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In this thesis we give a construction of cyclic cocycles on convolution algebras
twisted by gerbes over discrete translation groupoids. In his seminal book, Connes
constructs a map from the equivariant cohomology of a manifold carrying the action
of a discrete group into the periodic cyclic cohomology of the associated convolution
algebra. Furthermore, for proper e´tale groupoids, J.-L. Tu and P. Xu provide a map
between the periodic cyclic cohomology of a gerbe twisted convolution algebra and
twisted cohomology groups.
Our focus will be the convolution algebra with a product defined by a gerbe over
a discrete translation groupoid. When the action is not proper, we cannot construct an
invariant connection on the gerbe; therefore to study this algebra, we instead develop
simplicial notions related to ideas of J. Dupont to construct a simplicial form represent-
ing the Dixmier-Douady class of the gerbe. Then by using a JLO formula we define a
morphism from a simplicial complex twisted by this simplicial Dixmier-Douady form to
the mixed bicomplex of certain matrix algebras. Finally, we define a morphism from
this complex to the mixed bicomplex computing the periodic cyclic cohomology of the
twisted convolution algebras.
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Chapter 1
Introduction
In the early 1980’s, Alain Connes described diverse motivations for studying var-
ious non-commutative algebras and presented a framework for the subject now known
as noncommutative geometry in [10]. One way to study such non-commutative alge-
bras geometrically is by means of their cyclic cohomology. A smooth manifold M may
be studied through its algebra of smooth functions C∞c (M). In [8], Connes identifies
the periodic cyclic cohomology of C∞c (M) with the de Rham cohomology of M . This
shows that cyclic cohomology can be seen as the appropriate generalization of de Rham
cohomology to non-commutative algebras.
If, in addition, M carries the action of a discrete group Γ, a natural question to
ask is what the orbit space M/Γ looks like. In general the orbit space is not a manifold
or even a Hausdorff space. The prescription of Connes’ noncommutative geometry to
deal with such “bad” quotients is to instead study the convolution algebra of smooth
functions with compact support on the translation groupoidM⋊Γ. This is the algebra,
C∞c (M ⋊ Γ), of smooth functions with compact support on M × Γ with the discrete
convolution product
(f1 ∗ f2)(x, g) =
∑
g1g2=g
f1(x, g1)f2(xg1, g2)
which in general defines a noncommutative algebra. Furthermore, in [9] and [10] Chap-
ter III.2, Connes describes the cyclic cohomology of the convolution algebra C∞c (M⋊Γ)
2via a morphism Φ from a complex computing the de Rham homology of the ho-
motopy quotient MΓ = M ×Γ EΓ, i.e. the Borel model of equivariant cohomology
H∗Γ(M ;C) = H
∗(MΓ;C), to the (b,B)-bicomplex computing the periodic cyclic coho-
mology of C∞c (M ⋊ Γ), HP
∗(C∞c (M ⋊ Γ)).
The main object of study in this thesis is the twisted convolution algebra C∞c (M⋊
Γ, L) and the periodic cyclic cohomology HP ∗(C∞c (M⋊Γ, L)) defined as follows. Given
a line bundle L → M ⋊ Γ as well as a collection of line bundle isomorphisms µg1,g2 :
Lg1 ⊗ (Lg2)
g1 ∼−→ Lg1g2 for every g1, g2 ∈ Γ, where Lg denotes the restriction of L to
Mg =M ×{g}, the sections C
∞(M ⋊ Γ, L) define a twisted convolution algebra with a
convolution product defined by
(f1 ∗ f2)(x, g) =
∑
g1g2=g
µg1,g2(f1|Mg1 ⊗ (f2|Mg2 )
g1)(x, g).
The data (L, µ) is a gerbe over the translation groupoid M ⋊ Γ.
Gerbes were introduced by J. Giraud [17] and largely developed in a differential
geometric framework by J.-L. Brylinski [6] to study central extensions of loop groups,
line bundles on loop spaces, and the Dirac monopole among other applications. Just
as line bundles may be seen as a geometric realization of classes in H2(M,Z), gerbes
on manifolds may be seen as a geometric realization of classes in H3(M,Z). In [2], the
authors associate a certain type of differential graded algebra, called a curved dga, to
a gerbe on an e´tale groupoid. Furthermore, considerable attention has been paid to
gerbes recently due to their appearance in string theory and quantum field theory. For
instance, in string theory, the B-field may be viewed as a gerbe as made explicit by D.
Freed and E. Witten in [14]. The appearance of gerbes in string theory and quantum
field theory has been studied by numerous mathematicians and physicists, e.g., in [4],
[28], [15] and [7].
The main result of this thesis is the construction of a morphism analogous to
Connes’ Φ map into the (b,B)-bicomplex computing the periodic cyclic cohomology of
3a twisted convolution algebra, HP ∗(C∞c (M ⋊ Γ, L)), where the twisting is determined
by a gerbe (L, µ) on the translation groupoid M ⋊ Γ. Such a morphism, given by a
JLO-type formula, was constructed by J.-L. Tu and P. Xu in [29] in the case of a gerbe
over any proper e´tale groupoid. The construction of this thesis removes the properness
requirement in the case of a discrete translation groupoid. In our situation one cannot
construct a Γ-invariant connection on L→M ⋊ Γ as is done in [29]. In particular, this
means that we cannot in general choose a connection ∇ on L → M ⋊ Γ that satisfies
the cocycle condition
µ∗g,h(∇gh) = ∇g ⊗ 1 + 1⊗ (∇h)
g
where ∇g denotes ∇|Mg . Instead there is some discrepancy α ∈ Ω
1((M ⋊ Γ(2))
∇g ⊗ 1 + 1⊗ (∇h)
g − µ∗g,h(∇g.h) = α(g, h).
The curvature forms of ∇g, θg ∈ Ω
2(M), define a form θ ∈ Ω2((M ⋊ Γ)(1)). The θg
satisfy
θg − θgh + θ
g
h = dα(g, h)
so that (−α, θ) is a cocycle that represents the Dixmier-Douady class in H3((M ⋊Γ)•),
the degree 3 de Rham cohomology of the groupoid M ⋊ Γ.
To overcome this difficulty, the geometric data which forms the source of our
morphism is constructed using simplicial notions similar to those of J. Dupont in
[12]. Given a simplicial manifold M•, Dupont defines a complex of compatible forms
(Ω∗(M•), ddR + d∆). Elements of Ω
k(M•) are sequences of k-forms {ω(n)}, where
ω(n) ∈ Ω
k(Mn ×∆
n), and which satisfy the compatibility condition
(id × ∂i)
∗ω(n) = (δi × id)
∗ω(n−1)
on Ωk(Mn × ∆
n−1) for 0 ≤ i ≤ n and n ≥ 1. Here δi denotes the i
th face map on
Mn and ∂i denotes the i
th face map on the geometric simplex ∆n−1. Also ddR denotes
4the exterior differential on the simplicial manifold M• and d∆ denotes the exterior
differential on the geometric simplex.
The geometric data we use is a complex termed the twisted simplicial complex
(Ω∗−((M ⋊ Γ)•)[u], ud˜dR + d∆ −Θu ∧ ·)
where Ω∗−(M•) is a rescaled version of the compatible forms Ω
∗(M•) and u is a formal
variable. The twisting is by a simplicial version of the Dixmier-Douady form Θu in
Ω3−((M ⋊ Γ)•). The 3-form Θu is constructed using the data of the gerbe (L, µ) and
additionally a choice of connection ∇ on L → M ⋊ Γ. From L → M ⋊ Γ we define
an infinite dimensional vector bundle E → M as the direct sum bundle E =
⊕
g∈Γ Lg
with the direct sum connection ∇E . Then End E →M is a vector bundle of finite rank
endomorphisms over M .
From the data (L, µ) we define connections ∇k on the vector bundles Ek ×∆
k →
(M⋊Γ)(k)×∆
k, where Ek = p
∗
kE and pk :M×Γ
k →M is the map pk : (m, g1, . . . , gk) 7→
m ∈M . While End Ek → (M ⋊ Γ)(k) forms a simplicial vector bundle, the sequence of
End Ek-valued 2-forms defined by (∇
k)2 do not define a simplicial form. Instead we are
able to define a simplicial 2-form by the formula
ϑ(k)(g1, . . . , gk) = (∇
k)2 −
k∑
i=1
tiθg1···gi +
∑
1≤i<j≤k
α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti).
Here the difference between ϑ(k) and (∇
k)2 is a scalar valued form. The simplicial
Dixmier-Douady form Θu is defined by (Θu)(k) = ∇
k
u(ϑu)(k), where ∇
k
u and ϑu are
rescaled versions of ∇k and ϑ.
A simplicial version of the character formula of A. Jaffe, A. Lesniewski, and K.
Osterwalder [21], similar to [23] and [18], given by
τ∇(ω)(a˜0, a1, . . . , an) =
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n
tr
(
a˜0e
−σ0(ϑu)(k)∇ku(a1)e
−σ1(ϑu)(k) · · · ∇ku(an)e
−σn(ϑu)(k)
)
dσ1 · · · dσn
)
5for ω ∈ Ω∗−((M ⋊Γ)•) and ai ∈ C
∞
c (M,End E), defines a morphism into group cochains
valued in the (b,B) bicomplex of sections of End E ,
τ∇ : (Ω
∗
−(M•)[u], ud˜dR + d∆ −Θu ∧ ·)
// (C•(Γ, C
•
(C∞c (M,End E))[u
−1, u]), b + uB + δΓ
′).
Following this we define algebraic morphisms
(C•(Γ, C
•
(C∞c (M,End E))[u
−1, u]), b+ uB + δΓ
′)
// C
•
(C∞c (M ⋊ Γ, L)[u
−1, u], b+ uB)
into the periodic cyclic complex of the twisted convolution algebra C∞c (M ⋊ Γ, L).
The rest of this thesis is organized as follows.
The content of Chapter 2 is standard material on simplicial cohomology, cyclic
cohomology, and gerbes.
In Chapter 3 we discuss gerbes on the translation groupoid and we define the
twisted simplicial complex which is the source of the morphism.
Chapter 4 describes the construction of the simplicial Dixmier-Douady form Θu.
Finally, Chapter 5 contains the main result, a morphism from the twisted simpli-
cial complex of a gerbe (L, µ) on M ⋊ Γ to the periodic cyclic complex of the twisted
convolution algebra C∞c (M ⋊ Γ, L).
Chapter 2
Preliminaries
2.1 Categorical notions
First we will introduce some standard notions from category theory. This material
is largely taken from [10] and [22].
2.1.1 The simplicial category
Definition 2.1. The simplicial category ∆ is the small category of objects [n], where
[n] is the ordered set of n + 1 points, [n] = {0 < 1 < · · · < n}, n ∈ N, and arrows
the nondecreasing maps f : [n] → [m]. For n,m ∈ N, a map f : [n] → [m] is called
nondecreasing if f(i) ≥ f(j) whenever i > j.
There are certain morphisms in ∆ called face maps and degeneracy maps that we
focus on, as any other morphism may be written in terms of face maps and degeneracy
maps.
Definition 2.2. In ∆ the face maps are the injections δni : [n − 1] → [n], 0 ≤ i ≤ n,
which skip over the ith point, i.e. such that δni (i − 1) = i − 1, δ
n
i (i) = i + 1. The
degeneracy maps are the surjections σnj : [n + 1] → [n], 0 ≤ j ≤ n, that sends both j
and j + 1 to j, i.e. such that σnj (j) = σ
n
j (j + 1) = j. When the context is clear, we will
omit the superscript n
7Proposition 2.3. The category ∆ is generated by the morphisms δni and σ
n
j and has
the presentation
δjδi = δiδj−1 for i < j (2.1)
σjσi = σiσj+1 for i ≤ j (2.2)
σjδi =

δiσj−1 for i < j
id[n] if i = j or i = j + 1
δi−1σj for i > j + 1
(2.3)
Proof. We can check that the above relations are obeyed by direct computation. We
also need to show that this generates all of the morphisms in ∆.
Definition 2.4. A simplicial object (respectively cosimplicial object) in a category C is
a contravariant functor X• : ∆→ C (respectively a covariant functor X
• : ∆→ C). We
will often denote the objects Xn = X([n]), n ∈ N, and the morphisms δ
n
i = X•(δ
n
i ) and
σnj = X•(σ
n
j ), 0 ≤ i, j ≤ n. In view of Proposition 2.3 , such a functor is determined
entirely by the objects Xn and the morphisms d
n
i and s
n
j . When the morphisms s
n
j are
not specified, the functor is instead called a pre-simplicial object.
Example 2.5. Some examples of simplicial objects are given by the following.
(1) A contravariant functor X• : ∆ → Sets to the category of sets is called a
simplicial set.
(2) A contravariant functor X• : ∆→ Top to the category of topological spaces is
called a simplicial space.
(3) A contravariant functor X• : ∆→Man to the category of smooth manifolds is
called a simplicial manifold. This example will be discussed further in Section
2.3.
8Definition 2.6. The geometric n-simplex is the cosimplicial space ∆• : ∆ → Top
defined by ∆•([n]) = ∆n, where ∆n is the standard n-simplex
∆n =
{
(t0, . . . , tn) ∈ R
n+1 : 0 ≤ ti ≤ 1, 0 ≤ i ≤ n,
n∑
i=0
ti = 1
}
(barycentric) (2.4)
=
{
(t1, . . . , tn) ∈ R
n : t1, . . . , tn ≥ 0,
n∑
i=1
ti ≤ 1
}
(Cartesian). (2.5)
The Cartesian coordinates may be obtained from the barycentric coordinates eliminating
t0 = 1− t1 − · · · − tn. For barycentric coordinates
∆•(δni )(t0, . . . , tn−1) = (t0, . . . , ti−1, 0, ti, . . . , tn−1) (2.6)
∆•(σnj )(t0, . . . , tn+1) = (t0, . . . , tj−1, tj + tj+1, . . . , tn+1), (2.7)
and for Cartesian coordinates
∆•(δni )(t1, . . . , tn−1) =

(1− t1 − · · · − tn−1, t1, . . . , tn−1) i = 0
(t1, . . . , ti−1, 0, ti, . . . , tn−1) 1 ≤ i ≤ n
(2.8)
∆•(σnj )(t1, . . . , tn+1) =

(t2, . . . , tn+1) i = 0
(t1, . . . , tj + tj+1, . . . , tn+1) 1 ≤ i ≤ n
(2.9)
We will denote ∂ni =∆
•(δni ) and ς
n
j =∆
•(σnj ).
Definition 2.7. Given a simplicial set (or space or manifold) X•, the fat realization of
X•, denoted ‖X•‖, is the space
‖X•‖ =
⋃
n≥0
Xn ×∆
n/ ∼ (2.10)
where ∼ is the equivalence relation generated by (δni (x), t) ∼ (x, ∂
n
i (t)), for (x, t) ∈
Xn ×∆
n−1. The geometric realization of X, denoted by |X| is the space
|X•| =
⋃
n≥0
Xn ×∆
n/ ≈ (2.11)
where ≈ is the equivalence relation generated by (f∗(x), t) ≈ (x, f∗(t)) for (x, t) ∈
Xn ×∆
n−1 and any f ∈ hom(∆).
9Definition 2.8. Let C(n) consist of n-tuples of composable arrows in a (small) category
C, with C(0) the objects of C. The nerve of C is the simplicial set C• : ∆ → Sets given
on objects by C•([n]) = C(n) and on morphisms by the faces C•(δ
n
i ) = δ
n
i which compose
adjacent morphisms in the ith place and by the degeneracies C•(σ
n
j ) = σ
n
j which insert
the identity morphism in the jth place, i.e.
δni (f1, . . . , fn) =

(f2, . . . , fn) if i = 0
(f1, . . . , fifi+1, . . . , fn) for 1 ≤ i ≤ n− 1
(f1, . . . , fn−1) if i = n
(2.12)
σnj (f1, . . . , fn) = (f1, . . . , fj , id, fj+1, . . . , fn) (2.13)
with δ10(f) the terminal object of f and δ
1
1(f) the initial object of f and where fifi+1 =
fi+1 ◦ fi. The classifying space BC of the small category C is the geometric realization
of the nerve of C.
Example 2.9. (1) A discrete group Γ may be considered as a category with only
one object ∗, with morphisms the elements of Γ and composition equal to the
group product. The nerve of Γ is denoted by Γ• and is given by Γ(n) = Γ
n and
δni (g1, . . . , gn) =

(g2, . . . , gn) for i = 0,
(g1, . . . , gigi+1, . . . , gn) for 1 ≤ i ≤ n− 1,
(g1, . . . , gn−1) for i = n
snj (g1, . . . , gn) = (g1, . . . , gj , 1Γ, gj+1, . . . , gn).
(2) A topological G-space X where G is a topological group (possibly with the
discrete topology), i.e. a space X with an action of G, X × G // X, can be
considered as a category. The objects are elements of X and every g ∈ G such
that xg = x′ determines a morphism from x ∈ X to x′ ∈ X. The nerve of this
10
category is a simplicial space with objects X ×Gn and its geometric realization
is the Borel space X ×G EG.
2.2 E´tale groupoids
We will recall some standard material about groupoids. See [24], [11], or [25] for
example.
Definition 2.10. A groupoid is a (small) category G in which every arrow is invertible.
The set of objects is denoted by G(0) and the set of arrows is denoted by G(1). The set
of arrows will often be denoted simply by G. For each arrow in G(1) there is a source
object and a range object given by the range and source maps, r, s : G(1) ⇒ G(0). To
denote that g ∈ G(1) is an arrow with source s(g) = x and range r(g) = y we write
either g : x→ y or x
g
−→ y.
As G is a category, there is a rule of composition. Given two arrows y
g1
−→ z, x
g2
−→
y ∈ G(1) such that s(g1) = r(g2), their composition is an arrow x
g1g2
−−→ z called their
product. If we define pairs of composable arrows as
G(2) = G(1) ×G(0) G(1) = {(g1, g2) ∈ G(1) × G(1) : s(g1) = r(g2)} (2.14)
then the product defines the multiplication map
m : G(2) → G(1), m(g1, g2) = g1g2. (2.15)
As the composition in a category is required to be associative, the groupoid product is
associative.
For any object x ∈ G(0) there is an identity morphism 1x : x → x that satisfies
1xg = g1y = g for any arrow x
g
−→ y ∈ G(1). The unit map is then
u : G(0) → G(1), u(x) = 1x.
11
Every arrow g : x → y in G(1) is invertible so we will denote the inverse of g by
g−1 : y → x. With this we can define the inverse map
i : G(1) → G(1), i(g) = g
−1.
Then g−1g = 1x and gg
−1 = 1y.
Remark 2.11. As a groupoid G is a category, definition 2.8 applies and there is a sim-
plicial set G• called the nerve of G.
Definition 2.12. As in [5], Section 2.3, we will define the following projection maps.
For 0 ≤ i ≤ n and G• the nerve of G let ̟
n
i : G(n) → G(0) be the initial object of
the first morphism when i = 0 and the final object of the ith morphism (which is the
initial object of the (i − 1)st morphism) when i 6= 0. For 0 ≤ j ≤ n, 0 ≤ ij ≤ m, the
map ̟ni0 × · · · ×̟
n
im : G(n) → (G(0))
m factors into maps G(n) → G(m) and the canonical
projection G(m) → (G(0))
m. The map G(n) → G(m) will be denoted ̟
n
i0···im
. We may
write ̟ni0···im explicitly as
̟ni0···im : (g1, . . . , gn) 7→ (g
′
1, . . . , g
′
m)
where, for 1 ≤ k ≤ m
g′k =

gik−1+1 · · · gik if ik−1 < ik
ids(gik )
if ik−1 = ik
(gik · · · gik−1−1)
−1 if ik−1 > ik
Remark 2.13. The maps δni of Definition 2.12 may be written ̟
n
0···ˆi···n
: G(n) → G(n−1)
where iˆ denotes the omission of i.
Definition 2.14. A Lie groupoid is a groupoid in which the sets G(0) and G(1) are smooth
manifolds and the structure maps r, s, u, i,m are smooth. Furthermore, the range and
source maps r, s : G(1) ⇒ G(0) are required to be submersions so that the domain of the
12
multiplication map, G(2), is a manifold. An e´tale groupoid is a Lie groupoid in which
the source map is e´tale, i.e. a local diffeomorphism. In this case the other structure
maps are e´tale as well.
Example 2.15. We will now give some examples of groupoids.
(1) Any group G may be viewed as a groupoid by taking the object set to be
G(0) = pt and the arrows to be the group elements, G(1) = G. The composition
in the groupoid is the product in the group. If G is a Lie group then G is a Lie
groupoid.
(2) Given an manifold M with an open cover U = {Uα} the Cˇech groupoid asso-
ciated to U has objects {Uα} and morphisms Uαβ = Uα ∩ Uβ. The range and
source maps are given by s(Uαβ) = Uα and r(Uαβ) = Uβ.
(3) Given a manifold M carrying a right action of a group G, there is a groupoid
called the translation groupoid or action groupoid M ⋊ G with objects (M ⋊
G)(0) = M and arrows (M ⋊ G)(1) = M × G. The source and range maps are
given by s(x, g) = xg and r(x, g) = x. Given arrows xg1
g1
←− x and xg1g2
g2
←− xg1
their composition is m((x, g1), (xg1, g2)) = (x, g1g2) = xg1g2
g1g2
←−− x.
(4) For a connected manifold M , the fundamental groupoid Π(M) of M is the
groupoid with objects Π(M)(0) = M and arrows x → y in Π(M)(1) are homo-
topy classes classes of paths from x to y for any points x, y ∈M .
(5) An orbifold may be considered as a proper e´tale groupoid in the sense of [24]. To
any orbifold one may associate a proper e´tale groupoid G called a presentation
of the orbifold. While a presentation of an orbifold is not unique, the Morita
equivalence classes of proper e´tale groupoids are in one-to-one correspondence
with orbifolds.
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(6) Given a foliation F of a manifold M , there is an associated e´tale groupoid
called the holonomy groupoid, Hol(M,F), which is well defined up to Morita
equivalence. See [19] for a discussion.
Definition 2.16. Let Ω∗(M) be the graded algebra of differential forms on a manifold
M and let d be the de Rham differential. Denote by δn the alternating sum of the face
maps of (2.12). Then we can consider Ω∗(G•) as a double complex with the de Rham
differential d : Ωk(G(n))→ Ω
k+1(G(n)) and δ
∗ : Ωk(G(n))→ Ω
k(G(n+1)), i.e.,
...
...
...
Ω2(G(0))
δ∗
//
d
OO
Ω2(G(1))
δ∗
//
d
OO
Ω2(G(2))
δ∗
//
d
OO
· · ·
Ω1(G(0))
δ∗
//
d
OO
Ω1(G(1))
δ∗
//
d
OO
Ω1(G(2))
δ∗
//
d
OO
· · ·
Ω0(G(0))
δ∗
//
d
OO
Ω0(G(1))
δ∗
//
d
OO
Ω0(G(2))
δ∗
//
d
OO
· · ·
(2.16)
The cohomology of the double complex (Ω∗(G•), d, δ
∗) is the de Rham cohomology of G,
denoted H∗dR(G).
2.3 Simplicial manifolds
We will recount the ideas of Dupont in [12] (and [13]) to explicitly construct the
cohomology of a simplicial manifold.
2.3.1 Simplicial forms
Definition 2.17. Given a simplicial manifold M• : ∆→Man, a simplicial differential
k-form on M• is a sequence of k-forms {ω(n)}, where ω(n) ∈ Ω
k(Mn ×∆
n), and which
satisfy the compatibility condition
(id × ∂i)
∗ω(n) = (δi × id)
∗ω(n−1) (2.17)
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on Ωk(Mn ×∆
n−1) for 0 ≤ i ≤ n and n ≥ 1.
• The collection of simplicial differential forms on M• will be denoted Ω
∗(M•).
• The exterior differential d : Ωk(Mn×∆
n)→ Ωk+1(Mn×∆
n) induces an exterior
differential d : Ωk(M•)→ Ω
k+1(M•).
• The complex (Ω∗(M•), d) is called the complex of compatible forms.
• The wedge product ∧ : Ωk(Mn × ∆
n) ⊗ Ωl(Mn × ∆
n) → Ωk+l(Mn ×∆
n) also
induces a wedge product ∧ : Ωk(M•)⊗ Ω
l(M•)→ Ω
k+l(M•).
Remark 2.18. Notice that {ω(n)} defines a k-form on
∐
n≥0
Mn ×∆
n. In view of this, the
compatibility condition (2.17) is precisely the condition required for {ω(n)} to define a
form on ‖M•‖.
The complex (Ω∗(M•), d) can actually be thought of as the total complex of a
certain double complex (Ωr,s(M•), ddR, d∆) called the bicomplex of compatible forms. To
define this double complex, let
Ωr,s(M•) =
∐
n≥0
Ωr(Mn)⊗ Ω
s(∆n)
 / ∼ (2.18)
Here ∼ is similar to the compatibility condition (2.17). If ωr,s(n) ∈ Ω
r(Mn)⊗ Ω
s(∆n) we
may write ωr,s(n) as a linear combination of forms α
r
(n) ⊗ β
s
(n) where α
r
(n) ∈ Ω
r(Mn) and
βs(n) ∈ Ω
s(∆n). So ωr,s(n) = α
r
(n) ⊗ β
s
(n) ∼ α
r
(n−1) ⊗ β
s
(n−1) = ω
r,s
(n−1) if and only if
αr(n) ⊗ ∂
∗
i (β
s
(n)) = δ
∗
i (α
r
(n−1))⊗ β
s
(n−1). (2.19)
We define the differentials by
• ddR = d : Ω
r,s(M•)→ Ω
r+1,s(M•) is the exterior differential on eachMn induced
by d⊗ id : Ωr(Mn)⊗ Ω
s(∆n)→ Ωr+1(Mn)⊗ Ω
s(∆n).
• d∆ = (−1)
sd : Ωr,s(M•) → Ω
r,s+1(M•) is the exterior differential on each ∆
n
induced by id⊗ d : Ωr(Mn)⊗ Ω
s(∆n)→ Ωr(Mn)⊗ Ω
s+1(∆n).
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The induced differentials on Ωr,s(M•) are well defined due to the compatibility condition
(2.19). Hence for r + s = k we can alternatively define
Ωk(M•) =
⊕
r+s=k
Ωr,s(M•). (2.20)
and (Ω∗(M•), ddR + d∆) to be the complex of compatible forms. Given an element of
the complex of of compatible forms ω ∈ Ωk(M•) we will denote the component of ω in
Ωr,s(M•) by ω
r,s = ω|Ωr,s(M•).
The space Ωr,s(M•) of (r + s)-forms are locally of the form
ωr,s|Mn×∆n =
∑
ωi1···irj1···jsdxi1 ∧ · · · ∧ dxir ∧ dtj1 ∧ · · · ∧ dtjs (2.21)
where {xi} are local coordinates of Mn and (t0, . . . , tn) are barycentric coordinates of
∆n. Again, ddR is the exterior differential with respect to the local coordinates of Mn
and d∆ is (−1)
s times the exterior derivative with respect to the barycentric coordinates
of ∆n.
Definition 2.19. Dupont defines a complex called the simplicial de Rham complex
(A∗(M•), δ + d). Define
Ak(M•) =
⊕
r+s=k
Ar,s(M•) (2.22)
where Ar,s(M•) = Ω
s(Mr) is the collection of differential s-forms on the manifold Mr.
Also, the differential
δ : Ar,s(M•)→ A
r+1,s(M•) (2.23)
is the alternating sum of the pullback of the face maps δr+1i = M•(δ
n
i ), 0 ≤ i ≤ r + 1
and
d : Ar,s(M•)→ A
r,s+1(M•) (2.24)
is the exterior differential d : Ωs(Mr) → Ω
s+1(Mr). Then (A
∗(M•), δ + d) is the total
complex of the double complex (Ar,s(M•), d, δ).
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Remark 2.20. If a simplicial manifold G• is the nerve of a groupoid G then the simplicial
de Rham bicomplex (A∗(G•), d, δ) is the same as the de Rham complex of the groupoid
G, (Ω∗(G•), d, δ
∗), of Definition 2.16.
Definition 2.21. Given a commutative ring R we can associate the simplicial singular
cochain complex (C∗(M•;R), δ + ∂) to a simplicial manifold M•. Define
Ck(M•;R) =
⊕
r+s=k
Cr,s(M•;R) (2.25)
where Cr,s(M•;R) = C
s(Mr;R) is the collection of singular cochains of degree s on Mr.
Also, the differential ∂ = ∂1 + ∂2 where
δ : Cr,s(M•;R)→ C
r+1,s(M•;R) (2.26)
is the alternating sum of the pullback of the face maps δr+1i = M•(δ
n
i ), 0 ≤ i ≤ r + 1
and
∂ : Cr,s(M•;R)→ C
r,s+1(M•;R) (2.27)
is the usual coboundary on singular cochains. Then (C∗(M•;R), δ + ∂) is the total
complex of the double complex (Cr,s(M•;R), δ, ∂).
From [12] Proposition 5.15
Theorem 2.22. For a simplicial manifold M•, we have the isomorphism
H∗(‖M•‖;R) ∼= H(C
∗(M•;R), δ + ∂) (2.28)
From [12] Proposition 6.1,
Theorem 2.23 (Simplicial de Rham theorem). The integration map
I : Ar,s(M•)→ C
r,s(M•) (2.29)
defined by I(ωr,s)(cr,s) =
∫
cr,s
ωr,s for ωr,s ∈ Ar,s(M•) and cr,s ∈ Cs(Mr), the collection
of singular s-chains on Mr, gives a morphism of double complexes. Furthermore, this
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integration map induces an isomorphism
H(A∗(M•), δ + d) ∼= H(C
∗(M•), δ + ∂) (2.30)
on cohomology.
Furthermore, there is another morphism of complexes given by Stokes’ theorem.
From [12] Theorem 6.4,
Theorem 2.24. Let
I∆ : (Ω
r,s(M•), ddR, d∆)→ (A
r,s(M•), δ, d) (2.31)
be the map defined by integration over the standard simplex, i.e. the map defined on
Ωs(Mr ×∆
r) by
I∆ : ω(r) 7→
∫
∆r
ω(r). (2.32)
Then I∆ is a morphism that induces an isomorphism
H(Ω∗(M•), d) ∼= H((A
∗(M•), δ + d) (2.33)
2.3.2 Connections and Curvature
Definition 2.25. Let G be a Lie group. A simplicial G-bundle π• : E• → M• over a
simplicial manifold M• is a sequence of principal G-bundles {πn : En →Mn} where E•
is itself a simplicial manifold and the diagrams
En+1
En+1(δi)
//
πn+1

En
πn

En−1
En−1(σj )
//
πn−1

En
πn

Mn+1
Mn+1(δi)
//Mn and Mn−1
Mn−1(σj )
//Mn
(2.34)
commute. Given a simplicial G-bundle π• : E• → M•, the geometric realization |π•| :
|E•| → |M•| is a principal G-bundle with G-action induced by
En ×∆
n ×G→ En ×∆
n, (x, t, g) 7→ (xg, t). (2.35)
If we only require that the first diagram of (2.34) commute then we may still consider
the fat realization ‖π•‖ : ‖E•‖ → ‖M•‖ which is a principal G-bundle.
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Definition 2.26. A connection in a simplicial G-bundle π• : E• → M• is a 1-form
ω ∈ Ω1(E•; g) on E• (in the sense of definition 2.17) with coefficients in g, the Lie
algebra of G, such that ω(n) = ω|En×∆n is a connection in the usual sense on the bundle
πn × id : En × ∆
n → Mn ×∆
n. The curvature θ of a connection ω is the differential
form
θ = dω +
1
2
[ω, ω] ∈ Ω2(M•; g). (2.36)
2.4 Cyclic cohomology
Definition 2.27. The cyclic category Λ has objects [n], n ∈ N, and morphisms gener-
ated by face maps δni and degeneracy maps σ
n
j , 0 ≤ i, j ≤ n, as in definitions 2.1 and
2.2 subject to the relations of (2.1) as well as cyclic operators τn : [n] → [n] further
satisfying the relations
δiτn =

τn−1δi−1 if 1 ≤ i ≤ n
δn if i = 0
(2.37)
σjτn =

τn+1σj−1 if 1 ≤ i ≤ n
τ
2
n+1σn if i = 0
(2.38)
τ
n+1
n = id[n] (2.39)
A cyclic object (respectively, cocyclic object) in a category C is a contravariant (respec-
tively, covariant) functor X• : Λ→ C (respectively X
• : Λ→ C). For a cyclic object we
will typically denote X•([n]) = Xn, X•(δ
n
i ) = d
n
i , X•(σ
n
j ) = s
n
j , and X•(τn) = τn. For a
cocyclic object we will typically denote X•([n]) = Xn, X•(δni ) = d
i
n, X
•(σnj ) = s
j
n, and
X•(τn) = τn.
Example 2.28. Let A be a unital algebra over a field k. One may associate to A
the cyclic object A♮• : Λ → k −Mod in the category of k-modules. On objects we
define A♮•([n]) = A
♮
n = A⊗(n+1) and on morphisms A
♮
•(δ
n
i ) = d
n
i , A
♮
•(σ
n
i ) = s
n
i , and
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A♮•(τn) = τn where
di(a0 ⊗ a1 ⊗ · · · ⊗ an) =

a0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an if 0 ≤ i ≤ n− 1
ana0 ⊗ a1 ⊗ · · · ⊗ an−1 if i = n
(2.40)
si(a0 ⊗ a1 ⊗ · · · ⊗ an) = a0 ⊗ a1 ⊗ · · · ⊗ ai ⊗ 1⊗ ai+1 ⊗ · · · ⊗ an (2.41)
τ(a0 ⊗ a1 ⊗ · · · ⊗ an) = an ⊗ a0 ⊗ a1 ⊗ · · · ⊗ an−1 (2.42)
Dually, one may associate a cocyclic object A•♯ : Λ → k −Mod to A. On objects
we define An♯ = Hom (A
⊗(n+1), k) and on morphisms A•♯ (δ
n
i ) = d
i
n, A
•
♯ (σ
n
i ) = s
i
n, and
A•♯ (τn) = τ
n where
dif(a0, a1, . . . , an) =

f(a0, a1, . . . , aiai+1, . . . , an) if 0 ≤ i ≤ n− 1
f(ana0, a1, . . . , an−1) if i = n
(2.43)
sif(a0, a1, . . . , an) = f(a0, a1, . . . , ai, 1, ai+1, . . . , an) (2.44)
τf(a0, a1, . . . , an) = f(an, a0, a1, . . . , an−1) (2.45)
for any f ∈ Hom (A⊗(n+1), k). We will denote Hom (A⊗(n+1)) by Cn(A).
We are now in a position to define the cyclic (co)homology of a (co)cyclic object in
an abelian category. LetX• be a cyclic object in an abelian category. LetNn : Xn → Xn
be defined by Nn = 1 + τn + τ
2
n + · · · + τ
n
n . There are operators bn : Xn → Xn−1 and
Bn : Xn → Xn+1 defined by
bn =
n∑
i=0
dni (2.46)
Bn = (1− τn)snNn (2.47)
that satisfy the relations b2n = B
2
n = bnBn +Bnbn = 0. The subscripts will typically be
omitted. Define
Cpq(X•) =

Xq−p if q ≥ p
0 otherwise
(2.48)
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where p, q ∈ N. Then b : Cpq → Cp(q−1) and B : Cpq → C(p−1)q. The homology of the
bicomplex B(X•) = (Cpq, b, B) is the cyclic homology of X• which is denoted HC∗(X•).
[If we instead allow p, q ∈ Z then the homology of the bicomplex Bper(X•) = (Cpq, b, B)
is the periodic cyclic homology of X• which is denotedHP∗(X•).] The cyclic cohomology
of a cocyclic object X• is similarly defined. Now let Nn = 1 + τn + (τn)2 + · · ·+ (τn)n
and bn : Xn → Xn+1 and Bn : Xn → Xn−1 be defined by
bn =
n∑
i=0
din (2.49)
Bn = (1− τn)snNn (2.50)
and define
Cpq(X•) =

Xq−p if q ≥ p
0 otherwise
(2.51)
for p, q ∈ N. Then the cohomology of the mixed bicomplex B(X•) = (Cpq, b, B) is
the cyclic cohomology of X• which is denoted HC∗(X•). If we instead allow p, q ∈ Z
then the cohomology of the bicomplex Bper(X•) = (Cpq, b, B) is the periodic cyclic
cohomology of X•, which is denoted HP ∗(X•).
In particular, for a unital algebra A over a field k, the bicomplex B(A) = B(A•♯ )
is written
C2(A)
B
//
OO
C1(A)
B
//
OO
C0(A)
OO
C1(A)
B
//
b
OO
C0(A)
b
OO
C0(A)
b
OO
(2.52)
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and the bicomplex Bper(A) = Bper(A•♯ ) is written
...
... . .
.
. . .
// C2(A)
B
//
OO
C1(A)
B
//
OO
C0(A)
OO
. . .
// C2(A)
B
//
OO
C1(A)
B
//
b
OO
C0(A)
b
OO
· · · // C2(A)
B
//
OO
C1(A)
B
//
b
OO
C0(A)
b
OO
· · · // C1(A)
B
//
b
OO
C0(A)
OO
...
OO
(2.53)
We denote B(A•♯ ) as B(A) as we will be dealing with cyclic cohomology.
In this case we can also write bn and Bn explicitly as
bnf(a0, . . . , an) =
n−1∑
i=0
(−1)if(a0, . . . , aiai+1, . . . , an) + (−1)
nf(ana0, . . . , an−1) (2.54)
Bnf(a0, . . . , an) =
n∑
i=0
(−1)nif(1, ai, . . . , an, a0, . . . , ai−1)
− (−1)nif(ai, 1, ai+1, . . . , an, a0, . . . , ai−1) (2.55)
for any f ∈ Cn(A).
There is another related complex that we will make use of denoted by B(A). Let
C
pq
(A) = Hom (A⊗A
⊗(q−p)
, k) (2.56)
where A = A/(k · 1). Also denote C
n
(A) = Hom (A ⊗ A
n
, k). Then the operators b
(2.49) and B (2.50) are still well defined on this bicomplex. The operator B : C
n
(A)→
C
n+1
(A) is given explicitly by
Bf(a0, . . . , an) =
n∑
i=0
(−1)nif(1, ai, . . . , an, a0, . . . , ai−1) (2.57)
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The complex B(A) = (C
pq
(A), b, B) is quasi-isomorphic to B(A). We will denote
s¯inf(a0, . . . , an) = (−1)
nif(1, ai, . . . , an, a0, . . . , ai−1) (2.58)
so that B =
∑n
i=0 s¯
i
n.
For an algebra A that is not necessarily unital we can use the same sort of
construction to compute the cyclic cohomology of A. Let A˜ = A⊕ k be the unitization
of A. Then
C
pq
(A˜) = Hom (A˜ ⊗ A⊗(q−p), k) = Hom (A⊗(q−p+1) ⊕A⊗(q−p), k). (2.59)
This bicomplex is quasi-isomorphic to B(A).
Furthermore, we will make use of the following description of B(A) due to [16]
(see also [22]). Let u be a formal variable of degree +2. Then the complex (C•(A) ⊗
k[u], b + uB), where k[u] denotes polynomials in u over k, is quasi-isomorphic to B(A)
and the complex (C
•
(A) ⊗ k[u], b + uB) is quasi-isomorphic to B(A) and all may be
referred to as the cyclic complex of A. The complex (C•(A)⊗k[u−1, u], b+uB) is quasi-
isomorphic to Bper(A) and the complex (C
•
(A)⊗ k[u−1, u], b+ uB) is quasi-isomorphic
to B
per
(A) and all may be referred to as the periodic cyclic complex of A.
2.5 Gerbes
In [20] N. Hitchin describes a gerbe on a manifold. We will first discuss an
approach similar to Hitchin’s. Then we will define a gerbe on a smooth e´tale groupoid.
The latter notion agrees with the former in the case of the Cˇech groupoid.
2.5.1 Gerbes on Manifolds
In describing a gerbe on a manifold we will follow [20] and especially [1]. See also
[6] and [27].
Given a smooth manifoldM , a descent datum onM is a collection {Uα,Lαβ , µαβγ}
denoted by L where U = {Uα}α∈I is an open cover of M , {Lαβ} is a collection of line
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bundles over Uαβ, and µαβγ : Lαβ ⊗ Lβγ
∼
−→ Lαγ are isomorphisms of line bundles over
each triple intersection Uαβγ that satisfy the associativity condition that the diagram
Lαβ ⊗ Lβδ Lαδµαβδ
//
Lαβ ⊗ Lβγ ⊗ Lγδ
id⊗µβγδ

Lαγ ⊗ Lγδ
µαβγ⊗id
//
µαγδ

(2.60)
commutes over Uαβγδ .
An isomorphism of descent datum ψ : {Uα,Lαβ , µαβγ} → {Uα,L
′
αβ, µ
′
αβγ} on the
same open cover U is defined by a collection of line bundles Kα on Uα and a collection of
line bundle isomorphisms ψαβ : Kα
−1⊗Lαβ ⊗Kβ → L
′
αβ on Uαβ such that the diagram
L′αβ ⊗ L
′
βγ L
′
αγµ′αβγ
//
Kα
−1 ⊗ Lαβ ⊗Kβ ⊗Kβ
−1 ⊗Lβγ ⊗Kγ
ψαβ⊗ψβγ

Kα
−1 ⊗ Lαγ ⊗Kγ
id⊗µαβγ⊗id
//
ψαγ

(2.61)
commutes on Uαβγ .
In order to address the dependence of a descent datum on the open cover U , recall
that the cover V = {Vβ}β∈J is a refinement of the cover U = {Uα}α∈I if there is a map
φ : J → I such that Vβ ⊂ Uφ(β). Such a refinement φ defines a gerbe on V
{Vα,Lφ(α)φ(β)|Vαβ , µφ(α)φ(β)φ(γ) |Vαβγ}α,β,γ∈J . (2.62)
Also recall by standard theory (e.g. [3]) that any two open covers of M , U and U ′ have
a common refinement V and that any open cover of M has a refinement which is a
good cover. Note this means that the collection of covers on M is a directed set and
good covers are cofinal in the set of all covers. Therefore we may define an isomorphism
between descent datum {Uα,Lαβ , µαβγ} and {U
′
α,L
′
αβ, µ
′
αβγ} on different open covers
U = {Uα}α∈I and U
′ = {U ′α}α∈I′ as an isomorphism
{Vα,Lφ(α)φ(β)|Vαβ , µφ(α)φ(β)φ(γ) |Vαβγ}α,β,γ∈J
// {Vα,Lφ′(α)φ′(β)|Vαβ , µφ′(α)φ′(β)φ′(γ)|Vαβγ}α,β,γ∈J (2.63)
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where V = {Vα}α∈J is a common refinement with φ : J → I and φ
′ : J → I ′. A Dixmier-
Douady gerbe on M is an equivalence class of descent data on M under isomorphism
and will be denoted by [L] where L is some descent datum in the equivalence class.
If U is a good cover, then there is a trivialization of every line bundleLαβ over Uαβ .
A trivialization of Lαβ may be seen as a non-vanishing global section λαβ : Uαβ → Lαβ.
Upon choosing a global section λαβ of each Lαβ, we may view the isomorphisms {µαβγ}
as a Cˇech 2-cochain with values in the sheaf C×M of multiplicative complex numbers,
Cˇ2(U ,C×M ), by defining
µαβγ(λαβ ⊗ λβγ) = µˇαβγλαγ on Uαβγ (2.64)
where µˇαβγ : Uαβγ → C
× is a smooth invertible function. This makes sense as
µαβγ(λαβ ⊗ λβγ) is a non-vanishing section of Lαγ |Uαβγ and we may obtain any non-
vanishing section of Lαγ |Uαβγ through multiplication of λαγ by a non-zero complex num-
ber at each point of Uαβγ . Abusing notation, we will write µαβγ for µˇαβγ . By the com-
mutativity of (2.60), {µαβγ} defines a Cˇech 2-cocycle µ ∈ Zˇ
2(U ,C×M ), hence a class [µ] ∈
Hˇ2(U ,C×M ). Since the Cˇech cohomology is the same for all good coverings of M and the
Cˇech cohomology of M is defined to be the direct limit Hˇ∗(M,C×M ) = limU Hˇ
∗(U ,C×M ),
such a gerbe in fact defines a class [µ] ∈ Hˇ2(M,C×M ) called the Dixmier-Douady class
of L. We may denote this class by c1(L).
Proposition 2.29. Two descent datum L = {Uα,Lαβ, µαβγ} and L
′ = {Uα,L
′
αβ , µ
′
αβγ}
are isomorphic if and only if [L] = [L′]. In other words a Dixmier-Douady gerbe has
a well defined Dixmier-Douady class and a Dixmier-Douady class gives rise to a well
defined Dixmier-Douady gerbe.
Proof. It is sufficient to assume that {Uα} is a good cover. Let ψ : L → L
′ be an
isomorphism given by ψαβ : Kα
−1⊗Lαβ⊗Kβ → L
′
αβ on Uαβ. As every Uα is contractible,
we can pick non-vanishing global sections κα for each Kα and as before we can pick non-
vanishing global sections λαβ for each Lαβ. Furthermore, over each Uαβ, we may write
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the isomorphism ψαβ(κα
−1 ⊗ λαβ ⊗ κβ) = sαβλ
′
αβ for some sαβ : Uαβ → C
×
M . By the
isomorphism condition (2.61), ψαγ ◦ (id ⊗ µαβγ ⊗ id) = µ
′
αβγ ◦ (ψαβ ⊗ ψβγ), so that on
Uαβγ
ψαγ ◦ (id⊗ µαβγ ⊗ id)(κα
−1 ⊗ λαβκβκβ
−1λβγκγ) = ψαγ(κα
−1(µαβγλαγ)κγ)
= sαγµαβγλ
′
αγ
and
µ′αβγ ◦ ψαβ ⊗ ψβγ(κα
−1 ⊗ λαβκβκβ
−1λβγκγ) = µ
′
αβγ(sαβλ
′
αβsβγλ
′
βγ)
= sαβsβγµ
′
αβγλ
′
αγ
are equal. Therefore
µαβγµ
′
αβγ
−1
= sαβsβγsαγ
−1 (2.65)
showing that the difference between µ and µ′ is a Cˇech coboundary.
The short exact sequence
0→ 2πiZ→ CM
e2πi·
−−−→ C×M → 0 (2.66)
of sheaves defines a long exact sequence on Cˇech cohomology. The connecting homo-
morphism of the long exact sequence provides an isomorphism
Hˇ2(M,C×M )
∼= Hˇ3(M, 2πiZ) ∼= Hˇ3(M,Z) (2.67)
since CM is a soft sheaf which implies Hˇ
i(M,CM ) = 0 for i > 0. Explicitly, we can write
down a Cˇech 3-cocycle ν with values in 2πiZ that represents the Dixmier-Douady class
of a descent datum L = {Uα,Lαβ , µαβγ}. Given a branch Log (µαβγ) of the logarithm
of µαβγ over Uαβγ , set
ναβγδ = Log (µβγδ)− Log (µαγδ) + Log (µαβδ)− Log (µαβγ) on Uαβγδ . (2.68)
Then ν defines a 2πiZ-valued Cˇech 3-cocycle ν ∈ Zˇ3(U , 2πiZ) which represents c1(L).
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Given a smooth map f : M ′ → M between smooth manifolds, the pullback
of a descent datum L on M is a descent datum f∗L on M ′. The pullback respects
isomorphisms so that the pullback of a Dixmier-Douady gerbe is a Dixmier-Douady
gerbe.
A unitary descent datum is a descent datum L = {Uα,Lαβ , µαβγ} with a choice of
metric on each Lαβ such that µαβγ is additionally an isometry. A unitary equivalence of
unitary descent data L = {Uα,Lαβ, µαβγ} and L
′ = {Uα,L
′
αβ , µ
′
αβγ} sharing the same
open cover {Uα} is an isomorphism of descent data ψαβ : Kα
−1⊗Lαβ⊗Kβ → L
′
αβ where
the line bundles {Kα} are Hermitian and each ψαβ is an isometry. Again, a unitary
Dixmier-Douady gerbe is an equivalence class of unitary gerbes.
Proposition 2.30. Given a descent datum L = {Uα,Lαβ , µαβγ}, there exists a collec-
tion of connections on L denoted ∇ = {∇αβ} satisfying the condition
µ∗αβγ∇αγ = ∇αβ ⊗ 1 + 1⊗∇βγ on Uαβγ . (2.69)
Proof. Following [1], for any α, β such that Uαβ 6= ∅, fix a connection ∇
′
αβ on Lαβ. Then
for Uαβγ 6= ∅ define
Aαβγ = µ
∗
αβγ∇
′
αγ −∇αβ ⊗ 1− 1⊗∇βγ . (2.70)
Using the identification
End (Lαβ ⊗ Lβγ) ∼= Uαβγ × C (2.71)
we see that Aαβγ is identified with a differential 1-form on the open set Uαβγ . We also
have for Uαβγδ 6= ∅
Aβγδ +Aαβδ = Aαγδ +Aαβγ . (2.72)
Therefore, there exists A′ = (A′αβ) such that
Aαβγ = A
′
βγ −A
′
αγ +A
′
αβ . (2.73)
Hence the collection of connections (∇αβ = ∇
′
αβ +A
′
αβ) is a connection on L.
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Proposition 2.31. Given a connection ∇ on L as above, let θαβ = ∇
2
αβ be the cur-
vatures of the connections ∇αβ. Then there exists a collection of 2-forms θα ∈ Ω
2(Uα)
that satisfy
θαβ = θβ − θα (2.74)
Proof. Following [1], we have a collection θαβ of 2-forms that satisfy
θαγ = θαβ − θβγ (2.75)
which means that the collection of θαβ is a Cˇech cocycle. Since the Cˇech complex of
differential forms is acyclic, there exists some collection of forms θα on each Uα that
satisfy
θαβ = θβ − θα (2.76)
We call (∇αβ , θα) a connection on the descent datum L.
Proposition 2.32. Let L = {Uα,Lαβ, µαβγ} be a descent datum with a connection
({∇αβ}, {θα}). Then there exists a well-defined closed form Ω ∈ Ω
3(M) called the
curvature 3-form of the connection that is locally Ω|Uα =
dθα
2πi . Furthermore, if Ω
′ is the
curvature 3-form of another connection then Ω′ = Ω+ dη for η ∈ Ω2(M)/dΩ1(M).
Proof. As in [1], since dθαβ = 0 for any α, β,
dθα|Uαβ = dωβ|Uαβ
which shows the existence of the closed form Ω. Restriction to a refinement clearly does
not change Ω nor does replacing the connection by an equivalent one.
The curvature 3-form of a connection (∇αβ , θα) on a descent datum L is a repre-
sentative in de Rham cohomology of c1(L).
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2.5.2 Gerbes on Groupoids
Definition 2.33. Given an e´tale groupoid G, a gerbe (L, µ) over G is a line bundle over
G(1), L→ G, together with an isomorphism
µ : (̟201)
∗L⊗ (̟212)
∗L
∼
−→ (̟202)
∗L (2.77)
of line bundles on G(2). This isomorphism may be written as µ(g1,g2) : L|g1 ⊗ L|g2
∼
−→
L|g1g2 on the fiber over (g1, g2) ∈ G(2). Here Lg denotes the fiber over g. In addition, µ
must satisfy the associativity condition that the diagram
(̟301)
∗L⊗ (̟3123)
∗L (̟30123)
∗L
(̟3013)
∗(µ)
//
(̟301)
∗L⊗ (̟312)
∗L⊗ (̟323)
∗L
id⊗(̟3123)
∗(µ)

(̟3012)
∗L⊗ (̟323)
∗L
(̟3012)
∗(µ)⊗id
//
(̟3023)
∗(µ)

(2.78)
commutes. On fibers this condition means that the diagram
L|g1 ⊗ L|g2g3 L|g1g2g3µ(g1,g2g3)
//
L|g1 ⊗ L|g2 ⊗ L|g3
id⊗µ(g2,g3)

L|g1g2 ⊗ L|g3
µ(g1,g2)⊗id
//
µ(g1g2,g3)

(2.79)
commutes.
Let ∇ be a connection on L→ G, i.e. a linear operator ∇ : C∞c (G, L)→ Ω
1
c(G, L)
where C∞c (G, L) denotes compactly supported sections of L→ G and Ω
1
c(G, L) denotes
compactly supported L-valued 1-forms on G. Then for a local section sU : U → L,
U ⊂ G(1), we may write the operator ∇ as ∇sU = (d+ω)sU for some ω ∈ Ω
1(G, L). We
call ω the connection form of ∇. A connection ∇ on L → G determines a connection
on (̟201)
∗L ⊗ (̟212)
∗L given by (̟201)
∗∇ ⊗ 1 + 1 ⊗ (̟212)
∗∇ as well as a connection
(µ)∗(̟202)
∗∇ on (µ)∗(̟202)
∗L. Their discrepancy is given by a 1-form
(̟201)
∗∇⊗ 1 + 1⊗ (̟212)
∗∇− (µ)∗(̟202)
∗∇ = α ∈ Ω1(G(2)) (2.80)
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Suppose additionally that there is a two form θ ∈ Ω2(G(1)) satisfying
(̟201)
∗θ − (̟202)
∗θ + (̟212)
∗θ = dα, (2.81)
in other words, satisfying δ∗θ = dα. Then (−α, θ) ∈ Ω1(G(2)) ⊕ Ω
2(G(1)) determines a
class in H3dR(G), which we call the Dixmier-Douady class of ∇ on L→ G. Although the
Dixmier-Douady class depends on ∇ throughout, it is expected this dependence can be
removed. We call (∇, θ) a connection on L and α the discrepancy of ∇.
This notion of gerbe and Dixmier-Douady class agrees with the notion of a gerbe
on a manifold when G is the Cˇech groupoid.
Chapter 3
Twisted cohomology
In this chapter we will develop the notion of a twisted simplicial complex for the
simplicial manifold (M ⋊ Γ)• determined by the translation groupoid arising from the
action of a discrete group on a manifold.
3.1 Gerbes on the (discrete) translation groupoid
First we will make a few remarks about the discrete translation groupoid. Let Γ
be a discrete group and letM be a manifold carrying a (right) action of Γ, M×Γ→M ,
denoted (x, g) 7→ xg. The nerve of M ⋊ Γ is a simplicial manifold (M ⋊ Γ)• which we
will often denote merely by M•. On objects, M• is given by M(k) = M × Γ
k and on
morphisms M• is given by
δki (x, g1, . . . , gk) =

(xg1, g2, . . . , gk) if i = 0
(x, g1, . . . , gigi+1, . . . , gk) for 1 ≤ i ≤ k − 1
(x, g1, . . . , gk−1) if i = k
(3.1)
σkj (x, g1, . . . , gk) = (x, g1, . . . , gj , 1Γ, gj+1, . . . , gk) (3.2)
in the notation of (2.12). In particular, δ10(x, g1) = xg1 and δ
1
1(x, g1) = x.
Let L→M ⋊Γ be a gerbe with an isomorphism µ as in (2.77). As (M ⋊ Γ)(1) =
M × Γ and Γ is a discrete group, we may view L as a collection of line bundles Lg on
Mg = M × {g} for each g ∈ Γ. The isomorphism µ may be restricted in the same way
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to a collection of isomorphisms
µg1,g2 : Lg1 ⊗ (Lg2)
g1 ∼−→ Lg1g2 (3.3)
where g1, g2 ∈ Γ and (Lg2)
g1 denotes the line bundle Lg2 shifted by the action of g1. In
other words (Lg2)
g1 has sections sg1 where sg1(x) = s(xg1) denotes the (left) action of
Γ for s :Mg2 → L|g2 a section of L|g2 .
Now let ∇ be a connection on L and let ∇g = ∇|Mg be a connection on Lg for
each g ∈ Γ. In this case the condition (2.80) may be written
∇g ⊗ 1 + 1⊗ (∇h)
g − µ∗g1,g2(∇gh) = α(g, h) (3.4)
for all g, h ∈ Γ and for some α(g, h) ∈ Ω1(M). Hence α ∈ Ω1((M ⋊ Γ)(2)) = Ω
1(M ×
Γ× Γ).
Define θg ∈ Ω
2(M) by [θg, s] = (∇g)
2s for a section s : Mg → Lg. Then we have
a collection θ = (θg)g∈Γ ∈ Ω
2(M × Γ) = Ω2((M ⋊ Γ)(1)) and the following relation.
Proposition 3.1. The 2-forms θg satisfy condition (2.81), which may be written
θg + θ
g
h − θgh = dα(g, h) (3.5)
Proof. This follows from the condition 3.4. The curvature of the sum of connections
∇g ⊗ 1 + 1 ⊗ (∇h)
g is θg + θ
g
h and the curvature of the connection plus scalar form
µ∗g1,g2(∇gh) + α(g, h) is θgh + dα(g, h).
In view of the previous proposition, a connection ∇ on L → M ⋊ Γ induces a
connection (∇, θ) with discrepancy α ∈ Ω2((M ⋊Γ)(1)) on the gerbe (L, µ) over M ⋊Γ.
We will nonetheless often denote such a connection on (L, µ) by ∇. As defined above,
(−α, θ) represents the Dixmier-Douady class of ∇ on (L, µ) over M ⋊ Γ.
3.2 Twisted bundles
Definition 3.2. Given a gerbe (L, µ) onM⋊Γ, an L-twisted vector bundle E is a vector
bundle onM together with a collection of vector bundle isomorphisms ϕg : E
∼
−→ Eg⊗Lg
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for each g ∈ Γ such that the diagram
Eg ⊗ Lg E
ϕ−1g
//
Egh ⊗ (Lh)
g ⊗ Lg
((ϕh)
g)−1⊗id

Egh ⊗ Lgh
id⊗µg,h
//
ϕ−1gh

(3.6)
commutes. Here Eg denotes the induced action of g ∈ Γ on the vector bundle E →M .
Remark 3.3. Note that ϕg induces an isomorphism ϕg : End E
∼
−→ End Eg as well. More
precisely, ϕg : E
∼
−→ Eg ⊗ Lg induces an isomorphism
ϕg : End E
∼
−→ End (Eg ⊗ Lg) ∼= End (E
g)⊗ End (Lg).
As End (Lg) ∼= C we see End E ∼= End E
g via ϕg.
Let ∇E : C∞(M, E) // Ω1(M, E) be a connection on E and (L, µ) a gerbe on
M⋊Γ with connection (∇, θ) and discrepancy α. Then there is a connection on Eg⊗Lg
given by (∇E)
g
⊗ 1 + 1 ⊗ ∇g for every g ∈ Γ. By (∇
E)
g
we mean the connection
(∇E)
g
sg = (∇Es)
g
where sg is a section of Eg. This defines a connection on Eg which
we denote ∇E
g
= (∇E)
g
. The discrepancy between ∇E and ∇E
g
⊗ 1 + 1 ⊗ ∇g is an
End E-valued 1-form which we denote by
∇E − ϕ∗g(∇
Eg ⊗ 1 + 1⊗∇g) = −A(g) ∈ Ω
1(M,End E) (3.7)
for each g ∈ Γ. We will call A ∈ Ω1(M × Γ,End E) the discrepancy of ∇E . Notice that
we then have the identity
(∇E +A(g))2 = ϕ∗g((∇
Eg )⊗ 1 + 1⊗∇g)
2
(∇E)2 +A(g)2 + [∇E , A(g)] = ϕ∗g((∇
Eg )2) + θg
θE +A(g)2 + [∇E , A(g)] = ϕ∗g(θ
E)g + θg (3.8)
on Ω2(M,End E) where we define θE = (∇E)2.
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Example 3.4 (Direct Sum Bundle). Any gerbe (L, µ) on M ⋊ Γ determines an L-
twisted vector bundle called the direct sum bundle of (L, µ). The direct sum bundle is
the most relevant example of a twisted vector bundle for our purposes. Given a gerbe
(L, µ), define the infinite dimensional vector bundle π : E →M where E =
⊕
g∈Γ Lg. In
addition, define isomorphisms ϕg : E // E
g ⊗ Lg for each g ∈ Γ by
ϕg :
⊕
g′∈Γ
Lg′ //
⊕
g′∈Γ
µ−1g,g′(Lg′) =
⊕
g′∈Γ
(Lg′)
g ⊗ Lg (3.9)
where the factor L′g is mapped to µ
−1
g,g′(Lg′). With these isomorphisms, E is an L-twisted
vector bundle on M . In addition, a connection ∇ on L → M ⋊ Γ induces the direct
sum connection ∇E =
⊕
g∈Γ∇g on E → M . We will again denote the discrepancy of
∇E by A. The following lemma is a useful identity relating the discrepancy of ∇ with
the discrepancy of ∇E .
Lemma 3.5. Let E be the direct sum bundle of (L, µ), a gerbe on M⋊Γ with connection
(∇, θ), and for each g ∈ Γ, let ϕg : E
∼
−→ Eg ⊗ Lg be an isomorphism. Then for any
g, h ∈ Γ we have the identity
A(g) + (ϕg)
∗(A(h)g)−A(gh) = −α(g, h) ∈ Ω1(M,End E), (3.10)
where α is the discrepancy of ∇ and A is the discrepancy of ∇E .
Proof. This follows from the commutativity of (3.6). From the right arrow, we have the
condition
∇E − ϕ∗gh(∇
Egh ⊗ 1 + 1⊗∇gh) = −A(gh) (3.11)
and from the top arrow we have the condition
(∇E
gh
⊗ 1 + 1⊗∇gh)− (1⊗ µ
−1
gh )
∗(∇E
gh
⊗ 1⊗ 1 + 1⊗ (∇h)
g ⊗ 1 + 1⊗ 1⊗∇g)
= −(1⊗ µ−1gh )
∗(1⊗ α(g, h)) = −1⊗ α(g, h). (3.12)
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From the composition of these two arrows we have the condition
∇E − ϕ∗gh(1⊗ µ
−1
gh )
∗(∇E
gh
⊗ 1⊗ 1 + 1⊗ (∇h)
g ⊗ 1 + 1⊗ 1⊗∇g)
= −A(gh) + ϕ∗gh(1⊗ α(g, h)). (3.13)
Next, the bottom arrow implies the condition
∇E − ϕ∗g(∇
Eg ⊗ 1 + 1⊗∇g) = −A(g) (3.14)
and the left arrow implies the condition
(∇E
g
⊗ 1 + 1⊗∇g)− ((ϕh)
g)∗(∇E
gh
⊗ 1⊗ 1 + 1⊗ (∇h)
g ⊗ 1 + 1⊗ 1⊗∇g)
= −(A(h))g (3.15)
which compose to give the condition
∇E − ϕ∗g((ϕh)
g ⊗ 1)∗(∇E
gh
⊗ 1⊗ 1 + 1⊗ (∇h)
g + 1⊗ 1∇g)
= −A(g) − (ϕg)
∗(A(h)g). (3.16)
Since the diagram (3.6) commutes, we can equate (3.13) and (3.16) to produce
−A(gh) + ϕ∗gh(1⊗ α(g, h)) = −A(g)− (ϕg)
∗(A(h)g) (3.17)
which is the above identity.
Corollary 3.6. With the hypothesis of the previous lemma, as well as 1 < i < j, we
have
α(g1, g2 · · · gi)− α(g1, g2 · · · gj) + α(g1 · · · gi, gi+1 · · · gj)
= ϕ∗g1α(g2 · · · gi, gi+1 · · · gj)
g1 (3.18)
where α is the discrepancy of ∇.
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Proof. This follows from the calculation
α(g1, g2 · · · gi)− α(g1, g2 · · · gj) + α(g1 · · · gi, gi+1 · · · gj) =
= A(g1) + ϕ
∗
g1(A(g2 · · · gi)
g1)−A(g1 · · · gi)
−A(g1)− ϕ
∗
g1(A(g2 · · · gj)
g1) +A(g1 · · · gj)
+A(g1 · · · gi) + ϕ
∗
g1···gi(A(gi+1 · · · gj))
g1···gi −A(g1 · · · gj)
= ϕ∗g1(A(g2 · · · gi)
g1)− ϕ∗g1(A(g2 · · · gj)
g1) + ϕ∗g1···gi(A(gi+1 · · · gj))
g1···gi
= ϕ∗g1(A(g2 · · · gi)−A(g2 · · · gj) + ϕ
∗
g2···gi(A(gi+1 · · · gj))
g2···gi)g1
= ϕ∗g1α(g2 · · · gi, gi+1 · · · gj)
g1
where we have used the previous lemma.
The bundle End E →M is vector bundle of finite rank endomorphisms when E is
the direct sum bundle. Note that any section of C∞(M,End E) may be decomposed as
follows. Since E =
⊕
g∈Γ Lg, End E consists of morphisms φ :
⊕
g∈Γ Lg →
⊕
g∈Γ Lg. Let
Eg,h(φ) ∈ Hom (Lg, Lh) denote the restriction of φ to the component Eg,h(φ) : Lg → Lh,
so that φ =
⊕
g,h∈ΓEg,h(φ). So given a section f ∈ C
∞(M,End E) we may decompose
f in the same way, with Eg,h(f) a section on M with values in morphisms Lg → Lh. In
other words, Eg,h(f) ∈ C
∞(M,Hom (Lg, Lh)).
Given such a decomposition we can describe the action of g ∈ Γ on sections
C∞(M,End E) as follows. Let f ∈ C∞(M,Hom (Lg1 , Lg2)), i.e. f = Eg1,g2(f). For
any g ∈ Γ, the section f g is a section of Hom (Lgg1 , L
g
g2) and id ⊗ f
g is a section of
Hom (Lg⊗ (Lg1)
g, Lg⊗ (Lg2)
g). We may denote the corresponding section by f g as well.
As there are isomorphisms µg,g1 : Lg ⊗ (Lg1)
g → Lgg1 and µg,g2 : Lg ⊗ (Lg2)
g → Lgg2 ,
under these isomorphisms f g corresponds to a section in C∞(M,Hom (Lgg1 , Lgg2)) which
is denoted by Egg1,gg2(f
g). In other words
Egg1,gg2(f
g) = µg,g2 ◦ id⊗ f
g ◦ µ−1g,g1
Hence the (left) action of g ∈ Γ on Eg1,g2(f) is g ·Eg1,g2(f) = Egg1,gg2(f
g).
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For a section a ∈ C∞(Mg, Lg), we may consider a as the section E1,g(a) : L1 → Lg
of C∞(M,End E) since a :Mg → Lg defines a section a˜ :M ×C→ Lg by a˜(x, λ) = a(x)
for all λ ∈ C and L1 ∼=M × C. We have L1 ∼= M × C as µ1,1 : L1 ⊗ L1
∼
−→ L1. We will
not make a distinction in notation between a section a :M → Lg and the corresponding
section of C∞(M,Hom (L1, Lg)).
Let f1, f2 ∈ C
∞(M,End E) be sections of End E . The sections Eg1,g2(f1) and
Eg2,g3(f2) may be composed to produce a section Eg2,g3(f2) ◦Eg1,g2(f1). We will denote
this operation of composition by
Eg1,g2(f1)Eg2,g3(f2) = Eg1,g3(f1f2) ∈ C
∞(M,Hom (Lg1 , Lg3)) (3.19)
Thus we may obtain a matrix product on C∞(M,End E). Let f1f2 ∈ C
∞(M,End E) be
defined by
Eh,k(f1f2) =
∑
g∈Γ
Eh,g(f1)Eg,k(f2) (3.20)
for h, k ∈ Γ so that f1f2 =
⊕
h,k∈ΓEh,k(f1f2).
Lemma 3.7. Given sections ag ∈ C
∞(M,Lg) and ah ∈ C
∞(M,Lh)
E1,g(ag)Eg,h(a
g
h) = E1,gh(µg,h(ag ⊗ a
g
h))
where we consider ag ∈ C
∞(M,Hom (L1, Lg)), ah ∈ C
∞(M,Hom (L1, Lh)), as well as
µg,h(ag ⊗ a
g
h) ∈ C
∞(M,Hom (L1, Lgh)).
Proof. The left hand side is defined by
L1
ag
−→ Lg
µ−1g,1
−−→ Lg ⊗ L
g
1
id⊗ag
h−−−−→ Lg ⊗ L
g
h
µg,h
−−→ Lgh
while the right hand side is defined by
L1
ag⊗a
g
h−−−−→ Lg ⊗ L
g
h
µg,h
−−→ Lgh
which are corresponding sections of Hom (L1, Lgh) under the isomorphism µ.
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For f ∈ C∞(M,End E) there is a trace map tr : C∞(M,End E)→ C∞(M) defined
by
tr(f) =
∑
g∈Γ
Eg,g(f) (3.21)
which is an element of C∞(M) as Eg,g(f) ∈ End (Lg) for all g ∈ Γ. In fact, for
Ω∗(M,End E) = Ω∗(M)⊗ C∞(M,End E), this trace map induces a trace
tr : Ω∗(M,End E)→ Ω∗(M) (3.22)
as for ω ⊗ f ∈ Ω∗(M)⊗ C∞(M,End E) we may define tr(ω ⊗ f) = ωtr(f).
Lemma 3.8. For ω1, ω2 ∈ Ω
∗(M,End E)
tr(ω1ω2) = (−1)
|ω1||ω2|tr(ω2ω1), (3.23)
and furthermore,
tr([ω1, ω2]) = 0, (3.24)
where [ω1, ω2] is the graded commutator of ω1 and ω2.
Proof. We will first mention that tr(f1f2) = tr(f2f1) for any f1, f2 ∈ C
∞(M,End E).
This follows as usual
tr(f1f2) =
∑
g∈Γ
Eg,g(f1f2)
=
∑
g∈Γ
(∑
h∈Γ
Eg,h(f1)Eh,g(f2)
)
=
∑
h∈Γ
∑
g∈Γ
Eh,g(f2)Eg,h(f1)

=
∑
h∈Γ
Eh,h(f2f1)
= tr(f2f1)
by changing the summation order.
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Let ω1 = α1⊗f1, ω2 = α2⊗f2 where α1, α2 ∈ Ω
∗(M) and f1, f2 ∈ C
∞(M,End E).
Then |α1| = |ω1| and |α2| = |ω2| and
tr(ω1ω2) = tr((α1 ∧ α2)⊗ (f1f2))
= (α1 ∧ α2)tr((f1f2))
= (−1)|α1||α2|(α2 ∧ α1)tr((f2f1))
= (−1)|ω1||ω2|tr(ω2ω1)
From this it follows that
tr([ω1, ω2]) = tr(ω1ω2 − (−1)
|ω1||ω2|ω2ω1) = tr(ω1ω2)− (−1)
|ω1||ω2|tr(ω2ω1) = 0.
3.3 Twisted simplicial cohomology
3.3.1 Nonorientable cohomology
If M is a non-orientable manifold we must additionally discuss twisting by the
orientation bundle of M . Given an atlas {(Uα, φα)} of M with transition functions
{φαβ} the orientation bundle of M is the real line bundle τ on M given by transition
functions sgn J(φαβ), where J(φαβ) is the Jacobian determinant of the matrix of partial
derivatives of φαβ and sgn is the sign function
sgn (x) =

+1 for x positive
0 for x = 0
−1 for x negative.
(3.25)
Explicitly, τ may be constructed from
⊔
α Uα × R
1/ ∼, where ∼ is the equivalence
relation
(x, v) ∼ (x, sgn J(φαβ(x))v), (3.26)
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for (x, v) ∈ Uα×R
1 and (x, sgn J(φαβ(x))v) ∈ Uβ×R
1. The coordinate charts φα define
local trivializations φ′α : τ |Uα
∼
−→ Uα × R
1.
The τ -twisted de Rham complex, Ω∗τ (M) = Ω
∗(M, τ) is the algebra of τ -valued
differential forms and is independent of the choice of atlas. Also, while the exterior
derivative dφ depends on the choice of atlas, any another choice of atlas produces an
isomorphic algebra, so we will denote the exterior derivative by d. The elements of
Ω∗τ (M) are called densities. The cohomology of the complex (Ω
∗
τ (M), d) is called the τ -
twisted de Rham cohomology H∗τ (M). The τ -twisted de Rham cohomology with compact
support, H∗τ,c(M) is defined similarly. For more details see [3] Chapter I.7.
3.3.2 Twisted cohomology
For a smooth manifold M of dimension m = dimM , let Θ ∈ Ω3(M) be a closed
3-form. Let u be a formal variable of degree +2. Define
Ωk(M) = Ω
m−k
τ (M). (3.27)
The de Rham differential ddR : Ωk(M) → Ωk−1 is of degree −1 and exterior multi-
plication by Θ, Θ ∧ · : Ωk(M) → Ωk−3(M) is of degree −3. Let Ωk(M)[u] denote
polynomials in u over differential forms in Ωℓ(M) such that the form degree ℓ plus the
degree of powers of u sum to k. In other words elements ω ∈ Ωk(M)[u] are of the form
ω =

ωk + uωk−2 + · · ·+ u
k/2ω0 if k is even
ωk + uωk−2 + · · ·+ u
(k−1)/2ω1 if k is odd
(3.28)
where ωj ∈ Ωj(M), i.e. ωj is an (m− j)-form on M for 0 ≤ j ≤ k. We can rescale the
de Rham differential by u to obtain a degree +1 differential
uddR : Ωk(M)[u]→ Ωk+1(M)[u] (3.29)
Lemma 3.9. Given α ∈ Ωk(M)[u] and β ∈ Ωℓ(M)[u]
(uddR)(α ∧ β) = (uddRα) ∧ β + (−1)
kα ∧ (uddRβ) (3.30)
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Proof. This follows by using the decomposition of β (3.28) and a similar decomposition
for α as well as using the usual identity d(ω ∧ η) = dω ∧ η + (−1)|ω|ω ∧ dη for forms
ω ∈ Ω∗τ (M) and η ∈ Ω
∗(M), taking note of the fact that the signs of the second term
all agree as u is even degree.
The differential
dΘ = uddR + u
2Θ ∧ · : Ωk(M)[u]→ Ωk+1(M)[u] (3.31)
is of degree +1 due to the grading on Ωk(M)[u]. The Θ-twisted de Rham complex of M
(Ω∗(M)[u], dΘ) is the complex of polynomials in u over differential forms onM with the
differential dΘ. If Θ
′ = Θ+dη is cohomologous to Θ then the complexes (Ω∗(M)[u], dΘ)
and (Ω∗(M)[u], dΘ′ ) are isomorphic via the isomorphism
Iη : ξ 7→ e
−uη ∧ ξ (3.32)
The cohomology of (Ω∗(M)[u], dΘ) is called the Θ-twisted cohomology of M ,
H∗Θ(M).
3.3.3 Twisted simplicial complex
Now we will similarly develop the twisted simplicial cohomology of the simplicial
manifold M• in which the twisting of the complex of compatible forms is given by a
closed simplicial 3-form Θ ∈ Ω3(M•). This definition involves a modification of the
bicomplex of compatible forms (2.18).
First we adjust the grading of Ωr,s(M•) to define a bicomplex Ω
r,s
− (M•). Let
Ωr,s− (M•)[u] =
∐
n≥0
Ωr(Mn)[u] ⊗Ω
s(∆n)
 / ∼ (3.33)
where Ωr(Mn) is as in (3.27). Here the equivalence relation ∼ is defined in precisely
the same way as the compatibility condition in (2.19). For αr(n) ∈ Ωr(Mn)[u] and
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βs(n) ∈ Ω
s(∆n), we have αr(n) ⊗ β
s
(n) ∼ α
r
(n−1) ⊗ β
s
(n−1) if and only if the corresponding
statement to (2.19) holds.
Furthermore, there is a degree +1 differential ud˜dR : Ω
r,s
− (M•)[u]→ Ω
r+1,s
− (M•)[u]
induced by the exterior derivative on each Mn,
(−1)r+sud⊗ id : Ωr(Mn)[u]⊗ Ω
s(∆n)→ Ωr+1(Mn)[u]⊗ Ω
s(∆n) (3.34)
and there is a degree +1 differential d∆ induced by the exterior derivative on each ∆
n,
i.e.
d∆ = id⊗ d : Ωr(Mn)[u] ⊗Ω
s(∆n)→ Ωr(Mn)[u]⊗ Ω
s+1(∆n). (3.35)
As in (2.20), we define
Ωk−(M•)[u] =
⊕
r+s=k
Ωr,s− (M•)[u]. (3.36)
Denote Ωr,s− (M(n)) = Ω
r,s
− (M•)[u]|Mn×∆n and Ω
k
−(M(n)) = Ω
k(M•)|Mn×∆n .
Proposition 3.10. The complex (Ω∗−(M•)[u], ud+ d∆) is quasi-isomorphic to the com-
plex (Ω∗(M•), d1 + d2).
Definition 3.11. Given a simplicial differential 3-form Θ ∈ Ω3(M•) as in Definition
2.17 we may decompose Θ with respect to the sum (2.20) as Θ = Θ3,0+Θ2,1+Θ1,2+Θ0,3
where Θj,3−j ∈ Ωj,3−j(M•) for 0 ≤ j ≤ 3. If, further, Θ
0,3 = 0 then define a rescaling of
Θ
Θu = u
2Θ3,0 + uΘ2,1 +Θ1,2 ∈ Ω∗(M•)[u]. (3.37)
Hence, exterior multiplication by Θu is an operator of degree +1 on
Θu ∧ · : Ω
k
−(M•)[u]→ Ω
k+1
− (M•)[u]. (3.38)
With these operators we define the Θ-twisted complex of compatible forms to be (Ω∗−(M•)[u], ud˜dR+
d∆ −Θu ∧ ·).
Proposition 3.12. Let Θ,Θ′ ∈ Ω3(M•) be compatible forms such that the components
in Ω0,3(M•) satisfy (Θ)
0,3 = (Θ′)0,3 = 0. If Θ − Θ′ = dη for some η ∈ Ω2(M•) that
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satisfies η0,2 = 0 then (Ω∗−(M•)[u], ud+ d∆+Θu ∧ ·) and (Ω
∗
−(M•)[u], ud+ d∆+Θ
′
u ∧ ·)
are isomorphic via the isomorphism
Iη : ξ 7→ e
ηu ∧ ξ (3.39)
where ηu = uη
2,0 + η1,1.
Now let us consider the special case of M• = (M ⋊ Γ)• in the following lemmas.
Lemma 3.13. For ω1 ∈ Ω
k
−(M•)[u] and ω2 ∈ Ω
ℓ(M•)[u] the induced wedge product
satisfies
(−1)|ω2|(ud˜dR + d∆)(ω1 ∧ ω2) = ((ud˜dR + d∆)ω1) ∧ ω2 + ω1 ∧ ((uddR + d∆)ω2)
Proof. As the variable u is of even degree and will not alter any signs, let d˜ = d˜dR+ d∆
and let d = ddR + d∆. Suppose ω1 ∈ Ω
r1,s1
− (M•)[u] and ω2 ∈ Ω
r2,s2(M•)[u] so that
d˜(ω1 ∧ ω2) = (−1)
dimM−r1+r2+s1+s2d(ω1 ∧ ω2)
= (−1)dimM−r1+r2+s1+s2(dω1 ∧ ω2 + (−1)
dimM−r1+s1ω1 ∧ dω2)
= (−1)dimM−r1+r2+s1+s2
(
(−1)dimM−r1+s1 d˜ω1 ∧ ω2
+(−1)dimM−r1+s1ω1 ∧ dω2
)
= (−1)−r2+s2 d˜ω1 ∧ ω2 + (−1)
−r2+s2ω1 ∧ dω2
Since |ω2| = r2 + s2 which is s2 − r2 modulo 2,
d˜(ω1 ∧ ω2) = (−1)
|ω2|d˜ω1 ∧ ω2 + (−1)
|ω2|ω1 ∧ dω2
from which the lemma follows.
Lemma 3.14. For α(n) ⊗ β(n) ∈ Ω0(Mn)[u]⊗ Ω
n−1(∆n) we have the following∫
M
∫
∆n
(ud˜dR + d∆)(α(n) ⊗ β(n)) = (−1)
n−1
∫
M
α(n)
∫
∂(∆n)
β(n).
Also, if β(n) is not of degree n − 1 or α(n) is not of degree 0 in Ω
∗
−(M•)[u] then the
integral over M ×∆n is zero.
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Proof. Since α(n) is in Ω0(Mn), α(n) = (α(n))0 as α(n) must be an m-form on Mn. For
any g1, . . . , gn ∈ Γ denote α = α(n)(g1, . . . , gn). Then∫
M
∫
∆n
(ud˜dR + d∆)(α ⊗ β(n)) =
∫
M
∫
∆n
(ud˜dRα)⊗ β(n) +
∫
M
∫
∆n
α⊗ (d∆β(n))
=
∫
M
α
∫
∆n
d∆β(n)
=
∫
M
α
∫
∆n
dβ(n)
=
∫
M
α
∫
∂(∆n)
β(n)
by Stokes’ theorem.
Combining the previous two lemmas we have
Lemma 3.15. For any ω1 ∈ Ω
∗
−(M•) and ω2 ∈ Ω
∗(M•)
∫
M
∫
∆n
((uddR + d∆)ω1) ∧ ω2
= −
∫
M
∫
∆n
ω1 ∧ ((uddR + d∆)ω2) + (−1)
|ω2|
∫
M
∫
∂(∆n)
ω1 ∧ ω2
where ω2 is of fixed degree.
Proof. We have∫
M
∫
∆n
((uddR + d∆)ω1) ∧ ω2
= −
∫
M
∫
∆n
ω1 ∧ ((uddR + d∆)ω2) + (−1)
|ω2|
∫
M
∫
∆n
(uddR + d∆)(ω1 ∧ ω2)
= −
∫
M
∫
∆n
ω1 ∧ ((uddR + d∆)ω2) + (−1)
|ω2|
∫
M
∫
∂(∆n)
ω1 ∧ ω2
where the first inequality follows from Lemma 3.13 and the second from Lemma 3.14.
Chapter 4
Simplicial Dixmier-Douady Form
In this chapter we will construct a 3-form Θ ∈ Ω3(M•) that is a representative of
the Dixmier-Douady class for M• = (M ⋊ Γ)•.
4.1 Derivations ∇k
Let (L, µ) be a gerbe on M ⋊Γ with connection ∇ on L→M ⋊Γ. Our goal now
will be to construct a representative of the Dixmier-Douady class of the gerbe (L, µ)
with connection ∇ in the complex of compatible forms on M•. We will again denote
the discrepancy of ∇ by α. For the entirety of the chapter, define the vector bundle
π : E →M where E =
⊕
g∈Γ Lg as in Example 3.4.
Now let pk : M(k) = M × Γ
k → M be defined by pk : (x, g1, . . . , gk) 7→ x ∈ M .
The pullback bundle Ek = p
∗
kE is a vector bundle over M(k). There is also a connection
on Ek defined by ∇
Ek = p∗k∇
E . We will denote the connection ∇Ek |M×{g1}×···×{gk} by
∇Ek(g1, . . . , gk). Note with this definition that ∇
Ek(g1, . . . , gk) = ∇
E for all g1, . . . , gk.
Remark 4.1. In general the collection {πk : Ek →M(k)} cannot be made into simplicial
vector bundle using the maps (3.1) and (3.2). In order for the diagram (2.34) of face
maps to commute, we must have that δ∗i Ek−1
∼= Ek for 0 ≤ i ≤ k which does not hold in
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general. Specifically, consider δ∗0Ek−1. For any g1, . . . , gk ∈ Γ and m ∈M ,
δ∗0Ek−1(x, g1, . . . , gk) = δ
∗
0(p
∗
k−1E)(x, g1, . . . , gk)
= (p∗k−1E)(xg1, g2, . . . , gk)
= Eg1
∼= E ⊗ Lg−11
,
where the last isomorphism is given by ϕg−11
.
On the other hand, the vector bundles End Ek →M(k) do form a simplicial vector
bundle, hence we will denote End Ek by End E(k).
Proposition 4.2. The vector bundles π(k) : End E(k) → M(k) form a simplicial vector
bundle π• : End E• →M•.
Proof. This follows as End (E ⊗Lg) ∼= End E . So δ
∗
i End Ek−1
∼= End Ek and the diagram
(2.34) of face maps commutes for 0 ≤ i ≤ k.
Definition 4.3. Denote M∆(k) = M(k) × ∆
k and E∆k = Ek × ∆
k. Consider the bundle
πk × id : E
∆
k →M
∆
(k). Then define a connection ∇
k : C∞(M∆(k), E
∆
k )→ Ω
1(M∆(k), E
∆
k ) by
((∇k(g1, . . . , gk))s)(x1, . . . , xm, t1, . . . , tk)
= ((∇Ek(g1, . . . , gk) + t1A(g1) + · · ·+ tkA(g1 · · · gk))s)(x1, . . . , xm, t1, . . . , tk) (4.1)
where s ∈ C∞(M∆(k), E
∆
k ), x1, . . . , xm are coordinates on M (with m = dimM), and
t1, . . . , tk are Cartesian coordinates on ∆
k.
Here we use ∇Ek to denote the derivation on E∆k → M
∆
(k) that is the derivation
∇Ek on Ek → M(k) at every point of ∆
k. In other words, if p¯k : M
∆
(k) → M(k) is the
projection (x, t) 7→ x then we denote p¯∗k∇
Ek merely by ∇Ek . Note that, while ∇k is a
connection on E∆k → M
∆
(k), ∇
k is not a simplicial connection as Ek → M(k) does not
form a simplicial bundle.
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We may use the formal variable u to rescale the connection ∇k by considering
(∇k)1,0 the component of the operator ∇k
(∇k)1,0 : C∞(M∆(k), E
∆
k )→ Ω
1(M(k), Ek)⊗ C
∞(∆k,∆k)
and (∇k)0,1 = d∆ the component that maps
(∇k)0,1 : C∞(M∆(k), E
∆
k )→ C
∞(M(k), Ek)⊗ Ω
1(∆k,∆k).
Let ∇ku = (∇
k
u)
1,0 + u−1d∆.
We may extend ∇k to an operator
∇k : Ωℓ(M∆(k), E
∆
k )→ Ω
ℓ+1(M∆(k), E
∆
k ) (4.2)
in the usual way. Given a section s ∈ C∞(M∆(k), E
∆
k ) and a form ω ∈ C
∞(M∆(k)) we
define
∇k(ω ⊗ s) = dω ⊗ s+ (−1)ℓω ∧ ∇ks. (4.3)
Remark 4.4. The operator ∇k may be defined to act on the algebra of End E-valued
forms Ω∗(M,End E) and in particular on sections C∞(M,End E) as follows. Given a
section η ∈ Ω∗(M,End E), define
∇kη = [∇k, p¯∗kp
∗
kη] (4.4)
where pk : M(k) → M is the projection (x, g1, . . . , gk) 7→ x, p¯k : M(k) × ∆
k → M(k) is
the natural projection (x, t) 7→ x and we consider ∇k to be degree +1 with respect to
the graded commutator. In other words, ∇kη operates on sections s ∈ C∞(M∆(k), E
∆
k )
by
(∇kη)s = [∇k, p¯∗kp
∗
kη]s = ∇
k((p¯∗kp
∗
kη)s)− (−1)
|η|+1(p¯∗kp
∗
kη)(∇
ks). (4.5)
With this extension the rescaling ∇ku = (∇
k)1,0 + u−1d∆ still makes sense.
Lemma 4.5. For any η ∈ Ω∗(M,End E),
(uddR + d∆)tr(η) = utr(∇
k
u(η)) (4.6)
where by tr(η) we mean tr(p¯∗kp
∗
kη).
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Proof. We will omit the pullback maps p¯∗kp
∗
k as they should be clear from the context.
As ∇ku = (∇
k)1,0 + u−1d∆ and (∇
k)1,0 = ddR + ω locally for some ω ∈ Ω
1(M,End E).
For a local section s ∈ C∞(M∆(k), E
∆
k )
((∇k)1,0η)(s) = [(∇k)1,0, η]s
= [ddR + ω, η]s
= ddR(ηs)− (−1)
|η|ηddRs+ [ω, η]s
= (ddRη + [ω, η])s
So by Lemma 3.8
tr((∇k)1,0η) = tr((ddRη + [ω, η]))
= tr(ddRη) + tr([ω, η])
= tr(ddRη)
= ddRtr(η).
Hence
utr(((∇k)1,0 + u−1d∆)η) = utr((∇
k)1,0η) + tr(d∆η) = uddRtr(η) + d∆tr(η),
as required.
4.2 Simplicial 2-form
The collection of End E(k)-valued 2-forms on M(k) ×∆
k given by (∇k)2 for each
k ≥ 0 does not define a simplicial differential form on M•. In the theorem below we
adjust (∇k)2 by a scalar-valued form to obtain a simplicial differential 2-form on M•.
Theorem 4.6. Let (L, µ) be a gerbe on M⋊Γ and let ∇ be a connection on L→M⋊Γ.
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For each k ≥ 0, let ϑ(k) ∈ Ω
2(M∆(k),End E
∆
(k)) be defined by the formula
ϑ(k)(g1, . . . , gk) = (∇
k(g1, . . . , gk))
2
−
k∑
i=1
tiθg1···gi +
∑
1≤i<j≤k
α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti). (4.7)
Then ϑ = {ϑ(k)} is a compatible 2-form on M• with values in End E•, which means that
ϑ ∈ Ω2(M•,End E•). We call ϑ the simplicial 2-form associated to ∇.
Proof. Our goal is to check the compatibility conditions of (2.17). First it will be helpful
to rewrite ϑ(k)(g1, . . . , gk). With a few algebraic calculations we obtain
ϑ(k)(g1, . . . , gk) = (∇
Ek(g1, . . . , gk) + t1A(g1) + t2A(g1g2) + · · · + tkA(g1 · · · gk))
2
−
k∑
i=1
tiθg1···gi +
∑
1≤i<j≤k
α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)
= (∇E)2 +
k∑
i=1
t2iA(g1 · · · gi)
2 + [∇E , tiA(g1 · · · gi)]− tiθg1···gi
+
∑
1≤i<j≤k
[tiA(g1 · · · gi), tjA(g1 · · · gj)]
+ α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)
and by expanding [∇E , tiA(g1 · · · gi)] = dtiA(g1 · · · gi) + ti[∇
E , A(g1 · · · gi)]
= θE +
k∑
i=1
t2iA(g1 · · · gi)
2 + dtiA(g1 · · · gi)
+ ti[∇
E , A(g1 · · · gi)]− tiθg1···gi
+
∑
1≤i<j≤k
[tiA(g1 · · · gi), tjA(g1 · · · gj)]
+ α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)
=
(
1−
k∑
i=1
ti
)
θE +
k∑
i=1
tiθ
E + t2iA(g1 · · · gi)
2 + dtiA(g1 · · · gi)
+ ti[∇
E , A(g1 · · · gi)]− tiθg1···gi
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+
∑
1≤i<j≤k
[tiA(g1 · · · gi), tjA(g1 · · · gj)]
+ α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)
=
(
1−
k∑
i=1
ti
)
θE
+
k∑
i=1
ti
(
θE +A(g1 · · · gi)
2 + [∇E , A(g1 · · · gi)]− θg1···gi
)
+ dtiA(g1 · · · gi)− (1− ti)tiA(g1 · · · gi)
2
+
∑
1≤i<j≤k
[tiA(g1 · · · gi), tjA(g1 · · · gj)]
+ α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)
and by Equation (3.8)
=
(
1−
k∑
i=1
ti
)
θE +
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi
+ dtiA(g1 · · · gi)− (1− ti)tiA(g1 · · · gi)
2
+
∑
1≤i<j≤k
[tiA(g1 · · · gi), tjA(g1 · · · gj)]
+ α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti).
So we have obtained
ϑ(k)(g1, . . . , gk)
=
(
1−
k∑
i=1
ti
)
θE +
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi + dtiA(g1 · · · gi)− (1− ti)tiA(g1 · · · gi)
2
+
∑
1≤i<j≤k
[tiA(g1 · · · gi), tjA(g1 · · · gj)] + α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti) (4.8)
As we are using Cartesian coordinates, when 1 ≤ ℓ ≤ k we have that
(id× ∂ℓ)
∗ϑ(k)(g1, . . . , gk) = ϑ(k)(g1, . . . , gk)|tℓ=0 (4.9)
and when ℓ = 0 we have that
(id × ∂0)
∗ϑ(k)(g1, . . . , gk) = ϑ(k)(g1, . . . , gk)|t1+···+tk=1 (4.10)
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To show that (id × ∂ℓ)
∗ϑ(k)(g1, . . . , gk) = (δℓ × id)
∗ϑ(k−1) for 1 ≤ ℓ ≤ k − 1 note that
when tℓ = 0, dtℓ = 0. From the above
ϑ(k)(g1, . . . , gk)|tℓ=0 = θ
E +
k∑
i=1
i 6=ℓ
t2iA(g1 · · · gi)
2 + [∇E , tiA(g1 · · · gi)]− tiθg1···gi
+
∑
1≤i<j≤k
i,j 6=ℓ
[tiA(g1 · · · gi), tjA(g1 · · · gj)]
+ α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)
which may be written as ϑ(k−1)(g1, . . . , gℓgℓ+1, . . . , gk) upon reindexing ti+1 to ti when
ℓ ≤ i+ 1 ≤ k.
Now for the ℓ = 0 case note that when t1+ · · ·+tk = 1 we have dt1+ · · ·+dtk = 0.
In the above expression for ϑ(k)(g1, . . . , gk) we set t1 + · · · + tk = 1 to obtain
ϑ(g1, . . . , gk)|∑k
i=1 ti=1
=
=
(
1−
k∑
i=1
ti
)
θE +
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi + dtiA(g1 · · · gi)− (1− ti)tiA(g1 · · · gi)
2
+
∑
1≤i<j≤k
titj [A(g1 · · · gi), A(g1 · · · gj)] + (tidtj − tjdti)α(g1 · · · gi, gi+1 · · · gj)
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi + dtiA(g1 · · · gi)−
 k∑
j=1,j 6=i
tj
 tiA(g1 · · · gi)2
+
∑
1≤i<j≤k
titj [A(g1 · · · gi), A(g1 · · · gj)] + (tidtj − tjdti)α(g1 · · · gi, gi+1 · · · gj)
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi + dtiA(g1 · · · gi)
+
∑
1≤i<j≤k
titj
(
−A(g1 · · · gi)
2 −A(g1 · · · gj)
2 + [A(g1 · · · gi), A(g1 · · · gj)]
)
+ (tidtj − tjdti)α(g1 · · · gi, gi+1 · · · gj)
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi + dtiA(g1 · · · gi)
+
∑
1≤i<j≤k
−titj (A(g1 · · · gi)−A(g1 · · · gj))
2
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+ (tidtj − tjdti)α(g1 · · · gi, gi+1 · · · gj)
where by Lemma 3.5
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi + dtiA(g1 · · · gi)
+
∑
1≤i<j≤k
−titj
(
−α(g1 · · · gi, gi+1 · · · gj)− ϕ
∗
g1···giA(gi+1 · · · gj)
g1···gi
)2
+ (tidtj − tjdti)α(g1 · · · gi, gi+1 · · · gj)
and because α is a scalar-valued 1-form we have
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi + dtiA(g1 · · · gi)
+
∑
1≤i<j≤k
−titj
(
ϕ∗g1···giA(gi+1 · · · gj)
g1···gi
)2
+ (tidtj − tjdti)α(g1 · · · gi, gi+1 · · · gj)
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi + dtiA(g1 · · · gi)
+
∑
1≤i<j≤k
−titj
(
ϕ∗g1···giA(gi+1 · · · gj)
g1···gi
)2
+
∑
2≤i<j≤k
(tidtj − tjdti)α(g1 · · · gi, gi+1 · · · gj) +
k∑
j=2
(t1dtj − tjdt1)α(g1, g2 · · · gj)
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi +
k∑
i=2
dti(A(g1 · · · gi)−A(g1))
+
∑
1≤i<j≤k
−titj
(
ϕ∗g1···giA(gi+1 · · · gj)
g1···gi
)2
+
∑
2≤i<j≤k
(tidtj − tjdti)α(g1 · · · gi, gi+1 · · · gj)
+
k∑
j=2
((
1−
k∑
ℓ=2
tℓ
)
dtj − tj
(
k∑
ℓ=2
(−dtℓ)
))
α(g1, g2 · · · gj)
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi +
k∑
i=2
dti(A(g1 · · · gi)−A(g1))
+
∑
1≤i<j≤k
−titj
(
ϕ∗g1···giA(gi+1 · · · gj)
g1···gi
)2
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+
∑
2≤i<j≤k
(tidtj − tjdti)α(g1 · · · gi, gi+1 · · · gj)
+
k∑
j,ℓ=2,j 6=ℓ
(tjdtℓ − tℓdtj)α(g1, g2 · · · gj) +
k∑
j=2
dtjα(g1, g2 · · · gj)
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi +
k∑
i=2
dti(A(g1 · · · gi)−A(g1)− α(g1, g2 · · · gi))
+
∑
1≤i<j≤k
−titj
(
ϕ∗g1···giA(gi+1 · · · gj)
g1···gi
)2
+
∑
2≤i<j≤k
(tidtj − tjdti)(α(g1, g2 · · · gi)− α(g1, g2 · · · gj) + α(g1 · · · gi, gi+1 · · · gj))
and by Lemma 3.5 and Corollary 3.6 we have
=
k∑
i=1
tiϕ
∗
g1···giθ
Eg1···gi −
k∑
i=2
dtiϕ
∗
g1A(g2 · · · gi)
g1
+
∑
1≤i<j≤k
−titj
(
ϕ∗g1···giA(gi+1 · · · gj)
g1···gi
)2
+
∑
2≤i<j≤k
(tidtj − tjdti)ϕ
∗
g1α(g2 · · · gi, gi+1 · · · gj)
g1
= (1− t2 − · · · − tk) θ
E +
k∑
i=2
tiϕ
∗
g1···giθ
Eg1···gi −
k∑
i=2
dtiϕ
∗
g1A(g2 · · · gi)
g1
+
k∑
j=2
− (1− t2 − · · · − tk) tj(ϕ
∗
g1A(g2 · · · gj)
g1)2
+
∑
2≤i<j≤k
−titj
(
ϕ∗g1···giA(gi+1 · · · gj)
g1···gi
)2
+
∑
2≤i<j≤k
(tidtj − tjdti)ϕ
∗
g1α(g2 · · · gi, gi+1 · · · gj)
g1
= (1− t2 − · · · − tk) θ
E +
k∑
i=2
tiϕ
∗
g1···giθ
Eg1···gi −
k∑
i=2
dtiϕ
∗
g1A(g2 · · · gi)
g1
+
k∑
j=2
− (1− tj) tj(ϕ
∗
g1A(g2 · · · gj)
g1)2
+
∑
2≤i<j≤k
−titj
(
ϕ∗g1···gi(A(gi+1 · · · gj)
g1···gi)2
−(ϕ∗g1A(g2 · · · gi)
g1)2 − (ϕ∗g1A(g2 · · · gj)
g1)2
)
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+
∑
2≤i<j≤k
(tidtj − tjdti)ϕ
∗
g1α(g2 · · · gi, gi+1 · · · gj)
g1
= (1− t2 − · · · − tk) θ
E +
k∑
i=2
tiϕ
∗
g1···giθ
Eg1···gi −
k∑
i=2
dtiϕ
∗
g1A(g2 · · · gi)
g1
+
k∑
j=2
− (1− tj) tj(ϕ
∗
g1A(g2 · · · gj)
g1)2
+
∑
2≤i<j≤k
−titj
(
ϕ∗g1···gi(A(gi+1 · · · gj)
g1···gi)2
−(ϕ∗g1A(g2 · · · gi)
g1)2 − (ϕ∗g1A(g2 · · · gj)
g1)2
)
+
∑
2≤i<j≤k
titj
(
[ϕ∗g1A(g2 · · · gi)
g1 , ϕ∗g1A(g2 · · · gj)
g1 ]
−[ϕ∗g1A(g2 · · · gi)
g1 , ϕ∗g1A(g2 · · · gj)
g1 ]
)
+
∑
2≤i<j≤k
(tidtj − tjdti)ϕ
∗
g1α(g2 · · · gi, gi+1 · · · gj)
g1
= (1− t2 − · · · − tk) θ
E
+
k∑
i=2
tiϕ
∗
g1···giθ
Eg1···gi − dtiϕ
∗
g1A(g2 · · · gi)
g1 − (1− ti) ti(ϕ
∗
g1A(g2 · · · gi)
g1)2
+
∑
2≤i<j≤k
−titj
(
ϕ∗g1···gi(A(gi+1 · · · gj)
g1···gi)2
−(ϕ∗g1A(g2 · · · gi)
g1 − ϕ∗g1A(g2 · · · gj)
g1)2
)
+
∑
2≤i<j≤k
−titj[ϕ
∗
g1A(g2 · · · gi)
g1 , ϕ∗g1A(g2 · · · gj)
g1 ]
+ (tidtj − tjdti)ϕ
∗
g1α(g2 · · · gi, gi+1 · · · gj)
g1
and using Lemma 3.5 again we have
= (1− t2 − · · · − tk) θ
E
+
k∑
i=2
tiϕ
∗
g1···giθ
Eg1···gi − dtiϕ
∗
g1A(g2 · · · gi)
g1 − (1− ti) ti(ϕ
∗
g1A(g2 · · · gi)
g1)2
+
∑
2≤i<j≤k
−titj
(
ϕ∗g1···gi(A(gi+1 · · · gj)
g1···gi)2
−(−α(g2 · · · gi, gi+1 · · · gj)− ϕ
∗
g1···giA(gi+1 · · · gj)
g1···gi)2
)
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+
∑
2≤i<j≤k
−titj[ϕ
∗
g1A(g2 · · · gi)
g1 , ϕ∗g1A(g2 · · · gj)
g1 ]
+ (tidtj − tjdti)ϕ
∗
g1α(g2 · · · gi, gi+1 · · · gj)
g1
= (1− t2 − · · · − tk) θ
E
+
k∑
i=2
tiϕ
∗
g1···giθ
Eg1···gi − dtiϕ
∗
g1A(g2 · · · gi)
g1 − (1− ti) ti(ϕ
∗
g1A(g2 · · · gi)
g1)2
+
∑
2≤i<j≤k
−titj[ϕ
∗
g1A(g2 · · · gi)
g1 , ϕ∗g1A(g2 · · · gj)
g1 ]
+ (tidtj − tjdti)ϕ
∗
g1α(g2 · · · gi, gi+1 · · · gj)
g1
= ϕ∗g1θ(k−1)(g2, . . . , gk)
g1 .
which is the form of ϑ(k−1) we obtained in (4.8).
Remark 4.7. If we define ϑ′(k) by (∇
k)2 = [ϑ′(k), ·] then the discrepancy between ϑ
′
(k) and
the simplicial 2-form associated to ∇, ϑ(k), i.e. (ϑ
′
(k) − ϑ(k))(g1, . . . , gk), is given by
k∑
i=1
tiθg1···gi −
∑
1≤i<j≤k
α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti) (4.11)
which is a scalar-valued form. In other words, ϑ′(k) − ϑ(k) ∈ Ω
2(M∆(k)). Since a scalar
valued form in Ω2(M∆(k)) is central in Ω
2(M∆(k),End E
∆
(k)), [ϑ
′
(k), ·] = [ϑ(k), ·]. Hence
(∇k)2(a) = [ϑ(k), a] (4.12)
for any a ∈ C∞(M∆(k),End E
∆
(k)).
Definition 4.8. Notice from the previous formula for ϑ that ϑ0,2 = 0. We will then
define ϑu = uϑ
2,0+ϑ1,1. With this rescaling we can view ϑu as an element of Ω
0
−(M•)[u].
4.3 Simplicial Dixmier-Douady form
Theorem 4.9. Let (L, µ) be a gerbe on M⋊Γ and let ∇ be a connection on L→M⋊Γ
with simplicial 2-form ϑ as in Theorem 4.6. Let Θ(k) = ∇
kϑ(k). The collection of 3-
forms Θ(k) define a simplicial 3-form {Θ(k)} ∈ Ω
3(M•). Furthermore, Θ
0,3
(k) = 0 as an
element of Ωr,s(M•).
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Proof. First let us provide a formula for Θ(k). Using the Bianchi identity
Θ(k)(g1, . . . , gk) = (∇
kϑ(k))(g1, . . . , gk)
= (∇k)(g1, . . . , gk)
(
(∇k)2(g1, . . . , gk)−
k∑
i=1
tiθg1···gi
+
∑
1≤i<j≤k
α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)

= (∇k)3(g1, . . . , gk)− (∇
k(g1, . . . , gk))
(
k∑
i=1
tiθg1···gi
+
∑
1≤i<j≤k
α(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)

= −
k∑
i=1
dtiθg1···gi
+
∑
1≤i<j≤k
dα(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)
+ 2α(g1 · · · gi, gi+1 · · · gj)dtidtj ,
since θg and α(g, g
′) are scalar-valued forms. Since there are no terms containing
dti1dti2dti3 where 1 ≤ i1, i2, i3 ≤ k, we see that Θ
0,3
(k) = 0.
Using this formula, we can see Θ(k) is simplicial by a direct calculation. First we
check that Θ(k)(g1, . . . , gk)|tℓ=0 = Θ(k−1)(g1, . . . , gℓgℓ+1, . . . , gk) for 1 ≤ ℓ ≤ k. When
tℓ = 0, we have
Θ(k)(g1, . . . , gk)|tℓ=0 = −
k∑
i=1
i 6=ℓ
dtiθg1···gi
+
∑
1≤i<j≤k
i,j 6=ℓ
dα(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)
+ 2α(g1 · · · gi, gi+1 · · · gj)dtidtj
= Θ(k−1)(g1, . . . , gℓgℓ+1, . . . , gk)
by substituting ti for ti+1 whenever i > ℓ. Now on the face t1 + · · · + tk = 1 we have
56
dt1 + · · ·+ dtk = 0 so that by replacing t1
Θ(k)(g1, . . . , gk)|t1+···+tk=1 =
= −
k∑
i=2
dtiθg1···gi +
k∑
i=2
dtiθg1
+
∑
2≤i<j≤k
dα(g1 · · · gi, gi+1 · · · gj)(tidtj − tjdti)
+
k∑
i=2
dα(g1, g2 · · · gi)((1− t2 − · · · − tk)dti − ti(−dt2 − · · · − dtk))
+
∑
2≤i<j≤k
2α(g1 · · · gi, gi+1 · · · gj)dtidtj
+
k∑
i=2
2α(g1, g2 · · · gi)(−dt2 − · · · − dtk)dti
By Proposition 3.1 applied in the first line and Corollary 3.6 as well as tidti − tidti = 0
in the third line and dtidtj = −dtjdti applied in the other lines
=
k∑
i=2
dti(dα(g1, g2 · · · gi)− θ
g1
g2···gi)
+
∑
2≤i<j≤k
(dα(g1, g2 · · · gi)− dα(g1, g2 · · · gj) + dα(g1 · · · gi, gi+1 · · · gj))(tidtj − tjdti)
+
k∑
i=2
dα(g1, g2 · · · gi)dti
+
∑
2≤i<j≤k
2(α(g1, g2 · · · gi)− α(g1, g2 · · · gj) + α(g1 · · · gi, gi+1 · · · gj))dtidtj
= −
k∑
i=2
dtiθ
g1
g2···gi
+
∑
2≤i<j≤k
dα(g2 · · · gi, gi+1 · · · gj)
g1(tidtj − tjdti)
+
∑
2≤i<j≤k
2α(g2 · · · gi, gi+1 · · · gj)
g1dtidtj
= Θ(k−1)(g2, . . . , gk)
g1
by a cancellation and application of Corollary 3.6 again.
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Definition 4.10. Given a gerbe (L, µ) on M ⋊ Γ with connection ∇ on L → M ⋊ Γ
and simplicial 2-form {ϑ(k)} associated to ∇, the simplicial 3-form −Θ = −{∇
kϑ(k)} is
the simplicial Dixmier-Douady form associated to ∇.
Theorem 4.11. Let (L, µ) be a gerbe on M ⋊ Γ and ∇ a connection on L → M ⋊ Γ
with discrepancy α and simplicial 2-form ϑ. Then the simplicial Dixmier-Douady form
−Θ ∈ Ω3(M•) associated to ∇ is a representative of the Dixmier-Douady class of ∇ on
(L, µ).
Proof. We will apply the quasi-isomorphism of integration along simplices I∆ described
in Theorem 2.24 to see I∆(Θ) = (−α, θ) ∈ Ω
1(M(2))⊕ Ω
2(M(1)). For any g ∈ Γ,
Θ(1)(g) = −dt1θg
so that restricted to M × {g}
I∆ : Θ(1)(g) 7→
∫
∆1
Θ(1)(g) =
∫ 1
0
−θgdt1 = −θg.
For any g1, g2 ∈ Γ,
Θ(2)(g1, g2) = −dt1θg1 − dt2θg2 + dα(g1, g2)(t1dt2 − t2dt1) + 2α(g1, g2)dt1dt2
so that restricted to M × {g1} × {g2} we have
I∆ : Θ(2)(g1, g2) 7→
∫
∆2
Θ(2)(g1, g2)
=
∫
∆2
−dt1θg1 − dt2θg2 + dα(g1, g2)(t1dt2 − t2dt1) + 2α(g1, g2)dt1dt2
=
∫
∆2
2α(g1, g2)dt1dt2
=
∫ 1
0
∫ 1−t1
0
2α(g1, g2)dt1dt2
= α(g1, g2).
Furthermore, Θr,s(k) = 0 for s ≥ 3, i.e. Θ(k) has at most two dt’s in any term, so that
I∆(Θ(k)) =
∫
∆k
Θ(k) = 0
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whenever k ≥ 3. Hence I∆ : −Θ 7→ −α + θ so that −Θ is a representative of the
Dixmier-Douady class defined by (−α, θ) in the bicomplex of compatible forms.
We may also introduce a rescaled version of the simplicial Dixmier-Douady form
denoted Θu in the complex Ω
∗
−(M•) as in (3.37). With the rescaling ∇
k
u = (∇
k)1,0 +
u−1d∆ we have ∇
k
u(ϑu)(k) = u
−1(Θu)(k) as
((∇k)1,0 + u−1d∆)(u(ϑ(k))
2,0 + (θ(k))
1,1) = u((∇k)1,0(ϑ(k))
2,0)3,0
+ ((∇k)1,0(ϑ(k))
1,1 + d∆(ϑ(k))
2,0)2,1
+ u−1(d∆(ϑ(k)))
1,2
= u(Θ(k))
3,0 + (Θ(k))
2,1 + u−1(Θ(k))
1,2
Also note that under this rescaling, u(∇ku)
2 = [(ϑu)(k), ·].
Chapter 5
Cocycles on the twisted convolution algebra
Now we will construct a morphism from the twisted simplicial complex of a gerbe
(L, µ) on M ⋊ Γ to the periodic cyclic complex of the twisted convolution algebra
C∞c (M ⋊ Γ, L). We will continue to denote M• = (M ⋊ Γ)•.
5.1 Twisted Convolution Algebra
Definition 5.1. For a gerbe (L, µ) on G, the twisted convolution algebra C∞c (G, L) is
defined as follows. The convolution product on C∞c (G, L) is defined by the (finite) sum
(f1 ∗ f2)(g) =
∑
{(g1,g2)∈G(2)|g1g2=g}
f1(g1) · f2(g2) (5.1)
for sections f1, f2 ∈ C
∞
c (G, L), where f1(g1) · f2(g2) is computed using the product
µ(g1,g2) : L|g1 ⊗ L|g2
∼
−→ Lg. This gives C
∞
c (G, L) the structure of an algebra.
In particular, for G =M ⋊ Γ, the convolution product on C∞c (M ⋊ Γ, L) may be
written
(f1 ∗ f2)(x, g) =
∑
g1g2=g
µg1,g2(f1|Mg1 ⊗ (f2|Mg2 )
g1)(x, g) (5.2)
=
∑
g1g2=g
f1(x, g1) · f2(xg1, g2) (5.3)
for sections f1, f2 ∈ C
∞
c (M × Γ, L), where f1(x, g1) · f2(xg1, g2) is computed using the
product µg1,g2 : Lg1 ⊗ (Lg2)
g1 ∼−→ Lg.
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5.2 JLO morphism
Following [21], [18], [23], and [29] we now construct a JLO-type morphism from
the twisted simplicial complex of M ⋊ Γ.
For the discrete group Γ and a Γ-module K, let Cn(Γ,K) denote the space of
degree n Γ-cochains, i.e. the space of maps Γn → K. For any f ∈ Cn(Γ,K) define
δΓ : C
n(Γ,K)→ Cn+1(Γ,K) to be the group coboundary δΓ =
∑n
i=0(−1)
iδΓi where
(δΓif)(g1, . . . , gn+1) =

f(g2, . . . , gn+1)
g1 for i = 0
(−1)if(g1, . . . , gi−1, gigi+1, gi+2, . . . , gn+1) for 1 ≤ i ≤ n
(−1)n+1f(g1, . . . , gn) for i = n+ 1,
where the superscript g1 denotes the action of g1 ∈ Γ on K. The cohomology of the
complex (C•(Γ,K), δΓ) is the group cohomology of Γ with coefficients inK. In particular
we will consider the complex
(Ck(Γ, C
n
(C∞c (M,End E))[u
−1, u]), (b + uB) + (−1)nδΓ) (5.4)
of Γ-cochains with values in the periodic cyclic complex of C∞c (M,End E). By the
operators b and uB on such Γ-cochains we mean the operators defined by
(bf)(g1, . . . , gn) = b(f(g1, . . . , gn)) (5.5)
and
(uBf)(g1, . . . , gn) = uB(f(g1, . . . , gn)) (5.6)
for any f ∈ Cn(Γ, C
•
(C∞c (M,End E))[u
−1, u]). Let us also denote δΓ
′ = (−1)nδΓ.
Theorem 5.2. Given a gerbe (L, µ) on M ⋊Γ with connection ∇, associated simplicial
2-form ϑ and associated simplicial Dixmier-Douady form Θ, and direct sum bundle E,
there is a morphism
τ∇ : (Ω
∗
−(M•)[u], ud˜dR + d∆ −Θu ∧ ·)
// (C•(Γ, C
•
(C∞c (M,End E))[u
−1, u]), b+ uB + δΓ
′) (5.7)
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from the Θ-twisted simplicial complex of M• to the complex of Γ-cochains taking values
in the periodic cyclic complex of C∞c (M,End E). The morphism τ∇ is defined by the
JLO-type formula
τ∇(ω)(a˜0, a1, . . . , an) =
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n
tr(a˜0e
−σ0(ϑu)(k)∇ku(a1)e
−σ1(ϑu)(k) · · · ∇ku(an)e
−σn(ϑu)(k))dσ1 · · · dσn
)
(5.8)
where ω = {ω(k)} ∈ Ω
∗
−(M•), a1, . . . , an ∈ C
∞
c (M,End E), a˜0 ∈
˜C∞c (M,End E), and
σ0, . . . , σn are barycentric coordinates on ∆
n.
Proof. Let us first discuss the reason the sum is finite. We must check in particular
that the degrees of the forms being integrated on the simplices ∆k being summed over
are bounded. Given ω ∈ Ωℓ−(M•), and a0, . . . , an ∈ C
•
(C∞c (M,End E)), consider
ω(k) ∧
(∫
∆n
tr(a˜0e
−σ0(ϑu)(k)∇ku(a1)e
−σ1(ϑu)(k) · · · ∇ku(an)e
−σn(ϑu)(k))dσ1 · · · dσn
)
(5.9)
The maximum number of dti’s due to ω is ℓ, where ti are coordinates on the simplex ∆
k,
as the number of dti’s cannot exceed the degree of ω. Within the trace, the terms ∇
k
u(ai)
do not contribute any dti’s because aj is extended trivially to ∆
n and (∇k)0,1 = d∆.
Since ϑ(k) = ϑ
2,0
(k)+ϑ
1,1
(k) and in particular ϑ
0,2
(k) = 0, the contribution to the degree of the
form from all the (ϑu)(k) appearing must be at most dimM , i.e. the number of dxi’s
(where xi’s are coordinates on the manifold M) is greater than or equal to the number
of dtj ’s. Hence the simplex degree of the form above is at most ℓ+ dimM so the sum
is finite.
Without loss of generality we will compute τ∇((ud˜dR + d∆)ω)(a0, a1, . . . , an) as
a˜0e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k) in the integrand above means
a0e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k) + λe−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k)
for a˜0 = (a0, λ).
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Following [23], we will compute the effect of (ud˜dR + d∆). This gives
τ∇((ud˜dR + d∆)ω)(a0, a1, . . . , an)
=
∑
k
∫
M
∫
∆k
(ud˜dR + d∆)ω(k) ∧
(∫
∆n
tr(a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · e−σn(ϑu)(k))dσ1 · · · dσn
)
= −
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n
(uddR + d∆)tr(a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · e−σn(ϑu)(k))dσ1 · · · dσn
)
+ (−1)n
∫
M
∫
∂(∆k)
ω(k) ∧
(∫
∆n
tr(a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · e−σn(ϑu)(k))dσ1 · · · dσn
)
= −
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n
utr(∇ku(a0e
−σ0(ϑu)(k) · · · e−σn(ϑu)(k)))dσ1 · · · dσn
)
(5.10)
+ (−1)n
∫
M
∫
∂(∆k)
ω(k) ∧
(∫
∆n
tr(a0e
−σ0(ϑu)(k) · · · e−σn(ϑu)(k))dσ1 · · · dσn
)
, (5.11)
where the second equality follows from Lemma 3.15 and the last from Lemma 4.5. By
commuting forms inside the trace within the first term (5.10) we have
utr
(
∇ku(a0e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k))
)
= utr
(
∇ku(a0)e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k)
)
+
n−1∑
i=0
(−1)i
(
utr
(
a0e
−σ0(ϑu)(k) · · · ∇ku(ai)∇
k
u
(
e−σi(ϑu)(k)
)
∇ku(ai+1) · · · e
−σn(ϑu)(k)
)
+ utr
(
a0e
−σ0(ϑu)(k) · · · ∇ku(ai)e
−σi(ϑu)(k)(∇ku)
2(ai+1) · · · e
−σn(ϑu)(k)
))
+ (−1)nutr
(
a0e
−σ0(ϑu)(k)∇ku(a1) · · · ∇
k
u(an)∇
k
u(e
−σn(ϑu)(k))
)
= utr
(
∇ku(a0)e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k)
)
+
n∑
i=0
(−1)i+i(n+1−i)utr
(
∇ku
(
e−σi(ϑu)(k)
)
∇ku(ai+1) · · ·
· · · e−σn(ϑu)(k)a0e
−σ0(ϑu)(k) · · · ∇ku(ai)
)
+
n−1∑
i=0
(−1)itr
(
a0e
−σ0(ϑu)(k) · · · ∇ku(ai)e
−σi(ϑu)(k) [(ϑu)(k), ai+1] · · · e
−σn(ϑu)(k)
)
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= utr
(
∇ku(a0)e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k)
)
+
n∑
i=0
(−1)i+i(n+1−i)+i(n−i)(−σi(Θu)(k)) ∧ tr
(
a0e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k)
)
+
n−1∑
i=0
(−1)itr
(
a0e
−σ0(ϑu)(k) · · · ∇ku(ai)e
−σi(ϑu)(k) [(ϑu)(k), ai+1] · · · e
−σn(ϑu)(k)
)
= utr
(
∇ku(a0)e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k)
)
− (Θu)(k) ∧ tr
(
a0e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k)
)
+
n−1∑
i=0
(−1)itr
(
a0e
−σ0(ϑu)(k) · · · ∇ku(ai)e
−σi(ϑu)(k) [(ϑu)(k), ai+1] · · · e
−σn(ϑu)(k)
)
where we have used u(∇ku)
2(a) = [(ϑu)(k), a], u∇
k
u
(
(ϑu)(k)
)
= (Θu)(k) and
u∇ku
(
e−σi(ϑu)(k)
)
= −
(
dσi (ϑu)(k) + σi (Θu)(k)
)
e−σi(ϑu)(k) (5.12)
as well as
∑n
i=0 dσi = 0 and
∑n
i=0 σi = 1 on ∆
n. Therefore by adding τ∇(−Θu ∧ ω) to
τ∇((ud˜dR + d∆)) we obtain
−
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n
utr(∇ku(a0)e
−σ0(ϑu)(k) · · · e−σn(ϑu)(k))dσ1 · · · dσn
)
(5.13)
−
∫
M
∫
∆k
ω(k) ∧
(∫
∆n
n−1∑
i=0
(−1)itr
(
a0e
−σ0(ϑu)(k) · · ·
· · · ∇ku(ai)e
−σi(ϑu)(k) [(ϑu)(k), ai+1] · · · e
−σn(ϑu)(k)
))
(5.14)
+ (−1)n
∫
M
∫
∂(∆k)
ω(k) ∧
(∫
∆n
tr
(
a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
e−σn(ϑu)(k)
)
dσ1 · · · dσn
)
(5.15)
Next we compute the effect of the algebraic operators. The first term above, (5.13), is
equivalent to −(uB)τ∇(ω)(a0, . . . , an) as
(uB)τ∇(ω)(a0, . . . , an)
=
n∑
i=0
(−1)niuτ∇(ω)(1, ai, . . . , an, a0, . . . ai−1)
=
n∑
i=0
(−1)niu
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n+1
tr
(
e−σ0(ϑu)(k)∇ku(ai)e
−σ1(ϑu)(k) · · ·
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· · · ∇ku(an)e
−σn−i+1(ϑu)(k)∇ku(a0)e
−σn−i+2(ϑu)(k) · · ·
· · · ∇ku(ai−1)e
−σn+1(ϑu)(k)
)
dσ1 · · · dσn+1
)
=
n∑
i=0
(−1)niu
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n+1
tr
(
∇ku(ai)e
−σ1(ϑu)(k) · · ·
· · · ∇ku(an)e
−σn−i+1(ϑu)(k)∇ku(a0)e
−σn−i+2(ϑu)(k) · · ·
· · · ∇ku(ai−1)e
−(σ0+σn+1)(ϑu)(k)
)
dσ1 · · · dσn+1
)
=
n∑
i=0
(−1)ni+(n−i+1)iu
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n+1
tr
(
∇ku(a0)e
−σn−i+2(ϑu)(k) · · ·
· · · ∇ku(ai−1)e
−(σ0+σn+1)(ϑu)(k)∇ku(ai)e
−σ1(ϑu)(k) · · ·
· · · ∇ku(an)e
−σn−i+1(ϑu)(k)
)
dσ1 · · · dσn+1
)
=
n∑
i=0
u
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n
σitr
(
∇ku(a0)e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · ∇ku(an)e
−σn(ϑu)(k)
)
dσ1 · · · dσn
)
= u
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n
tr
(
∇ku(a0)e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · ∇ku(an)e
−σn(ϑu)(k)
)
dσ1 · · · dσn
)
where we have changed variables, performed a partial integration, and then used that∑
σi = 1.
The second term in τ∇((ud˜dR + d∆ −Θu ∧ ·)ω), (5.14), is −bτ∇(ω)(a0, . . . , an) as
bτ∇(ω)(a0, . . . , an)
=
n−1∑
i=0
(−1)iτ∇(a0, . . . , aiai+1, . . . , an) + (−1)
nτ∇(ana0, a1, . . . , an−1)
=
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
tr
(
∇ku(a0a1)e
−σ0(ϑu)(k)∇ku(a2) · · ·
· · · ∇ku(an)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
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+
n−1∑
i=1
(−1)i
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
(
tr(a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · e−σi−1(ϑu)(k)∇ku(aiai+1)e
−σi(ϑu)(k) · · · ∇ku(an)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
+ (−1)n
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
tr
(
∇ku(ana0)e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · ∇ku(an−1)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
and because ∇ku(aiai+1) = ∇
k
u(ai)ai+1 + ai∇
k(ai+1) we have
=
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
tr
(
∇ku(a0)a1e
−σ0(ϑu)(k)∇ku(a2) · · ·
· · · ∇ku(an)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
+
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
tr
(
a0∇
k
u(a1)e
−σ0(ϑu)(k)∇ku(a2) · · ·
· · · ∇ku(an)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
+
n−1∑
i=1
(−1)i
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
tr
(
a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · e−σi−1(ϑu)(k)∇ku(ai)ai+1e
−σi(ϑu)(k) · · · ∇ku(an)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
+
n−1∑
i=1
(−1)i
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
tr
(
a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · e−σi−1(ϑu)(k)ai∇
k
u(ai+1)e
−σi(ϑu)(k) · · · ∇ku(an)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
+ (−1)n
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
tr
(
∇ku(an)a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · ∇ku(an−1)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
+ (−1)n
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
tr
(
an∇
k
u(a0)e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · ∇ku(an−1)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
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and by combining terms as well as commuting terms in the trace of the last two terms
=
n∑
i=1
(−1)i−1
∑
k
∫
M
∫
∆k
ω(k) ∧
( ∫
∆n−1
tr
(
a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · e−σi−2(ϑu)(k)∇ku(ai−1)[ai, e
−σi−1(ϑu)(k) ]∇ku(ai+1) · · ·
· · · ∇ku(an)e
−σn−1(ϑu)(k)
)
dσ1 · · · dσn−1
)
.
As [ai, ·] is a derivation, we can use the integration formula of [26], Equation 7.2, to
obtain
[ai, e
−σi(ϑu)(k) ] =
∫ 1
0
e−(1−σ)σi(ϑu)(k) [ai,−σi (ϑu)(k)]e
−σσi(ϑu)(k)dσ
= σi
∫ 1
0
e−(1−σ)σi(ϑu)(k) [(ϑu)(k) , ai]e
−σσi(ϑu)(k)dσ
so that we have
=
n∑
i=1
(−1)i−1
∑
k
∫
M
∫
∆k
ω(k) ∧
(∫
∆n−1
∫ 1
0
σitr(a0e
−σ0(ϑu)(k)∇ku(a1) · · ·
· · · e−σi−2(ϑu)(k)∇ku(ai−1)e
−(1−σ)σi(ϑu)(k) [(ϑu)(k) , ai]e
−σσi(ϑu)(k)∇ku(ai+1) · · ·
· · · ∇ku(an)e
−σn−1(ϑu)(k))dσdσ1 · · · dσn−1
)
.
Now by the change of variables in the i-th term, (1−σ)σi = σ
′
i−1 and σ
′
i = σi−1σ (as well
as σ0 = σ
′
0, . . . , σi−2 = σ
′
i−2 and σi = σ
′
i+1, . . . , σn−1 = σ
′
n) we have σi−1 = σ
′
i−1 + σ
′
i,
and in fact σ′0 + · · · + σ
′
n = 1 and dσ
′
0 + · · · + dσ
′
n = 0, i.e. barycentric coordinates on
∆n. So with this change of variables the above expression is equivalent to (5.14).
The third term in τ∇((ud˜dR + d∆ −Θu ∧ ·)ω), (5.15), equals δΓ
′τ∇(ω)(a0, . . . , an)
because {ϑ(k)} and {ω(k)} are simplicial forms. In particular, if we define Cartesian
coordinates on ∆k by t1, . . . , tk then the restriction of ϑ(k) to the face ti = 0 is a form
on ∆k−1 given by
ϑ(k)(g1, . . . , gk)|ti=0 = ϑ(k−1)(g1, . . . , gigi+1, . . . , gk)
for 1 ≤ i ≤ k − 1 and
ϑ(k)(g1, . . . , gk)|tk=0 = ϑ(k−1)(g1, . . . , gk−1)
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The restriction to the face
∑k
i=1 ti = 1 is a form on ∆
k−1 given by
ϑ(k)(g1, . . . , gk)|
∑
ti=1 = ϑ(k−1)(g2, . . . , gk)
g1
as shown in Theorem 4.6. Hence the corresponding identities hold for ϑu. We also have
the same sort of identities for {ω(k)} because {ω(k)} is a simplicial form. In addition
∇k(g1, . . . , gk) satisfies the following identities for 1 ≤ i ≤ k − 1
∇k(g1, . . . , gk)|ti=0 = ∇
E + t1A(g1) + · · ·+ ti−1A(g1 · · · gi−1) + ti+1A(g1 · · · gi+1) + · · ·
· · ·+ tkA(g1 · · · gk)
= ∇k−1(g1, . . . , gigi+1, . . . , gk)
with a relabeling of variables. Similarly ∇k(g1, . . . , gk)|tk=0 = ∇
k−1(g1, . . . , gk−1). Fur-
thermore,
∇k(g1, . . . , gk)|∑ ti=1 = ∇
E +A(g1) + t2(A(g1g2)−A(g1)) + · · ·
· · ·+ tk(A(g1 · · · gk)−A(g1))
= ϕ∗g1(∇
Eg ⊗ 1 + 1⊗∇g) + t2(α(g1, g2) + ϕ
∗
g1A(g2)
g1) + · · ·
· · · + tk(α(g1, g2 · · · gk) + ϕ
∗
g1A(g2 · · · gk))
= ϕ∗g1(∇
Eg + t2A(g2) + · · · + tkA(g2 · · · gk))
g1
+ ϕ∗g1∇g + t2α(g1, g2) + · · · tkα(g1, g2 · · · gk)
= ϕ∗g1(∇
Eg + t2A(g2) + · · · + tkA(g2 · · · gk))
g1
∼= ∇k−1(g2, . . . , gk)
g1
by Lemma 3.5 and the definition of A(g1). Since ∇g + t2α(g1, g2) + · · · tkα(g1, g2 · · · gk)
is scalar-valued,
[∇k−1(g2, . . . , gk)
g1 + ϕ∗g1∇g + t2α(g1, g2) + · · · tkα(g1, g2 · · · gk), η]
= [∇k−1(g2, . . . , gk)
g1 , η]
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for any η ∈ C∞c (M,End E). The corresponding identities hold for ∇
k
u as well.
Taking orientation into account we may write
∂(∆k) = ∆k|∑ ti=1 −∆
k|t1=0 +∆
k|t2=0 · · · + (−1)
k+1∆k|tk=0
where a negative sign denotes the orientation opposite the orientation induced by ∆k.
With this the third term of τ∇((ud˜dR+d∆−Θu∧·)ω)(a0, . . . , an), (5.15), may be written
(−1)n
∑
k
∫
M
∫
∆k|∑ ti=1
ω(k) ∧
(∫
∆n
tr(a0e
−σ0(ϑu)(k)∇ku(a1) · · · e
−σn(ϑu)(k))dσ1 · · · dσn
)
+ (−1)n
k∑
i=1
(−1)i
∫
M
∫
∆k|ti=0
ω(k) ∧
(∫
∆n
tr(a0e
−σ0(ϑu)(k) · · · e−σn(ϑu)(k))dσ1 · · · dσn
)
.
Upon evaluation on g1, . . . , gk
(−1)n
∑
k
∫
M
∫
∆k−1
ω(k−1)(g2, . . . , gk)
g1 ∧
(∫
∆n
tr(a0e
−σ0((ϑu)(k−1)(g2,...,gk))
g1
(∇k−1u (g2, . . . , gk)(a1))
g1 · · · e−σn((ϑu)(k−1)(g2,...,gk))
g1
)dσ1 · · · dσn
)
+ (−1)n
k−1∑
i=1
(−1)i
∫
M
∫
∆k−1
ω(k−1)(g1, . . . , gigi+1, . . . , gk)∧
∧
(∫
∆n
tr(a0e
−σ0(ϑu)(k−1)(g1,...,gigi+1,...,gk)(∇k−1u (g1, . . . , gigi+1, . . . , gk))(a1) · · ·
· · · e−σn(ϑu)(k−1)(g1,...,gigi+1,...,gk))dσ1 · · · dσn
)
+ (−1)n(−1)k
∫
M
∫
∆k−1
ω(k−1)(g1, . . . , gk−1)∧
∧
(∫
∆n
tr(a0e
−σ0(ϑu)(k−1)(g1,...,gk−1)(∇k−1u (g1, . . . , gk−1))(a1) · · ·
· · · e−σn(ϑu)(k−1)(g1,...,gk−1))dσ1 · · · dσn
)
= (−1)nτ∇(ω)(g2, . . . , gk)
g1(a0, . . . , an)
+ (−1)n
k−1∑
i=1
τ∇(ω)(g1, . . . , gigi+1, . . . , gk)(a0, . . . , an)
+ (−1)n(−1)kτ∇(ω)(g1, . . . , gk−1)(a0, . . . , an)
= δΓ
′τ∇(ω)(g1, . . . , gk)(a0, . . . , an)
This proves that τ∇ ◦ (ud˜dR + d∆ −Θu ∧ ·) = (−(b+ uB) + δΓ
′) ◦ τ∇.
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5.3 Algebraic morphisms
Now we will need a different cochain complex computing group cohomology. For
a discrete group Γ and a Γ-module K, let C˜n(Γ,K) denote the space of homogenous
n-cochains of Γ with values in K. This is the space of degree n+ 1 Γ-cochains, i.e. the
space of maps Γn+1 → K, that satisfy the condition
gf(g0, . . . , gn) = f(gg0, . . . , ggn).
For any f ∈ C˜n(Γ,K) define δ˜Γ : C˜
n(Γ,K) // C˜n+1(Γ,K) by
(δ˜Γf)(g0, . . . , gn) =
n∑
i=0
(−1)if(g0, . . . , gˆi, . . . , gn). (5.16)
There is a bijection from Cn(Γ,K) // C˜n(Γ,K) given by f 7→ f˜ where f˜ is defined by
f˜(g0, . . . , gn) = f(g
−1
0 g1, (g0g1)
−1g2, . . . , (g0 · · · gn−1)
−1gn) (5.17)
for any f ∈ Cn(Γ,K) and g0, . . . , gn ∈ Γ. Therefore complex (C˜(Γ,K), δ˜Γ) also com-
putes group cohomology.
Proposition 5.3. The above bijection induces a map
Ψ0 : (C
•(Γ, C
•
(C∞c (M,End E))[u
−1, u]), b+ uB + δΓ
′)
// (C˜•(Γ, C
•
(C∞c (M,End E))[u
−1, u]), b + uB + δ˜′Γ) (5.18)
by the formula
Ψ0(c)(g0, . . . , gn) = c(g
−1
0 g1, (g0g1)
−1g2, . . . , (g0 · · · gn−1)
−1gn) (5.19)
for any c ∈ C•(Γ, C
•
(C∞c (M,End E))[u
−1, u])
Lemma 5.4. There is a contracting homotopy
h : (C˜k(Γ, C
n
(C∞c (M,End E))[u
−1, u]), δ˜Γ, (−1)
k(b+ uB))
// (C˜k−1(Γ, C
n
(C∞c (M,End E))[u
−1, u]), δ˜Γ, (−1)
k(b+ uB))
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Proof. First we will define a map γ : C∞c (M,End E)
⊗n // CΓ by
γ : Eg0,g1(a0)⊗ Eg1,g2(a1)⊗ . . . ⊗ Egn,g0(an) 7→ g0 (5.20)
where Egi,gi+1(ai), Egn,g0(an) ∈ C
∞
c (M,End E) for 0 ≤ i ≤ n − 1. Note that by multi-
linearity,
γ(Eg0,g1(a0) + Eg′0,g1(a
′
0), Eg1,g2(a1), . . . , Egn,g0(an) + Egn,g′0(a
′
n)) = g0 + g
′
0. (5.21)
Furthermore, the map γ is equivariant:
γ(g · (Eg0,g1(a0)⊗ . . .⊗ Egn,g0(an))) = γ(Egg0,gg1(a
g
0)⊗ . . . ⊗ Eggn,gg0(a
g
n))
= gg0
= gγ(Eg0,g1(a0)⊗ . . . ⊗ Egn,g0(an))
Then we can define a map
h : C˜k+1(Γ, C
n
(C∞c (M,End E))) // C˜
k(Γ, C
n
(C∞c (M,End E))) (5.22)
by
(hϕ)(g0, . . . , gk)(s) = (−1)
kϕ(g0, . . . , gk, γ(s))(s) (5.23)
for any s ∈ C∞c (M,End E)
⊗n.
The map h is a contracting homotopy for group cochains as we have
(δ˜Γh)f(g0, . . . , gk)(s) =
k∑
i=0
(−1)i(hf)(g0, . . . , gˆi, . . . , gk)(s)
= (−1)k−1
k∑
i=0
(−1)if(g0, . . . , gˆi, . . . , gk, γ(s))(s)
(hδ˜Γ)f(g0, . . . , gk)(s) = (−1)
k(δ˜Γf)(g0, . . . , gk, γ(s))(s)
= (−1)k
k∑
i=0
(−1)if(g0, . . . , gˆi, . . . , gk, γ(s))(s)
+ (−1)k+(k+1)f(g0, . . . , gk)(s)
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so that
(δ˜Γh+ hδ˜Γ) = 1 (5.24)
is the identity operator.
Theorem 5.5. Given a gerbe (L, µ) on M ⋊ Γ with an L-twisted vector bundle E there
is a morphism
Ψ1 : (C˜
•(Γ, C
•
(C∞c (M,End E))[u
−1, u]), b+ uB + δ˜′Γ)
// (C
•
(C∞c (M,End E))[u
−1, u], b + uB)Γ (5.25)
from the complex of cochains on Γ taking values in the periodic cyclic complex of
C∞c (M,End E) to the periodic cyclic complex of Γ-invariant cochains on C
∞
c (M,End E).
Proof. Now we will view (C˜•(Γ, C
•
(C∞c (M,End E))[u
−1, u]), b+uB+ δ˜′Γ) as a bicomplex
(C˜k(Γ, C
n
(C∞c (M,End E))[u
−1, u]), δ˜Γ, (−1)
k(b + uB)) with horizontal differential δ˜Γ
and vertical differential b+ uB. More explicitly this is done via a morphism
Ψ‽ : (C˜
•(Γ, C
•
(C∞c (M,End E))[u
−1, u]), b+ uB + δ˜′Γ)
// (C˜k(Γ, C
n
(C∞c (M,End E))[u
−1, u]), δ˜Γ, (−1)
k(b+ uB))
which is defined by exchanging the vertical and horizontal differentials and making the
appropriate sign adjustments δ˜′Γ 7→ δ˜Γ and (b+ uB) 7→ (−1)
k(b+ uB).
Since the map h is a contracting homotopy for the rows of this bicomplex, i.e.
the rows of the augmented double complex are exact, the cohomology of the bicomplex
is the cohomology of the initial column. As described in [3] in the case of the Cˇech-de
Rham complex, an explicit morphism
Ψk1 : (C˜
k(Γ, C
n
(C∞c (M,End E))[u
−1, u]), δ˜Γ, (−1)
k(b+ uB))
// (C
n+k
(C∞c (M,End E))[u
−1, u], b+ uB)Γ
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is given by the formula
Ψk1(c) = (−(b+ uB)h)
kc− h(−(b+ uB)h)k−1((b+ uB)c)− h(−(b+ uB)h)k(δ˜Γc).
For cochains in column k denote D = (−1)k(b+ uB) for the sake of brevity. Then this
formula is
Ψk1(c) = (−Dh)
kc− h(−Dh)k−1(Dc)− h(−Dh)k(δ˜Γc).
Then let Ψ′1 =
∑
k Ψ
k
1 and let Ψ1 = Ψ
′
1 ◦ Ψ‽. We can see immediately that if c is a
group k-cochain then
Ψ1(c) ∈ C
0(Γ, C
n+k
(C∞c (M,End E))[u
−1, u])
because (Dh) maps an element of Ci(Γ, C
j
(C∞c (M,End E))[u
−1, u]) to an element of
Ci−1(Γ, C
j+1
(C∞c (M,End E))[u
−1, u]).
At this point let us recount a lemma from [3].
Lemma 5.6. For i ≥ 1
δ˜Γ(Dh)
i = (Dh)iδ˜Γ − (Dh)
i−1D
Proof of lemma. Since δ˜Γ anticommutes with D and δ˜Γh+ hδ˜Γ = 1,
δ˜Γ(Dh)(Dh)
i−1 = −Dδ˜Γh(Dh)
i−1
= −D(1− hδ˜Γ)(Dh)
i−1
= (Dh)δ˜Γ(Dh)
i−1
Therefore we can commute δ˜Γ and (Dh) until we reach (Dh)
i−1δ˜Γ(Dh). We obtain the
formula by
δ˜Γ(Dh)(Dh)
i−1 = (Dh)i−1δ˜Γ(Dh)
= −(Dh)i−1D(1− hδ˜Γ)
= −(Dh)i−1D + (Dh)iδ˜Γ
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The first step in proving Ψ1 is a morphism is to check that Ψ1(c) does in fact land
in the complex of Γ-invariant cyclic cochains C
n+k
(C∞c (M,End E)[u
−1, u], b+uB)Γ. To
check this we compute δ˜ΓΨ1(c). By the above lemma, for k ≥ 2,
δ˜ΓΨ
k
1(c) = δ˜Γ(−Dh)
kc− δ˜Γh(−Dh)
k−1Dc− δ˜Γh(−Dh)
k δ˜Γc
= (−Dh)k δ˜Γc+ (−Dh)
k−1Dc− δ˜Γh(−Dh)
k−1Dc− δ˜Γh(−Dh)
k δ˜Γc
= (1− δ˜Γh)(−Dh)
k δ˜Γc+ (1− δ˜Γh)(−Dh)
k−1Dc
= (1− δ˜Γh)(−Dh)
k−1(−Dhδ˜Γ +D)c
= (1− δ˜Γh)(−Dh)
k−1(D(1− hδ˜Γ))c
= (hδ˜Γ)(−Dh)
k−1(Dδ˜Γh)c
and by applying the lemma again
= h((−Dh)k−1δ˜Γ + (−Dh)
k−2D)(Dδ˜Γh)c
= h((−Dh)k−1δ˜Γ(Dδ˜Γh)c+ h(−Dh)
k−2D)(Dδ˜Γh)c
= 0
by D2 = 0 and (δ˜Γ)
2 = 0 as well as commuting D and δ˜Γ. The cases δ˜ΓΨ
1
1(c) = 0 and
δ˜ΓΨ
0
1(c) = 0 are straightforward. Since δ˜ΓΨ1(c) = 0 we see that Ψ1(c) is Γ-invariant.
Next we will check that the boundary operators commute with Ψ1. Given any
c ∈ Ck(Γ, C
n
(C∞c (M,End E))[u
−1, u])
Ψ1((δ˜Γ +D)c) = Ψ
k
1(Dc) + Ψ
k+1
1 (δ˜Γc)
= (−Dh)k(Dc)− h(−Dh)k−1D(Dc)− h(−Dh)k δ˜Γ(Dc)
+ (−Dh)k+1(δ˜Γc)− h(−Dh)
kD(δ˜Γc)− h(−Dh)
k+1δ˜Γ(δ˜Γc)
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which by the commutation relations for the boundary operators
= (−Dh)kDc+ (−Dh)k+1δ˜Γc
= −Dh(−Dh)k−1Dc−Dh(−Dh)k δ˜Γc
= D((−Dh)kc− h(−Dh)k−1Dc− h(−Dh)k δ˜Γc)
= DΨk1(c) = DΨ1(c)
Hence Ψ1 is a morphism.
Theorem 5.7. Given a gerbe (L, µ) on M ⋊ Γ with an L-twisted vector bundle E there
is a morphism
Ψ2 : C
•
(C∞c (M,End E)[u
−1, u], b+ uB)Γ //C
•
(C∞c (M ⋊Γ, L)[u
−1, u], b+ uB) (5.26)
from the periodic cyclic complex of Γ-invariant cochains on C∞c (M,End E) to the peri-
odic cyclic complex of the twisted convolution algebra C∞c (M ⋊ Γ, L). The morphism is
defined by the formula
Ψ2(c)(a˜g0 , . . . , agn)
= c(E1,g0(a˜g0), . . . , Eg0···gi−1,g0···gi(a
g0···gi−1
gi ), . . . , Eg0···gn−1,1(a
g0···gn−1
gn )) (5.27)
for any g0, . . . gn ∈ Γ. Here c is a cochain in C
n
(C∞c (M,End E))
Γ and agi is a section
in C∞c (Mgi , Lgi) for 0 ≤ i ≤ n, and a˜g0 = (ag0 , λ) for λ ∈ C.
Proof. Note that E1,g0(a˜g0) =
˜E1,g0(ag0) in
˜C∞c (M,End E). Since a ∈ C
∞
c (M ⋊ Γ, L)
may be written a =
∑
g∈Γ ag where ag ∈ C
∞
c (Mg, Lg) for g ∈ Γ, it is sufficient to define
Ψ2 on such sections. Also note that (ag ∗ ag′) ∈ C
∞
c (Mgg′ , Lgg′) since
(ag ∗ ag′)(x, h) =
∑
h1h2=h
ag(x, h1) · ag′(xh1, h2)
= ag(x, g) · ag′(xg, g
′)
= µg,g′(ag ⊗ a
g
g′)(x, gg
′).
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As the coboundary bn =
∑n
i=1 d
i
n, we will prove that d
iΨ2 = Ψ2d
i for 1 ≤ i ≤ n. When
1 ≤ i ≤ n
(diΨ2)(c)(a˜g0 , . . . , agn+1)
= Ψ2(c)(a˜g0 , . . . , agi ∗ agi+1 , . . . , agn+1)
= Ψ2(c)
(
a˜g0 , . . . , µgi,gi+1(agi ⊗ a
gi
gi+1), . . . , agn+1
)
= c
(
E1,g0(a˜g0), . . . , Eg0···gi−1,g0···gi+1((µgi,gi+1(agi ⊗ a
gi
gi+1))
g0···gi−1), . . .
. . . , Eg0···gn,1(a
g0···gn
gn+1 )
)
= c
(
E1,g0(a˜g0), . . . , Eg0···gi−1,g0···gi+1(µ
g0···gi−1
gi,gi+1 (a
g0···gi−1
gi ⊗ a
g0···gi
gi+1 )), . . .
. . . , Eg0···gn,1(a
g0···gn
gn+1 )
)
= c
(
E1,g0(a˜g0), . . . , Eg0···gi−1,g0···gi(a
g0···gi−1
gi )Eg0···gi,g0···gi+1(a
g0···gi
gi+1 ), . . .
. . . , Eg0···gn,1(a
g0···gn
gn+1 )
)
= (dic)
(
E1,g0(a˜g0), . . . , Eg0···gi−1,g0···gi(a
g0···gi−1
gi ), Eg0···gi,g0···gi+1(a
g0···gi
gi+1 ), . . .
. . . , Eg0···gn,1(a
g0···gn
gn+1 )
)
= (Ψ2d
i)(c)(a˜g0 , . . . , agn+1).
For the case of d0Ψ2 = Ψ2d
0 note that a˜g0 ∗ ag1 = ag0 ∗ ag1 + λag1 so that
(d0Ψ2)(c)(a˜g0 , . . . , agn+1)
= Ψ2(c)(a˜g0 ∗ ag1 , ag2 , . . . , agn+1)
= Ψ2(c)(ag0 ∗ ag1 + λag1 , ag2 , . . . , agn+1)
= Ψ2(c)(ag0 ∗ ag1 , ag2 , . . . , agn+1) + Ψ2(c)(λag1 , ag2 , . . . , agn+1)
= Ψ2(c)(µg0,g1(ag0 ⊗ a
g0
g1), ag2 , . . . , agn+1) + Ψ2(c)(λag1 , ag2 , . . . , agn+1)
= c(E1,g0g1(µg0,g1(ag0 ⊗ a
g0
g1)), Eg0g1,g0g1g2(a
g0g1
g2 ), . . . , Eg0...gn,1(a
g0···gn
gn+1 ))
+ c(λE1,g1(ag1), Eg1,g1g2(a
g1
g2), . . . , Eg1···gn,g−10
(ag1···gngn+1 ))
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as the second term is nonzero only if g0 · · · gn+1 = 1 and g1 · · · gn+1 = 1, i.e. g0 = 1,
= c
(
E1,g0(ag0)Eg0,g0g1(a
g0
g1), Eg0g1,g0g1g2(a
g0g1
g2 ), . . .
. . . , Eg0···gn,1(a
g0···gn
gn+1 )
)
+ c
(
λEg0,g0g1(a
g0
g1), Eg0g1,g0g1g2(a
g0g1
g2 ), . . . , Eg0···gn,1(a
g0···gn
gn+1 )
)
= c
(
E1,g0(ag0)Eg0,g0g1(a
g0
g1) + λEg0,g0g1(a
g0
g1), Eg0g1,g0g1g2(a
g0g1
g2 ), . . .
. . . , Eg0···gn,1(a
g0···gn
gn+1 )
)
= c
(
E1,g0(a˜g0)Eg0,g0g1(a
g0
g1), Eg0g1,g0g1g2(a
g0g1
g2 ), . . . , Eg0···gn,1(a
g0···gn
gn+1 )
)
= (d0c)
(
E1,g0(a˜g0), Eg0,g0g1(a
g1
g0), . . . , Eg0···gn,1(a
g0···gn
gn+1 )
)
= (Ψ2d
0)(c)(a˜g0 , . . . , agn+1).
We also have dn+1Ψ2 = Ψ2d
n+1 as
(dn+1Ψ2)(c)(ag0 , . . . , agn+1)
= Ψ2(c)(agn+1 ∗ ag0 , . . . , agn)
= c(E1,gn+1g0(µ(agn+1 ⊗ a
gn+1
g0 )), Egn+1g0,gn+1g0g1(a
gn+1g0
g1 ), . . .
. . . , Egn+1g0···gn−1,1(a
gn+1g0···gn−1
gn ))
= c(E1,gn+1g0(µ(agn+1 ⊗ a
gn+1
g0 )), Egn+1g0,gn+1g0g1(a
gn+1g0
g1 ), . . .
. . . , Egn+1g0···gn−1,1(a
gn+1g0···gn−1
gn )) · g
−1
n+1
= c(Eg0···gn,g0(µ(agn+1 ⊗ a
gn+1
g0 )), Eg0,g0g1(a
g0
g1), . . . , Eg0···gn−1,g0···gn(a
g0···gn−1
gn ))
= c(Eg0···gn,1(agn+1)E1,g0(a
gn+1
g0 ), Eg0,g0g1(a
g0
g1), . . . , Eg0···gn−1,g0···gn(a
g0···gn−1
gn ))
= (dn+1c)(E1,g0(a
gn+1
g0 )), Eg0,g0g1(a
g0
g1), . . . , Eg0···gn,1(a
g0···gn
gn+1 ))
= (Ψ2d
n+1)(c)(ag0 , . . . , agn+1)
and the extension to a˜g0 = (ag0 , λ) is not much different from the previous calculation.
This shows that bΨ2 = Ψ2b.
Next we show that BΨ2 = Ψ2B. As B =
∑
i s¯
i we will show that s¯iΨ2 = Ψ2s¯
i for
0 ≤ i ≤ n. The identity element in C∞c (M⋊Γ, L) is (0, 1) where 0 may be considered as
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the sum of zero sections 0 :M → Lg for any g, so we consider 0 as 0 :M → L1 below.
(Ψ2s¯
i)(c)(ag0 , . . . , agn)
= (s¯ic)
(
E1,g0(ag0), . . . , Eg0···gi−1,g0···gi(a
g0···gi−1
gi ), . . . , Eg0···gn−1,1(a
g0···gn−1
gn )
)
= (s¯ic)
(
E1,g0(ag0), . . . , Eg0···gi−1,g0···gi(a
g0···gi−1
gi ), . . . , Eg0···gn−1,1(a
g0···gn−1
gn )
)
· (gi · · · gn)
= (s¯ic)
(
Egi···gn,gi···gng0(a
gi···gn
g0 ), . . . , Egi···gng0···gi−2,1(a
gi···gng0···gi−2
gi−1 ),
E1,gi(agi), . . . , Egi···gn−1,gi···gn(a
gi···gn−1
gn )
)
= c
(
1, E1,gi(agi), Egi,gigi+1(a
gi
gi+1), . . . , Egi···gn−1,gi···gn(a
gi···gn
gn ),
Egi···gn,gi···gng0(a
gi···gn
g0 ), . . . , Egi···gng0···gi−2,1(a
gi···gng0···gi−2
gi−1 )
)
= (Ψ2c)(1, agi , . . . , agn , ag0 , . . . , agi)
= (s¯iΨ2)(c)(ag0 , . . . , agn).
Hence Ψ2 is a morphism.
We have now proved the main theorem.
Theorem 5.8. Given a gerbe (L, µ) on M ⋊ Γ with connection ∇ there is a morphism
Ψ2 ◦Ψ1 ◦Ψ0 ◦ τ∇ : (Ω
∗
−((M ⋊ Γ)•)[u], ud˜dR + d∆ −Θu ∧ ·)
// C
•
(C∞c (M ⋊ Γ, L)[u
−1, u], b+ uB) (5.28)
from the twisted simplicial complex of M ⋊ Γ to the (b,B) complex of the twisted con-
volution algebra C∞c (M ⋊ Γ, L).
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