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Abstract—Compensatory fuzzy neural networks (CFNN)
without normalization, which can be trained with a backpropa-
gation learning algorithm, is proposed as a pattern recognition
technique for intelligent detection of Doppler ultrasound wave-
forms of abnormal neonatal cerebral hemodynamics. Doppler
ultrasound signals were recorded from the anterior cerebral
arteries of 40 normal full-term babies and 14 mature babies with
intracranial pathology. The features of normal and abnormal
groups as inputs to pattern recognition algorithms were extracted
from the maximum velocity waveforms by using principal
component analysis. The proposed technique is compared with
the CFNN with normalization and other pattern recognition
techniques applied to Doppler ultrasound signals from various
arteries. The results show that the proposed method is superior
to the others, and can be a powerful technique to be used in
analyzing Doppler ultrasound signals from various arteries.
Index Terms—Backpropagation learning, blood-flow velocity,
Doppler ultrasound, fuzzy neural networks, neonatal cerebral
arteries, pattern recognition, principal component analysis.
I. INTRODUCTION
D
OPPLER ultrasound, which is a noninvasive, objective,
simple to use, and relativelycheap technique for detecting
changes in arterial blood-flow velocity, has been used to detect
abnormal cerebral hemodynamics in both term and pre-term in-
fants with a variety of pathological conditions, including birth
asphyxia, intraventricular hemorrhage, patent ductus arteriosus,
pneumothorax, hydrocephalus, respiratory distress syndrome,
and brain death [1].
Changes in the Doppler frequency envelope signal have been
quantified by measuring changes in the Pourcelot’s resistance
index,whichhasusuallybeencalledsimplythepulsatilityindex
(PI) in the neonatal cerebral blood flow literature. This index
is defined as , where and are essentially the
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maximum and minimum values of the Doppler shift frequency
envelope during each cardiac cycle [1], [2].
The PI is very simple to calculate, but is not suitable for de-
tectingabnormalitiesandseparatingdifferentgroupsofDoppler
waveform shapes if there are no gross changes in the Doppler
waveform shape. In the case of small changes, which the PI
cannot detect, advanced feature extraction and pattern recogni-
tion techniques are necessary to separate normal and abnormal
groups.
Although many feature extraction techniques have been ap-
plied to analyze these signals and detect abnormalities in blood
flow in various arteries [1]–[17], principal component analysis
(PCA) has been shown to be a very efficient method of ex-
tracting features from Doppler ultrasound waveforms and to
be well suited to the problem of detecting these changes [1],
[15]–[19].
A limited number of pattern recognition algorithms, i.e.,
Bayes [1], [4], [6], [9], [11], [16], [17], generalized linear
function (GLF) [1], [16], [17], -nearest neighbor ( -NN)
[3], [16], linear vector quantization (LVQ) [11], [12], and
multilayer backpropagation neural networks (MLBPNN)
[10], [13], [14], [18], [19], most of which can be regarded as
conventional algorithms, have been applied to intelligently
detect the changes in various arteries.
MLBPNN, which can be called “conventional BPNN,” has
been shown to be able to model nonlinear system and recognize
patterns more accurately than conventional algorithms such as
Bayes, GLF, -NN, and LVQ [20]. However, conventional
BPNN suffers from slow convergence to local and global
minima and from random settings of the initial values of
weights, which may make the neural networks have very poor
mappings from inputs to outputs [21], [22].
Fuzzy rule-based models have found a wide range of appli-
cation areas such as pattern recognition and control [23]–[25]
since they were introduced by Zadeh [26]. Fuzzy neural net-
works (FNN), which incorporate fuzzy rule-based models and
backpropagation learning, have been shown to be more capable
of modeling nonlinear systems and of recognizing patterns than
conventional BPNN [22], [27]. The combination of the signif-
icant advantages of fuzzy rule-based models and backpropaga-
tion learning makes FNN robust, faster, and increases its capa-
bility of modeling more complex systems [18]–[29].
Zhang and Mendel proposed a new FNN technique adding
a compensatory parameter, and have shown the effect of this
newparameteronFNNsystems[22].Thistechnique,whichcan
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simply be called compensatory fuzzy neural networks (CFNN),
integratespessimisticandoptimisticoperationoffuzzysystems.
It has also been shown that “FNN without normalization” con-
vergesfasterthan“FNNwithnormalization”[18],[19],[21]and
uses less memory and needs less computation time [19].
The aim of this paper is to propose the CFNN without nor-
malization to investigate the detection of abnormal changes in
thevelocitywaveformintheanteriorcerebral arteryof newborn
babies, and compare its capability with the pattern recognition
algorithms mentioned above. Section II introduces CFNN and
Section III describes its backpropagation learning. Section IV
deals with determining fuzzy rules and setting the initial values
oftheparametersoftheserulesbyusingthefuzzyc-meansclus-
tering algorithm [25], [29], and Section V deals with extracting
a two-dimensional feature set of principal components from the
Doppler waveforms by using PCA, which are used as inputs to
the pattern recognition algorithms. Sections VI and VII discuss
themethods usedand the results obtained indetail, respectively,
Section VIII presents conclusions.
II. CFNN
A fuzzy logic system is a model with linguistic IF–THEN rules
[22]. Such a fuzzy logic system of -rule and an -input-one-
output can be defined as
IF is and is and is
THEN is
where and are input and output fuzzy sets of rule
, respectively,
is an -dimensional input vector, and is the output of the
system. and are defined in (1) and (2), respectively, as
follows:
(1)
(2)
where is the input membership degree of the th fea-
ture of the th input datum in rule- , and is the corre-
sponding output membership degree of the th output datum in
rule- .
Since the final output of a fuzzy system is a function of all
rules, CFNN with normalization can be defined as
(3)
and CFNN without normalization can be defined as
(4)
where is the compensatory parameter of rule [18], [19],
[22].
III. BACKPROPAGATION LEARNING OF CFNN
The parameters of both the input and output membership
functions of CFNN are adjusted using a backpropagation tech-
nique[20],[22]todesignanoptimalCFNNsystemwithalower
output error rate.
The cost function for minimizing the error is defined as
(5)
where and are the output of the CFNN and the de-
sired output for the th training datum, respectively. For the
sake of simplicity, the parameters of input and output mem-
bership functions can be defined as , ,
, , . To update the parameters for
backpropagation learning, a steepest descent gradient method
can be used to minimize the cost function [20]. As , , and
are the iteration, learning rate, and momentum constant, respec-
tively, the update rule is given as
(6)
(7)
where , are the gradients of the input and
output parameters, respectively, as follows:
(8)
(9)
and
(10)
(11)
IV. SETTING THE INITIAL VALUES OF THE PARAMETERS OF
FUZZY RULES
If good initial values of the parameters of the membership
functions are chosen, the back propagation algorithm converges
faster. In this paper, we used the fuzzy c-means clustering
method [25], [29], a commonly used method, to extract fuzzy
rules and to set initial values of the parameters of the rules
of the CFNN system, although there have been a number of
techniques proposed to determine the values of the parameters.
The fuzzy c-means clustering method is based on minimiza-
tion of the following objective function for local minimum so-
lutions:
(12)
where isanyrealnumbergreaterthanone,whichcontrolsthe
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centroid of the th cluster (rule), is the degree of member-
ship of in the th cluster, is any inner product
metric (distance between and ), is the number of data
points, and is the number of clusters. Clusters that are ob-
tained after executing the fuzzy c-means clustering method will
be used to set up fuzzy rules, and their values of parameters are
set as initial values of parameters of these rules of the CFNN.
Therefore, in this paper, the cluster and the number of clusters
are defined as the rule and the number of rules , respec-
tively. Further details of this process can be found in [25] and
[29].
The initial values of the parameters of the fuzzy rules of the
CFNN are computed using the following definitions (13)–(16)
after executing the fuzzy c-means clustering algorithm and ob-
taining membership degrees ( ) of each datum ( ) in each
cluster; in other words, each rule ( ).
(13)
(14)
(15)
(16)
V. FEATURE EXTRACTION USING PCA
PCA is used to extract features to represent the patterns of
the waveforms. The principal components can be shown to be
the eigenvectors of the covariance matrix of sample Doppler ul-
trasound waveforms. The coefficients of the principal compo-
nents for each waveform are a function of each element of the
waveforms, the ensemble average of the sample waveform, and
eachelementoftheprincipalcomponents.Furtherdetailsofthis
process can be found in [1].
VI. METHODS
A series of 40 normal full-term babies and 14 mature babies
with intracranial pathology were studied. Readings were taken
from both anterior cerebral arteries of each baby on one or more
occasion. The 4-MHz probe of a Sonicaid “Vasoflow” contin-
Fig. 1. Sonogram of the Doppler signals recorded from: (a) a normal baby
and (b) a baby with severe birth asphyxia. (Reproduced by permission of
Elsevier Science [1], Ultrasound in Medicine and Biology, ©World Federation
of Ultrasound in Medicine and Biology.)
uous-wave Doppler unit was placed on the anterior fontanelle
and manipulated to give the “best” signal. To facilitate this op-
timization process, the Doppler signal was both played through
a loudspeaker and spectrum analyzed in real time, and the re-
sulting sonogram displayed on a Tektronix variable persistence
monitor. When both the auditory and visual signals were sat-
isfactory, a series of between 30–40 beats were recorded on a
Uher 4400IC AM tape recorder for further analysis. Recordings
were made on up to three occasions (approximately 48 h apart)
on the normal babies (146 recordings in all) and on up to 11
occasions (at various intervals) on the babies with intracranial
pathology(144recordings).Althoughallthebabiesinthislatter
group had, at some stage, shown clinical abnormalities, some
were no longer showing any abnormalities by the time one or
more of the Doppler examinations were carried out.
The tapes were replayed through an Angioscan spectrum
analyzer interfaced to a Vector Graphics 3100 microcomputer
[30], and the value of the maximum frequency envelope of
the Doppler signal at 12.5-ms intervals were stored. Fig. 1
shows sonograms of Doppler signals recorded from a healthy
baby and from one with severe birth asphyxia. In this case, the
waveform from the ill baby is very much less pulsatile than
that from the normal baby and would be instantly recognized
as abnormal. The maximum frequency envelopes stored were
automatically split into individual beats, displayed as a quality
check (Fig. 2), and then the values of the PI and coefficients of
two principal components were computed.
A. PI
The maximum ( : the peak velocity) and minimum ( : the
end-diastolic velocity) values of the maximum frequency enve-
lope for each individual beat were found (Fig. 2), the PI cal-
culated for each individual beat, and the median value for each
series determined and recorded.
B. PCA
PCAwascarriedoutonanensembleaverageofeachseriesof
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Fig. 2. Maximum frequency envelope derived from a consecutive series
of Doppler recordings from the anterior cerebral artery of a newborn baby.
The final waveform is an ensemble average calculated from the previous
waveforms. S and D represent the peak velocity and the end-diastolic velocity,
respectively. To simplify this figure, only the baseline for the final envelope
is shown. (Reproduced by permission of Elsevier Science [1], Ultrasound in
Medicine and Biology, ©World Federation of Ultrasound in Medicine and
Biology.)
Fig. 3. Values of the PI for the two groups of babies. (Reproduced by
permission of Elsevier Science [1], Ultrasound in Medicine and Biology,
©World Federation of Ultrasound in Medicine and Biology.)
furtherprocessingwereevaluatedinapreliminarystudy,butthe
method finally chosen was to take only the first 350 ms of each
waveform (i.e., the first 28 values) and to normalize to a mean
height of unity. Some of our sample of babies had very rapid
heart rates, and the use of a longer segment of the waveform in
such cases entailed either significant extrapolations or the ex-
clusion of the pertinent data, neither of which were thought to
Fig. 4. Coefficients of the first two principal components of the waveforms
recorded from: (a) normal and (b) abnormal babies. (Reproduced by permission
of Elsevier Science [1], Ultrasound in Medicine and Biology, ©World
Federation of Ultrasound in Medicine and Biology.)
TABLE I
COMPARISON OF ALL ALGORITMS USED
bedesirable.Ontheoddoccasionthattheensembleaveragewas
shorter than 350 ms, it was extrapolated simply by repeating the
lastvalidpoint.Normalizingeachwaveformtohaveamaximum
height(ratherthanmeanheight)ofunitywasalsotested,butwas
found not to be any better than the approach adopted. Finally,
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TABLE II
CRR IN PERCENTAGE FOR CASE I
TABLE III
CRR IN PERCENTAGE FOR CASE II
waveformforeachpatient.Intotal,290ensembleaveragewave-
forms were analyzed, 146 of which were from healthy babies
and 144 of which were from abnormal babies.
VII. RESULTS AND DISCUSSION
ThevaluesofthePIforthetwogroups(normalandabnormal)
ofbabiesareplottedinFig.3andthecoefficientsoftheprincipal
components of the babies are plotted in Fig. 4. Fig. 3 shows that
it is difficult to separate the normal (healthy) and abnormal pat-
terns using the values of the PI. Also, from Fig. 4, it can easily
be seen that it is very difficult to derive appropriate separating
functions, which are able to separate normal patterns from ab-
normal patterns, since the two groups more or less overlap.
Table I shows an overall comparison of all the algorithms
used. The Bayes and GLF with the correct recognition rates
(CRRs) of 29.66% and 30.69%, respectively, are not adequate
for separating these patterns, and shows that it is necessary to
find more complex models to improve their performance. The
-NN and its fuzzy version, i.e., fuzzy -NN (F -NN), are
very powerful algorithms and do not need training and pre-as-
sumptions about patterns [25], [31], [32]. However, their com-
putation time during decision making is much longer than the
othersdependingonnumberoftrainingdataandselectionof ,
whichisthenumberofneighbors,anditishardtofindanappro-
priate todesignanoptimal -NNandF -NN.Wetestedthe
two algorithms with from 2 to 8, and the minimum and the
maximum CRR obtained are shown in Table I. Compared with
the Bayes and GLF, -NN and F -NN yielded a reasonable
CRR with the ranges of 58.62%–61.38% and 56.90–60.00%,
respectively. The results show that -NN is a little superior to
F -NN, and their results are more or less the same as those
of the MLBPNN. However, as mentioned before, -NN and
F -NN need more computation time during decision making
than the MLBPNN.
LVQ, which is a trainable algorithm [12], was trained with
15000iterations,whichismorethanintheMLBPNNandmuch
more (15 times more) than in the CFNN algorithms. It gave
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GLF, but its performance was poorer than the -NN, F -NN,
MLBPNN, and two CFNN algorithms.
Table I confirms more clearly that the two CFNN algorithms
with backpropagation learning gave better results. A detailed
comparisonoftheMLBPNNandtwoCFNNtechniquesisgiven
below.
A. Comparison of MLBPNN and CFNN Algorithms
We executed the fuzzy c-means clustering method of five
clusters and then obtained initial values of the parameters to de-
sign a five-rule CFNN model that had 35 parameters to be up-
dated. MLBPNN1 with three layers consisting of an input layer,
a hidden layer of nine neurons, and an output layer was used,
which had 37 parameters to be updated. The algorithms were
trained using the pattern update method [20]. In all algorithms,
the learning rate of 0.0001 and momentum constant of 0.9 were
maintained during learning. The CFNN with normalization and
CFNN without normalization were trained for 1000 iterations,
and MLBPNN trained for 10000, which is ten times more than
in the two CFNN algorithms. The initial compensatory degree
of the two CFNN algorithms was set 0.5. Since MLBPNN ini-
tializes itself randomly, it was run three times to find out how
randominitializationaffectsoutcomes.ForboththeCFNNwith
normalization, CFNN without normalization, and MLBPNN,
the data set was randomly divided into a learning data set (LDS)
of 145 data and a test data set (TDS) of 145 data. In Case I, we
used the LDS to train the algorithms, and then we computed the
outputs of the TDS using the updated parameters. In Case II, we
exchanged the TDS with LDS used in Case I, and used it as an
LDS.
The CRRs of Cases I and II are shown in Tables II and III,
respectively. The results from both the TDS, i.e., an individual
baby, and the LDS show that the CFNN without normalization
is superior to the others. It can be seen that the proposed al-
gorithm has given almost 10% higher CRR than those of both
the MLBPNN and CFNN with normalization, and the results
of the MLBPNN depend highly on initialization. Fig. 5 illus-
trates the distribution of the normal and abnormal regions in the
two-dimensional principal component space for Cases I and II
obtained from the CFNN without normalization method to give
an indication of the likely robustness of the technique.
Tables IV and V show the comparison of the algorithms in
terms of increase in the CRR for Cases I and II, respectively.
The increase of the proposed algorithm (54.17%, 52.76%) is al-
most 4.5–6 times greater than that of the CFNN with normal-
ization (11.74%, 9.02%), and 2.5–3.5 times greater than that of
the MLBPNN (16.02%, 22.97%). The two tables confirm that
the CFNN without normalization has much more learning capa-
bility than the other two methods. Such a learning ability makes
the proposed algorithm robust and superior to the others.
Although the MLBPNN was trained for ten times more iter-
ation than in the CFNN methods, and had two more parameters
updated, its result is worse than both the CFNN methods. More-
over, the results show that the proposed algorithm converged
faster than the CFNN with normalization, and yielded higher
recognitionrates,althoughtheinitialerroroftheCFNNwithout
1Neural Network Toolbox of MATLAB was used for this analysis.
(a)
(b)
Fig. 5. Distribution of the normal and abnormal regions for: (a) case I and (b)
case II are plotted using the results from the CFNN without normalization.
TABLE IV
INCREASE IN CRR IN PERCENTAGE FOR CASE I
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TABLE V
INCREASE IN CRR IN PERCENTAGE FOR CASE II
tion, which is one of the very interesting points of this paper.
Consequently, it can be said that the proposed algorithm is su-
perior to the others in terms of both learning capability and dif-
ferentiating between such groups that more or less overlap.
VIII. CONCLUSIONS
This paper has shown that the CFNN without normaliza-
tion, which can be trained using a backpropagation learning
method, is a very efficient pattern recognition technique for
the detection of abnormal neonatal cerebral Doppler ultra-
sound waveforms modeled by PCA. This hybrid technique,
which incorporates the techniques of fuzzy rule-based models,
backpropagation learning, and the fuzzy c-means clustering
methods and combines their advantages, can be said to be
more capable of recognizing Doppler ultrasound waveform
patterns than conventional BPNN [10], [13], [14] and the other
conventional techniques used in the application in Doppler
ultrasound waveform patterns [1], [3], [4], [6]–[9], [11], [12],
[15]–[17], and it may have useful application in analyzing
Doppler ultrasound waveforms of various arteries.
APPENDIX
Below is a list of acronyms used throughout this paper.
PI Pulsatility index.
PCA Principal component analysis.
FNN Fuzzy neural networks.
CFNN Compensatory fuzzy neural networks.
BPNN Backpropagation neural networks.
MLBPNN Multilayer backpropagation neural networks.
LVQ Linear vector quantization.
GLF Generalized linear function.
-NN -nearest neighbor.
F -NN Fuzzy -nearest neighbor.
CRR Correct recognition rates.
LDS Learning data set.
TDS Test data set.
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