Introduction
In [1] Briançon and Skoda proved, using analytic methods, that if I is an ideal in the convergent power series ring C{x 1 , . . . , x n } then I n , the integral closure of I n , is contained in I. Extensive work has been done in the direction of proving "Briançon-Skoda type theorems", that is, statements about I t being contained in (I t−k ) # , where k is a constant independent of t, and # is a closure operation on ideals (cf. [5] , [6] , [8] , [11] ). In this paper we study the following related problem: given an ideal I of a Noetherian local ring (R, m), find a "linear" integer-valued function f (n) such that I + m n ⊆ I + m f (n) for all n or for all sufficiently large n.
An element x of R is said to be in the integral closure J of an ideal J if it satisfies a relation of the form x n +α 1 x n−1 +α 2 x n−2 +. . .+α n = 0, with α t ∈ J t for all t. We first observe that if (R, m) is a noetherian local ring which is complete in the m-adic topology, then there exists an integer-valued function f (n), with lim n→∞ f (n) = ∞, such that I + m n ⊆ I + m f (n) . To see this, we use the fact that I = ∩ V φ V −1 (IV ), where the intersection is over all discrete valuation domains V which are R algebras via φ V and whose maximal ideal contracts to m. With this it is easily shown that ∩ n I + m n = I. By Chevalley's theorem ( [12, p. 270] ) (for R/I and the descending sequence of ideals {I + m n / I} n ) then I + m n ⊆ I + m f (n) for some function f (n) such that lim n→∞ f (n) = ∞. Chevalley's theorem does not help in determining the order of growth of f (n), and, in fact, it cannot because it takes into account only the topology determined by a given descending sequence of ideals. By also considering the algebraic properties of the sequence we prove a stronger statement:
The main theorem. Let (R, m) be an excellent local ring. Let I be an ideal of R. Then there exists a positive integer c such that I + m n ⊆ I + m ⌊n/c⌋ for all n.
If I is m-primary, then the theorem holds trivially. Indeed, large powers of m are contained in I, so I + m n = I ⊆ I + m n if n >> 0.
Rees proved in [7] that if J is an ideal of an analytically unramified local noetherian ring then J n ⊆ J n−k for a constant k and all n ≥ k. If J = m then Rees' theorem yields a special case of the main theorem of this paper.
In general we only know the existence of a positive integer c for which the theorem is satisfied, but we can give an explicit bound for some classes of ideals (see Examples 4.1, 4.2, Proposition 3.2).
Our proof of the main result would be greatly simplified (see comments after Proposition 3.8) if we could use the following conjecture, known as the Linear Artin Approximation Theorem: Conjecture 1.1 (Linear Artin Approximation Theorem) Let (R, m, k) be a complete local ring. Suppose we have a system of (finitely many) equations in t variables over R and we know that the system has a solution Z modulo m l . Assume that if J is the ideal generated by the polynomials defining the equations, then J ∩ R = (0). Then the system has a true solution U such that Z − U ∈ m ⌊l/c⌋ R t , where c is a constant independent of l.
The Linear Artin Approximation theorem was announced by Spivakovsky in [10] . However, there is no proof of the theorem, in that generality, in the literature. Lejeune-Jalabert and Hickel proved the case when the ring is an isolated hypersurface singularity (cf. [3] , [2] ) and gave an explicit bound for c. We use Lejeune-Jalabert's bound in Example 4.12. We get around using the general Linear Artin Approximation Theorem by actually proving a special case of it in the process (see comment after Proposition 3.8).
We close the introduction by summarizing the structure of this paper. Section 2 proves that it suffices to show that the main theorem holds for principal ideals in complete integrally closed domains. Section 3 is devoted to the proof of the main theorem for principal ideals in rings as above and also contains the proof of a special case of the Linear Artin Approximation Theorem. Section 4 provides explicit bounds for the constant c in several cases of interest. this in several steps.
We start with a lemma which may justify the modified notation (⋆) below:
Lemma 2.1 Let R be a Noetherian ring and I and J arbitrary ideals. Let K be the radical of J. Then there exists an integer valued f (n) tending to infinity such that I + K n ⊆ I + K f (n) for all n if and only if there exists an integer valued g(n) tending to infinity such
Moreover, f grows linearly if and only if g does.
Proof: As R is Noetherian, there exists an integer k such that K k ⊆ J.
First we assume the existence of f . Then
Now we assume the existence of g. Then
In both cases it is clear that linear growth of one function implies the linear growth of the other.
We now set up some notation to express this and other more general cases: In a Noetherian ring R with ideals I and J we consider the existence of a constant c such that
for all n. If there exists such a c, we say that (⋆) holds in R for I and J.
With this, the lemma implies that (⋆) holds in (R, m) for I and an m-primary ideal if and only if the main theorem holds in R.
We use notation (⋆) also in the following reduction to the principal ideal case: Proof: Let I be an arbitrary ideal in an excellent local ring (R, m). We want to prove that (⋆) holds in R for I and m. We first let S be the extended Rees ring R[It, t −1 ], where t is an indeterminate over R. Let M be the maximal homogeneous ideal mS + ItS + t −1 S of S. As S is a finitely generated R algebra, S and S M (localization at M) are both excellent rings. Moreover IS ⊆ t −1 S. By assumption (⋆) holds in S M for t −1 S M and MS M . This means that there exists a positive integer c such that
To finish the proof it thus suffices to show
First observe that by the one-to-one correspondence of M-primary ideals in S and MS M primary ideals in S M we have
Thus it suffices to prove that
⌊n/c⌋ is a graded ideal whose graded piece of degree 0 is I + (m) ⌊n/c⌋ , which finishes the proof.
Thus from now on we may assume that I is a principal ideal. The next goal is to replace R by a complete Noetherian local domain. The first step is to pass to the completion of R. This will ensure that all the relevant finitely generated R-algebras which are reduced have module-finite integral closures in their total rings of fractions. We use this property on R red , the quotient of R by the ideal √ 0 of the nilpotent elements. By using the Artin-Rees lemma we conclude that then the main theorem holds in R if it holds in the integral closure S of R red . This S is a direct sum of domains, each of the domains being of the form S/P for some minimal prime P of S. We prove that if (⋆) holds in each S/P for the image of I and the maximal ideal of S/P , then (⋆) also holds in S for IS and mS.
Since the image of a principal ideal in any algebra is still principal, by the reductions above we end up with a principal ideal in a complete local normal domain. The rest of this section is just proving that we may make these reductions.
(Comment: If we try to go modulo all the minimal primes before normalizing, we cannot conclude (⋆) for R from knowing (⋆) in all domain quotients, as R need not be a direct sum of such domains.) Lemma 2.3 Let (R, m) be an excellent local ring and let R be the m-adic completion of R. If the theorem holds in R, it also holds in R.
Proof: By assumption there exists a positive integer c such that I R + m n R ⊆ I R + m ⌊n/c⌋ R for all n. Now let x ∈ I + m n . Then Proof: By assumption there exists a positive integer c such that IR red + m n R red ⊆ IR red + m ⌊n/c⌋ R red for all n. Now we use the fact that for any ideal I in R, the integral closure of I in R is the same as the preimage in R of the integral of IR red in R red . This implies
These two lemmas say that it is enough to prove the main theorem for complete local reduced rings. The next lemma will enable us to normalize such a ring: Lemma 2.5 Let (R, m) be a Noetherian local ring and I an ideal in R. If (⋆) holds in a module-finite extension S of R for IS and mS, then the main theorem holds in R.
Note that S may not be local. Proof: As S is a finite R-module, IS ∩ R = I. Also, the inclusion R/I ⊆ S/IS is modulefinite so by the Artin-Rees Lemma there exists an integer k such that (m
Now we use the assumption that there exists a positive integer c such that
for all n. We rewrite this modulo I and IS:
It is easy to show that there exists a positive integer c ′ (c(k + 1) will do) such that ⌊n/c⌋ − k ≥ ⌊n/c ′ ⌋ for all n. Thus the final version says that
We have now reduced to the following situation: S is the integral closure of a reduced complete local ring (R, m) in its total field of fractions. Thus S is an integrally closed reduced Noetherian ring, module-finite over R and with finitely many maximal prime ideals P 1 , . . . , P l all containing mS. Also, S is complete in the mS-adic topology and S/mS has dimension zero. It follows that S is a direct sum of finitely many domains, each domain being of the form S/P for some minimal prime P of S, or better yet, each domain being of the form S P i for some i:
Note that mS P i is P i -primary. The following lemma will reduce the proof of the main theorem to these complete normal local domains: Proof: We will use the fact that for any ideal J in R,
By assumption there exist positive integers c i such that
for all n and all i = 1, . . . , l. Let c = max{c 1 , . . . , c l }. Thus the inclusions above also hold when each c i is replaced by c. With this,
So we reached the main goal of Section 2: we started with an arbitrary excellent local ring (R, m) with an arbitrary ideal I. By Proposition 2.2 we may assume that I is principal. By Lemmas 2.3 and 2.4 we may assume that R is complete in the m-adic topology and that it has no nonzero nilpotents. By Lemmas 2.5, 2.6 and 2.1, we may then assume that R is a complete normal local domain.
With these reductions, the proof of the main theorem for principal ideals I in complete local normal domains is given in the next section.
Proof of the main theorem
Before proving the main theorem for complete normal local domains, we consider some special cases: 
One may naively think that the inclusion I + m n R ⊆ I + m n−k R for some constant k and all n sufficiently large holds in general. However, this is false. Indeed, let K be a field, x, y variables over K, and
be an analytically unramified local ring and let x be a variable over
for some positive integer c and for all n.
Moreover, if the powers of µ are integrally closed in D, then c = t works. In particular, if D is a regular local ring, c = t works.
Proof: The variable x induces a natural grading on R.
Step one: We prove that there exists a positive integer c such that x t R + µ n R ⊆ x t R + µ ⌊n/c⌋ R when n is a multiple of t.
As the ideal x t R + µ n R is graded, so is its integral closure. Let ax l be a homogeneous element of this integral closure with a ∈ D. We may assume that l < t. We write the equation of integral dependence:
We may assume that each summand in the equation above has x-degree precisely lk.
. As all these ideals are graded,
where the last line follows from tj ≤ li and l < t. Thus after dividing the integral equation for ax l above by x lk , we see that a is integral over µ n/t . As D is analytically unramified, by Proposition 3.1 there exists an integer k such that µ n ⊆ µ n−k for all n. Thus there exists an integer c ≥ t (c = t(k + 1) will do) such that µ n ⊆ µ ⌊n/c⌋ for all n. This proves that ax l ∈ x t R + µ ⌊n/c⌋ R whenever n is divisible by t.
Note that c = t works if the powers of µ are integrally closed.
Step two: We prove that for the c from Step 1,
Write n = qc + r for some integers q and r with 0 ≤ r < c. Then
Step three: We prove that for the c from Step 1,
If c > n, ⌊n/c⌋ = 0 so m ⌊n/c⌋ = R and the inclusion holds trivially. So we now assume
A similar proof works if x t is replaced by a monomial in several variables. However, the following useful lemma enables an alternate proof to be given in Corollary 3.5: Proof:
By the Artin-Rees Lemma
Corollary 3.4 Let f R be a principal ideal in a local normal domain (R, m). If the theorem holds for each primary component of f R then it holds for f R.
Proof: Consider a primary decomposition of f R:
We now apply Lemma 3.3.
In this corollary we used the fact that the principal ideals are integrally closed in normal domains. Now by applying Corollary 3.4 and Proposition 3.2 we obtain the following: Also, if I is generated by powers of some of the variables, the main theorem also holds in R for I. The proof uses linear algebra arguments and is given in Section 4. 
for all n >> 0. By Lemma 2.5 then the theorem holds in R.
Corollary 3.7 Let R be a complete regular local ring containing a field, and I = f R a principal ideal. Then I + m n ⊆ I + m ⌊n/c⌋ for some c independent of n.
Proof: By the Cohen Structure Theorem R is a power series ring
where k is an algebraic closure of k. If the theorem holds in S for f S, then by faithful flatness it holds in R, so without loss of generality we may assume that R contains an infinite field. Write f = f s + · · ·, where the degree of f s is positive and lowest. We can choose elements u 1 , . . . , u q in k such that, after the change of variables y 1 = x 1 , y 2 = x 2 − u 1 x 1 , . . . , y q = x q − u q x 1 , f s is monic in y 1 . We then apply Proposition 3.6. We need similar results for rings not containing fields:
Proof: The variables x 2 , . . . , x d induce a multigrading on R.
is multihomogeneous, therefore its integral closure is homogeneous as well. Let a ∈ p t R + (x 2 , . . . , x d ) n R. We may assume that a is multihomogeneous, so without loss of
We may assume that each b i is homogeneous and that the x j -degree of the i th summand is exactly ν j (k − i). Then b i = c i x iν with c i ∈ V . The integral equation now has the form:
so for all i we can write:
, where u i is a unit in V . Necessarily there exists at least one i such that f (i) ≤ lk. Then
So by possibly modifying the original integral equation we get a homogeneous integral equation of the form a
As the equation is homogeneous, there exists i, 1 ≤ i ≤ k, such that |ν|k ≥ n(k − i) and lk ≥ ti. Assume for contradiction that |ν| < ⌊n/t⌋ ≤ n/t. Then:
which is a contradiction.
Our goal is to prove the same in greater generality: namely that for any ideal f R in a complete normal local domain (R, m), any element u of f R + m n lies in f R + m ⌊n/c⌋ for some c independent of u and n. However, in this generality, c is not as easy to determine. Since the proof of the general result is quite involved, we outline it here. We first rephrase the statement: we see that Z = u satisfies an equation
If we could use the Linear Artin Approximation theorem, we would be able to conclude that there exists a true solution of this equation which differs from the original approximate solution by m ⌊n/c⌋ for some c independent of n and hence that u ∈ f R + m ⌊n/c⌋ . However, there are two problems with this: one is that the d in the equation depends on u and n, and the other one is that we do not know of a proof of the general Linear Artin Approximation Theorem. We overcome both difficulties: in Theorem 3.9 we prove that there exists one d which works for all u and all n, except that the resulting equation of integral dependence is not over f R + m n but over f R + m ⌊n/d⌋ . Also, in Corollary 3.11 we prove a special case of the Linear Artin Approximation Theorem. However, for these intermediate results we need slight assumptions on the f in case R is a ring of mixed characteristic. The proof of the general case in Theorem 3.14 also uses the fact that all the primary components of principal ideals are the symbolic powers of height one prime ideals, and that such symbolic powers are associated to powers of radical principal ideals after by passing to a faithfully flat extension S of R. We use the Cohen Structure Theorem. Let f 1 , . . . , f l be a system of parameters in R. When R contains a coefficient field k, we may assume that f 1 = f , and we define
Theorem 3.9 Let (R, m) be a complete normal local domain and f R a non-zero principal ideal. In the case when R does not contain a field, we let p be a generator of the maximal ideal in a coefficient ring for R, and we assume that f satisfies one of the following properties: (i) f, p is a part of a system of parameters, or (ii)
. When R contains a coefficient ring (V, (p)) of dimension 1, we may assume that p is f 1 . In case (i) we may also assume that f = f 2 and in case (ii) we may assume that f 2 is a if a is not a unit. In case (ii) if a is a unit, as f R = p c R, without loss of
. In either case, set J = (f 1 , . . . , f l )A. By the Cohen Structure Theorem, A is a regular local ring contained in R, R is modulefinite over A, and JR is m-primary. We will prove the theorem for this JR. Furthermore, we will prove that the integral equation of degree d will have coefficients in A. Let K be the fraction field of A and L the fraction field of R. By elementary field theory there exist fields L ′ and F such that all the inclusions
such that L ′ is Galois over F and such that F is purely inseparable over K. To simplify notation, as the coefficients of the integral equation will actually lie in A, we may replace R by the integral closure of R in L ′ and so we may assume that
and e = [F : K]. Let S be the integral closure of A in F . Then S is a complete normal local domain between A and R and the extension from S to R is Galois. Let u ∈ f R + (JR) n . Consider the (at most) d conjugates of u over S, say u = u 1 , u 2 , . . . , u d . Write an integral equation for u over f R + (JR) n :
By applying field automorphisms to this equation and by using that (f ) and J are ideals of A (and thus of S), we obtain that each u i is integral over f R + J n R. Let s h be the sum of the products of the u i , taken h at a time (hth symmetric function in the u i ). Then
and s h ∈ (f R + (JR) n ) h ∩ S. We raise all this to the eth power. As e is either 1 or a power of the characteristic p of the given fields, we obtain
as A ⊆ S is a module-finite extension. By Propositions 3.2 and 3.8 and by Corollary 3.4 then there exists an integer l such that
Thus u satisfies an equation of integral dependence of degree de over f R + (JR) ⌊n/lde⌋ , all of whose coefficients are in A.
Now we are in the set-up of the Linear Artin Approximation theorem (from two pages back). We have an equation
where Z and the Z i are indeterminates, which is independent of n and u. We are given a solution (Z = u, Then for every k = 1, . . . , N, there exists a positive integer c such that
Proof: We prove this by induction on k. The case k = 1 is assumed. So assume k > 1. By induction, (f k ) + m n ⊆ (f k−1 ) + m ⌊n/c ′ ⌋ for some constant c ′ independent of n. We pick an element u in (f k ) + m n . Write u = rf k−1 + s for some r ∈ R and s ∈ m ⌊n/c ′ ⌋ . It suffices to prove that rf k−1 lies in (f k ) + m ⌊n/c⌋ for some c independent of n and u. Note that
for some c independent of n. Thus without loss of generality we may assume that u = rf k−1 . Our goal is to prove that r ∈ (f ) + m ⌊n/c ′′ ⌋ for some integer c ′′ independent of n and r, for then we know that r ∈ (f ) + m ⌊n/c ′′′ ⌋ for some c ′′′ independent of n and r, which proves that u lies in the desired ideal. We first prove that a power of r lies in a good ideal, and for that we need the following detour:
Claim: r d ∈ (f ) + m ⌊n/l⌋−e for some constant e independent of n.
Proof of the claim: By assumption there exists an integer d independent of n, u and r such that rf k−1 satisfies an integral equation of degree d over (f k ) + m ⌊n/l⌋ , say: (rf
We will recursively define
If i = 0, set β d+1 = 0. Now assume we have defined β d−i+1 for some i < d − 1. By the Artin-Rees Lemma there exists a positive integer e such that m
all n ≥ e. In the following we may and do assume that n/l ≥ e. With this we construct the next β using the equation displayed above and the following:
as n/l ≥ e. Thus we may write
. To finish the induction step we only have to divide the displayed equation (#) by the nonzerodivisor f k−1 .
In the final step i = d − 1 we thus obtain r
It follows that r d ∈ (f ) + m ⌊n/l⌋−e . This completes the proof of the claim.
Now we are ready to prove that r is integral over (f ) + m ⌊n/dlk(e+1)⌋ . Recall that
It suffices to prove that for any valuation v on the field of fractions of
, there is nothing to show, so we may assume that
This implies that ⌊n/(e + 1)⌋v(m) < kv(f ). Now we use our detour: as
If dv(r) ≥ ⌊n/lk(e + 1)⌋v(m), we are done, so we may assume instead that
which is a contradiction. This finishes the theorem.
Corollary 3.11 Let (R, m) be a complete local normal domain and let (f ) be a principal radical ideal. In case R does not contain a field, let (V, (p)) be a general coefficient ring of R and we also assume that either f R = pR or that f, p is part of a system of parameters in R. Then for all k, (f k ) + m n ⊆ (f k ) + m ⌊n/c⌋ for some constant c independent of n.
Proof: The case k = 1 holds by Proposition 3.1. Thus condition 1. of the previous theorem is satisfied. Condition 2. of the previous theorem is satisfied by Theorem 3.9, so that the corollary follows by the previous theorem, Proposition 3.10. Before we prove the main theorem, we need two more lemmas: Proof: Let r ∈ (x) + m n . Then ry ∈ (xy) + m n . Thus there exist elements r i ∈ ((xy) + m ⌊n/l⌋ ) i such that
Write r i = s i (xy) i + t i for some s i ∈ R and some t i ∈ m ⌊n/l⌋ . Then Proof: If f = 0, the theorem is known by Proposition 3.1. So we may assume that f is not zero. As R is normal, all the associated prime ideals of the ideal (f ) are minimal over (f ). By Corollary 3.4 it suffices to prove the theorem for the primary components of (f ) in place of (f ). Let P be an associated prime ideal of (f ). As R is normal, the localization R P is a one-dimensional regular local ring, so f R P = P k R P for some integer k. Thus the P -primary component of f R equals the kth symbolic power P (k) of P and it suffices to prove the theorem for all P (k) in place of (f ).
Let P = (a 1 , . . . , a l ). Let X 1 , . . . , X l be indeterminates over R and let S be the faithfully flat extension R[X 1 , . . . , X l ] mR[X 1 ,...,X l ] of R. Note that as all the associated primes of xS have height one and as S localized at height one prime ideals is a principal ideal domain, the ideal generated by x = a 1 X 1 + · · · + a l X l is radical.
Suppose that this x satisfies the conditions of Corollary 3.11. Namely, either R contains a field, or instead if (V, (p)) is a coefficient ring of R, then either x = p or x, p is a part of a system of parameters. Then by Corollary 3.11 there exists an integer c such that
Note also that P S is associated to xS and that the P S-primary component of x k S is P (k) S (as S P S is a principal ideal domain). Thus there exists an element y in S such that x k S : y = P (k) S. As R is normal, then so is S, so that
An application of Lemma 3.12 shows that there exists an integer c ′ such that
as S is faithfully flat over R. This finishes the theorem for rings containing fields. Now assume that R contains a coefficient field (V, (p)). The above proves the theorem for all f which are not contained in any minimal prime ideal over pV . Thus by Lemma 3.12, for all height one prime ideals P of R not containing p and all positive integers k there exists an integer c such that
Let P 1 , . . . , P N be all the prime ideals in R minimal over pR. Let W = R \ (P 1 ∪ · · · ∪ P N ). As R is normal, W −1 R is a one-dimensional semi-local regular ring, thus a principal ideal domain. Let
Therefore we may write
Note that either u is a unit in R or else p, u is a part of a system of parameters. Thus by Theorem 3.9, for each positive integer k there exist integers d and l such that every element of (up) k + m n satisfies an equation of integral dependence of degree d over (up) k + m ⌊n/l⌋ . Thus by Lemma 3.13, for each positive integer k there exist integers d and l such that for all i = 1, . . . , N, every element of (x i ) k + m n satisfies an equation of integral dependence of degree d over (x i ) k + m ⌊n/l⌋ . This means that condition 2. of Proposition 3.10 is satisfied for each x i . But x i R = P i ∩ Q i , where Q i is either the unit ideal or a height one ideal modulo which p is a non-zerodivisor. As P i is a radical ideal (even prime), by Proposition 3.1, there exists a positive integer c such that for all n ≥ 1, 
To avoid the trivial case, we assume that a ≥ 2. If char k is positive, say p = char k, and a = bp e for some b and e, then
Since by Lemma 2.4 it suffices to find the bound in
thus without loss of generality we may assume that e = 0 and that char k does not divide a.
Since we are assuming that char k does not divide a, the fraction field of R, f f (R) for short, is a separable field extension of f f (A). If necessary, we adjoin the a-th roots of 1 to k, getting a field K such that the extension K/k is Galois.
, with Φ(a) a factor of the Euler function of a, we have:
We pick u ∈ x t S + (x, y, z) n S. We have shown that the equation
(rank of the ring modulo the Jacobian ideal of (X a + Y a + Z a )). By [3, §3] , the equation has a true solution, say (w, w 1 , . . . , w d ), such that
and so u − w ∈ (x, y, z) ⌊n/da 2 (a−1) 3 ⌋ S. We conclude that u ∈ x t S + (x, y, z) ⌊n/da 2 (a−1) 3 ⌋ S.
Since S = K[[x, y, z]] is faithfully flat over R = k[[x, y, z]], we have that x t R + m n ⊆ x t R + m ⌊n/da 2 (a−1) 3 ⌋ .
If t = 1 then we do not need Linear Artin Approximation Theorem. We can find an effective bound just by using Proposition 3. Proof: (Some of the reasoning below applies to arbitrary monomial ideals.) We write a monomial u = X . . , a s }. Thus in our case we may assume that r ≤ d and that all the α j are of the form c j e j , where the vector e j has 1 in the jth row and 0 everywhere else and c j is either n or a i . Without loss of generality we assume that c i = a i for i = 1, . . . , p and c i = n for i > p.
We want to prove that if u = X 
and the q i are some nonnegative numbers. By removing any of the α i if necessary we may assume that (⋆⋆) has all the t i strictly positive and moreover that it cannot be written with any t i being zero. As we want to prove that |β| ≥ n/a 1 · · · a s , it suffices to prove the same after omitting any of the first d rows in A, β and γ. Thus we may assume that r = d. The first step is to make d − 1 of the q i zero. Note that A is an invertible matrix. Thus by applying Cramer's rule, we see that the entries in y depend linearly on the entries of γ. We now decrease all the positive q i 's, i = j: while decreasing the q i 's, we want to keep all the t i and all the q i nonnegative. If the given q j ever becomes zero in this way, we exchange the roles of this q j with some nonzero q i (and also modify the last column of A), and repeat again. Note that by the choice of the α i , none of the t i can become zero. In this way, we obtain d − 1 of the q i to be zero and q j ≥ 0.
The cases j ≤ p and j > p differ only slightly so we only finish the proof in the case j = d. Cramer's rule gives
