Abstract-In wireless communication systems powered by harvested energy, besides the channel fading, there exists another dimension of dynamics, i.e., energy arrival variation. In this paper, we propose a framework for analyzing the energy harvesting powered wireless transmissions where the energy arrival variations and the channel fading are of different timescales. The energy arrival rate changes every N(N ≥ 1) time slots, and the channel state changes every M(M ≥ 1) slots. We consider a power allocation problem among the time slots, which can be formulated as a Markov decision process and solved by dynamic programming (DP) algorithm. For the special case that M = 1, a low-complexity two-stage DP algorithm is proposed, which decouples the original problem into inner and outer sub-problems. The inner problem deals with the power allocation in channel fading timescale in every N slots where the energy arrival rate keeps constant, and the outer problem deals with the energy management when the energy arrival rate changes. Numerical simulations show that the average data rate decreases as N or M increases, and the two-stage DP algorithm can perform close to the DP optimal algorithm.
. The associate editor coordinating the review of this paper and approving it for publication was E. Ayanoglu. technology can be widely used in the energy constrained scenarios such as wireless sensor networks [2] , green cellular networks [3] , [4] and so on. However, due to the randomness of the energy arrival process, energy harvesting communications encounter the dynamics in energy domain in addition to the variations of wireless channels, i.e., channel fading. Therefore, how to deal with the two-dimensional randomness of energy arrival and channel fading becomes a challenging issue.
In the literature, there are plenty of research efforts working on the two-dimensional randomness problem with offline assumption, i.e., both the energy arrivals and the channel states are known in advance. The offline optimal power allocation policy is given in [5] for AWGN channel. In the fading channel case, the optimal power allocation is interpreted as the directional water-filling policy [6] . When the harvested energy is insufficient, hybrid energy supply needs to be considered with power grid as supplementaries, and the optimal power allocation is a two-stage water-filling [7] . The offline analysis is further extended to broadcast channel [8] , [9] , multiple access channel [10] , MIMO channel [11] , [12] , and cooperative relay channel [13] . The advantage of the offline assumption is that some insight on the structure of the optimal power allocation policy can be observed. However, as the dynamics of both energy arrival and channel fading are difficult to be predicted in practice, the offline optimal policy can hardly be applied in real systems.
Under the online assumption that only the current and past energy arrivals and channel states are known, a transmitter needs to make decision based on the current available information and the dependency among time slots due to the existence of battery and channel correlation should be exploited. The packet dropping and blocking probabilities with different sleep and wake-up strategies are analyzed in sensor/mesh networks powered by solar energy [14] . A cross-layer resource allocation problem is considered in [15] to maximize the total system utility. Throughput optimal routing scheme is proposed in [16] for rechargeable sensor networks. Closed-form maximum stable throughput is derived for both cognitive radio networks [17] and cooperative networks [18] . Finite-horizon online transmission scheduling for throughput maximization is studied in [19] . Joint transmitter-receiver optimization with correlated energy arrivals is studied in [20] .
Among the works for online policy design, very few of them take the time scale issue into consideration. In fact, the energy harvesting process and the channel variations are usually of different time scales. For instance, the solar power in a sunny day is constant over several seconds or minutes compared with the mobile terminal where the channel state changes in mini-seconds due to multi-path fading. While in a cloudy day, the solar power may change every second due to the movement of clouds. But if lineof-sight link is available and the terminal moves slowly, the wireless channel state may change very slow. The difference on time scales between energy arrivals and channel fading can be utilized as a pre-knowledge to simplify the problem. For instance, if the energy arrival rate changes much slower than the channel fading, the power allocation problem is constrained by a constant energy arrival rate. Thus, the randomness in energy domain disappears, and there is only an energy causality constraint. Under this assumption, power allocation and scheduling policies have been proposed for relay networks [21] , distributed networks [22] , and network MIMO transmissions [23] . Furthermore, the outage minimization problem over multiple energy harvesting periods has been studied in [24] . On the other hand, the channel coherence time is also shown to have significant impact on the performance [25] , [26] . Nevertheless, there lacks a general framework for the time scale issue in energy harvesting communications.
In this paper, we build up a unified framework to analyze wireless transmissions with energy harvesting, where the energy arrival and channel fading vary in different time scales. Specifically, the channel state changes in every M(M ≥ 1) time slots, while the energy arrival rate changes every N(N ≥ 1) slots. In each time slot, the transmitter determines its transmit power according to the current channel state, the available battery energy, as well as how long the current state (including energy arrival rate and channel state) has lasted. The problem is formulated as a Markov decision process (MDP) [27] , and can be solved by the dynamic programming (DP) algorithm. For the case that M = 1, i.e., the energy arrival rate changes slower than the channel fading, the benefit of slow change in energy arrival rate can be exploited by decoupling the original problem into two sub-problems: the power allocation problem during every N slots with constant energy arrival rate, and the energy management problem with the variations of energy arrival rate. A two-stage DP algorithm is proposed to solve the two sub-problems by the finite horizon DP algorithm and the infinite horizon DP algorithm, respectively. Numerical results are given to show the impact of parameters such as M and N on the average data rate, and to evaluate the performance of the proposed two-stage DP algorithm. The main contributions of this paper are summarized as follows.
-A unified framework is developed, which can be used to analyze the energy harvesting communication system with any time scales for energy arrivals and channel fading. In this framework, an average rate maximization problem is formulated and a DP optimal algorithm is proposed to solve the problem. -For the case that the energy arrival rate changes slower than the channel fading (M = 1), a twostage DP algorithm is proposed, and the computational complexity is greatly reduced compared with the DP optimal algorithm. Numerical results show that the two-stage DP algorithm can achieve close-to-optimal performance. -The impacts of parameters including M, N, battery capacity on the performance are extensively analyzed. The results show that: (1) Larger M or N leads to smaller average data rate; (2) As M or N becomes large, the average data rate quickly converges to a lower bound which can be calculated based on the distributions of channel fading and energy arrival; (3) As the battery capacity becomes large, the average data rate converges to an upper bound that can be calculated based on the average energy arrival rate. The rest of the paper is organized as follows. Section II describes the system model and the problem formulation. Section III introduces the DP optimal algorithm. The twostage DP algorithm for M = 1 is presented in Section IV. Simulations are shown in Section V. Finally, Section VI concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a wireless communication link where the transmitter is powered by the energy harvested from ambient environments as shown in Fig. 1 . The system is slotted with normalized slot length. In each slot, the harvested energy is stored in an energy battery with capacity B max . The transmitter determines the transmission mode depending on the channel and energy state. In this paper, we extend the model in [24] to a generalized one where the channel states can change faster, equal or slower than the energy arrival rate. The channel gain remains constant during every M slots, named as a channel fading frame, but varies among frames. The energy arrival rate varies every N slots, and keeps constant during these N slots. Every N slots with constant energy arrival rate is named as an energy harvesting frame. The values of M and N imply the relative dynamics between channel fading and energy arrival. For instance, M < N refers to fast channel fading and slow change of energy arrival rate, and vice versa. In slot k, the channel gain is denoted by γ k , the energy arrival rate is E k , the battery state is B k , and the transmit power is denoted by P k .
A. Channel Model
The channel is modeled as a finite state Markov chain (FSMC) with L states. The state transition matrix is denoted by
where p i,j = Pr(γ k+1 = j|γ k = i) is the transition probability from state i to j. It satisfies that p i,j ≥ 0, ∀i, j and j p i,j = 1, ∀i. The independently and identically distributed (i.i.d.) channel can also be modeled in this framework. If the channel is i.i.d., the rows of matrix P are identical, i.e.,
B. Energy Model
Assume the amount of energy is quantized. Since the slot length is normalized, energy and power can be interchangeably used in the rest of the paper. The value of the battery state is taken in a finite set B k ∈ {0, 1, . . . , B max }. In slot k, the energy P k is used for data transmission, and the transmitter harvests the energy E k and stores it in the battery. By the end of slot k, the battery energy state is updated as
where the transmit power is constrained by both the available energy in the battery and the maximum output power of the power amplifier P max . We have
which satisfies P k ∈ {0, 1, . . . , min{B k , P max }}. The energy arrival process is also modeled as an FSMC in general. Hence, the transition probability can be similarly denoted by
where E max is the maximum energy arrival rate.
C. Problem Formulation
We aim to adapt the transmit power to maximize the longterm average rate. The objective function can be represented as
where r(P k , γ k ) is the per-slot data rate, the expectation is taken over all the possible energy harvesting processes {E k |k = 1, 2, . . .} and the channel variations {γ k |k = 1, 2, . . .}, and the maximization operation is taken over all the power allocation policies {P k |k = 1, 2, . . .}. Due to the nature of Markov chain as well as the capability of energy storage, the power allocation among slots correlates with one another. As a result, the optimization over time should be jointly considered. MDP [27] is a general framework to deal with such a time dependent decision making problem, and DP is an effective algorithm to solve this problem. In the next section, we will show how to apply the DP algorithm into the average rate maximization problem.
III. OPTIMAL CONTROL FOR AVERAGE RATE MAXIMIZATION
In this section, the basic idea of DP algorithm for MDP problems is firstly introduced, based on which the optimal DP algorithm to solve the problem (4) is proposed.
A. Dynamic Programming Basics
The DP algorithm deals with a set of MDP problems which can be divided into stages. The problems have two principal features: (1) There is an underlying discrete time dynamic system. (2) The reward 1 function is additive over time. The dynamic system expresses the evolution of the system states, under the influence of decisions taken at discrete instances of time (stage). The system has the form
where k is the index of stage, x k ∈ S is the system state, u k is the control variable, w k is a random parameter, K is the number of concerned stages, and f is a function that describes the mechanism by which the state is updated.
The reward function in stage k, denoted by g(x k , u k , w k ), is additive over time. For the finite horizon problems where K is finite, the maximum reward with the initial state x 0 is
where the expectation is taken over all the random parameters, and the maximization is taken over all the possible policies π = {μ 0 , μ 1 , . . . , μ K−1 } which define the mappings from the states to the controls, i.e., u k = μ k (x k ). The problem can be solved by DP algorithm [27, Vol. I, Prop. 1.3.1], which recursively proceeds the following optimizations
where U (x k ) is the feasible control set in state x k . For the infinite horizon problems where K tends to infinity, the objective is to maximize the average per-stage reward, which can be formulated as
In general, the optimal average reward is independent of x 0 [27, Vol. II, Sec. 4.2]. In this case, suppose a scalar λ and a vector h = {h(i)|i ∈ S} satisfy Bellman's equation
where
Then λ is the optimal average reward, and if u = μ * (i) attains the maximum in (9) for all i, the stationary policy 
Under the aperiodic-type conditions [27, Vol. II, Prop. 4.
converges to the optimal reward λ. In addition, by defining
, which is used as the stopping criterion. For the general case, a variant iteration scheme is given as
where τ is a scalar such that 0 < τ < Therefore, with the increase of τ , the convergence rate firstly increases and then decreases. We will show the behavior in the numerical results.
B. DP Algorithm for Average Rate Maximization
To formulate the average rate maximization problem as an MDP and solve it by DP algorithm, the system state, the control action, the per-stage reward function and the state transition need to be determined. In the conventional energy harvesting communication problem, channel state and energy state are sufficient for decision making. However, when different time scales are considered, how long the channel state and energy state has lasted needs to taken into account. Specifically, the system state is a five-dimensional parameter
where B k , γ k and E k are defined in Section II, m k ∈ {1, 2, . . . , M} refers to the number of slots the current channel state γ k has lasted, and n k ∈ {1, 2, . . . , N} refers to the number of slots the current energy arrival rate E k has lasted. The control action is the transmit power P k in each slot, and the per-stage reward is r(P k , γ k ). According to the conditional probability, the state transition probability can be written as
where B k is updated according to (2), i.e.,
otherwise (15) m k and n k increase by one in each stage if they are not equal to M and N, respectively. We have
where (x mod y) is modulus operation which returns the remainder after division of x by y. Whether γ k changes or not depends on the value of m k . We have
where p i,j is defined in (1) and i, j ∈ {1, 2, . . . , L}. Similarly, if
To this end, the average rate maximization problem is formulated as an infinite horizon MDP, and can be solved by the value iteration as detailed in Algorithm 1.
In this algorithm, τ is a predefined scalar that satisfies 0 < τ ≤ 1. If τ = 1, we obtain the standard value iteration. If the standard one does not converge, τ < 1 should be adopted. is the target accuracy. The convergence speed of the algorithm is determined jointly by the values of τ and .
Notice that it is hard to get some insight on the structure of the optimal solution via the DP algorithm. However, some intuition can be obtained based on asymptotic analysis. It is obvious that if the battery size is sufficiently large, the original problem degrades to the power allocation problem over fading channels under average power constraint, whose optimal solution follows water-filling structure. Thus, with finite battery size, the optimal solution is expected as follows. In general, it also follows the water-filling structure. But when the battery is full, the energy needs to be used greedily to avoid 
Update the scalar λ as
,
is a fixed state, and 0 ≤ P ≤ min{B 0 , P max }.
Update the vector h as
3. Update k = k + 1. until c k − c k < energy waste. As the battery size gets larger, full battery is less probably, and hence, the optimal solution is more like the water-filling structure.
C. Complexity Analysis
It can be easily found that the number of states is (B max + 1) × L × (E max + 1) × M × N, and the number of actions is P max + 1. As the system state is a five-dimensional vector, the state space may be very large if some of the elements are of large size. As a result, the DP optimal algorithm may encounter the curse of dimensionality [27] . In this case, low-complexity algorithms are urgently required. Actually, the time scale difference between channel fading and energy arrival can be exploited to design a low-complexity algorithm. Specifically, when the energy arrival rate changes slower than channel fading, one can firstly solve the power allocation problem for a fixed energy arrival rate, and then optimize energy scheduling among energy harvesting frames. The lowcomplexity algorithm design for this special case is detailed in the next section.
IV. SUB-OPTIMAL ALGORITHM DESIGN FOR
THE SPECIAL CASE WITH M = 1 In the case that M = 1 and N ≥ 1, i.e., the change of energy harvesting rate is no faster than the channel fading, the original problem can be decoupled into two sub-problems: finite horizon power allocation in each energy harvesting frame, and infinite horizon energy management among frames. For notation clarity, each energy harvesting frame is reindexed as k, each slot in the energy harvesting frame is indexed as n, and the energy harvesting rate is simplified as E k,n = E k , ∀n = 1, 2, . . . , N. Thus, the objective function (4) can be re-written as max lim The energy arrival, storage and power allocation process is depicted in Fig. 2 . Denote B k = B k,1 as the initial battery energy of the energy harvesting frame k. If the initial battery state B k and the terminal battery state B k+1 are given, the optimal power allocation in frame k is irrelevant to the other frames since the energy arrival rate is known and fixed. In this sense, we can formulate an inner problem of finite horizon power allocation optimization within a frame. On the other hand, given the expected per-frame reward obtained by solving the inner problem, the optimization among frames can be formulated as an outer problem that determines the initial/terminal battery energy of each frame, which is equivalent to determining the optimal amount of energy to be used in each frame. The inner and outer problems can be solved by finite horizon DP algorithm and infinite horizon DP algorithm, respectively. It is remarkable that the case with M = 1 can be extended to the case where N is any integer multiple of M. In particular, suppose N = TM, where T is an positive integer. As both energy arrival and channel state do not change during every M slots, they can be viewed as a single super-slot indexed by t. In each super-slot (k, t), the energy arrival becomes ME k , the energy consumption is MP k,t , t = 1, 2, . . . , T with constant transmit power P k,t for all M slots, the channel gain γ k,t is also constant for all M slots, and the per-super-slot reward is 1 T r(P k,t , γ k,t ). With super-slot as stage, the problem with N = TM is the same as the special case with M = 1, and can be solved in the same way.
A. Inner Problem for Per-Frame Power Allocation
In the finite horizon inner problem, since the energy arrival rate E k is known and constant over N slots, the system state can be denoted by (B k,n , γ k,n ). The action is the transmit power P k,n , and the per-stage reward is 1 N r(P k,n , γ k,n ). The state transition of B k,n is determined by (2) , and that of γ k,n in each frame is determined by the state transition matrix P.
The DP algorithm recursively solves the following per-slot optimization sub-problems
under the constraint (3) for all 1 ≤ n ≤ N. Recall that p γ k,n ,γ = Pr(γ |γ k,n ) is the state transition probability. Denote B k,N+1 = B k+1,1 , and define the boundary value J N+1 as
Then the inner problem is solved recursively starting from slot (k, N). In this slot, we have
where the condition is obtained based on B k,N+1 = B k+1 and 0 ≤ P k,N ≤ P max . Similarly, the rest J n (B k,n , γ k,n ), n < N can be calculated recursively according to (21) . Finally, when n = 1, the expected optimal reward J 1 (B k,1 , γ k,1 ) in frame k starting from initial state (B k,1 , γ k,1 ) is obtained for given energy arrival rate E k and remained energy B k+1 .
B. Outer Problem for Inter-Frame Energy Management
The infinite horizon outer problem can also be solved by DP based on Bellman's equation. For simplicity, we ignore the index of slot n, and denote γ k = γ k,1 . At the beginning of frame k, the transmitter is aware of the initial battery energy B k reserved in the last frame, the new energy arrival rate E k , and the current channel gain γ k , which altogether can be viewed as the system state for the outer problem. Based on the state, the transmitter determines how much energy should be reserved for the next frame. Hence, the action is denoted by B k+1 . The reward function associated with the given state and action is the optimal per-frame reward J 1 obtained by solving the finite horizon problem, i.e.,
where J 1 is calculated by the last subsection giving that E k is constant and B k+1 is known. The channel state transition for the outer problem is the Nstep probability transition matrix calculated by P N , where the item at the i-th row and the j-th column is denoted as p 
the optimal average rate is λ. The value iteration algorithm to solve the optimal average rate is similar to Algorithm 1.
C. Complexity Analysis
We now compare the complexity of the suboptimal algorithm with that of the DP optimal algorithm. In the inner problem, the number of states is (B max + 1) × L per-stage. As there are N stages, the total number of states is (B max + 1) × L × N. In the outer problem, the number of states is (B max + 1) × L × (E max + 1). As the two subproblems are solved successively, compared with the one for DP optimal algorithm in Section III-C where the number of states is (B max +1)×L×(E max +1)×N, the complexity of the proposed two-stage DP algorithm is much lower than the DP optimal algorithm. Numerical results shown later also show that the performance of two-stage DP algorithm can be very close to the DP optimal algorithm.
D. Case Study: Binary Energy Arrival and Channel State
For the special case that both energy arrival and channel fading are binary, some analytical results can be derived. Specifically, both the channel gain and the energy/power take only two values, i.e., the channel gain γ k,n ∈ {0, 1}, the energy arrival rate E k ∈ {0, 1}, and the transmit power P k,n ∈ {0, 1}. The channel fading is assumed i.i.d., and Pr(γ k,n = 1) = p, where γ k,n = 1 refers to a good channel, and the corresponding data rate is high, denoted as r(1, 1) = r 1 . On the other hand, Pr(γ k,n = 0) = 1 − p, where γ k,n = 0 refers to a bad channel, which results in a much lower data rate denoted as r(1, 0) = r 0 . We have r 1 > r 0 , and the data rate with P k,n = 0 is zero. The binary energy arrival means that there is either a unit energy (E k = 1) or nothing (E k = 0) that can be harvested in each slot of energy harvesting frame k. The energy arrival process is also assumed i.i.d. with probability Pr(E k = 1) = q and Pr(E k = 0) = 1 − q.
Firstly, consider the inner problem for per-frame power allocation to calculate the function G (B k , E k , γ k , B k+1 ) . We have the following observation.
Lemma 1:
Proof: The case that E k = 0 is trivial as the battery energy will not increase. In the case that E k = 1, the battery energy increases if P k,n = 0. It continuously increases if the transmitter keeps silent in consecutive slots. However, to guarantee the battery state by the end of an energy harvesting frame equals to B k+1 , the transmitter has to transmit in the slots n ≥ n 0 once B k,n 0 = B k+1 for some n 0 ≤ N. Hence, the lemma is proved.
Based on Lemma 1, the battery capacity is not violated through a whole energy harvesting frame if it is not violated by the end of the frame. Thus, the action B k+1 can be equivalently replaced by the number of transmissions in each frame, and G can be calculated based on the number of transmissions. Denote f (T, N, γ 0 ) as the expected maximum sum rate by transmitting T times in N slots for a given initial channel state γ 0 , where T ≤ N. We have
, and the function f can be calculated according to the following theorem. Theorem 1: With binary model, the function f can be calculated recursively as
for all 1 ≤ T < N, where a 1,j = 1, ∀j, a i,j = j s=1 a i−1,s , ∀i ≥ 2, and the boundary conditions are
Proof: See the Appendix. In this special case with binary energy arrival and channel fading, the sub-optimality of the proposed two-stage DP algorithm can be easily explained. Suppose p = q and the battery capacity is sufficiently large, obviously, the optimal policy is only to transmit when the channel is good. While in the twostage DP algorithm, as the number of transmissions in each energy harvesting frame is pre-determined at the beginning of the frame, it is inevitable that some data will be transmitted in bad channel. Nevertheless, with a larger N, the gap between the pre-determined number of transmissions and the good channel realizations will diminish. 
A. Poisson Energy Arrival and i.i.d. Channel
In this settings, Rayleigh channel distribution with average γ avg = 10 dB is adopted, i.e., the density function of channel gain is
The channel gain is measured with reference transmit power
The whole region of γ is partitioned into K = 6 nonoverlapping consecutive intervals according to [28] so that the probability of the channel gain lying in each interval is equal. Each interval is represented by its average value. The channel state changes among these K average values with independent and identical state transition probability. Hence, we have
The energy arrival is ax Poisson process with average rate E avg . Hence, we have
which is irrelevant to the previous state i. We set E avg = 5, P max = 10, and adopt Shannon's equation to calculate the rate function, i.e.,
Firstly, the convergence speed for variable length of energy harvesting frame and channel fading frame is shown in Fig. 3 . The battery capacity is set to B max = 20. It can be seen that when M = N = 1, the standard value iteration algorithm (τ = 1) converges, and the convergence speed is fastest compared with τ < 1. However, when M = 1 or N = 1, the standard value iteration algorithm does not converge. The reason is probably that there are periodic states caused by the repetitions of energy arrival or channel fading. Thus, the generalized algorithm with τ < 1 is necessary. In addition, it can be found that the fastest convergence speed is achieved with τ ≈ 0.6, with which the iteration step length is well controlled to speed up while guaranteeing the convergence. Thus, we adopt τ = 0.6 in the rest of the simulations.
Secondly, the average rates with different values of N and M are depicted in Figs. 4 and 5. It is seen that with fixed M, the average rates decrease as N increases. It can be explained as follows. Intuitively, high transmit power should be allocated when the channel state is good, which can be viewed as opportunistic power allocation. If the energy arrival rate changes in the same timescale of channel fading, full opportunistic power allocation can be explored. However, if the energy arrival and the channel fading are of different timescales, the good channel states may not be fully utilized. For instance, when the energy arrival rate changes slower than the channel fading and it equals to 0 in an energy harvesting frame, the data cannot be transmitted even though the channel is good. Similarly, with fixed N, the average rate decreases as M increases. As N or M is sufficiently large, the average rate converges to a fixed value, which can be calculated as the weighted sum of ergodic rate of each energy harvesting frame or channel fading frame, where the weight is the steady state distribution of energy state transition and channel state transition, respectively.
Then for M = 1, the low-complex two-stage DP algorithm is compared with the DP optimal algorithm in Fig. 6 . It is shown that when N = 2, the performance gap is the largest. As N increases, the gap diminishes. The two curves gradually converge to a fixed value given by the red dashed line. Since the outer stage of the two-stage DP algorithm is optimized based on the average performance of the inner stage, with larger value of N, the average performance will approximate each realization much better. This is the reason why the gap diminishes as N increases. In addition, as N → ∞, the average performance of the inner stage equals to the performance of a realization with a long trajectory.
Finally, the performance versus the battery capacity is illustrated in Fig. 7 . It can be seen that the average rate increases as the battery capacity becomes larger. It is greatly reduced when the battery capacity is lower than the average energy arrival rate, i.e., B max < E avg = 5, as a large amount of energy is wasted due to the battery overflow. When B max > E avg , the change of rate is marginal. When the battery capacity is sufficiently large, the curves with different values of M and N converges to the same value. This is because larger battery capacity can eliminate the dynamics in energy domain, and hence, the maximum average rate for any M and N is equivalent to the capacity of fading channel.
B. Binary Channel State and Energy Arrival
We further study the performance with binary setup. The channel state is good with probability p = 0.7, and is bad with probability 1−p = 0.3. There is a constant energy arrival with probability q = 0.7, and is no energy arrival with probability 1 − q = 0.3. In the good channel state, the received SNR is 20 dB, and in the bad channel state, the received SNR is 0 dB. The battery capacity is 4.
The performance versus M and N are depicted in Figs. 8 and 9 with B max = 4. It can be found that similar to the previous section, the average rate decreases as M or N increases. However, the difference is that all the curves converge to the same value as M or N is sufficiently large. It means that the change in M or N has little impact on the average rate when the other parameter is large. This is due to the nature of binary settings. For example, when N is sufficiently large, the energy arrival rate is either 0 or 1 for a long time. If it is 0, the transmit power is 0 for almost all the slots. On the other hand, if it is 1, the transmit power is almost always 1. Thus, the average rate is irrelevant to the time scale of channel fading, but is determined by the channel distribution.
For M = 1, the two-stage DP algorithm is compared with the DP optimal algorithm in Fig. 10 . It can be found that the proposed low-complex algorithm converges to the optimal one very quickly. When N > 10, they perform almost the same. As a result, the proposed two-stage DP algorithm can achieve the close-to-optimal performance in most cases. Besides, both the curves converge to a steady value (shown by the red dashed line) when N is sufficiently large.
At last, the impact of battery capacity on the performance is shown in Fig. 11 . For all the simulated parameters, the curves converge when B max > 100, and the convergence speed is faster when the values of M and N are smaller. It can also be seen that the curves with M = 1, N = 10 and M = 10, N = 1 overlap with each other, and those with M = 5, N = 10 and M = 10, N = 5 overlap as well. That is, the influence of M and N is symmetric. The reason is that with binary settings, the behaviors in a channel fading frame or an energy harvesting frame are similar. If M < N, the transmitter in an energy harvesting frame with E k = 1 greedily uses energy to avoid battery overflow. Similarly, if M > N, the transmitter in a channel fading frame with γ k = 1 also greedily uses energy to fully utilize the good channel. Consequently, the influence on the average data rate is the same.
VI. CONCLUSION
For the power allocation problem with two-dimensional dynamics including channel fading and energy arrival variation of different timescales, the lengths of energy harvesting frame and channel fading frame have significant impact on the average rate performance. The longer the lengths are, the less the chance for opportunistic scheduling, i.e., the energy has to be used in bad channel to avoid battery overflow or the good channel is not used for transmission due to energy deficiency. Hence, the average rate is lower. Full opportunistic power allocation can be explored if both the energy arrival rate and the channel state change every slot. It tells us that the dynamics of energy arrival actually benefit the energy harvesting communications. Besides, asymptotic behaviors are also observed. In particular, the average rate converges to a lower bound as M or N tends to infinity, and converges to an upper bound as the battery capacity B max tends to infinity. The performance bound can be used to guide the system design and performance evaluation.
APPENDIX PROOF OF THEOREM 1
To achieve the maximum data rate, the slots with good channel should be chosen for transmission. Thus, the optimal transmission policy is obvious. That is, if the remaining slots are strictly larger than the remaining transmission times, the data is transmitted if the channel is good, and is not transmitted otherwise. Once the remaining slots are equal to the remaining transmission times, the data is transmitted in all remaining slots.
Firstly, the boundary values can be calculated straightforward. Then for the case that 1 ≤ T < N, the conclusion can be proved by induction as follows.
For T = 1 and any N > 1, it is obvious that f (1, N, 1) = r 1 = f (0, N, 0) + r 1 , where the high data rate r 1 is achieved in the first slot with γ 0 = 1. Thus, (28) 
As a result, (27) is also validated for T = 1 and N > 1. Suppose (27) and (28) hold for some T and any N > T, we now prove that they also hold for T + 1 and any N > T + 1. 
and similar to the derivation of (32), 
That is, (27) and (28) hold for T + 1 and any N > T + 1. Therefore, (27) and (28) hold for all 1 ≤ T < N. The proof is completed.
