Three-dimensional computer-aided modelling of dynamic processes supported by virtual reality techniques like 3D-stereo vision does not reach the usability (ease, concreteness, intuitiveness, directness) we experience in modelling with real physical objects. We propose an interface that aims at coupling two previously separated model worldsthe the real space of physical objects and the virtual space of signs and images. The basic issues of this Real Reality concept are discussed and some applications are presented. Keywords real reality, data glove, graspable user interfaces, grasp recognition, modelling and simulation, programming by demonstration
INTRODUCTION
Several projects with industrial partners as well as our own practice in the design of simulation models indicated that physical models play an important role for cognition and communication. They are used 8s prototypes for new products, design studies, and for the illustration of complex tasks and processes by making use of their medial qualities (Bruns, 1997; Brauer, 1996) . Especially in heterogeneously qualified teams physical models allow to work in a very problem oriented way, without the need to concentrate on user interfaces and software functionality as it is the case with purely computer based tools. Nevertheless the advantages of abstract systems are their capabilities of quantitative analysis, modification, and automatic variation of symbolically represented virtual models. Therefore the idea arose to combine both previously separated model worlds the physical and the virtual one, thus preserving all their advantages.
Permission to make digital/hard copy of psrt or all this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice is given thst copying is by permiaeion of ACM, Inc. To copy otherwise, to republish, to post on servers, or to redistribute to Iiate, requirea prior specific permission and/or a fee. Our concept of human-computer interaction aims at overcoming some often encountered disadvantages of computerbased working: isolation, sensomotorical deprivation and reality loss. Vividness has been an old aim in computer simulation. Since the early days of Computerised Numerical Control (CNC) for turning, milling and robotics the simulation and visualization of these processes have been impressively improved.
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In industrial simulation studies, however, where we had to model complex production facilities and logistic systems, we appreciated the possibility to discuss and manipulate the planned system on the basis of mock-ups, physical models made of paper or plastic (Bruns, Heimbucher & Busekros 1995) . Fig. 1 illustrates the use of physical models during a planning session for a factory layout.
Fig, 1: Factory byout using Physical Models {Scheel, 1994)
After discussing several variants the results are usually transferred into a virtual model, for example a simulation model, on the computer. This step is the source of several errors: important details may be forgotten, the person who defines the abstract model may use his individual interpretation of the task or the modelling tool addresses not the specific requirements. Furthermore the abstract representation may not be transparent to all participants. From this time on these team members are excluded from the design process.
Obviously both kinds of models, the abstract as well as the physical one, have their own advantages. The question is: Why not coupling them tightly instead of using them sequentially? From this question arose the idea to develop a new interface technology for acting synchronously on a physical and virtual model (Bruns 1993) .
THE CONCEPT OF A GRASPABLE REAL REALITY USER INTERFACE
In 1993 Bruns et al laid the foundation for a new class of user interface in shop floor and handicraft working (Bruns 1993 . The main characteristic of the "Real Reality User Interface (RR)", as they called it, is the use of the user's hand as a manipulator of physical objects in a real environment. Appropriate interface devices like data gloves and tracking systems are used to capture the user's hand movements and finger flexions. With the help of gesture recognition algorithms (Brauer, 1994 ) the raw interface data is analysed and gestures, grasps, or user commands are recognised by the computer in real time. Working with physical objects while being linked to a computer has a certain analogy to the well known Drag & Drop principle of GUIS. When the grasp of an object happens all following data of the Drag-Phase is recorded. This phase terminates when the user places the object at another location and releases it (Drop). Now, the physical object has a new position and due to this the virtual computer internal model of the physical environment is immediately updated. By giving the user an acoustic feedback in the moment of grasping and releasing, the graphical output on a display becomes obsolete. So the user can work distinct from the encumbering aura of the monitor, the keyboard and the mouse.
The term Real Reality emphasises the difference to Virtual Reality, where the user immerses in and is surrounded by the interface. Real Reality means remaining and experiencing the real world, where all human senses are attracted, and communication within groups is encouraged. The interface becomes a passive observer and is ideally not noticed by its users. This is achieved by linking physical objects to their virtual representation. Because of maintaining objects having both a physical and a virtual representation these objects are called ,,twin-objects". This makes the description of actions effecting two model representations at the same time easier.
Preparing Real Reality Modelling Sessions
The twin-objects are one of the basic elements of the RR concept. For both kinds of object representations a number of instances must be available. This means to create a virtual representation consisting of the object's geometry and attributes describing the dynamic behaviour. The geometric description contains the object's size (length, width, height) and its surface shape. On the other hand, the physical objects may be constructed using technical construction kits, wood or other materials. The object representations may vary in shape, size and level of detail.
After mounting the data glove, its bending sensors must be calibrated by opening and closing the hand. Then the user places the hand on the tabletop which serves as the model ground, and the zero position is determined by the RR system software. Now the user's hand position is defined relative to the origin of the model's frame of reference.
In the initial state, a model is empty. The objects are located in an object box which has a predefine position on the tabletop ( fig. 2 and fig. 3 ). Thus, for each object in the box the position can be computed.
Using the Real Reality Modelling System
After preparing the modelling elements and the data glove, the RR software is initialised and ready for use. A model is created stepwise by taking twin-objects out of the object box and putting them on the model ground. Because two models are managed synchronously, the RR systems provides two views on the same model. With the help of 3D visualization software, the virtual representation is displayed on a monitor screen. Although the visual feedback is not necessary for those who model with the physical model, it is used for replaying the actions recorded during a modelling session. Furthermore people working in remote locations can observe a modelling process via a network connection to the Real Reality Model Server. Fig. 2 shows the virtual representation of a hand reaching for a twin-object contained in the object box, in this case a conveyor. It is taken out of the box and is placed to a location near another conveyor that was inserted into the model in a preceding step ( fig. 3) .
A grasp is recognised if a valid grasp-pattern occurs within the close vicinity of an object. If this happens a grasp event is generated and the subsequent coordinates measured with the tracking system are recorded. By opening the hand the object is released, a release event is generated and the recording of the coordinates is terminated. By this proce-dure all manipulations, done with the objects are captured and ordered chronologically. By pointing at a specific object the user can access information about it, while creating a model. The information is displayed on a monitor. For the future, voice output by the computer and projections on the tabletop are planned.
When the model is complete, it is saved in a tile. For this purpose a special file format, the Simulation Modelling Language (SML), was developed. It contains the model's geometric description (position and orientation of each object) as well as the recorded actions (paths) performed with them. The SML representation is used subsequently for analysing the model, and also serves as a documentation of the modelling process which can be later recalled and graphically animated.
GENERAL SYSTEM ARCHITECTURE
Working synchronously with two models requires sophisticated communication structures between several software modules in which each of it is responsible for a specific task. These tasks are: maintaining a virtual model means to keeping track of the actions performed with the twin-objects, recognition of grasp and gesture events, data acquisition for recording object movements, providing a visualization of the modelling process and persistent storage of data in SML files.
According to this allocation of tasks, a general software architecture was created ( fig. 4) . A central component of this architecture is the Real Object Modeller (ROM). This module maintains an object database which contains geometric object descriptions, visualizes a 3D graphical model, handles SML files, and provides an interface for the dynamic data exchange (DDX) with external processes. Via DDX and appropriate communication protocols, a connection of external processes, running on different machines, may be established. This is the case for the GestureServer task which handles the data glove and sends gesture event messages to the ROM. Another example is the SimulationConverter which acts as a mediator between the ROM and standard simulation software products. Fig. 4 shows hi-directional connections between the DDX interface and simulators. 'Ilis indicates that a SML model is downloaded from the ROM, translated with a converter to a simulator-specific data format, and is then simulated. The dynamic simulation yields to changes in the model, for example a container is transported with a conveyor to a new location. These changes are immediately transferred via DDX to the ROM where the virtual model is updated. With this link a dynamic visualization of the experiments done with the simulators is achieved. We also developed visualization clients which can be connected to the ROM via DDX. By using standard TCP-IP protocols for data exchange even a connection via the Internet to the ROM is possible. This architecture has several advantages: computational power of various computers becomes available, different hardware and operating system platforms may be used, and remote access and visualization of dynamic changes to the model is provided.
For application software development the ROM may be used in two different modes. Firstly, it can act as a server which manages the basic RR features. In this case an application process which implements the application-specific functionality is connected via DDX to the ROM. The ROM passes all messages to the application where they are handled depending on the application's logic. Secondly, the ROM software may be used as an application framework. Programmers may use the implemented software classes as a basis for their own developments and extend it with additional functions.
Fig. 4: System Architecture of the Real Reality Modeller

Grasp and Gesture Recognition
In a first approach, the grasp recognition algorithm simply added the bending values of the fingers measured with the data glove. If the sum was greater than a threshold and the hand was located within a close vicinity of a twin-object a grasp was indicated. This solution was quite uncomfortable and inflexible: for releasing an object the fingers had to be splayed out and no hand posture recognition for gesture input was provided.
The actual version is based on statistical multi-variate discriminance analysis (Brauer, 1994) . Different grasp-and gesture-patterns can be defined using a teaching software. The user teaches the algorithm with some examples and for each example a set of characteristic features (a featurẽ ctor) is computed. While acting on the twin-objects, the gesture server continually tries to match an actual feature vector with one of the taught patterns in the n-dimensional feature space (fig. 5) . The recognition function returns a value that indicates the distance of a given feature vector from the mean feature vector calculated from the set of examples of a specific gesture. If the distance is smaller than a threshold, a grasp or a gesture is recognised. If this happens, the gesture server subsequently tries to classify only this gesture. If the bending values of the fingers change (the hand opens), the recognition will fail and a release event is indicated. For a stable grasp, the releasing distance threshold may be greater than for recognition.
The statistical recognition algorithm performs well and runs in real time on a dedicated 4/86 CPU.
Problems with Grasp Recognition
The reliability of the grasp recognition depends on the abstract hand model and the measured hand data. The glove we use with the RR Modeller, measures five bending values and thus offers only a simple hand model with five degrees of freedom (DOF) plus six coming from the tracking device. Non-linear glove values yield variances between hand postures that subjectively look equal. An accurate calibration of the data glove helps avoiding problems but a more sophisticated input device would be valuable. Furthermore, the tracking system is extremely irritated by metallic objects. This constrains the choice of materials for models and requires a metal-free environment.
APPLICATION OF REAL REALITY FOR SIMULATION
We expect the Real Reality concept to bring the ease of use and intuitiveness of playing with construction kits to the design and programming of abstract models like models for computer simulation. In our approach, this aim is achieved with a stepwise refinement strategy. By placing twin-objects on the model ground, the model's basic structure is specified. Each type of twin-object (by default) has some attributes characterizing its dynamic behaviour. The SML description provided by the Real Reality Modeller can be translated to a first version of a simulation model which is ready for analysis. With the capabilities of the DDX interface and the visualization features, the model's dynamic behaviour becomes visible through an animation of the objects' movements ( fig. 6 ). This immediate feedback helps the participants of a modelling session to evaluate their decisions. In subsequent steps the model can be refined by specifying rules and by modifying attribute values assigned to the objects.
Conemtewodd of real objacta
and virtual models \ f In general, there are two possibilities to make refinements of the simulation model. One of these is to use the functionality provided with the simulation software tool. In this case the user leaves the physical modelling environment and works with the computer in the conventional manner. The other one is to keep on using the RR Modeller and to make use of its features for teaching and specifying additional model behaviour in reality.
Programming by Demonstration
To make the computer redo or even derive programs from what was previously demonstrated by the user, is an old issue in human-computer interaction. This research is currently focussed on the conventional WIMP (Windows Icons, Menus and Pointers) interface styles (Cypher, 1994) . The 3D interface provided by the RR concept offers new opportunities for specifying dynamic model behaviour by demonstration. The investigation of this potential is one of our main goals of research. In this section two approaches to this issue are discussed.
Programming Robots and Distribution Ru/es
In a first approach, a scenario out of the domain of production and logistics was constructed. The conveyor in the foreground delivers containers of different types (here represented by differently coloured blocks) in the plant. A robot has to transport these containers to one of the three conveyors in the background which convey them to further places of processing. The assignment of a specific container to a target conveyor depends on its type (colour). For a concrete situation these assignments have to be specified by the user. Additionally, a control program for the robot which picks up the containers and places them on the target conveyor must be created. In the following it is described how these tasks can be performed with the RR interface.
Fig. 7: Modelling of a Conveyor System
The initial scenario described above was created with the RR Modeller ( fig. 7) . The containers are located in the object box which in this case is simply drawn on the tabletop. Now, the user takes the containers and moves them through the system on individual paths. While putting a container from one conveyor to another the user plays the role of the robot that picks, transports, and releases containers. Furthermore, the RR application recognises the assignment of a specific type of containers to a target conveyor. According to the RR philosophy the movement paths are recorded, can be saved and animated. A path which bridges a gap between different conveyors (fig 8) may be refined with a path editor, and a basic version of a robot control program is generated.
In addition to control programs, rules for the distribution of the typed containers within the system are generated, for example: ,,put green containers always on conveyor A". The rules and control programs also can be simulated.
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Fig. 8: Visuaiised Path of an Object Transport
Firstly, randomly created containers are moved through the virtual conveyor system according to the taught set of ramification rules and paths. This way, experimental changes of the material flow through the system can be easily and intuitively analysed, Secondly, by scaling the model and the paths to the size of a real plant the control programs for the robot can be simulated. For this purpose the robot simulator COSIMIR is employed. It offers various types of robots contained in a library. This simulation tool provides the functions to make visible unreachable coordinates and to optimise transport curves.
Application for Event Based Simulation
Currently we are working on applying the Real Reality concept for event based simulation systems for material flow control and plant layout. A typical scenario in this area of application is, a conveyor system supplying several machines in a factory with raw materials or halftlnished parts for further processing. It is the task of a control system to ensure an optimal utilisation of the production capacities. Especially the order of machine utilisation is an important factor for the productivity of such systems. In praxis, this logistical problem is hard to solve, even for small plants. Therefore simulation technology, especially event based simulators are widely used as a planning tools, For supporting this kind of simulation task a construction kit consisting of conveyors, machines and workplaces was built ( fig. 9 ). The rectangular solids represent the conveyors and the quadric solids are the machines, where specific operations are performed. The arrow on each element indicates the direction of the material flow. If a single element has two exits, what means that there are two possible directions available to continue, this constellation is called a branch. On the other hand, if a single element has two inputs, the material may flow together again. Such elements may cause conflicts if material is delivered from more than context of a decision rule must be specified by placing tags one direction at the same time.
on the relevant resources ( fig. 10) . The situation illustrated At a branch a decision is necessary to determine which direction has to be followed. The branch illustrated in figures 9 and 10 is a part of a plant, that was modelled with the construction kit. In this example, blank workplaces are delivered and put in a circuitry where they are buffered and move around, until a series of machine operations is performed with them. After this the workplaces leave the circuitry via a branch. This simple system allows to investigate important aspects of the flow of workplaces through the plant. The main issue discussed here, is the question how to derive rules for branching decisions from the input recorded with the RR Modeller. Furthermore, these rules must be represented in a formal notation for the utilisation in subsequent simulation experiments as well as for the transformation in control programs.
As described above, due to its default attribute settings, the first version of the simulation model already has a basic dynamic behaviour. For branching situations this is a random decision rule. Of course, a more sophisticated control mechanism is needed, and the animated visualization will instantly make this obvious.
As discussed previously, one possibility of a conflict solving at a branch is to decide in dependence of the objects' attributes, If, for instance, the user first moves a light-coloured workpiece in one direction and then a dark one to the other ( fig. 9 ) this can be interpreted as: ,,move all light containers along this direction and the dark ones along the other direction". Again, this rule is transferred to the simulator and the participants can evaluate their model immediately.
Fig. 9: Demonstrating a Branching Decision depending on Object Properties
In a different situation, the user may want the system to make a decision depending on the current state of the plant. Each resource (machines and conveyors) of the plant is either free or occupied. These two states determine whether a resource is available for processing or not. In the model this is simply indicated by placing workpieces, represented by differently coloured cubes, on the resources. In a branching decision just a few resources are involved. The in figure 10 shows that the state of the two machines determines the decision of branching, This is Indicated by their tags (see the small discs). One of the machines is occupied whereas the other is free for processing. The user moves the Iight-coloured workpiece towards tk~ismachine. From this action the following rule can be derived: ,,if machine A is occupied and machine B is free fhen occupy B". From now on, the simulator applies this rule each time the specified condition occurs.
The taught set of rules is represented by a Petri-Net. The resources of the plant are mapped to vertices which are connected via edges, according to the plant's topological structure. The workplaces (or other goods) are mapped to the tokens which are switched from vertex to vertex. By teaching rules edges are inserted in the net what yields a modification of its dynamic behaviour. Petri-Nets can be analysed, to find conflicts or deadlocks. It is easy to convert them to control programs or simulation models.
Fig. 10: A Branching Decision depending on the Plant's State
With our approach of programming by demonstration, abstract rules are generalised from manual input, performed with physical objects. The concept is currently under development and will be improved and c xtended by the integration of gesture commands and two-h:inded input.
FUTURE RESEARCH AND APPLICATIONS
The application of the Real Reality concept is manifold. An additional example out of the domain of control systems illustrates this.
The construction and operation of control systems often requires the understanding of complex wiring. This is the case, for example, for pneumatic circuits, In reality, physical elements, like tubes and pistons, are linked together to complex systems, while the whole process is supported by the computer. A variety of errors, for example mixed up input and output, are recognised by a control system which compares the actual physical state on the switchboard ( fig.  11 ) with computer internal validity rules.
Fig. 11: Switchboard for Modelling Pneumatic Circuits
This application is currently investigated and implemented for utilisation in vocational schools. Using direct manipulations of real objects as a computer interface and integrating this working method into the learning process, as we do, is a new approach. It supports the process of concrete modelling and constitutes a basis for cognitive abstractions, thinking and formation of concepts'. This concept raises questions of cognition and system theory. How do we grasp tools and parts? In which way are mental models effected by the acts of grasping and concrete manipulation? MacKenzie & Iberall (1994) analyze the task-oriented grasping of objects with the hand, and follow the question of how our brain controls our hands. Their research aims at a deeper understanding of the relation between functions of the central nervous system and the grasping hand. They identify different phases of prehension: 1. planning an opposition space (perceive task specific object properties, select a grasp strategy, plan a location and orientation of the hand), 2. setting up an opposition space (preshape fingers, orient palm, drive fingers guarded), 3. using an opposition space (capture, lift, manipulate, replace), 4. releasing an opposition space (release stable grasp, open hand into rest position or open posture, transport hand away from object). They discuss a variety of constraints which become effective on different levels in these phases: social/cultural, motivational, functional, physical, neural, perceptual, anatornicat/physiological, evolutionary/developmental. Their results are helpful for a systematic modeling of natural and artificial hands and prehension. The complementary question, however, is: ,,How do our hands inj7uence our concepts ?" Gentner & Stevens (1983) turn to a question that is relevant for our research:
which kind of formal representation of 'in gennan this is expressed by the terms greifen (grasping) and begreifen (grasping/ understanding) physical phenomena is useful for a stepwise differentiable system of conceptual and mental models usable from novice to expert stage of learning? They emphasise requirements like: manipulation of uncompleted, unstable, fuzzy, 'unscientific' models. This motivates us to aim at the integration of concepts of 'Naive Physics ' and Qualitative Process Theory (Kuipers 1994, Iwasaki et al 1994) Apart from theoretical questions and the extension of the RR concept to new areas of application, the concept itself can be improved in various aspects:
The problem of pattern recognition for grasping and gesturing. It seems to be promising not to use general pattern recognition methods but to adopt specialties of the grasping hand as they have been investigated by MacKenzie & Iberall (1994) .
The problem of object manipulation and transportation. We need improved abstract models of the hand for the extrapolation of the hand data measured with sensors to effects in the physical world. More sophisticated input devices such as touch sensors or video observation are required.
The problem of abstraction from recorded activities and events to generalised rules and behaviors.
The interactive refinement of the model. The interface discussed here, mainly provides input via the twin-objects and the data glove. The output of the RR Modeller still uses conventional display devices. This interrupts the team-oriented design process where the participants stand around the modelling table. This problem can be solved by making use of projectors or large display devices.
Validation and Verification of the virtual model. The physical model elements such as conveyors, robots and other devices can be equipped with motors and sensors thus offering a fully functional representation of a real system. By employing such a model for testing the taught rules and control programs, a validation and verification of the virtual model is possible. Building functional models will be one of our next tasks.
RELATED WORK
Several efforts are being undertaken to improve the concreteness of modelling. One main stream is Virtual Reality (VR) where the aim is to get a better view and feeling of virtual objects by using interface devices like data gloves and head mounted displays (Barfield & Furness, 1995) . Improving the appearance of the virtual is not our aim. Another approach frequently referenced to is Augmented Reality (AR) where the user's view of his physical environment is merged with computer-generated images (Feiner et al., 1993; Milgram et al., 1995) . In contrast to the approach proposed in this paper the main emphasis of AR lies on enhancing reality with information stored in the computer but not on creating new models.
Although the idea of combining physical entities and virtual objects is investigated by several researchers, their aims as well as their areas of application differ from ours crucially. Murakami & Nakajima (1994) propose a new interface for direct and intuitive 3D geometric shape-manipulation. They developed a sensored physical elastic object which can be deformed with bare hands. The object's deformations are applied to a virtual 3D shape model displayed on a computer screen. Fitzmaurice et al. (1995) propose a Graspable User Interface. They use tracking sensors as physical handles (bricks) for controlling virtual objects, The bricks are located on a flat screen and are logically linked to their visible virtual counterparts, thus moving a brick yields to a translation of the attached object. They propose a new kind of drawing program with the option of using several bricks simuhaneously. At MIT's Media Lab this approach will be improved in the Tangible Media project (Ishii, 1997) . Instead of flat 2D models they additionally use stereo vision and 3D geometrical models, displayed on a desk-like device. The movements of physical handles such as cubes or pyramids are mapped to their graphical counterparts. By doing so, graphical user interfaces are enhanced with physical embodiments of their elements.
Farther reaching is the concept of ubiquitous computing (Weiser 1991). Computational functionality is embedded in many physical artefacts and spread throughout our environment. A behaviour construction kit (Resnick 1993) allows building models, consisting of computerised LEGO pieces with electronic sensors. These can be programmed using LEGO/Logo and are then spread throughout the environment, where they can interact with users or other physical objects.
An open tool for situative learning is proposed by Suzuki and Kato (1995) . They developed a graspable programming language, called AlgoBlock. The language consists of several commands having a physical representation. The physical blocks are equipped with an electronic interface. This way the computer can keep track of which blocks are connected. By plugging block by block a sequence of commands can be created and the result is graphically displayed on a monitor. This arrangement supports learning of abstract issues in groups by manipulating concrete artefacts.
All these approaches have a sensorisation of physical objects in common. The implementation must provide a model of how to react on the changes, sensed by the objects. This is different from our approach where the user's hands are sensored, and a model of how the hand changes the environment is implemented. Kang & Ickeuchi (1994) propose a concept of programming robots by concrete teaching. From the recording of hand postures and gestures they generate a program for automated assembly. The technological basis of this concept is similar to ours, but it provides no perspective for supporting the modelling process in general, nor does it define a new user interface for human-computer interaction, With this configuration we score frame rates between 10 and 32/see, depending on model size, complexity and rendering quality. Running the simulation on the same computer reduces the frame rate down to 3/see, whereas distributing the tasks on different computers always provides a satisfying performance.
IMPLEMENTATION
CONCLUSIONS
In this paper we introduced a new concept for humancomputer interaction. In Real Reality Modelling physical models and virtual models are tightly coupled through sensored user hands. The experience with prototypical applications shows some major advantages of this concept:
. The similarity between real and virtual objects supports the spatial and dynamic orientation in complex systems. Physical laws are carefully respected (spatial extension of bodies, steadiness of motion, friction, acceleration, synchronisation).
q
The physical model can be viewed from different perspectives, without additional technical means like head mounted devices. The context as a whole is always preserved.
. The user senses the hardness and heaviness of the twin-objects and uses them intuitively.
The power of this concept compared with conventional Graphical User Interfaces lies in its orientation towards all human senses during the modelling process, especially to the haptic. Instead of sensoring each object, the concept of utilising the hand, yields a universality, because we can use all familiar objects of our surrounding as the user interface.
The independence from conventional user interface devices supports a cooperative and communicative work in teams.
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