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ABSTRACT: Lower modulation rates in the temporal envelope (ENV) of the acoustic signal are believed to be the rhyth-
mic backbone in speech, facilitating speech comprehension in terms of neuronal entrainments at δ- and θ-rates (these rates 
are comparable to the foot- and syllable-rates phonetically). The jaw plays the role of a carrier articulator regulating mouth 
opening in a quasi-cyclical way, which correspond to the low-frequency modulations as a physical consequence. This paper 
describes a method to examine the joint roles of jaw oscillation and ENV in realizing speech rhythm using spectral coherence. 
Relative powers in the frequency bands corresponding to the δ-and θ-oscillations in the coherence (respectively notated as 
%δ and %θ) were quantified as one possible way of revealing the amount of concomitant foot- and syllable-level rhythmici-
ties carried by both acoustic and articulatory domains. Two English corpora (mngu0 and MOCHA-TIMIT) were used for the 
proof of concept. %δ and %θ were regressed on utterance duration for an initial analysis. Results showed that the degrees of 
foot- and syllable-sized rhythmicities are different and are contingent upon the utterance length.
Keywords: speech rhythm, spectral coherence, temporal envelope, jaw displacement
RESUMEN: Caracterización del ritmo del habla usando la coherencia espectral entre el desplazamiento de la man-
díbula y la envolvente temporal del habla.— Se piensa que las frecuencias de modulación más bajas en la envolvente 
temporal (ENV) de la señal acústica constituyen la columna vertebral rítmica del habla, facilitando su comprensión 
a nivel de enlaces neuronales en términos de los rangos δ y θ (estos rangos son comparables fonéticamente a los ran-
gos de pie métrico y silábicos). La mandíbula funciona como un articulador que regula la abertura de la boca de una 
manera cuasi cíclica, lo que se corresponde, como una consecuencia física, con las modulaciones de baja frecuencia. 
Este artículo describe un método para examinar el papel conjunto de la oscilación de la mandíbula y de la envolvente 
ENV en la producción del ritmo del habla utilizando la coherencia espectral. Las potencias relativas en las bandas 
de frecuencia correspondientes a las oscilaciones δ y θ en la coherencia (indicadas respectivamente como %δ y %θ) 
se cuantificaron como un posible modo de revelar la cantidad de ritmicidad concomitante a nivel de pie métrico y 
de sílaba que los dominios acústicos y articulatorios comportan. Para someter a prueba esta idea, en este estudio se 
analizaron dos corpus en inglés (mngu0 y MOCHA-TIMIT). Para un primer análisis, se realizó una regresión de %δ 
y %θ en función de la duración del enunciado. Los resultados mostraron que los grados de ritmicidad del pie y de la 
sílaba son diferentes y dependen de la longitud del enunciado.
Palabras clave: ritmo del habla, coherencia espectral, envolvente temporal, desplazamiento de la mandíbula.
1. INTRODUCTION
This paper characterizes speech rhythm in terms of the 
spectral coherence between jaw oscillations and speech 
temporal envelopes (ENV, henceforth). Two frequency 
bands in the coherence spectrum covering the neuro-
nal δ- and θ-rates were particularly analyzed in terms 
of their relative contributions to the entire coherence 
power. These bands have been claimed to correspond 
to the foot- and syllable-timescales in speech and have 
been demonstrated to play a crucial role in neurologi-
cal speech processing via brainwave-to-ENV entrain-
ment (e.g. Doelling, Arnal, Ghitza, & Poeppel, 2014; 
Ghitza, 2017; Poeppel & Assaneo, 2020). This paper 
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reports an initial analysis on the relationships between 
relative powers of the δ- and θ-bands in their coherence 
and utterance length using two English corpora: mngu0 
(Richmond, Hoole, & King, 2011) and MOCHA-TIMIT 
(Wrench, 1999). 
Historically, phoneticians described the rhythm 
of world languages in terms of intuitive isochronous 
units: stress-timed vs. syllable-timed rhythm1 (or meta-
phorically, Morse code vs. machine gun rhythm2) (e.g. 
Abercrombie, 1967; Jones, 1922; Lloyd James, 1940; 
Pike, 1945). Failed attempts to corroborate strict iso-
chrony instrumentally (e.g. Bertrán, 1999; Dauer, 
1983; Roach, 1982; Wenk & Wioland, 1982) motivated 
researchers to search for acoustic correlates of differ-
ent rhythmicities with regard to durational variability 
of different phonetic intervals, i.e. the rhythm metrics 
(e.g. Dellwo, 2006, 2009; Grabe & Low 2002; Ramus, 
Nespor, & Mehler, 1999). Meanwhile, alternative 
approaches to speech rhythm have also been postulated 
focusing on different yet interrelated physical properties 
in the signal: (i) prominence (e.g. Cichocki, Selouani, 
& Perreault, 2014; Fuchs, 2016; He, 2012, 2018; He & 
Dellwo, 2016; Lee & Todd, 2004), (ii) phase or power 
analyses of the modulation envelope (e.g. Lancia, 
Krasovitsky, & Stuntebeck, 2019; Leong, Stone, Turner, 
& Goswami, 2014; Tilsen & Arvaniti, 2013; Tilsen & 
Johnson, 2008) and (iii) coupling strength between feet 
and syllables (e.g. Barbosa, 2002; Cummins & Port, 
1998; Eriksson, 1991; O’Dell & Nieminen, 1999).3 In 
terms of phonological theorization, the metrical grid can 
be constructed based on intuitive assessment of promi-
nent values, exhibiting the rhythmic skeleton of an utter-
ance (e.g. Liberman & Prince, 1977; Nespor & Vogel, 
1986; Selkirk, 1980). 
How did rhythm evolve in speech? From a Darwinian 
perspective, MacNeilage (1998) held that the rhythmic-
ity in speech evolved from pre-existing cyclical jaw 
movements in ancestral primates. These movements 
were found to be important visuofacial gestures in 
extant non-human primate communications (Ghazanfar, 
Chandrasekaran, & Morrill, 2010). It is believed that the 
1 Quintessential “stress-timed” languages include the Germanic 
languages, and “syllable-timed” languages, the Romance languages.
2 Arthur Lloyd James illustrated the “Morse code” rhythm of English to a 
foreign student whose native language was Sinhalese in a historical film 
48 Paddington Street archived by British Pathé (URL: https://www.
britishpathe.com/video/48-paddington-street/, accessed 2 January 2020). 
Lloyd James’ patronizing manner in the film is least appreciated though.
3 The crux of all these approaches is the consensus of revealing different 
rhythmicities through different forms of variability in the speech signal. 
Variability can either be quantified via different physical quantities, such 
as duration (e.g. Dellwo, 2006, 2009; Grabe & Low, 2002; Ramus et al., 
1999), intensity (e.g. Cichocki et al., 2014; Fuchs, 2016; He, 2012, 
2018; He & Dellwo, 2016), and a mixture of various parameters (e.g. 
Lee & Todd, 2004); or evaluated through the coordination between 
prosodic hierarchies, such as the phase difference between syllable- and 
stress/word-level timescales (e.g. Lancia et al., 2019; Leong et al., 
2014), the power of recurring frequencies in the ENV (e.g. Tilsen & 
Arvaniti, 2013; Tilsen & Johnson, 2008), and a linear relationship 
between syllable and feet durations (e.g. Barbosa, 2002; Eriksson, 1991; 
O’Dell & Nieminen, 1999).
coupling between jaw cycles and vocalization arose in 
the course of human evolution: the sonority of speech 
typically waxes and wanes with mouth opening and 
closing gestures (Ghazanfar et al., 2010; MacNeilage, 
1998; Morrill, Paukner, Ferrari, & Ghazanfar, 2012). 
Such opening-closing alternations are temporally orga-
nized into syllable-sized units corresponding to the ENV 
modulations, which constitute the rhythmic “frames”; 
the open and closed phases are filled with vocalic and 
consonantal “contents” — the frame/content theory of 
speech evolution (MacNeilage, 1998). By calculating 
ENV spectra (e.g. Tilsen & Johnson 2008) or the syl-
lable intensity variability (e.g. He, 2018), the character-
istics related to the rhythmic “frames” can be revealed; 
by calculating the durational variability of vocalic and 
consonantal intervals (e.g. Grabe & Low, 2002; Ramus 
et al., 1999), the characteristics related to the rhythmic 
“contents” may be evaluated.
Speech rhythm is not evolutionarily redundant; it is 
functional in the neurological processing of the speech 
signal. The recurring oscillations in the ENV – which 
supposedly reflect the rhythmic frames – facilitate the 
brain to parse the incoming speech signal for compre-
hension. It has been demonstrated that the δ-oscillation 
(.5–3 Hz, corresponding to foot/stress rates) and 
θ-oscillation (3–9 Hz, corresponding to syllable rates) 
in the auditory cortex entrain to the speech ENV at these 
modulation rates (Doelling et al., 2014; Ghitza, 2017; 
Giraud & Poeppel, 2012; Strauß & Schwartz, 2017). 
These slow neuronal oscillations formulated a tempo-
ral window structure whereby the auditory cortex tracks 
the speech signal at the foot and syllable rates. Within 
such longer temporal windows, information encoded 
in finer timescales (e.g. phonemes up to ~40 Hz, cor-
responding to the γ-oscillation) can then be processed to 
achieve comprehension (Doelling et al., 2014; Giraud & 
Poeppel, 2012). 
The motor knowledge of speech production is argu-
ably indispensable in the neurological processing of 
speech signals (Strauß & Schwartz, 2017). The jaw 
performs the role of a carrier articulator responsible for 
lower modulation frequencies that may correspond to 
the rhythmic frames (Strauß & Schwartz, 2017) to which 
the slower neuronal oscillations can be phase-locked, 
not only in the auditory cortex, but also in the visual 
cortex (Park, Kayser, Thut, & Gross, 2016). Seeing the 
speaker’s mouth movements facilitates the listener to 
understand speech, particularly in adverse conditions 
with excessive noise (Park et al., 20164). The mouth 
movements help the listener visually access the rhyth-
mic structure, like visual scaffolding. Therefore, the jaw 
4 Park et al. (2016) did not examine the jaw movements per se, but the 
size of mouth opening. Although other factors such as the lip rounding 
or protrusion also affect the mouth aperture, the principal determinant of 
the mouth area is the jaw oscillation. It is sensible to include the whole 
mouth in the visual stimuli as it resembles personal communications 
more naturally. However, to characterize the spectro-temporal features 
of the jaw movements, it is more appropriate to measure the kinematics 
of the jaw free from the interference of other articulators.
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as a carrier articulator plays an important role in both 
production and perception of speech rhythm; the tempo-
ral windows facilitating the neuronal entrainment to the 
speech ENV must be discoverable in the jaw oscillation 
as well. However, the roles of the jaw and ENV have 
been disjointedly studied: The jaw displacement has 
been shown to well explain the metrical structure of the 
utterance (Erickson, Suemitsu, Shibuya, & Tiede, 2012; 
Erickson & Kawahara, 2016; Huang & Erickson, 2019). 
The ENV has been extensively investigated in terms 
of its recurring patterns (He, 2018; Tilsen & Arvaniti, 
2013; Tilsen & Johnson, 2008) and synchronizations 
between different modulation rates (Cummins & Port, 
1998; Lancia et al., 2019; Leong et al., 2014).
We thus propose to characterize speech rhythm 
using the spectral coherence between the jaw oscilla-
tion and speech ENV (hereinafter, jaw-env coherence). 
A spectral coherence is a Fourier transform-based 
representation that quantifies common periodicities 
in two signals. It evaluates the correlation between 
these two signals in the frequency domain, hence its 
advantage over assessing simple correlations in the 
time domain.5 A similar approach has been attempted, 
though, by calculating the coherence between the ENV 
and mouth opening size in terms of the number of pix-
els shrouded by the lip contour or the inter-lip distance 
(Chandrasekaran, Trubanova, Stillittano, Caplier, & 
Ghazanfar, 2009); however, the roles of the jaw eleva-
tion and depression and peripheral lip gestures could 
not be disentangled thereof (also see footnote 4). 
This study, instead, examined the sole role of the jaw 
movement. 
Since the lower frequency components pertaining to 
the δ- and θ-oscillations are crucial for the neurologi-
cal speech processing in the auditory, visual and motor 
cortices, the jaw oscillation and the ENV should be 
coherent in these frequency ranges. The degree of such 
coherence is measurable in terms of the percentage of 
the spectral integral bounded by the δ- or θ-band cutoffs 
out of the entire spectral integral of jaw-env coherence 
(notated as %δ and %θ, see Eq. (1) in §2.3). These two 
measures capture the relative amount of power shared 
by the jaw oscillation and ENV in terms of regularities 
at the frequency bands corresponding to the neuronal 
δ- and θ-samplings. Moreover, %δ and %θ are analyzed 
as a function of the utterance length (§3), because the 
rhythmic structure is more likely to evolve into a more 
complex pattern over time (a 5-sec utterance would intu-
itively have a more complex rhythmic structure than a 
1-sec utterance “Hello!” which contains a single iamb). 
It is expected that higher %δ is associated with longer 
utterances, because more sizeable prosodic boundaries 
(including foot-sized timescales) may be included; for 
an utterance with higher %δ, a smaller %θ is expected 
because the total power of jaw-env coherence is fixed, 
and determined by the joint temporal amplitudes of both 
5 In fact, simple correlations for time-series data are problematic in 
general with spuriously high correlation coefficients.
jaw oscillation and ENV (in reference to Parseval’s the-
orem of energy conservation).
2. METHOD
2.1 The corpora
The mngu0 (Richmond et al., 2011) contains one 
male English speaker producing over 1,000 utterances, 
amongst which 594 in the duration range of [2, 8] sec 
were chosen for the present study. The 2-sec cutoff 
allowed at least one cycle of the lowest δ frequency 
(.5 Hz) to be included; the 8-sec cutoff excluded sen-
tences with medial pauses. The MOCHA-TIMIT 
(Wrench, 1999) contains three English speakers (1f, 
coded as “fsew0”; 2m, coded as “maps0” and “msak0”) 
producing the same set of 460 sentences. Altogether 5 
sentences shorter than 2 sec were excluded. All utter-
ances were shorter than 6 sec. For both corpora, the elec-
tromagnetic articulograph (Carstens AG500 for mngu0 
and AG100 for MOCHA-TIMIT) was used to record 
the kinematic trajectories of various articulators (with 
200 Hz or 500 Hz temporal resolutions) together with 
the audio speech signal (16-bit @ 16 kHz). All kine-
matic data were head-corrected and translated to a new 
Cartesian coordinate system in the midsagittal plane. 
Sensor histories data from the lower incisor were used 
for the jaw movements for the study.
2.2. Calculating JAW-ENV coherence
Jaw-env coherences were calculated following three 
steps using MatlabⓇ R2018b:
(i) Obtaining the spectra of the jaw oscillation func-
tions (the matrix FFTJAW) for each utterance. First, 
the jaw oscillation time series were estimated as the 
Euclidean distances of the lower incisor coordinates to 
zero (the vector dJAW). To obtain FFTJAW, a 512-point fast 
Fourier transform was applied to dJAW which had been 
offset-removed, down-sampled to 80 Hz, cosine-tapered 
(α = .1), and zero-padded. The magnitude of FFTJAW 
was then linearly normalized in 1 arbitrary unit (arb’U, 
henceforth).
(ii) Obtaining the spectrum of the speech ENV (the 
matrix FFTENV). First, a “beat” detection filter (Cummins 
& Port, 1998; Tilsen & Johnson, 2008) was applied to 
the speech signal (first-order Butterworth, center fre-
quency = 1,000 Hz, bandwidth = 300 Hz) to keep the 
vocalic energy while removing the glottal energy and 
obstruent noise. Then, the filtered signal was full-wave 
rectified and further bandpass filtered (fourth-order 
Butterworth, center frequency = 5 Hz, bandwidth = 10 
Hz) to obtain the ENV. To obtain FFTENV, the ENV was 
offset-removed, down-sampled to 80 Hz, cosine-tapered 
(α = .1), zero-padded, and supplied to a 512-point fast 
Fourier transform. The magnitude of FFTENV was then 
linearly normalized in 1 arb’U. The object obtained this 
way is called the beat histogram in music information 
retrieval (Lykartsis & Lerch, 2015).
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(iii) The jaw-env coherence (the matrix COHJAW-ENV) 
was calculated as the Hermitian inner product6 of the 
Fourier coefficients in FFTJAW and FFTENV normalized to 
the individual power of FFTJAW and FFTENV (a code snip-
pet in Cohen, 2017 was applied); negative frequencies 
were neglected. Figure 1 shows an example of calculating 
the jaw-env coherence from the spectra of jaw oscillation 
and the speech ENV. This process computes the common 
periodicities in two signals by evaluating the correlation 
between these two signals in the frequency domain.
2.3. Calculating %δ and %θ in jaw-env coherence
Eq. (1) illustrates the conceptual calculations of %δ and 
%θ — the percentage of the spectral integral bounded by 
the δ-band cutoffs (f1 = .5 Hz, f2 = 3 Hz) or θ-band cutoffs 
(f1 = 3 Hz, f2 = 9 Hz) over the entire spectral integral of the 
coherence function C(f) (fNyq = 40 Hz). The Nyquist fre-
quency (fNyq) of 40 Hz was arbitrarily chosen at the upper 
γ-band boundary responsible for processing phonemes and 
smaller features. Empirically, the frequency granularity (df) 
is equal to 2 × fNyq (40 Hz) ÷ FFT points (512) = .16 Hz. 
Because of the frequency discretization, the coherence 
function C(f) is effectively the matrix COHJAW-ENV. The 
integrals (approximated using Riemann sums) can be calcu-





















6 The Hermitian inner product of two signals (in this case, the jaw 
oscillation and speech ENV) is simply the multiplications of the Fourier 
coefficients of the first signal and the complex conjugates (sign change 
of the imaginary part) of the Fourier coefficients of the second one. It 
reveals the covariance between the two signals in the frequency domain. 
3. DATA ANALYSES AND RESULTS7
For the mngu0 data, simple linear regressions between 
utterance length and %δ and %θ were performed using 
R. The utterance duration was right skewed, hence was 
natural log transformed. Table 1 and Figure 2 illustrate 
the results: %δ increased as utterance duration increased, 
whereas %θ decreased as utterance length increased, 
conforming to the expectation.
The MOCHA-TIMIT data were subsequently ana-
lyzed to examine whether consistent results would be 
obtained. Random-slope models were fitted by maxi-
mum likelihood (response variables: %δ and %θ; random 
effects: speaker and utterance; fixed effect: utterance 
length) using R{lme4, v1.1–21} (Bates, Mächler, Bolker, 
& Walker, 2015). The significance of the slope estimate 
and between-speaker variability were tested in particular 
(see Table 2 and Figure 3): in general, a positive slope 
estimate was found significant between %δ and utterance 
length, and a negative slope estimate was found signifi-
cant between %θ and utterance length. Moreover, indi-
vidual differences were significant at the same time.
4. DISCUSSION
This paper introduced a method to characterize speech 
rhythm using spectral coherence between jaw oscillation 
and the speech ENV, i.e. the jaw-env coherence. It pro-
vides a spectro-temporal representation of the common 
periodicities in both signals. Two frequency bands cor-
responding to the brain δ- and θ-oscillations were ana-
lyzed in terms of the percentage of power accounted for 
by these two bands in jaw-env coherence, i.e. %δ and %θ. 
In general, utterance length was found to be a significant 
7 A more stringent α-level (= .01) was chosen in statistical analyses to 
reduce the chance of false positive findings.
Figura 1: The spectra of the jaw oscillation and the speech ENV (a); the JAW-ENV coherence calculated from the spectra of the jaw 
oscillation and the speech ENV (b).
a
b
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predictor of %δ and %θ, yet individual differences must 
not be neglected. The findings have several implications:
(i) The jaw oscillation and speech ENV possess strong 
spectral coherence in the low frequency bands of .5 – 3 
Hz and 3 – 9 Hz. This upholds the role of jaw movement 
and speech ENV in speech rhythmicity. The semi-cyclical 
jaw movements constantly change the amount of radiated 
energy corresponding to the lower modulation frequen-
cies in the speech signal, to which the auditory cortex of 
the listener entrains at the δ- and θ-rates. (Doelling et al., 
2014; Ghitza, 2017; Giraud & Poeppel, 2012; Strauß & 
Schwartz, 2017). The jaw movements also invite neuro-
nal entrainment in the listener’s visual cortex (Park et al., 
2016). These entrainments play a useful role in speech 
processing and comprehension. 
(ii) Both .5 – 3 Hz and 3 – 9 Hz bands (pertaining to 
the δ- and θ-rates) are represented in jaw-env coherence, 
but in different degrees as measured by %δ and %θ. This 
Table 1: Results of linear regression analyses for the mngu0 data.
Model (Y~X) F-test of overall significance t-test of estimated slope
F(DoFs) p β 99% CI |t|
%δ ~ ln(utterance duration) 881.5(1,592) ≪ .01 30.66 28.00, 33.32 > 2.576
%θ ~ ln(utterance duration) 545.5(1,592) ≪ .01 –24.44 –27.14, –21.75 > 2.576
Table 2: Results of random-slope models for the MOCHA-TIMIT data.
Response variable Fixed effect: utterance length Random effect: speaker ª





%δ 8.38 5.49, 11.27 > 2.576 10121; 10510 5248.8; 5051.5 394.47(3) ≪ .01
%θ –2.89 –5.16, –.62 > 2.576 10038; 10363 5009.7; 5175.7 331.92(3) ≪ .01
ª Likelihood ratio test was used to test between-speaker variability between the full model and the speaker-reduced model. The AICs 
of the full models were smaller than those of the reduced models, suggesting that the full models had better fits. The χ2 values were 
calculated as the differences between twice the –LogLik of the full and reduced models (the differences of the deviances).
Figura 2: Regression lines and the 99% confidence intervals (shaded areas) superimposed over the scatterplots showing 
the relationships between %δ and log utterance duration (a), and %θ and log utterance duration (b) in the mngu0 corpus. 
Log durationvis-à-vis linear duration at abscissa tick marks in both subplots: .75 ln(sec) ⇌ 2.12 sec, 1.0 ln(sec) ⇌ 2.72 sec, 
1.25 ln(sec) ⇌ 3.49 sec, 1.5 ln(sec) ⇌ 4.48 sec, 1.75 ln(sec) ⇌ 5.75 sec, and 2.0 ln(sec) ⇌ 7.39 sec.
a b
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suggests that different levels of rhythmicities (including 
foot-sized and syllable-sized) are present simultaneously 
but differ in degrees. The amount of regularities at a larger 
timescale increases as the utterance length increases for 
all speakers from the two corpora (Figures 2 and 3). It is 
possible that longer utterances are more likely to contain 
larger prosodic boundaries or more extreme intonational 
accents, which would increase the power pertaining to 
the δ-band. This may have a functional advantage: higher 
δ-rate regularities would facilitate sensory chunking of 
a longer utterance under the neuronal δ-sampling (an 
example of sensory chunking is using temporal groupings 
when memorizing a series of digits or syllables) (Boucher, 
Gilbert, & Jemel, 2019). Smaller units pertaining to faster 
rates (e.g., syllables, phonemes or even phonological fea-
tures) could be processed within each δ-window. 
(iii) Individual differences are conspicuous in %δ 
and %θ as a function of utterance duration. The amounts 
of regularities in δ- and θ-bands are inversely propor-
tional for the mngu0 speaker as well as speaker “fsew” 
in MOCHA-TIMIT (Figures 2 and 3), possibly because 
more δ power has already taken up the majority of power 
in jaw-env coherence in longer utterances, leaving little 
power for the θ-band regularity. For speaker “msak” in 
MOCHA-TIMIT, δ-band regularities were already prom-
inent even in short sentences (high intercept of “msak” 
in Figure 3a), leaving little power for syllable-sized fre-
quencies regardless of the utterance length (low intercept 
and flat slope of “msak” in Figure 3b). Nevertheless, to 
investigate individual differences fully, it is mandatory to 
increase the sample size significantly. 
(iv) The results may also explain why early phoneti-
cians (e.g. Abercrombie, 1967; Jones, 1922; Lloyd James, 
1940; Pike, 1945), despite having undergone rigorous 
ear training, would still inaccurately describe languages 
such as English as possessing isochronous feet. Higher 
%δ may be a strong cue to foot-sized regularity in both 
jaw oscillation and speech temporal modulation. For all 
speakers analyzed in the study, a large amount of foot-
sized regularity has been found. It is likely that early 
phoneticians have discerned such foot-sized regularity in 
English, yet unfortunately described it in absolute terms 
as “stress-timed.” 
This study has limitations too:
(i) In terms of data variance, all speakers in the 
MOCHA-TIMIT corpus showed bigger variances than 
the mngu0 speaker (cf. Figures 2 and 3). This may be due 
to the data inconsistency issue of the MOCHA-TIMIT 
corpus. It has been demonstrated that even for a relatively 
stationary sensor at the velum, a tremendous amount of 
data inconsistency existed (Richmond, 2009; Richmond 
et al., 2011). Technical issues with respect to the early 
generation of the electromagnetic articulograph may be 
the culprit (Richmond, 2009). 
(ii) The two frequency bands analyzed in this study 
were informed by the low-neuronal oscillations that have 
been shown to play a key role in the rhythmic parsing 
in speech processing. Apart from considering these two 
bands as pertaining to the stress-rate or syllable-rate, 
further research still needs to be done to assess whether 
these frequency cutoffs are justifiable in linguistic/pho-
netic terms. 
(iii) The corpora adopted in this study were small in 
terms of the number of speakers, and only English was 
analyzed. This reduced the generalizability of this study.
For future research, it is imperative to test the method 
using more speakers from different languages, including 
those traditionally labeled as “syllable-timed.” That they 
have been described as “syllable-timed” may be due to a 
high degree of syllable-sized cyclicity in jaw oscillations 
Figura 3: Regression lines and the 99% confidence intervals (shaded areas) superimposed over the scatterplots showing 
the relationships between %δ and utterance duration (in sec) (a), and %θ and utterance duration (b) for each of the three 
speakers in the MOCHA-TIMIT corpus.
a b
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and speech temporal modulations (measurable as high %θ 
in jaw-env coherence) even in longer sentences. So far, 
the coherence of the jaw oscillation and ENV has been 
investigated based on the power spectra. It will also be 
interesting to explore the coherence based on the phase 
spectra from multi-domain signals, including acoustic, 
articulatory and neurological, to further explore their 
temporal relationships in constituting speech rhythmicity 
both at the production and perception levels.
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