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Abstract-The exact distribution of the maximum-likelihood estimator of the drift (damping) 
parameter in a stationary Ornstein-Uhlenbeck (or AR(l)) process is investigated. Tables of the 
distribution function for different levels are given by the help of MAPLE. The comparison with old 
calculations are discus.&. 
1. INTRODUCTION 
Let US consider the stochastic differential equation 
cy = --X(t) dt + cw dw(t), aw > 0, (1) 
where w is a standard Wiener process, Ew(t) = 0, Ew2(t) = t. c(t) is called an Ornstein- 
Uhlenbeck or AR( 1) process [ll. 
We are interested in the estimation of X, ow and in the case when the observed process is 
77(t) = r(t) + m, 
in the estimation of m, as well. Our main goal is to reproduce, by the help of PC and MAPLE, the 
table of distribution of maximum-likelihood estimator, given in [1,2] and calculated on URAL 
and CDC 3300 computers. There exists a large literature of the asymptotic behaviour of the 
distribution (see, e.g., [3-91). 
Now, let US suppose that one can observe a realization of E(t), 0 5 t 5 T. Since a,,, can exactly 
be estimated with probability 1 by observing t(t) on an arbitrary time interval, we may assume 
that aw = 1. The transformation 
(2) 
enables US to treat the special case T = 1 and (T, = 1 only, instead of the general case; here X’ = 
AT = IC, and therefore in the case of a known m the realizations of the process are characterized 
by only one parameter; this is independent of the choice of time unit. In what follows we shall 
often assume that the transformation (2) bas been made, and we shall simply write K. 
In the first order autoregression AR(l) model with discrete time, the observations Xk at time k 
are generated according to the scheme 
Xk = pxk-1 + ek> k E (1,2,. . . }, 
where the Ek’S are random disturbances (‘noise’ or ‘innovations’) and ,O is an unknown parameter. 
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The traditional task is to construct an estimator for the parameter p bssed on the random 
variables X1, XZ, . . . ,X, and to characterize its exact or limit distribution. The least-squares 
estimator (LSE) of p is 
fin = Ck=i XkXk-l 
Z;=,X;_, ’ 
XO is given. 
It is wel1 known that for ]p] < 1 the standardized LSE of p is asymptotically normal in case the 
innovations are independent and identically distributed; see, e.g., [7]. White [8], Arató [9], Arató 
and Benczúr [10] and others indicated that in situations where ,8 is close to one, the limiting 
normal law may not be a satisfactory approximation of the exact distribution of the standardized 
LSE of p, even in the case where the ck’s are independent standard normal random variables. 
In fact, they showed that if ]/3] = 1, the limit law of the standardized LSE of ,0 is a functional 
of the Wiener process and non-normal. This observation led to the study of the so-called nearly 
nonstationary AR(l) model, where p in this model is replaced by &, = 1 -r/n or by ,& = e-7in, 
for some fixed real number y. See, e.g., (4-91, where the asymptotic distribution of the LSE of p 
is characterized as a functional of the Ornstein-Uhlenbeck process. Of course y = 0 means 
&=/3=1. 
The relation between the discrete and continuous time maximum-likelihood estimators were 
discussed also in [ll] . 
The underlying estimation of fin tends to the functional 
- 1; Y(s) dY(s) 
J; Y2(s) ds . 
The process Y on [0, l] is defined as 
Y(t) = 
s 
t e7(+Q dw(s). 
0 
Note that Y is the solution of the stochastic differential equation (see equation (l)), 
dY(t) = --/Y(t) dt + dw(t). 
2. MAXIMUM-LIKELIHOOD ESTIMATOR 
In the theory of diffusion processes, X is called the drift parameter, but in the theory of ordinary 
differential equations it is called the damping (or decay) parameter. Let US recall [l] the Radon- 
Nikodym derivative of the measure PA generated by c(t) on the product of the real line and the 
space of al1 continuous functions defined on [0, T] with respect to the product of the Lebesgue 
measure and the conditional Wiener measure P,,, (a, = 1): 
g(.) = fiexp { --As? - ;X2Ts; + $XT 
> 
> (3) 
where 
2_ l T 
s2 - T J c2(t) dt. 0 
Hence, the maximum-likelihood estimator i of the parameter X (the unique positive solution of 
the likelihood equation) can be written as 
i = - [sf - (1/2)T] + &s: - (1/2)T)2 + 2Ts; 
2Ts; (4) 
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In order to determine the probability distribution function of the estimator i we give an explicit 
formula for the joint characteristic function Q(ai, oz) of the sufficient statistics s:, Tsa. 
THEOREM 1. (See [l, Section 3.31.) Let US introduce the notations IC = AT and h= Jfi2 - 2T2icuz; 
then 
Q(cir, CQ) = Eexp (icris: + iazTs$ = 
2&e”12JÄ 
(K - iaiT + A)2 e* - (IC - icrlT - h) 
2 _l\ 1/2' C5) 
e 1 
If we know the probability distribution of the family of random variables <x(r) = X2s2Tsa + 
Xxs:, then the probability distribution of the estimator x can be easily determined since 
COROLLARY. For T = 1, the distribution of the randorn variable <A(X) bas the following charac- 
teristic function: 
QCx cZ) (a) = 2eXi2 [l - 2i(rx2] V4 [ (1 - iox + &Y%ZF) 2 exp { X&ZZ?} 
(6) 
- 
( 
1 - icux - &YZZ )2 exp { -X&-XK?}]-1’2. 
THEOREM 2. The random variable 2<,/x has an asymptotic distribution x2(1), with 1 degree of 
freedom, when tc -+ 0; i.e., 
QC&) ,-. (1 - iaxp2, liiOP 2-<z ( t 2, = 81’ e-Y2/2dy. 
THEOREM 3. The estimator j? = iT bas an asymptotic Gaussian distribution when K + 00, i.e., 
with parameters E(ii, - 6) = 0, D2n = 24 (i - ~)/fi - N(O, 1). 
The statement of these theorems immediately follows from the formula (6). In Table 1 we 
give the quantiles Zo = Z,K, and z, (in brackets), of the maximum-likelihood estimator k, 
calculated earlier [l,lO]; i.e., 
P,{K > 2,) = Q. 
The distribution function is tabulated for cy = 0.001, 0.01, 0.025, 0.05, 0.1, 0.9, 0.95, 0.975, 0.99, 
0.999 and for 6 = 0.01, 0.05, 0.1-1 (by stepsize O.l), 1-10 (by stepsize 0.5), 10-100 (by stepsize 10) 
and K = 500,1000,10000. 
Table 2 gives the results of new calculations, in the same form. 
The Laplace-transformation of the distribution function of random variable In(x) can be written 
as (p = -ia) 
F;(P) = 
2e”/2 (1 + 2px2) 1’4 
K 
lj2' C7) 
P 1 +pz+ &Z$Z)2,K 
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Table 1. The quantiles ze and values ra (in brackets) for the maximum-likelihood 
estimator from P,(k 2 .z,) = P,(f? 2 CZ~K) from [l,lO]. 
The distribution function is 
w4 = & J 
lT+iCO 
epzF* (p) dp. 
o-im 
The values of function FC(Z) can directly be counted by the help of inverse Laplace-transforma- 
tion. With p = u + is, (7) can be written as 
FC(Z) = F 
J 
CG 
eis1(1+212~+i2rza)“4 e(n/2)(1-J1+2rZu+i222s) 
ca 
x {(,+i,,[ ( 1 + (Tz + ixs + J1+ 22% + i2x2s 1 
2 
- 1 + ox + ixs - dl+ 2x20 + i2x2s 
( > 
2 e.-2n~1+2sz0+i22za]} 
-1/2 
ds. 
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Table 1. (cent.) 
0.001 0.01 0.025 0.05 0.1 0.9 0.95 0.975 0.99 0.999 
29.3865 20.9275 17.5835 15.0535 12.5125 3.168 2.6235 2.464 1.8315 1.2265 
5.5 (5.343) (3.805) (3.197) (2.737) (2.275) (0.576) (0.477) (0.448) (0.333) (0.223) 
30.318 21.75 18.366 15.792 13.272 3.51 2.922 2.49 2.082 1.392 
6 (5.053) (3.625) (3.061) (2.632) (2.212) (0.585) (0.487) (0.415) (0.347) (0.232) 
31.161 22.5615 19.1295 16.5295 13.8905 3.8545 3.2305 2.769 2.314 1.573 
6.5 (4.794) (3.471) (2.943) (2.543) (2.137) (0.593) (0.497) (0.426) (0.356) (0.242) 
32.025 23.359 19.894 17.248 14.574 4.207 3.542 3.052 2.555 1.764 
7 (4.575) (3.337) (2.842) (2.464) (2.082) (0.601) (0.506) (0.436) (0.365) (0.252) 
32.8875 24.15 20.6475 17.955 15.2475 4.56 3.855 3.3375 2.82 1.9575 
7.5 (4.385) (3.22) (2.753) (2.394) (2.033) (0.608) (0.514) (0.445) (0.376) (0.261) 
33.728 24.92 21.384 18.672 15.912 4.92 4.176 3.632 3.088 2.168 
8 (4.216) (3.115) (2.673) (2.334) (1.989) (0.615) (0.522) (0.454) (0.386) (0.271) 
34.561 25.687 22.117 19.3715 25.075 5.27 4.505 3.927 3.349 2.363 
8.5 (4.066) (3.022) (2.602) (2.279) (2.95) (0.62) (0.53) (0.462) (0.394) (0.278) 
35.388 26.451 22.689 20.07 17.226 5.643 4.842 4.23 3.618 2.592 
9 (3.932) (2.939) (2.521) (2.23) (1.914) (0.627) (0.538) (0.47) (0.402) (0.288) 
36.1855 27.17 23.579 20.748 17.879 6.0135 5.187 4.5315 3.895 2.812 
g.5 (3.809) (2.86) (2.482) (2.184) (1.882) (0.633) (0.546) (0.477) (0.41) (0.296) 
37.04 27.55 24.28 21.47 18.53 6.38 5.5 4.84 4.2 3.04 
l" (3.704) (2.755) (2.428) (2.147) (1.853) (0.638) (0.55) (0.484) (0.42) (0.304) 
52.2 42.04 37.8 34.436 30.896 14.178 12.714 ll.58 10.38 8.32 
20 (2.61) (2.102) (1.89) (1.7218) (1.5448) (0.7089) (0.6357) (0.579) (0.519) (0.416) 
66.27 55.23 49.44 46.737 42.708 22.431 20.496 18.96 17.34 14.4 
'~' (2.209) (1.841) (1.648) (1.5579) (1.4236) (0.7477) (0.6832) (0.632) (0.578) (0.48) 
79.8 67.92 62.8 58.68 54.232 30.94 28.592 26.72 24.68 
4o (1.995) (1.698) (1.57) (1.467) (1.3558) (0.7735) (0.7148) (0.668) (0.617) (0.5:5) 
92.9 80.32 74.84 70.395 65.58 39.615 36.9 34.86 32.35 27.95 
5o (1.858) (1.6064) (1.4968) (1.4079) (1.3116) (0.7923) (0.738) (0.6972) (0.647) (0.559) 
105.78 92.52 86.682 81.954 76.794 48.414 45.366 42.888 40.2 35.1 
" (1.763) (1.542) (1.4447) (1.3659) (1.2799) (0.8069) (0.7561) (0.7148) (0.67) (0.585) 
118.37 104.51 98.378 93.38 87.913 57.302 53.956 51.212 48.23 42.49 
7o (1.691) (1.493) (1.4054) (1.334) (1.2559) (0.8186) (0.7708) (0.7316) (0.689) (0.607) 
130.8 116.4 109.96 104.712 98.96 66.272 62.624 59.632 56.4 50.08 
" (1.635) (1.455) (1.3745) (1.3089) (1.237) (0.8284) (0.7828) (0.7454) (0.705) (0.626) 
143.1 128.16 121.455 115.965 109.935 75.294 71.388 68.157 64.62 
90 
57.87 
(1.59) (1.424) (1.3495) (1.2885) (1.2215) (0.8366) (0.7932) (0.7573) (0.718) (0.643) 
153.32 139.79 132.86 127.15 120.86 87.37 80.21 76.8 65.7 
loo (1.5332) (1.3979) (1.3286) (1.2715) (1.2086) (0.8737) (0.8021) (0.768) (OY3) (0.657) 
609 580 567.05 555.8 541.65 462.05 451.45 442.6 432.6 412 
5oo (1.218) (1.16) (1.1341) (1.1116) (1.0833) (0.9241) (0.9029) (0.8852) (0.8652) (0.824) 
1149 1110.6 1092.6 1077.3 1060 945.3 929.9 917 902.3 872 
'Oo (1.149) (1.1106) (1.0926) (1.0773) (1.06) (0.9453) (0.9299) (0.917) (0.9023) (0.872) 
10477 10336 10282.1 10233.3 10183.9 9821.4 9771.1 9727.6 9377.5 9274 
10000 (1.0477) (1.0336) (1.02821) (1.02333) (1.01839) (0.98214) (0.97711) (0.97276) (0.93775) (0.9274) 
Since we are interested only in the real part of this integral, with the notations 
T = +ql + 22%)2 + (2x23)2, q5: ~arctan(l~~~2J, 
we have 
F<(Z) = 7 
s 
CO ~i~3z+~l2-~~/2~rsin~~JT~(nl2~~l-rcos~)~~ 
-00 (0 + is) [(Al + ~AZ)~ -(Bl + iB2)2(cos 2~ sin $J - i sin 2~ sinqb)e-2nrCOS$]1’2 
where 
Al =Al(s) = l+az+rcos~$+ A2 = Az(s) = m + rsin$, 
B1=B~(s)=l+aa:-rcos~, B2 = &(s) = ICS - T sin 4. 
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Table 2. The quantiles ta and values zL2 (in brackets) for the maximum-likelihood 
estimator from Pn(R 2 zol) = PK(Z 2 ZAK) by the help of MAPLE. 
With the notations 
n = JKZ 7-2 = s2 + 02, 
1 Bl $1 = - arctan - , 
2 ( > CU 
$2 = arctan (i) , 
al = Af - Ai - [ (Bf - B$ cos(2rcr) sin qb + 2B1& sin(2,w) sin qS] e-2nrcos’f’, 
PI = 2AlAz + [(B: - l3:) sin(2m) sin q5 - 2BlB2 cos sin $1 e-2nrcos @, 
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Table 2. (cent.) 
609 580 567 556 543 462 451.5 442.5 432.5 412.5 
5oo (1.218) (1.16) (1.134) (1.112) (1.086) (0.924) (0.903) (0.885) (0.865) (0.825) 
1150 1111 1093 1077 1060 945 930 917 902 872 
looo (1.15) (1.111) (1.093) (1.077) (1.06) (0.945) (0.93) (0.917) (0.902) (0.872) 
10440 
10000 
10340 10350 10260 10200 9830 9790 9750 9720 9700 
(1.044) (1.034) (1.035) (1.026) (1.02) (0.983) (0.979) (0.975) (0.972) (0.97) 
the real part of the integral is given by 
FC(Z) = Oo 
s 
ca 
q+(s) ds = $ 
s ( 
cos sz$-$-~rsinq5-&--@2 
)/-- 
_ ,(~/%(r-rCoS+) ds. r 
-00 -CO rlr2 
cp is symmetrie in s. For the numerical calculations we took a = l/z. 
Hence 
P,(n>nrs)=P,(C,<~+~nr) =q(y+;) =Q, cy is given. 
3. CALCULATIONS 
As we mentioned, the goal of this paper is to check and reproduce the earlier computations using 
modern hardware and software environment. The applied hardware was a SUN Sparc Station 
with operating system SUN OS. The software tool was the MAPLE, Release 2, which is a widely 
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appreciated and applied mathematical software which can be efficiently used for symbolical and 
numerical computations. 
The function under consideration is very complicated to handle even with the help of MAPLE’s 
built-in integrator which we could not use; thus numerical methods should be applied. At the 
first step an analysis of the function was performed, and it turned out that it looked “almost” 
periodical with exponential damping. Because of this decay the improprius integral can be 
estimated. The symmetrical property can be used to check the computations. On the other 
hand, the shape of the function CP,+,(S) significantly d epends on the value of parameter n. (See 
Figures 1 and 2). 
Figure 1. Function (P&,~(s) for smal1 value of K. 
-0115 5 
Figure 2. Function ~~,~(s) for large value of IC. 
The second step was to determine the density of the applied trapezoid method. The approx- 
imation speed could be accelerated by using high density near the y-axis and low density for 
Exact Distribution of Estimators 53 
smaller values of the function. For larger values of the parameter IC, the high density zone must 
be extended at wider range, so the amount of time to determine a table element was significantly 
greater, e.g., for K = 0.1 than for K = 100. 
The next step was the question of accuracy. For a five digit accuracy we have to use 15 
digits during computations. But in the case of 10 digit accuracy of computing which fits to a 
machine word, the approximation rate is much quicker. The larger the amount of memory which 
can be used, the faster convergente can be achieved. 2 Mb memory was sufficient to store the 
computational results. Because more than one workstation was simultaneously used, it is difficult 
to give an exact estimate for the computational times, but in average the calculation of one row 
in the table took about 24 hours. This value depends significantly on the parameters, too. 
For values K = AT which are neither too large nor too small, we must use the statistics sl, si 
to estimate K. Confidence intervals for K, can be constructed by using the table and determining 
the distribution of the random variable ~~s$‘y~ + ~sT/y as we did it. 
Figures 3-5 show the distribution functions P,(R > 2,) = cy in the intervals 0.1 < K 5 0.5, 
0.5 < K: < 5, 50 < K 5 100, respectively. 
InKx, 
3 
2 ^___--___-___-___-__----------. 
a - 0001 - 0.1 1 - cl9 - 0.999 -----lm 
Figure 3. P,(íi > ze) = P,(tt 2 nz,) = (Y. za = ma, 0.01 < FC I: 0.5. The lines give 
the value of In KZ~ from P,(it < ~5~) = Q. 
a 
- 0.001 
- 0.1 
- 0.9 
- 0.999 
- lnx 
Figure 4. PK(k 2 ze)= P,(k 2 KZ,) = a, za = ra,, 0.5 < n 5 5. The lines give 
the value of In iczo, from P,(k < KZ,) = a. 
For an arbitrarily chosen leve1 CLI and for K? the equation 
P%{k > z} = 0, 2 = z, = Q,(K) 
has a unique solution .z = B,(K), which as it turned out, is monotone. From here its inverse func- 
tion XP1 (z) can also be uniquely determined and therefore one can get the limits of a confidence 
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lnKx, 
5.2 _________~______~___~~~~~~~~~~~ 
5 _________________ 
4.8 ____---_ 
4.6 
4.4 
4.2 
4 ____________ 
3.8 __________________ 
3.6 _r__________________--__ 
3.4 
50 60 70 80 90 100 
5o<ii< 100 
Figure 5. P,(n 1 z,)= P,(k 2 ICX~) = CY, z oL = IC&, 50 < rc 5 100. The lines give 
the value of In nz, from P,(n 5 KZ~) = CL 
interval, which means that identically in K 
For ri -+ 00, or K. -+ 0, these limits are determined by the corresponding limit distribution (see 
Theorems 2,3 and Figures 3,5). For K. N 0, the asymptotic results of Table 1 are better than in 
Table 2. Note that the normal approximation works only when IS > lOO! 
EXAMPLE. Using Table 1 when T = 500 and J = 0.006 (í?, = 3.0), we get the following symmetrie 
(in a) confidence limits on the leve1 cr = 0.05 (using linear interpolation in columns ct = 0.025 
and Q = 0.975): 
fiLower bound = 0.03, KUpper boud = 7.00. 
At the same time the normal approximation gives 
&,wer bound = 3 - 1.96J6 = -1.801, KUpper band = 7.801, 
where the lower bound does not give anything as K. > 0 must be in the stationary case. 
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