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We review and compare the Born-Huang and the Lemaitre-Maloney’s theories that lead to analyt-
ical expressions for elastic constants, accounting for affine and nonaffine deformations in a lattice.
The Born-Huang method is based on Helmholtz energy while the Lemaitre-Maloney’s formalism
focus on Gibbs force. Although starting from different perspectives, in the linear elastic limit, and
in equilibrium, elastic material constants must be the same in all these methods. This is explicitly
verified on examples of linear chains, and numerical simulation of a non-centrosymmetric crystal.
I. INTRODUCTION
It is manifest that elastic materials experience internal
resistance to the deformation caused by external forces.
They tend to return to original sizes and shapes when
the external influence is eliminated. The elasticity
of materials is generally described by a stress-strain
curve, which exhibits a characteristic linear region for
sufficiently small deformations. This linear regime is
vital for, e.g. elastic waves, and most elastic theories are
established in this linear regime. In a one-dimensional
rod, the simplest linear relation between stress and
strain is known as Hooke’s law; in three dimensions, the
general proportionality between stress and strain is a
4th-rank tensor of stiffness coefficient [1].
At zero temperature, once the relative initial positions
of atoms are known, it is then a simple task to add all
contributing interactions to elastic constants for homo-
geneous (affine) deformations. The resultant elastic con-
stans are often called affine. When the two assumptions,
zero temperature and homogeneous displacements, are
not valid, one needs to develop a more complicated the-
ory of nonaffinity (local, inhomogeneous). Early works
focus on thermal effects on elasticity in crystals [2, 3].
In recent decades, athermal systems, like granular ma-
terials or foams, raise a lot of attention, investigating
corrections to the affine elasticity [4–8]. In other words,
even at zero temperature, particles (atoms) do not al-
ways follow homogeneous displacement fields. They in-
stead attempt to minimize the potential energy of the
system, and in some cases, this requires additional local
nonaffine displacements, no matter how small deforma-
tion the system is strained to. The nonaffine correction
to the elastic constants can be prominent, which has been
found in simulation of a non-centrosymmetry lattice [9].
The formal expressions for the nonaffine corrections were
systematically developed by Lemaitre and Maloney (LM)
via studying the (Gibbs) force acting on each particle in
the system [10]. Through performing normal mode de-
composition, their analysis relates nonaffine corrections
∗ emt1000@cam.ac.uk
to the correlator of a fluctuating force field, which can be
extended to the viscoelastic dynamical response of the
system.
Prior to LM, the linear elastic constants were stud-
ied in detail in Born and Huang’s (BH’s) work. The
most familiar BH results are for the basic affine elas-
tic constants, although they have actually discussed the
nonffine deformation case in great detail (but not yet de-
rived complete analytical expressions for nonaffine cor-
rections) [11]. However, reviewing the BH theory, and
comparing it with LM formalism, we find that they actu-
ally attack the elasticity problem from two complemen-
tary angles: LM formalism works by identifying the local
nonaffine forces, while BH approaches are based on lo-
cal nonaffine displacements (Helmholtz), which are con-
jugate to each other. Last but not least, in long-range
(short wavelength) regime, the vibrational lattice wave
from collective motions are entangled with the elastic
wave propagating inside the lattice, which provides an
additional path to elastic constants.
This paper is organised as follows: Section II reviews
three approaches to elastic constants, including their in-
terpretations of both affine and nonaffine contributions.
Section III begins with clarifying the link between Gibbs
and Helmholtz’s interpretations, with supporting exam-
ples of 1D linear lattices and a non-centrosymmetric crys-
tal, where we compare in detail ways of calculating elas-
tic constants. Finally, in Section IV, we draw our con-
clusions and give an insight of practical applications of
these methods.
II. REVIEW OF DIFFERENT APPROACHES
TO ELASTIC CONSTANTS
A. BH: elastic constants for non-ionic crystals
We take into account homogeneous deformation in a
small neighborhood of R0:
sµ(R0 + δR) = sµ(R0) +
∑
ν
∂sµ
∂Rν
δRν (1)
The first term on the RHS represents the translation of
the small region as a whole while the last term is the
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2elastic deformation. In lattice, particle (nucleus) I lies in
cell l has displacement sµI (l). Eq. (1) is then equivalent
to
sµI (l) = s
µ
I +
∑
ν
∂sµ
∂Rν
RνI (l) (2)
where sµI is the additional displacement all particles of
each type has to elastic deformation. From this, we have
sµJ(l
′) − sµI (0) = sµJ − sµI +
∑
ν(∂s
µ/∂Rν)RνIJ(l
′). By
RνIJ(l
′), we mean RνJ(l
′) − RνI (0). In general, there are
N particles in each cell and d is the dimension. As is
shown in Supplementary Information, upon assuming the
potential depends on the square of interparticle distance,
the change in energy in unit cell with volume va can be
written as
U =
1
2
∑
IJµν
{
I J
µ ν
}
sµI s
ν
J +
∑
Iµνξ
{
I νξ
µ
}
sµI
∂sν
∂Rξ
+
1
2
∑
µνξι
{µνξι} ∂s
µ
∂Rν
∂sξ
∂Rι{
I J
µ ν
}
=
2
va
{
δIJδµν
∑
l′K
[V ′]RIK(l′) − δµν
∑
l′
[V ′]RIJ (l′) + 2δIJ
∑
l′K
[V ′′RµRν ]RIK(l′) − 2
∑
l′
[V ′′RµRν ]RIJ (l′)
}
{
I νξ
µ
}
= − 4
va
∑
l′J
[V ′′RµRνRξ]RIJ (l′);
{µνξι} = 2
va
∑
l′JI
[V ′′RµRνRξRι]RIJ (l′) (3)
Denoting (external) symmetric strain η by
ηµν = ηνµ =
1
2
(
∂sµ
∂Rν
+
∂sν
∂Rµ
)
(4)
The energy density U is rewritten as
U =
1
2
∑
IJµν
{
I J
µ ν
}
sµI s
ν
J +
∑
Iµνξ
{
I νξ
µ
}
sµI ηνξ
+
1
2
∑
µνξι
{µνξι}ηµνηξι (5)
Physically, sµI is known as (internal) nonaffine displace-
ment such that the energy density becomes minimum for
the given external elastic strain components ηµν . That
is
0 =
∂U
∂sµI
=
∑
Jν
{
I J
µ ν
}
sνJ +
∑
νξ
{
I νξ
µ
}
ηνξ (6)
which gives (N − 1)d independent equations. The so-
lutions sµI (η) of these mechanical equilibrium conditions
are, in fact, the nonaffine displacements. Since the en-
ergy density depends only on the differences between the
different sI . Without loss of generality, we can let s1 = 0.
When the internal displacements are eliminated, the en-
ergy density becomes a quadratic expression in η, whose
coefficient {µνξι} will receive a correction after solving
for sI , which we write as {µνξι}′. The detailed analy-
sis of resultant correction to elastic constant is shown in
section III. We define stress as
σµξ =
∑
νι
Cµξνιηνι ≡
∑
νι
{µξνι}′ηνι. (7)
The stress tensor σµξ represents the µ-component of the
force exerted on the medium which is on the negative of
a unit surface normal to the ξ-direction. Thus, its diver-
gence is the force per unit volume. The local equation of
motion is then expressed as, taking mass density ρ,
ρs¨µ =
∑
ξ
∂σµξ
∂Rξ
=
∑
νξι
Cµξνι
∂2sν
∂Rξ∂Rι
(8)
To solve this, we try the elastic wave form with an am-
plitude vector eµ(q):
sµ(R, t) = eµ(q)eiq·R−iωt
⇒ ρω2eµ(q) =
∑
ν
∑
ξι
Cµξνιq
ξqι
 eν(q) (9)
B. long-ranged acoustic lattice waves from
collective-modes
The review of properties in lattice system and de-
tailed derivation is provided in Supplementary Informa-
tion. Now we assume particle I carries mass mI and
denote ΦµI (l) = (∂U/∂sµI (l))R0 and the Hessian matrix
HµνIJ (ll
′) =
(
∂2U/∂sµI (l)∂sνJ(l′)
)
R0
. Here, U is the toal
potential energy, directly related to the energy density
3used before, U = U · V where V is the volume of the
whole system. Physically, −ΦµI (l) is the force on (l, I) in
the configuration R0 while −HµνIJ (ll′) is, to the 1st order
of accuracy, the µ-component of the force on (l, I) due to
the displacement of (l′, J) along ν-direction.
It can be shown that upon assuming harmonic approx-
imation, when the position of nucleus changes from RµI (l)
to RµI (l) + s
µ
I (l), it obeys the equation of motion:
mI s¨
µ
I (l) = −
∑
l′Jν
HµνIJ (ll
′)sνJ(l
′). (10)
We look for wave solutions that sµI (l) =
eµI e
iq·RI(l)−iωt/
√
mI where q is an arbitrary vector
in the reciprocal space (|q| is wave number). Substitut-
ing the ansatz into (10) gives
ω2(q, j)eµI (q, j) =
∑
Jν
DµνIJ (q)e
ν
J(q, j), j = 1, 2, ..., Nd.
(11)
with the dynamical matrix defined as
DµνIJ (q) =
1
(mImJ)1/2
∑
l′
HµνIJ e
−iq·RIJ (l−l′). (12)
Depending on each q, there exists Nd solutions. It is
clear to see the symmetric properties of the dynamical
matrix:
DµνIJ (q)
∗ = DνµJI (q) = D
µν
IJ (−q). (13)
We consider perturbation in the wavevector from q = 0
along one of 1D acoustic branches. For small number ,
we have:
DµνIJ (q) = [D
µν
IJ ]
(0) + i
∑
ξ
[Dµν,ξIJ ]
(1)qξ
+
2
2
∑
ξι
[Dµν,ξιIJ ]
(2)qξqι + ... (14)
ω(q, j) = ω(1)(0, j) +
2
2
ω(2)(0, j) + ... (15)
eµI (q, j) = [e
µ
I (0, j)]
(0) + ieµI (0, j)]
(1) +
2
2
[eµI (0, j)]
(2) + ...
(16)
Note that we use  to highlight that the perturbation
means the expansion of small amplitudes in q. Substi-
tuting Eqs. (14,15,16) into Eq. (11) and for each order
of , we have
0 : 0 =
∑
Jν
[DµνIJ ]
(0)[eνJ(0, j)]
(0) (17)
1 : 0 =
∑
Jνξ
[Dµν,ξIJ ]
(1)qξ[eνJ(0, j)]
(0) +
∑
Jν
[DµνIJ ]
(0)[eνJ(0, j)]
(1)
(18)
2 : [ω(1)(0, j)]2[eµI (0, j)]
(0) =
1
2
∑
Jνξι
[DµνξιIJ ]
(2)qξqι[eνJ(0, j)]
(0)
−
∑
Jνξ
[Dµν,ξIJ ]
(1)qξ[eνJ(0, j)]
(1) +
1
2
∑
Jν
[DµνIJ ]
(0)[eνJ(0, j)]
(2)
(19)
The LHS in Eqs. (17,18) are set to zero because the
acoustic mode vanishes at zero frequency. For the 0th
order, the solution is obvious because of the specific sym-
metric properties of matrix DµνIJ , listed in the Eq. (11)
in Supplementary Information. We have [eµI (0, j)]
(0) =√
mIu
µ(j) for arbitrary uµ(j). In the linear order result,
Eq. (18) can be written as
∑
Jν
[DµνIJ ]
(0)[eνJ(0, j)]
(1) = −
∑
Jνξ
[Dµν,ξIJ ]
(1)qξ[eνJ(0, j)]
(0).
(20)
Also using properties (Eq. (11)) in Supplementary In-
formation, we find the equation vanishes by multiplying∑
I
√
mI on both sides, which reduces to (N − 1) inde-
pendent equations for unknown [eνJ(0, j)]
(0). In this case,
the symmetric matrix [DµνIJ ]
(0) is (N−1)d×(N−1)d and
its inverse ΓµνIJ is also symmetric. Without loss of gen-
erality, we can let [eµ0 (0, j)] = 0, µ = 1, ..., d and extend
ΓµνIJ , I, J 6= 0 to Nd×Nd by letting ΓµνIJ = 0 if I or J = 0.
Then
[eµK(0, j)]
(1) = −
n−1∑
I=1
∑
α
ΓµαKI
n−1∑
J=0
∑
νξ
√
mJ [D
µν,ξ
IJ ]
(1)qξuν(j)
= −
∑
Jα
ΓµαIJ
∑
Iνξ
√
mI [D
αν,ξ
JI ]
(1)qξuµ(j)
(21)
Given the solutions of 0th and 1st order, we have for the
2nd order Eq. (19) to be written as:
1
2
∑
Jν
[DµνIJ ]
(0)[eνJ(0, j)]
(2) = [ω(1)(0, j)]2
√
mIu
µ(j)
− 1
2
∑
Jνξι
√
mJ [D
µν,ξι
IJ ]
(2)qξqιuν(j)
−
∑
Jαξ
[Dµα,ξIJ ]
(1)qξ
∑
Kβ
ΓαβIJ
∑
Lνι
[Dβν,ιKL ]
(1)√mLqιuν(j)
(22)
We can still use the properties of the matrix DµνIJ as be-
fore, resulting in that after multiplying
∑
I
√
mI on both
sides, the LHS of Eq. (22) vanishes. After this operation,
we are left with (divided by the volume of unit cell va):
4(∑
I mI
va
)
[ω(1)(0, j)]2uµ(j) =
∑
ν
∑
ξι
[µν, ξι]qξqι +
∑
ξι
(µν, ξι)qξqι
uν(j), (23)
where the matrix coefficients in the RHS are
[µν, ξι] =
1
2va
∑
IJ
√
mImJ [D
µν,ξι
IJ ]
(2) = [νµ, ξι] = [µν, ιξ]
(µξ, νι) =
−1
va
∑
IJαβ
ΓαβIJ
(∑
K
[Dαµ,ξIK ]
(1)√mK
)(∑
L
[Dβν,ιJL ]
(1)√mL
)
= (ξµ, νι) = (νι, ξµ) (24)
Comparing Eqs. (9) and (23), we finally obtain the
relation defining the matrix elements of the elastic coef-
ficients:∑
ξι
Cµξνιq
ξqι =
∑
ξι
{[µν, ξι] + (µξ, νι)}qξqι
⇒ Cµξνι + Cµινξ = 2[µν, ξι] + (µξ, νι) + (µι, νξ) (25)
E.q (25) connects the dynamical matrix and the elastic
constants. In case the lattice has a centre of symmetry,
two terms labeled as (, ) vanish.
C. the LM formalism
Nonaffine lattice dynamics has been studied systemat-
ically in the LM formalism, which is applicable to either
amorphous materials or crystals. In its framework, the
response to external strain is called affine if the inter-
particle displacements are just the old positions trans-
formed by the macroscopic strain tensor. In a disor-
dered, or a non-centrosymmetric lattice where local in-
version symmetry is absent, the situation becomes differ-
ent since forces from surrounding environment acting on
every particle no longer cancel by symmetry. However,
they have to be relaxed with additional particle displace-
ments such that the whole system remains in mechanical
equilibrium at every step in the deformation, as shown
in [12], and these additional atomic displacements are
called nonaffine displacements.
In language of elasticity, particles are assumed to lie
in a unit cell described by three Bravais vectors h =
(a,b, c). Thus, the interaction potential depends on both
RµI and h, U = U(RµI , h) and any vector R is mapped
onto a cubic reference cell: R = hw, wν ∈ [−0.5, 0.5].
We use the unit cell as it is prior to deformation as the
reference frame h˚ and denote the deformed cell by h.
When the tagged particle undergoes a displacement to
the position RµI , the process can be understood to con-
sist of two steps: initially, we have RI = F R˚I where
F = h˚h
−1
is the deformation gradient tensor. F de-
scribes an affine transformation of the unit cell whereas
R˚I remains unchanged. I further introduce the Cauchy-
Green strain tensor η = (FTF − I)/2 to describe the de-
formations, as desceibed in [13–15]. In the linear regime
of elasticity, the tensor ηµν is the same as the classical
strain tensor, as defined in Eq. (4). The potential en-
ergy can be written either in the reference frame, or in
the deformed frame, U˚({R˚µI }, η) ≡ U({RµI }, F ). Thus, in
the reference frame {R˚µI }, changing η means the response
to affine strain of the whole system; the following change
in the reference configuration {R˚µI } corresponds to ad-
ditional nonaffine displacements. In other words, in the
second step of the process, particles perform non-affine
displacements by relaxing to their nearest equilibrium
position {RµI }, while the shape of cell, h (and hence F ),
remains unchanged. Those new coordinates are generally
different from the affine positions derived by the reference
coordinates, {RI} 6= {F R˚I}. For small deformations the
non-affine equilibrium positions of the particles are a con-
tinuous function of h : {RµI } = {RµI (h)}.
When the linear strain is applied slow enough, the de-
formation can be regarded as static and mechanical equi-
librium is valied at any stage. I can expand the force act-
ing on an indicidual particle I, fµI = −∂U˚/∂R˚µI , in terms
of the components of the strain tensor η and {RI}, as
down in [10, 16]:
δfµI =
∑
Jν
∂2U˚
∂R˚µI ∂R˚
ν
J
δR˚νJ +
∂2U˚
∂RµI ∂ηξι
δηξι = 0. (26)
This is equivalent to the Nd linear system of equations
for the nonaffine displacements δR˚µI :∑
Jν
HµνIJ δR˚
ν
J = −ΞµI,ξιδηξι, (27)
where the Hessian matrix HµνIJ and the affine force field
ΞµI,ξι are defined as:
HµνIJ =
∂2U˚
∂R˚µI ∂R˚
ν
J
, ΞµI,ξι = −
∂2U˚
∂R˚µI ∂ηξι
. (28)
5Assuming pairwise interaction, it is easy to see the Hes-
sian matrix is real and symmetric. Hence, it can be di-
agonalised as H = PΛPT where Λ is the diagonal ma-
trix consisting of eigenvalues of H, and P is the orthog-
onal matrix with (PPT = PTP = I) whose columns are
made of corresponding normalised eigenvectors. Denot-
ing δ ~ˆR ≡ PT δ ~R, I have, from transforming Eq. (27)
Λδ ~ˆR = −PT ~Ξδηξι. (29)
Here, vectors originally written in d-dimensional space
transformed to Nd-vectors labeled by an arrow above
the symbol. Because of translation invariance, the
Hessian matrix contains d zero eigenvalues, so Λ =
diag{0, ..., 0, λd+1, ..., λNd} where I assume the ordering
in eigenvalues without loss of generality. This means,
only δRˆj , j = d+ 1, ..., Nd can be solved:

δRˆd+1
.
.
.
δRˆNd
 = −

~ed+1·Ξξι
λd+1
.
.
.
~eNd·Ξξι
λNd
 (30)
where ~ej , j = 1, ..., Nd are orthonormal eigenvectors
of the Hessian matrix. Transferring back to δRj , j =
1, ..., Nd, I obtain
δRj
δηξι
= −
d∑
i=1
eijδRˆi −
Nd∑
i=d+1
eij
(~ei · ~Ξξι)
λi
. (31)
Here, eij is the (i, j) element of P and δRˆi, i = 1, ..., d are
unknown. The elastic constant is defined as the second
derivative of potential energy U˚ with respect to the strain
tensor per unit volume: Cµνξι = (D2U˚/DηµνDηξι)/V˚ .
The material derivative is denoted as D. Because of
mechanical equilibrium, it is easy to verify DU˚/Dη =
∂U˚/∂η. Then the elastic modulus is calculated as
Cµνξι =
1
V˚
D2U˚
DηµνDηξι
=
1
V˚
(
∂2U˚
∂ηµν∂ηξι
+
∑
Iκ
∂2U˚
∂R˚κI ∂ηµν
· DR˚
κ
I
Dηξι
)
=
1
V˚
∂2U˚
∂ηµν∂ηξι
+
1
V˚
∑
Iκ
ΞκI,µν
DR˚κI
Dηξι
≡ CAµνξι + CNAµνξι. (32)
Using Eq. (31), we write the nonaffine elasticity, CNAµνξι,
as
CNAµνξι =
1
V˚
Nd∑
j=1
Ξj,µν
δRj
δηξι
=
1
V˚
Nd∑
j=1
Ξj,µν
(
−
d∑
i=1
eijδRˆi −
Nd∑
i=d+1
eij
~ei · ~Ξξι
λi
)
= − 1
V˚
d∑
i=1
(~ei · ~Ξµν)δRˆi − 1
V˚
Nd∑
i=d+1
(~ei · ~Ξµν)(~ei · ~Ξξι)
λi
(33)
As for the inner product in the 1st term on the RHS, since
the eigenvector ~ei, i = 1, ..., d corresponds to zero eigen-
value, they have the form eij = 1/
√
N if j is a multiply
of i and eij = 0 otherwise, for j = 1, ..., Nd. Therefore,
~ei · ~Ξµν ∝
∑
I Ξ
i
I,µν . In this paper, we only consider
pariwise interaction in harmonic approximation, so from
Eq. (28) the affine force field ΞκI,µν can be expressed as
follows:
ΞκI,µν = −
∑
J
∂2U˚
∂R˚κIJ∂R˚
κ
IJ
∂R˚κIJ
∂ηµν
=
∑
J
[
(R˚IJsIJ − tIJ)nκIJnµIJnνIJ +
1
2
tIJ(δκµn
ν
IJ + δκνn
µ
IJ)
]
=
∑
J
(R˚IJsIJ − tIJ)nκIJnµIJnνIJ , (34)
with the orientation unit vector nµ, tension of a bond tIJ
and stiffness of the bond sIJ defined as
nµIJ =
R˚µIJ
R˚IJ
, tIJ =
∂U˚
∂R˚IJ
, sIJ =
∂2U˚
∂R˚2IJ
. (35)
Here, by R˚µIJ , we mean R˚
µ
IJ = R˚
µ
I − R˚µJ . To get the 2nd
equality in Eq. (34), we used the identity ∂R˚κIJ/∂ηµν =
(δκµR˚
ν
IJ +δκνR˚
µ
IJ). The 2nd term in square bracket van-
ishes because of the mechanical equilibrium condition.
Now it is clear that the first term in Eq. (33) vanishes
due to the inversion symmetry of nIJ , i.e. nIJ = −nJI .
Thus, the remaining (negative) nonaffine elastic constant
can be written as
CNAµνξι = −
1
V˚
Nd∑
i=d+1
(~ei · ~Ξµν)(~ei · ~Ξξι)
λi
< 0 (36)
where contributions from zero eigenvalues are excluded
in the summation.
III. NONAFFINE ELASTICITY
We note that, in the BH method (see Eq. (5)) objects
like
{µνξι};
{
I J
µ ν
}
;
{
I νξ
µ
}
6are mathematically equivalent to affine elastic constant
CAµνξι, the Hessian matrixH
µν
IJ and affine force field Ξ
µ
I,νξ.
Therefore, when we take a derivative of Eq. (6) with
respective to the strain ηµν , we do recover Eq. (27).
Since the Hessian always has d zero eigenvalues and is
non-invertible. Rather than taking normal mode decom-
posing and simply ignore zero eigenmodes, one should
instead introduce reduced H˜µνIJ and Ξ˜
µ
I,ξι by deleting, say
the first d rows and columns in HµνIJ and first d elements
in ΞµI,ξι, respectively. The reduced H˜
µν
IJ is symmetric
and invertible (see details in Supplementary Informa-
tion). Thus, the energy density becomes
U =
1
2
∑
IJµν
H˜µνIJ s
µ
I s
ν
J +
∑
Iµνξ
Ξ˜µI,νξs
µ
I ηνξ +
1
2
CAµνξιηµνηξι
(37)
which takes minimum when
0 =
∑
Jν
H˜µνIJ s
ν
J +
∑
ξι
Ξ˜µI,ξιηξι. (38)
Solving the minimization condition for nonaffine dis-
placements sνJ , and substituting back to Eq. (37), gives
the nonaffine correction to affine elastic constant
Cµνξι = C
A
µνξι − CNAµνξι
≡ 1
V
∂2U
∂ηµν∂ηξι
− 1
V
∑
IJκχ
Ξ˜κI,µν(H˜
κχ
IJ )
−1Ξ˜χJ,ξι (39)
Compare CNA in Eq. (39) with the nonaffine correction
in LM’s method, Eq. (36), we remark these two objects
will surprisingly produce the same results, although
they have different mathematical expressions. We name
the way to get elastic constants via the reduced Hessian
matrix and reduced affine force field as ”the method of
reduced fields”.
In the following parts, we test all methods in previous
sections for some mechanical models. First of all, con-
sider the simplest elastic system, the 1D linear chains of
equal masses M connected by springs k, as shown in Fig.
(1a). In this case, the potential energy of a deformed
string is U = ∑n(R(n+ 1)−R(n))2(1 + η)2k/2 with the
Hessian matrix being simply a number: H = 2k. If we
want to preserve the lattice periodicity in the disordered
state, then there cannot have nonaffine displacements.
The elastic modulus, in all three methods, is C = ak.
A. 1D linear chain with two masses in a cell
We consider 1D linear chain with two masses connected
via springs with the same spring constant k but different
original lengths (see Fig. (1b)). The size of each cell is a,
within which the original length of spring between masses
M and m is x and y = a− x is the original length of the
spring across the cell. We firstly refer to the BH method
(a) 1D linear chain with one mass in each unit cell.
(b) 1D linear chain with two masses in each unit cell.
FIG. 1: Sketch for the lattice examples studied in the
paper.
in section II.A. After the deformation, positions of masses
move fromRI(n) toRI(n)+ηRI(n)+sI , I = 1, 2 where sI
are the additional displacements each mass has to elastic
deformation. The potential energy then takes the form
of a sum over cells: U = ∑n Vn with
Vn =
k
2
((1 + η)(R2(n)−R1(n)) + s2 − s1 − x)2
+
k
2
((1 + η)(R1(n+ 1)−R2(n)) + s1 − s2 − y)2 (40)
Note that the spring potentials in Vn reflect the external
strain η applied. The internal displacements s1,2 are such
that the change of potential energy becomes minimal.
Taking s1 = 0 gives
s2 =
1
2
[(1 + η)(R1(n) +R1(n+ 1)− 2R2(n)) + x− y]
(41)
Substituting s1,2 back to Vn and extracting the quadratic
term in η, we obtain
k
8
[
(R1(n+ 1)−R1(n))2 + (R1(n+ 1)−R1(n))2
]
η2
(42)
Since a is the size of repeated cell, the elastic constant
from this method is equal to C = ak/2.
To check the approach via collective-modes in Section
II.B, we assume the mechanical equilibrium condition
and the total potential energy is U = k∑n[(s1(n) −
s2(n))
2 +(s2(n)−s1(n+1))2]/2. The equation of motion
for each mass takes the form
Ms¨1(n) = −2k
[
s1(n)− s2(n) + s2(n− 1)
2
]
ms¨2(n) = −2k
[
s2(n)− s1(n) + s1(n− 1)
2
]
. (43)
To make it convenient for calculation, we let M = m and
use Eq. (23). The elastic constant can be calculated and
7gives the same form (see in Supplementary Information),
C = ak/2.
To test the LM formalism in Section II.C, we write
potential energy as U = ∑n Vn = k∑n[(R2(n)−R1(n)−
x)2+(R1(n+1)−R2(n)−y)2]/2. After putting the strain
η,
Vn(η) =
k
2
[(1 + η)(R2(n)−R1(n))− x]2
+
k
2
[(1 + η)(R1(n+ 1)−R2(n))− y]2 (44)
and
CA =
1
a
∂2Vn(η)
∂η2
=
k
a
(x2 + y2)
FR1(n)(η) = −
∂Vn(η)
∂R1(n)
= k[(1 + η)(R2(n)−R1(n))− x]
− k[(1 + η)(R1(n)−R2(n− 1))− y]
ΞR1(n) =
∂
∂η
FR1(n)(η) = k(x− y) (45)
And similarly,
FR2(n) = k[(1 + η)(R2(n)−R1(n)− x)]
+ k[(1 + η)(R1(n+ 1)−R2(n)− y)]
ΞR2(n) = k(y − x) (46)
Initial equilibrium condition requires FRn,1(0) and
FRn,2(0) are zero, so R2(n)−R1(n) = x,R1(n)−R2(n−
1) = y. The Hessian matrix is
H = k
(
2 −2
−2 2
)
, (47)
whose eigenvalues are λ1 = 0, λ2 = 4k, with the eigenvec-
tors corresponding to e1 = 1/
√
2(1, 1), e2 = 1/
√
2(1,−1).
From Eq. (32), we have
C = CA − 1
a
(Ξ · e2)2
λ2
=
ak
2
(48)
which is consistent with the BH results.
Last, we check if the reduced Hessian and affine force
field, as discussed in Eq. (39), can reproduce the correct
elastic constant. Deleting the first row and column in
H and the first element in Ξ, we obtain H˜ = 2k, Ξ˜ =
k(y − x). The nonaffine correction reads
1
a
Ξ˜H˜−1Ξ˜ =
k(y − x)2
2a
. (49)
With CA = (k/a)(x2 + y2), this again gives the correct
the elastic constant: C = ak/2.
B. Nonaffinity in non-centrosymmetric lattices
To gain a deeper insight into the original LM formal-
ism and the reduced field method proposed in the paper,
we choose a typical non-centrosymmetric lattice system,
α-quartz, as studied in [9]. The conventional unit cell, as
shown in Fig. 2, contains three molecules of SiO2. The
FIG. 2: Sketch for the unit cell of α-quartz. Si atoms
are in cyan, O atoms in red.
empirical potential is composed of a short-range Buck-
ingham potential plus long-range Coulombic interactions
between Si and O atoms [17–19]. In particular, the short-
range potential between atoms I and J is:
ΦshIJ(RIJ) =
{
AIJe
−RIJρIJ − CIJ
R6IJ
−
[
AIJe
−Rc,shρIJ − CIJ
R6c,sh
]}
×Θ(Rc,sh −RIJ), (50)
where Θ(R) is the Heaviside step function. The cut-off
distance is set to be Rc,sh = 10A˚ to obtain the best agree-
ment with experimental data [19]. For the Coulombic
part, the classical Ewald method was used [11, 20–22],
with the total electrostatic energy then made of three
contributions: short-range term in real space, a long-
range term in Fourier space and a self-interaction con-
stant:
E ≡ ESR + ELR + ESI
=
1
4pi0
1
2
∑
I 6=J
qIqJ
RIJ
erfc(
RIJ√
2σ
)
+
1
2V 0
∑
G6=0
exp(−σ2G2/2)
G2
|S(G)|2
− 1
4pi0
1√
2piσ
∑
I
q2I , (51)
where qI is the charge on atom I, erfc(z) = 1 −
2/
√
pi
∫ z
0
exp(t2)dt is the complementary error func-
tion, reciprocal lattice vectors are represented by G =
2pi[nx/Lx, ny/Ly, nz/Lz], and S(G) =
∑
J qJ exp(iG ·
8RJ) is the structure factor. The dimensions of the
simulation cell are labeled as Lx, Ly, Lz, which are as-
sumed periodic and orthogonal. The parameter σ is
the standard deviation of the Gaussian distribution. In
the literature, one may also find the use of parameter
α = 1/
√
2σ. The cut-off radius for the real space po-
tential is Rcut = 3.12/α = 10A˚ and a summation in
reciprocal space goes up to nµ,max = αLµ. Note that,
among these potential energies, the Si-Si longer-range in-
teraction is ignored, because the remaining parts already
provide the best agreement with experimental measure-
ments of elastic constants of α-quartz [19]. The simu-
lation in [9] uses a finite system with 1350 atoms in a
periodic orthogonal cell. The structure is relaxed at 0K
by energy minimization, followed by adapting the cell di-
mensions with a barostat to impose zero internal stress,
with equilibrium lattice constants obtained. Table I lists
Elast. Const. (GPa) Cxx Cyy Czz Cxy
Affine+Nonaffine(LM) [9] 90.5 90.6 107.0 41.6
Affine+Nonaffine(reduced fields) 90.5 90.6 107.0 41.6
TABLE I: Comparison in results of elastic constants
obtained from the LM formalism and the method of
reduced fields.
some elastic moduli calculated from the LM formalism,
Eq. (32) and from the method of reduced fields in Sec-
tion III, Eq. (39). It is clear that, the results are exactly
the same between two methods.
IV. CONCLUSION
In conclusion, having reviewed several approaches to
linear elastic constants, we find that in the BH frame-
work, nonaffine elasticity is essentially due to the lo-
cal additional (Helmholtz) displacements particles expe-
rience. In contrast, in the LM formalism, the affine fields
of local (Gibbs) forces arising from the break of inversion
symmetry are instead the cause of nonaffinity. The two
methods are equivalent, in the sense that the change of
potential energy under the linear strain is minimized, or
the mechanical equilibrium condition holds. We also em-
phasise that, the direct normal mode decomposition to
the Hessian matrix always contains zero modes. Taking
account to non-zero modes only would lead to the correct
nonaffine elasticity, which is the same as the result from
the reduced method of reduced fields. We thus point out
that, the scaling of nonaffine elasticity in [16, 23] should
be adjusted correspondingly. Our studies here focus on
the periodic lattice, but there is no difficulty for such an
analysis to be applied in disordered materials.
Moreover, only static (equilibrium) elasticity is consid-
ered in this paper. It would be of interest to check how
these methods are applied for visco-elastic responses.
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