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Abstract
Consider a completely asymmetric L%evy process X and let Z be X re#ected at 0 and at a¿ 0.
In applied probability (e.g. The Single Server Queue, 2nd Edition, North-Holland, Amsterdam,
1982) the process Z turns up in the study of the virtual waiting time in an M=G=1-queue with
9nite bu:er a or the water level in a 9nite dam of size a. We 9nd an expression for the resolvent
density of Z . We show Z is positive recurrent and determine the invariant measure. Using the
regenerative property of Z , we determine the asymptotic law of t−1
∫ t
0 f(Zs) ds for an appropriate
class of functions f. Finally, the long time average of the local time of Z in x∈ [0; a] is studied.
c© 2003 Elsevier B.V. All rights reserved.
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0. Introduction
Consider the following model for the water level in a dam. Initially, the water level
in the dam is X0¿ 0. At random times T1; T2; : : : ; for which the interarrival times
Ti − Ti−1 (for i¿ 1; T0 = 0) are independent and exponentially distributed with mean
−1, an amount of water U1; U2; : : : #ows into the dam, where the Ui form a sequence
of positive independent random variables with distribution function F . The water leaves
the dam at constant rate one. If the dam is of in9nite depth, the water level at time t
is given by Yt = Xt − inf 06s6t Xs ∧ 0, where X = (Xt; t¿ 0) is a compound Poisson
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process minus a unit drift
Xt =
Nt∑
i=1
Ui − t (1)
with N=(Nt; t¿ 0) is a Poisson process with intensity ¿ 0, which is independent of
the Ui. See Asmussen (1989a), Borovkov (1976), and Prabhu (1997) for background
on these class of models. Now we adapt this model by supposing the dam has a 9nite
size a¿ 0: The amount of water over#owing the level a is then immediately lost.
Denote the water level in this 9nite dam by Z . See Section 2.1 for a precise de9nition.
Note that Z can also be interpreted as the workload of an M ()=G=1-queue with 9nite
bu:er size a and service time distribution F . For this process Z , several questions may
emerge: What is the stationary distribution of Z and what about the convergence to
stationarity? Can we 9nd an expression for the over#ow probability or the part of the
time the dam is empty in stationarity? What about the law of long time averages of
functions of Zt?
In the literature (e.g. Cohen (1982) and more recently Zwart (2000)) this model
for a 9nite dam has been considered before. In this paper, however, we will follow
a di:erent approach by studying Z from the point of view of L%evy processes without
negative jumps. A L%evy process X is a real-valued random process with stationary
and independent increments. Clearly, processes of the form (1) are a subclass of this
bigger class. We construct the corresponding process Z for this bigger class of L%evy
processes X (Section 2.1), study its ergodic properties and provide the answers of
the questions in the previous paragraph. In Section 2.2, we use regenerative process
theory in conjunction with the speci9c form of the resolvent measure of Z (found in
Section 2.1) to show that Z is 0-positive in the classi9cation of Tuominen and Tweedie
(1979), identify its 0-invariant measure and 9nd that the transition probabilities of Z
weakly converge to the invariant measure. Moreover, using the R-theory of irreducible
Markov chains developed by Tuominen and Tweedie, we show this convergence to
hold in total variation if the transition probabilities of X are absolutely continuous
with respect to the Lebesgue measure. Finally, in Section 2.3 the asymptotic law of
some time averages and the long time average of the local time in x∈ [0; a] of Z are
determined.
1. Preliminaries
1.1. Setting
In this section we set some notation and review standard results on spectrally positive
L%evy processes. For more background, we refer to Bingham (1975) or Bertoin (1996b),
Chapter VII.
Let X={Xt; t¿ 0} be a L%evy process without negative jumps de9ned on (;F;F=
{Ft}t¿0;P), a 9ltered probability space which satis9es the usual conditions. For all
x the measure Px will denote the translation of P under which X0 = x. To avoid
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trivialities, we exclude the case where X has monotone paths. Since X has no negative
jumps, the moment generating function E[e−Xt ] exists for all ¿ 0 and is given by
E[exp(−Xt)] = exp(t ()) (2)
for some function  () which is well de9ned at least on the positive half axis, where
it is convex with the property lim→∞  ()=+∞. Let (0) denote its largest root. On
[(0);∞) the function  is strictly increasing and we denote its right inverse function
by  : [0;∞)→ [(0);∞). It is well known, that the asymptotic behaviour of X can
be determined from the sign of  ′+(0), the right derivative of  in zero. Indeed, X
drifts to ∞, oscillates or drifts to −∞ according to whether  ′+(0) is negative, zero or
positive.
Denote by I and S the in9mum and the supremum of X , respectively, that is, It =
inf 06s6t (Xt∧0) and St=sup06s6t (Xt∨0) where we used the notations c∨0=max{c; 0}
and c ∧ 0 = min{c; 0}. By Y = X − I and Yˆ = Xˆ − Iˆ = S − X we denote the L%evy
process X re#ected at its past in9mum I and at its past supremum S, respectively. For
X and Xˆ =−X the 9rst entrance time of (a;∞) are denoted by Ta; Tˆ a, respectively,
Ta = inf{t¿ 0: Xt ¿a}; Tˆ a = inf{t¿ 0: − Xt ¿a}:
Similarly, a and ˆa represent the 9rst entrance time of (a;∞) for Y and Yˆ respectively.
We will use 0[ˆ0] to stand for the 9rst time Y [Yˆ ] hits 0.
1.2. Scale functions and exit problems
As in e.g. Bertoin (1997), Avram et al. (2001), and Pistorius (2002), a crucial role
will be played by the function W (q) which is closely connected to the two-sided exit
problem. We give a de9nition and review some of its properties.
Denition 1. For q¿ 0, the q-scale function W (q) : (−∞;∞) → [0;∞) is the unique
function whose restriction to [0;∞) is continuous with Laplace transform∫ ∞
0
e−xW (q)(x) dx = ( ()− q)−1; ¿(q)
and is de9ned to be identically zero for x¡ 0.
By taking q = 0 we get the 0-scale function which is usually called just “the scale
function” in the literature. It is well known that W=W (0) is right and left di:erentiable
and increasing on (0;∞). We write W ′±(x) to denote the right and left derivative of
W in x, respectively. The values of W in 0 and in9nity are related to two global
properties of X . Indeed, W (0) = lim→∞ = () is zero precisely if X has unbounded
variation. Secondly, W (∞)=limx→∞W (x) is 9nite precisely if X drifts to −∞, which
follows from a Tauberian theorem in conjunction with the earlier mentioned fact that
 ′+(0)¿ 0 if and only if X drifts to −∞.
134 M.R. Pistorius / Stochastic Processes and their Applications 107 (2003) 131–143
For every 9xed x¿ 0, we can extend the mapping q 	→ W (q)(x) to the complex
plane by the identity
W (q)(x) =
∑
k¿0
qkW?k+1(x); (3)
where W?k denoted the kth convolution power of W =W (0). The convergence of this
series is plain from the inequality
W?k+1(x)6 xkW (x)k+1=k!; x¿ 0; k ∈N;
which follows from the monotonicity of W . From expansion (3) we 9nd that on (0;∞)
also W (q)(·) is increasing and right and left di:erentiable. If X has unbounded variation
or has a L%evy measure that is absolutely continuous with respect to the Lebesgue
measure, W (q) restricted to (0;∞) is continuously di:erentiable (see Lambert, 2000).
The function W (q) plays a key role in the solution of the two-sided exit problem
as shown by the following identity for x∈ [0; a], (e.g. Bertoin (1997) and references
therein)
Ex[exp(−qTˆ 0)I(Tˆ 0 ¡Ta)] =W (q)(a− x)=W (q)(a); (4)
where I(A) is the indicator of the event A.
We recall the de9nition, given in Avram et al. (2001) and Pistorius (2002), of the
function Z (q), which is a close relative of W (q).
Denition 2. The adjoint q-scale function Z (q) is de9ned by
Z (q)(x) = 1 + q
∫ x
0
W (q)(z) dz: (5)
Indeed, as shown in Pistorius (2002), the Laplace transform of the 9rst entrance
time of (a;∞) for Yˆ can be expressed in terms of the function Z (q) as follows:
E−x[exp(−qˆa)] = Z (q)(x)=Z (q)(a); x∈ [0; a];
where under P−x the process X starts in X0 =−x and hence Yˆ starts in Yˆ 0 = x. The
re#ected L%evy process Y = X − I killed upon exiting [0; a] has the strong Markov
property; denote its transition probabilities and q-resolvent measure by (Pt; t¿ 0) and
Uq(x; ·), respectively. Similarly, (Pˆt ; t¿ 0) and Uˆ q(x; ·) denote the transition proba-
bilities and q-resolvent measure of Yˆ killed at the 9rst exit of [0; a]. From Pistorius
(2002) we have the following expressions for the resolvent measures Uq(x; ·); Uˆ q(x; ·)
Uˆ q(x; dy) = (Z (q)(x)W (q)(a− y)=Z (q)(a)−W (q)(x − y)) dy; (6)
Uq(x; dy) =W (q)(a− x)W (q)( dy)=W (q)+ ′(a)−W (q)(y − x) dy; (7)
where x; y∈ [0; a] and W (q)(dy) denotes the Stieltjes measure associated to W (q) with
mass W (q)(0) in zero. Note that W (q)(dy) and W (0)'0(dy) + W
(q)
+
′(y) dy (where '0
is the delta measure in zero) are versions of the same measure.
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1.3. Examples
1. A stable L%evy process X with index (∈ (1; 2] has as cumulant  () =  (;
Bertoin (1996a) showed that the Mittag–LeSer function plays an important role in
the two-sided exit problem for X . To be more precise, he found that q-scale and
adjoint q-scale function of X are respectively given by
W (q)(x) = (x(−1E′((qx
(); Z (q)(x) = E((qx();
where E( is the Mittag–LeSer function with parameter (
E((y) =
∞∑
n= 0
yn
+(1 + (n)
; y∈R: (8)
In the case that (= 2, the process X=
√
2 is a Brownian motion and W (q); Z (q) reduce
to
W (q)(x) = q−1=2 sinh(x
√
q); Z (q)(x) = cosh(x
√
q): (9)
Replacing (x; q) by (2x; q=2) in (9), we 9nd W (q); Z (q) for a standard Brownian motion.
2. Let Xt = Jt − -t where J is a compound Poisson process where the jump distri-
bution F is of phase type (m; ;T) (see Asmussen, 1989b; Asmussen, 1992)
1− F(x) =  exp(Tx)1; x¿ 0;
where 1 is a m-column vector of ones,  is a m-probability vector and T is a m times
m matrix with negative elements on the diagonal and non-negative ones o:-diagonal,
such that the row sums are non-positive. From Avram et al. (2002) we 9nd that the
q-scale function of X is given by
W (q)(x) = (exp((q)x)− ∗ exp((T + t∗)x)t)= ′((q));
where t=−T1; ∗= -((q)I−T)−1; ∗=∗((q)I−T)−1 and  ′((q))=-−∗t.
3. If Xt = Jt − -t is a standard Poisson process J minus a drift -¿ 0, it has as
cumulant  () = -+ e− − 1. The process X has as (0-)scale function
W (0)(x) =W (x) =
∑
n¿1
F?n(x)=-n;
where F = F?1 is the cumulative distribution function of a uniform([0; 1])-random
variable and F?n+1(x) =
∫
F?n(x − y) dF(y) for n¿ 1.
2. The doubly reected process
2.1. Construction and resolvent
We now show how to construct the path of a L%evy process which is re#ected at 0
and at the level a. This stochastic process moves, while it is in (0; a) as a L%evy process.
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Each time it attempts to cross 0 or a, it is “regulated” or “perturbed” to keep it inside
the interval [0; a]. Denote by D[0;∞) the space of cadlag functions ! : [0;∞) → R.
De9ne the map ga : D[0;∞)→ D[0;∞) piecewise by
ga(!)(t) =


(!(t) ∨ 0) ∧ a if !(y)∈ (0; a) (06y¡ t)
or t = 0;
(!(t)− inf s6y6t !(y)) ∧ a if ga(!)(s) = 0; ga(!)(y)¡a
(s¡y¡ t);
(a+ !(t)− sups6y6t !(y)) ∨ 0 if ga(!)(s) = a; ga(!)(y)¿ 0
(s¡y¡ t):
From the path ! of a L%evy process, the map ga constructs uniquely the path ga(!) of
a doubly re#ected L%evy process. For a spectrally positive L%evy process X , we denote
this pathwise constructed stochastic process by Z = {Zt = ga(X )(t); t¿ 0}. From the
construction, we see that the process Z satis9es the strong Markov property. Denote
its transition probabilities and q-resolvent respectively by P˜t(x; A) = Px(Zt ∈A) and
U˜ q(x; A) =
∫ ∞
0
e−qtP˜t(x; A) dt;
where A ⊆ [0; a] is a Borel set. Using the results from the previous section, we are
able to express the resolvent U˜ in terms of the scale functions W (q) and Z (q).
Theorem 1. For any x∈ [0; a], set u˜ q(x; 0) = Z (q)(a− x)W (q)(0)=qW (q)(a) and
u˜ q(x; y) =
Z (q)(a− x)W (q)+ ′(y)
qW (q)(a)
−W (q)(y − x); x; y∈ [0; a]; y = 0: (10)
Then u˜ q(x; 0)'0(dy) + uq(x; y) dy is a version of the measure U˜ q(x; dy).
Proof. Let x; y∈ [0; a] and write T ′x = inf{t¿ 0: Zt = x}. By 3(q) we denote an inde-
pendent exponential random variable with parameter q¿ 0. To compute the probability
Px(Z3(q) ∈ dy), we use the strong Markov property of Z to write
Px(Z3(q) ∈ dy) = Px(Z3(q) ∈ dy; 3(q)¡T ′a) + Ex[e−qT
′
a ]Pa(Z3(q) ∈ dy): (11)
From the construction of Z we see that {Zt; t ¡T ′a} has the same law as {Yt; t ¡ a}.
Invoking now (7), we 9nd that the 9rst probability and the Laplace transform on the
right-hand side of (11) are given by
q
W (q)(a− x)W (0)
W (q)+ ′(a)
'0(dy) + q
(
W (q)(a− x)W (q)+ ′(y)
W (q)+ ′(a)
−W (q)(y − x)
)
dy
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and Z (q)(a−x)−qW (q)(a)W (q)(a−x)=W (q)+ ′(a), respectively. For the second probability
on the right-hand side the strong Markov property implies that
Pa(Z3(q) ∈ dy) = Ea[e−qT ′x ]Px(Z3(q) ∈ dy) + Pa(Z3(q) ∈ dy; 3(q)¡T ′x)
=
Px(Z3(q) ∈ dy) + qW (q)(y − x) dy
Z (q)(a− x) − qW
(q)(y − a) dy; (12)
where in the second line we used that {a − Zt; Z0 = a; t ¡T ′x} has the same law as
{Yˆ t ; Yˆ 0 = 0; t ¡ ˆa−x} in conjunction with resolvent (6). Substituting everything yields
a linear equation for Px(Z3(q) ∈ dy), which has the stated expression as solution.
Restricting ourselves to L%evy processes without negative jumps that have absolutely
continuous transition probabilities,
P(Xt ∈ dx)dx for all t ¿ 0; (AC)
we can prove continuity in the time and space variable of the transition probabilities
(P˜t ; t¿ 0). It is known that (AC) holds whenever the Brownian coeUcient is positive
or when the mass of the absolutely continuous part of the L%evy measure is in9nite
(see Tucker, 1962). We use the standard notation P˜tf(x) =
∫
f(y)P˜t(x; dy).
Proposition 1. Let f be any Borel bounded function on [0; a]. Supposing (AC) holds,
we have:
(i) for every x∈ [0; a] the mapping t 	→ P˜tf(x) is continuous on (0;∞);
(ii) for every t ¿ 0 the mapping x 	→ P˜tf(x) is continuous on [0; a].
If a semi-group has property (ii), one says that it has the strong Feller property.
Proof. (i) Let f be a bounded Borel function on [0; a]. By the strong Markov property
as in (11) and by the fact that {Zt; t ¡T ′a} has the same law as {Yt; t ¡ a}, we 9nd
P˜tf(x) = Ptf(x) +
∫ t
0
P˜t−sf(a)Px(a ∈ ds); x∈ [0; a]: (13)
Under (AC), Proposition 6 (Pistorius, 2002) states that the 9rst term on the right-hand
side in (13) is continuous in t. Moreover, by Lemma 6 (Pistorius, 2002) the distribution
of a has no atoms, that is, Px(a = t) is zero for all x∈ [0; a] and t ¿ 0. Thus,
the measure Px(a ∈ ds) is continuous and therefore the convolution in t in (13) is
t-continuous (e.g. Hawkes, 1979).
(ii) We will use now decomposition (13) to prove the continuity of x 	→ P˜tf(x).
Invoking again Proposition 6 (Pistorius, 2002), we 9nd that Ptf is continuous on
[0; a]. In particular, by absence of atoms of the measure Px(a ∈ ds), we see that x 	→
Px(a ∈ ds) is continuous (in the sense of weak convergence of measures). Noting that
s 	→ P˜sf(a) is continuous and bounded, we conclude that the second term on the
right-hand side of (13) is also continuous in x and the proof is done.
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2.2. Ergodicity
We now turn our attention to the ergodic properties of the transition probabilities
(P˜t ; t¿ 0). The next theorem contains the results in that direction. For the terminology
in the theorem, we refer to Tuominen and Tweedie (1979).
Theorem 2. The following are true:
(i) P˜t is 0-recurrent and, more precisely, 0-positive;
(ii) The function 1 and measure 4˜a(dx) =W (dx)=W (a) are invariant for P˜t , that is
P˜t1 ≡ 1 and 4˜aP˜t = 4˜a for all t ¿ 0:
(iii) For every x∈ [0; a], we have
lim
t→∞ P˜
t(x; ·) = 4˜a(·); (14)
where the limit is in the sense of weak convergence.
(iv) Suppose in addition (AC) holds. Then, for every x∈ [0; a], the convergence in
(14) holds in total variation norm.
Example. If X is a Brownian motion with drift -, the invariant measure for Z is given
by 2-e−2-x dx=(1−e−2-a). For a stable process with index (∈ (1; 2], the corresponding
process Z has as invariant measure (( − 1)=a · (x=a)(−2 dx on [0; a]. In particular, if
X is a standard Brownian motion, we see that the invariant measure for Z is given
by the uniform measure on [0; a]. If X drifts to +∞, we recall that W (∞) is 9nite
and readily check that 4˜a(dx) weakly converges to 4˜∞(dx) = W (dx)=W (∞) as a
tends to in9nity. Since 4˜∞ is the invariant distribution of Y = X − I , we see that the
proportionality 4˜a(dx) = 4˜∞(dx)=4˜∞([0; a]) holds, an identity which is well known
in queueing theory (see Zwart (2000) and references therein).
Remark. Consider workload process Z of the M ()=G=1-queue with 9nite bu:er a as
described in the introduction. Let wn be the actual waiting time of the nth customer
in this queue. Then wn = Z(n)− , where (n) is the nth jump time of X in (1). By
the PASTA property (Poisson Arrivals See Time Averages, e.g. Asmussen (1989a,
Theorem 3.3)) (wn)n has the same stationary distribution as Z , namely W (dx)=W (a).
In particular, in stationarity an arriving customer is served immediately with probability
W (0)=W (a). Also, the probability pa that part of the work U o:ered by a customer
(entering the queue in its stationary regime Z∞) goes lost is given by
pa = P(Z∞ + U ¿a) =
∫ ∞
0
(
1− W (a− x)
W (a)
)
F(dx) =
1

· W
′
+(a)
W (a)
;
where the third equality follows by verifying that the functions a 	→ W ′+(a)= and
a 	→ ∫∞0 (W (a) − W (a − x))F(dx) are right-continuous and their Laplace transforms
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are both equal to
1

· −  ()
 ()
=
∫
(1− e−x)F(dx)= ():
Proof of Theorem 2. (i) and (ii) From the de9nition and the Markov property of the
process Z it follows that P˜ is 0-recurrent. Moreover, we note that P˜t1=1 and that the
invariant measure 4˜a can be directly identi9ed by letting q tend to zero in Theorem 1.
As the integral of the function 1 under 4˜a is 9nite, P˜t is 0-positive.
To prove (iii) we show that Z is a delayed regenerative process. The delay is the
time till Z reaches zero, the regeneration points are then the visits to zero which take
place after a visit to a. Denote by C the cycle length. Then we can verify that the
distribution of C is not concentrated on a lattice. Indeed, recalling that T ′c denotes the
9rst time Z hits the set {c}, we 9nd that
P0(C = t) =
∫ t
0
P0(T ′a = t − s)Pa(T ′0 ∈ ds);
which is zero by the fact that, under P0; T ′a and a have the same law and the
distribution of the latter has no atoms (Pistorius, 2002, Lemma 6). Moreover, C
has 9nite mean (see the forthcoming Lemma 1(i) for an explicit computation of
E[C]). Asmussen (1989a, Theorem V.1.2) then implies Px(Zt ∈A) → Pe(Z∞ ∈A) =
E[
∫ C
0 I(Zt ∈A) dt]=E[C]. By bounded convergence combined with the invariance of 4˜a,
we identify Pe(Z∞ ∈ ·) as 4˜a.
(iv) Assume now (AC) holds. Then the transition probabilities (P˜t ; t¿ 0) are
Lebesgue irreducible, since for any Lebesgue non-null Borel set A ⊆ [0; a] and for
any x∈ [0; a] the potential U˜ (x; A)∈ (0;∞] (which follows by letting q ↓ 0 in Theorem
1). By Proposition 1 in conjunction with Tuominen and Tweedie (1979, Theorem 1),
we can now invoke Tuominen and Tweedie (1979, Theorem 5) to conclude that (iv)
holds for 4˜a-a.e. x∈ [0; a]. Note that for any x∈ [0; a], the measure U˜ q(x; ·) is abso-
lutely continuous w.r.t. 4˜a. Proposition 1(i) implies that for all t ¿ 0 the same holds
for the measure P˜t(x; ·). Take now any x∈ [0; a] and let ‖ · ‖ denote the total variation
norm on [0; a] equipped with the Borel-:-algebra, then by the Markov property of Z
and the absolute continuity of P˜t(x; ·)
‖P˜t(x; ·)− 4˜a(·)‖6
∫ a
0
‖P˜t−s(y; ·)− 4˜a(·)‖P˜s(x; dy);
which converges to zero as t →∞ (by bounded convergence).
2.3. Long time averages
In the proof of Theorem 2 we used the fact that Z is a delayed regenerative process
where the delay is the time for Z to reach zero and the cycles are the 9rst visits to zero
after a visit to a. Since the cycles of Z are i.i.d., the theory of regenerative processes
enables us to derive a strong law of large numbers and a central limit theorem for
t−1
∫ t
0 f(Zs) ds as t →∞. For a proof we refer to Theorems 3.1 and 3.2 in Asmussen
(1989a). Recall we denote the cycle length by C.
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Proposition 2. (i) For all functions f on [0; a] which are non-negative or which satisfy
E[sup06t¡C |
∫ t
0 f(Zs) ds|]¡∞, it holds that
1
t
∫ t
0
f(Zs) ds → 4˜a(f) a:s: as t →∞:
(ii) If Var(
∫ C
0 f(Zs) ds)¡∞, the limiting distribution of(∫ t
0
f(Zs) ds− t4˜a(f)
)/√
t
is normal with mean 0 and variance :2=E0[C] where
:2 =Var(U ) + 4˜a(f)2Var(C)− 24˜a(f)Cov(U;C);
where U =
∫ C
0 f(Zs) ds and where Var[Cov] denotes the [co]variance under P0.
The variance :2=E0[C] can be expressed in terms of the scale function W and its
right-derivative, as shown in the following lemma.
Lemma 1. (i) For all a¿ 0; W ′+(a)¿ 0 and the mean of C and U are given by
E0[C] =W (a)2=W ′+(a) and E0[U ] =W (a)24˜a(f)=W ′+(a).
(ii) The expectations E0[C2]; E0[CU ] and E0[U 2] can be computed by integrating
functions 2; f(y) + f(z) and 2f(z)f(y), respectively, against the measure
E0
[∫
(0;∞)2
I(Zt ∈ dy; Zs ∈ dz; 0¡t¡s¡C) dt ds
]
=
W (a)W (a− y)
W ′+(a)2
W (dy)W (dz)− W (y)W (a− y)
W ′+(a)
W (dz) dy
+(W (z)−W (z − y)) W (a)
W ′+(a)
W (dy) dz:
Proof. (i) Recalling that E0[U ] = E0[C]4˜a(f), we concentrate on the computation
of the expectation of C. Note that the cycle length C has the same distribution as
(T ′0 ◦ T ′a ;P0), the 9rst time after T ′a that Z reaches the level zero. Furthermore, as in
the proof of Theorem 1 we see that T ′a and a have the same law under P0 and T ′0 has
under Pa the same law as ˆa under P0. Using the resolvents (6) and (7), one checks
that E0[ˆa]= VW (a) and Ea[0]=W (a)2=W ′+(a)− VW (a), where VW (x)=
∫ x
0 W (y) dy. Putting
all bits together leads to the stated result. Since W is increasing and right-di:erentiable,
it follows that W ′+(a)¿ 0 for all but countably many a¿ 0. Since Er[0]6 Es[0] for
r6 s, we then deduce W ′+(a)¿ 0 for all a¿ 0.
(ii) Let 3(q); 3(r) be two independent exponential random variables with parameters
q; r, respectively. Recall from the proof of Theorem 1 the de9nition of T ′x . Follow-
ing the same methodology as in the proof of Theorem 1, we split the probability
space according to whether 3(q); 3(r) are before or after T ′a and apply the Markov
property of Z . The equalities in law in the proof of Theorem 1 imply then that
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P(Z3(q) ∈ dy; Z3(r) ∈ dz; 3(q)¡3(r)¡C) is equal to the sum of the three terms
P(Z3(q)∧3(r) ∈ dy; 3(q)¡T ′a; 3(q)¡3(r))Py(Z3(r) ∈ dz; 3(r)¡T ′a)
= q(q+ r)−1P(Y3(q+r) ∈ dy; 3(q+ r)¡a)Py(Y3(r) ∈ dz; 3(r)¡a);
where we used P(3(q)¡3(r)) = q=(q+ r), and
P(Z3(q)∧3(r) ∈ dy; T ′a ¡3(q)¡T0 ◦ T ′a ; 3(q)¡3(r))Py(Z3(r) ∈ dz; 3(r)¡T ′0)
= q(q+ r)−1E[e−(q+r)a]P0(Yˆ 3(q+r) ∈ d(a− y); 3(q+ r)¡ˆa)
×Pa−y(Yˆ 3(r) ∈ d(a− z); 3(r)¡ˆa)
and 9nally
P(Z3(q)∧3(r) ∈ dy; 3(q)¡T ′a; 3(q)¡3(r))Py(Z3(r) ∈ dz; T ′a ¡3(r)¡T ′0 ◦ T ′a )
= q(q+ r)−1P(Y3(q+r) ∈ dy; 3(q+ r)¡a)Ey[e−(q+r)a]
×P0(Yˆ 3(r) ∈ d(a− z); 3(r)¡ˆa):
Substituting the expressions from resolvents (6) and (7) and letting q; r tend to zero,
we 9nd after some algebra the stated formula.
If X has bounded variation, we see from previous proposition, that Z spends on
average W (0)=W (a)¿ 0 part of the time in 0. In any x∈ (0; a] (and also in x = 0 if
X has unbounded variation) Z spends on average no time. Therefore we look at the
local time at x. De9ne the local time at x as an occupation density as follows:
Lxt = lim=↓0
1
2=
∫ t
0
1{|Zt−x|¡=} dt:
Then we have the following result:
Proposition 3. For x∈ (0; a) and y∈ [0; a] we have
lim
t→∞ Ey[L
x
t ]=t = c and limt→∞L
x
t =t = c Py-almost surely
where
c =
1
2
· W
′
+(x) +W
′
−(x)
W (a)
: (15)
For x=a (and for x=0 if X has unbounded variation) the proposition remains valid
if we set c =W ′−(a)=W (a) (and c =W
′
+(0)=W (a), respectively).
Proof. Following the same line of reasoning as in the 9rst lines of the proof of Bertoin
(1996b, Proposition V.5), we can prove
1
2=
∫ 3(q)
0
1{|Zt−x|¡=} dt → Lx3(q)
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in L2(P) as = ↓ 0. Hence, we note that if X has unbounded variation
Ey
[∫ ∞
0
e−qt dLxt
]
= lim
=↓0
1
2=
Ey
[∫ ∞
0
e−qt1{|Zt−x|¡=} dt
]
= lim
=↓0
1
2=
∫ x+=
x−=
u˜ q(y; z) dz = u˜ q(y; x);
where for the 9nal equality we used that x 	→ u˜ q(y; x) is continuous on (0; a) (see
(10) and recall that we have W (0)=0 and that W is continuously di:erentiable in this
case). By partial integration and Fubini’s theorem Ey[
∫∞
0 e
−qt dLxt ]=
∫∞
0 e
−qt dEy[Lxt ].
A Tauberian theorem (e.g. Bertoin, 1996b, p. 10) in conjunction with the form of
the density u˜ q(y; x) and the continuity in q of W (q)′ and Z (q) implies then that for
y∈ [0; a]
Ey[Lxt ]=t → W ′(x)=W (a) as t →∞: (16)
If X has bounded variation, W is not necessarily continuously di:erentiable and
W (0)¿ 0. However, it is not hard to verify that limit (16) remains valid if we replace
W ′(x) by (W ′+(x) +W
′
−(x))=2.
Denote by :xs = inf{t ¿ 0: Lxt ¿ s} the right-continuous inverse of Lx. Note that
(:xs ; s¿ 0) is a subordinator. Then we see that the process Lxt  de9ned by Lxt  =
inf{n∈N: :xn ¿ t} is a renewal process under Px (resp. delayed renewal process under
Py with y∈ [0; a]; y = x). A renewal theorem implies then that for y∈ [0; a]
Ey[Lxt ]=t → Ex[:x1]−1 as t →∞: (17)
Since Lxt −1¡Lxt 6 Lxt , convergence (17) continues to hold if we replace Lxt  by
Lxt . By comparing limits we see that Ex[:x1]
−1 is equal to (15).
Finally, by the strong law of large numbers combined with the independent incre-
ments property of :x we 9nd
lim
t→∞L
x
t =t = limt→∞ t=:
x
t = Ex[:x1]−1; Py-almost surely; y∈ [0; a];
which completes the proof.
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