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ON THE STRUCTURE OF C-ALGEBRAS THROUGH
ATOMICITY AND IF-THEN-ELSE
GAYATRI PANICKER, K. V. KRISHNA, AND PURANDAR BHADURI
Abstract. This paper introduces the notions of atoms and atomicity in C-
algebras and obtains a characterisation of atoms in the C-algebra of transfor-
mations. Further, this work presents some necessary conditions and sufficient
conditions for the atomicity of C-algebras and shows that the class of finite
atomic C-algebras is precisely that of finite adas. This paper also uses the
if-then-else action to study the structure of C-algebras and classify the ele-
ments of the C-algebra of transformations.
Introduction
The concept of atoms in Boolean algebras is extremely useful for achieving
a structural representation of Boolean algebras. When moving from two-valued
Boolean logic to one that is three-valued, there are multiple such logics available
depending on the interpretation of the third truth value, undefined (e.g., see [1],
[2], [3], [7], [9], [11]). The three-valued logic proposed by McCarthy in [14] mod-
els the short-circuit evaluation exhibited by programming languages that evaluate
expressions in sequential order, from left to right. In [6], Guzma´n and Squier gave
a complete axiomatization of McCarthy’s three-valued logic and called the corre-
sponding algebra a C-algebra, or the algebra of conditional logic. While studying
if-then-else algebras, Manes in [13] defined an ada (algebra of disjoint alter-
natives) which is essentially a C-algebra equipped with an oracle for the halting
problem. In this work, using the partial order defined by Chang in [4] for MV -
algebras, we adopt the notion of atoms in Boolean algebras to C-algebras in order
to study their structure and characterise the class of finite atomic C-algebras.
In order to address a problem posed by Jackson and Stokes in [8], present authors
introduced the notion of C-sets and studied axiomatization of if-then-else over
C-algebras in [15, 16]. Every C-algebra has an inbuilt if-then-else action using
which we introduce a notion of annihilators in a natural manner, which aid in
studying various structural properties of C-algebras.
The organisation of this paper is given as follows. In Section 1 we recall the
formal definitions of C-algebras and adas along with various results that will be
useful to us. In Section 2 we adopt the notion of atoms in Boolean algebras to
C-algebras to study structural properties of C-algebras. In Subsection 2.1 a partial
order is given on the C-algebraM , following which the notions of atoms and atomic
C-algebras are introduced. We also state some properties related to atomicity in
Subsection 2.2. On studying the C-algebra 3X , in Subsection 2.3 we obtain a
characterisation of all atoms in 3X (cf. Theorem 2.30), using which we establish
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that the C-algebra 3X for finite X is atomic (cf. Theorem 2.34). We introduce
the notion of M being globally closed in 3X , or g-closed in short, and observe
that such finite C-algebras are precisely 3X (cf. Theorem 2.42). Subsequently, we
present some necessary or sufficient conditions for the atomicity of C-algebras in
Section 2.5 (cf. Theorems 2.45, 2.46, 2.48). Finally in Section 2.6 we obtain a
characterisation of all finite atomic C-algebras and establish that they are precisely
adas (cf. Theorem 2.53).
We then recall the notion of a C-set and of closure operators in Section 3. In
Subsection 4.1 we introduce a notion of annihilators in C-algebras with T, F, U
through the if-then-else action. The notion of Galois connection yields a closure
operator in terms of annihilator, which in turn, yields closed sets. Further, in
Section 4.2 we characterise the closed sets in the C-algebra of transformations 3X .
Additionally, we show that the collection of closed sets in 3X forms a complete
Boolean algebra (cf. Theorem 4.14). Moreover, we obtain a classification of the
elements of 3X where the elements of the Boolean algebra 2X form a distinct class
(cf. Theorem 4.15). We conclude this work with Section 5.
1. C-algebras and adas
In this section we consider McCarthy’s ternary logic and the algebra associated
with this logic, viz., C-algebra, as defined by Guzma´n and Squier in [6]. We then
present material on adas, defined by Manes in [13], which is a special class of
C-algebras equipped with an oracle for the halting problem.
In [10], Kleene discussed various three-valued logics that are extensions of Boolean
logic. McCarthy in [14] first studied the three-valued non-commutative logic in the
context of programming languages. This is the non-commutative regular exten-
sion of Boolean logic to three truth values, where the third truth value U denotes
the undefined state. In this context, the evaluation of expressions is carried out
sequentially from left to right, mimicking that of a majority of programming lan-
guages. A complete axiomatization for the class of algebras associated with this
logic was given by Guzma´n and Squier in [6] and they called the algebra associated
with this logic a C-algebra.
Definition 1.1. A C-algebra is an algebra 〈M,∨,∧,¬〉 of type (2, 2, 1), which
satisfies the following axioms for all α, β, γ ∈M :
¬¬α = α(1)
¬(α ∧ β) = ¬α ∨ ¬β(2)
(α ∧ β) ∧ γ = α ∧ (β ∧ γ)(3)
α ∧ (β ∨ γ) = (α ∧ β) ∨ (α ∧ γ)(4)
(α ∨ β) ∧ γ = (α ∧ γ) ∨ (¬α ∧ β ∧ γ)(5)
α ∨ (α ∧ β) = α(6)
(α ∧ β) ∨ (β ∧ α) = (β ∧ α) ∨ (α ∧ β)(7)
Example 1.2. Every Boolean algebra is a C-algebra. In particular, the two-
element Boolean algebra, 2 is a C-algebra.
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Example 1.3. Let 3 denote the C-algebra with the universe {T, F, U} and the
following operations. This is, in fact, McCarthy’s three-valued logic.
¬
T F
F T
U U
∧ T F U
T T F U
F F F F
U U U U
∨ T F U
T T T T
F T F U
U U U U
Remark 1.4. In view of the fact that the class of C-algebras is a variety, for any set
X , 3X is a C-algebra with the operations defined pointwise. In fact, in [6] Guzma´n
and Squier showed that elements of 3X along with the C-algebra operations may
be viewed in terms of pairs of sets. This is a pair (A,B) where A,B ⊆ X and
A ∩ B = ∅. Akin to the well-known correlation between 2X and the power set
℘(X) of X , for any element α ∈ 3X , associate the pair of sets (α−1(T ), α−1(F )).
Conversely, for any pair of sets (A,B) where A,B ⊆ X and A∩B = ∅ associate the
function α where α(x) = T if x ∈ A, α(x) = F if x ∈ B and α(x) = U otherwise.
With this correlation, the operations can be expressed as follows:
¬(A1, A2) = (A2, A1)
(A1, A2) ∧ (B1, B2) = (A1 ∩B1, A2 ∪ (A1 ∩B2))
(A1, A2) ∨ (B1, B2) = ((A1 ∪ (A2 ∩B1), A2 ∩B2)
Further, Guzma´n and Squier showed that every C-algebra is a subalgebra of 3X
for some X as stated below.
Theorem 1.5 ([6]). 3 and 2 are the only subdirectly irreducible C-algebras. Hence,
every C-algebra is a subalgebra of a product of copies of 3.
Remark 1.6. Considering a C-algebra M as a subalgebra of 3X , one may observe
that M# = {α ∈ M : α ∨ ¬α = T } forms a Boolean algebra under the induced
operations.
Notation 1.7. A C-algebra with T, F, U is a C-algebra with nullary operations
T, F, U , where T is the (unique) left-identity (and right-identity) for ∧, F is the
(unique) left-identity (and right-identity) for ∨ and U is the (unique) fixed point
for ¬. Note that U is also a left-zero for both ∧ and ∨ while F is a left-zero for ∧.
Notation 1.8. The constants T, F, U of the C-algebra 3X will be denoted by
T,F,U respectively, and they can be identified by the pairs of sets (X, ∅), (∅, X), (∅, ∅)
respectively.
Let M be a C-algebra with T, F, U . When M is considered as a subalgebra of
3
X , the constants T, F, U of M will also be denoted by T,F,U respectively.
There is an important subclass of the variety of C-algebras. Manes in [13]
introduced the notion of ada (algebra of disjoint alternatives) which is a C-algebra
equipped with an oracle for the halting problem. He showed that the category of
adas is equivalent to that of Boolean algebras. The C-algebra 3 is not functionally-
complete. However, 3 is functionally-complete when treated as an ada. In fact, the
variety of adas is generated by the ada 3.
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Definition 1.9. An ada is a C-algebraM with T, F, U equipped with an additional
unary operation ( )↓ subject to the following equations for all α, β ∈M :
F ↓ = F(8)
U↓ = F(9)
T ↓ = T(10)
α ∧ β↓ = α ∧ (α ∧ β)↓(11)
α↓ ∨ ¬(α↓) = T(12)
α = α↓ ∨ α(13)
Example 1.10. The three-element C-algebra 3 with the unary operation ( )↓ de-
fined as follows forms an ada.
T ↓ = T
U↓ = F = F ↓
We also use 3 to denote this ada. One may easily resolve the notation overloading
– whether 3 is a C-algebra or an ada – depending on the context.
In [13], Manes showed that the three-element ada 3 is the only subdirectly irre-
ducible ada. For any set X , 3X is an ada with operations defined pointwise. Note
that the three element ada 3 is also simple.
Remark 1.11. Since adas are C-algebras with an additional operation, every C-
algebra M freely generates an ada Mˆ . That is, there exists a C-algebra homomor-
phism φ :M → Mˆ with the universal property that for each ada A and C-algebra
homomorphism f : M → A there exists a unique ada homomorphism ψ : Mˆ → A
with ψ(φ(x)) = f(x) for all x ∈M . In [13], Manes called such an ada the enveloping
ada of M .
Manes also showed the following result.
Proposition 1.12 ([13]). Let A be an ada. Then A↓ = {α↓ : α ∈ A} forms a
Boolean algebra under the induced operations.
Remark 1.13. In fact, A↓ = A#. Also, A
↓ = {α ∈ A : α↓ = α}.
Further, as outlined in the following remark, Manes established that the category
of adas and the category of Boolean algebras are equivalent.
Remark 1.14 ([13]). Let Q be a Boolean algebra. By Stone’s representation of
Boolean algebras, suppose Q is a subalgebra of 2X for some set X . Consider the
subalgebra Q⋆ of the ada 3X with the universe Q⋆ = {(E,F ) : E ∩ F = ∅} given
in terms of pairs of subsets of X . Note that the map Q 7→ (Q⋆)# is a Boolean
isomorphism. Similarly, for an ada A, the map A 7→ (A#)⋆ is an ada isomorphism.
Hence, the functor based on the aforesaid assignment establishes that the category
of adas and the category of Boolean algebras are equivalent.
Remark 1.15. In view of the fact that the only finite Boolean algebras are 2X for
finite X and the equivalence of the categories of adas and Boolean algebras, we see
that the only finite adas are 3X for finite X .
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Notation 1.16. Let X be a set and ⊥ /∈ X . The pointed set X ∪ {⊥} with base
point ⊥ is denoted by X⊥. The set of all functions on X⊥ which fix ⊥ is denoted
by To(X⊥), i.e. To(X⊥) = {f ∈ T (X⊥) : f(⊥) = ⊥}.
2. Atomicity
In this section we adopt the notion of atoms in Boolean algebras to C-algebras.
First, in Subsection 2.1 a partial order is given on the C-algebraM , following which
the notions of atoms and atomic C-algebras are introduced. We state various prop-
erties related to atomicity in Subsection 2.2 while a characterisation of atoms in 3X
is given in Subsection 2.3 (cf. Theorem 2.30). Subsequently, we present some nec-
essary or sufficient conditions for the atomicity of C-algebras in Subsection 2.5 (cf.
Theorems 2.45, 2.46, 2.48). Finally in Subsection 2.6 we obtain a characterisation
of finite atomic C-algebras and establish that they are precisely adas (cf. Theorem
2.53).
2.1. Atoms and atomicity. We assume thatM is a C-algebra with T, F, U unless
mentioned otherwise. We denote elements ofM by a, b, c and α, β, γ. The elements
of the C-algebra 3X will also be denoted by α, β, γ, δ. We continue to denote
constants T, F, U of M ≤ 3X by T,F,U respectively. We begin with a partial
order defined on C-algebras and follow the notion of the partial order given by C.
C. Chang in [4] regarding MV -algebras.
Proposition 2.1. The relation ≤ on M defined by a ≤ b if a ∨ b = b is a partial
order on M .
Proof. Let a, b, c ∈M . Since a∨ a = a we have a ≤ a from which it follows that ≤
is reflexive.
Suppose that a ≤ b and b ≤ a so that a ∨ b = b and b ∨ a = a. Using the fact
that M ≤ 3X for some set X we have a(x)∨ b(x) = b(x) and b(x)∨ a(x) = a(x) for
all x ∈ X . It suffices to consider the following three cases:
b(x) = T : Then b(x) ∨ a(x) = a(x) gives T ∨ a(x) = a(x) that is a(x) = T .
b(x) = F : Then a(x) ∨ b(x) = b(x) and so a(x) ∨ F = F so that a(x) = F .
b(x) = U : Then b(x) ∨ a(x) = a(x) that is U ∨ a(x) = a(x) and so a(x) = U .
In all three cases a(x) = b(x) and so a = b. Hence ≤ is antisymmetric.
In order to show that ≤ is transitive consider a ≤ b and b ≤ c. Then a ∨ b = b
and b ∨ c = c. It is clear that a ∨ c = a ∨ (b ∨ c) = (a ∨ b) ∨ c = b ∨ c = c and so
a ≤ c. This completes the proof. 
Example 2.2. In the C-algebra 3 we have F ≤ T and F ≤ U while T  U and
U  T .
Remark 2.3. In fact F ≤ a for all a ∈ M . This partial order does not induce a
lattice structure on M .
With this partial order we define the notion of an atom in M below.
Definition 2.4. An element a ∈ M where a 6= F is said to be an atom if for all
b ∈ M if F ≤ b ≤ a and b 6= a then b = F . We denote the set of atoms of M by
A (M).
For A ⊆ M where {F} ⊆ A define the atoms relative to A as those elements
a ∈ A such that for all b ∈ A if F ≤ b ≤ a and b 6= a then b = F . We denote the
set of atoms relative to A as A (A).
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Example 2.5. In 3 we have A (3) = {T, U}.
Example 2.6. In 3× 3 = 32 we have A (32) = {(T, F ), (F, T ), (F,U), (U, F )}.
Example 2.7. ConsiderM = 32\{(T, F ), (F, T )}. Then A (M) = {(T, T ), (F,U), (U, F )}.
Remark 2.8. The representation of elements as join of atoms need not be unique.
ConsiderM = 32\{(T, F ), (F, T )} as in Example 2.7. Then (T, T ) = (T, T )∨(F,U)
while also (T, T ) = (T, T ) ∨ (U, F ).
Definition 2.9. Let {ai : 1 ≤ i ≤ N} be a finite set of atoms of M such that for
every rearrangement of (ai)
N
i=1 the join of these elements remain unchanged. More
precisely, if for every bijection σ : {1, 2, . . . , N} → {1, 2, . . . , N} we have
aσ(1) ∨ aσ(2) ∨ · · · ∨ aσ(N) = a1 ∨ a2 ∨ · · · ∨ aN = ao (say)
then define
N⊕
i=1
ai = ao.
Remark 2.10. Thus
⊕N
i=1 ai exists when the ai’s commute under ∨.
Example 2.11. Let M = 32. Then (T, U) = (T, F )⊕ (F,U).
Definition 2.12. Let M be a C-algebra with T, F, U . We say that M is atomic if
for every (F 6=) a ∈M there exist a finite set of atoms {ai : 1 ≤ i ≤ N} such that
a =
N⊕
i=1
ai
.
Example 2.13. The C-algebra M = 32 is atomic.
Example 2.14. Consider M = 32 \ {(T, F ), (F, T )} for which
A (M) = {(T, T ), (F,U), (U, F )}. Then (T, U) cannot be written as ⊕ of atoms.
Thus M is not atomic.
2.2. Properties of atoms. In this section we list some properties that are satisfied
by the set of atoms of M .
Proposition 2.15. Let M be a finite C-algebra with T, F, U . Then for each a ∈M
(a 6= F ) there exists ao ∈ A (M) such that ao ≤ a.
Proof. If a ∈ A (M) then we are done since a ≤ a. If a /∈ A (M) then there exists
a1 ∈M such that F  a1  a. If a1 ∈ A (M) then we are done. If not, there exists
a2 ∈ M such that F  a2  a1  a. Proceeding along similar lines if there is no
atom in the list then there exists an infinite strictly descending chain of elements
in M which is a contradiction, since M is finite. The result follows. 
This result suggests an immediate corollary. Note that M is atomless if
A (M) = ∅.
Corollary 2.16. Let M be a finite C-algebra with T, F, U . Then A (M) 6= ∅. Thus
no finite C-algebra with T, F, U is atomless.
The following result is concerned with the effect of the partial ordering on ele-
ments of M#.
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Proposition 2.17. If a, b ∈M such that a ≤ b and b ∈M# then a ∈M#.
Proof. Since the identity a ∨ ¬a = a ∨ T holds in 3, it holds in all C-algebras.
We have a ∨ b = b since a ≤ b. Further, b ∈ M# gives b ∨ ¬b = T . Thus
a ∨ ¬a = a ∨ T = a ∨ (b ∨ ¬b) = (a ∨ b) ∨ ¬b = b ∨ ¬b = T which completes the
proof. 
We have the following corollary, which can also be proved independently.
Corollary 2.18. If a ∈M such that a ≤ T then a ∈M#.
We now list some properties which are useful in establishing the characterisation
of atomic C-algebras.
Proposition 2.19. The following hold for all α, γ, δ ∈M :
(i) α ∧ F ≤ α.
(ii) α ∧ F ≤ U .
(iii) α ∧ F = U ⇔ α = U .
(iv) α ∧ F = F ⇔ α ∈M#.
(v) α ∧ F = α⇔ α ∧ β = α for all β ∈M .
(vi) α ≤ γ ⇒ α ∧ γ = α.
(vii) α ≤ α ∨ β for all β ∈M .
(viii) α ≤ δ and γ ≤ δ ⇒ α ∨ γ ≤ δ.
Proof.
(i) In the C-algebra 3 consider the identity (α ∧ F ) ∨ α = α:
α = T : (T ∧ F ) ∨ T = F ∨ T = T .
α = F : (F ∧ F ) ∨ F = F ∨ F = F .
α = U : (U ∧ F ) ∨ U = U ∨ U = U .
Thus this identity holds in 3 and so it holds in all C-algebras. It follows that
α ∧ F ≤ α.
(ii) In the C-algebra 3 consider the identity (α ∧ F ) ∨ U = U :
α = T : (T ∧ F ) ∨ U = F ∨ U = U .
α = F : (F ∧ F ) ∨ U = F ∨ U = U .
α = U : (U ∧ F ) ∨ U = U ∨ U = U .
Since this identity holds in 3 it therefore holds in all C-algebras. It follows
that α ∧ F ≤ U .
(iii) Clearly U ∧ F = U . Suppose that α ∧ F = U . Since M ≤ 3X for some set X
we have α(x) ∧ F = U for all x ∈ X . If α(xo) ∈ {T, F} for some xo ∈ X then
α(xo)∧F = F , a contradiction. Hence α(x) = U for all x ∈ X so that α = U
in M .
(iv) Clearly if α ∈M# then α∧F = F . Note that the identities α∧F = α∧¬α and
¬α∨α = α∨¬α hold in all C-algebras since they hold in 3. Thus α∧¬α = F .
Using (2) we have ¬α ∨ α = T so that α ∨ ¬α = T . Consequently α ∈M#.
(v) It is clear that α∧β = α for all β ∈M ⇒ α∧F = α. Suppose that α∧F = α.
Then for β ∈M we have α ∧ β = (α ∧ F ) ∧ β = α ∧ (F ∧ β) = α ∧ F = α.
(vi) Since α ≤ γ we have α ∨ γ = γ. Thus α ∧ γ = α ∧ (α ∨ γ) = α using (1),(2)
and (6).
(vii) Consider α ∨ (α ∨ β) = (α ∨ α) ∨ β = α ∨ β. Thus α ≤ α ∨ β.
(viii) Consider (α ∨ γ) ∨ δ = α ∨ (γ ∨ δ) = α ∨ δ = δ. Thus α ∨ γ ≤ δ.

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Remark 2.20. Note that the converse of Proposition 2.19(vi) is not true in general.
For instance U ∧ F = U , however U  F .
Proposition 2.21. Let a ∈ M be such that a =
N⊕
i=1
ai where ai ∈ A (M) for all
1 ≤ i ≤ N . Then ai ≤ a for all 1 ≤ i ≤ N .
Proof. Consider ai∨a = ai∨ (
⊕N
j=1 aj) = ai∨ (ai∨
∨
j 6=i aj) = (ai∨ai)∨
∨
j 6=i aj =
ai ∨
∨
j 6=i aj =
⊕N
j=1 aj = a. 
Proposition 2.22. A (M) ∩M# = A (M#). Moreover, A (M) ∩ (M#)c ⊆ {a ∈
M : a ∧ b = a for all b ∈M}.
Proof. Let a ∈ A (M)∩M#. Suppose that there exists b ∈M# such that F  b  a.
It follows that b ∈ M such that F  b  a which is a contradiction to the fact
that a ∈ A (M). Conversely if a ∈ A (M#) then clearly a ∈ M#. If there exists
b ∈ M such that F  b  a then using Proposition 2.17 we have b ∈ M# which is
a contradiction to the fact that a ∈ A (M#). The result follows.
Let a ∈ A (M) ∩ (M#)c. In order to show that a is a left-zero for ∧, using
Proposition 2.19(v) it suffices to show that a ∧ F = a. Suppose if possible that
a ∧ F 6= a. Using Proposition 2.19(i) we have a ∧ F  a and so since a ∈ A (M) it
must follow that a ∧ F = F . Consider M ≤ 3X for some set X . Then a ∧ F = F.
If a(xo) = U for some xo ∈ X then (a ∧ F)(xo) = a(xo) ∧ F = U ∧ F = U 6= F ,
a contradiction. Thus a(x) ∈ {T, F} for all x ∈ X and so a ∈ M# which is a
contradiction to our assumption that a ∈ (M#)c. Hence a ∧ F = a so that a is a
left-zero for ∧. 
The following result gives a necessary condition for a to be an atom of M .
Proposition 2.23. If a ∈ A (M) then a ∧ b ≤ b or a ∧ b = a for all b ∈M .
Proof. Let a ∈ A (M) and b ∈ M . If a ∧ b ≤ b then we are through. Suppose not.
If a ∈ A (M) ∩M c# then using Proposition 2.22 we have a is a left-zero for ∧ from
which the result follows. If a ∈ A (M) ∩M# then consider M ≤ 3X for some set
X . Thus a = a
T,A
for some ∅ 6= A ⊆ X so that
(a ∧ b)(x) =
{
b(x), if x ∈ A;
F, otherwise.
Hence ((a ∧ b) ∨ b)(x) = b(x) for all x ∈ X so that a ∧ b ≤ b. 
Remark 2.24. The converse of Proposition 2.23 need not be true, i.e., if a ∧ b ≤
b or a ∧ b = a for all b ∈ M then a need not be in A (M). Consider M = 34
and a = (U,U, F, F ) ∈ 34. This is a left-zero for ∧ but is not an atom since
(F, F, F, F ) ≤ (U, F, F, F ) ≤ (U,U, F, F ).
Remark 2.25.
(i) For a ∈ A (M) and b ∈M either a ≤ b or a∧ b ≤ b need not, in general, hold.
Consider M = {(T, T, T, T ), (F, F, F, F ), (U,U, U, U),
(T, T, F, F ), (F, F, T, T ), (U,U, F, F ), (U,U, T, T ), (F, F, U, U), (T, T, U, U)} ≤ 34.
Take a = (F, F, U, U) ∈ A (M) and b = (U,U, T, T ) ∈ M . However a =
(F, F, U, U)  (U,U, T, T ) = b and a ∧ b = (F, F, U, U)  (U,U, T, T ) = b.
Note that in this case a ∧ b = a.
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(ii) For a ∈ A (M) and b ∈ M it need not be true that a ∧ b ∈ A (M). Consider
M = {(T, T ), (F, F ), (U,U), (F,U), (T, U)} ≤ 32. Take a = (T, T ) ∈ A (M)
and b = (T, U) ∈M . Then a ∧ b = (T, U) /∈ A (M).
(iii) For a, b ∈ M it need not be true that b ≤ a ∨ b. For instance in 3 we have
T  U ∨ T = U .
(iv) For a, b ∈ M we need not have a ∧ b ≤ a nor a ∧ b ≤ b in general. Consider
M = 33, a = (T, U, F ) and b = (U, T, F ). Then a∧b = (U,U, F )  (T, U, F ) =
a and a ∧ b = (U,U, F )  (U, T, F ) = b.
(v) For a ∈ A (M) it need not hold that a ∧ U ∈ A (M). Consider M =
{(T, T ), (F, F ), (U,U), (F,U), (T, U)} ≤ 32 and a = (T, T ) ∈ A (M) (since
A (M) = {(T, T ), (F,U)}). However a ∧ U = (T, T ) ∧ (U,U) = (U,U) /∈
A (M).
Let Mˆ be the enveloping ada of M as defined in Remark 1.11. We have the
following properties in Mˆ .
Proposition 2.26. The following are equivalent for all β ∈M :
(i) β is a left-zero for ∧.
(ii) β ∧ F = β.
(iii) β↓ = F in Mˆ .
Proof. ((i) ⇔ (ii)) This is shown in Proposition 2.19(v).
((ii) ⇒ (iii)) Let β ∧F = β. Consider Mˆ ≤ 3X for some set X . Then (β ∧F)(x) =
β(x) gives β(x) ∈ {F,U} for all x ∈ X . Thus (β↓)(x) = (β(x))↓ = F for all x ∈ X .
Hence β↓ = F in Mˆ .
((iii)) ⇒ (ii)) Let β↓ = F in Mˆ . Consider Mˆ ≤ 3X for some set X . Then
(β↓)(x) = (β(x))↓ = F for all x ∈ X . It follows that β(x) ∈ {F,U} for all x ∈ X
and so (β ∧ F)(x) = β(x) for all x ∈ X . Hence β ∧ F = β in M . 
The left-zeros ofM play an important role in understanding the atomicity ofM .
Notation 2.27. For ϕ ∈ 3X denote by ϕ
T,A
the element represented by the pair of
sets (A,Ac) and ϕ
U,A
the element represented by the pair of sets (∅, Ac). If A = {x}
then we simply use the notation ϕ
T,x
and ϕ
U,x
.
We now establish a relation between atoms of M# and those of M
c
# for an ada
M .
Theorem 2.28. LetM be an ada. There exists a bijection between the sets A (M)∩
M c# and A (M) ∩M#.
Proof. Consider the function G : A (M)∩M c# → A (M)∩M# given by the follow-
ing:
G(α) = ¬((¬α)↓).
Let α ∈ A (M)∩M c#. It is straightforward to deduce that G(α) ∈M#. Consider
M ≤ 3X for some set X . Since α is a left-zero for ∧ we have α = α
U,A
for some
∅ 6= A ⊆ X . It follows that G(α) = ¬((¬α)↓) = δ
T,A
. If G(α) is not an atom ofM#
then there exists γ = γ
T,B
where ∅ 6= B ( A and F  γ  δ. Thus β = γ∧U = β
U,B
and F  β  α which is a contradiction to the fact that α ∈ A (M)∩M c#. It follows
that G is well-defined.
Suppose that ¬((¬α)↓) = ¬((¬β)↓) for some α, β ∈ A (M)∩M c#. Then (¬α)
↓ =
(¬β)↓ ∈ M#. Consider M ≤ 3
X for some set X . Then (¬α)↓ = (¬β)↓ = γ
T,A
for
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some A ⊆ X . It follows that ¬α and ¬β can be represented by the pairs of sets
(A,Bα) and (A,Bβ) where Bα, Bβ ⊆ Ac. Thus α and β can be represented by the
pairs of sets (Bα, A) and (Bβ , A) where Bα, Bβ ⊆ Ac. Since α, β ∈ A (M) ∩M c#
we have α = α
U,C
and β = β
U,D
for some C,D ⊆ X . Hence in the representation
for α and β that is (Bα, A) and (Bβ , A) respectively we must have Bα = ∅ = Bβ.
It follows that α = β and so G is injective.
Let β ∈ A (M)∩M#. ConsiderM ≤ 3X for some set X . It follows that β = βT,A
for some ∅ 6= A ⊆ X . Consider α = β ∧U = α
U,A
∈ M c#. Along similar lines as in
the proof for the well-definedness of G, we show that α ∈ A (M) ∩M c#. Further,
G(α) = β so that G is surjective.

Corollary 2.29. Let M be a finite ada. Then |A (M)| is even.
2.3. Atomicity of 3X . We consider the C-algebra 3X and first establish a char-
acterisation for its atoms.
Theorem 2.30. Let X be any set. Then A (3X) = {α ∈ 3X : there exists a unique
xo ∈ X such that α(xo) ∈ {T, U}}.
Proof. Let M = 3X and A = {α ∈M : there exists a unique xo ∈ X such that
α(xo) ∈ {T, U}}. Let α ∈ A. If α is not an atom then there exists β ∈ M such
that F  β  α. Since α ∈ A we have α(x) = F for all x 6= xo. Thus since
F ≤ β(x) ≤ α(x) we must have β(x) = F for all x 6= xo. It is clear that since β  α
we must have β(xo)  α(xo) and so β(xo) = F . This holds as F  T and F  U
but T  U and U  T . However this gives β = F which is a contradiction. Thus
α ∈ A (M).
Conversely suppose that α ∈ A (M) but α /∈ A. Then either there exist xo, yo ∈
X where xo 6= yo and α(xo), α(yo) ∈ {T, U} or we have α(x) = F for all x ∈ X .
If α(x) = F for all x ∈ X then clearly α = F and so α /∈ A (M) which is a
contradiction. If there exist xo, yo ∈ X where xo 6= yo and α(xo), α(yo) ∈ {T, U}
then consider β ∈M given by the following:
β(x) =
{
α(x), if x 6= xo;
F, if x = xo.
It is easy to see that F ≤ β(x) ≤ α(x) for all x ∈ X and so F ≤ β ≤ α. Since
β(xo) = F  α(xo) and β(yo) = α(yo) ∈ {T, U} we have F  β  α which is a
contradiction to the assumption that α ∈ A (M). The result follows. 
This gives us the following result on the number of atoms in 3X .
Corollary 2.31. For X 6= ∅ we have |A (3X)| = 2× |X |.
In view of the fact that all finite adas are isomorphic to 3X (cf. Remark 1.15)
we note that Corollary 2.31 is in fact a stronger version of Corollary 2.29.
We now study the set of atoms in 3X that have existence of ⊕.
Notation 2.32. Let α ∈ A (3X). Using Theorem 2.30, denote by xα the unique
co-ordinate satisfying α(xα) ∈ {T, U}.
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Theorem 2.33. Let {αi : 1 ≤ i ≤ N} be a finite set of atoms in 3X . Then
N⊕
i=1
αi
exists if and only if xαi 6= xαj for all i 6= j. Further
N⊕
i=1
αi(x) =
{
αi(xαi), if x = xαi ;
F, otherwise.
Proof. Let xαi 6= xαj for all i 6= j. Thus using Theorem 2.30 for any x ∈ X there
exist at most one αx in this collection such that αx(x) ∈ {T, U}. In view of the
fact that F is a left and right-identity for ∨ we have
α1(x) ∨ α2(x) ∨ · · · ∨ αN (x) =
{
αi(xαi), if x = xαi for some 1 ≤ i ≤ N ;
F, otherwise.
Hence for any bijection σ : {1, 2, . . . , N} → {1, 2, . . . , N} we have:
ασ(1)(x) ∨ ασ(2)(x) ∨ · · · ∨ ασ(N)(x) =
{
αi(xαi ), if x = xαi for some 1 ≤ i ≤ N ;
F, otherwise.
It follows that ασ(1) ∨ασ(2) ∨ · · · ∨ασ(N) = α1 ∨α2 ∨ · · · ∨αN and so
N⊕
i=1
αi exists.
Conversely suppose that
N⊕
i=1
αi exists and xαi = xαj for some i 6= j. Without
loss of generality assume that αi(xαi) = T while αj(xαi ) = U . It follows that for
the bijection σ : {1, 2, . . . , N} → {1, 2, . . . , N} given by
σ(n) =


i, if n = 1;
j, if n = 2;
n, otherwise
we have ασ(1)(xαi) ∨ ασ(2)(xαi) ∨ · · · ∨ ασ(N)(xαi ) = αi(xαi ) ∨ αj(xoαi ) ∨ · · · ∨
ασ(N)(xoαi ) = T ∨ U ∨ · · · ∨ ασ1(N)(xαi ) = T , since T is a left-zero for ∨.
On the other hand for the bijection τ : {1, 2, . . . , N} → {1, 2, . . . , N} where
τ(n) =


j, if n = 1;
i, if n = 2;
n, otherwise
we have ατ(1)(xαi ) ∨ ατ(2)(xαi) ∨ · · · ∨ ατ(N)(xαi) = αj(xαi ) ∨ αi(xαi ) ∨ · · · ∨
ατ(N)(xαi) = U ∨ T ∨ · · · ∨ ατ(N)(xαi ) = U , since U is a left-zero for ∨. This is
a contradiction to the assumption that
⊕N
i=1 αi exists and the result follows. The
expression for
⊕
αi is also clear from the above proof. 
Theorem 2.34. If X is finite then 3X is atomic.
Proof. Let β ∈ 3X such that β 6= F. Using the pairs of sets representation of 3X
identify β with the pair of sets (A,B). Since β 6= F it follows that Bc 6= ∅. Consider
the family of elements defined by the following for y ∈ Bc:
αy(x) =
{
β(y), if x = y;
F, otherwise.
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Using Theorem 2.30 since αy(y) = β(y) ∈ {T, U} we have αy ∈ A (3X) for each
y ∈ Bc. Further there are finitely many αy since X and therefore Bc is finite.
Note that xαy = y and so xαy 6= xαz for y 6= z. Consequently, using Theorem 2.33⊕
y∈Bc
αy exists.
For x ∈ B we have β(x) = F . Also αy(x) = F for all y ∈ Bc and so
⊕
αy(x) =
F = β(x). For x ∈ Bc using Theorem 2.33 we have
⊕
αy(x) = αx(x) = β(x).
Thus we have a finite set {αy : y ∈ B
c} ⊆ A (3X) such that
⊕
αy = β. Hence 3
X
is atomic. 
Remark 2.35. Note that 3X whereX is infinite will be non-atomic since the element
T can never be expressed in terms of finitely many atoms.
2.4. g-closed C-algebras. We considerM ≤ 3X and try to understand the atom-
icity of M from information about the atoms of 3X . First we justify the feasibility
of this approach.
Remark 2.36. Let φ : M → 3X be a C-algebra embedding. Then φ is also order-
preserving. Let x ≤ y ∈M . Then φ(x)∨φ(y) = φ(x∨y) = φ(y) and so φ(x) ≤ φ(y).
Thus we make use of the notion of atoms in 3X to gain an understanding of the
same in M where M ≤ 3X . In this section we assume that M ≤ 3X .
Remark 2.37. It is straightforward to verify that M ∩A (3X) ⊆ A (M). In general
the inclusion could be proper.
To illustrate this consider
M = {(T, T ), (F, F ), (U,U), (F,U), (U, F ), (T, U), (U, T )}
whereM ≤ 32. Then A (M) = {(F,U), (U, F ), (T, T )} )M ∩A (32) since (T, T ) /∈
A (32).
Thus not all atoms of M are atoms of 3X . The atoms of M that remain atoms
in 3X are in some sense global atoms. If every atom of M is an atom of 3X , and
therefore, a global atom, then M is closed with respect to global atoms. Thus we
define the following notion.
Definition 2.38. M is said to be closed with respect to global atoms in 3X if
A (M) ⊆ A (3X). In short we say that M is g-closed in 3X .
Remark 2.39. If M is g-closed in 3X then we have A (M) =M ∩A (3X).
Remark 2.40. Consider M ≤ 32. The subalgebras of 32 are as follows:
M0 = {(T, T ), (F, F ), (U,U)},
M1 = {(T, T ), (F, F ), (U,U), (F,U), (T, U)},
M2 = {(T, T ), (F, F ), (U,U), (U, F ), (U, T )},
M3 = {(T, T ), (F, F ), (U,U), (F,U), (T, U), (U, F ), (U, T )},
M4 = 3
2.
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The set of atoms of each subalgebra are as follows:
A (M0) = {(T, T ), (U,U)},
A (M1) = {(T, T ), (F,U)},
A (M2) = {(T, T ), (U, F )},
A (M3) = {(T, T ), (F,U), (U, F )},
A (M4) = 3
2.
Since (T, T ) ∈ A (Mi) for 0 ≤ i ≤ 3 and (T, T ) /∈ A (32), no proper subalgebra is
g-closed in 32.
We ascertain all the globally closed subalgebras of 3X . To that aim we first have
the following result.
Lemma 2.41. Let M ≤ 3X where X is finite. If A (M) = A (3X) then M = 3X .
Proof. Let α ∈ 3X . If α = F then we are done since F ∈M . Suppose that α 6= F.
Then α can be represented by the pair of sets (A,B) where Bc 6= ∅. Consider as
earlier for each y ∈ Bc the family of elements given below:
αy(x) =
{
α(y), if x = y;
F, otherwise.
Using Theorem 2.30 we have αy ∈ A (3X). Further A (M) = A (3X) gives αy ∈
A (M) ⊆ M . Note that since X is finite, so is Bc. Consequently there are only
finitely many such αy. Moreover using Theorem 2.33
⊕
αy exists and so
⊕
αy ∈ 3X
so that
⊕
αy ∈M . It is straightforward to verify that
⊕
y∈Bc
αy = α so that α ∈M .
Thus M = 3X . 
Theorem 2.42. Let M be g-closed in 3X where X is finite. Then M = 3X .
Proof. We describe an algorithmic mechanism to generate all atoms from one. In
view of Lemma 2.41, on obtaining A (M) = A (3X) we then have M = 3X . It
suffices to show that α
T,x
∈M for each x ∈ X , because if α
T,x
∈M then α
T,x
∧U =
α
U,x
∈M .
Since X is finite we have M is finite. Using Proposition 2.15 and Proposition
2.17 for T ∈ M there exists α ∈ A (M) such that α ≤ T so that α ∈ M# ≤ 2X .
Since M is g-closed in 3X we have α ∈ A (3X) so that α = α
T,x1
for some x1 ∈ X .
Define β1 = αT,x1 and so ¬β1 = ¬αT,x1 = αT,X\{x1} . If ¬β1 is an atom then
X \ {x1} is a singleton and so X = {x1, x2} and so the algebra is 32. The only
subalgebra g-closed in 32 is itself and we are done.
If ¬β1 is not an atom then there exists αT,x2 ∈ A (M) such that αT,x2 ≤ ¬β1 ≤ T.
Define β2 = αT,x2 and so ¬β2 = ¬αT,x2 = αT,X\{x2} . If ¬β2 is an atom then we
are through. Else there exists α
T,x3
∈ A (M) such that α
T,x3
≤ ¬β2 ≤ T. Define
β3 = αT,x3 and so ¬β3 = ¬αT,x3 = αT,X\{x3} and so on.
This process can take at most |X | steps. Further, as mentioned above if α
T,x
∈M
then α
T,x
∧U = α
U,x
∈M so that A (M) = A (3X). Hence M = 3X . 
Corollary 2.43. The collection of g-closed subalgebras in 3X where X is finite
comprises atomic algebras.
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Remark 2.44.
(i) Let M ≤ 3X where X is finite and M is not g-closed in 3X . Then M may be
atomic. For instance, consider M = M0 ≤ 3
2 as given in Remark 2.40. We
know that M0 is not g-closed in 3
2. However M0 is clearly atomic.
(ii) Let M ≤ 3X where X is finite, M is non-trivial and M is not g-closed in 3X .
ThenM may still be atomic. ConsiderM = {(T, T, T, T ), (F, F, F, F ), (U,U, U, U),
(T, T, F, F ), (F, F, T, T ), (U,U, F, F ), (U,U, T, T ), (F, F, U, U), (T, T, U, U)} ≤ 34.
In this case A (M) = {(T, T, F, F ), (F, F, T, T ), (U,U, F, F ), (F, F, U, U)} and
so it is not g-closed in 34. However M is atomic.
2.5. Non-atomic C-algebras. We now investigate the relation between the atom-
icity of M# and that of M . It is a straightforward assertion that if M is a finite
C-algebra with T, F, U then no such relation holds sinceM# is always atomic butM
need not be so. However the question stands in the case whereM is infinite. In this
section we consider M to be a C-algebra with T, F, U unless otherwise mentioned.
Theorem 2.45. If M# is non-atomic then M is non-atomic.
Proof. If possible let M# be non-atomic and M be atomic. Let a ∈ M# ⊆ M
then there exist finitely many ai ∈ A (M) such that a =
⊕
ai. Using Proposition
2.21 we have ai ≤ a. Moreover, using Proposition 2.17 we have ai ∈ M#. Further
using Proposition 2.22 we have A (M) ∩M# = A (M#) so that ai ∈ A (M#) and
a =
⊕
ai. Thus M# is atomic, a contradiction. 
The following result relates to atomless adas.
Theorem 2.46. Let M be an ada. If M# is atomless then M is atomless.
Proof. If possible let M# be atomless but M not be atomless. Therefore let α ∈
A (M). It is clear that α /∈ M# since otherwise using Proposition 2.22 we have
α ∈ A (M) ∩M# = A (M#) which is a contradiction since M# is atomless. Thus
α ∈M c# and so α
↓ 6= α (cf. Remark 1.13). We have the following cases.
Case I : α↓ 6= F : The ada identity α↓ ∨ α = α holds in 3 and therefore in all
adas. Thus we have F  α↓  α which is a contradiction since α ∈ A (M).
Case II : α↓ = F : Using Proposition 2.22 we have α ∈ {a ∈ M : a ∧ b =
a for all b ∈ M}. Consider M ≤ 3X for some set X . It follows that α = α
U,A
for
some A ⊆ X . This is true since if α(x) = T for some x ∈ X then α↓(x) = T and
so α↓ 6= F. Also A 6= ∅ since α 6= F. Then
¬α(x) = ¬α
U,A
(x) =
{
U, if x ∈ A;
T, otherwise.
Then (¬α)↓ ∈M since M is an ada so that
(¬α)↓(x) =
{
F, if x ∈ A;
T, otherwise.
In fact (¬α)↓ ∈ M#. Consider ¬((¬α)↓) ∈ M# where in fact ¬((¬α)↓) = βT,A ∈
M#. SinceM# is atomless it follows that there exists βT,B ∈M# where ∅ 6= B ( A
and F  β
T,B
 β
T,A
. Consider β
U,B
= β
T,B
∧U ∈ M . Since ∅ 6= B ( A we have
F  β
U,B
 α
U,A
= α which is a contradiction to the fact that α ∈ A (M). 
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Remark 2.47. Theorem 2.46 allows us to construct an atomless ada from an atom-
less Boolean algebra. For an atomless Boolean algebra B, the ada B⋆ will also be
atomless. For further reading on atomless Boolean algebras refer to [5].
Theorem 2.48. Let M be a finite C-algebra with T, F, U such that |M | > 3 and
T ∈ A (M). Then M is not atomic.
Proof. Since T ∈ A (M) it is clear that M# = {T, F}. Since |M | > 3 there
exists γ ∈ M \ {T, F, U} and since M is finite, using Proposition 2.15 there exists
α ∈ A (M) such that α ≤ γ. Clearly α ∈ A (M) ∩M c#.
ConsiderM ≤ 3X for some set X . Then α = α
U,A
for some ∅ 6= A ⊆ X . Suppose
that A = X . Then α = U ∈ A (M). Hence M = {T,F,U} else if there was some
β ∈ M c# \ {U} then using Proposition 2.19(ii) we have F  β ∧ F  U which is a
contradiction to the fact that U ∈ A (M). Thus M = {T,F,U}, a contradiction
to our assumption that M is non-trivial. Thus α = α
U,A
where ∅ 6= A ( X .
Suppose that M is atomic. Consider ¬α ∈ M c#. There exist finitely many
ai ∈ A (M) such that ¬α =
⊕
ai. Clearly T /∈ {ai} since T ∨ a = T 6= ¬α. Since
M# = {T,F} we have A (M) \ {T} ⊆ M c#. Thus ai = aU,Ai for ∅ 6= Ai ⊆ X .
However ¬α = ¬α
U,A
where ∅ 6= A ( X and so we have
¬α(x) =
{
U, if x ∈ A;
T, otherwise.
Moreover ¬α =
⊕
a
U,Ai
gives
¬α(x) =
{
U, if x ∈ Ai for some i;
F, otherwise.
This is a contradiction since A ( X which implies that ¬α(xo) = T for some
xo ∈ X . Hence M is not atomic. 
Corollary 2.49. Let M be a finite C-algebra with T, F, U such that |M | > 3. Then
M c# =M
c
# ∪ {T, F} is never atomic.
Proof. Since (M c#)# = {T, F} we have T ∈ A (M
c
#). The result follows from
Theorem 2.48. 
Remark 2.50. The converse of Theorem 2.48 need not be true. That is, ifM be a C-
algebra with T, F, U such thatM is not atomic then T need not be in A (M). Con-
sider M = {(T, T, T ), (F, F, F ), (U,U, U), (U, F, F ), (U, T, T ), (F, F, T ), (T, T, F ),
(F, F, U), (T, T, U), (U,U, F ), (U, T, F ), (U, F, T ), (U, F, U), (U, T, U), (U,U, T )} ≤ 33.
Then (T, T, T ) /∈ A (M) since A (M) = {(U, F, F ), (F, F, T ), (T, T, F ), (F, F, U)}.
However M is not atomic since (U, T, F ) can only be written as join of atoms
(U, F, F ) and (T, T, F ) but the ⊕ of these atoms is not defined.
2.6. Finite atomic C-algebras. We establish a characterisation of all finite atomic
C-algebras. First we establish some results on the existence of ⊕ in M where M is
an arbitrary C-algebra with T, F, U .
Proposition 2.51. Consider M ≤ 3X for some set X and let αi ∈M for 1 ≤ i ≤
N be represented by the pairs of sets (Ai, Bi) respectively. Then
N⊕
i=1
αi exists if and
only if Ai ∩ (Aj ∪Bj)
c = ∅ for all i, j ∈ I.
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Proof. If Ai ∩ (Aj ∪Bj)c = ∅ for all i, j ≤ N then
α1(x) ∨ α2(x) ∨ · · · ∨ αN (x) =


T, if x ∈ A1;
U, if x ∈ (A1 ∪B1)c;
α2(x) ∨ α3(x) ∨ · · · ∨ αN (x), otherwise.
=


T, if x ∈ A1;
U, if x ∈ (A1 ∪B1)c;
T, if x ∈ A2;
U, if x ∈ (A2 ∪B2)c;
α3(x) ∨ · · · ∨ αN (x), otherwise.
Note that the well-definedness of this expression follows from the fact that Ai ∩
(Aj ∪Bj)c = ∅ so that we do not have x ∈ A1 ∩ (A2 ∪B2)c or x ∈ A2 ∩ (A1 ∪B1)c.
This process yields the following:
α1(x) ∨ α2(x) ∨ · · · ∨ αN (x) =


T, if x ∈
⋃
Ai;
U, if x ∈
⋃
(Ai ∪Bi)c;
F, otherwise
which is well-defined and establishes that the join is independent of the order of
the elements. Consequently
⊕
1≤i≤N αi exists and can be expressed as follows:
⊕
1≤i≤N
αi(x) =


T, if x ∈ Ai for some 1 ≤ i ≤ N ;
U, if x ∈ (Ai ∪Bi)c for some 1 ≤ i ≤ N ;
F, otherwise.
Conversely, suppose if possible that x ∈ Ai∩(Aj∪Bj)c for some x ∈ X and some
i, j ≤ N where i 6= j. Then (αi∨αj)(x) = T∨U = T while (αj∨αi)(x) = U∨T = U ,
a contradiction to the fact that
⊕
1≤i≤N αi is defined. The result follows. 
Proposition 2.52. Let αi ∈ M for i ∈ I where (∅ 6=) I is finite, such that
⊕
i∈I
αi
exists. Consider ∅ 6= J ⊆ I. Then
⊕
j∈J
αj exists.
Proof. Consider M ≤ 3X for some set X . Let αi be identified with the pair of
sets (Ai, Bi) for each i ∈ I. Since
⊕
i∈I αi exists, using Proposition 2.51 we have
Ai1 ∩ (Ai2 ∪Bi2)
c = ∅ for all i1, i2 ∈ I. Thus Aj1 ∩ (Aj2 ∪Bj2)
c = ∅ for all j1, j2 ∈ J
so that
⊕
j∈J αj exists. 
We now arrive at the main result in this section.
Theorem 2.53. Let M be a finite C-algebra with T, F, U . M is atomic if and only
if M is an ada.
Proof. (⇐) In view of Remark 1.15 we have M is isomorphic to 3X for some finite
set X . Using Theorem 2.34 we establish that M is atomic.
(⇒) If possible let M be atomic and M not be an ada. Then M  Mˆ where Mˆ
is the enveloping ada of M . Consider Mˆ ≤ 3X as adas for some finite set X . Thus
M ≤ Mˆ ≤ 3X as C-algebras.
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Since M  Mˆ there exists γ ∈ M such that γ↓ /∈ M . Therefore there exists
x1 ∈ X such that γ(x1) = T since otherwise γ↓ = F ∈ M . Further, there exists
x2 ∈ X such that γ(x2) = U since otherwise γ↓ = γ ∈ M , a contradiction. Hence
γ can be identified with the pair of sets (A,B) where A 6= ∅ 6= (A ∪B)c.
Since M is atomic there exist αi where i ∈ I (I: finite) and αi ∈ A (M) ∩M#
and βj where j ∈ J (J : finite) and βj ∈ A (M) ∩M c# such that
γ = (
⊕
αi)⊕ (
⊕
βj).
It is clear that each αi can be identified with the pair of sets (Ai, A
c
i ) and that each
βj can be identified with the pair of sets (∅, Bcj) where Ai, Bj ⊆ X . In other words
αi = αT,Ai and βj = βU,Bj .
Since we have ascertained that A 6= ∅ 6= (A ∪ B)c we have I 6= ∅ 6= J . Since ⊕
is defined, using Proposition 2.51 we have Ai ∩ (∅ ∪ (Bj)c)c = Ai ∩ Bj = ∅ for all
i ∈ I and j ∈ J . Further,
⋃
Ai = A.
Since I is finite we have
⊕
αi ∈ M# ⊆ M . Also
⊕
αi = γ
↓ since γ↓ is rep-
resented by the pair of sets (A,Ac) and
⊕
αi is represented by the pair of sets
(
⋃
Ai, (
⋃
Ai)
c). Thus γ↓ ∈M which is a contradiction. The result follows. 
3. C-sets and closure operators
In [15], the authors introduced the notion of a C-set to study an axiomatization
of if-then-else that included models of possibly non-halting programs and tests,
where the tests were drawn from a C-algebra. Given a C-algebra, there is an inher-
ent if-then-else operation on it, which aids us in studying structural properties
of C-algebras.
Definition 3.1. Let S⊥ be a pointed set with base point ⊥ and M be a C-algebra
with T, F, U . The pair (S⊥,M) equipped with an action
[ , ] :M × S⊥ × S⊥ → S⊥
is called a C-set if it satisfies the following axioms for all α, β ∈ M and s, t, u, v ∈
S⊥:
U [s, t] = ⊥ (U -axiom)(14)
F [s, t] = t (F -axiom)(15)
(¬α)[s, t] = α[t, s] (¬-axiom)(16)
α[α[s, t], u] = α[s, u] (positive redundancy)(17)
α[s, α[t, u]] = α[s, u] (negative redundancy)(18)
(α ∧ β)[s, t] = α[β[s, t], t] (∧-axiom)(19)
α[β[s, t], β[u, v]] = β[α[s, u], α[t, v]] (premise interchange)(20)
α[s, t] = α[t, t]⇒ (α ∧ β)[s, t] = (α ∧ β)[t, t] (∧-compatibility)(21)
Motivating examples of C-sets include
(
To(X⊥), 3X
)
with the action
(22) α[f, g](x) =


f(x), if α(x) = T ;
g(x), if α(x) = F ;
⊥, otherwise
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and (S⊥, 3) with the action
α[a, b] =


a, if α = T ;
b, if α = F ;
⊥, if α = U.
Example 3.2. Let M be a C-algebra with T, F, U . By treating M as a pointed
set with base point U , the pair (M,M) is a C-set under the following action for all
α, β, γ ∈M :
α[β, γ] = (α ∧ β) ∨ (¬α ∧ γ).
Hereafter, the action of the C-set (M,M) will be denoted by double brackets J , K.
Henceforth, unless explicitly mentioned otherwise, an arbitrary C-algebra with
T, F, U is always denoted by M and an arbitrary C-set by (S⊥,M). In [15], the
authors show the following result.
Proposition 3.3. For all α ∈M we have α[⊥,⊥] = ⊥.
Given a C-algebraM with T, F, U , there is always another C-algebra ensconced
in it.
Proposition 3.4. The set M c# is a C-algebra under the induced operations of M .
Proof. Let α ∈M c#. Then ¬α∨¬¬α = ¬α∨α = α∨¬α 6= T and so ¬α ∈M
c
#. Let
α, β ∈ M c#. Then considering M ≤ 3
X for some set X it follows that there exists
x ∈ X such that α(x) = U . Therefore (α ∧ β)(x) = α(x) ∧ β(x) = U ∧ β(x) = U
and so α ∧ β ∈ M c#. Thus M
c
# is closed under ¬ and ∧, and therefore under ∨.
The result follows. 
Remark 3.5. Note that although M c# is a C-algebra under the induced operations
ofM , it is not closed under the constants T and F , and is therefore not a subalgebra
of M (with T, F, U). It is therefore natural to consider M c# =M
c
# ∪ {T, F}, which
is clearly closed with respect to T, F, U .
We include concepts related to closure operators in the following.
Definition 3.6. Given a set X , a function C : ℘(X)→ ℘(X) is termed a closure
operator on X if for all A,B ⊆ X it satisfies the following:
A ⊆ C(A)(extensive)
C2(A) = C(A)(idempotent)
A ⊆ B ⇒ C(A) ⊆ C(B)(isotone)
A subset A ⊆ X is called a closed subset if C(A) = A. The set of all closed sets of
X ordered by set inclusion ⊆ is a partially ordered set and is denoted by LC .
Theorem 3.7. If C is a closure operator on X then LC forms a complete lattice.
Definition 3.8. An algebraic closure operator on X is a closure operator C such
that for every A ⊆ X we have C(A) =
⋃
{C(B) : B ⊆ A and B is finite}.
Definition 3.9. An element a of lattice L is compact if whenever a ≤ ∨A for
some subset A of L for which
∨
A exists, then there exists a finite subset B ⊆ A
such that a ≤
∨
B. A lattice is compactly generated if every element is the sup of
compact elements. An algebraic lattice is one that is both complete and compactly
generated.
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Theorem 3.10. If C is an algebraic closure operator on X then LC is an algebraic
lattice, and the compact elements of LC are precisely the closed sets C(A) where A
is a finite subset of X.
Definition 3.11 ([12]). Let A and B be posets and F : A→ B and G : B → A be
two antitone functions. The pair (F,G) is said to be an antitone Galois connection
if for all a ∈ A, b ∈ B,
b ≤ F (a)⇔ a ≤ G(b).
Theorem 3.12. Given an antitone Galois connection (F,G) of posets A and B,
the composite functions FG : B → B and GF : A→ A form closure operators and
are called the associated closure operators. Further, FGF = F and GFG = G.
4. An application of if-then-else
In Subsection 4.1 we introduce a notion of annihilators in C-algebras through the
if-then-else action. The notion of Galois connection yields a closure operator in
terms of annihilator, which in turn, yields closed sets. In Subsection 4.2 we give
a characterisation for the closed sets in the C-algebra 3X (cf. Theorem 4.10) and
show that this collection forms a complete Boolean algebra (cf. Theorem 4.14). We
also obtain a classification of the elements of 3X where the elements of the Boolean
algebra 2X form a distinct class (cf. Theorem 4.15).
In this section, unless stated otherwise, M is a C-algebra with T, F, U .
4.1. Annihilators. In this section we show that the presence of the if-then-else
action on the C-algebraM delineates a mechanism to define a notion of annihilators
akin to the concept of annihilators in modules.
Henceforth we consider the C-set (M,M) where M is a C-algebra with T, F, U
with the action αJβ, γK = (α ∧ β) ∨ (¬α ∧ γ). Since αJ , K can be treated as
a binary operation for each α ∈ M we define the notion of the annihilator of an
element a ∈ M to be all the binary operations αJ , K which map the pair (a, a)
to U . We state the definition explicitly in Definition 4.1. Hereafter we use α, β, γ, δ
to denote elements ofM treated as binary operations while a, b, c is used otherwise.
The elements of the C-algebra 3X will also be denoted by α, β, γ, δ. Recall that
the constants T, F, U of M ≤ 3X are denoted by T,F,U respectively (cf. Notation
1.8).
Definition 4.1. For a ∈M ,
Ann(a) = {α ∈M : αJa, aK = U}.
We overload the notation of Ann in a natural manner to subsets of M .
Definition 4.2. The operator Ann : ℘(M)→ ℘(M) is given by
Ann(S) =
⋂
a∈S
Ann(a).
In other words Ann(S) = {α ∈M : for all a ∈ S, αJa, aK = U}.
It is desirable that the operator Ann has some fundamental properties. For
instance every element α ∈M should annihilate U . Conversely every element must
be annihilated by U . In the following we ascertain these and other properties of
the operator Ann which may be deemed natural.
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Proposition 4.3. The following hold in any C-algebra with T, F, U :
(i) Ann(U) =M .
(ii) For any a ∈M , U ∈ Ann(a).
(iii) For any a ∈M#, Ann(a) = {U}.
(iv) Ann(M) = {U}.
(v) b ∈ Ann(a)⇔ a ∈ Ann(b).
(vi) B ⊆ Ann(A)⇔ A ⊆ Ann(B).
(vii) A ⊆ B ⇒ Ann(B) ⊆ Ann(A).
Proof.
(i) Using Proposition 3.3 for the C-set (M,M) we have αJU,UK = U for each
α ∈M so that Ann(U) =M .
(ii) Using (14) on the C-set (M,M) we have UJa, aK = U so that U ∈ Ann(a) for
all a ∈M .
(iii) Using Proposition 4.3(ii) it is clear that {U} ⊆ Ann(a). For the reverse
inclusion since M ≤ 3X for some set X , for a ∈ M# we have a(x) ∈ {T, F}
for all x ∈ X . Suppose that α(xo) ∈ {T, F} for some xo ∈ X so that (α(xo)∧
a(xo)) ∨ (¬α(xo) ∧ a(xo)) ∈ {T, F}. However Ann(a) = {α ∈ M : (α(x) ∧
a(x)) ∨ (¬α(x) ∧ a(x)) = U for all x ∈ X}, a contradiction. Consequently
α(x) = U for all x ∈ X hence α = U.
(iv) Since Ann(M) =
⋂
a∈M
Ann(a), using Proposition 4.3(iii) we have Ann(M) =
{U}.
(v) Consider M ≤ 3X for some set X and b ∈ Ann(a) so that (b(x) ∧ a(x)) ∨
(¬b(x) ∧ a(x)) = U for all x ∈ X . For x ∈ X we have the following cases for
(a(x) ∧ b(x)) ∨ (¬a(x) ∧ b(x)):
b(x) = T : Since (b(x) ∧ a(x)) ∨ (¬b(x) ∧ a(x)) = U we have (T ∧ a(x)) ∨
(F ∧a(x)) = a(x)∨F = a(x) = U . Thus (a(x)∧ b(x))∨ (¬a(x)∧ b(x)) =
(U ∧ b(x)) ∨ (U ∧ b(x)) = U .
b(x) = F : Along similar lines since (b(x) ∧ a(x)) ∨ (¬b(x) ∧ a(x)) = U we
have (F ∧ a(x)) ∨ (T ∧ a(x)) = F ∨ a(x) = a(x) = U . Hence (a(x) ∧
b(x)) ∨ (¬a(x) ∧ b(x)) = (U ∧ b(x)) ∨ (U ∧ b(x)) = U .
b(x) = U : Then (a(x)∧b(x))∨(¬a(x)∧b(x)) = (a(x)∧U)∨(¬a(x)∧U) = U
for a(x) ∈ {T, F, U}.
Hence aJb, bK = U so that a ∈ Ann(b). The converse follows along similar
lines.
(vi) This follows as a direct consequence of Proposition 4.3(v).
(vii) Let A ⊆ B, β ∈ Ann(B) and a ∈ A. Since β ∈ Ann(b) for each b ∈ B and
a ∈ A ⊆ B we have β ∈ Ann(a). Thus Ann(B) ⊆ Ann(A).

We have the following result which follows from Proposition 4.3(vi) and Propo-
sition 4.3(vii).
Proposition 4.4. The pair (Ann,Ann) is an antitone Galois connection.
The following are consequences of Theorem 3.12 and Proposition 4.4.
Corollary 4.5. The function Ann2 : ℘(M)→ ℘(M) is a closure operator.
Corollary 4.6. Consider Ann3 : ℘(M)→ ℘(M). Then Ann3 = Ann.
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Using Theorem 3.7 and Corollary 4.5 we have the following.
Corollary 4.7. The collection of closed sets I = {I ⊆ M : Ann2(I) = I} forms a
complete lattice.
The closed sets in I have the following property.
Proposition 4.8. Let I ∈ I such that I 6=M . Then I ∩M# = ∅.
Proof. Suppose that there exists a ∈ I ∩M# where I ∈ I such that I 6= M . For
any α ∈ Ann(a) we have α = U using Proposition 4.3(iii) since a ∈ M#. Further,
since Ann(I) =
⋂
a∈I
Ann(a) we have Ann(I) = {U}. Using Proposition 4.3(i) we
have Ann2(I) = Ann(U) = M . It follows that I = Ann2(I) = M since I ∈ I,
which is a contradiction. Thus I ∩M# = ∅. 
Remark 4.9. We established that Ann2 is a closure operator. In fact, the following
shows that, in general, Ann2 need not be an algebraic closure operator.
Let M = 3N where N is the set of natural numbers, viz., N = {1, 2, 3, . . .}.
Consider the subset A ⊆M given by
A = {(T, U, U, U, . . .), (U, T, U, U, . . .), (U,U, T, U, . . .), . . .}.
Then
Ann(A) = {(U, x2, x3, x4, . . .) : xi ∈ {T, F, U} for i ∈ N \ {1}}
∩ {(y1, U, y3, y4, . . .) : yi ∈ {T, F, U} for i ∈ N \ {2}}
∩ {(z1, z2, U, z4, . . .) : zi ∈ {T, F, U} for i ∈ N \ {3}} ∩ . . .
= {(U,U, U, U, . . .)}
Thus Ann2(A) =M .
If Ann2 is an algebraic closure operator then for i ∈ I where I is some index set,
consider Bi ⊆ A where Bi is finite for each i and
⋃
Ann2(Bi) = Ann
2(A) = M .
Then for each i, Bi comprises elements of the form β(j) =
{
T, for fixed j = kβ ;
U, otherwise.
Along similar lines as above it follows that Ann(Bi) will have elements whose
coordinates do not take value U at infinitely many places. Thus all the ele-
ments in Ann2(Bi) will have infinitely many coordinates that take value U . If⋃
Ann2(Bi) = M then the element T = (T, T, T, T, . . .) must belong in some
Ann2(Bi), a contradiction since T does not take value U in infinitely many coor-
dinates. Thus Ann2 is not an algebraic closure operator.
4.2. Closed sets of 3X . We consider the C-algebra 3X and give a characterisation
of the closed sets in I with respect to operator Ann2. To that aim in this section
we consider the C-algebra in question to be precisely 3X for some set X .
Theorem 4.10. Let I ⊆ 3X . I ∈ I if and only if there exists Y ⊆ X such that
(P1) for all α ∈ I, for all y ∈ Y , α(y) = U
(P2) for all f : Y c → 3 there exists α ∈ I such that α|Y c = f .
Proof. (⇐) Let I ⊆ 3X such that there exists Y ⊆ X which satisfies both the given
conditions (P1) and (P2). We show that Ann2(I) = I. In view of the fact that
Ann2 is extensive it suffices to show that Ann2(I) ⊆ I.
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Let β ∈ Ann2(I). For β|Y c : Y c → 3 there exists α ∈ I such that α|Y c = β|Y c .
Moreover, α(y) = U for all y ∈ Y . We show that β(y) = U for all y ∈ Y so that
β = α from which it follows that β ∈ I.
Suppose if possible, that β(yo) ∈ {T, F} for some yo ∈ Y . Since β ∈ Ann2(I)
we have (βJγ, γK)(yo) = U for all γ ∈ Ann(I) and so γ(yo) = U for all γ ∈ Ann(I).
Consider δ ∈ 3X given by
δ(x) =
{
T, if x ∈ Y,
U, otherwise.
Due to the fact that α(y) = U for all y ∈ Y , for all α ∈ I, we infer that δJα, αK = U
so that δ ∈ Ann(I). However δ(yo) = T 6= U , a contradiction. Hence β ∈ I and so
I ∈ I.
(⇒) Let I ∈ I. Consider the following.
A = {x ∈ X : α(x) = U for all α ∈ I}
B = {x ∈ X : α(x) ∈ {T, F} for some α ∈ I} = X \A.
We show that Y = A is the required set. It is clear that α(y) = U for all α ∈ I
and for all y ∈ A. Let f : B → 3. Consider its extension fˆ : X → 3 given by the
following:
fˆ(x) =
{
f(x), if x ∈ B;
U, if x ∈ A.
Thus fˆ |B = fˆ |Ac = f . Let β ∈ 3X . It is clear that
β ∈ Ann(I)⇔ β(z) = U for all z ∈ B.
Consider β ∈ Ann(I). It follows that (fˆJβ, βK)(z) = U for all z ∈ B. Also since
fˆ(y) = U for all y ∈ A we have (fˆJβ, βK)(y) = U and so fˆJβ, βK = U from which it
follows that fˆ ∈ Ann2(I) = I. This completes the proof. 
Theorem 4.10 equips us with a mechanism to identify the collection of closed
sets in I with respect to Ann2.
Definition 4.11. For A ⊆ X define IA ⊆ 3
X by
(23) IA = {α ∈ 3
X : α(y) = U for all y ∈ A}.
Proposition 4.12. I = {IA : A ⊆ X}.
Proof. For A ⊆ X consider IA as defined by (23). It follows in a straightforward
manner that IA satisfies (P1) and (P2) of Theorem 4.10 for Y = A so that IA ∈ I.
Conversely for I ∈ I using Theorem 4.10 we have Y ⊆ X such that (P1) and
(P2) are satisfied. We show that I = IY . Clearly I ⊆ IY due to (P1). Conversely
assume that α ∈ IY that is α(y) = U for all y ∈ A. Using (P2) of Theorem 4.10 we
have β|Y c = α|Y c for some β ∈ I. Property (P1) of Theorem 4.10 ascertains that
β(y) = U for all y ∈ Y . It follows that α = β so that α ∈ I. 
We make use of the following result to prove Theorem 4.14.
Lemma 4.13. For A ⊆ X and IA ∈ I the following hold:
(i) Ann(IA) = IAc .
(ii) IA ∩ IB = IA∪B.
(iii) Ann(Ann(IA) ∩ Ann(IB)) = IA∩B .
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Proof.
(i) Let α ∈ Ann(IA). In view of Definition 4.11 and Proposition 4.12 it suffices
to show that α(y) = U for all y ∈ Ac. For each y ∈ Ac consider βy ∈ 3X given
by
βy(x) =
{
T, if x = y;
U, otherwise.
It is straightforward to see that βy ∈ IA for all y ∈ Ac. Thus αJβy, βyK = U
for all y ∈ Ac and so (αJβy , βyK)(y) = U for all y ∈ Ac. Since βy(y) = T it
follows that α(y) = U for all y ∈ Ac.
For the reverse inclusion consider α ∈ IAc and β ∈ IA. Using Definition 4.11
and Proposition 4.12 we have α(y) = U for all y ∈ Ac, so that (αJβ, βK)(y) = U
for all y ∈ Ac. Thus β(y) = U for all y ∈ A so that (αJβ, βK)(y) = U for all
y ∈ A. Thus α ∈ Ann(IA) and consequently Ann(IA) = IAc .
(ii) Consider α ∈ IA ∩ IB and y ∈ A ∪ B. It suffices to show that α(y) = U . If
y ∈ A then α(y) = U since α ∈ IA. Along similar line α(y) = U if y ∈ B so
that α ∈ IA∪B .
For the reverse inclusion consider α ∈ IA∪B. For y ∈ A ⊆ A ∪ B we have
α(y) = U so that α ∈ IA. Proceeding along similar lines we can show that
α ∈ IB from which the result follows.
(iii) Using Lemma 4.13(i) and Lemma 4.13(ii) we haveAnn(Ann(IA)∩Ann(IB)) =
Ann(IAc ∩ IBc) = Ann(IAc∪Bc) = I(Ac∪Bc)c = IA∩B .

Theorem 4.14. The set I of closed sets of 3X with respect to Ann2 is a Boolean
algebra with respect to the operations
¬I = Ann(I)
I1 ∧ I2 = I1 ∩ I2
I1 ∨ I2 = Ann(Ann(I1) ∩Ann(I2))
and {U} and 3X as the constants 0 and 1 respectively. Moreover, I ∼= 2X and is
therefore complete.
Proof. We rely on the representation of I as given in Proposition 4.12. In view of
Lemma 4.13 we show that the operations given as follows define a Boolean algebra
on I:
¬IA = IAc
IA ∧ IB = IA∪B
IA ∨ IB = IA∩B
The verification is straightforward and involves set theoretic arguments.
Let A,B ⊆ X . Using Lemma 4.13 we have IA ∧ IB = IA∪B = IB∪A = IB ∧ IA
and similarly IA ∨ IB = IA∩B = IB∩A = IB ∨ IA. Along similar lines the axioms
of associativity, idempotence, absorption and distributivity can be verified so that
〈I,∨,∧〉 is a distributive lattice.
Note that IX = {U} while I∅ = 3
X . Using Lemma 4.13 we have IA ∧ IX =
IA∪X = IX and IA ∨ I∅ = IA∩∅ = I∅ for all A ⊆ X . Also IA ∧ Ann(IA) =
IA ∧ IAc = IA∪Ac = IX and IA ∨Ann(IA) = IA ∨ IAc = IA∩Ac = I∅.
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Hence 〈I,∨,∧,¬, IX , I∅〉 is a Boolean algebra. It is a straightforward verification
to ascertain that the assignment given by IA 7→ Ac from I to 2X is a Boolean algebra
isomorphism. 
We now give a classification of elements ofM = 3X which segregates the elements
of 2X(=M#) into one class.
Theorem 4.15. For each A ⊆ X define SA = {α ∈ 3X : Ann(α) = IA}. The
collection {SA : A ⊆ X} forms a partition of 3X in which all the elements of 2X
form a single equivalence class.
Proof. We first show that SA 6= ∅ for any A ⊆ X . To that aim consider α ∈ 3X
given by
α(x) =
{
U, if x ∈ Ac;
T, otherwise.
Using Definition 4.11 and Proposition 4.12 it is straightforward to verify that
Ann(α) = IA. Consequently SA 6= ∅.
It is self-evident that α ∈ SA∩SB is a violation of the well-definedness of Ann(α)
from which it follows that SA ∩ SB = ∅ for A,B ⊆ X where A 6= B.
Note that for any α ∈ 3X we have Ann(α) ∈ I that is Ann(α) = IA for some
A ⊆ X , since Ann2(Ann(α)) = Ann3(α) = Ann(α) using Corollary 4.6. Thus
Ann(α) = IA for some A ⊆ X so that α ∈ SA. Therefore
⋃
A⊆X
{SA : A ⊆ X} = 3
X
and hence the collection {SA : A ⊆ X} forms a partition of 3
X .
Further, for α ∈ 2X we have Ann(α) = {U} = IX so that α ∈ SX . Conversely
any α ∈ SX would satisfy Ann(α) = IX = {U}. If α(xo) = U for some xo ∈ X
then it follows that β ∈ 3X given by
β(x) =
{
T, if x = xo;
U, otherwise.
satisfies βJα, αK = U and so U 6= β ∈ Ann(α) which is a contradiction. Thus
α(x) ∈ {T, F} for all x ∈ X from which it follows that α ∈ 2X . Hence the
equivalence class SX = 2
X . 
We conclude this section with some remarks on annihilators.
Remark 4.16.
(i) The statement Ann(α) = {U} ⇔ α ∈ M# holds in 3X but need not be true
in general.
ConsiderM = {(T, T ), (F, F ), (U,U), (F,U), (T, U)} ≤ 32 and (T, U) ∈M .
Then Ann(T, U) = {β ∈ M : βJ(T, U), (T, U)K = (U,U)}. Hence for (x, y) ∈
Ann(T, U) we have ((x ∧ T ) ∨ (¬x ∧ T ), (y ∧ U) ∨ (¬y ∧ U)) = (U,U) and so
(x ∨ ¬x, U) = (U,U). It follows that x = U and so Ann(T, U) = {(U,U)}.
However (T, U) /∈M#.
(ii) The only closed sets ofM areM and {(U,U)}. Again note that the collection
of closed sets is a Boolean algebra.
(iii) For I ⊆M where M ≤ 3X we have AnnM (I) = Ann3X (I) ∩M .
Let α ∈ AnnM (I). Clearly α ∈M and α ∈ Ann3X (I). Conversely suppose
α ∈ Ann3X (I) ∩M . Then it is clear that α ∈ AnnM (I).
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(iv) Thus on applying Ann to the previous statement and making appropriate
substitutions we have Ann2M (I) = Ann3X (Ann3X (I) ∩M) ∩M .
5. Future work
A point of interest would be to enquire whether the representation of elements
through atoms by ⊕ as defined in this work is unique. Further, by the definition
of atomic C-algebras proposed by us, we note that 3X is not atomic for infinite X .
It is therefore desirable to obtain a suitable definition for atomicity so that 3X is
atomic for any set X . It remains to be seen what characterisation may be achieved
for the closed sets of an arbitrary C-algebra with T, F, U , and whether the closed
sets in such a C-algebra always form a Boolean algebra.
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