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Molecular dynamicsIn this contribution, we discuss three recent developments in atomistic biological charge transfer theory.
First, in the context of Marcus' classical theory of charge transfer, key quantities of the theory such as driving
forces and reorganization enthalpies are now accessible by thermodynamic integration schemeswithin standard
molecular dynamics simulations at high accuracy. Second, direct simulations of charge transfer enable the
computation of fast charge transfer reaction rates without having to resort to Marcus' theory. Finally, exploring
the electronic structure beyond that of hitherto presumed centers of localization helps to identify new stepping
stones of charge transfer reactions. This article is part of a Special Issue entitled: 17th European Bioenergetics
Conference (EBEC 2012).
© 2012 Elsevier B.V. All rights reserved.1. Introduction
Charge transfer plays a central role in biological energy conversion,
and the subject – being of considerable interest itself – has got an addi-
tional focus by the idea of transferring biological concepts to artiﬁcial
light harvesting systems. Charge transfer reactions are usually inter-
preted using the seminal theory of Marcus [1] and its extensions by
Hush, Jortner, Dogandze, Levich and many others. Marcus' theory in-
volves a charge donor and an acceptor site residing in harmonic minima
of the thermodynamic potential. They are coupled by an electronic tunnel
splitting Δ , a thermodynamic force ΔG drives the reaction, and the ener-
gy gained by reorganizing a polarizable environment after charge trans-
fer is denoted as λ. This view is visualized in Fig. 1. In the absence of
nuclear quantum effects [2], the weak coupling or nonadiabatic charge
transfer rate amounts to
kCT ¼
Δ2
ℏ
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In the strong-coupling adiabatic regime, a single passage of the acti-
vation barrier is sufﬁcient to transfer a charge, and the preexponential
expression of Eq. (1) is replaced by a frequency of the order of k0≃1012
to 1013 s−1.uropean Bioenergetics Confer-
reiburg.de (T. Koslowski).
rights reserved.Quantum corrections to Eq. (1) may be required in the so-called
inverse regime,−ΔG>λ [2], and there are hints for coherent biological
charge transfer at low temperatures [3]. Nevertheless, most of the
theoretical work concerning biological electron transfer is still devoted
to compute reliable estimates for the three key energies of Marcus'
expression, Δ, ΔG and λ. For biological systems, two phenomenological
approaches have become particularly popular and successful in calculat-
ing estimates for the electronic tunnel splitting, Δ. The Dutton–Moser
ansatz [4] focuses on protein cofactors and makes use of an exponential
decay of Δwith an increasing donor–acceptor distance, with the protein
interpreted as an effective medium. Beratan, Onuchic and Gray [5], on
the other hand, have established a set of additional contributions to Δ
considering through-bond hopping matrix elements.
The advent of large-scale atomistic simulations of biopolymers has
also had a pronounced impact on charge-transfer theory: in addition to
experimental structures, simulation snapshots are now frequently used
as input to a broad spectrum of quantum chemical methods, mainly to
compute the electronic tunnel splitting Δ. Since microsecond length
MD simulations are increasingly becoming routine, it is now possible
to explore time-scales longer than those of fast electron transfer reac-
tions, indicating that comprehensive sampling of the relevant system
conformational space is ﬁnally possible, even for biomolecules.
In the following, we describe three developments that go beyond
straightforward simulations and a quantum chemical postprocessing
of experimental or simulation geometries, with a focus on examples
stemming from the work of our groups in the past three years. We
wish to highlight two reviews covering the computation of charge
transfer parameters up to 2008, dealing with large complex systems
[6] and the problem of a quantum chemical estimate of the electronic
tunnel splitting [7].
Fig. 1. Characteristic energies of Marcus' theory of the donor–acceptor electron transfer
reaction A−+D⇌A+D−: thermodynamic driving force ΔG, reorganization energy λ
and electronic tunnel splitting Δ.
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Compared to the electronic tunnel splitting, the thermodynamic
driving force, ΔG, and the reorganization energy, λ, are far less accessi-
ble from standard computations: in contrast toΔ, where the geometries
are usually reduced to a small subsystem for a high-level quantum
chemical computation, the entire model geometry would have to be
taken into account. Molecular dynamics simulations, on the other
hand, exhibit strong ﬂuctuations in the potential energies and lead to
internal energies ΔU rather than to the free enthalpies being of interest
here. With a typical error of 5 kJ/mol, however, thermodynamic
integration (TI) delivers accurate ΔG values within the limits of the un-
derlying force ﬁeld. Originally designed to compute solvation free
enthalpy differences, this method has found numerous applications in
computingΔG values for protein–ligand interactions [8] and has recent-
ly been adapted to handle charge transfer between distinct centers of
electron or hole localization [9].
TI introduces an additional parameter, Λ (0≤Λ≤1), to the
thermodynamic potential, which linearly interpolates between the
charge distributions characteristic of the donor and the acceptor
conﬁguration. The thermodynamic driving force can be computed
by the numerical integration with weights w(i):
ΔG≃ΔA ¼ ∫1
0〈 ∂V∂Λ〉ΛdΛ≃
Xn
i¼1
w ið Þ〈 ∂V∂Λ〉Λ ið Þ: ð2Þ
In solution, the pressure work ΔG−ΔA is usually negligible. As a
ﬁrst test case, hole transfer along the tryptophan triad Trp382⇌
Trp359⇌Trp306 has been studied [9]. Here, the initial charge separation
is photochemically induced, a negatively charged FAD cofactor is
compensated by a tryptophan amino acid radical cation. Oneﬁnds the re-
action within the triad to be almost isoenergetic for the ﬁrst and
energetically downhill for the ﬁnal step, a picture in qualitative and
quantitative agreement with an older Poisson–Boltzmann approach
[10]. Reorganization energies amount to ∼100 kJ/mol. As a general
trend, we observe an increasing ΔG with an increasing intercharge
distance and an increasing λwith an increase of the solvent exposure ofTable 1
Theoretical vs. experimental decadic logarithms of charge transfer rates, log10kCT in
s−1, for selected charge transfer systems discussed in the text. Triphenylamin dimer
(ϕ=phenyl or methoxyphenyl), DNA adenin–adenin hole hopping, the E. coli CPD
photolyase (PL) tryptophan triad, and interquinone electron transfer in the photoreac-
tion center (PRC) of Rb. sphaeroides.
System Theory Experiment
ϕ2N+ϕ2Nϕ2⇌ϕ2Nϕ2N+ϕ2 11.0 [12] 12.1 [18]
DNA A++A ⇌ A+A+ 9.6 [13] 10.3 [19]
PL W382++W359 ⇌W382+W359+ 11.1 [15], 10.6 [20] 11.0 [21]
PL W359++W308 ⇌W359+W308+ 10.2 [15,20] 10.5 [21]
PRC QA−+QB⇌ QA+QB− 5.2 [17] 5.0 [23,22]a travelling charge. Whereas it is a matter of dispute to which extent
equilibrium thermodynamics can be applied to very fast charge transfer
reactions, it seems possible to sort sites of localization with respect to
their free enthalpies and thus discriminate between different charge
transfer paths, e.g. in Synechocystis sp. cryptochrome [11], as illustrated
in Fig. 2.
3. Direct simulation
Due to continuous improvement in computer hardware and
algorithms, time scales of molecular dynamics simulations and fast
electron transfer reactions now overlap, making charge transfer a
subject accessible by direct computer simulations without resorting to
Marcus' theory. Here, those parts of a system that are relevant to charge
localization, such as cofactors and speciﬁc amino acids, have to be dealt
with in a quantum mechanical way. Whereas the combined simulation
of quantum and classical degrees of freedom (QM/MM) has a long
history, its application to charge transfer reactions is notably recent.
Within a fewyears, applications have rapidlymoved from comparatively
simple solvated organic molecules [12] over DNA [13,14] to proteins
[15]. The quantum chemical part of the systems is still treated on a
very basic level, involving empirical tight-binding Hamiltonians or cut-
down density functional approaches. This simpliﬁcation is necessary to
achieve a statistically relevant number of events within simulation
times on the order of 10 to 100 ns. Nevertheless, the numerical
results obtained so far are notably consistent with experimental results
(Table 1), and the prospect of having a simulation method at hand that
is independent of Marcus' theory is certainly an appealing one. In addi-
tion, direct simulations permit the exploration of charge transfer events
beyond the limits ofMarcus' theory, allowing e.g. transfer to proceed out
of non-equilibrium starting ensembles, the delocalization of charge be-
tweenD andA and reaction coordinates that deviate from ideal parabola.
4. New stepping stones
As direct simulations of electron hopping are still restricted to
hopping on the subnanosecond time scale, classical Marcus' theory
prevails for most of the ground state charge transfer reactions
encountered in biological systems. Exploring the electronic structure
beyond the cofactors – preferably using a method that is not biased
towards a particular reaction mechanism, such as the variational ap-
proach – opens the way to reveal new mechanisms or to substantiate
conclusions drawn from experiments.
As an example, we focus on the Fe/S cluster charge transfer chain
of the respiratory complex I of Th. thermophilus (Fig. 3). To describe its
electronic structure, an all-atom Hamiltonian that accounts for the
formation of chemical bonds, spin polarization on transition metal
atoms and solvent polarization effects has been used [16]. It hasFig. 2. The road not taken: Synechocystis sp. and its ﬂavin–tryptophan charge transfer
path (solid arrow); the path homologous to E. coli CPD photolyase not populated is
represented by a dashed line. Synopsis of ESR experiments and a thermodynamic inte-
gration calculation from ref. [11].
Fig. 3. The kinetic bottleneck in Th. thermophilus respiratory complex I between the
iron–sulfur clusters N5 (left) and N6a (right). The fastest electron transfer paths bridg-
ing the clusters involve aromatic amino acids, as suggested by Wittekindt et al. [16] on
the basis of large scale electronic structure calculations; these paths are indicated by
arrows. All fast paths include Phe328D, an amino acid highly conserved throughout
the evolution of complex I. The chain enumeration follows the protein data base
entry 2FUG.
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calculations and solved on the unrestricted Hartree–Fock mean ﬁeld
level. In addition to iron–sulfur clusters, aromatic amino acids have
been identiﬁed as essential centers of localization that participate in
the electron transfer process. This novel perspective of charge
transfer in complex I has been supplemented by a multiple sequence
analysis of a broad spectrum of genomes, revealing that the amino
acids identiﬁed as stepping stones in the electron transfer chain are
conserved during the evolution of complex I.
Whenever experimentally observed electron transfer remains efﬁ-
cient while the distance between presumed sites of charge localization
reaches the order of 8–10 Å, it is worth looking at potential reaction
intermediates such as aromatic amino acids. For example, the quinones
involved in the ﬁnal charge transfer step within the light state of the
bacterial photoreaction center of Rb. sphaeroides exhibit a distance of
∼12 Å. It is no surprise that reaction rates estimated for direct
interquinone charge transfer are orders of magnitude smaller than
those obtained experimentally. Only if a bridging iron complex is
attached to the quinones via hydrogen bonds – as characteristic of the
charge transfer active light state – the computed rate for superexchange
involving the histidine ligands of the complex becomes comparable to
the experimental value [17].5. Concluding remarks
All theoretical elements described in this contribution aim at getting
a look of charge transfer reactions that are not biased towards any
speciﬁc reaction mechanism. Using all-atom simulations and electronic
structure computations, noparticular cofactors or centers of localization
are highlighted a priori. Constructing or using more accurate
Hamiltonians than the semiempirical ones referenced here remains a
challenge, in particular for an accurate description of charge transfer
in the excited state. Finally, the theoretical methods described here
always rely on experimentally determined protein structures, andthey become most effective if combined with experimental studies
and biochemical arguments.
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