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している．さらに Andradeand O'Hagan (2006)では事前分布にも裾の甫い分布を仮定
して，位握母数だけでなく尺度母数の推定も行なっている．しかし，尺度母数に対しては推





を大きく損なってしまう．そこで Ghoshand Basu (2016)では，汚染分布を用いた外れ
値の定義から density-powerdivergenceを用いて，頑健な事後分布を構成する方法を提案
しているまた， Nakagawaand Hashimoto (2019)では， 1-divergenceを用いて， Ghosh
and Basu (2016)と同様に頑健な事後分布を構成している．これらのように divergence
を用いることで，多変量への拡張も容易であり，さらに 2つの事後分布を用いたベイズ推
定量は外れ値が入っていない場合にも十分な推定が行えていることが，数値実験からもわ
かっている特に Nakagawaand Hashimoto (2019)で提案されているベイズ推定量は
1-divergenceと同様に外れ値の割合が多くても頑健な推定を可能にしている．





を第 3節で紹介するそして第 4節で ReferencepriorとMomentmatching priorにつ
いて紹介する最後に第 5節でそれぞれの事前分布の精度を数値比較する．
2 Robust bayes1an est1mat1on 
X1, ... ,Xnを密度関数 g(x)= (1 -c:)f(x) + c:8(x)から独立同一に観測されたデー
タとするここで， f(x)はターゲットの分布であり， 8(x)は汚染分布であるまた，




えてしまう．ベイズ法の枠組みで， Ghoshand Basu (2016)とNakagawaand Hashimoto 
(2019)はそれぞれロバストな事後分布を構成している．
定義 2.1(R(a)_posterior). a> 0に対して，







q(a)(x; 0) = -f0(x) - jに (t)dt.
a a+l 
注意 2.1. ここで， da(9,f) =¾J g(x)f0(x)dx -aいIJJ+°'(t)dtは density-power
divergenceのcrossentropyであり， R(a)_posteriorはdensity-powerdivergenceと非常
に関係がある．
定義 2.2("I-posterior). "/ > 0に対して，
三 (01Xn)= exp{-nふ(g,f0)}1r(0) 
J8exp{-n広(g,f0)}1r(0)d0 
を"(-posteriorという．ここで，
n → /(l+'Y) —鴫(g,f0) =苫炉(xi;0)-~'q叫x;0) = tn(x) {! 仄 (t)dt}
注意 2.2.ここで， d孔g,f) =~log J g(x)f0(x)dx-叶了logJ JJ+"'(t)dtは"(-divergence




また Ghoshand Basu (2016)とNakagawaand Hashimoto (2019)では，それぞれの
事後分布から推定量の漸近性質とロバスト性を示している．
3 漸近性質
dをダイバージェンスとし，尻=argmin0E8 d(g, !0), 09 = argmin0E8 d(g, !0), 
ぬ=f 01r(d)(01Xn)d0, Qn(0) = -nd(g, f0)とする．このとき， Ghoshand Basu (2016) 
とNakagawaand Hashimoto (2019)では，いくつかの正則条件のもとで以下の定理が成
り立っている．
定理 3.1.確率 1で8Q砂（尻）/80 = 0を満たし， 0れ 40か 1r(0)を連続とする．この
とき，
J戸）(tiふ）ー (21r)-p/2J(d)(0g)l1/2 exp (亨J(d)(0g)t)dt 4 0 
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が成り立つ．ここで，
J行）(0) = -E。,[ 80~20T q(d) (0; ふ）］
である．
また以下も成り立っている．














がら， R(°')_posterior や 'Y—posterior は事後分布が複雑な形をしているため，共役事前分
布を考えることが困難である．そのため，本稿では客観事前分布に着目する．客観事前分
布はいくつかあり，代表的なものとして，事後分布と事前分布の距離を最大にする事前分




となることを示している一方で， Ghoshand Liu (2011)で最尤推定量と翡次のオーダー
でバイアスが一致する MomentMatching priorが提案されている．本稿ではp=lの場
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合に R(a)_posteriorと,-posteriorに対応する Momentmatching priorを導出する．定
理3.1の条件と以下の条件を仮定する．
• q(x; 0)が4階微分可能とする．
• E[M(X)] < ooとなる関数で，以下を満たすものが存在する．
が
804 
q(x; 0) :; M(x). 
このとき， Giummoleet al. (2017)より以下が成り立つ．
定理 4.1.確率 1でaQ炉（尻）/80 = 0 を満たし，尻 ~0g, 1r(0)がび級の関数とする．
このとき，
尻＝凡+nJC~(似）｛— 2J(~仇）］。い(i人）＋：冒}+ Op(n―') 
を得る．
これより，
贔— 0) ぢ 1 {— g屈 (0g) 7r1 (0砂
J(d)(09) 2J(d)(09) + 7r(09) } 
となるここで， 93(0)= E。g[炉q(X1;0)/80門とする．つまり，
誓 (0)= exp {-J゜~~: 岱炉｝






標本数n= 20, 50, 100, 汚染の割合 E= 0.00, 0.05, 0.20の場合について，事後平均のバイ
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アスを見ていく．また，事後平均は菫点サンプリングで導出する．またデータ発生分布を
(1 -c)N(O, 1) + cN(6, 1) 
とし，候補モデルを正規分布N(μ,庄）とする．正規分布の場合の Referencepriorは以下
のようのに与えられる．






A1 = 7r(l十a)/2(a(l十a)3(2+a)+ (10 -a2(-2 + a(5 + a(3 + a))))), 















表 1 The empirical biases of the posterior means for the mean parameter under 
the uniform prior 
ordinary R<">-posterior 7-posterior 
a,"( a 'I 
c n 0.00 0.30 0.50 0.70 1.00 0.30 0.50 0.70 1.00 
0.00 20 0.001 0.001 0.004 0.005 0.005 0.001 0.002 0.003 0.004 
0.00 50 0.001 0.001 0.001 0.001 0.002 0.001 0.001 0.001 0.001 
0.00 100 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.002 
0.05 20 0.302 0.094 0.076 0.059 0.028 0.083 0.059 0.053 0.046 
0.05 50 0.300 0 026 0 015 0.026 0 039 0.022 0.008 0 006 0.007 
0.05 100 0.302 0 013 0 005 0.004 0 013 0.012 0.004 0 002 0.002 
0.20 20 1.191 0.724 0.490 0.328 0.166 0.730 0.507 0.390 0.292 
0.20 50 1.194 0 678 0 413 0.342 0 242 0.643 0.280 0 164 0.131 
0.20 100 1.202 0.614 0.209 0.154 0.218 0.574 0.091 0.021 0.011 
表 2 The empirical biases of the posterior means for the variance parameter 
under the uniform prior 
ordinary R(a)_posterior "(-posterior 
a,'Y a ' f; n 0.00 0 30 0.50 0 70 1.00 0 30 0 50 0.70 1.00 
0.00 20 0.266 1.249 4.444 9.155 12.755 0.955 2.187 4.175 7.280 
0.00 50 0.090 0.259 0.515 1.447 7.275 0.230 0.361 0.547 1.020 
0.00 100 0.041 0.111 0.192 0.336 1.292 0.101 0.150 0.208 0.319 
0 05 20 2.441 2.766 6 143 10.225 13 075 2.126 3.367 5 338 8 173 
0.05 50 1.943 0.523 0.821 2.366 8.700 0.425 0.464 0.668 1.275 
0.05 100 1.833 0.233 0.288 0.489 2.125 0.189 0.189 0.236 0.354 
0 20 20 7.504 9. 700 11 373 12.993 13 934 8.793 8.933 9 702 11 014 
0.20 50 6.333 6.017 5.944 8.379 12.484 5.358 3.285 2.844 3.682 
0 20 100 6.054 4.631 2 423 3.003 7 895 4.180 0.957 0 496 0 596 





表3 The empirical biases of the posterior means for the mean parameter under 
the reference prior 
ordinary R<">-posterior 7-posterior 
a,"( a 'I 
c n 0.00 0.30 0.50 0.70 1.00 0.30 0.50 0.70 1.00 
0.00 20 0.005 0.001 -0.001 -0.003 0.001 0.001 -0.001 -0.003 -0.004 
0.00 50 -0.005 0.006 -0.004 -0.003 -0.002 -0.005 -0.004 -0.003 -0.002 
0.00 100 -0.001 -0.002 -0.003 -0.003 -0.004 -0.002 -0.003 -0.003 -0.004 
0.05 20 0.284 0.028 0.011 0.013 0.069 0.025 0.006 0.002 0.003 
0.05 50 0.302 0 013 0 002 0.000 0 003 0.011 0.001 0 000 -0.001 
0.05 100 0.296 0 005 -0 002 -0.003 -0 002 0.004 -0.002 -0.003 -0.003 
0.20 20 1.214 0.596 0.338 0.357 0.685 0.579 0.270 0.187 0.237 
0.20 50 1.194 0 510 0 141 0.085 0 139 0.483 0.087 0 025 0.011 
0.20 100 1.217 0.516 0.088 0.035 0.037 0.480 0.044 0.013 0.008 
表 4 The empirical biases of the posterior means for the variance parameter 
under the reference prior 
ordinary R<"Lposterior ,-posterior 
a,'Y a う’
E n 0.00 0.30 0.50 0.70 1.00 0.30 0.50 0.70 1.00 
0.00 20 0.025 0.004 -0.007 -0.015 -0.042 -0.002 -0.039 -0.105 -0.213 
0.00 50 0.015 0.006 0.000 -0.007 -0.001 0.004 -0.009 -0.032 -0.093 
0.00 100 0.004 0.000 -0.002 -0.006 -0.009 0.000 -0.006 -0.016 -0.042 
0.05 20 0.610 0.111 0.090 0.130 0.180 0.089 -0.029 -0.007 -0.047 
0 05 50 0.643 0.054 0 033 0.036 0.073 0.038 -0.002 -0.019 -0.059 
0.05 100 0.638 0.038 0.024 0.026 0.037 0.025 0.000 -0.011 -0.035 
0.20 20 1.664 1.032 0.772 0.811 0.788 0.966 0.560 .453 0.451 
0.20 50 1.619 0.947 0.412 0.382 0.567 0.874 0.244 0.153 0.146 






表 5 The mean parameter under the moment matching prior 
ordinary R(")_posterior ,-posterior 
a,'Y °' 'Y 
c n 0.00 0.30 0.50 0.70 1.00 0.30 0.50 0.70 1.00 
0.00 20 -0.002 -0.001 -0.001 -0.001 0.001 -0.001 -0.001 0.000 0.000 
0.00 50 0.000 0.001 0.001 0.001 -0.002 0.001 0.001 0.001 0.001 
0 00 100 0.004 0.003 0.003 -0.003 -0.003 0.003 0 003 0 003 0.003 
0.05 20 0.290 0.022 0.007 0.006 0.028 0.020 0.004 0.003 0.014 
0.05 50 0.294 0.016 0.008 0.007 0.007 0.015 0.007 0.006 0.006 
0.05 100 0.302 0.015 0.008 0.008 0.008 0.014 0.008 0.007 0.008 
0.20 20 1.202 0.585 0.349 0.313 0.530 0.576 0.319 0.274 0.362 
0 20 50 1.219 0.535 0.174 0.091 0.058 0.514 0 129 0 057 0.045 
0.20 100 1.205 0.509 0.079 0.029 0.012 0.477 0.043 0.011 0.008 
表6 The variance parameter under the moment matching prior 
ordinary density power posterior ,-posterior 
a,, a 'Y 
c n 0.00 0.30 0.50 0.70 1.00 0 30 0.50 0.70 1 00 
0.00 20 0.031 0.012 0.011 -0.054 -0.454 0.011 0.016 0.029 0.093 
0.00 50 0.008 0.003 0.001 -0.022 -0.229 0.003 0.005 0.006 0.000 
0.00 100 0.002 0.000 -0.001 -0.013 -0.120 0.000 0.000 0.000 0.000 
0.05 20 0.616 0.099 0.101 0.070 -0.303 0.085 0.080 0.130 0.316 
0.05 50 0.630 0.051 0.036 0.019 -0.178 0.040 0.020 0.020 0.032 
0.05 100 0.636 0.038 0.026 0.020 -0.086 0.027 0.010 0.007 0.006 
0.20 20 1.659 1.018 0.814 0.661 0.020 0.975 0. 713 0. 782 1.221 
0.20 50 1.638 0.966 0.450 0.347 0.082 0.906 0.309 0.217 0.259 
0.20 100 1.613 0.969 0.278 0.215 0.102 0.887 0 144 0.095 0.110 
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