Abstract As a chronic disease, diabetes mellitus has emerged as a worldwide epi demic. Providing diagnostic aid for diabetes disease by using a set of data that con tains only medical information obtained without advanced medical equipment, can help numbers of people who want to discover the disease or the risk of disease at an early stage. This can possibly make a huge positive impact on a lot of peoples lives. The aim of this study is to classify diabetes disease by developing an intelligence sys tem using machine learning techniques. Our method is developed through clustering, noise removal and classification approaches. Accordingly, we use SOM, PCA and NN for clustering, noise removal and classification tasks, respectively. Experimen- et al. (2017) tal results on Pima Indian Diabetes dataset show that proposed method remarkably improves the accuracy of prediction in relation to methods developed in the previous studies. The hybrid intelligent system can assist medical practitioners in the health care practice as a decision support system.
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Introduction
Diabetes has been one of the leading health problems in the United States [37] . It has attained the dubious distinction of becoming the fifth leading cause of disease-related death [19] . Diabetes is a chronic endocrine disorder affecting the bodys metabolism and resulting in structural changes affecting the organs of the vascular system [10, 13] . Generally, diabetes is characterized as existing in two major forms: (a) insulindependent (Type I) and (b) noninsulin-dependent (Type II). The latter appears to be the more common, accounting for 80% of all diabetic cases [19] . The Pima are one of the most studied populations regarding diabetes, not only among American Indians, but in the world [24] . The most studied populations regarding diabetes is Pima, not only among American Indians, but in the world [24] , The samples of studied populations regarding diabetes refer to discrete Type-2 positive and negative instances. The only way for the diabetes patient to live with this disease is to keep the blood sugar as normal as possible without serious high or low blood sugars this is achieved when the patient uses a correct management (therapy) which may include diet and exercising, taking oral diabetes medication or using some form of insulin [19] . On the other hand treating the diabetes disease is also a difficult, an expensive and a complex task for the medical staff [19] . There are number of important things to record about the patient and disease that help the doctors to make an optimal decision about the patient to make his/her life better.
Machine learning deals with the development of technologies which allow ma chines to learn. The challenge is to create algorithms that can take a group of patterns (on a broader range, the existing knowledge) and automatically make new inferences from the initial information, with or without human intervention. From the machine learning perspective, classification is the problem of identifying a set of observations into several categories, basing on the training result of a subset of observations whose belonging category is known. The unsupervised learning is defined as cluster analy sis. It is also called clustering. Clustering is a process of putting a set of observations into several reasonable groups according to certain measure of similarity within each group. The clustering problem has been addressed in many diseases diagnosis sys tems [20, 8, 40, 33, 34, 35] , This reflects its broad appeal and usefulness as one of the steps in exploratory health data analysis.
There is a vast sea of different techniques and algorithms used in data mining especially for supervised machine learning techniques; therefore, selecting the appro priate techniques has been a challenge among researchers in developing the diabetes disease diagnosis systems [15, 22] , Hence, in order to improve predictive accuracy of diabetes disease classification, a new method is proposed by applying noise re moval, classification and clustering techniques. To the best knowledge of the authors, there is no implementation of classification method (NN), clustering method (SOM) and noise removal method (PCA) for diabetes disease diagnosis form the real-world dataset.
Our study at hand is organized as follows: In Section 2 we present the relatedwork. In Section 3 the research methodology and all techniques incorporated to the proposed method are explained. In Section 4, the evaluations of methods are present ed. Finally, we conclude our work in Section 5.
Related Work
Polat et al. [41] used discriminant analysis and the Support Vector Machine (SVM) for diabetes classification. Using 10-fold cross validation, they achieved 82.05% of accuracy on Pima diabetes dataset. Kayaer and Yldrm [23] developed a method us ing the General Regression Neural Network (GRNN) for diabetes classification. The method was tested on PID and achieved 80.21% accuracy for classification. Aslam et al. [1] proposed a method using the Genetic Programming (GP) for diabetes classifi cation. The method includes three stages: features selection, features generation and testing. Two classifiers, the k-Nearest Neighbor (k-NN) and the SVM, were used for evaluating the selected features. The authors tested the performance of method using Pima Indians diabetes dataset. A hybrid intelligent system was developed by [22] using the Fuzzy Neural Network (FNN) and the Artificial Neural Network (ANN). They evaluated the method on two public medical datasets, Pima Indians diabetes and Cleveland heart disease. Using k-fold cross-validation, the method obtained classifi cation accuracies of 84.24% and 86.8% for Pima Indians diabetes dataset and Cleve land heart disease dataset, respectively. An intelligent system was proposed by [15] for diagnosis of diabetes. The method was based on the Small-World Feed Forward ANN (SW-FFANN). The accuracy of the method was 91.66%. Ganji and Abadeh [16] developed a method,the FCS-ANTMINER, by the Ant Colony Optimization (ACO). They extracted a set of fuzzy rules to classify the diabetes disease. The obtained classification accuracy was 84.24%. An intelligent diagnosis system, the LDA-ANFIS, was developed by Dogantekin et al. [12] for diabetes using the Linear Discriminant Analysis (LDA) classification method and the Neuro-Fuzzy (ANFIS) system. The classification accuracy of the LDA-ANFIS was about 84.61%. A com parative study of diabetes disease on Pima Indian diabetes disease was conducted by [44] . They used multilayer NN which was trained by the Levenberg-Marquardt (LM) algorithm and probabilistic NN. An automatic diagnosis system, the LDACMWSVM, was developed for diabetes by [4] . They used the Morlet Wavelet Support Vector Machine (MWSVM) Classifier and the Linear Discriminant Analysis (LDA). Their method classification accuracy was about 89.74%. From the literature on diabetes disease diagnosis form experiments with Long Beach and Cleveland Clinic Founda tion, we found that at the moment there are no implementations of the PCA, Gaussian mixture model with the Self-Organizing Map (SOM), and the NN method for distin guishing between presence and absence of diabetes disease in patients. This research accordingly tries to develop a diabetes disease diagnosis intelligent system based on these methods. Overall, in comparison with research efforts found in the literature, in this research:
• SOM is used for data clustering. The clustering problem has been addressed in many diseases diagnosis systems [20, 8, 40] , This reflects its broad appeal and usefulness as one of the steps in exploratory health data analysis. In this study, SOM clustering is used as an unsupervised classification method to cluster the data of experimental dataset into similar groups.
• NN is used for data classification. NN is widely employed in diagnosis of diseases for their efficiency and robustness. It is a promising classification approach which has been used in many researches on diseases classification [23, 15] .
• PCA is used for dimensionality reduction and dealing with the multi-collinearity problem in the experimental data. This technique has been used in developing in many disease diagnosis systems to eliminate the redundant information in the original health data [9, 4] , By combination of SOM, PCA, NN, a hybrid intelligent system is proposed to increase the predictive accuracy of diabetes disease.
Methodology
Focusing on the prediction and classification of diseases, the present study uses PCA, SOM, and classification (NN) methods. The general framework of proposed model is shown in Fig. 1 . We propose to rely on classification methods to learn the classi fication functions. Additionally, PCA is employed for dimensionality reduction and to overcome the multi-collinearity problem of the datasets. These methodologies are addressed in the following sections.
D ataset The Pima aboriginals diabetes dataset is provided at the courtesy of Na tional Institute of Diabetes and Digestive and Kidney Diseases and Vincent Sigillito of the Applied Physics Laboratory of the Johns Hopkins University who was the original donor of the dataset. The actual data itself is obtained by the author of this research from the website of the UCI (University of California at Irvine) [3] , This da ta has been used in the past by the researchers to investigate possible vital signs that may be used to indicate the presence of diabetes within patients according to World Health Organization (WHO) standards. There are a total of 768 training instances included in this dataset. Each training instance has 8 features and class variable that provides the label for that training instance (see Table 1 ). The features are Number of times pregnant, Plasma glucose concentration, Diabetes pedigree function, Tri ceps skin fold thickness (mm), Diastolic blood pressure (mmHg), 2-h serum insulin (mU/ml), Body mass index (kg/m2) and Years of age. The class variable takes on the binary value of 0 or 1 with 0 indicating a healthy person and 1 indicating a diabetic patient. Self-organizing Map Clustering. SOM has been proved useful as data clustering and projection tools. It uses a small set of well-organized neurons to represent a da ta set and creates a neighborhood preserving mapping from a high-dimensional data space onto a low-dimensional grid of neurons. These neurons are located on a low dimensional, usually 2-dimensional, grid which provides us a convenient surface to project and summarize data. Interestingly, the mapping roughly preserves the most important topological and metric relationships of data, and thus, inherent clusters in data. The main advantage of clustering using SOM is retention o f the underlying structure of the input space, while the dimensionality of the space is reduced. Kohonens original SOM algorithm can be seen to define a special recursive regression process, in which only a subset of the models are processed at every step. The SOM establishes a projection through an iterative learning procedure. It behaves like a exible net that folds onto the cloud formed by the input data during the learning. In each learning step, one data item is chosen randomly, and the distances between it and all the weight vectors of the output neurons are calculated using a certain distance metric (e.g., the Euclidean distance). A The SOM depicted in Fig. 2 in maps from the input data space Rn onto a two-dimensional array of nodes is called a lattice.
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(connected to a ll neurons in lattice) PCA is a statistical technique for multivariate anal ysis and is used as a dimensionality reduction technique in data compression to retain the essential information and are easy to display [29-32-36] . The method identifies patterns in data and represents the data in a way that highlights similarities and dif ferences. The central idea is to reduce the number of dimensions of the data while preserving as much as possible of the variations in the original dataset. PCA has four goals. The first goal is to extract the most information from the data. The second goal is to compress the data by only keeping the most characterizing information. The third goal is to simplify the description of the data and the fourth goal is to enable analysis of the structure of the observations. The analysis enables conclusions to be drawn regarding the used variables and their relations. The analysis is performed through transforming the data to a new set of variables, called the Principal Compo nents (PCs). The PCs are uncorrelated and ordered so that the first few PCs retain most of the variations of the total dataset. The first PC describes the dimension in which the data has the biggest variation (variance) and the second component de scribes the dimension in which it has the second largest variation (variance). PCA is chosen for this study because the method exemplifies a category of analysis methods. If the data has linear relations and is correlated, as data often is in medical datasets, the method will give a compression that maintains a high amount of the information in the original dataset. The described solution saves a compact summary of the data, which is derived by applying ideas from statistics to enable an analysis while preserv ing its characteristics. In this research, we also apply PCA on the clusters generated by SOM to transform the correlated variables in the original dataset into a set of vari ables which are linearly uncorrelated.
Neural Network. ANN is one of the most popular approaches used extensively in machine learning, which is involved in the development of algorithms that enable computers to learn [45] , Similar to the human brain, an ANN also consists of a num ber of neurons. These neurons are interconnected processors. They are connected by weighted links used to pass signals between the neurons. Learning ability is accom plished by repeated adjustments of these weights until errors on the network output as compared to the training data are minimized. A NN can be considered as a form of non-linear mapping from several input variables to several output variables. Sev eral parameters are set up to support the mapping. In order to constitute a NN, three major types of layers has to be set up; i.e. input, hidden, and output layers [43] , Each layer contains a number of neurons. There are various kinds of NN architec tures. The architectures are differed in terms of the number of layers, the number of neurons, and the connections between the neurons. They also have different learning algorithms. In general, a supervised NN can be used to solve two kinds of problem, which are classification and regression problems. In classification problem, each out put obtained from a NN is assigned to one of a number of classes whereas outputs of the regression problem represent continuous values. In this research, the problem of classification is addressed. As different NNs produce different predictions and un certainties values, hence multiple networks have been utilized in this research. In this research, feedforward backpropagation NNs are used for the classification. The selection of this network architecture is based on its popularity and efficiency. The model used in this research has three layer. The relationship between the in put variables (jci, *2 , • ■ • , xn) and output variable (y) has the following mathematical formula:
In the above formula, m and n are number of input nodes and hidden nodes, re spectively. wtj (i = 0,1,2,••• ,n; j = 0,1,2,••• ,m) and Wj (j = 0 , 1 , 2 , ,q) denotes model parameters (connection weights). For training of NN, different back propagation techniques are used. Resilient back-propagation, Conjugate gradient back-propagation and LM algorithm are some of the techniques which are used for training. In this research, we used NN with resilient back-propagation training algorithm Cross-Validation. Cross-validation is a statistical method that in this research is used for the performance evaluation of learning algorithms and performance of a pre dictive model on an unknown dataset. For this reason, using cross-validation, the datasets used in the research are divided into several equally sized subsets (see Fig.  3 ). The learning model is then trained on some subsets known as training sets. After training process, the model is tested on the remaining subsets, known as test sets. Ac cording to the number of subsets partitioned, researcher tests k-fold cross-validation. For 10-fold cross-validation, researchers use 10 result of 10-fold cross-validation. In the experiments of this research, for the training of models, it is considered to test different 10 for 10-fold cross-validation, so that researchers can make sure that there m n ( 1) i=l i=l are enough training instances to learn the models [25] . 
Results of Methods
The experimental results of the proposed method on real-world datasets are explained in this section. Here, the results of applying all incorporated methods in the proposed system are discussed. Clustering with SOM Algorithm, hi this research, SOM algorithm is applied on ex perimental dataset. We considered SOM 2x2,SOM 2x3,SOM 3x3,SOM 3x4,SOM 4x4 and SOM 4x5 for SOM to see which type obtains the best clustering accuracy and observed that with learning rate=0.5, SOM 2x3 (6 clusters) can provide the best clustering quality. In Fig.4 , the dusters generated by all types of SOM are visualized by projecting the observations in the first two dimensions generated by PCA. Clusters generated by SOM PCA Evaluation. As PCA generates PCs instead of original factors, choosing the right number selection of these PCA is an important task. If we select too many factors, we include noise from the sampling fluctuations in the analysis. If we choose too few factors, we lose relevant information, the analysis is incomplete. As we know that the eigenvalue associated to a factor corresponds to its variance. Thus, the eigenvalue indicates the importance of the factor. The higher is the value, the higher is the importance of the factor. The eigenvalues for each factor can be indicators for its importance. In this study, we have applied the rule proposed by [6] . Accordingly, we create scree plots, that show the eigenvalues of the factors. In the scree plots, we can simply detect elbows to decide the number of PCA to be used in the classifcation process.
We employed the PCA technique for the clusters of experimental dataset obtained by SOM algorithm. Based on rule proposed by [6] , in PID, for Cluster 1, we included the elbow into the selection i.e., we selected k = 2 factors. Indeed, the eigenvalues associated with the 2nd factor was high. In addition, three PCs for Clusters 2 and 4 and four PCs for Clusters 3, five and six were chosen.
Performance Evaluation of NN. This section provides the experimental results of diabetes disease classification with NN classifier applied on PID. In addition, com parison experiments with other methods in the literature are performed using on the same dataset. The models of classification were trained under a 4 GHz processor PC and Microsoft Windows 7 running MATLAB 7.10 (R2010a). We applied NN on ex perimental dataset clustered by SOM algorithm. To show the predictive accuracy of the proposed methods, we use AUC (Area Under Curve) of ROC (Receiver Operating Characteristic) chart. ROC is a graphical display that provide the measure of classi fication accuracy of the model using sensitivity and specificity [50] . For predicting events, sensitivity in ROC can be used as a measure of accuracy which can be calcu lated by dividing the true positive over total actual positive. For predicting nonevents, specificity is can be used as a measure of accuracy which can be calculated by divid ing true negative over the total actual negative of a classifier for a range of cutoffs. For NN classification, 70% of data is considered for training, 20% for validating and 10% for testing the model. Learning rate and number of hidden layer are set to 0.5 and 8, respectively. In addition, the model is trained for 200 epochs (see Fig. 5 ). For original dataset, the weights from inputs to hidden layer and hidden to outputs layer with 8 neurons are presented in Tables 2 and 3 .
In order to experimentally demonstrate the effectiveness of PCA, SOM clustering and NN, we conduct the experiments on the public PID and compare with the meth ods of developed in the previous works for accuracy. The average accuracy obtained by the proposed method is about 92.28% for all clusters. We compare the accuracy of our proposed method with the classification accuracy of the methods General Re gression Neural Network [23] , GDA-LSSVM [41] , MWSVM [5] and SW-FFANN [15] for PID. The performance of the classifiers that were compared with our method is shown in Table 4 . From the results shown in this table, our proposed method proves to have a better accuracy (92.28%) in relation to the other classification sys tems. Compared to General Regression Neural Network (80.21%), GDA-LSSVM 
Conclusion and Future Work
In this paper, we propose a new hybrid intelligent system for diabetes disease clas sification using machine learning techniques. We applied SOM clustering algorithm to cluster the experimental diabetes disease dataset and NN for classification of dis ease types. In addition, PCA was used for dimensionality reduction and to address multi-collinearity in the dataset In order to analyze the effectiveness of the proposed method and validate the system, several experiments were conducted on PID. The dataset was taken from UCI. The results indicated that the method which combines clustering, PCA and NN is used to obtain good classification accuracy. AH of the ap proaches, used in this study, may also be applicable to other classification problems within the medical domain. However, there is still plenty of work in conducting re searches on clustering, noise removal and classification methods to diabetes disease diagnosis in order to exploit all their potential and usefulness. In the future work, more attention should be paid to datasets for disease classification by using the incre mental machine learning approaches. Hence, in our future study, we plan to evaluate the proposed method on additional datasets and in particular on large datasets to show the effectiveness of incremental methods to computation time of large data in relation of the non-incremental ones.
