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1An Efficient and Robust System for Multi-Person
Event Detection in Real World Indoor Surveillance
Scenes
Jingxin Xu, Member, IEEE, Simon Denman, Member, IEEE, Sridha Sridharan, Senior Member, IEEE,
and Clinton Fookes, Senior Member, IEEE
Abstract—Due to the popularity of security cameras in public
places, it is of interest to design an intelligent system that
can efficiently detect events automatically. This paper proposes
a novel algorithm for multi-person event detection. To ensure
greater than real-time performance, features are extracted di-
rectly from compressed MPEG video. A novel histogram-based
feature descriptor that captures the angles between extracted
particle trajectories is proposed, which allows us to capture
motion patterns for multi-person events in the video. To alleviate
the need for fine-grained annotation, we propose the use of
Labelled Latent Dirichlet Allocation, a “weakly supervised”
method that allows the use of coarse temporal annotations which
are much simpler to obtain. This novel system is able to run at
approximately ten times real-time, while preserving state-of-the-
art detection performance for multi-person events on a 100-hour
real-world surveillance dataset (TRECVid SED).
Index Terms—Event Detection, Video Surveillance, TRECVid
SED, Topic Model, MPEG.
I. INTRODUCTION
Security cameras have been widely installed in public
places. Recently, Huang [1] revealed that “a city such as
Beijing or London has about one million cameras deployed”,
and “these cameras capture more in one hour than all the
TV programs in the archives of the British Broadcasting
Corporation (BBC) or China Central Television (CCTV)”.
One main purpose of such surveillance systems is to detect
events of security interest. However, the massive scale of video
surveillance data makes manual monitoring and analysis of
the surveillance footage challenging, necessitating the devel-
opment of an efficient automatic event detection system.
A. Motivation and Overview
Surveillance event detection has long been a focus of the
pattern recognition community [2], [3], [4], [5], [6], [7], [8],
[9], [10], [11], [12]. However, many algorithms such as [2], [7]
have high computational complexity, which causes practical
issues in real-world environments where real-time alerts are
required. Even a computer system that is equipped with fast
detection algorithms such as [3], [10], [13] can only process
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one camera stream in real-time. This makes real-time detection
across a large camera network (i.e. 100’s of cameras in an
airport) prohibitively expensive.
Most events are driven by motion, therefore, in many event
detection algorithms such as [3], [10], [4], [5], [8], [9], [12],
a large portion of computational time is spent on motion
estimation (i.e. optical flow computation). A recent survey
[14] reports the run-times of twenty-four different optical flow
methods evaluated on a data-set with a resolution of 640×480
pixels. Only one algorithm [15] with GPU acceleration can
achieve a processing rate higher than 6 fps (frame per second);
clearly demonstrating that the vast majority of optical flow
approaches are poorly suited to use in real-time surveillance
applications. Meanwhile, the use of GPU programming for
data processing typically requires transferring a large amount
of data between the host-machine (CPU system) and the GPU
devices, leading to a bottleneck caused by PCI bus bandwidth
[16]. It is also important to note that algorithms that depend on
pedestrian-detection-based object tracking typically run slow,
even when parallel computing is used [17], [18].
An alternative to computing optical flow vectors is to
directly use motion vectors in compressed video [11], [19],
assuming the input video has been compressed by a motion-
compensation-based algorithm. In this way, the computation of
low level motion vectors can be avoided. The reasons for using
compressed features is related to the design of video surveil-
lance systems. As shown in Figure 1, video data captured by
security cameras is typically transmitted over a network and
data is stored on a server (Network Video Recorder). For data
storage and transmission, video compression is almost always
compulsory1. The relevant event detection function (Analysis
Engine) is performed by the Network Video Recorder. The
most widely used video compression methods in digital video
surveillance systems are MPEG-2, MPEG-4 Part 2 and H.264,
which are all based on motion compensation [20].
Another problem in many state-of-the-art methods is that
the datasets that are used for evaluation contain only a small
number of instances of the target event. This is largely caused
by the sparse nature of the target events in the video, and
the cost of collecting and annotating video data. For example,
the Subway dataset that was released in [3] has long been
considered in this field as a dataset larger than many others
1For data captured by analogue cameras, this is done by an Encode Codex
Box linked to the camera; for digital cameras, video compression is typically
integrated into the cameras [20].
2Fig. 1: CCTV Over IP. This illustration refers to a schematic
diagram from a paper that summarized a panel discussion at
AVSS 2007 [21]and presents a typical solution to IP-CCTV.
(i.e. PETS 2009 [22], UMN dataset [23], Train Station Dataset
[24], UCSD abnormality [7]). It consists of two video files
captured from the entrance and exit of a subway station.
Though the video of the entrance (the larger of the two)
contains 144,250 frames, there are only eleven instances of the
two defined target events (wrong direction and no payment).
This limited test data means that an algorithm that is claimed
to be successful in a research environment may not be able to
achieve the same level of success in the real world. Although it
might not be hard to collect a dataset that contains a sufficient
number of event instances, the annotation of such a dataset
is challenging. A real world surveillance scene is sometimes
crowded with many people and moving objects, where each
individual might be involved in a different activity; hence,
annotating the events requires tedious bounding box annotation
to identify event locations, which is rarely practical as one
event often spans a large number of frames. The challenge
of annotation often leads to the number of annotated events
in the training dataset being limited, causing over-fitting for
many machine learning techniques. For the above reasons, it
has been revealed in a video surveillance forum that algorithms
that were successful in the lab often failed in real world
settings [25].
Though it is impractical to annotate the locations of events
in large datasets, the annotation of temporal information
(frame spans) is more feasible. An example of this is the
TRECVid SED dataset [26], which is 144 hours long and
contains annotations that only indicate when, rather than
where, an event occurs. Given that one event can co-occur with
another, the co-occurring, non-relevant events introduce a level
of “noise” to the annotation. However, traditional supervised
learning techniques are typically designed with the assumption
that there is no “noise” (other co-occurring events) in the
labels, which makes ground truth such as that provided by
TRECVid SED [26] unsuitable.
To facilitate further discussion, we define two concepts: the
event of interest refers to the event that the user requests
the system to detect; and a background event is any other
event in the video corpus. Recently in the field of outdoor
traffic surveillance event detection, Hospedales et al. [5] intro-
duced the concept of “weakly supervised learning”, a machine
learning technique with labels at a coarse level, to video
surveillance. More precisely, in [5] binary labels annotated at
the clip level to indicate whether a video clip contains the event
of interest or not. The model, “Weakly Supervised Joint Topic
Model” (WSJTM), is trained with the clip level annotation.
Given a video clip from the test dataset, the trained model is
able to predict the presence or absence of the target event. The
dataset used in [5] is still small (less than 2 hours of footage
for each camera), however, the concept of “weakly supervised
learning” offers a new direction that potentially contributes to
a solution for event detection at a real-world scale.
Motivated by the above discussion, this paper presents
a novel approach to detect multi-person events (i.e. people
meeting, people splitting up and people embracing) in real
world environments such as a busy airport. A novel feature
descriptor to capture multi-person events is proposed, based
on extracting features directly from the macro-block motion
vectors in the compressed domain. Labelled Latent Dirichlet
Allocation [27] is adapted from language processing for our
application of event detection using weakly supervised learn-
ing. The proposed method is robust to the level of crowding,
efficient enough for real time detection and fast queries, and
robust to “noise” caused by other co-occurring events. Despite
its simplicity and efficiency, it achieves competitive perfor-
mance in detection accuracy when compared to many more
computationally demanding state-of-the-art methods. Though
the core algorithm has appeared in our TRECVid workshop
paper [28], a comprehensive evaluation and in depth discussion
is only available in this article.
It is necessary to first outline the algorithm in this section,
to facilitate the discussion of existing literature in Section
I-B. The proposed method first cuts the video into a set of
video clips with a short temporal interval. In each video clip,
particle trajectories are constructed by approximating along
the motion vectors in the MPEG video. Then dense trajectories
are clustered into a set of representative trajectories. By further
dividing the video clip into uniform sub-clips, the representa-
tive trajectories are divided into segments that are analogous
to straight lines. The angles of the trajectory segments are
computed and then quantised; and the distances between the
trajectory segments are also computed. Given a video clip,
a histograms of angles between trajectories, weighted by the
distance between the trajectories, is computed for each sub-
clip, and all histograms within a video clip are concatenated
into a feature. This feature captures information about multi-
person events. The feature is used as the input to the learning
model, Labelled Latent Dirichlet Allocation [27]. The output
of the learning model is a series of likelihood ratios, on which
an algorithm is used to group together the short duration
video clips that are associated with the same event. The
proposed approach is applicable to compressed video in which
motion compensation is applied (e.g. MPEG-2, MPEG-4 Part
2, H.264, etc.). It should be noted that the TRECVid SED
dataset is encoded into MPEG-2 format, and therefore, the
video decoding method and relevant parameters discussed in
this article are for MPEG-2.
3B. Comparisons with Other Works
This section compares our event detection system with
others in the literature. We will discuss first feature extraction,
followed by classification.
The motion vectors that can be extracted from the com-
pressed domain are an analogue to the optical flow vectors
computed in the image domain. It is unrealistic to claim
one is better than the other, without considering the target
application and other factors (e.g. different optical flow al-
gorithms). The strategy of using macro-block motion vectors
is only applicable to systems that compress the video using
motion compensation-based standards. There are still some
low frame-rate (e.g. 5fps) surveillance systems that encodes
data into other formats such as M-JPEG. This research is
inspired by extracting features from compressed domain in
different applications [11], [19], [29], [30]. However, other
approaches do not address the problem of multi-person event
detection in a weakly supervised learning framework.
The proposed feature in this paper has a level of similarity
to other trajectory-based feature descriptors [8], [9], [4] that
rely on optical flow estimation. The particle trajectories that
are generated by approximating motion vector fields in the
compressed domain are similar to the “particle flows” that are
generated by approximating a grid of particles over an optical
flow field [9], [8], [4]. However, algorithms such as [9], [8], [4]
are proposed to model the collective behaviour of crowds, with
the assumption that an individual’s movement is influenced by
the social environment. Meanwhile, by placing the camera at
a high location, the group’s movements are analogous to water
currents, making fluid dynamic models from physics available
to model the crowds [9], [4]. These algorithms achieve success
in modelling extremely crowded scenes in outdoor environ-
ments. However, in non-crowded scenes (e.g. two or three
sparsely distributed people), an individual’s movement will
probably not be influenced by others, or the influence will be
minimal. In real world surveillance systems, the level of crowd
density varies between cameras and over time. For example, in
a railway station, a camera view that is crowded at busy hours
may becomes sparse at night; a camera supervising a platform
is expected to observe a higher crowd density compared to that
installed inside the ticket office.
In indoor environments where the installation of cameras is
restricted by the ceiling height, pedestrians’ movements are not
suited for modelling with fluid dynamic approaches. The pro-
posed feature in this paper does not depend on characteristics
of collective behaviours, making it more applicable for indoor
surveillance scenes in variable conditions. It is of interest
to note that features that are based on the characteristics
of a crowd’s collective behaviours have achieved a level of
success in extremely crowded scenes, such as motion pattern
tracking [31], crowd segmentation [4], event recognition [32],
and anomaly detection [8]. However, there are still limitations
in these methods, even in densely crowded scenes. Though
Rodrigues et al. [31] proposes a novel tracking method for
crowded scenes, it is only shown to be able to track a
crowd’s pattern, rather than each individual; the target events
in [32], [8] are scene-level events (e.g. rapid escape), while
our application focuses on the detection of a subtle behaviour
that co-occur with many other behaviours. Methods based
on extracting features from spatial-temporal patches [3], [17],
[6], [33] are also different from our approach, as they are
typically used for detecting events generated by single indi-
viduals rather than multiple people. Traditional object tracking
methods are only applicable to very sparse scenes [34], and
tracking systems that are based on pedestrian detection are
often computationally expensive [17], [18].
Regarding the machine learning component, a very popular
strategy in this topic is novelty detection [3], [7], [8], [10],
[12], [33], [35] using unsupervised learning. This strategy
is based on the assumption that many events with security
interest occur at low a frequency compared to regular be-
haviours. A model is trained in an unsupervised manner on
a training dataset where only normal behaviours are observed.
The unusual events are detected using outlier detection. The
novelty detection strategy has an advantage in situations where
the target events have not been defined beforehand, and suits
situations where the set of target events has a large (or even
infinite) cardinality. However, it also has some limitations. One
limitation is it’s high false alarm rate, as any event that is not
observed in the training dataset is expected to be identified as
an unusual event. Therefore, these systems are more suitable
as an alerting system in which manually filtering out the false
alarms is still required. The other limitation is that even if
such a system can fire alarms correctly, it can not identify
the category of the alarming event. Recently in the field of
crowd analysis, there are techniques [36], [37] that first detect
saliency regions. The starting point for these approaches is
similar to novelty detection. However, rather than detecting
the outlier patterns in the training data, the saliency detection
in [36], [37] detects the outlier patterns in the environment.
Therefore, these approaches will suffer similar limitations to
event detection approaches.
Traditional supervised learning methods can be used to
detect a defined event, but they typically require the location
of the events in the training dataset to be known (i.e. bounding
box annotation) [2]. It is worth noting that, the detection
of scene-wide events does not require such annotation. For
instance, Solmaz et al. [32] proposes a novel approach to iden-
tify five crowd behaviours (bottlenecks, fountainheads, lanes,
arches, and blocking) in video footage. In such behaviours,
every individual’s movement contributes to one target event.
Therefore, the scene does not contain irrelevant events and
supervised learning can be applied, even if annotation is at
the frame or clip level. The strategy of “weakly supervised
learning” favours applications where we need to detect a subtle
event in a scene where other events co-exist.
II. THE PROPOSED SYSTEM
This section presents the proposed system. Detailed descrip-
tions of the feature extraction and machine learning stages are
presented in Section II-A and II-B respectively.
A. Feature Extraction from the Compressed Domain
This section presents the feature extraction process for our
system, where the MPEG motion vectors are used as the initial
4data from which to extract the feature. The dataset that we
used in the evaluation (TRECVid SED) contains video files
encoded into MPEG-2 (main profile) format, with the GOP
(Group of Pictures) size set to 12 frames. The configuration of
the system is set to support the format of the dataset, however,
the proposed system can be easily adapted to video files with
other compression formats (i.e. MPEG-1, MPEG-4, H.264,
etc.) that use motion compensation. We briefly outline key
MPEG-2 concepts below (interested readers are referred to
[38] for further details on the MPEG standard):
• I-frame: contains appearance information (DCT coeffi-
cients of pixel intensities);
• P-frame: contains forward motion vectors;
• B-frame: contains forward and backward motion vectors;
• Macro-block and Intra-block: in a P-frame or B-frame,
the frame is cut into a 16×16 pixel grid which is termed
a “macro-block”; a motion vector is associated with a
macro-block; a macro-block with no motion vector is an
“Intra-block”;
• Group of Pictures (GOP): a GOP is a fixed length
sequence of ordered frames; in our data, it is a set of
12 frames and the order is IBBPBBPBB2, where
I , P and B indicate I-frames, P-frames and B-frames
respectively.
1) Flow Generation: The long video sequence is divided
into a set of uniform non-overlapping video clips. The duration
of each clip is set much smaller than the usual duration of an
event, and following classification a higher level segmentation
is performed on these short video clips to group video clips
containing the same event (See Section II-B). The length of
a video clip should also be a multiple of the length of a
GOP. In our configuration, we set the length to 48 frames
(4 GOPs). Given a video clip, particles are initialised at the
centres of the macro-blocks. Then the particles are propagated
along the pixel’s motion. The pixel’s motion is represented by
the forward motion vector of the macro-block that the pixel is
in. For I-frames where there are no motion vectors, the inverse
of the backward motion vectors from the preceding B-frame
is used3. For intra-blocks in the B and P frames, the motion
vectors are set to 0.
The above process results in a set of particle trajectories.
The illumination variations and artefacts in the video files
cause a number of noisy trajectories in the background. To
remove noisy trajectories, the concept of a stationary point is
defined: in a trajectory a = {(x0, y0), (x1, y1), · · · , (xn, yn)},
the point (xk, yk) is defined as a stationary point if and only
if xk = xk−1 and yk = yk−1, where k ≥ 1. If the number of
stationary points is over a threshold, the trajectory is removed
as the motion is considered to be caused by noise.
The process stated above results in a set of dense trajec-
tories. Each trajectory is a time series signal with a dimen-
sion equivalent to the number of frames in a video clip.
In order to reduce the redundant information and only to
2In this paper, we always present the GOP image in Presentation Time
Stamp (PTS) order.
3For video compression standards where B-frames are not used, we can
predict motion vectors for the I-frame by linear interpolation of the previous
and next P-frames.
capture the skeleton of the trajectories, the dense trajectories
are normalised to a uniform length (N ) by sampling key
points uniformly. Before normalization, the stationary points
in each trajectory are removed4. Eventually, every trajectory
is represented as a series of N key points. In the remainder
of Section II, the term “trajectory” refers to the set of N key
points unless explicitly indicated otherwise. The trajectories
that are represented by the key points are illustrated in Figure
3, from which, we can observe that the 5 key points in each
trajectory represent the motion flow.
The next step is to cluster these dense trajectories using
the similarity of their location and shape. As we will discuss
in Section II-A2, the angle of every two trajectories is used
to form the final feature descriptor. Two trajectories that are
similar to each other will have an angle close to 0o. In the
detection of multi-person events (e.g. People Meeting, People
SplitUp, Embrace), these patterns are irrelevant, as they are
generally caused by either multiple trajectories on a single
object or trajectories on two or more objects moving together.
The design of the clustering algorithm is motivated by
the closure set algorithm that is used to find functional
dependencies in the field of database design [39]. For our
application, this is applied as follows. Let a trajectory be
denoted a = {(x0, y0), (x1, y1), · · · , (xN−1, yN−1)}. Let A =
{a0, a1, a2, . . . , aM−1} be the set of all trajectories in the
present video clip, where M is the cardinality of A and ai
represents a trajectory5. Let Ω be an empty set. The first
element (trajectory) of A , a0, is removed from A and put
into Ω. Then Ω = {a0} and A = {a1, a2, . . . , aM}. Let Ψ be
the product set of Ω and A. Then we have,
Ψ = Ω×A = {(a0, a1), (a0, a2), · · · , (a0, aM−1)}, (1)
where each element is a pair of elements from Ω and A
respectively. The Euclidean distance between the elements
of each pair is computed. In the set A, any element that is
associated with a distance smaller than a threshold (denoted
by σ), will be removed from A and added to Ψ. Then the first
iteration is finished. In this iteration, some elements from A
are removed and added to Ω. Then Ψ ,the product set of Ω
and A, is updated based on the new Ω and A. The Euclidean
distance of each trajectory pair in Ψ is computed, and based on
the comparison of the distance and σ, some elements from A
may be removed and added to Ω. This is the second iteration.
This process will continue and end if in an iteration there
are no elements removed from A and added to Ω. Then the
average of the trajectories in Ω is computed, and this is the
first representative flow. The same process is used to compute
the other representative flows until A is empty. A visualisation
of the process is shown in Figure 2.
The main limitation of the above process is that it requires
computation of the Euclidean distance on every trajectory pair
in Ψ, which reduces the computational speed of the algorithm.
4In our application, the number of frames at a video clip is 48, and the
threshold to detect a noisy trajectory is set into 25. Therefore, the minimum
length of a trajectory is 48− 25 = 23. The number of key points N should
not be larger than 23. In our implementation, N = 5.
5The data structure for this set is a linked list in our implementation.
5Fig. 2: A simple process to find the trajectories that are associated with the first representative trajectory. The trajectories in
A are marked in black; the trajectories in Ω are marked in red.
However, as the goal is to find the representative flows rather
than the trajectories that are associated with them, the process
can be adapted to directly compute the representative flow in
the iteration process without generating the set Ω. Let the first
representative flow be initialised to c0 = a0. Let ak be the
first element from A with the Euclidean distance to c0 smaller
than σ, then c0 can be updated using c0 = (c0+ak)/2, and ak
is removed from A. Suppose c0 is the mean of m trajectories.
If ak′ is a trajectory from A with the Euclidean distance to
c0 smaller than σ, then c0 = (m× c0 + ak′)/(m+ 1), which
is the mean of the (m + 1) trajectories. This process iterates
through all elements from A, and the resultant c0 is the first
representative trajectory. If A is not empty (i.e. (A 6= ∅)),
this procedure is repeated to compute the next representative
trajectory. Algorithm 1 describes this process, and Figure 3
shows the visualised results of the dense particle trajectories
and the representative flows after clustering. From Figure 3,
the trajectory clustering procedure can be seen to smooth the
trajectories, due to the averaging operation.
2) Histogram of Weighted Angles: Following the trajectory
clustering, a bag-of-words descriptor is used to extract features
for each video clip. Firstly, each video clip is further divided
into J uniform non-overlapping sub-clips, which divides each
representative trajectory into J segments6. As a sub-clip is of
a very short duration, the flow segments in a sub-clip can be
viewed as straight lines. The angle between every two flow
segments in a sub-clip is computed, and quantized into 36
bins, together with the distance between the mid-points of the
flow segments. A weighted histogram of angles is built for a
sub-clip. To avoid confusion, we always use the term “sub-
clip” to refer to these further partitioned video segments.
Suppose we have two flow segments with an angle of θ
between them, and the distance between the midpoints is d.
Let h be the weighted histogram we are computing. We first
compute the index, i, of θ in h, as i = xθ/(2pi)×36y (we
use the lower bounding integer as the index), and then update
the histogram with h[i] = h[i] + e−
d2
D , where D is a constant.
The histogram will be converted into integer type by using the
lower bound. We concatenate the histogram from each sub-clip
into a single histogram, preserving the temporal order of the
6In our implementation J = 4. This is because the number of key points is
5. Every two neighbouring key points generate a straight line. Each key point
is located at the boundary between two clips. Therefore, we have J = N−1.
Algorithm 1 Trajectory clustering to find a set of represen-
tative trajectories. The two sets, A and C, are dynamic (i.e.
changing) during the process. |A| is the cardinality of A. A(i)
is the (i+ 1) th element of A (as it is 0 indexed). Please note
that A(0) is only equal to a0 at the start of the procedure as
the number of elements in A is decreasing until it becomes 0.
.
INPUT: A = {a0, a1, a2, . . . , aM−1}; C = {∅};
OUTPUT: C = {c0, c1, · · · , cR−1}, where R 5 M ; A =
{∅}
PROCEDURE:
k = 0;
WHILE (A 6= ∅)
{
ck = A(0); remove A(0) from A
m = 1;
FOR i = 0 TO (|A| − 1)
{
a
′
i = A(i)
IF d(ck, a
′
i) < σ
ck = (m× ck + a′i)/(m+ 1)
m = m+ 1
END IF
remove a
′
i from A
}
k = k + 1;
}
original video clip. This set of concatenated histograms is the
final extracted feature7.
This feature is suitable for discriminating between multi-
person events for the following reasons:
1) If two trajectories are far away in space (i.e. are not in-
teracting), their influence is minimal since the weighting
decreases with distance.
2) If two trajectories are moving in an approximately
similar direction, their presence will be recorded in the
bins close to 0o.
3) If the angles are much larger than 0o, it may be indica-
7Suppose h0, h1, · · · , hJ−1are histograms of the J sub-clips which
are listed in temporal order. The final concatenated histogram is H =
[h0,h1, · · · ,hJ−1].
6Fig. 3: Visualisation of trajectories generated using MPEG
motion vectors. Top: the dense particle trajectories; Bottom:
the sparse representative trajectories. The arrows indicate the
motion direction.
Fig. 4: A Simple Illustration of Interaction Flows. If two flows
move in parallel, their angle is 0o. If two flows are meeting,
their angle is not 0o, and the distance between them decreases
over time. If two flows are splitting up, their angle is not 0o,
and the distance between them increases over time.
tive that either meeting or splitting is happening.
4) As trajectories converge (i.e. two people approach), the
weight of the trajectory increases, while as they diverge
(i.e. two people move away from one another) the weight
will decrease; thus allowing such events to be separated.
Figure 4 provides a simple illustration of two straight tra-
jectories depicting different activities. The weights used in
computing the weighted histogram are determined using a
Gaussian smoothing function. After computing the raw Eu-
clidean distance, a normalization process is performed. For
an image with size a × b, the maximum distance between
two trajectories is smaller than
√
a2 + b2. The raw distance
is divided by this factor to normalise distances. We set the
variance in the Gaussian function to 0.025 in our experiments.
B. Detecting Events of Interest
This section presents the learning and detection process. As
we discussed in Section I, a video surveillance dataset with a
sufficient number of event instances for a scientific evaluation
typically contains too many frames for local ground truth
annotation (i.e. bounding boxes). In this paper, we assume
that only annotations at the video clip level are available: a
video clip is labelled “1” if it contains the event of interest;
otherwise, it is labelled “0”. In crowded environments, as there
are multiple events happening at the same time, annotations
at the clip level contain a significant amount of noise due to
co-occurring background events. Furthermore, the background
events are likely to vary between clips containing the target
event. As traditional supervised learning approaches do not
function well in the presence of other co-occurring events,
“weakly supervised learning” is proposed.
1) Modelling Events using Labelled LDA: The concept of
“weakly supervised learning” for surveillance event detection
was first raised in [5], where an extension to Latent Dirichlet
Allocation (LDA), the “Weakly Supervised Joint Topic Model”
(WSJTM), was proposed. In this paper, we employ another
extension of LDA, “Labelled Latent Dirichlet Allocation”
(Labelled LDA), which was first applied to natural language
processing. The problem of "weakly supervised learning" for
event detection in crowded scenes is analogous to the problem
of topic detection in text processing. A document typically
contains a set of topics and it is hard to separate the topics
in a document by physically dividing the text. Thus if we
want to locate documents that contain a specific topic, the
labels have to be marked at the document level. If we view
the video clips as "documents" and the events as "topics",
the techniques for document queries can potentially be used
for event detection in crowded scenes. To allow this model to
function more effectively in our application, minor adaptations
are needed. In this section, we will briefly introduce Labelled
LDA and explain the modified version proposed in this paper.
Labelled LDA [27] was originally proposed to solve the
problem of "multiple label learning" for text processing. This
model extends the original Latent Dirichlet Allocation [40]
to incorporate labels for each document, and trains a topic
for each label. The problem of "multiple label learning" is
similar to, but different from, the "weakly supervised learning"
discussed above. Both methods are used in situations where
labels are marked at a coarse level. However, in the case
of "multiple label learning", we need more prior knowledge:
we need to know all the topics for each document in the
training dataset. However, in our “weakly supervised learning”
application, the labels only indicate the presence of the event
of interest, and there are no labels for the background events.
Figure 5 shows the graphical representation of Labelled
LDA. Λ is the label, which can be 0 or 1. Λ = 0 indicates that
the video clip does not contain the event of interest and Λ = 1
indicates that the video clip does. The K topics are separated
into two sets: the B background topics and the (K − B)
7topics for the event of interest. If the video clip contains the
event of interest, all topics are activated; otherwise, only the
B background topics are activated.
Fig. 5: Labelled LDA [27]
In contrast to the original LDA algorithm, the Markov
Chain Monte Carlo (MCMC) algorithm is used for Bayesian
inference [41]. In this case, a topic is no longer a multinomial
distribution, but a Dirichlet distribution which is driven by the
Dirichlet parameter, η. This allows us to simply integrate out θ
and β and only sample z. It should be observed that the hyper
parameters α and η are set manually, and β is the parameter
we learn.
In the MCMC inference, a random initialization of the
parameters is required. Each topic is viewed as a hidden
state in a Markov model. A simple regular Markov model
is constructed and a sequence of transition states is generated
from the transition probability matrix in the Markov Model.
Given the observations (words), we sample the topics using
the approach in [41][27],
P (zi = j|z−i, w) ∝
nwi−i,j + η
n−i,j +Wη
ndi−i,j + α
ndi−i. + Tα
, (2)
where nwj is the number of times the word, w, has been
assigned to the topic, j; and ndj is the number of times a
word appears in document d. Different from [41][27], T is
the number of active topics in a document. For the video clips
which do not contain the event of interest, T = B, otherwise
T = K.
In the detection process, we use the learned β to compute
the likelihood ratio,
P (w,Λ = 1)
P (w,Λ = 0)
=
∏
(
∑
P (Λ = 1)× P (z|Λ = 1)× P (w|z))∏
(
∑
P (Λ = 0)× P (z|Λ = 0)× P (w|z)) (3)
where P (w|z) can be obtained directly from β. P (z|Λ) is
computed by marginalising θ. P (Λ) is computed by counting
the number of documents with different labels in the training
data set. Then, we can output the likelihood ratio as the score
for every video clip8.
8The detection process is different from that in [27]. In addition, it should
be noted that the Gibbs sampling process only occurs in the training process.
We use a single Markov chain with a maximum iteration of 1000 in the
Gibbs sampling. The Gibbs sampling procedure in our implementation is in
its simplest form with no additional burn-in periods or thinning techniques.
The usage of labelled LDA for video event detection differs
from its application to text processing [27] in the following
ways:
1) In [27], the number of labels can be larger than 2 and
each label maps to one topic. Our application is a binary
classification problem. One label maps to all of the K
topics (video clips with the event of interest), and the
other label maps to a subset of these K topics (video
clips with only the background events).
2) In [27], it is stated that it was computationally intractable
to compute the posterior probability (the probability of
a label under the condition of a known bag of words).
However, in our application, since we only have two
labels, it is computationally tractable to compute the
likelihood (joint probability). As a result, we use the
likelihood ratio as the score, which differentiates our
method from [27].
The basic structure of Labelled LDA proposed in [27] is
quite similar to the WSJTM proposed in [5], though the
inference and the optimisation algorithms differ. However,
WSJTM [5] is more complicated, mainly due to a more
complicated structure of α. In Labelled LDA, only one α is
required. It is interesting to note that in language processing,
[27] has suggested a variation of Labelled LDA by allocating
one common topic for all documents, though there were
no improvements from this variation reported in [27]. This
strategy is similar to that in this paper, which allocates a set
of topics for the background events. However, both methods
require the user to manually set the number of topics for the
background events and the event of interest.
The outputs of Labelled LDA are a set of likelihood
ratios with each likelihood ratio associated with a video clip.
However given this sequence of likelihood ratios, we need a
method to determine the approximate boundaries of the events.
2) Temporal Merging of Continuous Clips: The fundamen-
tal strategy we employ is to group the continuous short video
clips. Thus we termed it a "temporal video segmentation"
problem. The method presented here simply groups the video
clips based on the output likelihood ratios. Because the surveil-
lance events often have a duration much longer than the length
of an individual clip, a video clip’s likelihood ratio will have
a level of dependency on its neighbourhood’s.
Suppose an event lasts for a number of video clips. The
video clip in the middle of the event is assumed to have
the highest likelihood ratio. Then other video clips will have
smaller likelihood ratios which are also dependent on the
distance to the centre video clip.
The sequence of likelihood ratios is viewed as a one
dimensional time series signal. To detect the event of interest
and decide the temporal boundaries, we need to detect a signal
in this time series data stream. The larger the likelihood ratio
is, the more likely it is that the short video clip contains the
event of interest.
In practice, it is fine to detect events by triggering an alarm
on video clips with likelihoods over a threshold. However,
the evaluation protocol in this research (see Section III-A)
requires the estimation of the event boundaries so that an
evaluation metric based on event alignment can be used. In
8order to achieve this, we propose a simple method to detect
the events and their intervals based on two thresholds, the
outer threshold γo and the inner threshold γi, where γ0 > γi.
We first detect local maxima by applying the outer threshold,
γo. The number of local maxima is the number of events,
and these local maxima are the final likelihood scores for the
events. To determine the event boundaries, the active local
maxima are the seeds and the areas surrounding the maxima
are flooded to reach the inner threshold γi. This process is
inspired by the watershed algorithm [42]. In order to reduce
the computational time in the detection step, we simplify the
detection of boundaries for two merged detected events as
follows: the flooding process stops when the boundary score
is higher than γo. Figure 6 illustrates the above process9.
In this way, we can perform a temporal event detection
and output the scores and times (start and end points) of the
event. It should be noted that we do not explicitly attempt to
detect the beginning and end of an event, and this approach
is intended to avoid the following situations:
1) a single event being detected as multiple events; and
2) multiple events being merged into a single event.
III. EXPERIMENTAL EVALUATION
This section presents the experimental evaluations. Section
III-A presents the data and evaluation protocols. Evaluations of
detection performance and computational speed are presented
in Section III-B and III-C respectively.
A. Data and Evaluation Protocol
The proposed algorithm is evaluated using the TRECVid
Surveillance Event Detection (SED) Dataset and an evaluation
tool that was developed by NIST (National Institution of
Science and Technology) [26]. The TRECVid SED dataset
contains 144 hours of video files encoded in the MPEG-2
standard10, captured from five cameras from London Gatwick
Airport. Figure 7 illustrates sample images from each camera
view. The scale of this dataset is much larger than other public
datasets which typically contain less than a few hours of video.
It can be observed from Figure 7 that the level of crowd
density varies across the camera views and over time. From
our observations, Cameras 2 and 5 contain densely crowded
scenes in the context of indoor surveillance; Camera 3 contains
a medium level of crowd density; Camera 1 occasionally
contains some low density scenes, but predominately the scene
9It should be noted that, the TRECVid SED dataset has its own evaluation
tool that is developed by NIST (See Section III-A). The tool assumes the
scores are in the range [0, 1]. Therefore, the output likelihood ratio will be
normalised into the range [0, 1]. In practice, there can be some unusually
large and small values in the output score series, which potentially causes the
problem of the normalised scores being concentrically distributed in a tiny
interval. This will cause further problems in the evaluation process as the
various thresholds that used to generate the DET curves are not concentrated
in such a tiny interval. To overcome this issue, the distinctive large and small
values are flattened into the range [0.08, 2] before normalization.
10In order to remove artefacts within the data set, possibly introduced
through either network transmission errors or video encoding, we use FFM-
PEG to re-encode the video and use the re-encoded video files for our
experiments. Any remaining artefacts or portions of the videos containing
errors are ignored by our algorithm.
is sparse; Camera 4 typically contains no or very few activities.
These cameras are located at different regions: Camera 1 is
installed at an access control door; Cameras 2 and 3 are
installed at the waiting area; Camera 4 is installed near the
elevator; Camera 5 is installed at a transit area. Temporal
annotations (i.e. the frame span of an event) are available for
the first 100 hours of video.
The proposed system is developed with clip level ground
truth in the training process. To convert the provided frame
level annotation to the required clip level annotation, the
following approach is used: given a video clip, if there is at
least one frame that contains the event of interest, the clip is
labelled “1”; otherwise, it is labelled “0”. There are 7 events in
total defined in the ground truth. The proposed system targets
the three multi-person events (People Meet, People SplitUp,
Embrace), which are defined in [43]. From [43], an Embrace
event is defined as “someone puts one or both arms at least part
way around another person”; a People Meet event is defined as
“one or more people walk up to one or more other people, stop,
and some communication occurs”; a People Split Up event
is defined as “when one or more people separate themselves
from a group of two or more people, who are either standing,
sitting, or moving together communicating, and then leaves
the frame”. Figure 8 shows sample images from Camera 3 for
the people embrace event.
As events can happen at any time with any duration, and as
true events are sparse within the corpus, it is not sensible to
compute the true and false detection rates from the detection
of clips or frames. Instead, we use the evaluation tool provided
with the TRECVid dataset, which aligns system and reference
observations so that the relevant detection rates (true positive
detection rate, true negative detection, and missed detection
rate) are computed based on the events. This evaluation
method does not consider how "complete" an event detection
is (i.e. were all frames of the event detected), instead it is
concerned with whether the event was detected at all. As the
start and end points of events are often highly ambiguous, we
argue that this is a more appropriate evaluation strategy for
surveillance event detection.
The primary evaluation criterion is the Normalised Detec-
tion Cost Rate (NDCR) [26]. Let RFA be the false alarms per
hour, and Pmiss be the missed detection rate, we have,
NDCR = Pmiss + β ×RFA, (4)
where,
β =
CostFA
Costmiss ×RTarget .
The parameters CostFA, Costmiss, and RTarget are set by the
user, and they are 1, 10, and 20/hour by default. The value of
the NDCR ranges from 0 to∞. NDCR = 0 indicates perfect
performance. NDCR = 1 is equivalent to a system with no
output. Typically we want to have a NDCR less than 1.
In the TRECVid SED competition after 2009, the video files
with annotation available (i.e. the first 100 hours) are used
as the development dataset, and the remaining 44 hours of
video files are the evaluation dataset. However as the ground
9Fig. 6: Temporal Event Detection - Locating the temporal boundaries of the events. There are three detected events, with the
scores marked by the red dots.
Fig. 7: The TRECVid SED Dataset. Top to bottom: Cameras
1, 2, 3, 4, and 5. Different camera views have different crowd
densities. For one camera view, the level of crowd density can
change over time.
Fig. 8: Sample Images from the TREVid dataset (CAM3) for
the events of interest. Top: Embrace; Middle: PeopleMeet;
Bottom: PeopleSplitUp.
truth is not available for the 44 hours of test data, we use
only the TRECVid SED development dataset for training and
evaluation. We separate the development dataset into two
partitions: the first 50 hours of video files as the training
dataset, and the remaining 50 hours of video files as the
evaluation dataset. This data is split evenly between the five
cameras, such that for each camera we have 10 hours and
training and 10 hours of testing footage. It should be noted that
this is the same configuration as is used in the TRECVid SED
2008 evaluation. Thus we can directly compare performance
with the results of TRECVid 2008.
There are two criterion that are widely used in the evaluation
of the performance, the actual NDCR and the minimum NDCR
over the plot of the DET curve. Given that the investigation
into setting the detection threshold is beyond the scope of
this paper, we focus on the using the minimum NDCR as
the primary criterion. The minimum NDCR indicates the
performance when the detection threshold is set optimally.
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B. Results
This section presents the detection performance of the
proposed systems under various parameter configurations. The
number of iteration for Gibbs sampling is 1000. We use only
one Markov chain in the Gibbs sampling process. In addition,
we also compare the proposed method with several state-
of-the-art approaches. The minimum NDCRs are shown in
Table I, and selected DET curves are shown in Figure 9. It
is important to note that a model is trained for each event in
each camera independently.
To investigate the parameter settings for the Labelled LDA
model, we conduct three experiments. In the first round, we set
a fixed number of total topics, and vary the ratio of foreground
and background topics. The investigation of precisely setting
the number of topics is beyond the scope of the paper. In this
section, we started by setting the total number of topics to 10.
Then the number of topics for the event of interest is set to
4, 3, 2, and 1 respectively. We do not set the topics for the
event of interest to more than five, as we assume that there are
more variations in the background events than in the event of
interest. To facilitate the discussion, we denote the model and
it’s parameters as “[B : (K − B)]”, where B is the number
of topics for the background events, K is the total number of
topics, and (K −B) is the number of topics for the event of
interest. The models with the four configurations mentioned
above are termed [6:4], [7:3], [8:2], and [9:1]. We observe
that the configuration [6:4] reports the best performance over
all the four models (See Table I). There are three possible
explanations for this performance:
1) the optimal B is 6;
2) the optimal (K −B) is 4;
3) the optimal ratio between B and (K −B) is 6/4.
Following this we conduct a second round of experiments
by assuming that the optimal B is 6 or the optimal (K−B) is
4, resulting in the configurations [5:4], [7:4], [6:3] and [6:5].
However, no improvements are found from these changes, as
is shown in Table I.
In the third round of experiments, we fix the ratio between
the number of topics for the background events and the event
of interest to be “6/4” (the third hypothesis), and increase the
total number of topics to 20, 30, 40, and 50. We observe
that the models with parameter configurations in this round
achieved very promising performance compared to the other
two. This suggests that the third hypothesis is likely to be
true, and it is more important to have the foreground events
well described within the topic model rather than those in the
background. We observe that the algorithm achieves optimal
performance11, when the number of topics for the background
events is set to 18 and the number of topics for the event of
interest is set to 12 (See Table I). This is perhaps due to [18:12]
being the closest to the "true" number of topics and thus
obtaining the best fit. Models with fewer topics are grouping
events together while those with more are over-fitting.
From Table I, we observe that our system outperforms
the best systems from the TRECVid 2008 SED competition
11Under this configuration, the average NDCR over the three target events
(People Meet, People SplitUp, Embrace) achieves the lowest value.
[43] for the three multi-person events. The minimum NDCRs
from TRECVid 2011 SED competition are also reported. In
TRECVid 2011, the first 100 hours of video is used as the
training data and the remaining 44 hours form the test data.
Although this is different from our experimental set-up, it still
has some value for comparison. After 2011, the minimum
NDCRs were not reported, and thus, it is hard to compare
with TRECVid 2012 and 2013. We also compare to two ap-
proaches published outside of the TRECVid proceedings [45],
[46]12. Overall, the proposed approach achieves state-of-the-art
performance for the majority of configurations, and achieves
better than state-of-the-art for the optimal configuration of
[18:12].
To allow a more complete evaluation of the algorithm, we
also conduct experiments on the other four events (Person Run,
ObjectPut, CellToEar, Pointing) in the TRECVid SED dataset.
It can be observed that the performance of the algorithm for
the four single person events is much lower, as the NDCRs
are all near 1. The worse performance is for the detection of
the Person Run event.
In pattern recognition, there is an “Ugly Duckling” theorem
[47]: no feature descriptor can be absolutely better than the
others; a feature descriptor will only be better than the others
in an application when some implicit assumption is met.
Within TRECVid, the definitions of different events are very
different. For example, the Person Run event involves only
one person whereas the People Meet event must contain at
least two people; the Person Run event will cause some high
velocity motion patterns whereas the People Meet event can
be at any speed. Given that our feature is designed to model
multi-person events, the low performance for the detection
of Person Run is expected. It is important to note that the
detection of ObjectPut, CellToEar and the Pointing events is
very challenging, even for the state-of-the-art algorithms, as
other algorithms in the literature also report NDCRs that are
close to 1 (see Table I).
From Table I, we observe that the performance of the
proposed method for the detection of People Meet is the most
stable of the three events over different parameter setting;
while the detection of the Embrace event is the most sensitive.
This can be explained by the difference in the number of
instances of the events in the data. Rose et al. [43] report
the number of instances for each event, and this is presented
in Table II. The People Meet detection achieves the highest
stability as there are more instances of this event in the
dataset, while the People Embrace detection achieves the
lowest stability due to the insufficient number of instances
in the data. Though the minimum NDCRs for the detection of
the Embrace event are lower than 0.7 under some parameter
configurations while the minimum NDCRs for the detection
of the other two events are always larger than 0.75, it is not
appropriate to claim that the proposed system achieves greater
success in the detection of the Embrace event, as the fewer
instances of the Embrace event means there is a higher level
of uncertainty in its performance on new data.
12In [46], the reported results are only generated from experiments on
Camera 3.
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Parameter Configuration People Meet People SplitUp People Embrace Person Run CellToEar ObjectPut Pointing
Evaluation 1
[6:4] 0.855 0.798 0.623 1.000 0.987 0.999 0.996
[7:3] 0.813 0.811 0.959 1.000 0.991 1.000 0.997
[8:2] 0.861 0.824 0.986 1.000 0.993 1.000 0.998
[9:1] 0.879 0.962 0.638 1.000 1.000 1.000 0.999
Evaluation 2
[5:4] 0.852 0.821 0.642 1.000 0.976 0.998 0.996
[7:4] 0.863 0.787 0.978 1.000 0.994 0.999 0.997
[6:3] 0.848 0.817 0.625 1.000 0.978 0.999 0.994
[6:5] 0.853 0.842 0.981 1.000 0.983 0.999 0.996
Evaluation 3
[12:8] 0.841 0.818 0.684 1.000 0.975 0.997 0.998
[18:12] 0.806 0.803 0.640 1.000 0.972 0.996 0.999
[24:16] 0.810 0.809 0.651 1.000 0.966 0.997 0.999
[30:20] 0.826 0.812 0.637 1.000 0.971 0.998 0.999
TRECVid 2008 [43] 0.998 0.973 0.990 0.851 0.997 0.999 1.000
TRECVid 2011 [44] 0.972 0.881 0.866 0.837 1.000 0.998 0.973
Wali et al. 2010 [45] NA 0.963 0.971 0.986 NA 0.972 NA
Chen et al. 2013 [46] 0.8866 0.9913 0.9358 0.6324 1.000 0.999 0.9824
TABLE I: The minimum NDCRs over the DET graphs. The parameters are illustrated in the format of “[number of topics for
background events: number of topics for the event of interest]”.
People Meet People SplitUp Embrace
DEV 08 25~30 15~20 5~10
EVA 08 20~25 10~15 5~10
TABLE II: The average number of instances per hour in the
TRECVid SED dataset.
It is also of interest to evaluate the algorithm separately at
each camera view. Table III provides NDCRs for each event
and camera view at the optimal configuration13. As previously
mentioned (see Section III), the cameras are installed at
different regions of the airport, and the levels of crowd density
varies between camera. Camera 4 only contains very few
activities and at most time the camera records static scenes.
Therefore, the output is almost always 1. Camera 1 is installed
at the access control door. Since it is very uncommon to
have the Embrace event at access control points, the NDCR
of the Embrace event for Camera 1 is 1. Camera 2 and
3 are installed at the waiting area where activities such as
People Meet, People SplitUp and Embrace frequently happen
at an unconstrained manner14. Therefore, the outputs for these
cameras are the most positive. It is of interest to note that,
despite Camera 2 containing the scenes with highest crowd
densities, the performance on this camera is generally better
than the others over the seven events. This is possibly because
the crowded scenes at Camera 2 contains more samples of the
events in the training dataset, making the model easier to train.
Figure 9 shows the DET (Detection Error Trade-off) curves
at the optimal parameter configuration ([18:12]). It shows both
the DET curves for all camera views and the DET curves
for each camera. Due to the insufficiency of the samples for
Camera 4, no DET curves are drawn.
C. Computational Requirements
One of the main benefits of the proposed approach is its
computational efficiency. All experiments are conducted on a
13In reality, evaluations at other parameter configurations were also con-
ducted. Researchers are welcomed to contract the authors for more informa-
tion.
14The term “unconstrained manner” means activities are not restricted to a
certain physical location (e.g. a counter).
Cam 1 Cam 2 Cam 3 Cam 4 Cam 5
People Meet 0.722 0.596 0.352 1.000 0.788
People SplitUp 0.548 0.482 0.695 1.000 0.679
Embrace 1.000 0.702 0.405 1.000 0.973
Person Run 1.000 1.000 1.000 1.000 1.000
ObjectPut 0.956 0.990 1.000 1.000 1.000
CellToEar 1.000 0.886 1.000 1.000 1.000
Pointing 0.658 0.917 0.999 1.000 0.996
TABLE III: NDCRs For Each Camera View (Parameter Con-
figuration [18:12])
single core of a 2.66Ghz Intel Xeon processor (i.e. we do not
use multiple threads). Our proposed approach is implemented
in C++, making use of the VXL and FFMPEG libraries.
The 100 hours data that used in TRECVid SED 2008 is a
collection of video files, each lasting for about 2 hours. We
record the CPU time for the feature extraction step. The CPU
time to process each (approximately 2 hour) file is always
below 8 minutes (i.e. about 15 times real time). Once the
features are computed, we conduct ten search trials for each
event over the selected 15 hours of video15 that is used as
the evaluation data in TRECVid SED 2012 to test the search
speed. The term elapsed time means the duration from the
time when the user requests the system to search to the time
when the system returns the results. The sorting of the results
(frame spans of the system detected events) based on their
scores has been included in this time. For the ‘PeopleMeet’
event, the elapsed time ranges from 0.29s to 0.3s; for the
‘PeopleSplitUp’ event, this search time is between 0.3s and
0.32s; and for the ‘Embrace’ event, this search time ranges
from 0.28s to 0.35s16. The time for the training process
varies according to parameters and data (number of topics,
event of interest, and camera view). With the configuration
of [30:20] (the most complex model with the most topics),
the longest training time to process 10 hours of data for a
15In TRECVid 2012, the evaluation data is 15 hours of video files selected
from the 44 hours TRECVid evaluation dataset.
16The computation time reported is with parameter settings of 7 topics for
background events and 3 topics for the event of interest.
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single camera is 4:54:41 (hour:minute:second)17. This provides
further evidence of the proposed approaches computational
efficiency, and demonstrates that it can be used for real time
on-going event detection and past event query for forensic
applications.
The overall procedure is significantly faster than other
methods: in [2], parallel computing is used on an eight-core
system, and experiments are computed over 20 days; in [18],
it was said that “six computers (four 8-core, one 16-core
and one 4-core workstation) run about one week” for object
detection and tracking, which is only a sub-step in the feature
extraction. Although computational times are not reported for
most approaches, methods that rely on features with high
computational cost such as MoSIFT used in [46] are unlikely
to achieve the computational speed of our proposed method.
This desirable computational speed is the result of a set of
strategies. Firstly, by extracting features from the compressed
domain, significant time is saved in decoding and motion
estimation. Secondly, the trajectory clustering step reduces the
number of “visual words” provided as input to the learning
model. Thirdly, the size of the “vocabulary” is designed to
be relatively small (144). Though all these strategies are
implemented in the feature extraction, their influence on the
learning and detection steps has been well considered and
leads to the overall greater than real time performance.
IV. CONCLUSION AND FUTURE WORKS
This paper presents a novel approach for surveillance event
detection. Our approach makes use of MPEG motion vectors
as the raw input for feature extraction to ensure real time
performance. We use a modified version of labelled LDA to
learn the features for the event of interest, given that we only
have temporal annotation in the training data set. The system
achieves good detection accuracy compared to state-of-the-
art approaches for multi-person events, such as People Meet,
People SplitUp and Embrace, while also running significantly
faster than real-time without the use multiple threads or
GPU acceleration. This performance is very attractive in large
facilities where there are a large number of cameras installed,
as the proposed algorithm is able to process video streams
from multiple cameras in real time on a single CPU.
Despite the proposed method achieving some success in
the detection of multi-person events, there are still some
limitations to be addressed in future work. Modifications to
the feature vector including the incorporation of time within
the descriptor, as well as fusion techniques to combine the
histograms from several sub-clips, will be investigated. Within
the learning process, it is also desirable to employ a burn-
in period and thinning techniques, and approaches to auto-
matically set the number of topics the event of interest and
for background events should be pursued. From a complete
system viewpoint, the incorporation of a management system
for detected events similar to [48] is also of interest. Finally, it
17For completeness, the total number of words in the training data for each
camera view is as follows: Camera 1 (7,345,358 words); Camera 2 (164,437
words); Camera 3 (963,832 words); Camera 4 (13,593 words); Camera 5
(339,971 words).
is also of interest to note that methods that combines computer
vision and computer simulation together [48] is a valuable
direction in this field.
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Fig. 9: DET curves for the optimal configuration, [18:12]. (a) shows the average curve across all cameras, and (b)-(f) show
curves for each camera individually.
