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This paper is a short review and comparison of two probabilistic models for uncertain knowledge representation: Bayes-
ian networks and compositional models. We have chosen these two approaches because they represent the same class of
distributions and because they are typical representatives of the approaches using conditional (for Bayesian networks)
and unconditional (for compositional models) distributions as basic building blocks for model construction.
The comparison will be made from the viewpoint of partial knowledge processing, in particular. Here we have in mind
not only their capability to create global models from systems of pieces of local knowledge but most of all their eﬃciency to
infer new pieces of local knowledge, diﬀerent from those forming a generating (input) system.
 2007 Elsevier Inc. All rights reserved.
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Probabilistic methods of Artiﬁcial Intelligence are usually based on the idea that a piece of knowledge is
represented by an oligodimensional (low-dimensional) distribution and the global knowledge corresponds
to a multidimensional one. For the purpose of this paper it is important to realize that since the 80s of the
last century two diﬀerent types of models have been applied: Those using conditional and those using uncon-
ditional (marginal) distributions for partial knowledge representation.
In this paper we deliberately discuss purely mathematical and algorithmic similarities and diﬀerences of
these two approaches. More precisely, from these points of view we shall compare Bayesian networks and
compositional models as typical representatives of these types of models.
We will consider a system of ﬁnite-valued random variables with indices from a non-empty ﬁnite set N. Xi
will denote the set of values of variable Xi. All the probability distributions discussed in the paper will be0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2007.05.014
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360 R. Jirousˇek / Internat. J. Approx. Reason. 47 (2008) 359–367denoted by Greek letters1: p,j,k,l,m. For K  N, the symbol j(K) denotes a (unconditional) probability distri-
bution of variables {Xi}i2K, and its value for a speciﬁc combination of values xK 2 XK = · i2KXi will be
denoted by j(xK). For one-dimensional distributions we will use j(i) instead of the more proper j({i}).
Having a distribution j(K) and L  K, we will denote its corresponding marginal distribution either j(L),
or, using the notation used by Shafer [12] and others, j#L. These symbols are used when we want to highlight
the variables for which the marginal distribution is deﬁned. If we want to specify the variables which are to be
deleted in the process of marginalisation, we will use the symbol jM, where M is a set of indices of the vari-
ables which should not appear among the arguments of the resulting marginal distribution. Thus, in our case,
M = KnL.
Analogously, for i 62 K  N, symbol j(ijK) denotes the conditional distribution of variable Xi given a system
of variables XK = {Xi}i2K. It is a distribution satisfying the equality1 To
2 j 2
3 Re
for alljðijKÞjðKÞ ¼ jðK [ figÞ:
Generally, for disjoint K,L  N, j(LjK) is a conditional distribution for whichjðLjKÞjðKÞ ¼ jðL [ KÞ:2. Probabilistic representation of partial knowledge
A Bayesian network ([2,9]) is usually introduced as a couple: An acyclic directed graph and a system of con-
ditional distributions {pi(ijpa(i))}i2N, where pa(i) is a set of parents of node i in the corresponding graph. To
simplify their comparison with compositional models, we will herein omit graphs, requiring only that the sys-
tem {pi(ijpa(i))}i2N meets the condition of acyclicity: For each i 2 N the set of its parents pa(i)  N is such that
no i 2 N is its own ancestor2. Such a Bayesian network deﬁnes (represents) a multidimensional distributionpðNÞ ¼
Y
i2N
piðijpaðiÞÞ:This multidimensional distribution is in this way assembled (composed) from a system of conditional distri-
butions pi(ijpa(i)), and thus Bayesian networks are typical examples of models for which conditional distribu-
tions express partial knowledge.
To be able to describe compositional models as a typical example of the other group of models with partial
knowledge represented by unconditional distributions, we need to introduce the following operator of
composition.
Deﬁnition 1. For two arbitrary distributions ji(Ki) (i = 1,2; Ki  N) their composition is given by the formula3j1xj2 ¼
j1j2
j
#K1\K2
2
when j#K1\K21  j#K1\K22 ;
undefined otherwise;
(where the symbol j#K1\K21  j#K1\K22 denotes that j#K1\K21 is dominated by j#K1\K22 . It means (in the considered
ﬁnite setting) that8x 2 XK1\K2 ðj2ðxÞ ¼ 0) j1ðxÞ ¼ 0Þ:
Since the outcome of the composition (if it is deﬁned) is again a probability distribution, we can iteratively
repeat the application of this operator creating in this way a multidimensional distribution. To identify it, it is
enough to introduce an ordered system of low-dimensional distributions j1,j2, . . . ,jn, we will refer to it as to a
generating sequence, to which the operator is applied from left to right:give a hint to the reader, symbol p will exclusively be used in connection with Bayesian networks.
N is an ancestor of i 2 N if either j 2 pa(i), or j is an ancestor of some k 2 pa(i).
alise that if the composition is deﬁned then it is computed point-wise:
ðj1xj2ÞðxK1[K2 Þ ¼
j1ðxK1 Þ  j2ðxK2 Þ
j2ðxK1\K2 Þ
xK1[K2 2 XK1[K2 .
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Then we say that a generating sequence j1,j2, . . . , jn deﬁnes (or represents) a multidimensional composi-
tional model j1xj2x . . . xjn. It is important to stress that since the operator x is neither commutative nor
associative, the ordering of the distributions ji is substantial. Moreover, it may happen that for a given gen-
erating sequence the expression j1xj2x . . . x jn is not deﬁned. Since we do not study in this paper gentle
theoretical properties of this approach, it will be convenient to make the following convention simplifying
the text: Whenever we speak about a generation sequence in this text, we will always assume that the resulting
multidimensional distribution is deﬁned.
3. Consistency principle
The consistency principle we are now starting to discuss formalises a natural requirement excluding any con-
tradiction between the resulting multidimensional model and a system of pieces of local knowledge repre-
sented by oligodimensional distributions.For a Bayesian network (BN) deﬁned by a system {pi(ij pa(i))}i2N
it is expressed by the postulate that the resulting multidimensional distributionpðNÞ ¼
Y
i2N
piðijpaðiÞÞis consistent with the input system, i.e.8i 2 N ðpðijpaðiÞÞ ¼ piðijpaðiÞÞÞ:
It is well-known that for BNs validity of this condition is trivially fulﬁlled (see [2,9]).
Quite a diﬀerent situation occurs for compositional models. Consistency principle for a compositional
model deﬁned by a generating sequence j1(K1), j2(K2), . . . ,jn(Kn) requires that all distributions ji are margin-
als of the resulting model (assuming that N = K1 [ K2 [ . . . [ Kn, j(N) = j1(K1)x j2(K2)x . . . xjn(Kn)):8m ¼ 1; 2; . . . ; n ðjðKmÞ ¼ jmðKmÞÞ:
In a general case one can prove only thatjðK1Þ ¼ j1ðK1Þ;
and this equality does not need to hold true for the remaining distributions j2, . . . jn. Fortunately, it is known
that there exists a special class of generating sequences, so-called perfect sequences, for which the required
consistency principle is satisﬁed.
Deﬁnition 2. A generating sequence of probability distributions j1, j2, . . . ,jn is called perfect if j1x . . .xjn is
deﬁned andj1xj2 ¼ j2xj1;
j1xj2xj3 ¼ j3xðj1xj2Þ;
..
.
j1xj2x . . .xjn ¼ jnxðj1x . . .xjn1Þ:
At ﬁrst sight it is not clear from the deﬁnition that perfect sequences posses the required property; it is
expressed by the following characterisation theorem, which was proved in [4].
Theorem 1. A sequence of distributions j1, j2, . . . ,jn is perfect iff all the distributions from this sequence are
marginals of the distribution (j1xj2x . . . xjn).
Thus, to meet the consistency principle we have to consider only perfect sequence models (PSM). At this
moment we see the ﬁrst diﬀerence between BNs and PSMs. While any system of conditional distributions
{pi(ijpa(i))}i2N meeting the condition of acyclicity deﬁnes a Bayesian network model, the situation is more
complicated for perfect sequence models. Having a system of oligodimensional distributions we have to ﬁnd
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distributions, such an ordering does not exist. (At this moment we do not want to discuss whether it is an
advantage or drawback for any of the considered models.) In any case, to recognise whether a generating
sequence is perfect or not, one can take advantage of the following assertion (for its proof see [3]).
Lemma 1. A sequence j1(K1),j2(K2), . . . ,jn(Kn) is perfect iff the pairs of distributions (j1x . . . x jm1) and jm
are consistent, i.e. ifj#Km\ðK1[...[Km1Þm ¼ ðj1x . . .xjm1Þ#Km\ðK1[...[Km1Þ;
for all m = 2,3, . . . ,n.
Let us now have a brief look at the impact of consistency principle to the process of data-based model
learning. Assuming the structure of a BN has been designed (i.e., we have the sets of the respective parents
pa(i) for all i 2 N), to ﬁnish the model learning task it is enough to compute suitable statistical estimates of
conditional distributions pi(ijpa(i)). And that is all one should do.
Regarding compositional models the situation is much more complicated. The model structure is in this
case represented by a sequence K1,K2, . . . ,Kn, i.e. by the sequence of the respective index sets of variables,
which form arguments of distributions j1(K1),j2(K2), . . . jn(Kn). Again, one has to compute suitable statistical
estimates of (this time) unconditional distributions jm(Km). However, it would be a small miracle if the gen-
erating sequence j1,j2, . . . jn were perfect. Therefore, in one way or another, one should transform the
sequence into a perfect one. For this, one can take advantage of the following assertion claiming that any gen-
erating sequence can be transformed into a perfect sequence (for its proof see [3]).
Theorem 2. For any generating sequence j1, . . . ,jn the sequence k1, . . . ,kn computed by the following processk1 ¼ j1;
k2 ¼ k#K2\K11 xj2;
k3 ¼ ðk1xk2Þ#K3\ðK1[K2Þxj3;
..
.
kn ¼ ðk1x . . .xkn1Þ#Kn\ðK1[[Kn1Þxjn
is perfect andj1x . . .xjn ¼ k1x . . .xkn:
In any case it should be stressed that the process of model learning is for PSMs more complicated than for
BNs. This fact is in correspondence with the algorithmical complexity of procedures transforming BNs into
PSMs and vice versa. It is almost self-evident (see also [7]) that PSMs and BNs are equivalent in the following
sense: Any distribution representable by a BN can be represented also by a PSM with (approximately) the
same number of parameters (probabilities), and vice versa. However, the corresponding transformation pro-
cesses are of diﬀerent algorithmical complexity. Whereas conversion of a PSM into a BN is simple (linear with
the number of parameters), the opposite conversion may grow exponentially. It has a close connection with
the process of perfectisation described by Theorem 2, where the necessary marginalisation may be algorithmi-
cally very expensive.4. Partial knowledge inference
When speaking about knowledge representation by a Bayesian network (or more generally by any proba-
bilistic graphical model), knowledge of two kinds is often distinguished. One of them is structural knowledge
(or qualitative knowledge), which is expressed by conditional independence structure of the distribution and is
encoded by the respective graph. There are two well-known ways to read all conditional independence rela-
tions from the acyclic directed graph of a BN: d-separation rule and moralisation criterion (see e.g. [2]). The
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pi(ijpa(i)). Naturally, both of these types of knowledge are encoded also by PSMs (or generally by composi-
tional models). Structural knowledge is encoded by the respective sequence of index sets K1, K2, . . . ,Kn. Pos-
sibility to read all of the conditional independence relations from so-called persegrams (graphical
representation of sequences K1, K2, . . ., Kn) was published in [6]. Therefore, from this point of view we do
not see a great diﬀerence between these two types of models: BNs and PSMs.
As we have already revealed in the preceding section, the main diﬀerence between BNs and PSMs stems
from the fact that the latter models take over more information from data then the former ones. The other
diﬀerence (which is closely connected with the preceding one) consists in the fact that some of marginal dis-
tributions, whose computation in BNs may be computationally expensive, are explicitly expressed in PSMs.
This fact will come to light in the remaining part of this section.
4.1. Bayesian networks
For Bayesian networks, pieces of partial knowledge are represented by conditional distributions pi(ijpa(i)).
In compliance with this when speaking about a partial knowledge inference, we have in mind computation of
p(jjJ) for some j 62 J  N from a distribution p represented by a Bayesian network:pðNÞ ¼
Y
i2N
piðijpaðiÞÞ:A solution of this task was proposed twenty years ago by Shachter [10,11]. His procedure is based on the alter-
nating application of the following two assertions.
Theorem 3. Let an index ‘ be in a BNpðNÞ ¼
Y
i2N
piðijpaðiÞÞterminal (leaf), i.e. ‘ 62 Si2NpaðiÞ. Then
pf‘g ¼ pðN n f‘gÞ ¼
Y
i2Nnf‘g
piðijpaðiÞÞ:Theorem 4. Let indices k, ‘ be such that in a BNpðNÞ ¼
Y
i2N
piðijpaðiÞÞk 2 pa(‘) and there does not exists j such that j is an ancestor of ‘ and k is an ancestor of j (in words of graph
theory: There is only one directed path from k to ‘ and it is the edge (k! ‘)). Then defining a new system of con-
ditional distributions p^iðijp^aðiÞÞ in the following way:p^að‘Þ ¼ ðpaðkÞ [ pað‘ÞÞ n fkg;
p^‘ð‘jp^að‘ÞÞ ¼
X
xk
pkðxkjpaðkÞÞp‘ð‘jpað‘Þ n fkg; xkÞ;
p^aðkÞ ¼ paðkÞ [ pað‘Þ [ f‘g;
p^kðkjp^aðkÞ ¼ pkðkjpaðkÞÞp‘ð‘jpað‘ÞP
xk
pkðxkjpaðkÞÞp‘ð‘jpað‘Þ n fkg; xkÞ ;and for all i5 k, i5 ‘p^aðiÞ ¼ paðiÞ;
p^iðijp^aðiÞÞ ¼ piðijpaðiÞÞ;
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i2N
p^iðijp^aðiÞÞ ¼
Y
i2N
piðijpaðiÞÞ:Theorem 3 expresses what Shachter called Node deletion rule: During marginalisation any variable assigned
to a leaf (terminal node) can simply be pruned away. His second rule called Edge reversal is described by The-
orem 4. It speciﬁes conditions when and how a Bayesian network can be transformed into an equivalent one in
such a way that a selected edge (k! ‘) from the original BN is reversed and (‘ ! k) appears instead of (k! ‘)
in the new BN.
It is not diﬃcult to show that any variable can be eliminated by a proper (repeated) application of Theorem
4 with subsequent application of Theorem 3. It means that, given i and I (i 62 I), we can always ﬁnd a BN
directly representing the required conditional distribution p(ijI). (Let us say that from the computational point
of view the complexity of the process may substantially depend on the ordering in which the variables are elim-
inated, but we shall not discuss this problem in the present paper. We only consider the principal diﬀerences.)
So we can summarise: Inference of partial knowledge for Bayesian networks is possible but for large networks
it is always computationally expensive because we have to eliminate all superﬂuous variables one after another.
4.2. Perfect sequence models
For PSMs, basic partial knowledge serving as a building block for multidimensional models construction is
an (unconditional) oligodimensional distribution. Therefore, let us have a look at the tools enabling us to com-
pute (oligodimensional) marginal distributions of a multidimensional modelj1ðK1Þxj2ðK2Þx . . .xjnðKnÞ:
The following trivial assertions (their proofs can be found in [3], but they are so simple that the reader can
do them as an exercise) form the basis of the simplest marginalisation rules.
Lemma 2. Consider two distributions j(K) and k(L). If the composition jxk is defined thenðjxkÞðKÞ ¼ jðKÞ:Lemma 3. Let K,L,M  N. If K [ L M  K \ L then for any probability distributions j(K) and k(L)
ðjxkÞðMÞ ¼ jðK \MÞxkðL \MÞ:Iterative application of Lemma 3 proves the following theorem (ﬁrst proved in [4]), which can serve as a
(more general) analogy of the Node deletion rule from the Shachter procedure mentioned in the preceding
paragraph.
Theorem 5. Let j1,j2, . . . ,jn be a generating sequence. If ‘ 2 Kj for some j 2 {1, . . . ,n} and ‘ 62 Km for all m5 j
thenðj1xj2x . . .xjnÞf‘g ¼ j1x . . .xjj1xjf‘gj xjjþ1x . . .xjn:
The assertion says that if a variable appears among the arguments of only one distribution of a model, then
it can easily be marginalised out just by marginalisation of only one oligodimensional distribution. In fact, this
rule is, in a way, a generalisation of the Shachter’s Node deletion rule.
Elimination of an arbitrary variable was in the Shachter’s method done by multiple applications of the
Edge reversal rule followed by one application of Node deletion rule. For PSMs it is realised by the process
described in Theorem 6 (for its proof see [4]). However, ﬁrst we have to deﬁne the so-called anticipating oper-
ator .
Deﬁnition 3. For two arbitrary distributions j(K), k(L) and a set of indices of variablesM  N, by application
of an anticipating operator parameterised by the index set M, we understand computation of the following
distribution
4 i 62
R. Jirousˇek / Internat. J. Approx. Reason. 47 (2008) 359–367 365j Mk ¼ ðk#ðMnKÞ\L  jÞxk:Remark. Analogously to Deﬁnition 1, if the composition is deﬁned, computation of the expressionðj MkÞðxK[LÞ ¼ kðxðMnKÞ\LÞ  jðxKÞ
 
xkðxLÞ
is performed point-wise.
Theorem 6. Let j1(K1),j2(K2), . . . ,jn(Kn) be a generating sequence, and ‘ 2 N and I  {1, . . . ,n} be such that4‘ 2 \i2IKi & ‘ 62 [i62IKi:
For all i 2 I,i5 min(I) denote the maximal preceding index from I by a(i):aðiÞ ¼ max I \ f1; . . . ; i 1gð Þ;
and Mi = (K1 [ . . . [ Ki1)n{‘}. Further denote for i = min(I), mi = ji and for all other i 2 I, i5 min(I)mi ¼ maðiÞ Miji;
andki ¼ mf‘gi ; 8i 2 I & ki ¼ ji; 8i 62 I :
If all the distributions mi as well as distribution k1xk2x . . . xkn are defined thenðj1xj2x . . .xjnÞf‘g ¼ k1xk2x . . .xkn: ð1ÞRemark. The reader has certainly noticed that Theorem 5 is a special version of Theorem 6 for I containing
only one index: I = {j}.
Remark. When eliminating a variable, which may serve as a ‘‘mediator’’ of dependence (information) between
some other variables, one must ensure that the dependence is not lost. In Shachter’s approach it is realised by
increasing sets of parents and the recomputation of the respective conditional probabilities. Preservation of
such a dependence when marginalising PSMs with the help of Theorem 6 is guaranteed by application of
the anticipating operator when computing distributions mi.
More eﬀective marginalising procedures are, however, based on the following assertion, which can be found
as Theorem 11 in [5] (or, in a more general form in [1]). It describes conditions under which a number of
variables may be deleted in one computationally simple step. But ﬁrst, let us deﬁne an auxiliary notion of a
reduction of a generating sequence, which will simplify formulations in the respective assertion.
Deﬁnition 4. Let j1, . . . ,jn be a generating sequence, and s 2 Z ˆ {1, . . . ,n} be such that
ð[j2ZKjÞ \ ð[j 62ZKjÞ  Ks:Then we say that s and Z determine a reduction of the generating sequence j1, . . . ,jn (or simply that (s, Z) is a
reduction).
Theorem 7. Let s 2 Z and Z ˆ {1, . . . ,n} determine a reduction of a perfect sequence j1,j2, . . . ,jn. Let
J = [ j2ZKj and distributions kj be definedkj ¼ jj for j 2 Z;
kj ¼ j#J\Ojs for j 62 Z and Oj ¼ [i2f1;...;jgnZKi:I stands for i 2 {1, . . . ,n}nI.
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#J can be expressed as a compositional modelðj1xj2x . . .xjnÞ#J ¼ k1xk2x . . .xkn:
A possible marginalisation process for PSMs was designed in [1]. It proposes ﬁrst to apply Lemma 2 retain-
ing only the front part of the sequence containing all the required variables. Then one should alternatively use
Theorem 5 to eliminate variables appearing only in one distribution and again Lemma 2. If neither of the men-
tioned assertions is applicable, then one could start applying Theorem 6. This would always lead to the
required marginal distribution, and such an algorithm is of the same computational complexity as Shachter’s
approach. In many situations, however, prior to application of Theorem 6 it is advisable to look for a reduc-
tion which enables application of Theorem 7. This can be done either with the help of algorithms searching for
decomposition of hypergraphs, or using a heuristic algorithm from [8]. In most practical situations, when
really large models are considered, this step substantially speeds up the marginalisation process.
Roughly speaking, the possibilities to marginalise PSMs can be summarised in the following way: Applying
only Lemma 2 and Theorems 5 and 6, one can always design an algorithm of the same computational com-
plexity as the Shachter’s procedure. Substantial reduction of time demands (especially for large models) can be
reached by a heuristic application of Theorem 7, which, however, leads to an opposite eﬀect if a respective
reduction does not exist.5. Conclusions
In this paper, we have compared two multidimensional probability distribution models diﬀering in the fact
whether they are composed of conditional or unconditional oligodimensional distributions. The ﬁrst approach
was represented by Bayesian networks, the other by perfect sequence models (which form a subclass of com-
positional models). In previous papers [7] we have shown that these classes of models are equivalent to each
other in the sense that (roughly speaking) if a multidimensional distribution can be represented by one of these
models, then it can be represented also by the other type with (approximately) the same number of parameters.
In contrast to this, in the present paper we have concentrated on diﬀerences between the considered types of
models, which stem from the fact that perfect sequence models explicitly contain some marginal distributions
whose computation may be rather diﬃcult for Bayesian networks.
This diﬀerence is reﬂected in several stages of multidimensional probability distribution modelling. As a
rule, it is more diﬃcult to construct a PSM than a BN. However, this increased eﬀort is compensated by
the fact that the experimentalist has a better control of the model building process and, in conclusion, the
resulting model usually better approximates the reality.
The discussed diﬀerence between the models is also manifested when computational procedures are com-
pared. In the paper we concentrated on partial knowledge handling, i.e. computation of (conditional) mar-
ginal distributions of the models. Let us stress that from the point of view of computational complexity it
is completely irrelevant that we discussed computation of conditional distributions for BNs and unconditional
one for PSMs. We did this simply to maintain consistency with the philosophy of the individual models.
From the viewpoint of computational complexity, the main diﬀerence between the models arises from the
possibility of introducing a decomposition of PSMs – cutting a model into parts, each of which represents a
marginal distribution of the original multidimensional model. This possibility is employed in Theorem 7
describing how a marginal distribution can be computed, substantially reducing dimensionality of a model
in one step. A possible algorithm searching for a reduction, which enables application of this theorem, was
published in [8]. Other possibilities may be based on algorithms searching for decomposition of hypergraphs.
However, to be veracious, it is necessary to say that if one considers worst-case analysis of computational
complexity of the marginalisation procedure, then introducing this algorithm increases the complexity of
the whole process. Namely, for any PSM it is always possible to ﬁnd a group of variables for which there does
not exist a reduction. Therefore, the future work in this ﬁeld should concentrate on design of heuristics con-
trolling the marginalising process, controlling under which conditions it is worthy of looking for a reduction
and when it is faster just to perform marginalisation with the help of a direct procedure based on the iterative
application of Theorem 6.
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