Linear invariants are essential in many optimization and verication tasks. The domain of convex polyhedra (sets of linear inequalities) has the potential to infer all linear relationships. Yet, it is rarely applied to larger problems due to the join operation whose most precise result is given by the convex hull of two polyhedra which, in turn, may be of exponential size. Recently, Sankaranarayanan et al. proposed an operation called inversion join to eciently approximate the convex hull. While their proposal has an ad-hoc avour, we show that it is quite principled and, indeed, complete for planar polyhedra and, for general polyhedra, complete on over 70% of our benchmarks.
Introduction
More than three decades ago, Cousot and Halbwachs proposed the lattice of convex polyhedra to infer linear relationships between program variables [4] . While approximating assignments and tests can straightforwardly be implemented using simple manipulations of inequality sets, the join of two abstract states cannot. Indeed, the most precise join operation is the convex hull of the two input polyhedra which might result in an output polyhedron whose inequality set is exponentially larger than the two inputs. In the past, many so-called weakly-relational domains have been suggested that restrict inequalities to a certain form for which more ecient join operations exist. Examples include the octagon domain [9] , the two-variable-per-inequality (TVPI) domain [16] or, more recently, the logahedra domain [5] . However, many practical tasks require that weakly-relational domains are combined with other domains to achieve the required precision. For instance, the octagon domain was augmented with a domain tracking symbolic expressions [10] to achieve more precision. In contrast, general polyhedra subsume ane constraints of the form a ¡ x = c where a P R n , c P R, enabling them to symbolically track any linear expression assigned to a variable. Furthermore, when the variables x are known to be integral, congruences can be recovered by observing equalities such as 4x = y; a constraint that is not expressible in the octagon domain. When furthermore using simple integer tightening methods, disjunctive information can be stored using binary variables [14] which can otherwise only be expressed by tracking several states per program location [8] . Since polyhedra can subsume many of these simpler domains, they are attractive as a one-stop solution.
The original join t for polyhedra proposed in [4] calculates (the topological closure of) the convex hull P 1 g P 2 of two polyhedra P 1 ; P 2 which is equivalent to the smallest polyhedron that contains P 1 and P 2 . When considering the join operation as just another transfer function that the static analyzer evaluates, setting t g means that the join operation t is a complete transfer function [3] in that it always returns the most precise polyhedron. Approximating the join operation has already been proposed in [15] who re-formulate the convex hull problem as a projection problem which can be approximated when the output inequality set becomes too large. In [12] , Sankaranarayanan et al. propose a so-called inversion join that approximates the join by linear combinations of k inequalities taken from conjoined inequalities of the two input systems. The authors only give an implementation for k = 2, resulting in a cubic number of output constraints from which redundant inequalities have to be removed. While the algorithm seems to be ad-hoc, it performs surprisingly well in terms of precision. We show that it is complete for planar polyhedra. Furthermore, we present an empirical evaluation which shows that the output of their algorithm coincides with the convex hull in 73% of all cases. In the remaining cases, the output is slightly larger than the convex hull. Thus the algorithm avoids exponentially-sized outputs at the cost of some precision.
In summary, this paper presents the following, previously unappreciated properties of the inversion join, namely:
we show that the inversion join corresponds to the convex hull for planar polyhedra; we demonstrate that, in the application of program analysis, it is complete in over 70% of all cases; we show that many of the produced redundancies can be avoided in practice.
Section 2 introduces required notation before Sect. 3 presents the inversion join and the completeness result for planar polyhedra. Section 4 presents measurements before Sect. 5 concludes. and Poly n = f[ [I] ] j I Ineq n jIj P Ng the set of (nitely generated) convex polyhedra. Polyhedra form a lattice hPoly n ; ; g ; i where P 1 g P 2 is the (topological closure of) the convex hull of P 1 and P 2 [4] 
The Inversion Join
The inversion join originated in the template method [13] that was proposed to template method is that A is xed and has to be given by the user who employs the analysis. The inversion join was meant to calculate new rows that could constitute useful invariants. However, since it infers new inequalities from two (possibly dierent) template systems, it is suitable to calculate a join of two arbitrary inequality systems. The result is, however, only an approximation to the convex hull of the state represented by the two inequality systems since not all inequalities will be found. In particular, the combined inequalities are both taken from one input set, here B. A symmetric example can be constructed in which both inequalities are taken from A. Thus, the inversion join combines inequalities in two principle modes: the bilateral mode, in which an inequality form A is combined with an inequality from B; and the unilateral mode, in which the inequalities that are combined both stem from either A We commence by presenting a problem that only requires bilateral combinations, that is, the combination of an inequality in A with one in B. The input 4 
A proof of this claim is straightforward and can be found in [12] . In general, 
Note that this inequality subsumes the previous one. The resulting inequalities 1 and 2 are shown in Diagram of Fig. 3 .
An example for a unilateral combination is shown in Fig. 4 . Here, dia- 
The resulting new inequality is dubbed 1 in Diagram . We now specify how to calculate the inversion join in the general case which leads us to a comment on how to reduce the number of inequality pairs that are considered.
Notes on the Implementation
The algorithm for the inversion join can be specied as follows:
(i) For each P A B, calculate 0 and using Simplex.
(ii) Dene the set of stable constraints as S = f P A B j 0g. (iii) For each a i a i ¡ x c i P A B and for each a j a j ¡ x c j P A B check that a i is linearly independent of a j . Add the weighted combination (j j ja i + j i ja j ) ¡ x (j j jc i + j i jc 0 j ) to the result set R if i j < 0 and fa i ; a j g A or fa i ; a j g B or i j > 0 and a i P A a j P B. (iv) Calculate the weak join W = f 0 j P A B > 0g, see [12] . (v) Return Remove-Redundant(S R W ).
In step (iii), the inversion join considers O(jAjjBj) weighted combinations. Many of these are redundant and have to be removed using Remove-Redundant. Many combinations produce duplicate inequalities that can be identied as redundant by storing inequalities appropriately. During the analysis of loops, 6 many inequalities remain unchanged which can be exploited to reduce the number of Simplex runs. Let I C = A B denote the common inequalities of A and B. Obviously, for each inequality a ¡ x c P A B it holds that maxExp(a ¡ x; A) = maxExp(a ¡ x; B) = 0 and hence the displacement is zero. No sensible combination can be calculated using this inequality since the result is always the inequality itself. Indeed, a facet that is present in both input polyhedra is also present in the output. Thus, it is prudent to identify I C and avoid calculating maxExp for these. The set I C can be maximised by putting each polyhedron into a normal form which can be obtained by factoring out all equalities from the inequality systems [6] .
Completeness of the Inversion Join for Planar Polyhedra
We now show that the inversion join that combines two inequalities from the input system A B is complete in the two dimensional case, that is, it delivers a result that is as precise as possible or, equivalently, that corresponds to the convex hull of the two input polyhedra. We commence by assuming that both input systems specify bounded polyhedra, that is, each polyhedron can be represented by a set of vertices without rays or lines.
Suppose A; B Ineq n be non-redundant inputs to the inversion join and set I = S R as dened in step (ii) and (iii) As a consequence for the implementation, if in step (i) of the algorithm each inequality has a corresponding 0 then the inclusion of W in the nal result is not necessary as they do not restrict the output space any further. Note that this is only true for the two-dimensional case.
Incompleteness of the Inversion Join for General Polyhedra
While the algorithm above is complete for planar polyhedra, it remains an approximation to the convex hull of polyhedra of higher dimensions. In order to illustrate this, consider the task of joining the two polyhedra in Fig. 5 . Figures 6 and 7 show how the inversion join nds two facets of the actual convex hull. In both gures, we use a 0 i to denote the inequality a i in which the constant has to be modied to the maximum in the polyhedron B and vice-versa for b 0 i and b i and polyhedron A. In order to illustrate how the inversion misses inequalities that are required to dene the exact convex hull of the input polyhedra, consider Fig. 8 . ridges of a polyhedron. The inversion join combines two inequalities and optimistically assumes that the result touches a ridge in one of the polyhedra. 6 ; and a 5 forms a ridge with a 0 ; : : : a 3 , the resulting inequality 1 touches none of these ridges. Indeed, it connects a vertex to a vertex and is therefore redundant in the actual convex hull. On the contrary, the inversion join will miss opportunities to connect certain ridges in a polyhedron to a vertex in the other polyhedron. This is illustrated in Diagram of Fig. 8 . Here, the ridge formed by a 3 ; a 5 We now present our prototype implementation and its evaluation.
Evaluation
The major challenge in implementing the inversion join in a sound way is the use of the Simplex solver. Since o-the-shelf solvers use oating-point arithmetic, the result is not always correct. Thus, given c = maxExp(a ¡ x; I), we discard the oating point optimum c and query which inequalities I B I the Simplex solver used as a basis when observing the maximum. We then nd a vector of multipliers such that A = a where I B Ax c. If Simon c T = I and no exists then the oating-point solver is wrong and we re-run the linear program using exact arithmetic which is about 70 times slower.
We applied our implementation of the inversion join to a benchmark suite that was gathered in the context of the PIPS project [1] which pursued advanced optimizations and parallelization of Fortran code. The benchmarks [11] contain every 100th input to the convex hull algorithm of the analyser while analyzing the Perfect Club and Spec 95 Fortran benchmarks. The data in the benchmark consist of pairs of polyhedra that were joined during the analysis. Thus, the benchmarks only contain few examples that are exponential as the analyzer would not have progressed after encountering a hard problem. Hence, there are no instance where our algorithm delivers a result while the exact convex hull algorithm times out. We generated a C++ program that calculates the convex hull of each test case using the Parma Polyhedra Library [2] and a Haskell program that implements the inversion join, using the GNU Linear Programming Toolkit as solver [7] . The test programs record the results to disk which we used to count the number of inequalities that the inversion join lacks from the exact solution of the convex hull. The test results in Table 1 are partitioned by the number of dimensions (variables) in the output polyhedron except for the last row which shows the results for running all 3492 tests. Next to the dimension we show the number of test cases and then three double columns that state how many of these test cases do not match the convex hull; those that lack at most one inequality and those that lack at most two. In each double column the number of incomplete cases is given together with the percentage of the total. From the last row, it can be seen that the algorithm is exact in 73% of all cases and misses less than two inequalities in 83% of all cases. Note that the number of incomplete joins rises with the dimension which is to be expected as the convex hull problem is exponential in the dimension.
Conclusion and Discussion
We assessed the precision of the inversion join in a qualitative and quantitative way. In particular, we argue that the inversion join with k = 2 is complete for planar polyhedra. This begs the question if similar results are obtainable for k > 2. The completeness in two dimensions implies that a TVPI system of inequalities can be joined using the inversion join in a way that the result is more precise than that of the TVPI domain. However, the result of applying the inversion join to a TVPI system is not necessarily a TVPI system since inequalities may have more than two variables per inequality. Furthermore, widening, a process necessary to ensure termination, is non-monotonic. Widening could therefore render an analysis using the inversion join less precise than that of the TVPI system. Further empirical studies that compare 11 the precision of the two domains would thus be of interest. On general polyhedra, our observation is that the inversion join produces very good approximations to the precise convex hull algorithm while avoiding the exponentially sized output cases. The inversion join therefore presents a sweetpoint between precision and eciency and we would argue for the inclusion of this algorithm into the common o-the-shelf polyhedra libraries.
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