A n essential aspect of a high-quality design process is the development of test patterns, or sets of test inputs, that can be applied to the final product or intermediate instantiations to identify faults and confirm correct system behavior. In the design of embedded control systems, in particular, the growing use of tools for computer-aided design and simulation increases the prospects for performing extensive testing of the control logic before it is realized in software and implemented on the target processor. The rapid growth of the complexity of embedded control systems and the demand for short design cycles have increased the interest in effective methods for automatic test generation. This article presents a new method for leveraging existing simulation models for embedded control system designs to generate test inputs automatically, thereby eliminating the time-consuming task of creating them manually.
Of the two principal ways testing is used to validate system designs, the most common is postproduction to confirm the functionality of the final implementation and check for fabrication flaws. The results of the tests are compared with those of a so-called golden model to identify defects. To ensure that all possible defects are exposed, it is important that these tests drive the system through the complete range of operation where defects may impact behavior. This feature of a set of test inputs is referred to as coverage.
The second common use of testing occurs earlier in the development process when new instantiations of the system model are generated, e.g., by automatic code generation or through incremental changes to the design. During development, testing is used in an exploratory manner to identify overlooked implications of new designs or modifications. Rather than a golden model, an implementation is usually compared with an executable specification, which is a preliminary, possibly more abstract, design model. Again, coverage is important to provide high assurance that the system behavior satisfies the design specifications.
Automatic test generation for embedded control systems is challenging for two major reasons. First, the problem is complex due to the hybrid nature of the controller and plant composition, which contains both logic (discrete states) and components with continuous dynamics (continuous states). Automatic test vector generation is well established for purely discrete-state systems, particularly for digital integrated circuits [1] . For example, procedures exist to generate test vectors that provide complete coverage to detect standard faults such as stuck-on conditions in digital circuits [2] . Analogous methods for mixed-signal integrated circuits and systems have remained elusive and continue to be an open and active field of research [1] , [3] [4] [5] [6] . Indeed, undecidability results for hybrid systems indicate that we should not expect to discover completely algorithmic procedures for test-vector generation for hybrid systems [7] . Hence, global search methods that use domain-specific heuristics are used to produce test inputs for mixed-signal circuits [1] , [8] , [9] . Similar methods are needed to generate test vectors for embedded control systems.
The second challenge to developing automatic test input generation tools for embedded control systems is practicality. To develop automatic methods, the design must first be captured in a computer model that includes a representation of the plant as well as an embedded control algorithm. With the growing use of simulation models for design and evaluation of embedded control systems, computer models are available in many cases. These models are not amenable to formal analysis, however, making it impossible to use them directly in recently proposed methods for test input generation using counterexamples generated by model checkers [10] [11] [12] . In contrast to integrated circuits for which very structured models using standard languages are developed during the design process, it is extremely difficult, if not impossible, to extract formal models (such as automata) from existing simulation models of embedded control systems.
We propose a method for test input generation that addresses both of these challenges. We formulate test generation as an optimization problem that can be solved using a genetic algorithm (GA) with effective heuristics that meet the challenge of computational complexity for hybrid systems. Moreover, our approach uses existing simulation models directly, with very little modification, to evaluate the objective functions (also known as fitness functions) for given input signals in the GA implementation. There is no need to construct new formal models of the embedded controller and the plant to apply our technique.
The use of GAs has been suggested in the context of discrete systems for the generation of test vectors and test input sequences [13] , [14] , but not in the context of test input generation for mixed-signal systems. Testing of control systems with GAs has also been studied in [15] , but for a different purpose. In [15] , the objective is to evaluate the performance of controllers in the presence of faults whereas our purpose is to find system inputs that drive the system (without faults) through specified behavioral patterns. Our "golden model" is a given executable specification. Our contributions are 1) the formulation of a coverage problem for hybrid systems with discrete and continuous inputs and outputs, 2) a pragmatic solution to the problem that uses a GA-based algorithm to produce a test input with the specified coverage, and 3) implementation and demonstration of the method for industrial-sized MATLAB Simulink/Stateflow simulation models.
The following section presents a formulation of the general test input generation problem addressed in this article and describes the construction of a fitness function to evaluate the extent to which a given input sequence meets the coverage criteria. We then present the GA approach to searching for test inputs. We have implemented the procedure in MATLAB to generate test inputs based on simulation models of embedded control systems in MATLAB SimulinkStateflow [16] . We illustrate the method for the SimulinkStateflow demonstration model of an automatic transmission and also present computational results for large indus-We formulate test generation as an optimization problem that can be solved using a genetic algorithm with effective heuristics that meet the challenge of computational complexity for hybrid systems.
trial systems. The concluding section summarizes the contributions of this work and discusses directions for further research. Figure 1 illustrates the elements of the general problem of test input generation to satisfy a given coverage criterion. We discuss each aspect of the figure in turn.
Problem Formulation

Input Space
We consider the input space U = {( , )} u v , where u is a vector of real-valued, bounded, and piece-wise constant inputs, i.e.,
where
[ , ],and , 1 1 L are lower and upper bounds of input variables, respectively. v is a discrete-valued input that remains constant over the same time intervals as u, i.e.,
where Σ I is a finite set of values for v. Equivalently, the information in v can be captured in the set of pairs
The symbols in Σ I can each be finite-dimensional vectors if the system has multiple discrete-valued inputs.
Model Execution (P)
A single execution (or simulation) of the model P with the input ( , ) u v produces the output ( , ) y z , which we write as ( , ) ( , ) y z P u v = .
Output Space
We consider an output space Y = {( , )} y z , where y is a vector of real-valued outputs y:
Σ is a discrete-valued output, where Σ O is an output alphabet. As with the input v, we can define
where z can change value at arbitrary time instants. As the model P is an executable simulation, it is assumed that any integration routine in P has a finite nonzero minimum integration timestep and contains no algebraic loops, and so p is finite and the output ( , ) y z is defined for all inputs ( , ) u v ∈ U. The pairs ( , ) u v and ( , ) y z represent an extension to the notion of primary inputs and primary outputs defined in [13] and [17] to include discrete-valued inputs and outputs.
It may be necessary to instrument the simulation model to bring the necessary switching values to an output value if these are needed in the coverage criterion. This could be done by adding new transition labels as necessary to sufficiently identify the path through the internal discrete state space and including these labels in the output alphabet. In many cases, this instrumentation can be accomplished automatically, for instance with the Performance Tools [18] provided in MATLAB/Simulink, which provide an instrumented simulation of Simulink models and a data object with information such as decision coverage (for Switch blocks and Stateflow states) or condition coverage (for Logic blocks, and Stateflow transitions).
Measure of Coverage
f is a bounded map Y I → that provides an integer-valued coverage measure for each output ( , ) y z . The desired coverage is defined by a set of regions
Σ , the range of ( , ) y z . In particular, f is defined as ( )
for some t i , and d y z R k (( , ), ) > 0 otherwise. This provides a broad range of possible coverage criteria. For example, the requirement that a scalar output y must exceed a threshold c during a given simulation run is specified by setting R c 1 = ∞ [ , ). Testing that an output ranges over values in each of the intervals [0,1], [2, 3] ,..., [9, 10] can be specified by defining R R R
. With appropriate definitions of the regions R k , this measure of coverage can also be used to ensure that all branches of switching logic are exercised (e.g., if-then cases in a Simulink/Stateflow chart or guard conditions in a hybrid automaton [19] ). For instance, for a scalar output y and a binary output z, letting R R
{ }will check that the output z takes on both values during the course of the simulation.
Coverage Specification
The last block in Figure 1 defines a coverage criterion
S:
{ ,} ( ) U → 0 1 true, false , based on the measure of coverage (i.e., S u v f
u v is said to satisfy the specification S if S u v ( , ) = 1. The test input generation problem can now be stated as follows. Given a model P and a coverage criterion S, find an input ( , ) u v within the input space U such that S u v ( , ) = 1.
A GA Approach to Test Input Generation
The coverage problem can be considered an optimization problem; that is, find ( , ) u v ∈ U so as to maximize the objective function f. The objective function is constructed such that the maximum value of zero is reached if and only if all the regions R k are reached. Given the complexity of simulation models for embedded control systems, traditional gradient-based optimization algorithms cannot be used to solve this optimization problem. Some type of global search technique is needed.
Global optimization algorithms have received much attention in recent years. Several derivative-free algorithms have been developed, including deterministic direct methods and stochastic methods such as simulated annealing and GAs. The main advantage of the derivative-free algorithms is that no simple analytical form of the objective functions is needed. We propose to apply a GA-based global search engine to solve the test input coverage problem. Figure 2 illustrates the GA approach to test input generation. The top half of the figure represents the calculation of the fitness function by explicit simulation of the model followed by a measure of coverage. The bottom half shows the GA process varying the inputs to the simulation.
We now provide a short summary of GAs as needed for the solution of the problem. The reader is directed to any standard GA textbook (e.g., [20] ) for a complete description; a summary of applications in control systems engineering can be found in [21] . GAs work by encoding the arguments of a problem into a chromosome (sometimes called an individual). A chromosome represents a point in the solution space (typically a finite-dimensional Boolean space or real number space). The basic idea of GAs is to maintain a chromosome set (also know as population) that evolves iteratively over generations through a process of competition and controlled variation. Each chromosome in the population has an associated fitness that determines the chromosomes that are used to produce the next generation (known as selection). The fitness is also the objective function when solving optimization problems. The goal is to find a chromosome with the best fitness. Chromosomes in the new generation are obtained from the chromosomes in the previous generation by mutation operators, which produce a new chromosome from a single chromosome, and by crossover operators, which produce a new chromosome by combining elements of two or more chromosomes from the previous generation.
GA approaches are often successful because of the relative ease with which the practitioner is able to bring domain knowledge from the application area (such as relevance of parameters, sample times, or structural properties of the model) into the encoding, selection, and crossover mechanisms. The relative lack of formal results or categorizations of GAs has not limited their success in a wide range of problems (again, see [21] for control systems applications). GAs were originally developed for the setting of binary coding of combinatorics problems and have been extended to real-valued variables [20] , [22] called real-coded GAs (RCGA). The chromosomes in RCGA are vectors of real numbers.
Chromosomes
The performance of GAs depends greatly on the encoding method. In our implementation, the continuous inputs u are encoded as real-coded chromosomes and the discrete-valued inputs v are encoded with binary coding. The model inputs are captured without loss of information; that is, the input vector can be recreated completely from the chromosome (modulo rounding errors). In the ex-
Figure 2. Direct simulation of the model is used to measure fitness in a GA approach to test input generation.
To develop automatic methods, the design must first be captured in a computer model that includes a representation of the plant as well as an embedded control algorithm.
amples provided in the next section, the number of samples for each input is held constant, so the size of a single chromosome remains constant. Although the input variables can be arranged in any order when they are encoded as chromosomes, a careful selection of the sequence will make the design of crossover operators more efficient. The initial population of chromosomes is seeded with random inputs.
Fitness Function
The fitness of a chromosome (an input) is calculated by explicit simulation of the model with the chromosome translated to the input followed by a measurement of the coverage [see Other selection mechanisms are reviewed in [23] . The probabilistic selection above is employed in the results shown in the following section.
Mutation and Crossover Operators
Crossover and mutation operators should be designed to take advantage of the structure of the problem. Commonly used crossover operators include simple crossover and arithmetic crossover (see [22] for details and other crossovers). Given two real-coded chromosomes 
, , , , ,
where the position i n ∈ − { , , } 1 1 K is chosen randomly. Note that if a binary encoding were used (i.e., each x j i is a binary bit rather than a real value), then the choice of position i would be restricted to boundaries between the encoding of the real values (see [13] for more discussion about alphabet size). The arithmetic crossover generates two new chromosomes, x 1 ′′ and x 2 ′′, as
where λ is selected uniformly on a bounded interval. Simple crossover takes advantage of the time-invariant nature of the hybrid systems in our applications. If one input sequence performs well in the beginning and another input sequence performs well at the end of the simulation, then combining the first piece of the former and the last piece of the latter may give a better input sequence if the states of the system match at the connecting time instants. Even when the states do not match, simple crossover may produce an input sequence that can be mutated to cover the mismatch in the state values. This crossover operator may be expected to take advantage of the linear component of the dynamics to produce better offspring out of good chromosomes.
A new idea in our work is another crossover operator that makes use of the property of superposition. Formally, for given chromosomes x 1 and x 2 , the new crossover operator produces two chromosomes, 
where i p K = 1, , * K , and x i l and x i u are the lower and upper bound of the variable x i , respectively.
The mutation operator used in real-coded GA plays the role of a local search engine that takes advantage of local correlations in the problem space. Mutation operators for RCGA include uniform mutation and boundary mutation. For a given chromosome x, uniform mutation randomly selects one variable x i and sets it equal to random number s i uniformly distributed on the interval [x i l , x i u ]. The result of mutation is given by
The boundary mutation sets s i to either the upper bound x i u or the lower bound x i l .
Applications
The MATLAB Simulink demonstration set includes a model of a drive train for an automobile, including a Stateflow chart for the logic for an automatic transmission [24] . To illustrate the GA approach to test input generation, we first consider the problem of generating acceleration profiles for testing the logic of the automatic transmission. The test inputs might be used to check the design model or could be
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We propose to apply a genetic algorithm-based global search engine to solve the test input coverage problem applied to the vehicle itself. In either case, it is desirable to have a test input with high coverage of the logical switching in the model. Figure 3 shows the Simulink model diagram for the automatic transmission subsystem. An input (throttle schedule) is pulled from the workspace and the outputs (speed and engine rpm) are sent to the workspace, as illustrated in Figure  4 . The brake schedule has been fixed at the original values. The shift logic for the automatic transmission is shown in Figure 5 .
The test generation problem is to find an input throttle schedule such that a) the vehicle speed exceeds 120 km/h b) the engine speed reaches 4500 rpm c) all states are reached in the switching logic. To test criterion c), we require that the during function for each state in the Stateflow chart executes at least once during the simulation (see [16] for more information about the during function).
This objective is translated into a fitness function of the form described in the previous section. The objective is to find an input throttle schedule such that f P u v ( ( , )) = 0, where 
where Σ O is an alphabet that contains one symbol for each state in the Stateflow chart. In the Mathworks Performance Tools [18] , the coverage tool provides a method for performing an instrumented simulation that records execution of the individual Simulink blocks and records the execution of the during function for each Stateflow state. We assume the execution of a state's during function to be equivalent to the appearance of the state's symbol in Σ O at the output. The sampling time for the throttle schedule is selected as 5 s, and the test is run for a total time of 30 s. Each chromosome is hence a six-element sequence,
, and the continuous-time input throttle value is given as
where Typical crossovers, mutations, and selection mechanisms are used from the GAOT package [25] , as well as the linear combination operator and restricted simple crossover described in the previous section. Each crossover (mutation) has equal opportunity to be applied when a crossover (mutation) operation is requested. A population of 20 chromosomes was used, and, in most cases, a chromosome with fitness 0 was produced in five generations or less. A typical input throttle schedule and output RPM and speed are shown in Figure 6 . The chromosome in this case is U = 819 314 979 85 2 94 2 82 2 . , . , . , . , . , . . Tables 1 and 2 .
For the small examples in Table 1 , the GA produced inputs with the right coverage in reasonable computation times does not have to be reevaluated for chromosomes that are carried into the next generation without being altered. We have applied our method to large-scale production models from industry. The results in Table 2 Table 2 . For each population size, we ran 20 independent experiments. The maximum number of model evaluations for each experiment was set to 3,000. If the GA failed to find a test vector with a fitness function equal to zero (indicating it satisfies the desired coverage criteria) after 3,000 simulations, we terminate the experiment with the assumption that either a solution does not exist (which was not the case for the system) or the chromosome population has become "stuck" in a local maximum. Table 2 shows that the success rate of the GA method is still very high (90%), provided the population size is carefully chosen. With a fixed limit on the number of simulations, the population size should not be too small or too large. For this example, a population size of 16 is better than four or 64. If the population size is too small, the power of the GA to explore several possible locations in the search space in parallel is not fully exploited. If the population size is too large, the relative number of crossover and mutation operations that can be performed is limited because of the large number of chromosomes. At the extreme case in which the population size equals the model execution limit, GA will degenerate into a pure random search.
We compared the GA approach to random search for the examples in Tables 1 and 2 and found that for the first three small examples, random sampling of the input space could eventually generate a solution, but with many more executions of the simulation model than required by the GA approach. For the GE Traction Pilot example in Table 2 , a random search never produced a suitable input despite very large sample sizes (3,000). Comparisons with approaches based on formal methods are not possible because there is no apparent way to build the required abstract models from the given simulation models, even for the small examples.
In summary, the results of this section indicate that our GA method can automate the generation of test inputs for real-world problems. In most cases, test inputs can be generated within a reasonable time even for complex control systems with hybrid dynamics or large-scale productionsize models for which formal methods and random search methods cannot be used.
Conclusions
This article presents a new technique for generating test inputs for embedded control systems using existing simulation models. The power of the technique comes from carefully designed elements of a GA. The construction of the fitness function, the chromosomes, and the introduction of special crossover and mutation operators all contribute to an algorithm that finds test inputs much faster than random search. The complexity of the problem prohibits the use of formal methods or traditional gradient-based optimization. The key feature of the proposed method is that no analytical model is required; tests are generated by nothing other than repeated execution of the simulation model. We have demonstrated the effectiveness of the method for large production-size models from industry.
There are several directions for future research. The current fitness function is simply the sum of the indicator functions for sets of signals, representing the satisfaction of various criteria for acceptable test inputs. Fitness functions that provide better measures of the proximity of candidate test inputs to a solution might help speed up the convergence of the GA. To make the method effective for designers of embedded control systems, a user interface should be developed that helps with the construction of the fitness function for specific problems. Developing methods for exploiting more domain knowledge in the construction of crossover and mutation operators is also of interest. 
