We represented the spiking activity (recorded spike times) of each sorted unit as a discrete time neural point process (Truccolo et al., 2005) , i.e., as a binary sequence (spike train) obtained by determining whether a spike occurred or not in each consecutive time bin of width 1 t ms ∆ = .
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A. Off-line decoding of instantaneous velocity during pursuit tracking task
We represented the spiking activity (recorded spike times) of each sorted unit as a discrete time neural point process (Truccolo et al., 2005) , i.e., as a binary sequence (spike train) obtained by determining whether a spike occurred or not in each consecutive time bin of width 1 t ms ∆ = .
The value of this sequence for the c th neuron, among C recorded neurons, at a particular discrete time t is here denoted by
The observed spike trains from all of the tuned neurons together with the corresponding velocity model (Eq. 2, main text; fit to training data sets) were used to decode the velocity of the TC cursor (in test data sets). A stochastic state space point process filter was used. See Eden et al. (2004) and Truccolo et al. (2005) for detailed derivations and applications to motor neurophysiology. Following Bayes' rule, the posterior probability distribution for velocity at time t τ + can be expressed as 
where the time evolution of the velocity vector t τ + x & was modeled as a Gaussian autoregressive process of order 1, the dimension of the state space is 2 m = in our case, F is a m m × state matrix, and t ε is the noise term given by a zero mean m-dimensional white noise Gaussian vector with m m × covariance matrix ε W . The matrices F and ε W were fit via maximum likelihood. The point process observation equation was expressed in terms of the conditional
where ( ) 
where
is the one step prediction; 
is the estimated posterior covariance matrix of t τ
is the one-step prediction covariance matrix;
and inv( ) and T denote the matrix inverse and transpose, respectively. The term λ + x from Eq. 1 (main text), was used.
C. Phase randomization confidence intervals for cross-correlation functions during pursuit tracking task
We computed cross-correlation functions (at multiple time lags, -4 to 4 sec) between the 1-minute long spike trains (transformed into spike counts in 50ms time bins) and the corresponding time series of a selected kinematic covariate. These functions were then averaged across the four pursuit tracking blocks in each session. Confidence intervals (95%) for the null hypothesis (zero cross-correlation) were obtained as follows. For each neuron and covariate time series pair, an empirical distribution of cross-correlation values was generated based on 400 surrogated data sets. Each of these surrogated data sets was generated via a phase randomization procedure applied to the covariate time series. This procedure consisted of first computing the Fourier transform of the time series, followed by a random permutation of the phase of the Fourier transform components, and finally applying the inverse Fourier transform. In this way, the surrogated data sets randomized the spiking-covariate temporal relationship, while preserving the same power spectrum structure of the covariate.
