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Abstract
Within the theoretical framework of divergence-type theories (DTTs), we set up a consistent
nonlinear hydrodynamical description of a conformal fluid in flat space-time. DTTs go beyond
second-order (in velocity gradients) theories, and are closed in the sense that they do not rely
on adiabatic expansions. We show that the stress-energy tensor constructed from second-order
conformal invariants is obtained from the DTT by a consistent adiabatic expansion. The DTT
satisfies the Second Law, and is causal in a set of fluid states near equilibrium. Finally, we
compare, analytically and numerically, the equations of motion of the DTT and its truncation to
second-order terms for the case of boost invariant flow. Our numerical results indicate that the
relaxation towards ideal hydrodynamics is significantly faster in the DTT than in the second-order
theory. Not relying on a gradient expansion, our findings may be useful in the study of early-time
dynamics and in the evolution of shock-waves in heavy-ion collisions.
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I. INTRODUCTION AND MOTIVATION
There is currently a great interest in relativistic dissipative hydrodynamics, mainly due
to its application to the description of the hot dense QCD matter created in the Relativistic
Heavy Ion Collider (RHIC) experiments [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16].
The application of the AdS/CFT correspondence [4, 17, 18, 19, 20, 21, 22, 23, 24] to
study strongly coupled conformal plasmas unaccessible to kinetic theory, has also fueled
considerable interest in the formal aspects of this formalism. The study of the hydrodynamic
regime of conformal field theories is important since QCD is approximately conformal at high
temperatures [25].
The need for dissipative corrections in modeling heavy-ion collisions is (at least) two-
fold. First, quantum uncertainty prevents the existence of a perfect fluid. Since first-
order relativistic hydrodynamics [26, 27] is known to have strong drawbacks, among them
lack of stable solutions and acausal propagation of perturbations, one should really go to
second-order theories (see however Refs. [28, 29]). Second, the description of heavy-ion
collisions in terms of perfect hydrodynamics works well in almost central Au+Au collisions
near midrapidity, but gradually breaks down in non-central collisions and at forward rapidity
[1, 2, 3, 13, 14, 15].
The complete second-order stress-energy tensor of a strongly coupled conformal fluid in
d = 4 space-time was given independently by Baier et al [20], and by Bhattacharyya et al [21].
Recently, Loganayagam [30] developed a very useful Weyl-covariant formalism and proposed
a local entropy current consistent with the second-order Tµν derived previously and with the
Second Law (see also related work of Romatschke, Ref. [31]). One of the most important
results of Refs. [20, 21, 30] is that these works show that the hydrodynamic description of a
conformal fluid does not belong to the conventional Israel-Stewart [3, 9, 13, 32, 33] formalism
(see also Refs. [3, 4] for a discussion of this issue). This is because the conventional (or
entropy-wise) IS theory, not being a controlled gradient expansion [3, 14], cannot account
for shear-shear coupling, which is present in the stress-energy tensor of the conformal fluid
[3, 8, 20, 31] (see Refs. [14, 15, 16] for interesting discussions on this and related issues in
the context of dissipative fluid dynamics as derived from kinetic theory).
The main purpose of this paper is to set up a consistent hydrodynamical description of a
conformal field theory within the theoretical framework of divergence-type theories (DTTs)
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[34, 35, 36, 37, 38, 39, 40]. Our goal is to go beyond second order theories (in velocity
gradients) by formulating a theory in closed form, that is, without reliance on adiabatic
expansions. We will not tackle the full problem of a conformal fluid in curved space-time
[20, 21, 30, 31], but limit ourselves to Minkowski space-time. Another aim of this work
is to analyze the causality properties of the DTT developed here, and to compare our
results for the stress-energy tensor with those obtained from the derivative expansions of
Ref. [20, 21, 30]. We note that we do not calculate transport coefficients in this paper, but
assume they are known either via kinetic theory or the AdS/CFT correspondence.
DTTs are interesting alternatives to the IS formalism (although they may be physically
equivalent in certain cases) because the conditions for hyperbolicity and causality of the full
nonlinear evolution can be stated in very simple terms. As clearly shown by Liu, Muller
and Ruggeri [36], DTTs are often more general and flexible than the IS theory, allowing a
systematic derivation of nonlinear terms in constitutive equations, which are not captured
by entropy-wise IS theory (see Refs. [3, 9, 14, 15, 16, 20, 23]). Besides, they have the extra
advantage that, being the equations of motion of divergence type, discontinuous solutions
(shocks) can be given mathematical meaning, which is relevant to the phenomenon of conical
flow in heavy-ion collisions [23, 24]. Moreover, and this is an important point for what
follows, the symmetries of the theory can be coded directly on the generating function of
the DTT.
The main results we arrive at are that: (i) for the case in which the second-order transport
coefficients λ2 and λ3 vanish, the second-order (in velocity gradients) stress-energy tensor
constructed from conformal invariants [20, 21, 30], can be consistently derived via an adia-
batic expansion from the DTT we set up; and (ii) the DTT and its adiabatic expansion are
causal for states near equilibrium, and satisfy the Second Law. We also obtain, as a simple
illustration, the hydrodynamic equations of the DTT for the case of boost invariant flow,
and compare them to those of the second-order theory. Our numerical results show that the
DTT approaches the ideal fluid behaviour faster than the second-order theory.
We believe that the DTT presented here may be useful in the study of two aspects
of heavy-ion collisions, both of which seem to require theories going beyond second-order
velocity gradients. First, early-time dynamics, where velocity gradients are not small and
for which even IS formalism shows unphysical behaviour such as reheating [14] (see also
Chesler and Yaffe [24], who study the creation and evolution of a boost invariant anisotropic
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plasma directly from the gravity side, and El, Xu and Greiner [11], who develop a novel third
order theory). Second, the evolution of initial state fluctuations [38], for which higher order
terms are crucial (see particularly the work of Lublinsky and Shuryak [23], who developed
a linearized hydrodynamical theory that includes, in principle, all-order velocity gradients).
In this respect (that of “resumming” higher order velocity gradients), the developments of
Ref. [23] are related to ours. We note that the DTT developed here containts, in addition,
all quadratic terms in velocity.
The paper is organized as follows. In Section II, we briefly review divergence-type theo-
ries. In Section III we first review some basic properties of the hydrodynamics of conformal
field theories, and then set up the divergence-type theory of a conformal fluid. We also prove
that the DTT satisfies the Second Law exactly, and obtain the hydrodynamic equations. In
Section IV we investigate the causality properties of the DTT, for fluid states near equilib-
rium. In Section V, we show that the dissipative part of the stress-energy tensor obtained
from second-order (in velocity gradients) conformal invariants can be obtained from a con-
sistent adiabatic expansion of the DTT. We note that the DTT cannot reproduce terms
containing the vorticity tensor. In Section VI we compare, analytically and numerically, the
hydrodynamic equations of the DTT and of the second-order theory for the case of Bjorken
flow. The paper closes up with a brief summary of results.
II. DIVERGENCE-TYPE THEORIES
In this section we give a brief summary of divergence-type theories (DTTs). Detailed
discussions can be found in Refs. [34, 38, 39, 40] (see also Ref. [36]).
According to Geroch and Lindblom [34], the hydrodynamical description of a nonequilib-
rium state requires, besides the particle current Na and the stress-energy tensor Tµν , a new
third order tensor Aµνρ obeying an equation of motion of divergence type. The dynamical
equations are the conservation laws of Nµ and Tµν , together with an equation describing the
dissipative part:
Aµνρ;µ = I
νρ (1)
where A and I are algebraic local functions of N and T and symmetric in the indices (ν, ρ).
A semicolon stands for a covariant derivative. The entropy current is extended to
Sµ = Φµ − βνT µν − αNµ −Aµνρξνρ (2)
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where βν = uν/T is the temperature vector, α = µ/T is the affinity, Φ
µ is the thermodynamic
potential and ξνρ is symmetric, traceless and vanish in equilibrium. Note that, in equilibrium,
βµ is Killing and α is constant.
We now require that the entropy and the thermodynamical potential be algebraic func-
tions of (α, βµ, ξµν). If the entropy production is to be nonnegative, then
∂Φµ
∂α
= Nµ;
∂Φµ
∂βν
= T µν ;
∂Φµ
∂ξνρ
= Aµνρ (3)
Thus, as a consequence of the equations of motion, the entropy production rate is
Sµ;µ = −Iνρξνρ . (4)
Since the stress-energy tensor is symmetric, we must also have
Φµ =
∂χ
∂βµ
(5)
where χ(α, βµ, ξµν) is the so-called generating function of the theory. This means that
every DTT is completely determined once χ and I are specified as algebraic functions of
α, βµ, ξµν . The theory thus constructed satisfies the principles of relativity and entropy, and
fully exploits the latter [36].
Introducing the symbol ζA to denote the set (α, βµ, ξµν), A
µ
B the set (N
µ, T µν , Aµνρ) and
IB the set (0, 0, Iµν), the theory is summed up in the equations
AµB =
∂Φµ
∂ζB
Sµ;µ = −IBζB
AµB;µ = IB .
(6)
The equations of motion can also be written as
MµBCζ
C
;µ = IB (7)
where
MµBC = M
µ
CB = ∂
2Φµ/∂ζB∂ζC . (8)
The system of equations (7) is automatically symmetric since matrix MµBC is symmetric in
the indices A and B due to the fact that partial derivatives conmute. Causality is therefore
ensured if the quadratic form MµBCωµ is negative definite for all future directed timelike
vectors ωµ, or equivalently if Q
µ = MµBCδζ
BδζC is timelike and future oriented for any
displacement δζA from an equilibrium state [34, 35]. Note that causality depends on the
form of MµBC and not of IB.
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III. CONFORMAL HYDRODYNAMICS AS A DIVERGENCE-TYPE THEORY
We consider the hydrodynamic regime of a conformal quantum field theory in d = 4 flat
space-time (for a general discussion, not limited to conformal fields, see Ref. [7, 41]). In such
a theory, the classical action evaluated on the classical equations of motion is invariant under
a Weyl transformation gµν → e−2ω(xγ )gµν , where ω is a function of space-time coordinates
xγ . The classical stress-energy tensor of such a theory is necessarily traceless, while the
quantum one presents Weyl anomaly. As shown in Ref. [20], in even dimensions d the
number of derivatives appearing in the Weyl anomaly is precisely d, which means that
second-order hydrodynamics in d = 4 dimensions is Weyl invariant. It is straightforward to
show that, for a conformal theory,
T µν → e(d+2)ωT µν (9)
under a Weyl transformation. Therefore, for a conformal fluid the conservation law of energy-
momentum T µν;ν = 0, where a semi-colon denotes covariant differentiation, is automatically
Weyl covariant (see, for example, Refs. [5, 30, 42]).
The tracelessness condition T µµ = 0 imposes ρ = (d−1)p and ζ = 0, where ρ is the energy
density in the local frame, p is the thermodynamic pressure, and ζ is the bulk viscosity.
The transformation rule for T µν implies ρ → edωρ, the four-velocity uµ → eωuµ and the
temperature T → eωT , which means that the temperature vector βµ = uµ/T has conformal
weight equal to zero. In addition, Eq. (9) implies that the shear viscosity η = AT d−1, with
A a constant (see, for instance, Refs. [20, 21, 30, 31]). In equilibrium β(µ;ν) = 0, which
means that βµ is a Killing vector (parenthesis around indices stand for symmetrization).
The four-velocity is normalized as uµu
µ = −1, and we use the signature (−,+,+,+). We
will make use of these properties in what follows.
A divergence-type theory is completely specified by its generating function χ(α, βµ, ξµν)
and source tensor Iργ(α, β
µ, ξµν), where (α, βµ, ξµν) are the fugacity, the temperature vector
and a symmetric and traceless tensor that vanish in equilibrium, respectively. Our start-
ing point will therefore be the specification of χ and I as algebraic functions of the set
(α, βµ, ξµν). We will deal with the source tensor later on, so for the moment we focus on χ.
Since we want to construct a quadratic DTT (in deviations from equilibrium), we will
consider terms which are at most quadratic in the nonequilibrium tensor ξµν . For simplicity,
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we will restrict ourselves to a conformal theory with no conserved charges, which means
α = 0. In this case, it is convenient to employ the energy or Landau-Lifshitz frame [7, 13, 27].
The generating function which satisfies these requirements can be written as
χ = χ(0) + χ(1) + χ(2)
= χ0(T ) + χ1(T )ξµνu
µuν +
3∑
i=1
χ
(i)
2 (T )S
µνρσ
(i) ξµνξρσ
(10)
with
Sµνρσ(1) = ∆
µ(ρ∆σ)ν − 1
3
∆µν∆ρσ
Sµνρσ(2) = u
(µ∆ν)(ρuσ)
Sµνρσ(3) =
3
4
(
∆µν
3
+ uµuν
)
3
4
(
∆ρσ
3
+ uρuσ
)
∆µν = gµν + uµuν .
(11)
This is the most general local scalar constructed from T , gµν , u
µ and ξµν , which is quadratic
in the latter. In Eq. (11), ∆µν is the spatial projector orthogonal to uµ. From the trans-
formation rule for gµν and uµ we immediately obtain ∆µν → e2ω∆µν . The tensors Sµνρσ(i)
produce the most general decomposition of a symmetric and traceless tensor around a time-
like direction uµ.
As already mentioned, conformal invariance requires T µν → e(d+2)ωT µν and T µµ = 0. In a
DTT, this means
∂2χ
∂βµ∂βν
→ e(d+2)ω ∂
2χ
∂βµ∂βν
(12)
and
gµν
∂2χ
∂βµ∂βν
= 0 . (13)
Note that
∂uµ
∂βν
= T∆µν
∂∆αγ
∂βν
= T 2[∆ανβγ + βα∆γν ] and
∂T
∂βν
= T 2uν .
(14)
In the following, we will describe how these conditions determine the scalar functions χ0,1
and χ
(i)
2 appearing in Eq. (10). It is clear that the conditions given in Eqs. (12) and (13)
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must be satisfied separately by the zeroth, first and second order terms of the expansion of
χ. This is because truncating the expansion at zeroth, first and second order does not break
the conformal invariance of the resulting hydrodynamic theory. In other words, the zeroth,
first and second order terms of T µν are independent of each other.
A. Perfect fluid
At zeroth-order, condition (13) on the stress-energy tensor
T µν0 = pg
µν + uµuν [p+ ρ] (15)
implies ρ = (d− 1)p. In a DTT we have (recall that ρ and p are equilibrium quantities and
thus completely determined by χ0)
T µν0 = T
3gµν
dχ0
dT
+ T 3uµuν
(
3
dχ0
dT
+ T
d2χ0
dT 2
)
, (16)
which implies
p = T 3
dχ0
dT
and
ρ = T 3
(
2
dχ0
dT
+ T
d2χ0
dT 2
)
.
(17)
Therefore, we find that in a conformal DTT χ0 must satisfy
d2χ0
dT 2
=
(d− 3)
T
dχ0
dT
. (18)
The solution to Eq. (18) is
χ0 = aT
d−2 + a′ (19)
where a and a′ are constants. Note that a′ is irrelevant since it does not change T µν0 , so we
set it to zero.
From the transformation rule for T we immediately obtain χ0 → e(d−2)ωχ0. Taking into
account that βα is Weyl invariant while
βα → e
−ωuα
eωT
= e−2ωβα (20)
we have
T µν0 =
∂2χ0
∂βµ∂βν
→ e(d−2)ωe4ωT µν0
= e(d+2)ωT µν0
(21)
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as it should.
From the above it is clear that, in order to obtain the correct conformal weight for the
complete second-order stress-energy tensor (Eq. (12)), the generating function given in Eq.
(10) must transform like χ0 under a Weyl transformation. That is, we require that
χ→ e(d−2)ωχ . (22)
As already noted, this implies that the first and second order terms χ(1) and χ(2) have
conformal weight equal to (d− 2).
B. Linear DTT
We will now determine χ1(λ) and from it the stress-energy tensor at first order in the
nonequilibrium tensor ξαβ:
T µν = T µν0 + τ
µν
1 (23)
with
τµν1 =
∂2χ(1)
∂βµ∂βν
. (24)
It is convenient to rewrite the first order term in χ as
χ(1) = χ1ξρσu
ρuσ = χ˜1ξρσβ
ρβσ (25)
with χ˜1 = T
2χ1. The tracelessness condition gµντ
µν
1 = 0 implies the following differential
equation for χ˜1:
T
d2χ˜1
dT 2
− 2dχ˜1
dT
= 0 (26)
whose solution is
χ˜1(T ) = b+ cT
3 (27)
with b and c constant.
The issue of how to choose the integration constants b and c is not trivial. The criterium
of a bounded solution is not compelling enough[44] to support the choice of constant c = 0.
However, we would like to point out that the requirement that the generating function must
have a definite transformation law under conformal transformations means that the two
constants b and c cannot be both different from zero at the same time. Therefore there are
two families of conformal divergence type theories: one with b = 0, c 6= 0 and the other
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with b 6= 0 and c = 0. Moreover, the physical content of both familes is the same. Indeed,
if we substitute b by cT 3, but after computing the energy-momentum tensor we replace ξµν
by T−3ξµν we obtain once again Eq. (41). Of course, to reach this conclusion we use that
the physical nonequilibrium tensor ξµν is transverse with respect to the four-temperature
βµ (this fact will be shown in what follows), so extra terms in the energy-momentum tensor
vanish identically. Given the physical equivalence of both classes of theories, we have chosen
to investigate only the b 6= 0 case as a matter of simplicity.
As it can be seen from Eqs. (22) and (25) and the fact that βµ is Weyl invariant, setting
c = 0 implies that the conformal weight of ξµν is equal to d− 2. Therefore,
ξµν → e(d−2)ξµν and
ξµν → e(d+2)ξµν .
(28)
From the generating functional determined above, the tensor of fluxes
Aδαγ =
∂2χ(1)
∂ξαγ∂βδ
(29)
becomes
Aδαγ = b(gδαβγ + gγδβα)− b
2
βδδαγ , (30)
where we have used that
δξρσ
δξαγ
=
1
2
(δαρ δ
γ
σ + δ
α
σδ
γ
ρ )−
1
4
gρσδ
αγ (31)
which follows since ξµν is symmetric and traceless.
The divergence of the tensor of fluxes is
Aδαγ;δ = bβ
(α;γ) − b
2
βδ;δδ
αγ . (32)
The first order divergence-type theory is summed up by Eq. (32) together with
τµν1 = bξ
µν (33)
and
Aδαγ;δ = I
αγ . (34)
The system of equations (32-34) must lead to the same τµν1 of Eckart’s theory (for a
conformal fluid), which can be written as [34, 36, 38]:
τµν1E = −ηSµνρσ(1)
(
u(ρ;σ) −
T;σ)
T
u(ρ
)
= −ηTSµνρσ(1) β(ρ;σ) (35)
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where the last equality follows from the transversality of Sµνρσ(1) . Note that, since
β(ρ;σ) → e−2ωβ(ρ;σ)
Sµνρσ(1) → e4ωSµνρσ(1) ,
(36)
we must have, from Eq. (35), that η → e3ωη, and therefore η(T ) = const.T 3.
In order for the first order stress-energy tensor obtained from the DTT to coincide with
that of Eckart’s theory we must provide a linear relationship between the source tensor Iαγ
and the nonequilibrium tensor ξαγ:
Iαγ = −Dαγρσξρσ . (37)
Using Eqs. (32-34) and Eq. (35) we obtain
Dαγρσ =
b2
ηT
Sαγρσ(1) , (38)
where we have used that
gµνS
µνρσ
(1) = ∆
µ(ρ∆σ)µ −
1
3
∆µµ∆
ρσ = 0 (39)
since
∆αβ∆γα = ∆
βγ , ∆αβ = ∆βα and ∆µµ = 3 . (40)
Since the conformal weights of ξρσ and I
αγ are both equal to 2 (see Eqs. (32)-(34)), it
is seen from Eq. (37) that the tensor Dαγρσ must be Weyl invariant. From Eq. (38) this
implies η ∝ T 3, as before. Note also that the requirement τµν1E = τµν1 automatically implies
βµξ
µν = 0, since Sµνρσ(1) is transverse. We have
ξαγ = −η
b
σαγ (41)
where σαγ = S(1)αγµνu
(µ;ν). The physical meaning of ξµν being transverse is that the bulk
viscosity and the heat flux, which are both proportional to βαξαγ [38], vanish. The vanishing
of the heat flux is expected since the chemical potential is zero, whereas the bulk viscosity is
zero since the theory is conformal. In the next section we will show that the transversality
of ξµν holds in the quadratic theory as well.
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C. Quadratic DTT
We now go over to the quadratic stress-energy tensor given by
T µν = T µν0 + τ
µν
1 + τ
µν
2 (42)
with
τµν2 =
∂2χ(2)
∂βµ∂βν
. (43)
From the conformal weights of ξµν , given in Eq. (28), and of S
αγρσ
(i) (see Eq. (36)) it is
seen that, to obtain the correct conformal weight for T µν , we must have χ
(i)
2 = ciT
−6, where
ci are constants to be determined. This ensures that χ(2) in Eq. (10) has conformal weight
equal to (d− 2), which means τµν2 has conformal weight equal to (d+ 2).
The tracelessness condition, Eq. (13), will determine relations among the coefficients ci.
The quadratic contribution to the stress-energy tensor can be written as
τµν2 = Γ
µν
3∑
i=1
ciS
αγρσ
(i) ξαγξρσ (44)
where we have defined the operator
Γµν = 6T−4(4T 2βµβν − δµν)
− 6T−4
(
βν
∂
∂βµ
+ βµ
∂
∂βν
)
+ T−6
∂2
∂βµ∂βν
.
(45)
In this notation, the trace of τµν2 becomes
gµντ
µν
2 = Γ
µ
µ
3∑
i=1
ciS
αγρσ
(i) ξαγξρσ (46)
with
Γµµ = −T−4
(
48 + 12βµ
∂
∂βµ
− T−2 ∂
2
∂βµ∂βµ
)
. (47)
Computing the derivatives and equating the coefficients of the Lorentz invariants
∆αρ∆γσξαγξρσ, β
αβσ∆ργξαγξρσ and β
αβγβρβσξαγξρσ (48)
to zero (gµντ
µν
2 = 0), we find a linear system of equations for the three unknowns ci. It turns
out that the equations involving c2 and c3 (which come from the invariants β
2∆ξ2 and β4ξ2)
are inconsistent with each other, the only way out being imposing that
βαξαγ = 0 . (49)
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That is, the tracelessness of τµν2 forces the transversality of the nonequilibrium tensor ξαβ.
This means that the heat flux and the bulk viscosity remain zero at second order, which
is a satisfying result. With this additional requirement on the nonequilibrium tensor, c2 is
left unspecified, while the remaining equation (coming from the invariant ∆αρ∆γσξαγξρσ and
relating c1 and c3) reads
c1 = −3
8
c3 . (50)
Therefore, we have found that the quadratic part of generating function of a conformal
fluid can be written as
χ(2) = T
−6
[
c1
(
Sαγρσ(1) −
8
3
Sαγρσ(3)
)
+ c2S
αγρσ
(2)
]
ξαγξρσ .
(51)
From Eq. (51) we can calculate the tensor of fluxes
Aδαγ = AδαγE +
∂2χ(2)
∂βδ∂ξαγ
= AδαγE + A
δαγ
2 (52)
where AδαγE is the first order term given by Eqs. (29) and (30). We can rewrite A2 as
Aδαγ2 = G
δαγρσξρσ , (53)
with
Gδαγρσ = 2T−4
[
c1
(
− 6βδSαγρσ(1) + βαSδγρσ(1) + βγSαδρσ(1)
)
+ 2c2∆
σδ
(
∆ραβγ + βα∆ργ
)
+ 2c2∆
ρδ
(
∆σαβγ + βα∆σγ
)]
.
(54)
The divergence of Aδαγ2 is
Aδαγ2;δ =
∂Gδαγρσ
∂βpi
βpi;δξρσ +G
δαγρσ ∂ξρσ
∂ξpiθ
ξpiθ;δ . (55)
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We get, after some algebra,
Aδαγ2;δ = −4T 2βpiGδαγρσξρσβpi;δ
+ 2T−4c1
(
− 6Kpiδαγρσ1 +Kpiαδγρσ1
+Kpiγαδρσ1
)
ξρσβpi;δ +G
δαγρσξρσ;δ
+ 4T−4c2
(
∆σδ(∆ραδpiγ +∆ργδpiα)
+ ∆ρδ(∆σαδpiγ +∆σγδpiα)
)
ξρσβpi;δ
(56)
with
Kpiδαγρσ1 = δ
piδSαγρσ(1) + T
2βδ
(
βαSpiγρσ(1) + β
γSαpiρσ(1)
)
. (57)
In order to have a complete theory at second order in deviations from equilibrium, we
must find a suitable source tensor I2 quadratic in ξ
µν . We will find the constraints imposed
on I2 by requiring that the Second Law holds, and by the fact that ξ
µν is traceless and
transverse, and find an explicit expression for I2. Guided by linear results, we will consider
that I2 has the form
Iαγ2 = J
αγρσµνξρσξµν , (58)
where J = J(βδ,∆δpi).
In a DTT, the entropy production is simply Sµ;µ = −Iαγξαγ . We have
Sµ;µ = S
µ
;µ
∣∣∣∣
1
+ Sµ;µ
∣∣∣∣
2
= Dαγρσξρσξαγ − Iαγ2 ξαγ
= Dαγρσξρσξαγ − Jαγρσµνξαγξρσξµν .
(59)
Sµ;µ|1 is the entropy production of the linear DTT (in ξ), and is clearly positive definite. The
problem comes from Sµ;µ|2, which has no definite sign. In order for the Second Law to hold
for arbitrary ξ, we must require that
Iαγ2 ξαγ = 0 . (60)
We will now find the explicit form of Jαγρσµν (see Eq. (58)). Since Iαγ2 is a local function
of βµ and ∆µν , ξµν is traceless and transverse, and Eq. (60) must hold, we see that Jαγρσµν
can only have two terms, one proportional to βαβγ and the other to ∆αγ . In addition, the
only non-vanishing scalar we can form out of ξρσξµν is
Sρσµν(1) ξρσξµν = ξ
ρσξρσ . (61)
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Therefore, we have
Jαγρσµν =
(
f1(T )β
αβγ + f2(T )∆
αγ
)
Sρσµν(1) (62)
where the fi(T ) are functions of temperature we must determine. It can be checked from
Eq. (56) that
βαβγA
δαγ
2;δ = 0 , (63)
which means that f1 = 0. In order to find f2(T ), we will consider a power law dependence
and use the fact that I2 has conformal weight equal to 2. Recalling that ∆
αγ and Sρσµν(1)
have conformal weights 2 and 4, respectively, we immediately obtain f2 = gT
−8, where g is
a constant.
So, the final expression for I2 becomes
Iαγ2 = gT
−8∆αγξρσξ
ρσ . (64)
We have proven that the DTT satisfies the Second Law for arbitrary values of the nonequi-
librium tensor ξµν , provided I2 is given by Eq. (64). The entropy production is simply (recall
Eq. (38))
Sµ;µ = D
αγρσξρσξαγ =
b2
ηT
ξρσξρσ . (65)
D. Exact hydrodynamic equations
In this subsection we will obtain the explicit form of the equations of motion of the DTT.
We first turn our attention to the quadratic part of the stress-energy tensor, τ2. From
Eq. (44) we get after some algebra
τµν2 = c˜1T
−4
(
ξµαξνα −
1
3
∆µνξαγξαγ
)
, (66)
where c˜1 = 2c1 + c2. We note that βµτ
µν
2 = βντ
µν
2 = 0 and, of course (we calculated the
coefficients for this to happen) τµ2µ = 0. The divergence of τ
µν
2 reads,
τµν2;ν = −4c˜1T−2
(
ξµαξνα −
1
3
∆µνξαγξαγ
)
βpiβpi;ν
− 1
3
c˜1T
−2ξαγξαγ(β
µ∆νpi + βν∆µpi)βpi;ν
+ c˜1T
−4
(
ξνθξµθ;ν + ξ
µθξνθ;ν
)
− 2
3
c˜1T
−4∆µνξpiθξpiθ;ν .
(67)
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From Eqs. (15), (33) and (67), the conservation of the complete stress-energy tensor
becomes
τµν;ν =
[
a
3
T 6(4uµuν + gµν)
− 4c˜1T−2
(
ξµαξνα −
1
3
∆µνξαγξαγ
)]
βpiβpi;ν
+
(
a
3
T 6 − 1
3
c˜1T
−2ξαγξαγ
)
(βµ∆νpi + βν∆µpi)βpi;ν
+ c˜1T
−4
(
ξνθξµθ;ν + ξ
µθξνθ;ν
)
− 2
3
c˜1T
−4∆µνξpiθξpiθ;ν + bξ
µν
;ν = 0 ,
(68)
where we used that ρ = aT 4 and p = ρ/3.
In the spirit of divergence-type theories, the stress-energy tensor conservation should be
supplemented with Aδαγ;δ = I
αγ, which stands on the same footing as the conservation equa-
tions [7, 36, 38]. We have already obtained Iαγ in section IIIC. Together, they completely
describe the space-time evolution of the system (within the hydrodynamic approximation).
In this Section, we completed our first task of finding the generating function χ and the
source tensor Iαγ2 that describes a conformal fluid in flat space-time. We constructed the
DTT by requiring: (i) χ is quadratic in deviations from equilibrium, represented by the
dissipative tensor ξ; (ii) the stress-energy tensor derived from χ is traceless and has the
correct conformal weight; (iii) the theory reproduces, at first order, the relativistic Navier-
Stokes stress-energy tensor; and (iv) the theory satisfies the Second Law for arbitrary ξ. We
have also obtained the equations of motion of the exact theory, which will be used in Section
VI in the context of Bjorken expansion.
IV. CAUSALITY
In this section we investigate the causality properties of the DTT constructed above. As
noted in Section II, causality is determined solely by the generating function χ of the theory,
and not by the source tensor Iαγ . In order to analyze causality of a DTT, let us define
ζA = (βµ, ξµν) and
MµA,B = ∂
3χ/∂βµ∂ζ
A∂ζB ,
(69)
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being (A,B) collective indices. The DTT is causal (in a set of fluid states near equilibrium)
if the vector MµB,Cδζ
BδζC is time-like and future oriented for any displacements (δζB, δζC)
from an equilibrium state [34, 35, 36, 37, 38, 39, 40].
Since we are interested in proving causality for fluid states near equilibrium, it will be
sufficient to deal with
MµA,B
∣∣∣∣
E
=
(
∂3χ
∂βµ∂ζAζB
)∣∣∣∣
ζA=ζAE
(70)
where
ζAE = (
uνE
TE
, ξνδ = 0) (71)
denotes equilibrium values.
The only non-vanishing terms of MµA,B
∣∣∣∣
E
are
Mµν,δ
∣∣∣∣
E
=
(
∂3χ(0)
∂βµ∂βνβδ
)∣∣∣∣
ζAE
Mµνδ,pi
∣∣∣∣
E
=
(
∂3χ(1)
∂βµ∂βpi∂ξνδ
)∣∣∣∣
ζAE
=
(
∂AµEνδ
∂βpi
)∣∣∣∣
ζAE
and
Mµνδ,piθ
∣∣∣∣
E
=
(
∂3χ(2)
∂βµ∂ξνδ∂ξpiθ
)∣∣∣∣
ζAE
=
(
∂Aµ2νδ
∂ξpiθ
)∣∣∣∣
ζAE
,
(72)
where χ(0), χ(1) and χ(2) are given by Eqs. (19), (27) and (51), respectively.
Performing the corresponding derivatives, we get
Mµν,δ
∣∣∣∣
E
= 8aT 6E
[
(6T 2Eβνβδ + δδν)β
µ + βδδ
µ
ν + βνδ
µ
δ
]
E
Mµνδ,pi
∣∣∣∣
E
= b
(
δνpiδ
µ
δ + δδpiδ
µ
ν −
1
2
gµpiδνδ
)
and
Mµνδ,piθ
∣∣∣∣
E
= T−4E
(
2F µνδpiθ −
1
2
gρσF µνδρσδpiθ
)
E
.
(73)
where, for brevity, we have defined the tensor
F µνδρσ = c1
(
− 6βµS(1)νδρσ + 1
3
βµ∆νδ∆ρσ + T
2∆ρσβνβδβ
µ
+ βνS
µ
(1)δρσ + βδS
µ
(1)νρσ −
2
3
(∆µνβδ + βν∆
µ
δ )∆ρσ
)
+ 2c2∆
µ
σ
(
∆ρνβδ + βν∆ρδ
)
.
(74)
Since Eqs. (73) are covariant, we can use any frame to study causality of our DTT. The
frame uµ = (1,~0) turns out to be very convenient. In this frame we have
δβν = (−t, ~w) (75)
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and
δξµν =


A B1 B2 B3
B1 d1
B2 d2
B3 d3


. (76)
In writing the above equations, we have used the general decompositions of a vector V µ and
a tensor W µν in time- and space-like parts
V µ = V uµ +Xµ and
W µν = Auµuν +Bµuν + uµCν + Eµν
(77)
with
V = −uµV µ , Xµ = ∆µνV ν
A = W µνuµuν
Bµ = −∆µνW ναuα
Cµ = −∆µνW ανuα and
Eµν = ∆µα∆
ν
ρW
αρ .
(78)
Note that Xµuµ = B
µuµ = C
µuµ = E
µνuµ = E
µνuν = 0, and that, being real and sym-
metric, Eij can be diagonalized. In the case of δξµν we have put δξij = diag(d1, d2, d3).
Since δξµν should remain traceless and symmetric (as ξµν), we have Bµ = Cµ = (0, ~B) and
d1 + d2 + d3 = A.
In the frame uµ = (1,~0) we have
Mµν,δ
∣∣∣∣
E
= 8aT 5E
[
δµ0 (6δν0δδ0 + δδν)− δµν δδ0 − δµδ δν0
]
(79)
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and
T 5EM
µ
νδ,piθ
∣∣∣∣
E
= 2c1δ
µ
0
(
− 3δνiδpiiδδjδθj − 3δνiδθiδδjδpij
+
7
3
δνiδδiδpijδθj + δpiiδθiδν0δδ0
)
− c1δµi δν0
(
δpiiδδjδθj − 2δδiδpijδθj
)
− c1δµi δδ0
(
δpiiδνjδθj − 2δνiδpijδθj
)
− (c1 + 4c2)δµi
(
δδ0δθiδνjδpij + δν0δδiδpijδθj
)
− c1
2
δµ0 δpiθ(δνiδδi − 3δν0δδ0)
+ (c2 − c1)δµi (δνiδδ0 + δν0δδi)δpiθ .
(80)
Note that Mµνδ,pi is frame invariant (see Eq. (73)).
Putting
rµ =Mµν,δ
∣∣∣∣
E
δβνδβδ
zµ =Mµνδ,pi
∣∣∣∣
E
δξνδδβpi and
sµ =Mµνδ,piθ
∣∣∣∣
E
δξνδδξpiθ
(81)
we get, from Eqs. (75), (76), (79) and (80),
rµ = 8aT 5E
(
5(δβ0)2 +
3∑
i=1
(δβi)2,−2δβ0δ~β
)
= 8aT 5E
(
5t2 +
3∑
i=1
w2i ,−2t~w
)
,
(82)
zµ = bδβνδξ
µν = b
(
− tA+ ~B · ~w,−tBj + djwj
)
(83)
and
sµ = T−5E
(
c1[12G+
26
3
A2],−[c1(3dj + A) + 4c2dj]Bj
)
, (84)
where G ≡ ∑i(di)2, j = (1, 2, 3) and no sum is implied in the spatial part. So, we must
now see whether yµ = rµ + zµ + sµ is time-like and future oriented, for arbitrary values of
the fluctuations. It is clear that rµ poses no problem; it is time-like and future oriented if
a > 0. This was expected since rµ corresponds to a perfect fluid.
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Before analyzing the vectors zµ and sµ, it will be convenient to determine the constraints
that the transversality of ξµν imposes on them. We have found before that, in order for
the DTT to be consistent, the nonequilibrium tensor had to be transverse. From a physical
point of view, this meant that the heat flow and the bulk viscosity remain zero when the
conformal fluid departs from equilibrium. This is a sensible result since we want the theory
to remain conformal even in the presence of dissipation. Therefore, the condition we must
impose is
βµ(ξ
µν |E + δξµν) = (βµ|E + δβµ)δξµν = 0 (85)
where we have used that ξµν |E = 0. Using Eqs. (75) and (76) we get
βµδξ
µν =
(
− t˜A+ ~w · ~B,−t˜Bj + djwj
)
(86)
with t˜ = (t+ T−1E ), being TE the equilibrium temperature of the fluid. Requiring δξ
µν to be
transverse we obtain
t˜A = ~w · ~B and
t˜Bj = djw
j (no sum in j)
(87)
or
A =
1
t˜2
3∑
j=1
djw
2
j . (88)
Using these results obtained from the transversality of ξµν , we can rewrite the vector zµ
in a simple way:
zµ =
b
TE
(
A, ~B
)
. (89)
Therefore, putting lµ = zµ + sµ we have
l0 =
b
TE
A+
c1
T 5E
(12G+
26
3
A2) and
li =
(
b
TE
− T−5E [c1(3di + A) + 4c2di]
)
Bi .
(90)
In order to prove that (l0)2 > (li)2 (i.e. that lµ is time-like) it is convenient to reexpress lµ
in tensorial notation. From Eq. (87) we get
~B =
1
t˜
(d · ~w) and
Tr(d) =
1
t˜2
(~w · d · ~w) ,
(91)
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where d = dij is the spatial part of δξµν , which we do not assume to be diagonal. Using
these relations, lµ becomes
l0 =
b
t˜2TE
~w · d · ~w + 26c1
3t˜4T 5E
(~w · d · ~w)2 + 12c1
T 5E
d : d and
~l =
b
t˜TE
d · ~w − c1
t˜3T 5E
(~w · d · ~w)(d · ~w)
− (3c1 + 4c2)
t˜T 5E
(d2 · ~w) ,
(92)
where d : d stands for Tr([d]2). It is clear that if ~w = 0, lµ is trivially time-like and future-
oriented, provided c1 > 0, and therefore the theory is causal in this case. By continuity,
the DTT will remain causal provided ~w is not too large. One can actually quantify this (at
lowest order) by keeping linear terms in ~w and requiring that (l0)2 > ~l ·~l, but the resulting
expression is not too illuminating.
V. ADIABATIC EXPANSION IN VELOCITY GRADIENTS
In this section, we set up a consistent adiabatic expansion of the DTT to compare with
previous approaches based on conformal invariants, first put forward in Refs. [20, 21]. As
stated in the Introduction, we will limit ourselves to Minkowski space-time.
For a conformal fluid in flat space-time, the dissipative part of the stress-energy tensor
complete at second-order in velocity gradients can be written as [20, 21, 30, 31]
τµνc.i. = −ησµν + ητpi
(
Sµνρσ(1) Dσρσ +
1
3
σµν(uδ;δ)
)
+
λ1
η2
Sµνρσ(1) σ
λ
ρσσλ +
λ2
η
Sµνρσ(1) σ
λ
ρΩρλ
+ λ3S
µνρσ
(1) Ω
λ
ρΩρλ
(93)
where the subscript c.i. is a remainder that this form of τ2 is constructed from conformal
invariants (as explained in detail in Refs. [20, 21, 30, 31]). D = uµ∂
µ is the convective
time derivative, (τpi, λi) are second-order transport coefficients, and Ωρλ is the vorticity. As
already mentioned, this expression for τ2 represents an extension of Israel-Stewart entropy-
wise approach.
We will now show that, for the case λ2,3 = 0, τ
µν
c.i. can be obtained from a consistent
adiabatic expansion (at second-order in velocity gradients) of the exact hydrodynamic equa-
tions. We start by requiring that τµν2 calculated from χ be equal to τ
µν
c.i. calculated from
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second-order (in velocity gradients) conformal invariants. We have
bξµν +Hµναγρσξαγξρσ = −ησµν + ητpi
(
Sµνρσ(1) Dσρσ
+
1
3
σµν(uδ;δ)
)
+
λ1
η2
Sµνρσ(1) σ
λ
ρσσλ
+
λ2
η
Sµνρσ(1) σ
λ
ρΩρλ + λ3S
µνρσ
(1) Ω
λ
ρΩρλ
(94)
where we have put (see Eq. (66))
Hµναγρσ = Γµν
∑
i
ciS
αγρσ
(i) = c˜1T
−4
(
1
4
(δαµSνγρσ(1)
+ δγµSανρσ(1) + δ
ρµSαγνσ(1) + δ
σµSαγρν(1) )
− 1
3
∆µνSαγρσ(1)
)
.
(95)
Putting
ξµν = ξµν(1) + ξ
µν
(2) = −
η
b
σµν + ξµν(2) (96)
in Eq. (94), and retaining terms up to second order we get
ξµν(2) = ητpi
(
Sµνρσ(1) Dσρσ +
1
3
σµν(uδ;δ)
)
+
λ1
η2
Sµνρσ(1) σ
λ
ρσσλ +
λ2
η
Sµνρσ(1) σ
λ
ρΩρλ
+ λ3S
µνρσ
(1) Ω
λ
ρΩρλ −
η2
b2
Hµναγρσσαγσρσ .
(97)
Using Eq. (95), we can rewrite the last equation more explicitly
ξµν(2) = ητpi
(
<Dσµν> +
1
3
σµν(uδ;δ)
)
+
(
λ1
η2
− η
2c˜1T
−4
b2
)
σ<µλσν>λ +
η2c˜1T
−4
3b2
∆µνσρσσρσ
+
λ2
η
σ<µλΩν>λ + λ3Ω
<µλΩν>λ ,
(98)
where we introduced < . . . > to denote the spatial, symmetric and traceless projection of a
tensor:
B<µν> = Sµναγ(1) Aαγ . (99)
At second-order in velocity gradients, the equation Aδαγ;δ = I
αγ reads
(
∂AδαγE
δβpi
+
∂Gδαγρσ
∂βpi
ξ(1)ρσ
)
βpi;δ +G
δαγρσ ∂ξρσ
∂ξpiθ
ξ
(1)
piθ;δ
= −Dαγρσ(ξ(1)ρσ + ξ(2)ρσ ) + gT−8∆αγξρσ(1)ξ(1)ρσ ,
(100)
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where we have used Eqs. (55) and (64). Explicitly, we have
Dαγρσξ(2)ρσ = ξ
αγ
(2) = −
∂Gδαγρσ
∂βpi
ξ(1)ρσ βpi;δ
−Gδαγρσ ∂ξρσ
∂ξpiθ
ξ
(1)
piθ;δ + gT
−8∆αγξρσ(1)ξ
(1)
ρσ .
(101)
The crucial point is that, in order for τµνc.i. to be derivable from the DTT, both expressions
for ξµν(2), given in Eqs. (97) and (101), should coincide. We see immediately that (actually,
this equation holds for the exact ξρσ)
Gδαγρσ
∂ξρσ
∂ξpiθ
ξ
(1)
piθ;δ = G
δαγρσξ
(1)
ρσ;δ . (102)
Using Eq. (56), we can rewrite Eq. (101) as
ξαγ(2) = 12c1T
−4(4upiuδ + δpiδ)ξαγ(1)βpi;δ
+ 2(2c1 + c2)T
−4
(
ξδγ(1)β
α
;δ + ξ
δα
(1)β
γ
;δ
)
− 12c1T−5uδSαγρσ(1) ξ(1)ρσ;δ + gT−8∆αγξρσ(1)ξ(1)ρσ .
(103)
The third term becomes
− 12c1T−5Sαγρσ(1) Dξ(1)ρσ =
12ηc1
b
T−5 <Dσαγ> , (104)
which reproduces the first term of Eq. (98) if τpi = 12c1/(bT
5). Using that
uδ;δ = −3D lnT , (105)
it can be seen that the first term of Eq. (103) reproduces the second term of Eq. (98). The
second term of Eq. (103) reproduces the third and fourth terms of Eq. (98), provided
λ1 =
η3
bT 5
[
− 4 + η
b
]
(2c1 + c2) . (106)
The last term of (103) reproduces the fifth term of Eq. (98) if 2c1+ c2 = 3gT
−4η2. However,
it is not possible to reproduce, from Eq. (103), the vorticity terms of Eq. (98). So, we
conclude that the DTT we have constructed is limited to the case λ2,3 = 0. We note that
this is not a serious restriction on the application of the DTT to heavy-ion collisions (see
especially Ref. [8]).
We have proven that (for λ2,3 = 0) τ
µν
c.i., as given by Eq. (93), can be obtained from a
consistent adiabatic expansion (at second-order in velocity gradients) of the exact divergence-
type theory we have developed. This is one of the most important results of this work.
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We have already proven that the DTT satisfies the Second Law. It is clear that its
adiabatic expansion satisfies it too. It is interesting to remark that, when expanding the
entropy production given in Eq. (65), i.e. when putting ξαγ = ξ
(1)
αγ + ξ
(2)
αγ , terms up to fourth
order in velocity gradients arise. This agrees with the entropy production form calculated
by Loganayagam in Ref. [30], based on the developments of Refs. [20, 21]. Dropping
fourth-order terms in the entropy production, although it may be justified under some
circumstances, actually spoils the consistency of the adiabatic expansion (see Ref. [31] for
interesting discussions on higher order terms in the entropy production).
VI. BOOST INVARIANT FLOW
We will now obtain the equations of motion of the DTT for the case of Bjorken flow [43]
(see also Refs. [3, 7, 13, 20]), which, besides of being much more simple than general flow,
is a successful toy model of heavy-ion collisions in the mid-rapidity region. The comparison
between the equations of the DTT and the second-order ones for the case of boost invariant
flow is interesting because it clearly shows the difference between the exact and truncated
equations, in a relatively simple situation. In the last part of this section, we compare the
numerical solution to the exact and truncated equations.
The motion in the Bjorken flow is a 1D expansion, along an axis which we choose to be
z, with local velocity equal to z/t. It is convenient to choose comoving coordinates (Milne
coordinates), proper time τ and rapidity ψ, given by
τ =
√
t2 − z2 and ψ = arctanh(z/t) . (107)
The advantage of using these coordinates is that each element is at rest: (uτ , u⊥, uψ) =
(1, 0, 0). Although the velocity vector is constant, the dynamics is nontrivial because not
every Christoffel symbol is zero. The metric tensor is
gµν = diag(gττ , gxx, gyy, gψψ) = diag(1,−1,−1,−τ 2) (108)
where (x, y) denote transverse directions, so we have
D ≡ uµ∂µ → ∂τ and
∂µu
µ → 1
τ
.
(109)
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The only nonvanishing component of the dissipative part of the stress-energy tensor is the
(ψ, ψ) component. Note that the motion is irrotational, and that the energy density and the
dissipative part of the stress-energy tensor only depend on proper time (i.e. are independent
of rapidity). The only conservation equation that is nontrivial for Bjorken flow is the energy
equation, i.e. uµT
µν
;ν = 0, where T
µν is the complete stress-energy tensor.
A. Second-order theory
At second order in velocity gradients, the hydrodynamic equations for Bjorken flow are
(see Refs. [3, 8, 20] for detailed discussions)
∂τρ = −ρ+ p
τ
+
Πψψ
τ
with
∂τΠ
ψ
ψ = −
Πψψ
τpi
+
4η
3τpiτ
− 4
3τ
Πψψ −
λ1
2τpiη2
[Πψψ]
2 ,
(110)
where, in the notation used here,
Πµν ≡ τµν1 + τµν2 . (111)
Actually, the differential equation for Πψψ showed in Eq. (110) is exact up to terms which
are second-order in velocity gradients. It is obtained by replacing σµν by Πµν in the gradient
expansion of the latter [20] (see Eq. (93)).
For a conformal perfect fluid in d=4, ρ(τ) = Cτ−4/3, where C is a constant. Due to
conformal invariance, the viscosity and the second-order transport coefficients must scale as
follows:
η = Cη0
(
ρ
C
)3/4
τpi = τ
0
pi
(
ρ
C
)−1/4
λ1 = Cλ
0
1
(
ρ
C
)1/2
, (112)
where η0, τ
0
pi and λ
0
1 are constants.
Note that the Navier-Stokes equations are recovered formally by setting τpi, λ1 → 0,
whereby
Πψψ
∣∣∣∣
1
=
4η
3τ
. (113)
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B. Divergence-type theory
Projection of Eq. (68) onto uµ leads to
Dρ = −
(
ρ+ p+
1
3
c˜1T
−4ξαγξαγ
)
∇µuµ
+ bξµνσµν + c˜1T
−4ξµαξνασµν .
(114)
For Bjorken flow, energy conservation reads
∂τρ = −1
τ
(
ρ+ p+
2
3
(2c1 + c2)T
−4[ξψψ ]
2
)
+
b
τ
ξψψ (115)
while the equation Aδαγ;δ = I
αγ becomes
12c1T
−5
τ 2
∂τξ
ψ
ψ −
4b
3Tτ
+ 8c1T
−5
ξψψ
τ 3
= − b
2
ηT
ξψψ + 3gT
−8[ξψψ ]
2 ,
(116)
where we made use of Eq. (105).
The DTT as well as the second-order theory reduce to Eckart’s theory when retaining
first-order velocity gradients. Therefore, it is clear that the hydrodynamic equations of both
theories must coincide in that limit (of course, this statement is valid for general flow, but
we will discuss Bjorken flow only). Noticing that at first order in gradients we can write
Πµν = bξµν(1) and (c1, c2, g, τpi, λ1) = 0, we immediately see that the hydrodynamic equations
of the DTT and the second-order theory (Eqs. (115,116) and Eqs. (110), respectively)
coincide. From Eq. (116) we recover the Navier-Stokes limit given in Eq. (113).
The comparison between the equations of both theories beyond first order in velocity
gradients becomes quite complicated, because, being τµν2 quadratic in ξ
µν , Πµν and ξµν are
not linearly related anymore (see Eq. (111)). In order to carry out the this comparison,
we solve both sets of differential equations numerically in the next subsection. Before doing
that, it is convenient to reexpress (using the results of the previous section) the equations
of the DTT in terms of (η, τpi, λ1) instead of (b, c1, c2). Without loss of generality, we can fix
b = η (this means ξµν(1) = −σµν), whereby
c2 = −T
5
3
(
ητpi
2
+
λ1
η2
)
and c1 =
ηT 5τpi
12
. (117)
Note that g is completely specified once c1 and c2 are known:
g = −λ1T
9
9η4
. (118)
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Equations (115) and (116) then read
∂τρ = −1
τ
(
ρ+ p− TF1[ξψψ ]2
)
+
η
τ
ξψψ (119)
with
F1 =
2λ1
9η2
, (120)
and
∂τξ
ψ
ψ = E1 + E2ξ
ψ
ψ + E3[ξ
ψ
ψ ]
2 (121)
with
E1 =
4τ
3Tτpi
E2 = −
(
2
3τ
+
τ 2
Tτpi
)
E3 = −λ1Tτ
2
3τpiη5
.
(122)
The dissipative part of the stress-energy tensor in the DTT is constructed from the solution
to Eq. (121). We have
τψ1ψ + τ
ψ
2ψ = ηξ
ψ
ψ + F1T [ξ
ψ
ψ ]
2 . (123)
C. Comparison of numerical solutions
In this section, we compare the solutions to the hydrodynamic equations of the DTT,
second-order and Navier-Stokes theories. We focus on the inverse Reynold’s number
R−1 =
Πψψ
ρ+ p
, (124)
and on the pressure isotropy
PL
PT
=
p− Πψψ
p+Πψψ/2
. (125)
These two quantities are relevant parameters to characterize the hydrodynamic evolution
(see, for instance, Refs. [9, 11, 13, 14, 15]). Ideal fluids are characterized by R−1 = 0 and
PL/PT = 1. Note that, as already mentioned, in the DTT we have Π
ψ
ψ = τ
ψ
1ψ + τ
ψ
2ψ. When
solving the hydrodynamic equations, one must bear in mind that the transport coefficients
are functions of the energy density ρ, as given by Eq. (112). In particular, we will focus on
the strongly-coupled SYM plasma, for which we have [20]
τpi = 2(2− ln 2) η
sT
and λ1 =
η
2πT
, (126)
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FIG. 1: Inverse Reynold’s number R−1 as a function of proper time, for the DTT, second-order
and Navier-Stokes theories with η/s = 0.09.
where s is the entropy density.
In the following, we present the results for two relevant values of η/s. This value is
modified by changing the value of η0. We consider η/s = 0.09, which is very close to
the lower bound imposed by the AdS/CFT correspondence (η/s ≥ 1/4π), and η/s = 0.375,
which is close to the upper bound for the quark-gluon plasma found by comparing dissipative
hydrodynamics to elliptic flow measurements (η/s ≤ 0.5) [8]. As initial conditions, we set
Πψψ(τ0) = 0, τ0 = 0.5 fm/c and ρ(τ0) = 10 GeV/fm
3 in all calculations.
In Figure 1 we compare the evolution of the inverse Reynold’s number with proper time
for the DTT, the second-order and Navier-Stokes theories with η/s = 0.09. The most
important feature is that the DTT shows a faster approach to ideal hydrodynamics. Figure
2 shows the same comparison but for η/s = 0.375. As in the previous case, the DTT shows
a faster approach to the ideal fluid behaviour.
In Figure 3 we show the evolution of the pressure isotropy for η/s = 0.09. It is clearly
seen that the approach to ideal hydrodynamics is faster in the DTT, which also occurs with
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FIG. 2: Inverse Reynold’s number R−1 as a function of proper time, for the DTT, second-order
and Navier-Stokes theories with η/s = 0.375.
η/s = 0.375 (Figure 4).
We note that, with respect to the second-order theory, our results are in good agreement
with those of previous studies [11, 12, 13, 14, 15]. Taking into account the behaviour of the
two quantities that we analyzed, we arrive at the important conclusion that the relaxation
towards ideal hydrodynamics is faster in the DTT than in the second-order theory. This
means that, as expected on theoretical grounds, the hydrodynamic evolution in the DTT is
closer to that obtained from transport theory (see in particular the detailed comparison be-
tween Navier-Stokes, Israel-Stewart and covariant transport theory carried out by Houvinen
and Molnar in Ref. [14]).
VII. SUMMARY AND CONCLUSIONS
In this work, we have studied the (nonlinear) hydrodynamical description of a conformal
field within the theoretical framework of divergence-type theories. We proved that the theory
we develop is causal (in a set of fluid states near equilibrium) and satisfies the Second Law
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FIG. 3: Pressure isotropy PL/PT as a function of proper time, for the DTT, second-order and
Navier-Stokes theories with η/s = 0.09.
exactly. Since it does not rely on gradient expansions, it goes beyond second-order (in
velocity gradients) theories, thus being a closed theory. However, it is limited to the case
where the second-order transport coefficients λ2 and λ3 vanish. For this case, we showed
that the second-order stress-energy tensor constructed from conformal invariants [20, 21, 30]
can be consistently derived via an adiabatic expansion from the DTT.
As the most simple example, we have also obtained the hydrodynamic equations of the
DTT for Bjorken flow, and compared them, analytically and numerically, with those of
second-order and Navier-Stokes theories. The numerical calculations indicate that the re-
laxation towards ideal hydrodyanamics is substancially faster in the DTT as compared to
the second-order theory. This indicates that the DTT is a better approximation to transport
theory than the second-order theory, as expected since the former includes all-order velocity
gradients.
As stated in the Introduction, we think that the theory we have presented may be useful
in the analysis of early-time dynamics and in the evolution of initial state fluctuations in
heavy-ion collisions, essentially because the theory is not based on an expansion in velocity
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FIG. 4: Pressure isotropy PL/PT as a function of proper time, for the DTT, second-order and
Navier-Stokes theories with η/s = 0.375.
gradients. The extension of the DTT to include the case λ2,3 6= 0 is also interesting. Work
is in progress along these lines.
Acknowledgments
We thank Paul Romatschke, Robert Geroch and Dirk Rischke for valuable comments
and suggestions. This work has been supported in part by ANPCyT, CONICET and UBA
(Argentina).
[1] U. Heinz, arXiv:0901.4355 [nucl-th] (unpublished); M. P. Heller, R. A. Janik, and R. Peschan-
ski, Acta Phys. Pol. 39, 3183 (2008).
[2] E. Shuryak, Prog. Part. Nucl. Phys. 62, 48 (2009).
[3] P. Romatschke, arXiv:0902.3663 [hep-ph] (unpublished).
[4] P. M. Chesler, Nucl. Phys. A 820, 9 (2009).
32
[5] M. Rangamani, arXiv:0905.4352 [hep-th] (unpublished).
[6] D. T. Son, and A. O. Starinets, Annual Review of Nuclear and Particle Science, 57, 95 (2007),
arXiv:0704.0240 [hep-th].
[7] E. Calzetta and B.-L. Hu, Nonequilibrium Quantum Field Theory (Cambridge University
Press, Great Britain, 2008) and references therein.
[8] M. Luzum, and P. Romatschke, Phys. Rev. C 78, 034915 (2008).
[9] D. H. Rischke, in Proceedings of the Chris Engelbrecht Summer School in Theoretical Physics:
Hadrons in Dense Matter and Hadrosynthesis, 11th, Cape Town, South Africa, 4-13 Feb.
1998, eds. J. Cleymans, H. B. Geyer, and F. G. Scholtz, Lecture Notes in Physics, Vol. 516
(Springer-Verlag, Germany, 1999).
[10] S. Pu, T. Koide, and D. H. Rischke, arXiv:0907.3906 (unpublished).
[11] A. El, Z. Xu, and C. Greiner, arXiv:0907.4500 [hep-ph] (unpublished).
[12] K. Rajagopal, and N. Tripuraneni, arXiv:0908.1785 [hep-ph] (unpublished).
[13] A. El, A. Muronga, Z. Xu, C. Greiner, Phys. Rev. C 79, 044914 (2009); A. Muronga, Phys.
Rev. C 69, 034903 (2004).
[14] P. Huovinen, and D. Molnar, arXiv:0808.0953 [nucl-th] (unplublished).
[15] R. Baier, P. Romatschke, and U. A. Wiedemann, Phys. Rev. C 73, 064903 (2006).
[16] B. Betz, D. Henkel, and D. H. Rischke, in Proceedings of the Erice School on Nuclear Physics:
Heavy Ion collisions from the Coulomb Barrier up to the Quark Gluon Plasma, Erice, Sicily,
16-24 Sep. 2008, Prog. Part. Nucl. Phys. (ElSevier, in press), arXiv:0812.1440 [nucl-th] (un-
published).
[17] M. Natsuume, and T. Okamura, Phys. Rev. D 77, 066014 (2008); Erratum-ibid. D 78, 089902
(2008).
[18] P. Kovtun, and A. O. Starinets, Phys. Rev. D 72, 086009 (2005).
[19] G. Policastro, D. T. Son, and A. O. Starinets, J. High Energy Phys. 02, 043 (2002); C. P.
Herzog, and D. T. Son, J. High Energy Phys. 03, 046 (2003).
[20] R. Baier, P. Romatschke, D. T. Son, A. O. Starinets, and M. A. Stephanov, J. High Energy
Phys. 04, 100 (2008).
[21] S. Bhattacharyya, V. E. Hubeny, S. Minwalla, and M. Rangamani, J. High Energy Phys. 02,
45 (2008).
[22] A. Buchel, and R. C. Myers, arXiv:0906.2922 [hep-th] (unpublished).
33
[23] M. Lublinsky, and E. Shuryak, arXiv:0905.4069 [hep-ph] (unpublished).
[24] P. M. Chesler, and L. G. Yaffe, arXiv:0906.4426 [hep-th] (unpublished).
[25] M. Panero, arXiv:0907.3719 [hep-lat] (unpublished).
[26] C. Eckart, Phys. Rev. 58, 919 (1940).
[27] L. Landau, and E. Lifshitz, Fluid Mechanics (Pergamon Press, Great Britain, 1959).
[28] T. Koide, G. S. Denicol, Ph. Mota and T. Kodama, Phys. Rev. C 75, 034909 (2007); G. S.
Denicol, T. Kodama, T. Koide, and Ph. Mota, arXiv:0808.3170 [hep-ph] (unpublished).
[29] G. S. Denicol, T. Kodama, T. Koide and Ph. Mota, J. Phys. G 35,115102 (2008)
[30] R. Loganayagam, J. High Energy Phys. 05, 87 (2008).
[31] P. Romatschke, arXiv:0906.4787 [hep-th] (unpublished).
[32] W. Israel, Ann. Phys. (NY) 100, 310 (1976); W. Israel, and J. Stewart, Ann. Phys. (N.Y.)
118, 341 (1979).
[33] W. Israel, in Lecture Notes in Mathematics Vol. 1385, Eds. A. Anile and Y. Choquet-Bruhat
(Springer-Verlag, Germany, 1989).
[34] R. Geroch, and L. Lindblom, Phys. Rev. D 41, 1855 (1990).
[35] R. Geroch, and L. Lindblom, Ann. Phys. (N.Y.) 207, 394 (1991).
[36] I.-S. Liu, I. Muller, and T. Ruggeri, Ann. Phys. (N.Y.) 169, 191 (1986); T. Ruggeri, in Lecture
Notes in Mathematics Vol. 1385, Eds. A. Anile and Y. Choquet-Bruhat (Springer-Verlag,
Germany, 1989).
[37] G. B. Nagy, and O. A. Reula, J. Phys. A: Math. Gen. 28, 6943 (1995); Gabriel B. Nagy, Dissi-
pative relativistic fluids, PhD. Thesis, Universidad Nacional de Co´rdoba (Co´rdoba, Argentina,
1995).
[38] E. Calzetta, Class. Quant. Grav. 15, 653 (1998).
[39] Marc Thibeault, Dissipative Relativistic Fluids and Cosmology, PhD. Thesis, University of
Buenos Aires (Buenos Aires, Argentina, 2003).
[40] E. Calzetta, and M. Thibeault, Phys. Rev. D 63, 103507 (2001).
[41] E. Calzetta, B.-L. Hu, and S. A. Ramsey, Phys. Rev. D 61, 125013 (2000).
[42] N. Boulanger, J. Math. Phys. 46, 053508 (2005).
[43] J. D. Bjorken, Phys. Rev. D 27, 140 (1983).
[44] We thank the referee for pointing out this fact to us.
34
