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ABSTRACT 
With the spread of product-service systems as business models the life cycle costs are of increasing 
importance as a measurement of product cost. A key factor that drives these costs is the desired reliability 
of the products used to provide the service. Since the customer usually expects as uninterrupted service 
availability, it is imperative to achieve the the required reliability. Therefore a large variety of methods 
has been developed to maximize the reliability of a product. But these approaches focus on the 
maximization of the reliability and disregard the resulting product costs. This can lead to designs that 
over perform concerning their reliability requirements but also exceed their target costs. Which will 
result in the product-service system not being competitive in the marketplace or lowering the company's 
profit. This paper shows an approach on how to use markov chains to enable a quick comparison of life 
cycle costs from different product-service system designs With this it will be possible to make better 
informed decisions about the costs of a system while still meeting the reliability targets. 
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1 INTRODUCTION 
A major factor for many key decisions of market driven companies is the profit that can be expected by 
those decisions. Since profit is determined by costs and revenue the objective is to achieve the maximum 
revenue with the minimal amount of costs necessary. Common ways to reduce the cost of product are for 
example developing cost-efficient products or rationalizing the manufacturing process (Ehrlenspiel et 
al., 2007). The increase of revenue is impacted by product/service quality, number of sales or 
improvements in delivery time. To achieve the maximal possible profit revenue as well as cost factors 
need to be considered and trade-offs weight. As a relatively new concept the product service system has 
been proposed by Goedkoop. In this case the customer is not solely sold a product but a combination of a 
product and a service (Goedkoop, 1999). With the further development of this concept approaches have 
been developed where the actual service is more in the focus of the customer than the product providing 
it. For those product service systems with a high service component Tukker has shown that it is vital to 
take the life cycle cost into consideration, since the products and their costs remain with the 
manufacturer (Tukker, 2004). These life cycle costs are defined as “discounted cumulative total costs 
incurred by a specified function or item of equipment over its life cycle” (ISO 15663-1, 2000). Which 
results in a necessity to view costs over the entire lifespan of a product, the accumulating operational 
costs of a product are most often larger than the one-time capital costs (Farr, 2011). Therefore, when 
developing a product for use in product-service systems, in addition to the one time capital costs of a 
product, the costs generated during the operation of product are of high significance (Johannknecht et 
al., 2016a). Apart from the cost of a product the customers’ willingness to purchase said product are 
directly tied to the characteristic of the product. A key customer expectation is that the delivery of the 
purchased service to be uninterrupted (Johannknecht et al., 2016b). The determining factors for enabling 
this is the reliability of the product used to deliver the service (Eberlin and Hock, 2014). Consequently 
reliability is an important factor to be considered during product development. In the case of a single 
product unit the only option is to increase the reliability of the product to achieve the required reliability. 
In the case of the product service system there is another option instead of increasing the reliability of a 
product one can supply an increased number of identical products as cold redundancy, meaning having 
additional instances of the product available a replacement and those experiencing no load, to achieve 
the desired reliability for the service.  













Figure 1. Modell for cost prognostication (Johannknecht, 2018)  
The necessity to consider the availability of service for cost prognostication of product-service 
systems is shown in Figure 1 by Johannknecht. This is necessary because on the one hand it impacts 
customer satisfaction but furthermore creates indirect opportunity costs. The approach shown in 
(Johannknecht, 2018) focuses on how differently designed products can impact the availability of 
service. But it does not consider the option of using multiple products as redundancies to ensure 
service availability. This paper gives a method on how to compare the costs between those two 
different approaches for achieving service availability. 
2 STATE OF THE ART 
Methods to calculate the reliability of a product or system are numerous. These methods are described 
in many different technical standard literature like (Eberlin and Hock, 2014) and (Ebeling, 2010). The 
aforementioned methods are designed to calculate system reliability using given values for their 
subcomponents. In this case it is important to determine whether the components are connected in 
series, parallel or some combination of both. Recent research has also been exploring the possibility of 
optimizing system reliability and cost (Coit, 2003; Chambari et al., 2012). Due to the fact that this 
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problem is part of the class of NP-hard optimization problems (Chern, 1992) metaheuristic algorithms 
have been used to find solutions. Depending on the application scenario this can result in a large 
number of constraints that have to be modelled which are based on the real design constraints. A more 
general approach is described by Ehrlenspiel et al. (2007) and broken down into three main steps; the 
clarification of task, the discovery of possible solutions and the selection of  a solution. The step of 
selecting a solution is what needs to be considered here since the questions is whether increased costs 
for improved reliability are economically viable or a cold standby solution is to be preferred. A proven 
method for evaluating the reliability of standby solutions is the usage of Markov chains to determine 
the probabilities of service being available or unavailable (Ebeling, 2010). Individual machine 
reliability is not relevant in this case since the customer of a product service system only perceives the 
reliability of the service provided for him and not the reliability of the machine providing said service. 
These existing approaches show the cost of individual products with respect to their reliability. In the 
case of product-service systems, it is possible to use more than one product to achieve a desired 
availability of a service sold to customers. The approach shown in chapter 3 demonstrates how to 
evaluate quickly whether two cheaper and individually less reliable products can be a better solution 
than a more expensive product with increased reliability. Assuming the availability requirement and 
all other fixed requirements will be full filled by both options, the profitability is the key determining 
factor for deciding which design concept is preferable. 
2.1 Markov analysis 
Markov chains are used to describe the different states of a system and how the system transfers in 
between those different states. It is assumed that the change between any two given states is instant 
and requires no time it self (Stewart, 2009; Norris, 1997). Markov chains can be divided into two 
distinct groups; the Markov process for cases with a continuous state-space and the Markov chain for 
case with a discrete state-space (Ross, 2014; Stewart, 2009). The Markov chain is a suitable solution 
for the proposed approach the cases in which the service is provided have to be compared with those 
in which the service is unavailable.  
A frequently used example for markov chains is the weather. In this case three different states are 
defined; R for rainy, C for cloudy and S for sunny. For each of these states a probability exist to 
change into a different state or to remaining in the same state, these transitional probabilities are 












Figure 2. Markov chain for weather (Stewart, 2009) 
The probabilities shown in Figure 2 can be noted as a matrix called the Transition matrix P. For this the 
states have to be assigned to the rows and columns of the matrix. In this case R, C and S were chosen as 
columns from left to right and rows from top to bottom, resulting in the matrix shown in Equation (1). 
This displays all transition probabilities as a change between the state of the row to state of the column: 
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With a known start point given as a vector it is possible to calculate the probability for the system 
being in any of the other states after one unit of time has passed and one transition has happened. The 
system can be in one of three different states it is either rainy, cloudy or sunny these different system 
states can be denoted as a vector v0 with the exponent denoting how many system changes have 
already happened at that point. Equation (2) shows that if a rainy day is the start point the probability 
for the next day either being rainy, cloudy or sunny are exactly equal to the probability of reaching any 
of those states from the rainy state:  
0 1 0(0.1 0.7 0.2) with (1 0 0)v P v v . (2) 
This way it is possible to calculate the probability for the system to be in any of its states after a given 
amount of time t. Equation (3) show that to determine the state of the system after a given amount of 
time all previous system states starting with the current have to be calculated: 
1 ttv P v . (3) 
However, if a Markov chain is irreducible, this means that a stationary distribution is calculable. Given 
this information it can be shown that for large values of t the vector vt converges onto a set of state 
probabilities that remain, even after an additional unit of time has passed. A Markov chain is 











Figure 3. Modification of the embedded markov chain for weather. 
The markov chain displayed in Figure 2. is irreducible, while the modification presented in Figure 3. is 
reducible. Once the system reaches the state sunny for the first time it will always remain in that state, 
because of the given possibility of 2. Therefore, for Figure 2 a stationary distribution can be 
calculated. For this, the identity matrix I has to be subtracted from Equation (1). The outcome then is 
equal to zero since it is unclear in which state the system starts: 
0.9 0.7 0.2
0.8 0.9 0.1 0
0.5 0 0.5
v P I v . (4) 
One information that is missing from Equation (4) is that the sum of the probabilities for being in any 
given state is equal to 1. To reflect this information an additional row is added and filled with ones this 
new matrix is called Q. Also the resulting vector is no longer equal to zero but to a vector 
(0 0 0 1)b , because the sum of the system being in any of its states is always equal to one. 







vQ v b . (5) 
Now Equation (5) needs to be solved for v. To achieve that both sides are multiplied with QT and then 
with 1( )TQQ  which results in the Equation (6) and the stationary probabilities for each state: 
1( )T Tv bQ QQ . (6) 
3 APPROACH FOR A COST COMPARRISON OF RELIABILITY AND 
REDUNDANCY 
There are two major options for the service provider to achieve the required reliability for the service 
they provide. The first solution would be to improve the reliability of the individual machine used to 
deliver the service to a level that matches the requirements. Another solution is to use a standby 
machine that will take the place in case of failure of the first machine and ensures that the service can 
still be provided. This standby solution can be broken down into three different standby solutions cold 
redundancy, hot redundancy and warm redundancy. All of these redundancy types have a different 
reaction time after failure as well as a different load during standby. In all of these cases a further 
differentiation is necessary to decide whether a preference for either of the machines exists. In case of 
a preference the machines will be switched over immediately when the preferred machine becomes 
available again. 
In order to effectively compare these different options, the reliability of each option needs to be 
converted into an economically comparable number, taking into account all cost components. First of 
all the costs for the individual machine Cmn have to be considered. Additionally the cost for the 
machine in operation Can have to be taken into account in the case that not all machines have the same 
costs of operation n signifies the number of the machine for which these costs are relevant. With that 
all costs unaffected by reliability are considered in the comparison and only those that are affected by 
reliability remain. The cost of repair Crn is driven by the reliability of the machine because its 
reliability determines how often a repair has to be performed. In some cases switching from one 
machine to another one is because replacing the non-functioning machine with the functioning one is 
associated with the cost Csn.  
Table 1. Notations for Equation (7) 
Notation Cmn Can Crn Csn Con Cp 
Cost for a machine operation repair switching machines opportunity production stop 
An example for Csn would be removing an aircraft engine from a wing and replacing it will require 
work and therefore incur costs. Furthermore owning an asset and holding it in standby to use in case of 
a failure of the other machine means that the machine in standby is not creating revenue and therefore 
these costs should be considered opportunity costs Con. Finally it has to be considered that in case of a 
failure of a machine and an inability to continue the service a loss in revenue occurs and a financial 
penalty set in the contract with the customer may be enforced. This will be denoted as Cp. The 
combination of these costs is the total cost for service CT. The cost will be multiplied with the 
probability of the system being in that given state. For example Pan as the probability of any given 
machine being active:  
1 1 1 1
* * * * *
N N N N
T mn an an rn rn sn sn on on p pn n n n
C C C P C P C P C P C P . (7) 
After inputting all the costs and probabilities in Equation (7) its result CT is easily comparable and 
allows for the selection of the option with the lowest cost. Since the equation is used to calculate costs, 
it is the result with the smallest value that should be preferred.  
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3.1 Single machine for service delivery 
In the case of a single machine there are only two relevant states that have to be defined, the machine 
is active and working displayed as state A and the second state r shows the machine as in maintenance 
and therefore unable to provide the service with the notation r. The λ1 in Figure 4 stands for the 
average failure rate of machine one. While μ1 stands for the average repair rate for machine one. 
Opportunity cost are not relevant in this case and can be omitted from Equation (7). The switchover 





Figure 4. Single machine for service delivery 




P  and 
p
P , whereas Figure 4 shows only two distinct 
states the machine is in. This is because with one machine the state r represents both the machine 
being in repair and the production not being possible. Therefore, in this case rn pP P  which means all 
necessary probabilities can be determined. With the transition diagram shown in Figure 4 the 






P  (8) 
Multiplying this with the vector for the state probabilities and recalling that the system has to be in one 
of both states this information can be written as in Equations (9), (10) and (11): 
1 1 1 1 1*(1 ) * ,a a rP P P  (9) 
1 1 1 1 1* *(1 ),r a rP P P  (10) 
1 1 1.a rP P  (11) 
With the given information in Equations (9), (10) and (11) the solution for Pa1 and Pr1 can be found as 








.rP  (13) 
Now all necessary informations are available and therefore can be inserted into Equation (7) as 
appropriate to calculate the cost of service for a single machine providing said service: 
1 1 1
1 1 1
1 1 1 1 1 1
* * * .T m a r pC C C C C  (14) 
Looking at Equation (14) intuitive thoughts about the problem are confirmed. For an increase in 
machine reliability the value for 1  would move towards zero which results in the costs for repair and 
inability to provide the service lose in relevance or even get removed entirely for a machine with 
100% reliability. Conversely for an increase in failure rate these costs would grow in relevance and the 
cost for an active machine would decrease since it spends less of its time active. Because of this it is 
technically possible that a machine that is never active incurs less cost than a machine that is active 
and therefore generating revenue. This can be avoided if pC  is a value that is greater than 1aC  then an 
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active machine is always better than an inactive machine. If this system is to be compared to another 
one it is important to note that pC  has to be identical between both options otherwise the results 
would be inaccurate.  
3.2 Two machines for service delivery 
Using a second machine in standby is another option to increase the reliability of the service and an 
option which could provide lower costs while still allowing for the required availability of the service. 
The machines used in this case can either be of identical specifications or be different. For example 
already phased out machines can be used as standby machines in order to minimize opportunity costs. 
Therefore this example will look at the option that both machines are different since this solves the 
problem for identical machines as well. Figure 5 shows all possible transitions between the different 
states, while not showing the probabilities for remaining in any given state. The state Aa is used to 
show the case that machine 1 is working while machine 2 is waiting in cold standby. Conversely state 
aA is denoting the opposite case that machine 2 is working and machine 1 is waiting in cold standby. 
Same holds true for the states rA and Ar where the position of r shows which machine is in repair and 
A which machine is working. Lastly rr represents the case that both machines are in repair and no 
work can be performed. 
Aa ArrA aA rr
  
  
    
  
  
    
 
Figure 5. Two machines for service delivery with cold standby and no preference 
These probabilities are calculated as the complementary probability of all probabilities leaving any 
given state. Inserting this information into matrix form the resulting matrix is shown in Equation (15): 
1 1
2 1 1 2
2 2
2 1 2 1
2 1 1 2
1 0 0 0
0 1 0
.0 0 1 0
0 0 1
0 0 1
P  (15) 
The Equation (15) can be solved using the methods described in section 2.1 of this paper. The 
resulting probabilities for the states will correspond to those shown in Figure 5: 
2 1 2 1 2 1 2




*AaP  (16) 
2 2 1 2 1 2





,rAP  (17) 
1 2 2 1 2 1 2




*aAP  (18) 
1 2 1 2 1 2





,rAP  (19) 
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1 2
rrP  (20) 
with 
1 2 2 1 2 1 2 1 1 2 2 1 2 1 2 2 1 2
1 2 1 1 2 2 1 2 1 2 1 2 2
((λ λ ) (λ ) (( )( ) ( ) ( )




These equations are used for any case where the failure and repair rates of the given machines are not 
























rrP  (26) 
Now the probabilities that are found have to be matched with the notation in Equation (7). The case 
Aa
P  has one machine active and machine two in standby and aAP  with the machines switched the 
probabilities for the switch over costs are connected to the states rAP  and ArP . While rrP  only sees the 
repair probabilities and the one for production loss. 
Table 2. Connection between Figure 5. And Equation (7) 
Pij in Figure 4.  AaP   rAP   aAP   ArP   rrP  
Corresponding Pij in 
Equation (1) 
 1 2;a oP P   2 1 1; ;a r sP P P   2 1;a oP P   1 2 2; ;a r sP P P   1 2; ;r r pP P P  
With the information from Table 2 it is now possible to complete the Equation (7) and determine the 
costs incurred for choosing this option. Inserting all probabilities creates the Equation (27) that results 
in the total cost for that standby option: 
1 2 1 2 1
1 1 2 1 2
*( ) *( ) *( )
*( ) * * * * *
T m m a Aa Ar a aA rA r rA rr
r Ar rr s rA s Ar o aA o Aa p rr
C C C C P P C P P C P P
C P P C P C P C P C P C P
. (27) 
To enable a meaningful cost comparison with the option in 3.1 the probabilities for rrP  have to be 
identical between the two options otherwise the reliability of service for both options would not be 
identical and have to be considered as well. 
4 EXAMPLE APPLICATION 
To show the quantitative implications of the approach the following example problem is constructed. 
A product-service system provider is developing a new machine to deliver its service to their 
customers. Now a decision is required on whether the new concept provides enough benefits over the 
current generation of the machine, already in use with customers, to continue development. The 
company currently uses two identical machines are provided at the customer location for delivery of 
the service, one of the machines is active and the other one is in cold standby to ensure the availability 
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required by the customer. The customer finds it acceptable if the service is unavailable in 0.01% of its 
time in operation. Therefore the inability to continue the service 
p
P  cannot be greater than 0.01% 
otherwise the provided service would no longer be acceptable for the customer. This means there are 
two possible options have been narrowed down to two final options. Option 1 which would only 
require a single machine to meet the customer requirements for availability and option 2 with two 
machines, in which one is held in cold standby as before. All relevant costs have been determined and 
have been calculated for a total time of operation of 9000 hours. Failure and repair rates have been 
determined through simulation and testing of prototypes and both achieve the required service 
availability. The resulting data is compiled in Table 3. Since the both options full fill the technical 
requirements, an economic comparison is made to determine whether the continuation of development 
is a good decision. 
Table 3. Information about the machines for both options 
     mC   aC   rC   sC   oC   pC  
Option 1 0.00004 0.4 100,000€ 10,000€ 60,000€ N/A N/A 100,000€ 
Option 2 0.0053 0.35 40,000€ 12,000€ 20,000€ 18,000€ 10,000€ 100,000€ 
Looking at the data compiled in this table an obvious financial advantage for either option is not easily 
visible, because the increase in price cannot be directly related to the lowered failure rate. Therefore 
the approach described in section 3 is used to calculate the total costs for both options. For the single 
machine option Equation (13) can be used. Resulting in the costs of option one CT1: 
1
0.4 0.00004 0.00004
100,000€ 10,000€* 60,000€* 100,000€*





To calculate the costs for option two the Equation (27) is used with the simplified Equations (22)-(26) 
resulting in the total cost for option two during the defined usage period: 
2 2*40,000€ 2*12,000€ *(0.4925 0.0075) 2*20,000€ *




The comparison of 1TC  and 2TC  reveals that option two is preferable from a financial standpoint, 
since it fulfils the customer requirements on availability while incurring lower costs for the same 
service provided and therefore a better profit margin. Since in this example the availability of the 
service has to be 99.99% Equations (28) and (29) show that the driving cost factors are the initial 
investment for the machines along with the operation and opportunity cost. Changes in those cost 
would in turn change the preferred option. 
5 CONCLUSION AND OUTLOOK 
During product development multiple different concepts are developed which would fulfil the specified 
requirements and are technically possible. Choosing between these different options is an important step, 
because it has to be ensured that the option is chosen which will promise the highest profits for the 
company. This is especially complicated for result oriented product service system providers since they 
incur all costs related to providing the sold service. With the approach shown in this paper it is possible 
to quickly compare two or more options with different failure and repair rates to evaluate their total cost 
to provide the required service. This enables fast and feasible comparisons between different options 
while also being able to make small adjustments to the different options to evaluate how certain changes 
to the product used for service delivery would affect the preferred option. 
Further improvement of the approach could be achieved through inclusion of the scrap costs of the 
products and showing how the system costs would change for more than one standby machine. A 
consideration of the fact that product-service systems are usually realized using a fleet of identical 
products should also be taken in consideration in future work. Because this could have a further 
impact on which option has better cost efficiency for the entire product-service system. Breaking 
down the product structure would also be worthwhile to identify which subassemblies and components 
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have the biggest impact on the life cycle cost. Additionally the implementation of a risk assessment 
could prove useful since the values used for the calculation are values from early stages of the product 
development and thus can fluctuate because of uncertainties when obtaining these values. A possible 
way to realize this could be by incorporating a sensitivity analysis. 
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