One of the aims of the SatNEx (Satellite Network of Excellence, http://www.satnex.de) European project is to provide the scientific community that operates on satellite communications with measurement campaign results and evaluation tools, in order to support research activities that investigate problems in satellite communications at different levels of the OSI stack. In fact, the research activities developed in SatNEx address the most relevant aspects of satellite communications, such as channel modulation and coding schemes, access strategies, advanced networking, end-to-end quality of service, transport performance, delay tolerant networks, and new applications. Even if SatNEx is mainly devoted to satellite communications, integration of satellite and terrestrial wireless segments has also been taken into account. This paper presents the results obtained in the specific research activity devoted to trials and testbeds developed during the SatNEx project. The high number of authors of this paper is an indication of the strong collaborative work sustained, the numerous measurement campaigns, and the complexity in developing integrated testbeds.
INTRODUCTION
The increasingly raising demand for broadband multimedia services to be offered seamlessly and ubiquitously to both mobile and fixed users has highlighted over the last years the important role jointly played by satellite and wireless technologies. They are consolidated as measurement campaigns, and the use of emulation tools and their integration with real platforms. In the first case, we describe the experimental environment, the measurement campaign itself, and the most prominent results obtained. In the second case, we describe the integrated testbeds, the facilities they offer, and also a limited set of results, to highlight their powerful analysis features. In both cases, the interested reader is referred to the cited literature for an exhaustive analysis.
The paper is organized as follows. Section 2 introduces the reference scenario and how the presented experiments are positioned in it. Section 3 briefly describes the Skyplex satellite platform used in most of the experiments. Section 4 illustrates the measurement campaigns, whereas Section 5 is devoted to the description of the integrated testbeds. Finally, Section 6 draws the conclusions of this work and indicates possible extensions for the future.
THE REFERENCE SCENARIO
The focus of the experimentations envisioned in the SatNEx project is on heterogeneous networks, with a particular attention to the role of satellites, seen as fundamental means to guarantee widespread coverage and broadband multimedia communications. Satellite links have to ensure interconnectivity among networked islands, which can be built upon cabled and wireless technologies for their intrinsic capability of connecting people at moderate costs. This general view must also consider the extension of common Internet infrastructures toward space exploration applications. In this perspective, also interplanetary links are considered in this wide scenario: links connecting local Earth data gathering centers and remote stations, located on Mars or the Moon, are assumed. In particular, the case of remote interplanetary sensing applications, performed by sensor nodes and remotely controlled by Earth stations, is taken as a reference. The global scenario investigated is shown in Figure 2 .
Starting from the reference scenario sketched in Figure 2 , it is straightforward to see that different investigations tools are required to analyze the various communication and networking challenges exhibited by such environment. In fact, the experiments that we present in this paper have been performed by means of a combination of trials on the field, emulation, and, sometime, simulation plus validation through trials on the field.
The experiments are as follow:
VOTOS (various TCPs on satellite) analyzes the performance of some versions of TCP protocols when both data and real time traffic are sent together on the satellite link. VoIP over satellite exclusively addresses VoIP applications running on different platforms, by focusing on the signalling solutions adopted to establish the conference sessions, and, more important, on typical metrics employed while analyzing quality of service issues (e.g. delay, jitter, etc.). WICHMO (wireless channel modelling) derives a model for outdoor Wi-Fi propagation from both a significant amount of outdoor measurements on the Wi-Fi channel in an interconnected wireless-satellite environment.
UCIT (UoB-CNIT integrated testbed) and EGGS (satellite networking in challenging environments) aimed to develop testbeds suitable to investigate communication performance in two different environments. The former was devised for studying some specific aspects of interplanetary links, and it is focused on the delay tolerant network (DTN) architecture; as dealing with deep space communications, for which performing real measurements is impossible, EGGS relies on an emulation of the links characteristics.
UCIT deals with the evaluation of advanced transport protocol and architectures over heterogeneous networks, which includes satellite links. As addressing satellite communications, UCIT can either rely on emulated channels or real satellite platforms.
A second part of VOTOS deals with the startup phase of TCP, as opposed to steady state. With the diffusion of DAMA satellite systems, congestion control algorithms (such as TCP, TFRC, etc.) are increasingly going to experiment poor performance at startup, because the slow start phase is slowed down by DAMA. In fact, in rate-based DAMA systems, the bandwidth is assigned on the basis of the stations' requests, which, in turn, depend on the current transmission rates. Requests from the stations undergo a 250 ms propagation delay on geostationary satellite networks, and the allocation needs an additional 250 ms to be broadcast to the stations. This means that assignments are always late with respect to incoming traffic by at least 500 ms, to which significant management overheads are usually added. Since the throughput in the slow start phase typically increases at each round trip time (RTT), the allocated bandwidth is always less than the offered traffic, which accounts for the very long slow start phase we observed in DAMA systems [7] .
A third part of VOTOS considers possible solutions for the slow startup when multimedia traffic is involved. With the advent of audiovisual streaming on the Internet, congestion control mechanisms, such as TCP friendly rate control (TFRC) [8] , will be mandatory for multimedia traffic. Since these algorithms emulate the behavior of TCP during the start-up phase, performance degradation similar to that of TCP is observed on DAMA links for these protocols. This means that the startup slowdown on DAMA systems affects both short TCP connections, like web browsing, and streaming applications using TFRC ) in the first few seconds of streaming, the most critical for fast switching between channels.
Other than using the Skyplex platform, we studied the interaction of quick start (QS) with TFRC and DAMA by using the ns-2 simulator. Since no DAMA support is available in ns-2, we developed a module for simulating a DAMA controlled satellite network [9] . The testbed was used to validate the DAMA module for the ns-2 simulation.
4.1.1. Results derived from the measurement campaign. TCP in steady state: First results are relative to fairness measured in steady-state conditions. We can make some observations on the measurements, shown in Table I . First, Westwood1with SACK exhibited a more aggressive behavior versus New Reno with SACK (trial 4) with respect to goodput in quasi error-free conditions. In trial 3, Westwood 1 appeared to be more robust than New Reno with respect to frame error rate (FER), with a higher goodput and less timeouts. In trials 1 and 2, which exhibited the most severe fading conditions, New Reno with SACK achieved the highest normalized goodput. New Reno SACK, the most diffused TCP flavor, was thus able to provide good performance in its Linux version. Westwood1SACK appeared to provide slightly better performance. TCP startup: These results are relative to the startup phase of a single TCP connection over a lossless satellite hop. Figure 3 shows the first 20 s of acknowledged sequence numbers for the Linux implementations of the TCP stack, reporting 9 connection traces. The same happens with FreeBSD's TCP, though Linux is quicker because it sets the initial window to three packets (according to RFC 3390) while FreeBSD operating system more conservatively uses an initial window of one packet only.
We can distinguish two phases: an approximately exponential increase in sequence number followed by a linear increase phase. Indeed, since during the Slow Start phase the congestion window is increased by twice the amount of acknowledged segments, the ACK reception rate increases exponentially until the TCP throughput reaches the available channel capacity; after that point, ACK rate remains constant. However, we noticed that the time to double the congestion window is considerably longer than the connection RTT usually observed over terrestrial networks. This phenomenon should be attributed to the DAMA scheme adopted to share the satellite bandwidth.
To describe the interaction between the DAMA bandwidth assignment and the TCP startup dynamics, a simple approximate analytical model of the startup of a single TCP connection has been developed in [7] . This model points out that the Slow Start evolution in the presence of DAMA is equivalent to the one that would occur without DAMA, but with a longer RTT. In other words, the DAMA link, from the point of view of a TCP connection during the Slow Start phase, behaves like a fixed-bandwidth link with a longer equivalent propagation delay. In the case of the Skyplex platform, where the propagation delay is 310 ms, measurements showed an equivalent propagation delay of 520 ms, which is consistent with the model's results. 
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This means that short TCP connections, which never reach steady state, such as most HTTP requests, are considerably slowed down on a DAMA allocation system than on a fixedassignment one.
In order to better understand the interactions between DAMA and TCP, we developed a DAMA simulation module for ns-2. The Skyplex platform was used to validate the model by comparing simulated traces with real traffic ones. In particular, we set up a unicast connection between two hosts, running Linux 2.6, one located at CNR-ISTI in Pisa and the other one at the CNIT Research Unit in Pisa. In order to carry out measurements of one-way delay, we synchronized the two hosts by using the network time protocol, which provided an accuracy of 10 ms for the delay estimation.
A total of eight simulation runs, each with a different offset of the bandwidth request with respect to the beginning of the TDMA frame (thus covering all possible cases), were performed. Figure 4 shows the response of the Skyplex network to impulses of UDP traffic in terms of throughput. UDP protocol has been used to generate traffic at different desired rates in order to validate the ns-2 simulation module. Graphs are depicted for both ns-2 simulation results and real trials on Skyplex. As detailed in [9] , the response to an offered traffic impulse is a throughput transient with length depending on the DAMA parameters and amplitude proportional to the pulse height. Comparison of measured data with simulated ones yields excellent agreement.
Both real measurements and simulation confirmed that the interaction of DAMA with the TCP startup phase causes significant performance degradation. One possible approach to reduce it [10] is using the QS mechanism [11] . QS is an Internet engineering task force experimental protocol designed to provide lightweight signalling to the level of congestion (specifically available capacity) between routers and a pair of communicating end hosts.
VoIP over satellite: description of the experiment
The VoIP experiment is oriented to the exploration of those issues relevant to the usage of IPoriented voice services over geostationary satellites. The measured indexes show a relationship between quality metrics and the resulting user perception, when different configurations, voice codecs, and services are adopted.
The following VoIP services have been evaluated over the satellite link:
single VoIP call between remote users; multiple VoIP calls among remote users; VoIP conferencing with mixed population (local and remote).
The experiments have been conducted with various satellite network loads, in order to inspect the impact of the combination of large delays and various packet loss rates.
The basic testbed adopted in the experiments is shown in Figure 5 . A local software VoIP PABX was installed in each satellite site. This choice was due to the requirement of coexistence between site local and remote voice services. The experiments collected statistical data of the user perception on the call quality and other objective performance indexes, such as packet arrival times and jitter, packet loss, bandwidth usage, and signalling (connection and tear-down) events.
The software used can be divided into three main categories: (1) VoIP PABX; (2) Soft Phones; (3) Traffic analysis.
Among the VoIP PABX software we tested three typical solutions, as follows:
(1) Linux Debian with Asterisk [12, 13] installed, the most popular open source telephone system in the world; (2) Trixbox [14] , an IP-PBX software solution designed for small and medium-sized businesses; (3) AsteriskNOW beta5 [15] , which brings the power and flexibility of Asterisk to a far broader group of customers.
The three server systems are very similar, as they are built around the Asterisk VoIP PABX server system; however, some important differences must be noted. The first solution leads to the highest degree of configuration on what is running on the server, but also to the highest probability of misconfiguration and software conflicts. Trixbox is a well-known integrated solution for Asterisk, with auto-installation features. However, its components are not fully integrated; hence, for instance, accounting management and billing operations can be cumbersome at first. The user interface, moreover, is not uniform among Trixbox parts.
AsteriskNOW beta5 is the latest product from Digium (makers of Asterisk) and, though still in beta stage, it seems to be the most powerful, easy and clean web-based interface for Asterisk. AsteriskNow comes with self-installing features and a customized Linux OS (rPath Linux, [16] ). Due to the built-in feature set available in AsteriskNOW (e.g. conference calls, web-based management, and hardware devices integration), all the software tests have been made on this platform.
The SoftPhones used are of two kinds, according to the protocol adopted. A number of SoftPhones have been evaluated, but the results have not shown any real audio quality difference among them. The main differences are the user interfaces, the codec availability, and the protocols supported (SIP z /IAX y ). For the tests two SoftPhones have been selected, namely, Xlite [17] and Idefisk [18] , shown in Figure 6 . Finally the system's performance (delay, jitter, and bandwidth) was analyzed by using the network protocol analyzer WireShark z (ex-Ethereal) [19] . It should be noted that WireShark can trap SIP and real-time transport protocol (RTP) J packets, and can provide statistics based on SIP and RTP fields, but cannot perform similar operations with IAX, due to its binary in-channel signalling structure.
Results.
A set of experiments has been carried out with both G.711u and GSM codecs. Results show that the G.711u average bandwidth occupation is 69.02 kbit/s with a standard deviation of 18.34 kbit/s. The distribution of the bandwidth occupancy is shown in Figure 7 . This is particularly interesting for DBA dynamic bandwidth assignment (DBA) systems, since the non-constant bandwidth can trigger different DBA requests. On the contrary the GSM codec bandwidth usage is almost constant due to the missing silence suppression feature. As far as propagation delays and jitter are concerned, exponential estimation techniques have been employed in order to overcome the lack of a tight synchronization between sender and receiver. Essentially, the estimation procedure works on time instants in which RTP packets are received and are generated, by taking advantage of the timestamp field present within RTP packet headers.
In more detail, let R i and S i denote the receiving time of the ith packet and the timestamp value contained in the header of the related RTP packet, respectively. Wireshark is the world's foremost network protocol analyzer, and is the de facto (and often de jure) standard across many industries and educational institutions. Let's define D(i,j) as in (1):
It is immediate to see from (1) that D(i,j) compares the length of time intervals in which the ith and jth RTP packets are generated and received, respectively. In fact, this measure is a rough indication of the instantaneous jitter exhibited by the system in this observation interval.
Hence, from (1) it is finally possible to give an estimation of the jitter. To this end, let J iÀ1 denote the jitter estimation performed at the arrival time of the (iÀ1)th RTP packet. Then, the jitter estimation for the following RTP packet has to be evaluated by taking into account also 
Basically, (2) performs a sort of low-pass filtering operations on instantaneous jitter samples in order to cope with possible synchronization misalignments between source and destinations. It was shown that the obtained estimation is a good approximation of the real jitter. The measured jitter introduced by the network has an average of 33.1 ms and a standard deviation of 4.59 ms; this is perfectly compatible with the VoIP QoS requirements.
Sets of experiments have been also carried out in order to compare IAX (see [20] and following) and SIP [21] data channel performance differences, shown in Figure 8 . No significant difference has been noted between the two protocols, even in the presence of background traffic to fill the available bandwidth. It should be observed that the results do not include traffic multiplexing and/or SIP signalling channel synchronization. In the presence of interfering UDP traffic, the sum of queuing and propagation delays produce a detrimental effect on call quality, as shown in Table II , which summarizes the MOS rating of the sample of users with different codecs and UDP interfering traffic flowing at different bit rates (Table II , first row, column 3rd-7th). As shown in Table II It is also worth noting that, as reported in the first column of Table II , the standard MOS values for each tested codec represent an upper bound that is only partially approached when the bit rate of the UDP interfering traffic is set to 0.35 Mbit/s. This is particularly true for G.711a and iLBC, whereas the case of GSM shows a significant performance gap in terms of MOS (measured to 3) with respect to the standard value (set to 3.7C3.9).
WICHMO: Description of the experiment
WICHMO considers a hybrid network with a Wi-Fi link at the network edge and a satellite link somewhere in the network core. Examples of scenarios where this configuration is realistic are ships or airplanes where Internet access on board is provided through a Wi-Fi access point and a satellite link with a geostationary satellite [22] . The serialization of terrestrial and satellite wireless links is problematic from the point of view of a number of applications, be they based on video streaming, interactive audio, or TCP. The reason is the combination of high latency, caused by the geostationary satellite link, and frequent, correlated packet losses caused by the local wireless terrestrial link [23] .
In WICHMO we concentrate on frame error models designed to investigate the performance of TCP-based applications on such hybrid networks. Since TCP interprets packet loss as a sign of congestion, thus slowing its pace to avoid worsening the network conditions, frame errors due to corruption cause decreased throughput, and this effect is worsened by high path latency. Various techniques exist that tackle this problem [24] , but no definitive answers yet. While errors are rare on the satellite segment, an error model is required for the terrestrial segment. A complete packet error model for the Wi-Fi link requires three levels of operation: a frame error model at the raw channel level, an implementation of the Wi-Fi ARQ (automatic retransmission) mechanism, and an implementation of the vendor-dependent speed switching mechanism. The first level gives a statistical representation of the frame error process on the raw channel due to either bad preamble acquisition or bad CRC due to corrupted bits in the MAC protocol data unit. The second level implements ARQ as defined in the IEEE 802.11 standard, whereas a sender retransmits a frame up to a configurable number of times-typically 7-or until it receives an acknowledgement. The third level implements an adaptive coding and modulation scheme (ACM), by which the sender may switch to a different transmission speed when it perceives a change of the channel conditions. WICHMO tackles the first two levels by choosing a statistical frame error model that is adequate for TCP on a hybrid channel with fixed-speed Wi-Fi (no ACM). To this end, we run a simulation by using real traces of frame errors on a Wi-Fi channel; we then rerun the simulation by using synthetic traces of frame errors produced by commonly used models, and compare the results. WICHMO additionally considers the third level (i.e. ACM) on a Wi-Fi-only connection: integration of the latter results with the former ones is a matter of future research.
4.3.1. Hardware/software used. We obtained real traces of the packet losses both at the CNR-ISTI Institute in Pisa (IT) and at the Engineering School at the Universitad Auto´noma de Barcelona (ES). Pisa experiments were concerned with the frame error process with ARQ but no ACM. In Pisa, we connected a Wi-Fi ad hoc network to the Skyplex satellite system to test the feasibility of the experiment, which we did successfully. We then considered the terrestrial and satellite segments separately, in order to obtain sets of separate parameters.
As far as the satellite link is concerned, we considered a 2 Mbit/s bandwidth with a latency of 300 ms, a transmit buffer sized as the bandwidth-delay product, which is 150 kB, ÃÃ and a Bernoullian channel with an FER of 10 À5 , which in our case is essentially the same as errorless [25] .
As far as the Wi-Fi link is concerned, we used two laptops equipped with a Debian operating system and PCMCIA Wi-Fi interfaces configured in ad hoc mode. Measurements were carried out in an office where thin concrete walls delimit the rooms. The transmitter sent a flow of 1000-byte unicast frames spaced by 5 ms, at a fixed rate of 11 Mbit/s, with fragmentation and retransmission disabled. The receiver checked the sequence number inside the frames and kept a trace of the lost ones. Since the channel occupancy of a frame is about 1.2 ms, this kind of measure traces the wireless indoor channel conditions quite accurately.
Barcelona experiments were concerned with ACM performance, so both retransmissions (ARQ) and adaptation to channel (ACM) were enabled. Measurements were carried out at a floor with corridors and classrooms. We measured the packet losses for different channel states, each state being defined as a range of the signal to noise ratio (SNR). The dynamics of the slowly changing signal strength has been modelled in the literature as a memory-less Markov chain [26] . Within each state, we measured the packet loss rate by using an Intel Pro Wireless 2200BG card. We measured the channel in several representative scenarios in order to obtain a general indoor channel model.
4.3.2.
Results: comparison of traces with commonly used packet error models. Results relative to frame errors and ARQ without ACM were obtained in Pisa by simulating the hybrid network on ns-2. Results obtained by feeding the simulator with real frame error traces measured on the Wi-Fi link were then compared with results obtained by feeding the simulator with synthetic traces based on two different frame error models, in order to choose the most useful Wi-Fi frame error model for TCP over hybrid networks. Results relative to ACM, which were obtained in Barcelona, show the influence of ACM over Wi-Fi performance: integration of these results in the hybrid scenario will be the subject of future research.
TCP performance on synthetic versus measured packet loss: The most common frame error model used for Wi-Fi channels is the Bernoullian process (sometimes called a Poisson process), which is defined by a single parameter p, the probability that a frame is not received correctly. A slightly more complex model defines the channel as being in one of two states, namely a good state, where all frames are successfully received, and a bad state, where all frames are lost because of corruption; two parameters are required, which are the probabilities of switching from one state to the other. We refer to this good-bad model as a bistable model. A simple statistic highlighting the difference between the Bernoulli model and the bistable model is the mean length of bursts and gaps, i.e. of uninterrupted sequences of bad and good frames, respectively. Apart from simplicity, these statistics are significant in the context of Pisa experiments: in fact, TCP increases its transmission speed as long as no segment is lost (which depends on the gap length) and may significantly reduce it if many consecutive packets are lost (an occurrence depending on burst length).
Both the Bernoulli and the bistable models have geometrically decaying correlations. However, the frame error traces we measured exhibit statistics different from both aforementioned models, which is the main ground for this investigation. Figure 9 shows the mean lengths of bursts and gaps versus FER as observed in our measurements.
To simulate the behavior of TCP in hybrid networks made up of a satellite link and a Wi-Fi link, without ACM, we used the ns-2 simulator with Ttem (http://wnet.isti.cnr.it/software/ ttem.html), a purposely written ns-2 error model that reads a trace of the channel state, applies the IEEE 802.11 ARQ algorithm, and discards packets that cannot be received after a given number of retries, seven in our case. By using Ttem, we could measure what the performance of Wi-Fi is on the channel for which we have real frame error traces and compare it with channels where synthetic frame error traces are used.
We run 10 instances of a single TCP connection for 2000 s on the simulated hybrid network [25] . In order to compare the qualities of error models, we plot the single-connection TCP goodput versus mean FER on the raw channel (i.e. frame errors before ARQ); we do so by using synthetic traces generated by the model, and compare the resulting graph with the one obtained using real traces. In other words, we compare the goodput obtained when frame errors are Figure 9 . Mean burst and gap length distributions for the measured data and for a Bernoullian channel with the same mean frame error rate. generated according to Bernoulli and bistable models with the goodput obtained when frame errors are those measured in the real indoor scenario. Taking the steady-state TCP singleconnection goodput as a performance measure, we see how well different statistical models fit the measured frame error traces. We consider synthetic traces generated by four different frame error models in addition to the real traces, as shown in Table III , and plot the goodput computed using the different models in Figure 10 .
To understand how the three models (a), (b), and (c) in Table III differ, consider that, when using a Bernoulli process as the frame error model, it is necessary to tune a single parameter to fit the model to observed data; that is, one should choose a significant statistical parameter of the observed data and use its value to generate the Bernoulli process. The choice of such a parameter is not obvious. In our case, the simplest choice of a parameter is the mean FER. However, there are some good reasons why choosing a different parameter could be wiser. One candidate as an alternative to the FER is the mean burst length, an important parameter with Table III respect to ARQ performance: the longer the error bursts, the higher the probability that ARQ cannot recover a lost frame. Another candidate is the mean gap length, which is related to TCP performance. As observed in [27] , TCP performance is higher for higher burstiness of the segment error process, because the congestion window has a higher probability of becoming big if gaps are long. In fact, the measured error process has both longer bursts and longer gaps than a Bernoulli process with the same FER.
The main result of the Pisa experiment is the plot in Figure 10 , where the goodput of TCP on the hybrid network is plotted versus the FER of the real traces of the Wi-Fi segment. The error bars indicate the minimum, mean and maximum goodput values over the 10 runs. A model should be considered to perform well if the relative goodput line graph resembles the goodput line (e), which is obtained from real traces. Figure 10 shows that (a), the simplest frame error process, does not adequately model TCP's goodput on the hybrid network: while the curve (e) is convex, (a) is not. Using the mean burst length as the parameter of interest produces a behavior resembling the one of the real traces, as it can be seen by comparing cases (b) and (e), but the values are very different. As mentioned above, this observation is a hint that the behavior of ARQ is the main cause influencing the TCP goodput. On the other hand, the gap length appears to be much less important; in fact, using it as the parameter for tuning the Bernoulli process does not yield satisfactory results: the trace for the (c) case is the one farthest from (e), which is the reference curve. One reason could be that, as shown in Figure 9 , a Bernoulli process with the same mean gap length as the real traces has a lower FER than the real traces. While not perfectly satisfactory, case (d) is the most similar to (e): the bistable model, which uses two parameters instead of one, best fits the chosen performance measure and is our recommended choice.
Adaptive coding and modulation effect on the hybrid channel: In the Barcelona experiment, we analyzed the third level of a packet error model, i.e. the effect of the adaptive modulation and coding (ACM) scheme of the WLAN card on performance, this time independently of the satellite link. All members of the IEEE 802.11 WLAN family (802.11a/b/g) provide multi-rate capabilities. To achieve a high performance under varying conditions, these devices dynamically adapt their transmission rate to the channel conditions. While this rate adaptation algorithm is a critical component in the overall system performance and it also is a critical component of the accuracy of a packet error model, only very few algorithms have been published and the implementation issues associated with these mechanisms are hardly publicly available.
The experiment we have set up consists of measuring the packet loss for different channel states, each state defined as a range of SNR . The dynamics of this slow term signal loss have been modeled in the literature as a memory-less Markov chain [26] . Within each state, we measured the packet loss rate. We focused on an indoor environment and we measured the channel in several representative scenarios in order to obtain a general indoor model. Figure 11 shows the measured nested channel states of received power (black line) and packet loss (gray line), respectively. Note that during the snapshot shown the channel only experienced the states under shadow conditions, i.e. 2 and 3. Figure 12 shows the comparison of mean length of error bursts and gaps both without applying rate adaptation and applying two different rate adaptation algorithm for IEEE802.11 WLANs, i.e. automatic rate fallback (ARF) and LD-ARF.
ARF [28] was the first-rate adaptation algorithm to be published. In the ARF algorithm, a discrete set of data rates are used. If the ACK frames for a given number N down (equals to one if the rate has just been increased, otherwise equals to two, as specified in [28] ) consecutive data packets are not received by the sender, then the sender drops the transmission rate to the next lower data rate and a timer is activated (rate-up timer). If N up (equals to 10 as given in [28] ) consecutive ACK frames are received or the timer expires, then the transmission rate is raised to the next higher data rate and the timer is stopped. When the rate is increased, the first transmission (also called probing frame) after the rate increase must be successful or else the rate is immediately decreased and the timer is started again. Packet collisions are the main obstacle to ARF performance since, when a collision occurs, ARF decreases the data rate as it cannot distinguish between a packet loss due to link state and collision. However, the standard MAC Figure 11 . SNR states and packet loss within each state. Channels III, II, and I correspond to SNR lower than À60 dBm, between À60 and À30, and above À30 dBm, respectively. Figure 12 . Mean error and successful burst length probability when ARF and LD-ARF are considered compared to the case where no rate adaptation is applied.
protocol provides no mechanism to differentiate between the two types of losses and therefore both the MAC layer protocol and the ARF algorithm need to be modified. Aside from ARF, other rate adaptation algorithms have been proposed in the literature, based on different concepts. In [26] an algorithm called loss-differentiation ARF (LD-ARF) is proposed. This algorithm solves the collision problem by differentiating losses through MAC layer modifications. We have chosen this algorithm since the increase in throughput is significant compared to the ARF.
The comparison of mean error burst and gap length probabilities in three cases is depicted in Figure 12 : without applying rate adaptation, and applying the two different algorithms. It can be seen that not only the average burst length duration decreases significantly, but also the statistical behavior changes with respect to not considering rate adaptation.
It is interesting to point out the non-intuitive results that are shown. When rate adaptation is applied, the rate is increased after having received a pre-defined number of successful transmissions, whereas it is decreased by a pre-defined number of unsuccessful transmissions or measured performance threshold. This means that adaptation to bad channel conditions results into a lower bit rate and, therefore, long error bursts. On the other hand, adaptation to good channel conditions results in high bit rate thus implying short successful burst duration. Moreover, the better the performance of the adaptation algorithm, the shorter the successful bursts. Clearly, shorter bursts with rate adaptation imply higher throughput than longer bursts without rate adaptation. The effect on throughput can be easily quantified but it requires different cases and scenarios to be defined and cannot be shown here for space limitations.
THE INTEGRATED TESTBEDS: UCIT AND EGGS

UCIT: a tool for performance evaluation
The challenges exhibited by satellite communications, in terms of large bandwidth-delay product and link errors, have been thoroughly explored over the last decade. In addition, the extension of this environment including also wired and wireless links, has fostered the scientific community toward the definition of a large number of transport protocols and architecture solutions tailored to this larger scenario. Here, we limit ourselves to cite TCP Hybla [29] and TCP-Westwood [6] as transport protocols, even if this could be further extended. An alternative approach, widely adopted in satellite environments, is represented by 'accelerators' or performance enhancing proxies (PEPs) [30] , which basically rely on the introduction of intermediate agents at transport layer. In a future perspective, the delay/disruptive tolerant networking (DTN) architecture [31] may represent an interesting solution not only for deep space communications, but also for the most challenging satellite networks.
Given this complex context, it is paramount to design and set up effective tools to comparatively evaluate the proposed solutions in a controlled testing environment. For this purpose, CNIT and the University of Bologna (UoB) decided to integrate their assets and expertise to realize the UCIT common testbed platform for performance evaluation at the transport layer. Here, we focus on the description of this testbed, referring, whenever necessary, to the configuration recently used to carry out a series of joint experiments in cooperation with the Network Research Lab at UCLA, Computer Science Department.
Testbed overview.
The testbed logical layout, sketched in Figure 13 , aims at reproducing a heterogeneous network, where satellite connections have to compete for network resources with wired connections. Of course, it is also possible to study a pure satellite environment by simply disabling background terrestrial components. Satellite connections are composed of wired legs and a final satellite link, while TCP background traffic is only present in the entirely wired paths. All TCP variants available in the Linux kernel are supported as well as the FreeBSD implementation of Westwood (directly provided by UCLA). Satellite and wired connections share the Router 1-Router 2 link, whose bandwidth can be limited in order to study congestion effects. The satellite link can be realized either by emulation or by means of any real satellite system, as done in the joint UoB-CNIT-UCLA measurement campaign, where the Skyplex platform was exploited. Finally, the testbed allows the user to assess the performance of alternative solutions, based on satellite accelerators or on the DTN architecture.
Testbed components.
To describe in more details the testbed components, let us refer to the much more complex physical layout of the testbed, in the configuration used during the recent joint experiments' campaign ( Figure 14) . The following components can be distinguished: a testbed controller, located at UoB; the UoB TATPA testbed (testbed on advanced transport protocols and architecture) [32] , temporarily relocated in Genoa, a TCP satellite receiver (one Linux PC) in Naples and the CNIT Skyplex GEO satellite platform [3] , which links the testbed core with the satellite receiver. We will examine the main components separately.
Testbed controller.
The controller, connected to the TATPA core via a virtual private network, allows the user a ubiquitous remote control of the testbed via a standard web browser. A dedicated PC hosts the web server and the control software engine, developed in PHP and based on a MySQL database. The aim of the TATPA web interfaces and management control system is to facilitate the shared use of the testbed. In particular, they allowed us to hide the software and hardware complexity related to the configuration, synchronization, and utilization of all testbed elements. Moreover, the web controller provides an increased level of security, as users cannot access testbed components directly, and greatly speeds up both test execution and result collection.
As an example, the configuration page of Router 1 is given in Figure 15 . Analogous interfaces are available for all the testbed entities. They can be opened by simply double clicking on entity icons on the main configuration page. Figure 15 ). The PEPsal package [34] is installed on the Router 2 to evaluate the performance of satellite accelerators. Finally, to study DTN architectures, DTN agents have been mounted on both the satellite sender and receiver, as well as on the Router 2. DTN performance can be evaluated by means of DTNperf application [35] .
Data analysis.
Owing to the features offered by the aforementioned three components of the testbed, a user is allowed to specify and run tests aimed at assessing the performance of TCP/ UDP traffic flows and, alternatively, of DTN architecture applied over heterogeneous satellite networks. The tests consist in transferring data for a time duration specified by the user at the beginning of the trials. Transfer of data is managed by the testbed core transparently to the user and performed by means of either Iperf or DTNperf tools, in dependence on the specific protocol architecture under investigation. After collecting results through the integrated testbed, they have to be processed and carefully examined, in order to draw general conclusions not only about the effectiveness of different solutions, but also about the mechanisms that lead to different performance. To this end, the capacity of analyzing also the internal TCP variables is instrumental.
To show the features offered by the integrated testbed, let us consider the example given in Figure 16 , which refers to a TCP Hybla file transfer of 200 s, on the CNIT-Skyplex channel, in absence of background traffic. The time sequence of the segments sent are given in the figure, together with the cwnd and the ssthresh dynamics. All the data were collected by the log functions of the MultiTCP package and, successively, made available by the web interface. From Figure 16 meaningful information about the dynamics of this TCP variant under study can be inferred. Let us start from the analysis of cwnd, which reflects the enhanced congestion control algorithm introduced by Hybla. Aiming at removing the penalization due to long RTTs, it allows a fast opening of the cwnd even on a long propagation delay GEO satellite channel (RTT larger than 600 ms). Losses determine cwnd reduction according to the Linux rate-halving algorithm, which instead of halving the cwnd, gradually reduces it during the fast recovery phase. TCP retransmissions during the recovery phase are indicated by Tx segments with a sequence number lower than previously transmitted segments. The relatively long burst of retransmissions present in the Tx time sequence are likely indicators of buffer overflows. At the end of loss recovery phase, the cwnd rapidly increases, thanks to the Hybla enhanced congestion control, until new loss events are detected. Hybla ssthresh dynamics is also reported in Figure  16 . In correspondence of loss detection events, ssthresh is set to half of packets in flight. After the recovery phase conclusion, cwnd is increased following the Hybla slow start or congestion avoidance laws, depending on the relative values of cwnd and ssthresh.
The UCIT integrated testbed is an important result of the integration activities carried out in SatNEx. The integration of assets of different partners was instrumental to obtain a powerful tool for performance evaluation of transport protocols and architecture. It was used in two joint UoB-CNIT-UCLA measurement campaigns. An excerpt of the results obtained in the first campaign is reported in [36] .
EGGS
5.2.1. Description of the experiment. Remote measurement operations, habitat, and environmental control tasks in interplanetary scenarios give raise to challenging issues, in particular in the design of communication protocols. Many peculiarities characterize interplanetary networks: large propagation delay, multi-path fading, solar wind, and other hostile radiofrequency conditions that impact on the channel performance. Additionally, because of celestial motion, the line of sight is not always available. The results are channel disconnections (expected or not), and high bit error rates (ranging from 10 À3 to 10 À2 ) [37] . For these reasons TCP/IP is not the best candidate. Alternative solutions are DTN and protocol architectures proposed by the Consultative Committee for Space Data Systems protocols [38] , or customized flavors of TCP. Given such a wide choice of possibilities, implementing each single protocol is not tractable; especially if we consider that some of these proposals are still under development, hence permanently evolving. Testing over real testbeds belongs to the future. An experimental tool, which makes possible to use protocols already implemented, without the costs and complexity of real testbeds is thus strongly needed. In particular, the EGGS experiment is aimed at evaluating the performance of adequate protocol architectures, suited to transport data over interplanetary networks, by addressing most of the design challenges that may arise in this harsh environment. To this end, a distributed testbed, composed of remote emulation platforms, has been used in order to develop a thorough analysis of all the aspects that require to be considered from the implementation point of view. In more detail, attention was mainly paid to the networking issues by pointing out the advantages offered by the design of such a prototype. The overall scenario is composed of:
an Earth station responsible for collecting data originated by a remote sensor network; a sensor network [39] located on a remote planet surface; a satellite orbiting around the remote planet, serving as relay point between the planet and the Earth.
The presence of different satellite links together with the sensor network makes the use of a single platform impractical. The integration of different emulation tools is strongly required in order, on the one hand, to distribute the whole network complexity among several components and, on the other hand, to control the granularity aimed at characterizing the peculiarities of each network portion. It is possible to individuate two kinds of links: a proximity link, established from/to the remote planet and the satellite orbiting around; a long-haul link, providing the data communication over the deep space path; besides, the necessity to dedicate specific tools for each considered interplanetary link (proximity and long haul) was motivated by the very different characteristics in terms of delay, bandwidth, and packet loss patterns.
5.2.2.
Hardware/software used. The integrated testbed is characterized by a long-haul satellite link emulator (called ACE) [40] , a sensor testbed (SENS), and a proximity satellite link emulator (DUMMYNET) [41] . In more detail, ACE was located by the University of Genoa, SENS by ISTI-CNR institute, and DUMMYNET was available at GET/ENST (Groupe des Ecoles de Te´le´communications-Ecole Nationale Supe´rieure des Te´le´communications) premises in Toulouse. The tools were virtually integrated by means of 2 IP tunnels set between SENS and ACE, and between ACE and DUMMYNET, respectively. Different tools are used for the long haul and proximity links because the requirements inferred by the environments are not the same.
The long-haul link: Concerning ACE, its basic aim is to emulate a network environment composed of a set of Earth stations that communicate through a satellite link. Its extension toward interplanetary communications is straightforward. It can emulate the data communication among an Earth station, responsible for gathering data arriving from the remote sensor network, and a satellite platform orbiting around the remote planet. Under this view, it is possible to think of these terminal agents as PCs connected to each other by means of an emulated satellite link, working as follows. The whole system is composed of three devices, hosting a Linux O. S, whose role is to perform the basic functionalities of data forwarding and to fully characterize the transmission channel. For this purpose, the emulation task is performed at the data link layer, in order to take into account frame formats, channel coding schemes, and proper physical layer characteristics, such as propagation delay, channel bandwidth availability, and statistical behavior of the satellite link (e.g. in terms of bit error ratios and channel modelling).
The proximity link: As far as the proximity link emulation is concerned, it takes the Dummynet Free BSD kernel extension as reference. It allows tuning the propagation delay, the bandwidth availability, and the link reliability (e.g. random, uniform loss of packets) through the application of proper schemes and policies implemented at the IP layer.
The sensor network: The sensor testbed consists of a set of Micaz motes from Crossbow Inc. [42] . They are equipped with an 8 MHz microcontroller, an IEEE 802.15.4-compliant radio [43] and transducers to sample light, temperature, acceleration, magnetism, and audio. The embedded software implements a distributed database management system [44] where relational algebra operators, including selection, projections, and joins can be carried out on the nodes and interconnected via data stream channels. Users draw the layout of a query graphically and interactively via a GUI application.
yy The query layout concisely represents all data sampling, data processing, and data transfer activities to fulfil on each of the network nodes. The GUI interacts with the remote sink via a TCP connection for both sending commands and receiving sensor data. The experimentation core is based on running queries with a variable number of sampling nodes (during the initial tests, it ranges from one to three) and applying different sampling rates (from 100-2000 ms). The measurements, which typically involve light variations, are properly processed by the sensor network and encoded to allow their transmission to the sink node, which, in turn, relays them to the GUI.
The three components (ACE, DUMMYNET, and SENS) described before are located at different premises (Genoa, Toulouse, and Pisa). In order to link the three sites, a VPN topology is established with the advantage to make the use of a private addressing plan possible. The drawback of this distributed approach is the natural delay introduced by the Internet: it has to be taken into account. A Perl script repeatedly measuring the RTT helps to adjust the delay as needed.
Emulation results.
Two scenarios are considered: (a) full-TCP and (b) DTN/TCP. In the former, the sensor network GUI is located on the Earth and a TCP connection is established with the sensor network sink. The TCP connection therefore goes over the long-haul link with the expected limitations of TCP. In the DTN/TCP scenario, the sensor network is connected to the orbiter via a TCP connection (proximity link). A DTN/TCP proxy in the orbiter translates sensor data sent from the sink into DTN bundles and forwards them via UDP to the Earth. The DTN/TCP proxy is written in Perl. The DTN stack is the reference implementation available from the DTN Research Group [45] . The sampling rate of the sensor network for the DTN scenario is set to 10 measures per second while it is twice that value for the full-TCP scenario. A measure is approximately 25 bytes. The current implementation of the DTN stack has difficulties to sustain high rates and issues a threading runtime error. Finally, all network links are constrained to a throughput of 64 kbit/s. The propagation delay for the long haul link ranges from 125 ms to 200 s. The proximity link has a propagation delay of 40 s.
Measures are collected in the Earth station (i.e. in Genoa), being tcpdump used to record traffic traces. Currently, bit errors are not taken into account in the experiment, although they can be generated by the two link emulators if needed.
The full-TCP scenario: As far as the full TCP scenario is concerned, particular attention has been paid to the impact of large latencies on the transmission protocol. To better understand yy A graphical user interface (GUI) is an application that uses the standard Java components GUI component set, Swing, and is deployed to the desktop. Like all Java code, Java GUI applications simplify the task of creating desktop applications because they can be run on any platform. this aspect, and hence to assess the operation of the proposed emulation platform, different propagation delays have been considered for the long haul link (250 and 1280 ms, 10, 50, and 200 s). We first tested the behavior of TCP when the largest propagation delay (200 s) is set. This trial showed, as expected, the unfeasibility of using TCP protocols over 'very long' networks, due to the TCP timers and related algorithms tuned to the more common terrestrial path delays. To tackle these problems, TCP parameters have been tuned accordingly to the environment peculiarities. Trials with delays equal to 250 and 1280 ms, 10 and 50 s have been successfully completed, while the case of 200 s still experienced some hazards, because of the limits of the TCP back-off algorithm triggered during timeout expirations. long haul link propagation delay impacts the dynamics of data transfer changes. In particular, Figure 17 demonstrates that for a 250 ms delay, the transmission of TCP segments follows a quasi-linear law. On the other hand, as delay increases, the time interval required to transmit the same amount of data gets larger. In particular, it is possible to see that for delays of 1280 ms and 10 s, an initial phase where the number of transmitted segments over time keeps low, because of the slow-start phase. Afterwards, the congestion window is almost regular as one may infer from Figure 17 , and confirmed by Figure 18 . The case of 50 s deserves more attention. Figure 17 shows that the number of segments sent out over time increases very slowly because of the very large latency. Actually, a comparison with the other configurations shows that the time required to transmit about 150 kbytes is five times larger and nearly equal to 1100 s. Similar considerations still hold also for the congestion window behavior plotted in Figure 18 , which shows a stepwise shape in the case of 50 s delay. This confirms that, in presence of very large bandwidth-delay product networks (as it may happen in interplanetary networks), TCP solutions are not efficient, since the increase in the congestion window is too conservatively ruled by the TCP acknowledgment arrival, which results in long idle times in these scenarios. Finally, Figures 17 and 18 outline that, in general, even if large latencies are set, the proposed emulation platform is able to match the channel peculiarities. Additional tests have still to be conducted in order to assess the limits of the emulation platform, especially when large delays are used in conjunction with high data rates.
The DTN/TCP scenario: The DTN/TCP experiment deploys the bundle protocol over the long haul link. UDP was selected as a subnetwork, in order to work around issues related to the impairment of conversational protocols over very long networks. Figure 19 shows the received UDP datagrams with respect to time. The results related to the 200 s experiment display an interruption in the reception of the UDP flow due to buffer overflow occurred at the long-haul emulator. This event was an indirect consequence of the very large latency that caused long buffer queues on the ACE platform. This behavior is further amplified in long-run simulations that give rise to buffer overruns, as highlighted in this case.
Apart from this critical case, the other configurations with large delay (e.g. 50 and 10 s) show the benefits of the DTN architecture implementation. In fact, Figure 19 shows that the number of received packets over time linearly increases almost independently of the propagation delay; the curves related to delay configurations of 50 and 10 s, respectively, nearly overlap and, besides, they even keep really close to the delay configuration of 250 ms (reported as 'geo.dat'). Being congestion control procedures based on feedbacks missing, the main difference exhibited in this case with respect to TCP employment is that bundle rate transmission keeps approximately constant regardless of the investigated environment's physical characteristics.
CONCLUSIONS
The paper focused on the experimental activities made within the European-funded SatNEx project. They include both measurement campaigns (i.e. VOTOS, VoIP over Satellite, and WICHMO) and realization of integrated testbeds (i.e. UCIT and EGGS). Measurement campaigns provided insights into dynamics of some of the most relevant networking and communication issues in satellite-based scenarios, such as channel modelling, analysis of multimedia applications, and performance study of transport layer protocols. The effect of the DAMA-TDMA access scheme adopted by the Skyplex platform, used in most of the tests, was also investigated. The measurement campaigns proved also useful to validate analytical models (if available) and the accuracy of simulation modules.
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