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Abstract
We consider a class of fully nonlinear Schrödinger equations and we prove the existence and the stability of
Cantor families of quasi-periodic, small amplitude solutions. We deal with reversible autonomous nonlinearities
and we look for analytic solutions. Note that this is the first result on analytic quasi-periodic solutions for
fully nonlinear PDEs.
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1 Introduction and Main Results
In this paper we prove the existence of Cantor families of quasi-periodic solutions for the following fully-
nonlinear Schrödinger equation
ut = −i(uxx + f(u, ux, uxx)) , x ∈ T . (1.1)
The non linearity f is reversible, gauge preserving and x-independent (see Hypothesis 1.1) and has a zero of order
three in u = 0, i.e.
f(u, ux, uxx) := f
(3)(u, ux, uxx) + g(u, ux, uxx) (1.2)
where f(3) is homogeneous of degree three while g has a zero of order at least five.
We will consider two cases:
Case 1. g is analytic as function C3 → C in the ball of radius r0 > 0. Then we fix a > 0 and extend (1.1) to
x ∈ Ta. Here Ta is the compact subset of the complex torus TC := C/2πZ with Re(x) ∈ T and |Im(x)| ≤ a.
Case 2. g ∈ Cq(Ur0 ,R2), where Ur0 is the ball of radius r0 in in the real sense.
Since f vanishes of order 3 at u = 0, equation (1.1) can be seen, at least in a neighborhood of the origin, as a
perturbation of the linear Schrödinger equation
iut = uxx, (1.3)
which is completely resonant, i.e. posseses only periodic solutions.
Equation (1.1) can be seen as an infinte dimensional dynamical system with phase space a scale of complex
Hilbert spaces u ∈ ha,p with
ha,p := {u = {uk}k∈Z : ‖u‖2a,p :=
∑
k∈Z
|uk|2e2a|k|〈k〉2p <∞}, (1.4)
here p ≥ 1/2 while 0 < a ≤ a/2 in Case 1 while a = 0 in Case 2. Note that there is an isometric one-to-one
correspondance between a sequence {uk} and a function u =
∑
k uke
ik·x in Hp(Ta), i.e. the analytic function on
the complex strip Ta that are p−Sobolev on the boundary. We will use the same symbol u ∈ ha,p to indicate
both the sequence and the function.
A natural question is to know whether equation (1.1) has periodic, quasi-periodic or almost periodic solutions
close to zero, and more precisely solutions bifurcating from a periodic solution of (1.3). We recall that a quasi-
periodic solution of (1.1) is an embedding
T
d ∋ ϕ 7→ v(ϕ, x) ∈ ha,p , d ≥ 1, (1.5)
and a frequency vector ω∞ ∈ Rd such that u(t, x) = v(ω∞t, x) is a solution of the equation of (1.1) and v(ϕ, x) ∈
Hp(Td+1a ). Note that both the embedding v and the frequency vector ω∞ are a unknown of the problem.
Proving existence and stability for quasi-periodic solutions in infinite dimensional systems is a natural extension
of KAM theory for lower dimensional tori [1]. The first KAM results for PDEs have been obtained by Kuksin [2]
and Wayne [3]. Such results were restricted to the case in which the spatial variable ranges in a finite interval with
Dirichlet boundary conditions. In order to consider the case of periodic boundary conditions, Craig-Wayne used a
Lyapunov-Schmidt reduction method in [4] later generalized by Bourgain in [5], [6]. Other developments of KAM
Theory for PDEs can be found in [1], [7], [8], [9]. For extension of KAM Theory to higher spatial dimension we
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mention the papers by Bourgain in [6] for the nonlinear Schrödinger equation on T2 with a convolution potential
and [10] for an existence result on Td. We mention also the remarkable results by Berti and Bolle [11], [12]
which study equations in presence of a more natural multiplicative potential; The latter approach, based on a
multi-scale analysis, has been very fruitfully exploited in the study of PDEs also on manifolds different from tori.
In [13] Berti, Corsi and Procesi studied NLW and NLS on compact Lie groups and homogeneous manifolds. There
are very few and recent results on reducibility on tori. We mention Geng-You in [14] for the smoothing NLS,
Eliasson-Kuksin in [15] for the non resonant NLS and Procesi-Procesi [16] for the completely resonant NLS which
involves deep arguments of normal forms developed in [17], [18]. All the aforementioned papers, both using KAM
or multi-scale, are on semi linear PDEs with no derivatives in the non linearity.
More recently KAM theory has been developed also for dispersive semilinear PDEs on the one dimensional
torus when the nonlinearity contains derivatives of order δ ≤ n− 1, here n is the order of the highest derivative
appearing in the linear constant coefficients term. The additional difficulty in this case is that, due to the presence
of derivatives in the nonlinearity, the KAM transformations used to diagonalize the linearized operator might be
unbounded. The key idea to overcome such problem has been introduced by Kuksin in [19] in order to deal with
non-critical unbounded perturbations, i.e. δ < n− 1, with the purpose of studying KdV type equations, see also
[20]. The key idea is to note that the linear frequencies of KdV have good separation properties, which allow to
control derivatives in the nonlinearities up to the second order. This approach, developed for the KdV that has a
strong dispersion law, has been further exploited by the Chinese school to cover the “less” dispersive case of NLS
in presence of one derivative in the non linearity, i.e. the critical case when δ = n− 1. In particular we mention
Zhang, Gao and Yuan [21] and Liu and Yuan [22] for derivative NLS, and Berti-Biasco-Procesi [23]-[24] for the
derivative NLW.
Concerning quasi-linear or fully non-linear PDEs, i.e. δ = n, we quote the papers by Iooss-Plotnikov-Toland
[25] and by Baldi [26], [27] in which is studied the existence of periodic solutions. The first existence results of
quasi-periodic solution for quasi-linear PDEs has been obtained by Baldi-Berti-Montalto in in [28], for the forced
case, then in [29] for the autonomous one, see also [30]. Recently such results has been extended to the forced
NLS in [31] ( reversible setting), [32] (Hamiltonian setting) to the water wave equation in [33] and to the Kirchoff
equation in [34], see also [35].
We remark that all the aforementioned papers on fully non-linear PDEs provide existence and stability of
quasi-periodic solutions with Sobolev regularity, even when the non-linearity g is an analytic function. This is
due to the strategy proposed in these papers in order to deal with quasi-linear and fully non-linear perturbations.
Moreover all the results above require a Hamiltonian structure, in the case of autonomous systems. In [36], we
discussed a general strategy in order to deal with both Hamiltonian and reversible equations, in which we treated
both analytic and finite regularity cases in a unified way. We remark that the abovementioned paper contains
only applications to semi-linear PDEs.
The aim of this paper is to apply the stategy of [36] to an autonomous fully nonlinear NLS and to prove
existence of analytic solutions (for completeness we also give the result for Sobolev solutions, when the non-
linearity has only finite regularity). In order to avoid the complications coming from double eigenvalues we
decided to work in a reversible setting.
The first difficulty we have to overcome, before applying any quadratic scheme, is that equation is completely-
resonant, i.e. the solutions of (1.3) are periodic, clearly in order to prove the existence of quasi-periodic solutions
we need some non-degeneracy hypothesis on f (since for instance f = 0 is not acceptable!), more precisely on its
leading term f(3). Let us first state our reversibility hypotheses explicitly.
Hypothesis 1.1. Assume that f is such that
(i) f(−η0, η1,−η2) = −f(η0, η1, η2).
(ii) f(η0, η1, η2) = f(η¯0, η¯1, η¯2),
(iii) we require that f is gauge preserving, i.e. e−iαf(eiαη0, e
iαη1, e
iαη2) = f(η0, η1, η2)
(iv) ∂η2f ∈ Rwhere ∂η = ∂Re(η) − i ∂Im(η).
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One can check that the reversibility, x-independence and Gauge preserving properties imply that
f
(3)(u, ux, uxx) = a1|u|2u+ a2|u|2uxx + a3|ux|2u+ a4|ux|2uxx + a5|uxx|2uxx
+ a6u
2u¯xx + a7(ux)
2u¯+ a8(ux)
2u¯xx
(1.6)
with ai ∈ R for i = 1, 2, 3, 4, 5, 6, 7, 8.
Definition 1.1. We say that (a1, a2, a3, a4, a5, a6, a7, a8) 6= 0 is resonant if either:
1. a5 = a1 = 0, a4 − a8 = 0 and a3 − a2 − a6 − a7 = 0.
2. a5 = a1 = 0, a4− a8 = 0, a3− a2− a6− a7 6= 0 and either: a2 = 0, a3− a7 = (6d+1)/(2d+1)a6 or a2 6= 0,
a3 − (1 + 3d)a2 − a7 = 0, a2 = a6/d.
3. a5 = a1 = 0, a3 − a2 − a6 − a7 = 0, a4 − a8 6= 0 and (2d− 1)a4 = a8.
We are now ready to state our main Theorem on the existence of quasi-periodic solutions of d frequencies
which is based on the following ”genericity” condition.
Definition 1.2 (Genericity). For any finite d ∈ N, given a non-trivial polynomial P : Cd → C we say that
x0 ∈ Cb is “generic” if P (x0) 6= 0.
Theorem 1.3. Consider the equation (1.1) in case 1, namely when f as in (1.2) is an analytic function. Assume
the Hypothesis 1.1 and moreover that (a1, a2, a3, a4, a5, a6, a7, a8) is not resonant. There exists a non trivial
polynomial such that for any d ∈ N with d > 2 and for any choice of v1, . . . , vd ∈ N such that x0 = (v1, . . . , vd)
is generic with respect to the polynomial the following holds.
There exists a = a(d, f), ε0 = ε0(d, f) and c = c(d, f)≪ 1 such that for all ε ∈ (0, ε0), there exists a Cantor
set
Cε ⊂ ε2
[
1
2
,
3
2
]d
, ε−2d|Cε| ≤ 1− c, (1.7)
such that for all ξ ∈ Cε the NLS equation (1.1) has a quasi- periodic solution with frequency ω∞ given by the
embedding v(ξ) ∈ H1(Td+1a ):
v =
d∑
i=1
√
ξie
iϕi sin(vix) + o(
√
|ξ|) , ω∞i (ξ) = v2i +
∑
j
Mji ξj + o(|ξ|) (1.8)
with M an invertible matrix. Moreover one has v(ϕ, x) = −v(ϕ,−x) and v(ϕ, x) = v¯(−ϕ, x), and the solution is
linearly stable.
Remark 1.4. As far as we know Theorem 1.3 is the first result of analytic quasi-periodic solutions for a fully
non-linear partial differential equation. Some of the key ideas follow closely the ones of [28], [31], etc..., however
in order to prove the existence of analytic solutions we have to modify that strategy in various non-trivial ways,
which we shall illustrate in the next paragraph. While our approach can surely be applied to other equations,
such as for instance the KdV equation, with very little modifications, it does not seem straightforward at all to
generalize to the water wave equation [33].
In the case of finite regularity we have a similar result.
Theorem 1.5. Consider the equation (1.1) in case 2. For any d ∈ N with d > 2 there exists q = q(d) such that
for any non linearity f ∈ Cq that satisfies Hypothesis 1.1 and moreover such that (a1, a2, a3, a4, a5, a6, a7, a8) is
not resonant, there exists a non trivial polynomial such that for any choice of v1, . . . , vd ∈ N generic with respect
to the polynomial the following holds.
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There exist p = p(d, f), ε0 = ε0(d, f) and c = c(d, f) ≪ 1 such that for all ε ∈ (0, ε0), there exists a Cantor
set
Cε ⊂ ε2
[
1
2
,
3
2
]d
, ε−2d|Cε| ≤ 1− c, (1.9)
such that for all ξ ∈ Cε the NLS equation (1.1) has a quasi- periodic solution with frequency ω∞ given by the
embedding v(ξ) ∈ Hp(Td+1):
v =
d∑
i=1
√
ξie
iϕi sin(vix) + o(
√
|ξ|) , ω∞i (ξ) = v2i +
∑
j
Mji ξj + o(|ξ|)
with M an invertible matrix. Moreover one has v(ϕ, x) = −v(ϕ,−x) and v(ϕ, x) = v¯(−ϕ, x), and the solution is
linearly stable.
The proofs of our two results are very similar, and we shall concentrate on the more difficolt and novel, analytic
case.
Remark 1.6. In stating our Theorems we put some effort in distinguishing the non-resonance conditions on
on (a1, a2, a3, a4, a5, a6, a7, a8) from the genericity conditions on v1, . . . , vd. Informally we are saying that for all
non-resonant equations of the form (1.1) there exist many quasi-periodic solutions, and that for most choices of
d sites v1, . . . , vd there exist quasi-periodic solutions essentially supported on those sites for all times.
For example given any choice of (a1, a2, a3, a4, a5, a6, a7, a8) such that a1 6= 0, then the genericity condition can
be verified by removing only a co-dimension one algebraic manifold (which may depend on the choice of the
parameters ai) in v1, . . . , vd.
It may be possible that for some choices of the ai one does not need to impose any further genericity condition,
however we have not investigated this question. Indeed, even for equations with no derivatives in the non-linearity
such as the quintic NLS it can happen that, for specific choices of the sites S, the behavior of the solutions of the
non linear equation differs drastically from the one of the linear equation (see for instance [37] or [38]). In order
to avoid such phenomena one has to restrict to “generic” choices of S, in the sense of Definition 1.2.
Remark 1.7. It is possible that our result can be further refined in order to prove existence of quasi-periodic
solutions also for some resonant choices of the ai, however some conditions on this parameters are necessary.
Indeed it is not possible that all equations of the form (1.1) have quasi-periodic solutions, as can be seen in the
following example. We start by considering a linear Schrödinger equation
ivt − vxx = 0
and writing v = u+ |u|2u, then we deduce the equations for u. We have
ivt − vxx = (1 + 2|u|2)(iut − uxx) + u2(iu¯t − u¯xx) + 4|ux|2u+ 2u2xu¯ = 0
and after some computations we get
iut − uxx = u
2
(1 + 3|u|4 + 4|u|2) (4|ux|
2u¯+ 2u¯2xu− 2u¯2uxx)−
1 + 2|u|2
1 + 3|u|4 + 4|u|2 (4|ux|
2u+ 2u2xu¯− 2u2u¯xx)
which has the form (1.2) with
f
(3) = −4|ux|2u− 2u2xu¯+ 2u2u¯xx,
and satisfies Hypothesis 1.1. Now evidently all the small solutions of this equation are periodic (since the map
u → v is invertible close to zero) and indeed it turns out that such choice of f(3) corresponds to resonant ai,
namely a1 = a2 = a4 = a5 = 0, a3 = −4, a6 = 2, a7 = −2, a8 = 0.
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Description of the paper and strategy of the proof. Since the proof involves many different arguments
we explain how the paper is organized.
Weak Birkhoff normal form. As preliminary step one looks for an approximate solution for the NLS 1.1
which will be the starting point for an iterative algorithm. Hence in Section 3 we find a better approximate
solution. One first rewrites the NLS as a dynamical system
u˙ = χ(u) =
∑
j∈Z
χj(u)∂uj (1.10)
where χ is vector field defined on the space of sequences u = {uj}j∈Z ∈ ha,p. In our case ha,p ↔ Hp(Ta;C) the
functions analytic on the toroidal domain x ∈ C such that Re(x) ∈ T and |Im(x)| ≤ a, for some a > 0. For a
precise definition see formula (2.10) in Section 2.1.
A good strategy for finding approximate solutions of a dinamical system is to perform on the equation a few
steps of Birkhoff normal form, here we follow closely the strategy of [29].
We select the sites S ⊂ Z and decompose the space of sequences ha,p into two orthogonal subspaces u =
(v, z) :=
({uk}k∈S , {uk}k∈Sc). Then one looks for a coordinate system such that {z = 0} is an approximately
invariant manifold. More precisely one splits the vector field in (1.10) as χ = ΠSχ∂v + ΠScχ∂z , hence, through
a step of Birkhoff normal form, one removes all the cubic terms O(v3), O(v2z) from ΠSχ and all the term O(v
3)
form ΠScχ that do not commute with the linear part. We then show that the dynamics on z = 0 of the terms
O(v3) is integrable and anisochronous. We perform this step in Proposition 3.16 of Section 3 and prove that the
corresponding change of variables is close to the identity up to a finite dimensional operator.
In principle one could remove also the terms O(v2z) from ΠScχ by performing a stronger normal form, this
would give us not only an approximately invariant torus but also information on the linear dynamics in the normal
directions. The reason why we do not perform such a step is the same as in [29], let us briefly illustrate it.
It is well known that in small divisor problems, the main difficulty is in proving estimates on the inverse of
the vector field linearized at an approximate torus. We see in (2.13) that the linearized operator of an unbounded
vector field as χ in (2.10) is a non constant coefficients pseudo-differential operator, let us denote it by L. In
the forced case [31] we analyzed the invertibility of a similar linear operator, by strongly exploiting the pseudo-
differential structure. To prove the invertibility of the linearized operator in the autonomous case we need to use
similar arguments. Now applying a map which is close to the identity up to a finite dimensional operator. does
not modify the pseudo-differential structure.
On the other hand, performing a step of Birkhoff normal form as in [17] which removes the terms O(v2z) from
ΠScχ, means applying a map which is close to the identity up to a small bounded operator, in general such a map
does not preserve the pseudo-differential structure.
Action-angles variables. We have underlined that in autonomous cases there are no external parameters
to modulate in order to fulfill non-degeneracy conditions. Now thanks to the step of weak Birckhoff norml form
we selected an approximatively invariant manifold where the dynamics is integrable and non-isocronous. On this
manifold we introduce action-angle variables, on the tangential sites (i.e. the sites in S), and use the initial data
as parameters which will be denoted by ξ. This is done in Section 4 using the change of coordinates in (4.1).

θ˙ = ω(0)(ξ) +G(θ)(θ, y, w)
y˙ = G(y)(θ, y, w)
z˙j = iΩ
(−1)
j zj +G
(zj)(θ, y, z),
(1.11)
here ω(0)(ξ) is an invertible linear map given by the frequency-amplitude modulation in (4.10), Ω
(−1)
j = j
2 and
G(θ, 0, 0) is appropriately small. We denote the whole vector field by F .
Now, the frequency vector ω(0) is O(|ξ|)−close to integer vector. We require that it is diophantine, by setting
|ω(ξ) · l| ≥ γ
1 + |l|τ , (1.12)
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for some τ > d and γ ∼ O(|ξ|).
Now we need to control the linearized operator in the z directions, the leading terms are those coming from
the terms O(v2z) (which we have not removed from ΠScχ) . The resulting matrix, denote it by Ω(θ, ξ), is of order
O(|ξ|) hence in principle not perturbative w.r.t. γ. We discuss this in Proposition 7.70 of Section 7.3 where we
study the invertibility of the linearized operator in the normal directions.
A crucial point is the so called “twist” condition with respect to the parameters ξ. What we need to check is
that if one “moves” the initial data ξ then the frequencies move in a non “trivial” way. We have said that the map
ξ → ω(ξ) is a diffeomorphism, this is the so-called twist condition. In order to perform our scheme we also need a
twist condition on the normal directions, namely on the average in θ of Ω(θ, ξ). The analysis of this last issue is
performed in Lemmata 9.87 and 9.88 in Section 9. Note that this is a delicate question, since we are requiring a
modulation of infinitely many normal frequencies by only finitely many parameters. The analysis would be much
simpler if one considers a fully nonlinear perturbation, of order at least four, of the cubic integrable NLS. In such
a case, for any choices of the tangential site in S, one would obtain that the map ξ → ω(ξ) is a diffeomorphism
by exploiting the integrability properties of the system. Here we need to introduce a notion of “genericity” (see
Definition 1.2) which implies that for “most” choices of the cubic terms and “most” choices of the tangential sites
the frequencies satisfy a “twist” condition. Interestingly we can produce explicitly non generic choices of cubic
non linearities such that for any choice of tangential sites the twist condition is false. In particular it turns out
that the Jacobian of the map ξ 7→ ω(ξ) has at most rank 2. It would be interesting to investigate whether quasi
periodic solutions exist for such “degenerate” cases ,see also Remark 1.7.
KAM scheme. Once we are in the setting of (1.11), we wish to apply the Abstract KAM theorem of [36].
Such theorem gives an explicit (if complicated) set of parameters ξ (denoted by O(∞)) for which quasi-periodic
solutions exist for (1.11), provided that G is tame and satisfies some smallness conditions at least close to the
approximate invariant torus. In sections 5 and 6 we first introduce the necessary notations and then state the
Theorem 6.2, and verify that all the hypotheses are fulfilled in our setting. We refer to the introduction of
[36] for a detailed description of the strategy. The theorem is mostly just a quadratically convergent iterative
scheme which produces a sequence of changes of variables Hn such that (Hn)⋆F (θ, 0, 0) tends to zero (among
other properties). This means that (Hn)−1(θ, z = 0, y = 0) is an approximately invariant torus, with a better and
better approximation, we call this object an approximate solution.
The remainder of the paper is devoted to proving that the set O(∞) is non-empty. Such set is explicitly defined
in the Theorem as the intersection of the sets O(n) where one has appropriate tame estimates on the inverse of
the linearized vector field at the n’th approximate solution, see Definition (6.43). We have to show that the O(n)
have positive measure and that the same holds for their intersection.
Let us denote the linearized vector field at the n’th approximate solution by Ln. The strategy in [28],[29],[31]...
is to prove the bounds on Ln by constructing a bounded change of variables Qn which approximately diagonalizes
it, and then imposing the invertibility of Ln by assuming bounds on the eigenvalues and controlling the norm of
Qn, Q
−1
n . In turn the fact that the diagonalizing change of variables exists is ensured by assuming bounds on the
differences of the eigenvalues and by exploiting the fact that Ln is a pseudo-differential operator. This results in
an explicit description of O(n) in terms of first and second order Melnikov conditions on the eigenvalues.
This strategy however has a serious problem in the analytic setting. The change of variables which diagonalizes
Ln in the analytic case is NOT bounded from the space in itself but loses some of the analyticity radius.
This can be trivially seen from the following example. One of the changes of variables used in order to
diagonalize is a change of variable z(x) → (Tβz)(x) := z(x + β(x)). This change of variables is used in order to
conjugate Ln to an operator whose principal term (the term containing the highest derivatives) is diagonal.
Now it is evident that this operator maps Hp(T) in itself but one cannot expect the same to hold for Hp(Ta),
where the radius of analyticity should be reduced by ∼ |β|. This means that at each step n we lose some
analyticity, of the order of the corresponding βn. Now in the strategy of [28], etc. the βn are all small but more
or less all of the same size so that the algorithm would collapse after a finite number of steps.
In order to overcome this difficulty we reason as follows. In [36] we have shown that in performing the iterative
scheme which produces the changes of variables Hn and the approximate solutions we can apply any change of
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variables which does not ruin our approximation procedure (namely which maps an approximately invariant torus
into itself), we call such changes of variables compatible, see Definition 6.44. With this fact in mind at each step
we apply to (Hn)⋆F the change of variables Tαn which conjugates Ln to an operator whose principal term is
diagonal. Note that we can apply the changes of variables Tα due to the fact that they preserve the pseudo-
differential structure, which we specify in Definition 5.29. In this way our algorithm is closed, moreover not
only (Hn+1)⋆F (θ, 0, 0) becomes smaller at each step but also the principal term of Ln+1 becomes closer to being
diagonal. This means that |αn+1| ≪ |αn| and our loss of analiticity converges.
In Section 7 we first discuss various types of changes of variables (from which we shall choose the compatible
changes of variables explained above). Then we show how to approximately diagonalize the resulting operator
and deduce the estimates on the inverse of a matrix from Melnikov conditions on the eigenvalues.
In section 8 we use the results of the previous setting in order to define recursively the compatible changes of
variables Ln. Then we show that the sets On can be expressed in terms of Melnikov conditions on the eigenvalues.
Finally in section 9 we compute the measure of the sets On and of their intersection.
2 Functional setting
In this Section we introduce the functional spaces on which we work. Moreover we analyze in a specific way
the rôle of the “reversibility” condition and how we use it in Theorems 1.3 and 1.5.
2.1 Scales of Sobolev spaces
For the analytic contest we introduce the space of analytic functions that are Sobolev on the boundary
Hp(Tba;C) :=
{
u =
∑
l∈Zb
ule
il·θ : ‖u‖2a,p :=
∑
l∈Zb
〈l〉2p|ul|2e2a|l| <∞
}
. (2.1)
for a > 0 and for some b ≥ 1. Clearly the space Hs(Tba) is in one-to-one correspondence with the sequences space.
We denote the space of sequences by ha,p (see (1.4)). If the parameters a = 0 then we denote by Hp(Tb;C) the
usual Sobolev space of functions defined on Tb.
In order to prove Theorem 1.3 and 1.5 it is convenient to study the equation as dynamical system on the
phase space H1(Ta;C) (or H
1(T;C) in the Sobolev case), i.e. look for u(t) ∈ H1(Ta;C) quasi-periodic in t. In
order to distinguish these two cases, for the autonomous system IN the paper we shall use the equivalent notation
ha,p to denote the functions in Hp(Ta;C). We shall write H
s(Td+1;C) to denote functions v(ϕ, x) defined for
(ϕ, x) ∈ Td+1.
Due to the complex nature of the NLS we need to work on product spaces. We will usually denote
Hs := Hs(Td+1;C) = Hs(Td+1;C)×Hs(Td+1;C) ∩ U , (2.2)
where
U = {(h+, h−) ∈ Hs(Td+1;C)×Hs(Td+1;C) : h+ = h−}. (2.3)
We also write Hsx to denote the phase space of functions in H
s
x(T;C) = H
s(T1;C)×Hs(T1;C) ∩ U , On the
product spaces Hs we define, with abuse of notation, the norms
‖z‖Hs := max{‖z(i)‖s}i=1,2, z = (z(1), z(2)) ∈ Hs,
‖w‖Hs := ‖z‖Hs(Td+1;C) = ‖z‖s, w = (z, z¯) ∈ Hs, z = z(1) + iz(2).
(2.4)
For a function f : Λ→ E where Λ ⊂ Rn and (E, ‖ · ‖E) is a Banach space we define
sup norm : ‖f‖supE :=‖f‖supE,Λ := sup
λ∈Λ
‖f(ω)‖E, (2.5)
Lipschitz semi−norm : ‖f‖lipE :=‖f‖lipE,Λ := sup
ω1,ω2∈Λ
ω1 6=ω2
‖f(ω1)− f(ω2)‖E
|λ1 − λ2|
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and for γ > 0 the weighted Lipschitz norm
‖f‖E,γ := ‖f‖E,Λ,γ := ‖f‖supE + γ‖f‖lipE . (2.6)
In the paper we will work with parameter families of functions in Hs, If one deal with parameters family u =
u(λ) ∈ Lip(Λ,Hs) where Hs = Hs,Hs and Λ ⊂ Rd we simply write ‖f‖Hs,γ := ‖f‖s,γ , or ‖u‖s,p,γ in the analytic
contest. All the discussion above holds for the product space ha,p := ha,p × ha,p. Along the Thesis we shall write
also
a ≤s b ⇔ a ≤ C(s)b for some constant C(s) > 0.
Moreover to indicate unbounded or regularizing spatial differential operator we shall write O(∂px) for some p ∈ Z.
More precisely we say that an operator A is O(∂px) if
A : Hsx → Hs−px , ∀s ≥ 0. (2.7)
Clearly if p < 0 the operator is regularizing.
Now we define the subspaces of trigonometric polynomials
Hn = HNn :=
{
u ∈ L2(Td+1) : u(ϕ, x) :=
∑
|(ℓ,j)|≤Nn
uj(ℓ)e
i(ℓ·ϕ+jx)
}
(2.8)
where Nn := N
( 32 )
n
0 , and the orthogonal projection
Πn := ΠNn : L
2(Td+1)→ Hn, Π⊥n := 1−Πn.
This definitions can be extended to the product spaces in (2.2) in the obvious way. We have the following classical
result.
Lemma 2.8. Fo any s ≥ 0 and ν ≥ 0 there exists a constant C := C(s, ν) such that
‖Πnu‖s+ν,γ ≤ CNνn‖u‖s,γ, ∀u ∈ Hs,
‖Π⊥n u‖s ≤ CN−νn ‖u‖s+ν, ∀u ∈ Hs+ν .
(2.9)
We omit the proof of the Lemma since bounds (2.9) are classical estimates for truncated Fourier series which hold
also for the norm in (2.6) and in the analytic case.
For any
u := (u+, u−) ∈ ha,p := ha,p × ha,p.
we consider the dynamical system
u˙ := −iE
[
uxx +
(
f
+(u,ux,uxx)
f
−(u,ux,uxx)
)]
= χ(u) =
(
χ+(u)
χ−(u)
)
, E =
(
1 0
0 −1
)
, (2.10)
where f± are defined in such a way that, on the subspace U := {u+ = u−}, the system (2.10) is equivalent to
(1.1). Essentially one look for an extension such that (f+, f−) = (f, f¯). If f is analytic this extension is completely
standard, indeed one may Taylor expand f as totally convergent series in u, u¯ (and their derivatives). In the Cq
case this requires some care, see Section 1 in [31] for more details. Here the notation of a vector field is the
following:
χ(u) =
∑
σ=±
χσ(u)∂uσ =
∑
σ=±
∑
j∈Z
χσj ∂uσj , (2.11)
Note that the map F : ha,p → ha,p−2 defined by
F : u 7→
(
f
+(u,ux,uxx)
f
−(u,ux,uxx)
)
, (2.12)
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is a composition operator. This implies that the linearized operator at some u is of the form
duF(u) = dη±2
(
f
+(u,ux,uxx)
f
−(u,ux,uxx)
)
∂xx + dη±1
(
f
+(u,ux,uxx)
f
−(u,ux,uxx)
)
∂x + dη±0
(
f
+(u,ux,uxx)
f
−(u,ux,uxx)
)
.
Thus χ linearized at any u has a very special multiplicative structure, namely on U it acts on functions h(x) =
(h+(x), h−(x)) as
duχ(u)[h] = −iE
[(
1 + a2(x) b2(x)
b¯2(x) 1 + a¯2(x)
)
∂xx +
(
a1(x) b1(x)
b¯1(x) a¯1(x)
)
∂x +
(
a0(x) b0(x)
b¯0(x) a¯0(x)
)]
h(x). (2.13)
2.2 Reversible structure.
Consider the following involution
S : u(t, x)→ −u¯(t,−x), S2 = 1. (2.14)
By Hypothesis 1.1 it turns out that equation (2.10) is reversible with respect the involution (2.14) and hence we
have
−S ◦ χ(u) = χ ◦ S(u).
Hence the subspace of “reversible” solutions
u(t, x) = −u¯(−t,−x). (2.15)
is invariant. Actually we look for odd reversible solutions i.e. u which satisfy (2.15) and u(t, x) = −u(t,−x).
Hence we choose as phase space of (2.10)
h
a,p
odd :=
{
(u+, u−) ∈ ha,p : uσk = −uσ−k
}
, (2.16)
essentially the couples of odd functions in Hp(Ta). Then (2.15) reads u(t, x) = u¯(−t, x).
It shall be convenient to introduce also the following spaces of odd or even functions in x ∈ T. For all s ≥ 0,
we set
Xs :=
{
u ∈ Hs(Td ×T) : u(ϕ,−x) = −u(ϕ, x), u(−ϕ, x) = u¯(ϕ, x)} ,
Y s :=
{
u ∈ Hs(Td ×T) : u(ϕ,−x) = u(ϕ, x), u(−ϕ, x) = u¯(ϕ, x)} ,
Zs :=
{
u ∈ Hs(Td ×T) : u(ϕ,−x) = −u(ϕ, x), u(−ϕ, x) = −u¯(ϕ, x)} , (2.17)
Note that odd reversible solutions means u ∈ Xs, moreover an operator reversible w.r.t. the involution S maps
Xs to Zs.
Definition 2.9. We denote with bold symbols the spaces Gs := Gs ×Gs ∩ U where Gs is Hs, Xs, Y s or Zs.
We denote by Hsx := H
s(T) the Sobolev spaces of functions of x ∈ T only, same for all the subspaces Gsx and Gsx.
Remark 2.10. Given a family of linear operators A(ϕ) : Hsx → Hsx for ϕ ∈ Td, we can associate it to an
operator A : Hs(Td+1) → Hs(Td+1) by considering each matrix element of A(ϕ) as a multiplication operator.
This identifies a subalgebra of linear operators on Hs(Td+1). An operator A in the sub-algebra identifies uniquely
its corresponding “phase space” operator A(ϕ). With reference to the Fourier basis this sub algebra is called
“Töpliz-in-time” matrices (see formulæ (7.7), (7.8)).
Recalling the definitions (2.17), we set,
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Definition 2.11. An operator R : Hs → Hs is “reversible” with respect to the reversibility (2.14) if
R : Xs → Zs, s ≥ 0 (2.18)
We say that R is “reversibility-preserving” if
R : Gs → Gs, for Gs = Xs, Y s, Zs, s ≥ 0. (2.19)
In the same way, we say that A : Xs → Zs, for s ≥ 0 is “reversible”, while A : Gs → Gs, for Gs = Xs,Ys,Zs,
s ≥ 0 is “reversibility-preserving”.
Remark 2.12. Note that, since Xs = Xs×Xs∩U , Definition 2.11 guarantees that a reversible operator preserves
also the subspace U , namely (u, u¯) R→ (z, z¯) ∈ Hs ×Hs ∩ U .
3 Weak Birkhoff Normal Form
In this Section we select a finite dimensional subspace "approximatively" invariant for the system (2.10)
from which the solution for the entire system will bifurcate. This procedure is necessary since NLS equation is
completely resonant near u = 0. In other words all the solution of the linear equation are periodic. Let fix some
notation. Given a finite set of distinct numbers {j1, . . . , jN} = E+ ⊂ N we define E := {±j1, . . . ,±jN} ⊂ Z.
This decomposes naturally ha,p into two orthogonal subspaces u = ({uj}j∈E , {uj}j /∈E). We write
u(x) = ΠEu+Π
⊥
Eu , h
a,p = ΠEh
a,p ⊕Π⊥Eha,p. (3.1)
We choose S+ = {v1, . . . , vd} ⊂ N as above and denote v = ΠSu the tangential variables and z = Π⊥S u the normal
ones. For a finite dimensional subspace E := span{eijx : |j| < C}, C > 0 we denote ΠE its L2 projector.
As notation we will also indicate with R(vqzr) a homogeneous polynomial
R(vqzr) := M [
q−times︷ ︸︸ ︷
v+, . . . , v+, v−, . . . v−,
r−times︷ ︸︸ ︷
z+, . . . , z+, z−, . . . , z−],
with M a q, r–multilinear operator in the variables v±, z±.
Definition 3.13. For any natural k consider a 2k-uple ~ = (j1, . . . , j2k) ∈ Z2k. We say that ~ is a k-resonance
if
2k∑
i=1
(−1)iji = 0 ,
2k∑
i=1
(−1)ij2i = 0.
We say that a k-resonance is trivial if ji = ji+1 up to a permutation of the {j2l}kl=1.
We say that a 2k-uple is non-resonant, ~ ∈ N if
2k∑
i=1
(−1)iji = 0 ,
2k∑
i=1
(−1)ij2i 6= 0
Remark 3.14. Note that all 2-resonances are trivial. Indeed if j1 − j2 + j3 − j = 0 then j21 − j22 + j23 − j2 =
2(j1 − j2)(j2 − j3) = 0.
Lemma 3.15. For S generic one has that that there are no non-trivial 3-resonances with at least five points in S
Proof. We just need to exhibit the polynomial which gives such genericity condition.
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Given ~ = (j1, . . . , jn) ∈ Zn for some n we say that
~ ∈ Al , if at most l of the ji are not in S .
Note that for each fixed n the set (j1, . . . , jn) ∈ A1 is finite dimensional. For a finite dimensional subspace
E := span{eijx : |j| < C}, C > 0 we denote ΠE its L2 projector.
Proposition 3.16 (Weak Birkhoff Normal Form). There exists an analytic change of variables of the form
u+ = Φ(u) = u+Ψ(u), (3.2)
where Ψ is a finite rank map. The map Φ(u) is defined for all 1 u ∈ ha,p such that ‖u‖a,p1 ≤ ǫ0, and satisfies
the bounds:
‖Ψ(u)‖a,p ≤ Cpǫ20‖ΠEu‖a,p , ‖duΨ(u)[h]‖a,p ≤ Cp
(
ǫ20‖ΠEh‖a,p + ǫ0‖ΠEu‖a,p‖ΠEh‖a,p1
)
(3.3)
for all u : ‖u‖a,p1 ≤ ǫ0. Actually Ψ is tame modulus in the sense of [39], namely it respects interpolation bounds
also for the higher order derivatives.
Finally Φ preserves ha,podd ∩ U and the new vector field Φ∗χ := Υ restricted to U is reversible and has the form
Υ− = Υ+,
ΠSΥ
+ := −i(v+xx +A(u) +B+1 (u)),
Π⊥SΥ
+ := −i(z+xx +Q(u) +B+2 (u)),
(3.4)
where
Bσ1 (u) :=
∑
i,j,k∈S
Cikju
+
i u
−
i u
+
k u
−
k u
σ
j ∂uσj +
∑
j∈S
∑
k∈Sc,
χkkjju
+
k u
−
k u
σ
j ∂uσj ,+
3∑
q=0
R(vqz5−q) + ΠSh
(>5)(u)),
Bσ2 (u) :=
4∑
q=0
R(vqz5−q) + Π⊥S h
(>5)(u)),
(3.5)
h(>5) collects all terms with degree greater than 5, and for2 u ∈ U
A(u) :=
∑
j∈S
Cjj |uj|2uj∂uj +
∑
j∈S
(
∑
i∈S
k 6=j
Ckj |uk|2)uj∂uj , Q(u) =
∑
j∈Sc
∑
j1−j2+j3−j=0,
(j1,j2,j3,j)/∈A1
χj1j2j3juj1 u¯j2uj3∂uj ,
Cjj := χjjjj , C
k
j := χkkjj + χjkkj ,
χj1j2j3j := a1 − a2j23 + a3j1j2 − a6j22 − a7j1j2 − a4j1j2j23 + a8j1j22j3 − a5j21j22j23
(3.6)
Proof. Now consider the equation (1.1). As notation for a vector field F we denote by Fj1...j2k+1j the coefficient
of the monomial u+j1u
−
j2
. . . u+j2k+1∂u+j
. We divide
χ(u) = N + χ3(u) + χ5(u) + χ>5(u)
a direct computation gives
N = i
∑
j
j2u+j ∂u+j
− i
∑
j
j2u−j ∂u−j
1note that ǫ0 is fixed in terms of r0 and a, p1.
2extending polynomials outside U is trivial just apply u→ u+ and u¯→ u−.
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while
χ3(u) = −i
∑
j∈Z
∑
j1−j2+j3=j
ji∈Z,i=1,2,3
χj1j2j3ju
+
j1
u−j2u
+
j3
∂u+j
+ i
∑
j∈Z
∑
j1−j2+j3=j
ji∈Z,i=1,2,3
χ¯j1j2j3ju
−
j1
u+j2u
−
j3
∂u−j
with χj1j2j3j ∈ R defined in (3.6), comes from f . The other terms collect respectively the part of degree 5 and
> 5 of g.
We want to eliminate from χ all the monomials u+j1u
−
j2
u+j3∂u+j
or u−j1u
+
j2
u−j3∂u−j
such that the list (j1, j2, j3, j) ∈
A1 ∩ N. Note that this is a finite set of monomials.
We define the transformation Φ(1) as the time−1 flow map generated by the vector field
F3(u) = −
∑
σ=+1,−1
σ
∑
j∈Z
∑
j1−j2+j3=j
(j1,j2,j3,j)∈A1∩N
χj1j2j3j
(j21 − j22 + j23 − j2)
uσj1u
−σ
j2
uσj3∂uσj
−
∑
σ=+1,−1
σ
∑
j∈S
∑
j1−j2+j3=j
(j1,j2,j3,j)∈(A1)
c∩N
χj1j2j3j
(j21 − j22 + j23 − j2)
uσj1u
−σ
j2
uσj3∂uσj
(3.7)
By construction the transformation Φ(1) has finite rank. Moreover one has
χj1j2j3j ∈ R, χ(−j1)(−j2)(−j3)(−j) = χj1j2j3j ,
hence the vector field F3 in (3.7) is reversibility preserving.
By construction the push-forward of the vector field Φ
(1)
∗ χ := Y has the form Y = N +Y3 +Y5 +Y>5, where
Y3 contains only monomials uσj1u−σj2 uσj3∂uσj such that (j1, j2, j3, j) is either a trivial resonance or is not in A1 or
j ∈ S and at least two among j1, j2, j3 are in Sc (see the second summand in Bσ1 in (3.5)) . The trivial resonances
in A1 give A(u), all the other terms either contribute to B1 or to Q. More explicitly In this way the system
u˙ = Y(u) possesses an invariant subspace HS and its dynamics is integrable and, as we will see, non-isochronous.
In order to enter a perturbative regime we need to cancel further term from the vector field. In particular we
look for a transformation Φ(2) such that the field Υ := Φ
(2)
∗ Y does not contain monomials uσj1u−σj2 uσj3u−σj4 uσj5∂uσj
such that the list (j1, j2, j3, j4, j5, j) ∈ A1 ∩ N, as in degree three this is a finite set of monomials. Φ(2) is the time
1 flow of the vector field F5 of the form
F5(u) = −
∑
j∈Z
∑
j1−j2+j3−j4+j5=j
(j1,j2,j3,j4,j5,j)∈A1∩N
Yj1j2j3j4j5j
(j21 − j22 + j23 − j24 + j25 − j2)
u+j1u
−
j2
u+j3u
−
j4
u+j5∂u+j
+
+
∑
j∈Z
∑
j1−j2+j3−j4+j5=j
(j1,j2,j3,j4,j5,j)∈A1∩N
Yj1j2j3j4j5j
(j21 − j22 + j23 − j24 + j25 − j2)
u−j1u
+
j2
u−j3u
+
j4
u−j5∂u−j
. (3.8)
Again by construction Φ(2) has finite rank. Moreover since Y is reversible then F5 is reversibility preserving.
Finally Υ := Φ
(2)
∗ Y = N + Y3 + Υ5 + Υ>5 contains only monomials such that (j1, j2, j3, j4, j5, j) is either a
resonance or is not in A1. By Lemma 3.15 all the resonances in A1 are trivial and hence contribute to the first
summand in B1. Now we perform the last step in order to cancel out from Y3
For the tame estimates (3.3) we refer to [39].
Remark 3.17. Note that, by construction the change of variables written on functions Hp(Ta) is
u(x) q(x) = u(x) +
∑
j∈E
Ψj(ΠEu)e
ijx
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hence setting u = Φ−1(q) = q(x) +
∑
j∈E Ψ˜j(ΠEq)e
ijx one has
Υ(q) := dΦ(Φ−1(q))χ(Φ−1(q)) = −iE
[
uxx +
(
f
+(u,ux,uxx)
f
−(u,ux,uxx)
)]
+ dΨ(u)χ(u) .
Then ( see Lemma 7.1 of [29] for a detailed proof)
dqΥ(q) = −iE [∂xx + duF(u)] +R(q)
where the first term is described in (2.13), while for some fixed N
R(q)[h] =
N∑
m=1
(
h(x), a(m)(q;x)
)
L2
b(m)(q;x) .
Here a(m), b(m) are functions in ha,p depending on q and such that, for any m, one of the a(m), b(m) is equal to
eijx for some j ∈ E. In other words R is a linear operator sum of two terms, one maps ΠEha,p into ha,p and the
other maps ha,p into ΠEh
a,p.
4 Action-angles variables
In the previous paragraph we have worked in the Fourier basis and we have shown that the change of variables
preserves ha,podd. Now we restrict our vector field to h
a,p
odd defined in (2.16). In the present setting however it will
be more convenient to express ha,podd over N by passing to the “sine” Fourier basis.
We want to switch the tangential variables to polar coordinates. We set
2uσ±vi := ±σ
1
2i
√
ξi + yie
σiθi , i = 1, . . . , d
uσj := σ
sign(j)
2i
zσ|j|, j ∈ Sc,
(4.1)
this is a well defined , analytic change of variables for ξi > 0, |yi| < ξi. Our phase space is hence Tds × Cd × ℓa,p.
Here
ℓa,p ≡ Π⊥Sha,podd, ‖w‖2a,p :=
∑
l∈Sc
〈l〉2p|wl|2e2a|l|, w = (zj , z¯j)j∈Sc , (4.2)
(see (2.16)) is a sequence space indexed in Sc := N \ S+ with a Hilbert structure w.r.t. the norm in (4.2).
In the new variables U becomes
U := {(θ, y, w) ∈ C2d × ℓ0,0 : θ ∈ Td , y ∈ Rd , z− = z¯+}. (4.3)
For ε small we consider ξ ∈ ε2Λ = ε2[1/2, 3/2]d and the domain
Da,p(s0, r0) :=
{
θ ∈ Tds0 , |y| ≤ r20 , ‖w‖a0,p1 ≤ r0
} ⊆ Tds0 × Cd × ℓa,p. (4.4)
One can check that there exist constant c1 and c2 such that, if
r0 < c1ε < ε/2,
√
2dc2κ
p1es+aκε < ǫ0, κ := max(|vi|), (4.5)
then one has Φ(ξ) : Da,p+ν(s0, r0)→ Bǫ0 , where the vector field Υ is well defined. We assume that our parameters
ε, r0, s0 satisfy (4.5) so that we can apply Φξ to our vector field. In the new variables one has u(x) = v(θ, y;x) +
w(x) with
v = (v+, v−) , v± :=
d∑
i=1
√
ξi + yie
±iθi sin(vix), w = (z
+, z−) , zσ =
∑
j∈Sc
zσj sin(jx), (4.6)
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and
F := Φ
(ξ)
∗ Υ = F
(θ)(θ, y, w)∂θ + F
(y)(θ, y, w)∂y + F
(w)(θ, y, w)∂w , (4.7)
reads
F (θk)(θ, y, w) =
Υ+
vk
2iv+vk
− Υ
−
vk
2iv−vk
= vk
2 − (M(ξ + y))k − e
−iθk(B+1 )vk + e
iθk(B−1 )vk√
ξk + yk
k = 1, . . . , d,
F (yk)(θ, y, w) = 4v−
vk
Υ+
vk
+ 4v+
vk
Υ−
vk
= 2i
√
ξk + yk(e
−iθk(B+1 )vk − eiθk(B−1 )vk), k = 1, . . . , d
F (w)(θ, y, w)) = 2Π⊥SΥ
(4.8)
where M is the twist matrix
Mkh = 1
4
(
Cvh
vk
+ C−vh
vk
)
for k, h = 1, . . . , d , vk, vh ∈ S+. (4.9)
We define ω(0) ∈ Rd the vector of unperturbed frequencies as
ω
(0)
j = ω
(0)
j (ξ) := λ
(−1)
j + λ
(0)
j (ξ), λ
(−1)
j := j
2, λ
(0)
j (ξ) := −(Mξ)j , j ∈ S+. (4.10)
We set
N0 := ω
(0)(ξ) · ∂θ +Ω(−1)w∂θ, (4.11)
where (Ω(−1))σσ = iσdiag j
2, (Ω(−1))−σσ = 0. With this notation F = N0 + G has an approximately invariant
torus.
5 Nonlinear functional setting
We set
Va,p := C
d × Cd × ℓa,p .
We shall need two parameters, p0 < p1. Precisely p0 > d/2 is needed in order to have the Sobolev embedding
and thus the algebra properties, while p1 will be chosen very large and is needed in order to define the phase
space.
Definition 5.18 (Phase space). Given p1 large enough, we consider the toroidal domain
T
d
s ×Da,p(r) := Tds ×Br2 ×Br,a,p,p1 ,⊂ Va,p (5.12)
where
T
d
s :=
{
θ ∈ Cd : Re(θ) ∈ Td, max
h=1,...,d
|Im θh| < s
}
,
Br2 :=
{
y ∈ Cd : |y|1 < r2
}
, Br,a,p,p1 :=
{
w ∈ ℓa,p : ‖w‖a,p1 < r
}
,
and we denote by Td := (R/2πZ)d the d-dimensional torus.
We denote the set of variables V :=
{
θ1, . . . , θd, y1, . . . , yd, w
}
. Fix some numbers s0, a0 ≥ 0 and r0 > 0. Given
s ≤ s0, a, a′ ≤ a0, r ≤ r0, p, p′ ≥ p0 consider maps
f : Tds ×Da′,p′(r)→ Va,p
(θ, y, w)→ (f (θ)(θ, y, w), f (y)(θ, y, w), f (y)(θ, y, w)), (5.13)
with
f (v)(θ, y, w) =
∑
l∈Zd
f
(v)
l (y, w)e
il·θ , v ∈ V ,
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where f (v)(θ, y, w) ∈ C for v = θi, yi while f (w)(θ, y, w) ∈ ℓa,p. We shall use also the notation
f (θ)(θ, y, w), f (y)(θ, y, w) ∈ Cd.
Note that, by (4.4) and (4.5), the field F in (4.8) has the same form of (5.13).
In order to study the properties of the vector field F we first need to introduce some notations.
We define a norm (pointwise on y, w) by setting
‖f‖2s,a,p := ‖f (θ)‖2s,p + ‖f (y)‖2s,p + ‖f (w)‖2s,a,p (5.14)
where
‖f (θ)‖s,p :=

1
s0
sup
i=1,...,d
‖f (θi)(·, y, w)‖Hp(Tds) s ≤ s0 6= 0,
sup
i=1,...,d
‖f (θi)(·, y, w)‖Hp(Td) , s = s0 = 0
(5.15)
‖f (y)‖s,p := 1
r20
d∑
i=1
‖f (yi)(·, y, w)‖Hp(Tds) (5.16)
‖f (w)‖s,a,p := 1
r0
 ∑
l∈Zd,j∈Sc
〈l, j〉2p|(f (w)l (y, w))j |2e2s|l|e2a|j|

1
2
(5.17)
where Hp(Tds) = H
p(Tds ;C) is the standard Sobolev space with norm
‖u(·)‖2Hp(Tds) :=
∑
l∈Zd
|ul|2e2s|l|〈l〉2p, 〈l〉 := max{1, |l|}. (5.18)
Note that trivially ‖∂p′θ u‖Hp(Tds ) = ‖u‖Hp+p′(Tds).
Remark 5.19. Note that, since in this case ℓa,p = Π
⊥
Sh
a,p
odd then fixing p0 ≥ (d + 1)/2 we have that ‖ · ‖s,a,p in
(5.17) is nothing but the norm of the Sobolev space Hp(Tds ×Ta). In particular one can check that such norm is
equivalent to the one introduced in [36].
It is clear that any f as in (5.13) can be identified with “unbounded” vector fields by writing
f ↔
∑
v∈V
f (v)(θ, y, w)∂v, (5.19)
where the symbol f (v)(θ, y, w)∂v has the obvious meaning for v = θi, yi while for v = w is defined through its
action on differentiable functions G : ℓa,p → C as
f (w)(θ, y, w)∂wG := dwG[f
(w)(θ, y, w)].
Similarly, provided that |f (θ)(θ, y, w)| is small for all (θ, y, w) ∈ Tds ×Da,p(r) we may lift f to a map
Φ := (θ + f (θ), y + f (y), w + f (w)) : Tds ×Da′,p′ → Tds1 × Cd × ℓa,p , for some s1 ≥ s , (5.20)
and if we set ‖θ‖s,a,p := 1 we can write
‖Φ(v)‖s,a,p = ‖v‖s,a,p + ‖f (v)‖s,a,p , v = θ, y, w .
Note that
‖y‖s,a,p = r−20 |y|1 , ‖w‖s,a,p = r−10 ‖w‖a,p.
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Remark 5.20. Note that if there exists c = c(d) such that if ‖f‖s,a,p1 ≤ cρ one has
Φ : Tds ×Da+̺a0,p(r)→ Tds+ρs0 ×Da,p(r + ρr0).
We are interested in vector fields defined on a scale of Hilbert spaces; precisely we shall fix ̺, ν, q ≥ 0 and
consider vector fields
F : Tds ×Da+̺a0,p+ν(r) ×O → Va,p , (5.21)
for some s < s0, a + ̺a0 ≤ a0, r ≤ r0 and all p+ ν ≤ q. Moreover we require that p1 in Definition 5.18 satisfies
p1 ≥ p0 + ν + 1.
Remark 5.21. Here ν represents the loss of regularity of the field F . In the NLS case (for F in (4.8)) one has
ν = 2. We shall give same definition for generic ν ≥ 0 since we shall also need to deal with bounded vector field,
i.e. ν = 0.
Definition 5.22. Fix 0 ≤ ρ, ̺ ≤ 1/2, and consider two differentiable maps Φ = 1 + f , Ψ = 1 + g as in (5.20)
such that for all p ≥ p0, 2ρs0 ≤ s ≤ s0, 2ρr0 ≤ r ≤ r0 and 0 ≤ a ≤ a0(1− 2̺) one has
Φ,Ψ : Tds−ρs0 ×Da+̺a0,p(r − ρr0)→ Tds ×Da,p(r). (5.22)
If
1 = Ψ ◦ Φ : Tds−2ρs0 ×Da+2̺a0,p(r − 2ρr0) −→ Tds ×Da,p(r)
(θ, y, w) 7−→ (θ, y, w) (5.23)
we say that Ψ is a left inverse of Φ and write Φ−1 := Ψ.
Moreover fix ν ≥ 0, 0 ≤ ̺′ ≤ 1/2. Then for any F : Tds ×Da+̺′a0,p+ν(r)→ Va,p, with 0 ≤ a ≤ a0(1− 2̺− ̺′),
we define the “pushforward” of F as
Φ∗F := dΦ(Φ
−1)[F (Φ−1)] : Tds−2ρs0 ×Da+(2̺+̺′)a0,p+ν(r − 2ρr0)→ Va,p . (5.24)
We need to introduce parameters ξ ∈ O0 a compact set in Rd. Given any compact O ⊆ O0 we consider
Lipschitz families of vector fields
F : Tds ×Da′,p′(r)×O → Va,p , (5.25)
and say that they are bounded vector fields when p = p′ and a = a′. Given a positive number γ we introduce the
weighted Lipschitz norm
‖F‖~v,p = ‖F‖γ,O,s,a,p := sup
ξ∈O
‖F (ξ)‖s,a,p + γ sup
ξ 6=η∈O
‖F (ξ)− F (η)‖s,a,p−1
|ξ − η| . (5.26)
and we shall drop the labels ~v = (γ,O, s, a) when this does not cause confusion.
Definition 5.23. We shall denote by V~v,p with ~v = (γ,O, s, a, r) the space of vector fields as in (5.21) with ρ = 0.
By slight abuse of notation we denote the norm ‖ · ‖γ,O,s,a,p = ‖ · ‖~v,p .
Remark 5.24. Note that we have a projector operator defined on the whole space C2d × ℓa,p. On the space
ℓa,p = Π
⊥
Sh
a,p
odd one has the projector given by
ΠℓKw = {wj}|j|≤K .
Note that the space ℓa,p we have now defined satisfies Hypothesis 1 in [36].
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5.1 Polynomial decomposition
In V~v,p we identify the closed monomial subspaces
V(v,0) := {f ∈ V~v,p : f = f (v,0)(θ)∂v} , v ∈ V
V(v,v′) := {f ∈ V~v,p : f = f (v,v′)(θ)[v′]∂v} , v ∈ V , v′ ∈ U := {y1, . . . , yd, w},
(5.27)
As said after (5.13) it will be convenient to use also vector notation so that, for instance
f (y,y)(θ)y · ∂y ∈ V(y,y) =
⊕
i≤j=1,...,d
V(yi,yj)
with f (y,y)(θ) a d× d matrix.
Note that the polynomial vector fields of degree 1 are
P1 :=
⊕
v∈V
⊕
v1∈U∪{0}
V(v,v1) , (5.28)
so that, given a polynomial F ∈ P1 we may define its “projection” onto a monomial subspace ΠV(v,v1) in the
natural way.
Since we are not working on spaces of polynomials, but on vector fields with finite regularity, we need some
more notations. Given a C2 vector field F ∈ V~v,p, we introduce the notation
F (v,0)(θ) := F (v)(θ, 0, 0), F (v,v
′)(θ)[·] := dv′F (v)(θ, 0, 0)[·], v ∈ V , v′ = y1, . . . , yd, w. (5.29)
By Taylor approximation formula any vector field in V~v,p which is C2 in y, w may be written in a unique way
as sum of its Taylor polynomial in P1 plus a C2 (in y, w) vector field with a zero of order at least 2 at y = 0,
w = 0. We think of this as a direct sum of vector spaces and introduce the notation
ΠV(v,v1)F := F
(v,v1)(θ)[v1] , (5.30)
we refer to such operators as projections.
Definition 5.25. We identify the vector fields in V~v,p which are C2 in y, w, with the direct sum
W(1)~v,p = P1 ⊕R1 ,
where R1 is the space of C2 (in y, w) vector fields with a zero of order at least 2 at y = 0, w = 0. On W(1)~v,p we
induce the natural norm for direct sums, namely for
f =
∑
v∈V
(
f (v,0)(θ) +
∑
v1∈U
f (v,v1)(θ)[v1]
)
∂v + fR1 fRk ∈ R1 ,
we set
‖f‖(1)~v,p :=
∑
v∈V
(
‖f (v,0)‖~v,p +
∑
v1∈U
‖f (v,v1)(·)[v1]‖~v,p
)
+ ‖fR1‖~v,p . (5.31)
We can and shall introduce in the natural way the polynomial subspaces and the norm (5.31) also for maps
Φ = (θ + f (θ), y + f (y), w + f (w)) with
Φ : Tds ×Da′,p′(r) ×O → Tds1 ×Da,p(r1) ,
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since the Taylor formula holds also for functions of this kind.
We also denote
〈V(v, v1)〉 :={f ∈ V(v,v1) : f = 〈f (v,v1)〉 · ∂v},
V(v,v1)0 := {f ∈ V(v,v1) : f = (f (v,v1) − 〈f (v,v1)〉) · ∂v} ,
(5.32)
where 〈f〉 := 1
(2π)d
∫
Td
f(θ)dθ.
Tame vector fields. We now define vector fields behaving “tamely” when composed with maps Φ. In order to
simplify the notation, from now on we set
‖f‖~v,p = ‖f‖(1)~v,p . (5.33)
Definition 5.26. Fix a large q ≥ p1, and a set O. Consider a C5 vector field
F ∈ W(1)~v,p, ~v = (γ,O, s, a, r) .
We say that F is C3- tame (up to order q) if there exists a scale of constants C~v,p(F ), with C~v,p(F ) ≤ C~v,p1(F )
for p ≤ p1, such that the following holds.
For all p0 ≤ p ≤ p1 ≤ q consider any C3 map Φ = (θ + f (θ), y + f (y), w + f (w)) with
Φ : Tds′ ×Da1,p1(r′)×O → Tds ×Da,p+ν(r) , for some r′ ≤ r , s′ ≤ s;
and denote ~v′ = (γ,O, s′, a, r′). Then
(i) for any m = 0, . . . , 3 and any m vector fields
h1, . . . , hm : T
d
s′ ×Da1,p1(r′)×O → Va,p+ν , (5.34)
one has that the symmetric m-linear map dm
U
F (Φ) satisfies (see (5.27) for the definition of U):
(Tm) ‖dmU F (Φ)[h1, . . . , hm]‖~v′,p ≤
(
C~v,p(F ) + C~v,p0(F )‖Φ‖~v′,p+ν
)∏m
j=1 ‖hj‖~v′,p0+ν
+C~v,p0(F )
∑m
j=1 ‖hj‖~v′,p+ν
∏
i6=j ‖hi‖~v′,p0+ν
for all (y, w) ∈ Da1,p1(r′) and p ≤ q. Here dUF is the differential of F w.r.t. the variables U := {y1, . . . , yd, w}
and the norm is the one defined in (5.33).
(ii) For m = 1, 2, 3 and given h1, . . . , hm−1 as in (5.34), consider the linear maps Dm : Va,p+ν → Va,p defined
by
h 7→ Dm[h] := dmU F (Φ)[h1, . . . , hm−1, h], (5.35)
set moreover
Xp := Hp(Tds ;C
d × ℓa,p0) ∩Hp0(Tds ;Cd × ℓa,p)
and
Y p := Hp(Tds ;Va,p0) ∩Hp0(Tds ;Va,p)
for p ≥ p1. We require3
(Tm)
∗ ‖D∗m[v]‖γ,O,Xp−ν ≤
(
C~v,p(F ) + C~v,p0(F )‖Φ‖~v′,p+ν
)∏m−1
j=1 ‖hj‖~v′,p0+ν‖v‖γ,O,Y p0
+ C~v,p0(F )
∑m−2
j=1 ‖hj‖~v′,p+ν
∏
i6=j ‖hi‖~v′,p0+ν‖v‖γ,O,Y p0
+ C~v,p0(F )
∏m−1
i=1 ‖hi‖~v′,p0+ν‖v‖γ,O,Y p
(5.36)
We call C~v,p(F ) the p-tameness constants of F .
We say that a bounded vector field F is adjoint tame if the conditions (Tm) -(Tm)
∗ above hold with ν = 0.
Remark 5.27. Note that in the definition above appear two regularity indices: 3 being the maximum regularity
in y, w and q the one in θ. Note that in the w−component the norm ‖ · ‖Xp is equivalent to the norm ‖ · ‖s,a,p.
3We recall that, given a linear operator A : X → Y its adjoint is A∗ : Y ∗ → X∗. Our condition implies that (dUF (Φ))∗ is bounded
from Y1 → X1, with Y1 ⊂ Y
∗ and X1 ⊂ X
∗ this is hence a much stronger condition.
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5.2 Normal form decomposition
In this Section we introduce a suitable decomposition of our vector fields.
Definition 5.28 ((N ,X ,R)−decomposition).
N := V(θ,0) ⊕ V(w,w) , X := V(y,0) ⊕ V(y,y) ⊕ V(y,w) ⊕ V(w,0). (5.37)
We then decompose
W~v,p = C5 ∩W(1)~v,p := N ⊕X ⊕R
where C5 is the set of vector fields with (5)-regularity in y, w, R contains all of R1 and all the polynomials
generated by monomials not in N ⊕X . We shall denote ΠR := 1−ΠN −ΠX and more generally for S = N ,X ,R
we shall denote Π⊥S := 1−ΠS .
In order to apply the Abstract KAM Theorem of [36] it remains to introduce a suitable subspace of vector
field which is called E , accordingly with the notations used in [36].
We first introduce the notion of Pseudo-differential vector field.
Definition 5.29 (Pseudo-differential vector fields). We say that a vector field F is of Schrödinger pseudo-
differential type if there exists N > 0 such that its differential in a neighborhood of u0 = (θ, 0, 0) has the form,
dwF
(w)(u)[·] = P (u)[·] + K (u)[·] (5.38)
where
P(u) = −iE Π⊥S
[(
1 + a2(u;x) b2(u;x)
b¯2(x) 1 + a¯2(u;x)
)
∂xx +
(
a1(u;x) b1(u;x)
b¯1(x) a¯1(u;x)
)
∂x
]
Π⊥S
− iE Π⊥S
[(
a0(u;x) b0(u;x)
b¯0(u;x) a¯0(u;x)
)]
Π⊥S
maps ℓa,p → ℓa,p with ai(u), bi(u) ∈ Hp(Tds ×Ta;C) for i = 0, 1, 2. Similarly
K (u)[h(w)] =
N∑
m=1
(cm, h
(w))L2dm (5.39)
is a linear operator ℓa,p → ℓa,p of finite rank equal to N with (·, ·)L2 the usual L2 scalar product on T (note
that ℓa,p is identified with odd functions in h
a,p) where and cl ∈ Hp−2(Tds × Ta;C), dl ∈ Hp(Tds × Ta;C) for
l = 1, . . . , N. Finally we require
‖ai‖~v,p ≤ C(F )(1 + ‖u‖~v,p+2)
‖duai[h]‖~v,p ≤ C(F )(‖h‖~v,p+2 + ‖u‖~v,p+2‖h‖p0+2),
(5.40)
for some constant depending on F . The same holds for the other coefficients.
We remark that the condition that dwF
(w)(u)[·] maps ℓa,p+2 to ℓa,p implies some parity conditions in x ∈ T
on the coefficients.
Definition 5.30 (The subspace E). Fix ~v0 := (γ0,O0, s0, a0) with O0a compact subset of Rd.
We denote by E the subset of F ∈ V~v0,p such that
for (θ, y, w) restricted to U in (4.3), is
Tame: F is tame according to Definition 5.26;
Pseudo differential: F is a pseudo differential vector field according to Definition 5.29;
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Gauge preserving: the vector field F commutes with XM :=
∑
i ∂θi + iz∂z − iz¯∂z¯;
Reversible: one has 
F (θ)(−θ, y, (z¯, z))
F (y)(−θ, y, (z¯, z))
F (z
+)(−θ, y, (z¯, z))
F (z
−)(−θ, y, (z¯, z))
 = −

−F (θ)(θ, y, (z, z¯))
F (y)(θ, y, (z, z¯))
F (z
−)(θ, y, (z, z¯))
F (z
+)(θ, y, (z, z¯))
 , (5.41)
Real-on-Real: one has,
F (θ)(θ, y, w) = F (θ)(θ, y, w), F (y)(θ, y, w) = F (y)(θ, y, w), F (z
+)(θ, y, w) = F (z−)(θ, y, w), (5.42)
Remark 5.31. First of all one can note that the component F (θ) is even in the variables θ while F (y) is odd in
θ. By condition (5.41) we see that the field F is reversible with respect to the involution
S : (θj , yj , zj, z¯j) 7→ (−θj , yj , z¯j, zj), j ∈ N, S2 = 1, (5.43)
on the subspace U .
Remark 5.32. The condition that F is Gauge preserving is equivalent to requiring that Ψ∗τF = F with
Ψτ (θ, y, z
+, z−) = (θ + τ, y, eiτz+, e−iτz−).
Given a map Φ and a Gauge preserving vector field F , then we recall that Φ∗F is Gauge preserving if we have
that
Φ(Ψτu) = ΨτΦ(u).
We can also check weather Φ is the time one flow of a vector field g which is Gauge preserving. We write F as
in (5.19) ( written using Fourier series in the variables θ)
F =
∑
l,h,α,β,v
F
(x)
l,h,α,βe
iθ·lyhzαz¯β∂v , v = θ, y, z
σ
j (5.44)
then it is Gauge preserving iff ∑
ℓi +
∑
(αj − βj) =
{
0, v = θ, y
σ, v = zσj
(5.45)
We now introduce some special classes of linear vector fields.
Definition 5.33 (Finite rank vector fields). For ν ≥ 0 we say that a vector field f : Tds×Da,p+ν(r)×O → Va,p
such that
f =
∑
v∈U
f (v,0)∂v + (f
(y,y)y + f (y,w) · w) · ∂y , f (yi,w) ∈ ℓa,p−ν , (5.46)
(recall (5.27)) is regular and we set
|f |~v,p :=
∑
u=y,w
‖f (u,0)‖~v,p + sup
i,j=1,...,d
‖f (yi,yj)‖~v,p + sup
i
‖f (yi,w)‖~v,p−ν . (5.47)
We denote by A = A~v,p with ~v = (γ,O, s, a, r) the set of finite rank vector field f with finite | · |~v,p norm.
We denote by B be the set of bounded vector fields (ν = 0) in A~v,p ∋ f : Tds × Da,p(r) → Va,p. Finally we
denote by BE the subset of B such that flow Φtg generated by g ∈ BE is well defined and (Φtg)∗ maps E → E.
We have the following result.
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Lemma 5.34. The set BE defined in (5.33) coincides with the vector fields g ∈ B such that:
1. g is Real-on-Real (see (5.42));
2. g satisfies
g(y,0)(−θ) = g(y,0)(θ), g(y,y)(−θ) = g(y,y)(θ), g(y,z+)(−θ) = g(y,z−)(θ), g(z+,0)(−θ) = g(z−,0)(θ), (5.48)
when restricted to θ ∈ Td,
3. g commutes with XM :=
∑
i ∂θi + iz∂z − iz¯∂z¯.
We say that vector field g ∈ BE is reversibility-preserving or equivalently E−preserving.
The proof of the Lemma above is postponed to Section 7.1.
Definition 5.35. Given K > 0 and a vector field f ∈ A we define the projection ΠKf as
(ΠKf
(v,0))(θ) :=
∑
|ℓ|≤K
f
(v,0)
ℓ e
iℓ·θ, v = θ, y ,
(ΠKf
(w,0))(θ) :=
∑
|ℓ|≤K
ΠℓKf
(w,0)
ℓ e
iℓ·θ, (ΠK)f
(yi,yj)(θ) :=
∑
|ℓ|≤K
f
(yi,yj)
ℓ e
iℓ·θ, i, j = 1, . . . , d ,
(ΠKf
(yi,w))(θ) :=
∑
|ℓ|≤K
ΠℓKf
(yi,w)
ℓ e
iℓ·θ ,
(5.49)
(recall (5.24)) and we define E(K) as the subspace of A~v,p where ΠK acts as the identity.
We recall also the Definition of diagonal vector fields.
Definition 5.36 (Normal form). We say that N0 ∈ N is a diagonal vector field if for all K > 1
ad(N0)ΠE(K)ΠX = ΠE(K)ΠX ad(N0). (5.50)
5.3 Estimates on F
In this Section we study the properties of the vector field F introduced in (4.8).
We have the following.
Proposition 5.37 (Properties of F ). One has that the vector field F in (4.8) belongs to the subspace E in 5.30.
Proof. The field F is tame according to Definition (5.26). This properties follows by the fact that the composition
operator in (2.12) satisfies tame estiamtes (see [31] for more details) and by the properties of the map Ψ in
Proposition 3.16.
One has that F restricted to U is reversible w.r.t. the involution S defined in (5.43) and Real-on-real (see
(5.41), (5.42)). This follows by Hypothesis 1.1 (see also (3.4) in Proposition 3.16). One has that F preserves the
Mass again by Hypothesis 1.1. The field F in (4.8) is pseudo-differential according to Definition 5.29. Indeed,
recalling the definition of χ(u) in (2.10) and its differential in (2.13), one has that the linearized operator in the
w−direction dwF (θ, y, w) has the form (2.13) up to a finite rank operator of the form (5.39) for some N := N0.
This is actually the form in (5.38). Recall also that u = v + w in (4.6). The estimates (5.40) follow recalling
Lemma 2.19 in [31].
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Now we give estimates on the tameness constants of the field F .We set F0 := F defined on the domain in (4.4)
Da0,p+ν(s0, r0) where the parameters are given by formula (4.5). We define N0 as in (4.11) and notice that it is
diagonal according to Definition 5.36. Now we define the vector fields N
(1)
0 , N
(2)
0 ∈ N as (2.10)
N
(2)
0 := Π
⊥
S
(
−iE
(
a
(0)
2 (θ, ξ) b
(0)
2 (θ, ξ)
b¯
(0)
2 (θ, ξ) a¯
(0)
2 (θ, ξ)
)
∂xx
)
Π⊥Sw · ∂w,
N
(1)
0 := Π
⊥
S
(
−iE
(
a
(0)
1 (θ, ξ) b
(0)
1 (θ, ξ)
b¯
(0)
1 (θ, ξ) a¯
(0)
1 (θ, ξ)
)
∂x +
(
a
(0)
0 (θ, ξ) b
(0)
0 (θ, ξ)
b¯
(0)
0 (θ, ξ) a¯
(0)
0 (θ, ξ)
))
Π⊥Sw · ∂w
(5.51)
with coefficients a
(0)
i , b
(0)
i for i = 0, 1, 2 given by
a
(0)
2 (θ, ξ) := a2|v|2 + a4|vx|2 + 2a5|vxx|2, b(0)2 (θ, ξ) := a6|v|2 + a8(vx)2 + a5v2xx
a
(0)
1 (θ, ξ) := a3v¯xv + a4v¯xvxx + 2a7v¯vx + 2a8vxv¯xx, b
(0)
1 (θ, ξ) := a3vvx + a4vxvxx
a
(0)
0 (θ, ξ) := 2a1|v|2 + a2v¯vxx + a3|vx|2 + a6v¯v¯xx, b(0)0 (θ, x) := a1v2 + a2vvxx + a6vv¯xx + a7(vx)2,
(5.52)
where v is the function v(θ, y) in (4.6) evaluated at y = 0 and E defined in (2.10). We set
F = N0 +N
(1)
0 +N
(2)
0 +H0, (5.53)
where H0 is defined by difference. We can see that the terms N
(1)
0 , N
(2)
0 come from the cubic term Q(u) defined
in (3.6) while H0 comes from the term B2.
By definition, see (4.10) have that ω(0) is ξ−close to the integer vector λ(−1), hence we fix the size of γ0 by
requiring that ω(ξ) satisfies
|ω(0) · l| ≥ γ0〈l〉τ , ∀ l ∈ Z
d, τ ≥ d+ 1, γ0 = c|ξ|, (5.54)
with the constant c≪ 1. Fix ~v0 := (γ0,O0, s0, a0) with
O0 := ε2Λ = ε2[1/2, 3/2]d. (5.55)
In the following Lemma we analyze the size of the tameness constants of the field F .
Lemma 5.38. Given p1 as in (5.12), fix a constant p2 > p1 and c1 > 0. Let r0 in (4.4) such that
|ξ| ≤ r0 ≤ c1|ξ| 12 . (5.56)
There exists constant A0, depending on the constants ai, for i = 1, . . . , 8, in (5.52), on p2 and on c in (5.54),
such that the vector field F in (5.53) satisfies
γ−10 C~v0,p2(N
(1)
0 ) ≤ A0, γ−10 C~v0,p2(N (2)0 ) ≤ A0,
γ−10 C~v0,p2(ΠNH0) ≤ A0|ξ|, γ−10 C~v0,p2(ΠXH0) ≤ A0|ξ|
1
2 , γ−10 C~v0,p2(ΠRH0) ≤ A0|ξ|
1
2 .
(5.57)
Proof. By definition each term in (5.53) is tame, now we want to estimate their tameness constant in order to
prove (5.57). Recall that F0 in (4.8) is defined in terms of equations (3.4), (3.5) and (3.6). We start to study the
terms N
(1)
0 and N
(2)
0 that are terms that contribute to F
(w) that comes form Q in (3.6) (such term is linear in w
and quadratic in v). For instance we can bound using the interpolation properties of the norm ‖ · ‖s,a,p
γ−10 ‖a2|v|2∂xxz‖~v0,p2 ≤
1
c|ξ| (C(p2)|ξ|+ C(p0)|ξ|‖z‖~v0,p+ν) ,
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where we used that ‖z‖a,p1 ≤ r0. Hence one can check Definition (5.26) with a constant C~v0,p(a2|v|2zxx) ≤ A0 =
A0(p2, c). All the other terms in (5.52) can be estimated in the same way. Indeed all those terms are quadratic
on v and linear in z. Recall that the norm ‖ · ‖~v0,p is a weighted norm and on the w− component the weight is
r0 (see (5.14)). This determines the constant A0 by setting
γ−10 C~v0,p2(N
(1)
0 ), γ
−1
0 C~v0,p2(N
(2)
0 ) ≤
M0
c
= A0(p2, c).
Now let us estimate the several components of the field H0 starting from ΠNH0. Consider ΠNH
(w)
0 . All these
terms comes form B+2 in (3.4) so that the linear term in z is at least of degree 4 in v. Hence one has
γ−10 C~v0,p2(ΠN (H
(w)
0 )) ≤ A0|ξ|.
Note that A0 here could be in principle larger that A0 in the estimates of N
(1)
0 . In this case one choose, with
abuse of notation the largest constant for A0. We now note that ΠNH
(θ)
0 := H
(θ,0)
0 (θ) is of the form (4.8) where
B1 is defined in (3.5) where the term independent on z of degree minimum has degree 5 in v hence
γ−10 C~v0,p2(ΠN (H
(θ)
0 )) ≤ A0|ξ|.
This implies the first bound on H0 in (5.57). Let us study ΠXH0. By Lemma 6.48 we know that each field
in E ∩ X is tame with tameness constant controlled by the norm in (5.47). We have by equation (3.5) that
ΠXH
(w)
0 = ΠXΠ
⊥
S h
(>5)(u), hence the term H
(w,0)
0 (θ) is of degree at least 6 in v. We have
γ−10 C~v0,p2(ΠXH
(w)
0 ) ≤ A0|ξ|2r−10 . (5.58)
Now by (4.8) and (3.5) one has
γ−10 |ΠXH(y)0 |~v0,p2 ≤ A0|ξ|2
√
ξr−20 + A0|ξ|+ A0|ξ|2r−10 (5.59)
To get bound (5.59) we used the fact that the only terms of degree 5 in v in B1 are integrable, as one can see in
(3.5). Substituting in (4.8), such terms of degree 5 cancel out in the y component of F0. Collecting the bounds
(5.58) and (5.59) we have, by (4.5) and (5.56)
γ−10 |ΠXH0|~v0,p2 ≤ A0|ξ|
1
2 . (5.60)
Now we study ΠRH0. The component ΠRH
(θ)
0 is at least linear in the variables y, w while the terms in ΠRH
(y)
0
comes from the last two summand in (3.5) (this follows by the definition of R(1) that collects the terms coming
form the second summand and the fact that the integrable terms of order 5 are zero). Following the same reasoning
of the previous bounds we get
γ−10 C~v0,p2(ΠRH
(θ)
0 ) ≤ A0|ξ|
3
2 , γ−10 C~v0,p2(ΠRH
(y)
0 ) ≤ A0|ξ|
1
2 , γ−10 C~v0,p2(ΠRH
(w)
0 ) ≤ A0|ξ| (5.61)
without requiring any additional hypotheses on r0. Again in the second bound we use that the integrable terms
in B1 in (3.5) cancel out. Collecting together the bounds in (5.61) we get the (5.57).
Remark 5.39. Note that we have separated the terms N
(1)
0 , N
(2)
0 that are not “perturbative” with respect to the
size of the small divisors γ0 ≈ |ξ|.
We have the following Lemma.
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Lemma 5.40. Let F0 be the field in (4.8) and set F0 = N0+G0 with N0 in (4.11). Consider dw(F(0))
(w)(u)[·] =
P0 + K0 the linearized in a point u = (θ, y, w) in a neighborhood of u0 = (θ, 0, 0). Then one has that
P0(u)[·] = (N0 +N (1)0 +N (2)0 )(w)[·] + Π⊥S (−iE [A(θ, y, w, ξ)]) Π⊥S , (5.62)
where N0, N
(1)
0 , N
(2)
0 are defined in (4.11),(5.51), while A(θ, y, w, ξ) has the form (5.38) with coefficients which
satisfy (5.40) with C(F ) C~v,p2(H0) ∼ A0|ξ|
1
2 γ0 (see Lemma 5.38).
Proof. By definition of F0 in (5.53) and (5.51) one has that F0(θ, y, w) = N0+N
(1)
0 (θ, w)+N
(2)
0 (θ, w)+H0(θ, y, w),
and hence, recalling that N
(1)
0 , N
(2)
0 are linear in the w variables, one gets (ΠNF0)
(w) = Ω−1(ξ)[·] + (N (1)0 (θ, w) +
N
(2)
0 )
(w)+dwH
(w)
0 (θ, y, w)[·]. We have that the term dwH(w)0 (θ, y, w)[·] has the form (5.38) thanks Lemma (5.37).
The ‖ · ‖~v,p norm of its coefficients ai, bi with i = 0, 1, 2, ci, di with i = 1, . . . , N can be estimated by follows the
same procedure used in Lemma 5.38. One gets the estimates (5.40) with C(F )  A0|ξ| 12 γ0 which is equivalent
to C~v,p2(H0) given in Lemma 5.38. Hence Lemma 5.40 follows.
6 An Abstract KAM Theorem
In this Section we show the the nonlinear functional setting introduced in Section 5 allows us to prove a KAM
result completely analogous to the abstract Theorem proved in [36]. In order to state the result we need further
notations. Recalling Lemma (5.38) we set
G0 := A0, ε0 := |ξ| 14 , R0 := A0ε
1
2
0 , (6.1)
To resume with this notation we have the following bounds on the field F0 in (5.53):
γ−10 C~v,p2(N
(1)), γ−10 C~v,p2(N
(2)) ≤ G0, γ−10 C~v,p2(H(θ,0)0 ), γ−10 C~v,p2(ΠXH0) ≤ ε0, γ−10 C~v,p2(Π⊥NH0) ≤ R0. (6.2)
We need to introduce parameters fulfilling the following constraints.
Constraint 6.1 (The exponents). We fix parameters µ1, η, κ1, κ2, κ3, p1, p2 such that the following holds.
• µ1, κ3 ≥ 0, p2 > p1 ≥ p0 := (d+ 1)/2,
• µ := 5(µ1 + 7),
• Setting κ0 := µ+ 6 and ∆p := p2 − p1 one has
κ1 > max(
2
3
(κ0 + κ3), 2κ0, 6κ0 + κ2 + 1) , (6.3a)
κ2 > max
(
4κ0, (κ0 + 2max(κ1, κ3)− 3
2
κ1)
)
, (6.3b)
η > µ+
1
2
κ2 + 1 , (6.3c)
∆p > max
(
κ0 +
3
2
κ2 +max(κ1, κ3), (5κ0 +
3
2
κ2 + κ1 + 1)
)
, (6.3d)
Note the Definition (6.1) is exactly the “Constraints” 2.21 in [36] with α = 0, ν = 2 and χ = 3/2. We set
K0 = ε
−a
0 G0 , a =
1
4κ0 + κ2 + 1
, (6.4)
with G0 defined in (6.1).
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Lemma 6.41 (Smallness conditions). Consider ε0, G0, R0 in (6.1) and K0 in (6.1). One has that, for |ξ| small
enough, the following bounds hold:
0 < ε0 ≤ R0 ≤ G0, ε0G30, ε0G20R−10 < 1 (6.5a)
G
2
0R
−1
0 ε0K
κ0
0 max(1, R0G0K
κ0+
1
2κ2
0 ) < 1 , (6.5b)
max(Kκ10 , ε0K
κ3
0 )K
κ0−∆p+
1
2κ2
0 G0ε
−1
0 ≤ 1 , (6.5c)
max(Kκ10 , ε0K
κ3
0 )K
κ0−
3
2κ1
0 G0R
−1
0 ≤ 1 , (6.5d)
Proof. Let us check the (6.5a)-(6.5d) using (6.1). Condition (6.5a) is implied by
√
ε0A
3
0 ≤ 1,
which holds for ε0 small enough. The (6.5b) reads
A30ε0K
2b
0 =A
3+ 1
a
0 K
2b− 1
a
0 ≤ 1, b = 2κ0 +
1
2
κ2,
which is satisfied thanks to the choice of a. The other condition in (6.5b) follows in the same way. Consider
condition (6.5c). We must have that
A
1− 1
a
0 K
κ1+κ0+
1
2κ2+
1
a
−∆p
0 ≤ 1, A0Kκ3+κ1+κ0+
1
2κ2−∆p
0 ≤ 1,
which is true thanks condition (6.3d) which implies that ∆p is large enough. The last condition (6.5d) follows in
the same way.
Remark 6.42. We remark that conditions (6.5a)-(6.5d) are the smallness conditions in (2.44) of Constraints
2.21 in [36].
We have the following definition.
Definition 6.43 (Mel’nikov conditions). Let γ, µ1 > 0, K ≥ K0, consider a compact set O ⊂ O0 and set
~v = (γ,O, s, a, r) and ~v0 = (γ,O0, s, a, r). Consider a vector field F ∈ W~v0,p i.e.
F = N0 +G : O0 ×Da,p+ν(r) ×Tds → Va,p ,
which is C3-tame up to order q = p2+2. We say O satisfies the Mel’nikov conditions for (F,K,~v0) if the following
holds.
1. For all ξ ∈ O one has F (ξ) ∈ E and |ΠXG|~v,p2−1 ≤ CC~v,p2(Π⊥NG).
2. Setting N := ΠKΠX ad(ΠNF ) for all ξ ∈ O there exists a block-diagonal operator W : E(K)∩X ∩E → E(K)∩BE
such that for any vector field X ∈ E(K) ∩ X ∩ E
(a) one has that the vector field g := WX satisfies
|WX |~v,p ≤ γ−1Kµ1(|X |~v,p + |X |~v,p1γ−1C~v,p(G)). (6.6)
(b) setting u := (ΠKad(ΠNF )[WX ]−X) one has
|u|~v,p1 ≤ ε0γ−1K−η+µ1C~v,p1(G)|X |~v,p1 ,
|u|~v,p2 ≤ γ−1Kµ1 (|X |~v,p2C~v,p1(G) + |X |~v,p1C~v,p2(G)) .
(6.7)
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We set moreover r0 > 0 and a0, s0 ≥ 0, we set for all γ0, G0, R0 > 0,
Kn = (K0)
(3/2)n , γn = γn−1(1− 1
2n+2
), Gn = G0(1 +
n∑
j=1
2−j), Rn = R0(1 +
n∑
j=1
2−j)
an = a0(1 − 1
2
n∑
j=1
2−j) , rn = r0(1− 1
2
n∑
j=1
2−j), sn = s0(1− 1
2
n∑
j=1
2−j) ,
Πn := Π
(Kn) , Π⊥n := 1−Πn , En = E(Kn), ρn :=
1
2n+8
, n ≥ 1, ρ0 = 0,
(6.8)
Finally, for all n ≥ 0 we denote ~vn = (γn,On, sn, an, rn), ~v0n = (γn,O0, sn, an, rn).
Definition 6.44 (Compatible changes of variables). Let the parameters in Constraint 6.1 be fixed. Fix also
~v = (γ,O, s, a, r), ~v0 = (γ,O0, s, a, r) with O ⊆ O0 a compact set, parameters K ≥ K0, ρ < 1. Consider a vector
field F = N0 +G ∈ W~v0,p which is C3-tame up to order q = p2 + 2 and such that,
F ∈ E ∀ξ ∈ O , |ΠXG|~v,p2−1 ≤ CC~v,p2(Π⊥NG).
We say that a left invertible E-preserving change of variables
L,L−1 : Tds ×Da,p1(r) ×O0 → Tds+ρs0 ×Da−ρa0,p1(r + ρr0)
is compatible with (F,K,~v, ρ) if the following holds:
(i) L is “close to identity”, i.e. denoting ~v01 := (γ,O0, s− ρs0, a− ρa0, r − ρr0) one has
‖(L − 1)h‖~v01 ,p1 ≤ Cε0K−1‖h‖~v0,p1 . (6.9)
(ii) L∗ conjugates the C3-tame vector field F to the vector field Fˆ := L∗F = N0+Gˆ which is C3-tame; moreover
denoting ~v2 := (γ,O, s− 2ρs0, a− 2ρa0, r − 2ρr0) one may choose the tameness constants of Gˆ so that
C~v2,p1(Gˆ) ≤ C~v,p1(G)(1 + ε0K−1) ,
C~v2,p2(Gˆ) ≤ C
(
C~v,p2(G) + ε0K
κ3C~v,p1(G)
)
|ΠX Gˆ|~v2,p2−1 ≤ C
(
C~v,p2(Π
⊥
NG) + ε0K
κ3C~v,p1(Π
⊥
NG)
)
.
(6.10)
(iii) L∗ “preserves the (N ,X ,R)-decomposition”, namely one has
Π⊥N (L∗ΠNF ) = 0 , ΠX (L∗Π⊥XF ) = 0 . (6.11)
Remark 6.45. We remark the following facts. In the choice of parameters in 6.1 there is some freedom. However
some parameters are given by the problem we are studying. Indeed the loss of regularity µ1, and the decay parameter
η in Definition 6.43 are determined in Section 7.3, precisely in Lemma 7.79. In such Section we will construct
a quite explicit set of parameters which satisfy (6.6)-(6.7) just for a suitable choice of µ1 and η. The same
remark holds for the parameter κ3 in Definition (6.44). Indeed in Section 7.1 we will introduce some changes
of coordinates, and in Proposition (8.82) in Section 8 we will prove that such transformations are compatible,
according to Definition 6.44, provided that κ3 is chosen in suitable way. We will also see that, in order to define
the transformation of Section 7.1 we will need to fix a minimum regularity p1. The other parameters will be chosen
according to (6.3a)-(6.3d).
The Abstract result we use in order to prove Theorem 1.3 is the following
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Theorem 6.2 (Abstract KAM). Fix parameters ε0, R0, G0, µ, η, κ1, κ2, κ3, p1, p2 satisfying Constraint 6.1. Let
N0 be a diagonal vector field (see Definition 5.36) in (4.11) and consider a vector field
F0 := N0 +G0 ∈ E ∩W~v0,p (6.12)
which is C3-tame up to order q = p2 + 2.
Fix γ0 > 0 and assume that
γ−10 C~v0,p2(G0) ≤ G0 , γ−10 C~v0,p2(Π⊥NG0) ≤ R0 , γ−10 |ΠXG0|~v0,p1 ≤ ε0 , γ−10 |ΠXG0|~v0,p2 ≤ R0 . (6.13)
For all n ≥ 0 we define recursively changes of variables Ln,Φn and compact sets On as follows.
Set H−1 = H0 = Φ0 = L0 = 1, and for 0 ≤ j ≤ n − 1 set recursively Hj = Φj ◦ Lj ◦ Hj−1 and Fj :=
(Hj)∗F0 := N0+Gj. Let Ln be any change of variables compatible with (Fn−1,Kn−1, ~vn−1, ρn−1), and On be any
compact set
On ⊆ On−1 , (6.14)
which satisfies the homological equation for ((Ln)∗Fn−1,Kn−1, ~v0n−1, ρn−1). For n > 0 let gn be the regular vector
field defined in item (2) of Definition 6.43 and set Φn the time-1 flow map generated by gn.
Then Φn is left invertible and Fn := (Φn ◦ Ln)∗Fn−1 ∈ W~v0n,p is C3-tame up to order q = p2 + 2. Moreover
the following holds.
(i) Setting Gn = Fn −N0 then
Γn,p1 := γ
−1
n C~vn,p1(Gn) ≤ Gn, Γn,p2 := γ−1n C~vn,p2(Gn) ≤ G0Kκ1n ,
Θn,p1 := γ
−1
n C~vn,p1(Π
⊥
NGn) ≤ Rn, Θn,p2 := γ−1n C~vn,p2(Π⊥NGn) ≤ R0Kκ1n
δn := γ
−1
n |ΠXGn|~vn,p1 ≤ Kκ20 ε0K−κ2n , γ−1n |ΠXGn|~vn,p2 ≤ R0Kκ1n
|gn|~un,p1 ≤ Kκ20 ε0G0K−κ2+µ+1n−1 , |gn|~un,p2 ≤ R0G−10 K−3+
3
2κ1
n−1
(6.15)
where ~un = (γn,On, sn + 12ρns0, an + 12ρna0, rn + 12ρnr0).
(ii) The sequence Hn converges for all ξ ∈ O0 to some change of variables
H∞ = H∞(ξ) : Da0,p(s0/2, r0/2) −→ D a0
2 ,p
(s0, r0). (6.16)
(iii) Defining F∞ := (H∞)∗F0 one has
ΠXF∞ = 0 ∀ξ ∈ O∞ :=
⋂
n≥0
On (6.17)
and
γ−10 C~v∞,p1(ΠNF∞ −N0) ≤ 2G0, γ−10 C~v∞,p1(ΠRF∞) ≤ 2R0
with ~v∞ := (γ0/2,O∞, s0/2, a0/2).
Remark 6.46. We remark that hypothesis (6.13) is clearly satisfied by the field F in (4.8) thanks to Lemma 5.38
and the choices in (6.1).
This is exactly the result stated in Theorem 2.25 in [36]. In particular we are in the setting of Example 3 in
Section 4 of [36]. Such rather abstract result is based on Polynomial and normal form decomposition as detailed
in Sections 5.1 and 5.2, and definitions of tame and regular vector fields (see Def. 2.13, 2.18 of [36]). The main
point is that regular vector fields must be tame and their tameness constants have to satisfy a series of properties.
Actually in [36] is not fixed a particular choice of regular fields but are only listed the required properties. The
proof of Theorem 6.2 consists in showing that we are in the setting of [36] section 4 example 3. We shall underline
the minor differences.
The (N ,X ,R)−decomposition is the same, hence we have the following.
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Lemma 6.47. The (N ,X ,R)−decomposition in Definition 5.28 satisfies all the properties of Definition 2.17 in
[36]. Note moreover then (N ,X ,R)−decomposition is triangular according to Definition 3.1 in [36].
Proof. This is proved in Section 4.3 of [36].
The main difference with respect to [36] is in the Definition 5.26 since in the present setting we require not only
the properties (Tm) (which were proposed in [36]) but also properties (Tm)
∗ on the adjoint of the linearized vector
field. The reason is that if one uses Definition 2.13 of [36], it is not true that finite rank vector fields defined in
(5.33) satisfy all the properties of Def. 2.18 in [36], i.e. are regular. Actually we have the following.
Lemma 6.48. The finite rank vector fields of Definition 5.33 satisfy all the conditions of Definition 2.18 in [36],
with respect to the tameness constants of Definition 5.26. Moreover | · |p1 is a sharp tameness constant, namely
there exists a c, C depending on p0, p1, p2, d such that for any f
C~v,p(f) = C|f |~v,p, (6.18)
is a tameness constant and for any tameness constant C~v,p1(f) one has
|f |~v,p ≤ cC~v,p(f), p1 ≤ p ≤ p2. (6.19)
Finally if f is of finite rank, then it is pseudo-differential according to Definition 5.29.
Proof. This Lemma is the analogous of Lemmata 4.8 and 4.13 of [36]. Note that the present definition of finite
rank vector fields (see 5.33) is different from the one in [36] (the norm (5.47) here is stronger). However also
the the Definition 5.26 is stronger, hence we get (6.19). Let us give a sketch of the proof. The only non trivial
component is f (yi,w · w. The adjoint of the differential of this term is the map λ → f (yi,w)λ with λ ∈ Hp(Tds).
Then the result follows by (5.36) and the definition of | · |~v,p.
In Section 4.3 in [36], in order to get the analogous results, see Lemma 4.13 of [36], we had to introduce the
notion of “adjoint-tame” vector fields, which is better formalized in Definition 5.26. The other properties stated
in Definition 2.18 in [36] follow exactly as in Lemma 4.15. The fact that f is pseudo-differential follows trivially
from the fact that dwf
(w)(u) = 0.
Lemma 6.49. If F ∈ X is C1 tame (according to Definition 5.26), then F is finite rank according to Definition
5.33.
Proof. By the definition of X in (5.37) F has, at least formally, the correct structure as (5.46). The only thing
we have to prove is that F (yi,w) belongs to ℓa,p−2. By definition F
(yi,w)[·] = dwF (yi)(θ, 0, 0)[·]. By the property
The adjoint of the differential is then the map λ → F (yi,w)λ with λ ∈ Hp(Tds). Then the result follows by (T1)∗
in (5.36).
Note that the strong property above is not required in [36] and will simplify many of our proofs.
We remark that property (6.19) is one of the key points together with the properties of tame vector fields
detailed in the following Lemma.
Lemma 6.50. Tame vector fields of Definition 5.26 satisfy all the properties detailed In Appendix B of [36]. In
particular:
(i) Commutator. Consider any two C3-tame vector fields F,G ∈ W~v,p, then the commutator [G,F ] is a
C2-tame vector field up to order q − 1 with scale of constants
C~v,p([G,F ]) ≤ C(C~v,p+νG+1(F )C~v,p0+νF+1(G) + C~v,p0+νG+1(F )C~v,p+νF+1(G)), (6.20)
where νF , νG are the loss of regularity of F , G respectively.
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(ii) Composition. Given a tame vector field f ∈ V~v,p with scale of constants Cp(f) of the form (5.19) and
given a map Φ(θ) = θ + β(θ) : Tds′ → Tds with ‖β‖s,p0 ≪ 1 then the composition f ◦Φ is a tame vector field
with constant
Cp(f ◦ Φ) ≤ Cp(f) + Cp0(f)‖β‖s,p+ν+3. (6.21)
Moreover if f is a finite rank vector field, i.e. it satisfies (5.46), then
|f ◦ Φ|~v1,p ≤ |f |~v,p + |f |~v,p0‖β‖s,p+ν+3. (6.22)
where ~v1 = (λ,O, s′, a).
(iii) Conjugation. Consider a tame left invertible map Φ = 1 + f with tame inverse Φ−1 = 1 + g as in
Definition 5.22 such that (5.23) holds. Assume that the fields f, g belong to P1 (see (5.28)) and are such
that C~v,p(f) = C~v,p(g) ≤ ρ for ρ > 0 small. Consider a constant p0 ≥ 0 and any tame vector field
F : Da,p+ν(s, r)→ Va,p, then the pushforward
G := Φ∗F : Da,p+ν(s− 2ρs0, r − 2ρr0)→ Va−2δa0,p (6.23)
is tame with scale of constants
C~v1,p(G) ≤ (1 + C~v2,p0+ν+1(f))C~v,p(F ) + C~v,p0(F )(1 + C~v2,p0+ν+1(f))C~v2,p+ν+1(f), (6.24)
with ~v := (λ,O, s, a), ~v1 := (λ,O, s− 2ρs0, a− 2δa0) and ~v2 := (λ,O, s− ρs0, a− δa0).
Proof. We start by proving that dUF [G] is C
2-tame. The fact that (Tm) holds for m = 0, 1, 2 is proved in [36],
Lemma B.1. Let us now prove that (Tm)
∗ holds, see (5.36), for m = 1, 2. Essentially this amouts to using the
chain rule and then the definition of tameness. Indeed
d2
U
(dUF [G])(Φ)[h1, h2] =
d3
U
F (Φ)[G(Φ), h1, h2] + d
2
U
F (Φ)[dUG(Φ)[h1], h2] + d
2
U
F (Φ)[dUG(Φ)[h2], h1] + dUF (Φ)[d
2
U
G(Φ)[h1, h2]] ;
so that
D2[·] := d3UF (Φ)[G(Φ), h1, ·] + d2UF (Φ)[dUG(Φ)[h1], ·] + d2UF (Φ)[dUG(Φ)[·], h1] + dUF (Φ)[d2UG(Φ)[h1, ·]]. (6.25)
Property (T2)
∗ follows by reasoning as follows. In the first summand in (6.25) one uses properties (T3)
∗ on the
field F and (T0) on G. In the last summand in (6.25) we denote by A[·] = dUF (Φ)[·] and B[·] = d2UG(Φ)[h1, ·] then
(AB)∗ = B∗A∗ and hence (T2)
∗ follows by (T1)
∗ on F and (T2)
∗ on G. The second and third summands use the
same ideas. This concludes the proof of item (i). Regarding items (ii)-(iii), the tameness properties (Tm) follow
by Lemmata A.5 and B.3 respectively. Regarding the properties (Tm)
∗ we proceed as in (6.25). Finally one can
prove Remark B.5 and Lemma B.6 by using items (i)-(iii) exactly as in [36].
The last property we check is the compatibility, according to Definition 2.19 in [36], of the space E with respect
to the (N ,X ,R)−decomposition. This amounts to show the following.
Lemma 6.51. The following properties hold:
(i) any F ∈ E ∩ X is a finite rank vector field according with Definition 5.33;
(ii) for any F ∈ E ∩ P1 one has ΠUF ∈ E for U = N ,X , E(K); for U = N .
(iii) one has
∀g ∈ BE , F ∈ E : ΠX [g, F ] ∈ E , ∀g, h ∈ BE : ΠX [g, h] ∈ BE . (6.26)
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Proof. Item (i) follows by Lemma 6.49. Let us check item (ii). It is trivial for U = X , E(K) and for U = N
follows by definition 5.29. To prove item (iii) we reason as follows. By Lemma 6.49 the only think one need to
get the result is condition (5.48) for [g, F ] if g ∈ BE , F ∈ E . It follows by the parity conditions (5.41) and (5.48).
For the proof of Theorem 6.2 we refer the reader to the paper [36]. Indeed it is Theorem 4.16 in Section 4.3 of
[36] and we have proven in the previous Lemmata that all the properties used in that paper hold in this slightly
different setting. We omit the proof since it would be a word by word repetition.
7 Pseudo-differential Vector Fields
In this Section we study how a vector field in E defined in 5.30 changes under special changes of variables. First
we prove some lemmata of conjugation of non linear vector fields. Then, in Section 7.3, we analyze properties
of the linearized operator of compatible vector field of Definition 5.30. In particular we study how to invert it.
Roughly speaking we study some particular changes of variables for which the subspace E of vector fields introduce
in Definition 5.30 is stable.
The decay norm. In order to give quatitative estimates we introduce an appropriate norm on linear operators
on ℓa,p. We recall that we have identified the sequence space ℓa,p with the function space Π
⊥
Sh
a,p
odd ⊂ ha,p, by
writing this space in the Fourier sine basis.
A linear operator on ℓa,p is represented by a matrix A := (A
k
j )j,k∈Sc . It is very natural to extend the operator
A to the whole space ha,p with the Fourier exponential basis by setting
A˜rh := A
|r|
|h|, |h|, |r| ∈ Sc, A˜rh = 0, otherwise. (7.1)
Note that such extension preserves Π⊥Sh
a,p
odd. Moreover it is compatible with the composition of operators. We
define a “decay” norm on the operator A induced by the usual decay norm on linear operators on ha,p by setting
|A|decs,a,p = |A˜|decs,a,p. The nice fact is that we may deduce all the properties on compositions, inteprolations, by the
corresponding ones on the standard decay norms. See for instance [28], [13]. More precisely we have the following
definition.
Definition 7.52. ((s,a,p)-decay norm). Given an infinite dimensional matrix A := (Ai
′
i )i,i′∈{±1}×Sc×Zd , we
define the norm of off-diagonal decay
(|A|decs,a,p)2 := sup
σ,σ′=±1
(|Aσ′σ |decs,a,p)2 := sup
σ,σ′=±1
∑
(h,ℓ)∈Z×Zd
〈h, ℓ〉2pe2|h|ae2|ℓ|s sup
k−k′=(h,ℓ)
|A˜σ′,k′σ,k |2, (7.2)
where the extension A˜ is defined in (7.1). If one has that A := A(ξ) for ξ ∈ O ⊂ Rd, we define for ~v := (γ,O, s, a)
|A|dec~v,p := sup
ξ∈O
|A|decs,a,p + γ sup
ξ1 6=ξ2
|A(ξ1)−A(ξ2)|decs,a,p
|ξ1 − ξ2| (7.3)
The decay norm we have introduced in (7.2) is suitable for the problem we are studying. Note that
∀ p ≤ p′ ⇒ |Aσ′σ |decs,a,p ≤ |Aσ
′
σ |decs,a,p′ .
The same for the other parameters. Moreover norm (7.2) gives information on the polynomial and exponential
off-diagonal decay of the matrices, indeed setting k − k′ = (h, ℓ)
|Aσ,k′σ,k | ≤
|Aσ′σ |decs,a,p
〈k − k′〉pe2|ℓ|s+2|h|a , ∀ k, k
′ ∈ Z+ ×Zd, (7.4)
In the following we consider the decay norm | · |s,a,p in we have introduced in (7.2) in order to deal with linear
operators on Π⊥S h
a0,p+ν
odd . We have the following important property.
31
Lemma 7.53 (Decay along lines). Let M = (M i
′
i )i,i′∈Sc×Zd be a linear operator on ℓa,p = Π
⊥
S h
a,p
odd. Then one
has
|M |decs,a,p ≤ C max
i∈Sc×Zd
‖M{i}‖s,a,p+d+1. (7.5)
For the proof see [13].
The decay norm satisfies the following classical interpolation estimates.
Lemma 7.54. Interpolation. For all p ≥ p0 > (d+1)/2 there are C(p) ≥ C(p0) ≥ 1 such that if A = A(ξ) and
B = B(ξ) depend on the parameters ξ ∈ O in a Lipschitz way, then for v = (γ,O, s, a)
|AB|dec~v,p ≤ C(s)|A|dec~v,p0 |B|dec~v,p + C(s0)|A|dec~v,p |B|dec~v,p0 , (7.6a)
‖Ah‖~v,p ≤ C(p)(|A|dec~v,p0‖h‖~v,p + |A|dec~v,p‖h‖~v,p0), (7.6b)
Töpliz-in-time matrices We study now a special class of operators , the so-called Töpliz in time matrices, i.e.
Ai
′
i = A
(σ′,j′,l′)
(σ,j,l) := A
σ′j′
σ,j (l − l′), for i, i′ ∈ {±1} ×Z+ ×Zd, (7.7)
To simplify the notation in this case, we shall write Ai
′
i = A
k′
k (ℓ), i = (σ, j, l) ∈ {±1}×Z+ ×Zd, i′ = (σ′, j′, l′) ∈
{±1} ×Z+ ×Zd, and l − l′ = ℓ.
They are relevant because one can identify the matrix A with a one-parameter family of operators, acting on
the space ℓa,p × ℓa,p, which depend on the time, namely
A(θ) := (Aσ
′,j′
σ,j (θ))σ,σ′∈±1
j,j′∈Z+
, Aσ
′,j′
σ,j (θ) :=
∑
ℓ∈Zd
Aσ
′,j′
σ,j (ℓ)e
iℓ·θ. (7.8)
Moreover to obtain the stability result on the solutions we will strongly use this property.
Lemma 7.55. If A is a Töpliz in time matrix as in (7.8), and p0 := (d+ 2)/2, then one has
|A(θ)|a,p :=
sup
σ,σ′
∑
h∈Z+
〈h〉2pe2|h|a sup
k−k′=h
|A˜σ′,k′σ,k (θ)|2

1
2
≤ C(p0)|A|decs,a,p+p0 , ∀ θ ∈ Tds . (7.9)
Remark 7.56. The class of linear operators with decay is strictly stronger than just being bounded. In particular
contains an important class operator, the so called multiplication operators. See Remark 4.34 in Section 4 of [31].
More precisely if M is the multiplication operator by a function m(θ, x) ∈ Hp0(Td;ha,podd)∩Hp(Td;ha,p0odd ) then one
has
|Π⊥SMΠ⊥S |decs,a,p ≤ ‖m‖s,a,p. (7.10)
Remark 7.57. F : O×Da,p+ν(s+ρs0, r+ρr0)→ Va,p a vector field of pseudo-differential type in E of Def. 5.30,
and the associated linear operator P defined in (5.38). Set ~v = (γ,O, s, a) and assume that for some p1 ≥ p0
‖ai‖~v,p1 , ‖bi‖~v,p1 ≤ 1, i = 0, 1, 2,
then one has that for any w ∈ Hp0(Tds ; ℓa,p+2) ∩Hp+2(Tds ; ℓa,p0),
‖Pw‖~v,p ≤ C(p)
(
‖w‖~v,p+2 +
[ 2∑
i=0
‖ai‖~v,p + ‖bi‖~v,p
]‖w‖~v,p1
)
, C(p) ≥ 1. (7.11)
Similar estimates hold for the term R in (5.38). In other words the operator P is tame, with tameness constants
given by the ‖ · ‖~v,p norms of its coefficients.
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7.1 Compatible changes of variables
In this Section we study the properties of field in E of Def. 5.30. In particular we study the action on E of the
following class of linear changes of variables:
• Finite rank changes of variables. the transformation Φ := 1+ f with f ∈ BE ,
• Diffeomorphism of the torus 1. the transformation Φ := Π⊥S TαΠ⊥S where Tαu := u(θ, x+ α(θ, x)),
• Diffeomorphism of the torus 2. the transformation Tβ : θ → θ + β(θ)
• Multiplication operator. the transformation Φ := Π⊥SM(θ, x)Π⊥S where M(θ, x) is a multiplication operator
on the space Hp(Td+1a ).
Proof of Lemma 5.34. By the properties of Finite rank vector fields, see Lemma 6.48, we have that g ∈ BE
generates a flow Φtg = 1+ ft where ft = f ∈ B satisfies (5.48). It is well known that if g, F are Gauge preserving,
i.e. commutes with XM , then so does (Φ∗F ).
Now we have that (Φ∗F )(u) = F ◦Φ−1+ duf(Φ−1)[F ◦Φ−1]. Since the transformation Φ is tame by Lemma 6.50
one has that the push-forward is tame with tameness constants given by (6.24). The fact that (5.41) holds for
(Φ∗F )(u) follows by the parity conditions (5.41) on F and (5.48). It remains to check that the push-forward of
F is pseudo-differential according to Definition 5.29. We evaluate the linearized at some point in a neighborhood
of (θ, 0, 0) of the w component; we have
dw[(Φ)∗F ]
(w)(u)[h(w)] = (dwF
(w))(Φ−1(u))[h(w)] +
d∑
i=1
dwF
(θi)(Φ−1(u))[h(w)]∂θif
(w,0). (7.12)
We claim that
dw(Φ∗F )
(w)(u)[h] = P+ + K+ (7.13)
has the form (5.38) with coefficients a+i , b
+
i , c
+
i , d
+
i . It is clear that term P+ comes from the first summand in
(7.12) and has the same form of the term P in dwF (u) but with coefficients a
+
i (x) = ai(Φ
−1(u);x) (same for bi).
Both the a+i , b
+
i belong to H
p0(Tds ;h
a,p) ∩Hp(Tds ;ha,p0) and satisfy the require bounds (5.40) by the chain rule.
The second summand in (7.12) is clearly a finite rank operator and contributes to the coefficients c+i , d
+
i in
K + in (5.39). Let us show that they belong to Hp0(Tds ;h
a,p−2) ∩Hp−2(Tds ;ha,p0). It follows from the tameness
of F by applying (T1)
∗ in order to bound say c+i , and (T2)
∗ for its derivatives. The bounds on d+i = ∂θif
(w,0)
follows f ∈ B.
We have the following result.
Lemma 7.58 (Finite rank changes of variables). Fix 0 < ρ ≪ 1 and p1 ≥ (d + 1)/2. Consider F :
O × Da,p+2(s, r) → Va,p a vector field in E of Def. 5.30, then for all Φ = 1 + f as in Definition 5.22 and
with f ∈ BE (see Lemma 5.34) the following holds. The operator dw(Φ∗F )(w)(u)[h] defined in (7.13) satisfies the
following bounds. Set ~v = (γ,O, s, a, r), ~v1 = (γ,O, s− ρs0, a, r − ρr0), then we have
‖a+i − ai‖~v1,p ≤ C(p)(|f |~v,p‖ai‖~v,p1 + |f |~v,p1‖ai‖~v,p),
‖a+i ‖~v,p ≤ (1 + C(p)|f |~v,p1)‖ai‖~v,p + C(p)|f |~v,p‖ai‖~v,p1 ,
‖dua+i [h]‖~v1,p ≤ (1 + C(p)|f |~v,p1)‖duai[h]‖~v,p + C(p)|f |~v,p‖duai[h]‖~v,p1 ,
(7.14)
for some C(p) > 0 depending only on p, d, p1, p2. The same bounds hold for all the other coefficients in 5.29.
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Proof. By definition a+i (x) = ai(Φ
−1(u);x) then
‖ai(Φ−1(u);x) − ai(u)‖~v1,p ≤ ‖dua(u∗)[g(u)]‖~v1,p.
Recall that Φ−1(u) = u + g(u). The bound follows by estimates (5.40) on a and the estimates on g (see 5.22).
The second bound in (7.14) trivially follows. for the third we only need to use the chain rule.
Now we study diffeomorphisms of the x variable and of the θ variables. In the Sobolev case this amounts to
studying transformations of the real torus Td+1. See Appendix in [28]. For completeness we give the statement
of an equivalent technical result for the analytic case. For the proof we refer the reader to the Appendix in [36].
Lemma 7.59 (Diffeomorphism). Given b > 0 and p0 > (b+ 1)/2 then there exists c > 0 small depending only
on p0 such that for any p ≥ p0, ζ > 0 and any β ∈ Hp+1(Tbζ) such that
‖β‖ζ,p0+1 ≤ cδ, 0 < δ <
ζ
2
, (7.15)
the following holds. Let us consider Φ : Tbζ → Tb2ζ of the form
x 7→ x+ β(x) = Φ(x), (7.16)
then
(i) There exists Ψ : Tbζ−δ → Tbζ of the form Ψ(y) = y + β˜(y) with β˜ ∈W p,∞(Tbζ−δ) satisfying
‖β˜‖ζ−δ,p0+1 ≤
δ
2
, ‖β˜‖ζ−δ,p ≤ 2‖β‖ζ,p , (7.17)
such that for all x ∈ Tbζ−2δ one has Ψ ◦ Φ(x) = x.
(ii) For all u ∈ Hζ,p(Tbζ), the composition (u ◦ Φ)(x) = u(x+ β(x)) satisfies
‖u ◦ Φ‖ζ−δ,p ≤ (1 + C(p)‖β‖ζ,p0+1)‖u‖ζ,p + C(p)‖β‖ζ,p+1‖u‖ζ,p0),
‖u ◦ Φ− u‖ζ−δ,p ≤ C(p)1
δ
(‖β‖ζ,p+1‖u‖ζ,p0 + ‖β‖ζ,p0+1‖u‖ζ,p)
(7.18)
All the estimates above hold also for ζ = 0 except the second in (7.18).
Lemma 7.60. Consider a function α ∈ Hs(Tds ×Ta) such that∑
i
∂θiα = 0 ⇔ α(θ, x) =
∑
ℓ∈Zd,j∈Z
αj(ℓ)e
iℓ·θeijx, αj(ℓ) 6= 0, only if
d∑
i=1
ℓi = 0; (7.19)
define the map Tα on Hs(Tds ×Ta) as
Tαu := u(θ, x+ α(θ, x)), ∀ u ∈ Hs(Tds ×Ta). (7.20)
and consider Φα : (θ, y, w) 7→ (θ, y, w1) := (θ, y,Π⊥S Tαw). Given any Gauge preserving vector field F we have that
Φ∗αF is Gauge preserving.
Proof. By Remark 5.32, we just check that Φα(Ψτu) = ΨτΦα(u) where
Ψτ (θ, y, z
+, z−) = (θ + τ~1, y, eiτz+, e−iτz−).
By (7.19) we have α(θ + τ~1, x) = α(θ, x), hence we have
Φα(θ + τ~1, y, e
iτz+, e−iτz−) = (θ + τ~1, y,Π⊥S Tαeiτz+,Π⊥S Tαe−iτz−) = (θ + τ~1, y, eiτΠ⊥S Tαz+, e−iτΠ⊥S Tαz−).
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We have the following.
Lemma 7.61 (Diffemorphism of the torus 1). Fix ρ > 0. Consider F : O ×Da,p+2(s+ ρs0, r + ρr0)→ Va,p
a vector field in E (see 5.30), and a function α ∈ Hp(Tds × Ta;C), such that α = α(u) with u in a neighborhood
of (θ, 0, 0), which restricted to the real subspace is even in θ, odd in x and satisfies (7.19). Assume that
‖α‖~v,p1 ≤ cρ, p1 = p0 +m1, m1 = d+ 2p0 + 10, (7.21)
for some c > 0 small and
‖α‖~v,p ≤ ‖α‖~v,p(1 + ‖u‖~v,p+2)
‖duα[h]‖~v,p ≤ ‖α‖~v,p(‖h‖~v,p+2 + ‖u‖~v,p+2‖h‖p0+2).
(7.22)
Then setting Tα as in (7.20) and defining the map
Φ : θ+ = θ, y+ = y, w+ = Π
⊥
S Tαw = Π⊥S TαΠ⊥Sw, (7.23)
one has that for all ρ small enough Φ∗F : Da−2ρa0,p+2(s + ρs0, r + ρr0) → Va−2ρa0,p is in E. Moreover
dw(Φ∗F )
(w)(u)[h] = P+ + K+ has the form (5.38). The operator P+ has coefficients a
+
i , b
+
i given by
1 + a+2 = T −1α [(1 + a2)(1 + αx)2], b+2 = T −1α [(b2)(1 + αx)2],
a+1 = T −1α [(1 + a2)αxx]− iT −1α [ω · ∂θα] + T −1α [a1(1 + αx)], b+1 = T −1α [b1(1 + αx)],
a+0 = T −1α [a0], b+0 = T −1α [b0],
(7.24)
where T −1α u = u(θ, y + α˜(θ, y) is the inverse of the diffeomorphism x → x + α(θ, x). In particular, setting
~v := (γ,O, s+ ρs0, a), ~v1 := (γ,O, s + ρs0, a− ρa0) and ~v2 := (γ,O, s + ρs0, a − 2ρa0), the following holds. For
i = 0, 1, 2, the coefficients a+i , b
+
i , of P+ satisfy a
+
i = a
+
i (θ, y, w+; s), with w+ = Tαw and s = x + α(θ, x) . One
has that
‖a+2 − a2‖~v2,p ≤ ρ−1C(p)(‖α‖~v,p+2 + ‖α‖~v1,p‖a2‖~v,p1 + ‖α‖~v1,p‖a2‖~v,p1)
‖a+1 − a1‖~v2,p ≤ ρ−1C(p)(‖α‖~v,p+2 + ‖α‖~v1,p(‖a2‖~v,p1 + ‖a1‖~v,p1) + ‖α‖~v1,p1(‖a2‖~v,p + ‖a1‖~v,p))
‖b+1 − b1‖~v2,p ≤ ρ−1C(p)(‖α‖~v,p+1‖b1‖~v,p0 + ‖α‖~v,p1‖b1‖~v,p),
(7.25)
for C(p) > 0 depending only on p, d, p1, p2, ρ. The coefficients a
+
0 , b
+
0 satisfy the same estimates as b1. The
operator K+ has rank N+ 4|S| and the coefficients c+i , d+i are such that
‖c+i − ci‖~v2,p ≤ ρ−1C(p)(‖α‖~v,p+1δp0 + ‖α‖~v,p1δp), i = 1, . . . , N + 4|S|, (7.26)
where δp := max{‖ai‖~v,p, ‖bi‖~v,p, ‖ci‖~v,p, ‖di‖~v,p}, and where we define ci = 0 for i = N + 1, . . . , N + 5|S|. Same
for di. The coefficients a
+
i , b
+
i satisfies bounds like (5.40) with C(F ) C(F )(1 + ‖α‖~v,p).
Proof. The vector field Φ∗F is clearly tame, indeed in the new variables the system reads
θ˙+ = F
(θ)(θ+, y+, (Π
⊥
S Tα)−1w+)
y˙+ = F
(y)(θ+, y+, (Π
⊥
S Tα)−1w+)
w˙+ = [F
(θ)(θ+, y+, (Π
⊥
S Tα)−1w+) · ∂θα]∂x+w+ +Π⊥S TαF (w)(θ+, y+, (Π⊥S Tα)−1w+).
(7.27)
We need to study the linearized operator dw(Φ∗F )
(w)(u)[·] at u in a neighborhood of (θ, 0, 0). First we note
the following. By (7.18) one has that the map Π⊥S Tα is near to the identity and can be written as
Π⊥S TαΠ⊥S = Π⊥S (1+ Lα)Π⊥S .
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Moreover it is invertible and one has that
(Π⊥S TαΠ⊥S )−1 = Π⊥S (1+ L(−1)α )Π⊥S +QS, (7.28)
where
T −1α ◦ Tα := (1+ L(−1)α ) ◦ (1+ Lα) = 1,
and where QS is a linear operator of the form (5.39) with N = |S| (here |S| is the cardinality of the set S) with
coefficients c˜i, d˜i, for i = 1, . . . , |S| which satisfy bounds like
‖c˜i‖~v2,p ≤ C(p)ρ−1‖α‖~v,p+1.
We remark also that we can write
(Π⊥S TαΠ⊥S )−1 = (1+ L(−1)α )Π⊥S −ΠS(1+ L(−1)α )Π⊥S +QS ,
Π⊥S TαΠ⊥S = Π⊥S (1+ Lα − LαΠS).
(7.29)
Let us start by the term Π⊥S TαdwF (w)(u)(Π⊥S Tα)−1, which comes from the linearization of the second term in the
equation for w+ in (7.27). We know that dwF
(w) has the form (5.38), hence we can write
dwF
(w) = Π⊥SLΠ
⊥
S + K ,
L = −iE
[(
1 + a2(u;x) b2(u;x)
b¯2(x) 1 + a¯2(u;x)
)
∂xx +
(
a1(u;x) b1(u;x)
b¯1(x) a¯1(u;x)
)
∂x
]
− iE
[(
a0(u;x) b0(u;x)
b¯0(u;x) a¯0(u;x)
)]
.
(7.30)
By equations (7.29) and (7.30) we have
Π⊥S Tα(Π⊥SLΠ⊥S + K )(Π⊥S Tα)−1 = Π⊥S TαLT −1α Π⊥S +Π⊥S TαK (Π⊥S Tα)−1+
+Π⊥S TαΠ⊥SLΠ⊥SQS +Π⊥S Tα(−LΠS −ΠSLΠ⊥S )(Π⊥S Tα)−1+
+Π⊥SLαΠS(Π⊥SLΠ⊥S )(Π⊥S Tα)−1 +Π⊥S TαL(−ΠSL(−1)α )Π⊥S .
(7.31)
The first term in the r. h. s. of (7.31) can be studied explicitly. The equation (7.24) follows by a direct
computation (see Section 3 of [31] for further details). All the other terms in (7.31) have the form (5.39) with
N  N + 4|S|. Indeed, for h ∈ ℓa,p we have
Π⊥S TαLΠS(Π⊥S Tα)h = Π⊥S TαL
∑
j∈S
(Tαh, eijx)L2eijx =
∑
j∈S
(h, (Tα)∗eijx)Π⊥S TαL(eijx),
where (Tα)∗ is the adjoint, with respect to the L2 scalar product, of Tα. One sets cj(x) = (Tα)∗eijx and dj(x) =
Π⊥S TαL(eijx) to get the form (5.39). The other terms can be studied in the same way. Of course the rank of the
new operator K + is no more N, but it is increased proportionally with the cardinality of S.
Hence the new term K + has coefficients c+i , d
+
i for i = 1, . . . , N + 5|S|. Bounds (7.25) and (7.26) follows by
applying Lemma 7.59. The field Φ∗F is in the subspace E since the function α is even in θ, odd in x and by
Lemma (7.60).
Remark 7.62. By estimates (7.26), and using Lemma 7.53, one gets
|K + −K |dec~v2,p ≤ (N+ 5|S|)ρ−1C(p)(‖α‖~v,p+1δp0 + ‖α‖~v,p1δp). (7.32)
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Lemma 7.63 (Diffeomorphism of the torus 2). Consider F as in Lemma 7.61 and the transformation
Tβ : θ → θ + β(θ) with ‖β‖~v,p1 ≤ δ, for some δ > 0 small, which restricted to the real subspace is even in θ and
satisfy (7.19), and where p1 = p0 +m1 defined in (7.21). Then setting Tβu(θ + β(θ), x) := u(θ+, x) and defining
the map
Φ : θ+ = θ + β(θ), y+ = y, w+ = w, (7.33)
one has that for some ρ small Φ∗F : Da,p+2(s− 2ρs0, r+ρr0)→ Va,p is tame in E (see 5.30) for δ ≪ ρ. Moreover
d(Φ∗F )(u)[h] := P+ + K+ has the form (5.38) where P has coefficients a
+
i , b
+
i such that
‖a+i − ai‖~v2,p ≤ C(p, ρ)‖ai‖~v,p‖β‖~v,p0+1 + ‖β‖~v,p+1‖ai‖~v,p1 , (7.34)
where ~v := (γ,O, s+ ρs0, a), ~v1 := (γ,O, s, a) and ~v2 := (γ,O, s− 2ρs0, a). Same for b+i . Moreover K+ with rank
N and coefficients whoch satisfy the bound (7.26) with α  β. Finally if the function β satisfies bounds (5.40)
with C(F ) ‖β‖~v,p, then the coefficients a+i , b+i satisfies bounds like (5.40) with C(F ) C(F )(1 + ‖β‖~v,p).
Proof. One can reason as in Lemma 7.61 and use Lemma 7.59.
Lemma 7.64 (Multiplication operator). Consider F as in Lemma 7.61 and the map Φ := Π⊥SM(θ, x)Π
⊥
S
where M(θ, x) = 1 + A(θ, x) : Hp(Tds × Ta) × Hp(Tds × Ta) → Hp(Tds × Ta) ×Hp(Tds × Ta) with ‖A‖~v,p1 ≤ δ
with δ > 0 small and p1 = p0 + m1 as in (7.21). Assume also that A(θ, x) is even both in θ ∈ Td and x ∈ T
when restricted to the real subspace and condition (7.19) holds. Finally assume that A(θ, x) satisfies bounds like
(5.40) with C(F )  ‖A‖~v,p. Then one has that Φ∗F is tame in E with tameness constant given by (6.24) where
C~v,p(G) ‖A‖~v,p. Moreover, writing
dwF (u) = Π
⊥
S [(−iE + L2)∂xx + L1∂x + L0] Π⊥S + K (u)
where
Li(θ, y, w;x) = −iE
(
ai(u;x) bi(u;x)
b¯i(u;x) a¯i(u;x)
)
, i = 0, 1, 2, (7.35)
the linearized operator d(Φ∗F )(u)[h] := P+ + K+ has the form (5.38) where
P+ = Π
⊥
S
(
M−1(−iE + L2)M∂xx +
[
2M−1(−iE + L2)∂xM +M−1L1M
]
∂x
+
[
M−1(F (θ) · ∂θM) +M−1(−iE + L2)∂xxM +M−1L1∂xM +M−1L0M
])
Π⊥S
(7.36)
and K+ has the form (5.39) with N  N + 5|S| and with coefficients c+i , d+i , i = 1, . . . , N + 5|S|. The coefficients
a+i , b
+
i of P+ and c
+
i , d
+
i of K+ satisfy
‖a+i − ai‖~v2,p ≤ ‖ai‖~v,p‖A‖~v,p0 + ‖A‖~v,p‖ai‖~v,p1 , (7.37)
same for b+i , c
+
i , d
+
i . The bounds (5.40) hold with C(F ) C(F )(1 + ‖A‖~v,p).
Proof. First of all we note that Φ is a tame map. It is sufficient to apply the definition and use the fact that
‖ · ‖~v,p is equivalent to ‖ · ‖Hp(Td
b
×Ta) on the functions u(θ, x). Hence also the push-forward is tame. Equation
(7.36) follows again by an explicit calculation, and the tame bounds on the coefficients follow by the tameness of
the transformation and of the coefficients Li. The bounds (7.37) follows by interpolation properties of the decay
norm. One cam study of the finite rank term K + following the reasoning used in Lemma 7.61.
Remark 7.65. The new finite rank term K + satisfies the bound (7.32) with α A.
Remark 7.66 (Loss of regularity). Note that transformations in Lemma 7.58 do not loose analyticity. On the
contrary the diffeormorphisms of the torus in Lemmata 7.61 and 7.63 loose regularity in the analytic case.
Lemmata 7.58, 7.61, 7.63 and 7.64 guarantees that the structure of pseudo-differential operator of the linearized
in a neighbourhood of u = (θ, 0, 0) persists under the change of variables we described above. We also have
decomposed the linearized operator in homogeneous decreasing symbols of order two, one and zero. By Lemmata
above we note that also such decomposition is stable, and we are able to control the tameness constant of each
symbol. This not a priori obvious.
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7.2 Reduction to diagonal plus bounded operator
The following Lemma is the key result of this Section. We give the result on a special class of vector field.
Consider vector field F : O ×Da,p+ν(s, r) → Va,p with F = N0 + G and with ν = 2. For γ0/2 ≤ γ ≤ 2γ0 (see
(5.54)), set ~v = (γ,O, s, a) and assume that F is in E (see 5.30) and has the form
F := (1 + h)
(
Nˆ0 +N
(1) +N (2) +H
)
(7.38)
for some h : O ×Tds → C with
‖h‖~v,p < +∞, p ≤ p2 (7.39)
and where Nˆ0 = ω · ∂θ + Ω˜−1w · ∂w with Ω˜−1 = mΩ(−1), ω ∈ Rd is diophantine and
|ω − ω(0)|γ ≤ o(|ξ|), |m− 1|γ ≤ O(|ξ|), (7.40)
N (2) :=
(
Π⊥S
(
−iE
(
a2(θ, x) b2(θ, x)
b¯2(θ, x) a2(θ, x)
))
∂xxΠ
⊥
S
)
w · ∂w (7.41)
N (1) :=
(
− iEΠ⊥S
[(
a1(θ, x) b1(θ, x)
b¯1(θ, x) a¯1(θ, x)
)
∂x +
(
a0(θ, x) b0(θ, x)
b¯0(θ, x) a¯0(θ, x)
)]
Π⊥S + K
)
w · ∂w, (7.42)
where K of the form (5.39) with coefficients cj , dj , j = 1, . . . , N and ω
(0) defined in (5.54). Moreover we assume
that
dwH
(w)(0)[·] = 0. (7.43)
and
C~v,p(H) ≤ C~v,p(ΠN⊥G), C~v,p(N (2)) ≤ C~v,p(G). (7.44)
Note that by the reversibility condition one has that on U the function h(θ) is real and even in θ. Write
γ−1‖H(θ,0)‖~v,p := δ(1)p , max{γ−1‖a2‖~v,p, γ−1‖b2‖~v,p} := δ(2)p , (7.45)
We recall that by Remark 7.57 we have that δ
(2)
p controls the tameness constant C~v,p(N
(2)). In the same way
the norm of the functions ai, bi, ci, di controls the constant C~v,p(N
(1)). In the following we will use the following
notation: we set
C~v,p(N
(2)) := max{‖a2‖~v,p, ‖b2‖~v,p},
C~v,p(N
(1)) := max
i=0,1
j=1,...,N
{‖ai‖~v,p, ‖bi‖~v,p, ‖cj‖~v,p, ‖dj‖~v,p} (7.46)
In Remark 5.19 we already fixed the parameter p0 > (d + 1)/2 so that the norm ‖ · ‖s,a,p for p ≥ p0 defines a
Banach algebra on the space Hp(Tds ×Ta).
Some comments are in order. Note that the term N (2) is pseudo-differential operator of order 2, i.e. maps
ℓa,p+2 to ℓa,p for any p ∈ R. The term N (1) is an operator which maps ℓa,p+1 to ℓa,p. In the following we shall
use always this notation. The vector field F in (7.38) we study has a particular structure. In Section 8 we will
show the following fact: we construct a sequence of maps Ln which are compatible according to Definition 6.44.
Then we will apply Theorem 6.2 to F0 defined in (4.8), then we will show by induction that the sequence of fields
Fn for n ≥ 1 given by Theorem 6.2 have actually the structure in (7.38). In the following Lemma we show how to
construct a map L+ which reduces the size of the coefficients a2, b2 in (7.41) for vector fields of the form (7.38).
Lemma 7.67 (Regularization). Fix K > 0 large, K+ = K
3
2 and ρ+ > 0 small and consider F as in (7.38).
Fix
η1 := 2p0 + 2τ + 4, (7.47)
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and ~v = (γ,O, s, a), ~v1 := (γ,O, s − ρ+s0, a − ρ+a0) and ~v2 := (γ,O, s − 2ρ+s0, a − 2ρ+a0). Let p1 = p0 + m1
defined in (7.21). Then, if
ρ−1+ K
η1 max{δ(1)p1 , δ(2)p1 } ≤ ǫ ‖h‖~v,p1 ≤ γ0G0, (7.48)
where γ0, G0 as in (5.54),(6.1), p1, p2 in 6.1 and ǫ = ǫ(d, p0) is small enough then there exists a tame map
L+ =: O0 ×Da+ρ+a0,p+2(s− ρ+s0, r − ρ+r0)→ Da,p+2(s, r), (7.49)
with
‖(L+ − 1)u‖~v1,p ≤ Cρ−1+ Kη1 max{δ(1)p , δ(2)p }‖u‖~v,p0 + Cρ−1+ Kη1 max{δ(1)p1 , δ(2)p1 }‖u‖~v,p, p ≤ p2. (7.50)
Moreover for any ξ ∈ O0 such that
|ω · l| ≥ γ〈l〉τ , |l| ≤ K+ (7.51)
Fˆ := (L+)∗F : Da−2ρ+a0,p+2(s− 2ρ+s0, r − 2ρ+r0)→ Va−2ρa0,p (7.52)
is in E (see Def. 5.30) and has the form N0 + Gˆ and
Fˆ := (1 + h+)
(
Nˆ+0 + Nˆ
(1) + Nˆ (2) + Hˆ
)
(7.53)
with
‖h+‖~v2,p1 ≤ ‖h‖~v,p1(1 +K(p0+2τ+2)+ δ(2)p1 ), ‖h+‖~v2,p2 ≤ ‖h‖~v,p1(1 +K(p0+2τ+2)+ δ(2)p1 ) +Kp0+2τ+2+ δ(2)p2 , (7.54)
and Nˆ+0 = ω+ · ∂θ + Ω˜−1+ w · ∂w with Ω˜−1 = m+Ω(−1), and
|ω+ − ω|γ ≤ δ(1)p1 , |m+ −m|γ ≤ δ(2)p1 . (7.55)
One has that N
(2)
+ as the form (7.41) with coefficients a
+
2 , b
+
2 , N
(1)
+ has the form (7.42) with coefficients a
+
i , b
+
i
for i = 0, 1, K+ of the form (5.39) with rank N + C|S|, for some absolute constant C, and coefficients c+i , d+i for
i = 1, . . . , N + C|S|. In particular, recalling the notation introduced in (7.46), one has
C~v2,p1(Nˆ
(1)) ≤ (1 +Kη1+ δ(2)p1 )C~v,p1(N (1))
C~v2,p2(Nˆ
(1)) ≤ (1 +Kη1+ δ(2)p1 )(C~v,p2(N (1)) +K2p0+2τ+2+ (δ(1)p2 + δ(2)p2 )C~v,p1(G)),
(7.56)
γ−10 C~v2,p1(Nˆ
(2)) ≤ (1 +Kη1+ δ(2)p1 )
[
K
−(p2−p1−2p0−2τ−2)
+ δ
(2)
p2
+K2p0+2τ+2+ (δ
(2)
p1
)2
]
,
C~v2,p2(Nˆ
(2)) ≤ C~v,p2(N (2)) +Kη1+ C~v,p1(N (2)).
(7.57)
Moreover the following estimates hold: set Gˆ = Fˆ −N0, then
C~v2,p1(Gˆ) ≤ (1 +Kη1+ δ(2)p1 )C~v,p1(G)
C~v2,p2(Gˆ) ≤ (1 +Kη1+ δ(2)p1 )(C~v,p2(G) +Kη1+ (δ(1)p2 + δ(2)p2 )C~v,p1(G)),
(7.58)
γ−10 ‖Hˆ(θ,0)‖~v2,p1 ≤ (1 +Kη11 δ(2)p1 )
[
K
−(p2−p1)
1 δ
(1)
p1
+Kη11 δ
(2)
p1
δ
(1)
p1
]
, (7.59)
Finally one has
γ−10 ‖a2 − a+2 ‖~v2,p1 , γ−10 ‖b2 − b+2 ‖~v2,p1 ≤ Kη1+ δ(2)p1
[
K
−(p2−p1−2p0−2τ−2)
+ δ
(2)
p2
+K2p0+2τ+2+ (δ
(2)
p1
)2
]
, (7.60)
‖ai − a+i ‖~v2,p1 , ‖bi − b+i ‖~v2,p1 ≤ Kη1+ δ(2)p1 C~v,p1(N (1)), i = 0, 1,
‖ci − c+i ‖~v2,p1 , ‖di − d+i ‖~v2,p1 ≤ Kη1+ δ(2)p1 C~v,p1(N (1)), i = 1, . . . , N + C|S|
(7.61)
where ci = di = 0 for i = N + 1, . . . , N + C|S|.
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Proof of Lemma (7.67). The proof follows the scheme used in Section 3 of [31].
Step 1. The first step is to diagonalize the second order coefficient by eliminating the terms b2 through a
multiplication operator. We use a transformation of the form
Φ1 : θ → θ, y → y, w→ Π⊥SMAΠ⊥Sw. (7.62)
The eigenvalues of (
m+ a2(θ, x) b2(θ, x)
b¯2(θ, x) m+ a¯2(θ, x)
)
are λ1,2 =
√
(m+ a2)2 − |b2|2. Hence we set a˜2(ϕ, x) = λ1 −m. We have that a˜2 ∈ R because a2 ∈ R and ai, bi
are small. The diagonalizing matrix is
1
2m
(
2m+ a2 + a˜2 −b2
−b¯2 2m+ a2 + a˜2
)
:= 1+A. (7.63)
We define M−1A := 1+ΠK+A, hence
‖ΠK+A‖~v,p ≤ C~v,p(ΠK+N (2)). (7.64)
The bound on the inverse MA follows simply by the fact that
det(1+A) :=
(|b2|2 − (2c+ a2 + a˜2)2)
4m2
. (7.65)
The bounds on the truncated matrix is the same. One can also prove that
‖(1+ΠK+A)−1 − (1+A)−1‖~v,p ≤ ‖Π⊥K+A‖~v,p + ‖A‖~v,p1‖A‖~v,p.
Since F is in E then the map Φ1 defined in (7.62) satisfies all the hypothesis of Lemma 7.64. Such result guarantees
that the field F (1) = (Φ1)∗F = N0+G
(1) = (1+h)(N˜0+N
(1)
1 +N
(2)
1 +H
(1)) (see notations in (7.38)) is in E and
one has
C~v,p(G
(1)) ≤ C~v,p(G) +Kν+1+ ‖A‖~v,pC~v,p1(G). (7.66)
In particular the term (H(1))(θ,0) satisfies a bounds like (7.66) with G (H)(θ,0). Moreover using equation (7.36)
of Lemma 7.64 with M  MA = 1+ΠK+A we obtain that
N
(2)
1 = −iEΠ⊥S
[(
a˜2(θ, x) 0
0 a˜2(θ, x)
)
∂xx
]
Π⊥S − iEΠ⊥S
[(
a
(1)
2 (θ, x) b
(1)
2 (θ, x)
b¯
(1)
2 (θ, x) a
(1)
2 (θ, x)
)
∂xx
]
Π⊥S (7.67)
and bounds (7.37) imply on the field F (1) bounds like (7.56)-(7.61). More explicitly one has
‖a(1)2 ‖~v,p, ‖b(1)2 ‖~v,p ≤ C~v,p(Π⊥K+(N (1))) + C~v,p(N (2))C~v,p1(N (2)).
Moreover the field N
(1)
1 has the form (7.42) with coefficients a
(1)
i , b
(1)
i (given by Lemma 7.64) and K
(1) of the
form (5.39). Finally by (7.64) one has
C~v,p(N
(1)
1 ) ≤ C~v,p(N (1)) + C~v,p+2(ΠK+N (2))C~v,p1(N (1)) + C~v,p+2(ΠK+N (2))
+ C~v,p1+2(ΠK+N
(2))C~v,p(H) + C~v,p+2(ΠK+N
(2))C~v,p1(H),
(7.68)
and the same bounds holds on the single coefficients a
(1)
i , b
(1)
i for i = 0, 1. Hence
C~v,p1(N
(1)
1 ) ≤ (1 +K2+δ(2)p1 )C~v,p1(N (1)) +K3+C~v,p1(H)δp1 ,
C~v,p2(N
(1)
1 ) ≤ C~v,p2(N (1)) + C~v,p1(N (1))K3+δ2p1 +K2+(C~v,p2(H)δ(2)p1 + C~v,p1(H)δ(2)p2 )
(7.69)
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One the coefficients c
(1)
i , d
(1)
i of K
(1) the bound (7.37) holds. Lemma 7.64 implies also bounds (7.61) on the
coefficients of the field F (1). In particular b
(1)
2 satisfies (7.60).
Step 2 - Change of the space variable Now we want to eliminate the dependence on x of the coefficients a˜2
of the field F (1). We use a change of variables Φ2 as in (7.23) of Lemma 7.61. We are looking for α(θ, x) such
that the coefficient of the second order differential operator does not depend on x, namely by equation (7.24)
T −1α [(1 + a˜2)(1 + αx)2] = 1 + a(2)2 (θ), (7.70)
for some function a
(2)
2 (θ). Since Tα operates only on the space variables, the (7.70) is equivalent to
(1 + a˜2(θ, x))(1 + αx(θ, x))
2 = 1+m2(θ). (7.71)
Hence we have to set
αx(θ, x) = ρ0, ρ0(θ, x) := (1 +m2)
1
2 (θ)(1 + a˜2(θ, x))
− 12 − 1, (7.72)
that has solution α periodic in x if and only if
∫
T
ρ0dx = 0. This condition implies
m2(θ) =
(
1
2π
∫
T
(1 + a˜2(θ, x))
− 12
)−2
− 1, (7.73)
which satisfies the bound
‖m2(θ)‖~v,p ≤ C(s)γ0δ(2)p . (7.74)
Then we have the “approximate” solution (with zero average) of (7.72)
α(θ, x) := (∂−1x ΠK+ρ0)(θ, x), (7.75)
where ∂−1x is defined by linearity as ∂
−1
x e
ikx := e
ikx
ik , ∀ k ∈ Z\{0}, ∂−1x = 0. In other word ∂−1x h is the
primitive of h with zero average in x. The function α (that is a trigonometric polynomial) satisfies
‖α‖~v,p1+p0 ≤ Kp0+ δ(2)p1 , ‖α‖~v,p2+p0 ≤ Kp0+ δ(2)p2 (7.76)
For more details on the estimates on α we refer to [31].
With this definition of the function α and by Lemma 7.59 one has that Tα : Ta−(ρ/4)a0 → Ta if, by (7.76),
δ
(2)
p1
is small enough. Moreover we know, since F (1) is in E that a˜2 is even in θ and in x and satisfies (7.19), hence
the function α satisfies the hypotheses of Lemma 7.61. Setting
F (2) := (Φ2)∗F
(1) = N0 +G
(2) = (1 + h)(Nˆ0 +N
(1)
2 +N
(2)
2 +H
(2)), (7.77)
again one has that F (2) is in E and
C~v,p(G
(2)) ≤ (1 + ‖α‖~v,p1+ν+1)
(
C~v,p(G
(1)) + ‖α‖~v,p+ν+1C~v,p1(G(1))
)
, (7.78)
where we used ‖α‖~v,p1+ν+1 ≤ Kν+1δ(2)p1 ≤ 1. Moreover we have obtained
N
(2)
2 = −iEΠ⊥S
[(
m2(θ) 0
0 m2(θ)
)
∂xx
]
Π⊥S − iEΠ⊥S
[(
a
(2)
2 (θ, x) b
(2)
2 (θ, x)
b¯
(2)
2 (θ, x) a
(2)
2 (θ, x)
)
∂xx
]
Π⊥S (7.79)
where
‖a(2)2 ‖~v,p, ‖b(2)2 ‖~v,p ≤ C~v,p(Π⊥K+(N (2))) + C~v,p(N (2))C~v,p1(N (2)). (7.80)
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The field N
(1)
2 in (7.77) has the form (7.42) with coefficients a
(2)
i , b
(2)
i for i = 0, 1. The bound (7.25) hold with
a1, b1  a
(1)
i , b
(1)
i where α is the one given in (7.75). More explicitly one has
C~v,p1(N
(1)
2 ) ≤ (1 +Kp0+2+ δ(2)p1 )C~v,p1(N (2)1 ) +Kp0+2+ δ(1)p1 C~v,p1(N (1)1 ),
C~v,p1(N
(1)
2 ) ≤ C~v,p2(N (1)1 ) +Kp0+2+ δp2C~v,p1(N (1)1 ) +Kp0+2+ (C~v,p2(N (2)1 )δ(2)p1 + C~v,p1(N (2)1 )δ(2)p2 )
(7.81)
Moreover the coefficients c
(2)
i , d
(2)
i of K
(2) satisfy the bound (7.26). For more details on the estimates on α we
refer to [31]. Lemma 7.61 implies also bounds (7.61) on the coefficients of the field F (2). In particular coefficients
a
(2)
2 , b
(2)
2 satisfy bounds (7.60).
First we remark that, by Lemmata 7.61 and 7.64, we have that the rank of the finite rank term is increased, and
K 2 has rank N + C|S| for some absolute constant C > 0. Secondly we note that in this two steps the function
h(θ) did not change.
Step 3 - Time reparameterization. In order to eliminate the dependence on θ of a
(2)
2 we use a special
diffeomorphism of the torus
Tβ : θ → θ+ = θ + ωβ(θ), θ ∈ Tds , β(θ) ∈ R, (7.82)
where α is a small real valued function, 2π−periodic in all its arguments. We consider a transformation Φ3 of the
form (7.33) and we set
F (3) := (Φ3)∗F
(2) = N0 +G
(3) (7.83)
and N (3) := ΠN (Φ3)∗F
(2), X(3) := ΠX (Φ3)∗F
(2) and R(3) := Π3(Φ3)∗F
(2). We also have that
ΠN (Φ3)∗F
(2) := (Φ3)∗ΠNF
(2), ΠX (Φ3)∗F
(2) := (Φ3)∗ΠXF
(2), Π3(Φ3)∗F
(2) := (Φ3)∗ΠRF
(2), (7.84)
Let us study in detail the from of N (3). First of all we have
((Φ3)∗ΠNF
(2))(θ)(θ+) = T −1β
[
(1 + ω · ∂θβ)(1 + h)[ω + (H(2))(θ,0)]
]
(θ+), (7.85a)
((Φ3)∗ΠNF
(2))(w)(θ+, w+) = T −1β
[
(1 + h)
(
Nˆ
(w)
0 +N
(1)
2 +N
(2)
2 + dwH
(2)w
)]
= (7.85b)
− iEΠ⊥S
(T −1β (1 + h)(m+m2) 0
0 T −1β (1 + h)(m+m2)
)
∂xxTβΠ⊥S
− iEΠ⊥S T −1β
[(
a
(2)
1 b
(2)
1
b¯
(2)
1 a¯
(2)
1
)
∂x +
(
a
(2)
0 b
(2)
0
b¯
(2)
0 a¯
(2)
0
)]
TβΠ⊥S + T −1β K (2)Tβ
Our aim is to find β in such a way the coefficients of the second order is proportional with respect to the
coefficients of ω. This is equivalent to require that
(1 + h(θ))(m +m2(θ)) = m+(1 + ω · ∂θβ(θ))(1 + h(θ)), (7.86)
for some m+ := m+ c. By setting
c =
1
(2π)d
∫
Td
(m2(θ))dθ, (7.87)
which satisfies also
|c| ≤ C(s)γ0δ(2)p1 . (7.88)
we can find the (unique) approximate solution of (7.86) with zero average
β(θ) :=
1
m+ c
(ω · ∂θ)−1(m+ΠK(m2)−m− c)(θ), (7.89)
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where (ω ·∂θ)−1 is defined by linearity (ω ·∂ϕ)−1eiℓ·ϕ := eiℓ·ϕiω·ℓ , ℓ 6= 0, (ω ·∂ϕ)−11 = 0. Note that β is trigonometric
polynomial supported on |ℓ| ≤ K. As one can check (see also [31] for more details) the function β in (7.89) satisfy
the bound
‖β‖~v,p+p0 ≤ γ−10 ‖ΠKm2‖~v,p+p0+2τ+2, (7.90)
with ~v = (γ,O, s− (ρ/4), a− (ρ/4)a0) and γ0 is the diophantine constant of ω. Hence we have
‖β‖~v,p1+p0 ≤ Kp0+2τ+2+ δ(2)p1 , ‖β‖~v,p2+p0 ≤ Kp0+2τ+2+ δ(2)p2 (7.91)
This implies that the transformation T3 maps Tds−(ρ/4)s0 → Tds if δ
(2)
p1
is sufficiently smaller than ρ (see
condition (7.48)). We set
h˜+ := T −1β (ω · ∂θβ + h+ hω · ∂θβ), (7.92)
so that one has for ~v = (γ,O, s− ρs0, a− ρa0)
‖h˜+ − h‖~v,p ≤ ‖ω · ∂θβ‖~v,p + ‖ω · ∂θβ‖~v,2p0‖h‖~v,p ≤ γ−10 Kp0+2τ+2+ (‖a(2)2 ‖~v,p + ‖a2‖~v,p0‖h‖~v,p), (7.93)
which implies the bound (7.54). The function β in (7.89) satisfies the hypotheses of Lemma 7.63. By applying
Lemma 7.63 to F (2) we get
F (3) = N0 +G
(3) = (1 + h˜+)(N˜0 +N
(1)
3 +N
(2)
3 +H
(3)), (7.94)
with (recalling (4.11))
N˜0 := ω · ∂θ +m+Ω(−1)w · ∂w, m+ = m+ c, (7.95)
N
(2)
3 = −iEΠ⊥S
[(
a
(3)
2 (θ, x) b
(3)
2 (θ, x)
b¯
(3)
2 (θ, x) a
(3)
2 (θ, x)
)
∂xx
]
Π⊥S (7.96)
where
C~v,p(N
(2)
3 ) ≤ C~v,p(Π⊥K+(N (2)2 )) + ‖β‖~v,p+p0C~v,p1(Π⊥K+(N (2)2 ))
+ max{‖a(2)2 ‖~v,p, ‖b(2)2 ‖~v,p}+ ‖β‖~v,p+p0 max{‖a(2)2 ‖~v,p1 , ‖b(2)2 ‖~v,p1}
(7.97)
and the coefficients a
(3)
2 , b
(3)
2 satisfies the same bound (see Remark 7.57). The field N
(1)
3 := (Φ3)∗(Nˆ0 + N
(1)
2 +
N
(2)
2 )− (N˜0 +N (2)3 ) collects all the terms of order at most O(∂x) plus a finite rank term K (3) and has the form
(7.42) with coefficients a
(3)
i , b
(3)
i for i = 0, 1 and K
(3) as in (5.39). Lemma 7.63 implies that
‖a(3)i ‖~v,p, ‖b(3)i ‖~v,p ≤ ‖a(2)i ‖~v,p + ‖β‖~v,p+p0‖a(2)i ‖~v,p1 . (7.98)
The coefficients of K (3) satisfy similar bounds as (7.98) (see (7.26)).
More explicitly one has
C~v,p1(N
(2)
3 ) ≤ (1 +Kp0+2τ+2+ δ(2)p1 )
[
K
−(p2−p1)
+ C~v,p2(N
(2)
2 ) + max{‖a(2)2 ‖~v,p1 , ‖b(2)2 ‖~v,p1}
]
,
C~v,p2(N
(2)
3 ) ≤ C~v,p2(N (2)2 ) +K−(p2−p1)+p0+2τ+2+ δ(2)p2 C~v,p2(N (2)2 )
+Kp0+2τ+2+ δ
(2)
p2
max{‖a(2)2 ‖~v,p1 , ‖b(2)2 ‖~v,p1},
C~v,p1(N
(1)
3 ) ≤ (1 +Kp0+2τ+2+ δ(2)p1 )C~v,p1(N (1)2 ),
C~v,p2(N
(1)
3 ) ≤ C~v,p2(N (1)2 ) +Kp0+2τ+2+ δ(2)p2 C~v,p1(N (1)2 ).
(7.99)
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By equation (7.87) we also obtain the bound supO |m+ −m| ≤ δ(2)p1 on the constant m+ hence (7.55) is satisfied.
Using the estimates given by Lemmata 7.61, 7.63, 7.64 and collecting the estimates in (7.64), (7.76) and (7.91),
we get on the field G(3) in (7.94), the estimates
C~v,p1(G
(3)) ≤ (1 +K(p0+2τ+2)+ δ(2)p1 )C~v,p1(G),
C~v,p2(G
(3)) ≤ (1 +K(p0+2τ+2)+ δ(2)p1 )C~v,p2(G) + (1 +K(p0+2τ+2)+ δ(2)p1 )C~v,p1(G)Kp0+2τ+2+ δ(2)p2 .
(7.100)
Finally we have
‖(H(3))(θ,0)‖~v,p1 ≤ γ0(1 +K(p0+2τ+2)+ δ(2)p1 )δ(1)p1 ,
‖(H(3))(θ,0)‖~v,p2 ≤ ‖H(θ,0)‖~v,p2 + γ0Kp0+2τ+2+ δ(2)p2 δ(1)p1 .
(7.101)
Step 4 - Torus diffeomorphism. The aim of the final step is reduce “quadratically” the size of the term
(H(3))(θ,0). We define the trasformation
Φ4 : (θ, y, w)→ (θ + g(θ), y, w), (7.102)
and we call Tg the transformation Tgu = u(θ + g(θ), x). We set Fˆ = (Φ4)∗F (3) = N0 + Gˆ and we study
its projection on the subspace N . By a direct calculation one can note that ΠN (Φ4)∗F (3) = (Φ4)∗ΠNF (3),
ΠX (Φ4)∗F
(3) = (Φ4)∗ΠXF
(3) and ΠR(Φ4)∗F
(3) = (Φ4)∗ΠRF
(3). For convenience we write
(Φ4)∗ΠNF
(3) := (Φ4)∗
(
(1 + h˜+)(N˜0 + (H
(3))(θ,0))
)
+ (Φ4)∗
(
(1 + h˜+)(N
(1)
3 +N
(2)
3
)
=
= (1 + T −1g h˜+)
[
(Φ4)∗(N˜0 + (H
(3))(θ,0)) + (Φ4)∗(N
(1)
3 +N
(2)
3 )
]
.
(7.103)
We set
h+ := T −1g h˜+. (7.104)
By Lemma 7.63, definition (7.92) and estimate (7.93) we have that (7.54) holds. Moreover one can write
(Φ4)∗N
(3) = N (3) + [g,N (3)] +
∫ 1
0
∫ t
0
(Φ(4))s∗[g, [g,N
(3)]]dsdt.
where N (3) := (N˜0 + (H
(3))(θ,0)). We look for g(θ) such that the θ component of N (3) + [g,N (3)] has the form in
(7.53) with the size of H
(θ,0)
+ “much smaller” of the size of H
(θ,0). More explicitly one has that
(N (3) + [g,N (3)])(θ) = (ω+ + H˜
(θ,0)(θ)), (7.105)
where , denoting by 〈·〉 the average in the variable θ,
ω+ := ω + 〈(H(3))(θ,0)〉,
H˜(θ,0) := (H(3))(θ,0)(θ) − 〈(H(3))(θ,0)〉+ ω · ∂θg(θ) + (H(3))(θ,0)∂θg(θ)− ∂θ(H(3))(θ,0)g(θ)
(7.106)
and we look for g(θ) such that
ΠK
[
(H(3))(θ,0)(θ)− 〈(H(3))(θ,0)〉
]
+ ω · ∂θg(θ) = 0. (7.107)
Equation (7.107) is satisfied by choosing
g(θ) := (ω · ∂−1θ )−1ΠK
[
(H(3))(θ,0)(θ)− 〈(H(3))(θ,0)〉
]
. (7.108)
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One has the following estimates hold
‖g‖~v,p1≤K2τ+21 γ−1C~v,p1((H(3))(θ,0)) ≤ K2τ+21 (1 +Kp0+2τ+2+ δ(2)p1 )δ(1)p1 ,
‖g‖~v,p2 ≤ K2τ+1+ (δ(1)p2 +Kp0+2τ+2+ δ(2)p2 δ(1)p1 ).
(7.109)
Moreover by the first of (7.106) we have that (7.55) holds. Now for δ
(1)
p1
, δ
(2)
p1
small enough (see condition (7.48))
one can use Lemma 7.59 to conclude that
Tg : Tds−(ρ+/4)s0 → Tds−(ρ+/2)s0 . (7.110)
In particular g in (7.108) satisfies hypotheses of Lemma 7.63, which applied to F (3) implies that
Fˆ = (Φ4)∗F
(3) : Da−ρ+a0,p+ν(r − ρ+r0, r − ρ+r0)→ Va−ρ+a0,p
is in the subspace E . We set L+ := Φ4 ◦ Φ3 ◦ Φ2 ◦ Φ1. By the discussion above we have that
L+ : Da−ρ+a0,p+2(s− ρ+s0, r0 − ρ+r0)→ Da,p+2(s, r),
the estimate (7.50) follows by collecting the bounds (7.64), (7.76), (7.91), (7.109) and Lemma 7.59. We check all
the bounds on the new vector field (L+)∗F . We have
Fˆ := N0 + ((Φ4)∗N˜0 − N˜0) + (Φ4)∗(h˜+N˜0) + (Φ(4))∗
(
(1 + h˜+)(N
(1)
3 +N
(2)
3 + (H
(3))(θ,0))
)
+ (Φ4)∗((1 + h˜+)ΠN⊥H
(3)),
(7.111)
with N˜0 defined in (7.95). Fix now ~v = (γ,O, s−ρ+s0, a−ρ+a0). From this first splitting we have that Fˆ = N˜0+Gˆ
and on Gˆ the following estimates hold:
C~v,p1(Gˆ) ≤ (1 +Kη1+ δ(2)p1 )C~v,p1(N (1) +N (2) +H)
C~v,p2(Gˆ) ≤ (1 +Kη1+ δ(2)p1 )(C~v,p2(N (1) +N (2) +H) +K2p0+2τ+2+ (δ(1)p2 + δ(2)p2 )C~v,p1(G)),
(7.112)
for η1 as in (7.47) which implies (7.58). In order to prove (7.112) one reasons as follows. One has that
((Φ(4))∗N˜0 − N˜0) =
∫ 1
0
(Φ4)
s
∗[g, N˜0] =
∫ 1
0
(Φ4)
s
∗ΠK+ [g, N˜0] =
=
∫ 1
0
(Φ4)
s
∗ΠK+ [g, N˜0 + (H
(3))(θ,0)]−
∫ 1
0
(Φ4)
s
∗ΠK+ [g, (H
(3))(θ,0)]
=
∫ 1
0
(Φ4)
s
∗r +
∫ 1
0
(Φ4)
s
∗ΠK+ [g, (H
(3))(θ,0)],
where by (7.107)
r =
(
Π⊥K+(H
(3))(θ,0) + (H(3))(θ,0)∂θg(θ)− ∂θ(H(3))(θ,0)g(θ)
)
· ∂θ (7.113)
Use (7.109) to estimate g, (7.101) to estimate (H(3))(θ,0), hence using (7.100) and the smallness of δ one gets the
estimates (7.112) with η1 in (7.47). Trivially one has also
C~v,p1(ΠN⊥Gˆ) ≤ (1 +Kη1+ δ(2)p1 )C~v,p1(ΠN⊥G)
C~v,p2(ΠN⊥Gˆ) ≤ (1 +Kη1+ δp1)(C~v,p2(ΠN⊥G) +Kp0+2τ+2+ G0C~v,p2(ΠN⊥G)),
(7.114)
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Now we want to rewrite the field Fˆ in a form more similar to (7.94) by using (7.103). We have
Fˆ := (1 + Φ−14 h˜+)
[
Nˆ+0 +N
(1)
4 +N
(2)
4 +H
(4)
]
,
Nˆ+0 := (ω + 〈(H(3))(θ,0)〉) · ∂θ +m+Ω−1w · ∂w,
N
(1)
4 := (Φ4)∗N
(1)
3 , N
(2)
4 := (Φ4)∗N
(2)
3 ,
H(4) := (Φ4)∗H
(3) + (Φ4)∗N˜0 − Nˆ+0 .
(7.115)
This is another way to write (7.111). But now we give a precise estimates on the low norm of the component θ
of the field H(4) on N . First of all we have
H(4) := N˜0 − N˜+0 + [g, N˜0] +
∫ 1
0
∫ t
0
(Φ4)
(s)
∗ [g, [g, N˜0]] +H
(3) +
∫ 1
0
(Φ4)
(s)
∗ [g,H
(3)].
Now if we look at the the component (H(4))(θ,0), by using equation (7.107), we obtain
(H(4))(θ,0) := Π⊥K+(H
(3))(θ,0)(θ) +
∫ 1
0
∫ t
0
(Φ4)
(s)
∗ [g, [g, N˜0]] +
∫ 1
0
(Φ4)
(s)
∗ [g,H
(3)]
= Π⊥K+(H
(3))(θ,0)(θ) +
∫ 1
0
(Φ4)
(s)
∗ [g,H
(3)] +
∫ 1
0
∫ t
0
(Φ4)
(s)
∗ [g,−ΠK+(H(3))(θ,0)],
(7.116)
and hence, using (7.48), we get
‖(H(4))(θ,0)‖~v,p1 ≤ K−(p2−p1)+ C~v,p2((H(3))(θ,0)) +Kν+2+ ‖g‖~v,p1‖(H(3))(θ,0)‖~v,p1
(7.101),(7.109)
≤ K−(p2−p1)1 (1 +Kp0+2τ+11 δ(2)p1 )(δ(1)p2 + δ(1)p1 Kp0+2τ+2+ δ(2)p1 )
+ (1 +Kp0+2τ+1+ δ
(2)
p1
)Kp0+2τ+2+ δ
(2)
p1
δ
(1)
p1
,
(7.117)
which implies (7.59). Now by (7.115) we have, by using (7.99) and (7.80), that
C~v,p1(N
(2)
4 ) ≤ (1 +K2p0+2+ δ(2)p1 )3
[
K
−(p2−p1−2p0−2τ−2)
+ δ
(2)
p2
+K2p0+2τ+2+ (δ
(2)
p1
)2
]
,
C~v,p2(N
(2)
4 ) ≤ C~v,p2(N (2)) +K2p0+2τ+4+ C~v,p1(N (1)).
(7.118)
which implies (7.57). In the same way , using (7.99), (7.81) and (7.68) and Lemma 7.63 the (7.56) follows. Bounds
in (7.61) follow by the discussion above recalling the results of Lemmata 7.61, 7.63 and 7.64. We conclude by
setting
Nˆ (1) = N
(1)
4 , Nˆ
(2) = N
(2)
4 Hˆ = H4,
defined in (7.115).
Corollary 7.68 (Compatible changes of variable). Under the hypotheses of Lemma 7.67, assume also that
ρ−1+ K
η1 max{δ(1)p1 , δ(2)p1 } ≤ ε0K−1, ‖h‖~v,p1 ≤ 2γ0G0, max{δ(1)p2 , δ(2)p2 } ≤ ε0Kκ1 , ‖h‖~v,p2 ≤ γ0G0Kκ1, (7.119)
where γ0,ε0, G0 as in (5.54),(6.1), p1 = p0+m1 as in (7.21) and κ1, p2 in 6.1. We have that the map L+ in (7.49)
is compatible, according to Definition 6.44, provided that
κ3 := κ1 + η1, (7.120)
with η1 in (7.47).
Proof. The (6.11) is trivial. Bound (6.9) follows by (7.50) and (7.119). Bounds in (6.10) follow by (7.119) and
(7.58). By the discussion in Lemma 7.67 we also have that the subspace E is preserved.
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7.3 Inversion of the linearized operator in the normal directions
We consider a vector field F = N0 + G of the form (7.38) with all the properties in equations (7.39)-(7.45)
and which satifies the hypotheses of Lemma 7.67. We set
δp := γ
−1C~v,p(ΠXH). (7.121)
Now we apply Lemma 7.67 to the field F and we obtain the field Fˆ = (L+)∗F = (1+h+)(Nˆ+0 + Nˆ (1)+ Nˆ (2)+ Hˆ)
in (7.53). We want to describe a set O′ which satisfies the Mel’nikov conditions in 6.43 for (Fˆ ,K,~v(o)2 ). The
parameters K, γ0 are the same of Lemma 7.67 while ~v
(0)
2 is ~v2 of Lemma 7.67 with O replaced by O0. One can
note that the conditions (6.6) and (6.7) on the operatorW are equivalent to find an “approximate” solution g ∈ BE
of the equation
ΠK+ΠX [g,N ] = ΠK+X, X ∈ X ∩ E , (7.122)
and where
N = (1 + h+)
(
Nˆ+0 + Nˆ
(1) + Nˆ (2) +ΠN Hˆ
)
, (7.123)
with Nˆ+0 defined in (7.115) and h+ in (7.54). Indeed by an explicit calculation equation 7.122 defining ω(θ) :=
Fˆ (θ,0) and Ω(θ) := Fˆ (w,w,)[·], becomes
ΠK+
(
ω(θ) · ∂θg(y) + g(y,w) · Ω(θ)w
)
· ∂y +ΠK+
(
ω(θ) · ∂θg(w,0) − Ω(θ)g(w,0)
)
· ∂w = ΠK+X. (7.124)
We recall that ω(θ) := (1+h+)(ω++ Hˆ
(θ,0)) and Ω(θ) := (1+h+)(m+Ω
(−1)+ Nˆ (1)+ Nˆ (2)). By construction one
of the effect of the map L+ is that the sizes of the terms Hˆ(θ,0) and Nˆ (2) are “much” smaller with respect to the
size of H(θ,0)) and N (2) (see equations (7.59) and (7.57)).
In the course of our algorithm we shall only need to find an approximate solution of (7.124), up to an error
which is of the order of Hˆ(θ,0) and Nˆ (2).
Hence we ingnore those terms in (7.124). We are reduced to solving
ω+ · ∂θg(y,0)(θ) = ΠK+X(y,0)
1
1 + ΠK+h+
,
ω+ · ∂θg(y,y)(θ)y = ΠK+X(y,y)
1
1 + ΠK+h+
y,
ω+ · ∂θg(w,0)(θ) − Ω˜(θ)g(w,0) = ΠK+X(w,0)
1
1 + ΠK+h+
,
ω+ · ∂θg(y,w)(θ) · w + g(y,w)(θ) · Ω˜(θ)w = ΠK+X(y,w)w
1
1 + ΠK+h+
,
(7.125)
with
Ω˜(θ) := (1 + h+)(m+Ω
(−1) + Nˆ (1)). (7.126)
To solve the first two equations it is enough to ask that
|ω+ · k| ≥ γ〈k〉τ , k ∈ Z
d, |k| ≤ K+. (7.127)
In other word thanks to the bound (7.127) we are able to estimate the operator W0 := (ω+ · ∂θ)−1.
The third equation has the form
Lu =
(
ω+ · ∂θ − Ω˜(θ)
)
g = f, (7.128)
for g = g(θ, x), f = f(θ, x) maps
g, f : Tds → ℓa,p,
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Hence we need to invert the an operator of the form L in (7.128).
In order to solve the fourth equation in (7.125) we need to invert the operator
(
ω+ · ∂θ + Ω˜T (θ)
)
. Here Ω˜T (θ)
is traspose w.r.t. te bilinear form a · b = ∑j ajbj . We remark that we need to invert the latter operator on the
space ℓa,p and not only on its dual in order to get bounds like (6.6).
We briefly explain our strategy. In this Section, more precisely in Lemma 7.75, we will show that, under
some non degeneracy conditions on the eigenvalues of Ω˜(θ) (see (7.178)), one can construct a family of invertible
operators Q = Q(θ) on ℓa,p such that
Q−1LQ = Q−1(ω+ · ∂θ − Ω˜(θ))Q = ω+ · ∂θ − (D +M), (7.129)
where D is diagonal an M a “small” remainder. This is actually what we get in (7.179) in Lemma 7.75. Equation
(7.129) implies that
Ω˜(θ) := −Q[ω+ · ∂θ(Q−1)] +Q(D +M)Q−1,
Ω˜T (θ) := −[ω+ · ∂θ(Q−1)]TQT + (Q−1)T (D +MT )QT .
(7.130)
Then we have
QT (ω+ · ∂θ + Ω˜T (θ))(QT )−1 = ω+ · ∂θ +QT [ω+ · ∂θ(QT )−1] +QT Ω˜T (θ)(QT )−1
(7.130)
= ω+ · ∂θ +QT [ω+ · ∂θ(QT )−1]−QT [ω+∂θQ−1]T +QT (Q−1)T (D +MT )
(7.131)
Now one can show that (QT )−1 = (Q−1)T . Indeed by definition one has
x · y = (QQ−1x) · y = (Q−1x) · (QT y) = x · [(Q−1)TQT y]
for x, y ∈ ℓa,p. This means that equation (7.131) reads
QT (ω+ · ∂θ + Ω˜T (θ))(QT )−1 = ω+ · ∂θ +D +MT . (7.132)
In other words, if the matrix Q, diagonalizes approximatively the operator ω+ · ∂θ − Ω˜(θ), then its adjoint QT
diagonalizes approximatively the operator ω+ · ∂θ + Ω˜T (θ). This procedure clearly leaves the spectrum invariant.
As eplained above, we need to check that the matrix QT acts on ℓa,p (and not only on its dual space). Actually
this property is guaranteed by the fact that Q is the identity plus a matrix with finite decay norm | · |decs,a,p (see
Definition 7.52). Hence of course the adjoint matrix QT satisfies the same bounds of Q. The discussion above
implies that if one can solve the third equation in (7.125) in such a way bounds like (6.6) and (6.7) hold, then
one can do the same for the fourth equation and give similar bounds. This is why all the rest of the Section is
devoted to the study of equation (7.128).
Definition 7.69. Consider the spaces X,Y, Z in (2.17). We define
G :=
{
u := (u, u¯) : u ∈ G s.t. u =
∑
l∈Zd,j∈Sc
uj(l)e
il·θeij·x
}
, (7.133)
for G = X,Y, Z of G = Hs(Tds ×T : C) endowed with the norm ‖ · ‖s,a,p defined in
We study is the invertibility of the operator L.
L := Π⊥S ω+ · ∂θ +Π⊥S
(
−iE
(
m+ 0
0 m+
)
∂xx − iE
(
a1 b1
−b¯1 a¯1
)
∂x − iE
(
a0 b0
−b¯0 a¯0
))
Π⊥S + Kˆ , (7.134)
where we rename aˆi, bˆi  ai, bi the coefficients of Nˆ
(1). In particular we have that L in (7.134) is the linearized
operator of a field F belonging to the subspace E of compatible vector field in (5.30). This means that L is tame,
gauge preserving, pseudo-differential, reversible and real-on-real, i.e. it belongs itself to E .
The inversion of L stands on two fundamental results. The first is the following:
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Proposition 7.70. Fix ε0 = |ξ| 14 with ξ ∈ ε2Λ (see (4.4) and (6.1)), recall the definition of the parameters R0, G0
in (6.1) and that γ0 := c|ξ| (see (5.54)) and that p1 = p0 +m1 in (7.21). Consider L defined for ξ ∈ O0 in E of
the form
L = Π⊥Sω+ · ∂θ1+Π⊥S
(
−iE
(
m+ 0
0 m+
)
∂xx
)
Π⊥S + Kˆ
+Π⊥S
(
−iE
(
a1 b1
b¯1 a¯1
)
∂x − iE
(
a0 b0
b¯0 a¯0
))
Π⊥S ,
(7.135)
with |m+ − 1|γ ≤ C|ξ|, and, for ξ ∈ O ⊆ O0
ai = a
(0)
i + a
′
i, bi := b
(0)
i + b
′
i, i = 0, 1, (7.136)
where Kˆ is of the form (5.39) with coefficients ci, di, the coefficients a
(0)
i , b
(0)
i for i = 0, 1 are given by for-
mulæ(5.52) while
‖a′i‖~v,p2 , ‖b′i‖~v,p2 , ‖ci‖~v,p2 , ‖fi‖~v,p2 ≤ C|ξ|R0,
‖a′i‖~v,p1 , ‖b′i‖~v,p1 ≤ C|ξ|ε0, i = 0, 1,
‖ci‖~v,p1 , ‖fi‖~v,p1 ≤ C|ξ|ε0, i = 1, . . . , N,
(7.137)
for some constant C = C(p2, d) > 0. Then there exists a tame map
S = 1+Ψ : H→ H (7.138)
with
C~v,p1(Ψ) ≤ C|ξ|, (7.139)
such that the conjugated L+ := S−1LS is in E and has the form
L+ = Π⊥S ω+ · ∂θ +Π⊥S
(
−iE
(
m+ 0
0 m+
)
∂xx − iE
(
diagj∈Z+r
(0)
j 0
0 diagj∈Z+r
(0)
j
))
Π⊥S + Kˆ
+
+Π⊥S
(
−iE
(
0 b+1
b¯+1 0
)
∂x − iE
(
a+0 b
+
0
b¯+0 a¯
+
0
))
Π⊥S ,
(7.140)
where r
(0)
j ∈ R is such that |r(0)j |γ ≤ C|ξ|, Kˆ + of the form (5.39) with coeffcients c+i , d+i for i = 1, . . . , N + C1|S|
( where |S| is the cardinality of the set |S|). Moreover
‖a+0 − a0‖~v,p1 ≤ C|ξ|2ε0, ‖a+0 − a0‖~v,p2 ≤ C|ξ|2R0 (7.141)
same for b+j , j = 0, 1 and
‖c+i − ci‖~v,p1 ≤ C|ξ|2ε0, ‖c+i − ci‖~v,p2 ≤ |ξ|2R0, (7.142)
same for d+i .
Proof. We divide the proof into two steps.
Step 1 - Descent Method. In this step we want to eliminate the term a1 := a
(0)
1 + a
′
1 in the operator of order
O(∂x). We follows the strategy used in Step 4 of Section 3 in [31]. We introduce a change of coordinates of the
form
S1 := 1+Ψ1 := 1+ Π⊥S
(
s(θ, x) 0
0 s¯(θ, x)
)
Π⊥S (7.143)
for a function s small enough in such a way S1 is invertible. By a direct calculation we have that the coefficients
a
(1)
1 := 2c+
sx
1 + s
+ a1, a
(1)
0 :=
−i(ω+ · ∂ϕs) + c+sxx
1 + s
+ a0,
b
(1)
1 := b1
1 + s¯
1 + s
, b
(1)
0 := b0
1 + s¯
1 + s
.
(7.144)
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We look for s such that a
(1)
1 ≡ 0. Recall that by the reversibility one has on U that a1 has zero average in x.
Hence, by setting 1 + s = exp (q(θ, x)), one has that a
(1)
1 = 0 becomes
Re(qx) = − 1
2c+
Re(a1), Im(qx) = − 1
2c+
Im(a1), (7.145)
that have unique (with zero average in x) solution
Re(q) = − 1
2c+
∂−1x Re(a1), Im(q) = −
1
2c+
∂−1x Im(a1). (7.146)
One has that the solution q is satisfies the estimates
‖q‖~v,p ≤ C‖a1‖~v,p,
‖q‖~v,p1 ≤ C|ξ|,
(7.147)
where we used the estimate |m+ − 1|γ ≤ C|ξ|. Clearly the function s satisfies the same estimates in (7.147).
Hence we have obtained
L1 := S−11 LS = ω+ · ∂θ +Π⊥S
(
−iE
(
m+ 0
0 m+
)
∂xx
)
Π⊥S + Kˆ
(1)
+Π⊥S
(
−iE
(
0 b
(1)
1
b¯
(1)
1 0
)
∂x +−iE
(
a
(1)
0 b
(1)
0
b¯
(1)
0 a¯
(1)
0
))
Π⊥S .
(7.148)
Now since the transformation S1 = 1+O(|ξ|) trivially (see Lemma (7.64)) one has again that
a
(1)
0 = a
(0)
0 + a
′′
0 , b
(1)
i := b
(0)
i + b
′′
i , i = 0, 1,
the coefficients a
(1)
0 , b
(1)
j with j = 0, 1, and the coefficients c
(1)
i , d
(1)
i for i = 1, . . . , N + C1|S| of Kˆ (1) satisfy the
bounds (8.21). The study of the term Kˆ(1) follows by following the same reasoning used in Lemma 7.61. Moreover
by equation (7.146) one has that q is even in x and hence the transformation S1 does not change the parity of
the coefficients. Moreover satisfies condition (7.19) which implies that S1 satisfies the hypotheses of Lemma 7.64.
Step 2 - Linear Birkhoff Normal Form. In this step we look for a reversibility preserving map
S˜2 := 1+Ψ1 := 1+
(
(Ψ1)
1
1 (Ψ1)
−1
1
(Ψ1)
1
−1 (Ψ1)
−1
−1
)
: Π⊥S h
a,p
odd → Π⊥Sha,podd, (7.149)
which eliminates the coefficients a
(0)
0 , b
(0)
i for i = 0, 1. First we write
L1 := ω+ · ∂θ +Π⊥S
(
−iE
(
m+ 0
0 m+
)
∂xx +B
)
Π⊥S +R, (7.150)
where
B := Π⊥S
(
−iE
(
0 b
(0)
1
b¯
(0)
1 0
)
∂x − iE
(
a
(0)
0 b
(0)
0
b¯
(0)
0 a¯
(0)
0
))
Π⊥S ,
R := Π⊥S
(
−iE
(
0 b′′1
b¯′′1 0
)
∂x − iE
(
a′′0 b
′′
0
b¯′′0 a¯
′′
0
))
Π⊥S + Kˆ
(1)
(7.151)
We have that
L1S˜2 − S˜2Π⊥S (ω+ · ∂θ − iEm+∂xx)Π⊥S =
= Π⊥S [ω+ · ∂θ1+ [−iEm+∂xx,Ψ1] +B] Π⊥S + R˜
(7.152)
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where
R˜ := BΨ1 +R(1+Ψ). (7.153)
We look for Ψ1 such that
ω+ · ∂θ1+ [−iEm+∂xx,Ψ1] +B = 0. (7.154)
In Fourier space, using the exponential basis both in time and space, equation (7.154) reads
iω+ · l − iσc+(j2 − (σσ′)k2)(Ψ1)σ
′,k
σ,j (l) = −Bσ
′,k
σ,j (l), l ∈ Zd, j, k ∈ Sc, σ, σ′ = ±1. (7.155)
Now by (7.151) we have that the opeator B depends only on the terms defined in (5.52). Moreover by (4.1) and
(4.6) we have that the function v(θ, x) has the form
v(θ, x) :=
d∑
i=1
√
ξi + yie
iℓ(vi)·θ sin(vix),
ℓ : S+ ∈ Zd, ℓ(vi) = ei,
(7.156)
where ei = (0 . . . , 1, . . . , 0) is the i − th vector of the canonical basis of Rd. Definitions in (4.1) and (4.6) are
given in the sine basis in space, since we deal with odd function of x. On the other hand in this case it is more
convenient to use the exponential basis also in x. It is sufficient to change the definition in (4.1) by recalling that
for u odd in space then the Fourier coefficients (in space) has the property uj = −u−j. Hence v = (v+, v−) and
w = (z+, z−) are
vσ =
∑
vi∈S
sign(vi)e
iσvi·x
√
ξ|vi| + y|vi|e
iσℓ(vi)·θ, ξvi = ξi, yvi = yi, ℓ(−|vi|) = −ℓ(|vi|),
zσ =
∑
j∈Sc
uσj e
iσj·x, uσ−j = −uσj
(7.157)
that are equivalent to definitions in (4.1). With this formalism we have that
Bσ,kσ,j (l) := −iσ(2a1 − j21a2 − j1j2a3 − a5(j21j22 + j22 ))
√
ξj1
√
ξj2 ,
for j1, j2, j − k ∈ S, j1 − j2 + k − j = 0, l = ℓ(j1)− ℓ(j2),
(7.158)
and Bσ,kσ,j (l) = 0 otherwise, and
B−σ,kσ,j (l) := −iσ
(
a1 − j21a2 − (a3j1 − a4j21j2)(−σ)k
)
,
for j1, j2, j + k ∈ S, j1 − j2 + k − j = 0, l = ℓ(j1)− ℓ(j2),
(7.159)
and B−σ,kσ,j (l) = 0 otherwise. We define the solution of equation (7.154) as
(Ψ1)
σ′,k
σ,j (l) :=

Bσ
′,k
σ,j (l)
i(ω+ · l − σm+(j2 − (σσ′)k2)) , if ω
(−1) · l + σj2 − σ′k2 6= 0,
0 otherwise
(7.160)
Actually the operator Ψ1 in (7.160) is the solution of
ω+ · ∂θ1+ [−iEm+∂xx,Ψ1] +B = [B], [B] :=
{
Bσ,jσ,j (0), l = 0, j = k, σ,= σ
′
0 otherwise,
(7.161)
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indeed for such values of l, j, k the denominators in (7.160) are zero. Now Ψ1 is well posed and solves (7.161).
Indeed by (7.158) and (7.159) we have that Bσ
′,k
σ,j (ℓ) = 0 unless |l| ≤ 2, hence since l = ℓ(j1)− ℓ(j2) one has
|ω(−1) · l + k2 − j2| = |j21 − j22 + k2 − j2| ≥ 1, for j 6= ±k, j1 6= ±j2,
where one uses Lemma 3.15. Moreover for σ = −σ′ one has
|ω(−1) · l + k2 + j2| ≥ 1, for any j, k, j1, j2.
By using that ω+ = ω
(−1) +O(ξ) and that m+ = 1 +O(|ξ|) we have that the denominators in (7.160) satisfy
|ω+ · l − σc+(j2 − (σσ′)k2)| ≥ |m+|ω(−1) · l+ σ(j2 − k2)| − |l||ω+ −m+ω(−1)|| ≥ 1
2
, (7.162)
for |ξ| small enough.
Lemma 7.71. Set dσ
′,k
σ,j (l) = (ω+ · l − σm+(j2 − (σσ′)k2)). One has that
|dσ′,kσ,j (l)| ≥

C(j2 + k2), σ = −σ′,
C(|j|+ |k|), if σ = σ′ j 6= k,
C, if σ = σ′ j = ±k, l 6= 0
(7.163)
Proof. If one assume j2 + k2 > C˜ > 0 then, since |ω+| ≤ |ω(−1)|+ 1, one has
|d−σ,kσ,j (l)| ≥
1
4
|j2 + k2| − 2|ω+| ≥ 1
8
(j2 + k2). (7.164)
If j2 + k2 ≤ C˜ but j − k ∈ S then one can use equation (7.162) to obtain the result. Finally if j − k ∈ Sc
then one has B−σ,kσ,j (l) = 0. The second bound is obtained following the same reasoning and using the fact that
|j2 − k2| = |(j − k)(j + k)| ≥ |j|+ |k|. The last bound is trivial.
The following properties is a consequence of Lemma 7.71.
Lemma 7.72. Let us define the operator A := Ψ1 − {Ψ1} where {Ψ1}σ
′,k
σ,j (l) = Ψ
σ,j
σ,j(l) for σ = σ
′, j = k and
l 6= 0. Then one has that |A∂x|dec~v,p + |∂xA|dec~v,p ≤ C(p)|ξ| where | · |dec~v,p is defined in (7.3) with j ∈ Z instead of Z+.
Proof. One has that
|Ψ1∂x|s,a,p = sup
σ,σ′=±
∑
h∈Z,l∈Zd
〈j, l〉2pe2|l|se2|j|a sup
j−k=k
|(Ψ1)σ
′,k
σ,j (l)k|2 ≤ C(p)|ξ| (7.165)
since (Ψ1)
σ′,k
σ,j (l) = 0 outside the set |l| ≤ 2 and |j − k| ≤ CS and the decay norm of B is controlled by the norm
of its coefficients a
(0)
0 , b
(0)
1 , b
(0)
0 . In particular note that we used Lemma 7.71 in the following way. For instance
we have the estimate
|(Ψ1)−σ,kσ,j (l)k| ≤ C
1
(j2 + k2)
|B−σ,kσ,j (l)k| (7.166)
and one uses the gain of two derivatives of the denominator to control the two derivatives in the numerator. Hence
one control the coefficients using ‖b(0)1 ‖~v,p + ‖b(0)0 ‖~v,p The bounds second term and the Lipschitz estimate follows
in the same way.
By Lemma 7.72 follows that for |ξ| small the map S˜2 is invertible. Moreover we have the following Lemma
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Lemma 7.73. Consider a linear operator A = (A)σ
′
σ for σ, σ
′ = ±1 on the spaces G := G×G where G = X,Y, Z
the spaces defined in (2.11). One has that A is reversibility preserving if and only if for any σ, σ′ = ±1, l ∈ Zd,
j, k ∈ Z
Aσ
′,k
σ,j (l) = A
σ′,k
σ,j (l), A
σ′,−k
σ,−j (l) = A
σ′,k
σ,j (l), A
σ′,k
σ,j (−l) = A−σ
′,k
−σ,j (l). (7.167)
An operator B is reversible, i.e. maps X→ Z if and only if
Bσ
′,k
σ,j (l) = −Bσ
′,k
σ,j (l), B
σ′,−k
σ,−j (l) = B
σ′,k
σ,j (l), B
σ′,k
σ,j (−l) = B−σ
′,k
−σ,j (l). (7.168)
The proof of Lemma 7.73 is similar to the proof of Lemma (4.36) in [31]. Clearly in this case the differences
stands in the fact that we developed in Fourier coefficients using the exponential basis in x. By this Lemma and
an explicit computation, we have that Ψ1 is reversibility preserving since B is reversible. Now we can define the
map
S2 := exp(Ψ1), (7.169)
the time−1 flow of the field Ψ1. Clearly again S1 − 1 = O(|ξ|). Hence by equation (7.161) we obtain
L+ := S−12 L1S2 = Π⊥S (iEΩ−1+ (ξ) +R+)Π⊥S
with
Ω−1+ := diagj∈Z+
((
m+j
2 0
0 m+j
2
)
+
(
B1,j1,j (0) B
1,−j
1,j (0)
B1,j1,−j(0) B
1,−j
1,−j (0)
))
(7.170)
and R+ as the form (7.140). Note that we have defined Ω
−1
+ as infinite dimensional matrix with index ℓ ∈ Zd
and j ∈ Z+. It is an operator one the space of sequences {zj}j∈Z. But by our condition of reversibility we work
on sequences such that zj = −z−j. Hence we can rewrite the matrix Ω(−1)+ as an operator acting on the space of
“odd” sequences as a diagonal matrix
Ω−1+ := diagj∈Z+
(
c+j
2 + r
(0)
j
)
, r
(0)
j := B
1,j
1,j (0)−B1,−j1,j (0), (7.171)
and r
(0)
j is real by the reversibility of the field B. Hence, setting S = S2 ◦ S1, the Lemma is proved.
Remark 7.74. The terms rj0 are of order O(|ξ|). In particular they are the integrable terms that cannot be
cancelled through a Birkhoff transformation. Moreover such terms are the corrections of order O(|ξ|) to j2 that
we have considered in (9.5) of Section 9.
The following Lemma is the last important abstract result we will use in order to invert the operator of the
type L in (7.134).
Lemma 7.75. Fix ε0 = |ξ| 14 with ξ ∈ ε2Λ := O0 (see (4.4) and (6.1)) and recall that γ0 := c|ξ| (see (5.54)) and
m1 in (7.21). Consider a reversible, tame linear operator L defined for ξ ∈ O0 of the form
L = ω+ · ∂θ +D +R : ℓa,p+2 → ℓa,p (7.172)
where
D := −iEdiagj∈Z+∩Sc
(
c+j
2 + r
(0)
j
)
,
R := E1D + E0 = E1(L)D + E0(L)
(7.173)
with D := diagj∈Z+∩Sc{ij}, and where, if we write k = (σ, j, p) ∈ {±1} ×N×Zd,with q = 0, 1,
Eq =
(
(Eq)
k′
k
)
k,k′∈{±1}×Sc×Zd
=
(
(Eq)
σ′,j′
σ,j (l)
)
k,k′∈{±1}×Sc×Zd
,
(E1)
σ,j′
σ,j (l) ≡ 0, ∀ j, j′ ∈ Z+ ∩ Sc, l ∈ Zd.
(7.174)
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Assume that |m+ − 1|γ ≤ C|ξ|, and |rj+|γ ≤ C|ξ|. Fix parameters
κ4 = 7τ + 3, κ5 = 7τ + 5, m2 = m1 + κ5, (7.175)
p1, p2 as in 6.1 and take an arbitrary N > 0 large. Assume that
|E1|dec~v,p1 + |E0|dec~v,p1 ≤ C|ξ|ε0,
|E1|dec~v,p2 + |E0|dec~v,p2 ≤ Cε0G0,
(7.176)
with G0 in (6.1). There exists a constant C0 = C0(p2, d) > 0 such that, if
KC00 γ
−1C|ξ|ε0 ≤ ǫ (7.177)
and ǫ = ǫ(d, p2) is small enough then the following holds. There exists a sequence of purely imaginary numbers
µNσ,j(ξ) := −iσ(c+j2 + rNj ), σ = ±1, j ∈ Z+ ∩ Sc,
with
|rNj |γ ≤ C|ξ|, |rNj − r(0)j |γ ≤ C|ξ|ε0
defined on O0 and such that for any ξ ∈ Λ2γN , defined as
Λ2γN :=
{
ξ ∈ O : |ω+ · l+µNσ,j(ξ)−µNσ′,j′ (ξ)| ≥ 2γ|σj
2−σ′j′2|
〈l〉τ
∀l ∈ Zd, |l| ≤ N ∀(σ, j), (σ′, j′) ∈ {±1} × (Z+ ∩ Sc)
}
, (7.178)
there exists a bounded, reversibility preserving, linear operator ΦN = ΦN (ξ) depending on θ ∈ Tds and acting on
ℓa,p such that
LN := Φ
−1
N ◦ L ◦ ΦN := ω+ · ∂θ +DN +RN , (7.179)
where
DN := diagσ∈{±1},j∈Z+(µNσ,j),
RN : = EN1 D + EN0 ,
(7.180)
|EN1 |dec~v1,p + |EN0 |dec~v1,p ≤
(
|E1|~v,p+κ5 + |E0|~v,p+κ5
)
N−κ4 , ~v1 := (γ,Λ
2γ
N , s, a),
|EN1 |dec~v1,p+κ5 + |EN0 |dec~v1,p+κ5
(
|E1|dec~v,p+κ5 + |E0|dec~v,p+κ5
)
N, p0 ≤ p ≤ p2 − κ5.
(7.181)
Moreover one has that
|Φ±1N − 1|dec~v1,p ≤ γ−1
(
|E1|dec~v,p + |E0|dec~v,p
)
. (7.182)
Before giving the proof of the Lemma we make some remarks. This Lemma essentially can be applied to
operators L+ of the form (7.140). Indeed our strategy is to use Proposition 7.70 as a preliminary step before
using a KAM -like scheme in order to diagonalized the linear operator L. Lemma 7.75 provides an approximate
diagonalization, but anyway the order of the approximationN is arbitrary large. The conditions on the parameters
in (7.178) are the Second order Melnikov conditions. Clearly such conditions depends on N (see formula (7.178)).
In particular to obtain a partial diagonalization one can ask for the conditions (7.178) only for |l| ≤ N . On the
contrary in order to completely diagonalize one has to ask the the lower bounds in (7.178) for any l ∈ Zd. Our
choice is less restrictive but it is sufficient we are just looking for an approximate inverse of L. Lemma (7.75) is
the equivalent result of Theorem 4.27 in Section 4 of [31]. The proof of the Lemma above is based on the following
Iterative Lemma. Take L as in (7.172) and define
ε0p := |E1|dec~v,p + |E0|dec~v,p , for p ≥ 0. (7.183)
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Lemma 7.76 (KAM iteration). There exist constant C0 > 0, K0 ∈ N large, such that if
KC00 γ
−1ε0p0+m2 ≤ 1, (7.184)
with m2 in (7.175) then, for any ν ≥ 0, one has:
(S1.)ν Set Λ
γ
0 := O0 and for ν ≥ 1
Λγν :=
{
ξ ∈ Λγν−1 : |ω · ℓ+µν−1σ,j (ξ)−µν−1σ′,j′(ξ)| ≥ γ|σj
2−σ′j′2|
〈ℓ〉τ ,
∀|ℓ| ≤ Kν−1,(σ, j), (σ′, j′) ∈ {±1} ×N
}
, (7.185)
For any ξ ∈ Λγν = Λγν(L), there exists an invertible map Φν−1 of the form Φ−1 = 1 and for ν ≥ 1, Φν−1 :=
1+Ψν−1 : H
s → Hs, with the following properties.
The maps Φν−1, Φ
−1
ν−1 are reversibility-preserving according to Definition 2.11, moreover Ψν−1 is Töplitz in
time, Ψν−1 := Ψν−1(ϕ) (see (7.7)) and satisfies the bounds:
|Ψν−1|dec~vν ,p ≤ ε0p+κ5K2τ+1ν−1 K−αν−2, ~vν := (γ,Λγν , s, a). (7.186)
Setting, for ν ≥ 1, Lν := Φ−1ν−1Lν−1Φν−1, we have:
Lν = ω · ∂ϕ1+Dν +Rν , Dν = diag(σ,j)∈{±1}×N{µνσ,j},
µνσ,j = µ
0
σ,j(ξ) + r
ν
σ,j(ξ), µ
0
σ,j(0) = −σi(m+j2 + rj0)
(7.187)
and
Rν = Eν1 (ξ)D + Eν0 (ξ), (7.188)
where Rν is reversible and the matrices Eνq satisfy (7.174) for q = 1, 2. For ν ≥ 0 one has rνσ,j ∈ iR, rνσ,j = −rν−σ,j
and the following bound holds:
|rνσ,j |γ := |rνσ,j |Λγν ,γ ≤ |ξ|δC. (7.189)
Finally, if we define
ενp := |Eν1 |dec~vν ,p + |Eν0 |dec~vν ,p, ∀p ≥ 0, (7.190)
one has ∀ p ∈ [s0, p2 − κ5] (κ5 is defined in (7.175)) and ν ≥ 0
ενp ≤ ε0p+κ5K−κ4ν−1 ,
ενp+κ5 ≤ ε0p+κ5Kν−1.
(7.191)
(S2)ν For all j ∈ N there exists Lipschitz extensions µ˜νh(·) : O0 → R of µνh(·) : Λγν → R, such that for ν ≥ 1,
|µ˜νσ,j − µ˜ν−1σ,j |γ ≤ εν−1s0 , ∀ k ∈ {±1} ×N. (7.192)
(S3)ν Let L1 and L2 as in (7.172), defined on O0 such that (7.177) and (7.184) hold. Then for ν ≥ 0, for any
ξ ∈ Λγ1ν (L1) ∩ Λγ2ν (L2), with γ1, γ2 ∈ [γ/2, 2γ], one has
|Eν0 (L1)−Eν0 (L2)|dec~v,p0 ≤ N−κ5ν−1 |E0(L1)−E0(L2)|dec~v,p0 , (7.193a)
max
i=1,0
|Eνi (L1)−Eνi (L2)|dec~v,p0+κ5≤Nν−1maxi=1,0 |Ei(L1)−Ei(L2)|
dec
~v,p0+κ5 (7.193b)
with ~v := (γ,Λγ1ν (L1)∩Λγ2ν (L2), s, a), and moreover, for ν ≥ 1, for any p ∈ [p0, p0+κ5], for any (σ, j) ∈ {±1}×N
and for any ξ ∈ Λγ1ν (L1) ∩ Λγ2ν (L2),
|(rνσ,j(L2)− rνσ,j(L1))−(rν−1σ,j (L2)−rν−1s,j (L1))|≤maxi=1,0 |E
ν−1
i (L1)−Eν−1i (L2)|decs,a,p0 , (7.194a)
|(rνσ,j(L2)− rνσ,j(L1))| ≤ C max
i=1,0
|Ei(L1)−Ei(L2)|dec~v,p0 . (7.194b)
(S4)ν Let L1, L2 be as in (S3)ν and 0 < ρ < γ/2. For any ν ≥ 0 one has
CKτν−1 max
i=1,0
|Ei(L1)−Ei(L2)|dec~v,p0 ≤ ρ ⇒ Λγν(L1) ⊂ Λγ−ρν (L2), (7.195)
55
Proof of Lemmata 7.75 and 7.76. The proof is the same that the one of Theorem 4.27 in [31] which is based on
the iterative scheme in Lemma 4.38 proved in [31]. Here Lemma 7.75 follows from Lemma 7.76. The proof of
Lemma 7.76 is similar to the one of Lemma 4.38 in [31]. Indeed by hypothesis the operator L in (7.172) has
the same class of operators defined in Definition 4.37 of [31] and moreover smallness condition in (7.176) is the
equivalent of the smallness condition of γ−1ε in Theorem 4.27 in [31]. One difference is that here the frequency
ω+ depends on parameters ξ ∈ Rd, while in [31] there is only one-dimensional parameters λ ∈ R that modulate
ω. Anyway there are no differences in the proof since Kirszbraun’s Theorem on Lipschitz extension of functions
holds in Rd (see Lemma A.2 in [1]). The proofs of items (S3)ν , (S4)ν of Lemma 7.76 are the same of those of
items (S3)ν , (S4)ν of Lemma 4.37 in [31]. The difference is in the fact that in [31] one considers the same linear
operator L that is the linearized of the same non linear operator on two different points u1 and u2. Moreover
the difference of L(u1) and L(u2) is given in terms of the difference of u1 and u2. In other words the operators
are close to each other if the points ui are close. Here one gives the estimates on the differences of r
ν
σ,j(L1) and
rνσ,j(L2) directly in terms of the differences of the two operators L1 and L2.
Another difference is that in Section 4 in [31] one gets a complete diagonalization. This is obtained by applying
infinitely many changes of coordinates that approximatively diagonalize.In this case, to prove formula (7.179) it
is enough to consider ΦN the composition of a finite number of changes of coordinates. That is why the set of
parameters in (7.178) is defined for |l| ≤ N . The last difference is that here the sites j ∈ Sc instead of Z+.
Remark 7.77. Approximate eigenvalues In Theorem 4.27 in [31], given an operator L one construct the
eigenvalues µ∞σ,j as limit of some “approximate” eigenvalues µ
ν
σ,j, for ν ≥ 1. Here we have that we stop the sequence
of µνσ,j after the number of steps one need in order to get the approximation of order N in (7.180),(7.181) and the
one defines µNσ,j as the last term of such sequence. Moreover in [31] the operator L is the linearize operator of a
field F0 in some point u. Theorem 4.27 provides also Lipschitz dependence of the approximate eigenvalues µ
ν
σ,j(u)
with respect the point u. Here the situation is different. As we will see the operator L comes form the linearization
in zero of some vector field F1. Hence while in [31] one has to control the difference between the eigenvalues of
L(u1) and L(u2), i.e the linearized operator of F0 in two different functions u1, u2, here we need to control the
differences between the eigenvalues of the linearized operators of two different fields F1, F2. If one knows that L1
is “close” to L2 (clearly one has to explain the meaning of “close”) then the bounds on the eigenvalues follows
trivially.
Corollary 7.78. For g ∈ Z, consider the equation
LNu = g, (7.196)
with LN in (7.179). Let us define
P 2γN :=
{
ξ ∈ O : |ω+ · l + µNσ,j(ξ)| ≥ 2γj
2
〈l〉τ ,
∀ ∈ Zd, |l| ≤ N ∀ (σ, j) ∈ {±1} ×Z+ ∩ Sc
}
. (7.197)
If ξ ∈ Λ2γN ∩ P 2γN (defined respectively in (7.176) and (7.197)), then there exists h = (h, h¯) ∈ X such that
‖h‖~v,p ≤ γ−1‖g‖~v,p+2τ+1,
‖LNh− g‖~v,p0 ≤ C‖g‖~v,p1δN−κ4 , v := (γ,Λ2γN ∩ P 2γN , a, s).
‖LNh− g‖~v,p ≤ γ−1
(
|E1|dec~v,p+κ5 + |E0|dec~v,p+κ5
)
N−κ4‖g‖~v,p1 + γ−1C|ξ|δN−κ4‖g‖~v,p+2τ+1,
(7.198)
Proof. First of all we can define
h := (ω+ · ∂θ +DN )−1g, (7.199)
since DN is diagonal and hence it is trivial to define its inverse. Let us check estimate (7.198). Following the
same strategy of Lemma 5.44 in [31] one get the bound
‖h‖~v,p
(7.197)
≤ γ−1‖g‖~v,p+2τ+1 (7.200)
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and that h ∈ X. Eq. (7.199) implies LNh− g = RNh and moreover one has
‖RNh‖~v,p
(7.6b)
≤ (|EN1 |dec~v,p + |EN0 |dec~v,p )‖h‖~v,p0 + (|EN1 |dec~v,p0 + |EN0 |dec~v,p0)‖h‖~v,p. (7.201)
By using (7.200), (7.181) and (7.176) we have that (7.6b) implies (7.198).
We collect the results of Section 7 in the following Lemma.
Lemma 7.79. Consider the operator L in (7.135) and assume bounds (7.137) with p1 = p0+m2 with m2 defined
in (7.175). Fix any N ≥ 1 and for ξ ∈ Λ2γN ∩ P 2γN (see (7.178), (7.197)) consider the maps S, ΦN defined in
(7.138) and (7.179) respectively and set M := S ◦ ΦN . Then, the map M is reversibility preserving according to
Def. (2.11), and for any f ∈ X one has that
‖Mf‖~v,p ≤ ‖f‖~v,p + γ−1ε0p‖f‖~v,p, p1 ≤ p ≤ p2, (7.202)
with ε0p defined in (7.183). Moreover, setting for any g ∈ X
h = M(ω+∂θ +DN )−1M−1g, (7.203)
one has that h and
[
Lh− g] satisfy bounds like (7.198).
Proof. The result follows by collecting the results of Proposition 7.70, Lemma 7.75 and Corollary 7.78. More
precisely, we apply Proposition 7.70 to the operator L in (7.135). Consider the operator L+ in (7.140) and set
E1 = E1(L
+) := −iEΠ⊥S
(
0 b+1
b¯+1 0
)
Π⊥S , E0 = E0(L
+) := −iEΠ⊥S
(
a+0 b
+
0
b¯+0 a¯
+
0
)
Π⊥S + Kˆ
+. (7.204)
By Remarks 7.56, 7.57, Lemma 7.53 and by bounds (7.141), (7.142) one has that hypothesis (7.176) hold. We set
moreover
D = Π⊥S
(
−iE
(
m+ 0
0 m+
)
∂xx − iE
(
diagj∈Z+r
(0)
j 0
0 diagj∈Z+r
(0)
j
))
Π⊥S
hence (7.173) holds, then we can we apply Lemma 7.75 to L+. By Corollary 7.78 we get the thesis.
8 The sets of “good” parameters
In this Section we conclude the proof of Theorem 1.3. In Sections 3 and 4 essentially we rewrite the (1.1)
as a infinite dynamical system given by the vector field in (4.8). In this way we are allowed to apply Theorem
(6.2) to the vector field F0 defined in (4.8). The analysis performed in Section 5 guarantees that one can satisfies
hypotheses (6.13) of the Abstract theorem. In order to apply Theorem (6.2) one need to identify the sequences
of maps Ln with properties (6.10),(6.9) and (6.11) and give a more explicit formulation of the sets of “good”
parameters defined in (6.14) in order to estimate the measure of such sets.
On the field F0 we cannot apply directly Lemma (7.67) just because N
(2) is not “small enough” and we are not
able to prove that L is close to the identity. We overcome this problem using an algebraic arguments. We strictly
follows the strategy of Lemma (7.67), we will underline the fundamental differences. Roughly speaking the aim
of the following Lemma is to conjugate F0 to a vector field for which the term N
(2) has constant coefficients of
order O(|ξ|) plus terms of order at least O(|ξ| 32 ). Clearly a procedure like this cannot be iterated infinitely many
times. We just perform it one time in order to fullfil the smallness hypothesis of Lemma 7.67. In such Lemma
one reduces the size of the term in N (2) “quadratically”. We have the following result.
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Lemma 8.80 (Preliminary step). Consider the field F0 defined in (5.53). Consider K0 as in 6.1, ε0 in (6.1),
ρ1 of definition (6.8). and set ~v = (γ,O, s, a), ~v1 := (γ,O, s−ρ1s0, a−ρ1a0) and ~v2 := (γ,O, s−2ρ1s0, a−2ρ1a0).
Fix K1 = K
3
2
0 and η1 as in (7.47). Assume
ρ−11 ε0K
C
0 ≤ ǫ (8.1)
for some C depending only on d, τ . Then, if ǫ is small enough, there exists a tame map
L1 = 1+ f : O0 ×Da0+ρ1a0,p+2(s0 − ρ1s0, r − ρ1r0)→ Da0,p+2(s0, r0), (8.2)
with
|f |~v1,p ≤ CKη1 max{‖a2‖~v,p, ‖b2‖~v,p, ‖H(θ,0)‖~v,p, }, p ≤ p2 (8.3)
that satisfies (6.10), (6.9) and (6.11) with κ3 as in (7.120). We set
Fˆ0 := (L1)∗F0 = N0 + Gˆ : Da0−2ρ1a0,p+2(s0 − 2ρ1s0, r − 2ρ1r0)→ Va0−2ρ1a0,p,
and moreover Fˆ is in E (see 5.30) and has the form
Fˆ := (1 + h1)
(
Nˆ10 + Nˆ
(1)
1 + Nˆ
(2)
1 + Hˆ1
)
. (8.4)
On the set of ξ ∈ O0 such that |ω(0) · l| ≥ γ/〈l〉τ for |l| ≤ K1 (see (4.11)) one has the following. The function h1
satisfies bounds
‖h1‖~v2,p ≤ Kη11 ‖a2‖~v,p. (8.5)
One has that Nˆ10 = ω1 · ∂θ + Ω˜−11 w · ∂w with Ω˜−11 = m0Ω(−1), and
|ω1 − ω(0)|γ ≤ G0|ξ|2, |m0 − 1|γ ≤ G0|ξ|, m0 := 1
(2π)d+1
∫
Td+1
a2dxdθ (8.6)
with a2 ≡ a(0)2 in (5.52) and that Nˆ (2)1 as the form (7.41) with coefficients a(1)2 , b(1)2 , Nˆ (1)1 has the form (7.42)
with coefficients a
(1)
i , b
(1)
i for i = 0, 1, Kˆ1 of the form (5.39) with N1 = N0 + C|S| for C and absolute constant,
and where N0 is the rank of K0 (see Prop. 5.37). On the field N
(2)
1 the bounds (7.56) hold with K+  K1,
δ
(2)
p2
= C~v,p2(N
(2)) = γ0G0 and δ
(1)
p2
= γ−10 ‖H(θ,0)0 ‖~v,p2 given in (6.2). With the same convention also the bounds
(7.57), (7.58), (7.59) and (7.61) hold.
Proof. Recall that, using the notations of Lemma (7.67), for the field F0 the function h ≡ 0 and the constant
m ≡ 1. Note that the definition of δ(1)p is the same of Lemma 7.67. It controls the norm of the H(θ,0)0 divided by the
size of the small divisor γ0. The definition of δ
(2)
p has changed. Indeed in this case we have set δ
(2)
p ≈ C~v,p(N (1)0 )
without divide by γ0. This is due to the fact that γ
−1
0 C~v,p1(N
(2)
0 ) = G0 that is not small. In Lemma 7.67 we used
the smallness of δ
(2)
p1
= γ−10 C~v,p1(N
(2)
0 ) in order to prove that L+ is close to the identity. In this case to get the
result we need to use different arguments. However we follows the same strategy used in Lemma 7.67 and we
perform the same four steps of that Lemma. Concerning step 1 and step 2 we apply the same transformations
defined exactly in the same way. In this case there is no small divisors in the equations that define transformation
Φ1 and Φ2. Hence the same estimates of Lemma 7.67 hold with the definition in (6.2). The step 3 has to be
analyzed more carefully. Indeed if one looks at the equation (7.89) for β one sees that one has to control the
inverse of the operator ω˜ · ∂θ (ω˜ in (4.11)). By using the diophantine condition (5.54), one get that
‖β‖~v,p1+p0 ≤ Kp0+2τ+11 γ−10 ‖m2‖~v,p1 ≤ Kp0+2τ+11 γ−10 C~v,p1(N (1)0 ) ≤ Kp0+2τ+1+ G0,
that is not small. We need to estimates β in a different way. We first analyze the form of the coefficient a
(2)
2 . By
equation (7.73) we have
m2(θ) =
(
1
2π
∫
T
(1 + a˜2(θ, x))
− 12
)−2
− 1, (8.7)
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where a˜2 =
√
(1 + a2)2 − |b2|2 − 1 , with a2 and b2 the coefficients of N (1)0 . We have that we can write
a˜2 = a2(θ, x) + b(θ, x), b(θ, x) :=
√
(1 + a2)2 − |b2|2 − (1 + a2) (8.8)
and we note also that
‖b‖~v,p1 ≤ (C~v,p1(N (1)0 ))2 ≤ C|ξ|2, (8.9)
for some constant C. Moreover by an explicit computation we can write
m2 :=
1
2π
∫
T
a˜2dx +
d
2π(1− ∫
T
a˜2dx+ cˆ)
,
d := 2πcˆ−
(∫
T
a˜2
)2
+
(∫
T
a˜2
)
cˆ,
cˆ :=
1
π
∫
T
c+
1
4π2
(∫
T
a˜2
)2
− 1
2π
(∫
T
a˜2
)(∫
T
c
)
+
1
4π
(∫
T
c
)2
,
c :=
1
2
(
(1 + a˜2)
− 12 − 1 + 1
2
a˜2
)
.
(8.10)
Clearly one has
‖m2 − 1
2π
∫
T
a˜2‖~v0,p ≤ C(p)‖a2‖~v0,p1‖a2‖~v0,p,
‖m2 − 1
2π
∫
T
a˜2‖~v0,p1 ≤ C|ξ|2.
(8.11)
Clearly using (8.8) one has
m2 =
1
2π
∫
T
a2dx+ s(θ, x), ‖s‖~v,p1
(8.11),(8.9)
≤ C|ξ|2. (8.12)
Roughly speaking this implies that in low norm p1 one has m2 ≈ a2 +O(|ξ|2). Now equation (7.73) becomes
β(θ) :=
1
1 + c
(ω(0) · ∂θ)−1(1 + ΠK1
(
1
2π
∫
T
a2dx + s
)
− 1− c)(θ), c = 1
(2π)d+1
∫
Td+1
m2(θ, x)dθdx, (8.13)
Now we have to estimate β. The critical term is obviously the term ofO(|ξ|) because one cannot use estimate (5.54)
since γ0 ≈ |ξ|. One can use an algebraic arguments. First we recall that by (4.11) one has ω(0) = λ(−1) + λ(0)(ξ)
with λ(−1) = j2, j ∈ S+. On the other hand the term of order ξ of β (8.13) depends only on the coefficients a2
given in (5.52). Hence in formula (8.13) we need to estimate ω(0) ·k with k ∈ (S+)d but with only two components
different from zero and not for k ∈ Zd as in (5.54). This implies, using Lemma 3.15, in the term a2zxx · ∂z there
are only trivial resonances, and hence
‖β‖~v0,p+p0 ≤ ‖ΠK1a2‖~v0,p+p0 , ‖β‖~v0,p1 ≤ C|ξ|, (8.14)
for some constant C, that is a better estimates with respect to the one in (7.90). In this way we get that the
transformation is ξ−close to the identity. Now the last step can be performed exactly as in Lemma 7.67 because
there are no other differences and one can estimate the transformation Φ4 as done in (7.108) and (7.109). Thanks
to the perturbative arguments in (8.10) and (8.8) one can fix
m0 :=
1
(2π)d+1
∫
Td+1
a2dxdθ
and (8.6) follows. Finally we defined
h1 = Φ
−1
4 (h˜1),
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where h˜1 is defined as in (7.92) with h = 0 and β defined in (8.13). The estimates (8.5) follows by (8.14). The
fact that L1 is compatible, according to Definition 6.44, follows by (6.2) and Corollary 7.68. This concludes the
proof.
Remark 8.81. Note that the coefficient m0 in (8.6) gives the correction of order O(|ξ|j2) to the eigenvalues j2
as we will see in Section 9 (see equation 9.5). This term will remain the same at each step of our iteration since
all the further correction will be of higher order in |ξ|.
The main result of this Section is the following:
Proposition 8.82. There exists a sequence of maps Ln, n ≥ 1 that satisfies (6.10), (6.9) and (6.11) with
κ3, κ1, κ2, p1, p2, µ, ε0 given in 6.1 and (6.1), such that the n−th vector field Fn is defined on O0 and on On in
(6.14) satisfies bounds (6.15). Moreover Fn is in E (see Definitions 5.29, 5.30) which satisfies (6.15) and can be
written in the form (7.38) as
Fn := (1 + hn)
(
N
(n)
0 +N
(1)
n +N
(2)
n +Hn
)
(8.15)
where N
(n)
0 = ωn · ∂θ +Ω−1n w · ∂w with Ω−1n = mnΩ(−1), ωn ∈ Rd is diophantine and
|ωn − ω(0)|γ ≤ C|ξ|ε0, |mn −m0|γ ≤ C|ξ|ε0, (8.16)
where m0 is defined in (8.6) and
dwH
(w)(u)[·] = 0 (8.17)
In particular N
(1)
n , N
(2)
n have the form (7.41) and (7.42) and, using the same notation as in (7.46), the following
estimates hold:
C~vn,p(Hn) ≤ C~vn,p(ΠN⊥Gn), ‖hn‖~vn,p, C~vn,p(N (1)n ) ≤ C~vn,p(Gn). (8.18)
γ−1n ‖H(θ,0)n ‖~vn,p1 ≤ ε0K−κ2+µ+4n−1 , C~vn,p1(N (2)n ) ≤ γ0ε0K−κ2+µ+4n−1 . (8.19)
We also have that the coefficients a
(n)
i , b
(n)
i of the field N
(1)
n for i = 0, 1, have the form
a
(n)
i = a
(0)
i + a˜
(n)
i , bi := b
(0)
i + b˜
(n)
i , i = 0, 1,
where the coefficients a
(0)
i , b
(0)
i for i = 0, 1 are given by formulæ(5.52). The the term Kn has the form (5.39) with
coefficients c
(n)
j , d
(n)
j , for j = 1, . . . , Nn such that
‖a˜(n)i ‖~vn,p1 , ‖b˜(n)i ‖~vn,p1 ≤ C|ξ|ε0, i = 0, 1, (8.20)
and
‖c(n)i ‖~v,p1 , ‖d(n)i ‖~vn,p1 ≤ (1 + ε0K−1n−1)C~vn,p1(ΠN⊥(G0)), (8.21)
for Nn ∼ N0 + C|S|n. In particular one has that
‖a(n)i − a(n−1)i ‖~vn,p1 , ‖b(n)i − b(n−1)i ‖~vn,p1 ≤ γ0ε0K−κ2+µ+4n−1 , i = 0, 1, 2,
‖c(n)i − c(n−1)i ‖~vn,p1 , ‖d(n)i − d(n−1)i ‖~vn,p1 ≤ γ0ε0K−κ2+µ+4n−1 , i = 1, . . . , Nn.
(8.22)
Proof. We prove the Lemma by induction on n. If one assume that we already constructed the map Ln such that
all the properties above are satisfied then we proceed as follows. First of all by (8.19) one note that hypotheses
(7.48) of Lemma 7.67 are satisfied. Then we apply the Lemma to the field Fn. We set Ln+1 the map given by
the Lemma 7.67. It satisfies (6.10), (6.9) and (6.11) thanks to bound (7.50) (recall the definition of κ3 in (7.120)
in Corollary 7.68). We set Fˆn := (Ln+1)∗Fn (see (7.52)) that has the form
Fˆn := N0 + Gˆn = (1 + hn+1)
(
Nˆ
(n)
0 + Nˆ
(1)
n + Nˆ
(2)
n + Hˆn
)
(8.23)
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that clearly has all the bounds (7.54),(7.55), (7.56), (7.57), (7.58), (7.59) and (7.61) hold and these bounds together
the inductive hypotheses implies that the field Fˆn satifies bounds like (8.16)-(8.21) except for (8.19). Actually
we prove better bounds on Nˆ
(1)
n , Hˆ
(θ,0)
n . Indeed we have Nˆ
(n)
0 = ωn+1 · ∂θ + Ωˆ−1n w · ∂w with Ωˆ−1n = mn+1Ω(−1),
ωn+1 ∈ Rd is diophantine (see (7.55)) and
|ωn+1 − ω(0)|γ ≤ C|ξ|ε0, |mn+1 − 1|γ ≤ C|ξ|, (8.24)
and, by (7.56), (7.57), (7.58), (7.59) and bounds (6.15) for Fn,
C~v,p1(Nˆ
(1)
n ) ≤ γ0(1 +Kη1n ε0K−κ2n−1)Gn
C~v,p2(Nˆ
(1)
n ) ≤ γ0(1 +Kη1n ε0K−κ2n−1)G0(Kκ1n−1 +Kη1n ε0Kκ1n−1),
(8.25)
C~v,p1(Nˆ
(2)
n ) ≤ γ0(1 +Kη1n ε0K−κ2n−1)
[
K−(p2−p1−η1)n ε0K
κ1
n−1 +K
η1
n K
−2κ2
n−1 ε
2
0
]
,
C~v,p2(Nˆ
(2)
n ) ≤ γ0ε0G0
(
Kκ1n−1 +K
η1
n K
κ1
n−1
)
,
(8.26)
C~v,p1(Gˆn) ≤ γ0(1 +Kη1n ε0K−κ2n−1)Gn
C~v,p2(Gˆn) ≤ γ0(1 +Kη1n ε0K−κ2n−1)G0(Kκ1n +Kη1n ε0),
(8.27)
‖Hˆ(θ,0)n ‖~v2,p1 ≤ γ0(1 +Kη1n ε0K−κ2n−1)
[
K−(p2−p1)n ε0K
−κ2
n−1 +K
η1
n ε
2
0K
−2κ2
n−1
]
, (8.28)
Clearly one has that, by (6.8), (7.47), bounds in (8.18), the (8.20) and (8.21) holds also for Fˆn. The more critical
conditions are those in (8.19). Using 6.1, (7.120), then by (8.26) and (8.28) one gets
C~v,p1(Nˆ
(2)
n ) ≤ γ0ε0K−κ2n , ‖Hˆ(θ,0)n ‖~v,p1 ≤ γ0ε0K−κ2n (8.29)
that are bounds even better than (8.19). Reasoning in the same way, bounds (7.60) and (7.61) togheter with the
inductive hypotheses (7.44)-(8.20) imply bounds (8.22) with K−κ2n instead of K
−κ2+µ+4
n . We recall the following.
By Proposition 7.67, we have that the rank of Kˆn is increased proportionally to the cardinality of the set |S|
(hence we set Nn+1 ∼ Nn + C|S|).
Now, by the definition in Theorem 6.2, we have that the field Fn+1 is given by Fn+1 = (Φn+1)∗Fˆn, where the
map Φn+1 is generated by the field gn+1 in (6.15) for n n+ 1. We have to show that the map Φn+1 does not
change the size of the coefficients of Nˆ
(1)
n , N
(2)
n in such a way the estimates on Fn+1 remains essentially the same
of those on Fˆn. First we note that, by the form of the map Φn+1 one has
Fn+1 := (Φn+1)∗Fˆn = (1 + hn+1)
(
(Φn+1)∗(Nˆ
(n)
0 ) + (Φn+1)∗(Nˆ
(1)
n + Nˆ
(2)
n + Hˆn)
)
. (8.30)
Let us study first the term that does not contains the constant coefficients term Nˆ
(n)
0 . Again by the form of the
map Φn+1, that is generated by gn+1 ∈ Bˆ, we have that Φn+1 preserves the pseudo-differential structure of the
vector fields. By setting
F = (Φn+1)∗(Nˆ (1)n + Nˆ (2)n + Hˆn)
we have that the coefficients of (ΠNF)(w) comes form the term ΠN (Φn+1)∗(Nˆ (1)n + Nˆ (2)n + ΠN Hˆn) or from the
term ΠN (Φn+1)∗(ΠN⊥Hˆn). Obviously the first coefficient satisfies (8.19) using (8.26) and the fact that, in the
low norm p1, Φn+1 ≈ 1+O(δK−κ2+µn ) . The second terms satisfies (8.19) because one has
ΠN (Φn+1)∗(ΠN⊥Hˆn) := ΠN
∫ 1
0
(Φn+1)
s
∗[gn+1,ΠN⊥Hˆn]ds, (8.31)
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and hence one gets estimates (8.19) by using the estimate (6.15) on gn+1. Formula (8.31) follows by Remark
B.5 in Appendix B of [36] (see also Lemma 6.50). Let us analyze the first term. We note that Nˆ
(n)
0 is diagonal
according to Definition 5.36 since it has only constant coefficients. Hence we have
ΠN (Φn+1)∗(Nˆ
(n)
0 ) = ΠN
∫ 1
0
ds(Φn+1)
s
∗[gn+1, Nˆ
(n)
0 ] = ΠN
∫ 1
0
ds(Φn+1)
s
∗ΠKn+1ΠA[gn+1, Nˆ
(n)
0 ]
= ΠN
∫ 1
0
ds(Φn+1)
s
∗ΠKn+1ΠA
[
gn+1, (1 + hn+1)
(
Nˆ
(n)
0 + Nˆ
(1)
n + Nˆ
(2)
n +ΠN Hˆn
)]
−ΠN
∫ 1
0
ds(Φn+1)
s
∗ΠKn+1ΠA[gn+1, hn+1Nˆ
(n)
0 ]
−ΠN
∫ 1
0
ds(Φn+1)
s
∗ΠKn+1ΠA
[
gn+1, (1 + hn+1)
(
Nˆ (1)n + Nˆ
(2)
n +ΠN Hˆn
)]
(8.32)
Now we use the definition of gn+1 and by item (iii) in Definition 6.43 we obtain that
ΠKn+1ΠA
[
gn+1, (1 + hn+1)
(
Nˆ
(n)
0 + Nˆ
(1)
n + Nˆ
(2)
n +ΠN Hˆn
)]
= ΠKn+1ΠAFˆn + rn (8.33)
where rn satisfies bounds (6.7) and ΠKn+1ΠAFˆn = (1+ hn+1)ΠAHˆn. Equation (8.19) simply follows by applying
Lemma 6.50 and the inductive hypotheses. The bounds (8.22) follows similarly recalling the first estimate in
(7.14) of Lemma 7.58.
In order to prove the inductive basis we reason as follows. First we note that if n = 0 then we cannot apply
Lemma 7.67 in order to define the map L1 and the field Fˆ0. On the other hand we apply Lemma 8.80 which
provides the same result. Then on can reason as done in above using the map Φ1.
Now our aim is to give an explicit form to the sets O′ which satisfy Mel’nikov conditions (see 6.43) for the
vector field Fˆn. This is formalized in the following Proposition.
Proposition 8.83 (The set of “good” parameters). Recall (7.175) and set for n ≥ 0
n∗ := n+ log 3
2
κ2
κ4
, (8.34)
Then for all n ≥ 0, there exist a sequence of purely imaginary numbers
µσ,j(ξ) := µ
(n)
σ,j (ξ) := −iσ(mn+1j2 + r(n)j ), σ = ±1, j ∈ Z+ ∩ Sc, (8.35)
with
|r(n)j |γn ≤ C|ξ|, |r(n)j − r(0)j |γn ≤ C|ξ|ε0, |mn+1 −mn|γn ≤ |ξ|ε0K−κ2n , |ωn+1 − ωn|γn ≤ |ξ|ε0K−κ2n ,
(8.36)
with r
(0)
j defined in (7.171), such that, by defining
Λ2γnn+1 :=
{
ξ ∈ On : |ωn+1 · l+µ(n)σ,j (ξ) −µ(n)σ′,j′(ξ)| ≥ 2γn|σj
2−σ′j′2|
〈l〉τ
∀l ∈ Zd, |l| ≤ Kn∗ ∀(σ, j), (σ′, j′) ∈ {±1} × (Z+ ∩ Sc)
}
,
P 2γnn+1 :=
{
ξ ∈ On : |ωn+1 · l + µ(n)σ,j (ξ)| ≥ 2γj
2
〈l〉τ ,
∀ ∈ Zd, |l| ≤ Kn∗ ∀ (σ, j) ∈ {±1} ×Z+ ∩ Sc
}
.
S2γnn+1 :=
{
ξ ∈ On : |ωn+1 · l| ≥ 2γn〈l〉τ ∀l ∈ Zd, |l| ≤ Kn⋆
}
,
(8.37)
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one has that
Λ2γnn+1 ∩ P 2γnn+1 ∩ S2γnn+1 (8.38)
satisfies the Mel’nikov conditions (see 6.43) with (Fˆn,Kn, γn,O0, sn, an, rn). Here Fˆn is the vector field defined
in (8.23).
Then in Proposition 8.82 we may choose
On+1 := Λ2γnn+1 ∩ P 2γnn+1 ∩ S2γnn+1 , ∀n ≥ 0.
Proof. We proceed by induction, assuming that our claim holds true up to n, We shall systematically use the
bounds on Fn, Fˆn given in Proposition 8.82. We show that for any parameter ξ ∈ Λ2γnn+1 ∩ P 2γnn+1 ∩ S2γnn+1 we
can construct an approximate inverse W. As we have seen explicitely in (7.122)-(7.125), the operator N =
ΠKn+1ΠX ad(ΠN Fˆn) is block diagonal and decomposes in four equations, so that also W is made of four blocks.
We have the trivial multiplication by 1/(1 + hn+1) and the following operators:
(i) W
(n)
0 which is an approximate inverse of
[
ΠKn+1(ωn+1 + Ĥ
(θ,0)
n )∂θ
]
. This is used for the inversion of the
first two equation in (7.125);
(ii) W
(n)
+ which is an approximate inverse of ΠKn+1
[
(ωn+1+ Ĥ
(θ,0)
n )∂θ +(Fˆn)
(w,w)(θ)
]
; note that this is a linear
operator acting on Hp0(T; ℓa,p) ∩Hp(T; ℓa,p0);
(iii) W
(n)
− which is an approximate inverse of ΠKn+1
[
(ωn+1 + ΠN Ĥ
(θ,0)
n )∂θ − [(Fˆn)(w,w)(θ)
]∗]
which is a linear
operator acting on Hp0(T; ℓa,p) ∩ Hp(T; ℓa,p0). Note that in fact the adjoint act on the much bigger dual
space, however we need to find an inverse on the space of regular vector field. Hence we need this stronger
notion of invertibility.
We show that W defined above satisfy all the properties of Definition 6.43. First of all, in order to deal with (i),
we need that ωn+1 is a diophantine vector of R
d. Then we set W
(n)
0 := (ωn+1 · ∂θ)−1ΠKn . This is possible since
by Lemma 7.67 the size of Ĥ
(θ,0)
n is so small that it is possible to put it inside the remainder term u, see formula
(6.7). This choice of W
(n)
0 is possible since ξ ∈ S2γnn+1. We will see that this approximation is sufficient to get a
good approximate solutions that satisfies the requirements in Definition (6.43).
In (ii) we ignore Ĥ
(θ,0)
n exactly for the same reason as above. Moreover, recalling (Fˆn)
(w,w,)(θ) = (Nˆ
(n)
0 )
(w,w) +
Nˆ
(1)
n + Nˆ
(2)
n + (ΠN Hˆn)
(w), we ignore the term Nˆ
(2)
n again due to Lemma 7.67 (see bound (8.29)). We study
equation
(Lˆn)g =
(
ωn+1 · ∂θ + Ωˆn(θ)
)
g = f, (8.39)
with f ∈ Z and g ∈ X (see Definition 7.69) and where
Ωˆn := (ΠN Nˆ
(n)
0 )
(w) + Nˆ (2)n + (ΠN Hˆn)
(w). (8.40)
The method we use to invert Lˆn is to approximately diagonalize it. Hence we get the approximate solution
in item (iii) following the same diagonalization procedure, since the operators have the same eigenvalues. In
particular this ensure that W
(n)
− acts on H
p0(T; ℓa,p) ∩Hp(T; ℓa,p0) and not only on its dual space.
We claim that, by the construction of the field Fˆn, the operator Lˆn satisfies the hypotheses of Proposition
7.70. Indeed it has the form
Lˆn = Π
⊥
Sωn+1 · ∂θ1+Π⊥S
(
−iE
(
mn+1 0
0 mn+1
)
∂xx
)
Π⊥S + Kˆn
+Π⊥S
(
−iE
(
aˆ
(n)
1 bˆ
(n)
1
bˆ
(n)
1 aˆ
(n)
1
)
∂x − iE
(
aˆ
(n)
0 bˆ
(n)
0
bˆ
(n)
0 aˆ
(n)
0
))
Π⊥S ,
(8.41)
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with ωn+1,mn+1 which satisfy (8.16) and (8.36), Kˆn of the form (5.39) with coefficients cˆ
(n)
i , dˆ
(n)
i , i = 1, . . . , Nn+1.
By (7.61) in Proposition 7.67 and the inductive estimates on Fn (see Prop. 8.82 eq. (8.20)) one has that bounds
(8.22) hold on the coefficients aˆ
(n)
i , bˆ
(n)
i , cˆ
(n)
j , dˆ
(n)
j , i = 0, 1 and j = 1, . . . , Nn+1. Hence the smallness conditions in
(7.137) follows.
By applying Proposition 7.70 to the operator Lˆn in (8.39) we get a change of coordinates S(n) := 1 + Ψ(n)
(given in (7.138)) such that the operator
L+n := (S(n))−1LˆnS(n) = Π⊥S (ωn+1 · ∂θ +Dn +Rn)Π⊥S (8.42)
of the form (7.172) where
Dn := −iE diagj∈Z+∩Sc(mn+1j2 + r(0)j ), Rn := −iE1(Ln)∂x − iE0(Ln), (8.43)
given in (7.140). More precisely denoting Ei(Ln) := E
(n)
i for i = 0, 1, we set
E
(n)
1 := EΠ
⊥
S
(
0 b
(n,+)
1
b¯
(n,+)
1 0
)
∂xΠ
⊥
S , E
(n)
0 := EΠ
⊥
S
(
a
(n,+)
0 b
(n,+)
0
b¯
(n,+)
0 a¯
(n,+)
0
)
Π⊥S + Kˆ
+
n . (8.44)
By estimates (7.141) in Proposition 7.70 and by Remark (7.56), we have
|E(n)1 |dec~v,p1 + |E(n)0 |dec~v,p1 ≤ C|ξ|ε0.
We have that L+n in (8.42) satisfies the hypotheses of Lemma 7.75. In order to prove a bound like (6.7) we fix the
number N > 0 in Lemma 7.75 in such a way one has
N−κ4 ≤ K−κ2n . (8.45)
Using (8.34) may set that N = K
( 32 )
n∗
0 . Lemma 7.75 is a KAM-like scheme, the point is that, if we are at
step n of the abstract algorithm in Theorem 6.2, we have to perform n∗ Kam steps in Lemma 7.75. With this
reduction procedure we approximately diagonalize Ln up to a remainder which is so small that it is negligible in
the construction of the approximate inverse Wn.
By applying Lemma 7.75 with N = K
( 32 )
n∗
0 := Kn∗ to the truncated operator
L+n := Π
⊥
S (ωn+1 · ∂θ +Dn + (ΠKn+1E(n)1 )D +ΠKn+1(E(n)0 ))Π⊥S (8.46)
we have that Λ2γnn+1 of definition (8.37) coincides with Λ
2γn
Kn∗
defined in (7.178). Hence for ξ ∈ Λ2γnn+1 there is a map
Φ := ΦKn∗ that satisfies (7.182) and conjugates L
+
n to the operator
L̂+n := Π⊥S
(
ωn+1 · ∂θ + D̂n + R̂n
)
Π⊥S (8.47)
where ( L̂+n is (L+n )n∗ in the notation of Lemma 7.75)
D̂n := diagσ∈{±1},j∈Z+(µ(n)σ,j ),
R̂n : = Ê(n)1 D + Ê(n)0 ,
(8.48)
given by equation (7.180). The µ
(n)
σ,j satisfy (8.35) and (8.36) as consequence of Lemma 7.75. Moreover using
estimates (7.181), (7.182) and the Inductive Hypothesis we get the bounds:
|Ê(n)1 |dec~v1,p + |Ê(n)0 |dec~v1,p ≤ Kκ5n+1
(
|E(n)1 |dec~v,p + |E(n)0 |dec~v,p
)
K−κ4n∗ , ~v1 := (γ,Λ
2γ
N , s, a), (8.49)
64
Moreover one has that
|Φ±1 − 1|dec~v1,p ≤ γ−1
(
|E(n)1 |dec~v,p + |E(n)0 |dec~v,p
)
. (8.50)
In particular this means that
|Ê(n)1 |dec~v1,p1 + |Ê(n)0 |dec~v1,p1 ≤ Kκ5n+1K−κ1n |ξ|ε0 (8.51)
For ξ ∈ P 2γnn+1 we set
g := W
(n)
+ f := Φ
−1(ω+ · ∂θ + D̂n)−1Φf, (8.52)
which is well defined since we have that P 2γnn+1 coincides with P
2γn
Kn∗
in (7.197). Hence, by Lemma 7.78 and estimates
(8.50), one has that g in (8.52) satisfy bound (6.6) with f = X(w,0), and hence by the inductive hypothesis on
Fn, gn+1 satisfies bounds (6.15).
Secondly we have that
(ωn+1∂θ + F
(w,w)
n (θ))g = f + u
with
u :=
(
Nˆ (2)n + Hˆ
(θ,0)
n · ∂θ + (Π⊥Kn+1E(n)1 )D + (Π⊥Kn+1E(n)0 )
)
g+
+Φ−1R̂nΦg
(8.53)
We claim that
|u|~v,p1 ≤ γ−1n ε0K−κ1n Kµ1n+1|f |~v,p1 ,
|u|~v,p2 ≤ γ−1n Kµ1
(
|f |~v,p2 + |f |~v,p1G0Kκ1+κ5n
) (8.54)
which are the bounds (6.7) for the w−component. The (8.54) follow recalling (6.8) and using (6.6) to estimate
g, (8.50) to estimate Φ±1, (8.51) to estimate R̂n in (8.48), (8.26) and (8.28) to estimates the terms Nˆ (1)n and
Hˆ
(θ,0)
n .
Remark 8.84. Cosider Fn the sequence of vector fields given by Theorem 6.2 and consider the approximate
eigenvalues µ
(n)
σ,j (ξ) given by Lemma 8.83. By Remark 7.74 and 8.81 one has that
µ
(n)
σ,j (ξ) = c0j
2 + rj0 + o(|ξ|)j2 + o(|ξ|) = Ωintj + o(|ξ|)j2 + o(|ξ|), (8.55)
where Ωint is defined in Section 9.
We have the following Lemma.
Lemma 8.85. For n ≥ 0 consider the operators E(n)i := Ei(Ln), i = 0, 1, given in (8.43) and (8.44). Then, for
ξ ∈ On of Proposition 8.83, one has that
max
i=1,0
|Ei(Ln−1)−Ei(Ln)|~v,p0 ≤ γ0ε0K−κ2+µ1+4n−1 , (8.56)
Proof. We reason as follows. Recalling the form of the field Fn in (8.15) in Proposition 8.82 we have that the
linearized operator in the w−direction of the field Fn has the form
Ln := Π
⊥
S ωn · ∂θ +Π⊥S
(
−iE
(
mn 0
0 mn
)
∂xx − iE
(
a
(n)
1 b
(n)
1
−b¯(n)1 a¯(n)1
)
∂x − iE
(
a
(n)
0 b
(n)
0
−b¯(n)0 a¯(n)0
))
Π⊥S + K
(n), (8.57)
where Kˆ (n) has the form (5.39) with coefficients c
(n)
j , d
(n)
j , j = 1, . . . , N . By the discussion above we know that
the coefficients aˆ
(n)
i , bˆ
(n)
i , cˆ
(n)
j , dˆ
(n)
j , j = 1, . . . , N , satisfies
‖a(n)0 − aˆ(n)0 ‖~v,p0 ≤ γ0ε0K−κ1+µ1+4n−1 . (8.58)
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Bound (8.58) together with (8.22) implies that
‖aˆ(n−1)0 − aˆ(n)0 ‖~v,p0 ≤ γ0ε0K−κ1+µ1+4n−1 . (8.59)
We want to estimate the difference between a
(n−1,+)
0 and a
(n,+)
0 in (8.44). One has that the transformation S(n)
which conjugate Lˆn in (8.41) to L
+
n in (8.42) is generate by the function s
(n) given in (7.146). The bounds (8.59)
implies the same bounds on the the difference (s(n) − s(n−1)). Hence, by triangular inequality and the the form
of the coefficients a
(n−1,+)
0 and a
(n,+)
0 given in (7.144) we can conclude that (a
(n−1,+)
0 − a(n,+)0 ) satisfies bound
(8.58). The same holds for the other coefficients. This implies the thesis.
9 Measure estimates
In this last Section we prove that the measure of the set of “good” parameters is large as ξ → 0. In particular
in Section 8 we have seen that Theorem 1.3 holds in the set
Cε :=
⋂
n≥1
On, On := Λ2γnν ∩ P 2γnν ∩ S2γnν , (9.1)
with ν defined in (8.34) (see Lemma 8.83). Before performing such measure estimates we first prove that the map
which link the parameters ξ to the frequency ω(ξ) and ξ → µσ,j(ξ) is a diffeomorphism.
9.1 The “twist” condition
Recall that, by definition (see (4.11)), we can write F = N0+G where N0 := (λ
(−1)+λ(0)(ξ)) · ∂θ +Ω(−1)w∂θ
where λ
(−1)
j := j
2, λ
(0)
j (ξ) := −(Mξ)j , j ∈ S+ (see (4.10)) and (Ω(−1))σσ = iσdiagj2, (Ω(−1))−σσ = 0. Hence by
equation (5.53) we have
ΠNF = ω(ξ, θ)∂θ +Ω(θ, ξ)w∂w ,
ω(ξ, θ) = ω(−1) + ω(0)(ξ) +G(θ,0)(ξ, θ),
Ω(θ, ξ) = Ω(−1) +Ω(0)(θ, ξ) = dwF
(w)(θ, 0, 0)[·] = Ω(−1) + dwG(w)(θ, 0, 0)[·]
(9.2)
Let us study in particular the linear operator Ω on Π⊥S h
a0,p
odd . We have that Ω
(−1) := −iE∂xx : Π⊥Sha0,0odd →
Π⊥S h
a0,p−2
odd where E := diag{1,−1}. Moreover one has that Ω(0) = ((Ω(0))σ
′
σ )σ,σ′=±1 can be seen as a 2 times 2
matrix whose components are operator on Ha0,p.
We have the vector field 
θ˙ = ω(ξ, θ) + ΠN⊥G
(θ)(θ, y, w)
y˙ = G(y)(θ, y, w)
w˙ = Ω(ξ, θ)w +ΠN⊥G
(w)(θ, y, w)
(9.3)
where G is small. In order to run our algorithm we need to reduce the matrix Ω(ω(ξ)t; ξ). In order to do this
perturbatively we need to impose second Melnikov conditions. The minimal requirement (so that the reduction
algorithm runs at least at a formal level) is that the difference of the eigenvalues is not identically zero as function
of ξ, namely
• Twist. Denote by µj(ξ) for j ∈ Sc the eigenvalue functions of Ω(θ, ξ). For all l, j, k, σ1, σ2 such that: if
σ1 = σ2 then (l, j, k) 6= (0, j, j) and moreover
∑
i li + σ1 = σ2 consider the map
ξ → ω(0)(ξ) · l + σ1µj(ξ)− σ2µk(ξ) (9.4)
where we defined ω(θ, ξ) := ω(0)(ξ) + ΠNG
(θ) = λ(−1) + λ(0)(ξ) + ΠNG
(θ). We require that these maps are
never identically zero.
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This is the reason why we needed to introduce λ(0),Ω(0) since clearly
λ(−1) · l +Ω(−1)j ± Ω(−1)k ≡ 0
for infinitely many choices of l, j, k.
We split:
Ω(θ, ξ) = Ωint(ξ) + Ω˜(0)(θ, ξ)
where
Ω(int)(ξ) = Ω(−1) + diag(mj · ξ)j∈Sc∩Z+ = diag(j2 + mj · ξ)j∈Sc∩Z+ , (9.5)
m
i
j =
1
4
(
Cvij + C
−vi
j
)
=
1
2
(
2a1 − a2(j2 + v2i ) + a3v2i − 2a6v2i − a7v2i − a4v2i j2 − 2a5v4i j2
)
mj =
1
2
(
2a1 − a2(j2 + V2) + (a3 − 2a6 − a7)V2 − a4j2V2 − 2a5j2V4
)
~1 ,
where V := diagi(vi). Note that Ω˜ is of the same order as Ω
(int), however it turns out that for generic choices
of a1, . . . , a5, a6, a7, a8, v1, . . . , vd:
• ω(0),Ω(0)int(ξ) satisfy the twist conditions, namely ∀l, j, k σ1, σ2 = 0,±1 the affine maps
ξ → ω(0)(ξ) · l + σ1Ω(int)j (ξ)− σ2Ω(int)k (ξ)
are not identically zero (with the usual restrictions on (l, j, k)).
• The twist condition above implies the corresponding twist condition for the µj (see (9.4)).
Now we prove that our normal form satisfies the twist condition. First we introduce the following non-resonance
condition.
Definition 9.86. We say that (a) := (a1, a2, a3, a4, a5, a6, a7, a8) is non-resonant if one of the following occurs:
1. a5 6= 0,
2. a5 = 0 and a1 6= 0,
3. a5 = a1 = 0, −a4 + a8 6= 0 and one of the following holds:
• a4 = 0, or
• a4 6= 0 and (2d− 1)a4 − a8 6= 0 or
4. a5 = a1 = −a4 + a8 = 0, a3 − a2 − a6 − a7 6= 0 and one of the following holds:
• a2 = 0 and a3 − 3a6 − a7 = 0, or
• a2 6= 0, a3 − a2 − 3a6 − a7 6= 0, or
• a2 = 0, a3 − 3a6 − a7 6= 0 and a3 − 6d+12d+1a6 − a7 6= 0, or
• a2 6= 0, a3 − a2 − 3a6 − a7 = 0 and da2 6= a6.
Note that a non-resonant vector (a) is “generic” in the sense of Definition 1.2.
Lemma 9.87. For all non-resonant choices of (a) there exists a “generic” choice of the tangential sites S+ =
{v1, . . . , vd} ⊂ N such that the map
ε2Λ ∋ ξ → ω(0)(ξ) = λ(−1)(ξ)−Mξ (9.6)
is a affine diffeomorphism.
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Proof. Since ω(0) is affine we only need to show that M is invertible. Recalling that Mij = (1/4)
(
C
vj
vi + C
−vj
vi
)
for i, j = 1, . . . , d. It is convenient to represent
M = 1
4
3∑
k=0
M(2k) (9.7)
where the matrix elementsM(2k) are homogeneous of degree 2k in the variables v1, . . . , vd. More precisely setting
V = diag(vi), Aij = 1, forall i, j, we have
M(0) = a1(4A− 1) , M(6) = −a5V2(4A− 1)V4
M(2) := −(a3 − a2 − a6 − a7)V2 + (a3 − a2 − 3a6 − a7)2AV2 − 2a2V2A
M(2)ik =
{
(a3 − a2)v2i − 2a2v2i − 3a6v2i − a7v2i if i = k
2(a3 − a2)v2k − 2a2v2i − 4a6v2k − 2a7v2k if i 6= k
M(4)ik =
{
(−a4 − a8)v4i if i = k
−2a4v2i v2k if i 6= k
M(4) := −(−a4 + a8)V4 − 2a4V2AV2
We now compute P (a, v) :=det (M) which is a non trivial polynomial in (a1, . . . , a5, a6, a7, a8, v1, . . . , vd).
Indeed P (a, 0) = det(M(0)) = ad1(2d − 1), so for any a such that a1 6= 0 we impose P (a, v) 6= 0 as generiticity
condition on the v.
In the same way, the term of highest degree in v is det(M(6)) = a5(2d − 1)
∏
i v
6
i , so again for any a such
that a5 6= 0 we impose P (a, v) 6= 0 as generiticity condition on the v.
We are left with the case a1 = a5 = 0. Now the term of minimal degree is det(M(2)) while term of maximal
degree is det(M(4)). Now we show that for generic choices of ai then det(M(2)) is not identically zero as function
of the vi. First of all we set
λ := −(a3 − a2 − a6 − a7), α := (a3 − a2 − 3a6 − a7)2, β := −2a2. (9.8)
Hence we can write
M(2) = λV2 + αAV2 + βV2A.
Assume that λ 6= 0. Now if β = 0 and α 6= 0 then one has
M(2) := (1+ α
λ
A)V2.
The first matrix in the product is invertible if has all the eigenvalues different from zero. Hence we impose that
1 +
α
λ
d 6= 0, i.e. a3 − a2 − 6d+ 1
2d+ 1
a6 − a7 6= 0. (9.9)
If on the contrary α = 0 and β 6= 0 then
M(2) := V2(1+ β
λ
A),
which is invertible if
1 +
β
λ
d 6= 0, i.e. a3 − (2d+ 1)a2 − a6 − a7 6= 0. (9.10)
Consider the case α 6= 0 and β 6= 0. Then we have
M(2) = (1+ α
λ
A+
β
λ
V
2AV−2)V2.
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The invertibility ofM(2) relies on the invertibility of the matrix 1+R := 1+ αλA+ βλV2AV−2. We have that R has
at most rank 2, hence has at most two eigenvalues different from zero. Say that µ1,2 = µ1,2(vi) is such eigenvalues
that in principle depends on the vi. Now one has that 1+R has d− 2 eigenvalues equals to 1 and two equals to
1+µ1,2(vi). One must have that 1+µ1,2(vi) 6= 0. Hence if µ(vi) is not a trivial polynomial in the variables vi then
one get the invertibility of M(2) as generiticity condition on vi. Otherwise one has to exclude some values of αλ
and βλ by imposing a generiticity condition on a2, a3, a6, a7 (as done in equations (9.9) and (9.10)) and then taking
a generic choice of vi. This second option does not occur. Indeed one note that the vector ~w1 := (1, . . . , 1) ∈ Rd
is orthogonal to the kernel of the matrix αλA. Moreover the vector ~w2 := ~v, where ~v := (v
2
1, . . . , v
2
d), is orthogonal
to the kernel of the matrix yV2AV−2. Hence the range of the matrix R is generated by {~w1, ~w2}. One can note
that
(
α
λ
A+
β
λ
V
2AV−2)~w1 =
α
λ
d~w1 +
β
λ
C1 ~w2,
(
α
λ
A+
β
λ
V
2AV−2)~w2 =
α
λ
C2 ~w1 +
β
λ
d~w2,
where C1 :=
d∑
i=1
1
v
2
i
, C2 :=
d∑
i=1
v
2
i .
(9.11)
The 2× 2 matrix which represent the matrix R has eigenvalues given by
µ1,2 :=
1
2λ
(
d(α+ β)±
√
d2(β − α)2 + 4αβC1C2
)
(9.12)
The dimension of the range of R, for any α/λ 6= 0 and β/λ 6= 0, depends only on the vi for i = 1, . . . , d.
The same reasoning holds verbatim if a1 = a5 = 0, λ = 0 (see (9.8)) but
λ1 := −(a8 − a4), (9.13)
indeed one can write
M(4) := V4 + −2a4
λ1
V
2AV2.
Here, as in the case ofM(2), we get some additional conditions on ai : if a4 = 0, thenM(4) is invertible, otherwise
we have the invertibility of the matrix if
a4 6= 0 and a4(2d− 1)− a8 6= 0. (9.14)
Suppose that λ = λ1 = 0 then
M = (a3 − a2 − 3a6 − a7)2AV2 − 2a2V2A− 2a4V2AV2,
which has at most rank 2.
Lemma 9.88. For all non-resonant choices of (a1, a2, a3, a4a5, a6, a7, a8) there exists a no-trivial polynomial in
the vi such that for all choices of (v1, . . . , vd) with vi “generic” with respect to the polynomial the following holds.
For all ℓ, j, k, σ1, σ2 such that: if σ1 = σ2 then (l, j, k) 6= (0, j, j) and moreover
∑
i li + σ1 = σ2 the affine map
ξ → ω(0)(ξ) · l + σ1Ω(int)j (ξ)− σ2Ω(int)k (ξ) (9.15)
is not identically zero.
Proof.
ω(0)(ξ) · l + σ1Ω(int)j (ξ)− σ2Ω(int)k (ξ) =
λ(−1) · ℓ+ σ1j2 − σ2k2 +
(MT ℓ+ σ1mj − σ2mk) · ξ
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then if λ(−1) · ℓ+ σ1j2 − σ2k2 = 0, and using (9.5), we look at the vector
MT ℓ+ 1
2
(σ1 − σ2)
(
2a1 + (a3 − a2 − 2a6 − a7)V2
)
~1+
+
1
2
(σ1j
2 − σ2k2)
(− a2 − a4)V2 − 2a5V4)~1 =(
MT + 1
2
(
a2 + a4V
2 + 2a5V
4
)
AV2 − 1
2
(
2a1 + (a3 − a2 − 2a6 − a7)V2
)
A
)
ℓ
since (σ1j
2−σ2k2)~1 = −AV2ℓ and (σ1−σ2)~1 = −Aℓ. Hence, by using (9.7), we say that a list (a, v) is acceptable
if for all ℓ, j, k such that
∑
i ℓi = −σ1 + σ2 one has
− 1
4
(
a11+ (a3 − a2 − a6 − a7)V2 + (−a4 + a8)V4 − a5V6
)
ℓ 6= 0 (9.16)
then one only needs to require that none of the vi satisfy
p(x) := a1 + (a3 − a2 − a6 − a7)x2 + (−a4 + a8)x4 − a5x6 = 0.
The hypothesis of non resonance implies that p is not identically zero.
Remark 9.89. Just to fix the ideas we give some examples of cubic non linearity (see (1.6)) for which the
extraction of parameters give the twist condition on the tangential sites. The classical cubic NLS with a1 = 1,
ai ≡ 0 for i = 2, . . . , 8. The derivative NLS a3 = 1, ai = 0 for i = 1, . . . , 8 (this case has been studied in [21]).
9.2 The estimates of “good” parameters
We prove the following Proposition.
Proposition 9.90. Consider the set Cε defined in (9.1). One has that
|O0\Cε| ≤ c, γ0 = c|ξ|. (9.17)
For simplicity we set G
(1)
n := Λ2γnν (n), G
(2)
n := P2γnν (n), G(3)n := S2γnν (n) (see equation (8.37)). In order to
prove (9.17) we prove prove by induction that, for any n ≥ 0, one has
|G(i)0 \G(i)1 | ≤ C⋆γ0ε2(d−1), |G(i)n \G(i)n+1| ≤ C⋆γ0ε2(d−1)K−1n , n ≥ 1, i = 1, 2, 3. (9.18)
We follows the same strategy used in Section 6 of [31] and we bounds the measure only of the sets G
(1)
n which
is the more difficult case. The other estimates can be obtained in the same way. First of all write, dropping the
index 1 and recalling the definition of γn in (6.8),
Gn\Gn+1 :=
⋃
σ,σ′∈{±1},j,j′∈Z+
l∈Zn
Rσ,σ
′
ljj′ (n) (9.19)
Rσ,σ
′
ljj′ (n) :=
{
λ ∈ Gn : |iωn+1 · ℓ+ µ(n)σ,j−µ(n)σ′,j′ | < 2γn|σj
2−σ′j′2|
〈l〉τ
}
.
By (5.54) we have Rσ,σljj (n) = ∅ and moreover recalling (8.34) for |l| ≤ Kn+n∗ one has Rσ,σ
′
ljj′ (n) = ∅. In the
following we assume that if σ = σ′, then j 6= j′. Important properties of the sets Rσ,σ′ljj′ (n) are the following. The
proofs are quite standard and follow very closely Lemmata 5.2 and 5.3 in [29].
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Lemma 9.91. For any n ≥ 0, |ℓ| ≤ Kn+n∗ , one has, for |ξ| small enough,
Rσ,σ
′
ljj′ (n) ⊆ Rσ,σ
′
ljj′ (n− 1). (9.20)
Moreover,
if Rσ,σ
′
ljj′ 6= ∅, then |σj2 − σ′j′2| ≤ 8|ω˜ · l|. (9.21)
Proof. We first prove the (9.21); note that if (σ, j) = (σ′, j′) then it is trivially true. If Rσ,σ
′
ljj′ (n) 6= ∅, then, by
definition (9.19), there exists a ξ ∈ O0 such that
|µ(n)σ,j − µ(n)σ′,j′ | < 2γn|σj2 − σ′j′2|〈l〉−τ + 2|ωn+1 · l|. (9.22)
On the other hand, for ξ small and since (σ, j) 6= (σ′, j′),
|µ(n)σ,j − µ(n)σ′,j′ |
(8.36)
≥ 1
2
(1− C|ξ|)|σj2 − σ′j′2| − C|ξ| ≥ 1
3
|σj2 − σ′j′2|. (9.23)
By the (9.22), (9.23) and γn ≤ 2γ follows
2|ωn+1 · l| ≥
(
1
3
− 4γ〈ℓ〉τ
)
|σj2 − σ′j′2| ≥ 1
4
|σj2 − σ′j′2|, (9.24)
since γ ≤ γ0, by choosing γ0 small enough. It is sufficient γ0 < 1/48. Then, the (9.21) hold.
In order to prove the (9.20) we need to understand the variation of the eigenvalues µ
(n)
σ,j with respect to n. In
other word the eigenvalues of the linearized operator of the field Fn. If we assume that
|(µ(n)σ,j − µ(n)σ′,j′)− (µ(n−1)σ,j − µ(n−1)σ′,j′ )| ≤ Cε0|σj2 − σ′j′2|K−κ4n+n∗ , (9.25)
then, for j 6= j′, |l| ≤ Kn+n∗ , and ξ ∈ Gn, we have
|iωn+1 · l + µ(n)σ,j − µ(n)σ′,j′ |
(9.25)
≥ 2γn−1|σj2 − σ′j′2|〈l〉−τ (9.26)
− Cε0|σj2 − σ′j′2|K−κ4n+n∗ ≥ 2γn|σj2 − σ′j′2|〈ℓ〉−τ ,
because CδKτ−κ4n+n∗2
n+1 ≤ 1. We complete the proof by verifying (9.25).
We use the (S4)ν (for ν ≤ n+ n∗) of Lemma 7.76 with γ = γn−1 and γ − ρ = γn, and with L1 = Ln−1, L2 = Ln,
(where Ln−1 and Ln are the linearized operator of the vector fields Fn−1 and Fn respectively). By Lemma 8.85
we have that for |ξ| small enough, one has
CN τn+n∗ max
i=1,0
|Ei(Ln−1)−Ei(Ln)|~v,p0 ≤ γn−1 − γn =: ρ = γ2−n,
which implies condition (7.195). Hence (S4)ν implies that
Λγn−1ν (n− 1) ⊆ Λγnν (n). (9.27)
Furthermore we also note that,
Gn
(8.37)
⊆ Λ2γn−1ν (n)
(9.27)
⊆ Λγnν (n+ 1). (9.28)
This means that ξ ∈ Gn ⊂ Λγn−1ν (n)∩Λγnν (n+ 1), and hence, we can apply the (S3)ν , with ν = n+1, in Lemma
7.76 to get
|rνσ,j(n)− rν−1σ,j (n− 1)|≤εK−αn+n∗ . (9.29)
Then, by (8.16) and (9.29), one has that the (9.25) hold and the proof of Lemma (9.91) is complete.
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The next Lemma is fundamental. A similar result can be found in [31]. Anyway in the autonomous cases it
is slightly more difficult. This is due to the fact that if one “move” the parameters ξ, then ω(ξ) and µσ,j moves
together. This is why one need to prove that the entire map in (9.15) must have the “twist”, and it is not enough
to ask that ξ → ω(ξ) is a diffeomorphism.
Lemma 9.92. For all n ≥ 0, one has
|Rσ,σ′ljj′ (n)| ≤ Cγε2(d−1)〈ℓ〉−τ+1. (9.30)
Proof. Let us define the map ψ : O0 → C
ψ(ξ) := iωn+1(ξ) · l + µ(n)σ,j (ξ)− µ(n)σ′,k(ξ)
(8.35),(8.36)
= i
(
λ(−1) · l + σj2 − σ′k2 + λ(0)(ξ) · l +m0(ξ)(σj2 − σ′k2) + σrj0 − σ′rk0
)
+ i
(
(ωn+1 − ω˜) · l+ (mn+1 −m0)(σj2 − σk2) + (σ(r(n)j − rj0)− σ′(r(n)k − rk0 )
)
,
(9.31)
where m0 and r
j
0 are defined in (8.6) and (7.171). In other words the terms that are linear in ξ are given by
ω(0)(ξ) = λ(−1)+λ(0)(ξ), defined in (4.10), and j2+m0j
2+rj0 = Ω
int
j defined in (9.5). In order to get (9.31) we need
a lower bound on the lipschitz semi- norm |ψ|lip (as done in [31]). First of all assume that λ(−1) · l+σj2−σ′k2 = 0.
Then the (9.31) becomes
ψ := iAl · ξ + i
(
(mn+1 −m0)(σj2 − σk2) + (σ(r(n)j − rj0)− σ′(r(n)k − rk0 )
)
, (9.32)
where by formula (9.16) we have set
A = −(1/4)(a11+ (a3 − a2 − a6 − a7)V2 + (−a4 + a8)V4 − a5V6).
Hence we have for ξ1 6= ξ2
|ψ(ξ1)− ψ(ξ2)|
|ξ1 − ξ2| ≥
c
2d
|l| − Cε0|l| ≥ c
′
d
|l|, (9.33)
for a suitable pure constant c′ > 0. To obtain (9.33) we used the invertibility of the matrix A, equation (9.21)
and (8.36) to estimate the Lipschitz semi-norm of the constants (r
(n)
j − rj0)(ξ) and (mn+1 −m0)(ξ). This implies
that, in one direction one has a good estimates of the measure in terms of γ, while one uses the Fubini Theorem
to get
|Rσ,σ′ljj′ (n)|
(9.33)
≤ C˜ε2(d−1)γ〈l〉−τ+1, (9.34)
which implies (9.30). Let us now consider the case λ(−1) · l + σj2 − σ′k2 := Z 6= 0. We first prove the following
Lemma.
Lemma 9.93. Assume that
|l|, |σj2 − σ′k2| ≤ Z√|ξ| , (9.35)
then |ψ| ≥ 1/4.
Proof. Since we have λ(−1) · l + σj2 − σ′k2 6= 0 we obtain
|ψ| ≥ |λ(−1) · l + σj2 − σ′k2| −
(
|l||ωn+1 − λ(−1)|+ |σj2 − σ′k2||mn+1 − 1|+ |r(n)j |+ |r(n)k |
)
≥ 1
2
− C1 |ξ|√|ξ| + C2|ξ| ≥ 14 (9.36)
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Lemma 9.93 we have that if (9.35) hold, then there is no small divisor, and hence Rσ,σ
′
ljj′ (n) = ∅. In the last case
we rewrite (9.31) as
ψ := Z +MT l · ξ +m0(ξ)(Z − ω(−1) · l) +O(|ξ|δ|l|) = Z +Aξ · l +m0(ξ)Z +O(|ξ|δ)
hence one has
|ψ(ξ1)− ψ(ξ2)|
|ξ1 − ξ2|
(8.6)
≥ c|l| − ZC (9.37)
for some suitable constant c, C > 0. Now we use that |l| ≥ Z/√ξ to conclude, for ξ small, that one has
|ψ|lip ≥ c′|l|. (9.38)
Reasoning as in (9.34), we have that (9.38) implies the (9.30).
The previous results implies that one has
|O0\Cε| ≤ Cγε2(d−1) ≤ Cε2dc, (9.39)
where we have used the definition of γ in (5.54) and (5.55). In particular one gets that the relative measure of
ε−2d|O0\Cε| ≤ O(c). This implies that the relative measure of the cantor set Cε is positive if c is small.
9.3 Proof of Theorem 1.3
Consider the vector field F in (4.8). By Lemma 5.38, the choices of parameters in (6.1) and Lemma 6.41, we
have that F satisfies all the hypotheses of Theorem 6.2. Hence in the set O∞ given by Theorem 6.2 the result of
Theorem (1.3) holds. It remains to prove that O∞ satisfies the measure estimate in (1.7).
Proposition 8.83 guarantees that the set Cε in (9.1) is contained in O∞. We choose Cε as the set on which 1.3
holds. In particular Proposition 9.90 implies that Cε satisfies (1.7). This concludes the proof.
9.4 Proof of Theorem 1.5
Concerning Theorem 1.5 in which the nonlinearity f is merely differentiable, we just give a sketch of the proof
since it is very similar to the one of Theorem 1.3.
One can repeat word by word the arguments of Sections 3 and 4. One gets that the vector field in (4.8) is
defined in the domain (4.4) with s0 = a0 ≡ 0. This implies that the norm ‖ · ‖Hp(Tds×Ta) is the Sobolev norm‖ · ‖Hp(Td×T) ∼ ‖ · ‖0,0,p see Remark 5.19 and (5.14). Again, by Lemma 5.38, we have that F satisfies all the
hypotheses of Theorem 6.2 which implies that in the set O∞ given by Theorem 6.2 the result of Theorem (1.5)
holds. We now give a sketch of the proof that O∞ satisfies (1.9). The reasoning we follow is very similar to the
one used to prove Theorem 1.3. The main difference is that we set Ln = 1 for n ≥ 0, recall that Ln are the
compatible changes of variables introduced in Definition 6.44. This is due to the fact that the diffeomorphisms of
the torus (form which the Ln are chosen in the analytic case) are not close to identity in Sobolev class, i.e. we do
not have the second formula in (7.18).
One can show by induction that linearized operator of the vector field Fn, for n ≥ 0, has the form in (7.38)-
(7.44), with δ
(1)
p1
, δ
(2)
p1
∼ O(|ξ|) (see equation (7.45)). Again recall that in the analytic case we choose the map Ln
so that the size of δ
(1)
p1
, δ
(2)
p1
decreases as n go to infinity.
We claim that Proposition 8.83 holds also when δ
(1)
p1
, δ
(2)
p1
→ 0. Indeed such condition is only used in order to
prove that the sequence of analiticity radiuses an does not go to zero. Indeed the proof of Proposition 8.83 relies
on the existece of changes of variables which approximately diagonalize the linearized vector field. Such changes
of variables are defined in Sections 7.2 and 7.3 and work also in Sobolev class.
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As shown in [31] (and [28],[29] etc..) in order to prove Proposition 8.83 one does not need to apply the
diagonalizing changes of variables to the vector field but only to know that they exist and satisfy certain estimates.
This is proved in Sections 7.2 and 7.3 so Proposition 8.83 follows.
Proposition 8.83 ensures that the set Cε in (9.1) is contained in O(∞). Then one uses Proposition 9.90 in order
to ensure the measure estimates.
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