Abstract-In clinical CT images containing thin osseous structures, accurate definition of the geometry and density is limited by the scanner's resolution and radiation dose. This study presents and validates a practical methodology for restoring information about thin bone structure by volumetric deblurring of images. The methodology involves 2 steps: a phantom-free, post-reconstruction estimation of the 3D point spread function (PSF) from CT data sets, followed by iterative deconvolution using the PSF estimate. Performance of 5 iterative deconvolution algorithms, blind, Richardson-Lucy (standard, plus Total Variation versions), modified residual norm steepest descent (MRNSD), and Conjugate Gradient Least-Squares were evaluated using CT scans of synthetic cortical bone phantoms. The MRNSD algorithm resulted in the highest relative deblurring performance as assessed by a cortical bone thickness error (0.18 mm) and intensity error (150 HU), and was subsequently applied on a CT image of a cadaveric skull. Performance was compared against micro-CT images of the excised thin cortical bone samples from the skull (average thickness 1.08 ± 0.77 mm). Error in quantitative measurements made from the deblurred images was reduced 82% (p < 0.01) for cortical thickness and 55% (p < 0.01) for bone mineral mass. These results demonstrate a significant restoration of geometrical and radiological density information derived for thin osseous features.
INTRODUCTION
X-ray computed tomography (CT) is the primary modality for three-dimensional (3D) imaging of bony tissue and construction of anatomical models of bone. 6, 14, 21, 33 Voxels associated with bony structures have high Hounsfield unit (HU) intensity compared to other anatomical structures which enables visualization and segmentation. However, the resolution of clinical CT images can limit visualization and segmentation of thin bone structures.
The bones of the craniomaxillofacial skeleton (CMFS), particularly those around the orbit and sinus that encapsulate the maxillary and paranasal cavities are the thinnest in the human body, 1, 50 with a thickness (approximately 0.4-1.5 mm) of a similar size to the spatial resolution achievable with many clinical CT imaging systems. As such, measurements of the thickness and intensity in these thin bones are dominated by the behavior of the imaging system, which can result in severe overestimation of thickness and underestimation of intensity magnitude. 19, 23, 27, 45 The point-spread function (PSF) of an imaging system characterizes the size of the smallest details that may be resolved in an image. A general form of an imaging system is:
where f is the discretized representation of the observed image and f true is the non-deblurred and noise-free idealized discretization of the object being imaged. K is the kernel matrix defined by the imaging system's PSF, and e is the error due to noise. The objective of deblurring is to recover f true given f and K. 4, 12 The challenge is that the frequency bandwidth of the random noise in the image extends well beyond the high frequency components of the PSF. Attempting to solve for f true by direct deconvolution can amplify higher frequency noise to unacceptable levels. Finding an acceptable solution for f true involves regularization, the process of screening the high frequency information for what might have a high probability of being details representing f true , while rejecting those that are more likely to be noise. Numerous iterative deconvolution algorithms have been developed to provide an optimized estimation of f true through various strategies such as conjugate gradients least squares, or statistically based schemes such as expectation-maximization. While f true cannot be perfectly recovered, an estimation that is superior to f is possible.
The PSF of a reconstructed CT image depends on numerous scanning parameters, such as imaging system hardware, specific protocol and reconstruction kernel. Thus, when presented with images obtained from a CT scanner, the PSF is generally unknown and can be difficult to obtain. It is possible to estimate the PSF, however, from parts of a CT image exhibiting abrupt changes in intensity (i.e. contrast agents within vessels or bone-tissue interfaces), without additional scanning or modification of protocols to include reference markers or phantoms. 18, 30 This method can be used on any previously-acquired CT image data or on data sourced from a clinical scanner that may not be directly accessible. The estimated PSF can then be supplied to iterative deconvolution algorithms to restore the entire CT volume. 3D reconstructions of synthetic anatomies produced from deconvolved CT stacks have been shown to contribute to significant accuracy gains 3 ; however, this has not been previously demonstrated or optimized in human models, where the contrast-resolution of thin cortical bone regions is greatly diminished by the surrounding soft tissue.
This article presents a methodology for improving thin bone geometry and intensity information in human CMFS CT images by iterative deconvolution methods that use an estimated Point-Spread Function (PSF). This investigation has been motivated by the need for greater accuracy in the generation of patient specific CMFS models used for skeletal biomechanical studies, which heavily rely on accurate geometrical representation of objects, as well as precise localization of material properties.
13, 46, 52 Further, a practical method for restoring information in CT has potentially wide-ranging clinical applications, such as improving baseline diagnostic sensitivity, increasing the reliability of information used in pre-operative planning, and enabling better contour conformity and compatibility in the design of patient-specific implants. 26, 34 
MATERIALS AND METHODS
In this investigation image restoration was performed on bone mimicking phantoms of known geometry with 5 different deconvolution algorithms to evaluate their performance. The algorithm with the best overall performance was then applied to cadaveric CT images of the CMFS and evaluated with respect to thickness and intensity measurements from excised bone fragments imaged using a micro CT scanner.
PSF Estimation
The authors have previously described a process for 3D PSF estimation in CT images which contain thin cortical bones. 30 Briefly the main steps of this method are: (1) Identification of cortical bone regions in the CT, which are sufficiently thin such that they can be assumed to have a near constant density through their thickness and are sufficiently flat such they can be assumed planar; (2) Extraction of intensity profiles along lines normal to the surface of these thin cortical bones (Fig. 1) . Note that profiles were found both within the transverse plane and at differing tilt angles (h) with the transverse CT slices; (3) Numerical solution of the model (assumed to be ''box car'' functions, blurred by the system's PSF, (Eq. 2) to estimate the ''unblurred'' intensity profile and the PSF using a nonlinear interior point optimization solver (MATLAB, Mathworks Inc., Natick, MA).
The blurring of the cortical bone's intensity profile(g) is modeled 30 by the convolution of a rectangular function with the unknown 3D PSF (assumed 3D Gaussian, radially symmetric within the transverse plane) to be solved for by the expression:
where
The intensity of the cortical bone is given by the unknown variable Y 2 . W is the unknown width of the bone, spanning the interval from X 1 to X 2 ( Fig. 1) . The parameters r xy and r z are the standard deviations of the PSF in the transverse plane and axial directions. h is the tilt angle between the normal of the bone surface and the transverse plane of the CT volume. The PSF is estimated by iterative non-linear fitting of Eq. (2) along multiple profiles to obtain the unknowns (Y 2 , W, r xy , r z ) as previously validated. 30, 32 The PSF once obtained from the optimization was 3D. The shape of the PSF assumed within this work resulted in different amounts of blurring depending on the angle h as described by r r .
Deconvolution Algorithms
Five deconvolution algorithms (Table 1) were investigated. The Richardson-Lucy (RL) iterative deconvolution algorithm was utilized as it has been extensively studied. 2, 4, 8, 42, 47 An implementation of RL that includes regularization by Total Variation (RL-TV) was chosen as it adds the option of specifying a regularization parameter (k) which influences noise in FIGURE 1. Illustration of the intensity profile extraction process. The anatomical regions which might be good candidates are known a priori, such as the thin anterior maxillary sinus wall (Box A, top left), as shown on the 3D reconstruction of the superior portion of the cadaveric CFS. The image axes are denoted as x, y, and z, while x¢, y¢ and, z¢ are the rotated axes at point B, forming angle h with respect to the transverse slices (top right). An interpolated slice through the voxels illustrates the line (c fi c¢) used for profile extraction in the plane of the x¢ and y¢ (bottom left). The intensity plot of the extracted profile, along with the characteristic variables used for the PSF estimation (bottom right). the deblurred image. The RL-TV was applied and evaluated at four different k levels which enables a determination of the importance of regularization. The conjugate-gradient least squares (CGLS) and the modified residual norm steepest descent (MRNSD) methods were chosen as they have demonstrated superior performance to RL in the deblurring of 2-D images. 3 Finally, the Blind algorithm does not require the input of PSF, and attempts to deblur the image and estimate the PSF simultaneously. This method was included as a reference point for a measure of restoration which does not require a priori PSF knowledge. Existing implementation of these algorithms in MATLAB (Mathworks Inc., Natick, MA) or ImageJ 39 were used.
Phantom Experiment
Six phantom configurations were scanned and processed ( Table 2 ). The phantoms were designed to mimic a thin single cortical layer as well as bi-cortical sandwich structures found in shell bones (CMFS, pelvis, and scapula). Layers of Teflon and Delrin were used as CT radiological equivalent materials for simulation of cortical and trabecular bone, respectively, as they match the HU intensity of these tissues in the diagnostic ranges of x-ray considered. The layers were sandwiched and vacuum compressed within water equivalent materials (Fig. 2) . The sheet layers were aligned parallel to the coronal plane and at a tilt angle of h = 35°away from the coronal plane (Table 2) .
Phantoms were scanned in a GE Lightspeed VCT (GE Health Care, Waukesha, WI) at 120 kV and 300 mA tube voltage and current, and reconstructed using a standard kernel to a 0.48 9 0.48 9 0.6 mm voxel size, (manufacturer's reported FWHM 0.7 mm). The PSF for each of the image sets described below were estimated independently, using the method described above. A minimum of 20 intensity profiles were extracted for each image set, and the mean r xy and r z were used to construct a parametric 3D Gaussian PSF for each image. The PSF was discretized such that the PSF voxel size conformed to those of the image volume.
Scans were resampled to create isotropic voxels (0.1 9 0.1 9 0.1 mm 3 ) with a Lanczos kernel 24 (Amira, Visage Imaging, San Diego, CA). Each phantom image was deblurred by the five algorithms listed in Table 1 , for 25, 50, 75, 100 and 150 iterations. Prior to deblurring, image borders were zero padded to minimize the induction of ringing artifacts (Gibbs oscillations) by the deconvolution process.
To measure the quality of the deconvolution methods cortical feature thickness, intensity and intensity variance were determined and compared with known values. The average thickness of the cortical feature and their standard deviations were determined by segmentation (described below) of the CT volumes. The thickness of the segmentations was compared to the true thickness of the Teflon layers as measured directly with a digital caliper. The mean and variance of the intensity of the voxels contained within the segmentation boundaries was also calculated. The mean was compared to the theoretical value of Teflon's intensity in calibrated clinical CT images to determine the absolute intensity error. Figure 3 visually depicts the three criteria variables described above using an exemplary intensity profile through layers of a phantom. The variance of the voxel intensities was calculated to quantify homogeneity of the density (intensity), which is influenced by factors such as noise and partial volume.
Automatic connected components segmentation was used to construct the 3D surface geometry of the cortical (Teflon) layers, using four sequential intensity threshold levels. The highest threshold (709 Hounsfield units (HU)) was chosen as the expected half-way intensity between Teflon and Delrin (1000 and 418 HU, respectively). This approximates the ideal fullwidth half-max (FWHM) value, at which the segmentation of objects with minimal blurring accurately captures their geometric boundaries. 35 The other threshold levels were set at equal intervals between 709 and 418 HU. After automatic segmentation, a binary voxel image mask representing the extracted geometry was created. An Euclidian Distance Transform (EDT) was then applied, and separate binary images containing only the boundary edges and the center line of the segmentations were generated using binary morphological operations (erosion by a cubic matrix of 1's, and skeletonization). Thickness and intensity errors within each scan was typically based on >30,000 and >200,000 samples, respectively, with variability depending on segmentation threshold and the size of the segmented volume.
Iterative deconvolution algorithms exhibit semiconvergence behavior. 48 Described briefly, this behav- The angle h determines the phantom tilt as illustrated Fig. 3 . FIGURE 3. Top: sample results for different deconvolution algorithms of phantom 1 after 100 iterations. Bottom: an intensity profile sampled from one cortical edge to the middle of the phantom, taken from the original image (triangle symbols), and the same image deblurred by 100 iterations of CGLS deconvolution (gray line). The rectangular plot represents the true intensity profile. The vertical edges define the thickness, and the height is the measured (theoretical) intensity of Teflon. The hashed region represents the thickness of the deblurred volume, whose edges are defined by the intersection of corresponding profile at the given intensity threshold. The mean intensity and the variance of the deblurred data set is calculated from the mean and variance within this region.
ior means that each iteration increases the quality of the restoration, but only to a minimum, which is the point of semi-convergence. Beyond this, each new iteration propagates noise errors, thus decreasing the signal-to-noise ratio (SNR) ratio without offering any further real restoration. The ideal number of iterations to semi-convergence was determined by fitting the improvements in thickness error, intensity error and intensity variance observed for each algorithm at the observed iterations (25, 50, 75, 100, 150) . All three quality criteria were given equal weight. The goal was set to determine the number of iterations that offered the highest reduction in the thickness and intensity error while minimizing increases in the intensity variance. Since each deconvolution iteration amplifies noise to a degree, the intensity variance calculated for the non-deblurred data sets was chosen as the lowest variance reference (variance desirability = 1). Conversely, each iteration is expected to reduce the thickness and intensity errors. Therefore, the thickness and intensity errors calculated in the non-deblurred data set were set as the highest error reference (thickness and intensity error desirability = 0). The number of iterations towards optimal convergence and the overall computational time for the algorithms were not used as performance metrics due to the disparity in the utilization of multi-CPU parallel processing and GPU resources by the different deconvolution implementations in MATLAB and ImageJ software. All deconvolutions were performed on a workstation powered by dual 2.5 GHz Xeon CPUs (6-cores each, 15 MB L3 cache) and 32 GB of DDR3 memory.
Pairwise t-tests were used to determine significant differences in performance between the algorithms and original scan (JMP, SAS, Cary, NC, USA). Differences in thickness and intensity errors as well as intensity standard deviation were examined. The experimental unit considered was the mean result from each deconvolved algorithm at a specific threshold. The effect of threshold on thickness and intensity errors was not the focus of this investigation and has been previously studied. 45 All thresholds used were pooled in the pair-wise t test.
CMFS Cadaveric Experiment
A fresh-frozen cadaveric male human head, disjoined at the fourth cervical vertebrae, was scanned on a GE Lightspeed VCT and reconstructed to 0.48 9 0.48 9 1.00 mm voxel size. The scanner parameters were a pre-set clinical CMFS protocol, reconstructed with the ''standard'' filter. Prior to deblurring, the image's region of interest (ROI) was cropped to exclude as much of the surrounding air volume as possible, to reduce unnecessary computational burden for deconvolution. The cropped image matrix maintained a uniform air intensity field in five of the six boundaries of the image matrix, mollifying the potential for generating edge ringing artifacts through deconvolution. The image was resampled to an isotropic resolution of 0.25 9 0.25 9 0.25 mm.
Following the clinical CT scan of the specimen, five fragments were excised from maxillary, zygomatic, and nasal regions (Fig. 4) . These samples were composed of cortical bone entirely, or at a minimum, sub-mm to <2 mm thick cortical bone constituted 90% of their volume. Each fragment was scanned at a resolution of 13.7 9 13.7 9 13.7 lm voxel size on a GE Explore Locus (GE Health Care, Waukesha, WI). Bone mineral density phantoms composed of hydroxyapatite were included with each scanned image for calibration of the voxel intensity values to bone ash density.
Each lCT image was registered onto its originating physical location on the clinical CT image by manual registration, followed by fine-tuned registration using automatic affine registration (Amira 5.2, FEI, Hillsboro, OR, USA). Location landmarks from a 3-D spatial coordinate digitizer (MicroScribe, Immersion Corp., San Jose, CA, USA) ensured accuracy of the 3-D registrations, despite the large difference in resolution scales (Fig. 4) . The lCT's image matrix was transformed and mapped onto the clinical CT Cartesian coordinate system by 3-D resampling. This was followed by further sampling to 0.05 9 0.05 9 0.05 mm voxel size to reduce the image size for the post-processing and 3-D volume visualization operations. It was verified that there was no significant difference between the geometrical volume, thickness and intensity distribution of the down-sampled cortical volumes and that of the original lCT data set after resampling. The original and the deblurred clinical CT images were likewise resampled to 0.05x0.05x0.05 mm resolution in order to establish a coherent voxel coordinate system for comparison to the lCT reference data (Fig. 5) .
The deblurred clinical CT volume was compared against lCT. True cortical thickness and density in the cadaveric specimen were measured from lCT images. Cortical bone regions in the lCT scans were manually segmented. From the segmentation boundaries, the 3D volumes were extracted as high resolution tetrahedral mesh surfaces. The mean and standard deviation of the thickness for each lCT cortical volume were calculated at all of its mesh surface vertices, totalling approximately >300,000 thickness measurements for each sample. The volume of the segmented geometry and the mean and standard deviation of the voxel intensity values distribution within the cortical segmentation boundaries were also calculated. The lCT voxel intensity values were converted into bone ash density using a linear calibration scale established through scanning of hydroxyapatite phantoms. The ''radiological mass'' (in grams) of the cortical regions in the lCT images were then determined from the numerical integral of the mass of individual voxels based on their FIGURE 4. Surface rendering of the cadaveric specimen clinical CT with the lCT volumes of the excised cortical samples registered to their origins. The cortical samples are from the right temporal process of the zygomatic bone (orange), the nasal bone bordering on the frontal process of the maxilla (yellow), the frontal maxillary sinus wall (purple), the left lateral process of the zygomatic bone (green), and the left portion of the zygomatic arch containing the zygomaticotemporal suture. associated intensity-derived density and their cubic volumes. Radiological mass captures both the volumetric accuracy and the accuracy of the density calculated for the segmented region.
Five sub-volumes of the original CT image (CT 0 ) and the deblurred results (CT deblurred ) were generated by cropping to the ROI of their respective lCT reference regions. Zero-padding was applied to any voxel in the cropped volumes that lay adjacent to the excision boundaries of the lCT 3D surfaces. The cortical regions of the CT 0 and CT deblurred images were segmented by automatic threshold segmentation at three different minimum intensity thresholds, which were individualized for each region based on the mean (T lCT ) and standard deviation (r lCT ) values of the lCT segmentation volume. The thresholds were: (1) T lCT , (2) T lCT 2 r lCT , and (3) T lCT 2 2r lCT . Surface generation and intensity measurements were performed in the same manner as was carried out on the phantom images. The apparent (radiological) mass was calculated as described for the lCT reference segmentations. The thickness error was evaluated as the ''surface distance'' between that of the lCT generated volumetric surfaces and those of the CT 0 and CT deblurred volumes. This measurement was taken to be the mean of all the shortest 3-D lines from each vertex of the lCT to the closest vertex found on the CT 0 and CT deblurred surfaces (n > 300,000). The thickness error is included in addition to the mass error because it is highly sensitive to the 3-D geometrical contour of the cortical bones by virtue of the accurate registrations of the lCT, while the volume measurement from which the mass value is derived is insensitive to the geometric outline. Agreement between CT and lCT image intensities was measured using a linear regression fit between the intensity values of all voxels within the lCT cortical segmentation vs. spatially-mutual voxel intensity values in the CT 0 and CT deblurred volumes.
An ANOVA model (that included the threshold used to define cortical bone and a factor indicating deblurred/original) was used for each quality metric: surface distance error, radiological mass error and voxel intensity correlation to examine differences in the cadaver experiment (JMP, SAS, Cary, NC, USA). A separate ANOVA analysis was conducted for each of the five bone regions.
RESULTS

Phantom Experiment
Deblurring improved the accuracy of both thickness and intensity measures at the expense of increased cortical bone intensity noise for all algorithms (Thickness error = 0.16-0.37 mm, p < 0.001, Intensity error = 152-247 HU, p < 0.001), (Table 3) . For a number of the images, especially at the initial iterations, no segmentation could be created at even the minimum threshold value due to the diffused and suppressed intensity values of the thin layers. In these cases, the errors were reported to be 100%, and the intensity variance was set to be that of the entire image. In other cases, with two simulated cortical layers, the diffused intensity of the bilayers resulted in their being lumped together as one layer. The intensity and thickness of these constructs were reported as is by the automatic segmentation. The estimated Gaussian PSF's for the cortical phantom images had a FWHM equal to 1.13 ± 0.07 and 1.11 ± 0.08 mm within the transverse and coronal/sagittal planes, respectively. The ANOVA models showed significant differences in least square (LSQ) means in Surface distance error, Radiological mass error and voxel intensity correlation (p < 0.001) between the original and deblurred scans.
The Blind algorithms produced the noisiest results. The RL and RL-TV1 groups had nearly identical performance measures in all 3 performance measures. Adding regularization to the RL algorithm did not result in improved accuracy of thickness or intensity nor did it meaningfully decrease intensity standard deviation. The MRNSD, CGLS, and RL-TV3 algorithms had minimal increases in their intensity standard deviation combined with improvements in thickness error and intensity error compared to the original images, an indication that there was a net gain in restoration of details, with a negligible increase in noise or partial volume artifacts. These three methods also produced very similar error reductions in intensity values. MRNSD and RL performed similarly in thickness and intensity error reduction. Overall, the MRNSD method had the best combination of performance metrics (Table 3) , having an edge over RL in intensity standard deviation.
On the phantom images, every 50 iterations of deconvolution required approximately 30 min of computation time on the workstation, and this time increased linearly with additional iterations. The larger phantom images required substantially longer times as the matrix multiplication operations saturated the available 32GBs of RAM. Those algorithms which were implemented in ImageJ iterated more rapidly, but the processes were also quicker to overwhelm the available memory compared to those implemented in MATLAB. Overall, no clear benefit was evident regarding the relative computational economy of the different methods.
Cadaveric CMFS Experiment
MRNSD deconvolution improved the accuracy of thickness and intensity measurements as well as the topology of segmentations obtained from the cadaveric CT volumes (Figs. 5 and 6 , Table 4 ). Deconvolution restored much of the thin cortical architecture. Significant (p < 0.001) recoveries in the geometrical and intensity-derived density values were observed for all measures (Table 3) . ANOVA showed that both deblurring and the threshold used had significant ef-FIGURE 5. Transverse slice from the zygomatic bone in the original CT (top left), the deblurred results (top middle), and the registered lCT image slice after resampling into the common coordinate system (top right). The bottom row demonstrates the associated segmented cortical volumes at a threshold value of 1200 HU.
fects on surface distance and radiological mass errors as well as on voxel intensity correlation in all regions. In the clinical CT image of the cadaver, the PSF FWHM was 1.32 ± 0.06 mm in the transverse planes, and 1.27 ± 0.1 mm longitudinally.
The overall mean cortical thickness error was reduced by 3.8 ± 1.5 mm by the deconvolution process ( Table 3 ). The mean thickness of the lCT reference volumes was 1.08 ± 0.77 mm. The error in radiological mass measurement was reduced by 0.14 ± 0.05 g in the deblurred images, with the lCT truth reference having a radiological mass of 0.37 ± 0.21 g. The voxel intensity correlation in the deblurred CT images was improved to r = 0.2 ± 0.14 from 0.09 ± 0.16 in the original images.
DISCUSSION
As a whole, the deconvolution methods using PSF estimation employed in this study produced a marked and measurable degree of restoration in the phantoms and CMFS anatomical data which was inaccessible in the original, non-deblurred images (Figs. 3, 5 and 6 ). The comprehensive series of objective metrics enabled direct comparisons quantifying the accuracy of thin cortical bone geometry and density measurements.
This study was not an exhaustive exploration of all deconvolution algorithms, however, this analysis has elucidated trade-offs between the algorithms. Specifically this analysis highlights the need to be cautious when employing approaches that might appear to offer cosmetic enhancement, while altering the information originally available in the image to an unknown degree. 49 The phantom study revealed significant differences in performance between deconvolution methods even between methods that relied on a measured PSF. Rigorous mathematical deduction for predicting performance of iterative algorithms for a specific scenario is non-trivial 47 and likely problem specific. RL, MRNSD and CGLS all showed significant and meaningful improvements in intensity and thickness estimation in clinical CT of the CMFS. RL (with no regularization) and MRNSD both had low intensity and thickness errors, while MRNSD also had the benefit of reduced intensity variation at the cost of qualitatively more ringing artifact. CGLS was also useful at improving thickness measurements but had greater error in intensity restoration.
The differences observed between the different regularization parameters (k) within Richardson-Lucy with Total Variation regularization suggest that there was little gain from total variation regularization in improving intensity or thickness estimates when restoring thin cortical bones. As expected total variation regularization did decrease intensity standard deviation because it imposes a penalty on intensity variance, thereby smoothing.
The Blind deconvolution method used an iterative maximum likelihood approach to recover images, as well as the PSF. 20 Multiple studies have applied deconvolution for deblurring of mineralization and general restoration of clinical CT resolution using Blind PSF-based methods. 17, 37 The thickness measurements with the Blind method appear to be competitive with the CGLS and MRNSD algorithms (Table 3) , however this improvement in geometrical information comes at the cost of highly exaggerated edge enhancement, with great distortion of the HU values beyond physically interpretable levels (as measured by the variance values in Table 3 ). Furthermore, the Blind algorithm's results were highly unstable, iterating towards exponentially increasing intensity errors.
This investigation calculated PSF from specific features within images that allow convenient estimates. The most accurate method of obtaining the PSF is by direct measurement using a slit-phantom. However, such a process is non-trivial and complicated by its 3-dimensionality. 5 Image PSFs are also affected by subject and scanner parameters (e.g., filter type and beam energy). In this study, the PSF is obtained from the same image that is analyzed without any scanner specific measurement beyond the associated metadata, but is limited by simplifications assumed about the 3D characteristics of the PSF. 25, 30, 40 Applying different reconstruction kernels during filtered back projection (FBP) is distinct to image restoration by deconvolution. Changes in reconstruction kernels (bone, sharp, soft-tissue) applied during FBP are applied in the projection space on raw data from the scanner and also result in a trade-off between noise and spatial resolution. Within this investigation the standard kernel was used in the iterative deconvolution methods. The standard kernel was chosen for this investigation because of previous work within this group has shown that PSF estimation was more accurate when using the standard vs bone kernel reconsructions 31 (this was likely due to the non-gaussian PSF shape of the bone kernel reconstructed volumes). Further the benefits of iterative deconvolution are not well matched to the bone kernel reconstructions. Bone kernel scans are already noisy and deconvolution tends to increase noise, although geometric restoration may be possible, the scans are already sharp, and therefore there will likely be less benefit. This investigation was focused on quantitatively restoring both intensity and geometry by iterative deconvolution. Bone kernels reconstructions are less well matched to quantitative intensity reconstruction, and instead bone kernel reconstruction is focused on better visualization of fine structure. Bone kernel reconstructions are known to cause intensity bias at edges.
Clinically, the kernel choice is driven by the diagnostic protocol, such as using sharp kernels for detecting bone and high-contrast nodules, or a more averaging-type kernel for better tissue-level contrast. Ohkubo et al. showed that different kernel reconstructions can be reproduced with reasonable accuracy from one another if reasonably precise measures of the PSF are available. 29 Combination of these filters in a weighted manner might also provide a perceived improvement in image quality. 51 However, iterative deconvolution can improve upon the results of linear FBP kernels as it allows for non-linear trade-offs of noise and sharpness that can retrieve a more ''true'' image of an object. Indeed this is consistent with findings on the trade-offs between standard and sharper (bone) kernels that can double resolution at the expense of quadrupling noise in intensity. 44 In this investigation we showed an increase of 2-3times in the accuracy of thickness measurements with improved estimation of intensity and increased noise. An enhanced 3D PSF estimation algorithm that better represents the physics of the x-ray CT image acquisition process and development of an iterative inverse-solver tailored to the noise statistics of CT images may further improve the iterative deconvolution.
Iterative reconstruction (IR) algorithms such as adaptive statistical iterative reconstruction (ASIR) and model based iterative reconstruction (MBIR) are being employed in newer CT scanners to improve image quality. 10, 11, 15, 16, 41 In these methods the FBP image is first created and used as the starting point for the subsequent iterations. The objective of both IR and iterative deconvolution is to find an optimal estimate of the true object f true sampled and blurred by K in presence of noise e. IR algorithms have the advantage of direct access to raw pre-reconstruction projection data and a sophisticated account of system properties, whereas the iterative deconvolution approach used in this study employ only a post-sampled FBP image to estimate the PSF and a generic noise distribution model. Therefore IR methods theoretically can produce superior quantification of bone intensity and shape, at the expense of increased complexity, computational time and with more scanner specific elements. The advantage of the methodology presented in this manuscript is the breadth of potential use, many images can be restored without direct knowledge of the underlying scanning system or raw-imaging data as well as the wide availability of deconvolution methods. Further IR generated volumes may be improved by further deconvolution with appropriately estimated PSFs.
The accuracy of the CMFS thin bone cortical geometries in the volumetric secondary constructions of the deblurred images by means of automatic segmentation was improved by 81% in the deblurred images and the total bone mineral mass recovery was 32%. Some regions of the maxillary sinus were < 0.25 mm thick (1/4 of the slice thickness) and its surface was oriented parallel to the transverse planes. Such loss of information due to severe under-sampling cannot be recovered by deconvolution, as the intensity values have fallen below the noise level in the surrounding medium. This explains the ubiquitous appearance of false foramens on anterior maxillary sinus walls, orbital floors, and other thin cortical regions in clinical CT of the CMFS. 6, 28, 43, 50 Iterative deconvolution methods, using estimated PSFs significantly restored geometrical and radiological density information both quantitatively and qualitatively in thin osseous features. The MRNSD algorithm resulted in the highest relative deblurring performance as assessed by a cortical bone thickness error and intensity error. Error was assessed against known values in a cortical bone mimicking phantom and against lCT images of excised thin cortical bone samples from the skull. Using iterative deconvolution methods resulted in an 82% reduction in cortical thickness error and 55% reduction in bone mineral mass measurement. The methodology outlined in this investigation demonstrates a practical and powerful method for quantitatively restoring CT information that may be useful for diagnosis, treatment planning and finite element modeling.
