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fractional diﬀerential equations (SFDEs) are considered. The fractional derivative is
described in the Caputo sense. The ﬁrst method is based upon Chebyshev approxima-
tions, where the properties of Chebyshev polynomials are utilized to reduce SFDEs to
system of algebraic equations. Special attention is given to study the convergence and
estimate the error of the presented method. The second method is the fractional ﬁnite
diﬀerence method (FDM), where we implement the Gru¨nwald–Letnikov’s approach.
We study the stability of the obtained numerical scheme. The numerical results show
that the approaches are easy to implement implement for solving SFDEs. The methods
introduce a promising tool for solving many systems of linear and non-linear fractional
diﬀerential equations. Numerical examples are presented to illustrate the validity and
the great potential of both proposed techniques.Keywords: System of fractional diﬀerential equations; Caputo derivative; Chebyshev
approximation; Convergence analysis; Gru¨nwald–Letnikov’s approach; Fractional
FDM1. INTRODUCTION
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40 M.M. Khader et al.differential equations have been the focus of many studies due to their frequent appear-
ance in various applications in ﬂuid mechanics, viscoelasticity, biology, physics and
engineering [23]. Consequently, considerable attention has been given to the solutions
of FDEs of physical interest. Most FDEs do not have exact solutions, so approximate
and numerical techniques [6,8,31], must be used. Recently, several numerical methods
to solve the FDEs have been given such as, variational iteration method [10,30],
homotopy perturbation method [29], homotopy analysis method [9], collocation meth-
od [7,14,16,17,19,24] and ﬁnite difference method [1,2,13,20,21,27,32,33].
We describe some necessary deﬁnitions and mathematical preliminaries of the frac-
tional calculus theory required for our subsequent development.
Deﬁnition 1. The Riemann–Liouville fractional derivative operator DaR of order a is
deﬁned by [23]DaR fðxÞ ¼
1
CðmaÞ
dm
dxm
R x
0
fðtÞ
ðxtÞamþ1 dt; m 1 < a < m;
dmfðxÞ
dxm
; a ¼ m;
8<
:where m is a positive integer and C is the Gamma function.
Deﬁnition 2. The Caputo fractional derivative operator Da of order a is deﬁned in the
following formDafðxÞ ¼ 1
Cðm aÞ
Z x
0
fðmÞðtÞ
ðx tÞamþ1 dt; a > 0;where m 1 < a 6 m;m 2 N; x > 0.
Similar to integer-order differentiation, Caputo fractional derivative operator is a
linear operationDaðkfðxÞ þ lgðxÞÞ ¼ kDafðxÞ þ lDagðxÞ;
where k and l are constants. For Caputo’s derivative we have [23]DaC ¼ 0; C is a constant; ð1Þ
Daxn ¼
0; for n 2 N0 and n < dae;
Cðnþ1Þ
Cðnþ1aÞ x
na; for n 2 N0 and nP dae:
(
ð2ÞWe use the ceiling function dae to denote the smallest integer greater than or equal to a,
and N0 ¼ f0; 1; 2; . . .g. Recall that for a 2 N, the Caputo differential operator coin-
cides with the usual differential operator of integer order.
For more details on fractional derivative deﬁnitions and their properties see
[22,23,25].
The main aim of the present work is to apply the Chebyshev collocation method and
the fractional ﬁnite difference method to solve numerically the system of fractional
differential equations. The two proposed methods discretize the introduced problem
to system of algebraic equations thus greatly simplifying the problem. Chebyshev
Two computational algorithms for the numerical solution for system of fractional differential equations 41polynomials are well known family of orthogonal polynomials on the interval ½1; 1
that have many applications [18,28]. They are widely used because of their good prop-
erties in the approximation of functions. Khader [15] introduced a new approximate
formula of the fractional derivative and used it to solve numerically the fractional
diffusion equation. Ashyralyev and Cakir [4] presented stable difference schemes for
the fractional parabolic equation with Dirichlet and Neumann boundary conditions.
Also, stability estimates and almost coercive stability estimates for the solution of these
difference schemes are obtained. A procedure of the modiﬁed Gauss elimination meth-
od is used for solving these difference schemes of one dimensional fractional parabolic
PDEs. In this work, we will extend this formula to solve SFDEs and prove the error
estimate of the introduced formula.
In this article, we consider the following general form of the non-linear system of
differential equationsDmi uiðxÞ ¼ fiðx; u1; u2; . . . ; unÞ; uðrÞi ð0Þ ¼ cri ; 0 6 r 6 dme: ð3Þ
The existence and the uniqueness of this initial value problem for the system of FDEs
(3) have been proved in [5]. Many authors considered this system to solve it using dif-
ferent numerical methods, for example, differential transform method [8] and Adomian
decomposition method [11].
The organization of this paper is as follows. In the next section, the approximation
of fractional derivative DaxðtÞ is derived, study the convergence analysis and estimate
the error of the derived formula. Section 3, summarizes the deﬁnitions of Gru¨nwald–
Letnikov’s approaches to Caputo’s derivative. Section 4, is assigned to implement the
two proposed methods to solve numerically two systems of FDEs. Also, a conclusion is
given in Section 5.
2. DERIVATION OF AN APPROXIMATE FORMULA FOR FRACTIONAL DERIVATIVES USING
CHEBYSHEV SERIES EXPANSION
The well-known Chebyshev polynomials [28] are deﬁned on the interval ½1; 1 and can
be determined with the aid of the following recurrence formulaTnþ1ðzÞ ¼ 2zTnðzÞ  Tn1ðzÞ; T0ðzÞ ¼ 1; T1ðzÞ ¼ z; n ¼ 1; 2; . . . :
The analytic form of the Chebyshev polynomials TnðzÞ of degree n is given byTnðzÞ ¼ n
Xn2½ 
i¼0
ð1Þi 2n2i1 ðn i 1Þ!ðiÞ!ðn 2 iÞ! z
n2i; n ¼ 3; 4; . . . : ð4Þwhere ½n=2 denotes the integer part of n=2. The orthogonality condition is
Z 1
1
TiðzÞTjðzÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 z2
p dz ¼
p; for i ¼ j ¼ 0;
p
2
; for i ¼ j–0;
0; for i–j:
8><
>:In order to use these polynomials on the interval ½0; 1 we deﬁne the so called shifted
Chebyshev polynomials by introducing the change of variable z ¼ 2t 1.
The shifted Chebyshev polynomials are deﬁned as TnðtÞ ¼ Tnð2t 1Þ ¼ T2nð
ﬃﬃ
t
p Þ.
42 M.M. Khader et al.The analytic form of the shifted Chebyshev polynomial T n ðtÞ of degree n is given byTnðtÞ ¼ n
Xn
k¼0
ð1Þnk 2
2kðnþ k 1Þ!
ð2kÞ!ðn kÞ! t
k; n ¼ 1; 2; . . . : ð5ÞThe function xðtÞ, which belongs to the space of square integrable functions in ½0; 1,
may be expressed in terms of shifted Chebyshev polynomials asxðtÞ ¼
X1
i¼0
ci T

i ðtÞ; ð6Þwhere the coefﬁcients ci are given byc0 ¼ 1p
Z 1
0
xðtÞT0ðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t t2
p dt; ci ¼ 2p
Z 1
0
xðtÞ Ti ðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t t2
p dt; i ¼ 1; 2; . . . : ð7ÞIn practice, only the ﬁrst ðmþ 1Þ-terms of shifted Chebyshev polynomials are con-
sidered. Then we havexmðtÞ ¼
Xm
i¼0
ci T

i ðtÞ: ð8ÞTheorem 1. (Chebyshev truncation theorem) [28]
The error in approximating xðtÞ by the sum of its ﬁrst m terms is bounded by the
sum of the absolute values of all the neglected coefﬁcients. IfxmðtÞ ¼
Xm
k¼0
ck TkðtÞ; ð9ÞthenETðmÞ  jxðtÞ  xmðtÞj 6
X1
k¼mþ1
jckj; ð10Þfor all xðtÞ, all m, and all t 2 ½1; 1.
The main approximate formula of the fractional derivative of xðtÞ is given in the fol-
lowing theorem.
Theorem 2. Let xðtÞ be approximated by Chebyshev polynomials as (8) and also suppose
a > 0, thenDaðxmðtÞÞ ¼
Xm
i¼dae
Xi
k¼dae
ci w
ðaÞ
i; k t
ka; ð11Þwhere w
ðaÞ
i; k is given byw
ðaÞ
i; k ¼ ð1Þik
22k iðiþ k 1Þ!Cðkþ 1Þ
ði kÞ!ð2kÞ!Cðkþ 1 aÞ : ð12Þ
Two computational algorithms for the numerical solution for system of fractional differential equations 43Proof. Since Caputo’s fractional differentiation is a linear operation we haveDaðxmðtÞÞ ¼
Xm
i¼0
ciD
a T i ðtÞ
 
: ð13ÞEmploying Eqs. (1) and (2) we haveDaTi ðtÞ ¼ 0; i ¼ 0; 1; . . . ; dae  1; a > 0: ð14Þ
Also, for i ¼ dae; dae þ 1; . . . ;m, and by using Eqs. (1) and (2), we getDaTi ðtÞ ¼ i
Xi
k¼dae
ð1Þik 2
2kðiþ k 1Þ!
ði kÞ!ð2kÞ! D
atk
¼ i
Xi
k¼dae
ð1Þik 2
2kðiþ k 1Þ!Cðkþ 1Þ
ði kÞ!ð2kÞ!Cðkþ 1 aÞ t
ka: ð15ÞA combination of Eqs. (14) and (15) and (13) leads to the desired result (11). h
Theorem 3. The Caputo fractional derivative of order a for the shifted Chebyshev poly-
nomials can be expressed in terms of the shifted Chebyshev polynomials themselves in the
following formDa Ti ðtÞ
  ¼ Xi
k¼dae
Xkdae
j¼0
Hi;j;kT

j ðtÞ; ð16ÞwhereHi;j;k¼
ð1Þik2iðiþk1Þ!Cðkaþ 1
2
Þ
hjC kþ 12
 ðikÞ!Cðka jþ1ÞCðkþ jaþ1Þ ; h0¼ 2; hj¼ 1; j¼ 1;2; . . . :Proof. See [7,18]. h
Theorem 4. The error jETðmÞj ¼ jDaxðtÞ DaxmðtÞj in approximating DaxðtÞ by
DaxmðtÞ is bounded byjETðmÞj 6
X1
i¼mþ1
ci
Xi
k¼dae
Xkdae
j¼0
Hi;j;k
 !
: ð17ÞProof. A combination of Eqs. (6), (8) and (16) leads tojETðmÞj ¼ jDaxðtÞ DaxmðtÞj ¼
X1
i¼mþ1
ci
Xi
k¼dae
Xkdae
j¼0
Hi;j;kT

j ðtÞ
 !
;but jTj ðtÞj 6 1, so, we can obtainjETðmÞj 6
X1
i¼mþ1
ci
Xi
k¼dae
Xkdae
j¼0
Hi;j;k
 !
;
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difference, and summing the bounds completes the proof of the theorem. h
Remark 1. The difference between the Caputo derivative and Riemann-Liouville deriv-
ative is given by the equation [23]DayðtÞ DaRyðtÞ ¼
Xm1
k¼0
tka
Cðkþ 1 aÞ y
ðkÞð0Þ; m 1 6 a 6 m: ð18ÞUnder natural conditions on the function yðtÞ, for a!n, Caputo’s derivative be-
comes a conventional n-th derivative of the function yðtÞ.3. GRU¨NWALD–LETNIKOV’S APPROACH TO CAPUTO’S DERIVATIVE
In this section, we introduce the deﬁnition of Gru¨nwald-Letnikov fractional derivative
[23].
Deﬁnition 3. The Gru¨nwald–Letnikov’s approach is deﬁned asdayðtÞ
dta
¼ lim
h!0
1
ha
Xth½ 
i¼0
ð1Þi a
i
 
yðt ihÞ; ð19Þand the shifted Gru¨nwald–Letnikov fractional derivative is deﬁned asdayðtÞ
dta
¼ lim
h!0
1
ha
Xth½ þ1
i¼0
ð1Þi a
i
 
yðt ði 1ÞhÞ; ð20Þwhere ½t means the integer part of t. Here, we state a lemma given in [12].
Lemma 1. Assume that y satisﬁes some smoothness conditions e.g., yðtÞ can be written in
the form of a power series for jtj < q. The Gru¨nwald–Letnikov formula holds for each
0 < r < q and a series of step size h with s
h
2 N,DaRyðsÞ ¼
1
ha
DahyðnhÞ þOðhÞ; ðh!0Þ;whereDahyðnhÞ ¼
Xn
i¼0
ð1Þi a
i
 
yðtniÞ: ð21ÞIn the case of Caputo’s operator, we have according to Eq. (18), for 0 < a < 1,DayðsÞ ¼ 1
ha
DahyðnhÞ 
sa
Cð1 aÞ yð0Þ þOðhÞ; ðh!0Þ: ð22ÞThe most favorable case is when the initial values for Caputo’s differential equation
are given to be zero.
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this formula is implemented to solve the Bagley–Torvik equation [23]. Also, it has been
applied to solve the fractional-order heat equation [26]. In this paper, we extend this
implementation of this formula to solve the system of fractional differential equations.
4. NUMERICAL IMPLEMENTATION
In this section, we solve numerically system of FDEs using the two approches, the
Chebyshev spectral method and the Gru¨nwald-Letnikov ﬁnite difference approach.
To achieve this purpose we will consider the following two examples.
Example 1. We consider the following system of linear fractional differential equationsDa xðtÞ ¼ xðtÞ þ yðtÞ;
Db yðtÞ ¼ xðtÞ þ yðtÞ; ð23Þthe parameters a and b refer to the fractional order of time derivative with 0 < a; b 6 1.
We also assume the following initial conditionsxð0Þ ¼ 0; yð0Þ ¼ 1: ð24Þ
1.I: Implementation of Chebyshev approximation
Consider the systems of fractional differential Eq. (23). In order to use the Cheby-
shev collocation method, we ﬁrst approximate xðtÞ and yðtÞ as
xmðtÞ ¼
Xm
i¼0
ai T

i ðtÞ; ymðtÞ ¼
Xm
i¼0
bi T

i ðtÞ: ð25ÞFrom Eq. (23) and Theorem 2 we haveXm
i¼dae
Xi
k¼dae
aiw
ðaÞ
i;k t
ka ¼
Xm
i¼0
aiT

i ðtÞ þ
Xm
i¼0
biT

i ðtÞ;
Xm
i¼dbe
Xi
k¼dbe
biw
ðbÞ
i;k t
kb ¼ 
Xm
i¼0
aiT

i ðtÞ þ
Xm
i¼0
biT

i ðtÞ:
ð26ÞWe now collocate Eq. (26) at ðmþ 1 dmeÞ points tpðp ¼ 0; 1; . . . ;m dmeÞ asXm
i¼dae
Xi
k¼dae
aiw
ðaÞ
i;k t
ka
p ¼
Xm
i¼0
aiT

i ðtpÞ þ
Xm
i¼0
biT

i ðtpÞ; p ¼ 0; 1; . . . ;m dae;
Xm
i¼dbe
Xi
k¼dbe
biw
ðbÞ
i;k t
kb
p ¼ 
Xm
i¼0
aiT

i ðtpÞ þ
Xm
i¼0
biT

i ðtpÞ; p ¼ 0; 1; . . . ;m dbe:
ð27ÞFor suitable collocation points we use roots of shifted Chebyshev polynomial
T mþ1dmeðtÞ.
Also, by substituting Eq. (25) in the initial conditions (24) we can ﬁndXm
i¼0
ð1Þiai ¼ 0;
Xm
i¼0
ð1Þibi ¼ 1: ð28Þ
46 M.M. Khader et al.Eq. (27), together with the equations of the initial conditions (28), give ð2mþ 2Þ of
linear algebraic equations which can be solved using the conjugate gradient method,
for the unknowns ai and bi; i ¼ 0; 1; . . . ;m.
1.II: Implementation of the fractional ﬁnite difference method
Here we will discretize the considered system (23) using the approximate formula
(22) as follows. First, for system, we considerDaxðtnÞ ¼ xðtnÞ þ yðtnÞ;
DbyðtnÞ ¼ xðtnÞ þ yðtnÞ:
ð29ÞSecond, we use the uniform grid tn ¼ nh, where n ¼ 0; 1; . . . ;M;Mh ¼ T and use the
abbreviations xn and yn for approximation of the true solutions xðtnÞ and yðtnÞ in the
grid point tn. Applying the shifted deﬁnition of the Gru¨nwald–Letnikov fractional
derivative and (22) to our system (29), we obtain1
ha
Xnþ1
i¼0
ð1Þihai xnþ1i 
ðnhÞa
Cð1 aÞ x0 ¼ xn þ yn;
1
hb
Xnþ1
i¼0
ð1Þihbi ynþ1i 
ðnhÞb
Cð1 bÞ y0 ¼ xn þ yn;
ð30Þ
 
where hpi ¼
p
i
; p ¼ a; b.
To study the stability of the numerical scheme in (30), we state and prove the follow-
ing two theorems.
Theorem 5. [3] Numerical approximation (30) is consistent with fractional-order
differential Eqs. (29), xm  xðtmÞ ¼ Oðh1þaÞ and ym  yðtmÞ ¼ Oðh1þbÞ.
Theorem 6. The numerical scheme (30) of the system of fractional differential Eqs. (29)
is stable.
Proof. Let (xn; yn) and ðxn; ynÞ be two solutions of the numerical scheme (30). Let
en ¼ xn  xn and En ¼ yn  yn, we have1
ha
Xnþ1
i¼0
ð1Þihai xnþ1i 
ðnhÞa
Cð1 aÞ x0 ¼ xn þ yn; ð31Þ
1
hb
Xnþ1
i¼0
ð1Þihbi xnþ1i 
ðnhÞb
Cð1 bÞ y0 ¼ xn þ yn; ð32Þ
ð1 haÞen ¼ 
Xnþ1
i¼1
ð1Þihai eni þ haEn 6 
X1
i¼0
ð1Þihai eni; ð33Þ
ð1 hbÞEn ¼ 
Xnþ1
i¼1
ð1Þihbi Eni  hben 6 
X1
i¼0
ð1Þihbi Eni: ð34ÞWe have ð1Þ0hp0 ¼ 1; ð1Þihpi < 0; i ¼ 1; 2; ; . . . and
P1
i¼0ð1Þihpi ¼ 1, p ¼ a; b.
Thus from (33) and (34), we have
Fig. 1
colloca
Two computational algorithms for the numerical solution for system of fractional differential equations 47kenk 6 maxðke0k; ke1k; . . . ; ken1kÞ 6 . . . 6 ke0k;
kEnk 6 maxðkE0k; kE1k; . . . ; kEn1kÞ 6 . . . 6 kE0k:Therefore, the numerical approximation (30) for solving fractional differential Eq. (29)
is stable. h
The obtained numerical results of this example using the two proposed methods are
presented in Figs. 1 and 2. Where in Fig. 1, we presented the behavior of the exact solu-
tion ða ¼ b ¼ 1Þ with the numerical solutions using the Chebsyhev collocation method
(at m ¼ 6) and the fractional ﬁnite difference method with h ¼ 0:1. But, in Fig. 2, we
presented the behavior of numerical solutions using the two proposed methods at
ða ¼ 0:7; b ¼ 0:9Þ. From these ﬁgures, we can see that our numerical results are in
excellent agreement with the exact solution, this gives us induction that these two meth-
ods are well to implement for solving such a system of fractional differential equations.
Example 2. We consider the following system of non-linear fractional differential
equationsDaxðtÞ ¼ 2y2; 0 < a 6 1;
DbyðtÞ ¼ tx; 0 < b 6 1;
DczðtÞ ¼ yz; 0 < c 6 1;
ð35Þwith the initial conditionsxð0Þ ¼ 0; yð0Þ ¼ 1; zð0Þ ¼ 1: ð36Þ
2.I: Implementation of Chebyshev approximation
In order to use the Chebyshev collocation method, we ﬁrst approximate xðtÞ; yðtÞ
and zðtÞ asThe behavior of the exact solution (at a ¼ 1; b ¼ 1), the numerical solution using the Chebyshev
tion method with m ¼ 6 and the fractional FDM with h ¼ 0:1.
Fig. 2 The behavior of the numerical solution (at a ¼ 0:7;b ¼ 0:9) using the Chebyshev collocation method
with m ¼ 6 and the fractional FDM with h ¼ 0:1.
48 M.M. Khader et al.xmðtÞ ¼
Xm
i¼0
aiT

i ðtÞ; ymðtÞ ¼
Xm
i¼0
biT

i ðtÞ; zmðtÞ ¼
Xm
i¼0
ciT

i ðtÞ: ð37ÞFrom Eqs. (35)–(37) and Theorem 2 we haveXm
i¼dae
Xi
k¼dae
aiw
ðaÞ
i;k t
ka ¼ 2
Xm
i¼0
biT

i ðtÞ
 !2
;
Xm
i¼dbe
Xi
k¼dbe
biw
ðbÞ
i;k t
kb ¼ t
Xm
i¼0
aiT

i ðtÞ;
Xm
i¼dce
Xi
k¼dce
ciw
ðcÞ
i;k t
kc ¼
Xm
i¼0
biT

i ðtÞ
 ! Xm
i¼0
ciT

i ðtÞ
 !
:
ð38ÞWe now collocate Eq. (38) at ðmþ 1 dmeÞ points tpðp ¼ 0; 1; . . . ;m dmeÞ as
Xm
i¼dae
Xi
k¼dae
aiw
ðaÞ
i;k t
ka
p ¼ 2
Xm
i¼0
biT

i ðtpÞ
 !2
; p ¼ 0; 1; . . . ;m dae;
Xm
i¼dbe
Xi
k¼dbe
biw
ðbÞ
i;k t
kb
p ¼ tp
Xm
i¼0
aiT

i ðtpÞ; p ¼ 0; 1; . . . ;m dbe;
Xm
i¼dce
Xi
k¼dce
ciw
ðcÞ
i;k t
kc
p ¼
Xm
i¼0
biT

i ðtpÞ
 ! Xm
i¼0
ciT

i ðtpÞ
 !
; p ¼ 0; 1; . . . ;m dce:
ð39Þ
For suitable collocation points we use roots of shifted Chebyshev polynomial
Tmþ1dmeðtÞ.
Also, by substituting Eq. (37) in the initial conditions (36) we can ﬁnd
Two computational algorithms for the numerical solution for system of fractional differential equations 49Xm
i¼0
ð1Þiai ¼ 0;
Xm
i¼0
ð1Þibi ¼ 1;
Xm
i¼0
ð1Þici ¼ 1: ð40ÞEq. (39), together with the equations of the initial conditions (40), give ð3mþ 3Þ of
non-linear algebraic equations which can be solved using the Newton iteration method
for the unknowns ai; bi and ci; i ¼ 0; 1; . . . ;m.
2.II: Implementation of the fractional ﬁnite difference method
Here we will discretize the considered system (35) using (22) as follows. First, for
system, we considerDaxðtnÞ ¼ 2y2ðtnÞ;
DbyðtnÞ ¼ tnxðtnÞ;
DczðtnÞ ¼ yðtnÞzðtnÞ:
ð41ÞSecond, we use the uniform grid tn ¼ nh, where n ¼ 0; 1; . . . ;M;Mh ¼ T and use the
abbreviations xn; yn and zn for approximation of the true solutions xðtnÞ, yðtnÞ and zðtnÞ
in the grid point tn.
Applying the shifted deﬁnition of the Gru¨nwald-Letnikov fractional derivative and
(22) to system (41), we obtain1
ha
Xnþ1
i¼0
ð1Þihai xnþ1i 
ðnhÞa
Cð1 aÞ x0 ¼ 2y
2
n;
1
hb
Xnþ1
i¼0
ð1Þihbi ynþ1i 
ðnhÞb
Cð1 bÞ y0 ¼ tnxn;
1
hc
Xnþ1
i¼0
ð1Þihci znþ1i 
ðnhÞc
Cð1 cÞ z0 ¼ ynzn;
ð42Þ
 
where hpi ¼
p
i
; p ¼ a; b; c.
The obtained numerical results of this example using the two proposed methods are
presented in Figs. 3 and 4. Where in Fig. 3, we presented the behavior of the exact solu-
tion ða ¼ b ¼ c ¼ 1Þ with the numerical solutions using the Chebsyhev collocation
method (at m ¼ 6) and the fractional FDM with h ¼ 0:1. But, in Fig. 4, we presented
the behavior of numerical solutions using the two proposed methods at
ða ¼ 0:8; b ¼ 0:7; c ¼ 0:6Þ. From these ﬁgures, we can see that our numerical results
are in excellent agreement with the exact solution, this gives us induction that these
two methods are well to implement for solving such a system of FDEs.
5. CONCLUSION
In this article, we implemented two computational methods, the Chebyshev spectral
method and the fractional FDM for solving system of FDEs. The work emphasized
our belief that the methods are reliable techniques to handle linear and non-linear sys-
tem of FDEs. We derived an approximate formula of the fractional derivative. The
properties of the Chebyshev polynomials are used to reduce FDEs to the solution of
Fig. 3 The behavior of the exact solution (at a ¼ b ¼ c ¼ 1), the numerical solution using the Chebyshev
collocation method with m ¼ 6 and the fractional FDM with h ¼ 0:1.
Fig. 4 The behavior of the numerical solution (at a ¼ 0:8; b ¼ 0:7; c ¼ 0:6) using the Chebyshev collocation
method with m ¼ 6 and the fractional FDM with h ¼ 0:1.
50 M.M. Khader et al.system of algebraic equations. Special attention is given to study the convergence
analysis and estimate the upper bound of the error of the derived formula. Also, we
studied the stability of the numerical scheme which was obtained from the fractional
FDM using the Gru¨nwald–Letnikov’s approach. From the solutions obtained using
the suggested methods, we can conclude that these solutions are in excellent agreement
with the exact solution and show that these approaches can solve the problem
Two computational algorithms for the numerical solution for system of fractional differential equations 51effectively. It is evident that the overall errors can be made smaller by adding new
terms from the Chebyshev series (25). All numerical results are obtained using Matlab
7.5.
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