Abstract: Mobile phone networks are increasingly supporting the transmission of textual messages between mobile phones and between mobile phones and other services. This paper describes the current text entry method on mobile phones and describes a new text entry method using a single key-press per letter together with a large dictionary of words for disarabiguation. This approach, which is similar to technology recently licensed, independently, to several phone companies, is then extended with automatic word completion. The paper reports the results of initial user tests comparing the text entry methods, analysis of word clashes with the dictionary-based methods and keystroke level modelling of the different input methods.
Introduction
Mobile phone networks are increasingly supporting the transmission of textual messages between mobile phones (e.g. SMS short messages) and through The Wireless Application Protocol (WAP) [1] to other systems and services. It is reasonable to expect increased use of these facilities and increased integration with other electronic services such as email and web services. However, the use of textual messages from mobile phones is inherently limited by the very poor text input facilities: mobile phones only have 12 main keys with 5-10 additional function keys (compared to the smallest laptop keyboard of around 65 keys, a problem commonly shared by the smaller palmtop computers).
While the optimal solution would be Englebart's chord keyboard [2] , however this has too high an initial learning load to be useful in non-specialised consumer products. This paper investigates an alternative text entry method using a single keypress per letter, on a standard phone pad, together with a large dictionary of words for disambiguation. This method was then extended using word completion. The paper first describes the three methods, then presents a keystroke-level analysis of the input methods, followed by the results of preliminary user tests of the methods. Finally, the paper discusses problems with the new method and possible future directions for research.
Traditional text entry method
The traditional approach to text entry on a mobile phone is to overload the number pad with characters so that, for instance, the number 2 is mapped to A, B and C (see Fig. 1 for mobile phone modelled in experiments). When in text entry mode, the end user is required to press 2 once for an A, twice for a B, thrice for a C and four times for a 2 (this is actually a simplification as many phones have more than four characters mapped to each button). This is further complicated by a problem in differentiating some key presses, for example 222 could be one C or the two characters AB. This is usually solved by forcing users to wait approximately one second before entering subsequent characters on the same key, so AB is keyed by 2-22 where "-" is a one second pause. To enter the phrase see you in the pub on a traditional mobile phone would involve the following sequence of keys 777722-22 1 99966688 1 44466 1 84433 1 78822. 1 Clearly this is a cumbersome method for text entry and likely to be highly error prone. Two forms of error are common: novices can be too slow to multi-click resulting in the cursor moving on to the next character prematurely (resulting in, say, BA instead of C), while experts can wait too short a time between subsequent characters on the same key (resulting in, say, C instead of BA).
Predictive text entry method
The principle behind the two predictive models presented here is that users will only press one key per letter (e.g. for a C the user should just press 2, and not 222). This will remove the multiple keypress and pause problems of the traditional phone but will rely upon use of a large dictionary to disambiguate keystrokes and an additional dialogue for unresolved ambiguities.
We hypothesise that for many combinations of key-presses, there will be only one or two words that match a given keystroke sequence (other combinations being non-sensible). A predictive model of text entry can make use of a large dictionary of words to suggest valid words to the user. Furthermore, statistical information on frequency of word use would allow the most common word to be suggested first when multiple words match the keystroke sequence. Under an ideal implementation of the dictionary model 2 , to enter the phrase see you in the pub the user would key 733 1 968 1 46 1 843 1 782. The dictionary would disambiguate, for example, 968 to you as the most likely word from the possible set of words which can be made from WXYZ as 2 Using the 77K-word dictionary discussed later this keystroke sequence is correct for the given phrase. the first letter, MNO as the second and TUV as the third. Of course, this approach faces an inherent weakness: the most likely word from a given sequence of key presses may not be the word the user is wanting to enter. The solution modelled here presents the user initially with the most likely word when (s)he presses the 1/space key. If this is not the required word, the user presses 1 repeatedly until the desired word is shown then (s)he can carry on with the message as normal.
This approach requires a large dictionary of words in the language of usage of the phone. Furthermore, the method also requires all morphological variants which are used in the language together with information on how often each variant is used in the language (i.e. some measure of how common a word is, so that, for example, care can be proposed over acre).
This method is similar to a text entry method developed independently by Tegic Communications [3] and now licensed to several major mobile phone companies under the name T9 Text Entry and is also available on palm-top computers. However, this study is based on a slightly different technique developed in Glasgow independently. A short comparison will be made between techniques in the discussion section.
Word completion text entry
An extension of this model would be to give the user the ability to carry out automatic word completion, much as many Internet browsers now support URL completion. When a user starts a word, the most likely word given the current prefix could be proposed as a suggested word for autocompletion, thus further accelerating the input process. In this model, using the large dictionary described later, the phrase see you in the pub would be entered as 733 1 968 1 4 1 8 1 782 1 (see you i t pub). Here the 1 key is used to accept the current suggestion (automatically appending a space) and other characters are used to add additional letters with "no" being used for alternative suggestions of the same length). While giving some benefit in the short sample text, it is more likely to be of benefit on longer words.
This approach is similar to approaches for word completion for users who cannot use a traditional computer keyboard or are very slow entering on a keyboard (e.g. through use of a head pointer) [4] . It is also related to a method developed by Masui [5] for on-screen, soft, keyboards. One problem, however, with the phone-based method is that Predictive Text Entry Methods for Mobile Phones
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prefixes are not characters but numeric keys (each representing three or four possible real characters). In an interface this can lead to problems: as users enter a sequence of characters the most likely full word can be based on different interpretations of the prefix; for example, entering 34978 gives the word completion suggestions FOR, FIRST, FIXED, and EGYPT. This may be confusing for users and is difficult to overcome on the display. This issue is discussed more fully at the end of the paper.
Performance Analysis
While the predictive method clearly reduces the number of keystrokes required in an ideal implementation, it is not clear whether the number of keystrokes would be reduced for actual messages based on real distribution of words in English, because of the additional keystrokes required to select the correct word from a suggestion list. Furthermore, the dictionary-based entry methods may involve significantly higher cognitive loads, which would reverse any benefit gained from fewer keystrokes. Finally, it is not clear whether a suitable set of statistics could be derived from usage information. To gain an insight into these questions, keystroke level models of the three interfaces were developed and a usability experiment was conducted using students in the university entering messages on a workstation emulation of a mobile phone.
Dictionary used in studies
Since the user experiments were to be conducted within The University of Glasgow, it was decided to base the dictionary, and statistical estimates of word usage, on a local newspaper. We had on-line access to six months of The Herald 3 from 1997 and carried out analysis to extract various lists of the most common words from the collection. The keystroke modelling uses a 77K-word 4 dictionary, while the user experiments were based on an 8K-word 5 dictionary. The 77K dictionary included all word forms used in the six-month period from
The Herald whereas the 8K dictionary only included word forms used 44 or more times. For comparison: Shakespeare had a written vocabulary of 30K words; a spoken and written vocabulary of 20K is generally considered good with a general population average nearer 1 OK; and an everyday phone conversation requires around 5K words [6] . The Oxford English Dictionary (second edition) contains 231,100 main entries of which 47,100 are for obsolete words and 240 for spurious words [7] .
The use of a newspaper for the dictionary was convenient but not ideal, a large corpus of text is required to gain usage statistics. Ideally these statistics would be derived from messages conveyed by mobile phone users. However, the current text entry method is so slow as to encourage extreme, and often bizarre, abbreviations of words and phrases. We feel, however, that allowing for distortions for newspaper and political language (for example, published was the 55 th most common word), a newspaper is a good starting point. Interestingly, the use of a reasonably local paper does give some benefits: Scotland, Glasgow and Edinburgh all appear as the first suggested predicted word when all characters are entered under the predictive method and can be entered using six, three and three keys respectively using the wordcompletion method.
To investigate how likely users are to have to work down long lists of suggestions for key combinations under the predictive method, we investigated the size of "sibling groups". Sibling groups were defined to be groups of words that share the same keystroke sequence (and, under the predictive-only method, are thus the same length). Figure 2 shows the number of occurrences for each size of sibling group (i.e. groups of size 1 contain one unique word for a given code, groups of size 2 contain two words for the same code, etc.). This shows that the vast majority of words do not have code siblings and that, even for the 77K-word dictionary, the worst case is that a word has 15 siblings choice (in the case of the code 222 which mostly matches acronyms; the top three being BBC, BAA and ABC and the bottom six combinations occurring less than four times over the six-month training data).
For the keystroke analysis reported below, a test document was created composed of 17 articles taken from The Herald On-line on one day in 1999.
This text contained 2481 unique words and 9737 word occurrences, including 34 words not in the large dictionary (43 occurrences). Words not in the dictionary were removed for test purposes, resulting in a text which will be referred to as the comparative text.
Keystroke level modelling
To gain an initial insight into the potential performance of the text entry methods, keystrokelevel models [8] were developed for the three entry methods. The keystroke-level models are intended to give estimates of task completion time for prescribed tasks based on error-free usage by an uninterrupted user. The time estimate is based on developing an equation which models the interaction down to individual keystrokes. From the six timing elements contained in the keystrokelevel model, three are used here to model the interaction:
T~, Time for button press -the time taken to press a button.
The keystroke-level model includes seven times for keystroking, ranging from 1.20s for the worst typist (one unfamiliar with a keyboard) through to 0.08s for best touch typist (equivalent to 135 words per minute). For text entry on a keyboard where the number of keys is drastically reduced but is typically used with only one finger, we have taken the "average non-secretary typist" rate of 0.28s (40 wpm). The discussion section briefly compares performance given different typing speeds. T~ Homing time for the hand to move to the keyboard (fixed 0.40s). T Mental preparation time for executing physical actions (fixed 1.35s).
There is no drawing (Ta), system response time (Tr) nor pointing time (Tp) as the system is only keybased and gives instant reactions to key-presses.
Traditional phone entry:
Traditional phone entry of a given phrase (P) involves a homing time followed by w words. Each word is composed of kt keystrokes on average 6 and d delays (where d is the number of pairs of consecutive characters in an average word that are on the same key, i.e. require a delay for the cursor to move on to the next character). For example, see you in the pub, involves 35 key presses and one pause (on the repeated e). For a phrase of w average words this leads to:
T(P) = T h + w( k Tl~ + dT m )
Analysis of the comparative text yields an average word length (including final space) of 5.98 characters per word. Entering these on a traditional mobile phone would require an average of 11.85 key presses (kt) and 0.49 multipress pauses per word. For a 10-word sentence this gives a total time of 40.2s (equivalent to 14.9 words per minute).
Predictive text entry method:
Predictive text entry of a word requires one key press per letter, kp, followed by the end-of-word key (here the 1 key is used for end-of-word and automatically appends a space when the user moves on to the next word). The end-of-word key needs pressed l times, where l is the average position in the ranked list of suggestions, e.g. pressed once for the first suggested word, twice for the second and so on. 6 For simplicity in modelling, all words are assumed to be entered in a single case, contain no punctuation and be followed by a space. In keystroke modelling the traditional phone, the ls delay required to move on to the next character when subsequent letters are on the same key is subsumed by the mental preparation time. 
Predictive Text
Entry Methods for Mobile Phones Pressing a non-end-of-word character starts subsequent words. In terms of keystroke equations:
Word-completion text entry:
Word completion text entry of a word involves pressing the key corresponding to the first character, followed by: 9 space if the suggested word is correct; 9 the next character of the word if the suggestion is wrong and there are more letters to go; 9 "no" if the suggestion is wrong and there are no more letters to go (repeated until the correct suggestion is given).
This gives an equation as follows:
Again using the large dictionary and comparative test, the average number of keys required per word, kc, is 4.60 for an average word length of 5.98 (including final space), a keystroke saving of approximately 25%. However, once mental preparation operators are taken into account this leads to a time for a 10-word phrase of 7.81s (equivalent to only 7.7wpm).
Keystroke modelling discussion: The keystrokelevel modelling predicts an improvement of 18% in typing speed from traditional mobile phone keyboard to predictive, dictionary-based input. With the relatively small number of repeat key pauses, this improvement is coming mostly from the reduced number of keystrokes required to enter only one key-press per letter. Furthermore, only 1.03 mental operations are required per word as the vast majority of first suggested words are correct.
In contrast, the word-completion method is predicted to decrease performance to 58% of that of the traditional method. The prediction model is working fairly well with an average saving of 17% on keystrokes. However, each of these keystrokes requires a mental operation to decide whether the suggested word is correct or whether more letters are required. The averages used here are based on occurrence information and so take into account the saving on frequentlyoccurring words proportionally. The problems with word prediction and reasons for inclusion despite this prediction are discussed later in light of user tests.
Mackenzie, Zhang and Soukoreff [9] present an interesting comparison of entry speed using soft keyboards. They used Fitt's law for rapid aimed movements and Hick-Hyman's law for choice selection time to analyse sox keyboards: * the standard QWERTY keyboard; 9 the Dvorak keyboard (a rearranged standard keyboard, optimised for physical keyboard typing speed); 9 the ABC keyboard (a tall, thin, alphabetical keyboard developed for on-screen use); 9 the FITALY keyboard (a square 28-key keyboard optimised for on screen speed); 9 the standard telephone keyboard (assuming perfect word prediction with single key press per character); and 9 the JustType keyboard (an optimised 12-key arrangement).
Although their predictions are very promising for predictive entry on telephones they do not address the issue of additional dialogue when disambiguation fails and thus do not include mental processing times. Their predictions also show only a marginal improvement for the JustType layout which would require users learning a new complex key layout, the traditional phone being alphabetic.
Mackenzie et al. observed that if the vocabulary is set accordingly, ambiguities can be prevented. While this is not a general solution it might be possible within specific domains and, if possible, then the mental preparation operations above would be removed, leading to considerably higher input speeds.
User tests
In this pilot study 14 users were to enter three sentences on a mobile phone emulator twice: once using the traditional multiple click method and once using a hybrid dictionary based method. The users were split into two groups, half of whom did traditional first, half dictionary-based. All groups were given a short period of training in each method just before using that method. The trials were measured in terms of number of keystrokes, time to complete the task and subjective workload. Experimental setting: The small, 8K-word dictionary was used by 14 subjects to enter the following three training phases and three experimental phrases (all written by a third party under the instruction to write short messages in the style of messages you would send by mobile phone). The phrases were:
Training:
9 Can you pick us up at the airport.
9 My dog is called rover. The tests were conducted using an on-screen emulator 7 (Fig. 3) written in Java and running on a Sun workstation. In traditional mode, the emulator showed the entered text on the single line display. In dictionary-based mode the top line shows the keys pressed, the second line the most c o m m o n word given the current keystroke (predictive text entry) and on the third line the most common word with the given keystroke prefix (word completion).
7 The experiments were conducted on an on-screen emulator since reprogramming mobiles phones is prohibitively expensive. However, there were some effects of this, for example doubleand triple-clicking with a mouse is considerably quicker and easier than on most phone keypads while users are likely to be more at home with reactive systems on a computer screen than on a telephone.
T h e keystrokes required for the hybriddictionary model are highlighted in Fig. 4 and were as follows: 9 buttons 2...9 were used for character input; 9 button 1 was used for space and button 0 for punctuation (using repeated clicks for different punctuation marks, both buttons of which accepted the suggested word and moved on);
9 the N O b u t t o n was used to cycle round predicted words after entering all character codes for that word; 9 the YES button was used to accept the autocomplete word at any point.
Results ~rom user study:
The results showed that on average users entered a total 81 key-presses for the traditional phone and 46 for the hybriddictionary phone (with all three sentences giving statistically significant differences).
The users took a total of 223s to enter the three phrases on the traditional phone and 204s on the hybrid phone (with only the middle sentence showing a statistically significant result) (see Fig. 5 ).
To assess how much pressure and frustration users felt N A S A TLX task workload sheets were completed by each user after each interface [10] . The results, shown in Fig. 6 , show statistically significant results for physical demand, frustration and annoyance (all in favour of the dictionarybased method). However, while not statistically significant, the results for mental demand and effort expended are higher for the dictionary-based method.
Although no statistics were kept, users did make use of word completion and claimed to like the feature. However, possibly in line with the keystroke-level predictions, they tended to overuse the facility which may have resulted in slower than expected overall performance
Discussion
Although the experiment attempted neutrality by using sentences which were written by a third party to be "in the style of a message you would be likely to send by phone message", there were only three sentences in this provisional experiment and it is not clear that these are the kind of message that users would actually send using a mobile phone with better text entry. A more detailed laboratory experiment has to be conducted with more users and more test sentences to make conclusive design decisions. Furthermore, after the design has been Predictive Text Entry Methods for Mobile Phones ........................................................ Yes  6 ............................................. >3 ..................................... Entering ME (second suggested word for keys 63) refined in the laboratory, longitudinal studies would be required of users using the system implemented on a mobile phone. In particular, it would be interesting to carry out comparative experiments while the users are on the move. The use of a national newspaper to gain statistical information worked well but was biased by the language used by the newspaper; political terms and political names were more prominent than is likely in mobile phone messages. This is likely to be a bootstrapping problem of the dictionary-based phone system: ideally the dictionary would be based on the use of English for sending messages by phone but the current method is so slow as to be distorting those message (e.g. by use of very short abbreviations between friends).
A related, but somewhat more serious, issue is the flexibility of the dictionary-based phone system, as only words in that dictionary can be entered. There are many solutions to this which would have to be experimented with: the dictionary could be augmented with proper names from, say, telephone directories and birth registrars as well as the users' own telephone book if this could be imported from another device. However, for full flexibility a mode-based system would be required where users could force the phone into traditional mode to learn words not in the dictionary. This is a serious problem: the dictionary method is not a sufficient input method on its own but having two modes is likely to lead to great confusion. Linguistic rules might be used to suggest words with likely combinations of vowels and consonants to reduce the need to revert to another entry method; the alternative entry method could also be based on voice recognition as it would have to be used rarely and would prevent users needing to know two key input methods. As with many of these issues, further investigation is required.
The use of users' own telephone directories also introduces the notion of adapting the statistical model of likelihood for each word to take into account previous usage, so that, for example, one's partner's name automatically becomes easier to enter over time. This would, however, alter the keystroke sequence and may reduce the ability of users to convert common words into a learned sequence (or skill-based activity).
Both word completion and simple prediction suffer from a problem discussed briefly earlier, i.e. the keystroke sequence does not represent characters but a sequence of numbers -each number representing a character from a set of three or four potential characters. This can lead to two problems:
9 When a user starts a word by pressing a character, another character may be displayed (e.g. when (s)he enters what (s)he considers an M, an O might be shown on screen). 9 The predicted and completed word suggestions are likely to be unstable under some key combinations, when the most likely word for a given sequence changes drastically as each additional character is entered (for examples see Table 1 ).
Both these problems are likely to lead to initial resistance from users on their first use of the system (the former being a potential major problem for initial experimental use by users who have not read their manuals). The latter problem is likely to persist for experienced users as there is insufficient feedback that the correct key sequence has been pressed. While we cannot suggest a perfect solution to these problems, the use of word completion does make the sequence more stable and could be biased, at least initially, to give suggestions from different possible characters on the first key (e.g. suggest the most common word for A, B, and C when a user presses 2). This would, however, only work on multiple line, high-resolution phone displays.
For expert users of the predictive model, the mental preparation times modelled in the keystroke analysis are likely to disappear as users learn the complete keystroke sequence for commonly-used words (i.e. they move from rule-based to skill-based usage of the system [11]). Similarly, some of the mental preparation times will disappear from the word completion method. However, in terms of raw keystroke-level modelling, the faster a user's typing speed the less the benefit of the new model (for typist with 0.5s keystroke the predictive model leads to a speedup of 34%, while this method is predicted to slow down users with a keystroke speed of under 0.153s). As with many of the issues raised here, further empirical work is needed to reach a better understanding of these effects in practice.
The keystroke level models developed here, in line with all keystroke level modelling, reflect skilled-user error-free interaction. With large dictionaries resulting in the correctly-predicted word on the vast majority of cases, it could be argued that the predictive method would lead to less errors and corrections than the traditional phone entry method -thus increasing the performance gain for novice users. This is likely to be one of the main reasons for the reduced frustration levels displayed in the user tests.
One double-edged issue with predictive-only dictionary-based text entry is that only correctlyspelled words can be entered. This is a benefit in that words are automatically spell checked and should massively reduce the amount of editing required after writing text. However, not all mobile phone users will be good spellers and this could lead to problems of the system refusing to suggest words because the keystroke sequence does not match the word the user is wanting (because (s)he has spelled it wrongly). Tegic have solved this to some extent by including common misspellings of words in the dictionary. The hybrid model presented here partly solves the problem differently by allowing users to select common, correctly spelled, words without having to type the whole word in. Spell correction algorithms may also help, as correctly spelled but wrongly typed words could be suggested with correctly-typed words. One user commented that it was ironic that, with the non-completion word prediction method, one has to know how to spell words even though the machine has a large dictionary built in.
Finally, we have taken the approach of using only statistical inforraation to predict words. Other techniques, such as lightweight linguistic parsing (simpler than most grammar checkers in modern word processors), could be used to increase the accuracy of the first suggested word. Working within a domain where the choice of words is very limited by the the keys pressed, techniques such as simple sentence structure analysis might be good enough to make the first word predicted 100% correct. If this is the case, then the user can stop worrying about the words and type more fieely with considerably less mental effort.
Conclusions
This paper has described three methods of text entry using the limited keyboard of a mobile phone: traditional multi-press method, predictive method based on one key press per character and wordcompletion method based on fewer than one key press per character.
Keystroke-level models predict a 18% increase in typing speed for predictive text entry (but a reduction of performance when using wordcompletion) and a reduction of 49% in number of keys pressed.
User tests using a hybrid word-completion and word-prediction method showed a 10% increase in performance over the traditional method. Furthermore, users felt significantly less frustrated and annoyed with the interface using the dictionary method and felt they had worked less hard physically. However, non-statistically significant results suggested increased mental demand and effort expended with the dictionary-based model.
These results are encouraging for predictive text entry method, and probably conservatively so -a variation of this method is now being implemented on many mobile phones (independently of this research). It is unclear, however, from the experiments conducted here whether the indicative increase in mental load in the user trial is as a result of the predictive or word-completion elements. Considering the success rates for large dictionary, we feel the latter is more likely as the keystroke modelling highlights the very high number of mental operations required for word prediction. In favour of word prediction, however, is that it could provide a general solution to bad spelling and, designed as a secondary feature, may help users adopt a strategy of only using word completion when they are unsure about spelling or for long words where the benefit is likely to be high.
Further research needs to be carried out to investigate: the indicative rise in mental effort; the use of the traditional and predictive methods in mobile settings where the users mental effort is shared; the inclusion of word completion as a secondary feature and longitudinal studies on whether users can develop strategies that allow word completion where helpful or necessary but such that the mental load does not punish normal text entry; and finally studies could be carried out into adaptive dictionaries methods when a word is not in the dictionary and other improvement techniques discussed here.
