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Chapitre 1
Introduction
1.1 Une incursion dans le monde des semi-groupes
d’ope´rateurs line´aires
Compte tenu de la remarque simple que la fonction exponentielle re´alise, en autre,
l’isomorphisme fondamental alge`brique et topologique entre le groupe topologique aditif
des nombres re´els et le groupe topologique multiplicatif des nombres re´els strictement
positifs, on peut constater que la fonction t 7−→ eta , a ∈ IR, est une solution re´ele
continue de l’e´quation fonctionnelle de Cauchy f(t + s) = f(t)f(s) avec la condition
f(0) = 1. Cette e´quation a e´te´ etudie´e par beaucoup de mathe´maticiens commenc¸ant
avec Cauchy meˆme. D’autre part, il est tre`s bien connu que la fonction exponentielle
t 7−→ eta est la solution unique sur IR de l’e´quation diffe´rentielle x′ = ax avec la
condition initiale x(0) = 1. L’importance des fonctions exponentielles a connu une
grande croissance apres l’anne´e 1888, quand le grand mathe´maticienGiuseppe Peano
a eu l’inspiration d’e´crire la solution du proble`me de Cauchy vectoriel
{
x′ = Ax
x(0) = I ,
5
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ou` A est une matrice quadratique, sous la forme
t 7−→ etA :=
∞∑
n=0
tnAn
n!
.
Ce re´sultat a e´te´ e´tendu aux e´quations diffe´rentielles ope´ratorielles X ′ = AX, ou` A
est un ope´rateur line´aire borne´ dans un espace de Banach X , qui a pour solution
fondamentale la fonction exponentielle t 7−→ etA, A ∈ B(X ).
Ces extensions de la fonction exponentielle admettent un mode`le ge´ne´ral dans le cadre
des alge`bres de Banach abstraites. Plus pre´cise´ment, si B est une alge`bre de Banach
avec l’unite´ I et a ∈ B, alors la fonction
IR ∋ t 7−→ eta ∈ B
eta =
∞∑
n=0
tnan
n!
est de´rivable et elle est l’unique solution du proble`me de Cauchy{
x′ = ax
x(0) = I ,
Compte tenu de l’unicite´ des solutions du proble`me de Cauchy, il en re´sulte que la
fonction f(t) = eta satisfait sur IR a` l’e´quation fonctionnelle de Cauchy. Le proble`me
reciproque de savoir si les solutions de l’e´quation fonctionnelle de Cauchy sont des so-
lutions pour les e´quations diffe´rentielles line´aires de premier ordre x′ = ax, s’est ave´re´
eˆtre plus difficile, mais il a e´te´ re´solu par Nathan [Na’35] et Yosida [Yo’36]. Donc
la double caracte´risation de la fonction exponentielle par l’e´quation fonctionnelle de
Cauchy et par l’e´quation diffe´rentielle line´aire de premier ordre a e´te´ e´tablie pour le
cas ge´ne´ral des alge`bres de Banach abstraites.
Ces caracte´risations importantes ont suge´re´ l’ide´e d’e´tudier les e´quations diffe´rentielles
line´aires du premier ordre par des extensions ade´quates de la fonction exponentielle.
De cette manie`re est apparu la ne´cessite´ de conside´rer les e´quations diffe´rentielles vec-
torielles de premier ordre x′ = Ax ou` A n’est pas un ope´rateur de l’alge`bre de Banach
des ope´rateurs line´aires borne´s B(X ), mais un ope´rateur line´aire non-borne´ dans un
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espace de Banach X . La de´finition d’une fonction exponentielle comme une solution
de cette e´quation a e´te´ realise´e par l’introduction des semi-groupes de classe C0. Mais,
dans ce cas-la`, l’e´quation fonctionnelle de Cauchy se re´fe`re aux fonctions
[0,∞) ∋ t 7−→ T (t) ∈ B(X )
avec T (0) = I, satisfaisant la relation T (t+ s) = T (t)t(s) et qui sont fortement contin-
ues, c’est-a`-dire ayant la proprie´te´
lim
t→0
T (t)x = x
pour tout x ∈ X . Les re´sultats fondamentaux pour les semi-groupes de classe C0
dans les espaces de Banach ont e´te´ obtenus par Hille [Hi’36], [Hi’48], [Hi’52],
Yosida [Yo’48], [Yo’57], Feller [Fe’52], [Fe’53-2], Miyadera [Mi’52], [Mi’56]
et Phillips [Ph’52], [HP’57] qui ont cre´e la the´orie des C0-semi-groupes et de
leurs ge´ne´rateurs. Le ce´le´bre the´ore`me de Hille-Yosida-Feller-Miyadera-Phillips re´tablit
le lien entre l’e´quation fonctionnelle de Cauchy T (t + s) = T (t)T (s) et l’e´quation
diffe´rentielle x′ = Ax, ou` A est un ope´rateur non-borne´ ferme´ et dense´ment de´fini
dans un espace de Banach X . Dans ce cas-la`, T (t) repre´sente dans un certaine sens la
fonction exponentielle. Beaucoup de re´sultats inte´ressants concernant l’engendrement,
la repre´sentation, les proprie´te´s spectrales et de convergence peuvent eˆtre trouves´
dans les excellentes monographies de Ahmed [Ah’91], Barbu [Ba’76], Butzer
et Berens [BB’67] Cle´ment, Heijmans, Angenent, van Duijn et de Patger
[CHADP’87], Davies [Da’80], Pazy [Pa’83-1], etc. Quelques proble`mes spe´ciaux
concernant les semi-groupes de classe C0 sont donne´s dans les travaux de Cassier
[Ca’01] ou Gas¸par et Westphal [GW’74] et une synthe`se sur les semi-groupes de
classe C0 dans les espaces de Banach est donne´e dans Lemle [Le’03].
Le moment le plus important concernant la ge´ne´ralisation des semi-groupes de classe
C0 est marque´ par l’introduction des semi-groupes inte´gre´s a` la fin des anne´es ’80 (voir
Arendt [Ar’87]). Dans la the´orie des semi-groupes inte´gre´s un roˆle important revient
a` un the´ore`me classique de repre´sentation de la transforme´e de Laplace pour une fonc-
tion avec valeurs re´elles, prouve´ par Widder [Wi’34], [Wi’71]. Malheureusement,
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dans 1960 Zaidman [Za’60] a prouve´ que le the´ore`me de Widder ne peut eˆtre e´tendu
aux fonctions a` valeurs dans un espace de Banach arbitraire. Difficilement, en 1987
Arendt [Ar’87, pag. 329] a prouve´ un version ”inte´gre´” du the´ore`me de Widder
pour des fonctions a` valeurs dans un espace de Banach, avec lequel il a obtenu une
caracte´risation comple`te pour le ge´ne´rateur d’un semi-groupe inte´gre´. Dans le cas des
semi-groupes inte´gre´s on peut voir que le ge´ne´rateur n’est pas ne´cessairement a` domaine
dense, comme on peut le voir dans les nombreux travaux parus dans les dernie`res anne´es
sur ce sujet. Pour plus de details, on peut consulter les travaux deBobrowski [Bo’94],
de Laubenfels [DL’89], Hieber [Hi’91-1] et [Hi’91-2], Kellerman et Hieber
[KH’89], Mijatovic´, Pilipovic´ et Vajzovic´ [MPV’97], Neubrander [Ne’88],
Nicaise [Ni’93], Peng et Chung [PC’98], Thieme [Th’90], etc. Une e´tude com-
parative concernant les semi-groupes de classe C0 et les semi-groupes inte´gre´s sur les
espaces de Banach peut eˆtre trouve´e dans Lemle [Le’05].
1.2 Les ope´rateurs de diffusion et le semi-groupe de
Feynman-Kac
Soient D un ensemble ouvert dans IRd et D un espace des functions sur D, par exemple
D = C∞0 (D) l’espace des fonctions inde´finiment de´rivables sur D avec un support
compact. D s’appelle l’espace des fonctions test. Un ope´rateur dense´ment de´fini (A,D)
Af =
d∑
i,j=1
aij
∂2f
∂xj∂xj
+
d∑
j=1
βj
∂f
∂xj
, ∀f ∈ D
avec les coefficients mesurables aij, βj : D → IRd tel que la matrice (aij(x)) est de´finie
positive (dans un sens non-strict) pour tout x ∈ D, s’appelle un ope´rateur de diffu-
sion. La the´orie des ope´rateurs de diffusion a e´te´ de´velope´e par Stroock et Varad-
han [SV’79]. Outre leur importance the´orique dans l’analyse et les probabilite´s, les
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ope´rateurs de diffusion fini-dimensionnels sont pre´sents dans beaucoup d’applications,
incluant particulie`rement la me´canique stochastique. De plus, les ope´rateurs de diffu-
sion fini dimensionnels peuvent-eˆtre utilise´s pour e´tudier le cas difficile des ope´rateurs
de diffusion infini dimensionnels.
En particulier, il est bien connu que l’ope´rateur de Laplace (ou l’ope´rateur de Schro¨dinger
libre)
∆ =
n∑
i=1
∂2
∂x2i
qui agit sur l’espace C∞0
(
IRd
)
des fonctions re´elles inde´finiment de´rivables avec un
support compact, engendre un mouvement brownien libre (Bt)t≥0 a` valeurs dans IR
d
de´fini sur un espace de probabilite´ filtre´
(
Ω,F , (Ft)t≥0 , (IP x)x∈IRd
)
avec IP x (B0 = x) =
1 quelque soit le point initial x ∈ IRd, ou` IEx est l’espe´rance mathe´matique associe´e a`
IP x. On peut prouver que pour tout 1 ≤ p < ∞, l’ope´rateur
(
∆, C∞0
(
IRd
))
est contenu
dans le ge´ne´rateur L(p) du C0-semi-groupe du mouvement brownien {Pt}t≥0
Ptf(x) = IE
xf (Bt)
dans Lp(IRd, dx) (voir [BH’86, p. 7]).
Soit D un domaine ouvert dans IRd avec son bord ∂D. Conside´rons l’ope´rateur de
Schro¨dinger A = −∆
2
+ V sur l’espace C∞0 (D), ou` ∆ est l’ope´rateur de Laplace et
V : IRd −→ IR est un potentiel Borel mesurable. Soit
{
PD,Vt
}
t≥0
une famille donne´e
par
PD,Vt f(x) := IE
x1[t≤τD]f(Bt)e
−
tR
0
V (Bs)ds
ou` τD = inf {t > 0 |Bt /∈ D} est le temps d’arreˆt et f est une fonction mesurable non
ne´gative (alors
{
PD,Vt
}
t≥0
est bien de´fini). La famille
{
PD,Vt
}
t≥0
est un semi-groupe
d’ope´rateurs line´aires borne´s dans Lp(D, dx), pour p ∈ [1,∞], nomme´ le semi-groupe de
Feynman-Kac. On peut prouver que
{
PD,Vt
}
t≥0
est un C0-semi-groupe sur L
p(D, dx),
pour p ∈ [1,∞) et son ge´ne´rateur LD,V(p) est une extension de l’ope´rateur de Schro¨dinger
(A, C∞0 (D)) (voir [Wu’98, Lemma 2.1, p.286]).
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1.3 Motivation de l’e´tude de l’unicite´
Notre principal but est le proble`me de l’unicite´ pour les ope´rateurs de diffusion dans
l’e´space Lp, dans le cas spe´cial p =∞. Les proble`mes d’unicite´ pour les ope´rateurs de
diffusion jouent un roˆle crucial dans plusieurs champs de la physique-mathe´matique,
incluant la me´canique quantique, les e´quations stochastiques aux de´rive´es partielles,
les processus de diffusion sur une varie´te´ riemannienne, etc. L’importance de l’e´tude
de l’unicite´ des ope´rateurs peut-eˆtre motive´e par un exemple simple. Soit C∞0 (IR
d)
l’espace des fonctions inde´finiment de´rivables avec un support compact. On conside`re
l’ope´rateur de Schro¨dinger
A = ∆
2
− V
avec le domain D = C∞0 (IRd), ou` V : IRd → IRd est un potentiel mesurable. On
dit que A est un ope´rateur essentiel auto-adjoint sur L2(IRd, dx) si sa fermeture est le
ge´ne´rateur d’un C0-semi-groupe sur L
2(IRd, dx). Il est bien connu (voir Kato [Ka’84],
Reed et Simon [RS’75]) qu’on a e´quivalence entre:
(i) la proprie´te´ essentiellement auto-adjointe de A: la fermeture de A dans L2(IRd, dx)
est le ge´ne´rateur du semi-groupe de Feymnan-Kac
P Vt f(x) = IE
xf(Bt)e
−
tR
0
V (Bs)ds
ou` (Bt)t≥0 est le mouvement brownien avec le de´part en x;
(ii) l’unicite´ des solutions fortes pour le proble`me de Cauchy: pour tout x ∈ D(A), le
proble`me de Cauchy (ou l’e´quation de Kolmogorov re´trograde){
∂tv(t) = Av(t)
v(0) = x
a une L2(IRd, dx)-unique solution forte v(t) = P Vt x;
(iii) l’unicite´ des solutions faibles pour le probe`me de Cauchy dual: pour tout y ∈
L2(IRd, dx), le proble`me de Cauchy dual (ou l’e´quation de Kolmogorov progressive ou
l’e´quation de Fokker-Planck) {
∂tu(t) = A∗u(t)
u(0) = y
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a une L2(IRd, dx)-unique solution faible u(t) = P Vt y.
Compte tenu de ces e´quivalences, on peut dire que A est L2(IRd, dx)-unique. Il faut
remarquer que si f(x) est la distribution initiale de la chaleur, alors la solution u(t, x)
du proble`me de Cauchy dual est la distribution de la chaleur au moment t dans la
position x. De plus ∫
IRd
|u(t, x)|dx = ‖u(t, x)‖L1
est l’e´nergie totale du syste´me au moment t. Donc il est tre`s inte´ressant d’e´tudier la
L1(IRd, dx)-unicite´ des solutions faibles du proble`me de Cauchy dual. La Lp(IRd, dx)-
unicite´ de l’ope´rateur de Schro¨dinger pour p ∈ (1,∞) a e´te´ e´tudie´e par Ro¨ckner
[Ro¨’98], Eberle [Eb’97],Djellout [Dj’97] et l’unicite´ dans L1(IRd, dx) a e´te´ e´tudie´e
par Stannat [St’99] et Wu [Wu’98].
Alors si on peut donner un sens pour L∞(IRd, dx)-unicite´ de l’ope´rateur A, on peut
formuler la question suivante: il existe e´quivalence entre
(i) L1(IRd, dx)-unicite´ des solutions faibles du proble`me de Cauchy dual;
(ii) L∞(IRd, dx)-unicite´ des solutions fortes du proble`me de Cauchy;
(iii) L∞(IRd, dx)-unicite´ de l’ope´rateur A?
Il faut remarquer que le semi-groupe de Feynman-Kac n’est pas de classe C0 sur
L∞(IRd, dx) par rapport a` la topologie forte. En ge´ne´ral pour un C0-semi-groupe
{T (t)}t≥0 sur un espace localement convexe (X , β), le semi-groupe adjoint {T ∗(t)}t≥0 n’est
pas fortement continu sur l’espace dual Y = X ∗ par rapport a` la topologie forte β(Y ,X )
de l’espace dual ( voir [Yo’71, Proposition 1, p.195]).
Pour obtenir la continuite´ forte du semi-groupe adjoint sur l’espace dual on a deux
possibilite´s:
(i) on peut utiliser la the´orie des semi-groupes inte´gre´s sur (X , β) pour construire un
semi-groupe adjoint sur l’espace dual Y = X ∗ fortement continu par rapport a` une
topologie plus faible que la topologie β(Y ,X );
(ii) on peut introduire une nouvelle topologie sur l’espace dual Y = X ∗ par rapport a`
laquelle {T ∗(t)}t≥0 devient un C0-semi-groupe.
Notre travail de the`se commence par un e´tude des semi-groupes d’ope´rateurs line´aires
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dans un contexte tre`s ge´ne´ral. Dans le deuxie`me chapitre nous pre´sentons quelques pro-
prie´te´s tre`s bien connues des semi-groupes de classe C0 sur un espace de Banach d’une
manie`re qui permet une bonne connexion avec la classe des semi-groupes inte´gre´s qui
est e´tudie´e dans le troisie`me chapitre. Il faut remarquer que dans la preuve du the´ore`me
de Hille-Yosida nous n’avons pas utiliser le proce´de´ standard de renormalisation. De
meˆme, nous avons donne´ une preuve e´le´mentaire pour le the´ore`me de Arendt qui car-
acte´rise les ge´ne´rateurs des semi-groupes inte´rge´s non-de´ge´ne´re´s.
Le quatrie`me chapitre pre´sente les ge´ne´rateurs essentiels. Nous e´tudions les semi-
groupes de classe C0 sur un espace localement convexe et nous introduisons une nou-
velle topologie sur l’espace dual tel que l’adjoint d’un C0-semi-groupe est de classe C0
par rapport a` cette topologie. Les re´sultats les plus importants de ce chapitre sont un
the´ore`me de caracte´risation d’un core dans le cas des C0-semi-groupes sur un espace
localement convexe et un the´ore`me de caracte´risation complet d’un ge´ne´rateur essentiel
sur un espace localement convexe.
Enfin, dans le dernier chapitre nous pre´sentons quelques exemples des ge´ne´rateurs es-
sentiels dans L∞ qui interviennent dans la physique mathe´matique. Dans cette the`se
ont e´te´ obtenues pour la premie`re fois la L∞-unicite´ des ope´rateurs de Schro¨dinger et
des ope´rateurs de Schro¨dinger ge´ne´ralise´s sur une varie´te´ riemannienne comple`te, ainsi
que L1-unicite´ des solutions faibles pour l’e´quation de transport de masse.
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Chapitre 2
C0-semi-groupes
2.1 Pre´liminaires
Dans la suite, nous noterons par E un espace de Banach sur le corps des nombres
complexes CI, par B(E) l’alge`bre de Banach des ope´rateurs line´aires borne´s dans E et
par I l’unite´ de B(E).
Pour un ope´rateur line´aire A : D(A) ⊂ E −→ E nous noterons par
ρ(A) = {λ ∈ CI | λI − A est inversible dans B(E)}
l’ensemble re´solvant de A ∈ B(E) et par
R( . ;A) : ρ(A) −→ B(E)
R(λ;A) = (λI − A)−1
la re´solvante de l’ope´rateur line´aire A.
De´finition 2.1.1 On appelle C0-semi-groupe d’ope´rateurs line´aires borne´s sur E une
famille {T (t)}t≥0 ⊂ B(E) ve´rifiant les proprie´te´s suivantes:
i) T (0) = I;
ii) T (t + s) = T (t)T (s) , ∀t, s ≥ 0;
iii) limtց0 T (t)x = x , ∀x ∈ E .
15
16 2. C0-semi-groupes
De´finition 2.1.2 On appelle ge´ne´rateur infinite´simal du C0-semi-groupe {T (t)}t≥0, un
ope´rateur A de´fini sur l’ensemble:
D(A) =
{
x ∈ E
∣∣∣∣ limtց0 T (t)x− xt existe
}
par:
Ax = lim
tց0
T (t)x− x
t
, ∀x ∈ D(A).
Exemple 2.1.3 Soit:
Cub[0,∞) = {f : [0,∞)→ IR| f est uniforme´ment continue et borne´e} .
Avec la norme ‖f‖Cub[0,∞) = supα∈[0,∞) |f(α)|, l’espace Cub[0,∞) devient un espace de
Banach. De´finissons:
(T (t)f) (α) = f(t + α) , ∀t ≥ 0 et α ∈ [0,∞).
Evidemment T (t) est un ope´rateur line´aire, et, en plus, on a:
i) (T (0)f) (α) = f(0 + α) = f(α). Donc T (0) = I;
ii) (T (t + s)f) (α) = f(t+ s+ α) = (T (t)f) (s+ α) = (T (t)T (s)f) (α), ∀f ∈ Cub[0,∞).
Donc T (t + s) = T (t)T (s), ∀t, s ≥ 0;
iii) limtց0 ‖T (t)f − f‖Cub[0,∞) = limtց0
{
supα∈[0,∞) |f(t + α)− f(α)|
}
= 0, ∀f ∈ Cub[0,∞).
De meˆme, nous avons:
‖T (t)f‖Cub[0,∞) = sup
α∈[0,∞)
|(T (t)f) (α)| = sup
α∈[0,∞)
|f(t + α)| =
= sup
β∈[t,∞)
|f(β)| ≤ sup
β∈[0,∞)
|f(β)| = ‖f‖Cub[0,∞) , ∀t ≥ 0.
Donc ‖T (t)‖ = 1, quelque soit t ≥ 0. Par conse´quent {T (t)}t≥0 est un C0-semi-groupe
d’ope´rateurs line´aires borne´s sur Cub[0,∞), nomme´ le C0-semi-groupe de translation a`
droite.
Soit A : D(A) ⊂ Cub[0,∞) −→ Cub[0,∞) le ge´ne´rateur infinite´simal du C0-semi-groupe
{T (t)}t≥0. Si f ∈ D(A), alors nous avons:
Af(α) = lim
tց0
T (t)f(α)− f(α)
t
= lim
tց0
f(α + t)− f(α)
t
= f ′(α) ,
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uniforme´ment par rapport a` α. Par conse´quent:
D(A) ⊂ {f ∈ Cub[0,∞) |f ′ ∈ Cub[0,∞)} .
Si f ∈ Cub[0,∞) tel que f ′ ∈ Cub[0,∞), alors:∥∥∥∥T (t)f − ft − f ′
∥∥∥∥
Cub[0,∞)
= sup
α∈[0,∞)
∣∣∣∣(T (t)f) (α)− f(α)t − f ′(α)
∣∣∣∣ .
Mais: ∣∣∣∣(T (t)f) (α)− f(α)t − f ′(α)
∣∣∣∣ =
∣∣∣∣f(α + t)− f(α)t − f ′(α)
∣∣∣∣ =
=
∣∣∣∣1t f(τ)|α+tα − f ′(α)
∣∣∣∣ = 1t
∣∣∣∣∣∣
α+t∫
α
[f ′(τ)− f ′(α)] dτ
∣∣∣∣∣∣ ≤
≤ 1
t
α+t∫
α
|f ′(τ)− f ′(α)| dτ −→ 0
uniforme´ment par rapport a` α pour t ց 0. Par suite:∥∥∥∥T (t)f − ft − f ′
∥∥∥∥
Cub[0,∞)
−→ 0 si t ց 0,
d’ou` f ∈ D(A) et:
{f ∈ Cub[0,∞) |f ′ ∈ Cub[0,∞)} ⊂ D(A) .
Par conse´quent D(A) = {f ∈ Cub[0,∞) |f ′ ∈ Cub[0,∞)} et Af = f ′. Comme cet
ope´rateur est non borne´, il ne peut pas engendrer un semi-groupe uniforme´ment con-
tinu.
Nous noterons par SG(M, ω) l’ensemble des C0-semi-groupes {T (t)}t≥0 ⊂ B(E)
pour lesquels il existe ω ≥ 0 et M ≥ 1 tel que:
‖T (t)‖ ≤ Meωt , ∀t ≥ 0 .
Dans ce cas, on dit que {T (t)}t≥0 est un C0-semi-groupe exponentiellement borne´.
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Proposition 2.1.4 Soient {T (t)}t≥0 un C0-semi-groupe et A son ge´ne´rateur infinite´simal.
Si x ∈ D(A), alors T (t)x ∈ D(A) et on a l’e´galite´:
T (t)Ax = AT (t)x , ∀t ≥ 0.
Preuve. Soit x ∈ D(A). Alors pour tout t ≥ 0, nous avons:
T (t)Ax = T (t) lim
hց0
T (h)x− x
h
=
= lim
hց0
T (h)T (t)x− T (t)x
h
.
Donc T (t)x ∈ D(A) et on a T (t)Ax = AT (t)x, ∀t ≥ 0.
Remarque 2.1.5 On voit que:
T (t)D(A) ⊆ D(A) , ∀t ≥ 0.
Proposition 2.1.6 Soient {T (t)}t≥0 un C0-semi-groupe et A son ge´ne´rateur infinite´simal.
Alors l’application:
[0,∞) ∋ t 7−→ T (t)x ∈ E
est de´rivable sur [0,∞), pour tout x ∈ D(A) et nous avons:
d
dt
T (t)x = T (t)Ax = AT (t)x , ∀t ≥ 0.
Preuve. Soient x ∈ D(A), t ≥ 0 et h > 0. Alors:∥∥∥∥T (t + h)x− T (t)xh − T (t)Ax
∥∥∥∥ ≤ ‖T (t)‖
∥∥∥∥T (h)x− xh − Ax
∥∥∥∥ ≤
≤ Meωt
∥∥∥∥T (h)x− xh − Ax
∥∥∥∥ .
Par conse´quent:
lim
hց0
T (t + h)x− T (t)x
h
= T (t)Ax ,
d’ou`:
d+
dt
T (t)x = T (t)Ax , ∀t ≥ 0.
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Si t− h > 0, alors nous avons:∥∥∥∥T (t− h)x− T (t)x−h − T (t)Ax
∥∥∥∥ ≤
≤ ‖T (t− h)‖
∥∥∥∥T (h)x− xh − Ax + Ax− T (h)Ax
∥∥∥∥ ≤
≤ Meω(t−h)
(∥∥∥∥T (h)x− xh − Ax
∥∥∥∥+ ‖T (h)Ax− Ax‖
)
.
Par suite:
lim
hց0
T (t− h)x− T (t)x
−h = T (t)Ax
et:
d−
dt
T (t)x = T (t)Ax , ∀t ≥ 0.
Il s’ensuit que l’application conside´re´e dans l’e´nonce´ est de´rivable sur [0,∞), quel que
soit x ∈ D(A). De plus, on a l’e´galite´:
d
dt
T (t)x = T (t)Ax = AT (t)x , ∀t ≥ 0.
Lemme 2.1.7 Soit {T (t)}t≥0 un C0-semi-groupe. Alors:
lim
hց0
1
h
t+h∫
t
T (s)x ds = T (t)x
quels que soient x ∈ E et t ≥ 0.
Preuve. L’e´galite´ de l’e´nonce´ re´sulte de l’e´valuation:
∥∥∥∥∥∥
1
h
t+h∫
t
T (s)x ds− T (t)x
∥∥∥∥∥∥ =
∥∥∥∥∥∥
1
h
t+h∫
t
(T (s)− T (t))x ds
∥∥∥∥∥∥ ≤
≤ sup
s∈[t,t+h]
‖T (s)x− T (t)x‖
et de la continuite´ de l’application [0,∞) ∋ t 7−→ T (t)x ∈ E .
20 2. C0-semi-groupes
Proposition 2.1.8 Soient {T (t)}t≥0 ∈ SG(M, ω) et A son ge´ne´rateur infinite´simal.
Si x ∈ E , alors
t∫
0
T (s)x ds ∈ D(A) et on a l’e´galite´:
A
t∫
0
T (s)x ds = T (t)x− x , ∀t ≥ 0.
Preuve. Soient x ∈ E et h > 0. Alors:
T (h)− I
h
t∫
0
T (s)x ds =
1
h
t∫
0
T (s + h)x ds− 1
h
t∫
0
T (s)x ds =
=
1
h
t+h∫
h
T (u)x du− 1
h
t∫
0
T (s)x ds =
=
1
h
t+h∫
0
T (u)x du− 1
h
h∫
0
T (u)x du− 1
h
t∫
0
T (u)x du =
=
1
h
t+h∫
t
T (u)x du− 1
h
h∫
0
T (u)x du .
Par pasage a` limite pour h ց 0 et compte tenu du lemme 2.1.7, nous obtenons:
A
t∫
0
T (s)x ds = T (t)x− x , ∀t ≥ 0
et:
t∫
0
T (s)x ds ∈ D(A).
The´ore`me 2.1.9 Soient {T (t)}t≥0 un C0-semi-groupe et A son ge´ne´rateur infinite´simal.
Alors x ∈ D(A) et Ax = y si et seulement si
T (t)x− x =
t∫
0
T (s)y ds , ∀t ≥ 0.
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Preuve. =⇒ Si x ∈ D(A) et Ax = y, alors nous avons:
d
ds
T (s)x = T (s)Ax = T (s)y , ∀s ∈ [0, t] , t ≥ 0,
d’ou`:
t∫
0
T (s)y ds =
t∫
0
d
ds
T (s)x ds = T (t)x− x , ∀t ≥ 0.
⇐= Soient x, y ∈ E tel que
T (t)x− x =
t∫
0
T (s)y ds , ∀t ≥ 0.
Alors nous avons
T (t)x− x
t
=
1
t
t∫
0
T (s)y ds , ∀t ≥ 0,
d’ou`
lim
tց0
T (t)x− x
t
= lim
tց0
1
t
t∫
0
T (s)y ds = T (0)y = y , ∀t ≥ 0,
compte tenu du lemme 2.1.7. Finalement on voit que x ∈ D(A) et Ax = y.
The´ore`me 2.1.10 Soient {T (t)}t≥0 ∈ SG(M, ω) et A son ge´ne´rateur infinite´simal.
Alors:
i) D(A) = E ;
ii) A est un ope´rateur ferme´.
Preuve. i) Soient x ∈ E et tn > 0 , n ∈ IN , tel que limn→∞ tn = 0. Alors:
xn =
1
tn
tn∫
0
T (s)x ds ∈ D(A) , ∀n ∈ IN,
d’ou`:
lim
n→∞
xn = lim
n→∞
1
tn
tn∫
0
T (s)x ds = T (0)x = x .
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Par conse´quent D(A) = E .
ii) Soit (xn)n∈IN ⊂ D(A) tel que limn→∞ xn = x et limn→∞Axn = y. Alors:
‖T (s)Axn − T (s)y‖ ≤ ‖T (s)‖ ‖Axn − y‖ ≤ Meωt ‖Axn − y‖
quel que soit s ∈ [0, t]. Par suite T (s)Axn −→ T (s)y, pour n →∞, uniforme´ment par
rapport a` s ∈ [0, t].
D’autre part, puisque xn ∈ D(A), nous avons:
T (t)xn − xn =
t∫
0
T (s)Axn ds ,
d’ou`:
lim
n→∞
[T (t)xn − xn] = lim
n→∞
t∫
0
T (s)Axn ds ,
ou bien:
T (t)x− x =
t∫
0
T (s)y ds .
Finalement, on voit que:
lim
tց0
T (t)x− x
t
= lim
tց0
1
t
t∫
0
T (s)y ds = y .
Par suite x ∈ D(A) et Ax = y, d’ou` il re´sulte que A est un ope´rateur ferme´.
Nous montrons maintenant un re´sultat qui concerne l’unicite´ de l’engendrement
pour les C0-semi-groupes.
The´ore`me 2.1.11 (l’unicite´ de l’engendrement) Soient deux C0-semi-groupes {T (t)}t≥0
et {S(t)}t≥0 ayant pour ge´ne´rateur infinite´simal le meˆme ope´rateur A. Alors:
T (t) = S(t) , ∀t ≥ 0.
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Preuve. Soient t > 0 et x ∈ D(A). De´finissons l’application:
[0, t] ∋ s 7−→ U(s)x = T (t− s)S(s)x ∈ D(A).
Alors:
d
ds
U(s)x =
d
ds
T (t− s)S(s)x + T (t− s) d
ds
S(s)x =
= −AT (t− s)S(s)x + T (t− s)AS(s)x = 0
quel que soit x ∈ D(A). Par suite U(0)x = U(t)x, pour tout x ∈ D(A), d’ou`:
T (t)x = S(t)x , ∀x ∈ D(A) et t ≥ 0.
Puisque D(A) = E et T (t), S(t) ∈ B(E), pour tout t ≥ 0, il re´sulte que:
T (t)x = S(t)x , ∀t ≥ 0 et x ∈ E ,
ou bien:
T (t) = S(t) , ∀t ≥ 0.
2.2 La transforme´e de Laplace d’un C0-semi-groupe
Dans la suite, pour ω ≥ 0 nous de´signerons par Λω l’ensemble {λ ∈ CI |Reλ > ω}. Soit
λ ∈ Λω et {T (t)}t≥0 ∈ SG(M, ω). Nous avons:
‖T (t)‖ ≤ Meωt , ∀t ≥ 0
et on voit que:
∥∥e−λtT (t)x∥∥ ≤ e−Reλt ‖T (t)‖ ‖x‖ ≤ Me−(Reλ−ω)t‖x‖ , ∀x ∈ E .
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De´finissons l’application:
Rλ : E −→ E ,
par:
Rλx =
∞∫
0
e−λtT (t)x dt .
Il est clair que Rλ est un ope´rateur line´aire. De plus, on a:
‖Rλx‖ ≤
∞∫
0
∥∥e−λtT (t)x∥∥ dt ≤ M
Reλ− ω‖x‖ , ∀x ∈ E ,
d’ou` il re´sulte que Rλ est un ope´rateur line´aire borne´.
De´finition 2.2.1 L’ope´rateur:
R : Λω −→ B(E)
R(λ) =
∞∫
0
e−λtT (t) dt
s’appelle la transforme´e de Laplace du semi-groupe {T (t)}t≥0 ∈ SG(M,ω).
Soit D ⊂ CI un ensemble ouvert. Une application analytique:
D ∋ λ 7−→ Rλ ∈ B(E)
qui ve´rifie la proprie´te´:
Rλ −Rµ = (µ− λ)RλRµ , ∀λ, µ ∈ D,
s’appelle une pseudo-re´solvante.
Le the´ore`me suivant a e´te´ prouve´ par Arendt [Ar’87].
The´ore`me 2.2.2 Soit T : [0,∞) −→ B(E) une application fortement continue pour
laquelle il existe M ≥ 0 et ω ∈ IR tel que
‖T (t)‖ ≤ Meωt , ∀t ≥ 0.
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Alors l’application
R : Λω −→ B(E)
R(λ) =
∞∫
0
e−λtT (t) dt
est une pseudo-re´solvante si et seulement si on a
T (t + s) = T (t)T (s) , ∀t, s ≥ 0.
Preuve. Soient λ, µ ∈ Λω, tel que λ 6= µ. Alors nous avons:
R(λ)−R(µ)
µ− λ =
1
µ− λR(λ)−
1
µ− λR(µ) =
=
∞∫
0
e−(µ−λ)τR(λ) dτ −
∞∫
0
e−(µ−λ)τR(µ) dτ =
=
∞∫
0
e−(µ−λ)τ
∞∫
0
e−λrT (r) dr dτ −
∞∫
0
e−(µ−λ)τ
∞∫
0
e−µrT (r) dr dτ =
=
∞∫
0
∞∫
0
e−(µ−λ)τe−λrT (r) dr dτ −
∞∫
0
∞∫
0
e−(µ−λ)τe−µrT (r) dr dτ =
=
∞∫
0
∞∫
0
e−(µ−λ)τe−λrT (r) dr dτ −
∞∫
0
∞∫
0
e−(µ−λ)(τ+r)e−λrT (r) dr dτ =
=
∞∫
0
∞∫
0
e−(µ−λ)τe−λrT (r) dr dτ −
∞∫
0
∞∫
0
e−(µ−λ)(τ+r) dτe−λrT (r) dr =
=
∞∫
0
∞∫
0
e−(µ−λ)τe−λrT (r) dr dτ −
∞∫
0
∞∫
r
e−(µ−λ)(ν) dνe−λrT (r) dr =
=
∞∫
0

 r∫
0
e−(µ−λ)τ dτ +
∞∫
r
e−(µ−λ)τ dτ −
∞∫
r
e−(µ−λ)ν dν

 e−λrT (r) dr =
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=
∞∫
0
r∫
0
e−(µ−λ)s ds e−λrT (r) dr =
∞∫
0
r∫
0
e−(µ−λ)se−λrT (r) dsdr =
=
∞∫
0
∞∫
s
e−(µ−λ)se−λrT (r) drds =
∞∫
0
e−(µ−λ)s
∞∫
s
e−λrT (r) drds =
=
∞∫
0
e−µs
∞∫
s
e−λ(r−s)T (r) drds =
∞∫
0
e−µs
∞∫
0
e−λtT (t + s) dtds =
=
∞∫
0
∞∫
0
e−λte−µsT (t + s) dtds .
D’autre part, il est clair que
R(λ)R(µ) =
∞∫
0
∞∫
0
e−λte−µsT (t)T (s) dtds
et par conse´quent:
R(λ)−R(µ)
µ− λ −R(λ)R(µ) =
∞∫
0
∞∫
0
e−λte−µs[T (t + s)− T (t)T (s)] dtds
d’ou` on de´duit facilement les affirmations de l’e´nonce´.
The´ore`me 2.2.3 Soient A : D(A) ⊂ E −→ E un ope´rateur line´aire ferme´ a` domaine
dense et {T (t)}t≥0 ⊂ B(E) une famille fortement continue pour laquelle il existe M ≥ 0
et ω ∈ IR tel que
‖T (t)‖ ≤ Meωt , ∀t ≥ 0.
Les affirmations suivantes sont e´quivalentes:
i) {T (t)}t≥0 est un C0-semi-groupe exponentiellement borne´ ayant pour ge´ne´rateur in-
finite´simal l’ope´rateur A;
ii) Λω ⊂ ρ(A) et pour tout λ ∈ Λω et tout x ∈ E on a R(λ)x = R(λ;A)x.
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Preuve. i)=⇒ii) Pour tout λ ∈ Λω et tout x ∈ E , nous avons:
T (h)R(λ)x−R(λ)x
h
=
1
h
∞∫
0
e−λtT (t + h)x dt− 1
h
∞∫
0
e−λtT (t)x dt =
=
1
h
∞∫
h
e−λ(s−h)T (s)x ds− 1
h
∞∫
0
e−λtT (t)x dt =
=
eλh
h
∞∫
h
e−λsT (s)x ds− 1
h
∞∫
0
e−λtT (t)x dt =
=
eλh
h

 ∞∫
0
e−λsT (s)x ds−
h∫
0
e−λsT (s)x ds

− 1
h
∞∫
0
e−λtT (t)x dt =
=
eλh − 1
h
∞∫
0
e−λsT (s)x ds− e
λh
h
h∫
0
e−λsT (s)x ds .
Par passage a` limite, on obtient:
lim
hց0
T (h)R(λ)x−R(λ)x
h
= λR(λ)x− x .
Il en re´sulte que R(λ)x ∈ D(A) et
AR(λ)x = λR(λ)x− x , ∀x ∈ E ,
ou bien
(λI − A)R(λ)x = x , ∀x ∈ E .
Si x ∈ D(A), alors nous obtenons:
R(λ)Ax =
∞∫
0
e−λtT (t)Ax dt =
∞∫
0
e−λt
d
dt
T (t)x dt =
=
[
e−λtT (t)x
]∣∣∞
0
+ λ
∞∫
0
e−λtT (t)x dt = x + λR(λ)x ,
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d’ou`:
R(λ)(λI − A)x = x , ∀x ∈ D(A).
Finalement, on voit que λ ∈ ρ(A) et R(λ)x = R(λ;A)x, pour tout x ∈ E .
ii)=⇒i) Soit λ ∈ Λω et R(λ;A) = R(λ). Compte tenu du the´ore`me 2.2.2 il en re´sulte:
T (t + s) = T (t)T (s) , ∀t, s ≥ 0.
De plus, si T (0)x = 0, alors T (t)x = T (t)T (0)x = T (t)0 = 0, pour tout t > 0. Par
conse´quent R(λ)x = 0, d’ou` il re´sulte x = 0 et, par suite, T (0) = I. Il en de´coule
{T (t)}t≥0 est un C0-semi-groupe.
Soit maintenant B le ge´ne´rateur infinite´simal du C0-semi-groupe {T (t)}t≥0. Alors, en
appliquant la premie`re partie de la preuve, on a:
R(λ;B) = R(λ) = R(λ;A)
d’ou` il s’ensuit que B = A.
Remarque 2.2.4 On voit que pour tout λ ∈ Λω on a:
Im R(λ;A) = Im R(λ) ⊆ D(A)
et:
R(λ;A)D(A) = R(λ)D(A) ⊆ D(A) .
Remarque 2.2.5 Soient {T (t)}t≥0 un C0-semi-groupe etA son ge´ne´rateur infinite´simal.
Alors nous avons:
{λ ∈ CI |Reλ > ω} ⊂ ρ(A).
et:
σ(A) ⊂ {λ ∈ CI |Reλ ≤ ω} .
The´ore`me 2.2.6 Soient {T (t)}t≥0 un C0-semi-groupe et A son ge´ne´rateur infinite´simal.
Pour tout λ ∈ Λω on a:
‖R(λ;A)n‖ ≤ M
(Reλ− ω)n , ∀n ∈ IN
∗.
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Preuve. Soit {T (t)}t≥0 un C0-semi-groupe. Alors:
‖T (t)‖ ≤ Meωt , ∀t ≥ 0.
Compte tenu du the´ore`me 2.2.3, si λ ∈ Λω, nous avons λ ∈ ρ(A) et:
R(λ;A)x =
∞∫
0
e−λtT (t)x dt , ∀x ∈ E .
De plus:
‖R(λ;A)‖ ≤ M
Reλ− ω .
Il est clair que:
d
dλ
R(λ;A)x = −
∞∫
0
te−λtT (t)x dt , ∀x ∈ E
et par re´currence on peut montrer que:
dn
dλn
R(λ;A)x = (−1)n
∞∫
0
tne−λtT (t)x dt , ∀x ∈ E et n ∈ IN∗.
D’autre part, nous avons:
dn
dλn
R(λ;A)x = (−1)nn!R(λ;A)n+1x , ∀x ∈ E et n ∈ IN∗.
Par suite, on a:
(−1)nn!R(λ;A)n+1x = (−1)n
∞∫
0
tne−λtT (t)x dt , ∀x ∈ E et n ∈ IN∗,
d’ou` il re´sulte que:
R(λ;A)nx =
1
(n− 1)!
∞∫
0
tn−1e−λtT (t)x dt , ∀x ∈ E et n ∈ IN∗.
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De plus:
‖R(λ;A)nx‖ ≤ M‖x‖
(n− 1)!
∞∫
0
tn−1e−(Reλ−ω)t dt =
=
M‖x‖
(n− 1)!
n− 1
Reλ− ω
∞∫
0
tn−2e−(Reλ−ω)t dt = · · · = M‖x‖
(Reλ− ω)n
quels que soient x ∈ E et n ∈ IN∗. Par conse´quent:
‖R(λ;A)n‖ ≤ M
(Reλ− ω)n , ∀n ∈ IN
∗.
2.3 L’approximation ge´ne´ralise´e de Yosida
Dans cette section nous avons utilise´ les ide´es de Pazy [Pa’83-1, pag. 9] pour obtenir
une petite extension de l’approximation de Yosida .
Lemme 2.3.1 Soit A : D(A) ⊂ E −→ E un ope´rateur line´aire ve´rifiant les proprie´te´s
suivantes:
i) A est un ope´rateur ferme´ et D(A) = E;
ii) il existe ω ≥ 0 et M ≥ 1 tel que Λω ⊂ ρ(A) et pour λ ∈ Λω, on a:
‖R(λ;A)n‖ ≤ M
(Reλ− ω)n , ∀n ∈ IN
∗.
Alors pour tout λ ∈ Λω, nous avons:
lim
Reλ→∞
λR(λ;A)x = x , ∀x ∈ E .
De plus λAR(λ;A) ∈ B(E) et:
lim
Reλ→∞
λAR(λ;A)x = Ax , ∀x ∈ D(A).
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Preuve. Soient x ∈ D(A) et λ ∈ CI tel que Reλ > ω. Alors R(λ;A)(λI − A)x = x. Si
Reλ →∞, nous avons:
‖λR(λ;A)x− x‖ = ‖R(λ;A)Ax‖ ≤ ‖R(λ;A)‖ ‖Ax‖ ≤
≤ M
Reλ− ω‖Ax‖ −→ 0 ,
d’ou` il re´sulte que:
lim
Reλ→∞
λR(λ;A)x = x , ∀x ∈ D(A).
Soit x ∈ E , puisque D(A) = E , il existe une suite (xn)n∈IN ⊂ D(A) telle que xn −→ x
si n →∞. Nous avons:
‖λR(λ;A)x− x‖ ≤
≤ ‖λR(λ;A)x− λR(λ;A)xn‖+ ‖λR(λ;A)xn − xn‖+ ‖xn − x‖ ≤
≤ ‖λR(λ;A)‖ ‖x− xn‖+ ‖λR(λ;A)xn − xn‖+ ‖xn − x‖ ≤
≤ |λ|M
Reλ− ω‖x− xn‖+
M
Reλ− ω‖Axn‖+ ‖xn − x‖ =
=
|λ|M + Reλ− ω
Reλ− ω ‖xn − x‖+
M
Reλ− ω ‖Axn‖ .
Mais xn −→ x si n →∞. Donc pour tout ε > 0 , il existe nε ∈ IN tel que:
‖xnε − x‖ < ε
Reλ− ω
|λ|M + Reλ− ω .
Par conse´quent:
‖λR(λ;A)x− x‖ < ε + M
Reλ− ω ‖Axnε‖ ,
d’ou`:
lim sup
Reλ→∞
‖λR(λ;A)x− x‖ < ε , ∀x ∈ E ,
ou bien:
lim
Reλ→∞
λR(λ;A)x = x , ∀x ∈ E .
De plus:
λAR(λ;A) = λ [λI − (λI − A)]R(λ;A) = λ [λR(λ;A)− I] = λ2R(λ;A)− λI.
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Par suite, on a:
‖λAR(λ;A)x‖ = ‖λ [λR(λ;A)− I] x‖ ≤
≤ |λ| ‖λR(λ;A)x− x‖ ≤ |λ| (‖λR(λ;A)x‖+ ‖x‖) ≤
≤ |λ|
( |λ|M
Reλ− ω + 1
)
‖x‖ , ∀x ∈ E
et on voit que λAR(λ;A) ∈ B(E).
Si x ∈ D(A), alors nous avons:
λR(λ;A)Ax =
[
λ2R(λ;A)− λI]x = λAR(λ;A)x ,
d’ou` il re´sulte que:
lim
Reλ→∞
λAR(λ;A)x = lim
Re→∞
λR(λ;A)Ax = Ax , ∀x ∈ D(A).
Remarque 2.3.2 On peut dire que les ope´rateurs borne´s λAR(λ;A) sont des approx-
imations pour l’ope´rateur non borne´ A.
C’est le motif pour lequel on introduit la de´finition suivante.
De´finition 2.3.3 La famille {Aλ}λ∈Λω ⊂ B(E), ou` Aλ = λAR(λ;A), s’appelle l’approximation
ge´ne´ralise´e de Yosida de l’ope´rateur A.
The´ore`me 2.3.4 Soient {T (t)}t≥0 un C0-semi-groupe, A son ge´ne´rateur infinite´simal
et {Aµ}µ∈Λω l’approximation ge´ne´ralise´e de Yosida de l’ope´rateur A. Alors pour tout
µ ∈ Λω, il existe Ω > ω tel que ΛΩ ⊂ ρ(Aµ) et pour tout λ ∈ ΛΩ on a:
‖R(λ;Aµ)‖ ≤ M
Reλ− Ω .
De plus, pour ε > 0, il existe une constante C > 0 (qui de´pend de M et ε) tel que:
‖R(λ;Aµ)x‖ ≤ C|λ| (‖x‖+ ‖Ax‖) , ∀x ∈ D(A),
quels que soient λ, µ ∈ CI, avec Reλ > Ω + ε et Reµ > ω + |µ|
2
.
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Preuve. Soit µ ∈ Λω arbitrairement fixe´. Nous avons vu que Aµ est le ge´ne´rateur
infinite´simal du semi-groupe uniforme´ment continu
{
etAµ
}
t≥0
. En ce cas, nous avons:
∥∥etAµ∥∥ = ∥∥∥et(µ2R(µ;A)−µI)∥∥∥ = ∥∥∥e−µtIeµ2tR(µ;A)∥∥∥ ≤
≤ e−Reµt
∥∥∥∥∥
∞∑
k=0
tkµ2kR(µ;A)k
k!
∥∥∥∥∥ ≤ e−Reµt
∞∑
k=o
tk|µ|2k
∥∥∥R(µ;A)k∥∥∥
k!
≤
≤ e−Reµt
∞∑
k=0
tk|µ|2kM
k!(Reµ− ω)k = Me
−Reµt
∞∑
k=0
(
t|µ|2
Reµ−ω
)k
k!
=
= Me−Reµte
t|µ|2
Reµ−ω = Me
ωReµ+Im2µ
Reµ−ω
t
.
Si nous notons:
Ω =
ωReµ + Im2µ
Reµ− ω ,
alors il est clair que:
Ω = ω +
ω2 + Im2µ
Reµ− ω > ω
et que ΛΩ = {λ ∈ CI |Reλ > Ω} ⊂ ρ(Aµ). De plus, pour tout λ ∈ ΛΩ, nous avons:
‖R(λ;Aµ)‖ ≤ M
Reλ− Ω .
Si nous conside´rons λ ∈ CI tel que Reλ > Ω + ε, ou` ε > 0, alors on voit que:
‖R(λ;Aµ)‖ ≤ M
ε
.
D’autre part, pour x ∈ D(A) et µ ∈ Λω tel que Reµ > ω + |µ|2 , nous obtenons:
‖Aµx‖ = ‖µR(µ;A)Ax‖ ≤ |µ|‖R(µ;A)‖‖Ax‖ ≤
≤ |µ| M
Reµ− ω‖Ax‖ ≤ 2M‖Ax‖ .
De l’e´galite´:
(λI − Aµ)R(λ;Aµ) = I ,
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il vient:
R(λ;Aµ) =
1
λ
I +
1
λ
R(λ;Aµ)Aµ
et par conse´quent:
‖R(λ;Aµ)x‖ ≤ 1|λ| (‖x‖+ ‖R(λ;Aµ)‖‖Aµx‖) ≤
≤ 1|λ|
(
‖x‖+ 2M
2
ε
‖Ax‖
)
≤
≤ C|λ| (‖x‖+ ‖Ax‖) , ∀x ∈ D(A),
ou` la constante C ne de´pend que de M et de ε.
The´ore`me 2.3.5 Soient {T (t)}t≥0 un C0-semi-groupe, A son ge´ne´rateur infinite´simal,
{Aµ}µ∈Λω l’approximation ge´ne´ralise´e de Yosida de l’ope´rateur A et λ ∈ CI tel que
Reλ > ω + ε, arbitrairement fixe´ pour ε > 0. Alors il existe µ ∈ Λω tel que λ ∈ ρ(Aµ),
λµ
λ+µ
∈ ρ(A) et
R(λ;Aµ) =
1
λ + µ
I +
(
µ
λ + µ
)2
R
(
λµ
λ + µ
;A
)
.
Preuve. Compte tenu du the´ore`me 2.3.4, pour µ ∈ Λω, il existe Ω > ω tel que
ΛΩ ⊂ ρ(Aµ). Nous avons:
Ω =
ωReµ + Im2µ
Reµ− ω .
Donc l’ine´galite´ Reλ > Ω est e´quivalente avec:
Reλ > ω +
ω2 + Imµ
Reµ− ω .
Soit ε > 0. Si µ ∈ Λω tel que ω2+ImµReµ−ω < ε, alors Reλ > ω + ε implique Reλ > Ω. Par
suite, λ ∈ ρ(Aµ). Donc il existe R(λ;Aµ) et avec le the´ore`me 2.3.4 on voit que:
‖R(λ;Aµ)‖ ≤ M
Reλ− ω .
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D’autre part, nous avons:
Re
λµ
λ + µ
= Re
(
λ− λ
2
λ + µ
)
= Reλ− Re λ
2
λ + µ
>
> ω + ε− Re λ
2
λ + µ
.
Etant donne´ k > 0 tel que |Imλ| ≤ k, il existe µ ∈ Λω tel que Re λ2λ+µ < ε2 . Il s’ensuit
que Re λµ
λ+µ
> ω+ ε
2
. Par conse´quent, λµ
λ+µ
∈ ρ(A) et donc R
(
λµ
λ+µ
;A
)
existe bien. Nous
avons:
1
λ + µ
(λI − Aµ)(µI − A)R
(
λµ
λ + µ
;A
)
=
=
1
λ + µ
[
λI − µ2R(µ;A) + µI] (µI − A)R( λµ
λ + µ
;A
)
=
=
(
µI − A− µ
2
λ + µ
I
)
R
(
λµ
λ + µ
;A
)
=
=
(
λµ
λ + µ
I − A
)
R
(
λµ
λ + µ
;A
)
= I .
Par un calcul analogue, on peut obtenir:
1
λ + µ
(µI − A)R
(
λµ
λ + µ
;A
)
(λI − Aµ) = I .
Il s’ensuit que:
R(λ;Aµ) =
1
λ + µ
(µI − A)R
(
λµ
λ + µ
;A
)
.
De plus, compte tenu de l’identite´ de la re´solvante, il en re´sulte que:
R
(
λµ
λ + µ
;A
)
−R(µ;A) =
(
µ− λµ
λ + µ
)
R
(
λµ
λ + µ
;A
)
R(µ;A) .
En utilisant la commutativite´ de la re´solvante, on obtient:
R
(
λµ
λ + µ
;A
)
= R(µ;A) +
µ2
λ + µ
R(µ;A)R
(
λµ
λ + µ
;A
)
d’ou` il s’ensuit que
1
λ + µ
(µI − A)R
(
λµ
λ + µ
;A
)
=
1
λ + µ
I +
(
µ
λ + µ
)2
R
(
λµ
λ + µ
;A
)
.
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Remarque 2.3.6 Evidemment, pour λ ∈ Λω, on voit que Aλ est le ge´ne´rateur in-
finite´simal d’un semi-groupe uniforme´ment continu
{
etAλ
}
t≥0
. Nous utiliserons cette
famille pour montrer l’existence d’un C0-semi-groupe engendre´ par A.
2.4 Le the´ore`me de Hille-Yosida
Dans cette section nous pre´sentons un re´sultat tre`s important concernant les semi-
groupes de classe C0. Il s’agit du ce´le`bre the´ore`me de Hille-Yosida qui donne une
caracte´risation pour les ope´rateurs qui sont ge´ne´rateurs de C0-semi-groupes. Il a e´te´
montre´ pour la premie`re fois inde´pendamment par Hille dans [Hi’48] et par Yosida
dans [Yo’48] pour les C0-semi-groupes de contractions. Quelques anne´es plus tard,
Feller dans [Fe’53-2], Miyadera dans [Mi’52] et Phillips dans [Ph’52] donnent
une preuve pour le cas ge´ne´ral d’un C0-semi-groupe. Nous avons obtenu une preuve
en utilisant l’approximation ge´ne´ralise´e de Yosida que nous avons introduit dans la
de´finition 2.3.3.
Dans la suite, pour tout r > 1, nous notons par Λω,r l’ensemble
{
λ ∈ CI ∣∣Re λ > r
r−1
ω
}
.
Lemme 2.4.1 Soit A : D(A) ⊂ E −→ E un ope´rateur line´aire ve´rifiant les proprie´te´s
suivantes:
i) A est un ope´rateur ferme´ et D(A) = E;
ii) il existe ω ≥ 0 et M ≥ 1 tel que Λω ⊂ ρ(A) et pour λ ∈ Λω, on a:
‖R(λ;A)n‖ ≤ M
(Reλ− ω)n , ∀n ∈ IN
∗.
Si {Aλ}λ∈Λω est l’approximation ge´ne´ralise´e de Yosida de l’ope´rateur A, alors pour tout
r > 1 et tous α, β ∈ Λω,r nous avons:∥∥etAαx− etAβx∥∥ ≤ M2teωrt ‖Aαx− Aβx‖ , ∀x ∈ E et t ≥ 0.
2.4 Le the´ore`me de Hille-Yosida 37
Preuve. Soient α, β ∈ Λω, v ∈ [0, 1] et x ∈ E . Alors:
d
dv
(
evtAαe(1−v)tAβx
)
= tAαe
vtAαe(1−v)tAβx− tevtAαAβe(1−v)tAβx .
On peut facilement ve´rifier que Aα, Aβ, e
vtAα et e(1−v)tAβ commutent quels que soient
α, β ∈ Λω et t ≥ 0. Nous obtenons:
1∫
0
d
dv
(
evtAαe(1−v)tAβx
)
dv =
=
1∫
0
(
tevtAαAαe
(1−v)tAβx− tevtAαAβe(1−v)tAβx
)
dv ,
d’ou`:
evtAαe(1−v)tAβx
∣∣1
0
=
1∫
0
(
tevtAαe(1−v)tAβAαx− tevtAαe(1−v)tAβAβx
)
dv ,
ou bien:
etAαx− etAβx = t
1∫
0
evtAαe(1−v)tAβ (Aαx− Aβx) dv
quels que soient t ≥ 0 et x ∈ E . Nous en de´duisons que:
∥∥etAαx− etAβx∥∥ ≤ t
1∫
0
∥∥evtAα∥∥ ∥∥e(1−v)tAβ∥∥ ‖Aαx− Aβx‖ dv .
D’autre part, nous avons:
∥∥etAα∥∥ = ∥∥∥et(α2R(α;A)−αI)∥∥∥ = ∥∥∥e−αtIeα2tR(α;A)∥∥∥ ≤
≤ e−Reαt
∥∥∥∥∥
∞∑
k=0
tkα2kR(α;A)k
k!
∥∥∥∥∥ ≤ e−Reαt
∞∑
k=o
tk|α|2k
∥∥∥R(α;A)k∥∥∥
k!
≤
≤ e−Reαt
∞∑
k=0
tk|α|2kM
k!(Reα− ω)k = Me
−Reαt
∞∑
k=0
(
t|α|2
Reα−ω
)k
k!
=
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= Me−Reαte
t|α|2
Reα−ω = Me
ωReα+Im2α
Reα−ω
t
,
quel que soient α ∈ Λω et t ≥ 0. Soit r > 1 tel que:
ωReα + Im2α
Reα− ω < ωr .
Alors, nous avons:
ωReα + Im2α < ωrReα− ω2r ,
d’ou`:
ωReα < ωrReα− ω2r ,
ou bien:
ω2r < ω(r − 1)Reα .
Il en de´coule:
Reα >
r
r − 1ω .
Par conse´quent, pour tout r > 1 et tout α ∈ Λω,r, on obtient:
∥∥etAα∥∥ ≤ Merωt , ∀t ≥ 0.
Par suite, on a:
∥∥etAαx− etAβx∥∥ ≤ t
1∫
0
MeωrvtMeωr(1−v)t ‖Aαx− Aβx‖ dv =
= M2teωrt ‖Aαx− Aβx‖
quels que soient x ∈ E et t ≥ 0.
Maintenant nous pre´sentons le ce´le`bre the´ore`me de Hille - Yosida pour les semi-
groupes de classe SG(M, ω).
The´ore`me 2.4.2 (Hille - Yosida) Un ope´rateur line´aire:
A : D(A) ⊂ E −→ E
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est le ge´ne´rateur infinite´simal d’un C0-semi-groupe {T (t)}t≥0 ∈ SG(M, ω) si et seule-
ment si:
i) A est un ope´rateur ferme´ et D(A) = E;
ii) il existe ω ≥ 0 et M ≥ 1 tel que Λω ⊂ ρ(A) et pour λ ∈ Λω, on a:
‖R(λ;A)n‖ ≤ M
(Reλ− ω)n , ∀n ∈ IN
∗.
Preuve. =⇒ On obtient cette implication en tenant compte du the´ore`me 2.1.10 et du
the´ore`me 2.2.6.
⇐= Supposons que l’ope´rateur A : D(A) ⊂ E −→ E posse`de les proprie´te´s (i) et (ii).
Soit {Aλ}λ∈Λω , l’approximation ge´ne´ralise´e de Yosida de l’ope´rateur A. Compte tenu
du lemme 2.3.1, il re´sulte que Aλ ∈ B(E) et:
lim
Reλ→∞
Aλx = Ax , ∀x ∈ D(A).
Pour λ ∈ Λω, soit {Tλ(t)}t≥0 =
{
etAλ
}
t≥0
le semi-groupe uniforme´ment continu en-
gendre´ par Aλ. Soit r > 1. Avec le lemme 2.4.1, on a:
‖Tα(t)x− Tβ(t)x‖ ≤ M2teωrt ‖Aαx− Aβx‖ , ∀α, β ∈ Λω,r, x ∈ D(A) et t ≥ 0.
Soient [D(A)] l’espace de Banach D(A) avec la norme ‖ .‖D(A), et B([D(A)], E) l’espace
des ope´rateurs line´aires borne´s de´finis sur [D(A)] a` valeurs dans E , dote´ de la topologie
forte. Notons par C ([0,∞);B([D(A)], E)) l’espace des fonctions continues de´finies sur
[0,∞) a` valeurs dans B([D(A)], E) dote´ de la topologie de la convergence uniforme sur
les intervalles compacts de [0,∞). Si [a, b] ⊂ [0,∞), alors pour tout x ∈ D(A) nous
avons:
sup
t∈[a,b]
‖Tα(t)x− Tβ(t)x‖ ≤ M2beωrb (‖Aαx− Ax‖+ ‖Aβx− Ax‖) −→ 0
si r ց 1, donc si Reα,Reβ →∞, d’ou` il re´sulte que ({Tλ(t)}t≥0)λ∈Λω,r est une suite de
Cauchy dans C ([0,∞);B([D(A)], E)). Donc, il existe un unique T0 ∈ C ([0,∞);B(D(A), E))
tel que Tλ(t)x −→ T0(t)x, si Reλ → ∞, quel que soit x ∈ D(A), pour la topologie de
la convergence uniforme sur les intervalles compacts de [0,∞). Puisque:
‖Tλ(t)‖ ≤ Meωrt , ∀t ≥ 0,
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on obtient:
‖T0(t)x‖ ≤ Meωt‖x‖ , ∀t ≥ 0 et x ∈ D(A).
Conside´rons l’application line´aire:
Θ0 : D(A) −→ C ([a, b]; E)
Θ0x = T0( . )x
quel que soit [a, b] ⊂ [0,∞). Comme nous avons:
‖Θ0x‖C([a,b];E) = sup
t∈[a,b]
‖T0(t)x‖ ≤ Meωb‖x‖ ≤ Meωb‖x‖D(A) , ∀x ∈ D(A),
on voit que Θ0 est une application continue et puisque D(A) = E , elle se prolonge de
fac¸on unique en une application line´aire continue:
Θ : E −→ C ([a, b]; E)
telle que:
Θ|D(A) = Θ0
et:
‖Θx‖C([a,b];E) ≤ Meωb‖x‖
quel que soit x ∈ E . Par conse´quent, il existe un seul ope´rateur T ∈ C ([a, b];B(E)) tel
que:
Θx = T ( . )x , ∀x ∈ E .
On peut re´pe´ter ce proce´de´ pour tous les intervalles compacts de [0,∞) et on voit qu’il
existe un seul ope´rateur, note´ aussi par T ∈ C ([0,∞);B(E)), tel que pour tout x ∈ E
on ait:
Tλ(t)x −→ T (t)x si Reλ →∞,
uniforme´ment par rapport a` t sur les intervalles compacts de [0,∞). De plus:
‖T (t)‖ ≤ Meωt , ∀t ≥ 0.
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Il est e´vident que:
T (0)x = lim
Reλ→∞
Tλ(0)x = x , ∀x ∈ E
et:
lim
tց0
T (t)x = lim
tց0
(
lim
Reλ→∞
Tλ(t)x
)
= lim
Reλ→∞
(
lim
tց0
Tλ(t)x
)
= x , ∀x ∈ E .
Soient t, s ∈ [0,∞) et x ∈ E . Alors, nous avons:
‖T (t + s)x− T (t)T (s)x‖ ≤ ‖T (t + s)x− Tλ(t + s)x‖+
+ ‖Tλ(t + s)x− Tλ(t)T (s)x‖+ ‖Tλ(t)T (s)x− T (t)T (s)x‖ ≤
≤ ‖T (t + s)x− Tλ(t + s)x‖+ ‖Tλ(t)‖ ‖Tλ(s)x− T (s)x‖+
+ ‖Tλ(t) (T (s)x)− T (t) (T (s)x)‖ .
Puisque Tλ(t) −→ T (t), si Reλ → ∞, pour la topologie forte de B(E), il s’ensuit que
T (t + s)x = T (t)T (s)x, pour tout x ∈ E .
Par conse´quent {T (t)}t≥0 ∈ SG(M, ω).
Montrons que A est le ge´ne´rateur infinite´simal du semi-groupe {T (t)}t≥0.
Pour tout x ∈ D(A) on a:
‖Tλ(s)Aλx− T (s)Ax‖ ≤
≤ ‖Tλ(s)‖ ‖Aλx− Ax‖+ ‖Tλ(s)Ax− T (s)Ax‖ ≤
≤ Meωrt ‖Aλx− Ax‖+ ‖Tλ(s)Ax− T (s)Ax‖ −→ 0
si Reλ →∞, uniforme´ment par rapport a` s ∈ [0, t], d’ou`:
T (t)x− x = lim
Reλ→∞
[Tλ(t)x− x] = lim
Reλ→∞
t∫
0
Tλ(s)Aλx ds =
t∫
0
T (t)Ax ds
quels que soient x ∈ D(A) et t ≥ 0.
Soit B le ge´ne´rateur infinite´simal du C0-semigroupe {T (t)}t≥0. Si x ∈ D(A), alors:
lim
tց0
T (t)x− x
t
= lim
tց0
1
t
t∫
0
T (s)Ax ds = Ax
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et nous voyons que x ∈ D(B). Par conse´quent D(A) ⊂ D(B) et B|D(A) = A.
D’autre part, nous avons l’ine´galite´:
‖T (t)‖ ≤ Meωt , ∀t ≥ 0.
Si λ ∈ Λω, alors λ ∈ ρ(A) ∩ ρ(B). Soit x ∈ D(B), on a donc (λI −B)x ∈ E et
comme l’ope´rateur λI − A : D(A) −→ E est bijectif, il existe x′ ∈ D(A) tel que
(λI − A)x′ = (λI −B)x. Puisque B|D(A) = A, il vient que (λI −B) x′ = (λI −B)x
et comme λ ∈ ρ(B), il en re´sulte que x′ = x. Par suite x ∈ D(A) et donc D(B) ⊂ D(A).
Finalement on voit que D(A) = D(B) et A = B.
Nous avons montre´ donc que A est le ge´ne´rateur infinite´simal du C0-semi-groupe
{T (t)}t≥0 et compte tenu du the´ore`me de l’unicite´ de l’engendrement, il re´sulte que
{T (t)}t≥0 est l’unique C0-semi-groupe engendre´ par A.
Corollaire 2.4.3 Soient {T (t)}t≥0 un C0-semi-groupe, A son ge´ne´rateur infinite´simal
et {Aλ}λ∈Λω l’approximation ge´ne´ralise´e de Yosida de l’ope´rateur A. Alors:
T (t)x = lim
Reλ→∞
etAλx , ∀x ∈ E ,
uniforme´ment par rapport a` t sur les intervalles compacts de [0,∞).
Preuve. Elle re´sulte du the´ore`me de Hille-Yosida.
Il existe des semi-groupes qui ne sont pas C0-semi-groupes, comme nous pouvons
le voir dans l’exemple suivant [Vr’01, Problema 2.3].
Exemple 2.4.4 Soit:
Ccb(IR) = {f : IR → IR| f est continue et borne´e} .
Avec la norme
‖f‖Ccb(IR) = sup
α∈IR
|f(α)|
l’espace Ccb(IR) devient un espace de Banach. Soit t ≥ 0 et
S(t) : Ccb(IR) −→ Ccb(IR)
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(S(t)f) (α) = f(t + α) , ∀f ∈ Ccb(IR) et α ∈ IR.
Compte tenu de l’exemple 2.1.3, on voit que {S(t)}t≥0 est un semi-groupe d’ope´rateurs
line´aires borne´s sur Ccb(IR). Mais l’e´galite´
lim
tց0
S(t)f = f , ∀f ∈ Ccb(IR)
est vraie si et seulemant si f est une fonction uniforme´ment continue sur IR. Comme
dans l’espace Ccb(IR) on peut trouver des fonctions qui ne sont pas uniforme´ment con-
tinue, par exemple f(α) = sinα2, il s’ensuit que le semi-groupe {S(t)}t≥0 n’est pas de
classe C0.
De plus, on peut voir que le semi-groupe {S(t)}t≥0 a pour ge´ne´rateur infinite´simal
l’ope´rateur
A : D(A) ⊂ Ccb(IR) −→ Ccb(IR)
Af = f ′
ou`
D(A) =
{
f : IR → IR
∣∣∣ f est uniforme´ment derivable a` droite sur IR et f ′ ∈ Cub(IR)} .
Comme
D(A) = Cub(IR) ⊂ Ccb(IR) ,
il s’ensuit que A n’est pas un ope´rateur dense´ment de´fini.
Dans le cas d’un ge´ne´rateur infinite´simal A qui n’est plus un ope´rateur a` domaine
dense, on a le the´ore`me suivant.
The´ore`me 2.4.5 Soit A : D(A) ⊂ E ←− E un ope´rateur line´aire ferme´ pour lequel il
existe M ≥ 0 et ω > 0 tel que Λω ∈ ρ(A) et pour tout λ ∈ Λω on a
‖R(λ;A)n‖ ≤ M
(Reλ− ω)n , ∀n ∈ IN
∗.
Alors la partie de A dans D(A) est le ge´ne´rateur d’un C0-semi-groupe sur D(A).
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Preuve. La partie de A dans D(A) est l’ope´rateur line´aire AD(A) de´fini sur l’ensemble
D
(
AD(A)
)
=
{
x ∈ D(A)
∣∣∣ Ax ∈ D(A)}
par
AD(A) = A
/
D

A
D(A)
 .
Il est clair que pour tout λ ∈ Λω et tout x ∈ D
(
AD(A)
)
on a
λx− AD(A)x = λx− Ax .
Par suite Λω ∈ ρ
(
AD(A)
)
. Donc la re´solvante de la partie de A dans D(A)
R
(
. ;AD(A)
)
: ρ
(
AD(A)
)
−→ B
(
D
(
AD(A)
))
ve´rifie
R
(
λ;AD(A)
)
= R(λ;A)
/
D(A)
.
Alors, pour tout x ∈ D(A) et tout λ ∈ Λω il re´sulte que∥∥∥R(λ;AD(A))n x∥∥∥ = ‖R(λ;A)nx‖ ≤ M(Reλ− ω)n‖x‖ , ∀n ∈ IN∗.
De plus, pour tout x ∈ D(A) on a:
‖λR(λ;A)x− x‖ = ‖R(λ;A)Ax‖ ≤ M
(Reλ− ω)‖Ax‖
d’ou` il s’ensuit que
lim
Reλ→∞
λR(λ;A)x = x , ∀x ∈ D(A).
De meˆme, on peut remarquer que pour tout x ∈ D(A) il re´sulte λR(λ;A)x ∈ D(A) et
A(λR(λ;A)x) = λAR(λ;A)x = λ[λI − (λI − A)]R(λ;A)x =
= λ[λR(λ;A)x− x] = λ[λR(λ;A)x−R(λ;A)(λI − A)x] =
= λR(λ;A)[λx− λx + Ax] = λR(λ;A)Ax ,
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quel que soit λ ∈ Λω. Par conse´quent, λR(λ;A)x ∈ D(A) et A(λR(λ;A)x) ∈ D(A) ⊂
D(A), pour tout x ∈ D(A) et tout λ ∈ Λω. Il s’ensuit donc que λR(λ;A)x ∈ D
(
AD(A)
)
,
pour tout x ∈ D(A) et tout λ ∈ Λω.
Soit maintenant x ∈ D(A) et tn ∈
(
0, 1
ω
)
, n ∈ IN , tel que limn→∞ tn = 0. Alors
xn =
1
tn
R
(
1
tn
;A
)
x ∈ D
(
AD(A)
)
, ∀n ∈ IN
et
lim
n→∞
xn = lim
n→∞
1
tn
R
(
1
tn
;A
)
x = x .
Il en re´sulte que D
(
AD(A)
)
est dense dans D(A), donc dans D(A).
Avec le the´ore`me de Hille-Yosida il s’ensuit que AD(A) est le ge´ne´rateur infinite´simal
d’un C0-semi-groupe {T (t)}t≥0 sur D(A).
Soit {Aλ}λ∈Λω l’approximation ge´ne´ralise´e de Yosida de l’ope´rateur A. Alors la famille{
Aλ,D(A)
}
λ∈Λω
⊂ B
(
D
(
AD(A)
))
donne´e par
Aλ,D(A) = Aλ
/
D(A)
est l’approximation de Yosida de l’ope´rateur AD(A). Compte tenu du corollaire 2.4.3
il en re´sulte que pour le C0-semi-groupe {T (t)}t≥0 engendre´ par la partie de A dans
D(A) on a:
T (t)x = lim
Reλ→∞
etAλ,D(A)x , ∀x ∈ D(A),
uniforme´ment par rapport a` t sur les intervalles compacts de [0,∞).
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Chapitre 3
Semi-groupes inte´gre´s
3.1 Proprie´te´s e´le´me´ntaires
Soient {T (t)}t≥0 un C0-semi-groupe et A son ge´ne´rateur infinite´simal. Soit
S(t) =
t∫
0
T (s) ds , ∀t ≥ 0.
Alors la transforme´e de Laplace de S satisfait les e´galite´s suivantes:
∞∫
0
e−λtS(t) dt =
∞∫
0
e−λt
t∫
0
T (s) dsdt =
=
1
λ
∞∫
0
e−λtT (t) dt =
1
λ
R(λ;A) .
Le the´ore`me 2.2.2 conduit a` la question suivante: on peut trouver une e´quation fonc-
tionelle ve´riffie´e par S telle que l’application
Λω ∋ λ 7−→ λ
∞∫
0
e−λtS(t) dt
est une pseudo-re´solvante? On a le the´ore`me suivant (voir [Ar’87], [Hi’91-1], [MPV’97]):
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The´ore`me 3.1.1 Soit S : [0,∞) −→ B(E) une application fortement continue pour
laquelle il existe M ≥ 0 et ω ∈ IR tel que
‖S(t)‖ ≤ Meωt , ∀t ≥ 0.
Les affirmations suivantes sont e´quivalentes:
i) l’application R : Λω −→ B(E)
R(λ) = λ
∞∫
0
e−λtS(t) dt
est une pseudo-re´solvante;
ii) pour tous t, s ≥ 0 on a
S(t)S(s) =
t+s∫
t
S(r) dr −
s∫
0
S(r) dr .
Preuve. Soit λ, µ ∈ Λω tel que λ 6= µ. Compte tenu de l’identite´ de la re´solvante, on
a
1
λ
1
µ
1
µ− λ [R(λ)−R(µ)] =
R(λ)
λ
R(µ)
µ
.
Pour la partie de droite de l’e´galite´ on obtient
R(λ)
λ
R(µ)
µ
=
∞∫
0
∞∫
0
e−λte−µsS(t)S(s) dsdt .
Pour obtenir l’e´galite´ de l’e´nonce´ il est suffisant de montrer que
1
λ
1
µ
1
µ− λ [R(λ)−R(µ)] =
=
∞∫
0
∞∫
0
e−λte−µs

 t+s∫
t
S(r) dr −
s∫
0
S(r) dr

 dsdt.
On voit que
1
λ
1
µ
1
µ− λ [R(λ)−R(µ)] =
=
1
µ
1
µ− λ
[
R(λ)
λ
− R(µ)
µ
]
+
1
µ− λ
(
1
µ
− 1
λ
)
R(µ)
µ
.
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Nous avons successivement:
1
µ− λ
[
R(λ)
λ
− R(µ)
µ
]
=
∞∫
0
e−(µ−λ)τdτ
[
R(λ)
λ
− R(µ)
µ
]
=
=
∞∫
0
e−(µ−λ)τ
R(λ)
λ
dτ −
∞∫
0
e−(µ−λ)τ
R(µ)
µ
dτ =
=
∞∫
0
e−(µ−λ)τ
∞∫
0
e−λrS(r)drdτ −
∞∫
0
e−(µ−λ)τ
∞∫
0
e−µrS(r)drdτ =
=
∞∫
0
∞∫
0
e−(µ−λ)τe−λrS(r)drdτ −
∞∫
0
∞∫
0
e−(µ−λ)τe−µrS(r)drdτ =
=
∞∫
0
∞∫
0
e−(µ−λ)τe−λrS(r)drdτ −
∞∫
0
∞∫
0
e−(µ−λ)(τ+r)e−λrS(r)drdτ =
=
∞∫
0
∞∫
0
e−(µ−λ)τe−λrS(r)drdτ −
∞∫
0
∞∫
0
e−(µ−λ)(τ+r)dτe−λrS(r)dr =
=
∞∫
0
∞∫
0
e−(µ−λ)τdτe−λrS(r)dr −
∞∫
0
∞∫
r
e−(µ−λ)νdνe−λrS(r)dr =
=
∞∫
0

 r∫
0
e−(µ−λ)τdτ +
∞∫
r
e−(µ−λ)τdτ −
∞∫
r
e−(µ−λ)νdν

 e−λrS(r)dr =
=
∞∫
0
r∫
0
e−(µ−λ)sdse−λrS(r)dr =
∞∫
0
r∫
0
e−(µ−λ)se−λrS(r)dsdr =
=
∞∫
0
∞∫
s
e−(µ−λ)se−λrS(r)drds =
∞∫
0
e−(µ−λ)s
∞∫
s
e−λrS(r)drds =
=
∞∫
0
e−µs
∞∫
s
e−λ(r−s)S(r)drds =
∞∫
0
e−µs
∞∫
0
e−λtS(t + s)dtds =
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=
∞∫
0
∞∫
0
e−λte−µsS(t + s)dsdt .
D’autre part, compte tenu de l’e´galite´
1
µ
=
∞∫
0
e−µvdv
on obtient
1
µ
1
µ− λ
[
R(λ)
λ
− R(µ)
µ
]
=
1
µ
∞∫
0
e−λt
∞∫
0
e−µτS(t + τ)dτdt =
=
∞∫
0
e−λt
∞∫
0
e−µτS(t + τ)
∞∫
0
e−µvdvdτdt =
=
∞∫
0
e−λt
∞∫
0
S(t + τ)
∞∫
0
e−µ(τ+v)dvdτdt =
=
∞∫
0
e−λt
∞∫
0
S(t + τ)
∞∫
τ
e−µsdsdτdt =
=
∞∫
0
e−λt
∞∫
0
e−µs
s∫
0
S(t + τ)dτdsdt =
=
∞∫
0
e−λt
∞∫
0
e−µs
t+s∫
t
S(r)drdsdt .
De plus
1
µ− λ
(
1
µ
− 1
λ
)
R(µ)
µ
= − 1
µλ
R(µ)
µ
=
= −1
λ
∞∫
0
e−µr
µ
S(r)dr = − 1
µλ
∞∫
0
e−µrS(r)dr =
= −1
λ
∞∫
0
e−µrS(r)
∞∫
0
e−µvdvdr = −1
λ
∞∫
0
S(r)
∞∫
0
e−µ(v+r)dvdr =
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= −1
λ
∞∫
0
S(r)
∞∫
r
e−µsdsdr = −1
λ
∞∫
0
e−µs
s∫
0
S(r)dsdr =
=
∞∫
0
e−λt
∞∫
0
e−µs
s∫
0
S(r)dsdrdt .
Par conse´quent
1
λ
1
µ
1
µ− λ [R(λ)−R(µ)] =
=
∞∫
0
∞∫
0
e−λte−µs

 t+s∫
t
S(r) dr −
s∫
0
S(r) dr

 dsdt.
On en de´duit facilement l’e´quivalence des affirmations de l’e´nonce´.
Remarque 3.1.2 Pour tous t, s ≥ 0 on a
S(t)S(s) =
t+s∫
t
S(r) dr −
s∫
0
S(r) dr =
=
t+s∫
0
S(r) dr −
t∫
0
S(r) dr −
s∫
0
S(r) dr =
=
t+s∫
s
S(r) dr −
t∫
0
S(r) dr =
t∫
0
S(τ + s) dτ −
t∫
0
S(τ) dτ =
=
t∫
0
[S(τ + s)− S(τ)] dτ .
De plus
S(t)S(s) = S(s)S(t) , ∀t, s ≥ 0
et
S(t)S(0) = 0 , ∀t ≥ 0.
De´finition 3.1.3 On appelle semi-groupe inte´gre´ sur E une famille {S(t)}t≥0 ⊂ B(E)
ve´rifiant les proprie´te´s suivantes:
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i) S(0)=0;
ii) l’application [0,∞) ∋ t 7−→ S(t) ∈ B(E) est fortement continue;
iii) pour tous t, s ≥ 0 on a
S(t)S(s) =
t∫
0
[S(τ + s)− S(τ)] dτ .
Remarque 3.1.4 Soit {S(t)}t≥0 ⊂ B(E) un semi-groupe inte´gre´. Pour tout n ∈ IN ,
nous de´signerons par Cn l’ensemble
{x ∈ E | S(.)x ∈ Cn([0,∞); E)}
avec la convention C0 = E .
Alors la proprie´te´ (iii) de la de´finition 3.1.3 peut-eˆtre remplace´e par
S(t)x ∈ C1
et
S ′(r)S(t)x = S(r + t)x− S(r)x , ∀r, t ≥ 0
pour tout x ∈ E .
De plus, nous avons
S(t) : Cn −→ Cn+1 , ∀n ∈ IN et t ≥ 0
et
S ′(t) : Cn −→ Cn , ∀n ∈ IN∗ et t ≥ 0.
Proposition 3.1.5 Soit {S(t)}t≥0 un semi-groupe inte´gre´. Alors:
i) pour tout x ∈ C1 on a
S(r)S ′(t)x = S(r + t)x− S(t)x , ∀r, t ≥ 0;
ii) pour tout x ∈ C1 on a
S ′(t)x = S ′′(0)S(t)x + S ′(0)x , ∀t ≥ 0;
iii) pour tout x ∈ C2 on a
S ′′(0)S(t)x = S(t)S ′′(0)x , ∀t ≥ 0.
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Preuve. i) Soit x ∈ C1 et r, t ≥ 0. Alors
S(r)S ′(t)x =
d
dt
[S(r)S(t)]x =
d
dt
[S(t)S(r)]x =
=
d
dt

 t∫
0
[S(τ + r)− S(τ)]dτ

x = S(t + r)x− S(t)x .
ii) Soit x ∈ C1 et r, t ≥ 0. Alors
S ′′(r)S(t)x =
d
dt
[S ′(r)S(t)x] =
=
d
dt
[S(r + t)x− S(r)x] = S ′(r + t)x− S ′(r)x .
Pour r = 0, il en re´sulte:
S ′′(0)S(t)x = S ′(t)x− S ′(0)x , ∀t ≥ 0,
d’ou` on obtient (ii).
iii) Soit x ∈ C2 et r, t ≥ 0. Alors
S(r)S ′′(t)x =
d
dt
[S(r)S ′(t)]x =
d
dt
[S(r + t)x− S(t)x] =
= S ′(r + t)x− S ′(t)x .
Pour t = 0, il vient
S(r)S ′′(0)x = S ′(r)x− S ′(0)x , ∀r ≥ 0.
Compte tenu de l’e´galite´ (ii), il s’ensuit (iii).
Exemple 3.1.6 Soit {T (t)}t≥0 un semi-groupe de classe C0. Alors la famille {S(t)}t≥0
S(t) =
t∫
0
T (s)ds
est un semi-groupe inte´gre´ sur E .
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Exemple 3.1.7 Soit {T (t)}t≥0 un C0-semi-groupe. Alors la famille {S(t)}t≥0 ⊂ B (E∗)
S(t) =
t∫
0
T ∗(s)ds
est un semi-groupe inte´gre´ sur E∗. En ge´ne´ral, ce semi-groupe n’est pas de classe C0.
De´finition 3.1.8 On appelle espace de´ge´ne´re´ du semi-groupe inte´gre´ {S(t)}t≥0 l’ensemble
N = {x ∈ E | S(t)x = 0 , ∀t ≥ 0}
Remarque 3.1.9 N est un sous-espace ferme´ de C1.
Proposition 3.1.10 Soit {S(t)}t≥0 un semi-groupe inte´gre´ et
N1 =
{
x ∈ C1 ∣∣ S ′(0)x = 0} .
Alors N = N1.
Preuve. Soit x ∈ N . Alors S(t)x = 0, pour tout T ≥ 0. Par conse´quent S ′(t)x = 0,
pour tout t ≥ 0, d’ou` il re´sulte S ′(0)x = 0. Donc x ∈ N1 et, par suite, N ∈ N1.
Soit x ∈ N1. Alors S ′(0)x = 0. De l’e´galite´
S(r)S ′(t)x = S(t + r)x− S(t)x , ∀t, r ≥ 0
on obtient
S(r)S ′(0)x = S(r)x , ∀r ≥ 0.
Il en re´sulte
S(r)x = 0 , ∀r ≥ 0
et on voit que x ∈ N . Par suite N1 ⊂ N .
Finalement, on voit que N = N1.
De´finition 3.1.11 On dit que le semi-groupe inte´gre´ {S(t)}t≥0 est non-de´ge´ne´re´ si
N = {0}. En cas contraire, on dit que {S(t)}t≥0 est un semi-groupe inte´gre´ de´ge´ne´re´.
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Remarque 3.1.12 Le semi-groupe inte´gre´ {S(t)}t≥0 est non-de´ge´ne´re´ si pour tout
t ≥ 0, S(t)x = 0 implique x = 0.
Proposition 3.1.13 Un semi-groupe inte´gre´ {S(t)}t≥0 est non-de´ge´ne´re´ si et seule-
ment si on a S ′(0)x = x pout tout x ∈ C1.
Preuve. =⇒ Soit {S(t)}t≥0 un semi-groupe inte´gre´ non-de´ge´ne´re´. Alors S(t)x = 0
pour tout t ≥ 0, implique x = 0.
Soit x ∈ C1. Avec la proposition 3.1.5 (i), pour tout r, t ≥ 0 on voit que
S(r)S ′(t)x = S(r + t)x− S(t)x
d’ou`, pour t = 0, il s’ensuit
S(r)S ′(0)x = S(r)x , ∀r ≥ 0
ou bien
S(r)[S ′(0)x− x] = 0 , ∀r ≥ 0.
Comme {S(t)}t≥0 est un semi-groupe inte´gre´ non-de´ge´ne´re´, il en re´sulte
S ′(0)x− x = 0
donc
S ′(0)x = x.
⇐= Soit {S(t)}t≥0 un semi-groupe inte´gre´ tel que S(0)x = x, pour tout x ∈ C1. Soit
x ∈ N . Alors S ′(0)x = 0 et, par conse´quent, x = S ′(0)x = 0, d’ou` il s’ensuit que
N = {0}. Il en re´sulte que {S(t)}t≥0 est un semi-groupe inte´gre´ non-de´ge´ne´re´.
The´ore`me 3.1.14 Soit {S(t)}t≥0 un semi-groupe inte´gre´ non-de´ge´ne´re´. Alors {S ′(t)}t≥0
est un C0-semi-groupe sur C1.
Preuve. Pour tout x ∈ C1, l’application
[0,∞) ∋ t 7−→ S ′(t)x ∈ C1
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est continue. Compte tenu de la proposition 3.1.13 on a S ′(0) = I et avec la proposition
3.1.5 (i), on voit que
S ′(r)S ′(t)x = S ′(r + t) , ∀r, t ≥ 0 .
Il en re´sulte que {S ′(t)}t≥0 est un C0-semi-groupe sur C1.
3.2 Le ge´ne´rateur d’un semi-groupe inte´gre´ non-
de´ge´ne´re´
Soit {S(t)}t≥0 un semi-groupe inte´gre´ non-de´ge´ne´re´. Compte tenu des re´sultats de
la section 2.2, nous avons la tentation de conside´rer pour ge´ne´rateur du semi-groupe
inte´gre´ {S(t)}t≥0 un ope´rateur line´aire
A : D(A) ⊂ E −→ E
de´fini par
A = λI −R−1(λ)
ou`
R(λ) = λ
∞∫
0
e−λtS(t)dt .
Malheureusement, l’inte´grale de la partie de droite de l’e´galite´ n’existe pas en ge´ne´ral,
comme on peut le voir dans l’exemple suivant [KH’89, Example 1.2].
Exemple 3.2.1 On conside`re E = l2 et la famille {S(t)}t≥0 d’ope´rateurs line´aires sur
E de´finie par
S(t)(xn)n∈IN∗ =

 t∫
0
eansdsxn


n∈IN∗
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ou`
an = n + 2
n2pii , n ∈ IN∗.
Nous alons montrer que {S(t)}t≥0 est un semi-groupe inte´gre´.
Pour tout t ≥ 0 on a
‖S(t)(xn)n∈IN∗‖2l2 =
∥∥∥∥∥∥

 t∫
0
eansdsxn


n∈IN∗
∥∥∥∥∥∥
2
l2
=
=
∥∥∥∥
(
eant − 1
an
xn
)
n∈IN∗
∥∥∥∥
2
l2
=
∞∑
n=1
∣∣∣∣eant − 1an xn
∣∣∣∣
2
=
=
∞∑
n=1
∣∣∣∣∣∣
e

n+2n
2
pii

t − 1
n + 2n2pii
∣∣∣∣∣∣
2
|xn|2 ≤
∞∑
n=1


∣∣∣ent+2n2piit∣∣∣+ 1
2n2pi


2
|xn|2 ≤
≤
∞∑
n=1
(
ent + 1
2n2
)2
|xn|2 ≤
∞∑
n=1
(
2ent
en2 ln 2
)2
|xn|2 =
=
∞∑
n=1
(
2ent−n
2 ln 2
)2
|xn|2 .
Comme l’application
ϕ : IR −→ IR
ϕ(x) = −(ln 2)x2 + tx
a` un maximum
ϕmax =
t2
4 ln 2
,
il en re´sulte que
‖S(t)(xn)n∈IN∗‖2l2 ≤
(
2e
t2
4 ln 2
)2 ∞∑
n=1
|xn|2 =
=
(
2e
t2
4 ln 2
)2 ∥∥(xn)n∈IN∗∥∥2l2
d’ou`
‖S(t)‖ ≤ 2e t
2
4 ln 2 , ∀t ≥ 0.
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Par conse´quent {S(t)}t≥0 est une famille d’ope´rateurs line´aires borne´s.
Evidemment, l’application
t 7−→ S(t) (δin)
est continue. Comme l’ensemble {(δin)| n ∈ IN} est totale dans l2 et comme {S(t)}t≥0
est uniforme´ment borne´ par rapport a` t sur les intervales compacts de [0,∞), il en
re´sulte que l’application
[0,∞) ∋ t −→ S(t) ∈ B(E)
est fortement continue. De plus S(0) = 0 et pour tous t, s ≥ 0 on a:
S(t)S(s) (xn)n∈IN∗ = S(t)

 s∫
0
eanσdσxn


n∈IN∗
=
= S(t)
(
eans − 1
an
xn
)
=

 t∫
0
eanτ dτ
eans − 1
an
xn


n∈IN∗
=
=

 t∫
0
ean(τ+s) − eanτ
an
dτxn


n∈IN∗
=
=

 t∫
0
[
ean(τ+s) − 1
an
− e
anτ − 1
an
]
dτxn


n∈IN∗
=
=

 t∫
0

 τ+s∫
0
eanu du−
τ∫
0
eanu du

 dτxn


n∈IN∗
=
=
t∫
0



 τ+s∫
0
eanu duxn


n∈IN∗
−

 τ∫
0
eanu duxn


n∈IN∗

 dτ =
=
t∫
0
[S(s + τ)− S(τ)] (xn)n∈IN∗ dτ .
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Par conse´quent {S(t)}t≥0 est un semi-groupe inte´gre´.
Soit maintenant λ ∈ CI. Pour tout x = 1
an
et y = 1
an−λ
on obtient:
〈 α∫
0
e−λtS(t) dt
1
an
,
1
an − λ
〉
=
=
〈 α∫
0
e−λt
t∫
0
eansdsdt
1
an(an − λ)
, 1
〉
=
=
〈 α∫
0
e−λt
eant − 1
an
dt
1
an(an − λ)
, 1
〉
=
=
〈 α∫
0
[
e(an−λ)t − e−λt] dt 1|an|2 (an − λ) , 1
〉
=
=
〈 α∫
0
e(an−λ)tdt
1
|an|2
(
an − λ
) , 1
〉
−
−
〈 α∫
0
e−λtdt
1
|an|2
(
an − λ
) , 1
〉
=
=
〈
e(an−λ)α − 1
an − λ
1
|an|2
(
an − λ
) , 1
〉
−
−
〈 α∫
0
e−λtdt
1
|an|2
(
an − λ
) , 1
〉
=
=
〈
e(an−λ)α
1
|an|2 |an − λ|2
, 1
〉
−
〈
1
|an|2 |an − λ|2
, 1
〉
−
−
〈 α∫
0
e−λtdt
1
|an|2
(
an − λ
) , 1
〉
=
=
∞∑
n=1
e(an−λ)α
1
|an|2 |an − λ|2
−
∞∑
n=1
1
|an|2 |an − λ|2
−
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−
∞∑
n=1
α∫
0
e−λtdt
1
|an|2
(
an − λ
) .
Les dernie`res deux se´ries sont convergentes par rapport a` α → ∞. Pour la premie`re
se´rie, en posant α ∈ IN , on voit que
∞∑
n=1
e(an−λ)α
1
|an|2 |an − λ|2
= e−iImλ
∞∑
n=1
e

n−Reλ+2n
2
pii

α
|an|2 |an − λ|2
,
d’ou` il s’ensuit la divergence de cette se´rie pour n > Re λ. Par conse´quent, pour λ ∈ CI,〈 α∫
0
e−λtS(t) dt
1
an
,
1
an − λ
〉
est divergente par rapport a` α →∞.
Par contraste avec autres caracte´risations des C0-semi-groupes, la proprie´te´ prouve´e
dans le the´ore`me 2.1.9 peut-eˆtre utilise´e dans le cas des semi-groupes inte´gre´s, sans
imposer des conditions supple´mentaires (voir [Th’90, pag. 419]).
De´finition 3.2.2 On appelle ge´ne´rateur d’un semi-groupe inte´gre´ non-de´ge´ne´re´ {S(t)}t≥0 un
ope´rateur line´aire
A : D(A) ⊂ E −→ E
de´fini par: x ∈ D(A) et Ax = y si et seulement si pour tout t ≥ 0 on a
S(t)x− tx =
t∫
0
S(r)ydr .
Remarque 3.2.3 On voit que x ∈ D(A) et Ax = y si et seulement si x ∈ C1 et
S ′(t)x− x = S(t)y , ∀t ≥ 0.
Proposition 3.2.4 Soit A : D(A) ⊂ E −→ E le ge´ne´rateur d’un semi-groupe inte´gre´
non-de´ge´ne´re´ {S(t)}t≥0 . Alors
C2 ⊆ D(A) ⊆ C1
et
Ax = S ′′(0)x , ∀x ∈ C2.
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Preuve. Compte tenu de la remarque 3.2.3, on voit que x ∈ D(A) et Ax = y si et
seulement si x ∈ C1 et
S ′(t)x− x = S(t)y , ∀t ≥ 0.
Avec la proposition 3.1.5 (ii) il vient
S ′′(0)S(t)x + S ′(0)x− x = S(t)y , ∀t ≥ 0.
Comme {S(t)}t≥0 est un semi-groupe inte´gre´ non-de´ge´ne´re´, compte tenu de la propo-
sition 3.1.13, il re´sulte
S ′′(0)S(t)x = S(t)y , ∀t ≥ 0
pour tout x ∈ C1. En utilisant la proposition 3.1.5 (iii), pour tout x ∈ C2 il s’ensuit
que
S(t)S ′′(0)x = S(t)y , ∀t ≥ 0
d’ou`
S(t)[S ′′(0)x− y] = 0 , ∀t ≥ 0.
Par conse´quent
S ′′(0)x = y , ∀x ∈ C2
donc
Ax = S ′′(0)x , ∀x ∈ C2.
Proposition 3.2.5 Soit A : D(A) ⊂ E −→ E le ge´ne´rateur d’un semi-groupe inte´gre´
non-de´ge´ne´re´ {S(t)}t≥0 . Alors A est un ope´rateur ferme´.
Preuve. Soit (xn)n∈IN ⊂ D(A) tel que limn→∞ xn = x et limn→∞Axn = y. Alors:
‖S(s)Axn − S(s)y‖ ≤ ‖S(s)‖ ‖Ax− ny‖ .
Par conse´quent
lim
n→∞
S(s)Axn = S(s)y
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uniforme´ment par rapport a` s ∈ [0, t].
Pour xn ∈ D(A) nous avons
S(t)xn − txn =
t∫
0
S(s)Axnds , ∀t ≥ 0.
Il s’ensuit que
lim
n→∞
[S(t)xn − txn] = lim
n→∞
t∫
0
S(s)Axnds , ∀t ≥ 0
d’ou`
S(t)x− tx =
t∫
0
S(s)yds , ∀t ≥ 0.
Par conse´quent x ∈ D(A) et Ax = y. Donc A est un ope´rateur ferme´.
Proposition 3.2.6 Soit A : D(A) ⊂ E −→ E le ge´ne´rateur d’un semi-groupe inte´gre´
non-de´ge´ne´re´ {S(t)}t≥0 . Alors
S(t) : C1 −→ C2 ⊂ D(A)
et pour tout x ∈ C1 on a
AS(t)x = S ′′(0)S(t)x = S ′(t)x− x , ∀t ≥ 0.
De plus, pour tout x ∈ D(A) on a
AS(t)x = S(t)Ax , ∀t ≥ 0.
Preuve. Avec la proposition 3.2.4 on voit que
S(t) : C1 −→ C2 ⊂ D(A) , ∀t ≥ 0.
Pour tout x ∈ C1 il s’ensuit S(t)x ∈ D(A), pour tout t ≥ 0. En appliquant suc-
cessivement la proposition 3.2.4 et la proposition 3.1.5 (ii), pour tout x ∈ C1 il en
re´sulte:
AS(t)x = S ′′(0)S(t)x = S ′(t)x− S ′(0)x , ∀t ≥ 0.
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Compte tenu de la proposition 3.1.13, il vient
AS(t)x = S ′(t)x− x , ∀t ≥ 0.
De plus, pour x ∈ D(A) avec la proposition 3.2.4 et la proposition 3.1.5 (iii) on obtient
S(t)Ax = S(t)S ′′(0)x = S ′′(0)S(t)x = AS(t)x , ∀t ≥ 0.
Proposition 3.2.7 Soit A : D(A) ⊂ E −→ E le ge´ne´rateur d’un semi-groupe inte´gre´
non-de´ge´ne´re´ {S(t)}t≥0 . Pour tout x ∈ E, on a
t∫
0
S(σ)xdσ ∈ D(A) et
A
t∫
0
S(σ)xdσ = S(t)x− tx , ∀t ≥ 0.
Preuve. Pour tous r, σ ≥ 0 on a
S(r)S(σ) =
r∫
0
[S(τ + σ)− S(τ)]dτ ,
d’ou`
t∫
0
S(r)S(σ)dσ =
t∫
0
r∫
0
[S(τ + σ)− S(τ)]dτdσ
ou bien
S(r)
t∫
0
S(σ)dσ =
r∫
0
t∫
0
[S(τ + σ)− S(τ)]dσdτ .
Par conse´quent, x ∈ E implique
t∫
0
S(σ)xdσ ∈ C1 et
d
dr
S(r)
t∫
0
S(σ)xdσ =
t∫
0
[S(r + σ)− S(r)]xdσ =
=
t∫
0
[S(r + σ)− S(σ) + S(σ)− S(r)]xdσ =
64 3. Semi-groupes inte´gre´s
=
t∫
0
[S(r + σ)− S(σ)]xdσ +
t∫
0
S(σ)xdσ −
t∫
0
S(r)xdσ =
= S(t)S(r)x− tS(r)x +
t∫
0
S(r)xdσ =
= S(r)[S(t)x− tx] +
t∫
0
S(r)xdσ .
Compte tenu de la remarque 3.2.3, on voit que
t∫
0
S(σ)xdσ ∈ D(A) et
A
t∫
0
S(σ)xdσ = S(t)x− tx , ∀t ≥ 0.
Lemme 3.2.8 Soient A : D(A) ⊂ E −→ E le ge´ne´rateur d’un semi-groupe inte´gre´
non-de´ge´ne´re´ {S(t)}t≥0 et
ϕ : [0,∞) −→ E
une application continue telle que
t∫
0
ϕ(s) ds ∈ D(A) , ∀t ≥ 0.
Si
A
t∫
0
ϕ(s) ds = ϕ(t) , ∀t ≥ 0,
alors ϕ(t) = 0, pour tout t ≥ 0.
Preuve. Soient t ≥ 0 et r ∈ [0, t] tel que
r∫
0
ϕ(s) ds ∈ D(A).
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Puisque D(A) ⊂ C1, il s’ensuit que
r∫
0
ϕ(s) ds ∈ C1.
Compte tenu de la remarque 3.2.3, on obtient:
d
dr

S(t− r)
r∫
0
ϕ(s) ds

 =
=
d
dr
[S(t− r)]
r∫
0
ϕ(s) ds + S(t− r) d
dr

 r∫
0
ϕ(s) ds

 =
= −
r∫
0
ϕ(s) ds− S(t− r)A
r∫
0
ϕ(s) ds + S(t− r)ϕ(r) =
= −
r∫
0
ϕ(s) ds− S(t− r)ϕ(r) + S(t− r)ϕ(r) =
= −
r∫
0
ϕ(s) ds .
Par inte´gration par rapport a` r ∈ [0, t], il en re´sulte
t∫
0
d
dr

S(t− r)
r∫
0
ϕ(s) ds

 dr = −
t∫
0
r∫
0
ϕ(s)dsdr
ou bien 
S(t− r)
r∫
0
ϕ(s) ds


∣∣∣∣∣∣
t
0
= −
t∫
0
r∫
0
ϕ(s)dsdr
Par conse´quent
t∫
0
r∫
0
ϕ(s)dsdr = 0
d’ou` il s’ensuit que ϕ(t) = 0 pour tout t ≥ 0.
66 3. Semi-groupes inte´gre´s
The´ore`me 3.2.9 (l’unicite´ de l’engendrement) Soient {S(t)}t≥0 et {U(t)}t≥0 deux
semi-groupes inte´gre´s ayant pour ge´ne´rateur le meˆme ope´rateur line´aire A : D(A) ⊂
E −→ E. Alors pour tout t ≥ 0 on a S(t) = U(t).
Preuve. Pour tout x ∈ E on conside`re l’application
ϕ : [0,∞) −→ E
ϕ(t) = S(t)− U(t)
Compte tenu de la proposition 3.2.7, on obtient
A
t∫
0
ϕ(s) ds = A
t∫
0
S(s)x ds−
t∫
0
U(s)x ds =
= S(t)x− tx− U(t)x + tx = ϕ(t) , ∀t ≥ 0.
Avec le lemme 3.2.8 il s’ensuit
ϕ(t) = 0 , ∀t ≥ 0
d’ou` l’affirmation de l’e´nonce´ en de´coule imme´diatement.
Remarque 3.2.10 La de´finition 3.2.2 peut eˆtre etendue dans le cas des semi-groupe
inte´gre´s de´ge´ne´re´. On appelle ge´ne´rateur d’un semi-groupe inte´gre´ de´ge´ne´re´ {S(t)}t≥0
l’application
A : E −→ 2E
de´finie par: x, y ∈ E et y ∈ Ax si et seulement si
S(t)x− tx =
t∫
0
S(r)y dr , ∀t ≥ 0.
Si on posse
D(A) = {x ∈ E|Ax 6= ∅},
alors x ∈ D(A) et y ∈ Ax si et seulement si x ∈ C1 et
S ′(t)x− x = S(t)y , ∀t ≥ 0.
3.3 Semi-groupes inte´gre´s non-de´ge´ne´re´ exponentiellement borne´s 67
Compte tenu de la de´finition de l’espace non-de´ge´ne´re´, on peut e´tablir un proce´de´ par
lequel le cas des semi-groupe inte´gre´s de´ge´ne´re´s peut-eˆtre re´duit au cas des semi-groupes
inte´gre´s non-de´ge´ne´re´s. Si {S(t)}t≥0 est un semi-groupe inte´gre´ de´ge´ne´re´ ayant pour
ge´ne´rateur l’ope´rateur A et pour l’espace de´ge´ne´re´ l’ensemble N , alors on conside`re
l’espace facteur E/N et les ope´rateurs induits
[S(t)][x] = [S(t)x]
et
[A][x] = {[y] | y ∈ Ax}
ou`
D([A]) = {[x] | x ∈ D(A)}
et
[x] = x +N ∈ E/N , ∀x ∈ E .
On peut prouver (voir [Th’90, pag. 423]) que {[S(t)]}t≥0 est un semi-groupe inte´gre´
non-de´ge´ne´re´ ayant pour ge´ne´rateur l’ope´rateur [A].
3.3 Semi-groupes inte´gre´s non-de´ge´ne´re´ exponen-
tiellement borne´s
Soit {S(t)}t≥0 un semi-groupe inte´gre´.
De´finition 3.3.1 On dit que le semi-groupe inte´gre´ {S(t)}t≥0 est exponentiellement
borne´ s’il existe M ≥ 0 et ω ∈ IR tel que
‖S(t)‖ ≤ Meωt , ∀t ≥ 0.
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Remarque 3.3.2 Il existe des semi-groupes inte´gre´s qui ne sont pas exponentielle-
ment borne´s comme on peut voir dans l’exemple 3.2.1. Pour un semi-groupe inte´gre´
exponentiellement borne´ {S(t)}t≥0 , l’inte´grale de Laplace
R(λ) = λ
∞∫
0
e−λtS(t) dt
existe pour tout λ ∈ Λω. Si, en plus, le semi-groupe est non-de´ge´ne´re´, alors on peut
montrer le the´ore`me suivant (voir [Ar’87], [KH’89], [Ne’88], [Th’90]).
The´ore`me 3.3.3 Soient A : D(A) ⊂ E −→ E un ope´rateur line´aire ferme´ et {S(t)}t≥0 une
famille fortement continue pour laquelle il existe M ≥ 0 et ω ∈ IR tel que
‖S(t)‖ ≤ Meωt , ∀t ≥ 0
et ayant l’espace non-de´ge´ne´re´ N = {0}.
Les affirmations suivantes sont e´quivalentes:
i) la famille {S(t)}t≥0 est un semi-groupe inte´gre´ non-de´ge´ne´re´ exponentiellement borne´
ayant pour ge´ne´rateur l’ope´rateur A;
ii) Λω ⊂ ρ(A) et pour tout λ ∈ Λω on a
R(λ;A) = λ
∞∫
0
e−λtS(t) dt .
Preuve. i)=⇒ ii) Pour tout x ∈ E et tout λ ∈ Λω conside´rons l’application
R(λ)x = λ
∞∫
0
e−λtS(t)x dt .
Compte tenu de la remarque 3.1.4 et de la proposition 3.1.5 (i), nous obtenons:
d
dr
S(r)R(λ)x = λ
∞∫
0
e−λt
d
dr
S(r)S(t)x dt =
= λ
∞∫
0
e−λt [S(r + t)− S(r)]x dt =
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= λ
∞∫
0
e−λt [S(t + r)− S(t)]x dt + λ
∞∫
0
e−λtS(t)x dt− λ
∞∫
0
e−λtS(r)x dt =
= λ
∞∫
0
e−λtS(r)
d
dt
S(t)x dt + R(λ)x− S(r)x =
= λS(r)
∞∫
0
e−λt
d
dt
S(t)x dt + R(λ)x− S(r)x =
= λS(r)

e−λtS(t)x∣∣∞
t=0
+ λ
∞∫
0
e−λtS(t)x dt

+ R(λ)x− S(r)x =
= λS(r)R(λ)x + R(λ)x− S(r)x =
= S(r)[λR(λ)x− x] + R(λ)x .
Par suite
S(t)R(λ)x =
t∫
0
S(r)[λR(λ)x− x] dr + tR(λ)x
Avec la de´finition 3.2.2 on voit que R(λ)x ∈ D(A) et
AR(λ)x = λR(λ)x− x
d’ou`
(λI − A)R(λ)x = x , ∀x ∈ E .
Soit maintenant x ∈ D(A). Alors
S(t)x− tx =
t∫
0
S(r)Ax dr , ∀t ≥ 0.
Compte tenu de la proposition 3.2.6, nous avons
R(λ)Ax = λ
∞∫
0
e−λtS(t)Ax dt =
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= λ
∞∫
0
e−λtAS(t)x dt =
= λ
∞∫
0
e−λt
[
d
dt
S(t)x− x
]
dt =
= λ
∞∫
0
e−λt
d
dt
S(t)x dt− λ
∞∫
0
e−λtx dt =
= λ

e−λtS(t)x∣∣∞
t=0
+ λ
∞∫
0
e−λtS(t)x dt

− x =
= λR(λ)x− x
d’ou` nous obtenons
R(λ)(λI − A)x = x , ∀x ∈ D(A).
Par conse´quent λI − A est un ope´rateur inversible, donc Λω ⊂ ρ(A) et
R(λ;A) = λ
∞∫
0
e−λtS(t) dt .
ii)=⇒ i) Soit A : D(A) ⊂ E −→ E un ope´rateur line´aire ferme´ tel que Λω ⊂ ρ(A) et
pour tout λ ∈ Λω on a
R(λ;A) = λ
∞∫
0
e−λtS(t) dt .
Avec le the´ore`me 3.1.1 on voit que
S(t)S(s) =
t+s∫
t
S(r) dr −
s∫
0
S(r) dr , ∀t, s ≥ 0.
On peut ve´rifier facilement que {S(t)}t≥0 est un semi-groupe inte´gre´ non-de´ge´ne´re´
exponentiellement borne´. Nous allons maintenant montrer que le semi-groupe {S(t)}t≥0
a pour ge´ne´rateur l’ope´rateur A. Soit x ∈ D(A), pour tout λ ∈ Λω nous avons
x = R(λ)(λI − A)x = λR(λ;A)x−R(λ;A)Ax =
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= λ2
∞∫
0
e−λtS(t)x dt− λ
∞∫
0
e−λtS(t)Ax dt =
= λ2
∞∫
0
e−λtS(t)x dt− λ



e−λt
t∫
0
S(s)Ax ds


∣∣∣∣∣∣
∞
t=0
+ λ
∞∫
0
e−λt
t∫
0
S(s)Ax ds

 =
= λ2
∞∫
0
e−λt

S(t)x−
t∫
0
S(s)Ax ds

 dt .
D’autre part
x = λ2
∞∫
0
e−λttx dt .
Par conse´quent, pour tout x ∈ D(A) on obtient
∞∫
0
e−λt

S(t)x−
t∫
0
S(s)Ax ds

 dt =
∞∫
0
e−λttx dt .
Avec le the´ore`me de l’unicite´ de la transforme´e de Laplace [Wi’71, 5.7, cor 7.2], il
vient
S(t)x−
t∫
0
S(s)Ax ds = tx , ∀t ≥ 0.
Il s’ensuit donc que A est le ge´ne´rateur du semi-groupe inte´gre´ {S(t)}t≥0.
3.4 Le the´ore`me de Arendt
Dans la the´orie des semi-groupe inte´gre´, une grande importance revient a` un the´ore`me
de repre´sentation de la transforme´e de Laplace pour une fonction a` valeurs re´elles,
montre´ par Widder en 1934.
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The´ore`me 3.4.1 (Widder) Soient r : Λ0 −→ IR une fonction et M ≥ 0. Les affir-
mations suivantes sont e´quivalentes:
i) r ∈ C(Λ0) et pour tout λ ∈ Λ0 on a
∣∣r(n)(λ)∣∣ ≤ Mn!
(Re λ)n+1
, ∀n ∈ IN ;
ii) il existe une fonction f ∈ L∞[0,∞) avec la proprie´te´ |f(t)| ≤ M pour tout t ≥ 0,
tel que
r(λ) =
∞∫
0
e−λtf(t) dt , ∀λ ∈ Λ0.
La preuve de ce the´ore`me peut-eˆtre trouver dans [Wi’34] ou [Wi’71]. On peut re-
marquer facilement une grande analogie entre le the´ore`me de Widder et le the´ore`me
de Hille-Yosida. En effet, compte tenu de l’e´galite´
R(λ;A)(n) = (−1)nn!R(λ;A)n+1 , ∀n ∈ IN
la relation (ii) du the´ore`me de Hille-Yosida est e´quivalente avec
∥∥R(λ;A)(n)∥∥ ≤ Mn!
(Re λ− ω)n+1 , ∀n ∈ IN.
Malheureusement, en 1960 Zaidman a prouve´ que c’est impossible d’etendre le the´ore`me
de Widder aux fonctions a` valeurs dans un espace de Banach arbitraire [Za’60]. Arendt
a prouve´ dans [Ar’87, pag. 329] une version ”inte´gre´” du the´ore`me de Widder pour
fonctions a` valeurs dans un espace de Banach.
The´ore`me 3.4.2 (Widder-Arendt) Soient E un espace de Banach, a > 0, R :
Λa −→ E une fonction, M ≥ 0 et ω ∈ (−∞, a]. Les affirmations suivantes sont
e´quivalentes:
i) R ∈ C∞ (Λa, E) et pour tout λ ∈ Λa on a
∥∥R(λ)(n)∥∥ ≤ Mn!
(Re λ− ω)n+1 , ∀n ∈ IN ;
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ii) il existe une fonction F : [0,∞) −→ E avec les proprie´te´s
F (0) = 0
et
‖F (t + h)− F (t)‖ ≤ Meω(t+h)h , ∀t, h ≥ 0,
tel que pour tout λ ∈ Λa on a
R(λ) = λ
∞∫
0
e−λtF (t) dt .
Preuve. i)=⇒ii) Pour x∗ ∈ E∗ nous conside´rons l’application
r : Λ0 −→ IR
r(µ) = 〈R(µ + a), x∗〉
Alors pour tout µ ∈ Λ0 on obtient∣∣r(µ)(n)∣∣ ≤ ∥∥R(µ + a)(n)∥∥ ‖x∗‖E∗ ≤
≤ Mn!
[Re (µ + a)− ω]n+1 ‖x
∗‖E∗ ≤
≤ Mn!
(Re µ)n+1
‖x∗‖E∗ , ∀n ∈ IN.
Avec le the´ore`me 3.4.1 on voit qu’il existe une fonction g(., x∗) ∈ L∞[0,∞) (qui de´pend
de x∗) avec la proprie´te´
‖g (t, x∗)‖L∞[0,∞) ≤ M ‖x∗‖E∗ , ∀t ≥ 0
tel que
r(µ) =
∞∫
0
e−µtg (t, x∗) dt , ∀µ ∈ Λ0.
Pour tout ω ∈ (−∞, a] conside´rons l’application
pω : Λω −→ IR
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pω(λ) = r(λ− ω) .
Alors, pour tout λ ∈ Λω on obtient
pω(λ) = r(λ− ω) =
∞∫
0
e−(λ−ω)tg (t, x∗) dt =
=
∞∫
0
e−λteωtg (t, x∗) dt
et en posant
f (t, x∗) = eωtg (t, x∗) dt , t ≥ 0
il en re´sulte que
pω(λ) =
∞∫
0
e−λtf (t, x∗) dt , ∀λ ∈ Λω.
De plus, f(., x∗) ∈ L∞[0,∞) et
‖f (t, x∗)‖L∞[0,∞) ≤ Meωt ‖x∗‖E∗ , ∀t ≥ 0.
De´finissons l’application
F (., x∗) : [0,∞) −→ IR
F (t, x∗) =
t∫
0
f (s, x∗) ds .
Il s’ensuit que F (0, x∗) = 0, pour tout x∗ ∈ E∗. De plus
pω(λ) =
∞∫
0
e−λtf (t, x∗) dt =
∞∫
0
e−λt
d
dt
F (t, x∗) dt =
= e−λtF (t, x∗)
∣∣∞
t=0
+ λ
∞∫
0
e−λtF (t, x∗) dt =
= λ
∞∫
0
e−λtF (t, x∗) dt .
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Comme F (., x∗) est une application continue, avec le the´ore`me de l’unicite´ de la trans-
forme´e de Laplace [Wi’71, 5.7, cor.7.2] il en re´sulte que F (., x∗) est une application
line´aire par rapport a` x∗ ∈ E∗. De plus, pour tout x∗ ∈ E∗ et pour tous t, h ≥ 0 nous
obtenons:
|F (t + h, x∗)− F (t, x∗)| =
=
∣∣∣∣∣∣
t+h∫
0
f (s, x∗) ds−
t∫
0
f (s, x∗) ds
∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
t+h∫
t
f (s, x∗) ds
∣∣∣∣∣∣ ≤
t+h∫
t
|f (s, x∗)| ds ≤
≤
t+h∫
t
‖f (s, x∗)‖L∞[0,∞) ds ≤ M
t+h∫
t
eωt ds ‖x∗‖E∗ ≤
≤ M sup
s∈[t,t+h]
eωth ‖x∗‖E∗ = Meω(t+h)h ‖x∗‖E∗ .
Par conse´quent, pour tout t ≥ 0, il existe F (t) ∈ E∗∗ tel que
F (t, x∗) = 〈F (t), x∗〉 , ∀x∗ ∈ E∗.
Donc pour tout λ ∈ Λa et tout x∗ ∈ E∗ on voit que pa(λ) = r(λ − a) d’ou` il s’ensuit
que
〈R(λ), x∗〉 = λ
∞∫
0
e−λt 〈F (t), x∗〉 dt .
Par conse´quent
R(λ) = λ
∞∫
0
e−λtF (t) dt , ∀λ ∈ Λa,
ou` F (t) ∈ E∗∗, pour tout t ≥ 0.
Pour montrer (ii), il est suffisant de prouver que F (t) ∈ E , pour tout t ≥ 0. Pour cela,
on peut indentifier l’espace E par un sous-espace ferme´ de E∗∗, en utilisant l’inclusion
canonique
E ∋ x 7−→ ix ∈ E∗∗
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ix (y
∗) = y∗(x) , ∀y∗ ∈ E∗.
Soit
Φ : E∗∗ −→ E∗∗/E
Pour tout λ ∈ Λa, on obtient R(λ) ∈ E . Par conse´quent
0 = Φ
(
R(λ)
λ
)
=
∞∫
0
e−λtΦ(F (t)) dt , ∀λ ∈ Λa.
Avec le the´ore`me de l’unicite´ de la transforme´e de Laplace il en re´sulte
Φ(F (t)) = 0 , ∀t ≥ 0.
Il s’ensuit que F (t) ∈ E , pour tout t ≥ 0. De plus, de l’e´galite´ F (0, x∗) = 0 il en re´sulte
F (0) = 0 et comme
|F (t + h, x∗)− F (t, x∗)| ≤ Meω(t+h)h ‖x∗‖E∗
on obtient
‖F (t + h)− F (t)‖ ≤ Meω(t+h)h , ∀t, h ≥ 0.
ii)=⇒i) Pour tout x∗ ∈ E∗ conside´rons l’application
f : [0,∞) −→ IR
f(t) = 〈F (t), x∗〉 .
Alors pour tout λ ∈ Λa, on obtient
〈R(λ), x∗〉 = λ
∞∫
0
e−λt 〈F (t), x∗〉 dt =
= λ
∞∫
0
e−λtf(t) dt .
De plus, pour tous t, h ≥ 0 on a
|f(t + h)− f(t)| = |〈F (t + h)− F (t), x∗〉| ≤
≤ ‖F (t + h)− F (t)‖ ‖x∗‖E∗ ≤ Meω(t+h)h ‖x∗‖E∗ .
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Par conse´quent f est une application de´rivable p.p. et on a
|f ′(t)| ≤ Meωt ‖x∗‖E∗ , ∀t ≥ 0.
De plus
〈R(λ), x∗〉 = λ
∞∫
0
e−λtf(t) dt =
∞∫
0
(−e−λt)′ f(t) dt =
= −e−λtf(t)∣∣∞
t=0
+
∞∫
0
e−λtf
′
(t) dt =
∞∫
0
e−λtf
′
(t) dt .
Compte tenu de l’e´galite´
〈
d
dλ
R(λ), x∗
〉
= −
∞∫
0
te−λtf
′
(t) dt ,
par re´currence on obtient
〈
R(n)(λ), x∗
〉
= (−1)n
∞∫
0
tne−λtf
′
(t) dt , ∀n ∈ IN.
Par conse´quent, on a
∣∣〈R(n)(λ), x∗〉∣∣ ≤
∞∫
0
tne−ReλtMeωt ‖x∗‖E∗ dt =
= M ‖x∗‖E∗
∞∫
0
tne−(Reλ−ω)t dt =
= M ‖x∗‖E∗
n
Re λ− ω
∞∫
0
tn−1e−(Reλ−ω)t dt = . . .
. . . = M ‖x∗‖E∗
n!
(Re λ− ω)n+1
d’ou` il vient ∥∥R(n)(λ)∥∥ ≤ Mn!
(Re λ− ω)n+1 , ∀n ∈ IN.
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Cette version ”inte´gre´” du the´ore`me de Widder de´crite dans le the´ore`me 3.4.2
conduit a` une caracte´risation comple`te du ge´ne´rateur d’un semi-groupe inte´gre´ non-
de´ge´ne´re´. Le the´ore`me suivant, connu sous le nom de the´ore`me de Arendt [Ar’87],
[Hi’91-1], [MPV’97], [XL’96], a la meˆme importance pour les semi-groupes inte´gre´s
que le the´ore`me de Hille-Yosida pour les semi-groupes de classe C0. Nous avons obtenu
une preuve presque e´le´mentaire du the´ore`me de Arendt en utilisant l’approximation
ge´ne´ralise´e de Yosida et une ide´e de Bobrowski [Bo’94].
The´ore`me 3.4.3 (Arendt) Un ope´rateur line´aire
A : D(A) ⊂ E −→ E
est le ge´ne´rateur d’un semi-groupe inte´gre´ non-de´ge´ne´re´ {S(t)}t≥0 pour lequel il existe
M ≥ 0 et ω ∈ IR tel que
‖S(t + h)− S(t)‖ ≤ Meω(t+h)h , ∀t, h ≥ 0
si et seulement si
i) A est un ope´rateur ferme´;
ii) il existe a ≥ max{0, ω} tel que Λa ⊂ ρ(A) et pour tout λ ∈ Λa on a
‖R(λ;A)n‖ ≤ M
(Re λ− ω)n , ∀n ∈ IN
∗.
Preuve. =⇒ Soit
A : D(A) ⊂ E −→ E
le ge´ne´rateur d’un semi-groupe inte´gre´ non-de´ge´ne´re´ {S(t)}t≥0 pour lequel il existe
M ≥ 0 et ω ∈ IR tel que
‖S(t + h)− S(t)‖ ≤ Meω(t+h)h , ∀t, h ≥ 0
Avec la proposition 3.2.5 on voit que A est un ope´rateur ferme´. Dans l’ine´galite´
pre´ce´dente on peut prendre t = 0. Il s’ensuit que
‖S(h)‖ ≤ Meωth ≤ Me(ω+1)h , ∀h ≥ 0.
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Par conse´quent, il existe a = max{ω + 1, 0} ≥ max{ω, 0} tel que
‖S(h)‖ ≤ Meah , ∀h ≥ 0.
Avec le the´ore`me 3.3.3 on voit que Λa ⊂ ρ(A) et pour tout λ ∈ Λa on obtient
R(λ;A) = λ
∞∫
0
e−λtS(t) dt .
Compte tenu du the´ore`me 3.4.2, il s’ensuit donc que
∥∥R(n)(λ;A)∥∥ ≤ Mn!
(Re λ− ω)n+1 , ∀n ∈ IN.
Pour tout λ ∈ ρ(A) et tout n ∈ IN on a
R(n)(λ;A) = (−1)nn!R(λ;A)n+1 .
Par suite, on a:
∥∥(−1)nn!R(λ;A)n+1∥∥ ≤ Mn!
(Re λ− ω)n+1 , ∀n ∈ IN
d’ou`
‖R(λ;A)n‖ ≤ M
(Re λ− ω)n , ∀n ∈ IN
∗.
⇐= Soit {Aν}ν∈Λa l’approximation ge´ne´ralise´e de Yosida de l’ope´rateurA et
{
Aν,D(A)
}
ν∈Λa
l’approximation ge´ne´ralise´e de Yosida de l’ope´rateur AD(A) (la partie de A dans D(A)),
ou`
Aν,D(A) = Aν
/
D(A)
Avec le the´ore`me 2.4.5, on de´duit que la partie de A dans D(A) est le ge´ne´rateur d’un
C0-semi-groupe {T (t)}t≥0 ⊂ B
(
D(A)
)
avec la proprie´te´
T (t)x = lim
Reν→∞
eAν,D(A)tx , ∀x ∈ D(A)
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uniforme´ment par rapport a` t sur les intervalles compacts de [0,∞). Soit λ ∈ CI tel
que Re λ > a + ε, avec ε > 0 arbitrairement fixe´. Avec le the´ore`me 2.3.5 on voit qu’il
existe µ ∈ Λa tel que λ ∈ ρ(Aµ), λµλ+µ ∈ ρ(A) et
R (λ;Aµ) =
1
λ + µ
I +
(
µ
λ + µ
)2
R
(
λµ
λ + µ
;A
)
.
Alors pour tout x ∈ D(A) nous de´finissons
Sµ(t)x =
t∫
0
eAµsx ds
et nous avons
Sµ(t)x =
t∫
0
eAµsx ds = R (λ;Aµ) (λI − Aµ)
t∫
0
eAµsx ds =
= R (λ;Aµ)λ
t∫
0
eAµsx ds−R (λ;Aµ)Aµ
t∫
0
eAµsx ds =
=
[
1
λ + µ
I +
(
µ
λ + µ
)2
R
(
λµ
λ + µ
;A
)]
λ
t∫
0
eAµsx ds−
−
[
1
λ + µ
I +
(
µ
λ + µ
)2
R
(
λµ
λ + µ
;A
)]
eAµsx
∣∣∣∣∣
t
s=0
=
=
λ
λ + µ
t∫
0
eAµsx ds +
(
µ
λ + µ
)2
λR
(
λµ
λ + µ
;A
) t∫
0
eAµsx ds−
−
[
1
λ + µ
I +
(
µ
λ + µ
)2
R
(
λµ
λ + µ
;A
)](
eAµtx− x) =
=
λ
λ + µ
t∫
0
eAµsx ds +
(
µ
λ + µ
)2
λR
(
λµ
λ + µ
;A
) t∫
0
eAµsx ds−
3.4 Le the´ore`me de Arendt 81
− 1
λ + µ
eAµtx−
(
µ
λ + µ
)2
R
(
λµ
λ + µ
;A
)
eAµtx+
+
1
λ + µ
x +
(
µ
λ + µ
)2
R
(
λµ
λ + µ
;A
)
x =
=
λ
λ + µ
t∫
0
eAµsx ds +
(
µ
λ + µ
)2
λ
t∫
0
eAµsR
(
λµ
λ + µ
;A
)
x ds−
− 1
λ + µ
eAµtx−
(
µ
λ + µ
)2
eAµtR
(
λµ
λ + µ
;A
)
x+
+
1
λ + µ
x +
(
µ
λ + µ
)2
R
(
λµ
λ + µ
;A
)
x
compte tenu de l’e´galite´
R(α;A)Aβ = AβR(α;A) , ∀α, β ∈ Λa.
Comme ∥∥eAµs∥∥ = ∥∥∥e(µ2R(µ;A)−µI)s∥∥∥ = ∥∥∥e−µsIeµ2sR(µ;A)∥∥∥ ≤
≤ e−Reµs
∥∥∥∥∥
∞∑
k=0
skµ2kR(µ;A)k
k!
∥∥∥∥∥ ≤ e−Reµs
∞∑
k=o
sk|µ|2k
∥∥∥R(µ;A)k∥∥∥
k!
≤
≤ e−Reµs
∞∑
k=0
sk|µ|2kM
k!(Reµ− ω)k = Me
−Reµs
∞∑
k=0
(
s|µ|2
Reµ−ω
)k
k!
=
= Me−Reµse
s|µ|2
Reµ−ω = Me
ωReµ+Im2µ
Reµ−ω
s
,
on peut de´finir la famille {S(t)}t≥0 ou`
S(t)x = lim
Reµ→∞
Sµ(t)x = λ
t∫
0
T (s)R(λ;A)x ds− T (t)R(λ;A)x + R(λ;A)x ,
pour tout t ≥ 0 et x ∈ E . Comme {T (t)}t≥0 est un C0-semi-groupe, il en re´sulte que
la famille {S(t)}t≥0 est fortement continue. De plus, pour tout µ ∈ Λa, tout x ∈ E et
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tous s, t ≥ 0 on obtient:
Sµ(s)Sµ(t)x =
s∫
0
eAµuSµ(t)x du =
s∫
0
eAµu
t∫
0
eAµvx dv du =
=
s∫
0
t∫
0
eAµ(u+v)x dv du =
s∫
0
u+t∫
u
eAµrx dr du =
=
s∫
0
u+t∫
0
eAµrx dr du−
s∫
0
u∫
0
eAµrx dr du =
=
s∫
0
Sµ(u + t) du−
s∫
0
Sµ(u) du =
=
s∫
0
[Sµ(u + t)− Sµ(u)] x du .
Par passage a` la limite pour Re µ →∞ il s’ensuit que
S(s)S(t)x =
s∫
0
[S(u + t)− S(u)]x du
pour tout x ∈ E et tous s, t ≥ 0. Comme S(0) = 0, avec la de´finition 3.1.3 on de´duit
que la famille {S(t)}t≥0 est un semi-groupe inte´gre´. De plus, pour tous t, h ≥ 0 on
obtient
‖S(t + h)− S(t)‖ = lim
Reµ→∞
∥∥∥∥∥∥
t+h∫
0
eAµs ds−
t∫
0
eAµs ds
∥∥∥∥∥∥ =
= lim
Reµ→∞
∥∥∥∥∥∥
t+h∫
t
eAµs ds
∥∥∥∥∥∥ ≤ limReµ→∞
t+h∫
t
∥∥eAµs∥∥ ds ≤
≤ lim
Reµ→∞
t+h∫
t
Me
ωReµ+Im2µ
Reµ−ω
s
ds ≤
≤ lim
Reµ→∞
Me
ωReµ+Im2µ
Reµ−ω
(t+h)
h = Meω(t+h)h .
Chapitre 4
Ge´ne´rateurs essentiels sur un
espace localement convexe
4.1 C0-semi-groupes sur les espaces localement con-
vexes
La the´orie des semi-groupes de classe C0 a e´te´ e´tendue du cadre des espaces de Banach
au cadre plus ge´ne´ral des espaces localement convexes dans le travaux de Schwartz
[Sch’58],Miyadera [Mi’59],Komatsu [Ko’64],Yosida [Yo’71],Ko˜mura [Ko˜’68],
O˜uchi [O˜u’72], Babalola [Ba’74], Dembart [De’74], etc. Dans la suite, nous
noterons par (X , β) un espace localement convexe se´pare´ et par B(X ) l’ensemble
des ope´rateurs line´aires continus sur X . Puisque (X , β) n’est pas ne´cessairement
me´trisable, on dit qu’une familleM⊂ B(X ) est e´quicontinue si pour tout semi-norme
p continue sur X , il existe une semi-norme q continue sur X tel que
p(Tx) ≤ q(x)
pour tout T ∈ M et tout x ∈ X (voir [Ko˜’68, p.259]). En accord avec [Yo’71,
Definiton, p.234] on a
De´finition 4.1.1 On dit qu’une famille d’ope´rateurs line´aires {T (t)}t≥0 ⊂ B(X ) est
un C0-semi-groupe si elle satisfait les proprie´te´s suivantes:
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(i) T (0) = I;
(ii) T (t + s) = T (t)T (s) pour tous t, s ≥ 0;
(iii) l’application [0,∞) ∋ t 7−→ T (t)x ∈ X est continue pour tout x ∈ X ;
(iv) pour ω ∈ IR, la famille {e−ωtT (t)}t≥0 est e´quicontinue.
Le ge´ne´rateur infinite´simal L de C0-semi-groupe {T (t)}t≥0 est de´fini sur l’ensemble
D(L) =
{
x ∈ X
∣∣∣∣ limtց0 T (t)x− xt existe par rapport a` β
}
par
Lx = lim
tց0
T (t)x− x
t
, ∀x ∈ D(L).
Il est bien connu le fait que si, en plus, (X , β) est se´quentiellement complet, alors L
est un ope´rateur a` un domaine dense (voir [Yo’71, Theorem 1, p.237]), ferme´ (voir
[Yo’71, Corollary 3, p.241]) et sa re´solvante
R(λ;L)x =
∞∫
0
e−λtT (t)x dx , λ > ω, x ∈ X
est continue sur X (voir [Yo’71, Theorem 1, p.240]).
Il faut remarquer le comportement spe´cial des semi-groupes adjoints. Soient Y = X ∗ le
dual topologique de (X , β) et {T (t)}t≥0 un semi-groupe de classe C0 sur X . Son adjoint
{T ∗(t)}t≥0 n’est pas en ge´ne´ral un C0-semi-groupe sur l’espace dual Y par rapport a` la
topologie forte duale β(Y ,X ) (voir [Yo’71, Proposition 1, p.195]). Soit L′ le ge´ne´rateur
infinite´simal du semi-groupe {T ∗(t)}t≥0 re´latif a` la topologie ∗-faible σ(Y ,X ). Si X
est se´quentielement complet, le ge´ne´rateur du C0-semi-groupe {T (t)}t≥0 a le domaine
D(L) dense dans X . Par conse´quent, l’adjoint L∗ de L est uniquement de´termine´ tel
que
〈Lx, x∗〉 = 〈x,L∗x∗〉 , ∀x ∈ D(L) et x∗ ∈ D (L∗) .
On sait que L∗ est ferme´ par rapport a` la topologie σ(Y ,X ), et si X est un espace
localement convexe se´quentiellement complet, alors L′ = L∗ (voir [Ko˜’68, Proposition
2.1, p.263]).
Le re´sultat le plus important concernant les semi-goupes adjoints est le ce´le`bre the´ore`me
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de Phillips ([Yo’71, Theorem, p.273]). Si X et Y sont des espaces localement convexes
se´quentiellement complets, alors {T ∗(t)}t≥0 est un C0-semi-groupe sur la fermeture Y+
du domaine D(L∗) de l’ope´rateur adjoint L∗ par rapport a` la topologie forte de l’espace
dual. De plus, le ge´ne´rateur de {T ∗(t)}t≥0 restreint a` Y+ co¨ıncide avec la restriction
de l’ope´rateur L∗ a` l’ensemble {y ∈ D(L∗) | L∗y ∈ Y+}.
Si X est un espace reflexif, alors Y+ = Y et le the´ore`me de Phillips s’applique tre`s
facilement. Autrement, la caracte´risation du domaine D(L∗) et de sa fermeture Y+
devie´nnent une proble`me tre`s difficile dans le cas des exemples concrets.
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Dans les applications le domaine du ge´ne´rateur L est souvent difficile a` de´crire et pour
ce motif on pre´fe`re travailler sur un sous-espace D ⊂ D(L) bien choisi (voir [Da’80,
p.7]).
De´finition 4.2.1 On dit que D ⊂ D(L) est un core du ge´ne´rateur L si pour tout
f ∈ D(L), il existe une suite fn ∈ D telle que
lim
n→∞
fn = f et lim
n→∞
Lfn = Lf.
On remarque que D est un core pour ge´ne´rateur L si D est dense dans D(L) par
rapport a` la topologie du graphe du L induite par la topologie β ou, e´quivalent, si
L/D = L, c’est-a`-dire L co¨ıncide avec la restriction de la fermeture de L a` D (voir
[EK’86, p.16]). Il n’est pas tre`s facile de de´terminer sous quelles conditions un sous-
espace donne´ D ⊂ D(L) est un core pour L, mais le crite`re suivant est utile quand le
semi-groupe {T (t)}t≥0 est donne´ explicitement. Ce re´sultat est bien connu dans le cas
des espaces de Banach, mais les preuves donne´es par Arendt [Ar’86, Corollary 1.34,
p.47] ou Davies [Da’80, Theorem 1.9, p.8] utilisent en grande mesure la structure
d’espace de Banach.
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Proposition 4.2.2 Soit {T (t)}t≥0 un C0-semi-groupe ayant pour ge´ne´rateur l’ope´rateur
L. Supposons que D est un sous-espace de D(L), dense dans (X , β). Si T (t)D ⊂ D,
alors D est un core pour L.
Preuve. Nous pre´senterons une preuve e´le´mentaire suivant de pre`s [Wu’01,
Lemma 3.5, p.68]. Soit λ > ω arbitrairement fixe´, ou` ω est choisi tel que la famille
{e−ωtT (t)} soit e´quicontinue. Soit A = L/D la restriction de l’ope´rateur L a` D. Nous
allons montrer que (λI − A)(D) est dense dans (X , β). Pour cela, compte tenu du
the´ore`me de Hahn-Banach ([Ga’81, Consecint¸a 2, p.281]), il est suffisant de prouver
que si y0 ∈ Y satisfait l’e´galite´
〈(λI − A)x, y0〉 = 0 , ∀x ∈ D,
alors y0 = 0. En effet, si on fixe un tel y0, alors pour tout x ∈ D ⊂ D(L) et tout t ≥ 0
on a:
d
dt
〈
x, e−λtT ∗(t)y0
〉
=
d
dt
〈
e−λtT (t)x, y0
〉
=
=
〈−λe−λtT (t)x + e−λtLT (t)x, y0〉 =
=
〈
(−λI + L)e−λtT (t)x, y0
〉
= 0
parce que e−λtT (t)x ∈ D compte tenu de l’hypothe`se. Il s’ensuit que 〈x, e−λtT ∗(t)y0〉
est une constante. D’autre part, nous avons
e−λtT ∗(t)y0 −→ 0
par rapport a` la topologie σ(Y ,X ) pour t →∞. Par conse´quent
〈
x, e−λtT ∗(t)y0
〉
= 0, , ∀t ≥ 0 et x ∈ D.
Puisque D est dense dans (X , β), on de´duit que y0 = 0.
Il s’ensuit que pour tout x ∈ D(L), il existe une famille dirige´e (x)α ⊂ D telle que
(λI − A)xα −→ (λI − L)x .
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Compte tenu de la continuite´ de la re´solvante, on voit que
xα = R(λ;L)[(λI − A)xα] −→ R(λ;L)(λI − L)x = x
et de la continuite´ de l’ope´rateur
LR(λ;L) = λR(λ;L)− I
on obtient
Lxα = LR(λ;L)[(λI − A)xα] −→ LR(λ;L)[(λI − L)x] = Lx.
Par conse´quent la fermeture de A est L.
Il est tre`s important savoir quels sous-espaces de D(L) de´terminent le semi-groupe de
fac¸on unique. Plus pre´cise´ment, ce proble`me peut-eˆtre formule´ de la manie`re suivante:
soit D un sous-espace de D(L) et conside´rons la restriction A de L a` D. Dans lesquelles
conditions sur D, L est l’unique extension de A qui est un ge´ne´rateur? Dans la suite
nous rapellerons quelques re´sultats bien connus pour les calibrations. Une calibration
pour un espace localement convexe (X , β) est une famille Γ de semi-normes continues
qui engendre la topologie β sur X . Une famille de ce type a e´te´ utilise´e par Fattorini
[Fa’68], Moore [Mo’69], Chilana [Ch’70], Choe [Ch’85] et autres.
Soit p ∈ Γ. Un ope´rateur line´aire T dans X s’appelle p-continu si
p˜(T ) := sup
p(x)≤1
p(Tx) < ∞
et s’appelle Γ-continu s’il est p-continu pour tout p ∈ Γ. On dit que T est Γ-fini si
‖T‖Γ := sup
p∈Γ
p˜(T ) < ∞ .
De plus, si ‖T‖Γ ≤ 1, alors on dit que T est une Γ-contraction.
Le re´sultat suivant obtenu par Moore [Mo’69, Theorem 4, p. 70], donne une tre`s
jolie caracte´risation des semi-groupes e´quicontinus.
Lemme 4.2.3 Un semi-groupe F est e´quicontinu sur X si et seulement s’il existe une
calibration Γ pour X telle que F est un semi-groupe de Γ-contractions.
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Enfin, le re´sultat suivant de Choe [Ch’85, Corollary 5.4, p. 312], est tre`s important
pour la preuve de notre the´ore`me suivant.
Lemme 4.2.4 Soit Γ une calibration pour l’espace localement convexe (X , β). Si A
est le ge´ne´rateur d’un C0-semi-groupe sur X et B est un ope´rateur line´aire Γ-fini dans
X , alors A + B est le ge´ne´rateur d’un C0-semi-groupe sur X .
Revenons maintenant a` notre devoir. Le the´ore`me suivant (voir [LW’06]) qui est tre`s
bien connu dans le cas des espaces de Banach (voir [Ar’86, Theorem 1.33, p. 46]) est
le re´sultat le plus important de notre the`se.
The´ore`me 4.2.5 Soient (X , β) un espace localement convexe se´pare´ se´quentiellement
complet, {T (t)}t≥0 un C0-semi-groupe sur X ayant pour ge´ne´rateur l’ope´rateur L et D
un sous-espace de D(L). Conside´rons la restriction A de L a` D. Si D n’est pas un
core de L, alors il existe un nombre infini d’extensions de A qui sont des ge´ne´rateurs.
Preuve. On conside`re l’espace D(L) dote´ de la topologie βL du graphe de L induite
par la topologie β. Si, par contre, D n’est pas un core de L, alors D n’est pas dense
dans D(L) par rapport a` la topologie du graphe βL. Avec le the´ore`me de Hahn-Banach
on voit qu’il existe une fonctionnelle line´aire non-nulle φ continue sur D(L) par rapport
a` la topologie du graphe βL tel que φ(x) = 0 pour tout x ∈ D. On fixe u ∈ D(L),
u 6= 0, nous conside´rons l’ope´rateur line´aire
C : D(L) −→ D(L)
Cx = φ(x)u , ∀x ∈ D(L).
Alors C est βL-continu (c’est-a`-dire continu par rapport a` la topologie du graphe βL)
sur D(L). Il faut remarquer que C est βL-continu si et seulement si pour un (ou pour
tout) λ0 ∈ ρ(L),
C˜ := (λ0I − L)CR(λ0;L)
est β-continu sur X .
Soit Θ = CR(λ0;L). Puisque pour tout x ∈ X nous avons
Θx = CR(λ0;L)x = φ (R(λ0;L)x) u
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Θ2x = Θ(Θx) = φ (R(λ0;L)Θx)u = φ (R(λ0;L)φ (R(λ0;L)x)u)u =
= φ (R(λ0;L)x)φ (R(λ0;L)u) u ,
et
Θnx = φ (R(λ0;L)x)φn−1 (R(λ0;L)u)u
quelque soit n ∈ IN∗, on voit que la famille{
[CR(λ0;L)]n
|φ (R(λ0;L)u)|n−1
}
n∈IN∗
est e´quicontinue. On peut prendre u ∈ D(L), u 6= 0 tel que
|φ (R(λ0;L)u)| < 1 .
Par conse´quent l’ope´rateur line´aire U = I − CR(λ0;L) est inversible et U et U−1 sont
β-continus sur X . De plus, comme dans la preuve du [Ar’86, Theorem 1.31, p. 45],
on a
U
(
L+ C˜
)
U−1 = U
(
L − λ0I + λ0I + C˜
)
U−1 =
= U
(
L − λ0I + C˜
)
U−1 + λ0I =
= U (L − λ0I + (λ0I − L)CR(λ0;L))U−1 + λ0I =
= U (L − λ0I) (I − CR(λ0;L))U−1 + λ0I =
= U (L − λ0I) + λ0I =
= [I − CR(λ0;L)] (L − λ0I) + λ0I =
= L − λ0I + C + λ0I = L+ C .
Maintenant il reste a` prouver que L + C˜ est le ge´ne´rateur d’un C0-semi-groupe sur
(X , β). Puisque {T (t)}t≥0 est un C0-semi-groupe sur X , il existe ω ≥ 0 tel que la
famille {e−ωtT (t)}t≥0 est e´quicontinue. En utilisant le lemme 5.5.1, on voit qu’il existe
une calibration Γ pour (X , β) telle que
∥∥e−ωtT (t)∥∥
Γ
≤ 1 , ∀t ≥ 0.
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Pour tout p ∈ Γ conside´rons
pˆ(x) = sup
t≥0
[
p
(
e−ωtT (t)x
)
+
∣∣φ (R(λ0;L)e−ωtT (t)x)∣∣] , ∀x ∈ X .
Comme pˆ ≥ p et pˆ est continue, il s’ensuit que la famille Γˆ = {pˆ | p ∈ Γ} est une
nouvelle calibration pour (X , β). Conside´rons maintenant la Γˆ-norme∥∥∥C˜∥∥∥
Γˆ
= sup
pˆ∈Γˆ
sup
pˆ(x)≤1
pˆ
(
C˜x
)
et prouvons que C˜ est Γˆ-fini, c’est-a`-dire∥∥∥C˜∥∥∥
Γˆ
< ∞ .
Soit x ∈ X . Alors nous avons
C˜x = (λ0I − L)CR(λ0;L)x = (λ0I − L)φ (R(λ0;L)x)u =
= φ (R(λ0;L)x) (λ0I − L)u = φ (R(λ0;L)x) v
ou` nous avons note´ (λ0I − L)u = v. Donc
pˆ
(
C˜x
)
= pˆ (φ (R(λ0;L)x) v) = |φ (R(λ0;L)x)| pˆ(v)
≤ [p(x) + |φ (R(λ0;L)x)|] pˆ(v) ≤ pˆ(x)pˆ(v) .
Par conse´quent
sup
pˆ(x)≤1
pˆ
(
C˜x
)
≤ sup
pˆ(x)≤1
pˆ(x)pˆ(v) ≤ pˆ(v) .
Il s’ensuit que
∥∥∥C˜∥∥∥
Γˆ
< pˆ(v), c’est-a`-dire C˜ est Γˆ-fini. Avec le lemme 5.5.2 on voit que
L+ C˜ est le ge´ne´rateur d’un C0-semi-groupe
{
S˜(t)
}
t≥0
. Par conse´quent
S(t) = US˜(t)U−1
est un C0-semi-groupe ayant pour ge´ne´rateur l’ope´rateur L+C et L+C/D = L/D. Il
est e´vident que par cette me´thode on peut construire un nombre infini de ge´ne´rateurs.
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4.3 C0-semi-groupes sur le dual d’un espace locale-
ment convexe
En ge´ne´ral pour un C0-semi-groupe {T (t)}t≥0 sur un espace (X , β), le semi-groupe
adjoint {T ∗(t)}t≥0 n’est pas fortement continu sur l’espace dual Y = X ∗ par rapport
a` la topologie forte β(Y ,X ) de l’espace dual ( voir [Yo’71, Proposition 1, p.195]).
Diffe´rentes the´ories sortant du cadre des C0-semi-groupes ont e´te´ e´labore´es, mais le
the´ore`me de Hille-Yosida devient tre`s complique´, voir [Fe’53-1], [Fe’53-2], [Dy’65],
[Je’86], [Je’87] ou [Ce’94].
Le but de cette section est d’introduire une nouvelle topologie sur l’espace dual Y = X ∗
par rapport a` laquelle {T ∗(t)}t≥0 devient un C0-semi-groupe ayant pour ge´ne´rateur
l’ope´rateur L∗. Excepte´ la topologie forte β(Y ,X ), qui est la topologie de la conver-
gence uniforme sur les sous-ensembles σ(X ,Y)-borne´s de X , sur l’espace dual Y on
peut utiliser souvent deux autres topologies:
• la topologie ∗-faible σ(Y .X ), qui est la plus faible des topologies localement con-
vexes pour lesquelles le dual du Y est X ;
• la topologie de Mackey τ(Y ,X ), qui est la plus forte topologie localement con-
vexe par rapport a` laquelle le dual de Y est X . Comme il resulte du the´ore`me de
Mackey-Arens [Sc’71, Theorem 3.2, p.131], τ(Y ,X ) est la topologie de la con-
vergence uniforme sur les sous-ensembles convexes, e´quilibre´s, σ(X ,Y)-compacts
de X [Sc’71, Corollary 1, p.131].
Malheureusement ces topologies ne sont pas ade´quates pour notre but. Compte tenu
des re´sultats de Ko¨the [Ko¨’69, p.263], on peut introduire sur Y la topologie de la
convergence uniforme sur les sous-ensembles compacts de (X , β) note´e par C(Y ,X )
(voir [WZ’06]). Cette nouvelle topologie de´pend non seulement de la paire duale
〈Y ,X〉, mais elle de´pend aussi de la topologie originale.
Une base des voisinages de y0 ∈ Y par rapport a` la topologie C(Y ,X ) est done´e par:
N(y0;K, ε) :=
{
y ∈ Y
∣∣∣∣ sup
x∈K
|〈x, y〉 − 〈x, y0〉| < ε
}
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ou` K parcourt tous les sous-ensembles compacts de (X , β) et ε > 0.
Dans la suite nous re´ve`lerons quelques proprie´te´s de la topologie C(Y ,X ) (voir
[LG’06]).
The´ore`me 4.3.1 Soit A une application continue sur (X , β). Alors l’adjoint A∗ de
A est continu sur Y = X ∗ simultane´ment pour la topologie forte duale β(Y ,X ), pour
la topologie ∗-faible σ(Y ,X ), pour la topologie de Mackey τ(Y ,X ) et pour la topologie
C(Y ,X ) de la convergence uniforme sur les sous-ensembles compacts de (X , β).
Preuve. La continuite´ de l’ope´rateur A∗ par rapport a` la topologie forte duale β(Y ,X )
et pour la topologie ∗-faible σ(Y ,X ) est bien-connue [Ga’81, Propozit¸ia 3.4.12, p.169].
Comme le dual de (Y , σ(Y ,X )) est X , la continuite´ de A∗ par rapport a` la topologie
∗-faible σ(Y ,X ) implique la continuite´ de A∗ par rapport a` la topologie de Mackey
τ(Y ,X ) compte tenu de [Sc’71, Theorem 7.4, p.158].
Pour prouver la continuite´ de A∗ par rapport a` la topologie C(Y ,X ), soit K un sous-
ensemble compact de (X , β). Alors
sup
x∈K
|〈x,A∗y〉| = sup
x∈K
|〈Ax, y〉| = sup
x∈A(K)
|〈x, y〉| .
Comme A(K) est un sous-ensemble compact, il en re´sulte que A∗ est continu par
rapport a` la topologie C(Y ,X ).
The´ore`me 4.3.2 Si (X , β) est un espace localement convexe quasi-complet, alors la
topologie C(Y ,X ) est plus faible que la topologie de Mackey τ(Y ,X ). De plus, on a
(Y , C(Y ,X ))∗ = (X , β).
Preuve. Soit B un sous-ensemble compact de (X , β) et ∁ sa enveloppe ferme´e convexe
et e´quilibre´e. Alors ∁ est un ensemble borne´, donc complet par rapport a` la topologie
forte β, compte tenu de la quasi-comple`titude de (X , β). Par conse´quent ∁ est un
ensemble complet par rapport a` la topologie de Mackey τ(Y ,X ). Avec [Sc’71, Theorem
11.5, p.189] il en re´sulte que ∁ est un ensemble compact de (X , β). Il s’ensuit que la
topologie C(Y ,X ) est plus faible que la topologie τ(Y ,X ).
Comme la topologie C(Y ,X ) est plus forte que la topologie ∗-faible σ(Y ,X ), il en
re´sulte que le dual de (Y , C(Y ,X )) co¨ıncide avec (X , β).
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The´ore`me 4.3.3 Soient (X , β) un espace localement convexe se´pare´ quasi-complet
bornologique et Y son dual dote´ de la topologie C(Y ,X ). Alors:
(i) tout sous-ensemble C(Y ,X )-borne´ de Y est β(Y ,X )-borne´. De plus, la restriction
de la topologie C(Y ,X ) a` un sous-ensemble β(Y ,X )-borne´ de Y co¨ıncide avec σ(Y ,X );
(ii) (Y , C(Y ,X )) est quasi-complet;
(iii) la topologie C(X ,YC), ou` YC = (Y , C(Y ,X )), co¨ıncide avec la topologie β de X .
Preuve. (i) Soit B un sous-ensemble C(Y ,X )-borne´ de Y . Puisque la topologie
σ(Y ,X ) est plus faible que la topologie C(Y ,X ), on de´duit que B est σ(Y ,X )-borne´
dans Y . Avec [Sc’71, Theorem 5.3, p. 142] on voit que B est β(Y ,X )-borne´ dans Y .
De plus, soit B un sous-ensemble β(Y ,X )-borne´ de Y . En utilisant [Sc’71, Corollary,
p.63], il s’ensuit que X est un espace tonnele´ et avec [Sc’71, Theorem 5.2, p.141] on
voit que B est e´quicontinu dans Y . Alors avec [Sc’71, Theorem 4.5, p.85], on de´duit
que les topologies σ(Y ,X ) et C(Y ,X ) sont identiques sur B.
(ii) L’affirmation re´sulte de [Sc’71, Theorem 6.1, p. 148].
(iii) Soit B un sous-ensemble β(Y ,X )-borne´ de Y . Puisque X est un espace tonnele´,
avec [Sc’71, Theorem 5.2, p. 141] on voit que B est σ(Y ,X )-relativement compact
dans Y . Par conse´quent la fermeture Bσ(Y,X ) par rapport a` la topologie σ(Y ,X ) est
σ(Y ,X )-compact dans Y . Puisque B est e´quicontinu, avec [Sc’71, Theorem 4.3, p.
84] il s’ensuit que B
σ(Y,X )
est e´quicontinu et avec [Sc’71, Theorem 4.5, p.85] on voit
que B
σ(Y,X )
est C(Y ,X )-compact dans Y . Donc la topologie β est plus faible que la
topologie C(X ,YC).
Pour l’inverse, soit B un sous-ensemble C(Y ,X )-compact dans Y . Alors B est σ(Y ,X )-
compact dans Y . Comme (Y , σ(Y ,X )) est un espace de Hausdorff, on obtient que B
est σ(Y ,X )-relativement compact et σ(Y ,X )-ferme´ dans Y . Comme X est tonnele´, il
re´sulte que B est β(Y ,X )-borne´. Donc la topologie β est plus forte que la topologie
C(X ,YC).
The´ore`me 4.3.4 Soient (X , β) un espace localement convexe se´pare´ quasi-complet
bornologique, Y son dual dote´ de la topologie C(Y ,X ) et A : Y −→ Y un ope´rateur
line´aire avec le domaine D(A) = Y. Les proprie´te´s suivantes sont e´quivalentes:
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(i) A est C(Y ,X )-continu;
(i’) A est σ(Y ,X )-continu;
(i”) A est τ(Y ,X )-continu;
(ii) A est β(Y ,X )-borne´ et As∗(X ) ⊂ X , ou` As∗ : X ∗∗ −→ X ∗∗ est l’adjoint fort dans
l’espace bi-dual X ∗∗ ⊃ X ;
(iii) il existe un ope´rateur line´aire U borne´ dans (X , β) tel que A = U∗.
Preuve. (i)⇒(ii) Si A est C(Y ,X )-continu, alors avec [Sc’71, Theorem 5.4, p.27] il
re´sulte que l’image A(B) de tout sous-ensemble C(Y ,X )-borne´ B ⊂ Y est C(Y ,X )-
borne´. En utilisant le the´ore`me 4.3.3 (i) et (ii), on voit que l’image A(B) de tout
sous-ensemble β(Y ,X )-borne´ B ⊂ Y est β(Y ,X )-borne´. Donc A est β(Y ,X )-borne´.
De plus, en utilisant le the´ore`me 4.3.2 il s’ensuit que (Y , C(Y ,X ))∗ = (X , β). Avec le
the´ore`me 4.3.1, on voit que si A est C(Y ,X )-continu, alors A∗ est τ(X ,Y)-continu sur
X et
As∗x = A∗x ∈ X , ∀x ∈ X .
La meˆme preuve peut eˆtre utilise´e pour les implications (i’)⇒(ii) et (i”)⇒(ii).
(ii)⇒(iii) Soit As∗ : X ∗∗ −→ X ∗∗ tel que As∗(X ) ⊂ X . De´finissons
U = As∗/X
On remarque que U est un ope´rateur line´aire de´fini partout sur X et U = A∗. Avec
[Sc’71, Theorem 7.4, p.158] on voit que le domaine D(A∗) est σ(X ,Y)-dense dans X
et avec [Sc’71, Theorem 7.1, p.155] on de´duit que A a une extension σ(Y ,X )-ferme´e
et
A∗∗ = A
σ(Y,X ) ⊃ A
Puisque A∗∗ = U∗ et A est partout de´fini sur X , il s’ensuit que U∗ = A.
(iii)⇒(i) Supposons qu’il existe un ope´rateur line´aire U borne´ dans (X , β) tel que
A = U∗. Puisque X est un espace bornologique, il s’ensuit que U est β-continu sur
X . Avec la the´ore`me 4.3.1 on voit que U∗ = A est C(Y ,X )-continu dans Y . De la
meˆme manie`re on peut prouver que A est σ(Y ,X )-continu et, respectivement, τ(Y ,X )-
continu.
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Le re´sultat suivant (voir [WZ’06, Theorem 1.4, p.564]), est une extension satisfaisante
du the´ore`me de Phillips.
The´ore`me 4.3.5 Soient (X , β) un espace localement convexe se´pare´ se´quentiellement
complet et {T (t)}t≥0 un C0-semi-groupe d’ope´rateurs line´aires borne´s sur (X , β) ayant
pour ge´ne´rateur infinite´simal l’ope´rateur L avec le domaine D(L) ⊂ (X , β). Alors
le semi-groupe adjoint {T ∗(t)}t≥0 est de classe C0 sur Y par rapport a` la topologie
C(Y ,X ). De plus, l’adjoint L∗ du ge´ne´rateur L est le ge´ne´rateur du C0-semi-groupe
{T ∗(t)}t≥0 sur (Y , C(Y ,X )), son domaine D(L∗) est dense dans (Y , τ(Y ,X )) et on a
les e´galite´s:
D(L∗) =
{
y ∈ Y
∣∣∣∣ limtց0 T
∗(t)y − y
t
existe par rapport a` C(Y ,X )
}
=
=
{
y ∈ Y
∣∣∣∣ limtց0 T
∗(t)y − y
t
existe par rapport a` σ(Y ,X )
}
.
De meˆme, si (X , β) est un espace localement convexe quasi-complet, alors D(L∗) est
dense dans (Y , C(Y ,X )).
Preuve. Sans de´te´riorer la ge´ne´ralite´, on peut conside´rer que {T (t)}t≥0 est une famille
e´quicontinue et que T (t)x −→ 0 pour t → ∞, quelque soit x ∈ X (au contraire on
conside`re la famille
{
e−λtT (t)
}
t≥0
pour λ > ω). Avec le the´ore`me 4.3.1 il en re´sulte
que {T ∗(t)}t≥0 est un semi-groupe d’ope´rateurs line´aires borne´s sur (Y , C(Y ,X )). Nous
allons montrer la continuite´ forte de {T ∗(t)}t≥0 dans (Y , C(Y ,X )). Soient y ∈ Y
arbitrairement fixe´, s ≥ 0 et le sous-ensemble compact K de (X , β). Alors pour tout
T ≥ 0 on a:
sup
x∈K
|〈x, (T ∗(t)− T ∗(s)) y〉| = sup
x∈K
|〈(T (t)− T (s)) x, y〉| .
Comme {T (t)}t≥0 est fortement continu, il s’ensuit que (T (t)− T (s)) x −→ 0 pour
t → 0, quel que soit x ∈ X . Compte tenu de l’e´quicontinuite´ de {T (t)}t≥0 , il en
re´sulte que cette convergence ponctuelle est uniforme pour tout x ∈ K. Donc
lim
t→s
sup
x∈K
|〈x, (T ∗(t)− T ∗(s)) y〉| = 0 , ∀y ∈ Y ,
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d’ou` on de´duit la continuite´ forte de {T ∗(t)}t≥0 par rapport a` la topologie C(Y ,X ).
Dans la suite nous prouvons que la famille {T ∗(t)}t≥0 est e´quicontinue. Cela revient a`
prouver que pour chaque voisinage
N(0;K, ε) =
{
y ∈ Y
∣∣∣∣ sup
x∈K
|〈x, y〉| < ε
}
avec K compact dans (X , β) et ε > 0, il existe une voisinage
N(0;K ′, δ) =
{
y ∈ Y
∣∣∣∣ sup
x∈K′
|〈x, y〉| < δ
}
avec K ′ compact dans (X , β) et δ > 0, tels que pour tout y ∈ N(0;K ′, δ) il en re´sulte
que T ∗(t)y ∈ N(0;K, ε), quel que soit t ≥ 0. Soit N(0;K, ε) avec K compact dans
(X , β) et ε > 0 une voisinage de 0 dans (Y , C(Y ,X )). On peut voir que pour tout t ≥ 0
et tout y ∈ Y nous avons
sup
x∈K
|〈x, T ∗(t)y〉| = sup
x∈K
|〈T (t)x, y〉| ≤ sup
x∈∪t≥0T (t)K
|〈x, y〉| .
Soit ∞ le point de compactification de IR+. De´finissons l’application
g : [0,∞]×X −→ X
g(t, x) :=
{
T (t)x , si t ∈ [0,∞)
0 , si t =∞ .
Il est e´vident que cette application est continue par rapport a` t ∈ [0,∞] et e´quicontinue
par rapport a` x ∈ X . Alors l’ensemble
K ′ := g ([0,∞]×K)
est compact et ⋃
t≥0
T (t)K ⊂ K ′ .
Il en re´sulte que pour tout y ∈ N(0;K ′, ε) on a:
sup
x∈K
|〈x, T ∗(t)y〉| = sup
x∈K
|〈T (t)x, y〉| ≤ sup
x∈∪t≥0T (t)K
|〈x, y〉| ≤ sup
x∈K′
|〈x, y〉| < ε
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d’ou` il s’ensuit que T ∗(t)y ∈ N(0;K, ε).
Par conse´quent, {T ∗(t)}t≥0 est un C0-semi-groupe sur (Y , C(Y ,X )).
Nous montrons maintenant les proprie´te´s du ge´ne´rateur du semi-groupe {T ∗(t)}t≥0 .
Soient L∗ l’adjoint de L et L′ le ge´ne´rateur de {T ∗(t)}t≥0 dans (Y , C(Y ,X )). En
appliquant [Yo’71, Theorem 1, p.237], on voit que D(L) est dense dans (X , β) et,
par conse´quent, l’adjoint L∗ de L est correctement de´fini. Soit y ∈ D(L∗). Pour tout
x ∈ D(L) nous obtenons
〈x, T ∗(t)y − y〉 = 〈T (t)x− x, y〉 =
〈 t∫
0
LT (s)x ds, y
〉
=
〈 t∫
0
T (s)x ds,L∗y
〉
.
Comme D(L) est dense dans (X , β), ces e´galite´s restent valables pour tout x ∈ (X , β).
Alors pour tout compact K de (X , β) il s’ensuit que
lim
tց0
sup
x∈K
∣∣∣∣
〈
x,
T ∗(t)y − y
t
− L∗y
〉∣∣∣∣ = limtց0 supx∈K
∣∣∣∣∣∣
〈
1
t
t∫
0
T (s)x ds− x,L∗y
〉∣∣∣∣∣∣ = 0
puisque T (t)x −→ x uniforme´ment sur le compact K. Il en re´sulte donc que y ∈ D(L∗)
et L′y = L∗y d’ou` on obtient L∗ ⊂ L′.
Pour l’inclusion inverse, nous de´finissons
D(L”) =
{
y ∈ Y
∣∣∣∣ limtց0 T
∗(t)y − y
t
existe par rapport a` σ(Y ,X )
}
et
L”y = σ(Y ,X )− lim
tց0
T ∗(t)y − y
t
quel que soit y ∈ D(L”). Nous allons montrer que L” ⊂ L∗. Soit y ∈ D(L”). Pour
tout x ∈ D(L), compte tenu que le dual de (Y , C(Y ,X )) est (X , β), nous obtenons:
〈x,L”y〉 = σ(Y ,X )− lim
tց0
〈
x,
T ∗(t)y − y
t
〉
= lim
tց0
〈
T (t)y − y
t
, y
〉
= 〈Lx, y〉 ,
d’ou` il s’ensuit que y ∈ D(L∗) et L∗y = L”y.
Par conse´quent nous avons obtenu les inclusions suivantes
L∗ ⊂ L′ ⊂ L” ⊂ L∗
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d’ou` nous de´duisons les e´galite´s de l’e´nonce´.
Montrons maintenant la densite´ de D(L∗) dans (Y , τ(Y ,X ). Puisque L est dense´ment
de´fini et ferme´, avec [Ko¨’79, Theorem 3, p.84] on voit que D(L∗) est dense dans
(Y , σ(Y ,X )). Comme D(L∗) est un sous-espace vectoriel, en appliquant [Ga’81, p.
81], on voit que D(L∗) est dense par rapport a` la topologie de Mackey σ(Y ,X ).
Finalement, nous allons montrer la densite´ deD(L∗) dans (Y , C(Y ,X )) sous l’hypothe`se
de la quasi-comple´titude de (X , β). Comme nous avons vu, D(L∗) est dense dans
(Y , τ(Y ,X )). Compte tenu du the´ore`me 4.3.2, la topologie C(Y ,X ) est plus faible que
la topologie de Mackey τ(Y ,X ). Par conse´quent D(L∗) est dense dans (Y , C(Y ,X )).
4.4 Ge´ne´rateurs essentiels, le proble`me de Cauchy
et le proble`me de Cauchy dual
Compte tenu des re´sultats obtenus de Arendt [Ar’86], Eberle [Eb’97] et Wu
[Wu’98], Wu et Zhang introduisent dans [WZ’06] la notion de ge´ne´rateur essentiel
sur (X , β) qui est tre`s importante dans la suite.
Soit A : D ⊂ X −→ X un ope´rateur line´aire ayant le domaine D dense dans (X , β).
De´finition 4.4.1 On dit que A est un pre´-ge´ne´rateur sur (X , β) s’il existe un C0-
semi-groupe {T (t)}t≥0 sur (X , β) dont le ge´ne´rateur L est une extension de A.
De´finition 4.4.2 On dit que A est un ge´ne´rateur essentiel sur (X , β) (ou (X , β)-
unique) si A est un ope´rateur pre´-ferme´ et sa fermeture A par rapport a` la topologie β
est le ge´ne´rateur d’un C0-semi-groupe sur (X , β).
Un autre re´sultat important de cette the`se pre´sente une caracte´risation comple`te
des ge´ne´rateurs essentiels sur des espaces localement convexes (voir [WZ’06], [LW’06])
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et montre que la (X , β)-unicite´ introduite dans la de´finition 4.4.2 est une notion tre`s
naturelle.
The´ore`me 4.4.3 Soient (X , β) un espace localement convexe se´pare´ se´quentiellement
complet, Y le dual topologique de (X , β) et A un ope´rateur dans X avec le domaine D
dense dans (X , β). Supposons qu’il existe un C0-semi-groupe {T (t)}t≥0 sur (X , β) dont
le ge´ne´rateur L est une extension de A (hypothe`se d’existence du pre´-ge´ne´rateur). Les
affirmations suivantes sont e´quivalentes:
(i) A est un ge´ne´rateur essentiel sur (X , β) (ou (X , β)-unique);
(ii) la fermeture de A dans (X , β) est exactement L (donc D est un core pour L);
(iii) A∗ = L∗ qui est le ge´ne´rateur du C0-semi-groupe adjoint {T ∗(t)}t≥0 sur (Y , C(Y ,X ));
(iv) pour λ > ω, l’image (λI − A)(D) est dense dans (X , β);
(v) (proprie´te´ de Liouville) pour tout λ > ω0, Ker (λI − A∗) = {0} (c’est-a`-dire, si
y ∈ D(A∗) satisfait l’e´galite´ (λI − A∗)y = 0, alors y = 0);
(vi) (unicite´ des solutions pour l’e´quation de la re´solvante) pour tout λ > ω0 et tout
y ∈ Y, l’e´quation de la re´solvante de A∗
(λI − A∗)z = y
a une solution unique z = ((λI − A)−1)∗y;
(vii) (unicite´ des solutions fortes pour le proble`me de Cauchy) pour tout x ∈ D(A), le
proble`me de Cauchy (ou l’e´quation de Kolmogorov re´trograde){
∂tv(t) = Av(t)
v(0) = x
a une (X , β)-unique solution forte v(t) = T (t)x. Plus pre´cise´ment, il existe une seule
fonction de´rivable
IR+ ∋ t 7−→ v(t) = T (t)x ∈ (X , β)
dont la de´rive´e co¨ıncide avec Av(t);
(viii) (unicite´ des solutions faibles pour le proble`me de Cauchy dual) pour tout y ∈ Y,
le proble`me de Cauchy dual (ou l’e´quation de Kolmogorov progressive){
∂tu(t) = A
∗u(t)
u(0) = y
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a une (Y , C(Y ,X ))-unique solution faible u(t) = T ∗(t)y. Plus pre´cise´ment, il existe
une seule fonction continue
IR+ ∋ t 7−→ u(t) = T ∗(t)y ∈ (Y , C(Y ,X ))
telle que
〈x, u(t)− y〉 =
t∫
0
〈Ax, u(s)〉 dx , ∀x ∈ D;
(ix) il existe un unique C0-semi-groupe {T (t)}t≥0 sur (X , β) dont le ge´ne´rateur L e´tend
A;
(x) il existe un unique C0-semi-groupe {T ∗(t)}t≥0 sur (Y , C(Y ,X )) dont le ge´ne´rateur
L∗ est contenu dans A∗.
Preuve. (i)⇒(iv) De (i) il re´sulte que A est le ge´ne´rateur d’un C0-semi-groupe
{T ′(t)}t≥0 sur (X , β). Soit λ′ ∈ IR tel que
{
e−λ
′tT ′(t)
}
soit e´quicontinue. Alors il
est bien connu que pour tout λ > λ′, la re´solvante R(λ;A) est continue sur (X , β). En
particulier R(λ;A)D(A) = Y . D’ou` on voit que (λI − A)(D) est dense dans (X , β).
(iv)⇒(iii) En appliquant (iv) et le the´ore`me de Hahn-Banach, on obtient que Ker (λI−
A∗) = {0}. De l’hypothe`se d’existence A ⊂ L, il re´sulte L∗ ⊂ A∗. Donc λI−A∗ est un
ope´rateur injectif qui e´tend l’ope´rateur λI − L∗. Avec [Yo’71, Proposition 2, p.273]
on voit que R(λ;L∗) = R(λ;L)∗. Par conse´quent
λI − L∗ : D(L∗) −→ Y
est un ope´rateur bijectif. Donc λI − A∗ = λI − L∗, d’ou` on obtient (iii).
(iii)⇒(ii) Comme A ⊂ L est un ope´rateur pre´-ferme´ et L est un ope´rateur ferme´, avec
[Sc’71, Theorem 7.1, p.155] on de´duit que A = A∗∗ = L∗∗ = L.
(ii)⇒(i) E´vidente.
(iii)⇒(vi) Cette implication est imme´diate puisque
R(λ;A∗) = R(λ;L∗) = R(λ;L)∗
existe et est continue sur (Y , C(Y ,X )).
(vi)⇒(v) E´vidente.
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(v)⇒(iv) Cette implication est une conse´quence du the´ore`me de Hahn-Banach.
(ii)⇒(vii) Seule l’unicite´ doit eˆtre prouve´e. Soit v une solution forte du proble`me de
Cauchy {
∂tv(t) = Av(t)
v(0) = x
ou` x ∈ D(A) = D(L), compte tenu de (ii). Soit a > 0 arbitrairement fixe´ et de´finissons
la fonction
h : [0, a] −→ X
h(t) := T (a− t)v(t) .
Il est e´vident que h est une fonction continue sur [0, a]. En appliquant la proprie´te´ de
C0-semi-groupe de {T (t)}t≥0 , pour tout t ∈ (0, a) nous obtenons:
d
dt
h(t) = lim
εց0
h(t + ε)− h(t)
ε
= lim
εց0
T (a− t− ε)v(t + ε)− T (a− t)v(t)
ε
=
= lim
εց0
T (a− t− ε)v(t + ε) + T (a− t− ε)v(t)− T (a− t− ε)v(t)− T (a− t)v(t)
ε
=
= −T (a− t)Lv(t) + T (a− t)Av(t) = 0 .
Par conse´quent
v(a) = h(a) = h(0) = T (a)x
d’ou` on obtient (vi).
(vii)⇒(ii) Comme A ⊂ L, pour tout x ∈ D(A) la solution forte v du proble`me de
Cauchy {
∂tv(t) = Av(t)
v(0) = x
est une solution forte du proble`me de Cauchy{
∂tv(t) = Lv(t)
v(0) = x
Donc v(t) = T (t)x ∈ D(A). Il en re´sulte que D(A) est invariant par rapport a`
{T (t)}t≥0 et comme D(A) est dense dans (X , β), avec la proposition 4.2.2 on en de´duit
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que D(A) est un core de L.
(viii)⇒(v) Supposons qu’il existe un y0 6= 0 tel que (λI−A∗)y0 = 0 pour λ > ω0. Alors
pour tout t ≥ 0 on a
T ∗(t)y0 − e−λty0 6= 0
puisque, dans le cas contraire, la de´rive´e
d
dt
T ∗(t)y0
∣∣∣∣
t=0
=
d
dt
eλty0
∣∣∣∣
t=0
= λy0
existerait dans (Y , C(Y ,X )) et avec le the´ore`me 4.3.5 il re´sulterait que y0 ∈ D(L∗) et
(λI − L∗)y0 = 0, c’est-a`-dire y0 = 0 ce qui serait contradictoire.
On peut ve´rifier facilement que T ∗(T )y0 − eλty0 est une solution faible non nulle du
proble`me de Cauchy {
∂tu(t) = A
∗u(t)
u(0) = 0
ce qui contredit (viii).
(ii)⇒(viii) Nous suivrons de pre`s la preuve de Wu [Wu’98, Theorem 6.2, p.308]. Il
est suffisant de montrer que chaque solution faible C(Y ,X )-continue u du proble`me de
Cauchy {
∂tu(t) = A
∗u(t)
u(0) = 0
est nulle pour tout t = a > 0.
Pour le prouver, on fixe a > 0 et x ∈ D. De´finissons l’application
h(t) := 〈x, T ∗(t)u(a− t)〉 = 〈T (t)x, u(a− t)〉 .
Prouvons que h(0) = h(a). Tout d’abord, on voit que l’application h est continue sur
[0, a] puisque l’application t 7→ T (t)x est continue, l’ensemble {T (t)x | t ∈ [0, a]} est
compact dans (X , β) et l’application [0, a] ∋ u 7→ u(a− t) ∈ (Y , C(Y ,X )) est continue.
Pour tout t ∈ (0, a) calculons
h′+(t) := lim
εց0
h(t + ε)− h(t)
ε
.
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Nous avons:
h(t + ε)− h(t) = 〈T (t + ε)x, u(a− t− ε)〉 − 〈T (t)x, u(a− t)〉 =
= 〈T (t + ε)x, u(a− t− ε)〉 − 〈T (t)x, u(a− tε)〉+
+ 〈T (t)x, u(a− tε)〉 − 〈T (t)x, u(a− t)〉 =
= 〈(T (t + ε)− T (t)) x, u(a− t− ε)〉+ 〈T (t)x, u(a− t− ε)− u(a− t)〉 .
Puisque x ∈ D ⊂ D(L), il vient T (t)x ∈ D(L). Donc pour tout ε ց 0, on obtient
1
ε
(T (t + ε)− T (t)) x −→ Ax = Lx
dans (X , β). Par conse´quent, l’ensemble{
1
ε
(T (t + ε)− T (t))x
∣∣∣∣ o < ε ≤ a− t
}
∪ {Ax}
est compact dans (X , β). Comme l’application t 7→ u(t) est continue par rapport a` la
topologie C(Y ,X ), il en re´sulte que
lim
εց0
1
ε
〈(T (t + ε)− T (t))x, u(a− t− ε)〉 = 〈LT (t)x, u(a− t)〉 .
Pour calculer le deuxie`me terme, nous utiliserons le re´sultat clef suivant [Wu’98, p.309]:
〈z, u(t)〉 =
t∫
0
〈Lz, u(s)〉 ds , ∀z ∈ D(L), t ≥ 0.
La preuve de cette e´galite´ utilise de fac¸on essentielle la proprie´te´ (ii): L est la fermerture
de A dans (X , β). Donc pour tout z ∈ D(L), on peut choisir une suite zn ∈ D, n ∈ IN ,
telle que
zn −→ x
et
Azn −→ Lz
dans (X , β). De l’e´galite´
〈zn, u(t)〉 =
t∫
0
〈Azn, u(s)〉 ds
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en utilisant le the´ore`me de la convergence domine´e on obtient le re´sultat clef. En
appliquant ce re´sultat pour z = T (t)x, on voit que:
lim
εց0
1
ε
〈T (t)x, u(a− t− ε)− u(a− t)〉 =
= lim
εց0
1
ε
[〈T (t)x, u(a− t− ε)〉 − 〈T (t)x, u(a− t)〉] =
= lim
εց0
1
ε

 a−t−ε∫
0
〈LT (t)x, u(s)〉 ds−
a−t∫
0
〈LT (t)x, u(s)〉 ds

 =
= − lim
εց0
1
ε
a−t∫
a−t−ε
〈LT (t)x, u(s)〉 ds = −〈LT (t)x, u(a− t)〉 .
Par conse´quent
h′+(t) = 0 , ∀t ∈ (0, a).
En utilisant un re´sultat classique de Dini [Yo’71, Lemma, p.239], il re´sulte que h(a) =
h(0) d’ou` il vient
〈x, u(a)〉 = 〈x, T ∗(t)u(0)〉 = 0 , ∀x ∈ D.
Puisque D est dense dans (X , β), il s’ensuit que u(a) = 0.
(i)⇒(ix) Soit L′ une autre extension de A tel que L′ soit le ge´ne´rateur d’un C0-semi-
groupe sur (X , β). Alors, compte tenu de (ii), il en re´sulte que L′ = A = L.
(ix)⇒(i) Supposons qu’il existe un unique C0-semi-groupe sur X tel que son ge´ne´rateur
e´tend A. Avec le the´ore`me 4.2.5 il s’ensuit que D est un core pour L. Donc L/D = L.
Mais A = L/D. De l’e´quivalence (i)⇔(ii), nous obtenons que A est un ge´ne´rateur
essentiel sur X .
(ix)⇔(x) E´vidente.
Remarque 4.4.4 Si A est un ope´rateur de diffusion, alors les solutions faibles pour le
proble`me de Cauchy dual dans le the´ore`me 4.4.3 (viii) correspondent exactement aux
solutions au sens des distributions dans la the´orie des e´quations aux de´rive´es partielles.
Il faut remarquer l’e´quivalence importante entre (X , β)-unicite´ de l’ope´rateur A, (X , β)-
unicite´ de la solution forte pour le proble`me de Cauchy et (Y , C(Y ,X ))-unicite´ de la
solution faible pour le proble`me de Cauchy dual associe´ a` l’ope´rateur A.
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Remarque 4.4.5 Les re´sultats du the´ore`me pre´ce´dent sont bien connus dans le cas
des espaces de Banach (voir [Ar’86], [Pa’83-1], [Da’80], [Wu’98], etc.). Mais il faut
remarquer que seule l’unicite´ de solution forte a e´te´ e´tudie´e syste´matiquement dans
la the´orie des C0-semi-groupes. Il est aussi important de mentionner la subtilite´ du
proble`me d’unicite´: en l’absence d’hypothe`se d’existence du pre´-ge´ne´rateur dans le
the´ore`me pre´ce´dent, meˆme dans le cas des espaces de Banach, l’existence et l’unicite´
de la solution forte ne sont pas suffisantes pour la proprie´te´ du ge´ne´rateur essentiel de
(i) (voir [Ar’86]).
Remarque 4.4.6 Si {S(t)}t≥0 est un C0-semi-groupe sur (Y ; C(Y ,X )) tel que son
ge´ne´rateur B soit contenu dans A∗ (c’est-a`-dire B ⊂ A∗, ou` la restriction de A∗ au
domaine D(B) co¨ıncide avec B) on dit que D(B) est une condition a` la frontie`re pour
A∗ (en accord avec Feller [Fe’52, p.473]). Si u(t) est une solution faible C(Y ,X )-
continue pour l’e´quation duale telle que la condition a` la frontie`re u(t) ∈ D(B) soit
satisfaite, alors u(t) = S(t)u(0). Dans la terminologie de Feller la proprie´te´ (x) du
the´ore´me 4.4.3 est e´quivalente a`:
(x’) il existe une seule condition a` la frontie`re pour A∗.
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Chapitre 5
Applications
Soit E un espace polonais dote´ d’une mesure σ-finie µ sur sa tribu bore´lienne B.
D’abord, il faut remarquer que la topologie naturelle pour l’e´tude des C0-semi-groupes
sur L∞ (E, µ) est la topologie de la convergence uniforme sur les sous-ensemble com-
pact de L1 (E, µ), de´signe´e par C (L∞, L1). Si {T (t)}t≥0 est un C0-semi-groupe sur
L1 (E, µ) ayant pour ge´ne´rateur l’ope´rateur L, alors {T ∗(t)}t≥0 est un C0-semi-groupe
sur (L∞, C (L∞, L1)) ayant pour ge´ne´rateur l’ope´rateur L∗. De plus, on peut prou-
ver que (L∞, C (L∞, L1)) est un espace complet et que le dual topologique de l’espace
(L∞, C (L∞, L1)) est (L1, ‖ . ‖1). Dans la suite nous e´tudierons l’unicite´ pour certains
ope´rateurs diffe´rentiels sur (L∞, C (L∞, L1)). Une tre`s inte´resante synthe´se sur les
me´thodes probabilistes pour les e´quations de la physique est donne´e dans [DCLLPS’89].
5.1 L∞
(
IRd, dx
)
-unicite´ de l’ope´rateur de Laplace
Pour l’ope´rateur de Laplace (ou l’ope´rateur de Schro¨dinger libre)
∆ =
n∑
i=1
∂2
∂x2i
qui agit sur l’espace C∞0
(
IRd
)
des fonctions re´elles inde´finiment de´rivables avec un
support compact, il est bien connu (voir [BH’86, p. 7]) que pour tout 1 ≤ p < ∞,
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l’ope´rateur
(
∆, C∞0
(
IRd
))
est contenu dans le ge´ne´rateur L(p) du C0-semi-groupe du
mouvement brownien {Pt}t≥0
Pt(x) = IE
xf (Bt)
ou` (Bt)t≥0 est le mouvement brownien standard de´finit sur l’espace de probabilite´ filtre´(
Ω,F , (Ft)t≥0 , (IP x)x∈IRd
)
avec IP x (B0 = x) = 1 quel que soit le point initial x ∈ IRd,
et IEx est l’espe´rance par rapport a` IP x. On peut formuler
The´ore`me 5.1.1 L’ope´rateur de Laplace
(
∆, C∞0
(
IRd
))
est un pre´-ge´ne´rateur dans
(L∞, C (L∞, L1)).
Preuve. Soit {Pt}t≥0 le C0-semi-groupe du mouvement brownien sur L1
(
IRd, dx
)
.
Avec le the´ore`me 4.3.5 il en re´sulte que le semi-groupe adjoint {T ∗(t)}t≥0 appartient a` la
classe C0 sur (L
∞, C (L∞, L1)) et que son ge´ne´rateur L˜∗(∞) est exactement l’adjoint L∗(1)
du ge´ne´rateur L(1) du semi-groupe du mouvement brownien {Pt}t≥0 sur L1
(
IRd, dx
)
.
Puisque
(
∆, C∞0
(
IRd
))
est contenu dans le ge´ne´rateur L(1) et comme pour tout f ∈
C∞0
(
IRd
)
on a ∆∗f = ∆f , nous obtenons que L˜(∞) est une extension de
(
∆, C∞0
(
IRd
))
.
Par conse´quent, l’ope´rateur de Laplace
(
∆, C∞0
(
IRd
))
est un pre´-ge´ne´rateur dans
(L∞, C (L∞, L1)).
Une premie`re application importante des re´sultats obtenus dans le chapitre pre´ce´dent
se re´fe`re au fait que l’ope´rateur de Laplace est un ge´ne´rateur essentiel sur L∞
(
IRd, dx
)
.
The´ore`me 5.1.2 L’ope´rateur de Laplace
(
∆, C∞0
(
IRd
))
est L∞
(
IRd, dx
)
-unique par
rapport a` la topologie C (L∞, L1).
Preuve. Compte tenu du the´ore`me 5.1.1, il en re´sulte que
(
∆, C∞0
(
IRd
))
est un
pre´-ge´ne´rateur sur (L∞, C (L∞, L1)). Par conse´quent, l’hypothe`se de l’existence du
pre´-ge´ne´rateur dans le the´ore`me 4.4.3 est satisfaite.
Soit h ∈ L1 (IRd, dx) tel que (∆− 1)h = 0 au sens des distributions. En appliquant le
lemme deWeil, on voit que h ∈ C∞0
(
IRd
)
. De plus, de l’ine´galite´ de Kato [CHADP’87,
p.185], il vient
∆|h| ≥ sgn (h) = |h| ≥ 0
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au sens des distributions. Par conse´quent |h| est une fonction sous-harmonique non-
ne´gative et avec le the´ore`me de Liouville il s’ensuit que |h| = 0. Il en re´sulte que la
proprie´te´ (v) du the´ore`me 4.4.3 est ve´rifie´e d’ou` l’on obtient que ∆ est L∞
(
IRd, dx
)
-
unique.
5.2 L∞(M,dx)-unicite´ de l’ope´rateur de Schro¨dinger
sur une varie´te´ riemannienne comple`te
Soit M une varie´te´ riemannienne comple`te avec la messure dx. De´signons par ∆
l’ope´rateur de Laplace-Beltrami avec le domaine C∞0 (M). L
p(M, dx)-unicite´ du C0-
semi-groupe engendre´ par (∆, C∞0 (M)) a e´te´ prouve´e par Strichartz [St’83] pour
1 < p < ∞, par Davies [Da’85] pour p = 1 et par Li [Li’84] pour p =∞.
En fait, Li [Li’84] prouve que si M a une ge´ometrie borne´e, alors M satisfait le
the´ore`me de Liouville: s’il existe un point fixe 0 ∈ M et une constante C > 0 telles
que la courbure de Ricci (voir [GHL’90, Definition 3.18, p. 111]) satisfait l’ine´galite´
Ric(x) ≥ −C (1 + d(x, 0)2) , ∀x ∈ M
ou` d(x, 0) de´signe la distance de x a` o, alors tout les fonctions non-negative L1-
integrable sous-harmoniques sont constantes. Dans la meˆme condition, Li a prouve´
que pour tout h ∈ L1(M, dx), l’e´quation de diffusion de la chaleur{
∂tu(t) = ∆u(t)
u(0) = h
a une solution faible L1(M, dx)-unique.
Conside´rons maintenant l’ope´rateur de Schro¨dinger (A, C∞0 (M))
A = ∆
2
− V
ou` V ≥ 0. Dans ce cas, on a le the´ore`me suivant (voir [Le’06])
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The´ore`me 5.2.1 Soit M une varie´te´ riemannienne pour laquelle il existe un point
fixe 0 ∈ M et une constante C > 0 telles que
Ric(x) ≥ −C (1 + d(x, 0)2) , ∀x ∈ M
ou` d(x, 0) de´signe la distance de x a` o. Alors (A, C∞0 (M)) est L∞(M, dx)-unique par
rapport a` la topologie C (L∞, L1).
Preuve. Prouvons le the´ore`me en deux e´tapes.
Etape 1 (A, C∞0 (M)) est un pre´-ge´ne´rator sur (L∞(M, dx), C (L∞, L1)).
Soit (Bt)t≥0 le mouvement brownien a` valeurs dans l’espace M ∪∂ de´finie sur un espace
de probabilite´ filtre´ (Ω,F , (Ft)t≥0, (Bt)t≥0) avec IP x(B0 = x) = 1 pour tout point initial
x ∈ M . De´signons par
τe = inf {t ≥ 0 |Bt = ∂ }
le temps d’explosion. Conside´rons le semi-groupe de Feynman-Kac
P Vt f(x) = IE
x1[t<τe]f(Bt)e
−
tR
0
V (Bs)ds
.
Puisque
{
P Vt
}
t≥0
est un C0-semi-groupe sur L
1(M, dx), il est aussi un C0-semi-groupe
sur L∞(M,dx) par rapport a` la topologie C (L∞, L1). Avec la formule de Itoˆ (voir
[SV’79, Theorem 4.4.1, p. 104]), pour tout f ∈ C∞0 (M) il s’ensuit que
f(Bt)e
−
tR
0
V (Bs)ds − f(B0)−
t∫
0
(
∆
2
− V
)
f(Bs)e
−
sR
0
V (Br)dr
ds
est une martingale locale. Comme elle est borne´e sur les intervales borne´s, c’est une
vraie martingale. En prenant l’espe´rance par rapport a` IP x dans la dernie`re formule,
on trouve que
P Vt f(x)− f(x) =
t∫
0
P Vs
(
∆
2
− V
)
f(x)ds , ∀t ≥ 0
qui signifie que f appartient au domaine du ge´ne´rateur LV(∞) de
{
P Vt
}
t≥0
, c’est-a`-dire
LV(∞) e´tend A.
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Etape 2 (A, C∞0 (M)) est (L∞(M, dx), C (L∞, L1))-unique.
Avec le the´ore`me 4.4.3, il s’ensuit que l’ope´rateur (A, C∞0 (M)) est L∞(M, dx)-unique si
et seulement si pour λ > ω, l’image (λI−A) (C∞0 (M)) est dense dans (L∞, C (L∞, L1)).
Il est suffisant de prouver que si h ∈ L1(M, dx) satisfait (λI − A)h = 0 au sens des
distributions, alors h = 0.
Soit h ∈ L1(M,dx) tel que pour λ > ω on a
(λI −A)h = 0
au sens des distributions. Alors, avec l’ine´galite´ de Kato, nous avons
∆|h| ≥ sgn(h)∆h = 2sgn(h)(λ + V )(h) = 2(λ + V )|h| ≥ 0 .
Alors |h| est une fonction sous-harmonique. Avec [Li’84, Theorem 1, p. 447] on voit
que |h| est constante, donc h est constante. Par conse´quent h = 0.
Corollaire 5.2.2 Soit M une varie´te´ riemannienne pour laquelle il existe un point
fixe 0 ∈ M et une constante C > 0 telles que
Ric(x) ≥ −C (1 + d(x, 0)2) , ∀x ∈ M
ou` d(x, 0) de´signe la distance de x a` o, alors pour tout h ∈ L1(M,dx), l’e´quation de
diffusion de la chaleur {
∂tu(t) =
(
∆
2
− V )u(t)
u(0) = h
a une L1(M,dx)-unique solution faible.
Preuve. Avec le the´ore`me 4.4.3, L1(M, dx)-unicite´ de la solution faible de l’e´quation{
∂tu(t) =
(
∆
2
− V )u(t)
u(0) = h
est e´quivalente avec (L∞(M, dx), C (L∞, L1))-unicite´ de l’ope´rateur de Schro¨dinger (A, C∞0 (M))
qui re´sulte compte tenu du the´ore`me 5.2.1.
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5.3 L∞(D, dx)-unicite´ de l’ope´rateur de Schro¨dinger
Soit D un domaine ouvert de IRd avec la frontie`re ∂D. De´signerons par C∞0 (D)
l’espace des fonctions re´elles inde´finiment de´rivables sur D avec un support compact.
Dans la suite nous conside´rons l’ope´rateur de Schro¨dinger A = −∆
2
+ V ayant le
domaine C∞0 (D), ou` ∆ est l’ope´rateur de Laplace et V : IR
d −→ IR est un po-
tentiel mesurable Borel. Comme nous avons pre´cise´, l’ope´rateur de Laplace ∆ en-
gendre un mouvement brownien (Bt)t≥0 dans IR
d de´finie´ sur un espace de proba-
bilite´ filtre´
(
Ω,F , (Ft)t≥0 , (IP x)x∈IRd
)
avec IP x (B0 = x) = 1 pour tout point initial
x ∈ IRd. La proprie´te´ essentiellement auto-adjointe de l’ope´rateur de Schro¨dinger
dans l’espace L2 (D, dx), e´quivalente a` l’unique solvabilite´ de l’e´quation de Schro¨dinger
dans L2 (D, dx), a e´te´ e´tudie´e par Kato [Ka’84], [Ka’72], Reed and Simon [RS’75],
Simon [Si’82] et autres a` la cause de sa importance dans la me´canique quantique. Par-
tant d’une interpre´tation probabiliste intuitive de l’unicite´,Wu [Wu’98] a introduit et
a e´tudie´ l’unicite´ de l’ope´rateur de Schro¨dinger dans l’espace L1 (D, dx) et, plus tard,
dans Lp
(
IRd, dx
)
, pour p ∈ (1,∞) (voir [Wu’01]). En fait, pour avoir la L1 (D, dx)-
unicite´, intuitivement le potentiel repulsif V + devrais eˆtre infini dans la proximite´ de
la frontie`re ∂D tel que la particule avec le point de de´part a` l’inte´rieur de D ne peut
pas arriver sur la frontie`re ∂D (voir [Wu’98, Theorem 1.1, p. 279]).
Le but principal de cette section est l’e´tude de L∞ (D, dx)-unicite´ de l’ope´rateur de
Schro¨dinger (A, C∞0 (D)). Le re´sultat suivant est bien connu :
The´ore`me 5.3.1 Soit V ≥ 0. Alors (A, C∞0 (D)) est L∞(D, dx)-unique par rapport a`
la topologie C(L∞, L1).
Preuve. Pour prouver (L∞(D, dx), C(L∞, L1))-unicite´ de l’ope´rateur (A, C∞0 (D)) on
peut utiliser la preuve de Wu et Zhang [WZ’02, Theorem 5, p. 704]. Soit h ∈
L1(IRd, dx) tel que pour λ > ω on a(
λI − ∆
2
+ V
)
h = 0
au sens des distributions. En utilisant l’ine´galite´ de Kato, on a:
∆|h| ≥ sgn(h)∆h = 2sgn(h)(λ + V )(h) = 2(λ + V )|h| ≥ 0
5.3 L∞(D, dx)-unicite´ de l’ope´rateur de Schro¨dinger 113
au sens de la distribution. Donc |h| est une fonction sous-harmonique non-negative et
avec le the´ore`me de Liouville on obtient |h| = 0. Avec le the´ore`me 4.4.3 il s’ensuit que
(A, C∞0 (D)) est (L∞(D, dx), C(L∞, L1))-unique.
Dans le cas lequel V est borne´, il est simple de prouver que (A, C∞0 (D)) est L∞(D, dx)-
unique. Mais presque dans toutes les situations inte´ressantes de la physique quantique,
le potentiel V est non borne´. Dans ce cas, il est ne´cessaire de conside´rer un potentiel
appartenant a` la classe de Kato, utilise´e pour la premie`re fois par Schechter [Sch’71]
et Kato [Ka’72].
De´finition 5.3.2 On dit que une fonction mesurable V appartient a` la classe de Kato
Kd sur IRd si
lim
δց0
sup
x∈IRd
∫
|x−y|≤δ
|g(x− y)V (y)| dy = 0
ou`
g(x) =


1
|x|d−2
, if d ≥ 3
ln 1
|x|
, if d = 2
1 , if d = 1.
Pour tout p ∈ [1,∞] de´finissons∥∥∥PD,Vt ∥∥∥
p
:= sup
f≥0
‖f‖∞≤1
∥∥∥PD,Vt f∥∥∥
p
.
Les proprie´te´s suivantes du semi-groupe de Feynman-Kac prouve´es par Albeverio et
Ma [AM’91, Theorem 4.1, p. 343] seront tre´s utiles.
Lemme 5.3.3 Les proprie´te´s suivantes sont e´quivalentes:
(i)
∥∥∥PD,Vt ∥∥∥
2
< ∞;
(ii)
{
PD,Vt
}
t≥0
est un C0-semi-groupe sur L
2(D, dx);
(iii) la forme quadratique
EV (f, g) :=
∫
∇f · ∇g dx +
∫
V fg dx , ∀f, g ∈ C∞0 (D)
associe´e a` (A, C∞0 (D)) est inferieuremente borne´e, c’est a` dire,
λ(D, V ) := inf
{EV (f, f)∣∣ ‖f‖2 ≤ 1} > −∞ .
114 5. Applications
Dans ce cas, on a ∥∥∥PD,Vt ∥∥∥
2
= e−λ(D,V )t , ∀t ≥ 0.
La preuve du lemme suivant est analogue a` la preuve de [Wu’98, Lemma 2.3, p. 288].
Lemme 5.3.4 Soit V ∈ L∞loc (D, dx) et soit
{
PD,Vt
}
t≥0
le semi-groupe de Feynman-Kac
sur L∞ (D, dx). Si
∥∥∥PD,Vt ∥∥∥
∞
est borne´ sur les intervalles compacts, alors
{
PD,Vt
}
t≥0
est
un C0-semi-groupe sur (L
∞, C (L∞, L1)) et son ge´ne´rateur LD,V(∞) est une extension de
l’ope´rateur (A, C∞0 (D)).
Preuve. Soit
{
PD,Vt
}
t≥0
le semi-groupe de Feynman-Kac sur L∞(IRd, dx). Puisque∥∥∥PD,Vt ∥∥∥
1
=
∥∥∥PD,Vt ∥∥∥
∞
est borne´ pour t dans les intervalles compacts de [0,∞), avec
[Wu’01, Lemma 2.3, p. 59] il s’ensuit que
{
PD,Vt
}
t≥0
est un C0-semi-groupe sur
L1(IRd, dx). Compte tenu du the´ore`me 4.3.5 on obtient que
{
PD,Vt
}
t≥0
est un C0-
semi-groupe sur L∞(IRd, dx) par rapport a` la topologie C(L∞, L1). Il faut prouver que
son ge´ne´rateur LD,V(∞) est une extension de (A, C∞0 (D)).
Soit V ≥ 0. Pour n ∈ IN nous de´finissons Vn := V ∧ n. Avec un the´ore`me de
perturbation borne´e (voir [Da’80, Theorem 3.1, p. 68]) il s’ensuit que
An = −∆
2
+ Vn
est le ge´ne´rateur d’un C0-semi-groupe
{
PD,Vnt
}
t≥0
sur (L∞, C (L∞, L1)). Donc pour
tout f ∈ C∞0 (D) on a
PD,Vnt f − f =
t∫
0
PD,Vns Anf ds , ∀t ≥ 0.
En possant n →∞, nous obtenons:
PD,Vnt f → PD,Vt f
et
PD,Vnt Anf → PD,Vt Af .
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De plus, pour tout x ∈ D nous avons:∣∣∣PD,Vnt f(x)∣∣∣ ≤ PD,Vt |f |(x)
et ∣∣∣PD,Vnt Anf(x)∣∣∣ ≤ PD,Vt
(∣∣∣∣∆2 f
∣∣∣∣+ |V f |
)
(x) .
Compte tenu du the´ore`me de la convergence domine´e, nous obtenons
PD,Vt f − f =
t∫
0
PD,Vs Afds , ∀t ≥ 0.
Il s’ensuit que f appartient au domaine du ge´ne´rateur LD,V(∞) du C0-semi-groupe
{
PD,Vt
}
t≥0
.
Dans le cas ge´ne´ral, soit V n = V ∨ (−n), pour n ∈ IN . Compte tenu du cas V ≥ 0,
nous avons
PD,V
n
t f − f =
t∫
0
PD,V
n
s Anfds , t ≥ 0.
Mais ∣∣PD,V ns Anf(x)∣∣ ≤ PD,Vs
(∣∣∣∣∆2 f
∣∣∣∣+ |V f |
)
(x)
et avec le the´ore`me de Fubini nous obtenons
t∫
0
PD,Vs
(∣∣∣∣∆2 f
∣∣∣∣+ |V f |
)
(x)ds < ∞
dx-p.p. sur D. D’autre part, pour tout x ∈ D fixe´ tel que
PD,Vs
(∣∣∣∣∆2 f
∣∣∣∣+ |V f |
)
(x) < ∞
avec le the´ore`me de la convergence domine´e on a
PD,V
n
s
(
−∆
2
+ V n
)
f(x) −→ PD,Vs
(
−∆
2
+ V
)
f(x) .
Il s’ensuit que
t∫
0
PD,V
n
s
(
−∆
2
+ V n
)
fds →
t∫
0
PD,Vs
(
−∆
2
+ V
)
fds , ∀t ≥ 0.
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D’une manie`re analogue on peut prouver que
PD,V
n
t f − f → PD,Vt f − f .
Par conse´quent
PD,Vt f − f =
t∫
0
PD,Vs
(
−∆
2
+ V
)
fds , ∀t ≥ 0.
Donc f appartient au domaine du ge´ne´rateur LD,V(∞) du C0-semi-groupe
{
PD,Vt
}
t≥0
. Par
conse´quence LD,V(∞) est une extension de l’ope´rateur (A, C∞0 (D)).
Le re´sultat le plus important de cette section est le the´ore`me suivant.
The´ore`me 5.3.5 Soit V ∈ L∞loc (D, dx) tel que V − ∈ Kd. Alors (A, C∞0 (D)) est un
ge´ne´rateur essentiel sur L∞ (D, dx) par rapport a` la topologie C (L∞, L1).
Preuve. D’abord il faut re´marquer que l’hypothe`se d’existence dans le the´ore`me
4.4.3 est satisfait. Vraiment, si nous conside´rons le semi-groupe de Feynman-Kac{
PD,Vt
}
t≥0
sur L∞ (D, dx), nous avons
∣∣∣PD,Vt f(x)∣∣∣ ≤ PD,Vt |f |(x) ≤ PD,−V −t |f |(x) ≤ P−V −t |f |(x)
d’ou` l’on de´duit que
sup
0≤t≤1
∥∥∥PD,Vt ∥∥∥
∞
≤ sup
0≤t≤1
∥∥∥P−V −t ∥∥∥
∞
< ∞
puisque
∥∥∥P−V −t ∥∥∥
∞
est uniforme´ment borne´ compte tenu de l’appartenance V − ∈ Kd
et de [AS’82]. En utilisant le lemme 5.3.4 il s’ensuit que
{
PD,Vt
}
t≥0
est un C0-semi-
groupe sur (L∞, C (L∞, L1)) et son ge´ne´rateur LD,V(∞) est une extension de (A, C∞0 (D)).
Avec le the´ore`me 4.4.3 (i)⇔(iv), on de´duit que l’ope´rateur (A, C∞0 (D)) est L∞ (D, dx)-
unique si et seulement si pour λ > ω, l’image (λI − A) (C∞0 (D)) est dense dans
(L∞, C (L∞, L1)). Il est suffisant de prouver que pour tout h ∈ L1 (D, dx) satisfaisant
l’e´galite´
〈h, (λI −A)f〉 = 0 , ∀f ∈ C∞0 (D)
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pour λ > ω, il re´sulte que h = 0.
Soit h ∈ L1 (D, dx) tel que
〈h, (I −A)f〉 = 0 , ∀f ∈ C∞0 (D)
ou
(I −A)h = 0 au sens des distributions.
Puisque V ∈ L∞loc (D, dx), compte tenu de [AS’82, Theorem 1.5, p. 217] on voit que
h est une fonction continue. Avec [AS’82, Corollary 3.9, p. 231], on voit qu’il existe
une constante C > 0 telle que
|h(x)| ≤ C
∫
|x−y|≤1
|h(y)| dy , ∀x ∈ D.
Comme V − ∈ Kd, il s’ensuit que C peut eˆtre choisie inde´pendamment de x ∈ D.
Puisque h ∈ L1(D, dx), on voit que h est borne´e et, par conse´quent, h ∈ L2(D, dx).
Maintenant avec L2(D, dx)-unicite´ de (A, C∞0 (D)) et avec le the´ore`me 4.4.3, on voit
que h appartient au domaine du ge´ne´rateur LD,V(2) de
{
PD,Vt
}
t≥0
sur L2 et
LD,V(2) h =
(
−∆
2
+ V
)
= −λh .
Donc
PD,Vt h = e
−λth , ∀t ≥ 0.
Si on prend λ ∈ (ω, λ(D, V )), alors la dernie`re e´galite´ est vraie seulement pour h = 0,
parce que
∥∥∥PD,Vt ∥∥∥
2
= e−λ(D,V )t.
Remarque 5.3.6 Par analogie avec l’unicite´ dans L1(D, dx), L∞(D, dx)-unicite´ de
(A, C∞0 (D)) signifie que la particule ayant le de´part sur la frontie`re ∂D ne peut pas
entrer dans D.
Remarque 5.3.7 Malheureusement, ici nous avons un proble`me tre´s serieux: avec la
remarque 4.4.6, L∞(D, dx)-unicite´ de A est e´quivalente avec l’existence d’une unique
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condition a` la frontie`re pour A∗. Il est bien connu qu’on a plusieurs conditions a` la
frontie`re (Dirichlet, Newmann, etc.). Mais dans le cas de L1(D, dx)-unicite´, l’effet de
la frontie`re a e´te´ e´limine´ par une condition (C1) dans [Wu’98, p. 277] sur le potentiel
V . Trouver une condition analogue dans le cas de L∞(D, dx)-unicite´ est un proble`me
tre´s difficile. D’autre part, dans [WZ’06] on peut trouver le re´sultat suivant:
Proposition 5.3.8 Soit D un domaine ouvert de IRd. Si l’ope´rateur de Laplace (∆, C∞0 (D))
est L∞(D, dx)-unique, alors DC = Ø ou D = IRd.
Preuve. Si, par contre, DC est non-vide, alors on conside`re x0 ∈ DC . Le potentiel de
Bessel
g(x− x0) =
∞∫
0
1
(4pit)
d
2
e

−
|x−x0|
2
4t

dt
est une fonction L1-integrable (∆ − 1)-harmonique sur IRd − {x0}, donc sur D. Avec
le the´ore`me 4.4.3, il re´sulte que (∆, C∞0 (D)) n’est pas unique dans L
∞ ce qui est
contradictoire avec l’hypothe`se.
Nous finissons avec l’unicite´ des solutions faibles du proble`me de Cauchy dual:
Corollaire 5.3.9 Si V ∈ L∞loc(IRd, dx) et V − ∈ Kd, alors pour tout h ∈ L1(IRd, dx),
l’e´quation de diffusion de la chaleur
{
∂tu(t) =
(
∆
2
− V ) u(t)
u(0) = h
a une L1(IRd, dx)-unique solution faible donne´e par u(t) = P Vt h.
Preuve. L’affirmation re´sulte avec le the´ore`me 4.4.3 et le the´ore`me 5.3.5.
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5.4 L1(IRd, dx)-unicite´ des solutions faibles pour
l’e´quation de transport de masse
Les re´sultats de cette section peuvent-eˆtre trouve´s dans [LW’06]. On conside`re l’ope´rateur
Af = b∇f , ∀f ∈ C∞0
(
IRd
)
ou` le champ vectoriel b : IRd → IRd est localement lipschitzien. Soit ∂ le point a` infini
de IRd. Conside`rons l’e´quation {
dXt = b(Xt)dt
X(0) = x
.
Pour tout x ∈ IRd, il existe une unique solution (Xt(x))0≤t<τe , ou`
τe = inf {t ≥ 0 |Xt = ∂}
est le temps d’explosion. Alors la famille {Pt}t≥0, ou`
Ptf(x) = f(Xt(x))1[t<τe]
est un C0-semi-groupe sur L
∞
(
IRd, dx
)
par rapport a` la topologie C (L∞, L1) et
f(Xt)− f(X0) =
t∫
0
b∇f(Xs)ds , ∀f ∈ C∞0 (IRd).
Par conse´quent f appartient au domaine du ge´ne´rateur L(∞) du C0-semi-groupe {Pt}t≥0
sur L∞
(
IRd, dx
)
et
L(∞)f = Af = b∇f .
Il s’ensuit donc que
(A, C∞0 (IRd)) est un pre´-ge´ne´rateur sur (L∞ (IRd, dx) , C (L∞, L1)).
Alors on peut e´tudie
(
L∞
(
IRd, dx
)
, C (L∞, L1))-unicite´ de l’ope´rateur (A, C∞0 (IRd)).
Nous commenc¸ons avec l’ope´rateur uni-dimensionnel
Af = bf ′ , ∀f ∈ C∞0 (IR)
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ou` b est une fonction localement lipschitzienne sur IR tel que b(x) > 0, pour tout x ∈ IR.
Soit A∗ : D (A∗) ⊂ L1(IR, dx) → L1(IR, dx) l’adjoint de A et h ∈ L1(IR, dx) tel que
h ∈ D (A∗) et
A∗h = λh .
Alors h est une solution de l’e´quation diffe´rentielle ordinaire
−(bh)′ = λh
au sens des distributions. Comme bh est absolument continue, il re´sulte que h est
absolument continue sur l’ensemble {x ∈ IR | b(x) 6= 0}.
The´ore`me 5.4.1 Supposons que b est localement lipschitzienne et b(x) > 0 sur IR.
Alors (A, C∞0 (IR)) est (L∞ (IR, dx) , C (L∞, L1))-unique si et seulement si
0∫
−∞
1
b(x)
dx =∞ .
Preuve. Comme nous avons vu, (A, C∞0 (IR)) est un pre´-ge´ne´rateur sur (L∞ (IR, dx) , C (L∞, L1)).
⇐ Supposons, par contre, que (A, C∞0 (IR)) n’est pas (L∞ (IR, dx) , C (L∞, L1))-unique.
Alors il existe une fonction h ∈ L1(IR, dx), h 6= 0 telle que
(I −A∗)h = 0
au sens des distributions. On peut supposer que h est absolument continue. Alors h
est une solution de l’e´quation
−(bh)′ = h .
De l’e´galite´
h
′
= −1 + b
′
b
h ,
il re´sulte que
h = h(0)e
−
xR
0
1+b
′
(s)
b(s)
ds
= h(0)
b(0)
b(x)
e
−
xR
0
1
b(s)
ds
.
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Puisque h 6= 0, on a h(0) 6= 0. Alors
∫
IR
|h(x)|dx = |h(0)||b(0)|
∫
IR
1
b(x)
e
−
xR
0
1
b(s)
ds
dx
et pour
u(x) =
x∫
0
1
b(s)
ds
il s’ensuit que ∫
IR
|h(x)|dx = |h(0)||b(0)|
u(∞)∫
u(−∞)
e−udu =∞
ce qui est contradictoire avec la supposition h ∈ L1(IR, dx).
⇒ Si par contre
0∫
−∞
1
b(x)
dx < ∞ ,
alors
h(x) =
b(0)
b(x)
e
−
0R
−∞
1
b(x)
dx
∈ L1(IR, dx)
et
(I −A∗)h = 0
ce qui est contradictoire avec le fait que A est (L∞ (IR, dx))-unique.
On a maintenant
The´ore`me 5.4.2 Soit b une fonction localement lipschitzienne sur IR tel que pour c0 <
cN ∈ IR, b1(−∞,c0] et b1[cN ,+∞) gardent le signe constant (non-nulle). Alors (A, C∞0 (IR))
est (L∞ (IR, dx) , C (L∞, L1))-unique si et seulement si
c0∫
−∞
1
b+(x)
dx =
+∞∫
cN
1
b−(x)
dx = +∞.
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Preuve. Suffisance. Supposons par contre que (A, C∞0 (IR)) n’est pas (L∞ (IR, dx) , C (L∞, L1))-
unique. Alors il existe une fonction h ∈ L1(IR, dx), h 6= 0 telle que
(I −A∗)h = 0
au sens des distributions. Alors bh est absolument continue sur IR.
Puisque b1(−∞,c0] et b1[cN ,+∞) garde le signe constant, on peut supposer que
{x ∈ IR | b(x) = 0} = {x1 < x2 < ... < xN} ⊂ [c0, cN ].
Etape 1. Soit x ∈ Ik = (xk, xk+1) et ck ∈ Ik, k ∈ {1, 2, ..., N − 1}. Comme h est
absolument continue sur Ik, on a
h(x) = h(ck)
b(ck)
b(x)
e
−
xR
ck
1
b(s)
ds
, ∀x ∈ Ik.
Puisque h 6= 0 sur Ik, nous avons
• si b(x) > 0 pour tout x ∈ Ik, alors
lim
xցxk
b(x)h(x) = b(ck)h(ck)e
ckR
xk
1
b(s)
ds
n’existe pas
• si b(x) < 0 pour tout x ∈ Ik, alors
lim
xրxk+1
b(x)h(x) = b(ck)h(ck)e
−
xk+1R
ck
1
b(s)
ds
n’existe pas
ce qui est contradictoire avec notre supposition.
Etape 2. Soit x ∈ (xN ,∞). Alors
h(x) = h(cN)
b(cN)
b(x)
e
−
xR
cN
1
b(s)
ds
,
d’ou` il s’ensuit que
+∞∫
xN
h(x) dx = h(cN)b(cN)
+∞∫
xN
1
b(x)
e
−
xR
cN
1
b(s)
ds
dx.
5.4 L1(IRd, dx)-unicite´ des solutions faibles 123
Soit
u(x) =
x∫
cN
1
b(s)
ds.
Puisque h(cN) 6= 0, on a
• si b(x) < 0 sur (xN ,+∞), alors u(+∞) = −∞ et
∞∫
xN
h(x) dx = h(cN)b(cN)
u(∞)∫
u(xN )
e−u du =∞ ou −∞
• si b(x) > 0 pour tout x ∈ (xN ,∞), alors
lim
xցxN
b(x)h(x) = h(cN)b(cN)e
cNR
xN
1
b(s)
ds
=∞ ou −∞
ce qui est aussi contradictoire avec notre supposition.
Etape 3. Le cas ou x ∈ (−∞, x1) est similaire avec le cas pre´cedent.
Neccesite´. Nous supposons par contre que
+∞∫
cN
1
b−(x)
dx < ∞
De´finisons
h(x) =


b(cN )
b(x)
e
−
xR
cN
1
b(s)
ds
, x > xN
0 , x ≤ xN
Nous avons −(bh)′ = h sur (−∞, xN) et (xN ,∞). Puisque
lim
xցxN
b(x)h(x) = b(cN)e
cNR
xN
1
b(s)
ds
= 0,
la fonction h est une solution de l’e´quation −(bh)′ = h au sens des distributions, ce qui
est contradictoire avec (L∞ (IR, dx))-unicite´ de A.
Dans le cas multidimensionnel d ≥ 2, le re´sultat principal est le the´ore`me suivant
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The´ore`me 5.4.3 Soit b : IRd → IRd une fonction de classe C1(IRd) telle que b(x) 6= 0
pour tout |x| ≥ R. Supposons qu’il existe une fonction mesurable localement borne´e
β : IR+ → IR telle que (
b(x)
x
|x|
)−
≤ β(|x|) ∀|x| ≥ R .
Si
∞∫
R
1
β(x)
dx =∞ ,
alors
(A, C∞0 (IRd)) est (L∞ (IRd, dx) , C (L∞, L1))-unique. En particulier, pour tout
h ∈ L1(IRd, dx), l’e´quation de transport de masse{
∂tρ(t, x) = −div(bρ(t, x))
ρ(0, x) = h(x)
a une L1(IRd, dx)-unique solution faible.
Preuve. Pour tout x ∈ IRd, soit (Xt(x))0≤t<e, ou` e est le temps d’explosion, la solution
de l’e´quation {
dXt
dt
= b(Xt)
X(0) = x
.
Alors la famille {Pt}t≥0,
Pt(x) = f(Xt(x))
est un C0-semi-groupe sur L
∞(IRd, dx) par rapport a` la topologie C(L∞, L1).
Etape 1. Tout d’abord nous prouvons que pour tout f ∈ C10 , il existe (fn)n∈IN ⊂
C∞0 (IR
d) tel que fn → f et Afn → Af par rapport a` latopologie C(L∞, L1).
Vraiment, soit suppf ⊂ B(0, N). Alors il existe (fn)n∈IN ∈ C∞0 (IRd) tel que supp fn ⊂
B(0, N + 1), pour tout n ≥ 1, fn → f et ∇fn → ∇f uniforme´ment sur IRd. Alors
b∇fn → b∇f
uniforme´ment sur IRd.
Etape 2. Nous allons prouver maintenant que C10 est un core pour A. Compte tenu
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de [WZ’06, Lemma 2.4, p.572], il est suffisant de prouver que
PtC10 ⊂ C10
ou, e´quivalent,
lim
|x|→∞
|Xt(x)| =∞.
Conside´rons
τn = inf{t | |Xt| = n}
et
τ∞ = lim
n→∞
τn = e.
Pour tout t < τR ∧ τ∞, nous avons
d|Xt(x)|
dt
=
Xt(x)
|Xt(x)|b(Xt(x)) ≥ −β(|Xt(x)|).
Soit
h(x) =
x∫
R
1
β(s)
ds.
Alors on a
d
dt
h(|Xt(x)|) = 1
β(|Xt(x)|)
Xt(x)
|Xt(x)|b(Xt(x)) ≥ −1
d’ou` il s’ensuit que
h(|Xt(x)|) ≥ h(|x|)− t , ∀t ∈ [0, τR ∧ τ∞).
Par conse´quent
lim
|x|→∞
|Xt(x)| =∞
d’ou` on de´duit que
(A, C∞0 (IRd)) est (L∞ (IRd, dx) , C (L∞, L1))-unique.
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5.5 L∞(IRd, dx)-unicite´ de l’ope´rateur de Schro¨dinger
ge´ne´ralise´
Dans cette section nous conside´rons l’ope´rateur de Schro¨dinger ge´ne´ralise´ (ou l’ope´rateur
de difussion de Nelson)
Af := 1
2
∆f + b∇f , ∀f ∈ C∞0 (IRd)
ou` b : IRd → IRd est un champ vectoriel mesurable et localement borne´. L’e´tude de ces
ope´rateurs a attire´ beaucoup de mathe´maticiens travaillant dans la me´canique stochas-
tique de Nelson (Carmona [Ca’85], Meyer et Zheng [MZ’84], etc.) et aussi dans
la the´orie des formes de Dirichlet (Albeverio, Brasche et Ro¨ckner [ABR’89]).
L’auto-adjunction essentiel de A a e´te´ comple´tement caracte´rise´ parWielens [Wi’85]
et Liskevitch [Li’99]. La L1-unicite´ de cet ope´rateur a e´te´ e´tudie´e parWu [Wu’99] et
sa Lp-unicite´ a e´te´ e´tudie´e par Eberle [Eb’97] et Djellout [Dj’97] pour p ∈ [1,∞).
Dans la suite nous pre´sentons les re´sultats obtenus parWu and Zhang [WZ’06] pour
p =∞.
On remarque que l’ope´rateur ge´ne´ralise´ de Schro¨dinger (A, C∞0 (IRd)) est un pre´-ge´ne´rateur
sur L∞(IRd, dx). Vraiment, si nous conside´rons le semi-groupe de Feynman-Kac {Pt}t≥0
Ptf(x) := IE
x1[t<τe]f(Xt)
ou` (Xt)0≤t<τe est la diffusion e´ngendre´e par A et τe est le temp d’explosion, alors avec
[WZ’06, Theorem 1.4] {Pt}t≥0 est un C0-semi-groupe sur L∞(IRd, dx) par rapport a` la
topologie C(L∞, L1). Soit ∂ le point a` l’infini de IRd. Si on pose Xt = ∂ apre`s le temps
d’explosion t ≥ τe, alors avec la formule de Itoˆ il re´sulte que pour tout f ∈ C∞0 (IRd),
f(Xt)− f(x)−
t∫
0
Af(Xs) ds
est une martingale locale. Comme elle est borne´e sur les intervalles borne´s, c’est une
vraie martingale. Alors en prenant l’espe´rance par rapport a` IP x, nous obtenons
Ptf(x)− f(x) =
t∫
0
PsAf(x) ds , ∀t ≥ 0.
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Par conse´quent f appartient au domaine du ge´ne´rateur L(∞) du C0-semi-groupe {Pt}t≥0
sur (L∞(IRd, dx), C(L∞, L1)). Donc (A, C∞0 (IRd)) est un pre´-ge´ne´rateur sur L∞(IRd, dx).
Nous commenc¸ons avec l’e´tude de L∞-unicite´ pour l’ope´rateur uni-dimensionnel
Af = a(x)f ′′ + b(x)f ′f , f ∈ C∞0 (x0, y0)
ou` −∞ ≤ x0 < y0 ≤ ∞ et les coefficients a, b satisfont les proprie´te´s suivantes
a(x), b(x) ∈ L∞loc(x0, y0; dx)
et
a(x) > 0 dx− a.e.
1
a(x)
∈ L∞loc(x0, y0; dx)
ou` L∞loc(x0, y0; dx) de´signe l’espace des fonctions re´elles Lebesgue mesurables essentielle-
ment borne´es par rapport a` la mesure de Lebesgue sur tout sous-intervalles compacts
de (x0, y0). Soit c ∈ (x0, y0) fixe´ et soit
s
′
(x) = e
−
xR
c
b(t)
a(t)
dt
m
′
(x) =
1
a(x)
e
xR
c
b(t)
a(t)
dt
.
Leurs primitives s et m sont respectivement la fonction d’e´chelle et la fonction de
vitesse de Feller. Dans la suite par m nous noterons aussi la mesure m
′
(x)dx. On voit
que
〈Af, g〉 = 〈f,Ag〉m , ∀f, g ∈ C∞0 (x0, y0)
ou`
〈f, g〉m =
y0∫
x0
f(x)g(x)m′(x) dx .
Pour f ∈ C∞0 (x0, y0), nous e´crivons A sous la forme:
A = f
′′
m′s′
+
1
m′
(
1
s′
)′
=
1
m′
(
f
′
s′
)′
=
d
dm
d
ds
f .
Maintenant on regarde (A, C∞0 (x0, y0)) comme un ope´rateur sur L∞(x0, y0;m′dx) :=
L∞(m) dote´ de la topologie C(L∞(m), L1(m)). Nous avons une se´rie de lemmes.
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Lemme 5.5.1 Soient A∗ : D(A∗) ⊂ L1(m) → L1(m) l’adjoint de A et u ∈ L1(m).
Alors u ∈ D(A∗) si et seulement si
i) u a une dx-version absolument continue u˜ tel que u˜
′
est absolument continue;
ii) g := au˜
′′
+ bu˜
′
= 1
m
′
(
u˜
′
s
′
)′
∈ L1(m).
Dans ce cas on a A∗u = g.
Preuve. La suffisance re´sulte imme´diatement par une inte´gration par parties. Dans
la suite nous allons montrer la ne´cessite´. Soit x0 < x1 < y1 < y0. L’espace des
distributions aur (x1, y1) est note´ par D′(x1, y1).
(i) on remarque que si k ≥ 1 et T1, T2 ∈ D′(x1, y1) satisfait T (k)1 = T (k)2 (c’est-a`-dire〈
T1, f
(k)
〉
=
〈
T2, f
(k)
〉
, pour tout f ∈ C∞0 (x1, y1)), alors il existe un polynoˆme v tel que
T1 = T2 + v.
(ii) Soit u ∈ L1(m) dans D(A∗) tel que
A∗u = g ∈ L1(m) .
Puisque u
a
∈ L1loc(x0, y0; dx), u, us′ alors u
(
1
s′
)′
∈ L1loc(x0, y0; dx). Pour f ∈ C∞0 (x1, y1)
on a
y1∫
x1
u
(
f
′
s′
)′
dx =
y1∫
x1
uAfm′ dx = 〈u,Af〉m = 〈A∗u, f〉m =
= 〈g, f〉m =
y1∫
x1
fgm
′
dx .
Comme
|f(x)| =
∣∣∣∣∣∣
y1∫
x1
f
′
dx
∣∣∣∣∣∣ ≤
y1∫
x1
|f(x)| dx = ‖f(x)‖L1(x1,y1;dx) ,
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nous obtenons ∣∣∣∣∣∣
y1∫
x1
u
[
1
s′
f
′′
+
(
1
s′
)′
f
′
]
dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣
y1∫
x1
u
(
f
′
s′
)′
dx
∣∣∣∣∣∣ ≤
≤
∣∣∣∣∣∣
y1∫
x1
fgm
′
dx
∣∣∣∣∣∣ ≤
∥∥∥gm′∥∥∥
L1(x0,y0;dx)
‖f‖L∞(x1,y1;dx) ≤
≤ C
∥∥∥f ′∥∥∥
L1(x1,y1;dx)
ou`
C =
∥∥∥gm′∥∥∥
L1(x0,y0;dx)
ne de´pend pas de f . Par conse´quent la fonctionnelle line´aire
lu(η) :=
y1∫
x1
u
[
1
s′
η
′
+
(
1
s′
)′
η
]
dx
ou` η ∈ {f ′ | f ∈ C∞0 (x1, y1)} ⊂ L1(x1, y1; dx), est continue par rapport a` la norme de
L1(x1, y1; dx). Compte tenu du the´ore`me de Hahn-Banach et que le dual de L
1(x1, y1; dx)
est L∞(x1, y1; dx), on voit qu’il existe v ∈ L∞(x1, y1; dx) tel que
lu(η) :=
y1∫
x1
u
[
1
s′
η
′
+
(
1
s′
)′
η
]
dx =
y1∫
x1
vη dx
d’ou` il vient
y1∫
x1
u
1
s′
η
′
dx =
y1∫
x1
[
v − u
(
1
s′
)′]
η dx =
y1∫
x1
hη
′
dx
ou`
h(x) = −
x∫
x1
[
v(t)− u(t)
(
1
s′
)′
(t)
]
dt
est une fonction absolument continue sur (x1, y1). Compte tenu de (i) on voit qu’il
existe un polynoˆme w tel que u 1
s
′ = h + w sur (x1, y1) au sens des distributions, donc
u 1
s′
= h + w p.p. sur (x1, y1).
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(iii) Puisque 1
s′
> 0 est absolument continue, l’e´galite´ u = s
′
(h + w) montre que u a
aussi une version absolument continue u˜ := s
′
(h + w).
(iv) Maintenant nous avons
y1∫
x1
fgm
′
dx =
y1∫
x1
u˜
(
f
′
s′
)′
dx = −
y1∫
x1
u˜
′ 1
s′
f
′
dx
Donc (
u˜
′
s′
)′
= gm
′
+ u˜V m
′ ∈ L1(x1, y1; dx)
au sens des distributions. Alors 1
s′
u˜
′
a une version absolument continue u˜
′
. Par
conse´quent
g =
1
m′
(
u˜
′
s′
)′
= au˜
′′
+ bu˜
′
p.p. sur (x1, y1). Alors la preuve est finie parce que (x1, y1) est un sous-intervalle
relativement compact arbitraire de (x0, y0).
Lemme 5.5.2 Soit h ∈ L1(m) tel que
(I − (A)∗)h = 0 ou
(
h
′
s′
)′
= m
′
(1 + V )h
au sens du lemme 5.5.1. Supposons que h est de classe C1 tel que h
′
est absolument
continue. Supposons que c1 ∈ (x0, y0), h(c1) > 0 et h′(c1) > 0 (respectivement < 0).
Alors h
′
(y) > 0 (respectivement < 0) pour tout y ∈ (c1, y0) (respectivement pour tout
y ∈ (x0, c1)).
Preuve. Supposons que h
′
(c1) > 0. Soit
yˆ = sup
{
y ≥ c1
∣∣∣ h′(z) > 0, ∀z ∈ [c1, y)} .
Il est e´vident que yˆ > c1. Alors, il vient
h(t) ≥ h(c1) > 0 , ∀t ∈ [c1, yˆ].
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Donc pour y ∈ (c1, y0) on a
1
s′(y)
h
′
(y)− 1
s′(c1)
h
′
(c1) =
y∫
c1
m
′
(t)h(t) dt .
Si yˆ < y0, alors nous avons
1
s′(y)
h
′
(y) =
1
s′(c1)
h
′
(c1) +
yˆ∫
c1
m
′
(t)h(t) dt >
1
s′(c1)
h
′
(c1) > 0.
Il s’ensuit que h
′
(yˆ) > 0, donc h
′
> 0 sur [yˆ, yˆ + ε] pour ε sufissament petit ce qui est
contradictoire avec la de´finition de yˆ.
Lemme 5.5.3 Il existe deux fonctions hk, k = 1, 2 de classe C
1 strictement positives
sur (x0, y0) tel que
(i) pour k = 1, 2, h
′
k est absolument continue et(
1
s′
h
′
h
)′
= m
′
hk , p.p.;
(ii) h
′
1 > 0 et h
′
2 < 0 sur (x0, y0).
Preuve. La fonction h2 a e´te´ construite par Feller [Fe’52, Lemma 9.1] pour le cas
a = 1. Mais sa preuve reste encore valable dans notre situation conside´re´e ici (voir
[WZ’06, Lemma 4.7]).
Le re´sultat principal dans le cas uni-dimensionnel est donne´ dans le the´ore`me suivant.
The´ore`me 5.5.4 Soit c ∈ (x0, y0). (A, C∞0 (x0, y0)) est L∞(m)-unique par rapport a`
la topologie C(L∞(m), L1(m)) si et seulement si
y0∫
c
m
′
(y) dy
y∫
c
s
′
(x) dx = +∞
et
c∫
x0
m
′
(y) dy
c∫
y
s
′
(x) dx = +∞
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Preuve. Soit c ∈ (x0, y0).
⇐ Supposons par contre que (A, C∞0 (x0, y0)) n’est pas L∞(m)-unique. Alors il existe
h ∈ L1(m), h 6= 0 tel que
(I −A∗)h = 0 .
On peut supposer que h ∈ C1(x0, y0) et h > 0 sur un sous-intervalle [x1, y1] ⊂ (x0, y0),
ou` x1 < y1. On remarque que h
′ 6= 0 sur (x1, y1).
Soit c1 ∈ (x1, y1) tel que h′(c1) > 0. Avec le lemme 5.5.2, il s’ensuit que
h(y) ≥ h(c1) > 0 , ∀y ∈ [c1, y0).
Alors nous avons:
h(y) = h(c1) +
y∫
c1
h
′
(x) dx =
= h(c1) +
y∫
c1

h
′
(c1)
s′(c1)
s
′
(x) + s
′
(x)
x∫
c1
m
′
(t)h(t) dt

 dx >
>
h
′
(c1)
s′(c1)
y∫
c1
s
′
(x) dx .
Par conse´quent
y0∫
c1
h(y)m
′
(y) dy >
h
′
(c1)
s′(c1)
y0∫
c1
m
′
(y) dy
y∫
c1
s
′
(x) dx = +∞
ce qui est contradictoire avec l’hypothe`se h ∈ L1(m).
Si h
′
(c1) < 0 pour c1 ∈ (x1, y1), alors de fac¸on analogue on peut prouver que
c1∫
x0
m
′
(y)h(y) dy = +∞ .
⇒ Supposons que
c∫
x0
m
′
(y) dy
c∫
y
s
′
(x) dx < ∞ .
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En particulier on a
c∫
x0
m
′
(y) dy < ∞
Avec le lemme 5.5.3 on voit qu’il existe une fonction h2 > 0 tel que h
′
2 < 0 sur (x0, y0).
Soit h := h2. Donc h > 0 et h
′
< 0 sur (x0, y0). Pour y ∈ (c, y0) on a
0 ≥ h
′
(y)
s′(y)
=
h
′
(c)
s′(c)
+
y∫
c
m
′
(t)h(t) dt
d’ou` il re´sulte que
y0∫
c
m
′
(t)h(t) dt ≤ −h
′
(c)
s′(c)
< ∞ .
Par conse´quent, h est une fonction m-inte´grable tout pre`s de y0.
Soit maintenant c0 ∈ (x0, c). Comme pour x < c0 on a
c∫
x
m
′
(t)h(t) dt >
c∫
c0
m
′
(t)h(t) dt > 0 ,
il existe λ > 1 tel que
h
′
(c)
s′(c)
> −(λ− 1)
c∫
x
m
′
(t)h(t) dt , ∀x ∈ (x0, c0).
Alors pour x < c0 on a
h
′
(x)
s′(x)
=
h
′
(c)
s′(c)
−
c∫
x
m
′
(t)h(t) dt ≥ −λ
c∫
x
m
′
(t)h(t) dt,
d’ou` pour tout y < c0 on obtient
h(y) = h(c0)−
c0∫
y
h
′
(x) dx ≤ h(c0) + λ
c0∫
y
s
′
(x)

 c∫
x
m
′
(t)h(t) dt

 dx .
134 5. Applications
Il s’ensuit que
m
′
(y)h(y) ≤ h(c0)m′(y) + λm′(y)
c0∫
y
s
′
(x)

 c∫
x
m
′
(t)h(t) dt

 dx ≤
≤ h(c0)m′(y) + λ
c∫
c0
m
′
(t)h(t) dtm
′
y
c0∫
y
s
′
(t) dt +
+ λm
′
(y)
∫
s
′
(x) dx
c0∫
x
m
′
(t)h(t) dt .
Notons
φ(z) =
c0∫
z
m
′
(y)h(y) dy
et
K = h(c0)
c0∫
x0
m
′
(y) dy + λ
c∫
c0
m
′
(t)h(t) dt
c0∫
x0
m
′
y

 c0∫
y
s
′
(t) dt

 dy < ∞.
Alors pour z < c0 on a
φ(z) ≤ K + λ
c0∫
z
m
′
(y)

 c0∫
y
s
′
(x)φ(x) dx

 dy ≤
≤ K + λ
c0∫
z
m
′
(y)

 c0∫
y
s
′
(x) dx

φ(y) dy .
Avec l’ine´galite´ de Gronwall, on obtient
φ(z) ≤ Ke
λ
c0R
z
m
′
(y)
"
c0R
y
s
′
x dx
#
dy
d’ou` il s’ensuit que φ(x0) < ∞ et, par conse´quent, h est m-inte´grable tout pre`s de x0.
Nous allons conside´rer maintenant l’ope´rateur de Schro¨dinger multidimensionnel
Af := 1
2
∆f + b∇f , ∀f ∈ C∞0 (IRd)
ou` d ≥ 2.
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The´ore`me 5.5.5 Supposons qu’il existe une fonction localement borne´e mesurable
β : IR+ → IR
tel que
b(x)x
|x| ≥ β(|x|) , ∀x ∈ IR
d, x 6= 0.
Soit
β˜(r) = β(r) +
d− 1
2r
et conside´rons l’ope´rateur uni-dimensionnel
A1 = 1
2
d2
dr2
+ β˜(r)
d
dr
.
Soient
s
′
(x) = e
−
xR
1
2β˜(t) dt
et
m
′
(x) = xd−1e
xR
1
2β˜(t) dt
les de´rive´es de la fonction d’e´chelle, respectivement de la fonction de vitesse de l’ope´rateur
A1. Si
∞∫
0
m
′
(y) dy
y∫
1
s
′
(r) dr = +∞ ,
alors
(A, C∞0 (IRd)) est L∞(IRd, dx)-unique.
Preuve. Avec le the´ore`me 4.4.3, pour L∞(IRd, dx)-unicite´ de
(A, C∞0 (IRd)) il est
suffisant de prouver que si u ∈ L1(IRd, dx) ve´rifie
〈u, (A− I) f〉 = 0 , ∀f ∈ C∞0 (IRd),
alors u = 0, o’u` 〈f, g〉 := ∫
IRd
fg dx. Soit u ∈ L1(IRd, dx) tel que
∫
IRd
u
(
1
2
∆ + b∇− I
)
f dx = 0 , ∀f ∈ C∞0 (IRd).
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Compte tenu de [Eb’97, Lemma 2.2], on voit que u ∈ L∞loc et∇u ∈ Ldloc ⊂ L2loc. Puisque
C∞0 (IR
d) est dense dans{
f ∈ L2 ∣∣ ∇f ∈ L2 et le support de f est compact} ,
on obtient
−1
2
∫
IRd
∇u∇f dx +
∫
IRd
ub∇f dx =
∫
IRd
uf dx
pour tout f ∈ H1,2(IRd) avec un support compact. Maintenant on peut utiliser le
raisonnement de Eberle [Eb’97, proof of Theorem 2.5, Step 2] pour prouver que
(une ine´galite´ de Kato)
−1
2
∫
IRd
∇|u|∇f dx +
∫
IRd
|u|b∇f dx ≥
∫
IRd
|u|f dx
pour tout f ∈ H1,2(IRd) non-negative avec un support compact.
Soit
G(r) =
∫
B(r)
|u| dx
ou` B(r) =
{
x ∈ IRd ∣∣ |x| ≤ r}. G est absolument continue et
G
′
(r) =
∫
∂B(r)
|u| dσx , dr-a.e.
ou` dσr est la mesure sur la sphe`re ∂B(r) (la frontie`re de B(r)). Maintenant pour tout
0 < r1 < r2 conside´rons
f = min
{
r2 − r1, (r2 − |x|)+
}
et
γ(x) =
x
|x| = ∇|x| .
Alors nous avons
−1
2
∫
B(r2)−B(r1)
∇|u|∇(r2 − |x|) dx +
∫
B(r2)−B(r1)
|u|b(x)∇(r2 − |x|) dx ≥
≥
∫
B(r2)−B(r1)
|u|(r2 − |x|) dx ,
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d’ou` il s’ensuit que
1
2
∫
B(r2)−B(r1)
∇|u|γ(x) dx−
∫
B(r2)−B(r1)
|u|b(x)γ(x) dx ≥
≥
∫
B(r2)−B(r1)
|u|(r2 − |x|) dx + G(r1)(r2 − r1) .
Puisque
∇|u|γ = div(|u|γ)− |u|div(γ) = div(|u|γ)− |u|d− 1|x| ,
avec la formule de Gauss-Green on obtient
∫
B(r2)−B(r1)
∇|u|γ(x) dx = G′(r2)−G′(r1)− (d− 1)
r2∫
r1
1
r
G
′
(r) dr
pour dr1 ⊗ dr2-p.p. 0 < r1 < r2.
D’autre part, compte tenu de l’hypothe`se et du the´ore`me de Fubini on a
−
∫
B(r2)−B(r1)
|u|b(x)γ(x) dx ≤ −
r2∫
r1
G
′
(r)β(r) dr
et
∫
B(r2)−B(r1)
|u|(r2 − |x|) dx =
r2∫
r1
(r2 − r)G′(r) dr =
=
r2∫
r1
G
′
(r)
r2∫
r
dt dr =
r2∫
r1
dr
r∫
r1
G
′
(t) dt.
Par conse´quent
1
2
[
G
′
(r2)−G′(r1)
]
−
r2∫
r1
β˜(r)G
′
(r) dr ≥
r2∫
r1
G(r)dr
pour dr1 ⊗ dr2-p.p. 0 < r1 < r2. Donc
A−1 :=
1
2
G
′′
(r)− β˜G′(r) ≥ G(r)
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au sens des distributions sur (0,∞).
On remarque que le signe de β˜ dans A−1 est negative, oppose´ au signe de l’ope´rateur A1
et les de´rive´es des fonctions d’e´chelle respectivement de vitesse de A−1 sont exactement
m
′
(x)
2
et respectivement 2s
′
(x). Donc on peut e´crire
(
G
′
m′
)′
≥ s′G(r) .
Supposons par contre que u 6= 0. Donc il existe r0 > 0 tel que G(r0) > 0. Alors pour
dx-p.p. r > r0 on a
G
′
(r) ≥ m′(r)
∫
r0
rs
′
(t)G(t) dt ≥ m′(r)G(r0)
r∫
r0
s
′
(t) dt
d’ou` il s’ensuit que
∫
IRd
|u| dx = G(∞) ≥ G(r0)
∞∫
r0
m
′
(r) dr
r∫
r0
s
′
(t) dt =∞ ,
ce qui est contradictoire avec l’hypothe`se que u ∈ L1(IRd, dx).
Corollaire 5.5.6 Dans les hypothe`ses du the´ore`me 5.5.5, pour tout f ∈ L1(IRd, dx)
l’e´quation de Fokker-Planck{
∂tu(t, x) =
1
2
∆u(t, x)− div( bu )
u(0, x) = f(x)
a une L1(IRd, dx)-unique solution faible.
Preuve. L’assertion de l’e´nonce´ re´sulte tout de suite avec le the´ore`me 4.1.1 et le
the´ore`me 5.5.5.
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5.6 L∞(M,dx)-unicite´ de l’ope´rateur de Schro¨dinger
ge´ne´ralise´ sur une varie´te´ riemannienne comple`te
Soit M une varie´te´ riemannienne comple`te avec la messure dx. Conside´rons l’ope´rateur
de Schro¨dinger ge´ne´ralise´ (ou l’ope´rateur de diffusion de Nelson, voir [Wu’99])
A = ∆−∇φ·∇
avec le domaine C∞0 (M) et la messure invariante dµφ = e
−φ(x)dx, ou` ∆ est l’ope´rateur
de Laplace-Beltrami et ∇ est l’ope´rateur gradient sur M et φ ∈ C∞(M). L’e´tude
de cet ope´rateur est tre`s important puisque il est bien connu que A = ∆ − ∇φ·∇
considere´ comme un ope´rateur syme´trique dans L2(M, e−φ(x)dx) est unitaire e´quivalent
avec l’ope´rateur de Schro¨dinger H = ∆ − V , ou` V = 1
4
|∇φ|2 − 1
2
∆φ, considere´ dans
L2(M,dx). Cet isomorphisme unitaire U : L2(M, e−φ(x)dx)→ L2(M,dx) est donne´ par
Uf = e−
φ
2 f . Dans les casses lesquels M = IRd ou M = D est un domaine ouvert de
IRd pour l’ope´rateur de diffusion A = ∆ + 2∇φ
φ
·∇, L1(M,φ2dx)-unicite´ a e´te´ e´tudie´e
par Liskevitch [Li’99], Stannat [St’99] et Wu [Wu’99].
Dans cette section nous e´tudions L∞(M, e−φ(x)dx)-unicite´ de l’ope´rateur (A, C∞0 (M))
utilisant un re´sultat tre`s re´cent de Li [Li’05] concernant le the´ore`me de Liouville dans
une varie´te´ riemannienne comple`te. Nous rappelons que pour tout m ≥ n = dim(M),
le 2-tensor syme´trique
Ricm,n(A)(x) = Ric(x) +∇2φ(x)− ∇φ(x)⊗∇φ(x)
m− n , ∀x ∈ M
s’appelle la courbure de Bakry-Emery Ricci de l’ope´rateur A (voir [BE’85]), avec la
convention m = n si et seulement si A = ∆.
Le re´sultat principal de cette section est le the´ore`me suivant (voir [Le’06])
The´ore`me 5.6.1 Soit M une varie´te´ riemannienne comple`te, φ ∈ C2(M). Supposons
qu’il existe les constantes m > n et C > 0 telles que
Ricm,n(A)(x) ≥ −C
(
1 + d2(x, 0)
)
, ∀x ∈ M
ou` d(x, 0) de´signe la distance de x a` 0 ∈ M . Alors (A, C∞0 (M)) est L∞(M, e−φ(x)dx)-
unique par rapport a` la topologie C (L∞, L1).
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Preuve. Prouvons le the´ore`me en deux e´tapes.
Etape 1 (A, C∞0 (M)) est un pre´-ge´ne´rateur sur
(
L∞(M, e−φ(x)dx), C (L∞, L1)).
Soit (Wt)t≥0 le mouvement brownien a` valeur dans M . L’e´quation diffe´rentielle stochas-
tique
dXt =
√
2dWt −∇(Xt)dt
a une unique solution martingale (Xt)0≤t<τe , ou` τe est le temps d’explosion. Le semi-
groupe de transition {Pt}t≥0 est donne´ par la formule de Feynman-Kac
Ptf(x) = IE
xf(Xt)1[t<τe] , f ∈ C∞0 (M)
Puisque {Pt}t≥0 est un C0-semi-groupe sur (L1(M, e−φ(x)dx), ‖ ‖1), il est aussi un C0-
semi-groupe sur L∞(M, e−φ(x)dx) par rapport a` la topologie C (L∞, L1). Avec la formule
de Ito, pour tout f ∈ C∞0 (M) il s’ensuit que
f(Xt)− f(x)−
t∫
0
Af(Xt)ds
est une martingale locale. Comme elle est borne´e sur les intervales borne´s, c’est une
vraie martingale. En prenant l’espe´rance par rapport a` IP x dans la dernie`re formule,
on trouve que
Ptf(x)− f(x) =
t∫
0
PsAf(x)ds , ∀t ≥ 0
qui signifie que f appartient au domaine du ge´ne´rateur L(∞) de {Pt}t≥0, c’est-a`-dire
L(∞) e´tend A.
Etape 2 (A, C∞0 (M)) est L∞(M, e−φ(x)dx)-unique par rapport a` la topologie C (L∞, L1).
Avec le the´ore`me 4.4.3, il s’ensuit que l’ope´rateur (A, C∞0 (M)) est L∞(M, e−φ(x)dx)-
unique si et seulement si pour λ > ω, l’image (A − λI) (C∞0 (M)) est dense dans
(L∞, C (L∞, L1)). Il est suffisant de prouver que si u ∈ L1(M, e−φ(x)dx) satisfait
(A− λI)u = 0 au sens des distributions, alorsn u = 0.
Soit u ∈ L1(M, e−φ(x)dx) tel que
(A− I)u = 0
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au sens des distributions, c’est-a`-dire
〈u, (A− I)f〉 = 0 , ∀f ∈ C∞0 (M).
Puisque ∫
M
u∆f e−φ(x)dx−
∫
M
u∇φ∇f e−φ(x)dx =
∫
M
uf e−φ(x)dx,
on obtient
−
∫
M
∇u∇f e−φ(x)dx−
∫
M
u∇φ∇f e−φ(x)dx =
∫
M
uf e−φ(x)dx
pour tout f ∈ H1,2(M, e−φ(x)dx) non-negative avec un support compact. Maintenant
on peut utiliser le raisonnement de Eberle [Eb’97, proof of Theorem 2.5, Step 2]
pour prouver que (une ine´galite´ de Kato)
−
∫
M
∇|u|∇f e−φ(x)dx−
∫
M
|u|∇φ∇f e−φ(x)dx ≥
∫
M
|u|f e−φ(x)dx
pour tout f ∈ H1,2(M, e−φ(x)dx) non-negative avec un support compact, ce qui est
e´quivalent avec ∫
M
|u|Af e−φ(x)dx ≥
∫
M
|u|f e−φ(x)dx ≥ 0 .
Par conse´quent |u| est une fonction A-ssous-harmonique. Avec [Li’05, Theorem 7.1],
on voit que |u| est constante, donc u = 0. Avec le the´ore`me 4.4.3 on obtient que
(A, C∞0 (M)) est L∞(M, e−φ(x)dx)-unique.
Corollaire 5.6.2 Dans les hypothe`ses du the´ore`me 5.6.1, pour tout h ∈ L1(M, dx),
l’e´quation de diffusion de la chaleur{
∂tu(t) = A∗u(t)
u(0) = h
a une L1(M,dx)-unique solution faible.
Preuve. L’affirmation re´sulte avec le the´ore`me 4.4.3 et le the´ore`me 5.6.1.
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