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a b s t r a c t
In this paper, based on Laguerre polynomials, we present newmethods formodel reduction
of coupled systems in the time domain. By appropriately selected projection matrices, a
reduced order system is produced to retain the topology structure of the original system.
Meanwhile, it preserves a desired number of Laguerre coefficients of the system’s output,
thereby providing good approximation accuracy. We also study the two-sided projection
method in the time domain, as well as the stability of reduced order systems. Two
numerical examples are used to illustrate the efficiency of the proposed methods.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Coupled systems frequently arise in scientific and industrial fields [1]. A coupled system is a global model composed of
several subsystems, which interact via additional relations between their local inputs and outputs. Coupled systems can be
represented in terms of the global input–output behavior, while the architecture of the interconnection allows the inner
subsystems to be still recognizable. The applications of coupled systems include models of the power grid, micro-electro-
mechanical systems (MEMS) and domain decomposition methods of partial differential equations (PDE); see [2–5].
In this paper, we consider model reduction for coupled systems with special coupled relationships. Such systems consist
of k coupled linear time-invariable (LTI) subsystems
Ei
dxi(t)
dt
= Aixi(t)+ Biui(t),
yi(t) = Cixi(t),
(1)
where Ei, Ai ∈ Rni×ni , Bi ∈ Rni×pi , Ci ∈ Rmi×ni; xi(t) ∈ Rni , ui(t) ∈ Rpi and yi(t) ∈ Rmi are the state, input and output of the
subsystems, respectively, i = 1, 2, . . . , k. All subsystems are coupled through the linear algebraic relationships
ui(t) = Ki1y1(t)+ · · · + Kikyk(t)+ Giu(t),
y(t) = R1y1(t)+ · · · + Rkyk(t), (2)
where Kil ∈ Rpi×ml (l = 1, 2, . . . , k), Ri ∈ Rm×mi and Gi ∈ Rpi×p are constant matrices. Further, u(t) ∈ Rp and y(t) ∈ Rm are
the input and the output of coupled systems, respectively. For simplicity, we assume zero initial conditions.
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Generally, each subsystempossesses a lot of internal variables, which leads to the high dimensional coupled systems. As a
result, direct numerical simulation in such large scale setting becomes an intractable task. Model reduction is an approach to
overcoming this problem [6,7]. It aims to approximate a large scale system by a reduced one of lower order. Meanwhile, the
topology structure of coupled systems should be preserved. Unfortunately, the topology structure is no longer recognizable
after one applies standard model reduction methods to coupled systems directly.
Model reduction for coupled systemswas originally considered in [8]. Recently, several researchers paid attention to this
area and achieved some constructive results. In viewof the topology structure of coupled systems, one can approximate each
subsystem separately and then couple themwith the same interconnection structure. However, a reduced order subsystem
may require a high dimension to capture its individual behavior, but hardly affect the behavior of thewhole coupled system.
This means that such a strategy is not satisfactory. For this reason, the balanced truncationmethod resulting from the global
response perspective was introduced in [9]. Furthermore, a priori error bound was obtained in [10] for a special case when
coupled systems had the so-called ‘‘structured Gramians’’. This approach has been extended to more general cases in [11].
On the other hand, projection methods based on Krylov subspaces have been developed for coupled systems to match the
moments in the frequency domain. We recommend the survey paper [12] for more details.
Model reduction for coupled systems in the time domain is studied in this paper. By projecting the time responses of
each subsystem onto a lower dimensional subspace spanned by Laguerre coefficients, the reduced order coupled system
matches these Laguerre coefficients and naturally has the same topology structure as the original system. Moreover, two-
sided projectionmethods are used in this context tomatchmore Laguerre coefficients, ormoments in the frequency domain
simultaneously. Our results can be viewed as a generalization of paper [13,14] to coupled systems. For simplicity, we only
consider a special case of the non-scaled Laguerre functions. The standard model reduction techniques for the general LTI
systems in the time domain can be found in [13–18].
The paper is organized as follows. In Section 2, based on Laguerre polynomials, we construct a reduced order system and
its main properties on Laguerre coefficients preservation are proved rigorously. We employ two-sided projection methods
to improve the proposed method. The stability of reduced order systems is also considered. In Section 3, two numerical
examples are used to verify our theoretical results. We give some conclusions in Section 4.
2. Laguerre-based model reduction
In this section, we present a projection framework for constructing reduced order coupled systems with desired
properties on the Laguerre coefficient preservation. Two-sided methods are employed to improve the approach. The
connections with the results on moment matching methods will also be discussed. We first give a sketch of Laguerre
polynomials.
2.1. Overview of Laguerre polynomials
Laguerre polynomials [19] Li : [0,∞)→ R are defined as
Li(t) = et d
i
dt i
(t ie−t), i = 0, 1, . . . ,
that is, L0(t) = 1, L1(t) = 1− t, L2(t) = 2− 4t+ t2, L3(t) = 6− 18t+ 9t2− t3, . . . . When weighted with the nonnegative
functionw(t) = e−t , Laguerre polynomials are orthogonal and satisfy the equation
⟨Li(t), Lk(t)⟩ =
∫ ∞
0
w(t)Li(t)Lk(t)dt =

0, i ≠ k,
(i!)2, i = k.
Additionally, Laguerre polynomials have the following recurrent relationships
L0(t) = 1, L1(t) = 1− t, and Li+1(t) = (1+ 2i− t)Li(t)− i2Li−1(t), i = 1, 2, . . . .
For our purposes, we prefer the following integral relationship∫ t
0
Li(τ )dτ = − 1i+ 1 Li+1(t)+ Li(t), i = 0, 1, . . . . (3)
Provided that the k-th Laguerre approximation of the function f (t) is
fˆk(t) = cˆ0L0(t)+ cˆ1L1(t)+ · · · + cˆkLk(t),
where Laguerre coefficients cˆj = 1(j!)2
∞
0 e
−t f (t)Lj(t)dt for j = 0, 1, . . . , k, then fˆk(t) is optimal in the sense that∫ ∞
0
e−t(f (t)− fk(t))2dt
is minimal subject to fk(t) = c0L0(t)+ c1L1(t)+ · · · + ckLk(t)with cj ∈ R.
In the framework of model reduction, if we construct a reduced order system which preserves certain Laguerre
coefficients of the system’s output, then we expect it to approximate the original system in some way.
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2.2. One-sided method
It is clear that coupled systems (1) and (2) are LTI systems. Their generalized state space realizations can be obtained by
properly defining x(t) = [xT1(t) xT2(t) · · · xTk(t)]T. Let n = n1 + n2 + · · · + nk and define matrices
Ec = diag{E1, E2, . . . , Ek}, Ac = diag{A1, A2, . . . , Ak},
Bc = diag{B1, B2, . . . , Bk}, Cc = diag{C1, C2, . . . , Ck},
R = [R1 R2 · · · Rk], K =
K11 · · · K1k... . . . ...
Kk1 · · · Kkk
 , G =
G1...
Gk
 .
We get an n-dimensional realization of coupled systems with coefficient matrices as follows
E = Ec, A = Ac + BcKCc, B = BcG, C = RCc . (4)
If one applies standard model reduction methods to the linear system defined by (4), the topology structure of the coupled
system will be destroyed.
The topology structure of coupled systems corresponds to the practical physical structure. It is vital for the system
realization and should be preserved in model reduction. Although performing model reduction individually on subsystems
achieves this goal, this scheme is limited locally with respect to the whole coupled system. We consider the problem in the
time domain by taking the coupled relationships into account in such a way as to treat coupled systems from the global
perspective.
Due to the zero initial conditions, integrating both sides of the state equation of subsystem (1) from τ = 0 to t , we get
Eixi(t) = Ai
∫ t
0
xi(τ )dτ + Bi
∫ t
0
ui(τ )dτ .
Combining the above equality with (2) leads to
Eixi(t) = Ai
∫ t
0
xi(τ )dτ + BiKi1C1
∫ t
0
x1(τ )dτ + · · · + BiKikCk
∫ t
0
xk(τ )dτ + BiGi
∫ t
0
u(τ )dτ . (5)
Let the Laguerre expansions of the state xi(t) and
 t
0 u(τ )dτ be
xi(t) =
∞−
r=0
airLr(t),
∫ t
0
u(τ )dτ =
∞−
r=0
urLr(t), (6)
respectively, where air ∈ Rni are Laguerre coefficients of xi(t), and ur ∈ Rp are Laguerre coefficients of
 t
0 u(τ )dτ .
Substituting (6) into (5) and using the recurrent property (3), it yields
Ei
∞−
r=0
airLr(t) = Ai
∞−
r=0
air

− 1
r + 1 Lr+1(t)+ Lr(t)

+ BiKi1C1
∞−
r=0
a1r

− 1
r + 1 Lr+1(t)+ Lr(t)

+ · · · + BiKikCk
∞−
r=0
akr

− 1
r + 1 Lr+1(t)+ Lr(t)

+ BiGi
∞−
r=0
urLr(t).
We want the first N + 1 Laguerre coefficients air . By equating the coefficients of terms Lr(t) in the above equality, we get
Eiai0 = Aiai0 + BiKi1C1a10 + BiKi2C2a20 + · · · + BkKikCkak0 + BiGiu0, for r = 0, (7)
Eiair = Ai

air − 1r ai(r−1)

+ BiKi1C1

a1r − 1r a1(r−1)

+ BiKi2C2

a2r − 1r a2(r−1)

+ · · · + BiKikCk

akr − 1r ak(r−1)

+ BiGiur , for r = 1, 2, . . . ,N. (8)
Because Eqs. (7) and (8) are valid for i = 1, 2, . . . , k, Laguerre coefficient matrix
LA ,

a10 a11 · · · a1N
a20 a21 · · · a2N
...
...
. . .
...
ak0 ak1 · · · akN
 (9)
is available by solving linear equations. We calculate it in the following way.
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Let ar = [aT1r aT2r · · · aTkr ]T for r = 0, 1, . . . ,N . We define the vector a = [aT0 aT1 · · · aTN ]T. By permuting Eqs. (7) and (8)
according to the indexes (i r) as follows
(1 0), . . . , (k 0), (1 1), . . . , (k 1), . . . , (1 N), . . . , (k N),
we represent these linear equations in the matrix form
Aa = B, (10)
where matricesA andB have special structures and are given by
A =

E − A
A E − A
. . .
. . .
1
N
A E − A
 , B =

Bu0
Bu1
...
BuN
 .
Here matrices E, A, B are defined by (4). If set
T =

0 I · · · 0
0 0
. . .
...
...
. . .
. . .
1
N
I
0 · · · 0 0
 , U = [u0 u1 · · · uN ],
we can rewrite linear equation (10) as a matrix equation
(E − A)LA + ALAT = BU .
Provided that the matrix E − A is nonsingular, Laguerre coefficient matrix (9) is obtained by using the following recursions
a0 = (E − A)−1Bu0, ar = (E − A)−1

Bur − 1r Aar−1

, for 1 ≤ r ≤ N. (11)
Now, we construct the reduced order coupled system using Laguerre coefficient matrix (9). We first construct column
orthonormal matrices Vi such that
span{Vi} = span{ai0, ai1, . . . , aiN}. (12)
Let xi(t) ≈ Vix˜i(t). Using the congruence transform with Vi, it yieldsE˜i
dx˜i(t)
dt
= A˜ix˜i(t)+ B˜iu˜i(t),
y˜i(t) = C˜ix˜i(t),
(13)
where E˜i = V Ti EiVi, A˜i = V Ti AiVi, B˜i = V Ti Bi and C˜i = CiVi. Together with the coupled relationships
u˜i(t) = Ki1y˜1(t)+ · · · + Kiky˜k(t)+ Giu(t),
y˜(t) = R1y˜1(t)+ · · · + Rky˜k(t), (14)
we get the reduced order system.
Similarly, for the state x˜i(t) of the reduced order system, we denote its Laguerre expansion by x˜i(t) = ∑∞r=0 a˜irLr(t),
where a˜ir are Laguerre coefficients of x˜i(t). We give the following lemma prepared for the main results.
Lemma 2.1. If the reduced order system (13) and (14) and the original system (1) and (2) are excited by the input u(t), then
Via˜ir = air for i = 1, 2, . . . , k and r = 0, 1, . . . ,N.
Proof. Because air ∈ span{Vi}, there exists a constant vector aˆir ∈ RN+1 such that air = Viaˆir . Let V = diag{V1, V2, . . . , Vk}.
By constructing (N + 1)× (N + 1) block diagonal matrix Vˆ = diag{V , . . . , V }, we have
a = Vˆ [aˆT10 aˆT11 · · · aˆT1N aˆT20 aˆT21 · · · aˆT2N · · · aˆTk0 aˆTk1 · · · aˆTkN ]T , Vˆ aˆ. (15)
Substituting (15) into (10), linear equation (10) can be rewritten asAVˆ aˆ = B, and then Vˆ TAVˆ aˆ = Vˆ TB.
On the other hand, we consider the reduced order system. Likewise, its Laguerre coefficients a˜ir can be calculated by
linear equations A˜a˜ = B˜, where
a˜ = [a˜T10 a˜T11 · · · a˜T1N a˜T20 a˜T21 · · · a˜T2N · · · a˜Tk0 a˜Tk1 · · · a˜TkN ]T,
A˜ and B˜ are defined by replacing the components Ei, Ai, Bi, Ci with E˜i, A˜i, B˜i, C˜i in the definitions ofA andB.
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By elementary algebraic manipulations, it can be verified that
A˜ = Vˆ TAVˆ , B˜ = Vˆ TB.
Noting that linear equations Vˆ TAVˆ aˆ = Vˆ TB have a unique solution, it implies that aˆ = a˜. Combining (15), we get a = Vˆ a˜.
Due to the block diagonal structure of Vˆ , it leads to the conclusion. 
Theorem 2.2. Let the reduced order system (13), (14) and the original system (1), (2) be excited by the input u(t), and M˜r and
Mr be Laguerre coefficients of y˜(t) and y(t), respectively. Then M˜r = Mr for r = 0, 1, . . . ,N.
Proof. Since y(t) is a linear function with respect to xi(t), we have
N−
r=0
MrLr(t) = R1C1
N−
r=0
a1rLr(t)+ R2C2
N−
r=0
a2rLr(t)+ · · · + RkCk
N−
r=0
akrLr(t).
So, we getMr = R1C1a1r + R2C2a2r + · · · + RkCkakr . It follows from Lemma 2.1 that
Mr = R1C1V1a˜1r + R2C2V2a˜2r + · · · + RkCkVka˜kr
= R1C˜1a˜1r + R2C˜2a˜2r + · · · + RkC˜ka˜kr
= M˜r .
This concludes the proof. 
Remark 2.1. Obviously, the firstN+1 Laguerre coefficients of yi(t) are also preserved. One can adjust Vi based on Lemma2.1
to preserve the firstNi+1 Laguerre coefficients for each yi(t), and then the firstmin{N1,N2, . . . ,Nk}+1 Laguerre coefficients
of y(t)will be preserved.
Remark 2.2. Although our discussion is in the framework of Laguerre polynomials, the proposed method can also be
implemented based on other orthonormal polynomials, such as Chebyshev polynomials and Jacobi polynomials. The main
procedure and results are similar and we omit them for brevity.
Note that in the discussions above, we assume that the matrix E − A is nonsingular. This assumption cannot be assured
automatically even if matrices Ei − Ai are all invertible for i = 1, 2, . . . , k. It can be seen from the simple example, the
coupled system composed of the following two subsystems
x˙1(t) = 2x1(t)+ u1(t),
y1(t) = x1(t),

x˙2(t) = 3x2(t)+ u2(t),
y2(t) = x2(t),
with coupled relationships
u1(t) = −y1(t)+ u(t), u2(t) = −y1(t), y(t) = y2(t).
In case of the singular matrix E − A, one can execute our approach under the scaled Laguerre functions [13,14], where the
nonsingularity of the matrix αE − A is guaranteed with a positive parameter α.
2.3. Connection to moment matching methods
We begin with the analysis on the subspace spanned by Laguerre coefficients, which is closely tied to Krylov subspaces.
Given matrices T ∈ Rn×n and R ∈ Rn×l, Krylov subspace Kr(T ; R) is defined as Kr(T ; R) = span{R, TR, . . . , T r−1R}.
One can see that the structure ofVi defined in (12) appears to be related to the input function through Laguerre coefficients
ar . From (11), ar can be rewritten explicitly as
a0 = (E − A)−1Bu0,
a1 = (E − A)−1Bu1 − (E − A)−1A(E − A)−1Bu0,
a2 = (E − A)−1Bu2 − 12 (E − A)
−1A(E − A)−1Bu1 + 12 ((E − A)
−1A)2(E − A)−1Bu0,
· · · .
For single-input coupled systems, Laguerre coefficients ui of the input function u(t) are scalars for i = 0, 1, . . . ,N . Owing
to the above expressions of ar , generally we have
span{a0, a1, . . . , aN} = KN+1((E − A)−1A; (E − A)−1B).
It implies that if one constructs Vi according to distinct inputs, the subspace spanned by Vi is invariant. Consequently,
the corresponding reduced order systems have the same input–output behavior. For multi-input coupled systems, ui are
p-dimensional vectors. Then there holds
span{a0, a1, . . . , aN} ⊆ KN+1((E − A)−1A; (E − A)−1B).
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The reduced order system indeed depends on the specific input function u(t), which is used to calculate Laguerre coefficients
ar . We can get rid of this dependence by using the impulse response.
Let one component of u(t) ∈ Rp be the impulse function δ(t) and the others be zero. Applying these p inputs to the
original system (1) and (2), and integrating the state equation from 0 to t , it yields
Eixi(t) = Ai
∫ t
0
xi(τ )dτ + BiKi1C1
∫ t
0
x1(τ )dτ + · · · + BiKikCk
∫ t
0
xk(τ )dτ + BiGi.
Likewise, we get linear equations (10) with u0 = Ip and u1 = · · · = uN = 0. Laguerre coefficients of xi(t) for the impulse
inputs are obtained
z0 = (E − A)−1B, zr = −1r (E − A)
−1Azr−1, for 1 ≤ r ≤ N. (16)
It follows that the Laguerre coefficients of the output y(t) are
Z0 = C(E − A)−1B, Zr = ΓrC((E − A)−1A)r(E − A)−1B, for 1 ≤ r ≤ N,
where Zr ∈ Rm×p andΓr =∏rj=1 − 1j . If one constructs a reduced order system based on Laguerre coefficients (16), owing
to the fact
span{a0, a1, . . . , aN} ⊆ span{z0, z1, . . . , zN} = KN+1((E − A)−1A; (E − A)−1B),
it will preserve the first N+1 Laguerre coefficients of y(t) for any input u(t). It is not surprising because generally the order
of the reduced order system is pk(N + 1), much higher than the order, k(N + 1), of system (13), (14). This relationship
is similar to the connections between standard Krylov-based methods and tangential interpolation methods [20] in the
frequency domain. In this sense, the proposed method is a counterpart to the tangential interpolation methods in the time
domain.
For moment matching methods developed in [9], projection matrices are defined based on the Krylov subspace
Kr((A− λE)−1E; (A− λE)−1B),
where λ is a parameter such that A− λE is invertible. By the results in [21], we can verify that for λ = 1, there holds
KN+1((E − A)−1A; (E − A)−1B) = KN+1((A− λE)−1E; (A− λE)−1B).
Because the input–output behavior of a reduced order system is independent from the particular choice of a basis for Vi, the
reduced order system based on (16) is equivalent to the one produced by moment matching methods.
Based on the above discussion, in the practical implementation of the proposed approach, one should use the impulse
inputs to calculate ai in (11). Despite an increase of the order of the reduced order system, it not only avoids the calculation
of the value ofui, but also guarantees the quality of the reduction for all inputs. So, we get an approach equivalent tomoment
matching when avoiding the calculation of ui.
In the end, it must be stressed that when implementing our method under other orthonormal polynomials, for example
Chebyshev polynomials, generally there is no such equivalence to moment matching methods.
2.4. Two-sided method
For the time domain modeling, we concern about the impulse response of the system and expect the reduced order
system to retain features of the impulse response of the original system simultaneously. In what follows, we address this
problem by using two-sided projection methods.
Let W¯ ∈ Rn×(N+1) be a basis matrix of the Krylov subspace Kj((E − A)−TAT; (E − A)−TCT) computed by Arnoldi
algorithm [22]. We partition W¯ as
W¯ = [W¯ T1 W¯ T2 · · · W¯ Tk ]T, (17)
where W¯i has ni rows. Then, we defineWi as an orthonormal basis matrix of span{W¯i}. Together with Vi defined in (12), we
construct
W Ti EiVi
dx˜i(t)
dt
= W Ti AiVix˜i(t)+W Ti Biu˜i(t),
y˜i(t) = CiVix˜i(t).
(18)
Theorem 2.3. For the reduced order system (14), (18) and the original system (1), (2), there hold M˜r = Mr , Z˜r = Zr for
r = 0, 1, . . . ,N.
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Proof. We define the matrices
W = diag{W1,W2, . . . ,Wk}, Wˆ = diag{W ,W , . . . ,W },
where Wˆ is a (N + 1)× (N + 1) block diagonal matrix. Recalling the proof of Lemma 2.1, there holdsAVˆ aˆ = B. It follows
that Wˆ TAVˆ aˆ = Wˆ TB. Likewise, for the reduced order system (14) and (18), we obtain linear equations A˜a˜ = B˜. Again,
it can be verified that A˜ = Wˆ TAVˆ , B˜ = Wˆ TB, which implies that Vˆ a˜ = a. Similar to the proof of Theorem 2.2, we get
M˜r = Mr .
We prove the second part of the theorem by induction. The Laguerre coefficients of y˜(t) for the impulse inputs are as
follows
Z˜0 = C˜(E˜ − A˜)−1B˜, Z˜r = Γr C˜((E˜ − A˜)−1A˜)r(E˜ − A˜)−1B˜, for 1 ≤ r ≤ N.
Since Kj((E − A)−TAT; (E − A)−TCT) ⊆ span{W }, there exists a matrix D0 such that
(E − A)−TCT = WD0. (19)
Let UT = (E˜ − A˜)−TV T(E − A)T. We have UTW = I . Multiplying (19) with UT from left leads to D0 = (E˜ − A˜)−TV TCT. Then
(19) can be expressed as
W (E˜ − A˜)−TC˜T = (E − A)−TCT,
which indicates Z˜0 = C˜(E˜ − A˜)−1B˜ = C(E − A)−1B = Z0.
Suppose that for r = 0, 1, . . . ,N − 1, there holds
W ((E˜ − A˜)−TA˜)r(E˜ − A˜)−TC˜T = ((E − A)−TAT)r(E − A)−TCT. (20)
By the structure of the matrixW , there exists a matrix Dr+1 such that
((E − A)−TAT)r+1(E − A)−TCT = WDr+1. (21)
Multiplying the above equality by UT from left and using the identity UTW = I , it yields
Dr+1 = (E˜ − A˜)−TV T(E − A)T((E − A)−TAT)r+1(E − A)−TCT.
Due to assumption (20), the above equality reduces to
Dr+1 = ((E˜ − A˜)−TA˜T)r+1(E˜ − A˜)−TC˜T.
Substituting Dr+1 into (21), we have
W ((E˜ − A˜)−TA˜T)r+1(E˜ − A˜)−TC˜T = ((E − A)−TAT)r+1(E − A)−TCT.
From the above equality, we get Z˜r+1 = Zr+1 directly. It concludes the proof. 
From the proof of Theorem2.3, we can detect that the projectionmatricesWi and Vi work independently of each other for
model reduction. Then, we can define Vi by the analysis in the time domain as shown in this paper, whileWi by the analysis
in the frequency domain [21,23]. As a result, we get reduced order systems which capture properties of original systems in
the time and frequency domain simultaneously.
Indeed in Theorem 2.3, Wi spans a subspace, which corresponds to the one obtained in the frequency domain. Notice
that when one implements the proposed method based on other orthonormal polynomials, say Chebyshev polynomials,
generally there is no such correspondence any more. In this case, one can constructWi directly in the frequency domain.
In the following, we give a procedure of the proposed method.
Algorithm 2.1 (Two-Sided Method for Coupled Systems).
(1) Construct the matrix Vi by (12) for i = 1, 2, . . . , k.
(2) Construct the column orthonormal matrixWi by (17), such that span{Wi} = span{W¯i} for i = 1, 2, . . . , k.
(3) Construct subsystem (18) for i = 1, 2, . . . , k.
(4) Combine all subsystems (18) with coupled relationships (14).
Finally, we discuss the stability of reduced order systems. By properly selected matrices Wi, an asymptotically stable
reduced order coupled system may be obtained in the framework of two-sided methods. For simplicity, we only consider
the case of E = I . An LTI system
x˙(t) = Ax(t)+ Bu(t),
y(t) = Cx(t) (22)
is asymptotically stable if A is a Hurwitz matrix i.e., all its eigenvalues have the negative real parts. Our discussion is based
on the following proposition [24].
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Proposition 2.4. Let system (22) be asymptotically stable, and symmetric positive definite matrices P and Q satisfy
PA+ ATP = −Q . (23)
If V is a column orthonormal matrix and W is defined as W = PV (V TPV )−T, then the reduced order system {W TAV ,W TB, CV }
is asymptotically stable.
When A is a Hurwitz matrix, for any given positive definite matrix Q , Lyapunov equation (23) has a unique positive
definite solution P . That is, for stable LTI systems, stable reduced order systems can always be obtained in this way. For
coupled systems, taking the topology structure into account, one can compute symmetric positive definite matrices Pˆi such
that PˆiAi + ATi Pˆi are negative definite, and then choose W Ti = (V Ti PˆiVi)−1V Ti Pˆi to guarantee each reduced order subsystem
to be stable for i = 1, 2, . . . , k. Unfortunately, the stability of subsystems does not imply that the whole coupled system
is stable. Therefore, we should defineWi from the global perspective and the interconnection structure must be taken into
account at the same time.
Compute a symmetric positive definite matrix P such that
AP + PAT < 0, P = diag{P1, P2, . . . , Pk}, (24)
where Pi ∈ Rni×ni . Given thematrices Vi as (12), we constructW Ti = (V Ti PiVi)−1V Ti Pi. Then the reduced order coupled system
(14) and (18) is asymptotically stable.
Remark 2.3. Finding an appropriate P satisfying (24) is a convex optimization problem, which can be solved using standard
linear matrix inequality solvers [25]. For more details, see [10], where a similar problem is involved to handle model
reduction of coupled systems based on generalized Gramians.
3. Simulation examples
In this section, two numerical examples are used to illustrate our results. Both numerical experiments are implemented
in Matlab and we use Matlab’s ode15s to solve differential equations under consideration. Our methods are compared with
the moment matching methods for coupled systems [12].
Example 1. Consider the example introduced in [12]. A delay differential system
x˙(t) = −x(t − 1)+ u(t), y(t) = x(t).
is represented as an interconnection of the subsystem
x˙1(t) = 0 · x1(t)+ [1 − 1]u1(t), y1(t) = x1(t)
and the pure unit delay y2(t) = u2(t − 1). Coupled relationships are
u1(t) =
[
0
1
]
y2(t)+
[
1
0
]
u(t), u2(t) = y1(t), y(t) = y1(t).
Since the pure unit delay has infinite dimensional state space realization, it is approximated by a LTI system
x˙2(t) = A2x2(t)+ B2u2(t), y2(t) = C2x2(t),
where A2, B2 and C2 are as follows
A2 = n2

−1 1
−1 . . .
. . . 1
−1
 , B2 =

0
...
0
n2
 , C2 =

1
0
...
0

T
.
By setting n2 = 1000, we obtain a coupled system of order 1001.
Four reduced order coupled systems are produced for this example. Red S-1 and Red S-2 are constructed by implementing
moment matching methods at expansion point s0 = 0, in the one-sided and two-sided frameworks, respectively. We
produce Red S-3 and Red S-4 by approaches presented in this paper, using one-sided and two-sided methods, respectively.
Dimensions of these four reduced order systems are 16. Fig. 3.1 shows outputs and relative errors for the input u(t) =
e−0.4t cos(10t).
For this example, the dynamical behavior of the original system is approximated faithfully by reduced order systems and
we cannot distinguish them clearly from Fig. 3.1. Overall, our methods possess superior performance in contrast to moment
matching methods.
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Fig. 3.1. Left: outputs y(t) of coupled systems; Right: relative errors.
Example 2. In this example, a PI-controller with the transfer function G1(s) = kP +kIs−1 is used to control the temperature
of a 1D beam. The heat fluctuation along the beam is described by a PDEwith specific boundary conditions. The temperature
at one end of the beam is measured and the other end is steered by the controller. Through spatial discretization of the PDE
with n2 + 1 equidistant grid points, we obtain the following coupled system. For more details about this example, see [26].
The coupled system is composed of two subsystems with coefficient matrices
E1 =
[
1 0
0 0
]
, A1 =
[
0 0
0 1
]
, B1 =
[
kI
−kP
]
, C1 = [1 1],
E2 = In2 , A2 = κ(n2 + 1)2

−1 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −1
 , B2 =

κ(n2 + 1)
0
...
0
0
 , C2 =

0
0
...
0
1

T
.
The coupled relationships are determined by
R = [0 1], K =
[
0 −1
1 0
]
, G =
[
1
0
]
.
We choose kI = kp = κ = 1 and set n2 = 1000. The dimension of the coupled system is 1002.
For this example, we implement our methods using Chebyshev polynomials, and construct Red S-3 and Red S-4 in the
one-sided and two-sided frameworks, respectively. Again, Red S-1 and Red S-2 are produced bymomentmatchingmethods
with expansion point s0 = 1. All reduced order coupled systems are of order 5. Given the input function u(t) = sin(t),
Fig. 3.2 shows that our methods are competitive with moment matching methods, especially Red S-3 providing a much
better approximation compared with Red S-1.
4. Conclusions
We have presented newmodel reduction methods for coupled systems in the time domain which preserve the topology
structure naturally. They are projection-based methods and our discussion is based on Laguerre polynomials. By defining
projection matrices according to Laguerre coefficients, reduced order coupled systems are generated to match a desired
number of these coefficients. Additionally, the stability of coupled systemsmay be retained by adopting alternative pertinent
projection matrices. The proposed methods for coupled systems can also be implemented based on other orthonormal
polynomials, such as Chebyshev polynomials and Jacobi polynomials.
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Fig. 3.2. Left: outputs y(t) of coupled systems; Right: relative errors.
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