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摘  要: 隐喻理解已成为语言学、认知学、计算机科学等研究的重要课题,也是自然语言处理中不可避免的任务.
提出一种基于相关性约束的隐喻理解方法,利用隐含的相关角度计算目标域和源域的相关程度.首先,基于词、词的
主题及语篇的主题扩展出多层次的语义表示;然后,利用上下文信息的相关关系,构建多层次的相关性模型,模型通
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Abstract:  Metaphor comprehension has become an important issue of linguistics, cognitive science and computer science. It is also an 
unavoidable task of natural language processing. This paper presents a novel metaphor comprehension method to make full use of global 
information based on relevance constraints. The method uses implied perspective to calculate the relevance degree between the target and 
source domains. First, multi-level semantic representation is obtained based on the semantic representation of word, topic features of word 
and topic features of discourse. Next, the degree of relevance relations is calculated and the relevance model is generated. Additionally, 
relevance relations is used to connect cross-level nodes from different perspectives. Then, using random walk algorithm, the relevance 
relations are acquired from latent perspectives through iterative computations. Finally, the target attribute that has the maximum relevance 
degree with the target domain is selected as the comprehension result. Experimental results show that the presented method is effective in 
metaphor comprehension. 
Key words:  relevance; metaphor comprehension; discourse; perspective 
隐喻作为自然语言中的一种常见现象,不仅是一种修辞手段,更是人类的一种认知方式.近年来,隐喻理解
作为隐喻计算的核心子课题,是自然语言处理领域中不可避免的任务.Hobbs[1]认为:隐喻理解是语篇理解的组
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本文第 1 节简要介绍隐喻理解的相关工作.第 2 节介绍相关关系、角度以及相关性约束.第 3 节具体描述
我们的方法,并运用到隐喻理解任务中.第 4 节分析实验的结果.第 5 节总结全文. 





























2   相关性约束 
首先,给出基本符号的说明,见表 1. 
Table 1  Basic notations 




p, a, c, h, f 















定义 1(相关角度). 我们将相关角度θ定义为认识概念或情境的一种方式,例如性格、外观、颜色等. 
定义 2(相关关系). 相关关系是一种语义关系,如果两个概念在某种角度上产生关联,就认为两者在该角度
是相关的.相关关系的表达式为 R(u1,u2,θ),其中,u1,u2 表示节点,θ表示 u1 和 u2 之间的相关角度.R(u1,u2,θ)的值表




(1) 从角度θ看,u1 和 u2 的共现概率; 
(2) 从角度θ看,如果 u1 蕴含 u2,那么 R(u1,u2,θ)=1; 
(3) 从角度θ看,当 u2 出现的情况下,u1 出现的概率; 
(4) 从角度θ看,u1 和 u2 的上下文信息分布的相似性. 
节点 u1 和 u2 间的相关关系可以看做约束满足问题(X,D,C). 
定义 3. 约束满足问题(X,D,C): 
(1) X={θ}是两个节点间的相关角度; 
(2) D={d},d={θi|i=1,...,n}是包含 X 的可能取值的有限集合; 
(3) C={c}是约束条件.在这里,c:R(u1,u2,θ)>0. 
定义 4. 相关约束: 
(1) 0≤R(u1,u2,θ)≤1; 
(2) 从角度θ看,如果 u1 和 u2 是相关的,那么 R(u1,u2,θ)>0; 
(3) 从角度θ看,如果 u1 和 u2 是不相关的,那么 R(u1,u2,θ)=0; 
(4) 从角度θ看,如果没有证据证明 u1 和 u2 是相关的,那么 R(u1,u2,θ)=0; 
(5) ∀θ∈Θ,R(u1,u2,θ)=1. 
3   我们的方法 
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相关性模型是一个基于语篇的多层语义网络(P,A,C,H,F,E),其中:节点 P 为属于感知层(perception level)的
感知信息;节点 A 对应属性层(attribute level)的属性信息;节点 C 为输入层(concept/input level)中的概念信息;节
点 H对应隐藏特征层(feature(hidden))中的隐藏特征信息,其中,假定层数为 x>1;节点 F对应特征层(feature level)
中的全局特征信息;边 E⊆U×U 对应节点间的相关关系.当且仅当 u1 和 u2 间有相关关系,模型中存在连接 u1 和
u2的边(u1,u2)∈E.基于初始的相关关系,模型通过计算,进一步获得稳定的相关关系.模型的基本结构如图 1所示. 
 
Fig.1  General structure of the model 
图 1  模型的基本结构 
下面,我们具体说明模型中的不同层次. 













• 属性层(attribute level). 
属性层的节点对应概念属性特征,比如描述概念的形容词、动词、副词等. 
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3.2   多层次语义表示 
我们结合 3 种语义类型的向量表示(词、词的主题、语篇的主题)扩展出多层次语义向量表示,并计算节点
间的初始相关程度. 
3.2.1   词向量语义表示 
我们根据每个词在语料中的分布信息获得词的语义表示.根据分布式假说[25],具有相似分布属性的词通常
有共享的语义含义.Mikolov 等人[26]基于分布式假说提出了两种获得词向量语义表示的模型 Word2vec(https:// 
code.google.com/p/word2vec/),分别是 skip-grams 和 continuous bag of words(CBOW).模型将每个词映射到几百
维的向量中,而词的关系可以直接由词向量的计算获得.实验结果表明:两种模型的计算复杂度明显低于其他传
统的神经网络模型,且在准确率上有较大的优势.本文采用 CBOW 模型获得词的向量表征,形式化为 
 V(w)={pk|k:1,...,K} (1) 
其中,K 是向量的维度,pk 表示第 k 维的值. 






 T(w)={p(tk|w)|k:1,...,R} (2) 
其中,tk 表示第 k 个主题,R 是主题总数,p(tk|w)表示词 w 属于第 k 个主题的概率. 




 D={dk|k:1,...,R} (3) 
 
1




d p t w
N =
= ∑  (4) 
其中,N 是提取的词的总数. 
3.2.4   多层次语义特征的整合 
考虑到全局的相关性,我们将语篇的主题特征作为权值更新词的主题特征,形式化如下: 
 T ′ (w)={dk×p(tk|w)|k:1,...,R} (5) 
基于已有的 3 种类型的语义特征表示,给定词 w,我们采用语义连接的方式获得 w 的多层次语义表征,形式
化如下: 
 VE(w)=(VK(w),TR(w),T′R(w)) (6) 
其中,E=(K+R+R). 
3.2.5   初始相关程度计算 
给定词 wi 和 wj,通过正则化 VE(wi)和 VE(wj)的余弦距离来获得相关关系的初始相关程度,公式如下: 
 
cos( ( ), ( )) 1





V w V w
R w w θ +=  (7) 
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• 特征层 
如第 3.2 节所述,我们扩展 3 种基本语义表示形成多层次的语义表示,这种语义表示方法将特征层的信息与
其他层的节点潜在地联系在一起. 
• 概念/输入层 
给定包含隐喻的语篇,我们对语篇进行分词并去除停用词,获得的词 c1,c2,...,cN 构成输入层. 
• 属性层和感知层 
我们从知识库中获得目标域和源域的属性,基于情感的角度生成属性层.保留与源域的属性具有相关关系
的目标域属性,构成属性层和感知层.本文选择斯坦福大学 NLP 实验室开发的情感分析工具 Stanford CoreNLP 
(http://nlp.stanford.edu/software/corenlp.shtml#sentiment)作为情感评估的来源 .CoreNLP 将情感值量化为 5
类:0(非常消极)、1(消极)、2(无明显的情感倾向)、3(积极)、4(非常积极). 
我们假设 w1 是 w2 的同义词,那么: 
(1) 从情感的角度看,如果 w1 和 w2 都是积极的,那么 R(w1,w2,θ)=1; 
(2) 从情感的角度看,如果 w1 和 w2 都是消极的,那么 R(w1,w2,θ)=1; 
(3) 从情感的角度看,如果 w1 或者 w2 没有明显的情感倾向,那么 R(w1,w2,θ)=1. 
基于上述的定义和假设,我们给出属性层的生成算法,即,通过计算目标域属性和源域属性之间的相关关系
生成属性层.算法基于 WordNet(a lexical database for English. http://wordnet.princeton.edu/)的同义词扩展,扩展
中涉及属于感知层的潜在的具体感知信息和情感信息. 
根据文献[21]的理论,我们将属性层的生成算法限制在 6 次扩展以内.如果目标域的属性经过 6 次扩展仍未
与源域的属性产生相关关系,那么我们认为该目标域的属性与源域不存在相关性,从属性层中移除.属性层的生
成算法见算法 1. 







1:  for i=1 to |T| do 
2:    P=P∪ti; 
3:    for j=1 to 6 do 
4:      for l=1 to |P| do 
5:        获得 pl 的同义词集 Q′ 
6:        for k=1 to |Q′| do 
7:          if 从情感的角度看,R(pl,qk,θ)=1 then 
8:            if qk∈S, then 将 ti 加入属性层 A; goto (17); 
9:          else 
10:           从 Q′中删除 qk; 
11:         end if 
12:       end for 
13:       Q=Q∪Q′; 
14:     end for 
15:     P=Q; 
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16:   end for 
17:   P=∅,Q=∅,Q′=∅; 
18: end for 
3.4   基于相关性约束的隐喻理解 
文献[28]将隐喻分为 3 种类型:I 类、II 类和 III 类隐喻.在 I 类隐喻(又称名词隐喻)中,一个名词通过动词“be”
与另一个名词产生关联,例如“John is a lion.”在 II 类隐喻(又称动词隐喻)中,动词作用在名词上构成隐喻,如





 argmax { ( , , )}
ia i
a R Target a θ=  (8) 
我们基于全局的相关性,通过迭代更新相关关系的相关程度,计算方法如下. 









( , , )
,
( , , )
i j
ij N G






= ≠∑  (9) 
 Mii=0,i<N+G (10) 
那么,目标域的相关程度向量 R={R(Target,nodek,θ)|k<N+G}的计算如下: 
 R=cMR+(1−c)s (11) 
其中,s 是(N+G)×1 的初始向量,对应目标域和其他节点间初始相关程度;c 是阻尼因子,值的范围在 0~1 之间.在
本文中,我们将阻尼因子设为 0.8.在初始的 R中,Rtarget=1,Rj=0(j≠target),表示从目标域节点开始随机游走.迭代计











1:    从语篇中提取词 c1,c2,...,cN(包括目标域和源域)构成概念/输入层. 
2:    从知识库中获取目标域和源域的属性. 
3:    生成模型的属性层. 
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4:    获得节点间的初始相关程度. 
5:    获得相关程度矩阵 M 和向量 s. 
6:    从目标域开始进行随机游走,Rtarget=1,Rj=0(j≠target). 
7:    dR′R=MAX; 
8:  while dR′R>ε do 
9:      R′=cMR+(1−c)s; 
10:     计算 R 和 R′间的欧式距离(Euclidean distance)dR;R; 
11:     R=R′; 
12: end while 
13: R 中具有最高相关程度的属性 a=ai 形成隐喻的理解结果“Target is ai”. 
4   实  验 
本文使用《读者》(中文杂志.URL:www.duzhe.com)作为语料库,收录百余篇章节,共 23.6MB.使用厦门大学
NLP 实验室的分词工具 Segtag 对语料进行预处理:分词、命名实体识别、去除停用词,搭建中英文对照属性库.
我们通过 word2vec 将词 w 映射到 100 维的向量空间(即 K=100),设置 LDA 的主题数量为 100(即 R=100).在这
部分,我们结合例子说明实验的具体过程. 
考虑下面的例子: 
航空 工业 是 国防 科技 工业 大家庭 的 重要 一 员, 它 的 发展 水平 体现 了 一个 国家 的 综
合国力. 航空 发动机 被 视为 心脏, 其 性能 在 很 大 程度 上 决定 了 飞机 的 飞行 速度、飞行 高度、
机动性、航程、有效 载荷、安全 等 性能, 直接 影响 军用 飞机 的 作战 能力 和 出勤率. 某种 意义 上 
说, 一个 国家 没有 独立 自主 发展 的 航空 发动机 事业, 就 没有 独立 自主 发展 的 航空 工业, 也 
就 不能 有 独立 的 空防 力量. 
(The aviation industry is an important member of the big family of defense science industries, the development 
level of which reflects a country’s comprehensive national strength. The aircraft’s engine is regarded as the heart; to 
a great extent, its performance determines the aircraft’s performance, such as flight speed, flight altitude, 
maneuverability, range, payload and security. The engine directly affects the operational effectiveness and 
attendance rate of military aircraft. In a sense, without independent development of the aircraft engine, a country 
cannot have independent development of the aviation industry and independent air defense forces.) 
其中,标注的目标域是“发动机(engine)”、源域是“心脏(heart)”.带下划线的词为构建概念/输入层的上下文
词.基于词的主题特征,我们根据第 3.2 节获得了该语篇的主题特征向量. 
我们从在线知识库 Lex-Ecologist(the Lex-Ecologist is a context attribute query system produced by Creative 
Language Systems Group. http://afflatus.ucd.ie/lexeco/index.jsp)和 English CogBank(the database is extracted from 
Google. http://www.cognitivebase.com)[29]中获得目标域和源域的属性(部分属性信息如图 2 所示). 
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Fig.2  Part of the attributes of target and source domains 
图 2  目标域和源域的部分属性 
Table 2  Rank of relevance degrees between the attributes and target domain 



















4.1   结果与分析 
4.1.1   测试数据 
实验使用的测试集是从网络、博客、课本中抽取的 256 个语篇,其中包含 300 句名词隐喻,人工标注了隐
喻的目标域和源域.数据涵盖了新闻、评论、小说、散文等多种类型.部分测试集及隐喻理解结果在附录 A 中
给出. 









(2) 可接受度分值为 1~5,其中,1 表示“该理解结果非常难以接受”;2 表示“该理解结果难以接受”;3 表示









4.1.3   结果分析 




评价的指标是准确率,即,理解结果的可接受程度不小于 3 的隐喻句数目与测试句的总数目的比值. 
实验结果见表 3. 
Table 3  Results of four methods 
表 3  4 种方法的结果 
 随机方法 无属性计算方法 不考虑上下文方法 我们的方法 
准确率 0.18 0.44 0.52 0.89 
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Metaphors Results Acceptability 1 2 3 4 5 Average 
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Metaphors Results Acceptability 1 2 3 4 5 Average 
丁香如雪 丁香是白色的 5.0 5.0 5.0 4.0 4.0 4.6 















Metaphors Results Acceptability 1 2 3 4 5 Average 
爱情是花朵 爱情是美丽的 5.0 5.0 5.0 4.0 5.0 4.8 







Metaphors Results Acceptability 1 2 3 4 5 Average 
刺是大钉 刺是尖锐的 5.0 5.0 5.0 4.0 5.0 4.8 
枝干是手臂 枝干是直的 5.0 5.0 5.0 4.0 5.0 4.8 





Metaphors Results Acceptability 1 2 3 4 5 Average 
木棉是太阳 木棉是金黄的 5.0 5.0 5.0 1.0 3.0 3.6 
木棉是烈火 木棉是红的 5.0 5.0 5.0 5.0 4.0 4.8 







Metaphors Results Acceptability 1 2 3 4 5 Average 




还是 IT 技术(包括硬件和软件),思维理念等等,都需要变革,因此革命与颠覆的言论有了市场,创业的切入口到处都是, 





Metaphors Results Acceptability 1 2 3 4 5 Average 
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Metaphors Results Acceptability 1 2 3 4 5 Average 
露水是珍珠 露水是闪耀的 5.0 5.0 5.0 3.0 5.0 4.6 
露珠是玻璃 露水是纯净的 3.0 5.0 5.0 2.0 4.0 3.8 
Context 
诺拉-盖特利的养父母另有四个孩子,其中两个也是领养的.在美国养父母家中生活一年后,诺拉-盖特利与养父母 
关系生变.她被指殴打家里另一个孩子,于是短暂逃家.诺拉 14 岁时,养父母没有说明任何原因,就把她带到田纳西州, 
交给汤姆和黛博拉-史密兹夫妇.诺拉-盖特利说,当她被养父母转让给史密兹夫妇后,她的生活成了一场噩梦.按照 
美国的领养法律,养父母如果将领养儿童转给其他的领养人需要签署法律文件,而跨州转换被领养人是非法的. 




Metaphors Results Acceptability 1 2 3 4 5 Average 
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Metaphors Results Acceptability 1 2 3 4 5 Average 
愤怒是洪水 愤怒是强烈的 5.0 5.0 5.0 5.0 4.0 4.8 







Metaphors Results Acceptability 1 2 3 4 5 Average 





Metaphors Results Acceptability 1 2 3 4 5 Average 
她是仙女 她是美丽的 5.0 5.0 5.0 5.0 5.0 5.0 














Metaphors Results Acceptability 1 2 3 4 5 Average 
期待是春风 期待是温和的 4.0 3.0 5.0 3.0 3.0 3.6 
Context 
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Metaphors Results Acceptability 1 2 3 4 5 Average 
天鹅是公主 天鹅是优雅的 5.0 5.0 5.0 5.0 5.0 5.0 
天鹅是王子 天鹅是优雅的 5.0 5.0 5.0 5.0 5.0 5.0 





Metaphors Results Acceptability 1 2 3 4 5 Average 










Metaphors Results Acceptability 1 2 3 4 5 Average 




Metaphors Results Acceptability 1 2 3 4 5 Average 
知识是珍宝 知识是宝贵的 5.0 5.0 5.0 5.0 5.0 5.0 





Metaphors Results Acceptability 1 2 3 4 5 Average 
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Metaphors Results Acceptability 1 2 3 4 5 Average 
高速公路是蛇 高速公路是蜿蜒的 5.0 5.0 5.0 5.0 4.0 4.8 
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