Abstract-In this paper we present A Framework for the Combination of Different Arabic Handwritten Word Recognition Systems to achieve a decision with a higher performance. This performance can be expressed by lower rejection rates and higher recognition rates. The used methods range from voting schemes based on results of different recognizer to a neural network decision based on normalized confidences. This work presents an extension of the well known combination methods for a large lexicon, an extension from maximum 30 classes (e.g., 10 classes for digits classification) to 937 classes for the IfN/ENIT-database. In addition, different reject rules based on the evaluation and analysis of individual and combined systems output are discussed. Different threshold function for reject levels are tested and evaluated. Tests with a set of recognizer, which participated in the ICDAR 2007 competition and based on set coming from the IfN/ENIT-database show that a word error rate (WER) of 5.29% without reject and with a reject rate less than 25% even a word error rate of less than 1%.
I. INTRODUCTION
The last years showed an increasing interest in Arabic text recognition solutions. Starting with small private data sets to evaluate a system with the availability of the IfN/ENITdatabase [1] , today it is possible not only to develop but also to compare Arabic handwritten word recognizers. The fact that today more than 100 groups in about more than 35 countries are using the IfN/ENIT-database for their research shows the wide distribution and acceptance of these data.
Combining different systems or classifiers remains a challenging task despite the promising improvements in the latest combination methods and systems. The research on multiple classifier architecture tries to answer the following questions: How to select a set of systems to achieve high recognition rate? and how to combine different systems on the output level to achieve higher performance? The application field investigated in recently published papers [2] is character/digit recognition. Compared to Latin text where a lot of research work is done, the number of work for the combination of Arabic text recognition systems is quite limited. One of the first works in this field was given by Snoussi Maddouri et al. in [3] , presenting a combination scheme on feature level being tested on a sub set of pieces of Arabic words and words selected from a local bank checks database. In [4] Essoukri Ben Amara and Bouslema give an overview of multiple sources of information for recognition techniques and analyze different problems related to Arabic script recognition with hybrid architectures. In [5] , an approach to combine hidden markov models for Arabic handwritten word recognition is presented, and recently Farah et al. [6] introduce a system based on the combination of different Neural Networks for the recognition of Arabic literal amount with a recognition rate of about 94% on a small test database containing 4800 words.
On the basis of the competition 2007 [7] , [8] , this paper presents results on research of two additional aspects of recognition systems. First of all the implementation of a reject class as a very important feature of really working systems is studied. Secondly we discuss different possibilities to achieve higher recognition results or even better system performance by combining different recognizers.
II. DATABASE AND COMPETITIONS
The IfN/ENIT-database is a database of Arabic handwritten names (Tunisian town names) which is freely available (www.ifnenit.com) for non commercial research. Version 2.0 with patch level 1e (v2.0p1e) consists of 32492 Arabic words handwritten by more than 1000 different writers [1] , [9] . Table I shows some of the most important statistics of the different data sets of the IfN/ENIT database.
The first competition on Arabic handwriting recognition was based on the IfN/ENIT-database, and the results were presented at the ICDAR 2005 [10] . The second competition on Arabic handwriting recognition [7] was organized in the same manner as the first one with the only difference that the test set of the first competition (data set e) was now available for training, too, and the tests were made now on another new set f . This competition compared 14 systems submitted from 9 different groups. The main results are shown in Table  II . 
III. SIMPLE REJECT
The simplest rejection strategy is to use a threshold on the confidence value of the recognizer result. The output of a system S i,j giving a sample word image x k consists of an ordered sequence of m pairs of values composed of the system output word y i,j (x k ) together with its confidence value w i,j (x k ). The function S i,j (x k ) is defined as follows:
where j ∈ {1, 2, . . . , m} is the index of the j-best output, and k ∈ {1, 2, . . . , N } is the index of the images in the test set. Table III shows the recognition rates of the different systems depending on the reject. In general we can say that five systems reach a recognition rate of more than 97% with a reject of 50%. These results show that even such a simple rejection rule can be used to reduce the remaining errors of a system to less than 2% if a reject of 50% can be accepted.
IV. COMBINATION METHODS
The importance of confidence analysis has been recognized as an important step in classifier combination. Due to the fact that we made our tests with classifiers which were developed independently by different research groups, the confidences for the recognition results vary in the values (max, min, steps) and in the weights. For this reason (x k ) for a recognized word image x k is calculated based on the normalized difference of the highest and lowest confidence in a test set with N word images. With a system S i,j , a sample word image x k , and its original confidence w orig i,j (x k ), the new confidence w norm i,j (x k ) is defined by using the following equation:
A. Majority Voting
As the first combination strategy a majority voting [11] was implemented. The majority voting is based upon the assumption that the more recognizers decide for the same result the more reliable it is.
Simple Majority Voting (M v ): The simple majority voting strategy does not use any confidence level but only counts how many systems deliver the same output to an input image (equation 1) .
if n is odd.
Weighted Majority Voting (W M v ): The following equation defines the weighted majority voting decision combining n systems:
B. Rank-based Methods
The second combination strategy tested is based on the rank of result class in the j-best result list of each classifier.
Borda (Bc): Each system S i,j is considered as a voter and the result classes are the candidates. The basic idea of the Borda combination method is to use the ranking information to come to a decision, not just the first best results of each system. The Borda method is defined by the following equation:
For each result in the r-best lists the value "rank of the result+1" is assigned.
Rank Count (Rc): The basic idea is to attribute a cost function c i for each classification system. In addition to the cost function a system confidence value a i is assigned to each system. This system confidence can be used as a general rank function for the different systems. The rank count method is given by the following equation:
In this paper we use two forms of this method for the combination of different systems. The first one is based on the definition of the rank count method. We assign for each class the corresponding weight as output value of the cost function c i . In the second method, the cost function c i is defined as a product of rank and weight of each word image x k . In both methods we choose a system confidence a i = 0.
C. Neural Network
As the third group of combination methods [12] , we use a simple neural network architecture. The training step is based on the set d (all systems use the sets a, b, c and d for the training). Different tests with the number of training iterations and the number of hidden neurons to define optimal settings for the combination tests were carried out. For n classifiers we consider the first class from the result list of the first classifier and we compare it with the 10 first result classes of the other n − 1 classifiers. If the class is found in these lists, we insert the corresponding weight in the NN input vector, otherwise we insert the weight corresponding to the last class in the 10-best list. The result of these steps is an input vector with n 2 elements.
D. The Accuracy-Reject Dependency
The performance of a system is often measured with the accuracy or the recognition rate that is reached on a test set. This recognition rate depends directly on the error rate of the system. In [13] Suen and Tan divide the errors in three categories and try with a systematic identification of the reason of misclassification to reduce the error rate and improve the recognition rate. Due to the fact that different systems usually make different errors on different patterns, we analyze the behavior of each system and different combination and we define different reject thresholds based on different output levels. We define a linear dependency function Q(Recog, Rej). 
V. TESTS AND RESULTS
The results of the systems are combined using the following schema: the best two (in terms of recognition rate using set f ) systems are combined first, then weaker performing systems are added successively. Ten different combination possibilities (combining 2, 3, . . . , 11 systems) are tested and evaluated using variations of combination methods and reject rules.
Without Reject: Table V shows the recognition rates reached with the 5 proposed combination methods without reject. The first column shows as a kind of upper bound the percentage of word images out of the test set f which were at least recognized correctly by one of the combined recognizers (or-case). The second column shows the result using Neural Network. In each row of table V the highest recognition is typed in bold digits. The recognition results of the weighted majority voting (W M v) and the Borda count (Bc) methods are in no case better than any of the other methods. The rank count method in the first version (Rc) gives a best result in the case of combination of 5 systems. The Neural Network (NN) method gives the best result in 4 cases, the combination of 3, 4, 6, and 8 systems.
The second rank count method (M Rc) gives best results in combining 2, 7, 9, 10, and 11 systems. The M Rc method also gives the overall best result with a recognition rate of 94.71% combining all 11 systems. These results show that the NN method is very good but it needs a lot of statistically relevant data for training. It seems that this criterion is not satisfied especially in the case where more systems with less quality are used for combination. Additionally, the zigzag effect observed in [14] , caused by a combination based on majority voting of odd and even numbers of classifiers, can be observed in the results of the combination of a different number of classifiers with the Neural Network (see table  V ). The Rc method in the second version seems to be more robust and even all 11 systems can be combined with an overall better recognition rate.
Comparing these results with the best performing single system at ICDAR'07 competition, an increase of recognition rate from 83.34% to 94.71% is achieved. With Reject: The results achieved with classifier combination are promising, but in many cases this is still not sufficient. Working systems often need a recognition rate near to 100% and can accept a number of rejected words. In a test we implemented a system with combination of recognizers first and subsequently a reject was carried out. Table IV shows the results. It is interesting to see that with such a method a recognition rate of more than 99% is achieved for the price that less than 30% of words out of the test set are rejected.
VI. CONCLUSION
This paper presents different ways to enhance the quality of Arabic handwritten word recognizers using reject and classifier combination methods. The tests were made with a well known database and the combination is done on the output of different recognizers. The results on set f of the IfN/ENIT-database show that a recognition rate of 94.71% without reject can be achieved. This is an improvement of about 6.5% compared with the best result of the best individual system. If a higher recognition rate is needed or better less errors in the remaining data are required a rejection should be implemented. The experiments with the same data set and recognition systems show that a recognition rate of more than 99% can be achieved when a reject of about 30% is acceptable.
