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ABSTRACT
Gaussian processes (GP) can be used for inferring latent con-
tinuous functions also based on aggregate observations cor-
responding to integrals of the function, for example to learn
daily rate of new infections in a population based on cumu-
lative observations collected only weekly. We extend these
approaches to cases where the observations correspond to ag-
gregates of arbitrary non-linear transformations of a GP. Such
models are needed, for example, when the latent function of
interest is known to be non-negative or bounded. We present
a solution based on Markov chain Monte Carlo with numer-
ical integration for aggregation, and demonstrate it in binned
Poisson regression and in non-invasive detection of fouling
using ultrasound waves.
Index Terms— Gaussian process, integral observation,
aggregated data, non-negativity
1. INTRODUCTION
Gaussian processes (GP) provide a flexible basis for learning
e.g. latent spatiotemporal functions based on noisy observa-
tions. In this work we concentrate in use of GPs to infer latent
functions based on aggregated observations that relate to in-
tegrals of the function [1, 2, 3], also sometimes referred to
as binned data [4]. Instead of directly observing a noisy re-
alisation of the function itself, we observe a noisy average
or sum of it over some, typically temporal or spatial, region.
A prototypical application would be modeling a daily rate of
incidences of a disease based on records of total number of
new cases per week or month. In this context, GPs have been
used for example to model malaria incidences and poverty
rates on a finer scale based on data aggregated by adminis-
trative districts [1, 5], and computed tomography for recon-
structing a 3D object based on signal attenuation along linear
paths through the object [2, 6].
GPs can be used for modeling aggregated or binned data
because they are closed under linear operators, including inte-
gration or finite summation. In other words, we retain analytic
posterior distribution for the latent function even if condition-
ing on observations that are noisy integrals of the function.
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Fig. 1. Illustration of Gaussian process modeling of ag-
gregated data when the latent-function is known to be non-
negative. Each bar represents an observation of one aggre-
gated value for the spanned horizontal region, and the red
lines (dotted lines are 5% and 95% quantiles) represent the
posterior of the latent function modeled as log(1 + ef(x)) for
f(x) with GP prior, correctly recovering the true latent func-
tion. The blue lines show how naively assuming the latent
function to directly follow standard Gaussian process results
in majority of the posterior mass to be on negative values in
the middle region with no observations.
The posterior depends on similarity between each pair of ag-
gregation supports and evaluating this requires numerical in-
tegration [1, 7, 8] or spectral approximation [6, 9] for general
kernels and supports, and can only be computed analytically
for restricted special cases [4, 10, 11]. For many cases (uni-
variate intervals, line integrals for CT scans, spatial aggrega-
tion over convex areas) this is still computationally efficient.
As with GPs in general, we get analytic posterior expres-
sion only for observations corrupted by Gaussian noise, but
approximate techniques such as variational approximation
have been derived also for aggregate observation GPs to sup-
port other noise distributions [3, 5]. However, most of the
existing works still make a very strong assumption that each
observation corresponds to directly integrating a GP. That
is, each noise-free observation must be of form
∫
f(x)dx
for some f ∼ GP . For many – if not most – applications
this simplification limits the accuracy of the models. For
example, disease incidences are by definition non-negative,
and the signal attenuation in computed tomography may
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depend on material properties in a non-linear manner. To
model such phenomena accurately we would rather want to
condition the GP on observations of the form
∫
h(x)dx for
some function h(x) that satisfies the constraints imposed by
the application, for example that h(x) ≥ 0 ∀x. Smith et
al. [4] attempted imposing such constraints by introducing
imaginary pseudo-observations designed to enforce positiv-
ity constraint, and Law et al. [5] proposed a variational
approximation that supports some particular constraints for
specific noise assumptions, but no general solutions are avail-
able. Figure 1 illustrates the concept by demonstrating how
non-negativity constraint influences the latent function when
modeling binned data, similar to the example of [4].
In this work we present a solution for learning the GP
posterior when conditioned on integral observations of the
form
∫
g(f(x))dx, where g(·) is an arbitrary non-linear func-
tion selected so that g(f(x)) matches the application needs.
For example, for non-negative rates we can choose g(x) =
ex or g(x) = log(1 + ef(x)) (softplus), and known non-
linearities in signal attenuation can be incorporated by se-
lecting g(x) based on physical prior knowledge. This formu-
lation is naturally not amenable to analytic calculation, but
we present a general solution building on Hamiltonian Monte
Carlo (HMC) sampling [12], implemented using the Stan
probabilistic programming language [13] and using numer-
ical quadratures for evaluating the integrals. The solution
supports arbitrary functions g(x), allows for full Bayesian in-
ference for hyper-parameters (e.g. kernel length-scales), and
works with all kernels.
We demonstrate the method in modeling count data with
different aggregation areas, and use it to improve the accuracy
in recent application of non-invasive fouling detection based
on ultrasound wave propagation [11, 14] by accounting for the
obvious physical constraint of non-negative fouling thickness.
This reduces the estimation error by more than 40%.
2. GPS WITH INTEGRAL OBSERVATIONS
We consider problems where the goal is to estimate a latent
function based on a collection of observations that are inte-
grals of the function, also sometimes referred to as aggre-
gated data or binned data. Formally, we assume that there
is an underlying function f : X → R which generates sam-
ples for a region v ⊂ X through a probability distribution







, where g(·) is typically non-
linear function that is assumed to be known based on domain
knowledge. A single observation is a pair (vi, yi), where
the vi is a subset of the input space X , referred as region
in this work, and yi is the value of the response variable for
that region. When a collection of the region-response pairs
(vi, yi)
N
i=1 is observed, our goal is to recover the function
f(·) which generated these samples. A collection of N ob-
served regions and response variable values are denoted by
v = [v1, . . . , vN ] and y = [y1, . . . , yN ] respectively. In this
work we focus on regions of regular shapes, intervals in 1D
feature space and lines in 2D feature space, but there are no
limitations that prevent the use of arbitrary shapes.
Gaussian processes provide flexible priors for unknown
functions [15]. We use a GP prior to describe our beliefs about
the smoothness, magnitude and rate of change of the unknown
function. Formally, GP is a (possibly infinite) set of random
variables for which any finite linear combination follows a
Gaussian distribution, and the smoothness is determined by
a positive definite covariance function k : X × X → R.
The covariance matrix between random vectors a ∈ RM and
b ∈ RN , at collection of points Xa and Xb respectively, is
denoted by Kab ∈ R
M×N , which is computed between each
element in Xa and Xb.
The goal is to recover the posterior distribution
p(f |v,y) ∝ p(y|f,v)p(f |v), (1)
where p(f |v) is given a GP prior and p(y|f,v) is the likeli-
hood of the observed data given f , and whose functional form
is dependent on the type of the response variable y (see Sec-
tion 3 for concrete example for Poisson likelihood). We use f
to denote the unknown function as a mathematical object and
fa to denote the vector of function values evaluated at vector
a. In the likelihood we assume that the response variables are
conditionally independent given the latent function values at













In the following, we present the technical details for learn-
ing the posterior (1) for cases with both arbitrary likelihood
function p(y|·) and arbitrary non-linear transformation g(·)
applied before integration. Note that for linear g(·) there are
also other inference techniques; see Section 4.
3.1. Inference
The inference is done using a variant of HMC called the No-
U-Turn Sampler (NUTS) [12] with Stan probabilistic pro-
gramming language [13]. The integrals, appearing in the like-
lihood term, are computed using numeric quadrature by eval-
uating the value of g(f(x)) for some collection of M points







for evenly-spaced grid xij ∈ vi := [xi1, . . . , xiM ] discretiz-
ing the observed region vi, but note that the strategy can also
be used with more advanced quadratures or other discretiza-
tion schemes.
To compute all of the required likelihoods we represent
the posterior for the NM -dimensional set of points
v := [v1, . . . ,vN ] = [x11, . . . , x1M , . . . , xN1, . . . , xNM ]
collecting all of the discretization locations into one vector,
and we denote the sth sample of this posterior representation
by f
(s)
v . When we wish to acquire the distribution of fx at
some locations x ⊂ X , not included in v, we employ the
samples {f
(s)
v }Ss=1 of the posterior. For each sample f
(s)
v the













and the collection of S samples determines the full posterior
representation.
Typical covariance functions contain parameters, often
called hyperparameters, controlling for example the rate of
change and the magnitude of f(·). Since we anyway sample
directly the latent function values fv, we can easily carry
out posterior inference over the hyperparameters as well by
including them as part of the representation. As a practical
note, however, this requires computing the covariance matrix
within the Stan model, based on precomputed distances
between the elements of v, whereas for fixed hyperparam-
eters the whole kernel can be precomputed. Hence, for
computational efficiency one might also want to optimize the
hyperparameters by maximizing the marginal likelihood [15].
3.2. Example: Poisson regression
To better illustrate the technical definition above, we next
demonstrate how the general approach can be used for mod-
eling binned count-valued observations with non-negative un-
derlying rate function [4, 16]. More precisely, we consider a
case where X is discrete (each x corresponding e.g. to a day)
and the goal is to learn the rate for each x based on aggregates
over finite set of elements (e.g. week).
We begin by first assuming that a single observation at lo-
cation x follows a Poisson distribution y|f, x ∼ Poi(g(f(x)))
conditionally independent of other observations. Given the
conditional independence it directly follows that the aggre-
gated count for a region vi follows







which is now a sum instead of integral due to the discrete X .
To ensure positive rate for the Poisson distribution we
need g : R → R+, and in this work we use both g(x) =
exp(x) and softplus g(x) = log(1 + exp(x)) as examples.
See e.g. [16] for discussion on the implications of the choice.
Note that with identity link g(x) = x the only way to achieve
positive rate would be to use high prior mean, which would
severely bias results especially for small observed counts.
3.3. Inducing points
Expressing the posterior requires inference over the NM -
dimensional set of points v, where N is the number of ob-
served regions and M is the number of discretization points,
and hence the kernel matrix is of size RNM×NM . For many
applications, such as most physical sensor settings where data
collection is laborious [14], the amount of observations is
small and the computation remains efficient. With larger data
sets the problem can be alleviated by using inducing points at
the level of the underlying latent process [17], as has previ-
ously been demonstrated for integral observations in the con-
text of variational inference [3, 5]. Here we describe how
inducing points can be used in our context to speed up com-
putation for problems with large N .
Instead of directly performing inference over fv ∈ R
NM ,
we perform inference for the function values fu for some Nind
inducing points u ⊂ X that are fixed locations of the input
space. To compute the posterior density (1) we now need to
infer fv using fu using
log p(fu|v,u,y) = log p(y|fu,v,u) + log p(fu|u) + C,
(4)
where the Gaussian process prior is given to p(fu|u), C is a










logEfvi |fu,vi,u [p(yi|fvi ,vi)] .
Note that the random variable fvi |fu,vi,u follows Gaussian
distribution [15]











where first order Taylor approximation at µfvi was used for
the density p(yi|fvi ,vi). In our experiments the first order
approximation worked well, but we note that also higher order
series or Monte Carlo approximation could be used.
4. RELATED WORK
Aggregated data are being observed in many applications
such as in modeling air pollution [3] and infectious dis-
eases [5]. Methods for modeling aggregated data have been
extensively studied in e.g. geostatistics, where learning
more fine-scaled estimates from aggregated spatial data is
known as downscaling, disaggregation or change of support
[18, 19, 20]. In machine learning, models for different forms
of aggregated data have been studied under multiple instance
learning, learning from label proportions and learning on
aggregate outputs [21, 22], and recent works have also pre-
sented GP-based approaches to these problems [5, 23, 24].
Our work is on specific type of aggregated data, where
the input corresponds to a region and the output corresponds
to an integral over this, like defined by Kyriakidis [7], and
next we discuss the most closely related GP methods for such
setups. Law et al. [5] proposed the bag observation model for
aggregation over continuous spatial regions, using variational
approximation for inference for exponential family models,
matching our general formulation but having more limited
scope. Binned data can be seen as integral observations [4],
and recently continuous supports have also been considered in
multi-task learning, where the goal is to learn the latent func-
tion based on data sets that have been aggregated at different
input scales [1, 3, 25]. Integral observations naturally occur
also in many physical sensing applications, like laser scanners
[8], tomographic reconstruction [2, 6] and ultrasonic sensing
[11, 14], where the work based on GPs has been done mostly
independently of the work on aggregated data.
Majority of the earlier work is limited to conjugate cases,
where inference can be carried out directly on the level of the
integral observations, as opposed to point-wise observations
as in our work. While this results in smaller kernel matrix in
R
N×N that collects double integrals of the kernel function,
many of the earlier works compute these integrals numeri-
cally [1, 3, 7, 8] and require discretization similar to ours. For
specific kernels and region shapes faster algorithms have been
proposed based on spectral approximations [2, 6, 9] and fully
or partially analytic integration [4, 10, 11].
Some works have also considered non-conjugate scenar-
ios, by supporting more general likelihoods or by supporting
non-linear transformations. Smith et al. [4] enforced non-
negativity for modeling binned data by introducing virtual ob-
servations solely for constraining the latent function, whereas
Yousefi et al. [3] and Law et al. [5] proposed variational
approximations for exponential family likelihoods that were
demonstrated also in applications with additional constraints
on parameters. However, [3] only considers non-linearities
after the aggregation, and [5] only supports specific computa-
tionally tractable transformations for specific likelihoods.
We provide the fist general solution for accounting arbi-
trary non-linear transformations before aggregation. The pro-
posed method is less efficient than the variational approxima-
tions [3, 5], but for many applications this is not a practical
bottleneck. For example, in physical sensing problems the
number of observations is kept small due to the cost of in-
stalling sensors. In this work we only considered integral ob-
servations, but it is likely that the proposed approach can be
extended also for more general cases of aggregated data, such
as multiple instance learning setups.
● ● ● ●
● ● ● ●
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Fig. 2. HMC sampling times (middle) and mean-squared er-
rors (MSE) (right) for problems of different number of obser-
vations (x-axis) and varying number of inducing points (col-
ors). For sufficiently dense grid of inducing points (purple and
blue) we get almost exact estimates with lower computational
cost, but with too few inducing points relative to the smooth-
ness of the function the results can be bad. These results are
provided for the function illustrated in the left sub-plot, which
also shows an example inducing point grid for spacing 2.15
times the length-scale and 16 random integral observation re-
gions (black lines), but would be similar for other functions.
5. EXPERIMENTS
We start by demonstrating the use of inducing points to speed
up computation, and then apply the proposed methodology
for two applications that require use of non-linear trans-




Figure 2 illustrates the effect of using inducing points, by plot-
ting the computational time and accuracy for different num-
ber of observations (N ) and inducing points (Nind) for an
example function sampled from a GP prior and transformed
with softplus before computing the integrals along randomly
sampled line segments v. The inducing points were placed
at regular grids, and for inference we used the same kernel
(squared exponential) with correct hyperparameters that were
used for the true function, to focus on illustrating the effect of
the inducing points.
For small N , direct sampling of all NM discretization
points is to be preferred, but for larger N using inducing
points clearly reduces the computational cost. For suffi-
ciently fine grid the result is still essentially as accurate
(measured here using mean-square error between the true
function and the mean estimate), but with too coarse grid,
where the gap between the neighboring inducing points is
considerably longer than the kernel length-scale, the accu-
racy naturally drops. The grid spacing is expressed in terms
of the length-scale, so that the results can be translated also
for other kernels and input domains.


























Fig. 3. Estimating the rate of daily Google search counts
based on count data aggregated with different granularities
(2-14 days). The true rate was estimated using the original
non-binned data.
Fig. 4. Left: The measurement setup provides one observa-
tion integrating the underlying fouling thickness along each
of the lines depicted here, overlaid on top of the ground
truth function. Middle: Without non-negativity constraint
the mean estimate is non-zero for large areas. Right: Non-
negativity constraint helps localizing the true fouling.
5.2. Poisson regression
We demonstrate Poisson regression presented in section 3.2
on time series count data (Figure 3). As an example, we use
the daily Google search counts of term ”earthquake” in the
U.S for the last 70 days. The daily data is aggregated us-
ing different granularities (2-14 days), and the goal is to learn
the true daily rate (estimated from raw data without aggrega-
tion) based on these aggregate observations alone. We use
the squared exponential kernel, performing posterior infer-
ence over its hyperparameters, and the exponential transfor-
mation g(f(x)) = ef(x). The general trend is correctly mod-
eled with all granularities of aggregation, but sudden changes
in rate are naturally smoothed when only observing heavily
aggregated data.
5.3. Ultrasonic fouling detection
We demonstrate the usefulness of a non-negativity constraint
in ultrasonic localization of fouling in closed metal pipe, fol-
lowing the simulated experiment of [14]. They interpret time-
of-flight differences between clean and fouled pipe as integral
observation along a flight path between transmitter and re-
ceiver, and for cylinder structures can record multiple helical
paths between sensors. Figure 4 (left) shows flattened pipe
surface that wraps around the edges, and lines are the paths
from the transmitter at the bottom to receivers at the top.
The amount of fouling on a surface is naturally non-
negative, which was ignored in [14] to retain conjugacy. We
replicate their simulation experiment using the same kernel
(Matern 3/2) and hyperparameters (l = 5, σf = 1, σǫ = 1)
they reported, but add the non-negativity constraint by using
softplus-transformation for f(·) before integration. Figure 4
shows the mean of the GP fit with identity link corresponding
to no constraint (middle) and with the non-negativity con-
straint (right). This simple addition reduces the root mean
square error between the mean estimate and the true fouling
function from 0.19 to 0.11.
6. CONCLUSION
Learning latent functions based on data that is only avail-
able at coarse rate or can otherwise be interpreted as arising
from integration of the function is prevalent problem in spa-
tial statistics and signal processing, and GPs provide theoret-
ically strong and computationally convenient basis for this.
Despite the flexibility of accounting for various types of ag-
gregation areas and support for arbitrary likelihoods via ap-
proximations, these approaches are not applicable to scenar-
ios where the latent function being integrated is not Gaus-
sian but need to satisfy additional constraints, such as non-
negativity. We presented the first general approach for ad-
dressing this, building on easy-to-use probabilistic program-
ming formulation that allows for arbitrary non-linear trans-
formations of the latent function, extending the preliminary
works only applicable for limited transformations [3, 5] or
using heuristic additional constraints [4]. While our approach
is computationally less efficient and not directly applicable
for large geospatial applications like in [1, 5], it is perfectly
adequate for wide range of applications.
The flexible formulation is particularly beneficial in appli-
cations with rich prior information on properties of the sys-
tem being modeled. In this work we demonstrated how in-
corporating already a very simple physical constraint of non-
negativity in ultrasonic detection of fouling [14] reduced lo-
calization error by more than 40%, but the accuracy could be
further improved by incorporating additional existing phys-
ical knowledge of the non-linearities involved in ultrasound
propagation. The proposed approach allows plugging in ar-
bitrary functions that need not even have closed-form expres-
sion but could be estimated from e.g. finite element method
simulations of fouled structures. Extensions and generaliza-
tions like this would be extremely tedious – if not impossible
– to derive for the competing approximate solutions.
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