1. Introduction {#S1}
===============

CD8^+^ T cell responses exert strong selection pressures on Human Immunodeficiency Virus (HIV). Evidence for the importance of CD8^+^ T cells stems from a variety of observations: first, there are associations between set-point viral load and host HLA alleles ([@B1]); second, CD8^+^ cell depletion in non-human primates leads to a sharp increase of virus loads ([@B2]); lastly, viral mutants that escape CD8^+^ T cell control can have a large fitness cost ([@B3]--[@B9]). The selective pressure exerted by CD8^+^ T cell responses has been quantified from the growth rate advantage of these escape mutants ([@B10]--[@B12]).

More recently, studies based on the analysis of the entire viral genome revealed escape in multiple epitopes targeted by CD8^+^ T cell responses ([@B13], [@B14]). In particular, escape mutations have been found to sequentially fixate in up to eight epitopes. A mathematical analysis of these data shows that late-emerging escape mutants outgrow the resident virus population more slowly than early escapes ([@B11], [@B14]--[@B18]). We refer to this pattern as escape rate decrease (ERD).

Escape rate decrease has been assumed to have a biological basis, arising from either variation in fitness costs ([@B15]) or a decrease of fitness advantages of escape mutants during the course of infection ([@B15], [@B17]--[@B19]). But it could also be due to complex dynamical interactions between escape mutations in different epitopes. The complexity arises from the fact that two similarly beneficial mutations rarely arise simultaneously on one genome. Rather, they arise on different genomes which, after outcompeting the wild type strain, enter a state of competition. This state is eventually resolved by one mutation going to fixation by chance, or by one of the strains acquiring the other beneficial mutation. In this scenario, the fixation of one of the advantageous mutations takes longer than its fitness advantage predicts. In population genetics, this complex dynamics is called *interference* ([@B20]--[@B23]).

Figure [1](#F1){ref-type="fig"} shows how interference can affect the interpretation of ERD in early HIV infection. Describing the escape dynamics with models that reduce the dynamics to the competition between two types only -- a wildtype and a single escape mutation -- and neglect interference, misrepresents the selection pressures at work, and may lead to biased estimates of their strength.

![**Pattern of ERD emerging from repeated application of logistic model fits in an interference scenario**. **(A)** Population frequencies of two-locus system haplotypes display interference. The wildtype ab (green area) gives rise to two beneficial single mutants Ab and aB (yellow and violet areas, respectively). **(B)** Fixation patterns of the beneficial alleles A (orange line) and B (green line). Samples of frequencies of A and B are taken at times 10, 20, and 50 days (blue points). Logistic model fits (red lines) are laid through sample points with an added noise (green points). **(C)** From each logistic model fit the escape time and escape rate are calculated. A pattern of ERD is generated due to interference.](fimmu-05-00661-g001){#F1}

In this study, we investigated under which circumstances genetic interference arises and may thus lead to misinterpretation of pattern of escape rate changes in systems with two loci. We adopted a modeling approach, building on well-established research on the dynamics of HIV within its host ([@B11], [@B17], [@B24]--[@B27]). To this end, we developed a virus dynamics model, in which viruses possess multiple epitopes and can escape from CD8^+^ T cells directed against them. Fitness costs associated with escape mutations are neglected. The model builds on well-established work ([@B11], [@B17], [@B24]--[@B27]), and is stochastic to describe mutation, extinction, and fixation of virus strains adequately, and allows recombination of viruses.

We found that interference emerges mainly when CD8^+^ T cell responses coincide and are similarly strong, but only in systems with a high level of stochasticity. This interference leads to ERD if the virus population was sampled more often early than late, a scheme commonly adopted in empirical studies ([@B14]). We tested these predictions in early-infection data from an HIV-positive patient obtained by Henn et al. ([@B16]) and subsequently reconstructed to haplotypes ([@B28]).

2. Materials and Methods {#S2}
========================

Here, we extend the model of Althaus and De Boer ([@B17]), which is in turn based on earlier work ([@B11], [@B24]--[@B27]). In our model, a viral strain **i** is assumed to present *n* different viral epitopes to the hosts' immune system. The strain is represented by a string of binary digits, where 1 at the *j*^th^ entry signifies the presence of an escape mutation in the *j*^th^ epitope. A 0 at the same entry signifies no mutation, and the strains is recognized by epitope-specific immune responses *E~j~*(*t*). The model equations are: $$\begin{aligned}
{\frac{d}{\mathit{dt}}T} & {= \sigma - d_{T}T - \sum\limits_{\textbf{i}}\frac{\beta\mathit{Tp}P_{\mathbf{i}}}{h_{\beta} + T}} \\
\end{aligned}$$ $$\begin{array}{rlrl}
{\frac{d}{\mathit{dt}}I_{\textbf{i}}} & {= \frac{\beta\mathit{Tp}P_{\mathbf{i}}}{h_{\beta} + T} - dI_{\textbf{i}} - \gamma I_{\textbf{i}} + \sum\limits_{\textbf{x}}\left( {m_{\mathbf{\textbf{xi}}}I_{\textbf{x}} - m_{\mathbf{\textbf{ix}}}I_{\mathbf{i}}} \right)\qquad} & & \qquad \\
 & {\quad + r \cdot t_{R} \cdot I_{\mathit{tot}}\left( {\sum\limits_{\mathbf{x},\mathbf{y} \in Q{(\mathbf{i})}}\frac{P_{\mathbf{x}}P_{\mathbf{y}}}{P_{tot}^{2}}\frac{1}{2^{d{({\mathbf{x},\mathbf{y}})}}}\omega^{\prime}\left( {\mathbf{x},\mathbf{y},\mathbf{i}} \right)} \right.\left. {- \sum\limits_{\mathbf{x}}\frac{2P_{\mathbf{x}}P_{\mathbf{i}}}{P_{tot}^{2}}\frac{2^{d{({\mathbf{x},\mathbf{i}})}} - 1}{2^{d{({\mathbf{x},\mathbf{i}})}}}\left( {- \omega^{\prime}\left( {\mathbf{x},\mathbf{i},\mathbf{i}} \right)} \right)} \right)} & & \\
\end{array}$$ $$\frac{d}{\mathit{dt}}P_{\textbf{i}} = \gamma I_{\textbf{i}} + \delta P_{\textbf{i}} - k\sum\limits_{j}^{n}\left( \frac{a_{j\mathbf{i}}E_{j}}{h_{k} + \sum_{\textbf{x}}a_{j\mathbf{x}}P_{\textbf{x}} + \sum_{s}^{n}a_{s\textbf{i}}E_{s}} \right)P_{\textbf{i}}.$$

2.1. Target cells {#S2-1}
-----------------

We assume a compartment of CD4^+^ target cells *T*, which is replenished at rate *σ* and gets naturally depleted at a rate *d~T~* per cell. Virions of type **i**, *V*~**i**~, will infect target cells at a rate $\frac{\beta TV_{\mathbf{i}}}{h\beta\; + \; T}$ and produce infected cells (*I~i~*), where β is the maximum infection rate per day for a virus particle, and *h*~β~ is the target cell density where the infection rate is half-maximal ([@B17], [@B26]). Viral load and productively infected cells of type **i** (*P*~**i**~) are connected by $\frac{dV_{i}}{\mathit{dt}}\; = \; fP_{i} - d_{V}V_{i}$. We assume that *V*~**i**~ and *P*~**i**~ are fast coupling. Hence, *V*~**i**~ = *pP*~**i**~, where $p = \frac{f}{d_{V}}$ is the net production rate per cell.

2.2. Infected cells {#S2-2}
-------------------

Target cells infected with strain **i** (*I*~**i**~) die at rate *d* and enter an eclipse phase at rate *γ*, after which they become productively infected.

### 2.2.1. Mutation {#S2-2-1}

Cells infected with strains **x** are converted to cells infected with strain **y** at rate *m*~**xy**~. *m*~**xy**~ is the locus-wise product of the probabilities for an epitope in strain **x** to be mutated into the corresponding epitope in strain **y**. We distinguish between forward mutations and reverse mutations. Forward mutations change a 0 allele into a 1. Reverse mutations do the opposite. An epitope is assumed to consist of about *m* = 8 codons. The mutation rate is 3 ⋅ 10^−5^ per bp per replication ([@B29]). For an escape epitope to emerge, this amounts to a rate of ≈1 × 10^−4^ per epitope per replication. The reverse mutation rate was set to ≈5 × 10^−7^ per epitope per replication (see [Supplementary Material](#S6){ref-type="sec"}).

### 2.2.2. Recombination {#S2-2-2}

Cells infected with strain **i** can arise and be lost by recombination. Both processes are assumed to occur at the same baseline recombination rate *r* and to be proportional to the fraction of co-infected cells in the population *t~R~* ≈ 5 ⋅ 10^−3^, ([@B30]--[@B34]). $I_{tot} = \sum_{i}I_{i}$ is the total number of infected cells. We chose the baseline recombination rate *r* to incorporate those rates which do not directly depend on the strain frequencies or types.

The terms within brackets in the recombination term in Eq. [2](#E2){ref-type="disp-formula"} deal with probabilities that depend on the strain frequencies. The first sum encompasses recombination events that increase *I*~**i**~. All pairs (**x**, **y**) that can recombine into **i**, *Q*(**i**), are considered. Each such pair (**x**, **y**) co-infected a cell with probability $\frac{P_{\mathbf{x}}P_{\mathbf{y}}}{P_{tot}^{2}},$ where $P_{tot} = \sum_{\mathbf{j}}P_{\mathbf{j}}$. Out of a pair (**x**, **y**), 2*^d^*^(^**^x^**^,^**^y^**^)^ distinct recombinant offspring types can potentially arise, where *d*(**x**, **y**) denotes the Hamming distance between two strains. Hence, the probability of **i** to be the recombinant offspring is 1/2*^d^*^(^**^x^**^,^**^y^**^)^, where *d*(**x**, **y**) denotes the Hamming distance between two strains.

Infected cell numbers should remain unaltered by the action recombination, since recombination only reshuffles alleles. We account for this by using the weights *ω*′(**x**, **y**, **i**). For example, if the parent pair (**x**, **y**) is lost by recombination to **i**, the net number of cells infected with **i** needs to be multiplied by *ω*′(**x**, **y**, **i**) = 2. However, if one of the parent strains (**x**, **y**) is identical to **i**, the net increase will only be of one. Thus, we defined *ω*′(**x**, **y**, **i**) = 2 − **1~x=i~** − **1~y=i~**, where **1~y=i~** is one if **y** = **i** and zero otherwise (see [Supplementary Material](#S6){ref-type="sec"} for details on *ω*′).

The second type of events that can decrease *I*~**i**~ are those in which the strain **i** can recombine with any other into a strain different from **i**. Pairs can be formed with all other strains, including itself with probability $\frac{2P_{\mathbf{x}}P_{\mathbf{i}}}{P_{tot}^{2}}.$ Such an event needs to be weighted with the probability that **i** will yield offspring distinct to itself: $\frac{2^{d(\text{x},\text{i})} - 1}{2^{d(\text{x},\text{i})}}$. Again, in order to keep infected cell numbers unaffected by recombination, the weight −*ω*′(**x**, **i**, **i**) is factored in. Note that the factor −*ω*′(**x**, **i**, **i**), becomes positive in these circumstances when using the above definition of *ω*′ \[see [Supplementary Material](#S6){ref-type="sec"}, proportionality to linkage disequilibrium (LD) for details\].

The baseline recombination rate *r* incorporates several rates and probabilities. These include the probability for co-packaging two parent strains correctly, the number of newly infected cells produced by a single infected cell, the template switching rate and an assumption about the average distance between escape mutations on the genome. We set *r* ≈ 1.4 ⋅ 10^−4^ day^−1^ for our simulations (see Figure S4 in Supplementary Material).

2.3. Productively infected cells {#S2-3}
--------------------------------

Productively infected cells infected with a strain **i** are generated at rate *γ* from the eclipsed population *I*~**i**~, and die with rate δ. The CD8^+^ T cells specific to the epitope *j*, *E~j~*, clear productively infected cells whose epitopes they recognize maximally at rate *k*, with *h~k~* the Michaelis--Menten constants ([@B17]). The coefficients *a*~*j***i**~ are 1 if **i** has a zero at its *j*^th^ position, and zero otherwise. They thereby encode the recognition of non-escape epitopes by the CD8^+^ T cells.

2.4. CD8^+^ T cells {#S2-4}
-------------------

Unlike previous models describing CD8^+^ T cell escape ([@B17], [@B26]), our model does not dynamically link the immune response to the level of viral antigen. In our model, *E~j~*(*t*) is a numerically constructed fixed time course of the CD8^+^ T cells of type *j*, consistent with a program-type dynamics established for CD8^+^ T cell responses against infections in mice ([@B35]--[@B40]).

In order to attain a descriptive CD8^+^ T cell function we combined two exponential functions and a constant value. The default CD8^+^ T cell-function starts growing from a single cell at time *t* = 0 at a rate of *r~c~* = 0.9 per day ([@B26], [@B41]), until it reaches an upper limit *C*, which is 1.5 logs larger than the final level value $K:C = 10^{\log_{10}{(K)} + 1.5}$ ([@B35]). Once *C* has been reached, the function declines exponentially at a rate of 0.4 *r~c~*, until it reaches *K*. For larger time values, it remains at *K*. In this study, we restricted the *final levels K* to values of the order 10^7^, in accordance with ([@B26], [@B35], [@B36]).

2.5. Implementation {#S2-5}
-------------------

For all simulations described in this paper, we used parameters as shown in Table [1](#T1){ref-type="table"}. To implement the dynamics we used the R language for statistical computing ([@B42]) and *adaptivetau* ([@B43]) for the simulation of Eq. [1](#E1){ref-type="disp-formula"} by Gillespie algorithm. The rates of the Gillespie algorithm are the terms on the right-hand side of the ordinary differential equations Eq. [1](#E1){ref-type="disp-formula"}.

###### 

**Parameter values employed for simulations**.

  Parameter   Description                                                                       Value
  ----------- --------------------------------------------------------------------------------- -----------------------------
  σ           Replenishment rate of target cells *T* ([@B44])                                   10^8^ cells/day
  *d~T~*      Natural rate of target cell death ([@B45], [@B46])                                10^−2^ day^−1^
  *p*         Net virion production rate per productively infected cell ([@B47], [@B48])        10^4^ virions/day
  β           Maximum infection rate per day for a virus particle                               5.5 ⋅ 10^−4^ 1/day
  *h*~β~      Target cell number at which infection rate is half-maximal ([@B17])               5 ⋅ 10^7^ cells
  *d*         Natural rate of infected cell death ([@B26], [@B49])                              2 ⋅ 10^−2^ 1/day
  γ           Transition rate to productively infected cells (eclipse phase) ([@B50]--[@B53])   1 1/day
  δ           Natural rate of productively infected cell death ([@B25], [@B54], [@B55])         1 1/day
  *k*         Maximum killing efficiency ([@B56])[^a^](#tfn1){ref-type="table-fn"}              50 1/day
  *h~k~*      Cell number at which killing rate is half-maximal ([@B17])                        10^9^ cells
  μ           Viral mutation rate ([@B29])                                                      3 ⋅ 10^−5^ 1/bp replication
  *r*         Recombination rate ([@B32], [@B57]--[@B59])                                       1.4 ⋅ 10^−4^ 1/day

*^a^We deliberately omitted escape-based estimates here ([@B10]--[@B12], [@B14])*.

2.6. Stochasticity induced by system rescaling {#S2-6}
----------------------------------------------

Human immunodeficiency virus large census population size does not imply a small role of stochastic effects in its dynamics ([@B60]). Hence, we implemented methods to rescale the model system to match a population size of 10^6^ (see [Supplementary Material](#S6){ref-type="sec"}). By downsizing or magnifying a system we refer to transforming the system under consideration *S*, with its variables *T*, *I~i~*, *P~i~* into a system downsized by a factor *a*, *S~a~*, with corresponding variables *T~a~*, *I~i,a~*, *P~i,a~*. Under a deterministic framework, the ratios between time courses of the downsized variables and the corresponding original system variables are 1/*a*. To rescale the responses *E~j~* with *a*, we left the growth and contraction rates unchanged, but modified *K* such that *K~a~* = *a* ⋅ *K*.

3. Results {#S3}
==========

3.1. Virus dynamics model reproduces escape dynamics {#S3-7}
----------------------------------------------------

The model presented here reproduces basic empirically observed aspects of HIV/SIV dynamics (Figure [2](#F2){ref-type="fig"}). In our model, the initial growth of the virus has been gaged to 1.2 ± 0.1 per day in accordance with ([@B61]). Consistent with clinical and experimental data ([@B46], [@B62], [@B63]), the viral load peaks around day 20 after infection. In line with ([@B64]), there are estimated to be ≈10^8^ HIV-infected target cells at the viral set point. This value is about one to two orders of magnitude below peak viremia, in accordance with Ref. ([@B65]--[@B67]). The virus can only go extinct due to stochastic effects in the beginning of infection. Lastly, the model can also realistically reproduce the simultaneous emergence of distinct viral escape mutations, as well as the generation of double escape mutants by mutation or recombination.

![**Example for a simulation run showing sequential escapes in a scaled down two-locus two-allele system**. **(A)** Time course of the number of non-productively infected cells by strain types show sequential transitions from the wildtype to a single escape mutant to a double mutant. **(B)** Analogous situation for the time courses of productively infected cells. Productively infected cells are cleared by epitope-specific CD8^+^ T cell action. The mounted immune response leads to a transitory decrease of the total number of productively infected cells. **(C)** The CD8^+^ functions *E*~1~ and *E*~2~ start at 0 and 15 days, respectively, with a final value of 10^7^. The mounting of the immune response coincides with the temporary reduction of infected and productively infected cell numbers. **(D)** The killing of productively infected cells causes the transitory reduction of produced virions, temporarily reducing net new infections, and releasing target cells. Parameters are as given in Table [1](#T1){ref-type="table"}.](fimmu-05-00661-g002){#F2}

3.2. Cumulative linkage disequilibrium as a measure for interference {#S3-8}
--------------------------------------------------------------------

In order to quantify the *expressed interference* between viral escape strains during infection, we used the population genetics measure of LD. In our two-epitope system (Figure [3](#F3){ref-type="fig"}), the LD is *D* = *p~ab~p~AB~* − *p~Ab~p~aB~*, where *p~ab~* is the frequency of the wildtype, *p~Ab~* and *p~aB~* are the frequencies of single mutants, and *p~AB~* is the frequency of the double escape strain (where *A* and *B* are strongly advantageous).

![**Three HIV dynamics scenarios and the cumulative LD**. **(A)** The wildtype population is replaced by a double mutant. A positive LD is generated during the replacement leading to positive cumulative LD. **(B)** Succession of wildtype, single mutant, and double mutant. LD remains zero for each transition. **(C)** Wildtype is replaced by two single mutants, which are in turn outcompeted by the double mutant. The longer the single mutants coexist, the more negative the cumulative LD value will be.](fimmu-05-00661-g003){#F3}

In general, the wildtype is first replaced by single mutants, which are then outcompeted by the double mutant (Figure [3](#F3){ref-type="fig"}) ([@B22], [@B68], [@B69]). This dynamics is characterized by the duration of the intermediate phase of single mutant dominance and by the diversity in single mutants.

A quantitative measure of expressed interference of the dynamics has to behave appropriately when duration and diversity change. Firstly, the longer two single mutants coexist, the higher the value of expressed interference should be (see Figure S1 in Supplementary Material). Second, the higher the diversity during the state of stasis, the higher the interference measure should be (see Figure S2 in Supplementary Material). The cumulative LD satisfies both of these requirements. The term *cumulative* refers to the integral of the LD over time. This measure is also well-behaved in standard population genetics models (see Figure S3 in Supplementary Material).

Negative values of the cumulative LD specifically characterize interference in a regime where selection is much stronger than recombination, and not other types of dynamics. Dynamics in which escape mutations sequentially fixate, are characterized by zero LD.

3.3. Similarly strong and synchronously elicited CD8^+^ T cell functions facilitate the appearance of interference {#S3-9}
------------------------------------------------------------------------------------------------------------------

In our model, we considered two CD8^+^ T cell responses, each recognizing one of two epitopes. We investigated how differences in the strength and relative timing (see [Materials and Methods](#S2){ref-type="sec"}) of CD8^+^ T cell functions affect the HIV dynamics. Each CD8^+^ T cell time course could assume two different values for its strength: *K~j~* ∈ {1 ⋅ 10^7^, 7 ⋅ 10^6^}, where j ∈ {1, 2} denotes the order of elicitation. The first response was set to start at *t* = 0, and the second started with a delay of 0, 5, 10, 15, 20, 25, or 30 days. Each combination of CD8^+^ T cell function pairs was simulated 100 times.

We consider two levels of stochasticity here: a low and a high level (see Materials and Methods). The low level is displayed in our simulations at census population size of about 10^8^ at set point with parameters as in Table [1](#T1){ref-type="table"}. The high level of stochasticity arises when we scale the population sizes by a factor *a* = 10^−4^ (see [Supplementary Material](#S6){ref-type="sec"}), consistent with empirical estimates of HIV's effective population size ([@B70], [@B71]).

### 3.3.1. Negative cumulative LD most pronounced at near-identical CD8^+^ T cell responses {#S3-9-3}

To investigate under which circumstances interference between escape mutation arises we calculated the cumulative LD for different combinations of strength and timing of CD8^+^ T cell responses, and levels of stochasticity. For the unscaled system with low stochasticity, simulations showed positive cumulative LD, indicating the immediate emergence of double escapes (see Figure S5 in Supplementary Material). In contrast, Figures [4](#F4){ref-type="fig"}A--D show negative values of cumulative LD for the downsized system with high stochasticity, indicating interference. Interference is particularly likely to occur when CD8^+^ T cell responses are nearly synchronous and nearly equally strong.

![**Cumulative LD values for simulation runs of a downsized two-locus system (*a* = 10^−4^) differing in CD8^+^ T cell function strength and timing**. The *x*-axis denotes the time delay the second immune response has to the first. The black line is the median of 100 simulations, the upper and lower end of the blue-shaded area are the 75 and 25 percentiles of all measured simulation runs, respectively. *K~1~* and *K~2~* denote the final values for the first and the second immune responses, respectively. **(A)** Little cumulative LD is generated for *K~1~* \< *K~2~*. Pronounced negative cumulative LD values are attained for nearly equally spaced CD8^+^ T cell curves in **(B,C)**. **(D)** Shows an increase in interference at a delay of 5 days.](fimmu-05-00661-g004){#F4}

The emergence of interference at high stochasticity levels can be explained in terms of population genetics. The level of stochasticity or drift is inversely related to the population size *N*. The expected number of double mutants is $N\mu_{b}^{2}$ per generation, where μ*~b~* ≈ 10^−4^ is the rate of beneficial mutations per epitope and generation. If this number is larger than the establishment size 1/2S ≈ 1 at the onset of selection, the double mutant is assumed to go to fixation (*S* is the selective advantage of one beneficial mutation). This is the case at low levels of stochasticity (*N* ≈ 10^9^), which leads to positive cumulative LD. Conversely, high levels of stochasticity will delay the emergence of double mutants, entailing interference between single mutants. Note that this behavior is dissimilar to the standard behavior without a preceding neutral phase, where larger population sizes cause more interference.

The reasons for the general pattern of negative cumulative LD are intuitively clear. First, synchronous (time delay zero), but unequally powerful CD8^+^ T cell functions favor one of the single escape strains, leading to its fast fixation (Figures [4](#F4){ref-type="fig"}A,D). This dynamics of sequential escape produces no substantial cumulative LD, and no interference.

Second, CD8^+^ T cell responses that are elicited far apart in time induce practically no interaction between haplotypes (Figures [4](#F4){ref-type="fig"}B,C). The earlier immune response will select for a first escape mutant, and the second elicited immune response will select for the double escape mutant. Again, the escape dynamics is sequential, which leaves no trace in the cumulative LD.

Third, higher selective pressures (higher *K*'s) will decrease the time of emergence as well as the fixation time of double mutants. The coexistence time of single mutants will thereby be reduced. Therefore, the cumulative LD, which scales roughly as the coexistence time, will be smaller compared to lower selective pressures (Figures [4](#F4){ref-type="fig"}B,C).

There is one exception to the general pattern: when the first immune response is stronger than the second *K*~1~ \> *K*~2~, and precedes it by 5 days, substantial amounts of negative cumulative LD are generated. This result arises through the complex interplay between the timing and strength of the two responses in this scenario. With a delay of 5 days, the total population of productively infected cells is at a local minimum at about the time when the action of the second response is at its peak. Due to the contracting dynamics of the CD8^+^ T cell responses, the second response is stronger than the first at that time point, even for *K*~1~ \> *K*~2~. The difference between the responses at that time point is small enough to allow for the emergence of interference.

### 3.3.2. Escape rate decrease {#S3-9-4}

For each simulation, we calculated the *escape time* τ~50~ and *escape rate* ε from the frequency of both escape mutations (disregarding their linkage), mimicking the sampling schedule and data collection of previous studies ([@B11], [@B14]--[@B16]) (see [Supplementary Material](#S6){ref-type="sec"}, Sampling Methods and Fitting section).

The estimated escape rates were in good accordance with common values for escape rates during early-infection. For example, escape rates at high interference conditions (Figure [4](#F4){ref-type="fig"}C) were about 0.04 day^−1^ in the median, 0.02 day^−1^ for the 2.5%-quantile, and 0.17 day^−1^ for the 97.5%-quantile.

With the values *τ*~50~ and ε for each escape mutation, we calculated the successive ERD in each simulation. This was done by fitting a linear regression log~10~(ε) = *a* + *b* ⋅ *τ*~50~, as in Ref. ([@B15]). The slope of the regression *b* is termed ERD value. Negative ERD values indicate that later escapes are slower.

For small time delays, the ERD values are between −0.01 and 0 (see Figure S6 in Supplementary Material). In Ref. ([@B14], [@B15]), ERD values inferred from escapes with *τ*~50~ within the first 2 years, are about −0.006 in patient CH44, −0.008 in patient CH77 and −0.01 in patient CH58 \[based on data in Supplementary Material of Ref. ([@B15])\].

3.4. Cumulative LD is associated with escape rate decrease {#S3-10}
----------------------------------------------------------

To investigate the effects of interference on the ERD values we focused on those time delays shown in Figure [4](#F4){ref-type="fig"} that showed substantial interference.

Figure [5](#F5){ref-type="fig"} shows the association between cumulative LD and ERD values in 1000 simulations run for CD8^+^ T cell functions with equal final levels *K*~1~ = *K*~2~ = 7 ⋅ 10^6^ and no time delay. In the plot, simulations which lead to a cumulative LD larger than zero (about 11% of simulations) have been removed in order to assess the effects of interference only. The density distribution shows a clustering of simulation results along a line of positive slope. The distribution is compressed along that line.

![**Density plot of negative cumulative LD versus ERD values for 1000 simulations runs for equal CD8^+^ T cell final values of *K*~1~ = *K*~2~ = 7 ⋅ 10^6^ and zero time delay between the elicitation of the CD8^+^ T cell functions**. Positive cumulative LD values were ignored. Black line: base line through the origin. Red line: Theil--Sen estimator fit on data. The density distribution is compressed along a line of positive slope, indicating a positive association between interference and ERD values.](fimmu-05-00661-g005){#F5}

A Theil--Sen estimator fit to the data (red line) yields a slope of 8 × 10^−4^ with confidence intervals (6 × 10^−4^, 9 × 10^−4^) for the 2.5 and 97.5 percentiles, respectively. This indicates an association of interference and ERD. The pattern shown in Figure [5](#F5){ref-type="fig"} can also be identified in the other case with identical CD8^+^ T cell final levels (*K*~1~ = *K*~2~ = 10^7^) with no time delay (see Figure S7A in Supplementary Material).

We considered other combinations of final levels and time delays with median cumulative LD below minus one in the down-scaled system. As time delays increase, in simulations with CD8^+^ T cell responses of equal strength we observe the appearance of a density peak alongside the interference, centered at about zero LD and negative ERD values. This peak indicates the appearance of a different mode of escapes. These escapes are sequential and show no interference. As expected, this second mode eventually replaces the interference pattern as the time delay increases (see Figure S7 in Supplementary Material).

In the escapes of this second mode, the negative ERD values in the absence of interference emerge due to an artifact of the sampling scheme employed. However, the associations found between cumulative LD and ERD values in Figure [5](#F5){ref-type="fig"} indicate that a causal relation must be present, because the sampling scheme is identical in each simulation. Whatever offset to the ERD value might be contributed by the sampling scheme, it cannot explain these associations.

3.5. Possible instance of escape rate decrease due to interference {#S3-11}
------------------------------------------------------------------

To investigate one possible instance of interference and its effects on escape rates, we analyzed haplotype data obtained by deep sequencing from a single patient (subject 9213) infected with HIV ([@B16]). In this study, blood samples were taken at days 0, 3, 59, 165, 476, and 1543 after infection was determined. Haplotypes were subsequently reconstructed from these sequence data by Pandit et al. ([@B28]).

These data are of particular interest to test the effects predicted by our model because CTL responses specific to two epitopes, *Nef A24-RW8* and *Vif B38-WI9* were similarly strong. At day 59, these responses differed only about 10% in terms of Elispot responses in Spot Forming Cells (SFC) per million Peripheral Blood Mononuclear Cells (PBMC) \[see Supplementary Information in Ref. ([@B16])\].

To test the predictions of our model, we fitted logistic escape functions to the data and measured LD and escape rates. Figure [6](#F6){ref-type="fig"} shows the fitted escape curves on the mutant frequencies of *Nef* and *Vif*, respectively, in Figure [6](#F6){ref-type="fig"}A. At day 59 the inferred LD in these data are *D* = −0.09, as shown in Figure [6](#F6){ref-type="fig"}B. As shown in Figure [6](#F6){ref-type="fig"}C, ERD is clear in the escape of these two mutations.

![**A possible instance of interference generating ERD in Ref. (**[@B16]). **(A)** The fits of the logistic escape model as used in Ref. ([@B15]) to the sample points of escape mutant frequency. Escape mutations appear in the epitopes *Nef A24-RW8* and *Vif B38-WI9* as a consequence of two, nearly equally potent CTL responses specific to these epitopes. **(B)** The LD between *Nef A24-RW8* and *Vif B38-WI9* becomes negative at one of the time points sampled (connected by blue line). To calculate LD, we constructed a contingency table with the frequencies of wildtype (no mutations in any epitope), single mutants (escape mutation in one epitope) and the double mutant (escape mutations in both *Nef* and *Vif*) reconstructed in Ref. ([@B28]) and measured *D* as defined above. **(C)** The inferred escape rates of the escape mutations in *Nef* and *Vif* show ERD.](fimmu-05-00661-g006){#F6}

The results of this analysis are in accordance with the notion that interference was acting to delay the emergence of escapes and to reduce their escape rates.

4. Discussion {#S4}
=============

In this paper, the main focus was the interference of viral strains and its role in the escape dynamics. We identified signals of interference under very specific conditions: in systems with high levels of stochasticity and highly synchronized and comparably strong CD8^+^ T cell responses, the generation of interference is facilitated. These conditions are often satisfied in empirically observed HIV dynamics ([@B35], [@B37], [@B70]--[@B72]). Furthermore, when sampling at times typical for empirical studies, increasing interference decreases ERD values. Lastly, we also tested these predictions in one instance of two equally strong CTL responses elicited against HIV in a patient ([@B16]). In the data, a signal for interference was accompanied by ERD.

We restricted the simulations to two-locus systems, while ERD was inferred from empirical data involving more escape variants. Our results are consistent with theoretical findings for two-locus systems in the context of population genetics ([@B73]). Intuitively, the principle that under interference the fast escape of one allele implies the slow escape of competing alleles with similar fitness should also hold in systems with more than two loci. Interference effects for systems with more loci are expected to be stronger ([@B17], [@B19]) and are likely to have a stabilizing impact on ERD ([@B17]) (Figure [5](#F5){ref-type="fig"}). We thus hypothesize that the pattern of ERD is preserved in HIV dynamics models with more than two epitopes showing interference. How interference between multiple beneficial mutations at distinct epitopes is connected to multi-locus linkage disequilibria is an open question. To our knowledge, there exists no consensus on how to define LD for more than three loci ([@B74]--[@B76]). This would be an interesting subject for further investigation.

Furthermore, we ignored potential fitness costs of escape mutations in our simulations. They can be safely neglected if they are compensated at faster rates than the fixation times of beneficial mutants. Only if fitness costs differ substantially between escape mutants do we expect that their explicit consideration will alter the role of interference.

These results have to be interpreted in the larger context of estimating the selective pressures that immune responses exert on the virus population. These selection pressures are often inferred from the growth advantage of mutants that escaped the immune response -- the rate of escape. Estimating these rates of escape using models that neglect the complex genetical interactions between escape strains has revealed the pattern of ERD central to our study. Our study shows that caution is warranted when drawing conclusions from this pattern about the selection pressures at work.

Very recently, Pandit et al. identified a clear instance of clonal interference in HIV between mutations within the same epitope as well as between epitopes ([@B28]). The relevance of interference during early HIV is further supported by "epitope shattering," where a founder strain can diversify into an array of strains with distinct escape mutations at the same epitope ([@B77]). Leviyang studied such mutational pathways in data presented in Ref. ([@B78]), focusing on competition between intra-epitope escape mutations ([@B79]). O'Connor also reported the coexistence of escape mutations within the same epitope in SIV-infected Mauritian cynomolgus macaques ([@B80]).

In contrast to our investigations, other studies expect interference effects to be negligible. Da Silva modeled early HIV infection with a Wright--Fisher process incorporating weakening CD8^+^ T cell responses ([@B81]). He concluded that due to the transmission bottleneck the effective population size of HIV should remain at low levels (*N~e~* ≈ 10^2^) throughout early-infection, thus preventing interference.

Kessinger et al. ([@B82]) estimated escape rates of the HIV data presented in Goonetilleke et al. ([@B14]) by employing multi-epitope models of HIV. To do this, they imposed a scheme of sequential escapes on their model. With that scheme, the escape rate estimates were substantially higher than in other studies.

Very recently, Ganusov et al. presented stochastic simulations of a multi-epitope model of HIV infection with recombination ([@B19]). In that paper, the bias interference effects introduce in escape rate estimates is also discussed. Escape rate estimates are heavily underestimated at low sample sizes (≈20 samples), but improve at sample sizes of about 200. They also find that in stochastic simulations, escapes are delayed compared to deterministic escapes, especially for low recombination rates. These theoretical results strongly support the notion that current estimation methods might be inappropriate tools for escape rate inference under interference regimes.

Our study makes a few testable predictions. Whether interference is involved in the generation of ERD can be assessed by measuring the LD between HIV haplotypes over time. This requires sequencing that either retains linkage information, or the reconstruction of haplotypes using bioinformatic methods ([@B83], [@B84]). Sustained negative linkage disequilibria would be indicative of interference. In this case, interference needs to be corrected before escape rates can be related to selection pressures. After this correction, the estimates of the selection pressures should be higher than previously estimated by means of logistic curve fitting. Furthermore, interference should be enhanced in mutations of epitopes in close proximity in the genome, especially mutations within the same epitopes.
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