To guide future experiments aimed at understanding the mouse visual system, it is essential that we have a solid handle on the global topography of visual cortical areas. Ideally, the method used to measure cortical topography is objective, robust, and simple enough to guide subsequent targeting of visual areas in each subject. We developed an automated method that uses retinotopic maps of mouse visual cortex obtained with intrinsic signal imaging ( 
Introduction
Visual information is processed by a series of discrete cortical areas, each of which has a unique representation of the visual scene and characteristic contributions to perception and behavior. Uncovering the mechanisms behind the flow of visual information is a demanding problem, yet one that is fundamental to sensory systems as a whole. A necessary step toward the detailed study of the visual hierarchy is a thorough characterization of areal boundaries and visual field representations. Numerous primate studies have relied on established visual field maps as a framework for further investigation of the network (Van Essen, 2004; Gattass et al., 2005; Rosa and Tweedale, 2005; Wandell et al., 2007) . In the visual cortex of mice, it is apparent that many fundamental questions about cortical computation can be addressed with far greater precision, thanks to powerful new experimental tools (Luo et al., 2008; Madisen et al., 2010; Huberman and Niell, 2011) . To guide these studies, a rigorous quantitative characterization of the topography of mouse visual cortex is needed.
Various methods have used retinotopy to explore the layout of visual areas in the mouse, including electrophysiology (Dräger, 1975; Wagor et al., 1980; Wang and Burkhalter, 2007) , anatomical tracing (Wang and Burkhalter, 2007) , intrinsic signal imaging (Schuett et al., 2002; Kalatsky and Stryker, 2003; Pisauro et al., 2013; Sato et al., 2014; Tohmi et al., 2014) , voltage-sensitive dye imaging (Polack and Contreras, 2012) , and two-photon calcium imaging (Andermann et al., 2011; Marshel et al., 2011) . Together, these studies have shown up to 10 distinct visual maps. Response properties have been investigated in seven of these areas, demonstrating unique representations of spatiotemporal features (Andermann et al., 2011; Marshel et al., 2011; Roth et al., 2012; Glickfeld et al., 2013; Tohmi et al., 2014) . Cortical and subcortical projection patterns also suggest parallel pathways, comparable with the dorsal and ventral streams observed in other species (Wang et al., 2011 (Wang et al., , 2012 Wang and Burkhalter, 2013) . Although prior studies have explored the basic organizational principles of the mouse visual cortex, much is to be learned about the detailed circuit mechanisms and functional roles of mouse higher visual areas.
Studying information processing within and across specific areas requires accurate targeting methods. Functionally imaged retinotopic maps provide a means to precisely identify area boundaries based on reversals in retinotopic gradients (Sereno et al., 1994 (Sereno et al., , 1995 Dumoulin et al., 2003; Van Essen, 2004; Wandell et al., 2007) . Here, we provide an automated method to compute area boundaries in mouse visual cortex, based on retinotopic maps obtained with intrinsic signal imaging. This method outlined the location of nine known areas (primary visual [P] , and postrhinal area [POR] ) and also revealed two previously unidentified visual areas (laterolateral anterior area [LLA] and medial area [M] ). The 11 identified areas were then assessed for cortical coverage, visual field coverage, and cortical magnification. The visual field representations of higher areas were shown to have consistent biases toward localized regions of visual space, suggestive of functional specialization. This work provides a novel characterization of visual field map organization and describes essential tools for accurate functional targeting of visual areas in the mouse brain.
Materials and Methods
Animal preparation and surgery. All experiments involving living animals were approved by the Salk Institute's Institutional Animal Care and Use Committee. Fourteen C57BL/6 mice (of either sex) between 2 and 3 months of age were anesthetized with isoflurane (2% induction, 1%-1.5% surgery) and implanted with a custom-made metal frame over the visual cortex for head fixation. Carprofen (5 mg/kg) was administered subcutaneously before surgery, and ibuprofen (30 mg/kg) was given in drinking water for up to 1 week after implanting the recording chamber. Mice were allowed to recover for 1-2 d after head frame implantation. For intrinsic imaging experiments, mice were again anesthetized with isoflurane (2% induction) and head fixed in a custom holder. Chlorprothixene (1.25 mg/kg) was administered intramuscularly, and isoflurane was reduced to 0.25%-0.8% (typically ϳ0.5%) for visual stimulation. Anesthesia levels were titrated to maintain a lightly anesthetized state. Imaging was performed either through the intact skull or through a thinned skull. No qualitative differences were observed between the two imaging conditions. The right eye was coated with a thin layer of silicone oil to ensure optical clarity during visual stimulation.
Measuring retinotopic maps. To perform intrinsic imaging, we used the camera, frame grabber, illumination, and filters described by Nauhaus and Ringach (2007) . Retinotopic maps were measured by taking the temporal phase of response to a periodic drifting bar (Kalatsky and Stryker, 2003) . We adapted this general paradigm to keep the size (deg) and speed (deg/s) of the bar constant relative to the mouse's perspective. More specifically, the temporal phase of the horizontal and vertical drifting bar directly encodes iso-azimuth and iso-altitude coordinates on a globe, respectively. From the mouse's perspective, azimuth and altitude lines are perpendicular at all locations of the monitor. A contrastreversing checkerboard was presented within the boundaries of the drifting bar to more effectively drive the cortex. The mathematical details of this stimulus were described previously (Marshel et al., 2011) . Each trial consisted of 10 sweeps of the bar in one of the four cardinal directions (up/down for altitude, left/right for azimuth), with a temporal period of 18.3 s. Six to 10 trials were presented for each of the four directions. The horizontal and vertical retinotopic maps were each smoothed with a 2D Gaussian ( ϭ 25 m).
A 55 inch 1080p LED TV (Samsung) was placed in the right hemifield, 30°from the mouse's midline, approximately parallel to the right eye. The perpendicular bisector of the monitor from the eye was placed at the origin of the horizontal and vertical retinotopy coordinates (0°azimuth, 0°altitude; see Fig. 1 A, B) . Together, this puts the vertical meridian of the mouse's visual field at 60°(nasal direction) from the origin of the stimulus coordinates. The horizontal meridian was approximately centered on the origin.
Identifying visual areas. The processing steps outlined below were designed to satisfy our four criteria for identifying visual areas. The steps associated with Criteria 1-3 compute borders between visual areas in each experiment. The final steps satisfy Criterion 4 to determine which of the regions found in the previous steps are reliably found across experiments.
Criterion 1: Each area must contain the same visual field sign at all locations within the area.
Visual field sign can be computed as the sine of the difference between the vertical and horizontal retinotopic gradients at each pixel (Sereno et al., 1994 (Sereno et al., , 1995 . Our first step was to create segregated patches of visual cortex from the map of visual field sign, S͑x, y͒-S: as follows:
ѯٌH and ѯٌV are the gradient directions of horizontal and vertical retinotopic maps, respectively. Values of S closer to Ϫ1 or 1 indicate regions that have more orthogonal intersection. Positive and negative values of S indicate a nonmirror and mirror representation, respectively. Transitions in visual field sign correspond to reversals in retinotopic gradients, associated with the borders between visual areas (Sereno et al., 1994 (Sereno et al., , 1995 . An S map is shown in Figure 1C . As adjacent visual areas tend to have opposite visual field sign, this operation is quite useful as a first step in delineating areas. Next, we created discrete patches on the cortex by thresholding S at Ϯ1.5 times its SD. That is, we compute the following:
A map of S Thresh is shown in Figure 1D . A threshold of Ϯ1.5 is quite liberal in the sense that it sometimes leaves separate areas fused together as one patch. However, the low threshold ensured that we do not miss actual visual areas in this step. The processing steps of Criterion 2 split patches that are identified as being multiple areas. The low threshold also tends to let through many pixels that are from the background noise. Simply performing morphological opening on S Thresh eliminated many of these. Others were cleared in the following step. Before moving on to the processing steps for Criterion 2, we recomputed patch borders so that they are all connected. This step and others make extensive use of a class of image-processing operations called morphological filters. Morphological filters are nonlinear operations that are especially useful for processing binary images. To compute the border of visual cortex, we first perform morphological "closing" on ͉S Thresh ͉, followed by "opening," followed by "dilation," as follows:
This invariably yields one large patch at the center of the field of view, which is outlined in Figure 1D (black). By assuming that visual cortex is one connected set of areas, we are able to automatically remove many of the unwanted noise regions contained in S Thresh .
Next, we recomputed areal borders using morphological "thinning," iterating to infinity (Lam et al., 1992) . This operation takes the regions between all the patches and thins it to boundaries that are 1 pixel wide.
Although computing S Thresh alone is efficient at delineating most of the visual area borders, it is nonetheless far from perfect. The following steps were designed to identify borders that were missed (Criterion 2) or borders that should not have been made (Criterion 3).
Criterion 2: Each visual area cannot have a redundant representation of visual space.
In addition to consistent visual field sign (Criterion 1), our definition of a visual area requires that there be a nonredundant representation of visual space (Criterion 2). A patch in S Thresh has a nonredundant representation if all pixels within its borders correspond to unique locations of visual space. It is possible that two distinct visual areas could be fused after the implementation of Criterion 1 if they have neighboring borders and the same visual field sign. To determine whether a given patch in S Thresh contains a redundant representation of visual space, and thus consists of more than one visual area, we compared two different measurements of visual field coverage. The first measurement is the area in visual space covered by the "union" of all pixels in the patch, which we denote as A ഫ . Specifically, the outline of pixels from a patch in cortical space corresponds to an outline of pixels in visual space, and the area encompassed by the outline in visual space is A ഫ . Next, we computed areal coverage by integrating over pixels within the patch, which we denote as A ⌺ .
The summation is over all pixels within the patch. The top and bottom rows of the 2 ϫ 2 matrix (i.e., "Jacobian") are the gradients of the horizontal and vertical retinotopy (°/mm), respectively, and the brackets indicate a determinant. ⌬x and ⌬y are the distances between pixels (mm) in the two dimensions of the image. If A ⌺ /A ഫ Ͼ1, the patch contains a redundant representation. We found it best to set the decision boundary to be slightly above unity (e.g., ϳ1.1) because, under cases that the patch's representation is not redundant, the ratio is almost exactly unity.
Next, we split the patches identified as redundant by computing borders between local minima in the map of visual eccentricity. First, the eccentricity map was defined as follows:
This equation is derived from the fact that the horizontal (H ) and vertical (V ) retinotopy were generated on the monitor as azimuth and altitude in spherical coordinates (Marshel et al., 2011) . The center of visual space is determined relative to the average of H and V within the patch. Centering the retinotopy in this manner ensured that local minima of eccentricity could be obtained within each patch, even when there was a bias away from the center of stimulus space. To robustly determine local minima of E, we first discretize it at 5°intervals. Local minima were determined as groups of pixels completely surrounded by pixels with larger eccentricity values. Most often, this would yield two local minima, but occasionally three. Last, we used the watershed transform with markers (Hamdi, 2014) to segment E. The watershed transform is a typical approach to image segmentation that considers the image as a topographic structure to identify "catchment basins" and "watershed ridge lines." Using markers at the minima makes the algorithm more robust because it forces the location of the catchment basins and number of segmented regions. The area borders are found along the "watersheds" of the eccentricity map, E. Criterion 3: Adjacent areas of the same visual field sign must have a redundant representation.
The goal of this step is to determine whether a single area was improperly split when computing S Thresh . Erroneous borders could result from noise in the image, such as a blood vessel artifact. First, a pair of samesign patches is identified as adjacent if they overlap after morphological dilation. Next, if the patches are adjacent, they are fused together using morphological closing. Then we use the same criteria defined in Criterion 2 to determine whether the fused patch has a redundant representation. That is, if A ⌺ /A ഫ ϳ1 when fused, then the fused patch does not have a redundant representation and can be considered as a single visual area. In these cases, the patches were left fused to create a single area boundary.
In most subjects, implementing Criterion 3 before Criterion 2 yields identical results. However, implementing Criterion 2 before 3 guards against the rare circumstance that an area was split under Criterion 1, and one section of the area's segmented patches was fused to a separate area.
The above steps ensure that all of the defined patches have orthogonal representations of horizontal and vertical retinotopy with a consistent visual field sign (Criterion 1), that they are not actually two areas combined into one (Criterion 2), and that two adjacent patches are not actually a single area (Criterion 3). The next step looks across experiments to determine whether patches are reliably identified in different animals.
Criterion 4: An area's location must be consistently identifiable across experiments.
The steps above identify a series of patches for each experiment that presumably correspond to the mouse's predefined cortical architecture and are thus predictable across the different experiments. The goal of this final step is to determine whether patch centers are reliably found in a consistent location across animals, and to classify visual areas according to their position relative to V1.
First, we aligned visual maps across experiments using V1 to determine a common origin and rotation axis for each field of view. V1 serves as a natural reference point for map alignment, as it is the largest, most definitively identified region that is clearly visible in all cases. V1's center of mass (CoM) served as the origin, and the axis of rotation was determined by the average direction of V1's horizontal retinotopy gradient, ѯٌH.
Next, we searched for clusters within two scatter plots of the patch CoM positions: one for all the nonmirror, positive field sign patches in our dataset (see Fig. 3A) , and one for all the mirror, negative field sign patches (see Fig. 3B ). We then performed k-means clustering on both the mirror and nonmirror scatter plots. The number of k-means in our search was determined as the maximum number of mirror or nonmirror patches in a given mapping of visual cortex, over all the experiments (k nonmirror ϭ 10; k mirror ϭ 8). These values of k gave an intuitive segregation of the clusters (see Fig. 3C,D) , although it clearly yielded some k-means that did not contain significantly clustered CoMs relative to the overall distribution of CoMs. The patches associated with these k-means may be a consequence of measurement noise, or possibly they are areas that are more difficult to detect under the particular conditions of this experiment. To determine which k-means were associated with a significant cluster, we computed a normalized metric for the degree of clustering associated with each k-mean as follows:
In summary, the numerator is a measurement of the scatter associated with a given k-mean cluster, and the denominator is the scatter of all patches after shuffling by rotation. Each patch, p, has a nearest neighbor, n( p). M p , a two element vector, is the CoM of patch p. M n(p) is the CoM of the patch that is the nearest neighbor to p. The distance between patch p and its nearest neighbor, M p Ϫ M n(p) , is normalized by the sum of the two patch sizes, [S p ϩ S n(p) ]. Specifically, S p is the square root of p's area, and S n(p) is the square root of n( p)'s area. The numerator sum is over the patches associated with a given k-mean cluster. The sum in the denominator, however, is over all patches in all experiments. To generate the shuffled CoMs, M p Ј, we independently rotated each experiment around the V1 CoM by a random value between 0°and 360°. This helped to maintain most of the maps' inherent spatial statistics. The brackets around the denominator indicate that the average was computed across (100) trials of shuffling. A group was deemed significantly clustered if C k Ͻ 1. Seven of the k-mean groups did not pass this criterion and are absent in Figure 3E , F. The remaining 11 k-mean groups were subsequently labeled as visual areas based on their position relative to V1 (Olavarria et al., 1982; Wang and Burkhalter, 2007) .
Quantifying scatter in areal position. To quantify the variability in the position of each visual area, relative to area size (see Fig. 4E ), we computed the following:
The numerator is the absolute distance between the visual area's CoM in a given animal and the mean CoM of the visual area across animals (millimeters). The average of the numerator across animals is independently plotted in Figure 4D . The denominator is the square root of the visual area's cortical coverage (square millimeters). The average cortical coverage is independently plotted in Figure 4C . The average of this ratio, across animals, is indicated by the brackets. This normalized measure for the scatter of each area is plotted in Figure 4E .
Coverage overlap. Each pixel (i, j) of the image matrix in Figure 6G was computed as follows:
where D as follows:
The principle axis of magnification at each cortical location ( Fig. 7B ) was computed using the gradients of horizontal and vertical retinotopy as follows:
Results

Automatic identification of visual areas from retinotopic maps
The goal of this study was to identify the spatial layout and boundaries of mouse visual cortical areas and characterize the visual field representation of each identified area. A visual area is defined as having a single orderly representation of space that can be consistently identified across individuals (Wandell et al., 2007) . We designed an algorithm to identify regions that meet this definition by applying a series of automated processing steps to maps of visual topography (Table 1) . The analyses all rely on retinotopic maps obtained with intrinsic signal imaging, representing the right visual hemifield in spherical coordinates (azimuth and altitude, which approximate curvilinear Cartesian coordinates near the center of gaze) (Marshel et al., 2011) . Visual maps were segmented according to four specific criteria that quantify features of visuotopic organization and compute areal boundaries. The computational details of the algorithm are given in Materials and Methods. A general description of the rationale behind each step follows, with the results of a single experiment used as a guide (Fig. 1 ).
The first criterion that a visual area must satisfy is having a consistent visual field sign within its borders (Sereno et al., 1994 (Sereno et al., , 1995 . At each cortical location, taking the sine of the angle between the gradients of vertical and horizontal retinotopy yields a map of visual field sign (Fig. 1A-C) . The absolute value of this metric indicates the degree of orthogonality between the map gradients (magnitude of the difference between the two vectors), and the sign indicates whether the representation of visual space across the cortical surface is a reflection of the visual field (i.e., "flipped" along an arbitrary axis). Negative regions, such as the large blue patch in the middle of Figure 1C (i.e., V1), are mirror image transformations of the visual field. Positive regions, such as the smaller extrastriate patches in red surrounding V1, are nonmirror image transformations of the visual field. Transitions between positive and negative values in the map indicate the locations of reversals in the retinotopic gradients and provide a robust way to find borders between different visual field representations (Sereno et al., 1994; Warnking et al., 2002) . Thresholding the map of visual field sign results in a set of discrete patches (Fig. 1D ). For pairs of adjacent visual areas that are of the opposite field sign, the visual field sign analysis correctly delineates their borders. However, the possibility remains that two distinct visual field representations could have the same visual field sign and share a border, as is the case for some adjacent regions in humans (Larsson and Heeger, 2006; Wandell et al., 2007) . The second criterion addresses this issue.
The second criterion a visual area must meet is that it cannot have a redundant representation of visual space. For instance, if a patch identified in the previous step contains multiple pixels that represent the same visual field location, this would indicate that it contains more than one visual area. To check each patch for redundancy, we compared the integral of visual field coverage over all pixels within a patch to the union of coverage by the patch (Eq. 4). Redundancy would yield an overestimate of coverage by the integral measure compared with the union, resulting from a duplication in the representation by multiple pixels. Figure 1E is a scatter plot comparing the integral to the union for the patches in Figure 1D . All patches sit along the unity line, with the exception of patch no. 11. Redundant patches, such as no. 11, were segmented automatically by applying the marker-controlled watershed algorithm to a map of visual eccentricity (Eq. 5). The watershed segmentation creates a border at the "ridge line" that separates local minima in the visual eccentricity map. This method takes into account the relative size and rate of change of the map gradients to create accurate borders.
The third criterion requires that all adjacent areas of the same visual field sign have overlapping representations of visual space. This largely serves to check that the processing steps under Criterion 1 did not create inappropriate boundaries. For instance, if a single visual map were improperly split into separate patches, combining the two would produce a more complete, yet still nonredundant representation of space, satisfying our definition of a visual area. In turn, we merged each pair of neighboring same sign patches, assessed for redundancy as done for Criterion 2, and simply left them fused if their visual representations were nonoverlapping. Figure 1F shows the visual field coverage for pairs of neighboring patches that were split by the preceding steps of the algorithm. In the first three examples (Fig. 1F ) , despite being adjacent on the cortex with the same visual field sign, each pair has overlapping visual field coverage and was therefore appropriately segmented by the algorithm. In contrast, the final example in Figure 1F shows essentially no overlap, so the two patches were fused and considered as a single area.
The final set of boundaries ( Fig. 1G-I ) computed from the retinotopic maps in this experiment contains individual visual field maps fulfilling the first three requirements in our definition of a visual area. A clear correspondence between the computed Left column is the list of four criteria that must be met to identify each patch as a visual area. Right column summarizes the processing steps taken to enforce the corresponding criterion.
borders and reversals in retinotopy can be observed in the contour plots of altitude and azimuth (Fig. 1G,H ) . Additional examples of retinotopic maps and the associated visual field sign maps and borders are shown in Figure 2 . Upon visual inspection, some patches are consistently identified at the same relative cortical location in all experiments. However, others, particularly those along the posterior edge of the visual cortex, display more variability across cases.
The fourth and final criterion is that a visual area must be reliably identified at the same location in different individuals. Whereas the preceding steps compute borders for each independent experiment, the final step looks across experiments to determine whether the identified patches have a statistically significant mean location. The position of the visual cortex within the camera's field of view for each experiment was variable, so the maps were aligned using an easily identified landmark: the largest, most reliably identified central patch, corresponding to V1. The map from each experiment was first shifted to align V1's CoM and then rotated to align the mean direction of V1's horizontal retinotopic gradient. Following this alignment, we overlaid the CoMs of all patches in the 14 experiments, shown separately for mirror and nonmirror image representations in Figure 3A , B. At first glance, there is visible structure in the arrangement of the patch centers. To evaluate whether patch centers fell into clusters that could be associated with particular visual areas, k-means clustering was performed on the mirror and nonmirror scatter plots (see Materials and Methods). The Voronoi lines in black segregate each identified cluster, along with a black dot for each cluster mean (Fig. 3C,D) . As our definition of a visual area states that regions should be reliably identified across individuals, we performed an additional analysis to remove patch centers that were not associated with significant clusters. A shuffling analysis (see Materials and Methods) identified 11 consistently separated clusters of patch centers, shown in Figure 3 E, F. Patch centers that did not belong to significant clusters were excluded from further analysis. Furthermore, some clusters had multiple patches from the same animal. In these cases, only the patch closest to the cluster's mean CoM was used for further analysis. The spatial arrangement of the clusters closely matched previous descriptions of the layout of visual areas in the mouse. Nine of the definitively classified visual areas corresponded to previously described visual areas: V1, LM, LI, AL, RL, AM, PM, P, and POR (Olavarria et al., 1982; Olavarria and Montero, 1989; Wang and Burkhalter, 2007) . In addition, we were surprised to find two clusters of patch centers that did not map on to any known mouse visual areas. Although unexpected, these two regions met all conditions of our analysis and were robustly identified across cases (Fig. 3 E, F ) , warranting their classification as independent, welldefined visual areas. The first belonged to the set of nonmirror patches and was located on the far lateral side of the visual cortex, neighboring to area AL. The second unexpected cluster belonged to the set of mirror image patches and was located medial to V1 and just posterior to area PM. Although not previously reported in mice, visual regions in corresponding locations have been described in other rodents, including the rat, and we labeled these analogous regions accordingly as the LLA and M visual areas (Olavarria and Montero, 1984; Malach, 1989; Sereno and Allman, 1991; Spatz et al., 1991; Espinoza et al., 1992) . In contrast, another area predicted by anatomy to be located anterior to V1, between RL and AM, the anterior area, A (Wang and Burkhalter, 2007), was not reliably detected by our analysis procedure, although a small patch in this region was observed in 2 of 15 cases (Fig. 3C, top right cluster) . However, the field sign of this patch was the opposite of that predicted for A based on topograpy of corticocortical projections (compare Fig. 1D , patch 13 with Wang and Burkhalter, 2007) . Several more variable patch centers were observed at the posterior edge of the cortex, on both the medial and lateral sides of V1. A small mirror image patch was sometimes detected between P and POR (Figs. 2 and 3) , potentially corresponding to area PL defined in previous studies (Olavarria and Montero, 1989) . However, the cluster associated with this patch was not deemed significant in the shuffling analysis and was not included in further analysis. An additional nonmirror image patch was sometimes observed just lateral to LI (Figs. 1, 2, and 3) , potentially corresponding to area LL (Olavarria and Montero, 1984; Malach, 1989; Sereno and Allman, 1991) , but again was not consistently delineated. On the medial side of the visual cortex, in the area cytoarchitecturally defined as V2MM (Wang and Burkhalter, 2007; Paxinos and Franklin, 2004) , visual responses were often evident but did not show consistent topography. As a result, visual field patches of both mirror and nonmirror image field sign were sometimes detected in the region proximal to AM, PM, and M (Figs. 2 and 3 ), but these were variable and consequently not classified as visual areas according to our analysis. A region bordering area M along the cortical midline, in the anatomical location corresponding to the retrosplenial cortex, was observed as being visually mapped in some cases. However, only a portion of the known extent of this area was typically visible within the field of view, resulting in partial maps that were not reliable across animals.
It is important to note that the classification of visual areas reported here is subject to the limitations of our experimental approach (e.g., the limited resolution of intrinsic imaging and/or the use of a simple visual stimulus of a defined size and speed) and is specific to our definition of a visual area. Further studies using other methods will verify the relationship between the area boundaries defined here and additional functional and anatomical descriptions of cortical visual areas.
Uncertainty in the position of visual areas
Although the arrangement of visual areas was fairly stereotyped across animals, evident from the overlay of area borders (Fig. 4A ) and the overlay of CoMs after alignment (Fig. 4B) , the relative location of different higher visual areas had varying degrees of consistency. Quantifying an extrastriate area's positional uncertainty across multiple animals can be an important guide for their targeting in future experiments. Because V1 is the most reliably and clearly identified area, with intrinsic imaging as well as other localization methods, a measurement of variability within this reference frame serves as an informative baseline. As described above, the maps from each experiment were independently shifted and rotated to align V1 for subsequent analysis.
To measure the positional uncertainty for each visual area, we first quantified each area's size (Fig. 4C ) along with the scatter of the CoMs across subjects (Fig. 4D ). Higher visual areas were all significantly smaller than V1 (4.04 mm 2 ), with the next largest area being LM (1.01 mm 2 ), followed by RL (0.92 mm 2 ), and all other areas falling between 0.13 and 0.42 mm 2 (Fig. 4C) . The CoMs of the extrastriate visual areas had different degrees of scatter: the average cortical distance from the mean CoM of all areas fell between 0.09 and 0.22 mm, with LM and AL having the lowest (0.094 mm, 0.095 mm), and P and POR having the highest . Classification of visual areas based on clustering of patch centers after alignment across animals. A, B, Scatter plot of mirror and nonmirror patch centers from each animal, after alignment of the maps across cases using the CoM of the largest patch (i.e., V1) and the direction of its horizontal gradient. Some patch centers fall into visible spatial clusters, whereas others appear more independent. C, D, Voronoi lines (black) illustrate boundaries between k-means clusters. Mean CoM of each cluster is shown as a black dot. E, F, Significant clusters remaining after shuffling analysis (see Materials and Methods). Patches from the more variable clusters were removed from further analysis. Also note that some significant clusters have fewer patches in E and F than in C and D. Patches in significant clusters were removed when there was a closer patch to the cluster's mean CoM, for the same animal. Remaining patch centers are considered reliably identified visual areas, found in a consistent spatial position across animals, labeled and color coded according to their grouping and anatomical position relative to V1. For the set of nonmirror image areas: LM, RL, PM, P, POR, and LLA. For the set of mirror image areas: V1, LI, AL, AM, and M. Tick marks represent 1 mm intervals in scale.
(0.22 mm, 0.19 mm) (Fig. 4D) . The values from Figure 4C , D were combined to compute the ratio of scatter to the squareroot of area size, shown in Figure 4E . This normalized metric more directly indicates the ability to accurately identify the position of extrastriate areas relative to V1. For instance, one of the larger cortical areas with relatively low variability, LM, shows a distribution of area centers that is only 9% of the size of the entire area, meaning that it could be reasonably targeted using prior knowledge of the position of V1 alone. In contrast, the positional scatter of POR is 62% of its overall size, making it difficult to identify accurately without a direct measurement of POR's borders in a given individual. These differences are important to consider when targeting specific higher visual areas using localization methods that rely on generalized coordinates or frames of reference, as well as when interpreting results of studies that are highly dependent on area identification.
Average retinotopic organization of visual cortex
To further assess the architecture of mouse visual cortex, we computed the average horizontal and vertical retinotopic map after alignment (Fig. 5) . Specifically, the average map of vertical retinotopy was taken to be ѯ¥ a M a e iV a , where M a is the aligned map of response magnitude (i.e., the F1 amplitude) and V a is the aligned map of vertical retinotopy, for animal a.
To define area borders in the average map, we used the segmentation algorithm based on the map of visual field sign (Fig.  5A ) as before (Criteria 1-3).
In the map of horizontal retinotopy, shown as azimuth contours in Figure 5B , the vertical meridian occurs at the nasal most representation in the map of horizontal retinotopy (ϳϪ50°azimuth, blue) and is the most prominent feature separating V1 from lateral extrastriate areas. The progression of visual space in areas LM, AL, RL, and P going from medial to lateral and away from V1 moves from the nasal visual field, out to temporal. Areas LI and POR share the lateral and posterior borders of LM and have a reflection of this topography across their borders, reversing from temporal to nasal as they move away from LM toward the lateral and posterior edges of the brain. In contrast, the map of horizontal retinotopy in area P shares LM's organization, appearing almost continuous along V1's posterior edge. The horizontal map in area LLA is a reflection of that of LI along the anterior-posterior axis, with nasal visual field represented more posteriorly and the temporal fields at its most anterior point. RL is medial to AL and LLA, along V1's rostral edge, and also moves from nasal to temporal as it reflects away from V1. However, the visual maps observed in RL are often complex and sometimes show a warping of visual space in the center of the area, creating a ring-like structure and resulting distortion in visual field sign. This feature may correspond to the observed pattern of callosal connections in this region (Olavarria and Montero, 1989; Wang and Burkhalter, 2007; Wang et al., 2011) with the vertical meridian running along the border between them. The map in M is a reversal of that in V1, moving from temporal to nasal as it extends medially.
In the map of vertical retinotopy (Fig. 5C ), the horizontal meridian (0°altitude, green) typically runs through the middle of visual areas, with peripheral representations corresponding to the boundaries between distinct visual field maps. The horizontal meridian extending through the middle of V1 diverges at the LM-AL-RL border, splitting into three separate arms, one running through each area. LM's horizontal meridian extends laterally into LI, then curls around toward the posterior edge of the cortex through POR and P. The upper visual field is represented by the caudal portion of V1 and along the boundary between LM, LI, P, and POR. Although the most posterior edge of the cortex can be difficult to image, a transition toward lower field representations is typically observed at the caudal boundary of P and POR. A reversal in the vertical gradients at the lower visual field marks the intersection between LM, LI, AL, and LLA. Moving more anterior, AL and LLA are bounded by a reversal at the upper fields, transitioning into RL. The vertical gradients of medial areas AM, PM, and M are aligned with the horizontal meridian running through the center of all three areas, moving toward the lower fields as they approach V1.
Characterizing visual field coverage
The region of visual space covered by a cortical area has important implications for its overall function. For instance, ventral stream areas in primates primarily represent the central visual field, enhancing processing of object features near the fovea, whereas parietal visual areas tend to over-represent the periphery and process spatial relationships (for review, see Gattass et al., 2005) . Our measurements show that mouse extrastriate visual areas have consistent biases in visual field coverage as well.
To measure the average visual field coverage by a given cortical area, offline steps were taken to ensure that the stimulated eye of all subjects was registered to a common point of visual space. Although efforts were made during the experiment to have the visual stimulus at the same location in all subjects, small differences in head and/or eye alignment were nonetheless evident in the retinotopic maps. To correct for these differences, we registered the maps with an easily identified anatomical location: the intersection of areas V1, LM, and RL. That is, the [0 0] point of altitude and azimuth was shifted to the V1-LM-RL point of intersection. In addition to being easily defined anatomically, this point is a natural reference for assessing visual coverage, as it coincides with the intersection of the vertical and horizontal meridians at the center of visual space. Although the central visual field corresponds to the center of the retina in primates, this is not the case in species with lateral facing eyes. In mice, the center of gaze lies 60 degrees lateral to the midline, whereas the central visual field (directly in front of the animal) and region of binocular overlap are mapped onto the temporal retina (Oommen and Stahl, 2008; Sterratt et al., 2013) . Accordingly, shifting the origin of the maps to this location on the brain produces maps of visual eccentricity (Fig. 6A ) and polar angle (Fig. 6B) .
Each panel of Figure 6C shows the visual field coverage by the designated visual area in this shifted coordinate space. The cardinal axes are altitude and azimuth coordinates, and contours illustrate iso-eccentricity lines at 30°intervals. The vertical meridian (nasal-most representation, or central visual field) is at 0°azi-muth, and the horizontal meridian (midline separating upper from lower fields) is at 0°altitude. Black regions indicate points in visual space that were represented every time the area was found, whereas white regions were never represented by the area. This depiction is considered the "coverage profile" for each area and demonstrates the reliability of having coverage at each receptive field location across animals. The black contour overlaid on each plot represents the coverage profile outline obtained from the area in the average map (Fig. 5) .
Comparison of coverage profiles between visual areas presents several interesting observations. First, it is apparent that the region of space covered by V1 is significantly larger than that of all other visual areas, indicating that higher areas typically have less than complete representations of space. The average visual field coverage (deg 2 ) is shown in Figure 6D , with PM, LM, and RL having the next highest degrees of coverage, after V1. The second distinction is that many higher visual areas show a significant bias in the region of space they represent. Whereas V1's coverage profile is centered near the midpoint of the mouse's eye (ϳ0°a ltitude, ϳ50°azimuth), the coverage profiles of higher areas are skewed away from this point. For example, RL's representation of space is clearly biased toward the lower nasal visual field, below the horizontal meridian (0°altitude) and toward the vertical meridian (0°azimuth). In contrast, PM preferentially represents the temporal visual field, and area P primarily covers the upper visual field. LM's coverage profile is the closest in appearance to that of V1, although it still has a significantly reduced representation. These biases are summarized in Figure 6E , which plots the CoM of each area's coverage profile. Figure 6F is also a summary of the biases in coverage, showing the proportion of each area's coverage profile within four different quadrants of polar coordinates. Finally, we characterized the degree of coverage overlap between all pairs of areas, shown as a matrix in Figure 6G . The value for each position in the matrix was computed from the sum of the coverage profiles from the visual areas on the x-and y-axes, normalized by the profile of the area on the y-axis (see Materials and Methods). Consequently, pixel values near one (red) indicate that the coverage profile of the visual area on the y-axis is contained within the coverage profile of the area on the x-axis. Pixel values near zero (blue) represent coverage profiles that are largely exclusive. Pixels with a black dot indicate pairs of areas that are neighboring and have the same visual field sign.
Cortical magnification in each visual area
The cortical magnification factor is the amount of cortical territory devoted to processing a given unit of visual space. The overlay of altitude and azimuth gradients from the average map can be used to illustrate these relationships (Fig. 7A) . The contour lines for both gradients are equally spaced at 5 degree intervals, meaning that each square created by their intersection corresponds to a 25 deg 2 region of visual space. The cortical area (mm 2 ) within each 25 deg 2 region is proportional to the magnification factor (mm 2 /deg 2 ) at that cortical location. Cortical magnification is also represented by the color map in Figure 7B . The colors represent the Jacobian determinant computed at each pixel from the maps of retinotopy (Eq. 9). We quantified each area's average magnification factor by taking the average value across all pixels within each of the visual area boundaries of the map in Figure 7B . These mean values are indicated by red dots in the plot of average magnification across experiments in Figure 7C . We also performed the same analysis on each of the 14 individual experiments to determine the average areal magnification across cases, represented in Figure 7C . A logical expectation would be that magnification was proportional to visual area size. For instance, area PM has the lowest average magnification, in accordance with it being a small area with a relatively larger coverage profile. However, this trend did not generalize across areas because of the variability in visual field coverage. For instance, RL has a higher mean magnification factor than V1, a result of its emphasis on the nasal visual field. The limited visual field representation of many smaller areas also creates a much higher magnification than what might be expected based on V1's magnification.
From the map in Figure 7B , it appears that magnification factor is not constant across each area's representation of the visual field, as may otherwise be expected by the relatively homogeneous density of photoreceptors in the mouse retina (Dräger and Olsen, 1981; Jeon et al., 1998) . Instead, an increase in magnification can be seen at the V1-LM-RL intersection, which corresponds to the binocular zone and the center of visual space. To directly examine the relationship between magnification factor and eccentricity, we computed the mean magnification within 20°intervals of eccentricity. The black curves in Figure 7D show the average magnification across experiments, within each eccentricity interval. The red dots are from the average map alone (Fig.  7B ). For the largest areas (V1, LM, RL, PM, and AL), there is an increase in magnification at 0 degrees eccentricity, which is likely accounted for by the binocularity at this location. Greater magnification at the binocular zones of the cortex is to be expected, as these regions likely receive more inputs per degree of visual field. For areas, such as LI, ALL, and M, no relationship is observed.
However, for the two posterior lateral areas, P and POR, an interesting trend occurs where magnification is increased in the middle range of eccentricities, but not at the center of space or extreme periphery.
Cortical magnification is not necessarily an isotropic quantity, meaning that the visual field representation may be stretched along a particular direction of the cortex. This is clearly the case for many of the areas in the mouse. The regions enclosed by the contour intersections (Fig. 7A) are not perfect squares but are often elongated. This corresponds to the principal axis of magnification and can be quantified at each pixel using the Jacobian matrix from the retinotopic maps (see Materials and Methods). The black lines overlaid on the map of Figure 7B represent the principal axes of magnification sampled every 250 m. For the map of V1, it appears that the elongation occurs parallel to the altitude gradient, indicating an expanded representation along the vertical dimension of visual space.
Discussion
Identifying visual cortical areas
This investigation builds on previous work by providing a quantitative method for parceling visual areas based on their visuotopic organization. Intrinsic signal imaging is a valuable tool for studies that aim to correlate visual area identification with function, behavior, and anatomy: it is minimally invasive, reliable, and yields a field of view with sufficient width and resolution to (Fig. 5) . The origin was defined as the intersection of V1, LM, and RL, corresponding to the intersection between the horizontal and vertical meridians. Black lines indicate the computed area borders; white lines indicate iso-contours at 30°and 60°. B, Map of polar angle computed from the average vertical and horizontal retinotopy across animals (Fig. 5) . A, B, Tick marks are 1 mm. C, Each panel represents the extent of the visual field covered by each area across cases, with iso-contour lines of eccentricity shown at 0°, 30°, and 90°. Color at each position is the proportion of experiments in which the given visual area showed coverage, limited to the experiments in which the area was found. The coverage profiles from the areas found in the average map ( capture the majority of topographic compartments of the mouse visual cortex. Although a few studies have targeted recordings to higher areas using retinotopic mapping with intrinsic signal imaging (Andermann et al., 2011; Marshel et al., 2011; Glickfeld et al., 2013; Tohmi et al., 2014) , none has quantitatively determined the borders between areas. Interpreting areal organization from retinotopy is especially challenging in the mouse where maps can be small, clustered, or distorted, emphasizing the need for a rigorous, unbiased method. Our experimental and analytical approach allowed us to resolve the layout and variability of 11 visuotopically defined areas, two of which had not been previously identified in the mouse.
We were surprised to find a visuotopic map just lateral to area AL that was not previously identified based on projections from V1 (Olavarria and Montero, 1989; Wang and Burkhalter, 2007) . A region in the corresponding location has been described in rats ). An increase in magnification is observed at the lateral V1 border, at the intersection with LM and RL, corresponding to the center of visual space. A, B, Tick marks are 1 mm. C, Magnification averaged across all pixels for each area across cases, with the values for the average map in red. Although the majority of areas have lower magnification compared with V1, as would be expected from having smaller total cortical coverage, a few, notably RL, have similarly high magnification, perhaps associated with their incomplete coverage of visual space, or an emphasis on the nasal visual field. D, Relationship between magnification and visual eccentricity determined for each visual area across cases (black) and in the average map (red). A trend toward higher magnification at central representations is observed for several areas. However, others either lack coverage of the central visual field or show no trend.
as area LLA, and we have named this patch accordingly (Olavarria et al., 1982; Olavarria and Montero, 1984; Thomas and Espinoza, 1987; Malach, 1989) . Given its proximity to auditory cortex, it is possible that LLA is involved in audiovisual integration and may correspond to area DP (Wang et al., 2011 (Wang et al., , 2012 . The lack of direct input from V1 to LLA (Wang and Burkhalter, 2007) indicates that this area may be relatively higher in the visual system hierarchy and may receive its primary input from other extrastriate regions. The retinotopic structure of area LLA was present in some previous map descriptions in the mouse but was not identified as a distinct area, presumably because of the difficulty in identifying reversals and borders subjectively (Marshel et al., 2011) . Our algorithm reliably identified this region in nearly every case, demonstrating the utility and necessity of more quantitative, automated approaches.
We found another unexpected reversal in visual field sign just posterior to PM, revealing an additional visuotopic map for area M. The border between M and PM may have been difficult to detect in previous studies because of the subtle changes in the scale and direction of the retinotopic gradients at this location. However, area M and its borders are revealed by visual field sign analysis across cases (Fig. 3 ) and in the average map (Fig. 5) . Although this region has not been shown to receive topographic input from V1 in the mouse (Wang and Burkhalter, 2007) , it is a projection target of V1 and lateral extrastriate cortex in the rat (Olavarria and Montero, 1984; Malach, 1989) .
Area A, proposed to be just anterior to V1, between RL and AM, was not readily evident in the visual field sign maps obtained in this study. A likely explanation for this discrepancy is that area A does not have a clear retinotopic structure, consistent with the degree of overlap in topographic projections from V1 (Wang and Burkhalter, 2007) . It is also possible that A integrates information from multiple sensory modalities, evidenced by its position in the posterior parietal cortex, or that stimulus parameters, including stimulus size and/or speed, were not matched to the preferences of this area.
Lateral-temporal areas LI, P, and POR are small and had more positional variability than most other areas. This may be partially accounted for by the difficulty of detecting such a tight cluster of areal borders with intrinsic imaging or indicate that these regions have more complex feature dependencies, large receptive field sizes, or coarser visuotopic organization. Nonetheless, area LI was evident in every case. Posterior to LM and LI, we observed several small visuotopic maps of alternating field sign, consistent with previous studies demonstrating multiple distinct projection fields of V1 in this region Montero, 1981, 1989; Olavarria et al., 1982; Montero, 1993; Wang and Burkhalter, 2007) . We observed an additional visuotopic map lateral to P and LI in a location corresponding to the postrhinal area, POR (Burwell and Amaral, 1998; Burwell, 2001; Wang and Burkhalter, 2007) . This region was at the extreme posterior lateral edge of our field of view and may not have been fully visible in all animals, making it likely that its representation has been underestimated (Burwell, 2001) . In a few cases, we found additional visuotopic maps lateral to LI and POR, potentially corresponding to areas 36p or TEp as described by Wang et al. (2012) .
The ability to detect visual field representations of nearly a dozen higher visual areas using a simple drifting bar stimulus is highly beneficial for mapping and localization studies, and the methods described here should prove useful for areal identification. However, it is likely that many extrastriate regions have more complex receptive field properties and are more effectively driven under natural conditions. Furthermore, higher-order areas may require multimodal input and have representations that are increasingly dependent on behavioral state and context. Experiments taking advantage of richer stimuli and higher resolution imaging methods in awake animals will be essential to provide a more detailed view of functional representations in extrastriate cortex.
Representations of visual space in extrastriate areas
We found that mouse extrastriate visual areas consistently lacked a full representation of the visual field and overrepresented particular regions of space. The representational bias of a given visual area was typically correlated with the region mapped onto the neighboring portion of V1. Lateral areas primarily emphasized the central visual field, whereas medial areas were biased toward the periphery. Incomplete and biased representations of space have also been observed in extrastriate areas of primates (Baizer et al., 1991; Gattass et al., 2005; Orban, 2008) . However, such coverage biases appear more extreme in mice, which may be driven by the need for functionally specific encoding of localized regions of the visual field on a smaller cortex. For example, RL devotes a relatively large portion of its cortical territory to the lower nasal visual field, implying that behaviors depending on this area require detailed information from this region of space. A potential role for RL is the combined coordination of vision and whisking (Olcese et al., 2013) , consistent with the fact that the nasal visual field coincides with the location of whisker stimuli. Additional support for RL's role in multimodal integration is its physical proximity to somatosensory cortex and associated connectivity (Wang and Burkhalter, 2007; Wang et al., 2012) . We may find similar clues in determining the behavioral roles of other extrastriate areas.
It is likely that the absolute extents of the visual field representations we have observed are artificially reduced by the limited resolution of intrinsic signal imaging (blurring of the retinotopic maps could clip the visual field representations around their edges) or other experimental conditions. For instance, our measurement of V1's visual coverage is ϳ100°in azimuth and 60°of altitude (Fig. 6) , whereas an electrode study using a spherical display measured these to be 140°and 100°, respectively (Wagor et al., 1980) . We would predict similar discrepancies for the higher visual areas. However, it is unlikely that this would significantly alter our conclusions about relative biases in coverage between areas.
Higher cortical magnification near the central visual field
Changes in magnification factor reflect a visual area's division of labor across the visual field. In general, if a particular subregion within a visual area receives more inputs per degree of visual field, then it will require more neurons to encode the extra information. Consistent with previous reports (Wagor et al., 1980; Schuett et al., 2002) , we observed an increase in magnification at the representation of the nasal visual field of V1, in the region of the binocular zone. Furthermore, we showed that extrastriate areas with coverage of the central visual field also showed a similar increase in magnification (LM, AL, RL, and PM). In addition to binocular inputs, a recently observed sampling bias in the retina may also contribute to the higher cortical magnification in the central visual field. A specific subpopulation of Alpha-On RGCs, thought to subserve higher resolution vision, displays an increased density at the temporal retina (Bleckert et al., 2014) . It is possible that this region shares functional similarities with the foveal representation of other species. Further investigation into the relationships between cortical representations and retinal specializations may yield additional insights (Picanço-Diniz et al., 2011; Chang et al., 2013; Scholl et al., 2013; Wallace et al., 2013) .
In conclusion, a hallmark of sensory cortex is the grouping of neurons with similar function, particularly through selective inputs from parallel pathways. This architecture allows for a powerful experimental paradigm, whereby the locations of functional compartments are first identified noninvasively, followed by targeted injections or recordings for subsequent manipulation or characterization. We show that retinotopic mapping with intrinsic signal imaging combined with objective analytical tools provides a means for targeting mouse visual areas, even when they are too small or too variable in their location to be targeted by approaches such as stereotaxic coordinates. Furthermore, rodent visual areas contain significant biases in both response properties (Andermann et al., 2011; Marshel et al., 2011; Tohmi et al., 2014) and visual field coverage (this study). This functional specialization is likely to be governed by parallel circuits (Glickfeld et al., 2013) and serve to guide adaptive behaviors. There is great promise in establishing a link between circuits and behavior by exploiting both the architecture of mouse visual cortex and genetic tools. Our objective, quantitative approach to characterizing the layout of mouse visual areas is an important element of this approach.
