Abstract-The multiobjective evolutionary algorithm based on decomposition (MOEA/D) decomposes a multiobjective optimization problem into a number of single-objective problems and solves them collaboratively. Since its introduction, MOEA/D has gained increasing research interest and has become a benchmark for validating new designed algorithms. Despite that, some recent studies have revealed that MOEA/D faces some difficulties to solve problems with complicated characteristics. In this paper, we study the influence of the penalty-based boundary intersection (PBI) approach, one of the most popular decomposition approaches used in MOEA/D, on individuals' convergence and diversity, showing that the fixed same penalty value for all the subproblems is not very sensible. Based on this observation, we propose to use adaptive penalty values to enhance the balance between population convergence and diversity. Experimental studies show that the proposed adaptive PBI can generally improve the performance of the original PBI when solving the problems considered in this paper.
I. INTRODUCTION
I N the field of multiobjective optimization, multiobjective evolutionary algorithms (MOEAs) are one of the most important classes of methods as they can solve problems without any knowledge of connectivity or differentiability of the problems in question. MOEAs generally employ a population of candidate individuals and evolve them collaboratively so as to obtain a set of solutions instead of only one solution in a single run. The optimal solution set of a multiobjective optimization problem (MOP) is called the Pareto-optimal set and its image in the objective space is called the Pareto-optimal front (POF).
There are two main goals in multiobjective optimization: (1) minimizing the gap between the obtained POF and the true POF, and (2) maximizing the diversity of the obtained POF. Most often than not, these two goals conflict with each other and any effort to improve one goal inevitably impairs the other. Thus, the design of good MOEAs is to seek proper balance between them.
The MOEA based on decomposition (MOEA/D) is one of the most representative MOEAs that can reach a good balance between convergence and diversity. Unlike Paretodominance based MOEAs, e.g., the nondominated sorting genetic algorithm II (NSGA-II) and strength Pareto evolutionary algorithm 2 (SPEA2), MOEA/D makes use of the concept of decomposition and converts an MOP into a number of single-objective problems that are easier to solve than MOPs. By properly structuring subproblems and their interaction, MOEA/D can efficiently solve the decomposed subproblems in a collaborative manner while providing a good distribution of the obtained POF points. Since its introduction, MOEA/D has received increasing research interest, and various variants have been proposed in the literature [1] , [9] , [13] , [18] , and the idea of decomposition has been exploited in a number of studies [4] , [11] , [12] , [17] .
In MOEA/D, the resulting approximation performance, such as distribution and convergence, depends largely on the chosen decomposition approach. The weighted sum, the weighted Tchebycheff function, and the penalty boundary intersection (PBI) are three mainly and widely used decomposition approaches. The weighted sum is unable to approximate problems with the entire concave POF [18] , but it has shown better performance than the weighted Tchebycheff approach for many-objective problems (with at least four objectives) in a recent study [8] . The weighted Tchebycheff approach can approximate both convex and concave POFs and perform well when solving standard benchmark problems like ZDT [19] and DTLZ [5] . However, some recent investigations have revealed that this approach has difficulties in uniformly distributing solutions on the boundary regions of the POF when solving complex problems [9] , [14] .
On the other hand, the PBI approach gains a firm foothold in MOEA/D as it can provide a more uniform distribution of POF than the weighted Tchebycheff approach for threeand higher-dimensional problems [4] , [7] , [11] , [18] . The performance of PBI is largely determined by its penalty factor, which controls the balance between convergence and diversity. A small penalty favours convergence whereas a large one stresses diversity. The penalty value is commonly set to 5.0 in most studies, e.g., [4] , [11] , [18] . However, in [8] , PBI with a penalty value of 0.1 was reported to outperform that with a penalty value of 5.0 on multiobjective knapsack problems. This means, the optimal value for the penalty factor may vary dramatically from problem to problem. In [15] , the author argued that, if the obtained ideal point is far from the true ideal point (probably due to the loss of boundary solutions), PBI will face difficulties to approximate the entire POF.
Another issue is the same penalty setting for all subproblems. The same penalty value may be suitable for solving problems whose POF is not extremely shaped. That is, if all POF points have similar distances to the ideal point, it makes sense to use the same penalty value for all the subproblems to penalize possible poor diversity. However, the use of the same penalty value is unfair for all subproblems if their POF points have significantly different distances to the ideal point, because those close to the ideal point are overpenalized whereas those far from the ideal point are underpenalized.
To overcome these drawbacks, in this paper, we propose an adaptive PBI (APBI) to specify the penalty value. APBI takes into consideration the landscape of each subproblem and adaptively adjust each subproblem's penalty value during the search. This way, the balance between convergence and diversity in each subproblem can be reached. Experimental studies validate the effectiveness of the proposed scheme.
The rest of this paper is organized as follows. Section II presents related work and illustrates the influence of the penalty factor used in PBI. The proposed APBI is described in Section III. Experimental studies are presented in Section IV. Finally, Section V concludes this paper and discusses some relevant future work.
II. RELATED WORK

A. MOEA/D Algorithm
MOEA/D employs a set of predefined weight vectors that uniformly partition the entire objective space to specify a number of search directions, and defines a single-objective problem or a multiobjective subproblem by decomposition approaches for each search direction. For each search direction, MOEA/D also specifies T closest neighbours beforehand, which helps to efficiently solve the associated singleobjective problem in a collaborative manner. During the course of search, mating selection and replacement are considered among solutions associated with the T neighbouring search directions. MOEA/D is a steady-state algorithm and updates solutions one by one, so it approximates the true POF quickly. Algorithm 1 presents a brief description of the original MOEA/D with the PBI [18] . For more details, the interested readers are referred to [18] .
B. The PBI Approach
Decomposition approaches play a key role in converting an MOP into a number of scalar optimization subproblems in decomposition-based MOEAs. There are three popular decomposition approaches, i.e., the weighted sum, weighted Tchebycheff and PBI. The weighted sum approach favours convex problems and fails to approximate problems with a concave POF, whereas the weighted Tchebycheff approach can handle both convex and concave problems. The PBI approach has its advantages in obtaining a good distribution of solutions in the objective space [18] and handling manyobjective problems [4] , [8] , but its performance is very sensitive to the setting of the penalty factor [8] . The scalar optimization problem of PBI is defined as follows:
where 
Randomly select two indexes r 1 and r 2 from B(i) 8: Apply genetic operators on individuals r 1 , r 2 to produce a new solution y 9: If y is better than any individual x j in B(i) (measured by the fitness of the i-th subproblem), then . By minimizing g pbi , the PBI approach drives the solution toward the obtained ideal point z * and stresses the closeness of the solution to the predefined search direction (i.e., w). Therefore, when a set of uniformly-distributed search directions are given, the PBI approach will try to locate a solution, if possible, on the intersection of each search direction and the true POF. 
C. Influence of the Penalty Factor of PBI
There is a key factor, i.e., θ, which is of great importance for balancing population convergence and diversity, in PBI. A small value of θ favours convergence whereas a large one is beneficial for diversity. Fig. 2 shows the influence of different θ values on convergence and diversity, where the bold curve is the true POF and points A to G in the alphabetical order are scattered POF points.
In Fig. 2 , θ is set to 1.0, and its influence is illustrated by two adjacent boundary weight vectors, i.e., w 1 = (0.1, 0.9) T and w 2 = (0.2, 0.8)
T . Intuitively, B and C are ideal optimal points for subproblems associated with w 1 and w 2 , respectively. However, the solution B of the subproblem associated with w 1 will be replaced with C since g pbi (C|w 1 , z * ) = 0.60 is smaller than g pbi (B|w 1 , z * ) = 0.75. This means, due to insufficient penalty, POF points far away from the obtained ideal point z * are replaced by those close to z * , thus the diversity of solutions declines. Even worse, for extremelyconvex problems that have a sharp peak and long tail [9] , the above impact is more vital, and boundary points on the POF cannot be approximated so as to decrease the spread of the POF.
On the other hand, one may argue that the value of θ is not enough for PBI to solve this kind of problem. However, if we simply increase the θ value, population diversity will be surely improved, but population convergence will deteriorate. This is because there is very little room left for generating a good solution to update parents when subproblems' diversity is overemphasized. This inevitably slows down the search process. So, neither too small nor too large θ values are good for PBI.
The above illustration shows that the improper setting of θ can cause imbalance between population diversity and convergence. Intuitively, θ is used to balance between the values d 1 and d 2 , as illustrated in Fig. 1 Bearing this in mind, we propose the following APBI to adjust θ i , the penalty value of the i-th subproblem, at each generation:
where θ t i is the θ i value at generation t, and Δθ i is calculated by:
where α = ], which can be achieved by:
, otherwise. (6) where the initial penalty value is set to θ
for all the subproblems in our experimental studies.
It is clear to see from Eq. (4) that, when subproblems have dissimilar landscapes, their penalty values depend on the diversity of individuals. If an individual's d i,2 value is larger than the average, its subproblem can increase penalty to stress the closeness to the corresponding search direction, and vice versa. When all the subproblems have very similar landscapes, they can have the same penalty value, which is actually the minimum of all θ t i values. It is possible to judge whether or not all the subproblems have similar landscapes if the true POF of the considered problem is known in advance. However, we often have little knowledge of a problem's landscape beforehand. In this situation, a landscape estimator is required to judge subproblems' similarity. The following gives the definition of subproblems' landscape similarity: values are similar, the subproblems can be considered to be landscape-similar. In this paper, the condition of landscape similarity is stated as:
where is a very small non-negative threshold value. For simplicity, is set to 10 Fig. 3 presents a 2-objective case of the judgement condition of landscape similarity.
IV. EXPERIMENTAL STUDY
A. Test Problems
To examine the effectiveness of our proposed scheme, we use six complex problems with irregular Pareto fronts instead of some well-known test suites such as ZDT [19] or DTLZ [5] for empirical comparison. Some of them have been tested in [9] and [4] , showing that the original MOEA/D faces difficulties in solving these kinds of problems due to their complex characteristics. The detailed description of these problems is presented in Table I .
B. Performance Metrics
In the experiments, we use three performance measures, which are described below.
1) Maximum spread (MS):
The MS, first introduced by Zitzler et al. [19] , measures to what extent the extreme members in an approximated Pareto front P OF * has been reached. Goh and Tan [6] proposed a modified version of MS by taking into account the proximity of P OF * towards the true Pareto front P OF , as follows:
where P OF k and P OF k are the maximum and minimum of the kth objective in P OF , respectively; Similarly, P OF * k and P OF * k are the maximum and minimum of the kth objective in P OF * , respectively. A large value of MS indicates a good spread of P OF * , and MS will have a value of one when P OF * covers the whole P OF .
2) Inverted Generational Distance (IGD):
The IGD [22] is an effective performance indicator since it can provide reliable information on both the diversity and convergence of obtained solutions. Let P F be a set of solutions uniformly sampled from the true POF, and P F * be the approximated solutions in the objective space, the IGD metric measures the gap between P F * and P F , which is calculated as follows:
where d(p, P F * ) is the distance between the member p of P F and the nearest member of P F * . In this paper, 500 points uniformly sampled from the true POF are used as the reference set for IGD, which can be done by generating a large volume of points and then pruning them to the desirable size by the kth nearest neighbour method proposed in SPEA2 [20] . 
3) Hypervolume (HV)
:
. , R M )
T that is dominated by all points on the POF, and is computed by:
where Leb(A) is the Lebesgue measure of a set A. In our experiments, R is set to (1.2, 1.2) T and (1.2, 1.2, 1.2) T for bi-and three-objective test instances, respectively.
C. Parameter Settings
As we aim to improve the performance of PBI, we would like to test and compare the proposed approach, i.e., APBI, with the original PBI. A recently-developed MOEA/D variant [10] , i.e., MOEA/D with a stable matching (STM) model (denoted MOEA/D-STM), is also used to validate APBI. In both the original MOEA/D and MOEA/D-STM, the penalty value was set to 5.0, as recommended by [18] . In APBI, the lower and upper bounds of the penalty value for all subproblems were set to 0.1 and 100, that is, θ 
Uni-modal Convex penalty value of 5.0 is contained in the range. Note that, θ min i
should be positive so as to evoke diversity maintenance. In this paper, the simulated binary crossover (SBX) [2] and polynomial mutation [3] are chosen as our recombination and mutation operators, respectively. The crossover probability is p c = 1.0 and its distribution index is η c = 20. The mutation probability is p m = 1/n and its distribution η m = 20, where n is the number of decision variables. Table II gives the results of MOEA/D with PBI, STM, and APBI, where best, mean, and worst values of three metrics are reported and the best values are marked in boldface. The Wilcoxon rank-sum test [16] is carried out to indicate significance between different results at the 0.05 significance level. The superscripts ' †' or ' ‡' above the mean value (inside parentheses) in the table are used to indicate that APBI performs equivalently to or significantly outperforms the corresponding algorithm, respectively.
D. Comparison Results
It can be clearly seen from the table that, APBI generally performs better than the original PBI and STM. Specifically, APBI helps enhance the coverage of population, as indicated by large MS metric values. Compared with PBI, STM can also improve the coverage of population for all the cases except F2 and F3, but its improvement is not very significant.
On F2, the MS value of zero shows that all population members in STM are driven toward a single point/solution so as to provide very poor population distribution. In contrast, APBI can drastically boost the spread of population and achieve promising MS values.
Despite a slightly better coverage performance than PBI, STM obtains worse IGD values than PBI in some cases. This means the fine-grained stable matching in STM may cause the deterioration of population convergence and distribution. APBI achieves better performance than PBI and STM in terms of the IGD metric, indicating that it can converge toward the POF well.
The HV metric shows that, compared with PBI and STM, APBI performs comparatively on two concave problems, i.e., F2 and F5, and significantly better on the rest of the test problems. In fact, F2 and F5 are the only two problems that are judged by APBI to have similar landscapes. This indicates our landscape similarity measure is able to detect similar landscapes during the search. The statistical testing suggests there is not much difference between PBI and APBI. Thus, APBI can also effectively solve subproblems having similar landscapes.
To have a better understanding of the exact performance of the three compared algorithms, we graphically report the approximated POF for each problem, as presented in Fig. 4 . The figure clearly illustrates that, APBI is able to approximate more boundary solutions than PBI and STM. STM misses some regions of the POF and it has difficulty in converging toward the POF perfectly.
The poor performance of STM on the tested problems could be explained by two possible reasons. One is that, the test problems may be too complicated in terms of their POF shapes so that STM struggles to solve them. The other reason may be the inappropriate setting of the penalty value in PBI. As subproblems in MOEA/D are responsible for different landscapes of the objective space, they should be given different penalty values for different scenarios to balance convergence and diversity in PBI. Although STM uses a stable matching model to promote the balance between convergence and diversity, its convergence still depends on scalarizing functions. Thus, when PBI is chosen as the scalarizing function, the penalty value should be carefully specified so that the convergence (measured by the d 1 value in PBI) is not overemphasized or underemphasized.
V. CONCLUSIONS
The original PBI used in MOEA/D gains great success in solving MOPs, but it has been recently reported to face difficulties to solve problems with extremely-shaped POF. In this paper, we have investigated the influence of the penalty factor of PBI on population diversity and convergence, finding that each subproblem's penalty value should depend on the subproblem's landscape. Based on this finding, we have proposed an adaptive PBI approach, i.e., APBI, to adjust each subproblem's penalty value during the search. Therefore, diversity and convergence that are determined by the penalty value can be easily balanced.
Experimental studies have been conducted on several irregular problems that have different POF characteristics. Empirical results have shown that the proposed APBI can approximate boundary regions which the original PBI cannot, and achieve generally better performance than the original PBI. Besides, APBI has also been compared with a recent MOEA/D variant, i.e., MOEA/D-STM, showing that improper setting the penalty value in PBI can significantly deteriorate the performance of STM, and our APBI is more suitable than STM for the problems considered in this paper.
This paper have presented a generic idea to adaptively specify penalty values for different subproblems. However, APBI requires a good knowledge of the whole landscape of the POF, which means the performance of APBI depends largely on the judgement of subproblems' landscape. Our future work will focus on the improvement of the judgement condition of landscape similarity. Besides, there is also a need to enhance the adaptive update of the penalty value so as to make a more accurate update. It will be interesting to extend our experiments on high-dimensional and other kinds of problems. 
