The objective of this paper is t o study the small-signal stability of congested TCP networks. The starting point for this analysis is a fluid model describing the interaction of TCP-controlled traffic with congested routers. Assuming integral action in the active queue management scheme, we compute the network's equilibrium point about which we determine the network's small-signal dynamics. Specializing t o networks comprised of m links and m + 1 sources, we study closedloop stability, study network scaling, and evaluate robustness to variations in network parameters.
Introduction
Recently, there has been a focus on analyzing the dynamic behavior of congestion control in the Internet; e.g., see the tutorial article [l] and the articles cited therein. For the most part, this work has been limited to transmission control protocol (TCP) networks having a single congested link. A departure was taken in [l] , where a network of multiple sources and links were considered; however, in the treatment, the authors sidestepped the existing TCP and proposed an alternative protocol, having possibly advantageous scalability properties. In this paper, we content ourselves with the status quo1, thereby acknowledging the entrenchment of TCP, and analyze dynamic behavior beyond the case of a single congested link. By way of introduction t o more complex networks, we first recall from [3] the fluid-flow model for N homogeneous TCP-controlled sources interacting with a single congested link. These TCP-controlled sources adjust their aggregate packet flow r as a function of the probability of packet mark ' This work is supported in part by the National Science Foundation under Grant CMS-9800612 and by DARPA under Contract DOD F30602-00-0554.
' We restrict our attention to the additive-increase, multiplicative decrease (AIMD) behavior of TCP, ignoring timeouts and slow start. Also, we assume that routers communicate congestion using the explicit congestion notification (ECN) mechanism; e.g., see [2] . The router description is completed by introducing an AQM rule that relates a link or router quantity, such as the queue length q, to the marking probability p . Some examples include drop tail, random early discard (RED), random exponential marking (REM) and PI control, which all react to queue length. The block diagram in Figure 1 puts these dynamics together t o emphasize the feedback nat,ure of TCP/AQM. 
where P denotes the link flows. Conversely, with p, denoting the marking probability at the i-th congested router, the marking probability at the j t h TCP source is
If p* << 1, this simplifies to
The queue length q, of each of the i = 1,2 ,..., m routers satisfies
,. 
Linearization
In this section we linearize the open-loop dynamics of the congested network (1) -(5) about its operating point.
.where C = {Ci} is the vector of link capacities. Conversely, each of the j = 1,2,. . . , n sources controls Nj , packet-flows, whose aggregate rate rj is described by the window-dynamic:
where Wj is the window length and where the roundtrip time Rj satisfies
with Tpj the propagation delay. The delayed marking l j j R is defined by f i j , ( t ) = l j j (t -R j ) where we account for the aggregated round-trip time delay at the sources. Finally, an AQM marking rule, possibly dynamic in nature, relates the queue lengths q to the marking probabilities p , thus tying the source and router dynamics together as illustrated in the feedback interconnection of Figure 2 .
The objective of this paper is to study the small-signal stability of the TCP/AQM network dynamic described by (1) -(5). This first requires computation of the network's operating point which is described in the next section, and, leads to a general description of the network's small-signal dynamics. Subsequently, we will specialize the analysis to a network comprised of m links, m + 1 sources and common parameters N j , Ci and Rj. This allows us to study closed-loop stability, study the impact of network scale, and to evaluate robustness to variations in these network parameters.
Operating point
The operating point (ro, po, qq) of the network is obtained by setting qi = 0 and Wj = 0 in (3) and (4) to yield the constraints C 2 Ar 
Solutions ( r , p , q ) = (ro,po,qo) to the above define the network's operating points, and, in this paper, we fix the operational queue level qo, anticipating the use of integral action in the AQM control law. Thus, for network parameters ( N , C, R), we seek feasible solutions (r0,pO) to ( 6 ) and (7) which are characterized by the following result: The previous proposition and linearization (9) allows one to practically analyze the small-signal behavior of arbitrarily-sized networks. In an effort to explicitly relate such behavior t o network parameters, we presently consider the case n = m + 1; i.e., when there is one more source than link, and assume a routing matrix with structure:
r 1 1
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In this case, each of the first m sources passes through a distinct router, with the m + l t h source visiting each of the m routers. Furthermore, we consider Cj = c, R, = p and Ni = r) for all j and i.
Aggregate loss and throughput
This network's operating point is found from the proposition where the maximization of (8) The aggregate network loss and throughput is then T o = c. 4q2 p2c2 l Po = --
Dynamic analysis
We now analyse the feedback nature of TCP/AQM depicted in Figure 2 which compares to the pole-pair for the single-link, single-source case:
An explicit representation of P(s) in terms of network parameters is
P=-P(w+l) I+-
[ AE] 
Now we consider some examples using specific network parameters.
Numerical example
Consider nominal values of 71 = 60 flows, p = 250 ms and c = 3750 packetslsec. In the case of a single congested link, the PI AQM controller stabilizes the network and provides 30 degrees of phase margin; see [4] for details. With this PI controller fixed, we plot stability boundaries for variations in network parameters (71, p, c) in Figure 4 . Parameters be- Figure 7 shows that this larger network is stable. Figure 8 indicates that this 20-link network is more robust than the single-link network, but has compressed stability regions when compared to the 2-link, 3-source network .
Conclusions
In this paper, we have analyzed the dynamics of a multiple link, multiple flow TCP network. Our work departs from the existing body of work in analyzing the multiple congested link scenario. Using a simplified fluid flow model to describe the network, our analysis reveals several interesting observations. Under the assumption of integral action by controllers at the con- where marks are the feedback mechanism, as opposed to packet drops, which is the prevailing scenario on the Internet. Finally, extending our study to the more general case of m links and n flows is of deep interest.
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Appendix A
Consider the following optimization problem2 which are precisely (6) and (7). As noted in [l] , the role of the Lagrange multipliers is played by the network's loss probabilities p .
Computational complexity can be reduced by considering the dual optimization problem subject to p 2 0
z ( p ) 4 min L(r,p).
The stationary condition V,L = 0 gives (7) from which Since A has no zero column, these rj are well-defined. Using (7), we substitute for ATp in L(r,p) t o obtain Substituting (12) into this gives which is (8). This proves the proposition.
The innovation here is that the transmission rates r do not appear in z(p), in contrast to the standard dual formulation followed in [l] . The Lagrangian for the dual problem is with gradients For any congested router, pi > 0; hence, pi = 0 and we obtain which brings up back to our original set of network equations (6) and ( 7 ) . The advantage in the dual problem is that we have at most 2m equations which is computationally attractive when m << n.
