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1. Elliptic Partial Differential Equations
Partial diﬀerential equations (PDE’s) are mathematical equations that involve an unknown multi-
variable function and its partial derivatives. They are widely studied for their practical applications
in ﬁelds such as physics, where the size of a physical quantity often also depends on the rate of
change of the said quantity - represented by its derivatives. This is why PDE’s are a superior tool
to model phenomena such as heat, sound, ﬂuid dynamics and several principles in quantum me-
chanics as well. In pure mathematics, many interesting properties of functions can be described by
them solving certain PDE’s, and studying these equations lets us understand these functions better.
In general, partial diﬀerential equations are quite complicated and not all of them admit nice
solutions or even any solutions at all. This is why they are often classiﬁed into subclasses which
are studied separately. In this thesis we will concern ourselves with some equations in the class of
elliptic PDE’s. The motivation for studying and deﬁning the class of elliptic equations comes from
two classical equations. These prototype elliptic equations are the Cauchy-Riemann equations
f = u + iv,
{
ux = vy
uy = −vx
for holomorphic mappings f in the plane and the closely related Laplace equation
div∇h = 0,
for harmonic functions h in Rn. General elliptic equations are deﬁned in a way to generalize these
two basic ones. The study of elliptic equations has many applications in ﬁelds such as harmonic
analysis, geometric function theory, the calculus of variations and nonlinear elasticity. In this
dissertation the two main topics are the interplay between geometric function theory with elliptic
equations, such as the Beltrami equation, and the study of nonlinear elliptic equations arising from
certain minimization problems in nonlinear elasticity.
How do we deﬁne ellipticity? Our deﬁnition is based on the one given [6], Chapter 7. Any lin-
ear constant coeﬃcient diﬀerential operator of order m ∈ Z+ acting on functions of n real variables
can be written in the form
L f (x) =
∑
|α|≤m
cα
(
∂|α| f
∂xα11 ∂x
α2
2 · · · ∂xαnn
)
(x), where
α = (α1, α2, . . . , αn)
|α| = α1 + α2 + · · · + αn (1.1)
We assume that the function f takes values in a given vector space, in most cases either R or
R
n. The ellipticity of L is deﬁned by means of its principal symbol, which is the homogeneous
polynomial of n real variables given by the formula
PL(ξ) =
∑
|α|=m
cαξ
α1
1 ξ
α2
2 · · · ξαnn for ξ = (ξ1, ξ2, . . . , ξn) ∈ Rn.
5
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Deﬁnition 1.1. The operator L in (1.1) is elliptic if the principal symbol PL satisﬁes
PL(ξ)  0 for ξ  (0, 0, . . . , 0).
Ellipticity of operators with variable coeﬃcients is deﬁned using the concept of homotopy
between two diﬀerential operators. Two constant coeﬃcient elliptic operators are said to be homo-
topic if there is a continuous deformation from one into the other (meaning a deformation between
their coeﬃcients) and, moreover, if each diﬀerential operator in this deformation is elliptic as well.
This leads to the following deﬁnition.
Deﬁnition 1.2. A variable coeﬃcient diﬀerential operator
L f (x) =
∑
|α|≤m
cα(x)
(
∂|α| f
∂xα11 ∂x
α2
2 · · · ∂xαnn
)
(x),
where the coeﬃcients cα(x) are measurable functions, is elliptic if for almost every x0 ∈ Rn the
constant coeﬃcient operators
Lx0 f (x) =
∑
|α|≤m
cα(x0)
(
∂|α| f
∂xα11 ∂x
α2
2 · · · ∂xαnn
)
(x)
are elliptic and homotopic to each other. Such an operator is called uniformly elliptic if the principal
symbol
PL(x, ξ) =
∑
|α|=m
cα(x)ξ
α1
1 ξ
α2
2 · · · ξαnn
is bounded away from zero on the set {(x, ξ) ∈ Rn × Rn : |ξ| = 1}.
In this dissertation we will mostly study planar equations for functions f : C → C. For such
functions we prefer to denote its partial derivatives by means of complex notation, deﬁning the
Cauchy-Riemann derivatives of f as
fz =
∂ f
∂z
=
1
2
(
fx − i fy
)
and fz =
∂ f
∂z
=
1
2
(
fx + i fy
)
.
To give an example of the classiﬁcation of elliptic equations we will give a short study of ﬁrst-order
elliptic equations in the plane. It is known that this class is divided into two homotopy components,
with every equation in the class homotopic to either the Cauchy-Riemann equations
fz = 0
or its antiholomorphic counterpart fz = 0.
The general complex-linear ﬁrst-order equation in the plane is of the form
a(z) fz(z) + b(z) fz(z) = 0.
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It is elliptic if either |a(z)| > |b(z)| or if |a(z)| < |b(z)| almost everywhere. The homotopy class of
the equation is also determined by the direction of this inequality. Those in the homotopy class of
the equation fz = 0 can be written in the more simple form
fz(z) − μ(z) fz(z) = 0, for |μ(z)| < 1 a.e.
Furthermore, such an equation is uniformly elliptic if μ satisﬁes the bound |μ(z)| ≤ k < 1 almost
everywhere for a constant k. This equation is the Beltrami equation.
2. The Beltrami Equation
The Beltrami equation is the uniformly elliptic equation
fz(z) − μ(z) fz(z) = 0, with |μ(z)| ≤ k < 1 a.e. (2.1)
While we have seen thet the Beltrami equation can be used to classify the C-linear ﬁrst-order
elliptic equations in the plane, the equation is better known for its connections to geometric analysis
and quasiregular mappings. Let us hence reintroduce the equation in a diﬀerent context.
In 1928, Herbert Gro¨tzsch [14] posed the problem of ﬁnding a mapping closest to a conformal
map that maps a given rectangle R1 into another rectangle R2 while also taking the vertices of R1
into the vertices of R2. A conformal map always exists if the sides of R1 and R2 have the same
ratios, but in the other case it turns out that the solution of the problem is given by an altogether
diﬀerent class of mappings. These are called the quasiconformal mappings, although Gro¨tzsch
only introduced the concept and not the name. The study of these mappings gained popularity only
later in the works of Lavrentiev [25, 26], Ahlfors [1–4] and Teichmu¨ller [29–31], to name a few
important ones. Ahlfors was the ﬁrst one to coin the name “quasiconformal” in [2]. Although the
deﬁnition of a quasiconformal mapping saw many diﬀerent interpretations throughout the times,
most of them were proven equivalent later. We refer to the survey [10] for a concise historical
account on this. In this dissertation we begin with the following modern deﬁnition, as in [6].
Deﬁnition 2.1. An orientation-preserving homeomorphism f ∈ W1,2loc(Ω) on a planar domain Ω is
K-quasiconformal if
max
|v|=1
|∂v f (z)| ≤ K min|v|=1 |∂v f (z)| almost everywhere. (2.2)
The geometric interpretation of condition (2.2) is that quasiconformal maps transform inﬁnites-
imally small circles into ellipses with a bounded ratio between the longer and shorter axes. An
equivalent analytic description of the condition (2.2) is that
| fz| + | fz|
| fz| − | fz| ≤ K or | fz| ≤ k| fz| where k =
K − 1
K + 1
, (2.3)
both inequalities satisﬁed almost everywhere in Ω. The latter condition shows that f must in fact,
satisfy the Beltrami equation (2.1) for the coeﬃent μ(z) = fz/ fz. A function in the classW1,2loc(Ω)
that satisﬁes condition (2.3) but is not necessarily homeomorphic is called quasiregular. Thus the
solutions of the Beltrami equation are quasiregular mappings, while the homemorphic ones are
quasiconformal.
Note that Deﬁnition 2.1 also makes sense for mappings f in higher dimensions. This may be
used to deﬁne quasiconformal mappings in Rn for n ≥ 3. In this case the quasiconformal maps are
8
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quite a signiﬁcant extension of the conformal maps, as any conformal map inRn, n ≥ 3, is a Mo¨bius
transformation by the classic Liouville theorem. In higher dimensions the Beltrami equation takes
the nonlinear form
(Df (x))T D f (x) = J f (x)2/nG(x), (2.4)
where J f denotes the Jacobian determinant of the map f and G is a bounded measurable matrix
valued function that is symmetric, positive deﬁnite and of determinant equal to one at each point
x ∈ Ω ⊂ Rn.
Returning back to two dimensions, a key result in understanding planar quasiregular mappings
is the measurable Riemann mapping theorem of Ahlfors and Bers [5], which states the following.
Proposition 2.1. Let μ be a measurable coeﬃcient in C with |μ| ≤ k < 1 almost everywhere. Then
the Beltrami equation (2.1) admits a global quasiconformal solution f . Moreover, the solution is
unique when normalized to ﬁx the points 0, 1 and∞.
An immediate consequence of Proposition 2.1 is that any quasiregular map g ∈ W1,2loc(Ω) inher-
its a factorization
g = Φ ◦ f ,
where Φ is a holomorphic function and f is a quasiconformal map that solves the same Beltrami
equation as g. It follows that every quasiregular mapping is open and discrete. This result is also
called the Stoilow factorization for quasiregular mappings.
The key ingredient in the proof of the measurable Riemann mapping theorem is the Beurling
transform S, a singular integral operator which has the property that
S fz = fz
for any locally integrable function f with derivatives in Lp(C) for p ∈ (1,∞). The proof of Ahlfors
and Bers utilized the solvability of the inhomogeneous Beltrami equation
fz − μ fz = g, (2.5)
which we attempt to solve for f ∈ W1,p(C) with given functions g ∈ Lp and |μ| ≤ k < 1. By means
of the Beurling transform and the substitution ω = fz equation (2.5) transforms into
ω − μSω = g,
whose solvability and uniqueness is equivalent to the invertibility of the operator 1 − μS on the
space Lp(C). This connects geometric function theory and elliptic PDE’s with functional analysis,
Fourier analysis and the study of Caldero´n-Zygmund singular integral operators such as the Beurl-
ing transform. Some classic results show that for p suﬃciently close to 2, the operator 1 − μS is
invertible on Lp(C). This also follows from Proposition 2.4 stated later.
A good source of information about the operator 1 − μS is given in the article [7]. While for
general μ there may exist exponents p for which this operator is not invertible on Lp(C), in [7]
it is shown that additional regularity of the coeﬃcient μ guarantees invertibility on all Lp-spaces,
1 < p < ∞. The required regularity is that μ is in the class VMO(C), which we deﬁne as the
closure of the space C0(C) of continuous functions with compact support in the BMO-norm.
Proposition 2.2. Let μ be in the class VMO(C) with |μ| ≤ k < 1 almost everywhere. Then the
operator 1 − μS is invertible on Lp for every p ∈ (1,∞).
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2.1 The Beltrami Equation, generalizations
Several other types of elliptic equations are considered direct generalizations of the Beltrami equa-
tion, either due to their form or the fact that their solutions are related to quasiregular mappings.
The ﬁrst one we will study is the real-linear Beltrami equation.
In the plane, one can also characterize the ﬁrst-order real-linear elliptic equations similarly to
how the Beltrami equation characterizes the complex linear ones. Any uniformly elliptic equation
in the homotopy class of the Cauchy-Riemann operator takes the form
fz − μ fz − ν fz = 0, (2.6)
where the condition for uniform ellipticity is that the measurable functions μ and ν satisfy the
condition
|μ| + |ν| ≤ k < 1 almost everywhere. (2.7)
Equation (2.6) is called the real-linear Beltrami equation. It is related to the Beltrami equation not
only in looks, but also by the fact that any solution of (2.6) is also a quasiregular map due to the
fact that the inequality | fz| ≤ k| fz| holds almost everywhere.
Most likely due to its nature of characterizing linear ﬁrst-order elliptic systems, the real-linear
Beltrami equation often appears in the study of more general elliptic equations. See also [28] for
a classical article on this equation. We present one of its connections, that is with second-order
equations of divergence type. If u is a real-valued function that solves a second order elliptic
equation of the type
divA(z,∇u) = 0,
also called the A-harmonic equation, then the complex gradient f = uz solves a quasilinear Bel-
trami equation
fz = α(z, f ) fz + α(z, f ) fz + h(z, f ).
With suﬃcient assumptions on A this equation is also uniformly elliptic. This connection was
found by Bojarski and Iwaniec in [9]. A typical example of the A-harmonic equation is the p-
harmonic equation
div
(
|∇u|p−2∇u
)
= 0.
One of the main problems studied in this dissertation is the Lp-solvability of the Beltrami
equation and its generalizations. For the real-linear Beltrami equation we state the inhomogeneous
problem as follows. Given G ∈ Lp(C) and coeﬃcients μ and ν satisfying the ellipticity condition
(2.7), prove whether the inhomogeneous equation
fz − μ fz − ν fz = G (2.8)
admits a unique solution f ∈ W1,p(C). It happens that for general measurable coeﬃcients μ and ν
this problem is not solvable for all p ∈ (1,∞). In fact, this only happens for p close to 2 as follows
from Proposition 2.4 mentioned later. As in the case of the basic Beltrami equation, however,
additional regularity of the coeﬃcients μ and ν implies better Lp-solvability. In the authors Master’s
Thesis [24], the following theorem is proven.
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Theorem 2.3. Let μ and ν be in C0(C) and 1 < p < ∞, |μ| + |ν| ≤ k < 1 almost everywhere. Then
the (R-linear) operator 1 − μS − νS is invertible on Lp.
This was later generalized to the setting of weighted Lp-spaces in [11].
Nonlinear versions of the Beltrami equation are also studied and of great interest, since nonlinear
equations in general are much harder to solve than linear ones. Generalizing both the inhomoge-
neous Beltrami equation (2.5) and its real-linear counterpart (2.8), let us introduce the nonlinear
equation
fz = H(z, fz) +G. (2.9)
Here the functionH : C ×C→ C is assumed to be measurable with the normalization H(z, 0) ≡ 0
and satisfy the ellipticity condition
|H(z, ξ) −H(z, ζ)| ≤ k|ξ − ζ |
for a constant k < 1. Under these hypotheses we look forW1,p-solutions f : C → C for a given
G ∈ Lp(C). The equation is solvable for p close to 2, but remarkably it is also possible to ﬁnd the
exact interval of numbers p for which this happens. The following proposition is proven in [7].
Proposition 2.4. LetH(z, ξ) be a measurable and k-Lipschitz in the variable ξ for a constant k < 1
and with the normalizationH(z, 0) ≡ 0. Then the operator T : Lp(C)→ Lp(C) deﬁned by
Tω(z) = ω(z) −H(z,Sω(z))
is invertible whenever
1 + k < p < 1 +
1
k
.
The statement of Proposition 2.4 is not valid outside of the critical interval (1 + k, 1 + k−1). In
fact, for each p > 2 there is a coeﬃcient μ with p = 1 + ||μ||−1∞ and such that even the basic linear
Beltrami operator 1 − μS is not surjective.
2.2 Quaternionic Beltrami Equations
In the ﬁrst paper [I] included in this dissertation, the subject of study is to generalize the Beltrami
equation to functions whose domain and range are the algebra of quaternions, denoted by H and
identiﬁed with R4. While it is possible to deﬁne quasiregular mappings on R4 and thus give a
generalization of the Beltrami equation in R4, as we have seen the resulting equation (2.4) is
nonlinear and not approachable by the same methods of study as in the plane. Instead, we study a
class of linear elliptic equations that are related to the Beltrami equation in form. These equations
share some of the nice properties of the planar Beltrami equation and have been studied before
in [16] [22] [23] for example.
The basic equation studied in [I] is the real-linear uniformly elliptic equation
∂φ f = μ∂ψ f , (2.10)
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where μ is a quaternion-valued function with |μ| ≤ k < 1 almost everywhere. The operators ∂φ and
∂ψ are generalizations of the usual Cauchy-Riemann diﬀerential operators for functions f : H→ H,
most importantly they are also elliptic operators on H. See [I] for a detailed deﬁnition.
The main result of the article considers a slightly more general equation than (2.10). It is stated
as follows.
Theorem 2.5. Let 1 < p < ∞, and consider the partial diﬀerential equation
∂φ f (h) − L(h)∂ψ f (h) = G(h), (2.11)
where G is a given function in Lp(H,H) and L(h) is a function taking values in the set of 4-by-4
matrices. Suppose that L is of VMO-regularity and has compact support. Suppose also that for
each h the linear transformation L(h) is of the form
L(h)ω = μ1(h)b1ωb1 + μ2(h)b2ωb2 + μ3(h)b3ωb3 + μ4(h)b4ωb4, (2.12)
where the b j are unit quaternions not depending on h, and the μ j are coeﬃcient functions which
satisfy the strong ellipticity condition
|μ1| + |μ2| + |μ3| + |μ4| ≤ k < 1. (2.13)
Then the equation (2.11) admits a solution f with partial derivatives in Lp that is unique up to an
additive constant.
The proof of this theorem is functional analytic in nature, utilizing similar arguments than in
the proof of Theorem 2.3 in the planar case. This also requires us to study generalizations of the
Beurling transform to functions from H to H. Luckily such a generalization exists in the form of
the Teodorescu transforms Sφψ, also given by a singular integral formula
Sφψ f (h) = 12π2
∫
H
f (ω)
|h − ω|2φ · ψ − 4(Qh−ω · φ)(Qh−ω · ψ)
|h − ω|6 dω
+
1
4
f (h)φ · ψ. (2.14)
The operator Sφψ has the property of taking ∂φ-derivatives into ∂ψ-derivatives. See also the paper
[15]. One of the key parts of the proof of Theorem 2.5 is an interesting lemma involving bounds
for products of multiplier operators on Lp-spaces. We say that a function m(ξ) deﬁned on Rn and
taking values in R, C or even H satisﬁes the Mikhlin property if
∣∣∣∣∣∣
(
∂
∂ξ
)α
m(ξ)
∣∣∣∣∣∣ ≤ B|ξ|−|α| for any multi-index α with |α| ≤
⌊n
2
⌋
+ 1 and B > 0 constant. (2.15)
Then a classic theorem of Mikhlin says that the Fourier multiplier operator with multiplier m(ξ) is
a bounded map from Lp to itself for 1 < p < ∞. The lemma we prove in [I] is stated as follows.
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Lemma 2.6. Let 1 < p < ∞. Assume that we are given a setM ⊂ L∞(Rn,H) of multipliers in
Ck, k =
⌊
n
2
⌋
+ 1, that satisfy the Mikhlin property uniformly, i.e. there exists a constant B > 0 such
that (2.15) holds for all m ∈ M. Denote also M = sup{||m||∞ : m ∈ M}. Then for any collection
m1, . . . ,mN of elements ofM we have the estimate
||Tm1 · · ·TmN ||p ≤ Cp,nBkMN−kNk. (2.16)
This lemma has the following direct corollary.
Corollary 2.7. Let SN denote the Beurling transform iterated N times. Then the Lp-operator norm
||SN ||p grows at most like a polynomial in terms of N. The same fact is valid for Sφψ.
2.3 Second-Order Beltrami Equations
In the beginning of the chapter we introduced the basic Beltrami equation by its property of clas-
sifying operators in the homotopy class of the Cauchy-Riemann operator ∂z in the plane. In a
similar vein, the classiﬁcation of second order planar elliptic equations gives rise to more relatives
of the Beltrami equation. First of all, any second-order equation is homotopic to one of the three
operators ∂zz, ∂zz and ∂zz. Out of these three the most interesting one is ∂zz, which is a multiple of
the Laplace operator, ∂zz = 4Δ. The reason why the operators ∂zz and ∂zz are less interesting is
that in their respective homotopy classes even the simplest boundary value problems may not be
well-posed. For example, the boundary-value problem
{
fzz(z) = 0, in D
f (z) = 0, on ∂D
admits inﬁnitely manyW2,2-solutions f in the unit disc D.
The classiﬁcation of all real-linear equations in the component of the operator ∂zz is a hard
problem, but at least the complex linear equations in this component admit the simple form
(1 + ab) fzz − a fzz − b fzz = 0. (2.17)
Here a and b are measurable coeﬃcients and uniform ellipticity of (2.17) is guaranteed by the
conditions |a| ≤ k1 < 1 and |b| ≤ k2 < 1 almost everywhere. Although equation (2.17) is simple in
form, its solvability theory still has many open questions. It is known that for general coeﬃcients
a and b, the boundary value problem
{
(1 + ab) fzz − a fzz − b fzz = 0, in Ω
f = 0, on ∂Ω (2.18)
for functions f ∈ W2,p∩C(Ω) on a domain Ω does not necessarily admit unique solutions. In [17]
it is shown that the inhomogeneous problem in the whole plane is also not uniquely solvable. It
is an open problem whether the set of solutions of (2.18) is always ﬁnite-dimensional. Even the
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simplest case of b = 0 poses a tough question, as in the unit disc it is not known whether the
problem {
fzz − a fzz = 0, in D
f = 0, on ∂D (2.19)
has a unique solution inW2,2(D). This is one of the main questions in our second article [II]. It
is proven that for |a| ≤ k < 1/√2, the equation always has a unique solution. This is a direct
consequence of our result of ﬁnding the L2-norm of the operator SD, which is a variation of the
Beurling transform for functions in the unit disc and satisﬁes the identity
SD fzz = fzz for f ∈ W2,2(D) ∩W1,20 (D).
The result of [II] is as follows.
Theorem 2.8. Let f ∈ W1,20 (D) ∩W2,2(D). Then∫
D
(
| fzz|2 + | fz z|2
)
dz ≤ 2
∫
D
| fzz|2dz. (2.20)
In addition, the operator norm ||SD : L2(D)→ L2(D)|| equals
√
2.
Another case of study in [II] is the special case where the coeﬃcient a is antiholomorphic. In
this case the result is also positive.
Theorem 2.9. Let ψ : D → C be a holomorphic function such that |ψ| ≤ k < 1 almost everywhere
and let g be a continuous function on ∂D. Then the problem
{
fzz(z) − ψ(z) fzz(z) = 0, in D
f = g, on ∂D. ,
has a solution f : D → C in C2(D) that is continuous up to the boundary of D. Moreover, the
solution is unique and C∞-smooth in D.
3. The Calculus of Variations
Optimization problems are a big part of mathematical analysis and its applications. Many princi-
ples in physics are based on a certain quantity being minimized, such as the fact that light always
travels the shortest path between two points. It should also be easy to see why maximization
problems have applications in ﬁelds such as economics. The calculus of variations is a branch
of mathematics that deals with a speciﬁc type of optimization problem, namely ﬁnding extremal
points of functionals. A functional is simply a mapping deﬁned in some given class of functions
and taking values in the real numbers. In our case they take the form of an integral such as
E( f ) =
∫
Ω
W (x, f ,D f ) dx.
Here f is a mapping from a domain Ω ⊂ Rn into Rn in a suﬃcient integrability class so that E( f )
makes sense, usuallyW1,p(Ω) for some p ∈ [1,∞). In our setting the stored energy function W
takes nonnegative values and the problem is to ﬁnd functions f which minimize the functional
E( f ) among the given integrability class. Possible restrictions may be placed on f also, such as
prescribing the boundary values of f along ∂Ω or requiring that f is a homeomorphism of Ω into
another domainΩ′. The latter restriction is a very common one in problems in the ﬁeld of nonlinear
elasticity, where the minimization problem of the functional E is used to model the problem of
describing elastic deformations of incompressible materials. One can visualize the domains Ω and
Ω′ as two elastic bodies, while the mapping f describes the wayΩ is deformed as it takes the shape
of Ω′. The local properties of the given material are reﬂected in the stored energy function W. The
basic rule in the theory of nonlinear elasticity is that in this deformation the object behaves in such
a way that the energy E( f ) is minimal.
We will mostly study classes of energy functionals that are isotropic. This means that the
stored energy function W(x, f ,Df ) is rotationally invariant in terms of the diﬀerential matrix D f .
The term isotropic means uniform in all directions, and indeed the types of materials that are
represented by isotropic energy functionals have a local structure that is similar in all directions.
For example, metal and glass are classiﬁed as isotropic materials while wood is anisotropic.
In what follows we will be studying energy functionals on planar mappings f : Ω→ C, where
Ω is a domain in the plane. In this case the isotropic ones take the form
E( f ) =
∫
Ω
W
(
| fz|2, | fz|2, f , z
)
dz. (3.1)
In the calculus of variations, the basic way of obtaining information about the minimizers of (3.1)
is to make a suitable variation f of a given minimizing function f . This variation should be done
in such a way that f belongs to the class of admissible mappings for all suﬃciently small . If this
15
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is the case, the fact that f is a minimizer implies that
d
d
E ( f)
∣∣∣∣
=0
= 0.
For suﬃciently regular solutions f this condition can usually be written as a set of second-order
diﬀerential equations for f . When minimizing over functions f whose only restriction are the ﬁxed
boundary values on ∂Ω, the natural variation to consider is the ﬁrst variation
f = f + φ,
where φ is a given map in C∞0 (Ω). This ﬁrst variation gives the Euler-Lagrange equations for f .
For an isotropic stored energy function W(a, b, f , z) as in (3.1) these equations take the form
(Wa fz)z + (Wb fz)z −Wf = 0. (3.2)
For functions f that are not C2-diﬀerentiable but instead only ofW1,p regularity for example, the
equation (3.2) must be interpreted in the weak sense:
∫
Ω
(
Wa fzφz +Wb fzφz +Wfφ
)
dz = 0 for every φ ∈ C∞0 (Ω).
Solutions of the Euler-Lagrange equations are often also called stationary solutions for the energy
functional.
In the case where we minimize over homeomorphisms f there is no guarantee that the ﬁrst
variation of a minimizer is legitimate as f = f + φ may fail to be one-to-one. In this setting one
instead considers the inner variation   f (z + φ(z)) of the minimizer f . Choosing  suﬃciently
small ensures that this mapping is still homeomorphic on Ω, thus admissible for testing the energy
integral. The variational equation obtained from the inner variation is the so-called Hopf-Laplace
equation (
(Wa +Wb) fz fz
)
z
+
(
| fz|2Wa + | fz|2Wb −W
)
z
+Wz = 0, (3.3)
again possibly interpreted in the weak sense. The Hopf-Laplace equation is generally weaker than
the Euler-Lagrange equation (3.2), as C2-solutions of (3.2) are also solutions of (3.3).
Let us now look at some examples of energy functionals and their minimizers. A classic exam-
ple of an isotropic functional is the Dirichlet energy, deﬁned as
E( f ) =
∫
Ω
|Df |2dz =
∫
Ω
(
| fz|2 + | fz|2
)
dz.
The Euler-Lagrange equations for the Dirichlet energy simply take the form of the Laplace equa-
tion, which means that any minimizer in the classic problem of prescribed boundary values is a
harmonic mapping (a map whose both components are harmonic functions). The Hopf-Laplace
equations also take the simple form
(hzhz)z = 0,
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which is equivalent to saying that the Hopf product hzhz is holomorphic. Recent papers [12] [18]
contain work on this equation, with extensive studies of minimizers of the Dirichlet energy between
two doubly connected domains. In [20] is proven that the minimizers are harmonic exactly in the
locality where they are injective as well.
Another important type of energy functional is the p-harmonic energy
E( f ) =
∫
Ω
|D f |pdz,
whose stationary solutions are the isotropic p-harmonic mappings. They satisfy the nonlinear
divergence equation
div
(
|Df |p−2D f
)
= 0. (3.4)
Note that the component functions of a solution of (3.4) need not necessarily be p-harmonic func-
tions.
As a ﬁnal example, another type of energy functional that is studied when minimizing the
Lp-norm of the distortion function of a given map h is
E(h) =
∫
Ω
|Dh|2p
Jp−1h
dz. (3.5)
For further studies of this functional see the survey [19].
3.1 The Rado´-Kneser-Choquet theorem
The fact that minimizers of the Dirichlet energy which satisfy the Hopf-Laplace equation are har-
monic at the points where they are injective is a direct consequence of a classical result on harmonic
mappings. This fact was utilized in the recent article [20]. The classic result we are referring to is
the Rado´-Kneser-Choquet theorem, stated as follows.
Proposition 3.1. (RKC-Theorem) Let X and Y be Jordan domains in the plane, with Y convex.
Assume that a homeomorphism f0 : ∂X → ∂Y is given, and let h be the harmonic extension of f0
into X. Then the map h is a homeomorphism ofX onto Y with nonvanishing Jacobian determinant.
This theorem was originally conjectured by Rado´ and independently solved by Kneser and
Choquet. Recently a simple proof of the same theorem was found by Iwaniec and Onninen in [21].
An essential ingredient in the proof was the following result on the Jacobian determinant of a
harmonic map, discovered in [27].
Proposition 3.2. Let h : X → C be a harmonic mapping whose Jacobian determinant Jh satisﬁes
Jh(z) > 0 almost everywhere in the domain X. Then the function log Jh(z) is a superharmonic
function in X, meaning that
Δ log Jh ≤ 0 in X.
Consequently, the Jacobian determinant satisﬁes the minimum principle
min
z∈G Jh(z) ≥ minz∈∂G Jh(z), for any compact G ⊂ X.
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In the third article [III] of this dissertation, we generalize the RKC-theorem to the p-harmonic
setting. The proof follows similar lines of arguments as the recent proof of the RKC-theorem
in [21], which is why it was also necessary to generalize the subharmonicity result 3.2 to the
p-harmonic setting. The following result is proven in [III].
Theorem 3.3. Let h be a p-harmonic mapping on a domain Ω with positive Jacobian determinant.
Deﬁne a function T on Ω by the formula
T (z) = |Dh|p−2Jh.
Then for suﬃciently large N > 0, −T−N represents a superharmonic function on Ω.
It hence follows that T satisﬁes the minimum principle on Ω. Using this result, we obtained
the following in [III].
Theorem 3.4. Let X and Y be bounded C1,α -smooth simply connected domains in R2, Y being
convex. Consider a p-harmonic map h ∈ C1,α(X,R2) whose boundary data f = h : ∂X onto−→ ∂Y is
an immersion. Then h is a C1,α-diﬀeomorphism of X onto Y . It is C∞-smooth on X .
3.2 Subharmonicity Results for General Energy Functionals
The subharmonicity result, Theorem 3.3, and its consequence, Theorem 3.4, serve to illustrate a
general principle: Critical information about the minimizers of energy functionals is often hidden
in clever diﬀerential expressions. Other examples of the same principle are the fact that the norm
of the diﬀerential of a p-harmonic map satisﬁes a subelliptic equation, see [13], as well as the
known subellipticity results for stationary solutions of Neohookean-type energy functionals as
studied in [8]. In the aforementioned paper it is shown that the Jacobian of a regular solution to
the Hopf-Laplace equation for the Neohookean-type energy
E(h) =
∫
Ω
(
|Dh|2 + E(Jh)
)
dz
must satisfy a superelliptic equation, while another subelliptic equation is shown for the expression
T
(
|hz|2, |hz|2
)
= |Dh|2 + JhE′(Jh) − E(Jh). (3.6)
In the fourth and ﬁnal paper [IV] of this dissertation, it is our aim to unify these results and attempt
to classify those energy functionals E(h) which give rise to subharmonic expressions such as (3.6)
and the expression of Theorem 3.3.
The problem of showing subharmonicity for a given diﬀerential expression is usually quite
hard, and depends heavily on the choice of energy functional. There is however, one necessary
condition that such an expression must satisfy. Proving the subharmonicity of a function T amounts
to showing that ΔT ≥ 0 in Ω. Here if T is a ﬁrst-order diﬀerential expression of a minimizer h,
the expression ΔT may contain derivatives of h up to the third order. However, in showing the
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inequality ΔT ≥ 0 it is necessary that there is no dependence of the third-order derivatives. Such
is the case, for example, in the proof of Theorem 3.3. Thus before we look for subharmonicity, we
should prove that the third-order derivatives of h do not appear in our inequalities. The following
theorem, a main theorem in [IV], classiﬁes exactly the functionals (in terms of their stored energy
functions) that admit such expressions.
Theorem 3.5. Let W(a, b, h, z) be a stored energy function that satisﬁes the homogeneous Hessian
equation
WaaWbb −W2ab = 0 (3.7)
Then there exists a function T (a, b, h, z) such that for every solution h ∈ C3(X) of the Euler-
Lagrange equation (3.2), the expression
ΔT
(
|hz|2, |hz|2, h, z
)
does not depend on third-order derivatives of h. This function is determined by its partial deriva-
tives, which are given by
Ta =
Waa√
WaaWab
(
aWaa − bWbb + 12(Wa +Wb)
)
Tb =
Wab√
WaaWab
(
aWaa − bWbb − 12(Wa +Wb)
)
(3.8)
whenever the product WaaWab does not vanish.
The Hessian condition of Theorem 3.5 may seem to be quite restrictive at ﬁrst, but it is easily
veriﬁed that all of the examples of energy functionals we presented earlier satisfy this condition.
Whether the vanishing of the Hessian also implies a subharmonicity result for the expression T is
a separate question, and as we have mentioned depends on the case in question. In the article [IV]
we also show a subharmonicity result for the Jacobian of a minimizer for the weighted Dirichlet
energy
E(h) =
∫
Ω
|Dh(z)|2σ(z)dz,
which is another solution of the Hessian equation (3.7). The result is as follows.
Theorem 3.6. Consider the weighted Dirichlet energy W(a, b, z) = (a+b)σ(z), where σ : X → R+
is a C2-weight that satisﬁes the assumption
There exists a number N > 0 for which the function − σ(z)−N is subharmonic in X. (3.9)
Then there exists a number M > 0 such that for any weak solution h of the Euler-Lagrange equation
with positive Jacobian in X, the function −Jh(z)−M is superharmonic in X. In particular
min
z∈G Jh(z) ≥ minz∈∂G Jh(z), for any compact G ⊂ X.
CHAPTER 3. THE CALCULUS OF VARIATIONS 20
In [IV] we also reﬁne the subelliptic equation for the expression (3.6) as found in [8]. The
optimal subharmonicity result for this expression is as follows.
Theorem 3.7. Let W(a, b) = a+b+E(a−b) be a stored energy function of Neohookean type. This
means that we assume that the function E : [0,∞)→ R satisﬁes
1. E(s) is smooth in (0,∞)
2. E(s) > 0 and E′′(s) > 0, for 0 < s < ∞
3. sE′(s) − E(s) = O(1) as s→ ∞ and sE′′(s) = O(1) as s→ ∞.
Deﬁne the diﬀerential expression T by the formula (3.6). Then for every  > 0 there exist suf-
ﬁciently large constants N,M such that for every C3-solution h : Ω → C of the Hopf-Laplace
equation (3.3) with Jh(z) >  in Ω, the function[
T
(
|hz|2, |hz|2
)
+ M
]N
(3.10)
is a subharmonic function in Ω.
It should also be mentioned that although the Hessian condition is also valid for the distortion-
type energy as in (3.5), the expression T that comes up does not satisfy any nontrivial subhar-
monicity result. Indeed, this expression may be shown to take the form
T = log
⎛⎜⎜⎜⎜⎜⎝|hz||hz| |Dh|
p−1
Jp−1h
⎞⎟⎟⎟⎟⎟⎠
and while the expression T can be calculated to be harmonic, this is also a trivial consequence of
the given Hopf-Laplace equation ⎛⎜⎜⎜⎜⎜⎝hzhz |Dh|
p−1
Jp−1h
⎞⎟⎟⎟⎟⎟⎠
z
= 0. (3.11)
In [18] the special form of the Hopf-Laplace equation (3.11) is also exploited to show Lipschitz-
regularity for its solutions that have ﬁnite energy.
While Theorem 3.5 only considers taking the Laplace operator of the expression T , there is
also a similar classiﬁcation for more general subelliptic second-order operators in place of the
Laplacian. The following theorem is also proven in [IV].
Theorem 3.8. Let W(a, b, h, z) be a stored energy function that satisﬁes the Hessian equation (3.7).
In addition assume that Waa > 0 and Wa +Wb > 0. Then there exists a diﬀerential operator L of
the form
L = α(h,Dh, z)∂zz + β(h,Dh, z)∂zz + β(h,Dh, z)∂zz, with |β(h,Dh, z)| < |α(h,Dh, z)|/2 everywhere
and a function R = R(a, b, h, z) such that the expression
L
[
R(|hz|2, |hz|2, h, z)
]
does not depend on third-order derivatives of a given solution h ∈ C3. Furthermore, if h is not
harmonic the operator L is not a multiple of the Laplacian.
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For the p-harmonic energy, this result gives the familiar maximum principle for |Dh| as in [13].
And for the Neohookean energy this result is analogous to the superelliptic equation for Jh as
shown in [8].
Bibliography
[1] L. Ahlfors. Untersuchungen zur theorie der konformen abbildung und der ganzen functionen.
Acta Societas Scientiarum Fennica, 9, 1930.
[2] L. Ahlfors. Zur theorie der u¨berlagerungsﬂa¨chen. Acta Mathematica, 65, 1935.
[3] L. Ahlfors. On quasiconformal mappings. Journal d’Analyse Mathematique, 3, 1954.
[4] L. Ahlfors. Conformality with respect to Riemannian metrics. Annales Academiæ Scien-
tiarum Fennicæ Mathematica, 206, 1955.
[5] L. Ahlfors and L. Bers. Riemann’s mapping theorem for variable metrics. Annals of Mathe-
matics, 72, 1960.
[6] K. Astala, T. Iwaniec, and G. Martin. Elliptic Partial Diﬀerential Equations and Quasicon-
formal Mappings in the Plane. Princeton University Press, 2009.
[7] K. Astala, T. Iwaniec, and E. Saksman. Beltrami Operators in the Plane. Duke Mathematical
Journal, 107, 2001.
[8] P. Bauman, N. C. Owen, and D. Phillips. Maximal smoothness of solutions to certain Euler-
Lagrange equations from nonlinear elasticity. Proceedings of the Royal Society of Edinburgh,
Section A, 119, 1991.
[9] B. Bojarski and T. Iwaniec. Analytical foundations of the theory of quasiconformal mappings
in Rn. Annales AcademiæScientiarum Fennicæ, 8, 1983.
[10] C. Andreian Cazacu. Foundations of quasiconformal mappings. Handbook of Complex Anal-
ysis: Geometric Function Theory, 2, 2005.
[11] A. Clop and V. Cruz. Weighted estimates for Beltrami equations. Annales Academi Scien-
tiarum Fennic Mathematica, 38, 2013.
[12] J. Cristina, T. Iwaniec, L. Kovalev, and J. Onninen. The Hopf-Laplace equation,. Annali della
Scuola Normale Superiore di Pisa, In publication.
[13] M. Giaquinta. Multiple integrals in the calculus of variations and nonlinear elliptic systems.
Annals of Mathematics Studies, 105, 1983.
[14] H. Gro¨tzsch. U¨ber die Verzerrung bei schlichten nichtkonformen abbildungen und u¨ber eine
damit zusammenha¨ngende erwiterung des Picardschen satzes. Berichte u¨ber die Verhandlun-
gen der Ko¨niglich-Sa¨chsischen Gesellschaft der Wissenschaften zu Leipzig , 80, 1928.
22
BIBLIOGRAPHY 23
[15] K. Gu¨rlebeck and U. Ka¨hler. On a spatial generalization of the complex Π-operator. Journal
of Analysis and its Applications, 15, 1996.
[16] K. Gu¨rlebeck and W. Spro¨ssig. Quaternionic and Cliﬀord calculus for physicists and engi-
neers. Wiley, 1998.
[17] S. Habre. The Fredholm Alternative for Second-Order Linear Elliptic Systems with VMO
Coeﬃcients. Houston Journal of Mathematics, 22, 1996.
[18] T. Iwaniec, L. Kovalev, and J. Onninen. Lipschitz regularity for inner-variational equations,.
Duke Mathematical Journal, 162, 2013.
[19] T. Iwaniec, G. Martin, and J. Onninen. On minimizers of Lpmean distortion. Gehrings
memorial proceedings, 107, 2005.
[20] T. Iwaniec and J. Onninen. Mappings of least Dirichlet energy and their Hopf diﬀerentials.
Archive for Rational Mechanics and Analysis, 209, 2013.
[21] T. Iwaniec and J. Onninen. Rado´-Kneser-Choquet Theorem. Preprint, 2013.
[22] U. Ka¨hler. On quaternionic Beltrami equations. In: Cliﬀord Algebras and their Applications
in Mathematical Physics, Volume II, edited by J. Ryan and W. Spro¨ssig, Birkha¨user, Basel,
2000.
[23] U. Ka¨hler. On Beltrami Equations in Cliﬀord Analysis and Its Quasi-conformal Solutions.
In: Cliﬀord Analysis and Its Applications, 2001.
[24] A. Koski. Singular Integrals and Beltrami Type Operators in the Plane and Beyond. Univer-
sity of Helsinki, Master’s thesis, 2011.
[25] M. Lavre´ntieﬀ. Sur une classe de repre´santations continues. Comptes Rendus de l’Acade´mie
des Sciences, 200, 1935.
[26] M. Lavre´ntieﬀ. Sur une classe de transformations quasi-conformes et sur les sillages gazeux.
Comptes Rendus de l’Acade´mie des Sciences de l’URSS, 20, 1938.
[27] V. Manoljovic´. Bi-Lipschity of quasiconformal harmonic mappings in the plane. Filomat,
23, 2009.
[28] H. Renelt. Quasikonforme abbildungen und elliptische systeme erster ordnung in der ebene.
Teubner-Texte zur Mathematik, 46, 1982.
[29] O. Teichmu¨ller. Operatoren in wachsschen raum. Journal Fur Die Reine Und Angewandte
Mathematik, 174, 1935.
[30] O. Teichmu¨ller. Eine anwendung quasikonformer abbildungen auf das typenproblem.
Deutsche Mathematik, 2, 1937.
BIBLIOGRAPHY 24
[31] O. Teichmu¨ller. Untersuchungen u¨ber konforme und quasikonforme abbildung. Deutsche
Mathematik, 3, 1938.
I

J Geom Anal
DOI 10.1007/s12220-013-9450-5
Quaternionic Beltrami Equations with VMO
Coefﬁcients
Aleksis Koski
Received: 4 December 2011
© Mathematica Josephina, Inc. 2013
Abstract We use quaternions to solve a certain type of elliptic ﬁrst-order partial
differential equation concerning functions from R4 to itself. This equation is, in fact,
a quaternionic analogue of the general linear Beltrami equation in the plane. The
methods used combine Fredholm theory and Fourier multipliers to invert certain types
of operators acting on the Lp spaces.
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1 Introduction
In this article we consider partial differential equations on R4 which are, in form,
analogies of the inhomogeneous Beltrami equation in the plane. The basic planar
Beltrami equation is of the form
∂z¯f = μ∂zf + G, (1.1)
where μ is a measurable function satisfying the almost everywhere bound |μ| ≤ k <
1, k a nonnegative constant. A more general equation is given by
∂z¯f = L∂zf + G, (1.2)
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where L is a measurable map from C to the set of real linear transformations on C
whose operator norm |L| satisﬁes the inequality |L| ≤ k < 1 almost everywhere. We
remind the reader that this inequality (and the previous one for μ) is in place to make
Eq. (1.2) uniformly elliptic.
The solvability of Eqs. (1.1) and (1.2) has been thoroughly studied in the setting
of Lp-spaces. By this setting we mean that one takes G ∈ Lp(C,C) and looks for
solutions f with weak partial derivatives in Lp(C,C). It has been proven, see [2],
that if the inequality 1 + k < p < 1 + 1/k holds, then for all G ∈ Lp both Eqs. (1.1)
and (1.2) admit a unique (up to a constant) solution f . Again in [2], this result is also
shown to be sharp in the sense that whenever one of the inequalities is violated there
exists a function μ such that not even Eq. (1.1) is solvable on Lp .
However, the situation is different if we assume that our coefﬁcients have some
global regularity. For functions μ in the space VMO that satisfy the condition
|μ| ≤ k < 1, Eq. (1.1) is solvable on all of the Lp-spaces when 1 < p < ∞, as again
shown in [2]. A similar case may be made for the more general equation (1.2). We
prove in [7] that (1.2) is solvable on Lp , 1 < p < ∞, if the coefﬁcient matrix L is
continuous and supported in a compact set, but the proof also holds when “continu-
ous” is replaced by the weaker condition “in the space VMO”.
As already stated, in this article we will be working in four-dimensional space as
opposed to the plane. By identifying R4 with the algebra of quaternions, we may
use the quaternion product to write the following differential equation as a four-
dimensional analogue of the basic Beltrami equation (1.1):
∂φf = μ∂ψf + G. (1.3)
Here μ is a quaternion-valued function with |μ| ≤ k < 1 almost everywhere, and
the partial differential operators ∂φ and ∂ψ will be deﬁned in the next section as
generalizations of the Cauchy–Riemann differential operators ∂z and ∂z¯. We note that
Eq. (1.3) has been studied before; see, for example, [5–7]. Unlike in the complex
case, where (1.1) arises from the study of quasiconformal mappings, Eq. (1.3) does
not seem to yield any simple geometric descriptions of the map f . However, even if
no such connection exists, we believe there is still motivation to study Eq. (1.3) and
its generalizations, for example, as a way to understand general elliptic ﬁrst-order
partial differential equations on four-dimensional space. In this relatively new setting
there seems to be a lot of room for expansions and generalizations, as we hope this
article will illustrate.
As of yet the most general solvability result for (1.3) seems to be the trivial one:
if G is in Lp a sufﬁcient condition for solvability is that, k‖Sφψ‖p < 1. Here Sφψ ,
an analogue of the planar Beurling transform S , will be deﬁned more precisely in the
next section. This method seems to mimic the classical way of solving the basic Bel-
trami equation (1.1) such as is done in the book of Ahlfors, [1], where the condition
k‖S‖p < 1 is employed. But we have found that also in the VMO setting much of the
planar theory remains valid. In [7] we have investigated Eq. (1.3) in the case of μ be-
ing in VMO with compact support, and have proved solvability and uniqueness. This
will also follow from the main result in this article, stated after the next paragraph.
Quaternionic Beltrami Equations with VMO Coefﬁcients
Our result concerns the generalization and solvability of the more general equation
(1.2) to the quaternionic case. A natural analogue of (1.2) will be the equation
∂φf = L∂ψf + G, (1.4)
where L is a function on R4 taking values in the space of real linear transformations
on R4. The following theorem will be the main result of this article, but to fully
understand the quaternionic notation and the motivation behind our assumptions we
refer the reader to the next section.
Theorem 1.1 Let 1 < p < ∞, and consider the partial differential equation
∂φf − L∂ψf = G, (1.5)
where G is a given function in Lp(R4,R4). Suppose that the coefﬁcient matrix L is
of VMO-regularity and has compact support. Suppose also that for each h the linear
transformation L(h) is of the form
L(h)ω = μ1(h)b1ωb1 + μ2(h)b2ωb2 + μ3(h)b3ωb3 + μ4(h)b4ωb4, (1.6)
where the bj are unit quaternions not depending on h, and the μj are coefﬁcient
functions which satisfy the strong ellipticity condition
|μ1| + |μ2| + |μ3| + |μ4| ≤ k < 1. (1.7)
Then Eq. (1.5) admits a solution f with partial derivatives in Lp that is unique up to
an additive constant.
2 Deﬁnitions
Let H denote the 4-dimensional algebra of quaternions over the real numbers. We
recall that H is given by an orthonormal basis e = (e1, e2, e3, e4), where e1 is the unit
element of the algebra and the rest of the basis elements satisfy the relation
ej ek + ekej = −2δjk, j, k = 2,3,4.
For an element h =∑4j=1 hj ej ∈ H we denote by Qh = (h1, h2, h3, h4) the collec-
tion of components of h. This notation will be reserved for a special context where
we represent real-linear transformations on R4 by quadruplets of quaternions, i.e.,
objects with four quaternionic components. For two such quadruplets φ,ψ ∈H4 we
denote by
φ · ψ = φ1ψ1 + φ2ψ2 + φ3ψ3 + φ4ψ4
the sum of products of their corresponding components. Then the canonical linear
transformation of the quadruplet φ is given by h → Qh ·φ, which may also be written
in matrix form by taking the components of φ as column vectors. As an illustration
of the use of this notation, we have that h = Qh · e and h = Qh · e.
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We will henceforth identify e1 as the real number 1 and e2 as the complex num-
ber i. The Fourier transform of a function f :H →H is deﬁned by
f̂ (ξ) =
∫
H
e−2πi(ξ ·h)f (h)dh.
This is essentially a componentwise analogue of the usual Fourier transform on R4.
We now proceed to ﬁnd analogues for the complex Cauchy–Riemann differential
operators as mentioned in Sect. 1. Given φ ∈ H4, we deﬁne the partial differential
operator ∂φ by
∂φf (h) = ∇f (h) · φ =
4∑
j=1
∂f (h)
∂hj
φj .
The partial differential operators ∂φ correspond to the principal symbols h →
h(Qξ · φ), which is also reﬂected by the property
∂̂φf (ξ) = 2πif̂ (ξ)(Qξ · φ)
for sufﬁciently nice functions f . We will always assume that the set φ ∈ H4 is or-
thonormal as this implies the relation |Qh · φ| = |h| and thus makes the operator
∂φ elliptic. Canonical examples of orthogonal quadruplets are given by the standard
basis e and its conjugate e.
Given orthonormal φ,ψ ∈ H4 there is always an operator Sφψ which takes
∂φ-derivatives into ∂ψ -derivatives, i.e., Sφψ∂φf = ∂ψf whenever both sides make
sense. We will call Sφψ the generalized Beurling transform, and it is represented as a
Fourier multiplier by the relation
Ŝφψf ξ = f̂ (ξ) (Qξ · φ)(Qξ · ψ)|ξ |2 ,
and has a Calderón–Zygmund representation given by
Sφψf (h) = 12π2
∫
H
f (ω)
|h − ω|2φ · ψ − 4(Qh−ω · φ)(Qh−ω · ψ)
|h − ω|6 dω
+ 1
4
f (h)φ · ψ. (2.1)
These two representations express the fact that the operator Sφψ is an L2-isometry
and that it is bounded on the Lp-spaces for 1 < p < ∞. Hence it is possible to ex-
tend the property Sφψ∂φf = ∂ψf to locally integrable f with distributional partial
derivatives in Lp . For more details on these results, see [7], and for previous studies
of the operator Sφψ we refer to, e.g., [3].
As we already know, the space of real-linear transformations of H is characterized
by quadruplets φ ∈ H4 and has a real dimension of 16. Hence as a left H-module it
has a dimension of 4, which essentially means that if φ1, φ2, φ3, φ4 ∈H4 are chosen
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in the right way each linear transformation L : H → H may be represented in the
form
Lh = μ1
(
Qh · φ1
)+ μ2(Qh · φ2)+ μ3(Qh · φ3)+ μ4(Qh · φ4),
for some μ1,μ2,μ3,μ4 ∈ H. In this case we say that the maps h → Qh · φj form
a quaternionic basis of linear transformations on H. A special class of maps we
will use for quaternionic bases are conjugations. Given a quaternion b with unit
norm we deﬁne the conjugation with respect to b by the formula Cbh = bhb. This
map is real-linear and is also represented by the orthonormal quadruplet beb =
(1, be2b, be3b, be4b). As a canonical example we mention that the conjugations Cej
by the usual basis elements ej form a quaternionic basis of linear transformations
on H.
Now we are ready to speak about the quaternionic Beltrami equations (1.3) and
(1.5) again. The differential operators ∂φ and ∂ψ have now been introduced as gener-
alizations of the Cauchy–Riemann operators on the plane, where we stress that φ and
ψ are always orthonormal sets for us.
The reader might have wondered about the motivation behind the assumptions
(1.6) and (1.7) placed on the coefﬁcient L in Theorem 1.1. At ﬁrst it might seem as
if we are constraining ourselves to a special class of linear transformations L of the
form (1.6), but as we have already seen any linear transformation L may be written
in this way—as long as the conjugations Cbj form a quaternionic basis of linear
transformations on H.
Hence, it is actually the estimate (1.7) that is crucial here. A seemingly more natu-
ral assumption to place on L would be that the operator norm |L| satisﬁes |L| ≤ k < 1
almost everywhere, as that would sufﬁce to make the previous equation uniformly el-
liptic. Returning to the complex case, each real linear transformation L′ from C to
itself may be written in the form L′(z) = az + bz, where a and b are complex num-
bers. The beneﬁt of using this form is that we may compute the operator norm of L′
by |L′| = |a| + |b|, which makes working with the condition |L′| ≤ k < 1 feasible.
However, in the quaternionic case there does not seem to be an easy way to access the
operator norm of a general linear transformation in a similar fashion, which is why
we need the stronger, but more algebraic, condition (1.7) to get a grip on the situation.
Of course, Eq. (1.7) also implies that |L| ≤ k < 1 almost everywhere, succeeding in
making (1.5) elliptic. Theorem (1.1) now says that this strong ellipticity condition
also sufﬁces for solvability and uniqueness.
Note that even though the assumption (1.7) is not the most general one we could
think of, there are many cases where it is sharp as well. One obvious example is
when L represents multiplication by the function μ, which corresponds to the basic
quaternionic Beltrami equation (1.3). Another is when L is deﬁned by Lω = μReω,
as the sharpness here is justiﬁed by the equality Reh = 1/4∑4j=1 ejhej . We restate
these two cases of interest as the following theorem.
Theorem 2.1 Suppose the compactly supported function μ is in VMO(H,H) and
satisﬁes |μ| ≤ k < 1 almost everywhere. Then the basic quaternionic Beltrami equa-
tion
∂φf = μ∂ψf + G (2.2)
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and the reduced quaternionic Beltrami equation
∂φf = μRe∂ψf + G, (2.3)
where G ∈ Lp , both admit solutions f with partial derivatives in Lp that are unique
up to constants.
If one takes as φ and ψ the canonical bases e and e one obtains the following
elementary example.
Example 1 Let μ be in VMO(H,H) with compact support and |μ| ≤ k < 1 almost
everywhere. Then the equation
∂ef = μ∂e¯f + G
has a solution f with partial derivatives in Lp which is unique up to an additive
constant.
3 Mikhlin Estimates
A general principle of solving Beltrami-type equations in the complex-valued setting
relies on the combination of Neumann-type iteration methods and Fredholm theory.
This always requires certain knowledge of how the Lp-operator norms grow as we
iterate our given operators such as the Beurling transform S . For example, in [2] it
is proven that ‖SN‖p ≤ Cp(1 + N2) for certain constants Cp which are indepen-
dent of N . Even when more operators are introduced to the iteration one may take
advantage of the commutative property of multiplier operators to obtain the needed
bounds, but unfortunately this technique cannot be generalized to higher dimensions
as commutativity is lost. In this section we prove that, under the right assumptions,
the p-norms of products of multiplier operators grow at most polynomially in terms
of the number of factors—even if the multipliers are quaternion-valued. These results
will be used later in the proof of Theorem 1.1.
The essential tool we will need is the Mikhlin multiplier theorem, stated and
proven in [8], p. 96. This theorem essentially asserts that multiplier operators whose
multipliers are sufﬁciently differentiable are bounded on Lp . We have made a triv-
ial but crucial observation about the p-norm bounds obtained from this theorem,
strengthening it to the following version.
Theorem 3.1 (Mikhlin multiplier theorem). Let n be a positive integer, k = 
n2  + 1
and 1 < p < ∞. Suppose that m ∈ L∞(Rn,H) is a multiplier in Ck such that∣∣∣∣( ∂∂ξ
)α
m(ξ)
∣∣∣∣≤ B|ξ |−|α| (3.1)
for some constant B > 0 and all multi-indices α with |α| ≤ k. Then
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(i) The multiplier operator Tm given by the formula T̂mf = f̂ m is bounded on
Lp(Rn,H).
(ii) The Lp-operator norm of Tm satisﬁes the bound ‖Tm‖p ≤ B Cp,n, where Cp,n
only depends on p and n.
Proof Part (i) of this theorem is in essence the classical theorem in our source [8], but
of course the generalization to the H-valued setting has to be made. This can be done
by the standard argument of passing to components, especially as the components of
m inherit the property (3.1).
As for part (ii), we rely on the remark given after the theorem in [8] which asserts
that the bound obtained for ‖Tm‖p only depends on B , p, and n and not on speciﬁcs
about the multiplier m. Applying the theorem to the multiplier m/B shows that the
bound for the quantity ‖Tm‖p/B only depends on p and n, which is our result. 
Let us now obtain the following lemma as a corollary.
Lemma 3.2 Let 1 < p < ∞. Assume that we are given a set M ⊂ L∞(Rn,H) of
multipliers in Ck (k = 
n2  + 1) that satisfy the Mikhlin property uniformly, i.e.,
there exists a constant B > 0 such that (3.1) holds for all m ∈ M. Denote also
M = sup{‖m‖∞ : m ∈ M}. Then for any collection m1, . . . ,mN of elements of M
we have the estimate
‖Tm1 · · ·TmN ‖p ≤ Cp,nBkMN−kNk. (3.2)
Proof Note that the operator Tm1 · · ·TmN is by itself a multiplier operator, given by
the right-multiplier m = mN · · ·m1. We would like to apply Theorem 3.1 to this op-
erator, so that the bound (3.2) reduces to proving that∣∣∣∣( ∂∂ξ
)α
m(ξ)
∣∣∣∣≤ BkNkMN |ξ |−|α| for |α| ≤ k. (3.3)
Note that the partial differential operators ∂/∂ξj satisfy the Leibniz rule, which lets
us compute that
∂
∂ξj
m =
N∑
l=1
mN · · ·ml+1
(
∂
∂ξj
ml
)
ml−1 · · ·m1,
∂2
∂ξj ∂ξj ′
m =
N∑
l=1
mN · · ·ml+1
(
∂2
∂ξj ∂ξj ′
ml
)
ml−1 · · ·m1,
+
N∑
l,l′=1
l′<l
mN · · ·
(
∂
∂ξj
ml
)
· · ·
(
∂
∂ξj ′
ml′
)
· · ·m1
+
N∑
l,l′=1
l′<l
mN · · ·
(
∂
∂ξj ′
ml
)
· · ·
(
∂
∂ξj
ml′
)
· · ·m1
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and so on. The general rule is that (∂/∂ξ)αm may be written as a sum of N |α| terms
as follows. Each term is a product of N factors which are either functions from M
or partial derivatives of these functions to some order, but the number of factors of
the latter form amounts to at most |α|. If we apply the Mikhlin estimate (3.1) to
any factors that contain differentiation and the estimate |mk| ≤ M to any of the other
factors, we will bound each term by an expression of the form BaMN−a|ξ |−|α|, where
a ≤ |α| ≤ k. Straight from the deﬁnitions we also get M ≤ B , which shows that we
have BaMN−a ≤ BkMN−k . Recalling that the number of terms was N |α| we ﬁnally
obtain the bound ∣∣∣∣( ∂∂ξ
)α
m(ξ)
∣∣∣∣≤ BkMN−kN |α||ξ |−|α|,
which by the estimate N |α| ≤ Nk yields the result. 
Remark 3.3 If we takeM= {(Qξ ·φ)/|ξ | : φ ∈H4 is orthonormal}, then the assump-
tions of Lemma 3.2 are satisﬁed. Since the functions in M have unit norm we obtain
the estimate
‖Sφ1ψ1 · · ·SφNψN ‖p ≤ ApN3
for any orthonormal sets φ1,ψ1, . . . , φN ,ψN ∈H4 and some constants Ap .
4 Solving the Equations
In this section we prove Theorem 1.1. Note that substituting ω = ∂φf reduces our
equation (1.5) to the form
ω = LSφψω + G.
We may solve ω from this equation by inverting the operator
B = 1 − LSφψ = 1 −
4∑
j=1
μjCbjSφψ
on Lp(H,H). The function f may then be recovered from ω by use of the Teodorescu
transform, Tφ , which satisﬁes the identity ∂φTφω = ω. For more on the Teodorescu
transform, see, for example, [4, 7]. The invertibility of B will also imply the unique-
ness of f up to a constant.
The proof of invertibility will follow the following framework.
• We show that B is a Fredholm operator of index zero.
• For p ≥ 2, we prove that B is injective on Lp and hence invertible by the previous
point.
• Using a duality argument we extend the invertibility to p < 2.
The arguments we use here can also be used to invert operators of a more general
form than B, but we leave the details to the reader who is more interested in the
operator-theoretic aspect of this article.
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To prepare for the ﬁrst point we have to ﬁnd commutative relationships be-
tween three operators: The generalized Beurling transforms Sφψ , the operation of
left-multiplication by a function μ ∈ L∞, and conjugation Cb by a unit quater-
nion b. Note that we identify a function μ ∈ L∞(H,H) by the bounded opera-
tor given by left-multiplication with it. Due to the basic homomorphism property
Cb(hω) = (Cbh)(Cbω) of the conjugation operator Cb , the operators μ and Cb sat-
isfy a simple commutation relationship given by
Cbμ = (Cbμ)Cb, (4.1)
where Cbμ stands for the operator given by left-multiplication by the function
Cbμ ∈ L∞. By investigating the Calderón–Zygmund representation of Sφψ , one may
arrive at the identity
b(Sφψf )b = S(bφb)(bψb)(bf b)(h),
which may be written as the commutation relation between Cb and Sφψ
CbSφψ = S(Cbφ)(Cbψ)Cb¯. (4.2)
Last is the commutation between Sφψ and μ, which is also the most peculiar case.
There are no commutative identities to be found here, but supposing that μ lies in
VMO(H,H) implies that the commutator
[μ,Sφψ ] = μSφψ − Sφψμ
is a compact operator on Lp(H,H). Hence the operators μ and Sφψ commute mod-
ulo compact operators. This is proven for commutators of VMO-functions with gen-
eral Calderón–Zygmund integral operators in [9]. Although the proof is not for
quaternion-valued functions, the identity
[μ,Sφψ ]f (h)
= 1
2π2
∫
H
(
μ(h) − μ(ω))f (ω) |h − ω|2φ · ψ − 4(Qh−ω · φ)(Qh−ω · ψ)|h − ω|6 dω
shows that we may pass to components again, proving that [μ,S] is compact on
Lp(H,H) as wanted.
Let us now prove that B is a Fredholm operator. It sufﬁces to ﬁnd an operator A
such that AB = BA= J + K , where J is an invertible operator and K is a compact
operator. Since B is of the form B = 1 − LSφψ , we will attempt to make use of the
Neumann series
∑∞
j=0(LSφψ)j . There is no guarantee this series will converge, but
we can use its partial sums to take the part of A above. By the identity(
N−1∑
j=0
(LSφψ)j
)
B = B
(
N−1∑
j=0
(LSφψ)j
)
= 1 − (LSφψ)N
it will be enough to prove that for some positive integer N we have 1 − (LSφψ)N =
J + K , where J and K are operators as described above. In fact, we will prove that
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(LSφψ)N = J0 +K0, where K0 is compact and ‖J0‖p < 1. This will sufﬁce since the
operator 1− J0 is then invertible by the usual Neumann series argument. Expanding,
we ﬁnd that
(LSφψ)N =
( 4∑
j=1
μjCbjSφψ
)N
=
∑
1≤i1,...,iN≤4
μi1Cbi1
Sφψ · · ·μiN CbiN Sφψ .
Hence we will have to inspect operators given as products
μi1Cbi1
Sφψ · · ·μiN CbiN Sφψ .
Using the commutation relationships (4.1) and (4.2) we may write any such expres-
sion in the form
μi1Cbi1
Sφψ · · ·μiN CbiN Sφψ = Cb0μ˜a1 S˜a1 · · · μ˜aN S˜aN ,
where b0 is a unit quaternion, each μ˜aj is the function μij conjugated by some
unit quaternion and each operator S˜aj is of the form Sφ˜ψ˜ for some orthonormal φ˜,
ψ˜ ∈H4. Further applying the fact that commutators of the μ˜aj with the S˜aj are com-
pact, we may let these two types of operators commute to get that
CBμ˜a1 S˜a1 · · · μ˜aN S˜aN = CBμ˜a1 · · · μ˜aN S˜a1 · · · S˜aN + K˜,
where K˜ is a compact operator. Hence
(LSφψ)N =
∑
CBμ˜a1 · · · μ˜aN S˜a1 · · · S˜aN + K0,
where K0 is compact. To prove that B is Fredholm it now remains to prove that the
operator R =∑CBμ˜a1 · · · μ˜aN S˜a1 · · · S˜aN satisﬁes the estimate ‖R‖p < 1 when N
is chosen large enough. We state this as the following claim.
Claim For sufﬁciently large N we have ‖R‖p < 1.
Proof Taking p-norms inside the sum, we obtain that
‖R‖p ≤
∑
1≤i1,...,iN≤n
‖μi1μi2 · · ·μiN ‖∞‖S˜a1 · · · S˜aN ‖p.
In view of Remark 3.3 we ﬁnd that ‖S˜a1 · · · S˜aN ‖p ≤ ApN3, and hence
‖R‖p ≤ ApN3
∑
1≤i1,...,iN≤n
‖μi1μi2 · · ·μiN ‖∞.
Therefore, it will be enough to prove that the sum on the right-hand side goes to
zero as N → ∞ faster than any polynomial grows. Observe that if ‖μ1‖∞ + · · · +
‖μn‖∞ ≤ k then this is true since∑
1≤i1,...,iN≤n
‖μi1μi2 · · ·μiN ‖∞ ≤
(‖μ1‖∞ + · · · + ‖μn‖∞)N ≤ kN,
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but our assumption was of the weaker form |μ1| + · · · + |μn| ≤ k < 1, so additional
effort has to be made. A reader not interested in this weaker condition might want
to consider the fact that B is Fredholm proven for now, but for completeness we will
now address the weaker case in the form of the following claim. 
Claim Take a positive integer n, and suppose μ1,μ2, . . . ,μn are functions in L∞
with |μ1| + |μ2| + · · · + |μn| ≤ k < 1. Then if we deﬁne
Ln(N) =
∑
1≤i1,...,iN≤4
‖μi1μi2 · · ·μiN ‖∞
the growth of Ln(N)/kN in terms of N is at most polynomial.
Proof Since ‖μi1μi2 · · ·μiN ‖∞ = ‖|μi1 ||μi2 | · · · |μiN |‖∞, we may as well assume
that each μi is nonnegative. Hence the functions μi commute, and our sum may be
written in the form
Ln(N) =
∑
a1+···+an=N
N !
a1!a2! · · ·an!
∥∥μa11 μa22 · · ·μann ∥∥∞,
where the indices ai run over all combinations of nonnegative integers such that the
given condition a1 +· · ·+an = N is fulﬁlled. Now by the arithmetic-geometric mean
inequality we ﬁnd that
μ
a1
1 μ
a2
2 · · ·μann ≤ aa11 aa22 · · ·aann
(
μ1 + μ2 + · · · + μn
N
)N
≤ kN a
a1
1 a
a2
2 · · ·aann
NN
.
Here we understand 00 = 1. Hence it will be enough to show that the sum
L′n(N) =
∑
a1+···+an=N
N !
a1!a2! · · ·an!
a
a1
1 a
a2
2 · · ·aann
NN
grows polynomially in terms of N , as then the bound Ln(N) ≤ kNL′n(N) shows our
claim to be true. We argue by ﬁnding a recursive bound for L′n(N). Note that
L′n(N) =
∑
a1+···+an−1=N
N !
a1!a2! · · ·an−1!
a
a1
1 a
a2
2 · · ·aan−1n−1
NN
+
∑
a1+···+an=N
an≥1
(N − 1)!
a1!a2! · · ·an!
a
a1
1 a
a2
2 · · ·aann
(N − 1)N−1
(
N − 1
N
)N−1
= L′n−1(N)
+
∑
a1+···+an=N
an≥1
(N − 1)!
a1!a2! · · · (an − 1)!
a
a1
1 a
a2
2 · · · (an − 1)an−1
(N − 1)N−1
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×
(
N − 1
N
)N−1(
an
an − 1
)an−1
≤ L′n−1(N) +
∑
a1+···+an=N−1
(N − 1)!
a1!a2! · · ·an!
a
a1
1 a
a2
2 · · ·aann
(N − 1)N−1
= L′n−1(N) + L′n(N − 1),
where we have used the fact that the function x → (1 + 1/x)x is increasing on the
nonnegative integers to arrive at the fact(
N − 1
N
)N−1(
an
an − 1
)an−1
≤ 1.
After the inequality L′n(N) ≤ L′n−1(N)+L′n(N − 1) is established one may proceed
by double induction on n and N to show that L′n(N) grows at most like a polynomial
of degree n, ﬁnishing the proof of our claim. 
We have now proven that B is Fredholm. Recall that we were also supposed to
prove that the Fredholm index of B is zero. This is an easy exercise, as by the above
argument the operators Bt = 1 − tLSφψ are also Fredholm for 0 ≤ t ≤ 1. Since the
index does not change under continuous deformations, indB = ind1 = 0.
What we have proven up to now amounts to the fact that if B is injective on Lp it
is invertible on Lp . Hence we now prove injectivity for p ≥ 2. Supposing that ω ∈ Lp
lies in the kernel of B we ﬁnd that
Bω = 0 or equivalently ω = LSφψω.
Since we also assumed that L has compact support, so does ω. Hence the inequality
p ≥ 2 implies that ω lies in L2 as well. But since Sφψ is an isometry on L2 we may
estimate
‖ω‖2 = ‖LSφψω‖2 ≤ k‖ω‖2,
which implies ω = 0 since k < 1. Hence the operator B is invertible on Lp when
p ≥ 2.
We now move on to the case p < 2, which will be settled by a duality argument.
Let p,q > 1 be Hölder conjugates, i.e., 1/p + 1/q = 1. For f ∈ Lp , g ∈ Lq we
denote
〈f,g〉 = Re
∫
H
f (h)g(h)dh.
Note that since the identity Re(ab) = Re(ba) holds for quaternions, also 〈f,g〉 =
〈g,f 〉. Given an operator B on Lp(H,H) we say that the operator BT acting on
Lq(H,H) is the transpose of B if 〈Bf,g〉 = 〈f,BT g〉 for all f ∈ Lp and g ∈ Lq .
The reason for bringing these concepts up is the following corollary of the Riesz
representation theorem.
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Proposition Let B be an operator acting on Lp , and q be the Hölder conjugate of p.
Then if BT is invertible on Lq , B is invertible on Lp .
Now all that remains to prove the rest of Theorem 1.1 is to verify that the following
claim is true.
Claim The transpose of the operator B is invertible on Lp when p > 2.
Proof Let us ﬁrst compute the transpose of B. The transpose of Sφψ is the operator
STφψ given by the integral representation
STφψf (h) =
1
2π2
∫
H
|h − ω|2φ · ψ − 4(Qh−ω · φ)(Qh−ω · ψ)
|h − ω|6 f (ω)dω
+ 1
4
(φ · ψ)f (h), (4.3)
which may be justiﬁed by arguing that this representation and the analogous one for
Sφψ , (2.1), imply that∫
Sφψfg =
∫
fSTφψg for f ∈ Lp and g ∈ Lq.
Suppose now that b is a unit quaternion and μ is an L∞-function. From the identities
〈Cbf,g〉 = 〈f,Cb¯g〉 and 〈μf,g〉 = 〈f,gμ〉
we ﬁnd that CTb = Cb¯ and that the transpose of μ, denoted by μT , is the operator
given by right-multiplication with the function μ.
We now ﬁnd the transpose of our operator B by the formula
BT =
(∑
j=14
μjCbjSφψ
)T
= 1 −
4∑
j=1
STφψCb¯j (μj )T . (4.4)
It might seem that we have now gotten ourselves involved with some operators
such as STφψ and μT whose properties are unknown to us. Shortly we will see, how-
ever, that these operators have a simple connection with operators which we are al-
ready familiar with. But for this we will need a concept which we call the right and
left theories. Recall that in the beginning of the article we deﬁned the Fourier trans-
form by the formula f̂ (ξ) = ∫
H
e−2πi(ξ ·h)f (h)dh, with f written on the right side
inside the integral. A different but equally valid deﬁnition would be if we had deﬁned
the Fourier transform by the equation f̂ (ξ) = ∫
H
f (h)e−2πi(ξ ·h)dh instead. However,
making this choice would also have forced us to deﬁne, for example, ∂φ by the for-
mula ∂φf =∑4j=1 φj ∂f (h)∂hj instead of the actual formula ∂φf =∑4j=1 ∂f (h)∂hj φj . In
fact, we would have had to reverse the order of each quaternion product in this arti-
cle. The thus obtained theory, which we call the left theory, remains as equally valid
as the right theory with which we have worked up to this point. As such, results in
the right theory imply corresponding results for the left theory and vice versa. Note
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that the transition between these two theories may always be made by reversing all
quaternion products. In particular, the operators μ and μT are right and left ana-
logues of each other, as well as the operators STφψ and Sψ¯ φ¯ as seen by comparing the
representations (2.1) and (4.3).
By this reasoning we see that to prove the invertibility of BT we may replace the
left-theory operators appearing in (4.4) by corresponding right-theory operators. It
will hence be enough to prove the invertibility of
B′ = 1 −
4∑
j=1
SφψCbj μj
on Lp when p > 2. For this we write the operator S−1φψB′Sφψ in the form
S−1φψB′Sφψ = 1 −
4∑
j=1
Cbj μjSφψ = 1 −
4∑
j=1
(bjμjbj )CbjSφψ,
which looks oddly familiar with an operator we have inverted already. Indeed, this
operator is the operator B with the coefﬁcient functions μk replaced by the functions
bkμkbk . Note that these new coefﬁcients still satisfy the estimate
∑4
k=1 |bkμkbk| ≤
k < 1. Hence, we ﬁnally see that S−1φψB′Sφψ , and hence B′, is invertible on Lp when
p > 2, ﬁnishing the proof of our claim and Theorem 1.1. 
References
1. Ahlfors, L.: Lectures on Quasiconformal Mappings. Van Nostrand, Princeton (1966)
2. Astala, K., Iwaniec, T., Martin, G.: Elliptic Partial Differential Equations and Quasiconformal Map-
pings in the Plane. Princeton University Press, Princeton (2009)
3. Gürlebeck, K., Kähler, U.: On a spatial generalization of the complex Π -operator. J. Anal. Appl. 15
(1996). doi:10.4171/ZAA/700
4. Gürlebeck, K., Sprössig, W.: Quaternionic and Clifford Calculus for Physicists and Engineers. Wiley,
New York (1998)
5. Kähler, U.: On quaternionic Beltrami equations. In: Ryan, J., Sprössig, W. (eds.) Clifford Algebras and
their Applications in Mathematical Physics, Vol. II. Birkhäuser, Basel (2000)
6. Kähler, U.: On Beltrami equations in Clifford analysis and its quasi-conformal solutions. In: Clifford
Analysis and Its Applications (2001)
7. Koski, A.: Singular integrals and Beltrami type operators in the plane and beyond. University of
Helsinki, Master’s thesis (2011)
8. Stein, E.M.: Singular Integrals and Differentiability Properties of Functions. Princeton University
Press, Princeton (1970)
9. Uchiyama, A.: On the compactness of operators of Hankel type. Tohoku Math. J. 30 (1978).
doi:10.2748/tmj/1178230105
II

On Second-Order Beltrami Systems
ALEKSIS KOSKI
ABSTRACT. In analogy to the Beltrami equation in the plane, we con-
sider second-order elliptic systems of the form (1 + ab)fzz¯ − afzz −
bfz¯z¯ = 0, known to classify all complex linear equations in the homo-
topy component of the two-dimensional Laplacian. We prove existence
and uniqueness of solutions for given boundary values in the unit disc for
b = 0 and a antiholomorphic, and give a new proof for constant coeﬃ-
cients a and b. In addition, we prove new results for the Beurling trans-
form for the Dirichlet Problem, such as ﬁnding its L2-operator norm and
ﬁnding a bound for its spectral radius that also yields a Fredholm-type
result. We also state some results connecting harmonic mappings in the
plane and second-order equations of the form mentioned above.
1. INTRODUCTION
The main results of the paper are stated in Sections 2 and 3, but we begin with a
brief introduction.
In the plane, one describes quasiregular mappings on a given domain Ω ⊂ C
by means of a ﬁrst-order linear partial diﬀerential equation called the Beltrami
equation. This famous equation is written as
(1.1) fz¯ + μfz = 0,
where μ is some measurable function on Ω satisfying |μ| ≤ k < 1 almost every-
where for some positive constant k. The solvability theory of this equation, as well
as generalizations and variants of it, have been studied in [1], [4], [2], [6], and [8]
for example.
One particular property of equation (1.1) is that it is uniformly elliptic, and
in fact, characterizes all complex-linear equations in the elliptic component of the
Cauchy-Riemann operator ∂/∂z¯. That is to say, any ﬁrst-order equation that is
1059
Indiana University Mathematics Journal c©, Vol. 64, No. 4 (2015)
1060 ALEKSIS KOSKI
uniformly elliptic, linear over the complex numbers, and homotopic to the equa-
tion ∂f/∂z¯ = 0 in the class of elliptic ﬁrst-order partial diﬀerential equations
on Ω is actually equivalent to an equation of the form (1.1). This classiﬁcation
establishes a connection between quasiconformal geometry and elliptic partial dif-
ferential equations in the plane. Motivated by this important result on ﬁrst-order
elliptic systems, we will investigate second-order elliptic systems in the homotopy
component of the Laplace operator
∂2
∂z ∂z¯
= 1
4
(
∂2
∂x2
+ ∂
2
∂y2
)
.
In [2], it is shown that each complex-linear equation in the Laplacian component
is equivalent to an equation of the form
(1.2) (1+ ab)fzz¯ − afzz − bfz¯z¯ = 0,
where a and b are measurable functions for which |a| ≤ k1 < 1 and |b| ≤ k2 < 1
almost everywhere for some constants k1 and k2. For us, solutions of this equation
will be complex-valued functions f : Ω → C, so that equation (1.2) may also
be interpreted as a two-by-two system of second-order diﬀerential equations for
the real and imaginary parts of f . For most considerations, we assume that the
solutions lie in the Sobolev space W 2,2(Ω), but for smooth coeﬃcients a and
b, we will consider distributional solutions as well. Not much is known about
second-order equations of the form (1.2). In [2], it is proven that, unlike in the
case of the Laplace equation fzz¯ = 0, the solutions of (1.2) need not be unique
with respect to given boundary values on the domain Ω. An example is given by
the function
f (z) = (1− zz¯)z,
which vanishes on the boundary of the unit disc D, yet satisﬁes an equation of the
form (1.2) in D, where one takes
a(z) = −γz
z¯
and b(z) = 1− γ
γ
z¯
z
for any constant γ,
1
2
< γ < 1.
Nevertheless, it is conjectured that the space of solutions of (1.2) with given
boundary values is always ﬁnite-dimensional. The case is diﬀerent for equations
in the elliptic components of the operators ∂2/∂z2 and ∂2/∂z¯2. For example, the
functions
fn(z) = (1− zz¯)zn
satisfy ∂2fn/∂z¯2 = 0 in D, yet vanish on the boundary of D and span an inﬁnite-
dimensional space. This is the reason why our interest lies mainly in the more
well-behaved Laplacian component.
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2. OVERVIEW OF RESULTS
The main results of this article concern the solvability theory of equation (1.2),
more speciﬁcally certain special cases of it. The ﬁrst of these will be the case
when a and b are complex constants. This case is seemingly less interesting, as
the theory of second-order elliptic diﬀerential equations (or in our case systems)
with constant coeﬃcients is already well developed. Unlike the general case, the
uniqueness and existence of solutions to equation (1.2) turn out to be true when a
and b are constant. This follows, although not trivially, from the results of classical
papers such as [9], where the problem is also considered in a more general setting.
Although the same result is also proven in our paper, stated as Theorem 2.1,
we believe that the novelty lies in the proof rather than the result. Also, in addition
to the usual type of Poisson integral representation for the solution, we obtain a
very simple representation of the solution in terms of the harmonic extension of
the boundary values. This formula can be of use for numerical computation of
speciﬁc values of the solution, for example.
Another reason why we present the constant coeﬃcient case is that our proof
is also generalizable for certain classes of nonconstant coeﬃcients. In this way, we
have obtained our second main theorem, Theorem 2.2. These two theorems are
stated as follows.
Theorem 2.1. Let a,b ∈ C be constants such that |a| < 1 and |b| < 1, and let
g be a continuous function on ∂D. Then, the problem
{
(1+ ab)fzz¯ − afzz − bfz¯z¯ = 0, in D,
f = g, on ∂D,
has a distributional solution f : D → C that is continuous up to the boundary of D.
Moreover, the solution is unique and C∞-smooth in D.
The proof of this theorem is given in Sections 5 and 6. The following theorem
addresses the case when b = 0 and a is antiholomorphic.
Theorem 2.2. Let ψ : D C be a holomorphic function such that |ψ| ≤ k < 1
almost everywhere, and let g be a continuous function on ∂D. Then, the problem
{
fzz¯(z)−ψ(z¯)fzz(z) = 0, in D,
f = g, on ∂D.
has a solution f : D → C in C2(D) that is continuous up to the boundary of D.
Moreover, the solution is unique and C∞-smooth in D.
The proof of this theorem is given in Section 7. To further motivate the above
two theorems, we have come across an interesting and surprisingly nontrivial con-
jecture on quasiregular mappings. This conjecture is as follows.
Conjecture 2.3. Let h1, h2 : D → C be quasiregular mappings, not necessarily
satisfying the same Beltrami equation. Suppose the function f (z) = h1(z) − h2(z)
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is continuous up to ∂D, and limz→ξ f (z) = 0 for any ξ ∈ ∂D. Then, h1 and h2 are
constant, and f is identically zero.
As we will see, the uniqueness parts of Theorems 2.1 and 2.2 are special cases
of this conjecture. Note also that, here, h1 and h2 are not assumed to be continu-
ous up to the boundary of D—proving this would also solve the conjecture, as we
see in Section 6.
We also restate and prove the classical Ho¨lder- and Sobolev-regularity results
for solutions of equation (1.2), which are also results of [9].
Theorem 2.4. Let a,b ∈ C be constants such that |a| < 1 and |b| < 1, and let
g be a continuous function on ∂D. Consider the boundary-value problem
{
(1+ ab)fzz¯ − afzz − bfz¯z¯ = 0, in D,
f = g, on ∂D.
Then ,the following hold:
(1) If g ∈ Ck,α(∂D), then f ∈ Ck,α(D) and ‖f‖Ck,α(D) ≤ K‖g‖Ck,α(∂D).
(2) If g has a continuous extension to the unit disc in such a way that g ∈
W k,p(D) for some p ∈ (1,∞) and k ≥ 2, then f ∈ W k,p(D) and
‖f‖Wk,p(D) ≤ K‖g‖Wk,p(D).
The proof of this theorem is given in Section 8. Furthermore, the following
theorem addresses the inhomogeneous counterpart of equation (1.2).
Theorem 2.5. Let a,b ∈ C be constants such that |a| < 1 and |b| < 1. Let
h : D→ C be a given function and consider the inhomogeneous problem
{
(1+ ab)fzz¯ − afzz − bfz¯z¯ = h, in D,
f = 0, on ∂D;
then the following hold.
(1) If h ∈ Ck,α(D), then there exists a unique solution f ∈ Ck+2,α(D) and
‖f‖Ck+2,α(D) ≤ K‖h‖Ck,α(D).
(2) If h ∈ W k,p(D) for some p ∈ (1,∞), then there exists a unique solution
f ∈W k+2,p(D) and ‖f‖Wk+2,p(D) ≤ K‖h‖Wk,p(D).
The proof of this theorem is given in Section 8 as well.
There are a few more main results in this paper that concern a certain singular
integral operator which we will have to deﬁne ﬁrst. The results will be stated
at the end of this section, but we will ﬁrst motivate them with some discussion.
Let us begin by saying some words about the case Ω = C for the equation (1.2).
Of course, it does not make sense to speak of a boundary value problem when
the domain of the solutions is the whole complex plane. Instead, we could ask
whether, for given h ∈ Lp(C), where 1 < p <∞, the inhomogeneous equation
(2.1) (1+ ab)fzz¯ − afzz − bfz¯z¯ = h
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admits a solution f ∈ W 2,p(C); and whether the solution is unique. The key to
considering this problem is a classical singular integral operator called the Beurling
transform, which we denote by S. This operator is an isometry on L2(C), bounded
from Lp(C) to itself for 1 < p <∞, and satisﬁes the formula
Sgz¯ = gz
for any locally integrable g with distributional derivatives in Lp(C) for some p.
This operator is a fundamental tool in the study of elliptic PDEs in the plane,
especially in solving ﬁrst-order elliptic equations such as the Beltrami equation
and its many generalizations. (See [2] and [8] for examples.)
The way of applying the operator S to equation (2.1) is as follows. Let us
denoteω = fzz¯. Because of the formulas
Sfzz¯ = fzz,
Sfz¯z¯ = fzz¯,
equation (2.1) may be reduced to ﬁnding ω such that
(1+ ab)ω− aSω− bS−1ω = h,
or equivalently, to the invertibility of the operator 1 + ab − aS − bS−1 on the
space Lp(C). Note the formula
(2.2) 1+ ab − aS − bS−1 = (1− aS)(1− bS−1)+ a[b,S]S−1,
where [b,S] = bS−Sb denotes the commutator of the operators of multiplication
by the function b and the Beurling transform S. If b is constant, this commutator
vanishes, and we have the factorization
1+ ab− aS − bS−1 = (1− aS)(1− bS−1).
The known theory states that the operator 1 − aS is invertible on Lp(C) if p
belongs to the critical interval
(2.3) 1+ ‖a‖∞ < p < 1+ 1‖a‖∞ ,
or if the function a lies in the space VMO(C) of functions with vanishing mean
oscillation, normalized at inﬁnity (see [2] for the original results, and [8] for fur-
ther discussion). The same goes for the operator 1−bS−1. Hence, if b is constant,
and if either a is in VMO(C) or p satisﬁes the inequality (2.3), then the operator
1 + ab − aS − bS−1 is invertible on the space Lp(C), and the inhomogeneous
equation (2.1) may be solved uniquely for f .
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Furthermore, if b is in the space VMO(C), the commutator [b,S] is a com-
pact operator on Lp(C) (see [10]). Hence, if a is in VMO(C) as well, the formula
(2.2) shows that the operator 1+ab−aS−bS−1 is a Fredholm operator of index
zero, since both the operators 1− aS and 1− bS−1 are Fredholm of index zero as
shown in [2]. This fact was ﬁrst proven in [5]. For general coeﬃcients a and b,
equation (2.1) may not necessarily have a unique solution, as also shown in [5].
From this discussion, one might get the impression that the reason why the
case Ω = C is more easily handled is solely because there exists a convenient op-
erator such as the Beurling transform in the plane. This impression is not com-
pletely true, however, as counterparts of the Beurling transform exist for bounded
domains Ω as well. Let us give the deﬁnition of such a counterpart in a given
domain Ω, which will be an operator called the Beurling transform for the Dirich-
let problem in [2]. Given a function g : Ω → C of suﬃcient integrability, the
problem {
fzz¯ = g, in Ω,
f = 0, on ∂Ω,
is known to have a unique solution f that is in W 2,p(Ω), if we assume g is in
Lp(Ω), for example. Given that f is obtained in this way from g, we deﬁne
the operator SΩ by the formula SΩg = fzz. In other words, SΩ transforms zz¯-
derivatives of functions vanishing on ∂Ω to their zz-derivatives. For Ω = D, the
operator SD has a singular integral representation given by
SDg(z) = − 1
π
ˆ
D
(
1
(z − τ)2 −
τ¯2
(1− zτ¯)2
)
g(τ)dτ.
It can be shown that SD maps Lp(D) to itself continuously, and this fact is valid
for a general bounded domain Ω in place of D as well.
To illustrate the connection of the operator SD to our second-order systems,
take b = 0 in our main equation (1.2), but let a be any measurable function
satisfying |a| ≤ k1 < 1 almost everywhere as before. Then, the equation is of the
form
(2.4) fzz¯ − afzz = 0.
Let us consider this equation for a moment, and look for solutions f in the class
W 1,20 (D) ∩W 2,2(D). By means of the Beurling transform, the equation may be
written in the form (1 − aSD)fzz¯ = 0. This form shows that the solvability of
equation (2.4) is governed by the invertibility of the operator 1− aSD on L2(D).
If the Beurling transform happened to be an isometry on L2(D) as in the case
of the Beurling transform S on L2(C), we would be able to invert 1 − aSD by
a Neumann-series type argument. This is not true, however, as our following
theorem perfectly illustrates.
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Theorem 2.6. Let f ∈W 1,20 (D)∩W 2,2(D). Then,
(2.5)
ˆ
D
(|fzz|2 + |fz¯ z¯|2)dz ≤ 2
ˆ
D
|fzz¯|2 dz.
In addition, the operator norm ‖SD : L2(D)→ L2(D)‖ equals
√
2.
The lesson of this theorem is that many of the familiar and known methods
of solving ﬁrst-order elliptic equations no longer work in the second-order case,
and it shows why our consideration of our main equation (1.2) does not use much
of the traditional functional-analytic methods used in the study of Beltrami-type
equations. Note, however, that Theorem 2.6 implies that the solutions of equation
(2.4) are unique if ‖a‖∞ < 1/
√
2. We conjecture that the solutions of equation
(2.4) are unique in the general case as well, because of its special form. The proof
of Theorem 2.6 is given in Section 4.
As an interesting corollary of the previous theorem, we obtain a lower bound
for theW 1,2-norm of the Bergman projection.
Corollary 2.7. Let B denote the Bergman projection for the unit disc. Then,
‖Bf‖W 1,2(D) ≥ ‖fz‖L2(D) −
√
2‖fz¯‖L2(D) for all f ∈W 1,2(D).
This is also proven in Section 4.
Estimates for general p-norms of SD are also available in terms of the p-norms
of the Beurling transform S on the whole plane, though we are unsure whether
they are sharp except for the case p = 2.
Theorem 2.8. Let 1 < p <∞. We have the inequality
‖SD : Lp(D) → Lp(D)‖ ≤ 21/p‖S : Lp(C) → Lp(C)‖.
This result is again proven in Section 4.
Having the Beurling transform for the Dirichlet problem at our disposal, we
may also prove an important corollary of the ﬁrst two theorems stated in this
section. From either of the Theorems 2.1 and 2.2, one obtains the following
result.
Corollary 2.9. The spectrum σ(SD) of the operator SD : L2(D) → L2(D)
satisﬁes σ(SD) ⊂ D¯. Hence, the spectral radius of SD on L2(D) is at most 1.
Proof. Let a be a complex constant with |a| < 1. Consider the inhomoge-
neous equation
(2.6) fzz¯ − afzz = h,
where h is a given function L2(D). Applying Theorem 2.1 with b = 0, we ﬁnd
that the equation has a unique solution f ∈ W 1,20 (D)∩W 2,2(D), and hence the
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operator 1− aSD must be invertible on L2(D). Therefore, the operator SD − λ is
invertible for complex constants λ such that |λ| > 1. Thus, the spectrum of SD,
deﬁned as those λ for which the above operator is not invertible, lies inside D¯, as
claimed. ❐
Theorem 2.10. Let ν ∈ VMO(D) such that |ν| ≤ k < 1 almost everywhere.
Then, the operator 1− νSD : L2(D)→ L2(D) is Fredholm of index zero.
Proof. It suﬃces to ﬁnd an operator T on L2(D) that commutes with 1−νSD
such that T(1− νSD) = J +K, where J is invertible and K is compact on L2(D).
For such an operator T , we choose T =
n∑
k=0
(νSD)k for a suﬃciently large number
n. We see that
T(1− νSD) = (1− νSD)T = 1− (νSD)n.
We shall now exploit the fact that the commutator of a VMO-function ν with a
Caldero´n-Zygmund integral operator such as SD is compact; that is, νSD − SDν
is compact on L2(D). This follows from [10]. Note that one may write
(νSD)n = νnSnD +K,
where K is a sum of products of operators, each of which contains the commutator
νSD − SDν as a factor. Since the compact operators of L2(D) form an ideal, the
operator K is compact. Moreover, for large n, the operator νnSnD is small, since,
from Corollary 2.9, it follows by the spectral radius theorem that, for given ε > 0
and suﬃciently large n, we have the estimate
‖SnD‖2 ≤ (1+ ε)n.
Thus, in particular, ‖νnSnD‖2 → 0 as n → ∞. Hence, by the Neumann iteration
method, if n is chosen large enough, we have that 1−νnSnD is invertible. Since we
have that 1− (νSD)n = 1−νnSnD−K, we have proven that 1−νSD is Fredholm,
as claimed. To show this has index zero, it suﬃces to consider the homotopy
1− tνSD, t ∈ [0,1]
of 1−νSD to the identity. By the proof above, all of these operators are Fredholm,
and because of the continuity of the index, it follows that
ind(1− νSD) = ind1 = 0,
as claimed. ❐
Corollary 2.11. The solution space of the equation fzz¯ − νfzz = 0 in D for
given boundary values is ﬁnite dimensional when the coeﬃcient ν is in VMO(D) and
|ν| ≤ k < 1 almost everywhere.
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3. CONNECTION TO HARMONIC MAPPINGS
As discovered in [3], there is a connection between the second-order equation
(1.2) and harmonic homeomorphisms in the plane. Speciﬁcally, the inverse of a
harmonic function satisﬁes an equation of such type, as illustrated by the following
theorem. This theorem includes, as an addition to the result in [3], a Stoilow-
type factorization for the special form of equations arising from such harmonic
homeomorphisms.
Theorem 3.1. Let h : Ω  Ω′ be a harmonic orientation-preserving homeomor-
phism between two planar domains. Denote by f = h−1 its inverse. Then, f satisﬁes
an equation of the form
(3.1) (1+ νν¯)fzz¯ − νfzz − ν¯fz¯z¯ = 0
in Ω′. Here, ν is deﬁned by
(3.2) ν ◦ h = fz¯ ◦ h
fz ◦ h = −
hz¯
hz
.
Moreover, the equation (3.1) is elliptic, and all of its solutions are of the form G ◦ f ,
where G : Ω C is a harmonic function.
Proof. From the identity (f ◦ h)(z) = z, we ﬁnd that (f ◦ h)zz¯ = 0. Com-
puting, we ﬁnd that
(f ◦ h)zz¯ = [(fzz ◦h)hzhz¯ + (fzz¯ ◦ h)hzhz ](3.3)
+ [(fzz¯ ◦ h)hz¯hz¯ + (fz¯z¯ ◦h)hzhz¯ ]
= hzhz[(1+ μμ¯)(fzz¯ ◦ h)− μ(fzz ◦h)− μ¯(fz¯z¯ ◦ h)],
where μ = −hz¯/hz. Hence, if one deﬁnes ν : Ω′  C such that ν ◦ h = μ, one
ﬁnds that
[(1+νν¯)fzz¯−νfzz−ν¯fz¯z¯]◦h = (1+μμ¯)(fzz¯◦h)−μ(fzz◦h)−μ¯(fz¯z¯◦h) = 0,
and hence f satisﬁes the equation (3.1) as wanted. The alternative form for ν as
given in (3.2) follows from the identities
(3.4) fz ◦ h = hz
Jh
and fz¯ ◦h = −hz¯
Jh
,
where Jh = |hz|2−|hz¯|2 is the Jacobian determinant of h. To prove the ellipticity
of (3.1), we use our assumption that h is orientation preserving, that is, that
Jh > 0 in Ω. Writing this in the form |hz¯| < |hz|, it follows from (3.2) that
|ν| < 1 in Ω′, and hence (3.1) is elliptic.
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Let now g be another solution of (3.1). Replacing f by g in the computation
(3.3), we ﬁnd that (g ◦h)zz¯ = 0. Hence, G = g ◦h is a harmonic function on Ω.
Thus, g is of the form g = G ◦ f , as desired. ❐
Remark 3.2. We make a few interesting observations from Theorem 3.1 and
its proof. First, the equation (3.1) is a special case of our main equation (1.2)
with ν = a = b¯. This special form of equation (1.2) has the property that if f
is one of its solutions, then the function f¯ is a solution as well. Thus, the real
part Ref = 12(f + f¯ ) and imaginary part Imf = (1/(2i))(f − f¯ ) also solve
the same equation. Hence if a = b¯, the equation (1.2) may be reduced to an
elliptic second-order equation for the real and imaginary parts of f , and thus its
solvability is trivialized.
Note also that in the equation (3.1), the coeﬃcient function ν is not an ar-
bitrary measurable function either. The function ν ◦ h = hz¯/hz is actually an-
tiholomorphic due to the harmonicity of h, and in particular ν is C∞-smooth in
the domain Ω′. Writing out the identity (ν ◦ h)z = 0, we obtain a Beltrami-type
equation for the coeﬃcient function ν; in fact it holds that
νz − ν¯νz¯ = 0.
Moreover, because of the identity ν = fz¯/fz in (3.2), it is immediate that
fz¯ − νfz = 0.
We are about to make a key observation. Let us say that a function F on the
domain Ω′ belongs to the class F(Ω′) if F = G ◦ f , where f is the inverse of
some harmonic orientation-preserving homeomorphism h between f (Ω′) andΩ′, and where G is a harmonic function on f (Ω′). One might call the functions
in the class F(Ω′) quasiharmonic functions, in analogy with the description of
quasiregular functions via their Stoilow factorizations. As shown by Theorem 3.1,
all of the functions F in the class F(Ω′) are solutions of equations of the type
(3.5) (1+ νν¯)Fzz¯ − νFzz − ν¯Fz¯z¯ = 0,
where ν satisﬁes the conditions
(3.6) |ν| < 1 in Ω′ and νz − ν¯νz¯ = 0.
But the converse is true as well. That is to say, if ν satisﬁes the conditions (3.6),
then any solution of (3.5) is quasiharmonic. This is shown as follows. Letting f
be the homeomorphic solution of the equation
fz¯ − νfz = 0,
we ﬁnd by diﬀerentiation that f satisﬁes the equation (3.5). The inverse of f is
harmonic on f (Ω′), which we will deduce from the theorem after this remark,
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though it can also be deduced by a direct computation. Denoting this inverse by
h, we ﬁnd from the identities (3.4) that, in fact,
ν ◦ h = −hz¯
hz
.
Thus, as follows from Theorem 3.1, any other solution of (3.5) is of the formG◦f
for some harmonic function G. As we claimed, this shows that every solution of
equation (3.5) is in the class F(Ω′). Hence, the quasiharmonic maps, as we call
them, have a deﬁnition both via Stoilow-type factorization and via a type of elliptic
partial diﬀerential equation. We believe this striking resemblance to quasiregular
maps is worth noting.
The following theorem shows that the harmonicity condition in Theorem 3.1
may be replaced by a more general one, requiring only that the homeomorphism
h satisﬁes the more general elliptic equation.
Theorem 3.3. Let h : Ω  Ω′ be a C2-homeomorphism between two planar
domains that satisﬁes the second-order equation
(3.7) (1+αα¯)hzz¯ −αhzz − α¯hz¯z¯ = 0,
where α is some measurable coeﬃcient with |α| < 1 in Ω. Let also f : Ω′  C be a
C2-function. Then, the composition f ◦h also satisﬁes equation (3.7) if and only if f
satisﬁes the equation
(3.8) (1+ νν¯)fzz¯ − νfzz − ν¯fz¯z¯ = 0,
where ν is a coeﬃcient given by
ν ◦ h = −hz¯ −αhz
hz −αhz¯
.
Moreover, if Jh > 0, then |ν| < 1 in Ω′. Thus, equation (3.8) is elliptic.
Proof. The proof of this theorem is again straightforward computation. Equa-
tion (3.8) follows from the fact that
(1+αα¯)(f ◦ h)zz¯ − α(f ◦ h)zz − α¯(f ◦ h)z¯z¯
= (hz − α¯hz¯)(hz − α¯hz¯)[(1+ μμ¯)(fzz¯ ◦ h)− μ(fzz ◦h)− μ¯(fz¯z¯ ◦ h)],
where
μ = −hz¯ −αhz
hz −αhz¯
.
Deﬁning ν = μ ◦ h−1, one obtains (3.8). Second, the ellipticity of equation (3.8)
follows from the identity
|hz −αhz¯|2 − |hz¯ −αhz|2 = (1−αα¯)(hzhz − hz¯hz¯) = (1− |α|2)Jh,
as this shows that |ν| < 1 in Ω′ if Jh > 0. This completes the proof. ❐
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Let us now return to Remark 3.2 and deduce the harmonicity of the function
h = f−1, which was left without proof. Since the compositionh◦f is the identity,
it satisﬁes the equation (3.5), which was also satisﬁed by f . Thus, Theorem 3.3
implies that h satisﬁes an equation of the form
(1+ ββ¯)hzz¯ − βhzz − β¯hz¯z¯ = 0, where β ◦ f = −fz¯ − νfz
fz − νfz¯
.
But since fz¯−νfz = 0, the coeﬃcient β vanishes, and the above equation becomes
hzz¯ = 0. Thus, h is harmonic.
4. OPERATOR ESTIMATES
In this section we prove Theorem 2.6. The proof uses a density argument. We
would like to prove that functions of the form
(4.1) f (z) = G(z)+H(z) = G(z)+ (1− |z|2)h(z)
are dense in W 2,20 (D), where G ∈ C∞0 (D) is smooth with compact support and
h is harmonic, that is, hzz¯ = 0. This is seen in the following way. First, we
use the fact that functions in C∞(D¯) that vanish on the boundary of D are dense
in W 2,20 (D). Given such a function g ∈ C∞(D¯), there exists another function
g˜ ∈ C∞(D¯) such that
g(z) = (1− |z|2)g˜(z)
for all z ∈ D¯. If we now let h be the harmonic function in D with the same
boundary values as g˜, then the function g − (1 − |z|2)h = (1 − |z|2)(g˜ − h)
vanishes on the boundary together with its ﬁrst derivatives. Hence, it can be
approximated by C∞0 (D)-functions in theW 2,2(D)-norm. This shows that g may
be approximated by functions f of the form (4.1). It is hence enough to prove
the estimate (2.5) in Theorem 2.6 for functions f of such form. We are hence
required to prove that
2
ˆ
D
|Gzz¯ +Hzz¯|2 dz −
ˆ
D
|Gzz +Hzz|2 dz −
ˆ
D
|Gz¯z¯ +Hz¯z¯|2 dz ≥ 0,
whenever G is in C∞0 and H = (1 − |z|2)h, where h is harmonic. We rewrite the
expression on the lefthand side in the form
2
ˆ
D
|Gzz¯ +Hzz¯|2 dz −
ˆ
D
|Gzz +Hzz|2 dz −
ˆ
D
|Gz¯z¯ +Hz¯z¯|2 dz
= 2
ˆ
D
Gzz¯Gzz¯ dz −
ˆ
D
GzzGzz dz −
ˆ
D
Gz¯z¯Gz¯z¯ dz
+ 2
ˆ
D
2ReGzz¯Hzz¯ dz −
ˆ
D
2ReGzzHzz dz −
ˆ
D
2ReGz¯z¯Hz¯z¯ dz
+ 2
ˆ
D
Hzz¯Hzz¯ dz −
ˆ
D
HzzHzz dz −
ˆ
D
Hz¯z¯Hz¯z¯ dz.
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To deal with the ﬁrst three terms, we note that since G is of compact support,
integration by parts givesˆ
D
Gzz¯Gzz¯ dz =
ˆ
D
−Gzz¯zGz dz =
ˆ
D
GzzGzz dz
and ˆ
D
Gzz¯Gzz¯ dz =
ˆ
D
−Gzz¯z¯Gz¯ dz =
ˆ
D
Gz¯z¯Gz¯z¯ dz.
Hence,
2
ˆ
D
Gzz¯Gzz¯ dz −
ˆ
D
GzzGzz dz −
ˆ
D
Gz¯z¯Gz¯z¯ dz = 0.
We claim that the next three terms 2Re
ˆ
D
Gzz¯Hzz¯ dz, 2Re
ˆ
D
GzzHzz dz, and
2Re
ˆ
D
Gz¯z¯Hz¯z¯ dz are all zero. For this, note that since H is of the form H(z) =
(1 − zz¯)h(z), where h is harmonic, it happens that H is biharmonic, in other
words,
Hzz¯zz¯ = 0 in D.
This fact may be used to ﬁnd thatˆ
D
Gzz¯Hzz¯ dz = −
ˆ
D
GzHzz¯z dz =
ˆ
D
GHzz¯zz¯ dz = 0.
Similarly,
ˆ
D
GzzHzz dz = 0 and
ˆ
D
Gz¯z¯Hz¯z¯ dz = 0. Thus, it will be enough to
prove that
2
ˆ
D
Hzz¯Hzz¯ dz −
ˆ
D
HzzHzz dz −
ˆ
D
Hz¯z¯Hz¯z¯ ≥ 0.
Since h is harmonic in D, it has a power series representation of the form
h(z) =
∞∑
n=0
anz
n +
∞∑
n=1
bnz¯
n.
Hence, one may compute that
Hzz¯(z) = −
∞∑
n=0
(n+ 1)anzn −
∞∑
n=1
(n+ 1)bnz¯n,
Hzz(z) =
∞∑
n=0
n((n− 1)− (n+ 1)zz¯)anzn−2,
Hz¯z¯(z) =
∞∑
n=1
n((n− 1)− (n+ 1)zz¯)bnz¯n−2.
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It follows that
ˆ
D
Hzz¯Hzz¯ dz = π
∞∑
n=0
(n+ 1)|an|2 +
∞∑
n=1
(n+ 1)|bn|2,
ˆ
D
HzzHzz dz = 2π
∞∑
n=0
n|an|2,
ˆ
D
Hz¯z¯Hz¯z¯ dz = 2π
∞∑
n=1
n|bn|2,
and hence we may obtain our desired estimate
2
ˆ
D
|Gzz¯ +Hzz¯|2 dz −
ˆ
D
|Gzz +Hzz|2 dz −
ˆ
D
|Gz¯z¯ +Hz¯z¯|2 dz
= 2
ˆ
D
Hzz¯Hzz¯ dz −
ˆ
D
HzzHzz dz −
ˆ
D
Hz¯z¯Hz¯z¯ dz
= 2π
∞∑
n=0
|an|2 + 2π
∞∑
n=1
|bn|2 ≥ 0.
To prove that the operator norm ‖SD : L2(D) → L2(D)‖ equals
√
2, we have
already estabilished the upper estimate ‖SDω‖2 ≤
√
2‖ω‖2, following from the
inequality
(4.2)
ˆ
D
|fzz|2 dz ≤ 2
ˆ
D
|fzz¯|2 dz,
valid for any f ∈ W 1,20 (D) ∩W 2,2(D). As seen from the proof of the estimate
(2.5), equality in (4.2) is never attained for nonzero f , but the sequence fn(z) =
(1− zz¯)zn shows that the constant 2 in (4.2) is minimal. Thus, Theorem 2.6 is
proven. ❐
Let us now prove Corollary 2.7. Given f ∈W 1,2(D), we write f in its orthog-
onal decomposition f = P+gz, where P is holomorphic inD, and g is a function
inW 2,2(D) such that g = 0 on ∂D. Thus, we are required to prove that
‖P ′‖L2(D) ≥ ‖P ′ + gzz‖L2(D) −
√
2‖gzz¯‖L2(D).
However,
‖P ′ + gzz‖L2(D) ≤ ‖P ′‖L2(D) + ‖gzz‖L2(D) ≤ ‖P ′‖L2(D) +
√
2‖gzz¯‖L2(D),
because of Theorem 2.6. Thus, Corollary 2.7 is proven. ❐
On Second-Order Beltrami Systems 1073
We now prove Theorem 2.8. The proof here is almost identical to a proof on
[2, p. 153], where a diﬀerent operator is considered. Given f ∈ W 2,p(D) ∩
W 1,p0 (D), we extend f toW 2,p(C) by the formula
f˜ (z) =
{
f (z), for z ∈ D,
−f (1/z¯), for z ∈ C \D.
We may verify that this extension is inW 2,p(C) by the fact that f vanishes on ∂D.
Let us abbreviate the operator norm ‖S : Lp(C) Lp(C)‖ by Sp. Now, Theorem
2.8 is proven by a chain of inequalities as follows.
ˆ
D
|fzz(z)|p dz =
ˆ
D
|f˜zz(z)|p dz ≤
ˆ
C
|f˜zz(z)|p dz ≤ Spp
ˆ
C
|f˜zz¯(z)|p dz
= Spp
(ˆ
D
|fzz¯(z)|p dz +
ˆ
C\D
|z|−4p |fzz¯(1/z¯)|p
)
= Spp
ˆ
D
(1+|z|4p−4)|fzz¯(z)|p dz ≤ 2Spp
ˆ
D
|fzz¯(z)|p dz. ❐
5. EXISTENCE
The proof of Theorem 2.1 is split into two parts, one being the existence of solu-
tions, the second being the uniqueness of them for any given boundary values. In
this section, we prove the existence.
First of all, let us ﬁnd a formula for the general solution of equation (1.2)
when the coeﬃcients a and b are constants. Writing the given equation as
(∂z¯ − a∂z)(∂z − b ∂z¯)f = 0,
we see the distribution h = (∂z − b∂z¯)f must be a solution of (∂z¯ − a∂z)h = 0,
which implies that
(∂z − b ∂z¯)f (z) = A0(z + az¯)
for some holomorphic function A0. Furthermore, the solution of this equation is
given in the form
f (z) = B(z¯ + bz)+ 1
1− abA1(z + az¯),
where B is another holomorphic function and A1 is the antiderivative of A0. In
any case,
f (z) = A(z + az¯)+ B(z¯ + bz)
for some holomorphic functions A and B. This is the general form for the solu-
tions of (1.2) when the coeﬃcients a and b are constant. Hence, we may now
state the existence result in the form of the following theorem.
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Theorem 5.1. Let a,b ∈ C be constants such that |a| < 1 and |b| < 1, and
let g be a continuous function on ∂D. Then, there exists a function f : D → C of the
form
f (z) = A(z + az¯)+ B(z¯ + bz),
where A and B are holomorphic, such that f is continuous up to ∂D and f = g on
∂D.
Proof. We will prove the case b = 0 ﬁrst. Let us extend g to the closed unit
disc harmonically; that is, g(z) = P(z) +Q(z¯) for some holomorphic functions
P,Q and all z ∈ D. Note that the functions P(z) and Q(z¯) are not necessarily
continuous or even bounded up to the boundary, though their sum is.
Let us begin by proving the existence in the case in which the boundary values
are given by a complex polynomial; that is, Q = 0 and P is a polynomial in z. We
would hence like to ﬁnd holomorphic A and B such that
(5.1) A(z + az¯)+ B(z¯) = P(z) for |z| = 1.
The key idea of the proof is to deﬁne two auxiliary variables z+ and z−. Given
z ∈ D, we deﬁne the numbers z+ and z− as the two complex solutions of the
equation
X + a
X
= z + az¯ or X2 − (z + az¯)X + a = 0
for the variable X. They are given by the formula
(5.2) z± = z±(z,a) = z + az¯ ±
√
(z + az¯)2 − 4a
2
.
There is an issue about which branch of square root to use, as the expression
(z + az¯)2 − 4a vanishes for the points
z = ±2
√
a
1+ |a| ,
which lie inside of D. However, this will not matter, as we will consider the
expression
(5.3) A(z + az¯) = P(z+)+ P(z−)
which does not depend on the branch of square root used in (5.2). Indeed, having
assumed that P is a polynomial, we may expand it as a ﬁnite sum of monomials.
In doing so, we see that in the expression (5.3), the odd powers of the square root
cancel out, and the function A(z+az¯) is seen to be a polynomial in z+az¯. More-
over, note that for |z| = 1, we have either z+ = z and z− = az¯ or, conversely,
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z− = z and z+ = az¯, depending on the branch of square root used. Hence, as
|z| → 1, we have that
A(z + az¯) = P(z+)+ P(z−)→ P(z)+ P(az¯).
Thus, the solution of the problem (5.1) is given by A(z + az¯) = P(z+)+ P(z−)
and B(z¯) = −P(az¯), as we have that
lim
|z|=1
[A(z + az¯)+ B(z¯)] = P(z)+ P(az¯)− P(az¯) = P(z).
Let us now consider the general case g(z) = P(z) +Q(z¯), where P and Q are
holomorphic in D. We would like to make sense of the expression (5.3) when P is
a general holomorphic function in D. For this, we will show that if |z| < 1, then
|z±| < 1 as well. Without loss of generality, we assume that a is a nonnegative
real number. Recall that the numbers z± are the two solutions of the quadratic
equation
X2 − (z + az¯)X + a = 0.
Hence, Vieta’s formulas give us the relations
{
z+ + z− = z + az¯,
z+z− = a.
Let now |z| < 1, and write z+ = rω for someω with |ω| = 1. We assume to the
contrary of our claim that |z+| ≥ 1, that is, r ≥ 1. Now, by the second relation,
we ﬁnd that z− = (a/r)ω¯. Plugging this into the ﬁrst relation, we obtain the
equation
(5.4) rω+ a
r
ω¯ = z + az¯.
Letting ω vary over all complex numbers of modulus one, we ﬁnd that the left-
hand side of this equation lies on an ellipse E1 with larger and smaller radius
r + a/r and r − a/r , respectively. The righthand side lies on an ellipse E2 with
axes parallel to those of E1, and with radii |z|(1 + a) and |z|(1− a). But now, if
r ≥ 1, then
r + a
r
> |z|(1 + a),
r − a
r
> |z|(1 − a),
which shows that the ellipses E1 and E2 are disjoint, contradicting (5.4). Thus,
|z+| < 1, and by symmetry also |z−| < 1.
1076 ALEKSIS KOSKI
Hence, for a general holomorphic function P(z) in the unit disc, the expres-
sion A(z + az¯) = P(z+)+ P(z−) is well deﬁned for all z ∈ D.
Recall now that the harmonic function g(z) = P(z) +Q(z¯) has continuous
boundary values on D. It follows that the boundary values of P(z) and Q(z) lie
in the space VMO(∂D), as they may be obtained from g by means of the Hilbert
transform, which maps C(∂D) to VMO(∂D) continuously. Hence, the functions
P(z) and Q(z) lie in the so-called VMOA space of analytic functions in D with
boundary values in the space VMO. We will now make the following claim.
Claim 5.2. Let P be a function in VMOA. Deﬁne the function A by A(z +
az¯) = P(z+) + P(z−). Then, A is holomorphic, and the expression A(z + az¯) −
P(z)− P(az¯) vanishes on the boundary of the unit disc.
Proof. It is easy to prove thatA is holomorphic inside any ﬁxed compact subset
of D by approximating the holomorphic function P by polynomials. This shows
that A is holomorphic in the whole unit disc.
To prove the second part of the claim, we let ξ ∈ ∂D, and choose a branch of
the square root such that z+ → z as z → ξ and z− → az¯ as z → ξ. Then, for z
close to ξ, from the formula (5.2) for z±, we get that
z+ = z +
√
(z + az¯)2 − 4a− (z − az¯)
2
= z + 2a(|z|
2 − 1)
z − az¯ + √(z + az¯)2 − 4a = z +O(1− |z|2),
as z → ξ. For z close to ξ, we now write
(5.5) A(z + az¯)− P(z)− P(az¯) = [P(z+)− P(z)]+ [P(z−)− P(az¯)].
The second term on the righthand side goes to zero as z → ξ, since z− → az¯ as
z → ξ, and the variables z− and az¯ are contained in a compact subset of D for z
close to ξ.
To prove that the ﬁrst term on the righthand side of (5.5) goes to zero as
z → ξ, we recall ﬁrst that P is in the space VMOA. It happens that the space
VMOA is a subspace of the little Bloch space of holomorphic functions F : D→ C
such that lim|z|→1(1−|z|2)F ′(z) = 0 (see, e.g., [7]). Hence, in particular, we ﬁnd
that
lim
|z|→1
(1− |z|2)P ′(z) = 0.
We now denote by [z, z+] the line segment between z and z+, and estimate
that
|P(z+)− P(z)| =
∣∣∣∣ˆ
[z,z+]
P ′(τ)dτ
∣∣∣∣ ≤ |z+ − z| max
τ∈[z,z+]
P ′(τ)
= O((1− |z|2)P ′(z)) = o(1) as z → ξ.
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Hence, the lemma is proven, and we have shown that A(z+az¯)− P(z)− P(az¯)
vanishes on ∂D. ❐
We now claim that the functions A(z+az¯) and B(z¯) = −P(az¯)+Q(z¯) give
the solution to the problem
A(z + az¯)+ B(z¯) = g(z) for |z| = 1.
Note that, for |z| < 1,
A(z + az¯)+ B(z¯)− g(z) = A(z + az¯)− P(az¯)+Q(z¯)− P(z) −Q(z¯)
= A(z + az¯)− P(z)− P(az¯).
As we have already shown that the expression on the utmost righthand side con-
verges to zero as z approaches a given boundary point, the proof in the case b = 0
is ﬁnished.
Let us now prove Theorem 5.1 in the case b ≠ 0. We would thus like to solve
the problem
(5.6) A(z + az¯)+ B(z¯ + bz) = g(z) for |z| = 1,
for A and B holomorphic, and where g is continuous on ∂D with g(z) = P(z)+
Q(z¯) for |z| < 1. Here, P and Q are holomorphic, and we may assume that
P(0) = Q(0) = 0.
Note that, from Claim 5.2 in the proof of the case b = 0, it follows that,
for any holomorphic function P in VMOA, there exists another holomorphic
function A0 such that the diﬀerence P(z) − A0(z + az¯) is continuous up to the
boundary of D. More speciﬁcally, such a function A0 was given by
A0(z + az¯) = P(z+)+ P(z−).
It was also shown that as |z| → 1, the expression P(z)−A0(z+az¯) converges to
the expression −P(az¯), which is antiholomorphic in D and continuous up to the
boundary since |a| < 1. Similarly, for the antiholomorphic function Q(z¯), we
may deﬁne a holomorphic function B0 such that Q(z¯)−B0(z¯+bz) is continuous
up to the boundary in D, and is equal to the holomorphic function −Q(bz) on
the boundary. In analogy to A0, the function B0 is deﬁned by
(5.7) B0(z¯ + bz) = Q(z˜+)+Q(z˜−),
where
z˜± = z˜±(z, b) = z¯ + bz ±
√
(z¯ + bz)2 − 4b
2
.
Hence, by subtracting the expression A0(z+az¯)+B0(z¯+bz) from both sides of
(5.6), we may reduce the problem to ﬁnding holomorphic A and B such that
A(z + az¯)+ B(z¯ + bz) = −P(az¯)−Q(bz) for |z| = 1.
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Let now ρ be the larger of |a| and |b|, so that ρ < 1. The key idea of the proof is
that, by the above subtraction, we have replaced the original boundary values with
boundary values that depend only on the values of P andQ inside the smaller disc
ρD = {z : |z| < ρ}. Indeed, both of the variables az¯ and bz lie in this disc for
z ∈ D. We will now proceed to come up with another expression to subtract so
that we are reduced to the values of P and Q inside the even smaller disc ρ2D,
then ρ3D, and so on. Because of the fact that P(0) = Q(0) = 0, in the limit the
boundary values will converge to zero. In this way, we obtain a formula for the
solution as an inﬁnite sum of the subtracted expressions, which will be sums of
functions either holomorphic in z + az¯ or z¯ + bz.
Let us hence deﬁne
A1(z + az¯) = −Q(bz+)−Q(bz−) and B1(z¯ + bz) = −P(az˜+)− P(az˜−),
so that −Q(bz)− A1(z + az¯) is equal to Q(baz¯) for |z| = 1, again because of
Claim 5.2. Additionally, we have the estimate
|A1(z + az¯)| ≤ 2max|z|=1 |Q(bz)|.
As one might guess, we also deﬁne B1(z) such that −P(az¯)−B1(z¯+bz) is equal
to P(abz) for |z| = 1, and such that we have the estimate
|B1(z¯ + bz)| ≤ 2max|z|=1 |P(az)|.
Continuing this process, we obtain a sequence of holomorphic functions An and
Bn deﬁned by
An(z + az¯) =
{
P(anbnz+)+ P(anbnz−), for n even,
−Q(an−1bnz+)−Q(an−1bnz−) for n odd,
and
Bn(z¯ + bz) =
{
Q(anbnz˜+)+Q(anbnz˜−), for n even,
−P(anbn−1z˜+)− P(anbn−1z˜−) for n odd,
such that
An(z + az¯)| + |Bn(z¯ + bz)|(5.8)
≤ 2(max
|z|=1
|P(ρnz)| + max
|z|=1
|Q(ρnz)|) for n ≥ 1.
Note that, for a holomorphic function F with F(0) = 0, there is a constant K such
that
|F(ρnz)| ≤ Kρn|z| for |z| ≤ 1 and n ≥ 1.
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Thus, |An(z+az¯)|+ |Bn(z¯+bz)| ≤ C0ρn for some constant C0. It follows that
the series
∞∑
n=0
(An(z + az¯)+ Bn(z¯ + bz))
converges uniformly in D to a function of the form A(z+az¯)+B(z¯+bz), where
A and B are holomorphic. Moreover, by the construction, it holds that
A(z + az¯)+ B(z¯ + bz)− (P(z)+Q(z¯))→ 0 as |z| → 1.
Hence, the proof is done. ❐
From this formula for the solution, it is not diﬃcult to obtain a type of maxi-
mum principle for the solution, stated as follows.
Theorem 5.3 (Maximum Principle). Let a and b be constants as before, and
let f (z) = A(z + az¯)+ B(z¯ + bz) be the solution to the boundary value problem
{
(1+ ab)fzz¯ − afzz − bfz¯z¯ = 0, in D,
f = g, on ∂D.
Then, |f (z)| ≤ C‖g‖L∞(D) for all z ∈ D, where C is some ﬁnite constant.
The proof of this theorem is given in the next section.
6. UNIQUENESS
In this section, we prove the uniqueness part of Theorem 2.1. As we have already
seen, for constant coeﬃcients a and b, each solution of our equation (1.2) is
of the form f (z) = A(z + az¯) + B(z¯ + bz) for A and B holomorphic. To
prove uniqueness, we hence need to show that if such a function vanishes on the
boundary, then it vanishes inside D as well. Since the functions A(z + az¯) and
B(z¯+bz) are quasiregular inD, this problem is indeed a special case of Conjecture
2.3.
We actually give two proofs for the uniqueness. The ﬁrst one is closely re-
lated to the proof of existence given in the previous section, while the second is
a standalone, longer proof, but interesting in its own right. As we will see, the
second proof also works under a weaker assumption on the continuity of f up to
the boundary. We hence state the result of uniqueness as a theorem as follows.
Theorem 6.1. Let a and b be complex constants so that |a| < 1 and |b| < 1.
Let us deﬁne the ellipses E = {z + az¯ : z ∈ D} and F = {z¯ + bz : z ∈ D}, and
suppose A : E → C and B : F → C are holomorphic functions. Deﬁne
f (z) = A(z + az¯)+ B(z¯ + bz) for z ∈ D.
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If f is either continuous up to the boundary of D and vanishes on ∂D, or satisﬁes the
weaker condition
(6.1) lim inf
ρ→1
 
∂B(0,ρ)
|f (z)|dz = 0,
then A and B are constant functions, and f is identically zero.
We begin with the ﬁrst proof. In this proof, it is assumed that f is continuous
up to the boundary of D and vanishes on it.
Proof. This proof applies the maximum principle 5.3, stated but left without
proof in the previous section. Let us ﬁrst illustrate why uniqueness follows from
Theorem 5.3. Suppose f is zero up to the boundary. Then, given ε > 0, there ex-
ists a radius r , arbitrarily close to one, such that |f (z)| ≤ ε for |z| = r . Consider
now the boundary value problem
{
(1+ ab)Fzz¯ − aFzz − bFz¯z¯ = 0, in D,
F(z) = f (rz), on ∂D.
Of course, the solution of this problem is given by F(z) = f (rz). But now the
maximum principle 5.3 implies that
sup
|z|<r
|f (z)| ≤ C sup
|z|=r
|f (z)| ≤ Cε.
But since ε was arbitrarily small and r was arbitrarily close to one, f (z) = 0 for
all z ∈ D.
Thus, it is enough to prove Theorem 5.3. Recall that the solution to the
boundary value problem
{
(1+ ab)fzz¯ − afzz − bfz¯z¯ = 0, in D,
f = g, on ∂D,
where g(z) = P(z)+Q(z¯) in D for holomorphic P andQ, was given in the form
f (z) =
∞∑
n=0
(An(z + az¯)+ Bn(z¯ + bz))
in the case when P(0) = Q(0) = 0. This was proven in the previous section. In
the general case, the solution is given by
(6.2) f (z) = P(0) +Q(0)+
∞∑
n=0
(An(z + az¯)+ Bn(z¯ + bz)).
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But since P(0)+Q(0) = (1/(2π))
ˆ
∂D
g(z)|dz|, the term P(0)+Q(0) is already
dominated by the L∞-norm of g on the boundary. Hence, to prove Theorem 5.3,
we may as well suppose again that P(0) = Q(0) = 0.
Recall that the ﬁrst term in the series in (6.2) is equal to
A0(z + az¯)+ B0(z¯ + bz) = P(z+)+ P(z−)+Q(z˜+)+Q(z˜−),
while the rest of the terms depend only on the values of P andQ inside the smaller
disc ρD. Moreover, since the estimates (5.8) show that the terms in the series decay
exponentially, we ﬁnd that
sup
z∈D
∣∣∣ ∞∑
n=1
(An(z + az¯)+ Bn(z¯ + bz))
∣∣∣ ≤ C‖g‖L∞(D)
for some constant C.
Thus, it is enough to estimate the term P(z+) + P(z−) + Q(z˜+) +Q(z˜−).
Using the formulas
P(z) = − 1
2π
ˆ
∂D
z
z −ωg(ω)|dω|, and Q(z) =
1
2π
ˆ
∂D
z¯
z¯ − ω¯g(ω)|dω|,
we ﬁnd that
P(z+)+ P(z−)+Q(z˜+)+Q(z˜−)
= − 1
2π
ˆ
∂D
g(ω)
(
z+
z+ −ω +
z−
z− −ω −
z˜+
z˜+ − ω¯ −
z˜−
z˜− − ω¯
)
|dω|
= − 1
2π
ˆ
∂D
g(ω)
(
2a− (z + az¯)ω
ω2 − (z + az¯)ω+ a −
2b − (z¯ + bz)ω¯
ω¯2 − (z¯ + bz)ω¯+ b
)
|dω|,
where we have used the identities z+z− = a, z+ + z− = z + az¯, z˜+z˜− = b, and
z˜+ + z˜− = z¯ + bz. Now note that, for |ω| = 1,
2a− (z + az¯)ω
ω2 − (z + az¯)ω+ a −
z
z −ω
= (z −ω)(2a− (z + az¯)ω)− z(ω
2 − (z + az¯)ω+ a)
ω2 − (z + az¯)ω+ a
= a(z¯ω
2 − 2ω+ z)
(z −ω)(ω(ω− z)+ a(1− z¯ω))
= aω¯(z¯(ω− z)
2 + 2(zz¯ − 1)ω+ z(1− zz¯))
(z −ω)(ω− z + a(ω¯− z¯)) .
Thus,
2a− (z + az¯)ω
ω2 − (z + az¯)ω+ a =
z
z −ω +Ka(z,ω),
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where
|Ka(z,ω)| ≤ |a| |z −ω|
2 + 3(1− |z|2)
(1− |a|)|z −ω|2 =
|a|
1− |a| +
3
1− |a|
1− |z|2
|z −ω|2 .
Similarly, we get that
2b − (z¯ + bz)ω¯
ω¯2 − (z¯ + bz)ω¯+ b =
z¯
z¯ − ω¯ + K˜b(z,ω),
where
|K˜b(z,ω)| ≤ |b|1− |b| +
3
1− |b|
1− |z|2
|z −ω|2 .
Now, since
P(z+)+ P(z−)+Q(z˜+)+Q(z˜−)
= − 1
2π
ˆ
∂D
g(ω)
(
z
z −ω + Ka(z,ω)−
z¯
z¯ − ω¯ −Kb(z,ω)
)
|dω|
= − 1
2π
ˆ
∂D
g(ω)
(
|z|2 − 1
|z −ω|2 − 1+ Ka(z,ω)−Kb(z,ω)
)
|dω|,
we ﬁnally ﬁnd the estimate
sup
z∈D
|P(z+)+ P(z−)+Q(z˜+)+Q(z˜−)| ≤
(
2+ |a| + 3
1− |a| +
|b| + 3
1− |b|
)
‖g‖L∞(∂D).
Thus, Theorem 5.3 is proven. ❐
We will now construct the second proof, in which we only assume that f
satisﬁes the weaker condition (6.1).
Proof. Note that the proof of Theorem 6.1 would be short if only we knew
that the functions A(z+az¯) and B(z¯+bz) would extend continuously up to the
boundary of the unit disc. In this case, we would have
A(z + az¯) = −B(z¯ + bz) on ∂D,
which, by the null Lagrangian property of the Jacobian determinant, would imply
(6.3)
ˆ
D
J(z,A(z + az¯))dz =
ˆ
D
J(z,−B(z¯+ bz))dz.
But we have that
J(z,A(z + az¯)) = (1− |a|2)|A′(z + az¯)|2 ≥ 0,
J(z,−B(z¯ + bz)) = (|b|2 − 1)|B′(z¯ + bz)|2 ≤ 0,
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which in view of (6.3) imply that A′ = B′ = 0, so that A and B must be constant;
the theorem would then be proven.
To now prove the continuity of A(z + az¯) and B(z¯ + bz) up to ∂D requires
a surprising amount of work. Let r < 1 be any radius larger than max{|a|, |b|}.
We choose a sequence (rn)∞n=0 of radii such that r < rn < 1, limn→∞ rn = 1, and
lim
n→∞
 
∂B(0,rn)
|f (z)|dz = 0.
Our ﬁrst aim will be to prove that the functions
(6.4) Hn(z) = A
(
z − ar
2
n
z
)
+ B
(
z¯ − br
2
n
z¯
)
are well deﬁned in the annuli r ≤ |z| ≤ rn. It is enough to prove that{
z + ar
2
n
z
: r ≤ |z| ≤ rn
}
⊂ E and
{
z¯ + br
2
n
z¯
: r ≤ |z| ≤ rn
}
⊂ F.
By symmetry, we may only prove the ﬁrst containment. By a simple rotational
argument, we may assume (only for the moment) that a is a positive real number.
Notice then that the set E is an elliptical disc with center at zero, and its two axes
parallel to the coordinate axes in the plane, as the map z  z + az¯ is linear with
eigenvectors 1 and i. Thus, the major axis of E, parallel to the horizontal axis, has
length 1+a, and the minor axis, parallel to the vertical axis, has length 1−a. The
image of any circle under the map z  z + ar 2n/z is an ellipse as well. In fact, if
z = ρω with ρ > 0 and |ω| = 1, then
z + ar
2
n
z
= ρω+ ar
2
n
ρω
= ρ
(
ω+ ar
2
n
ρ2
ω¯
)
,
which, as ω runs over the unit circle, parametrizes an ellipse as well. The major
and minor axes of such an ellipse are parallel to the major and minor axes of E,
respectively. The length of the major axis is ρ + ar 2n/ρ, and the length of the
minor axis is ρ − ar 2n/ρ. Hence, to prove that this ellipse is contained in the
elliptical disc E, it is enough to prove the inequalities
ρ + ar
2
n
ρ
≤ 1+ a and ρ − ar
2
n
ρ
≤ 1− a,
for r ≤ ρ ≤ rn, since if two elliptical discs have the same center and the ﬁrst one
has shorter axes than the second one, then the ﬁrst is contained in the second.
These inequalities are quadratic in ρ, and they hold for ρ = rn and ρ = a, from
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which it follows that they hold for values of ρ between a and rn as well, especially
for r ≤ ρ ≤ rn.
Hence, the functions Hn are well deﬁned in their respective annuli. In those
annuli, these functions are easily seen to be harmonic as well, and for |z| = rn, we
have the equality Hn(z) = f (z). Let us now prove that, given a compact subset
of the annulus r ≤ |z| < 1 and large enough n, the functions Hn are uniformly
bounded in that subset. For this, we will need the following logarithmic convexity
result for subharmonic functions.
Theorem 6.2. Let v be a subharmonic function that is in the closed annulus
R1 ≤ |z − z0| ≤ R2. Then, the integral average of v over the sphere of radius ρ is a
convex function of logρ, that is,
 
∂B(z0,ρ)
v(z)dz ≤ α(ρ)
 
∂B(z0,R1)
v(z)dz + (1− α(ρ))
 
∂B(z0,ρ)
v(z)dz
for R1 ≤ ρ ≤ R2. Here,
α(ρ) = α(ρ,R1, R2) =
logR2 − logρ
logR2 − logR1 .
From this theorem we deduce the following lemma.
Lemma 6.3. Deﬁne u as a harmonic function that is in the closed annulusΩ = {z : R1 ≤ |z| ≤ R2}. Then,
|u(z)| ≤ C
dist(z, ∂Ω)2
( 
∂B(0,R1)
|u(z)|dz +
 
∂B(0,R2)
|u(z)|dz
)
for all z ∈ Ω.
The lemma is proven as follows. We ﬁrst use the mean value property of u to
estimate that
|u(z)| ≤ C1
dist(z, ∂Ω)2
ˆ
B(z,dist(z,∂Ω)) |u(z)|dz ≤
C1
dist(z, ∂Ω)2
ˆ
Ω |u(z)|dz.
For each radius ρ between R1 and R2, Theorem 6.2, applied to the subharmonic
function |u(z)|, provides us with the estimate
 
∂B(0,ρ)
|u(z)|dz ≤
 
∂B(0,R1)
|u(z)|dz +
 
∂B(0,ρ)
|u(z)|dz.
From this we deduce, by Fubini’s theorem, that
ˆ
Ω |u(z)|dz ≤ C2
( 
∂B(0,R1)
|u(z)|dz +
 
∂B(0,R2)
v(z)dz
)
,
which yields the lemma.
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Let now r ′ be a radius such that max{|a|, |b|} < r ′ < r . Given a compact
subset K of the annulus r ≤ |z| < 1, we apply Lemma 6.3 to the functions Hn
in the annulus r ′ < |z| < rn, where n is chosen suﬃciently large so that K is
contained in this annulus. In K, we have the estimate
|Hn(z)| ≤ CK
( 
∂B(0,r ′)
|Hn(z)|dz +
 
∂B(0,rn)
|Hn(z)|dz
)
,
where the constant CK is ﬁnite because the distance from K to the boundary of
the annulus r ′ < |z| < rn remains bounded from below. The second term on
the righthand side remains bounded as
 
∂B(0,rn)
|Hn(z)|dz =
 
∂B(0,rn)
|f (z)|dz,
which tends to zero as n → ∞. To bound the ﬁrst term, we recall the original
deﬁnition of Hn, given by equation (6.4).
Thus, we can show that the sequence (Hn) of harmonic functions is uniformly
bounded in compact subsets of the annulus r ≤ |z| < 1, and by a normal family
argument, we may assume that they converge to a harmonic function H locally
uniformly in this annulus. By pointwise convergence, we may ﬁnd that
H(z) = A
(
z + a
z
)
+ B
(
z¯ + b
z¯
)
.
Let us now show that the integral average of |H| over the circle of radius ρ tends
to zero as ρ → 1. Let ρ < 1 be given. For large enough n, we have that rn > ρ
and
(6.5)
∣∣∣∣
 
∂B(0,ρ)
|H(z)|dz −
 
∂B(0,ρ)
|Hn(z)|dz
∣∣∣∣ < ε.
For such n, let us apply Theorem 6.2 to the subharmonic function |Hn| in the
annulus r ≤ |z| ≤ rn to obtain 
∂B(0,ρ)
|Hn(z)|dz ≤ α(ρ)
 
∂B(0,r )
|Hn(z)|dz(6.6)
+ (1−α(ρ))
 
∂B(0,rn)
|Hn(z)|dz.
The ﬁrst term on the righthand side tends to zero as ρ → 1 since α(ρ) → 0 as
ρ → 1, and the integral in this term can be shown to be bounded. The second
term tends to zero as ρ → 1, because Hn(z) = f (z) on the circle the integral is
taken over, and f (z) tends to zero uniformly as |z| → 1. Hence, if ρ is close to
one, we may combine (6.5) and (6.6) to show that∣∣∣∣
 
∂B(0,ρ)
|H(z)|dz
∣∣∣∣ < 2ε,
thus proving that
 
∂B(0,ρ)
|H(z)|dz → 0 as ρ → 1.
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Our aim now is in showing that the harmonic function H extends nicely up
to the boundary of the unit disc. In fact, we will show that it has a harmonic
extension to the annulus r ≤ |z| ≤ 1/r . For this, we ﬁrst extend the function H
to the set {z : r ≤ |z| ≤ 1/r} \ ∂D by
H(z) =
⎧⎪⎨⎪⎩
H(z), r ≤ |z| < 1,
−H
(
1
z¯
)
, 1 < |z| ≤ 1
r
.
We then let H˜(z) be the harmonic function in the annulus r ≤ |z| ≤ 1/r with
the boundary values of H(z) on |z| = r and −H(1/z¯) on |z| = 1/r . If H˜(z)
is deﬁned in this way, then the function −H˜(1/z¯) is also harmonic in the same
annulus, and agrees with H˜(z) on the boundary. Hence, it follows by uniqueness
that H˜(z) = −H˜(1/z¯) for r ≤ |z| ≤ 1/r . In particular, H˜(z) = 0 for |z| = 1.
Now, the diﬀerence u(z) = H(z)− H˜(z) is a harmonic function in the annulus
r ≤ |z| < 1. Moreover, it is zero for |z| = r , and we have that
(6.7)
 
∂B(0,R)
|u(z)|dz → 0 as R → 1.
Let us ﬁx ρ and let R > ρ. We may apply Theorem 6.2 again on the annulus
r ≤ |z| ≤ R to ﬁnd that 
∂B(0,ρ)
|u(z)|dz ≤ logR − logρ
logR − log r
 
∂B(0,r )
|u(z)|dz
+ logρ − logr
logR − logr
 
∂B(0,R)
|u(z)|dz.
The ﬁrst term is identically zero, and the second term converges to zero as R → 1
due to (6.7). Hence, it follows that
 
∂B(0,ρ)
|u(z)|dz = 0 for all ρ, and thus u(z)
is identically zero. Thus, H(z) = H˜(z), and hence H has a harmonic extension
to the annulus r ≤ |z| ≤ 1/r , as desired. For r ≤ |z| < 1, we have that
Hz(z) =
(
1− a
z2
)
A′
(
z + a
z
)
and
Hz¯(z) =
(
1− b
z¯2
)
B′
(
z¯ + b
z¯
)
.
But then it follows that the functions A′(z + a/z) and B′(z¯ + b/z¯) extend con-
tinuously up to the boundary of the unit disc. It follows then also that A′ and B′
extend continuously up to the boundaries of the elliptical discs E and F , respec-
tively, and hence so do A and B as well. This shows that A(z+az¯) and B(z¯+bz)
extend continuously up to the boundary of the unit disc, which is all we were
required to prove. Thus, the proof is complete. ❐
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7. THE SECOND MAIN THEOREM
In this section, we prove Theorem 2.2. The proof will rely on ﬁnding a suitable
Poisson kernel for the given boundary value problem. While the proof would be
short if we simply presented the formula for the kernel and stated its properties,
we have chosen to go the longer way and show how one might go about ﬁnding
such an integral kernel. This is ﬁrst because the same technique may be used to
ﬁnd the Poisson kernels for similar problems, and second because the proof gives
us a way of computing speciﬁc values of the solution, given that we know the
harmonic extension of the boundary values into the unit disc.
Let us ﬁrst write the coeﬃcient ψ(z¯) in the equation
fzz¯(z)−ψ(z¯)fzz(z) = 0
as the derivative of another antiholomorphic function ϕ(z¯) such that ϕ(0) = 0.
Hence, ϕ′(z¯) = ψ(z¯). Note that the equation
(7.1) fzz¯(z)−ϕ′(z¯)fzz(z) = 0
factorizes as
∂z(∂z¯ −ϕ′(z¯) ∂z)f (z) = 0.
We will hence ﬁrst ﬁnd the general solution of the equation
(7.2) Fz¯(z)−ϕ′(z¯)Fz(z) = 0.
Note that the function H(z) = z+ϕ(z¯) is a solution of this equation. Moreover,
it is homeomorphic in D, since, if H(z) = H(ω), then
|z −ω| = |ϕ(z¯)−ϕ(ω¯)| ≤ k|z −ω|,
as |ϕ′(z¯)| ≤ k for z ∈ D. Thus, z =ω.
Hence, the function H(z) = z +ϕ(z¯) is homeomorphic from D to H(D),
and thus the general solution to the equation (7.2) inD is of the forma(z+ϕ(z¯)),
where a is a holomorphic function of z. Hence, for a solution f of equation (7.1),
it holds that
fz(z) = a(z +ϕ(z¯)).
Solving for f , we get that
f (z) = A(z +ϕ(z¯))+ B(z¯),
where A is the antiderivative of a and B(z¯) is any antiholomorphic function.
Thus, the general solution of equation (7.1) is of this form. Note again that the
uniqueness part of Theorem 2.2 is thus a special case of Conjecture 2.3.
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We will now prove the existence part of Theorem 2.2. Given continuous
data g on ∂D, we extend it to the unit disc harmonically, g(z) = P(z) +Q(z¯)
for z ∈ D, where P and Q are holomorphic. We would hence like to solve the
problem
(7.3) A(z +ϕ(z¯))+ B(z¯) = P(z)+Q(z¯) for |z| = 1
for unknown holomorphic functions A and B.
We will ﬁrst restrict ourselves to the case when ϕ(z¯) is a polynomial in z¯ of
degree n. We begin by deﬁning analogues of the variables z± as deﬁned in the
constant coeﬃcient case. Given z ∈ D, we would like to ﬁnd the solutions of the
(polynomial) equation
X +ϕ
(
1
X
)
= z +ϕ(z¯),(7.4)
or equivalently Xn+1 − (z +ϕ(z¯))Xn +Xnϕ
(
1
X
)
= 0.
The function F(X, z) = Xn+1 − (z + ϕ(z¯))Xn + Xnϕ(1/X) for ﬁxed z is a
polynomial of degree n+ 1 in X, and thus has n+ 1 roots in the complex plane,
although not necessarily distinct. Let us consider the roots as functions of z, and
denote them by z0, z1, . . . , zn. Note that, because of issues with roots of multi-
plicity larger than one, we do not deﬁne the functions z0, z1, . . . , zn individually.
Instead, when we speak of the roots as functions of z, we always refer to the set-
valued map z  {z0, z1, . . . , zn}, which is always well deﬁned.
As in the proof of Theorem 2.1, these roots will be used to construct the
solution of problem (7.3). We would ﬁrst like to show that if z ∈ D, then all of
the roots z0, z1, . . . , zn lie in the unit disc D as well. Hence, let z ∈ D be ﬁxed,
and note that the function
G(X) = X +ϕ
(
1
X
)
is meromorphic in D with a pole of order n at z = 0. Hence, by the argument
principle,
1
2πi
ˆ
∂D
dG(ω)
G(ω)− (z +ϕ(z¯)) = R −n,
where R is the number of solutions to the equation G(X) = z +ϕ(z¯) in D, or
equivalently, the number of solutions of equation (7.4) that lie in D. However, we
also have that
1
2πi
ˆ
∂D
dG(ω)
G(ω)− (z +ϕ(z¯)) =
1
2πi
ˆ
∂D
dH(ω)
H(ω)− (z +ϕ(z¯)) = 1,
the ﬁrst equality because G(X) = H(X) for X ∈ ∂D, and the second because
H(X) = X +ϕ((X¯) is an orientation-preserving homeomorphism on D. Thus,
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R − n = 1, that is, R = n + 1. But since R is also the number of solutions of
equation (7.4) that lie in D, this means that z0, z1, . . . , zn ∈ D for z ∈ D as
desired.
Note also that when z is on the boundary of D, the ﬁrst form of the polyno-
mial equation (7.4) implies that one of the roots z0, z1, . . . , zn is equal to z. We
may hence suppose that z0 = z for z ∈ ∂D. Moreover, for z ∈ ∂D, the other
roots z1, . . . , zn lie in the interior of the unit disc, since if, for example, z1 should
lie on the boundary, then from (7.4) we would ﬁnd that
z1 +ϕ(z¯1) = z +ϕ(z¯).
Because H(z) = z +ϕ(z¯) is a homeomorphism, the above is impossible unless
z1 = z, which is impossible since z is only a simple root of the polynomial equa-
tion (7.4) for z ∈ ∂D. Indeed, taking the derivative of X +ϕ(1/X)− (z+ϕ(z¯))
at X = z, we obtain the expression 1 −ϕ′(z¯)z−2, which is nonzero for z ∈ D.
Hence, |z1| < 1, . . . , |zn| < 1 for z ∈ ∂D, and thus there also exists a compact
subset K of D such that z1, . . . , zn ∈ K for z ∈ ∂D.
Let us now construct the function A(z +ϕ(z¯)) in (7.3). Suppose ﬁrst that
P(z) is a polynomial in z. It follows that the expression
A˜(z) = P(z0)+ P(z1)+ · · · + P(zn)
is a well-deﬁned function of z ∈ D. This is because, for every positive integer ,
the symmetric expression z0 +z1 +· · ·+zn may be expressed by Vieta’s formulas
in terms of the coeﬃcients of the polynomial
(7.5) F(X, z) = Xn+1 − (z +ϕ(z¯))Xn +Xnϕ
(
1
X
)
,
whose roots are z0, z1, . . . , zn. Moreover, since all of these coeﬃcients are holo-
morphic functions of the expression z +ϕ(z¯), we see that A˜(z) = A(z +ϕ(z¯))
for some holomorphic function A.
Let us now proceed to deﬁne the antiholomorphic function B(z¯) so that A
and B solve the problem (7.3). To do this, we will ﬁnd a function F˜ (X, z), which
is a polynomial of degree n+ 1 in X for each ﬁxed z ∈ D, and such that
F˜(X, z) = F(X, z) for |z| = 1.
The key idea is that we can choose F˜ in such a way that X = z is always a root of
F˜ , and, moreover, that the other n roots of F˜ depend on z antiholomorphically.
This reﬂects the proof of existence for Theorem 2.1 done in the previous section,
where the two variables z+ and z− were deﬁned, one of which is equal to z, and
the other to az¯ for z ∈ ∂D.
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To construct F˜ , note that for z ∈ ∂D, we have that
F(X, z) = (X − z)
(
Xn+1 − (z +ϕ(z¯))Xn +Xnϕ(1/X)
X − z
)
= (X − z)
(
Xn +Xnϕ(1/X)−ϕ(z¯)
X − z
)
= (X − z)
(
Xn − z¯Xn−1ϕ(1/X)−ϕ(z¯)
1/X − z¯
)
.
This prompts us to deﬁne the function F˜ : D¯× D¯→ C by
F˜(X, z) = (X − z)
(
Xn − z¯Xn−1ϕ(1/X)−ϕ(z¯)
1/X − z¯
)
,
since, for each ﬁxed z, F˜(X, z) is a complex polynomial in X with n + 1 roots,
and X = z is always a root of F˜ . Let us denote the roots of F˜ by z, z˜1, . . . , z˜n.
We will also use the convention z˜0 = z. The roots z˜1, . . . , z˜n are solutions of the
polynomial equation
(7.6) Xn − z¯Xn−1ϕ(1/X)−ϕ(z¯)
1/X − z¯ = 0.
Note that the coeﬃcients of this equation are antiholomorphic functions in z.
Thus, the roots z˜1, . . . , z˜n also depend on z antiholomorphically, in the sense
that any symmetric expression of them is an antiholomorphic function in z. In
particular, the expressions z˜1 + · · · + z˜n are antiholomorphic functions of z for
any given positive integer . Hence, for any polynomial P , the expression
B0(z¯) = P(z˜1)+ · · · + P(z˜n)
is a well-deﬁned antiholomorphic function of z. Applying the maximum modulus
principle for the function B0(z¯) in D, we ﬁnd that
sup
z∈D
|P(z˜1)+ · · · + P(z˜n)| ≤ sup
|z|=1
|P(z˜1)+ · · · + P(z˜n)|.
But since F(X, z) = F˜(X, z) for z ∈ ∂D, we ﬁnd that the roots z˜1, . . . , z˜n are
equal to the n roots z1, . . . , zn of F that are not equal to z on the boundary.
Hence,
(7.7) sup
z∈D
|P(z˜1)+· · ·+P(z˜n)| ≤ sup
|z|=1
|P(z1)+· · ·+ P(zn)| ≤ n sup
z∈K
|P(z)|,
where K is a compact subset of D such that the roots z1, . . . , zn are contained in
K for z ∈ ∂D.
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Let us now solve the problem (7.3). As in the proof of Theorem 2.1, since the
boundary values g(z) that are represented harmonically in D by g(z) = P(z) +
Q(z¯) are continuous on ∂D, we ﬁnd that P is in the space VMOA of holomorphic
functions in the unit disc with boundary values in VMO(∂D). For z ∈ D, we
deﬁne
(7.8) A(z +ϕ(z¯)) = P(z0)+ P(z1)+ · · · + P(zn).
Since this expression was already shown to be well deﬁned for any polynomial P ,
we may also deﬁne it in any compact subset of D for any holomorphic function
P on D. Hence, it is well deﬁned inside D. Moreover, since A is holomorphic for
polynomial P , it is also holomorphic for holomorphic P .
Second, we deﬁne
(7.9) B(z¯) = Q(z¯)− P(z˜1)− · · · − P(z˜n).
First, however, we must prove that the variables z˜1, . . . , z˜n lie in D for z ∈ D,
as otherwise there is an issue of deﬁning the expression P(z˜1) + · · · + P(z˜n) for
a general holomorphic function P . Recall ﬁrst that, for z ∈ ∂D, the variables
z˜1, . . . , z˜n are equal to the variables z1, . . . , zn, and so lie in D. Thus, if |z˜| > 1
for some  ∈ {1, . . . , n} and z ∈ D, by continuity there also exists a z ∈ D so that
|z˜| = 1. But since X = z˜ is a solution of equation (7.6) and |X| = 1, we have
that
X − z¯ϕ(X¯)−ϕ(z¯)
X¯ − z¯ = 0.
But since |ϕ′(z¯)| ≤ k in D, we have that |X| ≤ |z|k < 1, a contradiction. Thus,
the variables z˜1, . . . , z˜n lie in D for z ∈ D¯, and hence there also exists a compact
subset K˜ so that z˜1, . . . , z˜n ∈ K˜ for z ∈ D¯.
Having deﬁned the functions A(z +ϕ(z¯)) and B(z¯), we still need to justify
why the function A(z +ϕ(z¯))+ B(z¯) has the correct boundary values. For this,
we compute the diﬀerence
A(z +ϕ(z¯))+ B(z¯)− P(z)−Q(z¯)
= P(z0)+ P(z1)+ · · · + P(zn)− P(z)− P(z˜1)− · · · − P(z˜n),
and show that it goes to zero as z approaches the boundary. Let thus ξ ∈ ∂D
be a ﬁxed boundary point, and let z approach ξ. First of all, we may assume that
z0 → z as z → ξ. Hence, the other variables z1, . . . , zn are contained in a compact
subset of D for z close to ξ, and approach the variables z˜1, . . . , z˜n as z → ξ. This
shows that
P(z1)+ · · · + P(zn)− P(z˜1)− · · · − P(z˜n)→ 0 as z → ξ.
Hence, it remains to show that P(z0) − P(z) → 0 as z → ξ. As in the proof
of existence for Theorem 2.1, since P is in VMOA and hence in the little Bloch
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space, it is enough to show that |z0 − z| = O(1 − |z|2) as z → ξ. For this, note
that since z0 is a solution of equation (7.4), we have
(7.10) z − z0 =
[
ϕ
(
1
z
)
−ϕ(z¯)
]
+
[
ϕ
(
1
z0
)
−ϕ
(
1
z
)]
.
This expression might look diﬃcult to estimate, since 1/z and 1/z0 are outside
the unit disc, and we have assumed nothing of ϕ outside D. Note, however, that
as z → ξ, the variables 1/z and 1/z0 get arbitrarily close to the unit disc despite
being outside of it. Let us now recall that |ϕ′(z)| ≤ k < 1 in D for some constant
k. Sinceϕ is a polynomial, by continuity there exists a radius r > 1 and a constant
k1 < 1 so that
|ϕ′(z)| ≤ k1 < 1 for all z with |z| < r.
For z suﬃciently close to ξ, we have that |1/z| < r and |1/z0| < r . Thus, we
may estimate from (7.10) that, for z close to ξ, we have
|z − z0| ≤ k1
∣∣∣∣1z − z¯
∣∣∣∣+ k1 ∣∣∣∣ 1z0 − 1z
∣∣∣∣ ≤ k1|z|(1− |z|2)+ k1|z| |z0| |z − z0|.
For z again suﬃciently close to ξ, we have that k1/(|z| |z0|) ≤ k2 < 1 for yet
another constant k2. From the above estimate, we then ﬁnd that
|z−z0| ≤ k2(1−|z|2)+k2|z−z0| or equivalently |z−z0| ≤ k21− k2 (1−|z|
2).
Thus, we have shown that |z − z0| = O(1 − |z|2) as z → ξ, as claimed. This
completes the solution of problem (7.3) when ϕ is a polynomial.
To generalize the above proof for general antiholomorphic functions ϕ(z¯)
seems improbable, since we have extensively used the property that ϕ has a ﬁnite
degree n, as well as that it can be extended outside the unit disc holomorphically.
What we shall do instead is to compute the Poisson kernel for the problem (7.3)
when ϕ is a polynomial. It happens that the degree n cancels out in the com-
putation of this integration kernel, and thus the formula may be generalized for
antiholomorphic ϕ(z¯).
Recall that the solution of the classical Dirichlet problem for harmonic func-
tions in the unit disc is given by
G(z) = 1
2π
ˆ
∂D
g(ω)
1− |z|2
|z −ω|2 |dω|,
where G is harmonic in D and the function g represents the given boundary val-
ues. We may now write G as a sum of its holomorphic and antiholomorphic parts,
that is, F(z) = P(z) +Q(z¯), where we assume that P and Q are holomorphic in
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D and such that Q(0) = 0. The analytic and antianalytic parts of G may be
recovered from g by the formulas
(7.11)
P(z) = 1
2π
ˆ
∂D
g(ω)
ω
ω− z |dω|,
Q(z¯) = 1
2π
ˆ
∂D
g(ω)
z¯
ω¯− z¯ |dω|.
Using this formula, one may obtain an integral kernel representation for the so-
lution of problem (7.3) when ϕ is a polynomial. We use the formulas (7.8) and
(7.9) to obtain such a representation for the function f (z) = A(z+ϕ(z¯))+B(z¯).
Writing the appearances of P and Q in equations (7.8) and (7.9) by means of for-
mula (7.11), we obtain that
f (z) = A(z +ϕ(z¯))+ B(z¯)(7.12)
= 1
2π
ˆ
∂D
g(ω)
[ n∑
m=0
ω
ω− zm +
z¯
ω¯− z¯ −
n∑
m=1
ω
ω− z˜m
]
|dω|,
where we recall that, for any ﬁxed z, the variables z0, . . . , zn are the roots of the
polynomial F(X, z) deﬁned in (7.5), while the roots z˜1, . . . , z˜n are the roots of
the polynomial equation (7.6). Notice now that since the leading coeﬃcient of
the polynomial F(X, z) in X is always one, we have the representation
F(ω,z) = (ω− z0)(ω− z1) · · · (ω− zn).
Hence, we obtain the formula
n∑
m=0
ω
ω− zm =
ω∂ωF(ω,z)
F(ω,z)
.
Similarly, if we deﬁne the function
F˜0(ω,z) =ωn − z¯ωn−1ϕ(1/ω)−ϕ(z¯)1/ω− z¯ =ω
n
(
1− z¯(ϕ(1/ω)−ϕ(z¯))
1− z¯ω
)
,
so that the variables z˜1, . . . , z˜n are the roots of F˜0(ω, z) for any ﬁxed z, one ﬁnds
that
n∑
m=1
ω
ω− z˜m =
ω∂ωF˜0(ω, z)
F˜0(ω, z)
.
Hence, to obtain a formula for the integral kernel, it remains to plug in the for-
mulas for the functions F(ω,z) and F˜0(ω, z) and simplify the diﬀerence of the
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above two expressions. We compute that
ω∂ωF(ω,z)
F(ω,z)
(7.13)
=
nωn
[
ω+ϕ
(
1
ω
)
− (z +ϕ(z¯))
]
+ωn+1
[
1− 1
ω2
ϕ′
(
1
ω
)]
ωn
[
ω+ϕ
(
1
ω
)
− (z +ϕ(z¯))
]
= n+
ω
[
1− 1
ω2
ϕ′
(
1
ω
)]
ω+ϕ
(
1
ω
)
− (z +ϕ(z¯))
,
and
ω∂ωF˜0(ω,z)
F˜0(ω,z)
= n+
ω
[
1
ω2
ϕ′
(
1
ω
)
z¯
1− z¯ω −
(
ϕ
(
1
ω
)
−ϕ(z¯)
)
z¯2
(1− z¯ω)2
]
1−
(
ϕ
(
1
ω
)
−ϕ(z¯)
)
z¯
1− z¯ω
.
We may further compute that since |ω| = 1,
z¯
ω¯− z¯ −
ω∂ωF˜0(ω,z)
F˜0(ω,z)
(7.14)
= z¯
ω¯− z¯ −n−
ω
[
ω¯2ϕ′(ω¯)
z¯ω¯
ω¯− z¯ − (ϕ(ω¯)−ϕ(z¯))
z¯2ω¯2
(ω¯− z¯)2
]
1− (ϕ(ω¯)−ϕ(z¯)) z¯ ω¯
ω¯− z¯
= −n− ω[1− ω¯
2ϕ′(ω¯)]
ω+ϕ(ω¯)
(
1
z¯
+ϕ(z¯)
) .(7.15)
When adding together the expressions on the righthand sides of (7.13) and (7.15),
the degree n thus cancels out, and we ﬁnally obtain that
ω∂ωF(ω,z)
F(ω,z)
+ z¯
ω¯− z¯ −
ω∂ωF˜0(ω, z)
F˜0(ω, z)
= ω[1− ω¯
2ϕ′(ω¯)]
ω+ϕ(ω¯− (z +ϕ(z¯)) −
ω[1− ω¯2ϕ′(ω¯)]
ω+ϕ(ω¯)− (1/z¯ +ϕ(z¯)) .
= −ω(1− |z|
2)[1− ω¯2ϕ′(ω¯)]
z¯[ω+ϕ(ω¯)− (z +ϕ(z¯))] [ω+ϕ(ω¯)− (1/z¯ +ϕ(z¯))] ,
which is valid for |ω| = 1. It will hence make sense to deﬁne the following.
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Deﬁnition 7.1. The Poisson kernel for the problem (7.3) is the function
(7.16)
Kϕ(ω,z) = 12π
−ω(1− |z|2)[1− ω¯2ϕ′(ω¯)]
z¯[ω+ϕ(ω¯)− (z +ϕ(z¯))] [ω+ϕ(ω¯)− (1/z¯ +ϕ(z¯))] .
Because of formula (7.12), the solution to problem (7.3) for polynomial ϕ is
thus given by
f (z) =
ˆ
∂D
g(ω)Kϕ(ω,z) |dω|.
We will now show that the kernel Kϕ(ω,z) can be estimated from above in
terms of the usual Poisson kernel for harmonic functions. We apply the estimates
|ϕ′(ω¯)| ≤ k and |ϕ(z¯)−ϕ(ω¯)| ≤ k|z −ω| to the formula (7.16) to ﬁnd that
(7.17) |Kϕ(ω,z)| ≤ 1+ k
(1− k)2
1
2π
1− |z|2
|z −ω|2 .
Applying this estimate to the Poisson integral representation, we obtain the fol-
lowing maximum principle.
Theorem 7.2 (Maximum Principle). Let f (z) = A(z+ϕ(z¯))+B(z¯) be the
solution of the boundary value problem (7.3). Then,
|f (z)| ≤ 1+ k
(1− k)2 ‖g‖L∞(∂D).
This theorem is initially only valid in the case when ϕ(z¯) is a polynomial
in z¯, as we have not yet considered problem (7.3) for general antiholomorphic
functions ϕ(z¯). We will now address this case.
Let thus ϕ(z¯) be an antiholomorphic function in D with |ϕ′(z¯)| ≤ k < 1
in D, and let g be the given boundary values on ∂D. We also denote by g(z) the
harmonic extension of g inside D. Let us now deﬁne the function f by
(7.18) f (z) =
ˆ
∂D
g(ω)Kϕ(ω,z) |dω|.
The function is well deﬁned forω ∈ ∂D since ϕ′(z¯) is in L∞(D). We ﬁrst show
that the function f deﬁned by (7.18) is equal to g on the boundary. For this, we
need to prove the following lemma.
Lemma 7.3. For all z ∈ D, we have that
ˆ
∂D
Kϕ(ω,z) |dω| = 1.
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To prove the lemma, we use the formulas (7.13) and (7.14) to express the
Poisson kernel Kϕ(ω,z) in the following way:
Kϕ(ω,z) = 1− ω¯
2ϕ′(ω¯)
1+ ω¯[ϕ(ω¯)− z −ϕ(z¯)] +
z¯ω
1− z¯ω
−
ω¯2ϕ′(ω¯)
z¯
ω¯− z¯ − (ϕ(ω¯)−ϕ(z¯))
z¯2ω¯
(ω¯− z¯)2
1− (ϕ(ω¯)−ϕ(z¯)) z¯ω¯
ω¯− z¯
.
The expression on the righthand side, while equal to Kϕ(ω,z) for |ω|, is also a
harmonic expression of ω in D for any ﬁxed z. Indeed, the ﬁrst and third terms
can be shown to be antiholomorphic, and the second to be holomorphic inside D.
Thus, by the mean value principle, the value of the integral is equal to the above
expression atω = 0. Since this value is exactly 1, the lemma is proven.
Choose now a z0 ∈ ∂D. Then, by Lemma 7.3, we have
f (z)− g(z0) = 12π
ˆ
∂D
g(ω)Kϕ(ω,z) |dω| − g(z0)
= 1
2π
ˆ
∂D
[
g(ω)− g(z0)
]
Kϕ(ω,z) |dω|.
Because of the estimate (7.17), we ﬁnd that
|f (z)− g(z0)| ≤ 1+ k2π(1− k)2
ˆ
∂D
∣∣g(ω)− g(z0)∣∣ 1− |z|2|ω− z|2 |dω|.
This approaches zero as z → z0, since the Poisson kernel satisﬁes the following
properties of a so-called good integral kernel :
(1) For all z ∈ D,
1
2π
ˆ
∂D
1− |z|2
|ω− z|2 |dω| = 1.
(2) For any given ε > 0, it holds that
1
2π
ˆ
∂D\B(z0,ε)
1− |z|2
|ω− z|2 |dω| → 0 as z → z0 ∈ ∂D.
Thus, we have proven that the function f has the correct boundary values. It
remains to show that f (z) = A(z+ϕ(z¯))+B(z¯) for some holomorphic functions
A and B. But this is immediate from the formulas (7.13) and (7.15). We thus have
A(z +ϕ(z¯)) = 1
2π
ˆ
∂D
ω[1− ω¯2ϕ′(ω¯)]
ω+ϕ(ω¯)− (z +ϕ(z¯)) |dω|
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and
B(z¯) = − 1
2π
ˆ
∂D
ω[1− ω¯2ϕ′(ω¯)]
ω+ϕ(ω¯)− (1/z¯ +ϕ(z¯)) |dω|.
8. REGULARITY FOR CONSTANT COEFFICIENTS
In this section, we prove Theorems 2.4 and 2.5.
Let us start with Theorem 2.4, which concerns the regularity of solutions of
(1.2) in terms of the boundary data on ∂D. In other words, given a continuous
function g on ∂D, we let f be the unique solution of the boundary value problem
{
(1+ ab)fzz¯ − afzz − bfz¯z¯ = 0, in D,
f = g, on ∂D,
where a and b are constants of modulus less than one. Now, we have the following
two cases:
• The function g is in Ck,α(∂D) for k ≥ 2, and we want to estimate
‖f‖Ck,α(D) in terms of ‖g‖Ck,α(∂D).
• The function g has a continuous extension toDwhich is inW k,p(D)
for k ≥ 2, and we want to estimate ‖f‖Wk,p(D) in terms of ‖g‖Wk,p(D).
Note that in the second case, the extension of g to D is not assumed to be har-
monic, but we lose no generality in assuming that it is. Indeed, if the function g˜
is harmonic, and g˜ = g on the boundary of the unit disc, then theW k,p-norm of
the harmonic replacement may be dominated by the W k,p norm of the original
function, that is,
‖g˜‖Wk,p(D) ≤ C‖g‖Wk,p(D).
The proof of this relies on the fact that k ≥ 2, and is done as follows. Letting u
be the solution to the problem
{
uzz¯ = gzz¯, in D,
u = 0, on ∂D,
we ﬁnd that ‖u‖Wk,p(D) ≤ c‖g‖Wk,p(D) for some constant c, as the data gzz¯ in
the above inhomogeneous problem is in the spaceW k−2,p(D). Now, the function
g−u is harmonic inside D, and equals g on the boundary of D. We also have the
estimate
‖g˜‖Wk,p(D) = ‖g −u‖Wk,p(D) ≤ (c + 1)‖g‖Wk,p(D),
as desired.
Hence, in both of the above cases, we may suppose that the function g is
harmonic inside the unit disc, and write g(z) = P(z) +Q(z¯) for z ∈ D, where
P and Q are holomorphic. We may also assume that P(0) = Q(0) = 0 as in
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the proof of Theorem 5.1, and in this case the solution f of the boundary value
problem takes the form
f (z) = A(z + az¯)+ B(z + bz¯) =
∞∑
n=0
(An(z + az¯)+ Bn(z¯ + bz)),
where the functions An and Bn are deﬁned as in the proof of Theorem 5.1. In
particular, recall that
(8.1) A0(z + az¯) = P(z+)+ P(z−),
where the variables z± are given by (5.2). The function B0 is deﬁned in a similar
vein in terms of the function Q(z¯) (see its deﬁnition (5.7)). Moreover, the rest of
the series deﬁning the function f , that is, the function
f˜ (z) =
∞∑
n=1
(An(z + az¯)+ Bn(z¯ + bz)),
depends only on the values of P,Q inside the smaller disc ρD ={z ∈ C : |z| < ρ},
where ρ = max{|a|, |b|}. Moreover, the terms in this series decay rapidly since
the nth term depends only on the values of P and Q inside the disc ρnD. Since
the maximum of any derivative of P and Q inside ρD is controlled in terms of the
L∞-norm of g(z) = P(z)+Q(z¯) on the boundary of D, we obtain the estimate
max
z∈D
∣∣∣∣ ∂m1+m2∂zm1 ∂z¯m2 f˜ (z)
∣∣∣∣ ≤ Cm1,m2‖g‖L∞(∂D)
for some constant Cm1,m2 depending only on the integers m1,m2 ≥ 0. In other
words, any partial derivative of the function f˜ is controlled in terms of the L∞-
norm of g on the boundary of D. In particular, we ﬁnd that the Ck,α- or W k,p-
regularity of the function f˜ is always controlled in terms of the L∞-norm of g
on the boundary of D as well. Since the L∞-norm of g over ∂D is controlled in
terms of the norms ‖g‖Ck,α(∂D) and ‖g‖Wk,p(D) for k ≥ 2, we see that the Ck,α-
and W k,p-norms of f˜ are bounded in terms of the respective norms of g. Thus,
to estimate the Ck,α- and W k,p-norms of the original function f , it is enough to
estimate the corresponding norms of the function f − f˜ , which happens to be of
the form
f − f˜ = A0(z + az¯)+ B0(z¯ + bz).
Let us deal with the case g ∈ Ck,α(∂D) ﬁrst. Because of the boundedness of the
Hilbert transform from Ck,α(∂D) to itself, the holomorphic functions P and Q
are in the space Ck,α(D), and their Ck,α-norms are comparable to those of g on
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the boundary. Now, it is known that the Ck,α-norm of a holomorphic function
F : D→ C is comparable to the expression
(8.2) sup
z∈D
|∂k+1z F(z)|(1− |z|)1−α.
We apply this fact to the function A0 as deﬁned in (8.1). Note that the k + 1st
derivative of A0 involves only the ﬁrst k+ 1 derivatives of the function P . Hence,
the expression supz∈D |∂k+1z A0(z+az¯)|(1−|z|)1−α may be bounded in terms of
the Ck,α-norm of P . Thus, A0 is in Ck,α(D) with ‖A0‖Ck,α(D) ≤ K0‖P‖Ck,α(D) for
a suﬃciently large constant K0. Similarly, one obtains the estimate ‖B0‖Ck,α(D) ≤
K0‖Q‖Ck,α(D), and this proves that
‖f − f˜‖Ck,α(D) ≤ K1‖g‖Ck,α(∂D)
for some constant K1, as desired.
Moving on to the case g ∈ W k,p(∂D), we recall that the W k,p-norm of a
conjugate to a given harmonic function on D is bounded in terms of the W k,p-
norm of the original function. This shows that the W k,p-norms of P and Q are
comparable to those of the harmonic extension g : D → C of g on the boundary.
Now, we see that theW k,p-norm of the function P depends only on the derivative
∂kzP . As the function ∂kzA0 depends only on the derivatives of P up to order k, we
ﬁnd an estimate of the form ‖A0‖Wk,p(D) ≤ K0‖P‖Wk,p(D). Similarly, one bounds
theW k,p-norm of B0, and ﬁnally one has the estimate
‖f − f˜‖Wk,p(D) ≤ K1‖g‖Wk,p(D)
for some constant K1, as again desired. ❐
We now deduce Theorem 2.5 from Theorem 2.4. Given a function h : D → C,
we want to solve the problem
{
(1+ ab)fzz¯ − afzz − bfz¯z¯ = h, in D,
f = 0, on ∂D,
and deduce estimates for the Ck+2,α- and W k+2,p-norms of f in terms of the
Ck,α- andW k,p-norms of the function h, respectively. The estimates are found as
follows. First, we extend the function h fromD to the whole complex plane. If h is
originally in Ck,α(D), this extension may be done in such a way that ‖h‖Ck,α(C) ≤
C‖h‖Ck,α(D) for some constant C, and if h is inW k,p(D), we may similarly make
an extension such that ‖h‖Wk,p(C) ≤ C‖h‖Wk,p(D). Given such an extension h,
let us now look for a solution g : C→ C to the equation
(1+ ab)gzz¯ − agzz − bgz¯z¯ = h
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in the whole plane. As discussed in Section 1, for a and b constant this equation
factorizes as
(8.3) (1− aS)(1− bS−1)gzz¯ = h,
where S is the Beurling transform. Note that the Beurling transform S maps the
spaces Ck,α(C) and W k,p(C) continuously to themselves (see [2]). The spectral
theory of the operator S (see again [2]) shows that, for a constant a outside the the
unit circle, the operator 1−aS has an inverse on the spaces Ck,α(C) andW k,p(C),
and in both cases it is given by
(1− aS)−1 = 1
1− |a|2 (1+ aT
−1
a STa),
where Ta is the operator given by Tag(z) = g(z + az¯). Similarly, the operator
1− bS−1 is invertible on these spaces. We may hence deduce from (8.3) that, for
the zz¯-derivative of our solution g, the estimates
‖gzz¯‖Ck,α(C) ≤ C1‖h‖Ck,α(C) and ‖gzz¯‖Wk,p(C) ≤ C1‖h‖Wk,p(C)
hold for some constant C1. Because of the boundedness of the Beurling trans-
form and its inverse on the spaces Ck,α(C) andW k,p(C), we may also bound the
Ck,α- and W k,p-norms of the other second-order derivatives of g in terms of the
respective norms of h, and hence we obtain the estimates
‖g‖Ck+2,α(C) ≤ C2‖h‖Ck,α(C) and ‖g‖Wk+2,p(C) ≤ C2‖h‖Wk,p(C)
for some constant C2.
Let us now denote by gD the restriction of g to the unit disc, so that its
Ck+2,α- and W k+2,p-norms are dominated in terms of the respective norms of g.
We now solve the boundary-value problem{
(1+ ab)fzz¯ − afzz − bfz¯z¯ = 0, in D,
f = gD, on ∂D,
for a continuous function f : D → C. Then, Theorem 2.4 provides us with the
estimates
‖f‖Ck+2,α(D) ≤ K‖gD‖Ck+2,α(∂D) and ‖f‖Wk+2,p(D) ≤ K‖gD‖Wk+2,p(D).
But now, the function F = gD − f satisﬁes the inhomogeneous equation
(1+ ab)Fzz¯ − aFzz − bFz¯z¯ = h
in D, and vanishes on the boundary of D; collecting all of the previous estimates,
we have the estimates
‖F‖Ck+2,α(D) ≤ K0‖h‖Ck,α(∂D) and ‖F‖Wk+2,p(D) ≤ K0‖h‖Wk,p(D)
for some constant K0. Thus, Theorem 2.5 is proven. ❐
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