Take a big graph and make a random electrical network of it by assigning independent resistances on its edges. Now, ask for the behaviour of the effective resistance between two vertices (two "poles") far apart. We assume in general that resistances are bounded away from 0 and ∞.
Introduction
The main goal of this paper is to study the effective resistance between two finite sets of vertices in a random electrical network with independent resistances. Let us first briefly describe our notation for a deterministic electrical network (for more background, see Doyle and Snell (1984) , Peres (1999) , Lyons and Peres (2006) and Soardi (1994) ).
Let G = (V, E) be an unoriented locally finite graph with an at most countable set of vertices V and a set of edges E. Let r = (r(e)) e∈E be a collection of positive real numbers, which are called the edge-resistances. The number c(e) := 1/r(e) is called the conductance of edge e. To each edge e, one may associate two oriented edges, and we shall denote by − → E the set of all these oriented edges. Let A and Z be two finite, disjoint, non empty sets of vertices of G: A will denote the source of current in the network, and Z the sink. A function θ on − → E is called a flow from A to Z with strength θ if it is antisymmetric, i.e θ− → xy = −θ− → yx , if it satisfies the node law at each vertex x of V \ (A ∪ Z): The effective resistance between A and Z, denoted by R r (A ↔ Z), may be defined in different ways, the following is the most appropriate for us:
where the infimum is taken over all flows θ from A to Z with strength 1. This infimum is always attained, and if it is finite, the minimizer is unique. The minimizing flow is then called the unit minimal (or wired) current (see Soardi (1994) Theorem 3.25 p. 40). It is indeed a current, i.e a flow which satisfies, in addition to the node law, Kirchhoff's loop law (see Soardi (1994) p. 12). In finite graphs, currents are unique whereas in infinite graphs, there may exist more than one current, but when the network is recurrent, it is known to be attained uniquely (see Soardi (1994) Theorem 3.34 p. 46). Now, we suppose that the resistances themselves are random, and independent. Following Benjamini and Rossignol (2007) , we try in the present paper to answer the following question:
What is the typical behaviour of the effective resistance between
A and Z when these points are "far apart" on a "big" network ?
For us, the "big" network will usually be a piece of Z d . By the word "typical behaviour", we mean that a good program would be to derive the existence of a law of large numbers, then bounds on the fluctuations of R r (A ↔ Z), i.e bounds on the variance, or exponential concentration inequalities, and eventually convergence in distribution after a suitable renormalization. To be more precise, we shall study in this article three different settings: the left-right resistance on a box in Z d , the point-to-point resistance in Z 2 and the resistance of size n in cylinder graphs. We shall not accomplish the whole program for all these cases, except for the last one, but we do realize a big part of it. Let us describe them more precisely and, doing so, introduce the main results of this article.
Left-right resistance on a box in Z d . Take a big box in Z d with random resistances on the edges, and compute the effective resistance from one side to the opposite. When resistances are stationary and ergodic, it has been proved by Zhikov and coauthors, in the nineties, that there is a strong law of large numbers when the box goes to Z d (see Jikov et al. (1994) , Theorem 7.4 p. 230 for a statement under an ellipticity condition). This statement is true, even if conductances are allowed to take the value 0 (see Jikov et al. (1994) chapters 8 and 9, notably equation (9.16) p. 303 and Theorem 9.6, p. 314). For earlier results which do not resort to homogenization techniques, see Kesten (1982) , chapter 11, and Grimmett and Kesten (1984) ; Hammersley (1988) . In section 3, we turn our attention to the question of the fluctuations of this resistance around its mean when resistances are independent. For instance, when the box is a cubic box of length n, and n goes to infinity, we show that the variance of the resistance from one side to the opposite is of order O(1/n 3d−4 ).
Point-to-point resistance in Z 2 . Suppose now that on Z 2 , we look at the effective resistance between the origin and a single vertex v, far away. When the resistances and the conductances have finite mean, it is easy to see that the mean of the effective resistance is of the same order of that in the network where all resistances are equal to 1, which is of order Θ(log |v|). The problem of the fluctuations of this "point-to-point effective resistance" was introduced in Benjamini and Rossignol (2007) , where it was conjectured that the variance of R r (0 ↔ v) is of order 1, at least when the resistances are bounded away from 0 and infinity. In section 4, we prove this conjecture, and give exponential concentration inequalities for the point-to-point resistance.
Resistance of length n in cylinder graphs. Let G be a finite unoriented graph, and consider a cylinder random electric network by putting on the edges of G × Z independent random resistances with values away from zero and infinity. Now, let n be a (large) positive integer, and take only a piece of size n of this material; that is just keep G × {0, . . . , n} and use it as a long, thin resistance with a pole at G × {0} and another one at G × {n}. How does the effective resistance of this two-pole behave when n goes to infinity ? When G is reduced to a single point, our resistance of length n is just a serie of n resistances, and its value equals therefore the sum of n independent resistances. The mean and variance are of order n and, suitably normalized, the effective resistance converges in distribution to a standard Gaussian random variable (for instance under Lindeberg's condition). In section 5, we show that the same results hold for every finite graph G (under stronger conditions). In addition, we show that the effective resistance is uniformly stable, in the sense of Benjamini et al. (1999) .
Before dealing with these settings, we introduce in section 2 the main tools that we shall use in this paper. The first one, a general bound on the current going through a particular edge, is the crucial ingredient that allow us to improve on Benjamini and Rossignol (2007) .
Two preliminaries
We gather in this section two crucial tools for the analysis of the effective resistance of sections 3, 4 and 5. In this section, an electrical network will always be assumed to be locally finite, at most countable, with conductances in ]0, +∞[.
An edgewise current bound
The key to get a sharp bound for the flow along a specific edge in the perturbed network lies in an explicit formula that one can find in Bollobás (1998) , Theorem 2 p. 46, and which goes back to Kirchhoff (see Kirchhoff (1958) for an english translation of the original paper). This will be essential for example to grasp the correct order of the right-hand side of the forecoming inequality (5). This exact formula is the following. 
Let E 0 ⊂ E be a set of edges of G. We say that E 0 separates A from Z if every path from A to Z has an edge belonging to E 0 . We say that E 0 ⊂ E is an {A, Z} − cut if it separates A from Z and is minimal for this property, in the sense of inclusion. Now, define, for edge-conductances c = (c(e)) e∈E and an edge e ∈ E the following quantity: Proof : First, suppose that G is finite. Define N xy = N− → xy + N− → yx and T xy = T− → xy ∪T− → yx . Furthermore, for any tree T in T xy let T ′ xy (T ) be the set of spanning trees obtained by cutting from T the edge (xy), and adding one edge (in such a way that you indeed get a spanning tree). The set of edges that can be added is denoted by S xy (T ). Of course, one can always add (xy) itself, so T is in T ′ xy (T ), and (xy) is in S xy (T ). From this construction, we claim that:
S xy (T ) is an {A, Z}-cut.
and:
when T 1 and T 2 are two distinct trees from T xy , then
Let us assume for the moment that claims (2) and (3) are true. Then,
Thus, the result will be proved on a finite graph once we shall have proved claims (2) and (3). First, let us show that S xy (T ) separates A from Z. Let A = a 0 , a 1 , . . . , a r = Z be a path from A to Z. Denote by C A (resp. C Z ) the connected component of A (resp. Z) in T \ (xy). These are disjoint since T ∈ T xy . Thus there is an index i such that a 0 , . . . , a i are in C A , and a i+1 is in C Z . Therefore, − −−− → a i a i+1 ∈ S xy (T ) and we have shown that S xy (T ) separates A from Z. It is minimal since by definition, when one removes an edge e ′ from S xy (T ), the graph G \ e ′ contains a spanning tree from T ′ xy (T ), a tree which we can denote as T \ (xy) ∪ e ′ . We have proved claim (2). The proof of claim (3) is easy: just note that there is only one tree containing (xy) in T ′ xy (T ): it is T itself. The rest follows kindly. Now, suppose that G is strictly countable. Let G n be a sequence of finite subgraphs of G exhausting G, i.e G n ⊂ G n+1 and G = G n , and such that A, Z and e belong to G 0 . Define θ n,r (e) to be the unit current flow through e in G n , and φ e,n (c) to be:
then we have: |θ r,n (e)| ≤ c(e) φ e,n (c)
.
Since the unit current flow from A to Z is unique (by hypothesis), θ r,n (e) converges to θ r (e) when n goes to infinity. On the other hand, lim inf n∞ φ e,n (c) is clearly greater than or equal to, φ e (c), hence the result.
General fluctuations bounds
In this section, we rely on Efron-Stein's inequality to bound the variance of the point-to-point effective resistance. In addition, we apply a beautiful and simple inequality from the work of Boucheron et al. (2003) , which gives a sub-Gaussian concentration inequality capturing in many cases the rate of fluctuations given by Efron-Stein's inequality. Let r ′ = (r ′ e ) e∈E be a collection of resistances independent from r, and with the same distribution. Define σ e r to be the configuration of resistances obtained from r by replacing r e by r ′ e :
(σ e r) e ′ = r e ′ if e ′ = e r ′ e if e ′ = e Efron-Stein inequality states that (see e.g. Steele (1986) or Boucheron et al. (2003) Proposition 1):
or equivalently:
Furthermore, define:
and
where h + := max{h, 0}, and h − := max{−h, 0}. Theorem 2 and subsequent corollaries in Boucheron et al. (2003) allow to get exponential deviation inequalities for f above (resp. below) its mean when one controls the exponential upper deviations of V + (f ) (resp. V − (f )). Notably, they show that when V + (f ) is bounded from above by a constant c, then (see Boucheron et al. (2003) , Corollary 3):
and if V − (f ) is bounded by a constant c, then
Let us apply these considerations to our setting.
Proposition 2.3
Suppose that the edge-resistances are uniformly bounded in L 2 , and set σ 2 := sup e E(r(e) 2 ) < ∞. Let θ r be a flow attaining the minimum in the definition of R r (a ↔ z). Then,
Furthermore, if there is a constant c > 0 such that, almost surely,
If, in addition, the resistances are bounded from above by a finite constant b,
Proof : Using the definition of the effective resistance (1), and denoting:
we get:
From Efron-Stein's inequality (4), we deduce:
which is the first statement looked for. Remark that as soon as the resistances admit a finite second moment, so does R(A ↔ Z). Now, let us prove the end of the proposition. Clearly,
Thus, the last two statements of Proposition 2.3 derive from Boucheron et al. (2003) , Corollary 3.
Let us remark that our use of the work of Boucheron et al. (2003) is very crude. For instance, concerning the deviation inequality from the left, Mc Diarmid's inequality (see McDiarmid (1989) ) would do the same job. Nevertheless, if one would like to relax the assumptions on the resistances and conductances, one would certainly have to use the more refined inequality of Boucheron et al. (2003) , Theorem 2. But the purpose of the present paper is obviously not to reach minimal hypotheses.
3 Fluctuations of the left-right resistance on the box.
In this section, we turn our attention to the question of the fluctuations of the effective resistance through a box in Z d around its mean. In section 3.1, we derive a bound on the variance which is shown to be of the right order by a result due to Wehr (1997) , and we obtain the corresponding exponential concentration inequalities in section 3.2. First, let us introduce some notation. b ) ) to be the effective resistance (resp. conductance) from left to right in this box, that is the effective resistance (resp. conductance) from
To shorten the notations, let us define:
Variance on the box
The following theorem shows that the fluctuations of the effective resistance are at most of order h/(b 2 . . . b d ) 3 . For instance, on Z d , with a cubic box of size n, fluctuations are at most of order O(1/n 3d−4 2 ). Notably, this solves Conjecture 5.1 in Benjamini and Rossignol (2007) .
Theorem 3.1 Suppose that sup e E(c(e) 4 ) < ∞ and there is a finite number b such that r(e) ≤ b for every edge e, almost surely. Then,
Proof : Note first that a cut between A and Z contains at least b 2 . . . b d edges. Therefore, by Proposition 2.2, for any edge e,
Using inequalities (7) and (5),
This proves the theorem. Wehr (1997) Wehr (1997) ):
Remark 1 For certain types of continuous distributions, and when
where B n is a cubic box of size n in Z d . Question 5.2 in Benjamini and Rossignol (2007) is therefore more and more appealing: is there convergence in distribution for the centered and rescaled resistance ?
Subgaussian deviation inequalities
Using Proposition 2.3, we can have very good exponential concentration inequalities, at least when the resistances are bounded away from 0 and infinity.
Proposition 3.2 Let a and b be two positive real numbers, and suppose that the edge-resistances belong to [a, b] . Then,
, ∀t > 0 , and:
Notably, on the cubic box of size n, B d n ,
Proof : Using inequality (7), as in the proof of Theorem 3.1,
Thus, Proposition 2.3 implies the two deviations inequality.
Remark 2 These concentration inequalities imply, via the Borel-Cantelli lemma, that, for instance on the cubic box of size
n, B d n , R(B d n ) E(R(B d n )) a.s. −−−→ n→∞ 1 .
This can be seen as a very weak form of the strong law of large numbers obtained by Zhikov and which we have referred to in the introduction.
4 Fluctuations of point-to-point effective resistance on Z 2 Here, we look at the effective resistance between 0 and a vertex v on Z 2 , and ask about its behaviour when v goes to infinity. When resistances and conductances have finite mean, it is easy to see that the mean of the effective resistance is of the same order of that in the network where all resistances are equal to 1 (see Benjamini and Rossignol (2007) , section 5), which is of order O(log |v|). We shall focus therefore on the fluctuations of R r (0 ↔ v).
In Benjamini and Rossignol (2007) , it was conjectured that the variance of R r (0 ↔ v) is of order 1, at least when the resistances are bounded away from 0 and infinity. The following theorem show this is indeed the case. Proof : In order to use Proposition 2.2, we need to have unique currents. This is a consequence of the fact that the network is a.s. recurrent, which can be shown easily under the condition that sup e E(c(e)) < ∞ (see Berger (2002) Lemma 4.3). Note that in fact, a much stronger statement should be true, allowing conductances to take the value 0 with probability strictly less than p c (Z 2 ), since there is very good control of the size of the clusters of edges with zero conductance. Now, a finite cut between 0 and v going through edge e contains at least inf{d(e, 0), d(e, v)} edges, where d(e, x) is the distance between the middle point of edge e and x. Thus,
Thus, inequality (5) and Proposition 2.2 lead to: Benjamini and Rossignol (2007) . In this case,
Also, we can show the following subgaussian deviation inequalities.
Proposition 4.2 Let a and b be two positive real numbers, and suppose that the edge-resistances are independent and belong to [a, b] . Then, there is a positive constant K such that:
Proof : The proof of Theorem 4.1 shows that there is a universal constant K 1 such that, for every vertex v:
These concentration inequalities imply, via the Borel-Cantelli lemma and the fact that E(R r (0, v)) is of order Θ(log |v|), the following corollary.
Corollary 4.3 Under the conditions of Proposition 4.2,
This is some kind of a strong law of large numbers, and we believe, but unfotunately do not know how to prove, that
where γ is a constant that does not depend on the direction in which v goes to infinity (see also Conjecture 3.2 in Benjamini and Rossignol (2007) ). It is now very tempting to conjecture the following.
Conjecture 4.4 R r (0, v) − E(R r (0, v)) converges in distribution when v goes to infinity.
Effective resistance on cylinder graphs
In section 5.1, we shall introduce some notations and definitions. In section 5.2, a strong law of large numbers is proved using Kingman's subadditive ergodic theorem. In section 5.3, we show that as soon as the edge-resistances really fluctuate, the variance of the effective resistance of length n is of order n. The main result of this section is a central limit theorem for this effective resistance which converges in distribution, once suitably normalized, to a standard Gaussian random variable. This result is proved in section 5.4. Finally, we prove in section 5.5 a qualitative result for the effective resistance: we show that it is uniformly stable in the sense that it is stable under small random perturbations.
Notations and setting
Let us first describe our notation for the cylinder electrical network obtained from a graph G. The edges E Z of the "cylinder graph" G × Z arise from the classical relation of neighborhood on a product graph: for (u, v) in G 2 and k, k ′ in Z,
From now on, we write (u,
With this notion of edges, G × Z is an unoriented locally finite graph with a countable set of vertices. Let r = (r e ) e∈E Z be our collection of edge-resistances. The main object of interest in this section is the effective resistance on G × Z from G × {0} to G × {n}, which we shall denote simply by R n or R n,r when we want to emphasize the dependence in r. Notice that R n equals the effective resistance on G × {0, . . . , n} from G × {0} to G × {n}.
Let us denote by H the set of horizontal edges:
In section 5.3 and 5.4, it will be important to make the hypothesis that the horizontal resistances are not concentrated on one point, in the following sense. Remark that if the horizontal edge-resistances are identically distributed, then they are uniformly not concentrated on one point if and only if their common distribution is not a Dirac distribution.
Law of large numbers for the cylinder graphs
In this section, we make the additional assumption that the edge-resistances are in some sense stationary. The strong law of large numbers will follow from the following subadditivity property of effective resistance (see Lyons and Peres (2006) , exercise 2.65 p. 67). Let N = (G, r) be any electrical network. For every three vertices x, y, z of G, and any r ∈ R E + ,
This inequality allows us to derive a law of large numbers for R n through Kingman's subadditive ergodic theorem.
Proposition 5.2 Suppose that the distribution of (r e ) e∈E Z is invariant under the shift τ : (v, k) → (v, k + 1). Suppose that the edge-resistances are ergodic -i.e the τ -invariant sigma-field is trivial -and have a finite mean:
∀e ∈ E Z , E(r e ) < ∞ .
Then, there is a nonnegative, finite constant γ such that:
and this convergence also occurs in L 1 . Futhermore, if the horizontal edgeconductances have finite mean:
then γ is strictly positive.
Proof : Let v be a fixed vertex of the graph G. Define, for every integers n and m, R m,n to be the effective resistance on G × Z from (v, m) to (v, n). Since the edge-resistances are identically distributed, the distribution of (R m+k,n+k ) 0≤m<n is the same for all k. Define β to be the unit flow from (v, 0) to (v, n) defined by:
and which equals zero on other edges. We have:
Thus, R 0,n has a positive, finite mean. Inequality (8) is the last condition that is needed to say that (R m+k,n+k ) 0≤m<n is a subadditive process, in the sense of Kingman (1973) , p. 884. Furthermore, the shift-invariant sigmafield is trivial by assumption. Therefore, Theorem 1 in Kingman (1973) implies that there is a non-negative, finite constant γ such that:
and this convergence also occurs in L 1 . Now, let us call N (r, n) the network obtained from G × Z by putting all the resistances in G × {0} and G × {n} to zero, and observe that R n equals the effective resistance from (v, 0) to (v, n) in N (r, n). Thus, the definition of the effective resistance (1) implies:
Then, if θ(r, n) is the unit current flow from (v, 0) to (v, n) in N (r, n),
r e θ(r, n) 2 .
Since the edge-resistances have finite mean, Borel-Cantelli's lemma implies:
and this convergence also occurs in L 1 . Thus:
and this convergence also occurs in L 1 . To see that γ is positive when E(1/r e ) is finite for every horizontal edge e, note first that in this case, sup e∈H E(1/r e ) < ∞, since the distribution of (r e ) e∈E Z is invariant under translation. Let E k be the set of horizontal edges between G × {k} and G × {k + 1}:
Remark that E k is a cut between G × {0} and G × {n}, when k ∈ {1, . . . , n} and therefore, for every unit flow θ from G×{0} to G×{n}, − → e ∈E k θ− → e = 1. Minimizing e∈E k r e θ 2 e under the constraint − → e ∈E k θ− → e = 1, we get that for every unit flow θ from G × {0} to G × {n},
Therefore, using Jensen's inequality,
This implies that γ > 0 and concludes the proof of Proposition 5.2.
Variance
From now on, we suppose that the edge-resistances (r e ) e∈E Z are independent random variables. According to section 5.2, when their distribution is invariant under the shift τ , the effective resistance R n is of order n. Wondering if there is some concentration of R n around its mean, it is therefore natural to seek for the order of the variance of R n . This can easily be seen to be of order n, at least when the edge-resistances are not concentrated on one point.
Proposition 5.3 Suppose that the horizontal edge-resistances are uniformly not concentrated on one point and have a uniform bound on their second moment: sup
Proof : The fact that V ar(R n ) = O(n) when sup e∈E Z E(r 2 e ) < ∞ can easily be seen from Efron-Stein inequality (4). Let D k be the set of edges of G × {k}:
and E k the set of horizontal edges between G × {k} and G × {k + 1}, as in equation (9). We define the following filtrations: F −1 and G −1 are trivial and
Denote f (r) = R n,r . We have, by orthogonality of the martingale increments,
Now, fix an index i, and let (r ′ e ) e∈E i be independent random variables distributed independently from (r e ) e∈E , and such that r e and r ′ e have the same distribution for e ∈ E i . Define another filtration by:
and the following collection of events:
where c e and d e are taken as in Definition 5.1. Notice that A i ∈ F ′ i for every i. Denote by r E i the set of resistances obtained from r by replacing r e by r ′ e when e ∈ E i , and leaving the other edge-resistances unchanged.
Now, we use definition (1) of the effective resistance. Let θ(r) be a flow attaining the minimum in the definition of R n,r . Then,
e θ e (r) 2 ,
Recall that E i is a cut from G×{0} to G×{n}, and therefore, e∈E i θ e (r) = 1. Thus,
Finally,
This concludes the proof of Proposition 5.3.
We can also easily prove the following sub-Gaussian deviation inequality.
Proposition 5.4 Let b be a positive real number, and suppose that the edgeresistances belong to [0, b] . Then,
and,
Proof : Remark that, since a unit flow is always lower than 1 in absolute value:
Proposition 2.3 gives the desired result.
Notice that the condition r(e) ≤ b can be replaced by an exponential moment condition to derive exponential concentration inequalities, through Theorem 2 in Boucheron et al. (2003) . We do not insist on these subtleties.
A central limit theorem
We now turn to the main result about cylinder graphs.
Theorem 5.5 Let a and b be two positive real numbers, and suppose that the edge-resistances belong to [a, b] . Suppose that all the resistances in G n are independent and that the horizontal ones are uniformly not concentrated on one point. Then,
Proof : We shall use the central limit theorem for martingales of McLeish (1974) . Define F (r) = R n,r , let E n be the set of edges of G × {0, . . . , n} and call σ 2 n the variance of F . Recall that σ 2 n = Θ(n) by Proposition 5.3. Let us order the edges of E n as e 1 , . . . , e kn , with k n = |E n |. Define the following sigma fields:
F n,i = σ(r e 1 , . . . , r e i ) , which we shall denote by F i to shorten the notations. Let ∆ i be the following discrete gradient:
Now, define the following martingale difference array (see McLeish (1974) , p. 621):
such that:
Notice that by inequality (6), recalling that a unit flow is always lower than one in absolute value,
and max
Conditions (10) and (11) are the two first assumptions of Theorem (2.3) in McLeish (1974) . Thus, if we prove that:
then Theorem (2.3) in McLeish (1974) gives the desired the result. Notice that:
Therefore, condition (12) will follow by Tchebychev's inequality if we prove:
According to Efron-Stein inequality,
Remark that R n,r is a rational function of the resistances (r(e)) e∈En with a denominator which never goes to zero on [a, b] En . Therefore, F is infinitely often differentiable on [a, b] En , and so is X n,i . Now, for every edge e, let r ′ e be an independent resistance, with the same distribution as r e , and define:
(σ e r) e ′ = r e ′ if e ′ = e r ′ e if e ′ = e
We have, λ being the Lebesgue measure,
Now, remark that:
Indeed, as we got inequality (6), we can derive more precisely:
Since θ r (e) is a continuous function of r e , this leads to equation (14). It also implies that:
Now, write:
And observe that:
From equation (14), we get:
∂ 2 F ∂r e 1 ∂r e 2 = 2θ r (e 1 ) ∂θ r (e 1 ) ∂r e 2 .
Let − → e 2 = − − → x 2 y 2 . If we derive with respect to r e 2 the Kirchhoff laws satisfied by θ r , we obtain that,
and, − → e ∈χ r e ∂θ r ( − → uv) ∂r e 2 = θ r ( − − → x 2 y 2 ) ∀χ cycle s.t. − − → y 2 x 2 ∈ χ . Therefore, we see that (
) e∈E is still a current flow, but this time induced by an internal voltage generator of strength θ r ( − → e 2 ) (and no current source) inside the edge − → e 2 , in serie with the resistance r e 2 , with a positive pole at y 2 (see figure 1) .
Defining:
∂r e 2 ∀e = e 2 ,
then i is the current flow induced by a current source of strength 1 re 2 θ r ( − → e 2 ) entering at x 2 and leaving at y 2 . Notice that a cut between x 2 and y 2 going through edge e contains at least d(e, e 2 ) edges, where d(e, x) is the distance between the middle points of edge e and e 2 . Thus, using Proposition 2.2,
, and :
, ∀e 1 = e 2 .
Thus,
Plugging this bound into (16),
Using (x + y) 2 ≤ 2(x 2 + y 2 ), and bounds (15) and (17), condition (13) is proved through Efron-Stein inequality. This ends the proof of Theorem 5.5.
Noise-stability of the effective resistance
In this section, we shall prove that the effective resistance of length n on a cylinder graph is asymptotically unifromly stable, in the sense of Benjamini et al. (1999) . In that article, noise sensibility and uniform stability are defined only for indicator functions, so let us first extend these definitions to square integrable functions over a general product space.
Definition 5.6 Let (Ω i , F i , µ i ) i≥1 be a sequence of probability spaces and define (Ω m , F, µ m ) to be the product probability space of the first m spaces,
. . , x m ) and (y 1 , . . . , y m ) be two independent vectors drawn with probability µ. Let b = (b 1 , . . . b m ) be independent Bernoulli variables with parameter ε:
and suppose they are independent from x and y. In the sequel, P denotes the joint probability measure of x, y and b and E denotes the corresponding expectation. Define the random perturbation of x, N ε (x) ∈ Ω, as follows:
and for every ε > 0, let φ(F, ε) be the sensibility gauge of F :
We say that a sequence of functions (F m ) is asymptotically noise sensitive if:
We say that it is uniformly stable if:
where we take
to be zero if the variance of F m equals zero.
Definition 5.6 essentially extends the definitions of Benjamini et al. (1999) . Notice that there are some minor differences when one looks at indicator functions of {0, 1} n . First, our definition of the random perturbation of x with noise ε is equivalent to their random perturbation with noise 2ε. Secondly, they do not normalize by the variance of the indicator function, but it seems rather natural to do this normalization. Note that the examples in Benjamini et al. (1999) have a variance of order Θ(1), and therefore the results in Benjamini et al. (1999) are equivalent with their definition or with Definition 5.6.
In Benjamini et al. (1999) , section 1.5, noise-sensitivity or stability of an indicator function is related to the behaviour of its Fourier-Walsh transform. Here, a natural candidate to replace this transform is the so-called "generalized Walsh-Hadamard decomposition" (or chaos) of L 2 (Ω m , µ m ), which can be found for instance in Bourgain (1979) . Let us present the idea of this decomposition, which is very simple and elegant. Let I be the identity operator on L 2 (Ω m , µ m ), and E i be the operator define by:
Obviously, I = ∆ i +E i , for any i ∈ {1, . . . , m}. Therefore, I = Π m i=1 (∆ i +E i ), where the product is a composition. Remark that everything commutes here. Developping the product: I = S⊂{1,...,m} i∈S
where we used the notations ∆ S = i∈S ∆ i and E S = i∈S c E i , i.e E S (f )(ω) = f (ω) d(ω i ) i∈S . Therefore, for any function F in L 2 (Ω, µ), F = S⊂{1,...,m} F S , with F ∅ = F dµ , and for S non empty, F S = E S ∆ S (F ) .
Remark that F S is a function of (ω i ) i∈S since E S is the orthogonal projection on L 2 ((ω i ) i∈S ). Furthermore, F S and F S ′ are orthogonal when S = S ′ , and thus, V ar(F ) = S =∅ F S 2 2 .
Denoting Q ε F (x) = E(F (N ε (x))|x), one can prove easily that:
This is the analogue of equation (2.1) in Benjamini et al. (1999) . One can prove the following analogue of Theorem 1.9 in Benjamini et al. (1999) . We omit the proof since it is a straightforward adaptation of the proofs in that paper. V ar(F m ) = 0 . Now, we can show the main result of this section, that is the uniform stability of the resistance of size n. Remark that intuitively, when the resistances are bounded away from zero and infinity, it is quite natural to think that the electric current is not very sensitive to noise, since it is a flow that can adapt to noise smoothly: if a single resistance increases, the optimal flow changes softly.
Proposition 5.8 Let a and b be two positive real numbers, and suppose that the edge-resistances belong to [a, b] . Suppose that all the resistances in G n are independent and that the horizontal edge-resistances are uniformly not concentrated on one point. Then, the effective resistance R n is uniformly stable.
Proof : We will apply Lemma 5.7 with m = k n = |E n | and F (r) = R r,n on Ω m = [a, b] kn . We order the edges of E n as e 1 , . . . , e kn . Recall the operator ∆ i :
Remark that,
and also E(∆ i F |ω i ) = F {i} .
Let m be a positive integer. Notice that if S, a subset of E n , contains at least (|E| + |V |)k edges, then it contains at least two different edges e i and e j such that d(e i , e j ) ≥ k. Thus, 
This proves condition (18), and Proposition 5.8 follows.
