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We study a generalization of the XY model with an additional nematic-like term through extensive
numerical simulations and finite-size techniques, both in two and three dimensions. While the
original model favors local alignment, the extra term induces angles of 2pi/q between neighboring
spins. We focus here on the q = 8 case (while presenting new results for other values of q as well)
whose phase diagram is much richer than the well known q = 2 case. In particular, the model
presents not only continuous, standard transitions between Berezinskii-Kosterlitz-Thouless (BKT)
phases as in q = 2, but also infinite order transitions involving intermediate, competition driven
phases absent for q = 2 and 3. Besides presenting multiple transitions, our results show that having
vortices decoupling at a transition is not a suficient condition for it to be of BKT type.
I. INTRODUCTION
Two dimensional models with U(1) group symmetry
and isotropic, short range interactions do not present
a standard second order transition as a consequence of
the Mermin-Wagner theorem [1]. Indeed, fluctuations
(Goldstone modes) destroy any long range order, even
at low temperatures. Nonetheless, 2d models such as
the XY do present two different phases, separated by
an infinite order phase transition at TKT known as the
Berezinskii-Kosterlitz-Thouless (BKT) transition [2–4].
The low temperature phase is characterized by bound
pairs of vortices and antivortices and power-law decay-
ing correlations driven by the spin waves, while above
the critical temperature the vortices decouple and corre-
lations decay exponentially. Moreover, unlike the usual
thermodynamic phases, the low-temperature, quasi-long-
range order BKT phase is critical at all temperatures
below TKT. At this temperature, the helicity modulus,
which is the order parameter that measures how the sys-
tem responds to a global twist [5–7], has a universal,
discontinuous jump signaling the decoupling of vortices
and anti-vortices.
Here we study a generalization of the XY model with a
competing term that favors a different alignment angle,
depending on the parameter q, H =
∑
〈ij〉 U(θi − θj)
where
U(φ) = −∆cosφ− (1 −∆) cos(qφ) (1)
with 0 ≤ ∆ ≤ 1. The sum is over nearest neighbors,
0 ≤ θi < 2pi and the usual XY model, with ferromag-
netic interactions is recovered either when ∆ = 1 or
q = 1. For ∆ = 0 the pure nematic term induces skewed
alignments with angles 2kpi/q, where k ≤ q is an inte-
ger. Since the partition function for the cases ∆ = 0
and 1 can be mapped onto each other by the trans-
formation qθi → θ¯i, the critical temperature [8] is the
same, TKT(∆ = 0) = TKT(∆ = 1) ≃ 0.893. This transi-
tion, from the high temperature paramagnetic phase to a
phase where there is local, non long ranged ordering, ei-
ther nematic (for small ∆) or ferromagnetic (large ∆), is
a BKT transition. In the intermediate region where both
terms compete, although new phases may appear at low
temperature, the transition from the paramagnetic phase
seems to be BKT for all values of ∆ (albeit it remains
possible that a non BKT transition may exist close to the
multicritic point [9, 10]). Interestingly, since the presence
of a competing term helps to disrupt both the nematic
and ferromagnetic orderings, the transition temperature
TKT(∆) is smaller at intermediate values of ∆. At its
minimum, that gets closer to ∆ = 0.5 as q increases, sev-
eral transition lines meet at a multicritical point, ∆mult.
The parameter ∆ can tune the relative strength of the
two terms in Eq. (1) and, as a consequence, which type
of vortices, integer or semi-integer (see below) is going
to be relatively suppressed. This class of models, with
ferromagnetic and/or antiferromagnetic interactions, was
used to model the interlayer interactions of stacked bent-
core molecules in liquid crystals [11], DNA packing [12],
structural phases of cyanide polymers [13, 14], quasi-
condensation in atom-molecule, bosonic mixtures [15–17]
and out-of-equilibrium self-propelled polar particles [18],
with a similar, albeit dynamical, phase diagram in the
latter case.
For q = 2, in 2d, there are two transitions for ∆ <
∆mult [9, 10, 19–26]: as T decreases there is first a BKT
transition to a phase with a local nematic ordering and,
at a lower temperature, a symmetry breaking transition
in the Ising universality class to a phase with a local
ferromagnetic alignment. In spite of the presence of a
standard, continuous transition, both phases are criti-
cal at every temperature, but differ by the nature of the
coupled topological defects they contain (see below). On
the other hand, for ∆ > ∆mult, there is a single BKT
transition from the paramagnetic phase. A similar phase
diagram was obtained in 3d [27], but while the tran-
sition from the nematic to the ferromagnetic phase is
still Ising like (3d), the transition to the paramagnetic
phase, for all ∆, is continuous with exponents belong-
ing to the 3dXY universality class (under different condi-
tions, a BKT transition in 3d may occur as well [28–31]).
A closely related class of models consists on a double XY
2model with an extra term coupling the two variables that
in the limit of strong coupling recovers the Hamiltonian
Eq. (1) [17, 32, 33]. The models with q > 2 have been
recently investigated as well [34, 35] (higher harmonics
have been also considered in Ref. [36] in a related albeit
different model). The overall phase diagram is similar
for both q = 2 and 3, the main difference being that for
q = 3 the transition between the ferromagnetic-like (F0)
and the nematic-like (N) phase is in the 3-states Potts
universality class (for all q, theN phase is unstable at low
enough temperature if ∆ 6= 0). Moreover, for all values of
∆, the temperature at which the BKT transition occurs
obeys [35] the lower bounds obtained by Romano [37].
A related coupled XY model has been studied, based on
Ref. [38], for q = 3 both in 2d [32, 39] and 3d [40] and
for q = 6 on a triangular lattice [41].
For q = 8 [34], a representative large value of q,
several new features are present as the former pseudo-
ferromagnetic phase seems to split into several regions
with different quasi-long range ferromagnetic orderings,
F0, F1 and F2 (some hints of an extra phase appear in
an earlier study [41] of coupled XY models with a on-site
coupling inducing a q = 6 order), see Fig. 1. Simulations
with small lattice sizes [34] were consistent with the F1-
F0 and F2-F0 transitions being in the BKT universality
class. Interestingly, for some values of ∆, there are two
BKT transitions as the temperature is lowered. The re-
sults of Ref. [34] for q = 8 were preliminary and some
were not conclusive. Indeed, the lattice sizes used were
too small to confirm the 2d Ising universality class of the
transition F1-F2 and the evidence for the existence of the
transition F1-F0 was admittedly quite weak. Therefore,
this work is aimed not only to solve these issues, pro-
viding further data supporting or clarifying the previous
existence and universality claims, but also to extend to
3d the results for both q = 3 and 8. In addition, other in-
teresting questions remain open. How, as q increases, the
phase diagram changes from two to four (locally) ordered
phases? The nematic term, albeit with continuous vari-
ables, has some similarity with the discrete Clock model.
How similar is the behavior of both models? In order to
answer these questions, we present new results for larger
lattices (on the square and cubic lattices with periodic
boundary conditions) also exploiting the power provided
by GPU computation and cluster algorithms [42, 43].
In order to clarify the nature of the phase transitions,
we consider the modulus of the generalized magnetiza-
tion,
mk =
1
N
∣∣∣∣∣
∑
i
exp(ikθi)
∣∣∣∣∣ (2)
and the corresponding susceptibilities and Binder cumu-
lants [44, 45]
χk = βN(〈m
2
k〉 − 〈mk〉
2) (3)
Uk =
〈m2k〉
2
〈m4k〉
, (4)
where 1 ≤ k ≤ q, N = Ld and 〈. . .〉 means thermal aver-
age. The specific heat is also measured in order to obtain
a rough location of the transition lines on the phase di-
agram. In 3d, because the low temperature phase has
genuine long-range order, or for second order transitions
that are present in 2d, the critical exponents β, γ and
ν may be obtained via standard finite size scaling re-
lations, m = L−β/νf(tL1/ν) and χ = Lγ/νg(tL1/ν) with
t ≡ T/Tc−1. In 2d, however, because the pseudo-ordered
phase is critical everywhere, the magnetization goes to
zero while the susceptibility diverges in the thermody-
namic limit for all temperatures below the BKT transi-
tion.
For a BKT transition, the proper order parameter is
the helicity modulus [5, 6, 46], the response of the system
upon a small overall twist τ of spins in a particular direc-
tion. It is defined as 〈Υ〉 ≡ ∂2F/∂τ2
∣∣
τ=0
= 〈e〉−Nβ〈s2〉,
where F is the free energy, e ≡ N−1
∑
〈ij〉x
U ′′ij(φ) and
s ≡ N−1
∑
〈ij〉x
U ′ij(φ) (the sum is over the nearest neigh-
bors along the direction of the twist), φ = θi − θj and
Uij(φ) is the potential between spins i and j. Following
Ref. [10], for the Hamiltonian Eq. (1),
Υ =
1
N
∑
〈ij〉x
[
∆cosφ+ q2(1−∆) cos(qφ)
]
−
β
N

∑
〈ij〉x
[∆ sinφ+ q(1−∆) sin(qφ)]


2
. (5)
To improve the accuracy, we average Υ both along the
horizontal and vertical directions. Moreover, a fourth-
order helicity modulus Υ4 can be introduced in a similar
way [46], 〈Υ4〉 ≡ ∂
4F/∂τ4
∣∣
τ=0
, with the perturbed free
energy, up to fourth order, given by F (τ) ≃ 〈Υ〉τ2/2! +
〈Υ4〉τ
4/4!. The BKT theory predicts, for the original
XY model, that the helicity modulus is zero within the
disordered phase and jumps to a finite value at the tran-
sition to the ordered phase, where the critical tempera-
ture is given by the condition Υ(TKT) = 2TKT/pi [5, 6].
This transition is driven by the decoupling of pairs of
integer vortices and anti-vortices. Since the critical tem-
perature must be the same for both ∆ = 0 and 1, the
condition becomes Υ(TKT) = 2TKT/λ
2pi, where λ = 1/q
is the charge of the vortex. The q2 factor is introduced
because Eq. (5), for ∆ = 0 and 1, differs by this fac-
tor. For q = 2, the topological excitations in the nematic
phase (small ∆) are the half-vortices, with related charge
λ = ±1/2 [10, 20, 22, 24]. For q = 3, vortices excitations
were recently found, related to a λ = ±1/3 charge [34, 35]
in the nematic phase. For larger q, however, since several
new phases may be present (see below), it remains un-
clear what kind of topological excitation each phase does
have and which is the nature of each transition. It is
possible to somewhat characterize the vortices through
the winding number, obtained by summing the phase
difference φ = θi − θj counter-clockwise around every
site, including all nearest neighbors and taking care that
3|φ| ≤ pi [47]. For an integer vortex, this sum is ±2pin and
the density of vortices is ρv ≡ Nv/N , where Nv is the to-
tal number of vortices (that may also be distinguished by
their sign). This is also easily generalized to semi-integer
vortices.
The paper is organized as follows. In Sect. II A we
present an improved analysis of the q = 8 case in 2d with
larger lattices and additional observables [34] sometimes
presenting, for the sake of comparison, results for other
values of q as well. Then, Sect. II B shows the results for
both q = 3 and 8 in 3d. In Section III we discuss these
results and present our conclusions.
II. RESULTS
A. 2d
The phase diagram has the same topology for both
q = 2 [10, 20, 22, 24] and 3 [34, 35]. Besides the para-
magnetic phase (P) at high temperatures, there are two
phases with quasi long range order, each one associated
with the pure cases at ∆ = 0 and 1. The former is a
nematic-like phase (N) while the latter has local ferro-
magnetic ordering (F0). The N-F0 transition is second
order and is either in the Ising or in the three states
Potts model universality class for q = 2 and 3, respec-
tively. Ref. [34] also considered the q = 8 case in which
the region previously occupied by F0 separates in three
phases, all having local ordering similar to the ferromag-
netic state (to be discussed in detail below). Through
the position of the specific heat peak, we obtain a rough
estimate of the phase boundaries for several values of q
(not being very precise, the transition line is somewhat
displaced). For q = 2 and 3 theN-P BKT transition runs
very close to the TKT(0)(1−∆) line, the lower bound for
the critical temperature predicted in Ref. [37], and ends
at the multicritical point (∆mult) where several transi-
tion lines meet. In these two cases, on the other hand,
since the multicritical point is still far from ∆ = 0.5,
the F0-P BKT transition obbeys, but is not so close to
the corresponding lower bound, TKT(∆) ≥ TKT(0)∆, for
∆ ≥ ∆mult. An important, yet open, issue is how this
complex structure unfolds as q increases. As q increases,
∆mult approaches 0.5 and both BKT transitions to the
P phase roughly follow those lower bounds (see, e.g., the
thick border of phase P in Fig. 1). A new transition line
appears for q = 4, extending from the multicritical point
down to the corner at ∆ = 1 and T = 0, dividing the
F0 phase in two, with a new phase, F1, being created
below both N and F0 for all 0 < ∆ < 1. For q = 5, the
N-F1 transition splits in two, creating another interme-
diate phase, F2: there is local alignment along several
directions, as in the N phase, all of them belonging to
the same half-plane, as in the F1 phase. Along with that,
the multicritical point also bifurcates, originating a new
point where all the Fi phases meet. Differently from the
N and F0 phases that are driven, respectively, by the
pure first and second terms in Eq. (1), the new phases,
F1 and F2, are driven by the competition between these
two terms and, as will be seen below, have a mixture
of the topological defects that characterize both N and
F0. The region occupied by the new phase, F2, increases
with q and the critical temperature at the F1-F2 bor-
der decreases as q−2. These scenarios are summarized
in the bottom panel of Fig. 1 for ∆ < ∆mult and we re-
mark the resemblance with Fig. 1 from Ref. [48] for the
Clock model, whose symmetry is discrete. Indeed, a sim-
ilar sequence of phase splitting transitions occurs in that
model [49, 50]. The two transitions, from the para to the
ferromagnetic phase in the Clock model and N-F2 here,
are in the Ising universality class for q = 2 and 4, but be-
long to the three states Potts model for q = 3. Moreover,
while here a new phase (F2) appears for q > 4, in the
Clock model, a similar, intermediate phase with coarse
grained U(1) symmetry (and BKT nature) appears as
well, between the paramagnetic and the low tempera-
ture, ferromagnetic phase. In both models, the transition
temperature to the lowest temperature phase decreases
as q−2 and, as q →∞, this phase shrinks and disappears.
By suppressing F1 in this limit, only four phases remain
in the phase diagram once again. For q > 5, remarkably,
while in the Clock model, whose spins are discrete, the
two transitions are BKT, here, at least for those values
of q that we studied, the transitions from F2 to both N
and F1 seems to be of second order. We now describe in
detail the nature of the phases and transitions for q = 8.
Fig. 2 shows the behavior of the helicity modulus 〈Υ〉
for three vertical cuts of the phase diagram. In the
thermodynamical limit, a BKT transition is signaled by
a discontinuous jump of the helicity from Υ(TKT) =
2TKT/λ
2pi to 0. For a finite system, it is expected [51]
that the critical temperature reaches logarithmically its
asymptotic value as the system size increases,
Υfit(L) =
2TA
pi
(
1 +
1
2
1
logCL
)
, (6)
where A and C are fitting parameters. Notice that in
order to present such a behavior, the curves must be
size dependent close to the transition. The parameter A,
the vorticity, provides an estimate to 1/λ at the transi-
tion [10]. Applying Eq. (6), when appropriate, and min-
imizing the quadratic error as defined in Refs. [10, 35],
we find either A ≃ 64 or 1, depending on the transition,
corresponding to a λ ≃ 1/8 (fractional) or 1 (integer)
charge, respectively. Fig. 3 shows the density ρv of vor-
tices and antivortices for the same three values of ∆ of
Fig. 2. There seems to be no size dependence as the
curves for both L = 64 and 256 perfectly match. No dis-
tinction exists also between the number of vortices and
antivortices: be either free ou bound, their densities are
always the same. Vortices unbind close to all transitions
shown in the phase diagram, as shown by an increase in
the density of vortices, except for the F1-F2 one. Thus,
both species of vortices, integer and fractional, remain
bounded inside F1 and F2 and when transitioning to ei-
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FIG. 1: (Top panel) Qualitative phase diagram for the 2d
generalized XY model with q = 8. The points correspond
to the maxima of the specific heat for L = 64 while the lines
(thick/thin for BKT/second order transitions) are just a guide
to the eyes. (Bottom panel) Transition lines for several values
of q for ∆ = 0.3. There is a bifurcation of theN-F0 transition
for q > 4, similar to what happens in the Clock model with
Zq symmetry. The lowest transition line decreases as q
−2.
ther the N or F0 phases one of the species unbinds, while
only at the border with the P phase occurs the unbind-
ing of the remaining vortices (where the helicity becomes
zero). In all cases, ρv monotonously increases, attaining
a limiting value when T →∞ [52]. However, in this limit,
because of the strong thermal noise, no vortex exists and
the finite result is an artifact of the lattice discretiza-
tion that uses a small number of sites around each site in
the definition of ρv. This is similar to the geometric clus-
ters, group of nearest neighbors parallel spins, whose size
distribution at T →∞ is an exponencial, but the physi-
cal, Coniglio-Klein clusters of correlated spins correspond
to single sites. Indeed, with the above definition of ρv,
the probability of obtaining a (unitary winding number)
vortex purely by chance is (the same result applies for
antivortices as well)
P4 =
1
(2pi)3
∫ pi
0
dθ2
∫ θ2+pi
θ2
dθ3
∫ min(2pi,θ3+pi)
max(pi,θ3)
dθ4 =
1
12
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FIG. 2: Helicity modulus vs temperature, in log-log scale, for
the 2d, q = 8 model with ∆ = 0.2 (top panel), 0.6 (middle
panel) and 0.8 (bottom panel). The crossing points of 〈Υ〉
with the straight lines 2T/λ2pi with λ = 1 or 1/8 mark the
putative transitions. For ∆ = 0.2, at the N-P transition,
λ = 1/8. For ∆ = 0.6 there are two BKT transitions with
increasing temperatures, F2-F0 and F0-P, with λ = 1/8 and
1, respectively. Both jumps are size dependent while 〈Υ〉 has
no jump at the transition F1-F2 occurring at a lower tem-
perature. When ∆ = 0.8, only for the F0-P transition there
is an observable size dependence of 〈Υ〉. At T ≃ 0.2, there
is a large, but smooth change without any perceptible size
dependence (within the range considered here). In all cases,
the helicity vanishes at the transition to the high temperature
phase.
where the angle θi is the state of each neighbour spin
(and θ1 = 0). This asymptotic value is approached as
|ρv − 1/12| ∼ T
−2 when T → ∞ (although the coef-
ficients differ for integer and semi-integer vortices). In
an attempt to get closer to the continuous case, we may
generalize the definition and consider loops with n sites
around each spin. While for small n this can be done
analitically, as n increases one has to resort to numerical
evaluations. Combining these results, we conjecture that
Pn is given by
Pn =
1
(n− 1)!
(
1−
n
2n−1
)
.
This expression decreases very fast as n increases, since
it become exponentially more difficult to have a vortex
5by chance alone. This refined classification gives indeed
a peaked density of vortices close to the transition but
does not change the point at which the vortices unbind.
For all ∆ < ∆mult (top panel on Figs. 2 and 3) there is an
N-P transition with a discontinuous jump of the helicity
(notice the size dependence that indicates a BKT tran-
sition) accompanied by the unbinding of the fractional
charges, Fig. 3. Once in the paramagnetic phase, the full
U(1) symmetry is recovered, vortices and antivortices are
no longer bound together and the helicity vanishes. Al-
though not visible on the scale of Fig. 2 (top panel),
there is a tiny, size independent decrease of the helicity
when the border F2-N is crossed as well, indicating a
non BKT transition. Nonetheless, the integer vortices
decouple at this transition (Fig. 3). Inside the phases F1
and F2, both kinds of vortices are present and remain
bound in vortex-antivortex pairs. For ∆ > ∆mult, the
transition F0-P involves the dissociation of the integer
charges, λ ≃ 1 (lower straight line in middle and bot-
tom panels of Figs. 2 and 3). In this case, the fractional
charges decouple at a lower temperature as can be seen
in Fig. 3. The ∆ = 0.6 case (middle panel) is an exam-
ple with two consecutive discontinuous decreases of the
helicity, both associated with unbinding of vortices and
BKT transitions [34] (notice the size dependence). At
the first, lower T transition (F2-F0), only the fractional
vortices decouple and the helicity decreases to a smaller
value corresponding to the integer vortices. Notice that
because of the q2 factor in the definition of 〈Υ〉, the con-
tribution from fractional vortices is significantly higher
than the one from the integer vortices. There is a similar
decrease in the bottom panel, without the size depen-
dence characteristic of the BKT transition, which hints
to a non-BKT nature of the transition F1-F0. While the
N and F0 phases have either fractional or integer bound
vortices, respectively, the phases F1 and F2, driven by
the competition between the two terms in the potential,
have mixed charges, with both species of vortices coex-
isting and bound in vortex-antivortex pairs. It is indeed
because of this coexistence inside both phases F1 and
F2, with no unbinding whatsoever at the transition, that
the helicity does not show any particular feature as the
border F1-F2 is crossed. Summarizing the evidence gath-
ered from the helicity and the density of vortices, besides
the two transitions to the paramagnetic phase, also the
F2-F0 transition is BKT (all shown as thick lines in the
phase diagrams of Fig. 1). Further evidence (not shown)
is provided by the susceptibility, Eq. (3), whose behavior
is consistent with the one expected at a BKT transition:
despite the absence of long range order, finite systems
still have a finite magnetization and a divergent suscep-
tibility that scales, for finite systems, as χ(TKT) ∼ L
2−η,
with η = 1/4 at the BKT transition and non universal
values inside the low temperature phase. Similar infor-
mation is conveyed in Fig. 4, for ∆ = 0.8, by the fourth
order helicity modulus, 〈L2Υ4〉, that is expected to di-
verge at a BKT transition [46]. We can see that the
fourth order helicity increases only at the transition F0-P
while at the F1-F0 there is no apparent size dependence,
again signalling the different nature of both transitions.
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for the 2d, q = 8 model for several values of ∆. The behavior
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∞, all curves approach the asymptotic value 1/12 [52] as T−2.
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FIG. 4: High order helicity for the 2d, q = 8 case with ∆ =
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intermediate F0 phase the results are noisier while both at
the paramagnetic and F1 phases these fluctuations are much
suppressed either by the smaller correlation between spins or
the larger stiffness of the system, respectively.
Having shown evidences that the transitions F2-N, F1-
F2 and F1-F0 are not BKT, we now describe the prop-
erties of these lines, in particular to which universality
classes they belong to. Fig. 5a shows, for a single config-
uration, the distribution of the spins [34]. As shown in
Ref. [34], the transition between F2 and N corresponds
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FIG. 5: (a) Distribution of orientations in a single config-
uration with L = 1024 and several values of ∆ taken from
a horizontal cut of the phase diagram at T = 0.15, corre-
sponding to the several low temperature phases. The vertical
dotted lines show that at the F1-F0 transition, the width of
the distribution becomes larger than 1/8 of the circle. Snap-
shots of a 1002 region of typical configurations in the N (b)
and F2 (c) phases. The color indicates to which peak of the
corresponding panel in (a) the spin belongs to.
to a reflection symmetry breaking transition in the Ising
universality class where, from the eight preferential direc-
tions symmetrically disposed around the circle in the N
phase, only four remain, all in the same half-plane, after
the transition. This is shown in the top two panels while
typical configurations for these two phases, in which each
peak of the distribution was colored differently are shown
in Figs. 5b and c. We notice in Fig. 5b that the ferro-
magnetic interaction, being small for ∆ = 0.05, does not
build clusters with spins belonging to the same peak, in-
stead, neighboring spins tend to obbey the nematic term.
For a larger ∆, Fig. 5c, even if the temperature is slightly
higher, the ferromagnetic term increases the size of the
clusters (notice also that the system is magnetized in
this case). Since in phase F2 spins have a preferred di-
rection, finite systems are magnetized, m1 > 0, and its
associated susceptibility, χ1, presents a divergence as the
temperature decreases towards the transition. Fig. 6,
top panel, shows χ1 as a function of the temperature for
several system sizes for ∆ = 0.35. At the critical tem-
perature, χ1 ∼ L
1.753, consistent with the 2d Ising value,
2− η = 7/4 [34]. Inside the N phase, because of the cir-
cular symmetry, χ1 gives results equivalent to the para-
magnetic phase, while once in the phase F2 the critical
nature of this phase presents an always diverging suscep-
tibility, but with a temperature dependent, non universal
exponent, and the curves do not collapse away from the
transition. The bottom panel shows a good data collapse
of χ1 against the Binder cumulant [44, 45], Eq. (4), with
no required knowledge of the critical temperature. The
scaling of the Binder cumulant, close to the transition,
is U1 = h(L/ξ), where h(x) is a scaling function and ξ
is the correlation length. Also, since χ1 = L
2−ηg(L/ξ),
we expect that χ1L
η−2 = g(h−1(U1)). When plotted as
a function of the temperature (not shown), the Binder
cumulant indeed assumes (roughly) the same value for
different system sizes at the transition.
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FIG. 6: The transition F2-N in the 2d case for q = 8 and
∆ = 0.35. The susceptibility χ1 (top panel) as a function
of temperature close to the transition at Tc ≃ 0.325 (vertical
line). (Bottom panel) Rescaled susceptibility vs the Binder
cumulant for several system sizes. The data collapse is ob-
tained with the Ising 2d exponent η = 1/4.
Ref. [34] presented preliminary data that seemed to in-
dicate that the transition F1-F0 was also of BKT type.
However, the behavior of the helicity discussed above
hints at a second order transition. Indeed, in the re-
gion where one would expect a transition (close to the
line TKT(0)(1 − ∆), e.g., T ≃ 0.2 for ∆ = 0.8), there
is a sudden change of the helicity, but it does not scale
with the system size, indicating that in the thermody-
namic limit the discontinuity associated with the BKT
transition is not present. Nonetheless, fractional vortices
unbind at this transition, as seen by the behavior of ρv
in the bottom panel of Fig. 3. In both F1 and F0 phases,
see Fig. 5, the average distribution of orientations has
a single peak that continuously becomes more narrow as
the temperature decreases. Inside the phase F0, the vari-
7ance of the distribution is larger than pi/8, m8 maps it
onto the whole circle and does not distinguish it from
the paramagnetic phase (see bottom panels of Fig. 5a).
The transition to the F1 phase occurs when the width
becomes smaller than this value and corresponds to a
strong increase of χ8 at the transition, as shown in Fig. 7
for ∆ = 0.8 and 0.9. Notice that although the exponent
of the susceptibility differs in both cases, for ∆ = 0.9
it is compatible with the Ising value. Whether this dis-
crepancy is real and the transition line has non-universal,
changing exponents, or whether it is caused by the prox-
imity to the second multicritical point where all three
phases Fi meet, is still an open question and requires
further simulations. Thus, the overall evidence points
to a second order transition between phases F0 and F1
compatible with the Ising universality class, at least on
the rightmost part of such line.
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FIG. 7: Susceptibility vs temperature for the 2dXY model
with q = 8 at the F1-F0 transition for ∆ = 0.8 (top) and 0.9
(bottom). At the transition points, the susceptibility scales
as: χ∗8(∆ = 0.8) ∼ L
1.437 and χ∗8(∆ = 0.9) ∼ L
1.741.
Finally, the transition between the phases F1 and F2
is the more elusive one. Differently from the other two
similar transitions, in which one specie of vortices de-
couples despite being second order, here both species re-
main bound in vortex-antivortex pairs across the transi-
tion line, Fig. 3. The helicity is not able to detect the
transition as there is no difference in the cost to pro-
duce an overall twist in the system since the density
of (anti)vortices, that are responsible for the stiffness,
barely changes. Therefore, the best evidence we have
for this transition comes from the susceptibility and the
Binder cumulant. Fig. 5 shows that the distribution of
spin orientations is either a single peak (phase F1) or
several peaks of different heights concentrated on a half-
plane (phase F2). The appropriate order parameter in
this transition is thus m4 and Fig. 8 shows the corre-
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FIG. 8: (Top) Susceptibility χ4 vs temperature for q = 8 at
the F1-F2 transition for ∆ = 0.4. Inset: the exponent of
χ4 along the transition line showing a dependence, for the
sizes considered here, on ∆. (Bottom) Binder cumulant, for
different sizes, crossing in the region of the putative transition.
sponding fluctuations, χ4. Notice that the shape of these
curves differs from the previous cases in which the plateau
corresponding to the critical nature of a BKT phase was
much higher. Here, although such a plateau seems to
be developing, it is yet far from merging with the peak,
what may also indicate the presence of strong finite size
effects. For different system sizes, in the same region
where the peak increases, we also observe, Fig. 8 (bot-
tom), the crossing of the Binder cumulant. The inset of
Fig. 8 (top) shows that the critical exponent 2− η of χ4,
as measured with the available sizes, seems to depend on
∆, continuously decreasing from, roughly, 1.28 to 1.21
along the F1-F2 line. We do not rule out that larger sys-
tem sizes and logarithmic corrections, when taken into
account, may play a role either restoring universality or
pointing to a crossover instead of a transition. Otherwise,
there may exist an yet unexplored [53] connection with
the Ashkin-Teller [54–57] or the eight vertex model [58–
60].
B. 3d
We now address the interesting question of whether
the existing ordered phases, their splitting as q increases
and the nature of the related transitions are specific to
the 2d version of the model or also occur in other di-
mensions as well. In this section, the results obtained for
q = 3 and 8 in 3d are presented and compared with the
2d case. Similarly to the latter, the phase diagrams are
sketched using the specific heat (an example, described
8later, is shown in Fig. 9 for q = 8 and two values of ∆, 0.6
and 0.8). Fig. 10 shows these qualitative phase diagrams
for the generalized 3dXY model with q = 3 (left) and
8 (right). Instead of being of BKT nature, a common
feature of both cases is that the transitions between the
ordered and the paramagnetic phases (N-P and F0-P)
are second order and belong to the 3dXY universality
class, whose critical exponents are β ≃ 0.349, γ ≃ 1.318,
ν ≃ 0.672 and α ≃ −0.015 [61, 62]. The exponent α of
the specific heat, being negative, indicates the presence
of a cusp instead of a divergence (lambda transition).
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FIG. 9: Specific heat of the generalized 3dXY model for q = 8
and ∆ = 0.6 (top) and 0.8 (bottom). Although several peaks
are visible, those occurring at the lowest temperature seem
not to increase with the system size (see discussion in the
text) while the others have the characteristic form of a lambda
transition, with a cusp at a finite value instead of a divergence
(negative α). The overall evidence indicates that these low
T peaks do not correspond to a phase transition, but to a
crossover.
For q = 3, the phase diagram (Fig. 10, left) presents
the same structure in both d = 2 and 3 [34, 35]. The
extreme points ∆ = 0 and 1 are equivalent to the origi-
nal 3dXY model, with the same transition temperature.
Moreover, the ground state is ferromagnetic for all val-
ues of ∆ except ∆ = 0 where the alignment has pi/3
long-range nematic order (although it may be different
when antiferromagnetic interactions are considered [14]).
In analogy to the 3d three states Potts model, the transi-
tion F0-N is discontinuous, as shown by the abrupt jump
on the magnetization m1 in the top panel of Fig. 11.
On the other hand, the transitions to the paramagnetic
phase, from both N and F0 phases, are continuous and
belong to the 3dXY universality class. We show in the
middle panel of Fig. 11, for ∆ = 0.25, that the sus-
ceptibility peak corresponding to m3 at the transition
N-P grows as χ3(Tc) ∼ L
1.955, with Tc ≃ 1.652, very
close to the expected γ/ν ∼ 1.96 value. We also mea-
sured the helicity modulus whose behavior in the crit-
ical region is continuous [5, 61, 63, 64] and given by
Υ ∼ tυ, where υ is the critical exponent and t is the re-
duced temperature. Assuming the universal scaling func-
tion Υ(T, L) = L−υ/νg(tL1/ν), and using the scaling law
υ/ν = d − 2 = 1 [5, 61], LΥ(Tc, L) = g(0) must be in-
dependent of the system size at the transition. Indeed,
the bottom panel of Fig. 11 shows the rescaled helicity
at the transition N-P for ∆ = 0.25, with all curves inter-
secting at Tc ≃ 1.652, consistent with the value obtained
via susceptibility.
Fig. 10 (right) shows the phase diagram for q = 8.
Instead of the three ferromagnetic-like phases in the 2d
case, only two remain in 3d (we denote the intermediate
phase by F1). As mentioned before, the transition to
the paramagnetic phase, from both N and F0, are in the
3dXY universality class. We now discuss the properties
of the transitions involving the intermediate phase, F1-N
and F1-F0, and the evidences for a crossover inside the
phase F1.
Fig. 12 (top) shows the behavior of the susceptibility
χ1 for ∆ = 0.35 around the F1-N transition. An exce-
lent data collapse is obtained with the critical exponents
γ ≃ 1.327, ν ≃ 0.671 and Tc ≃ 0.771, values that are
very close to those of the 3dXY universality class. More-
over, the Binder cumulant, evaluated for different sys-
tem sizes, has the typical crossing point and the rescaled
data also collapses very well onto a universal curve using
the same Tc and ν above, as shown in Fig. 12 (bottom).
This is remarkable since in principle one would expect
a symmetry breaking, 3d Ising universality class transi-
tion. Indeed, the angle distribution in these two phases
is similar in both two and three dimensions (see, e.g.,
Fig. 5), passing from equally distributed peaks around
the circle (nematic-like) to a few peaks on a single half-
plane (ferromagnetic-like). Moreover, the helicity does
not present the typical signature of the 3dXY transition,
continuously transitioning to the value characterizing the
new phase, with an intermediate, size dependent behav-
ior. The specific heat is of no help to decide between
those universality classes, a good collapse is obtained
with the above ν (closer to 3dXY) and a small but pos-
itive α (closer to 3d Ising). Therefore, our present data
only partially confirm that the transition is in the 3d
Ising universality class, while larger sizes and corrections
to the scaling will be necessary to obtain a better esti-
mate of the exponents.
The transition F1-F0 also seems to be in the 3dXY
universality class (but see below). Indeed, Fig. 13 (top)
shows the collapsed susceptibility χ8 around Tc ≃ 0.88,
for ∆ = 0.6, with the critical exponents γ ≃ 1.33 and
ν ≃ 0.67, once again close to those of the 3d XY uni-
vesality class. At this critical temperature, the Binder
cumulant also presents a crossing point for several sys-
tem sizes and in the bottom part of Fig. 13 its collapse
using the same exponent ν and Tc is shown. Fig. 14 shows
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FIG. 10: Phase diagrams of the generalized 3dXY model for q = 3 (left) and q = 8 (right). The lines are just guide to the
eyes and points correspond to the maximum of the specific heat for L = 20. In both cases, the multicritical point is close to
∆mc ≃ 0.5. At both ∆ = 0 and 1, the critical temperature is Tc ≃ 2.202. With the exception of the N-F0 transition for q = 3
that is discontinuous (dashed line), all other transitions are continuous. As discussed in the text, some uncertainty remains for
the ∆ > 0.8 part of the F1-F0 line.
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FIG. 11: Results for the q = 3 3dXY model with ∆ = 0.25.
Discontinuous magnetization vs temperature around the tran-
sition F0-N (top panel). At the transition N-P, the peak of
the susceptibility χ3 grows as L
1.955 (middle panel) while all
curves for the helicity modulus intersect close to the critical
temperature (bottom panel).
the helicity modulus for the same ∆. Inside each phase
it has a size independent value, with all curves collapsing
onto each other, as in 2d. At the two transitions (F1-F0
and F0-P at Tc ≃ 0.88 and 1.32, respectively) there is a
continuous change of Υ towards the value at the transi-
tion (Υc ≃ 0.404 and 0, respectively). From the previous
discussion of Υ, we expect a power law behavior at the
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FIG. 12: Collapses of the susceptibility (top) and Binder
cumulant (bottom) at the F1-N transition for q = 8 and
∆ = 0.35 with Tc = 0.771 and the exponents γ ≃ 1.33 and
ν ≃ 0.67, whose values are close to those of the 3dXY model.
transition, Υ − Υc ∼ t
υ, with υ = ν. A good collapse
(not shown) is obtained with values very close to the Tc
and ν = υ obtained from the susceptibility. Moreover,
the specific heat for this case is shown in the top pannel
of Fig. 9. The first peak on the left is believed to corre-
spond to a crossover (see below) while the rightmost one
is associated to the transition to the paramagnetic state.
The behavior of the intermediate specific heat peak, in-
stead, is consistent with a lambda transition and, indeed,
α < 0 for the 3d XY universality class.
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FIG. 13: F1-F0 transition for q = 8 and ∆ = 0.6 in 3d.
(Top) Susceptibility vs temperature for the 3d collapses onto
a universal curve with Tc = 0.881 and exponents γ ≃ 1.33,
ν ≃ 0.67. (Bottom) Collapse of the Binder cumulant using
the same values.
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FIG. 14: Helicity modulus versus temperature in 3d for q = 8,
∆ = 0.6 and several system sizes. The two transitions can be
seen as two jumps, first to a finite value (Υc ≃ 0.404) at the
F1-F0 transition (Tc ≃ 0.88) and then to zero at the F0-
P transition (Tc ≃ 1.32). At both transitions, the helicity,
conveniently rescaled, crosses at the critical temperature for
different values of L, as shown in the two insets, bottom and
top, respectively.
The results are less clear at the far right region of the
phase diagram and how and whether the F1-F0 transition
line extends beyond this point is still an open problem.
For example, for ∆ = 0.8 (similar results were obtained
for ∆ = 0.9 as well), the specific heat in Fig. 9 (bot-
tom) has only two peaks, one that clearly corresponds
to the lambda transition at higher temperatures while
the other one, at lower temperature, does not present
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FIG. 15: The same as in Fig. 14 but with ∆ = 0.8. Notice that
although the helicity has a sudden decrease around T ≃ 0.4,
it does not present any size dependence.
any size dependence on the range of system sizes consid-
ered here. The same behavior is observed in the helicity,
Fig. 15: although two sudden decreases are observed as
the temperature increases, only the one at the highest T
presents a size dependence compatible with a continuous
transition (inset). The other one, corresponding to the
first peak of the specific heat, does not change with the
system size. Notice that, as discussed below, there is a
crossover line inside phase F1 that meets the F1-F0 close
to ∆ = 0.8, what may perhaps explain the odd behavior
in this case.
Finally, we investigate the possible existence of a phase
F2 similar to the 2d case. Small systems behave as if an-
other transition indeed exists inside the F1 phase: both
the specific heat (Fig. 9 for ∆ = 0.6) and the suscepti-
bility χ4 (Fig. 16 for ∆ = 0.4) present a peak in that
region. However, by increasing the system size, all the
evidence points to a crossover instead of a genuine tran-
sition. While the specific heat peak of Fig. 9 (top) does
not change in height, the susceptibility in Fig. 16 does in-
crease in size while, at the same time, moving to higher
temperatures. With our present data, it seems that this
line moves toward the boundary with theN phase, a pure
crossover.
III. CONCLUSIONS
We performed extensive simulations for a generaliza-
tion of the continuous spin XY model that introduces
competition between different local alignments. Despite
both terms in the Hamiltonian, Eq. (1), having the same
symmetry under uniform rotations, each one induces a
different local ordering: while the ferromagnetic term
tends to align the spins, the nematic one tries to have
them either parallel or dephased by the multiples of 2pi/q
(a nematic configuration). While the former configura-
tion is favored by both terms, the latter has some degree
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FIG. 16: Susceptibility χ4 vs temperature for ∆ = 0.4 and
q = 8 in 3d showing that, for small system sizes, it develops
a peak at a temperature below the F1-F0 transition (that, in
2d, corresponds to the actual transition F1-F2). However, as
L increases, this peak moves to the right, towards the F2-N
boundary at Tc ≃ 0.88.
of frustration and only appears at higher temperatures,
whatever the value of q > 1. The low temperature phase,
on the other hand, has a local ferromagnetic ordering
that, in both 2 and 3 dimensions, unfolds through a se-
quence of phase splittings, as q increases, into several
phases with similar ferromagnetic ordering. As a con-
sequence, for q ≥ 4 this model has intermediate phases
(0 < ∆ < 1) driven by the competition of both terms
in Eq. (1), except for ∆ = 0 and 1 where a single phase
exists, with either local nematic or ferromagnetic align-
ment, respectively. It is interesting that the appearance
of a new phase below the nematic one, and the subse-
quent splitting and growth is very similar to the sequence
appearing in the discrete, Zq symmetry Clock model. In-
deed, in 2d the transition to phaseN is in the Ising (q = 2
and 4) or 3 states Potts model (q = 3) universality class.
All phases below the paramagnetic transition are criti-
cal in the BKT sense (e.g., power-law decaying correla-
tions and divergent susceptibility, with non universal ex-
ponents, at all temperatures). Associated with that, the
model presents multiple transitions as the temperature
changes, some with the BKT signature, while others are
discrete symmetry breaking transitions embedded into
these critical regions. These phases may contain integer
and/or fractional vortices, which can be bound or un-
bound. While for q = 2 and 3 the low temperature phase
is dominated by the integer vortices of phase F0, for q = 8
(and probably for any q > 3), these integer vortices co-
exist, in the competition induced phases, with fractional
vortices and topological defects at sufficiently low tem-
peratures. Remarkably, having vortices decoupling at a
transition is not a suficient condition for this transition
to be of BKT type. Indeed, as an example, entering the
F0 phase (whose bound vortices are integer) from F1 or
F2 (both populated with two species of bound vortices)
may be either a BKT or an Ising transition, respectively.
Moreover, for a second order transition, decoupling is not
even necessary as it does not occur at the F1-F2 tran-
sition. We may also view the interplay between the two
terms in Eq. (1) as a way to choose which species of vor-
tices to suppress or enhance [52, 65] by tuning ∆ and
T .
A BKT transition is signaled by a discontinuity in the
helicity modulus that, for a finite system, appears as a
size dependence on the intersection of Υ with a given ref-
erence line. When there was a sudden, significant change
in the helicity, but finite size effects were absent, we as-
sumed it to be an indication that the transition is sec-
ond order (another possibility, one that occurs in the 3d
case, is a crossover). However, the true nature of some
of the transitions reported here is only observed for sys-
tems too large to be simulated on a single CPU. It was
only through the power made available by GPU process-
ing that we were able to obtain our results, and even
so, this characterization is not always very clear, with a
few regions, both in two and three dimensions, that de-
serve further studies. In the case of the F1-F2 transition
occurying for q = 8 in 2d, not even this extra computa-
tional aid was sufficient. Further work is therefore nec-
essary in order to make sure that the transition is real
and if so, obtain more precise estimates for the critical
exponents, deciding whether they depend or not on ∆,
as the results so far indicate. In the 3d case, although
there seems to exist a single intermediate phase as the
2d F1-F2 transition turns into a crossover, there is some
uncertainty regarding the extension of the F1-F0 line be-
yond ∆ ≃ 0.8 as several quantities behave qualitatively
different from the ∆ = 0.6 case (compare, e.g., the first
shoulder in Figs. 14 and 15). It would take larger systems
and longer simulation times in order to properly access
these issues, what is beyond our current computational
capabilities.
Recently, a new universality class has been studied [66]
in models where the BKT transition meets a Z2 (Ising)
transition line at a multicritical point. This point seems
to have properties of supersymmetry. We conjecture that
this may also be the case for the multicritical point ex-
ibited by the generalized XY model in 2d with q = 2,
that presents both U(1) and Z2 symmetry properties. It
is thus of interest to study not only the properties of the
multicritical point in this model, but also to see whether
it conforms with the predictions of Ref. [66] and whether
this applies as well for q = 3 where the line is in the Potts
universality class or for larger values of q. Moreover, for
q > 4 there is a second multicritical point that is at the
triple border between the three Fi phases. The behav-
ior at this point and whether it is similar to the other
one is an yet open problem. It would be interesting to
study the properties of these multicrical points in order
to check whether the behavior of the correlation length
differs both from a conventional second order transition
and from a BKT one as predicted in Ref. [66]. Further
possible extensions include non integer values of q, an-
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tiferromagnetic interactions [67] or a generalized version
with discrete spins (studied for q = 2 in Ref. [68]). Trying
to disentangle the roles of the two terms in the Hamilto-
nian, by introducing two variables per site and a on-site
coupling between them[17, 32, 38, 40, 41], may also be
helpful to better understand the new phases for q > 4.
These questions, together with a better description of the
geometry of topological defects are left for a future work.
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