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ON THE SINGULARITIES OF THE BERGMAN PROJECTIONS FOR LOWER
ENERGY FORMS ON COMPLEX MANIFOLDS WITH BOUNDARY
CHIN-YU HSIAO AND GEORGE MARINESCU
ABSTRACT. Let M be a complex manifold of dimension n with smooth boundary X .
Given q ∈ {0, 1, . . . , n− 1}, let (q) be the ∂-Neumann Laplacian for (0, q) forms. We
show that the spectral kernel of (q) admits a full asymptotic expansion near the non-
degenerate part of the boundaryX and the Bergman projection admits an asymptotic ex-
pansion under some local closed range condition. As applications, we establish Bergman
kernel asymptotic expansions for some domains with weakly pseudoconvex boundary
and S1-equivariant Bergman kernel asymptotic expansions and embedding theorems for
domains with holomorphic S1-action.
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1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
Let M be a relatively compact open subset with smooth boundary X of a complex
manifoldM ′ of complex dimension n. The study of the ∂-Neumann Laplacian onM is a
classical subject in several complex variables. For q ∈ {0, 1, . . . , n− 1}, let (q) be the ∂-
Neumann Laplacian for (0, q)-forms onM . The Levi form ofX is said to satisfy condition
Z(q) at p ∈ X if it has at least n− q positive or at least q+1 negative eigenvalues. When
condition Z(q) holds at each point of X, Kohn’s L2 estimates give the hypoellipicity
with loss of one derivative for the solutions of (q)u = f , that is, ker(q) is a finite
dimensional subspace of Ω0,q(M) and for each (0, q)-form f orthogonal to ker(q) with
derivatives of order ≤ s in L2 the equation (q)u = f has a solution u with derivatives
of order ≤ s+ 1 in L2 (see [8, 10, 13, 23, 25]).
The Bergman projection B(q) is the orthogonal projection onto the kernel of (q) in
the L2 space. The Schwartz kernel B(q)(·, ·) of B(q) is called the Bergman kernel. If Z(q)
holds, the above results show that the Bergman projection B(q) is a smoothing operator
onM andB(q)(·, ·) is a smooth onM×M . When Z(q) fails at some point ofX, the study
of the boundary behavior of the Bergman kernel B(q)(·, ·) is a very interesting problem.
1
2The case when q = 0 and the Levi form is positive definite on X (so Z(0) fails) is
especially a classical subject with a rich history. After the seminal paper of Bergman
[2], Ho¨rmander [13, Theorem 3.5.1] (see also [11]) determined the limit of B(0)(x, x)
when x approaches a strictly pseudoconvex point of the boundary of a domain for which
the maximal ∂ operator acting on functions has a closed range. More precisely, if ρ is
a defining function of M , then (−ρ(x))n+1B(0)(x, x) → c detLρ(x0), as x → x0, where
x0 ∈ X is a point where the Levi form Lρ(x0) is positive definite and c > 0 is a uni-
versal constant. There are many extensions and variations of Ho¨rmander’s asymptotics
for weakly pseudoconvex or hyperconvex domains, see e. g. [1, 3, 6, 7, 28, 29] and
references therein.
The existence of the complete asymptotic expansion B(0)(x, x) at the boundary was
obtained by Fefferman [9] on the diagonal, namely, there are functions a, b ∈ C∞(M)
such that
(1.1) B(0)(x, x) = a(x)(−ρ(x))−(n+1) + b(x) log(−ρ(x))
in M . Subsequently, Boutet de Monvel-Sjo¨strand [5] proved the off-diagonal asymp-
totics of B(0)(x, y) in complete generality (cf. (1.5), (1.7)).
If q = n− 1 and the Levi form is negative definite (so Z(n− 1) fails), Ho¨rmander [16,
Theorem 4.6] obtained the corresponding asymptotics for the Bergman projection for
(0, n − 1)-forms in the distribution sense. For general q > 0, the first author showed
in [17] that if Z(q) fails, the Levi form is non-degenerate on X and (q) has L2 closed
range, the singularities of the Bergman projection for (0, q)-forms admits a full asymp-
totic expansion.
In the developments about the Bergman projection mentioned above one assumes
that the Levi form is non-degenerate on X. When the Levi form is degenerate on some
part of X there are fewer results. Fix a point p ∈ X. Suppose that Z(q) fails at p and
the Levi form is non-degenerate near p (the Levi form can be degenerate away p). In
this work, we show that the spectral kernel of (q) admits a full asymptotic expansion
near p and the Bergman projection for (0, q)-forms admits an asymptotic expansion near
p under certain closed range condition. Our results are natural generalizations of the
asymptotics of the Bergman kernel for strictly pseudoconvex domains by Fefferman [9]
and Boutet de Monvel and Sjo¨strand [5] and they are conjectured by Ho¨rmander [16,
p. 1306].
Another motivation to study the spectral kernel of (q) comes from geometric quanti-
zation. An important question in the presence of a Lie group G acting onM ′ is “quanti-
zation commutes with reduction” [12], see [26] for a survey. The study of G-invariant
Bergman projection plays an important role in geometric quantization. If we consider
a manifold with boundary as above, the ∂-Neumann Laplacian may not have L2 closed
range but the G-invariant ∂-Neumann Laplacian has L2 closed range. In these cases,
we can use the asymptotic expansion for the spectral kernel of (q) to study G-invariant
Bergman projection. Therefore, our results about spectral kernels for the ∂-Neumann
Laplacian could have applications in geometric quantization on complex manifolds with
boundary. In [22], we used the asymptotic expansions of the spectral kernels for the
Kohn Laplacian to study the geometric quantization on CR manifolds.
We now formulate the main results. We refer to Section 2 for some notations and
terminology used here. Let M be a relatively compact open subset with C∞ boundary
X of a complex manifoldM ′ of dimension n. We fix a Hermitian metric 〈 · | · 〉 on CTM ′
so that T 1,0M ′ ⊥ T 0,1M ′. The Hermitian metric 〈 · | · 〉 on CTM ′ induces by duality, a
Hermitian metric 〈 · | · 〉 on ⊕p,q=np,q=1T ∗p,qM ′. Let ρ ∈ C∞(M ′,R) be a defining function of
X, that is, ρ = 0 on X, ρ < 0 on M and dρ 6= 0 near X. From now on, we take a
3defining function ρ so that ‖dρ‖ = 1 on X. Let dvM ′ be the volume form on M ′ induced
by the Hermitian metric 〈 · | · 〉 on CTM ′ and let ( · | · )M be the inner product on Ω0,q(M)
induced by 〈 · | · 〉 (see (2.5)). Let L2(0,q)(M) be the completion of Ω0,q(M) with respect
to ( · | · )M . We extend ( · | · )M to L2(0,q)(M) in the standard way.
Given q ∈ {0, 1, . . . , n− 1}, let

(q) : Dom(q) ⊂ L2(0,q)(M)→ L2(0,q)(M)
be the ∂-Neumann Laplacian on (0, q) forms (see (2.6)). The operator (q) is a non-
negative self-adjoint operator. For a Borel set B ⊂ R we denote by E(B) the spectral
projection of (q) corresponding to the set B, where E is the spectral measure of (q).
For λ ≥ 0 we consider the spectral spaces of (q),
(1.2) Hq≤λ(M) := RanE
(
(−∞, λ]) ⊂ L2(0,q)(M).
For λ = 0 we obtain the space of harmonic forms Hq(M) := Hq≤0(M) = Ker
(q). For
λ ≥ 0, let
(1.3) B
(q)
≤λ : L
2
(0,q)(M)→ Hq≤λ(M)
be the orthogonal projection with respect to the L2 inner product ( · | · )M and let
B
(q)
≤λ(x, y) ∈ D ′(M ×M,T ∗0,qM ⊠ (T ∗0,qM)∗)
denote the distribution kernel of B
(q)
≤λ. For λ = 0 we obtain the Bergman projection
B(q) := B
(q)
≤0 and the Bergman kernel B
(q)(x, y) := B
(q)
≤0(x, y).
The boundary X is a CR manifold of real dimension 2n− 1 with natural CR structure
T 1,0X := T 1,0M ′∩CTX (see the discussion after (2.11)). The Levi form ofX is given by
(2.16). Let U be an open set ofM ′ with U ∩X 6= ∅. Let A and B be C∞ vector bundles
over M ′ and let F1, F2 : C
∞
0 (U ∩M,A) → D ′(U ∩M,B) be continuous operators. Let
F1(x, y), F2(x, y) ∈ D ′((U ×U)∩ (M ×M), A⊠B∗) be the distribution kernels of F1 and
F2, respectively. We write
F1 ≡ F2 or F1(x, y) ≡ F2(x, y) mod C∞((U × U) ∩ (M ×M))
if F1(x, y) = F2(x, y) + r(x, y), where r(x, y) ∈ C∞((U × U) ∩ (M ×M), A⊠ B∗). Let
Sn1,0((U × U) ∩ (M ×M)×]0,∞[ , T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗)
denote the Ho¨rmander symbol space on (U × U) ∩ (M ×M)×]0,∞[ (see the discussion
after (3.30) and (5.112)). Our first main result is the following.
Theorem 1.1. Let M be a relatively open subset with smooth boundary X of a complex
manifoldM ′ of complex dimension n. Let U be an open set ofM ′ with U ∩X 6= ∅. Suppose
that the Levi form is non-degenerate of constant signature (n−, n+) on U ∩ X, where n−
denotes the number of negative eigenvalues of the Levi form on U ∩X. Fix λ > 0. If q 6= n−
then
(1.4) B
(q)
≤λ(x, y) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
For q = n− we have
(1.5) B
(q)
≤λ(x, y) ≡
∫ ∞
0
eiφ(x,y)tb(x, y, t)dt mod C∞((U × U) ∩ (M ×M)),
where
b(x, y, t) ∈ Sn1,0((U × U) ∩ (M ×M)×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
b(x, y, t) ∼
∞∑
j=0
bj(x, y)t
n−j in Sn1,0((U × U) ∩ (M ×M)×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
4and b0(x, x) is given by (5.121) below. Moreover,
φ(x, y) ∈ C∞((U × U) ∩ (M ×M)), Imφ ≥ 0,
φ(x, x) = 0, x ∈ U ∩X, φ(x, y) 6= 0 if (x, y) /∈ diag ((U × U) ∩ (X ×X)),
Imφ(x, y) > 0 if (x, y) /∈ (U × U) ∩ (X ×X),
φ(x, y) = −φ(y, x),
dxφ(x, x) = −ω0(x)− idρ(x), for every x ∈ U ∩X,
(1.6)
where ω0(x) ∈ C∞(X, T ∗X) is the global Reeb one form on X given by (2.14).
We refer to Remark 5.25 for the precise meaning of the oscillatory integral in (1.5)
and to Theorem 5.26 for more properties for the phase φ. The phase function ϕ−(x, y) :=
φ(x, y)|X×X is the same as the phase function appearing in the description of the singu-
larities of the Szego˝ kernels for lower energy forms in [19, Theorems 3.3, 3.4].
The complex Fourier integral operator
∫∞
0
eiφ(z,w)tb(z, w, t)dt in (1.5) can be taken to
be independent of λ. Hence for every λ1 > λ > 0, B
(q)
≤λ1
(x, y) ≡ B(q)≤λ(x, y) modulo
C∞((U × U) ∩ (M ×M)).
By integrating over t of the oscillatory integral
∫∞
0
eiφ(x,y)tb(x, y, t)dt in (1.5), we have
the following corollary of Theorem 1.1.
Corollary 1.2. LetM be a relatively compact subset with smooth boundaryX of a complex
manifoldM ′ of complex dimension n. Let U be an open set ofM ′ with U ∩X 6= ∅. Suppose
that the Levi form is non-degenerate of constant signature (n−, n+) on U ∩X. Let q = n−.
Then there exist smooth functions F,G ∈ C∞((U ×U)∩ (M ×M), T ∗0,qM ′⊠ (T ∗0,qM ′)∗))
such that for every λ > 0, we have modulo C∞((U × U) ∩ (M ×M)),
(1.7) B
(q)
≤λ(x, y) ≡ F (−i(φ(x, y) + i0))−n−1 +G log(−i(φ(x, y) + i0)).
Moreover, we have
F (x, y) =
n∑
j=0
(n− j)!bj(x, y)(−iφ(x, y))j + fλ(z, w)(φ(x, y))n+1,
G(x, y) ≡
∞∑
j=0
(−1)j+1
j!
bn+j+1(x, y)(−iφ(x, y))j mod C∞((U × U) ∩ (M ×M))
(1.8)
where bj(x, y), j ∈ N0, and φ(x, y) are as in Theorem 1.1 and fλ(z, w) is a λ-dependent
smooth function in C∞((U × U) ∩ (M ×M), T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗).
Definition 1.3. Let U be an open set in M ′ with U ∩X 6= ∅. We say that (q) has local
closed range in U if for every open set W ⊂ U with W ∩ X 6= ∅, W ⋐ U , there is a
constant CW > 0 such that∥∥(I − B(q))u∥∥
M
≤ CW
∥∥(q)u∥∥
M
, u ∈ Ω0,q0 (W ∩M) ∩ Dom(q).
Note that if (q) has closed range then (q) has local closed range in U for any U .
Our second main result is the following.
Theorem 1.4. Let M be an open relatively compact subset with smooth boundary X of a
complex manifoldM ′ of complex dimension n. Let U be an open set ofM ′ with U ∩X 6= ∅.
Suppose that the Levi form is non-degenerate of constant signature (n−, n+) on U ∩X. Let
q = n−. Suppose that 
(q) has local closed range in U . Then
(1.9) B(q)(x, y) ≡
∫ ∞
0
eiφ(x,y)tb(x, y, t)dt mod C∞((U × U) ∩ (M ×M)),
5where b(x, y, t) ∈ Sn1,0((U × U) ∩ (M ×M)×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗) and φ(x, y) ∈
C∞((U × U) ∩ (M ×M)) are as in Theorem 1.1. In particular, B(q)(x, y) has asymptotics
as in (1.7).
Ho¨rmander [16, Theorem 4.6] determined the asymptotics of B(n−1)(x, y) in the dis-
tributional sense near a boundary point where the Levi form is negative definite under
the condition that (n−1) has closed range. Theorem 1.4 thus generalizes this result and
gives the asymptotics in the C∞ sense.
Remark 1.5. Let (E, hE) be a Hermitian holomorphic vector bundle overM ′. As in (2.6)
below, we can consider the ∂-Neumann Laplacian on (0, q)-forms with values in E:
(1.10) (q) = ∂ ∂
∗
+ ∂
∗
∂ : Dom(q) ⊂ L2(0,q)(M,E)→ L2(0,q)(M,E),
where L2(0,q)(M,E) denotes the L
2 space of (0, q)-forms with values in E. We can de-
fine B
(q)
≤λ(x, y) in the same way as above and by the same proofs, Theorem 1.1 and
Theorem 1.4 hold also in the presence of a vector bundle E.
In particular, we can consider the trivial line bundle E = C with the metric hE =
e−ϕ, where ϕ ∈ C∞(M ′) is a weight function. In this case the space L2(0,q)(M,E) is
the completion of Ω0,q(M) with respect to the weighted L2 inner product (u|v)ϕ =∫
M
〈u|v〉e−ϕdvM ′, and is denoted by L2(0,q)(M,ϕ). The Bergman projection and kernel
are denoted by B
(q)
ϕ and B
(q)
ϕ (·, ·), respectively. So all the results above have versions for
weighted Bergman kernels B
(q)
ϕ (·, ·).
We now give some applications of the results above.
Corollary 1.6. (i) LetM be a bounded domain of holomorphy inCn with smooth boundary
and let ϕ be any finction in C∞(M). Let U be an open set in Cn such that U∩∂M is strictly
pseudoconvex. Then the weighted Bergman kernel B
(0)
ϕ (·, ·) has the asymptotics (1.9) and
(1.7) on U . In particular, Fefferman’s asymptotics on the diagonal (1.1) hold for B
(0)
ϕ (x, x)
on U .
(ii) LetM be an open relatively compact domain with smooth boundary X in a complex
manifold M ′ of dimension n. Assume that M satisfies condition Z(1), i. e., the Levi form
of X has everywhere either n − 1 positive or 2 negative eigenvalues. Let U be an open set
inM ′ such that U ∩X is strictly pseudoconvex. Then the Bergman kernel B(0)(·, ·) has the
asymptotics (1.1), (1.7) and (1.9) on U .
Indeed, it follows from [13, Theorem 2.2.1’] in case (i) and [10, Theorem 3.1.19],
[13, Theorem 3.4.1] in case (ii) that (0) has closed range. Note that these assertions
are independent of the choice of the function ϕ ∈ C∞(M), since changing ϕ only means
introducing equivalent norms in the Hilbert spaces concerned. Obviously, the items
(i) and (ii) hold also if we work with Bergman kernels of holomorphic sections in a
Hermitian holomorphic vector bundle (E, hE) defined in a neighbourhood of M (cf.
Remark 1.5).
We consider next Bergman kernels on corona domains.
Corollary 1.7. LetM ⋐ Cn be the corona domainM = M0\M1 between two pseudoconvex
domains M0 and M1 with smooth boundary and M1 ⋐ M0 , n ≥ 2. Let U an open set
such that U ∩ ∂M1 is strictly pseudoconvex and U ∩ ∂M0 = ∅. Then the Bergman kernel
B(n−1)(x, y) on (0, n− 1)-forms has the asymptotics (1.9) and (1.7).
By [30, Theorem 3.5], the operator (n−1) has closed range in L2 for a corona do-
main between two pseudoconvex domains as above. Moreover, the Levi form of ∂M is
negative definite on U ∩ ∂M , so the Corollary follows from Theorem 1.4.
6Let M ′ be a complex manifold of complex dimension n. Let M0 = {z ∈M ′; ρ(z) < 0}
be a smooth pseudoconvex relatively compact open set, where ρ ∈ C∞(M ′,R) is a
defining function with dρ 6= 0 on X0 := ∂M0 whose Levi form L is positive semidefinite
on the holomorphic tangential space to X0. Consider the corona domain
(1.11) M := {z ∈M ′; −ε < ρ(z) < 0} ,
where ε > 0. We assume that dρ 6= 0 on X1 := {z ∈M ′; ρ(z) = −ε}. Then M is a
relatively open subset with smooth boundary X := X0 ∪X1 ofM ′. If ε > −minM0 ϕ we
have X1 = ∅ and we haveM = M0.
Suppose that there is a holomorphic line bundle (L, hL) overM ′, where hL denotes a
Hermitian metric of L and RL is the curvature of L induced by hL. For every k ∈ N, let
(Lk, hL
k
) be the k-th power of (L, hL). Let ( · | · )k be the L2 inner product on Ω0,q(M,Lk)
induced by the given Hermitian metric 〈 · | · 〉 on CTM ′ and hL and let L2(0,q)(M,Lk) be
the completion of Ω0,q(M,Lk). Let

(q)
k : ∂ ∂
∗
+ ∂
∗
∂ : Dom(q) ⊂ L2(0,q)(M,Lk)→ L2(0,q)(M,Lk)
be the ∂-Neumann operator on M with values in Lk and let
B
(q)
k : L
2
(0,q)(M,L
k)→ Ker(q)k
be the orthogonal projection with respect to ( · | · )k and let B(q)k (·, ·) ∈ D ′(M ×M,Lk ⊠
(Lk)∗) be the distribution kernel of B
(q)
k .
Theorem 1.8. Assume that (L, hL) is positive in a neighborhood of X0. Let U be an open
set of X0 in M
′ with U ∩X1 = ∅. There exists k0 ∈ N, such that for every k ∈ N, k ≥ k0,

(0)
k has local closed range in U .
From Theorem 1.4, Remark 1.5 and Theorem 1.8 we get:
Theorem 1.9. LetM0 = {z ∈M ′; ρ(z) < 0} be a smooth pseudoconvex domain in a com-
plex manifold M ′. Let ε > 0 such that the corona domain M := {z ∈M ′; −ε < ρ(z) < 0}
is smooth and set X0 = {ρ = 0}, X1 = {ρ = −ε}. Let L be a holomorphic line bundle
on M ′ which is positive near X0. Let U be an open set of M
′ such that U ∩ X0 is strictly
pseudoconvex and U ∩ X1 = ∅. Let k0 ∈ N be as in Theorem 1.8. Then for every k ∈ N,
k ≥ k0 the Bergman kernel of M with values in Lk satisfies
B
(0)
k (x, y) ≡
∫ ∞
0
eiφ(x,y)tb(x, y, t)dt mod C∞((U × U) ∩ (M ×M), Lk ⊠ (Lk)∗),
where φ(x, y) ∈ C∞((U × U) ∩ (M ×M)) is as in Theorem 1.1,
b(x, y, t) ∈ Sn1,0(((U × U) ∩ (M ×M))×]0,+∞[, Lk ⊠ (Lk)∗),
b(x, y, t) ∼
+∞∑
j=0
bj(x, y)t
n−j in Sn1,0((U × U) ∩ (M ×M))×]0,+∞[, Lk ⊠ (Lk)∗),
with b0(x, x) = π
−n |det Lx| |∂ρ(x)|2 for every x ∈ U ∩X.
The next applications concerns the asymptotics of the S1-equivariant Bergman kernel
and embedding theorems. We assume that M ′ admits a holomorphic S1-action eiθ,
θ ∈ [0, 2π[, eiθ : M ′ →M ′, x ∈M ′ → eiθ ◦ x ∈ M ′. It means that the S1-action preserves
the complex structure J ofM ′. Let T0 ∈ C∞(M ′, TM ′) be the global real vector field on
M ′ induced by eiθ, that is (T0u)(x) =
∂
∂θ
u(eiθ ◦ x)∣∣
θ=0
for every u ∈ C∞(M ′). We assume
that
7Assumption 1.10. CT0(x)⊕ T 1,0x X ⊕ T 0,1x X = CTxX, for every x ∈ X, and the S1-action
preserves the boundary X, that is, we can find a defining function ρ ∈ C∞(M ′,R) of X
such that ρ(eiθ ◦ x) = ρ(x), for every x ∈M ′ and every θ ∈ [0, 2π].
We take the Hermitian metric 〈 · | · 〉 on CTM ′ to be S1-invariant and 〈 T0 | T0 〉 = 1
on X. We take a S1- invariant definite function ρ so that ‖dρ‖ = 1 on X. Fix an open
connected componentX0 of X. From the fact that 〈J(dρ), T0〉 is always non-zero on X0,
we can check that
(1.12) 〈 J(dρ) , T0 〉 < 0 on X0,
where J is the complex structure map on T ∗M ′. From (1.12) and noting that ‖T0‖ =
‖dρ‖ = 1 on X, it is easy to see that
(1.13) T0 = T on X0,
where T is given by (2.13) below. For every m ∈ Z, put
(1.14) Ω0,qm (M
′) = {u ∈ Ω0,q(M ′); LTu = imu}
where LTu is the Lie derivative of u along direction T . For convenience, we write
Tu := LTu. Similarly, let Ω0,qm (M) denote the space of restrictions to M of elements in
Ω0,qm (M
′). We write C∞m (M) := Ω
0,0
m (M). Let L
2
(0,q),m(M) be the completion of Ω
0,q
m (M)
with respect to ( · | · )M . For q = 0, we write L2m(M) := L2(0,0),m(M). Fix λ ≥ 0 andm ∈ Z.
Put
(1.15) Hq≤λ,m(M) := H
q
≤λ(M) ∩ L2(0,q),m(M),
where Hq≤λ(M) is given by (1.2). Let
(1.16) B
(q)
≤λ,m : L
2
(0,q)(M)→ Hq≤λ,m(M)
be the orthogonal projection with respect to ( · | · )M and let
B
(q)
≤λ,m(x, y) ∈ D ′(M ×M,T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
be the distribution kernel of B
(q)
≤λ,m. For λ = 0, we write H
q
m(M) := H
q
≤0,m(M), B
(q)
m :=
B
(q)
≤0,m, B
(q)
m (x, y) := B
(q)
≤0,m(x, y). From [21, Theorem 3.3], we see that H
q
≤λ,m(M) is a
finite dimensional subspace of Ω0,qm (M) and hence
B
(q)
≤λ,m(x, y) ∈ C∞(M ×M,T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗).
Moreover, it is straightforward to see that
(1.17) B
(q)
≤λ,m(x, y) =
1
2π
∫ π
−π
B
(q)
≤λ(x, e
iθy)eimθdθ.
We have the following asymptotic expansion for the S1-equivariant Bergman kernel (see
also Theorem 8.3).
Theorem 1.11. With the notations and assumptions used above, fix p ∈ X0 and let U be
an open set of p in M ′ with U ∩ X0 6= ∅. Suppose that the Levi form is positive U ∩ X0.
Suppose that Z(1) holds on X. Let Np := {g ∈ S1; g ◦ p = p} = {g0 := e, g1, . . . , gr},
where e denotes the identify element in S1 and gj 6= gℓ if j 6= ℓ, for every j, ℓ = 0, 1, . . . , r.
We have
(1.18) B(0)m (x, y) ≡
r∑
α=0
gmα e
imφ(x,gαy)bα(x, y,m) mod O(m
−∞) on U ∩M,
8where for every α = 0, 1, . . . , r,
bα(x, y,m) ∈ Snloc ((U × U) ∩ (M ×M)),
bα(x, y,m) ∼
∑∞
j=0 bα,j(x, y)m
n−j in Snloc ((U × U) ∩ (M ×M)),
bα,0(x, x) = b0(x, x), b0(x, x) is given by (5.121),
(1.19)
and φ(x, y) ∈ C∞((U × U) ∩ (M ×M)) is as (1.6).
Actually, we have more general results than Theorem 1.11. In Theorem 8.1, we get
an asymptotic expansion for B
(q)
≤λ,m inm for every λ > 0, and in Theorem 8.2, we get an
asymptotic expansion for B
(q)
m in m under the local closed range condition of (q).
For every m ∈ N, let
(1.20) Φm :M → Cdm , x 7→ (f1(x), . . . , fdm(x)),
where {f1(x), . . . , fdm(x)} is an orthonormal basis for H0m(M) with respect to ( · | · )M
and dm = dimH
0
m(M). We have the following S
1-equivaraint embedding theorem (see
Theorem 8.4).
Theorem 1.12. With the notations and assumptions used above, assume that the Levi
form is positive definite on X0 and Z(1) holds on X. For every m0 ∈ N, there exist
m1 ∈ N, . . . , mk ∈ N, with mj ≥ m0, j = 1, . . . , k, and a S1-invariant open set V of X0
such that the map
Φm1,...,mk : V ∩M → Cdˆm ,
x 7→ (Φm1(x), . . . ,Φmk(x)),
(1.21)
is a holomorphic embedding, where Φmj is given by (1.20) and dˆm = dm1 + · · ·+ dmk .
Without the Z(1) condition, we can still formulate the following S1-equivaraint em-
bedding theorem (see the proof of Theorem 8.5)
Theorem 1.13. With the notations and assumptions used above, assume that the Levi
form is positive definite on X0. For every m0 ∈ N, there exist a S1-invariant open set V of
X0 and fj(x) ∈ C∞(V ∩M), j = 1, . . . , K, with ∂fj = 0 on V ∩M , fj(eiθx) = eimjθf(x),
mj ≥ m0, j = 1, . . . , K, for every eiθ ∈ S1 and every x ∈ V , such that the map
Φ : V ∩M → CK ,
x 7→ (f1(x), . . . , fK(x)),
(1.22)
is a holomorphic embedding.
The paper is organized as follows. In Section 2, we collect some standard notations,
terminology, definitions and statements we use throughout. To construct parametrices
for (q), we introduce in Section 3 the operator 
(q)
− . In Section 4, we construct para-
metrices for (q) near a point p ∈ X under the assumption that Z(q) holds at p. Up
to the authors’ knowledge, the parametrices construction in Section 4 are also new re-
sults. In Section 5, we obtain microlocal Hodge decomposition theorems for (q) near a
point p ∈ X under the assumption that Z(q) fails at p. By using the results in Section 4
and Section 5, we prove Theorem 1.1 and Theorem 1.4 in Section 6. In Section 8, we
prove the asymptotic expansions of the S1-equivariant Bergman kernel and embedding
theorems for domains with holomorphic S1-action.
92. PRELIMINARIES
2.1. Standard notations. We shall use the following notations: N = {1, 2, . . .} is the set
of natural numbers, N0 = N ∪ {0}, R is the set of real numbers, R+ := {x ∈ R; x ≥ 0}.
For a multiindex α = (α1, . . . , αn) ∈ Nn0 we denote by |α| = α1 + . . . + αn its norm and
by l(α) = n its length. Form ∈ N, write α ∈ {1, . . . , m}n if αj ∈ {1, . . . , m}, j = 1, . . . , n.
α is strictly increasing if α1 < α2 < . . . < αn. For x = (x1, . . . , xn) we write
xα = xα11 . . . x
αn
n ,
∂xj =
∂
∂xj
, ∂αx = ∂
α1
x1
. . . ∂αnxn =
∂|α|
∂xα
,
Dxj =
1
i
∂xj , D
α
x = D
α1
x1
. . .Dαnxn , Dx =
1
i
∂x .
Let z = (z1, . . . , zn), zj = x2j−1 + ix2j , j = 1, . . . , n, be coordinates of C
n. We write
zα = zα11 . . . z
αn
n , z
α = zα11 . . . z
αn
n ,
∂zj =
∂
∂zj
=
1
2
( ∂
∂x2j−1
− i ∂
∂x2j
)
, ∂zj =
∂
∂zj
=
1
2
( ∂
∂x2j−1
+ i
∂
∂x2j
)
,
∂αz = ∂
α1
z1
. . . ∂αnzn =
∂|α|
∂zα
, ∂αz = ∂
α1
z1
. . . ∂αnzn =
∂|α|
∂zα
.
For j, s ∈ Z, set δj,s = 1 if j = s, δj,s = 0 if j 6= s.
Let W be a C∞ paracompact manifold. We let TW and T ∗W denote the tangent
bundle of W and the cotangent bundle of W respectively. The complexified tangent
bundle of W and the complexified cotangent bundle of W are be denoted by CTW
and CT ∗W , respectively. Write 〈 · , · 〉 to denote the pointwise duality between TW and
T ∗W . We extend 〈 · , · 〉 bilinearly to CTW × CT ∗W . Let G be a C∞ vector bundle over
W . The fiber of G at x ∈ W will be denoted by Gx. Let E be another vector bundle
over W . We write E ⊠ G∗ to denote the vector bundle over W × W with fiber over
(x, y) ∈ W ×W consisting of the linear maps from Gy to Ex. Let Y ⊂ W be an open
set. From now on, the spaces of distribution sections of G over Y and smooth sections
of G over Y will be denoted by D ′(Y,G) and C∞(Y,G) respectively. Let E ′(Y,G) be the
subspace of D ′(Y,G) whose elements have compact support in Y and let C∞0 (Y,G) be
the subspace of C∞(Y,G) whose elements have compact support in Y . For m ∈ R, let
Hm(Y,G) denote the Sobolev space of order m of sections of G over Y . Put
Hmloc (Y,G) =
{
u ∈ D ′(Y,G); ϕu ∈ Hm(Y,G), for every ϕ ∈ C∞0 (Y )
}
,
Hmcomp (Y,G) = H
m
loc(Y,G) ∩ E ′(Y,G) .
We recall the Schwartz kernel theorem [14, Theorems5.2.1, 5.2.6], [27, ThoremB.2.7].
Let G and E be C∞ vector bundles over a paracompact orientable C∞ manifold W
equipped with a smooth density of integration. If A : C∞0 (W,G) → D ′(W,E) is con-
tinuous, we write A(x, y) to denote the distribution kernel of A. The following two
statements are equivalent
(a) A is continuous: E ′(W,G)→ C∞(W,E),
(b) A(x, y) ∈ C∞(W ×W,E ⊠G∗).
If A satisfies (a) or (b), we say that A is smoothing on W . Let A,B : C∞0 (W,G) →
D ′(W,E) be continuous operators. We write
(2.1) A ≡ B (on W )
if A− B is a smoothing operator.
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We say that A is properly supported if the restrictions of the two projections (x, y) 7→
x, (x, y) 7→ y to SuppA(x, y) are proper.
Let H(x, y) ∈ D ′(W × W,E ⊠ G∗). We write H to denote the unique continuous
operator C∞0 (W,G) → D ′(W,E) with distribution kernel H(x, y). In this work, we
identify H with H(x, y).
2.2. Some standard notations in semi-classical analysis. Let W1 be an open set in
R
N1 and let W2 be an open set in R
N2 . Let E and F be vector bundles over W1 and
W2, respectively. An m-dependent continuous operator Am : C
∞
0 (W2, F ) → D ′(W1, E)
is called m-negligible on W1 ×W2 if, for m large enough, Am is smoothing and, for any
K ⋐ W1×W2, any multi-indices α, β and any N ∈ N, there exists CK,α,β,N > 0 such that
(2.2)
∣∣∂αx∂βyAm(x, y)∣∣ ≤ CK,α,β,Nm−N on K, ∀m≫ 1.
In that case we write
Am(x, y) = O(m
−∞) on W1 ×W2,
or
Am = O(m
−∞) on W1 ×W2.
If Am, Bm : C
∞
0 (W2, F ) → D ′(W1, E) are m-dependent continuous operators, we write
Am = Bm + O(m
−∞) on W1 × W2 or Am(x, y) = Bm(x, y) + O(m−∞) on W1 × W2 if
Am − Bm = O(m−∞) on W1 ×W2. When W = W1 = W2, we sometime write ”on W ”.
Let Ω1 and Ω2 be smooth manifolds and let E and F be vector bundles over Ω1 and
Ω2, respectively. Let Am, Bm : C
∞(Ω2, F ) → C∞(Ω1, E) be m-dependent smoothing
operators. We write Am = Bm + O(m
−∞) on Ω1 × Ω2 if on every local coordinate patch
D of Ω1 and local coordinate patch D1 of Ω2, Am = Bm + O(m
−∞) on D × D1. When
Ω1 = Ω2, we sometime write on Ω1.
We recall the definition of the semi-classical symbol spaces
Definition 2.1. Let W be an open set in RN . Let
S(1;W ) :=
{
a ∈ C∞(W ) | for every α ∈ NN0 : sup
x∈W
|∂αa(x)| <∞
}
,
S0loc (1;W ) :=
{
(a(·, m))m∈R | for all α ∈ NN0 , χ ∈ C∞0 (W ) : sup
m≥1
sup
x∈W
|∂α(χa(x,m))| <∞
}
.
For k ∈ R, let
Skloc(1) := S
k
loc(1;W ) =
{
(a(·, m))m∈R | (m−ka(·, m)) ∈ S0loc (1;W )
}
.
Hence a(·, m) ∈ Skloc(1;W ) if for every α ∈ NN0 and χ ∈ C∞0 (W ), there exists Cα > 0
independent of m, such that |∂α(χa(·, m))| ≤ Cαmk holds on W .
Consider a sequence aj ∈ Skjloc (1), j ∈ N0, where kj ց −∞, and let a ∈ Sk0loc (1). We
say
a(·, m) ∼
∞∑
j=0
aj(·, m) in Sk0loc (1),
if, for every ℓ ∈ N0, we have a −
∑ℓ
j=0 aj ∈ Skℓ+1loc (1) . For a given sequence aj as above,
we can always find such an asymptotic sum a, which is unique up to an element in
S−∞loc (1) = S
−∞
loc (1;W ) := ∩kSkloc (1).
Similarly, we can define Skloc (1; Y,E) in the standard way, where Y is a smooth mani-
fold and E is a vector bundle over Y .
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2.3. Set up and Terminology. Let M be a relatively compact open subset with C∞
boundary X of a complex manifold M ′ of dimension n. Let T 1,0M ′ and T 0,1M ′ be the
holomorphic tangent bundle of M ′ and the anti-holomorphic tangent bundle of M ′.
We fix a Hermitian metric 〈 · | · 〉 on CTM ′ so that T 1,0M ′ ⊥ T 0,1M ′. For p, q ∈ N, let
T ∗p,qM ′ be the vector bundle of (p, q) forms on M ′. The Hermitian metric 〈 · | · 〉 on
CTM ′ induces by duality, a Hermitian metric 〈 · | · 〉 on ⊕p,q=np,q=1T ∗p,qM ′. Let ‖·‖ be the
corresponding pointwise norm with respect to 〈 · | · 〉. Let ρ ∈ C∞(M ′,R) be a defining
function of X. That is, ρ = 0 on X, ρ < 0 on M and dρ 6= 0 near X. From now on, we
take a defining function ρ so that ‖dρ‖ = 1 on X.
Let A be a C∞ vector bundle over M ′. Let U be an open set in M ′. Let
C
∞(U ∩M,A), D ′(U ∩M,A), E ′(U ∩M,A),
Hs(U ∩M,A), Hscomp (U ∩M,A), Hsloc (U ∩M,A),
(where s ∈ R) denote the spaces of restrictions to U ∩M of elements in
C
∞(U ∩M ′, A), D ′(U ∩M ′, A), E ′(U ∩M ′, A),
Hs(M ′, A), Hscomp (M
′, A), Hsloc (M
′, A),
respectively. Write
L2(U ∩M,A) :=H0(U ∩M,A), L2comp (U ∩M,A) := H0comp (U ∩M,A),
L2loc (U ∩M,A) := H0loc (U ∩M,A).
For every p, q = 1, . . . , n, we denote
Ωp,q(U ∩M) := C∞(U ∩M,T ∗p,qM ′), Ωp,q(M ′) := C∞(M ′, T ∗p,qM ′),
Ωp,q0 (M
′) := C∞0 (M
′, T ∗p,qM ′), Ωp,q0 (M) := C
∞
0 (M,T
∗p,qM ′).
Let A and B be C∞ vector bundles over M ′. Let U be an open set in M ′. Let
F1, F2 : C
∞
0 (U ∩M,A)→ D ′(U ∩M,B)
be continuous operators. Let F1(x, y), F2(x, y) ∈ D ′((U ×U) ∩ (M ×M), A⊠B∗) be the
distribution kernels of F1 and F2 respectively. We write
F1 ≡ F2 mod C∞((U × U) ∩ (M ×M))
or F1(x, y) ≡ F2(x, y) mod C∞((U × U) ∩ (M × M)) if F1(x, y) = F2(x, y) + r(x, y),
where r(x, y)|(U×U)∩(M×M) ∈ C∞((U × U) ∩ (M ×M), A ⊠ B∗). Similarly, let Fˆ1, Fˆ2 :
C∞0 (U∩M,A)→ D ′(U∩X,B) be continuous operators. Let Fˆ1(x, y), Fˆ2(x, y) ∈ D ′((U×
U) ∩ (X ×M), A ⊠ B∗) be the distribution kernels of Fˆ1 and Fˆ2 respectively. We write
Fˆ1 ≡ Fˆ2 mod C∞((U×U)∩(X×M )) or Fˆ1(x, y) ≡ Fˆ2(x, y) mod C∞((U×U)∩(X×M ))
if Fˆ1(x, y) = Fˆ2(x, y)+ rˆ(x, y), where rˆ(x, y) ∈ C∞((U×U)∩(X×M), A⊠B∗). Similarly,
let F˜1, F˜2 : C
∞
0 (U ∩X,A)→ D ′(U ∩M,B) be continuous operators. Let
F˜1(x, y), F˜2(x, y) ∈ D ′((U × U) ∩ (M ×X), A⊠ B∗)
be the distribution kernels of F˜1 and F˜2 respectively. We write F˜1 ≡ F˜2 mod C∞((U ×
U)∩(M×X)) or F˜1(x, y) ≡ F˜2(x, y) mod C∞((U×U)∩(M×X)) if F˜1(x, y) = F˜2(x, y)+
r˜(x, y), where r˜(x, y) ∈ C∞((U × U) ∩ (M ×X), A⊠B∗).
Let Fm, Gm : C
∞
0 (U ∩M,A)→ D ′(U ∩M,B) be m-dependent continuous operators.
Let Fm(x, y), Gm(x, y) ∈ D ′((U × U) ∩ (M ×M), A⊠ B∗) be the distribution kernels of
Fm and Gm respectively. We write
(2.3) Fm ≡ Gm mod O(m−∞) on U ∩M
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if there is a rm(x, y) ∈ C∞(U × U,A⊠ B∗) with rm(x, y) = O(m−∞) on U × U such that
rm(x, y)|(U×U)∩(M×M) = Fm(x, y)−Gm(x, y), for m≫ 1.
Let k ∈ R. Let U be an open set inM ′ and let E be a vector bundle overM ′×M ′. Let
(2.4) Skloc(1, (U × U) ∩ (M ×M), E)
denote the space of restrictions to U ∩M of elements in Skloc(1, U × U,E). Let
aj ∈ Skjloc(1, (U × U) ∩ (M ×M), E), j = 0, 1, 2, . . . ,
with kj ց −∞, j →∞. Then there exists
a ∈ Sk0loc(1, (U × U) ∩ (M ×M), E)
such that
a−
ℓ−1∑
j=0
aj ∈ Skℓloc(1, (U × U) ∩ (M ×M), E),
for every ℓ = 1, 2, . . .. If a and aj have the properties above, we write
a ∼
∞∑
j=0
aj in S
k0
loc(1, (U × U) ∩ (M ×M), E).
Let dvM ′ be the volume form on M
′ induced by the Hermitian metric 〈 · | · 〉 on CTM ′
and and let ( · | · )M and ( · | · )M ′ be the inner products on Ω0,q(M) and Ω0,q0 (M ′) defined
by
( f | h )M =
∫
M
〈 f | h 〉dvM ′, f, h ∈ Ω0,q(M),
( f | h )M ′ =
∫
M ′
〈 f | h 〉dvM ′, f, h ∈ Ω0,q0 (M ′).
(2.5)
Let ‖·‖M and ‖·‖M ′ be the corresponding norms with respect to ( · | · )M and ( · | · )M ′
respectively. Let L2(0,q)(M) be the completion of Ω
0,q(M) with respect to ( · | · )M. We
extend ( · | · )M to L2(0,q)(M) in the standard way. Let ∂ : Ω0,q(M ′) → Ω0,q+1(M ′) be the
part of the exterior differential operator which maps forms of type (0, q) to forms of type
(0, q + 1) and we denote by ∂
∗
f : Ω
0,q+1(M ′)→ Ω0,q(M ′) the formal adjoint of ∂. That is
( ∂f | h )M ′ = (f | ∂∗fh )M ′,
f ∈ Ω0,q0 (M ′), h ∈ Ω0,q+1(M ′). We shall also use the notation ∂ for the closure in L2 of the
∂ operator, initially defined on Ω0,q(M) and ∂
∗
for the Hilbert space adjoint of ∂. Recall
that for u ∈ L2(0,q(M), we say that u ∈ Dom ∂ if we can find a sequence uj ∈ Ω0,q(M),
j = 1, 2, . . ., with limj→∞ ‖uj − u‖M = 0 such that limj→∞
∥∥∂uj − v∥∥M = 0, for some
v ∈ L2(0,q+1)(M). We set ∂u = v. The ∂-Neumann Laplacian on (0, q)-forms is then the
non-negative self-adjoint operator in the space L2(0,q)(M) (see [10, Chapter 1]):
(2.6) (q) = ∂ ∂
∗
+ ∂
∗
∂ : Dom(q) ⊂ L2(0,q)(M)→ L2(0,q)(M),
where
Dom(q) =
{
u ∈ L2(0,q)(M), u ∈ Dom ∂
∗ ∩ Dom ∂,
∂
∗
u ∈ Dom ∂, ∂u ∈ Dom ∂∗
}(2.7)
and Ω0,q(M) ∩Dom(q) is dense in Dom(q) for the norm
u ∈ Dom(q) → ∥∥u∥∥
M
+
∥∥∂u∥∥
M
+
∥∥∂∗u∥∥
M
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(see [10, p.14]). We shall write Spec(q) to denote the spectrum of (q). For a Borel set
B ⊂ R we denote by E(B) the spectral projection of (q) corresponding to the set B,
where E is the spectral measure of (q). For λ ≥ 0, we set
(2.8) Hq≤λ(M) := RanE
(
(−∞, λ]) ⊂ L2(0,q)(M).
For λ = 0, we denote
(2.9) Hq(M) := Hq≤0(M) = Ker
(q).
For λ ≥ 0, let
(2.10) B
(q)
≤λ : L
2
(0,q)(M)→ Hq≤λ(M)
be the orthogonal projection with respect to the product ( · | · )M and let
(2.11) B
(q)
≤λ(x, y) ∈ D ′(M ×M,T ∗0,qM ⊠ (T ∗0,qM)∗),
denote the distribution kernel of B
(q)
≤λ. For λ = 0, we denote B
(q) := B
(q)
≤0, B
(q)(x, y) :=
B
(q)
≤0(x, y).
Now, we consider the boundaryX ofM . The boundaryX is a compact CR manifold of
dimension 2n−1 with natural CR structure T 1,0X := T 1,0M ′∩CTX. Let T 0,1X := T 1,0X.
The Hermitian metric on CTM ′ induces Hermitian metrics 〈 · | · 〉 on CTX and also on
the bundle⊕2n−1j=1 Λj(CT ∗X). Let dvX be the volume form onX induced by the Hermitian
metric 〈 · | · 〉 onCTX and let ( · | · )X be the L2 inner product on C∞(X,⊕2n−1j=1 Λj(CT ∗X))
induced by dvX and the Hermitian metric 〈 · | · 〉 on ⊕2n−1j=1 Λj(CT ∗X).
Let ∂
∂ρ
∈ C∞(X, TM ′) be the global real vector field on X given by〈 ∂
∂ρ
, dρ
〉
= 1 on X,〈 ∂
∂ρ
(p) | v
〉
= 0 at every p ∈ X, for every v ∈ TpX.
(2.12)
Let J : TM ′ → TM ′ be the complex structure map and put
(2.13) T = J
( ∂
∂ρ
)
∈ C∞(M ′, TM ′).
It is easy to see that T is a global non-vanishing vector field on X, T is orthogonal to
T 1,0X ⊕ T 0,1X and ‖T‖ = 1 on X. Put
T ∗1,0X := (T 0,1X ⊕ CT )⊥ ⊂ CT ∗X , T ∗0,1X := (T 1,0X ⊕ CT )⊥ ⊂ CT ∗X.
Let ω0 ∈ C∞(X, T ∗X) be the global one form on X given by
〈ω0(p) , u 〉 = 0, for every p ∈ X and every u ∈ T 1,0p X ⊕ T 0,1p X,
〈ω0 , T 〉 = −1 on X.
(2.14)
We have the pointwise orthogonal decompositions:
CT ∗X = T ∗1,0X ⊕ T ∗0,1X ⊕ {λω0; λ ∈ C} ,
CTX = T 1,0X ⊕ T 0,1X ⊕ {λT ; λ ∈ C} .(2.15)
For p ∈ X, the Levi form Lp is the Hermitian quadratic form on T 1,0p X given by
(2.16) Lp(Z,W ) = − 1
2i
〈 dω0(p) , Z ∧W 〉, Z,W ∈ T 1,0p X.
Define the vector bundle of (0, q) forms by T ∗0,qX := ΛqT ∗0,1X. LetD ⊂ X be an open
set. Let Ω0,q(D) denote the space of smooth sections of T ∗0,qX over D and let Ω0,q0 (D)
be the subspace of Ω0,q(D) whose elements have compact support in D.
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3. THE OPERATOR 
(q)
−
In this section, we fix q ∈ {0, 1, . . . , n− 1}. Let

(q)
f = ∂ ∂
∗
f + ∂
∗
f ∂ : Ω
0,q(M ′)→ Ω0,q(M ′)
denote the complex Laplace-Beltrami operator on (0, q) forms. Let γ denote the operator
of restriction to the boundary X. Let us consider the map
F (q) : H2(M,T ∗0,qM ′)→ L2(0,q)(M)⊕H
3
2 (X, T ∗0,qM ′)
u 7→ ((q)f u, γu).
(3.1)
By [4] we know that dimKerF (q) <∞ and KerF (q) ⊂ Ω0,q(M). Let
(3.2) K(q) : H2(M,T ∗0,qM ′)→ KerF (q)
be the orthogonal projection with respect to ( · | · )M. Put ˜(q)f = (q)f +K(q) and consider
the map
F˜ (q) : H2(M,T ∗0,qM ′)→ L2(0,q)(M)⊕H
3
2 (X, T ∗0,qM ′),
u 7→ (˜(q)f u, γu).
(3.3)
It is easy to see that F˜ (q) is injective. Let
(3.4) P˜ : C∞(X, T ∗0,qM ′)→ Ω0,q(M)
be the Poisson operator for ˜
(q)
f which is well-defined since (3.3) is injective. The Pois-
son operator P˜ satisfies
˜
(q)
f P˜ u = 0, γP˜ u = u, for everyu ∈ C∞(X, T ∗0,qM ′).(3.5)
By Boutet de Monvel [4, p. 29] the operator P˜ extends continuously
(3.6) P˜ : Hs(X, T ∗0,qM ′)→ Hs+ 12 (M,T ∗0,qM ′), ∀s ∈ R,
and there is a continuous operator
(3.7) D(q) : Hs(M,T ∗0,qM ′)→ Hs+2(M,T ∗0,qM ′), ∀s ∈ R,
such that
(3.8) D(q)˜
(q)
f + P˜ γ = I on Ω
0,q(M).
Let Eˆ ′(M,T ∗0,qM ′) denote the space of continuous linear map from Ω0,q(M) to C with
respect to ( · | · )M . Let
(3.9) P˜ ∗ : Eˆ ′(M,T ∗0,qM ′)→ D ′(X, T ∗0,qM ′)
be the operator defined by
( P˜ ∗u | v )X = ( u | P˜v )M , u ∈ Eˆ ′(M,T ∗0,qM ′), v ∈ C∞(X, T ∗0,qM ′).
By [4, p. 30] the operator
(3.10) P˜ ∗ : Hs(M,T ∗0,qM ′)→ Hs+ 12 (X, T ∗0,qM ′),
is continuous for every s ∈ R and
P˜ ∗ : Ω0,q(M)→ C∞(X, T ∗0,qM ′).
Let L ∈ T ∗0,1M ′ and let L∧ : T ∗0,qM ′ → T ∗0,q+1M ′ be the operator with wedge mul-
tiplication by L and let L∧,∗ : T ∗0,q+1M ′ → T ∗0,qM ′ be its adjoint with respect to 〈 · | · 〉,
that is,
(3.11) 〈L ∧ u | v 〉 = 〈 u |L∧,∗v 〉, u ∈ T ∗0,qM ′, v ∈ T ∗0,q+1M ′.
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Let
(3.12) 
(q)
− := (∂ρ)
∧,∗γ∂P˜ : Ω0,q(X)→ Ω0,q(X).
In this section, we will construct parametrix for 
(q)
− under certain Levi curvature as-
sumptions. Let
△X := dd∗ + d∗d : C∞(X,Λq(CT ∗X))→ C∞(X,Λq(CT ∗X))
be the De-Rham Laplacian, where
d∗ : C∞(X,Λq+1(CT ∗X))→ C∞(X,Λq(CT ∗X))
is the formal adjoint of the exterior derivative d with respect to ( · | · )X. Let
√−△X be
the square root of −△X . Put
Σ− = {(x, λω0(x)) ∈ T ∗X ; λ < 0} ,
Σ+ = {(x, λω0(x)) ∈ T ∗X ; λ > 0} .
(3.13)
Theorem 3.1 ([17, Proposition 4.1]). The operator

(q)
− := (∂ρ)
∧,∗γ∂P˜ : Ω0,q(X)→ Ω0,q(X)
is a classical pseudodifferential operator of order one and we have
(3.14) 
(q)
− =
1
2
(iT +
√
−△X) + lower order terms.
In particular, 
(q)
− is elliptic outside Σ
−.
Let ∂b : Ω
0,q(X) → Ω0,q+1(X) be the tangential Cauchy-Riemann operator. It is not
difficult to see that
(3.15) ∂b = 2(∂ρ)
∧,∗(∂ρ)∧γ∂P˜ : Ω0,q(X)→ Ω0,q+1(X).
We notice that for u ∈ C∞(X,Λq(CT ∗X)),
(3.16) u ∈ Ω0,q(X) if and only if u = 2(∂ρ)∧,∗(∂ρ)∧u on X
and
(3.17) 2(∂ρ)∧,∗(∂ρ)∧ + 2(∂ρ)∧(∂ρ)∧,∗ = I on C∞(X,Λq(CT ∗X)).
Consider
γ∂
∗
f P˜ u : C
∞(X,Λq+1(CT ∗X))→ C∞(X,Λq(CT ∗X)).
It is not difficult to check that (see [17, Lemma 2.2])
(3.18) γ∂
∗
f P˜ : Ω
0,q+1(X)→ Ω0,q(X).
Put
(3.19) ˜
(q)
b := γ∂
∗
f P˜ ∂b + ∂bγ∂
∗
f P˜ : Ω
0,q(X)→ Ω0,q(X).
Lemma 3.2. We have
˜
(q)
b = −4(∂ρ)∧,∗(∂ρ)∧γ∂
∗
f P˜ (∂ρ)
∧

(q)
− +R
(q) on Ω0,q(X),
where R(q) : Ω0,q(X)→ Ω0,q(X) is a smoothing operator.
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Proof. From (3.15), (3.16), (3.17), (3.18) and (3.5), we have
˜
(q)
b = 2(∂ρ)
∧,∗(∂ρ)∧˜
(q)
b
= 2(∂ρ)∧,∗(∂ρ)∧
(
γ∂
∗
f P˜ ∂b + ∂bγ∂
∗
f P˜ )
= 2(∂ρ)∧,∗(∂ρ)∧γ∂
∗
f P˜ ∂b + 2(∂ρ)
∧,∗(∂ρ)∧∂bγ∂
∗
f P˜
= 2(∂ρ)∧,∗(∂ρ)∧γ∂
∗
f P˜ ∂b + 2(∂ρ)
∧,∗(∂ρ)∧γ∂P˜γ∂
∗
f P˜
= 2(∂ρ)∧,∗(∂ρ)∧γ∂
∗
f P˜
(
γ∂P˜ − 2(∂ρ)∧(∂ρ)∧,∗γ∂P˜
)
+ 2(∂ρ)∧,∗(∂ρ)∧γ∂P˜γ∂
∗
f P˜
= 2(∂ρ)∧,∗(∂ρ)∧γ
(q)
f P˜ − 4(∂ρ)∧,∗(∂ρ)∧γ∂
∗
f P˜ (∂ρ)
∧

(q)
−
= −2(∂ρ)∧,∗(∂ρ)∧γK(q)P˜ − 4(∂ρ)∧,∗(∂ρ)∧γ∂∗f P˜ (∂ρ)∧(q)− ,
(3.20)
where K(q) is as in (3.2). Note that K(q) ≡ 0 mod C∞(M ×M). From this observation
and (3.6), we deduce that
−2(∂ρ)∧,∗(∂ρ)∧γK(q)P˜ : Hs(X, T ∗0,qM ′)→ Hs+N(X, T ∗0,qM ′),
for every s ∈ R and every N ∈ N. Hence, −2(∂ρ)∧,∗(∂ρ)∧γK(q)P˜ is smoothing. From
this observation and (3.20), the lemma follows. 
Lemma 3.2 gives a relation between ˜
(q)
b and 
(q)
− . Put
(3.21) A(q) := −4(∂ρ)∧,∗(∂ρ)∧γ∂∗f P˜ (∂ρ)∧ : Ω0,q(X)→ Ω0,q(X).
Then, ˜
(q)
b ≡ A(q)(q)− . The operator A(q) is a classical pseudodifferential operaor of
order one. We are going to show that A(q) is elliptic near Σ−. We pause and introduce
some notations. Near X, put
(3.22) T˜ ∗0,1z M
′ =
{
u ∈ T ∗0,1z M ′; 〈 u | ∂ρ(z) 〉 = 0
}
and
(3.23) T˜ 0,1z M
′ =
{
u ∈ T 0,1z M ′; 〈 u | (iT +
∂
∂ρ
)(z) 〉 = 0
}
.
We have the orthogonal decompositions with respect to 〈 · | · 〉 for every z ∈ M ′, z is near
X:
T ∗0,1z M
′ = T˜ ∗,0,1z M
′ ⊕ {λ(∂ρ)(z); λ ∈ C} ,
T 0,1z M
′ = T˜ 0,1z M
′ ⊕
{
λ(iT +
∂
∂ρ
)(z); λ ∈ C
}
.
(3.24)
Note that T˜ ∗,0,1z M
′ = T ∗0,1z X, T˜
0,1
z M
′ = T 0,1z X, for every z ∈ X. Fix z0 ∈ X. We can
choose an orthonormal frame t1(z), . . . , tn−1(z) for T˜
∗,0,1
z M
′ varying smoothly with z in
a neighborhood U of z0 in M
′. Then
t1(z), . . . , tn−1(z), tn(z) :=
∂ρ(z)∥∥∂ρ(z)∥∥
is an orthonormal frame for T ∗0,1z M
′. Let
T1(z), . . . , Tn−1(z), Tn(z)
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denote the basis of T 0,1z M
′ which is dual to t1(z), . . . , tn(z). We have Tj(z) ∈ T˜ 0,1z M ′,
j = 1, . . . , n− 1, and Tn = iT+
∂
∂ρ
‖iT+ ∂∂ρ‖ . By [17, (4.11])
(3.25) γ∂f
∗
P˜ =
n−1∑
j=1
t∧,∗j ◦ T ∗j + (∂ρ)∧,∗ ◦ (iT −
√
−△X) + lower order terms,
where T ∗j is the adjoint of Tj , j = 1, . . . , n− 1, that is, ( Tjf | g )X = ( f | T ∗j g )X , for every
f, g ∈ C∞0 (U ∩X), j = 1, . . . , n− 1.
Theorem 3.3. We have
(3.26) A(q) = −(iT −
√
−△) + lower order terms on Ω0,q(X).
Hence, the operator A(q) is elliptic near Σ−.
Proof. From (3.25) and (3.21), we have
(3.27)
A(q) = −4(∂ρ)∧,∗(∂ρ)∧
( n−1∑
j=1
t∧,∗j (∂ρ)
∧T ∗j +(∂ρ)
∧,∗(∂ρ)∧(iT−
√
−△)+lower order terms
)
.
We notice that
(∂ρ)∧,∗(∂ρ)∧(∂ρ)∧T ∗j = 0 on Ω
0,q(X), for every j = 1, . . . , n− 1,
4(∂ρ)∧,∗(∂ρ)∧(∂ρ)∧,∗(∂ρ)∧ = I on Ω0,q(X).
(3.28)
From (3.27) and (3.28), we get (3.26). 
We pause and introduce some notations. Let D be an open set of X. Let
Lm1
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗) , Lmcl (D, T
∗0,qD ⊠ (T ∗0,qD)∗),
denote the space of pseudodifferential operators on D of order m type (1
2
, 1
2
) from sec-
tions of T ∗0,qX to sections of T ∗0,qX and the space of classical pseudodifferential opera-
tors onD of orderm from sections of T ∗0,qX to sections of T ∗0,qX respectively. The clas-
sical result of Calderon and Vaillancourt tells us that anyA ∈ Lm1
2
, 1
2
(D, T ∗0,qX⊠(T ∗0,qX)∗)
induces for any s ∈ R a continuous operator
(3.29) A : Hscomp(D, T
∗0,qX)→ Hs−mloc (D, T ∗0,qX).
We refer to Ho¨rmander [15, Chapter 18] for a proof. Let A ∈ Lm1
2
, 1
2
(D, T ∗0,qX ⊠
(T ∗0,qX)∗), B ∈ Lm11
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗), where m,m1 ∈ R. If A or B is properly
supported, then the composition of A and B is well-defined and
(3.30) AB ∈ Lm+m11
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗).
For m ∈ R, ρ, δ ∈ R, 0 ≤ ρ, δ ≤ 1, let
Smρ,δ(T
∗D, T ∗0,qX ⊠ (T ∗0,qX)∗)
be the Ho¨rmander symbol space on T ∗D with values in T ∗0,qX ⊠ (T ∗0,qX)∗ of order m
and type (ρ, δ). Let
S−∞ρ,δ (T
∗D, T ∗0,qX ⊠ (T ∗0,qX)∗) := ∩m∈RSmρ,δ(T ∗D, T ∗0,qX ⊠ (T ∗0,qX)∗).
Let aj ∈ Smjρ,δ (T ∗D, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . , with mj → −∞, j → ∞. Then
there exists a ∈ Sm0ρ,δ (T ∗D, T ∗0,qX ⊠ (T ∗0,qX)∗) such that
a−
k−1∑
j=0
aj ∈ Smk1,0 (T ∗D, T ∗0,qX ⊠ (T ∗0,qX)∗) for k = 1, 2, . . . .
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In this case we write
a ∼
+∞∑
j=0
aj in S
m0
ρ,δ (T
∗D, T ∗0,qX ⊠ (T ∗0,qx X)
∗).
The symbol a is unique modulo S−∞ρ,δ (T
∗D, T ∗0,qX ⊠ (T ∗0,qX)∗).
Definition 3.4. Let A ∈ Lm1
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗), where m ∈ R. We write
A ≡ 0 near Σ− ∩ T ∗D
if there existsA′ ∈ Lm1
2
, 1
2
(D, T ∗0,qX⊠(T ∗0,qX)∗)with full symbol a(x, η) ∈ Sm1
2
, 1
2
(T ∗D, T ∗0,qX⊠
(T ∗0,qX)∗) such that
A ≡ A′ on D
and a(x, η) vanishes in an open neighborhood of Σ− ∩ T ∗D.
We now come back to our situation. Let D ⊂ X be an open coordinate patch with
local coordinates x = (x1, . . . , x2n−1). Assume that the Levi form is non-degenerate of
constant signature (n−, n+) on D. It is clear that
γ∂
∗
f P˜ = ∂
∗
b + lower order terms.
From this observation, we can repeat the proof of [17, Proposition 6.3] with minor
change and deduce that
Theorem 3.5. With the notations and assumptions above, let q 6= n−. We can find properly
supported operator E(q) ∈ L−11
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗) such that
(3.31) ˜
(q)
b E
(q) ≡ I +R on D,
where R ∈ L11
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗) with R ≡ 0 near Σ− ∩ T ∗D.
We can now prove the main result of this section.
Theorem 3.6. Let D ⊂ X be an open coordinate patch with local coordinates x =
(x1, . . . , x2n−1). Assume that the Levi form is non-degenerateof constant signature (n−, n+)
onD. Let q 6= n−. Then, we can find a properly supported operatorG(q) ∈ L01
2
, 1
2
(D, T ∗0,qX⊠
(T ∗0,qX)∗) such that
(3.32) 
(q)
− G
(q) ≡ I on D.
Proof. Let A(q) ∈ L1cl (D, T ∗0,qX⊠ (T ∗0,qX)∗) be as in (3.21). Since A(q) is elliptic near Σ−
(see Theorem 3.3), there is a properly supported elliptic pseudodifferential operators
H(q), H
(q)
1 ∈ L−1cl (D, T ∗0,qX ⊠ (T ∗0,qX)∗) such that
A(q)H(q) − I ≡ 0 near Σ− ∩ T ∗D,
H
(q)
1 A
(q) − I ≡ 0 near Σ− ∩ T ∗D.
(3.33)
From Lemma 3.2, (3.21) and (3.33), we have ˜
(q)
b ≡ A(q)(q)− , H(q)− ˜(q)b ≡ H(q)1 A(q)(q)−
and hence
(3.34) 
(q)
− ≡ H(q)1 ˜(q)b near Σ− ∩ T ∗D.
Let E(q) ∈ L−11
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗) be as in Theorem 3.5. From (3.34), we have
(3.35) 
(q)
− E
(q)A(q) − I ≡ H(q)1 ˜(q)b E(q)A(q) − I near Σ− ∩ T ∗D.
From (3.31), we have H
(q)
1 ˜
(q)
b E
(q)A(q) − I ≡ H(q)1 (I +R)A(q) − I and hence
(3.36) H
(q)
1 ˜
(q)
b E
(q)A(q) − I ≡ H(q)1 A(q) − I near Σ− ∩ T ∗D.
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From (3.36) and (3.33), we get
(3.37) H
(q)
1 ˜
(q)
b E
(q)A(q) − I ≡ 0 near Σ− ∩ T ∗D.
From (3.35) and (3.36) and (3.37), we conclude that

(q)
− E
(q)A(q) = I + r,
where r ∈ L11
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗) with r ≡ 0 near Σ− ∩ T ∗D. Since (q)− is elliptic
outside Σ−, we can find a properly supported operator r1 ∈ L11
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗)
such that 
(q)
− r1 ≡ −r on D. Let G(q) ∈ L01
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗) be a properly
supported operator so that G(q) ≡ E(q)A(q) + r1 on D. Then, (q)− G(q) ≡ I on D. The
theorem follows. 
4. PARAMETICS FOR THE ∂-NEUMANN LAPLACIAN
Let D be a local coordinate patch of X with local coordinates x = (x1, . . . , x2n−1).
Then, xˆ := (x1, . . . , x2n−1, ρ) are local coordinates of M
′ defined in an open set U of M ′
with U ∩X = D. Until further notice, we work on U .
We introduce some notations. Let F : Ω0,q0 (U ∩ M) → D ′(U ∩ M,T ∗0,qM ′) be a
continuous operator. We say that F is properly supported on U ∩M if for every χ ∈
C∞0 (U ∩M), there are χ1 ∈ C∞0 (U ∩M), χ2 ∈ C∞0 (U ∩M), such that Fχu = χ2Fu,
χFu = Fχ1u, for every u ∈ Ω0,q0 (U ∩M). When F is properly supported on U ∩ M ,
F can be extended continuously to F : Ω0,q(U ∩ M) → E ′(U ∩ M,T ∗0,qM ′). We say
that F is smoothing away the diagonal on U ∩M if for every χ, χ1 ∈ C∞0 (U ∩M) with
Suppχ ∩ Suppχ1 = ∅, we have
χFχ1 ≡ 0 mod C∞((U × U) ∩ (M ×M)).
We need
Lemma 4.1. Let τ1 ∈ C∞(X), τ ∈ C∞(M) with Supp τ ∩ Supp τ1 = ∅. Then,
τP˜ τ1 ≡ 0 mod C∞(M ×X).
Proof. From (3.8), we have
τP˜ τ1 = (D
(q)

(q)
f + P˜ γ)τP˜ τ1 = D
(q)

(q)
f τP˜ τ1 = D
(q)[τ,
(q)
f ]P˜ τ1.(4.1)
By (3.7) the operator
D(q)[τ,
(q)
f ] : H
s(M,T ∗0,qM ′)→ Hs+1(M,T ∗0,qM ′)
is continuous, for every s ∈ Z. Using this observation, (3.6) and (4.1), we have
τP˜ τ1 : H
s(X, T ∗0,qM ′)→ Hs+ 32 (M,T ∗0,qM ′)
is continuous, for every s ∈ Z. We have proved that for any τ˜ ∈ C∞(M) with Supp τ˜ ∩
Supp τ1 = ∅, then
(4.2) τ˜ P˜ τ1 : H
s(X, T ∗0,qM ′)→ Hs+ 32 (M,T ∗0,qM ′)
is continuous, for every s ∈ Z.
Let τ˜ ∈ C∞(M) with τ˜ = 1 near Supp τ and Supp τ˜ ∩ Supp τ1 = ∅. From (4.1), we
have
(4.3) τP˜ τ1 = D
(q)[τ,
(q)
f ]τ˜ P˜ τ1.
From (4.3), (4.2) and (3.8), we have
τP˜ τ1 : H
s(X, T ∗0,qM ′)→ Hs+ 52 (M,T ∗0,qM ′)
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is continuous, for every s ∈ Z. Continuing in this way, we conclude that
τP˜ τ1 : H
s(X, T ∗0,qM ′)→ Hs+ 2N+12 (M,T ∗0,qM ′)
is continuous, for every s ∈ Z and N > 0. The lemma follows. 
From Lemma 4.1, we get
Lemma 4.2. Let τ1 ∈ C∞(X), τ ∈ C∞(M) with Supp τ ∩ Supp τ1 = ∅. Then,
τ1P˜
∗τ ≡ 0 mod C∞(X ×M).
Recall that P˜ ∗ is given by (3.9).
We come back to our situation. Until further notice, we assume that the Levi form is
non-degenerate of constant signature (n−, n+) on D.
Theorem 4.3. With the assumptions and notations above, let q 6= n−. We can find properly
supported continuous operator on U ∩M :
N (q) : Hsloc (U ∩M,T ∗0,qM ′)→ Hs+1loc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
such that
(4.4) (∂ρ)∧,∗γN (q)u|D = 0, for every u ∈ Ω0,q(U ∩M),
(4.5) (∂ρ)∧,∗γ∂N (q)u|D = 0, for every u ∈ Ω0,q(U ∩M)
and
(4.6) 
(q)
f N
(q) = I + F (q) on Ω0,q0 (U ∩M),
where F (q) : D ′(U ∩M) → Ω0,q(U ∩M) is a properly supported continuous operator on
U ∩M with F (q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Proof. Since 
(q)
f is an elliptic operator on M
′, we can find a properly supported contin-
uous operator
N
(q)
1 : H
s
loc (U ∩M,T ∗0,qM ′)→ Hs+2loc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
such that N
(q)
1 is smoothing away the diagonal on U ∩M and
(4.7) 
(q)
f N
(q)
1 = I + F1 on Ω
0,q
0 (U ∩M ′),
where F1 ≡ 0 mod C∞((U × U) ∩ (M ×M)). Consider for every s ∈ Z,
N
(q)
2 := N
(q)
1 − P˜ γN (q)1 : Hscomp (U ∩M,T ∗0,qM ′)→ Hs+2loc (U ∩M,T ∗0,qM ′).
From (3.5) and (4.7), we see that
(4.8) γN
(q)
2 u|D = 0, for every u ∈ Ω0,q0 (U ∩M),
and
(4.9) 
(q)
f N
(q)
2 = I + F2 on Ω
0,q
0 (U ∩M ′),
where F2 ≡ 0 mod C∞((U × U) ∩ (M ×M)). From Lemma 4.1, it is not difficult to
check thatN
(q)
2 is smoothing away the diagonal on U∩M . Hence, we can find a properly
supported continuous operator
N
(q)
3 : H
s
loc (U ∩M,T ∗0,qM ′)→ Hs+2loc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
such that
(4.10) N
(q)
3 ≡ N (q)2 mod C∞((U × U) ∩ (M ×M)).
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From (4.8) and (4.10), we conclude that
(4.11) γN
(q)
3 ≡ 0 mod C∞((U × U) ∩ (X ×M)).
Let E(q) ≡ 0 mod C∞((U × U) ∩ (M × M)) be any smoothing properly supported
extension of γN
(q)
3 . That is, γE
(q)u|D = γN (q)3 u|D, for every u ∈ Ω0,q(U ∩M) and E(q) is
properly supported on U ∩M . Let
N
(q)
4 := N
(q)
3 −E(q)
: Hsloc (U ∩M,T ∗0,qM ′)→ Hs+2loc (U ∩M,T ∗0,qM ′), for every s ∈ Z.
(4.12)
Then N
(q)
4 is properly supported on U ∩M and
γN
(q)
4 u|D = 0, for every u ∈ Ω0,q(U ∩M),

(q)
f N
(q)
4 = I + F3 on Ω
0,q
0 (U ∩M),
(4.13)
where F3 ≡ 0 mod C∞((U ×U)∩ (M ×M)). Let G(q) ∈ L01
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗) be
as in Theorem 3.6. Put
N
(q)
5 := N
(q)
4 − P˜G(q)(∂ρ)∧,∗γ∂N (q)4
: Hscomp (U ∩M,T ∗0,qM ′)→ Hs+1loc (U ∩M,T ∗0,qM ′), for every s ∈ Z.
(4.14)
From Theorem 3.6, (3.32) and (4.13), we can check that
(∂ρ)∧,∗γN
(q)
5 u|D = 0, for every u ∈ Ω0,q(U ∩M),
(∂ρ)∧,∗γ∂N
(q)
5 ≡ 0 mod C∞((U × U) ∩ (X ×M)),

(q)
f N
(q)
5 = I + F4 on Ω
0,q
0 (U ∩M),
(4.15)
where F4 ≡ 0 mod C∞((U × U) ∩ (M ×M)). It is not difficult to check that N (q)5 is
smoothing away the diagonal on U ∩ M . Hence, we can find a properly supported
continuous operator
N
(q)
6 : H
s
loc (U ∩M,T ∗0,qM ′)→ Hs+1loc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
such that
(4.16) N
(q)
5 ≡ N (q)6 mod C∞((U × U) ∩ (M ×M)).
Let R(q) ≡ 0 mod C∞((U × U) ∩ (M × M)) be any smoothing properly supported
extension of 2(∂ρ)∧(∂ρ)∧,∗γN
(q)
6 . For every s ∈ Z put
(4.17) N
(q)
7 := N
(q)
6 − R(q) : Hsloc (U ∩M,T ∗0,qM ′)→ Hs+1loc (U ∩M,T ∗0,qM ′) .
From (3.17), we have
(∂ρ)∧,∗γN
(q)
7 = (∂ρ)
∧,∗γN
(q)
6 − (∂ρ)∧,∗γR(q)
= (∂ρ)∧,∗γN
(q)
6 − 2(∂ρ)∧,∗(∂ρ)∧(∂ρ)∧,∗γN (q)6
= (∂ρ)∧,∗γN
(q)
6 − (∂ρ)∧,∗γN (q)6 = 0.
(4.18)
From (4.18) and (4.15), we have
(∂ρ)∧,∗γN
(q)
7 u|D = 0, for every u ∈ Ω0,q(U ∩M),
(∂ρ)∧,∗γ∂N
(q)
7 ≡ 0 mod C∞((U × U) ∩ (X ×M)),

(q)
f N
(q)
7 = I + F5 on Ω
0,q
0 (U ∩M),
(4.19)
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where F5 ≡ 0 mod C∞((U×U)∩(M×M )). Let J (q) ≡ 0 mod C∞((U×U)∩(M×M))
be any smoothing properly supported extension of (∂ρ)∧,∗γ∂N
(q)
7 . Let χ ∈ C∞(]− ε, ε[)
with χ ≡ 1 near 0, where ε > 0 is a small constant. For for every s ∈ Z put
N (q) := N
(q)
7 − 2χ(ρ)ρJ (q) : Hsloc (U ∩M,T ∗0,qM ′)→ Hs+1loc (U ∩M,T ∗0,qM ′).(4.20)
It is not difficult to see that N (q) is properly supported on U ∩M ,
N (q) ≡ N (q)7 mod C∞((U × U) ∩ (M ×M))
and
(∂ρ)∧,∗γN (q)u|D = (∂ρ)∧,∗γN (q)7 u|D = 0, for every u ∈ Ω0,q(U ∩M).
From (3.17), we have for every u ∈ Ω0,q(U ∩M),
(∂ρ)∧,∗γ∂N (q)u|D = (∂ρ)∧,∗γ∂N (q)7 u|D − 2(∂ρ)∧,∗(∂ρ)∧γJ (q)u|D
= (∂ρ)∧,∗γ∂N
(q)
7 u|D − 2(∂ρ)∧,∗(∂ρ)∧(∂ρ)∧,∗γ∂N (q)7 u|D
= (∂ρ)∧,∗γ∂N
(q)
7 u|D − (∂ρ)∧,∗γ∂N (q)7 u|D = 0.
(4.21)
We have proved that N (q) satisfies (4.4), (4.5) and (4.6). The theorem follows. 
Let N (q) be as in Theorem 4.3 and let (N (q))∗ : Ω0,q0 (U ∩M)→ D ′(U ∩M,T ∗0,qM ′) be
the formal adjoint of N (q) given by
( (N (q))∗u | v )M = ( u |N (q)v )M , for every u, v ∈ Ω0,q0 (U ∩M).
Lemma 4.4. With the assumptions and notations used above, we have
(4.22) (N (q))∗u = N (q)u+H(q)u, for every u ∈ Ω0,q0 (U ∩M),
where H(q) : D ′(U ∩ M,T ∗0,qM ′) → Ω0,q(U ∩ M) is a properly supported continuous
operator on U ∩M with H(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Proof. Let u, v ∈ Ω0,q0 (U ∩M). From (4.6), we have
( (N (q))∗u | v )M = ( (N (q))∗((q)f N (q) − F (q))u | v )M
= (
(q)
f N
(q)u |N (q)v )M − (F (q)u |N (q)v )M .
(4.23)
From (4.4) and (4.5), we can integrate by parts and get
(
(q)
f N
(q)u |N (q)v )M = (N (q)u |(q)f N (q)v )M
= (N (q)u | (I + F (q))v )M , here we used (4.6).
(4.24)
From (4.23) and (4.24), we deduce that
(4.25) ( (N (q))∗u | v )M = ( (N (q) + (F (q))∗)u | v )M − ( u | (F (q))∗N (q)v )M ,
where (F (q))∗ : Ω0,q0 (U ∩M) → D ′(U ∩M,T ∗0,qM ′) is the formal adjoint of F (q) with
respect to ( · | · )M . It is clear that (F (q))∗ is a properly supported continuous operator on
U ∩M with (F (q))∗ ≡ 0 mod C∞((U × U) ∩ (M ×M)).
It is not difficult to check that (F (q))∗N (q) is a properly supported continuous operator
on U ∩ M with (F (q))∗N (q) ≡ 0 mod C∞((U × U) ∩ (M × M)). Let ((F (q))∗N (q))∗ :
Ω0,q0 (U ∩M) → D ′(U ∩M,T ∗0,qM ′) is the formal adjoint of (F (q))∗N (q) with respect to
( · | · )M. Then ((F (q))∗N (q))∗ is a properly supported continuous operator on U ∩M with
((F (q))∗N (q))∗ ≡ 0 mod C∞((U ×U)∩ (M ×M)). From this observation and (4.25), we
have
( (N (q))∗u | v )M = (
(
N (q) + (F (q))∗ − ((F (q))∗N (q))∗)u | v )M .
We get (4.22). 
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From (4.22), we can extend (N (q))∗ to
(N (q))∗ : L2loc (U ∩M,T ∗0,qM ′)→ L2loc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
as a properly supported continuous operator on U ∩M and we have
(4.26) (N (q))∗u = N (q)u+H(q)u, for every u ∈ L2loc (U ∩M,T ∗0,qM ′),
where H(q) is as in (4.22). Moreover, for every g ∈ L2comp (U ∩M,T ∗0,qM ′) and every
u ∈ L2loc (U ∩M,T ∗0,qM ′), we have
(4.27) ( (N (q))∗u | g)M = ( u |N (q)g )M , ( (N (q))∗g | u)M = ( g |N (q)u )M .
We can now improve Theorem 4.3.
Theorem 4.5. With the assumptions and notations used above, let q 6= n−. We have
(4.28) N (q)(q)u = u+ F
(q)
1 u on U ∩M , for every u ∈ Dom(q),
(4.29) 
(q)
f N
(q)u = u+ F
(q)
2 u on U ∩M , for every u ∈ Ω0,q(U ∩M)
and
(4.30) 
(q)
f N
(q)u = u+ F
(q)
2 u on U ∩M , for every u ∈ Hsloc (U ∩M,T ∗0,qM ′), s ∈ Z,
where F
(q)
1 , F
(q)
2 : D
′(U ∩M)→ Ω0,q(U ∩M) are properly supported continuous operators
on U ∩M with F (q)1 ≡ 0 mod C∞((U × U) ∩ (M ×M)), F (q)2 ≡ 0 mod C∞((U × U) ∩
(M ×M)).
Remark 4.6. Let u ∈ Dom(q). The equation (4.28) means that for every g ∈ Ω0,q0 (U ∩
M), we have
(4.31) (N (q)(q)u | g )M = ( u+ F (q)1 u | g )M .
Since N (q) and F
(q)
1 are properly supported operators on U ∩M , (4.31) makes sense.
For u ∈ Ω0,q(U ∩M), the equation (4.29) means that for every g ∈ Ω0,q0 (U ∩M), we have
(4.32) (
(q)
f N
(q)u | g )M = ( u+ F (q)2 u | g )M .
Similarly, the meaning of (4.30) is the same as (4.29)
Proof of Theorem 4.5. Let u ∈ Dom(q). Then, (q)u ∈ L2(0,q)(M) ⊂ L2loc (U∩M,T ∗0,qM ′).
Let g ∈ Ω0,q0 (U ∩M). From (4.26) and (4.27), we have
(N (q)(q)u | g)M = ( (N (q))∗ −H(q))(q)u | g )M
= ((q)u |N (q)g )M − (H(q)(q)f u | g )M .
(4.33)
Since u ∈ Dom(q) and by (4.4), (4.5), N (q)g ∈ Dom(q), we can integrate by parts
and get
(4.34) ((q)u |N (q)g )M = ( u |(q)N (q)g )M = ( u | (I + F (q))g )M = (u+ (F (q))∗u | g )M ,
where F (q) is as in (4.6) and (F (q))∗ is the formal adjoint of F (q). From (4.33) and
(4.34), we have
(4.35) (N (q)(q)u | g)M = (u+ (F (q))∗u−H(q)(q)f u | g )M .
From (4.35), we get (4.28) with F
(q)
1 = (F
(q))∗ −H(q)(q)f .
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Let u ∈ Ω0,q(U ∩M) and let g ∈ Ω0,q0 (U ∩M). From (4.26), (4.27), (4.28), and note
that N (q) is properly supported on U ∩M , we have
(
(q)
f N
(q)u | g )M = (N (q)u |(q)f g )M = ( u | (N (q))∗(q)f g )M
= ( u | (N (q) +H(q))(q)f g )M = ( u | g + F (q)1 g +H(q)(q)f g )M
= ( u+ (F
(q)
1 )
∗u+ (H(q)
(q)
f )
∗u | g )M ,
(4.36)
where (F
(q)
1 )
∗ and (H(q)
(q)
f )
∗ are the formal adjoints of F
(q)
1 and H
(q)
(q)
f respectively.
From (4.36), we get (4.29) with F
(q)
2 = (F
(q)
1 )
∗ + (H(q)
(q)
f )
∗.
Let u ∈ Hsloc (U ∩M,T ∗0,qM ′), s ∈ Z. We can take uj ∈ Ω0,q0 (U ∩M), j = 1, 2, . . ., such
that uj → u in Hsloc (U ∩M,T ∗0,qM ′) as j →∞. By (4.29), we see that
(4.37) 
(q)
f N
(q)uj = uj + F
(q)
2 uj, for every j = 1, 2, . . ..
Note that 
(q)
f N
(q)uj → (q)f N (q)u in D ′(U ∩M,T ∗0,qM ′) as j → +∞. From this obser-
vation and (4.37), we get (4.30). 
From Theorem 4.3 and Theorem 4.5, we get the main result of this section:
Theorem 4.7. Let U be an open set of M ′ with U ∩X 6= ∅. Suppose that the Levi form is
non-degenerate of constant signature (n−, n+) on U ∩X. Let q 6= n−. We can find properly
supported continuous operators on U ∩M :
N (q) : Hsloc (U ∩M,T ∗0,qM ′)→ Hs+1loc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
such that (4.4), (4.5), (4.22), (4.27), (4.28), (4.29) and (4.30) hold.
5. MICROLOCAL HODGE DECOMPOSITION THEOREMS FOR THE ∂-NEUMANN LAPLACIAN
We recall the following (see page 13 of [10] for the proof).
Lemma 5.1. For all f ∈ Ω0,q(M), g ∈ Ω0,q+1(M), we have
(5.1) ( g | ∂f )M = ( ∂∗fg | f )M + ( (∂ρ)∧,∗γg | γf )X .
Let D be a local coordinate patch of X with local coordinates x = (x1, . . . , x2n−1).
Then, xˆ := (x1, . . . , x2n−1, ρ) are local coordinates of M
′ defined in an open set U of M ′
with U ∩X = D. Until further notice, we work on U .
Lemma 5.2. Let u ∈ Ω0,q(U ∩M). Assume that ∂ρ∧,∗γu|D = 0. Then,
(5.2) (∂ρ)∧,∗γ∂
∗
fu|D = 0.
Proof. Let g ∈ Ω0,q−20 (U ∩M). From (5.1), we have
( ∂
∗
fu | ∂g )M
= ( (∂
∗
f)
2u | g )M + ( (∂ρ)∧,∗γ∂∗fu | γg )X
= ( (∂ρ)∧,∗γ∂
∗
fu | γg )X .
(5.3)
On the other hand, from (5.1) again, we have
0 = ( u | ∂2g )M = ( ∂∗fu | ∂g )M + ( (∂ρ)∧,∗γu | γ∂g )X
= ( ∂
∗
fu | ∂g )M
(5.4)
since (∂ρ)∧,∗γu|D = 0. From (5.3) and (5.4), we conclude that
( (∂ρ)∧,∗γ∂
∗
fu | γg )X = 0.
Since g is arbitrary, (∂ρ)∧,∗γ∂
∗
fu|D = 0. 
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We now assume that the Levi form is non-degenerate of constant signature (n−, n+)
on D = U ∩X. Let q = n−. Let N (q+1) and N (q−1) be as in Theorem 4.7. Put
Nˆ (q) := ∂
∗
f(N
(q+1))2∂ + ∂(N (q−1))2∂
∗
f
: Hsloc (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,qM ′), for every s ∈ Z.
(5.5)
Put
(5.6) A0,q(U ∩M) := {u ∈ Ω0,q(U ∩M); (∂ρ)∧,∗γu|D = 0} .
We notice that if u ∈ Dom ∂∗ ∩ Ω0,q(U ∩M), then u ∈ A0,q(U ∩M). We define
Πˆ(q) := I − ∂∗fN (q+1)∂ − ∂N (q−1)∂
∗
f : A
0,q(U ∩M)→ Ω0,q(U ∩M),
u ∈ A0,q(U ∩M)→
(
I − ∂∗fN (q+1)∂ − ∂N (q−1)∂
∗
f
)
u ∈ Ω0,q(U ∩M).
(5.7)
Theorem 5.3. With the assumptions and notations above, let q = n−. We have
(5.8) Nˆ (q)u ∈ A0,q(U ∩M), for every u ∈ Ω0,q(U ∩M),
(5.9) (∂ρ)∧,∗γ∂Nˆ (q)u = H
(q)
1 u, for every u ∈ Ω0,q(U ∩M),
(5.10) Πˆ(q)u ∈ A0,q(U ∩M), for every u ∈ A0,q(U ∩M),
(5.11) (∂ρ)∧,∗γ∂Πˆ(q)u = H
(q)
2 u, for every u ∈ A0,q(U ∩M),
(5.12) 
(q)
f Nˆ
(q)u+ Πˆ(q)u = u+H
(q)
3 u, for every u ∈ A0,q(U ∩M)
and
(5.13) ∂Πˆ(q)u = H
(q)
4 u, for every u ∈ A0,q(U ∩M) ∩ Ω0,q0 (U ∩M),
(5.14) ∂
∗
f Πˆ
(q)u = H
(q)
5 u for every u ∈ A0,q(U ∩M) ∩ Ω0,q0 (U ∩M),
where H
(q)
1 ≡ 0 mod C∞((U ×U)∩ (X ×M)), H(q)2 ≡ 0 mod C∞((U ×U)∩ (X ×M)),
H
(q)
3 ≡ 0 mod C∞((U × U) ∩ (M ×M)), H(q)4 ≡ 0 mod C∞((U × U) ∩ (M ×M)) and
H
(q)
5 ≡ 0 mod C∞((U×U)∩(M×M)), H(q)1 , H(q)2 , H(q)3 , H(q)4 , H(q)5 are properly supported
on U ∩M .
Proof. From (4.4), (4.5), Lemma 5.2 and the definitions of Nˆ (q), Πˆ(q), we get (5.8) and
(5.10).
Let u ∈ Ω0,q(U ∩M). From (4.29) and (5.5), we have
(∂ρ)∧,∗γ∂Nˆ (q)u = (∂ρ)∧,∗γ∂ ∂
∗
f(N
(q+1))2∂u
= (∂ρ)∧,∗γ
(q+1)
f (N
(q+1))2∂u− (∂ρ)∧,∗γ∂∗f∂(N (q+1))2∂u
= (∂ρ)∧,∗γ(I + F
(q+1)
2 )N
(q+1)∂u− (∂ρ)∧,∗γ∂∗f∂(N (q+1))2∂u
= (∂ρ)∧,∗γF
(q+1)
2 N
(q+1)∂u+ (∂ρ)∧,∗γN (q+1)∂u− (∂ρ)∧,∗γ∂∗f∂(N (q+1))2∂u,
(5.15)
where F
(q+1)
2 ≡ 0 mod C∞((U×U)∩ (M ×M)) is as in (4.29). Again, from (4.4), (4.5)
and Lemma 5.2, we see that (∂ρ)∧,∗γN (q+1)∂u = 0 and (∂ρ)∧,∗γ∂
∗
f∂(N
(q+1))2∂u|D = 0.
From this observation, (5.15) and notice that
(∂ρ)∧,∗γF
(q+1)
2 N
(q+1)∂ ≡ 0 mod C∞((U × U) ∩ (X ×M)),
we get (5.9). The proof of (5.11) is similar.
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Let u ∈ A0,q(U ∩M). From (4.29), (5.5) and (5.7), we have

(q)
f Nˆ
(q)u = 
(q)
f
(
∂
∗
f(N
(q+1))2∂ + ∂(N (q−1))2∂
∗
f
)
u
= ∂
∗
f
(q+1)
f (N
(q+1))2∂u+ ∂
(q−1)
f (N
(q−1))2∂
∗
fu
= ∂
∗
f(I + F
(q+1)
2 )N
(q+1)∂u+ ∂(I + F
(q−1)
2 )N
(q−1)∂
∗
fu
= ∂
∗
fN
(q+1)∂u+ ∂N (q−1)∂
∗
fu+ ∂
∗
fF
(q+1)
2 N
(q+1)∂u+ ∂F
(q−1)
2 N
(q−1)∂
∗
fu
= (I − Πˆ(q))u+
(
∂
∗
fF
(q+1)
2 N
(q+1)∂ + ∂F
(q−1)
2 N
(q−1)∂
∗
f
)
u,
(5.16)
where F
(q+1)
2 ≡ 0 mod C∞((U×U)∩(M×M)), F (q−1)2 ≡ 0 mod C∞((U×U)∩(M×M))
are as in (4.29). It is clear that
∂
∗
fF
(q+1)
2 N
(q+1)∂ + ∂F
(q−1)
2 N
(q−1)∂
∗
f ≡ 0 mod C∞((U × U) ∩ (M ×M)).
From this observation and (5.16), we get (5.12).
Let u ∈ A0,q(U ∩M) ∩ Ω0,q0 (U ∩M), from (4.28), (4.29), (5.5) and (5.7), we have
∂
∗
f Πˆ
(q)u = ∂
∗
fu− ∂
∗
f
(
∂
∗
fN
(q+1)∂u− ∂N (q−1)∂∗fu
)
= ∂
∗
fu− ∂
∗
f ∂N
(q−1)∂
∗
fu
= ∂
∗
fu−
(

(q−1)
f − ∂ ∂
∗
f
)
N (q−1)∂
∗
fu
= ∂
∗
fu− (I + F (q−1)2 )∂
∗
fu+ ∂ ∂
∗
fN
(q−1)∂
∗
fu
= −F (q−1)2 ∂
∗
fu+ ∂ ∂
∗
fN
(q−1)∂
∗
fu.
(5.17)
For every g ∈ A0,q(U ∩M) ∩ Ω0,q0 (U ∩M), from (4.5), (5.2) and (4.29), we have
(∂ρ)∧,∗γ∂ ∂
∗
fN
(q−1)∂
∗
fg
= (∂ρ)∧,∗γ
(

(q−1)
f − ∂
∗
f ∂
)
N (q−1)∂
∗
fg
)
= (∂ρ)∧,∗γ(I + F
(q−1)
2 )∂
∗
fg − (∂ρ)∧,∗γ∂
∗
f ∂N
(q−1)∂
∗
fg
= (∂ρ)∧,∗γF
(q−1)
2 ∂
∗
fg.
(5.18)
Since (∂ρ)∧,∗γF
(q−1)
2 ≡ 0 mod C∞((U × U) ∩ (X × M)), we can repeat the proof of
Theorem 4.3 and deduce that there is a properly supported operator
ε(q−1) : D ′(U ∩M,T ∗0,q−1M ′)→ Ω0,q−2(U ∩M)
on U ∩M with ε(q−1) ≡ 0 mod C∞((U × U) ∩ (M ×M)) such that
(∂ρ)∧,∗γ
(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fg = 0,
(∂ρ)∧,∗γ∂
(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fg = 0,
(5.19)
for every g ∈ A0,q(U ∩M) ∩ Ω0,q0 (U ∩M) and hence
(5.20)
(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fg ∈ Dom(q−2),
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for every g ∈ A0,q(U ∩M) ∩ Ω0,q0 (U ∩M). From (4.29), (4.28), (5.20) and (5.17), we
have
∂
∗
f Πˆ
(q)u
= −F (q−1)2 ∂
∗
fu+ ∂ ∂
∗
fN
(q−1)∂
∗
fu
= −F (q−1)2 ∂
∗
fu+ ∂
(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fu+ ∂ε
(q−1)∂
∗
fu
= −F (q−1)2 ∂
∗
fu+ ∂
(
N (q−2)(q−2) − F (q−2)1
)(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fu
+ ∂ε(q−1)∂
∗
fu
= −F (q−1)2 ∂
∗
fu+ ∂
(
N (q−2)
(q−2)
f − F (q−2)1
)(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fu
+ ∂ε(q−1)∂
∗
fu
= −F (q−1)2 ∂
∗
fu+ ∂N
(q−2)

(q−2)
f ∂
∗
fN
(q−1)∂
∗
fu− ∂N (q−2)(q−2)f ε(q−1)∂
∗
fu
− ∂F (q−2)1
(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fu+ ∂ε
(q−1)∂
∗
fu
= −F (q−1)2 ∂
∗
fu+ ∂N
(q−2)∂
∗
f
(q−1)
f N
(q−1)∂
∗
fu− ∂N (q−2)(q−2)f ε(q−1)∂
∗
fu
− ∂F (q−2)1
(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fu+ ∂ε
(q−1)∂
∗
fu
= −F (q−1)2 ∂
∗
fu+ ∂N
(q−2)∂
∗
f
(
I + F
(q−1)
2
)
∂
∗
fu− ∂N (q−2)(q−2)f ε(q−1)∂
∗
fu
− ∂F (q−2)1
(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fu+ ∂ε
(q−1)∂
∗
fu
= −F (q−1)2 ∂
∗
fu+ ∂N
(q−2)∂
∗
fF
(q−1)
2 ∂
∗
fu− ∂N (q−2)(q−2)f ε(q−1)∂
∗
fu
− ∂F (q−2)1
(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
fu+ ∂ε
(q−1)∂
∗
fu,
(5.21)
where u ∈ A0,q(U ∩M) ∩ Ω0,q0 (U ∩M). It is clear that
− F (q−1)2 ∂
∗
f + ∂N
(q−2)∂
∗
fF
(q−1)
2 ∂
∗
f − ∂N (q−2)(q−2)f ε(q−1)∂
∗
f
− ∂F (q−2)1
(
∂
∗
fN
(q−1) − ε(q−1)
)
∂
∗
f + ∂ε
(q−1)∂
∗
f ≡ 0 mod C∞((U × U) ∩ (M ×M)).
From this observation and (5.21), we get (5.14). The proof of (5.13) is similar but
simpler and therefore we omit the details. 
From (5.13) and (5.14), we get
(5.22) 
(q)
f Πˆ
(q)u = H
(q)
6 u, for every u ∈ A0,q(U ∩M) ∩ Ω0,q0 (U ∩M),
where H
(q)
6 ≡ 0 mod C∞((U × U) ∩ (X ×M)), H(q)6 is properly supported on U ∩M .
We need
Lemma 5.4. With the assumptions and notations above, let q = n−. We have that
( Nˆ (q)u | v )M = ( u | Nˆ (q)v )M + ( u | Γˆ(q)v )M ,
for every u ∈ L2comp (U∩M,T ∗0,qM ′), v ∈ L2loc (U∩M,T ∗0,qM ′), where Γˆ(q) ≡ 0 mod C∞((U×
U) ∩ (M ×M)) and Γˆ(q) is properly supported on U ∩M .
Proof. Let u ∈ L2comp (U ∩M,T ∗0,qM ′), v ∈ L2loc (U ∩M,T ∗0,qM ′). Let uj ∈ Ω0,q0 (U ∩M),
vj ∈ Ω0,q0 (U ∩M), j = 1, 2, . . ., such that uj → u in L2comp (U ∩M,T ∗0,qM ′) as j → +∞
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and vj → v in L2loc (U ∩M,T ∗0,qM ′) as j → +∞. From (5.5), we see that
(5.23) ( Nˆ (q)u | v )M = lim
j→+∞
( Nˆ (q)uj | vj )M .
From (4.22) and (4.27), we can check that
(5.24) ( Nˆ (q)uj | vj )M = ( uj | Nˆ (q)vj )M + ( uj | Γˆ(q)vj )M , for every j = 1, 2, . . .,
where Γˆ(q) ≡ 0 mod C∞((U ×U)∩ (M ×M)) and Γˆ(q) is properly supported on U ∩M .
From (5.23) and (5.24), the lemma follows. 
Lemma 5.5. With the assumptions and notations used above, let q = n−. Fix an open set
W ⊂ U with W is a compact subset of U . There is a constant CW > 0 such that
(5.25)
∥∥∥Πˆ(q)u∥∥∥
M
≤ CW ‖u‖M , for every u ∈ A0,q(U ∩M) ∩ Ω0,q0 (W ∩M).
Proof. Let u ∈ A0,q(U ∩M) ∩ Ω0,q0 (W ∩M). From (5.12), we have
( Πˆ(q)u | Πˆ(q)u )M = ( Πˆ(q)u | u )M − ( Πˆ(q)u | (I − Πˆ(q))u)M
= ( Πˆ(q)u | u )M − ( Πˆ(q)u | ((q)f Nˆ (q) −H(q)3 )u )M .
(5.26)
From (5.8) and (5.9), we can repeat the proof of Theorem 4.3 and deduce that there is
a properly supported operator N (q) : D ′(U ∩M,T ∗0,qM ′)→ Ω0,q(U ∩M) on U ∩M with
N (q) − Nˆ (q) ≡ 0 mod C∞((U × U) ∩ (M ×M)) such that
(5.27) N (q)g ∈ Dom(q),
for every g ∈ A0,q(U ∩M) ∩ Ω0,q0 (W ∩M). From (5.26), (5.27), (5.12), (5.10), (5.13),
(5.14), we have
( Πˆ(q)u | Πˆ(q)u )M
= ( Πˆ(q)u | u )M − ( Πˆ(q)u | ((q)f Nˆ (q) −H(q)3 )u )M
= ( Πˆ(q)u | u )M − ( Πˆ(q)u | ((q)f N (q) −H(q)3 )u )M + ( Πˆ(q)u |(q)(N (q) − Nˆ (q))u )M
= ( Πˆ(q)u | u )M − ( ∂Πˆ(q)u | ∂ N (q)u )M − ( ∂∗f Πˆ(q)u | ∂
∗
N (q)u )M
+ ( Πˆ(q)u |H(q)3 u )M + ( Πˆ(q)u |(q)(N (q) − Nˆ (q))u )M
= ( Πˆ(q)u | u )M − (H(q)4 u | ∂ N (q)u )M − (H(q)5 u | ∂
∗
N (q)u )M
+ ( Πˆ(q)u |H(q)3 u )M + ( Πˆ(q)u |(q)(N (q) − Nˆ (q))u )M
= ( Πˆ(q)u | u )M − ( u |
(
(H
(q)
4 )
∗∂ N (q) + (H
(q)
5 )
∗∂
∗
N (q)
)
u )M
+ ( Πˆ(q)u |H(q)3 u )M + ( Πˆ(q)u |(q)(N (q) − Nˆ (q))u )M ,
(5.28)
where
H
(q)
3 , H
(q)
4 , H
(q)
5 ≡ 0 mod C∞((U × U) ∩ (M ×M))
are as in (5.12), (5.13), (5.14), and (H
(q)
4 )
∗ and (H
(q)
5 )
∗ are the formal adjoints of H
(q)
4
and H
(q)
5 respectively. Note that
(H
(q)
4 )
∗∂N (q) + (H
(q)
5 )
∗∂
∗
N (q), H
(q)
3 ,
(q)(N (q) − Nˆ (q))
: L2loc (U ∩M,T ∗0,qM ′)→ L2loc (U ∩M,T ∗0,qM ′),
are continuous. From this observation and (5.28), we deduce that
(5.29) ( Πˆ(q)u | Πˆ(q)u )M ≤ Cˆ
(∥∥∥Πˆ(q)u∥∥∥
M
‖u‖M + ‖u‖2M
)
,
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where Cˆ > 0 is a constant independent of u. From (5.29), we get (5.25). 
Remark 5.6. Since N (q−1) and N (q+1) are properly supported on U ∩M , Πˆ is properly
supported on U ∩M . Hence for every χ ∈ C∞0 (U ∩M), there are χ1 ∈ C∞0 (U ∩M),
χ2 ∈ C∞0 (U ∩M), such that
Πˆ(q)χu = χ2Πˆ
(q)u, for every u ∈ A0,q(U ∩M),
and
χΠˆ(q)u = Πˆ(q)χ1u, for every u ∈ A0,q(U ∩M).
From Lemma 5.5, we extend Πˆ(q) to L2comp (U ∩M,T ∗0,qM ′) by density. More precisely,
let u ∈ L2comp (U ∩M,T ∗0,qM ′). Suppose that Supp u ⊂ W , where W ⊂ U is an open set
with W ⋐ U . Take any sequence uj ∈ A0,q(U ∩M) ∩ Ω0,q0 (W ∩M), j = 1, 2, . . ., with
limj→+∞ ‖uj − u‖M = 0. Since Πˆ(q) is properly supported on U ∩M , we have
(5.30) Πˆ(q)u := limj→+∞ Πˆ
(q)uj in L
2
comp (U ∩M,T ∗0,qM ′).
By using Πˆ(q) is properly supported on U∩M , we can extend Πˆ(q) to L2loc (U∩M,T ∗0,qM ′)
and we have
Πˆ(q) : L2comp (U ∩M,T ∗0,qM ′)→ L2comp (U ∩M,T ∗0,qM ′),
Πˆ(q) : L2loc (U ∩M,T ∗0,qM ′)→ L2loc (U ∩M,T ∗0,qM ′),
(5.31)
is continuous.
Lemma 5.7. With the assumptions and notations above, let q = n−. We have that
(5.32) ( Πˆ(q)u | v )M = ( u | Πˆ(q)v )M + ( u | Γˆ(q)1 v )M ,
for every u ∈ L2comp (U∩M,T ∗0,qM ′), v ∈ L2loc (U∩M,T ∗0,qM ′), where Γˆ(q)1 ≡ 0 mod C∞((U×
U) ∩ (M ×M)) is a properly supported continuous operator on U ∩M .
Proof. From (4.22), (4.27) and (5.7), we get (5.32) for u, v ∈ A0,q(U∩M)∩Ω0,q0 (U∩M).
By using density argument and notice that Πˆ(q) is properly supported on U ∩M , we get
(5.32). 
Theorem 5.8. We have that
(5.33) χΠˆ(q)u ∈ Dom ∂∗ for every χ ∈ C∞0 (U ∩M), every u ∈ L2loc (U ∩M,T ∗0,qM ′),
(5.34) ∂Πˆ(q)u = H
(q)
4 u, for every u ∈ L2loc (U ∩M,T ∗0,qM ′),
(5.35) ∂
∗
f Πˆ
(q)u = H
(q)
5 u for every u ∈ L2loc (U ∩M,T ∗0,qM ′),
(5.36) 
(q)
f Nˆ
(q)u+ Πˆ(q)u = u+H
(q)
3 u, for every u ∈ Ω0,q(U ∩M),
where H
(q)
j ≡ 0 mod C∞((U × U) ∩ (M ×M)), j = 3, 4, 5, are as in Theorem 5.3.
Proof. Let u ∈ L2loc (U ∩ M,T ∗0,qM ′) and let χ ∈ C∞0 (U ∩ M). Since Πˆ(q) is properly
supported on U ∩M (see Remark 5.6), there is a χ1 ∈ C∞(U ∩M) such that χΠˆ(q) =
Πˆ(q)χ1 on L
2
loc (U ∩ M,T ∗0,qM ′). Let g ∈ Dom ∂ ∩ L2(0,q)(M). Let uj ∈ A0,q(U ∩ M) ∩
Ω0,q0 (U ∩M), j = 1, 2, . . ., with limj→+∞ ‖uj − χ1u‖M = 0. Then,
(χΠˆ(q)u | ∂g )M = ( Πˆ(q)χ1u | ∂g )M = lim
j→+∞
( Πˆ(q)uj | ∂g )M
= lim
j→+∞
( ∂
∗
Πˆ(q)uj | g )M = lim
j→+∞
(H
(q)
5 uj | g )M = (H(q)5 u | g)M ,
(5.37)
where H
(q)
5 ≡ 0 mod C∞((U × U) ∩ (M ×M)) is as in (5.14).
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From (5.37), we deduce that χΠˆ(q)u ∈ Dom ∂∗, we get (5.33) and we also get (5.35).
The proof of (5.34) is similar. We now prove (5.36).
Let u ∈ Ω0,q(U ∩M) and let g ∈ Ω0,q0 (U ∩M). Since Πˆ(q), Nˆ (q) and H(q)3 are properly
supported on U ∩M , there is a τ ∈ C∞0 (U ∩M) such that
( (
(q)
f Nˆ
(q) + Πˆ(q))u | g )M = ((q)f Nˆ (q) + Πˆ(q))τu | g )M ,
( (I +H
(q)
3 )u | g )M = ( (I +H(q)3 )τu | g )M .
(5.38)
Let uj ∈ A0,q(U ∩M) ∩ Ω0,q0 (U ∩M), j = 1, 2, . . ., with limj→+∞ ‖uj − τu‖M = 0. From
(5.12) and (5.38), we have
( (
(q)
f Nˆ
(q) + Πˆ(q))u | g )M = ( ((q)f Nˆ (q) + Πˆ(q))τu | g )M
= ( Nˆ (q)τu |(q)f g )M + ( Πˆ(q)τu | g )M
= lim
j→+∞
(
( Nˆ (q)uj |(q)f g )M + ( Πˆ(q)uj | g )M
)
= lim
j→+∞
(
( (
(q)
f Nˆ
(q) + Πˆ(q))uj | g )M = lim
j→+∞
( (I +H
(q)
3 )uj | g )M
= ( (I +H
(q)
3 )τu | g )M = ( (I +H(q)3 )u | g )M .
(5.39)
Let h ∈ Ω0,q0 (U∩M). Take hj ∈ Ω0,q0 (U∩M), j = 1, 2, . . ., so that limj→+∞ ‖hj − h‖M = 0.
From (5.39) and (5.31), we have
( (
(q)
f Nˆ
(q) + Πˆ(q))u | h )M = lim
j→+∞
( (
(q)
f Nˆ
(q) + Πˆ(q))u | hj )M
= lim
j+∞
( (I +H
(q)
3 )u | hj )M = ( (I +H(q)3 )u | h )M .
(5.40)
From (5.40), we get (5.36). 
From Theorem 5.3 and Theorem 5.8, we can repeat the procedure in the proof of
Theorem 4.3 and conclude that
Theorem 5.9. With the assumptions and notations used above, let q = n−. We can find
properly supported continuous operators on U ∩M ,
N (q) : Hsloc (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
Π(q) : L2loc (U ∩M,T ∗0,qM ′)→ L2loc (U ∩M,T ∗0,qM ′),
(5.41)
such that
N (q) − Nˆ (q) ≡ 0 mod C∞((U × U) ∩ (M ×M)),
Π(q) − Πˆ(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)),
(5.42)

(q)
f N
(q)u+Π(q)u = u+R
(q)
0 u, for every u ∈ Ω0,q(U ∩M),

(q)
f Π
(q)u = R
(q)
1 u, for every u ∈ L2loc (U ∩M),
∂Π(q)u = R
(q)
2 u, for every u ∈ L2loc (U ∩M,T ∗0,qM ′),
∂
∗
fΠ
(q)u = R
(q)
3 u, for every u ∈ L2loc (U ∩M,T ∗0,qM ′),
(5.43)
(∂ρ)∧,∗γN (q)u|D = 0, for every u ∈ Ω0,q(U ∩M),
χΠ(q)u ∈ Dom ∂∗ for every χ ∈ C∞0 (U ∩M) and every u ∈ L2loc (U ∩M,T ∗0,qM ′),
(5.44)
(∂ρ)∧,∗γ∂N (q)u|D = 0, for every u ∈ Ω0,q(U ∩M),
(∂ρ)∧,∗γ∂Π(q)u|D = 0, for every u ∈ L2loc (U ∩M,T ∗0,qM ′),
(5.45)
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where R
(q)
j : D
′(U ∩M) → Ω0,q(U ∩M) is a properly supported continuous operator on
U ∩M with R(q)j ≡ 0 mod C∞((U × U) ∩ (M ×M)), j = 0, 1, 2, 3.
From Lemma 5.4 and Lemma 5.7, we get:
Theorem 5.10. With the assumptions and notations used above, let q = n−. We have
(5.46) (N (q)u | v )M = (u |N (q)v )M + ( u |Γ(q)v )M ,
and
(5.47) ( Π(q)u | v )M = (u |Π(q)v )M + ( u |Γ(q)1 v )M ,
for every u ∈ L2comp (U ∩M,T ∗0,qM ′), v ∈ L2loc (U ∩M,T ∗0,qM ′), where N (q) and Π(q) are
as in Theorem 5.9, Γ(q),Γ
(q)
1 ≡ 0 mod C∞((U×U)∩ (M ×M)), Γ(q) and Γ(q)1 are properly
supported on U ∩M .
We can now prove
Theorem 5.11. With the assumptions and notations used above, let q = n−. Let N
(q) and
Π(q) be as in Theorem 5.9. We have
(5.48) Π(q)(q)u = Λ
(q)
0 u on U ∩M , for every u ∈ Dom(q)
and
(5.49) N (q)(q)u+Π(q)u = u+ Λ(q)u on U ∩M , for every u ∈ Dom(q),
where Λ
(q)
0 ,Λ
(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)), Λ(q)0 , Λ(q) are properly supported on
U ∩M .
Proof. Let u ∈ Dom(q) and let v ∈ Ω0,q0 (U∩M). From (5.44), (5.45), (5.43) and (5.47),
we have
( Π(q)(q)u | v )M = ((q)u |Π(q)v )M + ((q)u |Γ(q)1 v )M
= ( u |(q)Π(q)v )M + ((q)u |Γ(q)1 v )M
= ( u |R(q)1 v )M + ((q)u |Γ(q)1 v )M
= (
(
(R
(q)
1 )
∗ + (Γ
(q)
1 )
∗

(q)
f
)
u | v )M ,
(5.50)
where R
(q)
1 , Γ
(q)
1 are as in (5.43) and (5.47) respectively and (R
(q)
1 )
∗ and (Γ
(q)
1 )
∗ are
the formal adjoints of R
(q)
1 and Γ
(q)
1 with respect to ( · | · )M respectively. It is clear that
(R
(q)
1 )
∗ + (Γ
(q)
1 )
∗
(q)
f ≡ 0 mod C∞((U × U) ∩ (M × M)). From this observation and
(5.50), we get (5.48).
Let u ∈ Dom(q)and let v ∈ Ω0,q0 (U ∩M). From (5.44), (5.45), (5.43), (5.47) and
(5.46), we have
(N (q)(q)u+Π(q)u | v )M
= ((q)u |N (q)v )M + ((q)u |Γ(q)v )M + ( u |Π(q)v )M + ( u |Γ(q)1 v )M
= ( u |(q)N (q)v )M + ( (Γ(q))∗(q)f u | v )M + ( u |Π(q)v )M + ( u |Γ(q)1 v )M
= ( u | ((q)N (q) +Π(q))v )M + ( (Γ(q))∗(q)f u | v )M + ( u |Γ(q)1 v )M
= ( u |R(q)0 v )M + ( (Γ(q))∗(q)f u | v )M + ( u |Γ(q)1 )v )M
= ( ((R
(q)
0 + Γ
(q)
1 )
∗ + (Γ(q))∗
(q)
f )u | v )M ,
(5.51)
where R
(q)
0 , Γ
(q), Γ
(q)
1 are as in (5.43), (5.46) and (5.47) respectively, (Γ
(q))∗ is the formal
adjoint of Γ(q) with respect to ( · | · )M and (R(q)0 +Γ(q)1 )∗ is the formal adjoint of R(q)0 +Γ(q)1
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with respect to ( · | · )M. It is clear that (Γ(q))∗(q)f ≡ 0 mod C∞((U × U) ∩ (M ×M))
and (R
(q)
0 +Γ
(q)
1 )
∗ ≡ 0 mod C∞((U ×U)∩ (M ×M)). From this observation and (5.51),
we get (5.49). 
In the rest of this section, we will study regularity property and distribution kernel of
Π(q). Let [ · | · ]X be the L2 inner product on H− 12 (X, T ∗0,qM ′) given by
(5.52) [ u | v ]X := ( P˜ u | P˜ v )M , u, v ∈ H− 12 (X, T ∗0,qM ′).
Recall that P˜ is the Poisson operator given by (3.4). Let P˜ ∗ : Ω0,q(M)→ C∞(X, T ∗0,qM ′)
be as in (3.9). Then,
P˜ ∗P˜ : C∞(X, T ∗0,qM ′)→ C∞(X, T ∗0,qM ′)
is an injective continuous operator. Let
(P˜ ∗P˜ )−1 : C∞(X, T ∗0,qM ′)→ C∞(X, T ∗0,qM ′)
be the inverse of P˜ ∗P˜ . It is well-known that (see [4]) (P˜ ∗P˜ )−1 is a classical pseudodif-
ferential operator of order one on X.
Let
Ker (∂ρ)∧,∗ :=
{
u ∈ H− 12 (X, T ∗0,qM ′); (∂ρ)∧,∗u = 0
}
.
It is easy to see that Ker (∂ρ)∧,∗ = H−
1
2 (X, T ∗0,qX). Let
(5.53) Q(q) : H−
1
2 (X, T ∗0,qM ′)→ Ker (∂ρ)∧,∗
be the orthogonal projection with respect to [ · | · ]X. The following is well-known (see [17])
Theorem 5.12. We have that Q(q) is a classical pseudodifferential operator of order 0 with
principal symbol 2(∂ρ)∧,∗(∂ρ)∧. Moreover,
(5.54) I −Q(q) = (P˜ ∗P˜ )−1(∂ρ)∧R,
where R : C∞(X, T ∗0,qM ′) → C∞(X, T ∗0,q−1M ′) is a classical pseudodifferential operator
of order −1.
Let u ∈ Ω0,q0 (U ∩M). From Theorem 4.3, (5.7) and Theorem 5.9, we see that Π(q)u ∈
Ω0,q0 (U ∩M) and γΠ(q)u ∈ C∞(X, T ∗0,qM ′). We need
Theorem 5.13. With the assumptions and notations used before, we have
(5.55) Π(q)u = P˜ γΠ(q)u+ ǫ(q)u, for every u ∈ Ω0,q0 (U ∩M),
where ǫ(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Proof. Let u ∈ Ω0,q0 (U ∩M). Since Π(q) is properly supported on U ∩M ,
Π(q)u ∈ Ω0,q0 (U ∩M) ⊂ Ω0,q(M).
From (3.8), we have
(5.56) D(q)˜
(q)
f Π
(q)u+ P˜ γΠ(q)u = Π(q)u.
From (5.43) and ˜
(q)
f − (q)f ≡ 0 mod C∞(M × M), we see that D(q)˜(q)f Π(q) ≡ 0
mod C∞((U × U) ∩ (M ×M)). From this observation and (5.56), we get (5.55). 
From (5.55), we have
(P˜ ∗P˜ )−1P˜ ∗Π(q)u = (P˜ ∗P˜ )−1P˜ ∗P˜ γΠ(q)u+ (P˜ ∗P˜ )−1P˜ ∗ǫ(q)u
= γΠ(q)u+ (P˜ ∗P˜ )−1P˜ ∗ǫ(q)u
(5.57)
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and
(5.58) Π(q)u = P˜ (P˜ ∗P˜ )−1P˜ ∗Π(q)u+ ǫ
(q)
1 u,
for every u ∈ Ω0,q0 (U ∩M), where ǫ(q)1 = −P˜ (P˜ ∗P˜ )−1P˜ ∗ǫ(q)u + ǫ(q) ≡ 0 mod C∞((U ×
U) ∩ (M ×M)). From (3.6) and (3.10), we see that P˜ (P˜ ∗P˜ )−1P˜ ∗Π(q) is well-defined as
a continuous operator
P˜ (P˜ ∗P˜ )−1P˜ ∗Π(q) : L2comp (U ∩M,T ∗0,qM ′)→ L2loc (U ∩M,T ∗0,qM ′).
From this observation, (5.58) and by using density argument, we conclude that
(5.59) Π(q) − P˜ (P˜ ∗P˜ )−1P˜ ∗Π(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Similarly, from (3.6) and (3.10), we see that Π(q)P˜ (P˜ ∗P˜ )−1P˜ ∗ is well-defined as a con-
tinuous operator
Π(q)P˜ (P˜ ∗P˜ )−1P˜ ∗ : L2(M,T ∗0,qM ′)→ L2loc (U ∩M,T ∗0,qM ′).
We need
Lemma 5.14. With the assumptions and notations used before, we have
Π(q)P˜ (P˜ ∗P˜ )−1P˜ ∗ − Π(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Proof. Let u ∈ L2(0,q)(M) and let v ∈ Ω0,q0 (U ∩M). From (5.47) and (5.58), we have
( Π(q)u | v )M = ( u |Π(q)v )M + ( u |Γ(q)1 v )M
= ( u | P˜(P˜ ∗P˜ )−1P˜ ∗Π(q)v )M + ( u | ǫ(q)1 v )M + ( u |Γ(q)1 v )M
= ( P˜ (P˜ ∗P˜ )−1P˜ ∗u |Π(q)v )M + ( u | ǫ(q)1 v )M + ( u |Γ(q)1 v )M
= (Π(q)P˜ (P˜ ∗P˜ )−1P˜ ∗u | v )M − ( P˜ (P˜ ∗P˜ )−1P˜ ∗u |Γ(q)1 v )M + ( u | ǫ(q)1 v )M + ( u |Γ(q)1 v )M
= (Π(q)P˜ (P˜ ∗P˜ )−1P˜ ∗u | v )M − ( (Γ(q)1 )∗P˜ (P˜ ∗P˜ )−1P˜ ∗u | v )M + ( (ǫ(q)1 + Γ(q)1 )∗u | v )M ,
(5.60)
where (Γ
(q)
1 )
∗ and (ǫ
(q)
1 +Γ
(q)
1 )
∗ are the formal adjoints of Γ
(q)
1 and ǫ
(q)
1 +Γ
(q)
1 respectively.
Note that
(Γ
(q)
1 )
∗P˜ (P˜ ∗P˜ )−1P˜ ∗, (ǫ
(q)
1 + Γ
(q)
1 )
∗ ≡ 0 mod C∞((U × U) ∩ (M ×M)).
From this observation and (5.60), the lemma follows. 
We can prove
Theorem 5.15. With the assumptions and notations used before, we have
(5.61) Π(q) −Π(q)P˜Q(q)(P˜ ∗P˜ )−1P˜ ∗ ≡ 0 mod C∞((U × U) ∩ (M ×M))
and
(5.62) Π(q) − P˜Q(q)(P˜ ∗P˜ )−1P˜ ∗Π(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Proof. Let u ∈ L2(0,q)(M) and let v ∈ Ω0,q0 (U ∩M). From (5.47) and (5.55), we have
( Π(q)P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗u | v )M
= ( P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗u |Π(q)v )M + ( P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗u |Γ(q)1 v )M
= ( P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗u | P˜γΠ(q)v )M + ( P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗u | ǫ(q)v )M
+ ( P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗u |Γ(q)1 v )M
= [ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗u | γΠ(q)v ]X + ( (ǫ(q))∗P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗u | v )M
+ ( (Γ
(q)
1 )
∗P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗u | v )M ,
(5.63)
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where (ǫ(q))∗ and (Γ
(q)
1 )
∗ are the formal adjoints of ǫ(q) and Γ
(q)
1 respectively. From (5.45),
we see that [ (I − Q(q))(P˜ ∗P˜ )−1P˜ ∗u | γΠ(q)v ]X = 0. From this observation, (5.63) and
notice that
(ǫ(q))∗P˜ (I−Q(q))(P˜ ∗P˜ )−1P˜ ∗, (Γ(q)1 )∗P˜ (I−Q(q))(P˜ ∗P˜ )−1P˜ ∗ ≡ 0 mod C∞((U×U)∩(M×M )),
we get
(5.64) Π(q)P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗ ≡ 0 mod C∞((U × U) ∩ (M ×M)).
From (5.64) and Lemma 5.14, we get (5.61).
Let u ∈ L2comp (M) and let v ∈ Ω0,q0 (U ∩M). From (5.47), we have
( P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗Π(q)u | v )M
= ( (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗Π(q)u | P˜ ∗v )X
= ( (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗Π(q)u | (P˜ ∗P˜ )(P˜ ∗P˜ )−1P˜ ∗v )X
= [ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗Π(q)u | (P˜ ∗P˜ )−1P˜ ∗v ]X
= [ (P˜ ∗P˜ )−1P˜ ∗Π(q)u | (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗v ]X
= (Π(q)u | P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗v )M
= ( u |Π(q)P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗v )M + ( u |Γ(q)1 P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗v )M .
(5.65)
From (5.65) and (5.64), we deduce that
P˜ (I −Q(q))(P˜ ∗P˜ )−1P˜ ∗Π(q) ≡ 0 mod C∞((U × U) ∩ (M ×M).
From this observation and (5.59), we get (5.62). 
We can now prove the following regularity property for Π(q).
Theorem 5.16. With the assumptions and notations used before, Π(q) can be continuously
extend to
Π(q) : Hsloc (U ∩M,T ∗0,qM ′)→ Hs−1loc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
Π(q) : Hscomp (U ∩M,T ∗0,qM ′)→ Hs−1comp (U ∩M,T ∗0,qM ′), for every s ∈ Z.
(5.66)
Proof. Let u ∈ Ω0,q0 (U ∩M). From (5.61), we see that
(5.67) Π(q)u = Π(q)P˜Q(q)(P˜ ∗P˜ )−1P˜ ∗u+ γ(q)u,
where γ(q) : Ω0,q0 (U ∩M) → D ′(U ∩M,T ∗0,qM ′) is a continuous opeator with γ(q) ≡ 0
mod C∞((U × U) ∩ (M ×M)). From Theorem 4.3, (5.7), Theorem 5.9 and notice that
P˜Q(q)(P˜ ∗P˜ )−1P˜ ∗u ∈ A0,q(U ∩M),
we conclude that
(5.68) Π(q)u = (I − ∂∗fN (q+1)∂ − ∂N (q−1)∂
∗
f)P˜Q
(q)(P˜ ∗P˜ )−1P˜ ∗u+ γ
(q)
1 u,
where γ
(q)
1 : Ω
0,q
0 (U ∩M) → D ′(U ∩M,T ∗0,qM ′) is a continuous operator with γ(q)1 ≡ 0
mod C∞((U × U) ∩ (M ×M)). From (5.68),
N (q−1) : Hscomp (U ∩M,T ∗0,qM ′)→ Hs+1comp (U ∩M,T ∗0,qM ′), for every s ∈ Z,
N (q+1) : Hscomp (U ∩M,T ∗0,qM ′)→ Hs+1comp (U ∩M,T ∗0,qM ′), for every s ∈ Z,
are continuous and note that Ω0,q0 (U ∩M) is dense in Hscomp (U ∩M,T ∗0,qM ′), for every
s ∈ Z, we get (5.66). 
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We pause and recall the operators ∂β and 
(q)
β introduced in [17]. Put
(5.69) ∂β = Q
(q+1)γ∂P˜ : Ω0,q(X)→ Ω0,q+1(X).
We recall that Q(q+1) is given by (5.53). It is well-known that ∂β is a classical pseudo-
differential operator of order one (see Chapter 5 in [17]). Let
(5.70) ∂β
†
: Ω0,q+1(X)→ Ω0,q(X)
be the formal adjoint of ∂β with respect to [ · | · ]X, that is [ ∂βf | h ] = [ f | ∂β†h ]X , f ∈
Ω0,q(X), h ∈ Ω0,q+1(X). It is well-known that ∂†β is a classical pseudodifferential operator
of order one and we have
(5.71) ∂
†
β = γ∂
∗
f P˜ on Ω
0,q(X), for q = 1, . . . , n− 1.
(See Chapter 5 in [17].) Set
(5.72) 
(q)
β = ∂
†
β ∂β + ∂β ∂
†
β : D
′(X, T ∗0,qX)→ D ′(X, T ∗0,qX).
It was shown in [17, Chapter 5] that 
(q)
β is a classical pseudodifferential operator of
order two and the characteristic manifold of 
(q)
β is given by Σ = Σ
+
⋃
Σ−, where
Σ+, Σ− are as in (3.13). As before, let D be a local coordinate patch of X with local
coordinates x = (x1, . . . , x2n−1) and we assume that the Levi form is non-degenerate of
constant signature (n−, n+) on D. Let H ∈ L−1cl (D, T ∗0,qX ⊠ (T ∗0,qX)∗) be a properly
supported pseudodifferential operator of order −1 on D such that
(5.73) H − P˜ ∗P˜ ≡ 0 on D.
The following was established in [17, Theorem 6.15].
Theorem 5.17. With the assumptions and notations above, let q = n−. Then there exist
properly supported operators
A ∈ L−11
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗), S−, S+ ∈ L01
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗)
such that
WF ′(S−(x, y)) = diag
(
(Σ− ∩ T ∗D)× (Σ− ∩ T ∗D)
)
,
WF ′(S+(x, y)) ⊂ diag
(
(Σ+ ∩ T ∗D)× (Σ+ ∩ T ∗D)
)(5.74)
and
A
(q)
β + S− + S+ = I,(5.75)
∂βS− ≡ 0, ∂†βS− ≡ 0,(5.76)
S− ≡ S†− ≡ S2−,(5.77)
S+ ≡ 0 if q 6= n+,(5.78)
where
(5.79) S†− := 2Q
(q)(P˜ ∗P˜ )−1S∗−(∂ρ)
∧,∗(∂ρ)∧H : Ω0,q0 (D)→ Ω0,q(X),
H is given by (5.73), S∗− is the formal adjoint of S− with respect to ( · | · )X,
WF ′(S−(x, y)) = {(x, ξ, y, η) ∈ T ∗X × T ∗X ; (x, ξ, y,−η) ∈WF(S−(x, y))} .
Here WF(S−(x, y)) is the wave front set of S−(x, y) in the sense of Ho¨rmander.
Moreover, the kernel S−(x, y) satisfis
S−(x, y) ≡
∫ ∞
0
eiϕ−(x,y)ta(x, y, t)dt
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with
a(x, y, t) ∈ Sn−11,0 (D ×D×]0,∞[, T ∗0,qX ⊠ (T ∗0,qX)∗),
a(x, y, t) ∼
∞∑
j=0
aj(x, y)t
n−1−j in Sn−11,0 (D ×D×]0,∞[, T ∗0,qX ⊠ (T ∗0,qX)∗),
a0(x, x) 6= 0 for every x ∈ D
(5.80)
(a formula for a0(x, x) will be given in Theorem 5.18 below), where
aj(x, y) ∈ C∞(D ×D;T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, . . . ,
the phase function ϕ− is the same as the phase function appearing in the description of
the singularities of the Szego˝ kernels for lower energy forms in [19] (we refer the reader
to [19, Theorems 3.3, 3.4] for more properties for ϕ−), in particular, we have
ϕ−(x, y) ∈ C∞(X ×X), Imϕ−(x, y) ≥ 0,(5.81)
ϕ−(x, x) = 0, ϕ−(x, y) 6= 0 if x 6= y,(5.82)
dxϕ− 6= 0, dyϕ− 6= 0 where Imϕ− = 0,(5.83)
dxϕ−(x, y)|x=y = −ω0(x), dyϕ−(x, y)|x=y = ω0(x),(5.84)
ϕ−(x, y) = −ϕ−(y, x).(5.85)
For a given point x0 ∈ D, let {Wj}n−1j=1 be an orthonormal frame of (T 1,0X, 〈 · | · 〉) near
x0, for which the Levi form is diagonal at x0. Put
(5.86) Lx0(Wj,W ℓ) = µj(x0)δjℓ , j, ℓ = 1, . . . , n− 1 .
We will denote by
(5.87) detLx0 =
n−1∏
j=1
µj(x0) .
Let {ej}n−1j=1 denote the basis of T ∗0,1X, dual to {W j}n−1j=1 . We assume that µj(x0) < 0 if
1 ≤ j ≤ n− and µj(x0) > 0 if n− + 1 ≤ j ≤ n− 1. Put
(5.88) N (x0, n−) :=
{
ce1(x0) ∧ . . . ∧ en−(x0); c ∈ C
}
,
and let
(5.89) τx0,n− : T
∗0,q
x0
X → N (x0, n−)
be the orthogonal projection onto N (x0, n−) with respect to 〈 · | · 〉. The following was
obtained in [17, Proposition 6.17]
Theorem 5.18. With the notations and assumptions used in Theorem 5.17, for a0(x, y) in
(5.80), we have
(5.90) a0(x, x) =
1
2
π−n |detLx| τx,n−, for every x ∈ D,
where detLx and τx,n− are given by (5.87) and (5.89) respectively.
We come back to our situation. In view of Lemma 4.1, Lemma 4.2 and Theorem 5.12,
we see that Q(q)(P˜ ∗P˜ )−1P˜ ∗ is smoothing away the diagonal. Hence, there is a continu-
ous operator L(q) : Ω0,q0 (U ∩M)→ Ω0,q(D) such that
(5.91) L(q) −Q(q)(P˜ ∗P˜ )−1P˜ ∗ ≡ 0 mod C∞((U × U) ∩ (X ×M))
and L(q) is properly supported on U ∩M , that is, for every χ ∈ C∞0 (U ∩M), there is a
τ ∈ C∞0 (D) such that L(q)χ = τL(q) on Ω0,q0 (U ∩M) and for every τ1 ∈ C∞0 (D), there is
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a χ1 ∈ C∞0 (U ∩M) such that τ1L(q) = L(q)χ1 on Ω0,q0 (U ∩M). We can extend L(q) to a
continuous opeator
L(q) : Ω0,q(U ∩M)→ Ω0,q(D),
L(q) : Ω0,q0 (U ∩M)→ Ω0,q0 (D).
From Theorem 5.15, we have
(5.92) Π(q) − P˜L(q)Π(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Lemma 5.19. With the notations and assumptions above, we have
(5.93) S+L
(q)Π(q) ≡ 0 mod C∞((U × U) ∩ (X ×M)),
where S+ is as in Theorem 5.17.
Proof. Since WF ′(S+(x, y)) ⊂ diag
(
(Σ+ ∩ T ∗D) × (Σ+ ∩ T ∗D)
)
and 
(q)
− is elliptic
near Σ+ (see Theorem 3.1), there is a classical pseudodifferential operator E(q) ∈
L−1cl (D, T
∗0,qX ⊠ (T ∗0,qX)∗) such that
(5.94) S+ − S+E(q)(q)− ≡ 0.
From (5.43) and (5.92), we deduce that
(5.95) 
(q)
− L
(q)Π(q) ≡ 0 mod C∞((U × U) ∩ (X ×M)).
From (5.94) and (5.95), we get (5.93). 
We can now prove the following
Theorem 5.20. With the notations and assumptions above, we have
S−L
(q)Π(q) − L(q)Π(q) ≡ 0 mod C∞((U × U) ∩ (X ×M)),(5.96)
P˜ S−L
(q)Π(q) − Π(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)),(5.97)
Π(q)P˜ S−L
(q) − Π(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).(5.98)
Proof. From (5.43) and (5.92), we see that
(5.99) 
(q)
β L
(q)Π(q) ≡ 0 mod C∞((U × U) ∩ (X ×M)).
From (5.99), (5.93) and (5.75), we have
L(q)Π(q) = (A
(q)
β + S− + S+)L
(q)Π(q) ≡ S−L(q)Π(q) mod C∞((U × U) ∩ (X ×M))
and we get (5.96).
From (5.96) and (5.92), we get (5.97).
We now prove (5.98). Put
γ(q) := Π(q) − P˜L(q)Π(q) : Ω0,q0 (U ∩M)→ Ω0,q(M),
γ
(q)
0 := P˜
∗P˜ −H : Ω0,q0 (D)→ Ω0,q(X),
γ
(q)
1 := S
†
− − S− : Ω0,q0 (D)→ Ω0,q(X),
γ
(q)
2 := L
(q) −Q(q)(P˜ ∗P˜ )−1P˜ ∗ : Ω0,q0 (U ∩M)→ Ω0,q(X),
γ
(q)
3 := S−L
(q)Π(q) − L(q)Π(q) : Ω0,q0 (U ∩M)→ Ω0,q0 (D),
where S†− is given by (5.79). From (5.92), (5.77), (5.91) and (5.96), we see that
γ(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)), γ(q)2 ≡ 0 mod C∞((U × U) ∩ (X ×M)),
γ
(q)
3 ≡ 0 mod C∞((U × U) ∩ (X ×M)), γ(q)1 ≡ 0, γ(q)0 ≡ 0.
(5.100)
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Let
(γ(q))∗ : Ω0,q(M)→ Ω0,q(U ∩M)
be the formal adjoint of γ(q) with respect to ( · | · )M and let
(γ
(q)
2 )
∗ : Ω0,q(X)→ Ω0,q(U ∩M)
be the formal adjoint of γ
(q)
2 with respect to ( · | · )M and ( · | · )X, that is,
( γ
(q)
2 u | v )X = ( u | (γ(q)2 )∗v )M ,
for every u ∈ Ω0,q0 (U ∩M), v ∈ Ω0,q(X). It is obvious that
(5.101)
(γ(q))∗ ≡ 0 mod C∞((U ×U)∩ (M ×M)), (γ(q)2 )∗ ≡ 0 mod C∞((U ×U)∩ (M ×X)).
Let u, v ∈ Ω0,q0 (U ∩M). From (5.47), it is straightforward to check that
( Π(q)P˜ S−L
(q)u | v )M
= ( P˜S−L
(q)u |Π(q)v )M + ( P˜S−L(q)u |Γ(q)1 v )M
= ( P˜S−L
(q)u | P˜L(q)Π(q)v )M + ( P˜S−L(q)u | γ(q)v )M + ( P˜S−L(q)u |Γ(q)1 v )M
= (S−L
(q)u |HL(q)Π(q)v )X + (S−L(q)u | γ(q)0 L(q)Π(q)v )X
+ ( P˜S−L
(q)u | γ(q)v )M + ( P˜S−L(q)u |Γ(q)1 v )M
= [L(q)u |S†−L(q)Π(q)v ]X + (S−L(q)u | γ(q)0 L(q)Π(q)v )X
+ ( P˜S−L
(q)u | γ(q)v )M + ( P˜S−L(q)u |Γ(q)1 v )M
= [L(q)u |S−L(q)Π(q)v ]X + [L(q)u | γ(q)1 L(q)Π(q)v ]X + (S−L(q)u | γ(q)0 L(q)Π(q)v )X
+ ( P˜S−L
(q)u | γ(q)v )M + ( P˜S−L(q)u |Γ(q)1 v )M
= [Q(q)(P˜ ∗P˜ )−1P˜ ∗u |S−L(q)Π(q)v ]X + [ γ(q)2 u |S−L(q)Π(q)v ]X + [L(q)u | γ(q)1 L(q)Π(q)v ]X
+ (S−L
(q)u | γ(q)0 L(q)Π(q)v )X + ( P˜S−L(q)u | γ(q)v )M + ( P˜S−L(q)u |Γ(q)1 v )M
= ( u | P˜S−L(q)Π(q)v )M + ( P˜ γ(q)2 u | P˜S−L(q)Π(q)v )M + ( P˜L(q)u | P˜γ(q)1 L(q)Π(q)v )M
+ ( P˜S−L
(q)u | P˜(P˜ ∗P˜ )−1γ(q)0 L(q)Π(q)v )M + ( P˜S−L(q)u | γ(q)v )M + ( P˜S−L(q)u |Γ(q)1 v )M
= ( u | P˜L(q)Π(q)v )M + ( u | P˜γ(q)3 v )M + ( u | (γ(q)2 )∗P˜ ∗P˜S−L(q)Π(q)v )M
+ ( u | (L(q))∗P˜ ∗P˜ γ(q)1 L(q)Π(q)v )M + ( u | (L(q))∗S∗−γ(q)0 L(q)Π(q)v )M
+ ( u | (L(q))∗(S−)∗(P˜ )∗γ(q)v )M + ( u | (L(q))∗(S−)∗(P˜ )∗Γ(q)1 v )M
= ( u |Π(q)v )M − ( u | γ(q)v )M + ( u | P˜γ(q)3 v )M + ( u | (γ(q)2 )∗P˜ ∗P˜S−L(q)Π(q)v )M
+ ( u | (L(q))∗P˜ ∗P˜ γ(q)1 L(q)Π(q)v )M + ( u | (L(q))∗S∗−γ(q)0 L(q)Π(q)v )M
+ ( u | (L(q))∗(S−)∗(P˜ )∗γ(q)v )M + ( u | (L(q))∗(S−)∗(P˜ )∗Γ(q)1 v )M ,
(5.102)
where (L(q))∗ : Ω0,q(D) → Ω0,q(U ∩ M) is the formal adjoint of L(q) with respect to
( · | · )M and ( · | · )X. Note that (L(q))∗ is properly supported. From (5.102), we conclude
that there is a continuous operator ε(q) : Ω0,q0 (U ∩ M) → Ω0,q(U ∩ M) with ε(q) ≡ 0
mod C∞((U × U) ∩ (M ×M)) such that
(5.103) ( Π(q)P˜ S−L
(q)u | v )M = ( u |Π(q)v )M + ( u | ε(q)v )M ,
for every u, v ∈ Ω0,q0 (U ∩M). From (5.103) and (5.47), we get
(5.104) ( Π(q)P˜S−L
(q)u | v )M = (Π(q)u | v )M − ( (Γ(q)1 )∗u | v )M + ( (ε(q))∗u | v )M ,
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for every u, v ∈ Ω0,q0 (U ∩ M), where (Γ(q)1 )∗, (ε(q))∗ : Ω0,q0 (U ∩ M) → Ω0,q(U ∩ M)
are the formal adjoints of Γ
(q)
1 and ε
(q) with respect to ( · | · )M respectively. Note that
(Γ
(q)
1 )
∗, (ε(q))∗ ≡ 0 mod C∞((U × U) ∩ (M ×M)). From this observation and (5.104),
we get (5.98). 
The following was proved in [17, Proposition 6.18].
Theorem 5.21. With the notations and assumptions used above, we have
(5.105) ∂P˜S−L
(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Let δ(q) := 2ρP˜
(
(∂ρ)∧,∗γ∂P˜S−L
(q)
)
: Ω0,q0 (U ∩M) → Ω0,q(M). From (5.105), we see
that
(5.106) δ(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Moreover, it is easy to check that
(5.107) (P˜S−L
(q) − δ(q))u ∈ Dom(q) ∩ Ω0,q(M), for every u ∈ Ω0,q0 (U ∩M).
Theorem 5.22. With the notations and assumptions used above, we have
(5.108) Π(q)P˜ S−L
(q) − P˜S−L(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Proof. From (5.49) and (5.107), we have
(5.109)
N (q)(q)(P˜ S−L
(q)−δ(q))u+Π(q)(P˜S−L(q)−δ(q))u = (P˜S−L(q)−δ(q))u+Λ(q)(P˜S−L(q)−δ(q))u,
for every u ∈ Ω0,q0 (U ∩M ), where Λ(q) ≡ 0 mod C∞((U ×U)∩ (M ×M)) is as in (5.49).
From (5.76), (5.105) and (5.106), we have
(5.110) N (q)(q)(P˜S−L
(q) − δ(q))u = N (q)(q)f (P˜S−L(q) − δ(q))u = Λ(q)1 u,
for every u ∈ Ω0,q0 (U ∩M), where Λ(q)1 ≡ 0 mod C∞((U×U)∩(M×M )). From (5.110),
(5.109) and (5.106), we get (5.108). 
From (5.108) and (5.98), we conclude that
(5.111) Π(q) − P˜ S−L(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Note that S− ∈ L01
2
, 1
2
(D, T ∗0,qX ⊠ (T ∗0,qX)∗). From this observation and the classical
result of Calderon and Vaillancourt (see (3.29)), (3.6), (3.10) and (5.111), we can
improve Theorem 5.16 as follows.
Theorem 5.23. With the notations used above, Π(q) can be continuously extended to
Π(q) : Hsloc (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
Π(q) : Hscomp (U ∩M,T ∗0,qM ′)→ Hscomp (U ∩M,T ∗0,qM ′), for every s ∈ Z.
(5.112)
We introduce some notations. Let m ∈ R and let U be an open set in M ′. Let
Sm1,0(((U × U) ∩ (M ×M))×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗)
denote the space of restrictions to U ∩M of elements in
Sm1,0(U × U×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗).
Let
aj ∈ Smj1,0 (((U × U) ∩ (M ×M))×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗), j = 0, 1, 2, . . . ,
with mj ց −∞, j →∞. Then there exists
a ∈ Sm01,0 (((U × U) ∩ (M ×M))×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗)
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such that
a−
k−1∑
j=0
aj ∈ Smk1,0 ((U × U) ∩ (M ×M)×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
for every k = 1, 2, . . .. If a and aj have the properties above, we write
a ∼
∞∑
j=0
aj in S
m0
1,0 (((U × U) ∩ (M ×M))×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗).
We can repeat the procedure in the proof of [17, Proposition 7.8 of Part II] and deduce
that the distribution kernel of P˜S−L
(q) is of the form
(5.113) P˜S−L
(q)(z, w) ≡
∫ ∞
0
eiφ(z,w)tb(z, w, t)dt mod C∞((U × U) ∩ (M ×M)),
where φ(z, w) ∈ C∞((U × U) ∩ (M ×M)) is as in [17, Theorem 1.4 of Part II],
b(z, w, t) ∼∑∞j=0 bj(z, w)tn−j in Sn1,0((U × U) ∩ (M ×M)×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗)
and the leading term b0(z, z) is given by [17, Proposition 1.6 of Part II]. From Theo-
rem 5.9, Theorem 5.10, Theorem 5.11, Theorem 5.23, (5.111) and (5.113), we get the
main result of this section:
Theorem 5.24. Let U be an open set ofM ′ with U ∩X 6= ∅. Suppose that the Levi form is
non-degenerate of constant signature (n−, n+) on U ∩X. Let q = n−. We can find properly
supported continuous operators on U ∩M ,
N (q) : Hsloc (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
Π(q) : Hsloc (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,qM ′), for every s ∈ Z,
(5.114)
such that
N (q)u ∈ Dom(q), for every u ∈ Ω0,q0 (U ∩M),
Π(q)u ∈ Dom(q), for every u ∈ Ω0,q0 (U ∩M),
(5.115)
and on U ∩M , we have

(q)
f N
(q)u+Π(q)u = u+ r
(q)
0 u for every u ∈ Ω0,q(U ∩M),
N (q)(q)u+Π(q)u = u+ r
(q)
1 u for every u ∈ Dom(q),
∂Π(q)u = r
(q)
2 u for every u ∈ L2loc (U ∩M,T ∗0,qM ′),
∂
∗
fΠ
(q)u = r
(q)
3 u, for every u ∈ L2loc (U ∩M,T ∗0,qM ′),
Π(q)(q)u = r
(q)
4 u, for every u ∈ Dom(q),

(q)
f Π
(q)u = r
(q)
5 u, for every u ∈ Ω0,q(U ∩M),
(Π(q))2u−Π(q)u = r(q)6 u, for every u ∈ Ω0,q(U ∩M),
(5.116)
where r
(q)
j is properly supported on U ∩M with r(q)j ≡ 0 mod C∞((U × U) ∩ (M ×M)),
for every j = 0, 1, 2, 3, 4, 5, 6, and the distribution kernel of Π(q) satisfies
(5.117) Π(q)(z, w) ≡
∫ ∞
0
eiφ(z,w)tb(z, w, t)dt mod C∞((U × U) ∩ (M ×M))
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(for the precise meaning of the oscillatory integral
∫∞
0
eiφ(z,w)tb(z, w, t)dt, see Remark 5.25
below) with
b(z, w, t) ∈ Sn1,0((U × U) ∩ (M ×M)×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
b(z, w, t) ∼∑∞j=0 bj(z, w)tn−j in Sn1,0((U × U) ∩ (M ×M)×]0,∞[, T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
(5.118)
with b0(z, z) given by (5.121) below. Moreover,
φ(z, w) ∈ C∞((U × U) ∩ (M ×M)), Imφ ≥ 0,
φ(z, z) = 0, z ∈ U ∩X, φ(z, w) 6= 0 if (z, w) /∈ diag ((U × U) ∩ (X ×X)),
Imφ(z, w) > 0 if (z, w) /∈ (U × U) ∩ (X ×X),
φ(z, w) = −φ(w, z),
dzφ(x, x) = −ω0(x)− idρ(x), for every x ∈ U ∩X,
(5.119)
φ(z, w) ∈ C∞((U × U) ∩ (M ×M)) is as in [17, Theorem 1.4 of Part II] and φ(x, y) =
ϕ−(x, y) if x, y ∈ U ∩X, where ϕ−(x, y) ∈ C∞((U ×U)∩ (X×X)) is as in Theorem 5.17.
Remark 5.25. Let φ and b(z, w, t) be as in Theorem 5.24. Let y = (y1, . . . , y2n−1) be local
coordinates on X and extend y1, . . . , y2n−1 to real smooth functions in some neighbor-
hood of X. We work with local coordinates
w = (y1, . . . , y2n−1, ρ)
defined on some neighborhood U of p ∈ X in M ′ Let u ∈ C∞0 (U ∩M). Choose a cut-off
function χ(t) ∈ C∞(R) so that χ(t) = 1 when |t| < 1 and χ(t) = 0 when |t| > 2. Set
(Π(q)ǫ u)(z) :=
∫
M
∫ ∞
0
eiφ(z,w)tb(z, w, t)χ(ǫt)u(w)dtdvM(w).
Since dyφ 6= 0 where Im φ = 0 (see (5.83)), we can integrate by parts in y and t and
obtain limǫ→0(Π
(q)
ǫ u)(z) ∈ Ω0,q0 (U ∩M). This means that
Π(q) = lim
ǫ→0
Π(q)ǫ : Ω
0,q(U ∩M)→ Ω0,q(U ∩M)
is continuous. Then the distribution kernel Π(q)(z, w) of Π(q) can be written formally,
Π(q)(z, w) =
∫ ∞
0
eiφ(z,w)tb(z, w, t)dt.
The following was known [17, Theorem 1.4 of Part II]
Theorem 5.26. Under the assumptions and notations of Theorem 5.24, fix p ∈ U ∩ X.
We choose local holomorphic coordinates z = (z1, . . . , zn), zj = x2j−1 + ix2j , j = 1, . . . , n,
vanishing at p such that the metric on T 1,0M ′ is
∑n
j=1 dzj⊗dzj at p and ρ(z) =
√
2Im zn+∑n−1
j=1 λj |zj |2+O(|z|3), where λj, j = 1, . . . , n−1, are the eigenvalues of Lp. We also write
w = (w1, . . . , wn), wj = y2j−1 + iy2j , j = 1, . . . , n. Then, we can take φ(z, w) in (5.117) so
that
φ(z, w) = −
√
2x2n−1 +
√
2y2n−1 − iρ(z)
(
1 +
2n−1∑
j=1
ajxj +
1
2
a2nx2n
)
− iρ(w)
(
1 +
2n−1∑
j=1
ajyj +
1
2
a2ny2n
)
+ i
n−1∑
j=1
|λj| |zj − wj|2
+
n−1∑
j=1
iλj(zjwj − zjwj) +O
( |(z, w)|3)
(5.120)
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in some neighborhood of (p, p) in M ′ ×M ′, where aj = 1
2
∂σ(
(q)
f )
∂xj
(p,−ω0(p) − idρ(p)),
j = 1, . . . , 2n, and σ(
(q)
f ) denotes the principal symbol of 
(q)
f .
The following was also known [17, Proposition 1.6 of Part II]
Theorem 5.27. Under the assumptions and notations of Theorem 5.24, fix p ∈ U ∩ X.
For b0(z, w) in (5.118), we have
(5.121) b0(x, x) = π
−n |detLx| τx,n− ◦ (∂ρ(p))∧,∗(∂ρ(p))∧, for every x ∈ U ∩X,
where detLx, τx,n− are given by (5.87), (5.89) respectively and (∂ρ(p))∧,∗ is given by
(3.11).
6. MICROLOCAL SPECTRAL THEORY FOR THE ∂-NEUMANN LAPLACIAN
In this section, we will apply the microlocal Hodge decomposition theorems for (q)
from Section 4 and Section 5 to study the singularities for the kernel B
(q)
≤λ(x, y) near the
non-degenerate part of the Levi form. In particular, we give the proof of Theorem 1.1.
Until further notice, we fix λ > 0. It is clear that there is a continuous operator
A
(q)
λ : L
2
(0,q)(M)→ Dom(q)
such that
(q)A
(q)
λ +B
(q)
≤λ = I on L
2
(0,q)(M),
A
(q)
λ 
(q) +B
(q)
≤λ = I on Dom
(q).
(6.1)
Let U be an open set of M ′ with U ∩ X 6= ∅. Suppose that the Levi form is non-
degenerate of constant signature (n−, n+) on U ∩X. Until further notice, we let q = n−.
Lemma 6.1. The map
(6.2) ∂B
(q)
≤λ : L
2
(0,q)(M)→ Hsloc (U ∩M,T ∗0,q+1M ′)
is continuous for every s ∈ N.
Proof. Let u ∈ L2(M,T ∗0,qM ′). Since B(q)≤λu ∈ Dom(q), ∂B(q)≤λu ∈ L2(0,q+1)(M). We claim
that
(6.3) ∂B
(q)
≤λu ∈ Dom(q+1).
It is clear that ∂B
(q)
≤λu ∈ Dom ∂ ∩ Dom ∂
∗
and ∂
2
B
(q)
≤λu = 0. Hence, ∂
2
B
(q)
≤λu ∈ Dom ∂
∗
.
We only need to show that ∂
∗
∂B
(q)
≤λu ∈ Dom ∂. We have
(6.4) ∂
∗
∂B
(q)
≤λu = 
(q)B
(q)
≤λu− ∂ ∂
∗
B
(q)
≤λu.
By spectral theory, we see that (q)B
(q)
≤λu ∈ Dom(q) and hence (q)B(q)≤λu ∈ Dom ∂.
Note that ∂
2
∂
∗
B
(q)
≤λu = 0, ∂ ∂
∗
B
(q)
≤λu ∈ Dom ∂. From this observation and (6.4), we get
(6.3).
From (4.28), we have
(6.5) N (q+1)(q+1)∂B
(q)
≤λu = ∂B
(q)
≤λu+ F
(q+1)
1 ∂B
(q)
≤λu,
where F
(q+1)
1 ≡ 0 mod C∞((U × U) ∩ (M ×M)) is as in (4.28). It is clear that
(6.6) F
(q+1)
1 ∂ : L
2
loc (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,q+1M ′)
is continuous, for every s ∈ Z. We have
(6.7) N (q+1)(q+1)∂B
(q)
≤λ = N
(q+1)∂(q)B
(q)
≤λ on L
2
(0,q)(M).
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By spectral theory,
(6.8) (q)B
(q)
≤λ : L
2
(0,q)(M)→ L2(0,q)(M)
is continuous. In view of Theorem 4.3, we see that
(6.9) N (q+1)∂ : Hsloc (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,q+1M ′)
is continuous, for every s ∈ Z. From (6.5), (6.6), (6.7), (6.8) and (6.9), we deduce that
(6.10) ∂B
(q)
≤λ : L
2
(0,q)(M)→ L2loc (U ∩M,T ∗0,q+1M ′)
is continuous. We have
N (q+1)(q+1)∂B
(q)
≤λu = N
(q+1)∂(q)B
(q)
≤λu = N
(q+1)∂B
(q)
≤λ
(q)B
(q)
≤λu.
From this observation and (6.5), we have
(6.11) N (q+1)∂B
(q)
≤λ
(q)B
(q)
≤λu = ∂B
(q)
≤λu+ F
(q)
1 ∂B
(q)
≤λu.
From (6.11), (6.6), (6.8), (6.10) and note that
(6.12) N (q+1) : Hsloc (U ∩M,T ∗0,q+1M ′)→ Hs+1loc (U ∩M,T ∗0,q+1M ′)
is continuous, for every s ∈ Z, we deduce that
(6.13) ∂B
(q)
≤λ : L
2
(0,q)(M)→ H1loc (U ∩M,T ∗0,q+1M ′)
is continuous. Continuing in this way, we get the lemma. 
We can repeat the proof of Lemma 6.1 and deduce:
Lemma 6.2. The operator
(6.14) ∂
∗
B
(q)
≤λ : L
2
(0,q)(M)→ Hsloc (U ∩M,T ∗0,qM ′),
is continuous for every s ∈ N.
From (6.2) and (6.14), we get:
Theorem 6.3. The operator
(6.15) (q)B
(q)
≤λ : L
2
(0,q)(M)→ Hsloc (U ∩M,T ∗0,qM ′),
is continuous for every s ∈ N.
Lemma 6.4. For every m ∈ N, the operator
B
(q)
≤λ∂(
(q−1)
f )
m : Ω0,q−10 (M)→ L2(0,q)(M)
can be continuously extended to
(6.16) B
(q)
≤λ∂(
(q−1)
f )
m : L2(0,q−1)(M)→ L2(0,q)(M).
Proof. Let u ∈ Ω0,q−10 (M), v ∈ L2(0,q)(M). we have
(6.17) (B
(q)
≤λ∂(
(q−1)
f )
mu | v )M = (B(q)≤λ((q)f )m∂u | v )M = ( u | ∂
∗
((q)mB
(q)
≤λv )M .
We have ∥∥∥∂∗((q))mB(q)≤λv∥∥∥2
M
≤
∥∥∥∂∗((q))mB(q)≤λv∥∥∥2
M
+
∥∥∥∂((q))mB(q)≤λv∥∥∥2
M
=
(
((q))m+1B
(q)
≤λv | ((q))mB(q)≤λv
)
M
≤ λ2m+1 ‖v‖2M .
(6.18)
From (6.17), (6.18) and take v = B
(q)
≤λ∂(
(q−1)
f )
mu, it is straightforward to see that
(6.19)
∥∥∥B(q)≤λ∂((q−1)f )mu∥∥∥
M
≤ λm+ 12 ‖u‖M .
From (6.19) and notice that Ω0,q−10 (M) is dense in L
2
(0,q−1)(M), the lemma follows. 
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Lemma 6.5. The operator B
(q)
≤λ∂ : Ω
0,q−1
0 (U ∩M) → L2(0,q)(M) can be continuously ex-
tended to
(6.20) B
(q)
≤λ∂ : H
−s
comp (U ∩M,T ∗0,q−1M ′)→ L2(0,q)(M), for every s ∈ N.
Proof. Let u ∈ Ω0,q−10 (U ∩M). From (4.29), we have
(6.21) B
(q)
≤λ∂
(q−1)
f N
(q−1)u = B
(q)
≤λ∂u+B
(q)
≤λ∂F
(q−1)
2 u,
where F
(q−1)
2 ≡ 0 mod C∞((U × U) ∩ (M ×M)) is as in (4.29). From (6.16), (6.21)
and notice that
(6.22) N (q−1) : Hscomp (U ∩M,T ∗0,q−1M ′)→ Hs+1comp (U ∩M,T ∗0,q−1M ′)
is continuous, for every s ∈ Z, we deduce that B(q)≤λ∂ can be continuously extended to
(6.23) B
(q)
≤λ∂ : H
−1
comp (U ∩M,T ∗0,q−1M ′)→ L2(0,q)(M).
From Lemma 6.4, we can repeat the proof of (6.23) and deduce that B
(q)
≤λ∂
(q−1)
f can be
continuously extended to
(6.24) B
(q)
≤λ∂
(q−1)
f : H
−1
comp (U ∩M,T ∗0,q−1M ′)→ L2(0,q)(M).
From (6.21), (6.22) and (6.24), we deduce that B
(q)
≤λ∂ can be continuously extended to
B
(q)
≤λ∂ : H
−2
comp (U ∩M,T ∗0,q−1M ′)→ L2(0,q)(M).
Continuing in this way, we get the lemma. 
We can repeat the proof of Lemma 6.5 and deduce
Lemma 6.6. The operator B
(q)
≤λ∂
∗
f : Ω
0,q+1
0 (U ∩ M) → L2(0,q)(M) can be continuously
extended to
(6.25) B
(q)
≤λ∂
∗
f : H
−s
comp (U ∩M,T ∗0,q+1M ′)→ L2(0,q)(M), for every s ∈ N.
From Lemma 6.5 and Lemma 6.6, we get
Theorem 6.7. The operator B
(q)
≤λ
(q)
f : Ω
0,q
0 (U ∩ M) → L2(0,q)(M) can be continuously
extended to
(6.26) B
(q)
≤λ
(q)
f : H
−s
comp (U ∩M,T ∗0,qM ′)→ L2(0,q)(M), for every s ∈ N.
We consider

(q)B
(q)
≤λ
(q)
f : Ω
0,q
0 (U ∩M)→ L2(0,q)(M) ⊂ L2loc (U ∩M,T ∗0,qM ′),
((q))2B
(q)
≤λ : Ω
0,q
0 (U ∩M)→ L2(0,q)(M) ⊂ L2loc (U ∩M,T ∗0,qM ′).
Theorem 6.8. We have
(6.27) (q)B
(q)
≤λ
(q)
f ≡ 0 mod C∞((U × U) ∩ (M ×M))
and
(6.28) ((q))2B
(q)
≤λ ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Proof. From (6.15) and (6.26), we have

(q)B
(q)
≤λ
(q)
f : H
−s
comp (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,qM ′),
for every s ∈ N. We get (6.27). Let u ∈ L2(0,q)(M). Take uj ∈ Ω0,q0 (M), j = 1, 2, . . ., so
that limj→+∞ ‖uj − u‖M = 0. Since ((q))2B(q)≤λ is L2 continuous, we have
(6.29) ((q))2B
(q)
≤λu = lim
j→+∞
((q))2B
(q)
≤λuj in L
2
(0,q)(M).
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From the fact that uj ∈ Dom(q), for every j = 1, 2, . . ., we can check that
(6.30) ((q))2B
(q)
≤λuj = 
(q)B
(q)
≤λ
(q)uj = 
(q)B
(q)
≤λ
(q)
f uj, for every j = 1, 2, . . ..
From (6.30) and (6.29), we conclude that
(6.31) ((q))2B
(q)
≤λ = 
(q)B
(q)
≤λ
(q)
f on L
2
(0,q)(M).
From (6.31) and (6.27), we get (6.28). 
Lemma 6.9. The operator B
(q)
≤λ can be continuously extended to
(6.32) B
(q)
≤λ : H
−s
comp (U ∩M,T ∗0,qM ′)→ H−sloc (U ∩M,T ∗0,qM ′),
for every s ∈ N.
Proof. Let u ∈ Ω0,q0 (U ∩M). From (5.116), we have
(6.33) B
(q)
≤λ
(q)
f N
(q)u+B
(q)
≤λΠ
(q)u = B
(q)
≤λu+B
(q)
≤λr
(q)
0 u,
where r
(q)
0 ≡ 0 mod C∞((U × U) ∩ (M ×M)) is as in (5.116). From (6.33), (5.114),
(6.26) and note that Ω0,q0 (U ∩M) is dense in H−scomp (U ∩M,T ∗0,qM ′), for every s ∈ N,
we deduce that B
(q)
≤λ −B(q)≤λΠ(q) can be continuously extended to
(6.34) B
(q)
≤λ − B(q)≤λΠ(q) : H−scomp (U ∩M,T ∗0,qM ′)→ L2(0,q)(M), for every s ∈ N.
On the other hand, from (6.1) and (5.116), we have
Π(q)u = (A
(q)
λ 
(q) +B
(q)
≤λ)Π
(q)u
= A
(q)
λ 
(q)
f Π
(q)u+B
(q)
≤λΠ
(q)u
= A
(q)
λ r
(q)
5 u+B
(q)
≤λΠ
(q)u,
(6.35)
for every u ∈ Ω0,q0 (U ∩M), where r(q)5 ≡ 0 mod C∞((U×U)∩(M×M)) is as in (5.116).
From (6.35), we conclude that Π(q) − B(q)≤λΠ(q) can be continuously extended to
(6.36) Π(q) − B(q)≤λΠ(q) : H−scomp (U ∩M,T ∗0,qM ′)→ L2(0,q)(M), for every s ∈ N.
From (6.34) and (6.36), we deduce that Π(q) − B(q)≤λ can be continuously extended to
(6.37) Π(q) − B(q)≤λ : H−scomp (U ∩M,T ∗0,qM ′)→ L2(0,q)(M), for every s ∈ N.
From (6.37) and (5.114), we get (6.32). 
Theorem 6.10. We have
(6.38) (q)B
(q)
≤λ ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Proof. Let ε(q) := ((q))2B
(q)
≤λ. In view of (6.28), we see that ε
(q) ≡ 0 mod C∞((U ×U)∩
(M ×M)). Let u ∈ Ω0,q0 (U ∩M). From second equation in (5.116), we have

(q)B
(q)
≤λu
= N (q)((q))2B
(q)
≤λu+Π
(q)

(q)B
(q)
≤λu− r(q)1 (q)B(q)≤λu
= N (q)ε(q)u+ r
(q)
4 B
(q)
≤λu− r(q)1 (q)B(q)≤λu,
(6.39)
where r
(q)
4 ≡ 0 mod C∞((U × U) ∩ (M ×M)), r(q)1 ≡ 0 mod C∞((U × U) ∩ (M ×M)),
are as in (5.116). From (6.32), we see that
r
(q)
1 
(q)B
(q)
≤λ, r
(q)
4 B
(q)
≤λ : H
−s
comp (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,qM ′)
are continuous, for every s ∈ N, and hence r(q)1 (q)B(q)≤λ, r(q)4 B(q)≤λ ≡ 0 mod C∞((U×U)∩
(M ×M)). From this observation and (6.39), we get (6.38). 
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We can now prove one of the main results of this work.
Theorem 6.11. Let U be an open set of M ′ with U ∩ X 6= ∅. Suppose that the Levi form
is non-degenerate of constant signature (n−, n+) on U ∩X. Let q = n− and fix λ > 0. We
have
B
(q)
≤λ − Π(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)),
where Π(q) is as in Theorem 5.24.
Proof. From the second equation in (5.116), we have
(6.40) N (q)(q)B
(q)
≤λu+Π
(q)B
(q)
≤λu = r
(q)
1 B
(q)
≤λu+B
(q)
≤λu,
for every u ∈ Ω0,q0 (U ∩M), where r(q)1 ≡ 0 mod C∞((U×U)∩(M×M)) is as in (5.116).
From (6.40), (6.38) and (6.32), we deduce that
(6.41) B
(q)
≤λ −Π(q)B(q)≤λ =: ǫ(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Similarly, from first equation in (5.116), we have
(6.42) B
(q)
≤λ
(q)
f N
(q)u+B
(q)
≤λΠ
(q)u = B
(q)
≤λu+B
(q)
≤λr
(q)
0 u,
for every u ∈ Ω0,q0 (U ∩M), where r(q)0 ≡ 0 mod C∞((U×U)∩(M×M)) is as in (5.116).
Since N (q)u ∈ Dom(q), we have
B
(q)
≤λ
(q)
f N
(q)u = B
(q)
≤λ
(q)N (q)u = (q)B
(q)
≤λN
(q)u,
for every u ∈ Ω0,q0 (U ∩M). From this observation and (6.42), we deduce that
(6.43) (q)B
(q)
≤λN
(q)u+B
(q)
≤λΠ
(q)u = B
(q)
≤λu+B
(q)
≤λr
(q)
0 u,
for every u ∈ Ω0,q0 (U ∩M). From (6.38), (6.32) and (6.43), we deduce that
(6.44) B
(q)
≤λ −B(q)≤λΠ(q) =: ǫ(q)1 ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Let u ∈ Ω0,q0 (U ∩M). From (6.1), we have
(6.45) Π(q)(q)A
(q)
λ u+Π
(q)B
(q)
≤λu = Π
(q)u on U ∩M
and
(6.46) A
(q)
λ 
(q)Π(q)u+B
(q)
≤λΠ
(q)u = Π(q)u on U ∩M.
From (5.116), we have
(6.47) Π(q)(q)A
(q)
λ u = r
(q)
4 A
(q)
λ u on U ∩X,
(6.48) A
(q)
λ 
(q)Π(q)u = A
(q)
λ r
(q)
5 u on U ∩X,
where r
(q)
4 ≡ 0 mod C∞((U×U)∩(M×M)) and r(q)5 ≡ 0 mod C∞((U×U)∩(M×M))
are as in (5.116). From (6.47), (6.48) and (6.46), we deduce that
Π(q) − Π(q)B(q)≤λ = r(q)4 A(q)λ ,
Π(q) − B(q)≤λΠ(q) = A(q)λ r(q)5 .
(6.49)
From (6.41), (6.44) and (6.49), we get
Π(q) − B(q)≤λ = r(q)4 A(q)λ − ǫ(q),
Π(q) − B(q)≤λ = A(q)λ r(q)5 − ǫ(q)1 .
(6.50)
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From (6.50), we have
(Π(q) − B(q)≤λ)(Π(q) − B(q)≤λ)
= (r
(q)
4 A
(q)
λ − ǫ(q))(A(q)λ r(q)5 − ǫ(q)1 )
= r
(q)
4 (A
(q)
λ )
2r
(q)
5 − r(q)4 A(q)λ ǫ(q)1 − ǫ(q)A(q)λ r(q)5 + ǫ(q)ǫ(q)1 on Ω0,q0 (U ∩M).
(6.51)
Note that r
(q)
5 and r
(q)
4 are properly supported on U ∩M and r(q)4 (A(q)λ )2r(q)5 , r(q)4 A(q)λ ǫ(q)1 ,
ǫ(q)A
(q)
λ r
(q)
5 , ǫ
(q)ǫ
(q)
1 , are well-defined as continuous operators: Ω
0,q
0 (U∩M )→ Ω0,q(U∩M).
Now,
r
(q)
4 (A
(q)
λ )
2r
(q)
5 :H
−s
comp (U ∩M,T ∗0,qM ′)→ Hscomp (U ∩M,T ∗0,qM ′) ⊂ L2(0,q)(M)
→ L2(0,q)(M)→ Hsloc (U ∩M,T ∗0,qM ′)
is continuous, for every s ∈ N. Hence, r(q)4 (A(q)λ )2r(q)5 ≡ 0 mod C∞((U ×U)∩ (M ×M )).
Similarly, r
(q)
4 A
(q)
λ ǫ
(q)
1 , ǫ
(q)A
(q)
λ r
(q)
5 , ǫ
(q)ǫ
(q)
1 ≡ 0 mod C∞((U × U) ∩ (M ×M)). From this
observation and (6.51), we get
(6.52) (Π(q) − B(q)≤λ)(Π(q) − B(q)≤λ) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Now,
(Π(q) − B(q)≤λ)(Π(q) − B(q)≤λ)
= (Π(q))2 −Π(q)B(q)≤λ − B(q)≤λΠ(q) + (B(q)≤λ)2
= Π(q) + r
(q)
6 − B(q)≤λ + ǫ(q) −B(q)≤λ + ǫ(q)1 +B(q)≤λ
= Π(q) − B(q)≤λ + r(q)6 + ǫ(q) + ǫ(q)1 ,
(6.53)
where r
(q)
6 , ǫ
(q), ǫ
(q)
1 ≡ 0 mod C∞((U × U) ∩ (M × M)) are as in (5.116), (6.41) and
(6.44) respectively. From (6.52) and (6.53), the theorem follows. 
By using Theorem 4.7, we can repeat the proof of Theorem 6.11 with minor change
and deduce
Theorem 6.12. Let U be an open set ofM ′ with U ∩X 6= ∅. Suppose that the Levi form is
non-degenerate of constant signature (n−, n+) on U ∩X. Let q 6= n−. Fix λ > 0. We have
B
(q)
≤λ ≡ 0 mod C∞((U × U) ∩ (M ×M)).
Proof of Theorem 1.1. This follows immediately from Theorem 6.11 and Theorem 6.12.

We remind the reader that the local closed range condition is given by Definition 1.3.
The following is our second main result.
Theorem 6.13. Let U be an open set of M ′ with U ∩ X 6= ∅. Assume that the Levi form
is non-degenerate of constant signature (n−, n+) on U ∩X. Let q = n−. Suppose that (q)
has local closed range in U . Then the Bergman projection B(q) satisfies
B(q) − Π(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)),
where Π(q) is as in Theorem 5.24.
Proof. Let W be any open set of U with W ∩ U 6= ∅, W ⋐ U . Since Π(q) is properly
supported on U ∩M , there is an open set W ′ ⊂ U with W ′ ∩X 6= ∅, W ′ ⋐ U , such that
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Π(q)u ∈ Ω0,q0 (W ′ ∩M)∩Dom(q) for every u ∈ Ω0,q0 (W ∩M). Since (q) has local closed
range on U , there is a constant CW ′ > 0 such that
(6.54)∥∥(I − B(q))Π(q)u∥∥
M
≤ CW ′
∥∥(q)Π(q)u∥∥
M
=
∥∥∥r(q)5 u∥∥∥
M
, for every u ∈ Ω0,q0 (W ∩M),
where r
(q)
5 ≡ 0 mod C∞((U × U) ∩ (M × M)) is as in (5.116). Let u ∈ H−scomp (W ∩
M,T ∗0,qM ′). Take uj ∈ Ω0,q0 (W ∩ M), j = 1, 2, . . ., limj→+∞ uj = u in H−scomp (W ∩
M,T ∗0,qM ′). From (6.54), we have∥∥(I − B(q))(Π(q)(uj − uk))∥∥M ≤ CW ′
∥∥∥r(q)5 (uj − uk)∥∥∥
M
, for every j, k = 1, 2, . . ..
Since r
(q)
5 ≡ 0 mod C∞((U × U) ∩ (M ×M)), limj,k→+∞
∥∥∥r(q)5 (uj − uk)∥∥∥
M
= 0. Hence,
(Π(q) − B(q)Π(q))uj converges in L2(0,q)(M), as j → +∞. Thus, Π(q) − B(q)Π(q) can be
extended continuously to u and (Π(q) −B(q)Π(q))u ∈ L2(0,q)(M). We conclude that Π(q) −
B(q)Π(q) can be extended continuously to
(6.55) Π(q) − B(q)Π(q) : H−scomp (U ∩M,T ∗0,qM ′)→ L2(0,q)(M), for every s ∈ N.
From the first two equations in (5.116), we have
Π(q)B(q)u = N (q)(q)B(q)u+Π(q)B(q)u = B(q)u+ r
(q)
1 B
(q)u on U ∩X for every u ∈ L2(0,q)(M),
B(q)Π(q)u = B(q)(q)N (q)u+B(q)Π(q)u = B(q)u+B(q)r
(q)
0 u on U ∩X, for every u ∈ Ω0,q0 (U ∩M),
(6.56)
where r
(q)
0 , r
(q)
1 ≡ 0 mod C∞((U × U) ∩ (M ×M)) are as in (5.116). From (6.56), we
conclude that B(q) −Π(q)B(q) and B(q) − B(q)Π(q) can be extended continuously to
(6.57) B(q) − Π(q)B(q) : L2(0,q)(M)→ Hsloc (U ∩M,T ∗0,qM ′), for every s ∈ N,
and
(6.58) B(q) − B(q)Π(q) : H−scomp (U ∩M,T ∗0,qM ′)→ L2(0,q)(M), for every s ∈ N.
Form (6.55) and (6.58), we deduce that Π(q) − B(q) can be extended continuously to
(6.59) Π(q) − B(q) : H−scomp (U ∩M,T ∗0,qM ′)→ L2(0,q)(M), for every s ∈ N.
Since Π(q) : Hscomp (U ∩M,T ∗0,qM ′) → Hscomp (U ∩M,T ∗0,qM ′) is continuous for every
s ∈ Z, we deduce that B(q) can be extended continuously to
(6.60) B(q) : H−scomp (U ∩M,T ∗0,qM ′)→ H−sloc (U ∩M,T ∗0,qM ′), for every s ∈ N.
From (6.60), we deduce that
r
(q)
1 B
(q), (r
(q)
0 )
∗B(q) : H−scomp (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,qM ′), for every s ∈ N,
where r
(q)
1 , r
(q)
0 are as in (5.116) and (r
(q)
0 )
∗ is the formal adjoint of r
(q)
0 with respect to
( · | · )M. Hence,
(6.61) r
(q)
1 B
(q), (r
(q)
0 )
∗B(q) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
By taking adjoint of (r
(q)
0 )
∗B(q), we get
(6.62) B(q)r
(q)
0 ≡ 0 mod C∞((U × U) ∩ (M ×M)).
From (6.61), (6.62) and (6.56), we get
Π(q)B(q)u−B(q)u = f (q)1 u on U ∩X, for every u ∈ L2(0,q)(M),
B(q)Π(q)u−B(q)u = f (q)2 u on U ∩X, for every u ∈ Ω0,q0 (U ∩M),
(6.63)
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where f
(q)
1 : L
2
(0,q)(M) → Ω0,q(U ∩M), f (q)1 ≡ 0 mod C∞((U × U) ∩ (M ×M)), f (q)2 :
Ω0,q0 (U ∩M) → L2(0,q)(M), f (q)2 ≡ 0 mod C∞((U × U) ∩ (M ×M)). Taking adjoint in
(6.59), we conclude that (Π(q))∗ −B(q) can be extended continuously to
(6.64) (Π(q))∗ − B(q) : L2(0,q)(M)→ Hsloc (U ∩M,T ∗0,qM ′), for every s ∈ N,
where (Π(q))∗ is the formal adjoint of Π(q) with respect to ( · | · )M. From (5.47), we see
that
(Π(q))∗ = Π(q) + Γ
(q)
1 ,
where Γ
(q)
1 ≡ 0 mod C∞((U × U) ∩ (M ×M)). From this observation and (6.64), we
deduce that Π(q) − B(q) can be extended continuously to
(6.65) Π(q) − B(q) : L2(0,q)(M)→ Hsloc (U ∩M,T ∗0,qM ′), for every s ∈ N.
From (6.59) and (6.65), we get
(Π(q) − B(q))(Π(q) −B(q)) : H−scomp (U ∩M,T ∗0,qM ′)→ Hsloc (U ∩M,T ∗0,qM ′)
is continuous, for every s ∈ N. Hence,
(6.66) (Π(q) −B(q))(Π(q) − B(q)) ≡ 0 mod C∞((U × U) ∩ (M ×M)).
On the other hand, we have
(Π(q) −B(q))(Π(q) −B(q))u
= (Π(q))2u− Π(q)B(q)u− B(q)Π(q)u+ (B(q))2u
= Π(q)u−B(q)u− B(q)u+B(q)u+ ((Π(q))2 −Π(q))u
+ (B(q) −Π(q)B(q))u+ (B(q) − B(q)Π(q))u
= Π(q)u−B(q)u+ r(q)6 − f (q)1 u− f (q)2 u, for every u ∈ Ω0,q0 (U ∩M),
(6.67)
where r
(q)
6 ≡ 0 mod C∞((U×U)∩(M×M)) is as in (5.116), f (q)1 , f (q)2 ≡ 0 mod C∞((U×
U) ∩ (M ×M)) are as in (6.63). From (6.66) and (6.67), the theorem follows. 
7. PROOF OF THEOREM 1.9
To prove Theorem 1.8, we need a result of Takegoshi [31], which is a generalization
of [24]. Consider an open relatively compact subset M0 := {z ∈M ′; ρ(z) < 0} with
smooth boundary X0 ofM
′. We have the following (see [31, Section 3, Theorem N]).
Theorem 7.1. Let M0 be a pseudoconvex domain with smooth boundary X0 in a complex
manifold M ′ and let L be a holomorphic line bundle on M ′ which is positive on a neigh-
borhood of X0. Then there exists k0 ∈ N, such that the following statement holds for every
k ∈ N, k ≥ k0: For every f ∈ L2(0,1)(M0, Lk) with ∂f = 0 onM0 there exists g ∈ L2(M0, Lk)
such that ∂g = f on M0 and
(7.1)
∫
M0
|g|2
hL
k dvM ′ ≤ Ck
∫
M0
|f |2
hL
k dvM ′,
where Ck > 0 is a constant independent of f and g and |·|hLk denotes the pointwise norm
on ⊕nq=0T ∗0,qM ′ ⊗ Lk induced by the given Hermitian metric 〈 · | · 〉 on CTM ′ and hL.
Proof of Theorem 1.8. Let k0 ∈ N be as in Theorem 7.1. Let k ≥ k0, k ∈ N and let U
be any open set of X0 with U ∩ X1 = ∅. Let u ∈ C∞0 (U ∩M,Lk) ∩ Dom(0)k and let
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f := ∂u ∈ Ω0,10 (U ∩M,Lk) ⊂ L2(0,1)(M0, Lk). From Theorem 7.1, we see that there is a
g ∈ L2(M0, Lk) ⊂ L2(M,Lk) such that ∂g = ∂u on M0 (hence on M) and
(7.2)
∫
M0
|g|2
hL
k dvM ′ ≤ Ck
∫
M0
∣∣∂u∣∣2
hL
k dvM ′,
where Ck > 0 is a constant independent of u and g. Since (I − B(0)k )u is the solution of
∂g = ∂u on M of minimal L2 norm, we have
(7.3)
∫
M
∣∣∣(I − B(0)k )u∣∣∣2
hL
k
dvM ′ ≤
∫
M
|g|2
hL
k dvM ′.
From (7.2) and (7.3), we get
(7.4)
∫
M
∣∣∣(I − B(0)k )u∣∣∣2
hL
k
dvM ′ ≤ Ck
∫
M0
∣∣∂u∣∣2
hL
k dvM ′.
Since ∂u has compact support in U ∩M , we have
(7.5)
∫
M0
∣∣∂u∣∣2
hL
k dvM ′ =
∫
M
∣∣∂u∣∣2
hL
k dvM ′.
From (7.4) and (7.5), we get
(7.6)
∫
M
∣∣∣(I −B(0)k )u∣∣∣2
hL
k
dvM ′ ≤ Ck
∫
M
∣∣∂u∣∣2
hL
k dvM ′.
Since u ∈ Dom(0)k , we can check that∫
M
∣∣∂u∣∣2
hL
k dvM ′ = ( ∂u | ∂u )k = ( ∂u | ∂(I −B(0)k )u )k
= (
(0)
k u | (I −B(0)k )u )k ≤
∥∥∥(0)k u∥∥∥
k
∥∥∥(I −B(0)k )u∥∥∥
k
.
(7.7)
The theorem follows from (7.6) and (7.7). 
From Theorem 1.8, Theorem 1.4 and Remark 1.5, we immediately get Theorem 1.9.
8. S1-EQUIVARIANT BERGMAN KERNEL ASYMPTOTICS AND EMBEDDING THEOREMS
In this section, we assume that M ′ admits a holomorphic S1-action eiθ, θ ∈ [0, 2π[,
eiθ : M ′ → M ′, x ∈ M ′ → eiθ ◦ x ∈ M ′. Recall that X0 is an open connected component
of X such that (1.13) holds and we work with Assumption 1.10.
Theorem 8.1. With the notations and assumptions used in the discussion before Theo-
rem 1.11, fix p ∈ X0 and let U be an open set of p inM ′ with U ∩X0 6= ∅. Suppose that the
Levi form is non-degenerate of constant signature (n−, n+) on U ∩ X0, where n− denotes
the number of the negative eigenvalues of the Levi form on U ∩X0. Fix λ > 0. If q 6= n−,
then
(8.1) B
(q)
≤λ,m ≡ 0 mod O(m−∞) on U ∩M.
Let q = n−. Let Np := {g ∈ S1; g ◦ p = p} = {g0 := e, g1, . . . , gr}, where e denotes the
identify element in S1 and gj 6= gℓ if j 6= ℓ, for every j, ℓ = 0, 1, . . . , r. We have
(8.2) B
(q)
≤λ,m(x, y) ≡
r∑
α=0
gmα e
imφ(x,gαy)bα(x, y,m) mod O(m
−∞) on U ∩M,
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where for every α = 0, 1, . . . , r,
bα(x, y,m) ∈ Snloc ((U × U) ∩ (M ×M), T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
bα(x, y,m) ∼
∑∞
j=0 bα,j(x, y)m
n−j in Snloc ((U × U) ∩ (M ×M), T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
bα,j(x, y) ∈ C∞((U × U) ∩ (M ×M), T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗), j = 0, 1, . . . ,
bα,0(x, x) = b0(x, x), b0(x, x) is given by (5.121),
(8.3)
and φ(x, y) ∈ C∞((U × U) ∩ (M ×M)) is as in (1.6).
Proof. From (1.4) and (1.17), we can integrate by parts in θ and get (8.1). We now
prove (8.2). From Theorem 6.11 and (5.111), it is straightforward to see that
(8.4) B
(q)
≤λ ≡ P˜ S−,mL(q) mod O(m−∞) on U ∩M,
where S−,m(x, y) =
1
2π
∫ π
−π
S−(x, e
iθy)eimθdθ and S−(x, y) is as in Theorem 5.17. From
Theorem 5.17, we can repeat the proof of [18, Theorem 3.12] with minor change and
deduce that
(8.5) S−,m(x, y) ≡
r∑
α=0
gmα e
imϕ−(x,gαy)aα(x, y,m) mod O(m
−∞) on U ∩X,
where for every α = 0, 1, . . . , r,
aα(x, y,m) ∈ Sn−1loc ((U × U) ∩ (X ×X), T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
aα(x, y,m) ∼
∑∞
j=0 aα,j(x, y)m
n−1−j in Sn−1loc ((U × U) ∩ (X ×X), T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗),
aα,j(x, y) ∈ C∞((U × U) ∩ (M ×M), T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗), j = 0, 1, . . . ,
aα,0(x, x) = a0(x, x), a0(x, x) is given by (5.90),
(8.6)
and ϕ−(x, y) ∈ C∞((U × U) ∩ (M ×M)) is as in Theorem 5.17. From (8.5), we can
repeat the procedure in the proof of [17, Proposition 7.8 of Part II] and deduce that the
distribution kernel of P˜S−,mL
(q) is of the form (8.2). 
From Theorem 1.4, we can repeat the proof of Theorem 8.1 and deduce
Theorem 8.2. With the notations and assumptions used in the discussion before Theo-
rem 1.11, fix p ∈ X0 and let U be an open set of p inM ′ with U ∩X0 6= ∅. Suppose that the
Levi form is non-degenerate of constant signature (n−, n+) on U ∩ X0, where n− denotes
the number of the negative eigenvalues of the Levi form on U ∩X0. Suppose that (q) has
local closed range in U . If q 6= n−, then
(8.7) B(q)m ≡ 0 mod O(m−∞) on U ∩M.
Let q = n−. Let Np := {g ∈ S1; g ◦ p = p} = {g0 := e, g1, . . . , gr}, where e denotes the
identify element in S1 and gj 6= gℓ if j 6= ℓ, for every j, ℓ = 0, 1, . . . , r. We have
(8.8) B(q)m (x, y) ≡
r∑
α=0
gmα e
imφ(x,gαy)bα(x, y,m) mod O(m
−∞) on U ∩M,
where bα(x, y,m) ∈ Snloc ((U × U) ∩ (M ×M), T ∗0,qM ′ ⊠ (T ∗0,qM ′)∗), α = 0, 1, . . . , r, and
φ(x, y) ∈ C∞((U × U) ∩ (M ×M)) are as in Theorem 8.1.
Consider q = 0. When Z(1) holds onX, it is well-known (see Folland-Kohn [10]) that
(0) has L2 closed range. From this observation and Theorem 8.2, we deduce that
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Theorem 8.3. With the notations and assumptions used in the discussion before Theo-
rem 1.11, fix p ∈ X0 and let U be an open set of p in M ′ with U ∩ X0 6= ∅. Sup-
pose that the Levi form is positive U ∩ X0. Suppose that Z(1) holds on X. Let Np :=
{g ∈ S1; g ◦ p = p} = {g0 := e, g1, . . . , gr}, where e denotes the identify element in S1 and
gj 6= gℓ if j 6= ℓ, for every j, ℓ = 0, 1, . . . , r. We have
(8.9) B(0)m (x, y) ≡
r∑
α=0
gmα e
imφ(x,gαy)bα(x, y,m) mod O(m
−∞) on U ∩M,
where bα(x, y,m) ∈ Snloc ((U × U) ∩ (M ×M)), α = 0, 1, . . . , r, and φ(x, y) ∈ C∞((U ×
U) ∩ (M ×M)) are as in Theorem 8.1.
For every m ∈ N, let
Φm : M → Cdm ,
x→ (f1(x), . . . , fdm(x)),
(8.10)
where {f1(x), . . . , fdm(x)} is an orthonormal basis for H0m(M) with respect to ( · | · )M
and dm = dimH
0
m(M). We have the following S
1-equivaraint embedding theorem.
Theorem 8.4. With the notations and assumptions used in the discussion before Theo-
rem 1.11, assume that the Levi form is positive on X0 and Z(1) holds on X. For every
m0 ∈ N, there exist m1 ∈ N, . . . , mk ∈ N, with mj ≥ m0, j = 1, . . . , k, and a S1-invariant
open set V of X0 such that the map
Φm1,...,mk : V ∩M → Cdˆm ,
x→ (Φm1(x), . . . ,Φmk(x)),
(8.11)
is a holomorphic embedding, where Φmj is given by (8.10) and dˆm = dm1 + · · ·+ dmk .
Proof. Fix m0 ∈ N. By using Theorem 8.3, we can repeat the proof of [20, Theorem 1.2]
with minor change and conclude that we can find m1 ∈ N, . . . , mk ∈ N, with mj ≥ m0,
j = 1, . . . , k, such that
(8.12) Φm1,...,mk : X0 → Cdˆm is an embedding
and there is a S1-invariant open set U of X0 such that
(8.13) Φm1,...,mk : U ∩M → Cdˆm is an immersion.
Fix x0 ∈ X0. From (8.13), it is straightforward to see that there are S1-invariant open
sets Ωx0 ⋐Wx0 ⋐ Ux0 of x0 in M
′ such that
(8.14) Φm1,...,mk : Ux0 ∩M → Cdˆm is injective.
Let
(8.15) δx0 := inf {|Φm1,...,mk(x)− Φm1,...,mk(y)| ; x ∈ Ωx0 ∩X0, y ∈ X0, y /∈ WX0 ∩X0} .
From (8.12), we see that δx0 > 0. Let V
x0 be a small S1-invariant open set of X0 in M
′
such that for every x ∈ V x0 ∩M , x /∈ Ux0 , there is a y ∈ X0, y /∈ WX0 ∩X0, such that
(8.16) |Φm1,...,mk(x)− Φm1,...,mk(y)| ≤
δx0
2
.
Assume that X0 =
⋃N
j=1
(
Ωxj ∩X0
)
, N ∈ N, and let
V := U∩
(
∩Nj=1 V xj
)
∩
( N⋃
j=1
Ωxj
)
,
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where Ωxj , V
xj , j = 1, . . . , N , are as above, and U is as in (8.13). From (8.13), we see
that Φm1,...,mk : V ∩M → Cdˆm is an immersion. We claim that Φm1,...,mk : V ∩M → Cdˆm is
injective. Let p, q ∈ V ∩M , p 6= q. We are going to prove that Φm1,...,mk(p) 6= Φm1,...,mk(q).
We may assume that p ∈ Ωx1 ∩M . If q ∈ Ux1. From (8.14), we see that Φm1,...,mk(p) 6=
Φm1,...,mk(q). Assume that q /∈ Ux1 . From the discussion before (8.16), we see that there
is y0 ∈ X0, y0 /∈ Wx1 ∩X0 such that
(8.17) |Φm1,...,mk(p)− Φm1,...,mk(y0)| ≤
δx1
2
.
From (8.17) and (8.15), we have
|Φm1,...,mk(p)− Φm1,...,mk(q)|
≥ |Φm1,...,mk(p)− Φm1,...,mk(y0)| − |Φm1,...,mk(y0)− Φm1,...,mk(q)|
≥ δx1 −
δx1
2
> 0.
Hence, Φm1,...,mk(p) 6= Φm1,...,mk(q). We have proved that Φm1,...,mk : V ∩M → Cdˆm is
injective. The theorem follows. 
Without Z(1) condition, we can still have the following S1-equivaraint embedding
theorem
Theorem 8.5. With the notations and assumptions used in the discussion before Theo-
rem 1.11, assume that the Levi form is positive on X0. For every m0 ∈ N, there exist a
S1-invariant open set V of X0 and fj(x) ∈ C∞(V ∩M), j = 1, . . . , K, with ∂fj = 0 on
V ∩M , fj(eiθx) = eimjθf(x), mj ≥ m0, j = 1, . . . , K, for every eiθ ∈ S1 and every x ∈ V ,
such that the map
Φ : V ∩M → CK ,
x→ (f1(x), . . . , fK(x)),
(8.18)
is a holomorphic embedding.
Proof. We may assume that X0 = {x ∈M ′; ρ(x) = 0}. Consider the Corona domain
Mˆ := {x ∈M ′; −ε < ρ(x) < 0} ,
where ε > 0 is a small constant. Then Mˆ is a complex manifold with smooth boundary
Xˆ. Moreover, it is easy to see that X0 is an open connected component of Xˆ and Z(1)
holds on Xˆ. Hence, we can apply Theorem 8.4 to get Theorem 8.5. 
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