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In this paper, the classical Schro¨dinger equation, which allows the study of classical dynamics
in terms of wave functions, is analyzed theoretically and numerically. First, departing from classi-
cal (Newtonian) mechanics, and assuming an additional single-valued condition for the Hamilton’s
principal function, the classical Schro¨dinger equation is obtained. This additional assumption im-
plies inherent non-classical features on the description of the dynamics obtained from the classical
Schro¨dinger equation: the trajectories do not cross in the configuration space. Second, departing
from Bohmian mechanics and invoking the quantum-to-classical transition, the classical Schro¨dinger
equation is obtained in a natural way for the center of mass of a quantum system with a large number
of identical particles. This quantum development imposes the condition of dealing with a narrow
wave packet, which implicitly avoids the non-classical features mentioned above. We illustrate all
the above points with numerical simulations of the classical and quantum Schro¨dinger equations for
different systems.
I. INTRODUCTION
Since the beginning of quantum theory a century ago,
the study of the frontier between classical and quantum
mechanics has been a constant topic of debate [1–4]. In
our opinion, the difficulties in the progress of this de-
bate are also due to the deep-rooted use of different lan-
guages in classical and quantum mechanics: while classi-
cal system are usually described using trajectories [5, 6],
quantum descriptions involve wave functions [7]. These
two languages are so different that it is hard (and some-
times misleading) to directly compare trajectories and
wave functions. But despite its pervasiveness, this clash
of languages can be avoided by using other readily avail-
able formulations, where both theories can be compared
on an equal footing. For instance, Bohmian mechanics
provides a deterministic description of quantum systems
where particles have definite positions, and their trajec-
tories are choreographed by the wave function [8–12]. On
the other hand, ensembles of classical particles can be
described in terms of waves using the Hamilton–Jacobi
formalism, where a classical Schro¨dinger (wave) equation
can be derived [5, 6].
In this work, we discuss about the classical Schro¨dinger
equation. In the first part of the paper, in Sec. II, we
will review the path from Newtonian mechanics to the
classical Schro¨dinger equation, through the use of the
Hamilton–Jacobi formulation [5, 6]. We will notice that a
single-valued condition on the Hamilton’s principal func-
tion is assumed during such development. This addi-
tional assumption implies that the trajectories cannot
cross in configuration space, which leads to unexpected
non-classical features not present in the Newtonian for-
malism. As a conclusion, there are inherent non-classical
features on the dynamics of the classical Schro¨dinger
equation.
In the second part of the paper, in section Sec. III,
we analyze different paths to arrive to the classical
Schro¨dinger equation from quantum systems by invoking
the quantum-to-classical transition within the Bohmian
formalism. In particular, we show that the center of mass
of quantum systems with a very large number of identical
particles tends to behave classically, following the classi-
cal Schro¨dinger equation mentioned above. We notice
that this second derivation demands a very narrow wave
packet. This additional requirement avoids the inherent
non-classical features mentioned in the first part of the
paper for the classical Schro¨dinger equation.
In Sec. IV we provide some numerical results obtained
from the quantum and classical Schro¨dinger equations
justifying the theoretical discussions mentioned previ-
ously. We conclude in Sec. V.
II. FROM NEWTONIAN MECHANICS TO THE
CLASSICAL SCHRO¨DINGER EQUATION
In what follows we present the usual way of arriving to
the classical Schro¨dinger equation to describe an ensem-
ble of classical particles starting from Newton’s law. The
mathematical derivation for a single-particle system is
done in Sec. II A, while Sec. II B discusses one of the rele-
vant topics of this work: the requirement to the reach the
classical Schro¨dinger equation is a single-valued Hamil-
ton’s principal function.
A. Hamilton–Jacobi formalism
According to classical mechanics [5, 6], after specifying
the initial position and velocity, the trajectory X[t] of a
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2particle is fully determined by Newton’s second law:
m
d2X[t]
dt2
= − ∂U(x, t)
∂x
∣∣∣∣
x=X[t]
, (1)
where m is the particle’s mass and U(x, t) is a (classi-
cal) scalar potential [13]. It is well known that the pre-
vious Newtonian trajectory X[t] is compatible with the
Hamilton–Jacobi equation [5, 6, 10]:
H
(
x,
∂S(x, t;α)
∂x
, t
)
+
∂S(x, t;α)
∂t
= 0, (2)
where H is the Hamiltonian of the single-particle system,
containing a kinetic energy plus a potential energy:
H
(
x,
∂S(x, t;α)
∂x
, t
)
=
1
2m
(
∂S(x, t;α)
∂x
)2
+ U(x, t).
(3)
The function S(x, t;α) can be identified with Hamilton’s
principal function (also known as the action [5, 6]), from
which the particle’s velocity is derived as
v(x, t;α) =
1
m
∂S(x, t;α)
∂x
. (4)
Here, the additional parameter α is written to empha-
size that each particle has its own velocity in the phys-
ical point {x, t}. The velocity in a physical point de-
pends, not only on the point itself, but also on the parti-
cle. In other words, two different particles can have two
different values of their velocity v(x, t;α) 6= v(x, t;α′)
(i.e. two different values of Hamilton’s principal func-
tion S(x, t;α) 6= S(x, t;α′)) at one unique point of phys-
ical space {x, t}. In general, finding the direct solution
of Eq. (2) is more difficult than solving Newton’ law in
Eq. (1). One of the great merits of the Hamilton-Jacobi
formalism is its ability to arrive to a wave formulation of
classical systems.
Although it describes the dynamics of a classical par-
ticle in 1D physical space, the Hamilton’s principal func-
tion S(x, t;α0) is defined mathematically as a function
in a 2-dimensional (plus time) space. On the contrary,
for example, the (wave) function that describes the dy-
namics of a quantum particle in a 1D physical space,
ψ(x, t), is indeed defined in position-time dimensional
space. Therefore, in order to connect the classical and
quantum world, one is tempted to use the function S(x, t)
neglecting its dependence on α, to describe classical sys-
tems within a wave formulation. We will see that this
elimination has dramatic consequences on the ability
of the classical Schro¨dinger equation to correctly model
classical dynamics. Once we neglect α, the particle’s ve-
locity in Eq. (4) can be rewritten as:
v(x, t) =
1
m
∂S(x, t)
∂x
. (5)
We emphasize that the new equation Eq. (5) implies that
the velocity in a point {x, t} does not depend on a the
particle itself. There is only one possible velocity in {x, t}
for all particles. Not all ensemble of classical system sat-
isfy this requirement. However, it is a requirement to
be able to arrive to a wave description of of a classical
ensemble of particles.
Let us assume that we have a classical ensemble of
single-particle experiments, each experiment is described
by exactly the same Hamiltonian, but with a slightly dif-
ferent initial conditions for the particles. In this case,
we can define an ensemble of different initial positions of
the particles of different experiments, distributed follow-
ing R2(x, 0) ≥ 0. Each trajectory in this ensemble will
evolve according to Eq. (1) so that the function R2(x, t)
describes the distribution of particles, in the phase-space,
at any time. Since all these classical particles will move
in a continuous way, that is, from one unit of volume
of the physical space to another, we can ensure that the
ensemble of trajectories accomplishes the following local
conservation law [10]:
∂R2(x, t)
∂t
+
∂
∂x
(
1
m
∂S(x, t)
∂x
R2(x, t)
)
= 0. (6)
It can be shown that the two previous (real) equations,
Eqs. (2) and (6), for S(x, t) and R(x, t) are equivalent
to the following (complex) classical Schro¨dinger equa-
tion [10]:
i~
∂ψcl(x, t)
∂t
=
(
− ~
2
2m
∂2
∂x2
+ U(x, t)−Q(x, t)
)
ψcl(x, t),
(7)
where ψcl(x, t) = R(x, t) exp(iS(x, t)/~) is defined as a
classical (complex) wave function. The additional func-
tion Q(x, t) on Eq. (7) is the so-called quantum potential:
Q(x, t) = − ~
2
2m
1
R(x, t)
∂2R(x, t)
∂x2
, (8)
The reader can be, perhaps, surprised that this function,
appearing in a purely classical context, is referred to as
a quantum entity. The justification is based on historical
arguments [8, 10], as it appeared first in the hydrody-
namic or Bohmian interpretation of quantum mechanics.
B. On the single-valued S(x, t)
In the transition from Newton’s equation, Eq. (1),
to the classical Schro¨dinger equation, Eq. (7), we have
made an additional (and usually unnoticed) but critical
assumption. We have assumed that Hamilton’s princi-
pal function S(x, t;α) becomes a single-valued function
(having all velocities of an ensemble of particles the same
velocity in each position {x, t}).
Let us explain with detail the critical problem men-
tioned here. Newton’s second law can be used to de-
scribe any trajectory occurring in a given experiment.
3We can therefore use it to describe one experiment de-
fined by a trajectory X[t] and another realization of
the same experiment with a different trajectory X ′[t].
However, a problem arises when we define ψcl(x, t) =
R(x, t) exp(iS(x, t)/~), as we force the trajectories’ veloc-
ities of X[t] and X ′[t] to fulfil Eq. (5) for the same action
function. The use of the wave function implicitly assumes
that S(x, t) is single-valued, which in turn implies that
different trajectories (described by the same S(x, t)) will
not cross in the physical (configuration) space. However,
in Newtonian mechanics, trajectories actually cross with
each other.
This fact is intimately related with how a distribu-
tion of positions and momenta in a classical ensemble
is represented with the classical Schro¨dinger equation.
Not any general probability distribution of positions and
momenta, e.g., R(x, p, t)2, can be represented with this
formalism, as the it imposes a very strong restriction on
the momenta. In order for the classical wave function to
have a well-defined single-valued phase, each position is
only allowed to have a single momentum (the momentum
is obtained from the derivative of the phase of the wave
function). Therefore, only those distributions where all
the particles in a particular position have the same ve-
locity can be described by the classical Schro¨dinger equa-
tion, i.e., R(x, p, t)2 = R(x, p(x), t)2 = R(x, t)2. How-
ever, the formalism is not exempt of problems even in
the case where these particular distributions are used, as
we explain in the following and illustrate in the simula-
tions in Sec. IV.
To understand better the physical implications of this
additional requirement of single-valuedness of S(x, t), let
us illustrate the problem in very simple system where this
issue becomes relevant: a particle falling under the action
of a constant potential. Consider a particle in a one-
dimensional physical system, under a potential V (x) =
mgx, where m is the mass of the particle and g is a
positive constant, e.g. gravity. From Newton’s law we
get that the acceleration is constant and equal to −g such
that the trajectory for a particle with initial position X[0]
and velocity v0 is
X[t] = X[0] + v0t− 1
2
gt2. (9)
Some trajectories starting at different initial positions
X[0] are shown in Fig. 1 The relevant point to our discus-
sion is the presence of trajectories with different velocities
(one positive and one negative) at a unique point in con-
figuration space (see, for example, {x = 60 m, t = 4 s}
in Fig. 1). This duality of the velocity in a single point
is not possible when we assume a single-valued function
S(x, t).
Let us now use the Hamilton–Jacobi formalism [5, 6] to
tackle the same simple problem. Since the Hamiltonian of
the problem is H(x) = p
2
2m +mgx and does not explicitly
depend on time, then S(x, t;α) = W (x) − Eαt, and the
Hamilton–Jacobi equation can be partially solved giving
0
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FIG. 1. Trajectories of a classical particle given by Eq. (9) for
different initial positions X[0] with v0 = 40 m/s and g = 9.81
m/s2.
for the momentum of the particle [14].
∂W (x;α)
∂x
=
∂S(x, t;α)
∂x
= ±
√
(Eα −mgx)2m. (10)
where Eα depends on the initial conditions of the parti-
cle, and in this case it corresponds to the total mechanical
energy of the system. The two possible signs in Eq. (10)
imply that (at a particular point of {x, t}) one particle α
can have a positive velocity while going up, and another
particle α′ can have a negative velocity when going down.
Therefore, the Hamilton–Jacobi formulation is capable of
describing the trajectories in Fig. 1 with a multivalued
solution for S(x, t;α) without any problem.
Now suppose we want to describe an ensemble of tra-
jectories with a classical wave function ψcl. At each po-
sition, their distribution will be given by some single-
valued R(x, t), and their velocity described by some
single-valued S(x, t). As we force S(x, t) to be single-
valued in Eq. (7), the trajectories obtained from the clas-
sical Schro¨dinger equation will deviate from the (true)
ones given by Newton’s law in order to avoid crossing. We
will see many examples of this in Sec. IV. The conclusion
of this discussion are quite dramatic. In the construction
of the classical Schro¨dinger equation, we use S(x, t) as a
single-valued function, neglecting the parameter α that
provide a velocity for each particle at each physical point.
This additional requirement on S(x, t) produces inherent
non-classical features on the classical Schro¨dinger equa-
tion, not present in the Newtonian formulation of the
problem.
As a final note, we must add that the single-valued
S(x, t) implies non-crossing property for the trajectories.
One can understand the non-crossing requirement as if
the different “classical” trajectories in different experi-
ments [15] have some type of “non-crossing interaction”
among them. An “non-crossing interaction” between the
trajectories of different experiments is something unex-
pected classically, but it is actually the essential char-
acteristic of quantum mechanics, the so-called “quan-
tum wholeness” where the dynamics of one particle in
one experiment is governed by the probability distribu-
4tion R2(x, t) of the ensemble of positions in all experi-
ments [16].
III. FROM BOHMIAN MECHANICS TO THE
CLASSICAL SCHRO¨DINGER EQUATION
This section contains a completely different way of
arriving to the classical Schro¨dinger equation. We de-
part from the quantum world by invoking the quantum-
to-classical limit in Bohmian mechanics. We start by
introducing the basic ideas of Bohmian mechanics in
Sec. III A, followed by a discussion of classicality in single-
particle Bohmian mechanics in Sec. III B and its draw-
backs. In Sec. III C, we briefly explain a natural path to
obtain classical behavior for the center of mass of a quan-
tum system with a very large number of identical parti-
cles, and in Sec. III D we discuss that this path imposes
a condition on the shape of the quantum wave packet to
reach classical dynamics.
A. Brief introduction to Bohmian mechanics
We present here a single-particle description of a quan-
tum (sub)system according to the Bohmian formalisms.
More detailed derivations, also including discussions on
many-particle systems can be found elsewhere [8–12].
Our starting point is the single-particle Schro¨dinger equa-
tion:
i~
∂ψ(x, t)
∂t
= − ~
2
2m
∂2ψ(x, t)
∂x2
+ U(x, t)ψ(x, t). (11)
By casting into it the polar form of the wave function,
ψ(x, t) = R(x, t)eiS(x,t)/~ (12)
one arrives at two equations. The first equation is:
0 =
∂S(x, t)
∂t
+
1
2m
(
∂S(x, t)
∂x
)2
+ U(x, t) +Q(x, t),
(13)
This Equation (13) is the so-called quantum Hamilton–
Jacobi equation because of its similarity with the (clas-
sical) Hamilton–Jacobi equation in Eq. (2) but with
one additional term, the quantum potential defined in
Eq. (8), which accounts for the quantum features of the
system [8–12]. From the similarities between the classi-
cal Eq. (13) and the quantum Eq. (2), a velocity guiding
field can be defined as [17]:
v(x, t) =
1
m
∂S(x, t)
∂x
, (14)
Once the velocity is defined, a quantum trajectory (ini-
tially located at X[0]), can be defined as easily as in
classical mechanics as:
X[t] = X[0] +
∫ t
0
v(X[t′], t′)dt′. (15)
The second equation obtained from Eq. (11) is:
0 =
∂R(x, t)2
∂t
+
1
m
∂
∂x
(
R(x, t)2
∂S(x, t)
∂x
)
(16)
This Eq. (16) is a continuity equation for the conservation
of a probability density R2(x, t). It ensures equivariance
for an ensemble of trajectories: if the initial positions of
such ensemble are distributed according to R2(x, 0) =
|ψ(x, 0)|2, the positions at any other future time t will be
distributed according to R2(x, t) = |ψ(x, t)|2.
The selection of the initial distribution of particles ac-
cording to R2(x, 0) = |ψ(x, 0)|2 is based on a quantum
equilibrium hypothesis. Some authors argue that it is
an additional postulate of the theory, while others argue
that this is just a particular fact verified in virtually all
systems under study [8–10, 12]
In summary, the development performed up to here in
Secs. II and III provides a common language for classical
and quantum theories, in terms of either wave functions
or trajectories. We emphasize that one has to compare
either classical and quantum wave functions or classi-
cal and quantum ensembles of trajectories (not a sin-
gle classical trajectory with a quantum wave function).
The presence of Q(x, t) in the quantum versions of the
Hamilton–Jacobi in Eq. (13), implies that each Bohmian
trajectory of a single-particle experiment depends explic-
itly on the shape of R(x, t). On the contrary, each classi-
cal trajectory can be computed (from Newton’s law or the
Hamilton–Jacobi equation) independently of the shape of
the classical ensemble. Therefore, the differences between
quantum and classical ensembles of trajectories do not
correspond to differences between waves and particles,
because both descriptions can be used to both kinds of
systems. The difference is on the dependence of each tra-
jectory on R(x, t) or not. We note, finally, that as seen in
Sec. II B, the classical Schro¨dinger equation forces some-
how a dependence of the trajectories on R(x, t) because
Eq. (7) imposes the additional non-crossing condition for
the ensemble of trajectories.
B. Classicality in single-particle Bohmian
mechanics
It can be easily demonstrated using Eq. (16) and
Eq. (13) that a Newton-like equation can be developed
for the quantum (Bohmian) trajectories [8, 10]:
m
d2X[t]
dt2
= − ∂
∂x
[
U(x, t) +Q(x, t)
]∣∣∣∣
x=X[t]
. (17)
Here, again, we confirm that each unique quantum
(Bohmian) trajectory depends on the quantum potential
Q(x, t) that in turns depends on R(x, t).
In 1964, Nathan Rosen [18] used the Bohmian formal-
ism to develop the conditions needed to reach a classi-
cal regime for a one-particle system. We follow here his
single-particle arguments. Comparing Eqs. (1) and (17)
5it is easy to see that Bohmian trajectories with classical
behavior can be obtained by imposing [18–20]
∂Q(x, t)
∂x
= 0, (18)
i.e., that Q(x, t) is constant everywhere. This strategy
to reach a classical equation, however, can be quite prob-
lematic because most of the time it is incompatible with
a well-defined wave function solution of Eq. (11). The
reason is because we have three equations, Eqs. (13),
(16) and (18), imposed on only two unknowns, R(x, t)
and S(x, t). The number of unknowns is sometimes ar-
tificially increased in the literature by also assuming the
(classical) potential U(x, t) as an unknown to be fixed by
these equations. Some very exotic solutions can be found
where quantum and classical solutions are the same [21].
A simple example is a plane wave of momentum ~k
in free space, U(x, t) = 0, such that R(x, t) = 1 and
S(x, t) = kx.
Another, more phenomenological, way of arriving to
the classical Schro¨dinger equation was presented by
Richardson et al. [22]. They define , a degree of quan-
tumness, into the Schro¨dinger equation such that it reads
i~
∂ψ(x, t)
∂t
=
[
− ~
2
2m
∂2
∂x2
+ V (x, t)− (1− )Q
]
ψ(x, t).
(19)
For  = 1 this equation becomes the Schro¨dinger equa-
tion and for  = 0 it becomes the classical Schro¨dinger
equation. This equation has the virtue that for interme-
diate values of  allows the study of the appearance of
quantum behavior as Q becomes more and more relevant
(and thus the system becomes more classical). However,
an explanation of the origin or physical meaning of  is
still missing in the literature.
C. Bohmian mechanics for the center of mass
In what follows we summarize our recent work on the
quantum-to-classical transition through a generalization
of Rosen’s attempt [18] by analyzing the dynamics of the
center of mass of a many-particle system with a large
number of identical particles [1]. We show that classical-
ity appears as a natural quantum limit of the center of
mass of most macroscopic objects, i.e. the effect of the
quantum potential associated to the center of mass be-
comes negligible while still retaining a well-defined wave
function.
We start by providing some simple arguments on why
it is better to formulate the quantum-to-classical transi-
tion in terms of the center of mass rather than in terms
of individual particles. First, it is important to notice
that a center of mass of a quantum object can have a
classical behavior, while the fundamental particles that
form the object (and used to compute the center of mass)
are still fully quantum. Second, It can be shown that
the quantum potential of the center of mass is the sum
of the quantum potentials of the particles of the quan-
tum object (which can take positive and negative values).
Therefore, one can expect that the value of the quantum
potential averaged over a large number of particles will
tend to become small (even if the effect of the quantum
potential in each particle is not negligible). Let us em-
phasize the quantum potential acting on a particle is,
in general, much more complex than the classical poten-
tial. Therefore, the averaged classical potential over the
object will basically remain equal to the classical poten-
tial assigned to one particle, while the averaged quantum
potential tends to be much smaller. Finally, by looking
the quantum-to-classical transition through the center of
mass of a large number of particles, we are imposing a
”natural” type of coarse-grained procedure: only macro-
scopic objects (whose center of mass involves a very large
number of particles) will become classical.
After these qualitative arguments, next we briefly
summarize our work of ref. [1]. We consider a quan-
tum system defined by the many particle wave function
Ψ(x1, ...., xN ) where xi for i = 1, . . . , N are the positions
of N particles with mass m. We consider a change of
variables, from {x1, x2, .., xN} to the center of mass xcm
and a set of relative coordinates ~y = {y2, .., yN},
xcm =
1
N
N∑
i=1
xi, yj = xj − (
√
Nxcm + x1)√
N + 1
, (20)
By rewriting the many-particle Schro¨dinger equation as
a function of the center of mass xcm and a set of relative
coordinates ~y = {y2, .., yN}, one arrives at the equation
for Ψ(xcm, ~y, t) [1]
i~
∂Ψ
∂t
=
− ~2
2M
∂2
∂x2cm
− ~
2
2m
N∑
j=2
∂2
∂y2j
+ U(xcm, ~y, t)
Ψ,
(21)
with M = Nm. Following similar development as the
ones above, the force acting on the (Bohmian) center of
mass trajectory is given by
M
d2Xcm[t]
dt2
= − ∂
∂xcm
U(xcm, ~y, t) +Qcm + N∑
j=2
Qj
∣∣∣∣∣∣ xcm=Xcm[t]
~y=~Y [t]
(22)
with the quantum potentials
Qcm ≡ − ~
2
2M
1
R
∂2R
∂x2cm
, Qj ≡ − ~
2
2m
1
R
∂2R
∂y2j
. (23)
The wave function Ψ(xcm, ~y, t) depends on the center
of mass xcm and it includes correlations with all rela-
tive coordinates ~y. A single particle wave function of the
center of mass can be easily constructed from Bohmian
6mechanics through the concept of conditional wave func-
tion [10–12]. The conditional wave function for the cen-
ter of mass can be obtained by evaluating the many-
particle wave function, Ψ(xcm, ~y, t), at the positions of
the Bohmian trajectories for the rest of degrees of free-
dom, e.g., ψ(xcm, t) ≡ Ψ(xcm, ~Y [t], t). Then, by con-
struction, the conditional wave function will yield the
same Bohmian velocities for the center of mass as would
the full wave function, and by extension the same trajec-
tory. Following Refs. [1, 23], the equation of motion for
the conditional wave function is
i~
∂ψ
∂t
=− ~
2
2M
∂2ψ
∂x2cm
− ~
2
2m
N∑
j=2
∂2Ψ(xcm, ~y, t)
∂y2j
∣∣∣∣∣
~y=~Y [t]
− i~
N∑
j=2
vhj [t]
∂Ψ(xcm, ~y, t)
∂yj
∣∣∣∣
~y=~Y [t]
+ U(xcm, ~y, t)ψ,
(24)
a particular case single-particle (conditional) wave equa-
tion of the type
i~
∂ψ
∂t
=
[
− ~
2
2m
∂
∂x2
+ U(x, ~Y [t], t)
+Ga(xa, ~Y [t], t) + iJa(xa, ~Y [t], t)
]
ψ. (25)
The additional potentials Ga(xa, ~Y [t], t) and
Ja(xa, ~Y [t], t) are defined through the many-body
wave function [23]. The relevant point here in this
many-particle generalization of Rosen’s attempt (see
Sec. III B) is that the new equation Eq. (24) has the ad-
ditional environment degrees of freedom Ga(xa, ~Y [t], t)
and Ja(xa, ~Y [t], t) included. Now, contrarily to the
single-particle case, the number of equations and un-
knowns in the quantum-to-classical transition is well
balanced and it is possible to recover classical dynamics.
To obtain a classical behavior for the (quantum) center
of mass (not other degrees of freedom) using Eq. (22), an
additional requirement is needed,
∂U(xcm, ~y, t)
∂xcm
 ∂Qcm(xcm, ~y, t)
∂xcm
+
N∑
j=2
∂Qj(xcm, ~y, t)
∂xcm
,
(26)
along the path Xcm[t]. Therefore, we have again
three real equations to get a classical solution and,
now, we have three unknowns R(xcm, t), S(xcm, t) and
G(xcm, t) [24]. Then, when Eq. (26) is satisfied, we ar-
rive to the classical Schro¨dinger equation in Eq. (7) for
the center of mass of a macroscopic system xcm.
In summary, it is possible to obtain classical dynamics
for the center of mass of a (very large) quantum sys-
tem in a single experiment [1]. This result can also be
interpreted as a single-experiment generalization of the
well-known multiple-experiment Ehrenfest theorem.
D. Implications of a narrow R(xcm, t)
In our recent work [1], we presented the conditions re-
quired for a quantum system of identical particles to en-
sure that its center of mass xcm has a classical behavior.
The qualitative arguments are mentioned in Sec. III C
and the mathematical development can be found in the
appendix of our Ref. [1]. In particular, we discussed
when and why it is reasonable to expect that the spatial
derivatives of the classical potential in Eq. (26) are ex-
pected to be larger than those of the quantum potentials.
We notice that a relevant requirements for satisfying the
condition in Eq. (26) is that the (center of mass condi-
tional) wave function has to be very narrow. We argue
that the requirement of a narrow wave packet is a natural
requirement for the center of mass of a quantum object
with a large number of particles.
By using the double nature of Ψ, as a probability dis-
tribution and as a guiding field [9–11], one can roughly
anticipate the shape of such (center of mass conditional)
wave packet. We consider that we repeat the experi-
ments with the “same” [25] macroscopic object. Accord-
ing to the quantum equilibrium hypothesis mentioned in
Sec. III A, each of these experiments will have a differ-
ent distribution of Bohmian particles. However, all these
distribution of Bohmian particles will imply very similar
center of mass. We can reasonable assume that each po-
sition Xj has a distribution with a standard deviation σj .
When N →∞, (a kind of central limit theorem analyzed
in the appendix of our Ref. [1]) the distribution ρ of the
center of mass can be roughly approximated by a normal
distribution (around a central value x¯),
R(xcm) ≈ 1√
2piσcm
exp
(
− (x¯− xcm)
2
2σ2cm
)
. (27)
and the dispersion of the center of mass, σcm, follows [1]
then
σ2cm =
1
N2
N∑
i=1
σ2i ≡
σ2
N
(28)
We clearly see from Eq. (28) that when the number of
particles of the macroscopic object increases, the wave
packet becomes narrower.
The combination of the classical Schro¨dinger equation
and a narrow wave packet has some unexpected benefi-
cial effects in our final goal of describing the quantum-
to-classical transition. First, as we will see in Sec. IV, a
narrow wave packet governed by the classical Schro¨dinger
equation tends to remain narrow all the time (this is due
to the non-linearity of this equation). This effect in ad-
dition implies that there is a negligible (quantum) uncer-
tainty on the values of the position and momentum of
the center of mass.
In Sec. IV we will see that these narrow shape of the
wave packet imply, in fact, that the solutions of the clas-
sical Schro¨dinger equation in Eq. (7) are fully classical,
7where the problems due to the single-valued S(x, t) be-
comes irrelevant.
IV. NUMERICAL SIMULATIONS FOR THE
QUANTUM AND CLASSICAL SCHRO¨DINGER
EQUATIONS
In this section, we will compare three types of trajec-
tories associated to three equations of motions discussed
in this work for the same physical problem (i.e. the
same Hamiltonian). First, the quantum/Bohmian tra-
jectories obtained from the (quantum) Schro¨dinger equa-
tion. Second, the trajectories obtained from the classical
Schro¨dinger equation (CSE). Third, the (actual) classi-
cal trajectories, i.e., obtained from Newtonian mechan-
ics. We will check several physical problems with several
potentials V and initial wave functions, and we will use
units where ~ = m = 1 throughout.
The evolution of the wave functions is performed by
means of a spectral split-step integration [26] of the (clas-
sical and quantum) Schro¨dinger equations. However,
some care needs to be taken into account when inte-
grating the CSE as the quantum potential can easily be
the source of numerical noise. Because of its R−1 de-
pendence, the numerically-calculated Q is very prone to
having (unphysical) quick oscillations and discontinuities
where R is small. Therefore, before calculating Q using
finite differences for the second derivative, R is smoothed
out using a n-point smoothing function (depending on
the case).
We consider an ensemble of (classical or quantum) NE
experiments. The trajectories in each experiment are se-
lected according to the modulus squared of the initial
wave function |ψ(x, t = 0)|2. In order to obtain nicely
spaced trajectories, we fix the initial position set Xk(0)
according to∫ Xk+1(0)
Xk(0)
|ψ(x, t = 0)|2dx = 1
NE
(29)
for k = 1, . . . , NE − 1. The evolution of each quantum or
CSE trajectory is obtained by integrating Eq. (15) with
the velocity in Eq. (14) (or Eq. (5)).
A. Single wave packet in free space
The first case one can consider is free-space dynamics,
i.e. V = 0. For simplicity we will consider an initial
Gaussian wave packet of width σ, centered around x0
and with an initial momentum k0.
ΨG(x) =
1√
σ
√
pi
e−
(x−x0)2
2σ2 eik0x. (30)
The results of the simulations for σ = 1, x0 = −7, and
k0 = 2 are shown in Fig. 2. Let us start by compar-
ing the wave dynamics. Both the classical and quantum
FIG. 2. Simulations for a wave packet in free space (V = 0)
with an initial momentum. The initial wave function is given
by Eq. (30) with σ = 1, x0 = −7, and k0 = 2. Top row
shows |ψ(x, t)|2 for the integration of the (a) quantum and
(b) classical Schro¨dinger equations. Bottom row shows the
trajectories corresponding to the (c) quantum, (d) CSE and
(3) classical dynamics.
wave packets propagate forward with a mean velocity k0.
However, while the quantum wave packet expands as it
propagates forward, Fig. 2(a), the CSE one retains its
shape during the whole simulation, Fig. 2(b). Because
of this, the quantum trajectories do not follow straight
lines and separate during the evolution, Fig. 2(c), while
the CSE ones follow straight lines, Fig. 2(d), as one would
expect for a free particle with fixed momentum, as shown
in Fig. 2(e). This separation of the quantum trajectories
(and the non-expansion of the classical wave packet) can
be seen due to the presence (or absence) of the quan-
tum potential (in this case, an inverted parabola cen-
tered on the wave packet) in their equations of motion.
In this particular case, since the different trajectories in
the classical case do “interact” among them (i.e. they do
not tend to cross) the problem of having a single-valued
S(x, t) does not appear here; and the CSE trajectories
perfectly match the classical ones.
B. Wave packet interference
A more complicated case where one can expect tra-
jectories to cross is considering the collision of two wave
packets, i.e., an initial wave function
ΨI(x) =
1√
σ
√
pi
e−
(x+x0)
2
2σ2 eik0x +
1√
σ
√
pi
e−
(x−x0)2
2σ2 e−ik0x.
(31)
i.e., the superposition of two Gaussian wave packets cen-
tered at ∓x0 with momenta ±k0. The results are shown
in Fig. 3. This is a similar case to the one studied in
Ref. [22], but because its authors did not consider initial
momenta, they could not see the interference and shape
of the wave packets after them.
For both the quantum and classical wave functions,
Fig. 3(a,b), before the two wave packets interact (for
8FIG. 3. Same as Fig. 2 but for two wave packet colliding
in free space (V = 0). The initial wave function is given by
Eq. (31) with σ = 1, x0 = 3, and k0 = 3.
t . 0.5), we can see each one doing similar dynamics to
the previous case. However, when they find each other we
can see interferences happening which disappear once the
packets fly past each other. After the interferences the
wave packets continue with the same dynamics as before
the collision. Since each trajectory represents an inde-
pendent single-particle experiment, Newtonian mechan-
ics will yield straight (crossing) trajectories, Fig. 3(e).
However, because of the single-valuedness of S(x, t) dis-
cussed in Sec. II B, the CSE trajectories, Fig. 3(d), do
not follow this straight paths and bounce off each other
as in the quantum case, Fig. 3(c). This effects can also
be seen in the classical wave function, Fig. 3(b), by dis-
playing interferences and some population around x ∼ 0
after the wave packets have crossed. This is clearly a
drawback of the classical Schro¨dinger equation. Let us
notice that a very narrow wave-packet (for example, one
whose initial support does only include the trajectories
with positive initial positions) as discussed in Sec. III D
will avoid this spurious interference effect of the CSE.
C. Wave packet impinging on a barrier
Another text-book example of quantum dynamics is a
wave packet impinging on a barrier. In this case, the po-
tential will be modeled by a (Gaussian) barrier of width
σb and height Vb centered at xb, i.e.,
V = Vb exp
(
− (x− xb)
2
2σ2b
)
, (32)
with σb = 1 and xb = 0. The initial wave function will
be described by Eq. (30) with x0 = −4, σx = 1 and
k0 = 2.5, therefore the classical particle will have energy
Ecl =
~2k20
2m
= 3.125. (33)
FIG. 4. Same as Fig. 2 but for a wave packet impinging on
a (low) barrier. The initial wave function is given by Eq. (30)
with σ = 1, x0 = −6, and k0 = 2.5. The barrier potential is
described by Eq. (32) with σb = 1, xb = 0, and Vb = 2.
In the quantum case, however, the total energy contains
an additional term,
Eq = − ~
2
2m
∫ ∞
−∞
Ψ∗G(x)
∂2ΨG(x)
∂x2
dx
=
~2k20
2m
+
~2
4mσ2
= 3.375, (34)
and therefore the conditions for transmission/reflection
on the barrier will differ slightly. We will consider two
different cases, depending on whether the wave packet
has more or less energy than the potential barrier.
The first of these cases, with Vb = 2, is depicted in
Fig. 4. We know that a quantum particle will get par-
tially reflected and partially transmitted. This is shown
in Fig. 4(a), where quantum wave function split in two
parts with a small fraction getting reflected and the rest
going over the barrier. This is confirmed by the quantum
trajectories, Fig. 4(c), some of which get reflected on the
barrier. Because Ecl > Vb, a classical particle will climb
up the barrier and slide down the other side without any
net change in its energy, as shown by the classical trajec-
tories in Fig. 4(e). Again, as these classical trajectories
do not cross, the CSE trajectories follow them perfectly,
see Fig. 4(d). It is interesting to see how this is visualized
with the classical wave function, Fig. 4(b): the particle
slows down and gets narrower around the barrier posi-
tion, and after transversing it, recovers its previous shape
and velocity.
The other case, where Vb = 4, is depicted in Fig. 5.
Again, the quantum particle gets mostly reflected and
partially transmitted, seen in both the wave function and
the trajectories in Fig. 5(a,c). The classical case does not
have enough energy to surpass the barrier and it is forced
to be completely reflected. However, one would expect in
this case the classical trajectories to cross (the first ones
arriving at the barrier should be the first ones reflected),
as in Fig. 5(e). Therefore, the CSE trajectories equation
are forced to deviate from this behavior: the first ones
to arrive at the barrier linger longer at the classical turn-
ing point, while the ones which arrive later turn around
9FIG. 5. Same as Fig. 2 but for a wave packet impinging on a
(high) barrier. The initial wave function is given by Eq. (30)
with σ = 1, x0 = −6, and k0 = 2.5. The barrier potential is
described by Eq. (32) with σb = 1, xb = 0, and Vb = 4.
FIG. 6. Same as Fig. 2 but for a displaced wave packet in
a harmonic potential. The initial wave function is given by
Eq. (30) with σ = 1, x0 = −2, and k0 = 0. The harmonic
potential is described by Eq. (35) with ω = 1.
earlier, see Fig. 5(d). This also produces a narrowing of
the classical wave packet while it is “bouncing” off the
barrier, Fig. 5(b). Again, narrowing the classical wave
packet, as indicated in Sec. III D, will make this feature
totally insignificant. Finally, let us notice that there is
no tunneling in the classical wave function.
D. Harmonic potential
The last case we will study is that of a harmonic oscil-
lator, i.e., a potential of the form
V =
1
2
mωx2, (35)
with an initial Gaussian wave function described by
Eq. (30).
The first case we study is shown in Fig. 6, where the
initial wave function is the (quantum) harmonic oscilla-
tor ground state (a Gaussian of width 1), but displaced
from the minimum of the potential. The simulation for
the (centered) ground state of this system can be found
in [1]. The quantum dynamics show the wave packet
FIG. 7. Thinner than ground state. ω = 1 σ = 1/2 x0 = 0
not changing shape as it oscillates around the origin,
see Fig. 6(a). Therefore, the corresponding trajectories,
Fig. 6(c), also perform oscillations keeping a fixed dis-
tance between them. On the other hand, the classical
trajectories shown in Fig. 6(e), all cross the origin at
the same time because the oscillation frequency is in-
dependent of the oscillation amplitude. Because of this
crossings, the CSE trajectories are again affected by the
single-valuedness of S, see Fig. 6(d): trajectories start-
ing closer to the center of the trap would oscillate with
smaller amplitudes than those starting further away. In
order to avoid the crossing, they seem to bounce off each
other around x ∼ 0.
Similar behavior can be seen in Fig. 7, where the ini-
tial wave function is now centered around the potential
minimum, but it has a width narrower than the harmonic
oscillator ground state. Because the wave packet is nar-
rower than the ground state, the quantum wave packets
starts oscillating by expanding and compressing around
a width of 1, see Fig. 7(a). The quantum trajectories,
Fig. 7(c), then follow suit: spreading out when the wave
function expands and getting closer together when the
wave function compresses. The classical wave function
in Fig. 7(b), however, shows the opposite behavior: be-
cause classical dynamics should in principle by unaffected
by the shape of the wave function, a centered Gaussian
will always start getting compressed no matter its initial
width. As in the previous case, we can see the CSE tra-
jectories trying to oscillate around the origin, but, again,
because they cannot cross they are forced to repel each
other, see Fig. 7(d). This behaviour by the CSE trajec-
tories is similar to the classical trajectories in Fig. 7(e).
However, as CSE trajectories cannot cross, they seem to
swap places when they are around x ∼ 0 such that they
appear to completely oscillate around the origin (like the
classical ones do). This is also the case for the previous
example. Again, narrowing the classical wave packet,
with N → ∞ which implies σ → 0 for the wave packet
of the center of mass as indicated in Eq. (28), will make
this non-classical feature totally insignificant.
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V. CONCLUSIONS
We have presented a study of the classical Schro¨dinger
equation. First, we have shown that Newtonian mechan-
ics leads itself naturally to a reformulation of classical
systems in terms of the so-called classical Schro¨dinger
equation. We emphasize that it is usually unnoticed
that reaching the classical Schro¨dinger equation requires
an additional single-valued requirement for the action
S(x, t) not present in the original Hamilton-Jacobi for-
mulation. This restriction introduces non-classical (non-
Newtonian) features on the trajectories obtained from
the classical Schro¨dinger equation. Second, we have
shown how the classical Schro¨dinger equation can be
reached from quantum theories by invoking the quantum-
to-classical transition. We have shown Rosen’s proposal
for the recovery of classical formalism from Bohmian me-
chanics of a single particle quantum system, and then we
have presented a generalization of his work applicable
to a more general type of experiments where a classical
behavior emerges naturally at the center of mass of a
quantum object (not at each individual particle) with a
large number of identical particles.
The continuity between quantum and classical systems
expressed here is an attempt to bridge the gap between
these two theories. By providing a description of quan-
tum mechanics in terms of trajectories, and their encom-
passing wave functions, Bohmian mechanics provides a
common formalism which can be applied to both. The
transition from one regime to another under plausible
conditions is given in Sec. III, where we show that not
only the common language makes it a priori an ade-
quate vehicle for relating these theories, but that classical
dynamics actually emerge naturally from purely quan-
tum behavior. In this work, we warn about two diffi-
culties that have to be acknowledged in this quantum-
to-classical Bohmian path. First, the possible unphys-
ical features of the classical Schro¨dinger equation when
dealing with ensembles of particles because of imposing a
single-valued condition on the action S(x, t). Second, the
several arguments that give strong support to the idea
that it is better to formulate the quantum-to-classical
Bohmian path in terms of the center of mass rather than
in terms of individual particles. See the recent work of
the authors in Ref. [1].
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