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1. INTRODUCTION 
Consider the following second-order nonlinear differential equation with a deviating argument: 
x"(t) = f (t, x(t), x (g(t))), t e (a, b), (1.1) 
together with the boundary conditions 
x(t)=4o(t),  c<t<a,  x(t)=4t(t) ,  b<t<d,  (1.2) 
where 
I e C ([a, bl x R 2, R) ,  g e C[a, b], 
c=min~ inf g(t),a} d=max~ sup g(t),b} 
(a(t(_b ~ I.a<t<b 
and 
4o • C[c, a], ¢, • C[b, dl. 
I f  c = a and/or d = b, then 40 and/or 41 are interpreted as constants. A function x E C[c, d] M 
C(2)[a, b] is called a solution of problems (1.1),(1.2) if it satisfies the differential equation (1.1) 
and the boundary conditions (1.2). 
It is well known that the construction of the solutions of (1.1),(1.2) is more difficult than 
the boundary-value problems for ordinary differential equations and there are many papers dis- 
cussing the solutions of problems (1.1),(1.2), e.g., [1-12]. When equation (1.1) is linear, then its 
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solution is not simply some linear combination of a particular solution with a nontrivial solu- 
tion of the homogeneous equation since, in general, the space of linearly independent solutions 
of homogeneous equations is of infinite dimension. Thus, the practical shooting-type methods 
developed in [13-15] cannot be used. However, based on a theory of differential inequalities, 
De Nevers and Schmitt [10] demonstrated that the shooting method can be applied provided 
g(t) _< t, i.e., equation (1.1) is only of delay type [1,5]. Another difficulty in developing numerical 
procedure for equation (1.1) is the fact that, in general, the solutions are only of class C(2)[a, b] 
(see [1,8,12]). Having these limited continuity assumptions, Reddien and Travis [11] used pro- 
jection type methods using polynomial splines. Agarwal and Chow [1] investigated the problem 
from a finite difference approach and derived an O(h 2) algorithm for the numerical computa- 
tion of its solutions. Both the approximation and the convergence of the algorithm were also 
discussed. Due to the deviating property of the problem, all these numerical algorithms can be 
used to compute only the discrete values of the approximate solutions. 
In this paper, the collocation method developed earlier in [16,17] for solving two point bound- 
ary-value problems is generalized to find approximate solutions of problems (1.1),(1.2). The main 
advantages of using this collocation method are the finite differentiability of the approximation 
solutions and its higher order of convergence. 
In Section 2, some results about subdivision algorithms and the basis functions are reviewed, 
and the existence and uniqueness of the solutions of problems (1.1),(1.2) are briefed. In Sec- 
tion 3, a numerical method to solve (1.1). Equation (1.2), using the definable basis functions is 
formulated and its approximation and convergence properties discussed. In Section 4, analysis 
of the approximation properties of the algorithm is given. It is shown that if a quintic approx- 
imation method with proper boundary treatments is used, then the order of approximation is 
O(h 4) provided that the functions g(t), f(t,x(t),x(g(t))),  and the exact solution x(t) of prob- 
lems (1.1),(1.2) are sufficiently smooth. In Section 5, six numerical examples are given and some 
conclusions are drawn. 
2. PREL IMINARIES  
2.1. Ex is tence and Un iqueness  of  Solut ions 
We state here some results about the existence and uniqueness of solutions of problems (1.1), 
(1.2). More details of the results can be found in [1-3]. 
PROPOSITION 2.1. If the function f(x,  u, v) satisfies the Lipscbitz condition 
If(t, u, v) - f (t, f~, ~)[ < L [u - ~2[ + M [v - ~[, (2.1) 
V(t,u,v),  (t, fi,~) • [a,b] x R 2, and 
c~ = 8(5  + i ) (b  - a) 2 < 1, (2.2) 
then the boundary-value problems (1.1),(1.2) have a unique solution x(t). Condition (2.2) can 
be replaced by a noncomparable condition 
1 M f~ = (~2L  + ~-~ ) (b -a )2  < 1. (2.3) 
This proposition can be proved by using the technique mployed in [1]. The space S = C[c, d] 
with the finite norm 
I lxl l=max( sup Ix(t)l, sup Ix(t)l sup Ix(t)l'~ (2.4) 
I,c~t<_a a~_t<_b sin (Tr(t -- a)/(b - a))' b~_t<_d ) 
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is a Banach space. On S, a mapping T is introduced as follows: 
(Tz)(t) = e(t) + o(t) a(t,  s ) j  (s, z(s), x (g(s))) as, (2.5) 
where G(t, s) is the Green's function associated with the boundary-value problem 
x" = O, x(a) = x(b) = 0 (2.6) 
and 9(t) - 1 if a < t < b, and zero otherwise; the function l(t) is 
¢0(t), ¢0(a) c < t < a, 
g(t) = ¢0(a) + ¢1(b) - (t - a), a < t < b, (2.6a) 
b-a  
¢1(t), b < t < d. 
The above proposition comes from the fact that T is contracting. 
2.2. The  Approx imate  Funct ion  
In this section, we give a brief introduction to the basis functions that are used to construct 
the approximate solutions of (1.1),(1.2). A detailed description of these functions generated by 
subdivisions can be found in [16,18]. 
PROPOSITION 2.2. Let ¢(t), t E R, be the fundamental solution of the two-scale functional 
equation 
1 {150 (¢(2t - I )  + ¢(2t + 1)) ¢(t) = ¢(2t) + 2-~ (2.7) 
- 25(¢(2t -  2) +¢(2t +2)) + 3(¢(2t -  3) + ¢(2t + 3))}, t • R. 
Then ¢(t) can be generated by a stepwise interpolatory subdivision algorithm, and 
¢(t) • C2(a),  
¢(t) = 0, t ¢ ( -5,  5), (2.8) 
¢(i) = ~,  i • z.  
Furthermore, it has the following derivatives: 
295 
¢'(0) = 0, ¢"(0) = 56 ' 
272 356 
¢'(-4-1) = ~365'  ¢"(+1) = 105' 
53 92 
¢'(4-2) = -4-365, ¢"(-4-2) = 105' (2.9) 
16 4 
¢'(+3) = T-1095, ¢"(4-3) = 3--5' 
1 3 
¢'(+4) = T2920 , ¢"(+4) = 560" 
From equation (2.7) and the above valuss of ¢(m)(i), m = O, 1,2, i • Z, all the values of ¢(m)(t), 
m = 0, 1, 2, at dyadic points {+i2 -k, i, k • Z+} can be obtained by using the corresponding 
subdivision process (2. 7). 
REMARK 2.3. For the convenience of our mathematical formulations, in the following sections, 
we shall assume that a := 0, b := 1. 
REMARK 2.4. Other similar interpolatory basis functions of different smoothness that are de- 
fined by stationary subdivision algorithms can be used to solve higher-order boundary-value 
problems [16,19]. 
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3. THE APPROXIMATE SOLUTIONS 
BY  THE COLLOCATION METHOD 
3.1. The  Col locat ion Method  
Let N be a positive integer (N > 4), h := 1IN and t~ := ih, i = 0 ,1 ,2 , . . . ,N ,  be a uniform 
partition of the interval [0, 1], and let 
N+4 
(3.1) 
be an approximate solution of (1.1),(1.2), where {z~} are unknowns to be determined by (1.1),(1.2) 
and some extrapolation methods to be described later. The collocation method, together with 
the boundary conditions and boundary treatments o be discussed, is given by setting 
z"(ti) = f(t i ,  zi, yi), i = O, 1, 2 , . . . ,  N, (3.2) 
where for convenience the following notations are used: 
Zo--¢o(0)=Xo and ZN=¢l (1 )=xg,  
¢o[g(ti)], if g(t,) <_ O, 
¢l[g(t~)], i fg(t i)  _> 1, (3.2a) 
Yi = zj, if g(ti) = tj, 
z(g(ti)), if 0 < g(ti) < 1. 
The relation (3.2) is equivalent to the following nonlinear system of N + 1 equations with (N + 9) 
unknowns {z~}: 
Az = F(z), (3.3) 
where A is a banded matrix of order (N + 1) x (N + 9), z is the unknown vector of order N + 9, 
and F(z) is the right-hand side vector of order N + 1 dependent of z. The matrix A and vectors z
and F(z) are given explicitly by 
'¢~ ¢~ ¢~' Cf ¢~ ¢"1 ¢"5 ' o o o 
o ¢~ ¢~' Cg Cf ¢~ ¢"1 - '  o o o 
o o ¢~' ¢~ ¢~ ¢7 Cg . . .  o o o 
A := 0 0 0 ¢~' ¢~ ¢9 ¢~' "'" 0 0 0 , (3.4) 
0 0 0 0 0 0 0 "'" ¢"s ¢"4 0 
o o o o o o o . . .  ¢"2 ¢ [3  ¢[4  
Z :~ (Z_4, Z_3, Z_2 , . . . ,  ZN+4) T , 
F(z)  := (h2 f(to, Zo, Yo), h2 f(tl, Zl, Yl), • • •, h2 y(tg, ZN, YN ) ) l-, (3.4a) 
where the following notations have been used: 
¢~ := ¢"(j), zj := z(tj), j = -4,  -3 , . . . ,  N + 3, N + 4. (3.45) 
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3.2. Boundary  Treatments  
To obtain a unique approximate solution (3.1) from (3.3), we have to use the given boundary 
conditions (1.2), 
z0 --~ ¢0(0) = xo ,  ZN = ¢1(1)  = XN. (3.5) 
However, this is still not enough. Therefore, more boundary information should be used. 
Since x(t) is given on the intervals [c, a] and [b, d], the following relations are natural extensions 
of z(t) over these two intervals: 
z_i=z(-ih):=lbo(-ih), zg+i=z(l+ih):=~bl(l+ih), i = 1,2,3, (3.5a) 
provided the right-hand sides of the above equations are well defined. However, if x(-ih) or 
x(1 + ih) are not available, any one of the three boundary treatments BT1, BT2, and BT3 
(cf. [16]) of order six at each of the end points can be used. If the BT1 treatment of extrapolation 
of z(t) is used, then the following six equations are obtained (cf. [16]): 
z-3 - 6z_2 or 15Z_l - 20z0 or 15Zl - 6z2 °r z3 = 0, 
Z-2 -- 6Z_l or 15z0 -- 20Zl or 15z2 -- 6z3 or z4 = 0, 
Z--I --  6Z0 or 15Zl -- 20Z2 or 15Z3 -- 6Z4 or Z5 ---- 0, 
ZN-5 -- 6ZN-4 or 15ZN-3 -- 20ZN-2 or 15ZN-I - -  6ZN or ZN+I = O, (3.5b) 
ZN-4 -- 6ZN-3 or 15ZN-2 -- 20ZN-I -I- 15ZN -- 6ZN+I or ZNT2 = O, 
ZN-3 - -  6ZN-2 or 15ZN-1 -- 20ZN or 15ZN+I -- 6ZN+2 + ZN+3 = O. 
Combining (3.3) with (3.5) and (3.5a) (or (3.5b)), a nonlinear system of N + 9 equations with 
N + 9 unknowns {zi} is formed, in which N + 1 equations are from (3.3), two equations from 
the given boundary conditions (3.5), and six from (3.5a) (or (3.5b)). This nonlinear system is 
denoted by 
Bz = R(z), (3.6) 
where the right-hand side vector is defined as 
(0, 0, 0, X0, F T (z), XN, 0, 0, 0) T with BT1, or 
R(z)  := ' (3.6a) 
(x-a,x- ,x-l,x0,F 
and the coefficient matrix B is given by 
B := (BOX, Aq-, B1 x) q- , (3.6b) 
where A is defined by (3.4), and B0 and B1 are matrices formed by (3.5) and (3.5a) (or (3.5b)). 
If boundary treatments (3.5a) are used, then the matrices B0 and B1 are given by 
(i10000 
0 1 0 0 0 ... 0 
B0 := 0 0 1 0 0 ..- 0 ' 
0 0 0 1 0 .. .  0 
(3.6c) (io o ooo!) 
0 ...  0 0 1 0 0 
BI  := 0 . . .  0 0 0 1 0 " 
0 ... 0 0 0 0 1 
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I f  boundary treatments (3.5b) are used, then the matrices B0 and B1 are given by 
I 
0 1 -6  15 -20  15 -6  1 0 0 .. .  0 
0 0 1 -6  15 -20  15 -6  1 0 ... 0 
Bo := 0 0 0 1 -6  15 -20  15 -6  1 .. .  0 ' 
0 0 0 0 1 0 0 0 0 0 .. .  0 
(3.6d) 
I 
O --. 0 0 0 0 0 1 0 0 0 0 
0 ... 1 -6 15 -20 15 -6  1 0 0 0 
BI : - -  0 . . .  0 1 -6  15 -20  15 -6  1 0 0 
0 .. .  0 0 1 -6  15 -20  15 -6  1 0 
The solvability of the nonlinear system (3.6) and an iterative algorithm for solving it are discussed 
next. 
REMARK 3.1. Instead of BT1, the boundary treatments BT2 and BT3 given in [16] can be used. 
Moreover, a mixture of (3.5a) and BT1 or BT2, or BT3 can be used to cope with the boundary 
points. 
3.3. Existence of  the Approximate Solut ions 
The coefficient matrix B in (3.6) is neither symmetric nor diagonally dominant. However, it is 
nonsingular and relatively well conditioned (cf. [16]). For large N, the matrix is almost symmetric 
except he first and the last three rows and columns due to the boundary treatments. Therefore, 
similar to the discussions in [16], we only need to consider the symmetric part of i t - - the square 
symmetric matrix C of order N + 1 defined as 
¢'L1 ¢'-'2 "" 0 0 0 
' (~!  (~! (~t_l 1 "" 0 0 0 
Cg ¢~' Cg . .  0 0 0 
c :  . . . . . . . . . . . . . . . . . . . . .  . (3.~) 
0 0 0 " ¢~ ¢"1 ¢"2 
0 0 0 " ¢~' ¢~ ¢"1 
0 0 0 .. ¢~ ¢~' ¢~ 
REMARK 3.2. The matrix C is always nonsingular and the condition number of C increases 
as N increases. In fact, if N is large, then the matrix B is very similar to C. By assuming the 
type one boundary treatment BT1, we obtain numerically the following condition numbers with 
respect o the 11 and 12 norms and [[B-I[[c~ (cf. [16]). 
Table 1. Condition numbers of BandCand [[B-l[[oo. 
N Condl(C) Cond2 (B) IIB-~llo~ 
19 737 49823 6500 
49 4477 49826 6783 
99 17732 49870 8412 
199 70567 183385 36794 
399 281540 768448 153941 
699 861259 2400010 480624 
999 1756889 4936325 988462 
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REMARK 3.3. From numerical computations, we have the following estimates for the coefficient 
matrix B for large N with BT1 treatment at the end points: 
IIB-111  8 IIC-'II g 2, 
Cond2(B) ~ 10 Condo(C) ,~ 5N 2. (3.8) 
If (3.5a) are used at the end points, then the condition umber of B becomes maller 
1 N2" (3.8a) Cond2(B) ~ 
From the fact that B is nonsingular and that the right-hand side vector It(z) is a multiple of h 2 
except the first four and the last four components (i.e., boundary conditions (3.5) and (3.5a)), 
the existence of a solution to (3.6) can be proven (cf. Proposition 3.4). 
3.4. The  Iterat ive A lgor i thm and Its Convergence 
To obtain a numerical solution of the nonlinear system (3.6), we propose an iterative algorithm 
composed of the following three steps. 
Step (i). INITIAL APPROXIMATION. The initial approximating solution z ° is chosen to be the 
solution of the following linear system: 
Bz = F °, (3.9) 
where for BT1 treatment, 
F ° := (0,0,0,x0, f0, . . .  , fg ,  xN,O,O,O) T , 
fi := h2 f(t~, li, y~), i = O, 1, 2 , . . . ,  N, 
(3.9a) 
li := xo + ih(XN -- xo), i = O, 1 ,2 , . . . ,N ,  
Yi := z(g(ti)), i = O, 1, 2 , . . . ,  N. 
For other boundary treatments, the above F ° should be modified accordingly. This linear sys- 
tem (3.9) comes from the linear approximation of the right-hand side function It(z) using (3.5). 
Step (ii). ITERATIVE ALGORITHM. The subsequent approximations to the solution z* are ob- 
tained by using the simple iteration scheme 
Bz(k+l) ---- I t  (z(k)) , k = 0,1,2, . . . .  (3.10) 
Step (iii). STOPPING CRITERIA. For a given tolerance tol, the iterative process (3.10) stops at 
the k th iteration if any one of the following conditions is satisfied: 
C1 : z(k-1) -- z(k) ¢x~ ~ £toh 
C2: Bz(k) -- I t  (z (k)) ---~£tol, 
(3.10a) 
C3 : Bz(k) - Bz(k-1) oo -< ~tol, 
C4 : z(k-1) -- z(k) ~ __~ z(k) ~t° l "  
The convergence of the iterative process is guaranteed by the following proposition. 
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PROPOSITION 3.4. The sequence {z (k) } generated by the iterative scheme (3.9) and (3.10) con- 
verges linearly to the solution z* of the nonlinear system (3.6) provided the Lipschitz constants L 
and M (cf. (2.1)) and the mesh size h are small, i.e., 
IIB- II  (L + M)h 2 < 1. (3.11) 
PROOF. By definition, for small h, we have 
Bz" = F (z*), Bz (k+') = F (z(k)) . 
Thus, the error vector e (k) := z (k) - z* at the k th iteration satisfies 
Be(k+i ) :F (z  (k)) -F (z* ) .  
For i -- 1, 2 , . . . ,  N - 1, we have, using the Mean Value Theorem, 
where D2 is the derivative-difference operator defined as 
1 
D2fi := 1 -~ [9fi-4 + 192fi_3 - 1472fi_2 + 5696fi_1 - 8850fi (3.12) 
+ 5696fi+1 - 1472fi+2 + 192fi+3 + 9fi+4] • 
Therefore, we have, since e~ = eN-i = 0, i ---- 0,--1,--2,--3,--4, 
[ e(k+') oo <- lIB-Ill°° (i e (k) oo + M e (k) oo) -< h2 IIB-1Iioo (L + M)  e (k) oo' (3.13) 
which is equivalent to 
Ile( +')ll  < IIn-ill  (L + M)h 2. (3.14) 
ii (k)ll  - 
The result follows immediately from the inequality (3.11). | 
PROPOSITION 3.5. The nonlinear system (3.6) has a unique solution z* if f satisfies the Lipschitz 
condition (2.1) and the Lipschitz constants L and M and the mesh size h are small enough. A 
sufficient condition for the existence of a solution is given by (3.11). 
PROOF. From the proof of Proposition 3.4, it is clear that if (3.11) holds, then an inequality 
similar to that of (3.13) and (3.14) holds for the differences {z k+l - zk}, which in turn implies 
that the sequence {z (k)} is contracting, and hence converges. The limit z* of this sequence 
satisfies (3.6) due to the continuity of the right-hand side function f.  | 
REMARK 3.6. Compared with Proposition 2.1, the sufficient condition (3.11) for the convergence 
of the algorithm is much stronger than that of the existence condition (2.2) or (2.3). However, 
in practice, the numerical algorithm converges under a much weaker condition (cf. examples in 
Section 5). 
REMARK 3.7. The iteration process (3.9) and (3.10) for solving z k is exact in the sense y~ = 
zk(g(ti)), for all i. Therefore, when convergence occurs, z(t) will be the solution of (3.2). That 
is, this is no discretization error in the collocation solution, which is different from the finite- 
difference methods (cf. [1]). 
REMARK 3.8. Since B is almost a banded matrix with half bandwidth 5, the numerical com- 
plexity for solving the linear system (3.10) using Ganssian eliminations is about 25 (N + 9) 
multiplications. This number can be reduced to 25 (N-  1) if more efficient boundary treatments 
are used. The computations of the iterations can be reduced if an LU decomposition of B is 
used. 
REMARK 3.9. For a smooth function f ,  the iteration process (3.10) can be replaced by Newton's 
iteration method. 
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4. ERROR EST IMATES 
In this section, we shall study the approximation properties of the approximate solutions 
obtained by using the collocation method. From the approximation properties of the basis func- 
tion ¢(t), it is shown that the collocation method (3.1) with quintic precision treatments at the 
end points has at least the power of approximation O(h4). For this, we need Propositions 4.1 
and 4.2 (cf. [16,18]). 
PROPOSITION 4.1. Suppose F(t), t 6 R is a regular and C 6 curve in R m, m > 2. Let 
i 
with Pi := F(ih), i 6 Z, 0 < h < 1. Then, on any finite interval [a, b], we have the following 
estimate: 
I[F(ht) - P(t)l]o o < "''M~.IF) h6 = O (h6), (4.1) 
where the number M6(F) depends only on the derivatives of F(t). 
PROPOSITION 4.2. Using the same notation and conditions as in Proposition 4.1, we have 
hJF(J)(ht) - P(J)(t) oo = O (h6-J) , j = 0, 1,2. (4.2) 
The main result on error estimates i given in the following. 
PROPOSITION 4.3. With respect o the boundary-value problems (1.1),(1.2), suppose the func- 
tions f(t ,  u, v), ¢0(t), ¢l(t)s, and g(t) are sufficiently differentiable and the exact solution x(t) is 
in the class C6[c, d]. Let {zi} be obtained by solving (3.3) with sixth-order boundary treatments 
at the end points. Then we have 
x(J)(t) - z(J)(t) o~ = O (h4-J), j = 0, 1, 2. (4.3) 
Furthermore, if fourth-order boundary treatments at the end points are used, then 
z (j)(t) - z (j) (t) o~ = (9 (h2-J), j = 0, 1, 2. (4.4) 
PROOF. A direct calculation shows that for the smooth function x(t) and small h, we have 
9z(t - 4h) + 192z(t - 3h) - 1472x(t - 2h) + 5696x(t - h) - 8850z(t) + 5696z(t + h) 
- 1472z(t + 2h) + 192x(t + 3h) + 9x(t + 4h) = 1680z"(t)h 2 + 0 (h6). (4.5) 
Therefore, by defining the error function Err (t) and the error vector E, 
Er r ( t ) :=y( t ) - z ( t ) ,  elJ):=Err(J)(ti), j=0 ,1 ,2 ,  -4<i<N+4,  (4.5a) 
from (1.1), (1.2), (3.3), and (4.5), and by assuming sixth-order boundary treatments at the end 
points, we have 
]! 
e i = aiei + biei, 0 < i < N (4.6) 
and 
max {lekl} O(h6), -4  < i < O, 
O<k<5 
ei := - - (4.6a) 
Nm<~<g {lekl} O (h6), N < i < N + 4, 
where for i = 0, 1, 2 , . . . ,  N, 
a~ := fu (ti, u;, v;) ,  bi := fv (ti, u;, v;) (4.7) 
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and 
u~ := us + ~iei, v~ := vi + Oi~i, 0 < 0i < 1, (4.7a) 
and from Proposition 4.2, 
ei := z (g(t~)) - x (g(t i))  = O (h6). (4.7b) 
Using the fact 
9ei -4 + 192ei_3 - 1472ei_2 + 5696ei_1 - 8850ei + 5696ei+1 
- 1472ei+2 + 192ei+3 + 9ei+4 = 1680e~'h 2 + O (h6), (4.8) 
it can be concluded that the relation (4.6) is equivalent to 
(B  + O (h4)) E = O (h 6) IIEII = o (he), (4.9) 
where 
E := (e-4, e -3 , . . . ,  eN+4) T 
Hence, for small h, the coefficient matrix B + O(h 4) will be invertible, and thus, using standard 
results from linear algebra, we have the following estimate (cfi (3.8)): 
IIB-'II 
IIEII < 1 -~-~'~4)~(h6)  = I IB-1H v (h6) = ° (h4) , (4.10) 
which together with Propositions 4.1 and 4.2 completes the proof of (4.3). Similarly, (4.4) can 
be proved. | 
REMARK 4.4. In the papers [1], only linear or quadratic onvergence finite-difference algorithms 
are obtained. The higher-order convergence of our method lies in the good approximation prop- 
erties of the basis function ¢(t) (cf. Propositions 4.1 and 4.2). Further, in their formulations, 
they only have 
x (g(t i))  - z (g(t i))  = O (h 2) 
instead of our estimate (4.7b), since linear interpolants were used in the approximation process 
there. 
REMARK 4.5. The error estimates (4.3) and (4.4) are valid only if all the functions are sufficiently 
smooth. Otherwise, the order of approximation could be lower. 
REMARK 4.6. The numerical algorithm of our collocation method and the corresponding con- 
vergence and error estimates are also valid, with some minor modifications, for solving general 
nonlinear boundary-value problems with deviating arguments: 
x"(t) = / (t, x(t), x(g(t)), ~'(t)), t • (a, b), 
(4.11) 
x( t )=¢o( t ) ,  t<a  and x( t )=¢ l ( t ) ,  t>b,  
where g(t) ,  ¢0(t), and ~bl(t) are known functions and 
f • C ([a, b] x R 3, a ) ,  g • C[a, b]. (4.114) 
However, the rate of convergence of the corresponding iteration process (3.9a) and (3.10) could 
be low (cf. [17]). 
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5. NUMERICAL  EXAMPLES AND CONCLUDING REMARKS 
Using the collocation method described in Section 3, for eto I ~- 10 -12, with the sixth-order 
boundary  t reatment  BT1 at the end points (cf. (3.5a)), we solved the following six boundary-  
value problems with deviat ing arguments and obtained the discrete values {zi) when convergence 
occurs on following the criterion C1 after at most 16 iterations. These values are very close to 
the corresponding true solutions. The values of the numerical solution and their corresponding 
errors {Err (ti)} are given in the corresponding tables. 
EXAMPLE 1 (cf. [1,9]). The following BVP problem: 
x"(t)=x(t2), 
x(0)=0 and x (1)= l ,  
has a unique solution x(t) 6 CN)[0, 1]. From equation (4.6), we expect at least a quadrat ic 
convergence. In Table 2, we present he computed solution z(t) with h = 1/1000. In Table 3, 
the max imum errors of the numerical solutions for different values of h are given, which confirm 
the quart ic convergence of our algorithm. The results obtained by the methods in [1,9] have only 
l inear or quadrat ic onvergence. 
Table 2. The numerical solution of Example 1 for h = 1/1000. 
t z( t )  t z( t )  
0.0 0.000000000000000 .6 0.563338087298150 
0.1 0.092236392676625 0.7 0.664078465054854 
0.2 0.184580385270311 0.8 0.769402037895556 
0.3 0.277308668320798 0.9 0.880782258133018 
0.4 0.370882459022393 1.0 1.000000000000000 
0.5 0.465947937387451 
Table 3. The errors of numerical solutions of Example 1 for different h. 
t h = 0.1 h = 0.02 h = 0.01 
0.0 0 .0000E + 0 0 .0000E + 0 0 .0000E + 0 
0.I -0 .3620E - 5 -0 .1623E - 7 -0 .1922E - 8 
0.2 -0 .7184E - 5 -0 .3241E - 7 -0 .3340E - 8 
0.3 -0 . I074E - 4 -0 .4578E - 7 -0 .3524E - 8 
0.4 -0 .1406E - 4 -0 .5458E - 7 -0 .2353E - 8 
0.5 -0.1677E - 4 -0.6293E - 7 -0.1911E - 8 
0.6 -0.1803E - 4 -0.7266E - 7 -0.4052E - 8 
0.7 -0.1679E - 4 -0.8055E - 7 -0.7406E - 8 
0.8 -0.1295E - 4 -0.6739E - 7 -0.6768E - 8 
0.9 -0.9157E - 5 -0.3735E - 7 -0.1380E - 8 
1.0 0.0000E ÷ 0 0.0000E + 0 0.0000E + 0 
EXAMPLE 2 (el. [1]). The BVP problem, 
1 ( - s inx( t ) -16(2t+l )x ( t -1 )+32t ) ,  • " ( t )  = 
1 1 x(t) = 2t -  ~, if t _< 0 and x(1) = -~,  
has been solved numerical ly in [1,4,6,10]. Our numerical solution of this problem with h = 1/1000 
is given in Table 4. The numerical solutions for different values of h are listed in Table 5. Our 
results are better  than all the results obtained in [1,4,6,10]. 
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Table 4. The numerical solution of Example 2 for h = I/I000. 
t z(t) t z(t) 
0.0 -0.500000000000000 0.6 -2.143702697670429 
0.1 -0.972570724582965 0.7 -2.068766795053254 
0.2 -1.372983258931085 0.8 -1.803972902999028 
0.3 -1.693641049002736 0.9 --1.296982814629590 
0.4 -1.930498429831545 1.0 -0.500000000000000 
0.5 -2.082883825998235 
Table 5. Numerical solutions of Example 2 for different h. 
h t = 0.25 t = 0.50 t = 0.75 
1 
-1.53928645 -2.07874602 -1.95871735 
1 
-1.54079585 -2.07839756 --1.95982547 
16 
1 
-1.54290271 -2.08159569 --1.96251068 
32 
1 
-1.54343718 -2.08254398 --1.96321071 
64 
1 
-1.54357145 --2.08279774 --1.96338761 
128 
1 
-1.54360505 --2.08286313 --1.96343195 
256 
1 
--1.54361552 --2.08288383 -1.96344576 
1000 
EXAMPLE 3 (cf. [1]). The  BVP  prob lem,  
x(0) = x(1) = 1, 
has a un ique  so lut ion  x(t) = ( t -  1/2)21t -  1/2 I. S ince xr"(t) has  a jump d iscont inu i ty  at  t = 1/2,  
f rom equat ion  (4.6), we can only  expect  that  our  method  will prov ide a quadrat i c  convergence.  
The  numer ica l  so lut ion  w i th  h = 1/1000 and  the  cor respond ing  error  are g iven in Table  6. F rom 
the  max imum errors  l is ted in Table  7, we can conc lude  that  the  convergence  is on ly  quadrat i c .  
Table 6. Values and errors of the numerical solution of Example 3 for h = 1/1000. 
t z(t) Error 
0.0 0.125000000000000 0.00E + 0 
0.1 0.064000044414740 -0.44E - 7 
0.2 0.027000089274240 -0.89E - 7 
0.3 0.008000135027266 -0.14E - 6 
0.4 0.001000182131692 -0.18E - 6 
0.5 0.000000230125543 -0.23E - 6 
0.6 0.001000182131811 -0.18E - 6 
0.7 0.008000135027501 -0.14E - 6 
0.8 0.027000089274572 -0.89E - 7 
0.9 0.064000044415055 -0.44E - 7 
1.0 0.125000000000000 0.00E + 0 
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Table 7. Maximum errors of numerical solutions of Example 3 with different h. 
1 1 1 1 1 
h 
16 32 64 128 256 
Error 6.9E - 4 1.9E - 4 5.2E - 5 1.3E - 5 3.4E - 6 
EXAMPLE 4 (cf. [1]). The  BVP  problem,  
x (0 )= l  and x (1)=e,  
has a un ique  solut ion x(t )  = e t. In Table  8, we present  the max imum numer ica l  errors  for 
h = 1 /2  n, 4 _< n _< 8. Compared  wi th  all the o ther  examples ,  the  errors for th is  p rob lem are 
qu i te  large. The  main  reason for th is  is poss ib ly  that  the values and part ia l  der ivat ives  of  r ight-  
hand  side funct ion  are very  big when t is close to one. The  max imum value of them is about  
12e 9 .~ 10 5. Therefore ,  the  cor respond ing  approx imate  solut ions have large errors. 
Table 8. Maximum errors of numerical solutions of Example 4. 
I I i 1 i 
h 
16 32 64 128 256 
Error 1.0E - 5 6.0E - 6 3.6E - 6 3.0E - 6 2.5E - 6 
EXAMPLE 5. The  BVP  problem,  
x (0 )= l  and x (1)=e,  
has a un ique so lut ion x(t )  = e t. In Table  9, max imum numer ica l  errors for a = 4.0 and a = 0.4 
w i th  mesh  size h = 1/2 n, 4 < n <_ 8, are tabu la ted .  F rom these data,  it is obv ious that  the  
method  is of  four th  order.  
Table 9. Maximum errors of numerical solutions of Example 5. 
1 1 1 1 1 
h 
16 32 64 128 256 
a ---- 4.0 3.3E - 7 2.2E - 8 1.4E - 9 8.6E - 11 3.5E - 12 
= 0.4 4.2E - 7 2.8E - 8 1.8E - 9 1.1E - 10 3.9E - 12 
EXAMPLE 6. The  BVP  problem,  
x"(t)  = x(It l),  
x(0)= l  and x (1)=e,  
has a un ique  so lut ion x(t )  = e t. The max imum errors for h = 1/10 '~, n = 1, 2, 3, are g iven in 
Tab le  10. I t  is obvious that  the  convergence is quart ic .  
REMARK 5.1. C lear ly  the  errors in the  Examples  1, 5, and 6 have the  es t imated  form (4.4): 
E r r ( t )  = O (h4) .  
For  Examples  2-4,  the  orders  of the  errors  are s l ight ly lower because e i ther  the  funct ion  g(t) or 
the  exact  so lut ion x(t)  is not  very  smooth .  Since the  basis funct ion ¢(t )  is local ly suppor ted ,  
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Table I0. Max imum errors of the numerical solution of Example 5. 
1 1 1 
t h= - -  h= - -  h= - -  
10 100 1000 
0.1 -0.6079E - 6 -0.8785E - 10 -0.4752E - 12 
0.2 -0.1086E - 5 -0.1609E - 09 -0.4511E - 11 
0.3 -0.1562E - 5 -0.2177E - 09 -0.9976E - 11 
0.4 -0.1914E - 5 -0.2571E - 09 -0.1455E - 10 
0.5 -0.2070E - 5 -0.2772E - 09 -0.1777E - 10 
0.6 -0.1999E - 5 -0.2760E - 09 -0.2071E - 10 
0.7 -0.1690E - 5 -0.2508E - 09 -0.2008E - 10 
0.8 -0.1205E - 5 -0.1988E - 09 -0.1782E - 10 
0.9 -0.7159E - 6 -0.1162E - 09 -0.9839E - 11 
therefore, even smaller error could be expected at points further away from the boundary points 
if lower order boundary treatments are used. 
REMARK 5.2. For all the values of the mesh size h used in the examples, our method produces 
much better esults than the methods in [1,4,6,9,10]. 
REMARK 5.3. From numerical computations, the iterative process converges quite fast even for 
quite large mesh size h. In fact, for all the examples, we have 
Z(16) --Z(15) oo ~ 10-12" 
For all the examples, the approximation is from one side (i.e., the errors are all positive or 
negative), and thus, there may be some mathematical explanation for this phenomenon. 
REMARK 5.4. The basis function ¢(t) is symmetric and can be generated by a stepwise interpo- 
latory subdivision algorithm (cf. [18]). However, other basis functions can also be used similarly 
to solve (1.1),(1.2) which could lead to different linear or nonlinear systems. 
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