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Abstract
In future wireless systems, such as 5G and beyond, the current dominating human-
centric communication systems will be complemented by a tremendous increase in
the number of smart devices, i.e., things, equipped with radio devices, possibly sen-
sors, and uniquely addressable. This will result in explosion of wireless traffic volume,
and consequently exponential growth in demand of radio spectrum. There are dif-
ferent engineering techniques for resolving the cost and scarcity of radio spectrum
such as coexistence of diverse devices on the same pool of radio resources, spectrum
aggregations, adoption of mmWave bands with huge spectrum, etc.
The aim of this thesis is to design and investigate advanced Medium Access Con-
trol (MAC) and routing protocols for 5G and beyond radio networks. Two main
scenarios are addressed: heterogeneous scenario where scheduled and uncoordinated
users coexist, and a scenario where drones are used for monitoring a given area. In
the heterogeneous scenario scheduled users are synchronised with the Base Station
(BS) and rely on centralised resource scheduler for assignment of time slots, while the
uncoordinated users are asynchronous with each other and the BS and rely unslot-
ted Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) for channel
access. First, we address a single-hop network with advanced scheduling algorithm
design and packet length adaptation schemes design. Second, we address a multi-hop
network with novel routing protocol for enhancing performance of the scheduled users
in terms of throughput, and coexistence of all network users.
Contents
In the drone-based scenario, new routing protocols are designed to address the
problems of Wireless Mesh Networks with monitoring drones. In particular, a novel
optimised Hybrid Wireless Mesh Protocol (O-HWMP) for a quick and efficient discov-
ery of paths is designed, and a capacity achieving routing and scheduling algorithm,
called backpressure, investigated. To improve on the long-end-to-end delays caused by
classical backpressure, a modified backpressure algorithm is proposed and evaluated.
viii
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Chapter 1
Introduction
This thesis is concerned with Medium Access Control (MAC) and routing protocols
design for 5G and beyond radio networks. The design of these protocols is addressed
in two parts. Part I addresses coexistence of heterogeneous networks, and Part II
addresses drones for environmental monitoring. In both parts the scenarios considered
consist of a set of fixed and or mobile nodes communicating with each other or with
the Base Station (BS) in a single-hop or multi-hop. The goal of the thesis is to design
efficient radio resource utilization and reliable connectivity techniques.
This chapter will provide a general introduction to the topics covered in the thesis.
First, a general overview of MAC and routing protocols will be given. Second, the co-
existence of heterogeneous networks, and finally, drones for environmental monitoring
will be introduced.
1.1 Introduction
Future radio networks will be characterized by massive connected devices and enor-
mous traffic volume, i.e., in the order of ZetaByte per year as predicted by Cisco [1].
Introduction
The key drivers for this include but are not limited to: increased demand for broad-
band services and especially high quality video content [1], and the emerging Internet
of Things (IoT) paradigm [2]. IoT will enable objects of everyday life, equipped with
radio devices, and uniquely addressable to be connected to the Internet [3]. These
objects will be connected to their respective sinks either in single or multiple hops.
Despite the challenge of increased demand for radio spectrum, the resource will re-
main to be scarce and costly. Therefore, providing reliable connectivity to devices and
addressing heterogeneous needs of these devices will be challenging. To address these
problems, advanced MAC and routing protocols will be of paramount importance.
MAC and routing protocols can play significant roles in achieving efficient radio
resource utilization and reliable connectivity of nodes. These protocols are designed
with certain network objectives but with flexibility of trading-off one performance
metric with another, for example network throughput, delay and fairness.
Finally, the coexistence of heterogeneous networks on the same spectrum and use
of drones in radio networks will play significant roles in 5G and Beyond networks,
hence there is need to address the engineering problem of designing MAC and routing
protocols for the two areas.
1.2 Overview of Medium Access Schemes
Medium Access Control (MAC ) protocol is a set of rules for regulating how a shared
communication medium is accessed by a set of nodes in the network. This respon-
sibility is designated to the MAC sub-layer of the network communication protocol
stack. As shown in Fig. 1.1, MAC protocols can be classified into three main classes:
contention-based, contention-free and hybrid protocols.
2
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MAC Protocols 
Contention Free  Contention Based  
ALOHA Family e.g.
Slotted ALOHA 
CSMA Family 
e.g., CSMA/CA
Centralized Scheduling
Algorithms e.g., PF 
Dentralized Scheduling
Algorithms e.g., FlashLinQ
Hybrid Protocols 
e.g., Z-MAC 
Figure 1.1: Classification of MAC protocols.
The contention-based MAC schemes suffer from packet collision problem which is
resolved by random backoff algorithms. Nodes whose packets collide do not receive
acknowledgements, and perform random backoff before attempting re-transmission of
the lost packets. Besides collisions and re-transmissions, other sources of inefficiency
are caused by: protocol overhead, idle times due to random back-off algorithms,
incorrect determination of the channel state, etc.
The pure ALOHA protocol presented by Abrahamson [4], is a simple scheme
where a node transmits when it has a packet ready to be sent. To improve on the
throughput performance of pure ALOHA, the slotted ALOHA protocol was proposed
in [5]. According to this scheme, when a node has a packet in the queue, it waits until
the beginning of the next slot. The Carrier Sense Multiple Access (CSMA) family
of protocols rely on both Carrier Sensing and back-off rules in order avoid collisions
by distributing channel access between nodes over time. In radio networks, due to
the lack of collision detection capability, the variant Carrier Sense Multiple access
3
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A
B
C
D
Coverage circle of node A
C
D
A
B
Coverage circle of node C
Coverage circle of node A
Coverage circle of node C
A: Hidden Terminal Problem B: Exposed Terminal Problem
Figure 1.2: Hidden Terminal Problem.
with Collision Avoidance (CSMA/CA) is used [6]. This CSMA/CA protocol can be
used in slotted and unslotted fashion and is widely applied in radio networks such
as: IEEE 802.11, IEEE 802.15.4 zigbee, IEEE 802.15.6, Long Term Evolution (LTE)
mobile networks, etc. However, the CSMA/CA protocol suffers from the well-know
hidden and exposed terminal problems [7] which result in performance degradation.
The hidden terminal and exposed terminal problems limit the exploitation of
the capacity of the radio channel. The hidden terminal effect occurs when two or
more transmitters are out of coverage range of each other, while the receivers are
within the coverage (interference) range of the transmitters as shown in Fig. 1.2.
As a consequence, collisions occur at the receiver resulting to low throughput in the
network. In the Fig. 1.2, the sender node A is out coverage of the sender node
C. A want to transmit to receiver node B, and C to receiver node D. When A
and B performs concurrent transmissions, collisions occurs at both receivers. This
problem is resolved through the use of Request To Send (RTS) and Grant To Send
(GTS) control packets as explained in [8]. On the other hand, the exposed terminal
4
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effect occurs when a sender node willing to transmit to a receiver located outside the
interference range of another transmitter is blocked from transmission hence causing
unnecessary delay and channel under utilization. As shown in the Fig. 1.2, node A
wants to send to node B while node C is transmitting to node D, but is blocked since
node C is exposed to A.
The contention-free MAC schemes involve allocation of orthogonal or non-
orthogonal resources to network users using some policies defined by the scheduling
algorithm. When the network being addressed is centralised, centralised scheduling
algorithms are used otherwise the schedules are developed in a distributed fashion
through the exchange of control signals. In centralised systems such as the mobile
radio systems, a master entity located within the Base Station (BS) is used to assign
radio resources to users relying on the scheduling algorithm. In this context, the
radio resources are either in time, frequency, codes or combination of more than one
resource dimensions. Examples of centralised scheduling algorithms which have been
widely used in radio networks include: Round-Robin (RR), Earliest Deadline First
(EDF) [9], Maximum Throughput (MT),Proportional Fair (PF) [10], and Largest
Weighted Delay First (LWDF) [11]. Each of these algorithms are designed to maxi-
mize or minimize some network performance metrics such as fairness, sum throughput,
power consumption, latency, etc., subject to some constraints.
The hybrid MAC schemes combines the features of both the contention-free and
contention-based protocols. The Zebra-MAC (Z-MAC) protocol [12] was developed
for multi-hop Wireless Sensor Networks (WSNs). Similar to the Probabilistic-Time
Division Multiple Access (PTDMA) protocol presented in [13], Z-MAC integrates
5
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both CSMA and TDMA schemes to adapt to the network contention state and im-
prove on network throughput and delay performance. In the state of low contention
in the network, the protocols switch to CSMA scheme and when contention is high
it switches to TDMA scheme.
1.3 Overview of Routing protocols
A routing protocol determines the shortest path between any pair of nodes in a
multi-hop network, relying on a given link cost metric. There are three main classes
of routing protocols: Proactive, Reactive and Hybrid protocols. Proactive routing
schemes require the paths to be established and maintained before they are needed.
Common proactive routing protocols include: Destination Sequenced Distance Vector
(DSDV) [14], Link State Routing protocol (OLSR) [15], etc. On the other hand
reactive routing protocols require routes to be established on demand e.g., Dynamic
Source Routing (DSR) [16] , Ad-hoc on Demand Distance Vector (AODV) [17], etc.
Hybrid schemes combine both reactive and proactive schemes.
In order to address the specific needs for a new application scenario, the routing
metric component of the protocol need to be redesigned. The metric should capture
the characteristics of the target network [18]. In [19] the design requirements for
wireless routing metrics are presented. Some of the routing metrics which have been
widely used with common routing protocols include: Hop-Count, Expected Trans-
mission Count (ETX), and Expected Transmission Time (ETT). The Hop count is
a simple channel unaware metric used with most routing protocols. However, it does
not differentiate links in terms of loss rates, link rates, and interference, etc., hence it
could lead to performance degradation in different target networks. The ETX metric
6
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proposed in [20] reflect both link loss rate and path length. ETX metric is extended
into ETT metric [21] to account for the link rate.
1.4 5G Heterogeneous Scenario
Heterogeneous coexistence of radio networks is a promising technique for enhancing
spectrum utilization efficiency. With this approach, nodes with diverse MAC pro-
tocols coexist on the same set of radio resources. However, designing protocols for
coexistence remains to be a very challenging task because of the packet collision prob-
lem which is exacerbated by lack of synchronization and coordination between the
coexisting networks.
Heterogeneous coexistence of networks relies on contention-based access rules or
cognitive radio principles. For fair and friendly coexistence between coexisting net-
works, there is need for compliance to a given set of standardized regulations. Rec-
ognizing the importance of coexistence, the IEEE 802.19 [22], IEEE 802.22 [23],
and the 3rd Generation Partnership Project (3GPP) [24] groups were formed to
address the issue. The 3GPP focuses on addressing coexistence between LTE and
other technologies on the unlicensed bands e.g., IEEE 802.11 Wireless Local Area
Networks (WLANs), IEEE 802.15.4 Wireless Sensor Networks (WSNs), and IEEE
802.15.6 Wireless Body Area Networks (WBANs), etc. The standard proposes two
contention-based random access schemes as solutions to the problem: Listen Before
Talk (LBT) and Carrier Sensing and Adaptive Transmission (CSAT). The LBT pro-
tocol works in a similar manner to IEEE 802.11 Carrier Sensing Multiple Access with
Collision Avoidance (CSMA/CA) protocol and therefore a node captures the chan-
nel when it is deemed free according to the Clear Channel Assessment (CCA) rules.
7
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In contrast, CSAT relies on adaptive Time-Division Multiplexing (TDM) developed
based on long term carrier sensing of channel activities. Therefore, a LTE small cell
is scheduled to transmit on a fraction of the cycle and then remains silent for other
systems to use the channel. On the other hand, with cognitive radio approach, the
secondary systems are designed to opportunistically access unoccupied/under-utilized
spectrum licensed to incumbent systems (Primary Systems) [25]. The cognitive radio
devices are able to change transmitter parameters according to the interactions with
the environment.
In a TDM vs. CSMA coexistence, different techniques can be applied to improve
on the network performance. Such techniques include: design of advanced schedul-
ing algorithms, packet adaptation algorithms and routing protocols for multi-hop
networks. The existing centralised scheduling algorithms such as the classical Pro-
portional Fair (PF) algorithm, and Largest Weighted Delay First (LWDF) do not
not capture the characteristics of coexistence networks. This makes it difficult for
the scheduler to assign resources to users when chances of collisions are low i.e., the
user best times for channel access. Therefore, these schedulers may not effectively
take advantage of user diversity to improve on network performance unless they are
redesigned.
In respect to packet adaptation techniques, scheduled users or the network con-
troller can adapt the size trasmission packets accordingly in order to mitigate colli-
sions, and avoid underutilization of the shared channel. In a state of low contention,
nodes can transmit long packets and adaptively decrease the packet lengths with
raising contention. This technique contributes to efficient utilization of the channel
while respecting coexistence rules. The existing works on packet adaptation schemes
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mainly address CSMA-based networks with fading channels , where packets are lost
due to collisions or channel errors (low Signal-to-Noise Ratio (SNR)) [26], [27], [28]
and not due to coexistence problem.
Routing protocols allows nodes to find best paths for reaching their respective
sinks in a multi-hop network. Similar to the MAC protocols, the design of routing
protocols is driven by the application needs in terms of performance requirements and
must capture the the characteristics of the underlying network. The routing metric is
the key element of the routing protocol which addresses the design requirements. In
an heterogeneous scenario, the key problem to be addressed is the packet collisions
caused by lack of centralised synchronization and coordination between coexisting
networks. Multi-hop solution can significantly improve the performance of coexistence
networks in different ways. First, nodes can be configured to transmit in short hops
and at low power in order to achieve higher packet success probability and reduce
level of interference in the network. Second, multi-hop communications allows for
densification of the network since more nodes can be deployed on the same set of
radio resources.
Part I of the thesis addresses a scenario where scheduled and Carrier Sense Mul-
tiple Access (CSMA)-based nodes coexist on the same spectrum. As depicted in
the Fig. 1.3, scheduled nodes could be cellular devices (e.g., implementing Device-
to-Device (D2D) communication) and the uncoordinated nodes could be IoT de-
vices. The scheduled nodes are synchronized with the BS and rely on a centralised
resource assignment scheme running at the BS, while the uncoordinated nodes are
asynchronous with the BS and among themselves, and rely upon unslotted CSMA/CA
protocol to access the channel. Furthermore, the scheduled nodes can communicate
9
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Figure 1.3: General Scenario.
with the BS either in single or multiple hops. Novel scheduling and routing algorithms
are designed and evaluated.
1.5 Unmanned Aerial Vehicles Based Monitoring
The use of low altitude Unmanned Aerial Vehicles also known drones in radio networks
has recently received increasing attention [29], [30], [31]. Drones are envisioned to be
part of 5G and beyond networks and will enable countless services in both civilian
and commercial domains [32]. Some of the potential set of services which will aided
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by drones include: public safety for efficient response to disasters and emergencies,
inspection of critical infrastructures and assets such as oil and gas pipelines, agri-
culture, environmental and wildlife conservation, logistics, flying cameras for movies
and news media, improving connectivity of ground wireless devices and extending
network coverage, etc.
In the IoT monitoring scenarios drones can perform several important tasks. First,
a drone can act as mobile data collector where it gathers data from ground sensors
and relays to the remote sink. Second, drone can serve to gather data from the
environment using on-board sensors and transmit to remote sink via ground or aerial
relays. In these scenarios, the drone moves from one point to another according
to some predefined trajectory. Several studies have been conducted to investigate
on drone placement and trajectory in different scenario in order to meet different
application needs and network constraints [33], [31], [34]. Due to the ability to adjust
the altitude and the mobility patterns, drones have a lot of advantages compared
to ground nodes in that it can move close to other devices when needed, and can
establish line-of-sight communications with relays or remote sinks. These features
makes it very effective for IoT communications [29].
Currently the drone technology is faced with a lot of challenges ranging from policy
and regulations to engineering design which must be addressed before its benefits can
be fully realised. One of the main engineering issues is the design of resource efficient
and reliable communications protocols. This challenge is attributed to the dynamic
nature of network topologies caused by the drone mobility.
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1.6 System Model
Different from Part I, the Part II of the thesis investigates routing and scheduling
protocols for multi-hop wireless networks with drones for an environmental monitoring
scenario as depicted in Fig. 1.4. Unlike in Part I, where more than one type of
network share common pool of radio resources, in Part II coexistence of networks
on the same spectrum is not considered. As shown in Fig. 1.4, the drone is used
to gather video data from the environment and transmit to a remote control center
through the ground relays. A novel routing protocol denoted as Hybrid Wireless Mesh
Protocol (HWMP) is proposed and evaluated. HWMP ensures quick and efficient
path discovery to the Remote Control (RC). Moreover, BackPressure (BP) routing
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and scheduling algorithms for multi-hop radio networks are studied considering a
similar scenario, and their performance evaluated. The BP is an algorithm which
relies on queue backlog differential metric for flow and link scheduling, and routing
decisions. To improve the long end-to-end delay performance which characterizes the
classical BP, a modified algorithm is proposed and evaluated.
In summary, this thesis investigates MAC and routing protocols design for 5G and
beyond radio networks considering: 1) Coexistence of heterogeneous networks, and
2) drones for environmental monitoring. In each of the scenarios, the protocols are
designed to capture the characteristics of the target network.
1.7 Structure and Contribution of the Thesis
This thesis is focused on MAC and routing protocols designs for radio networks. In
particular it addresses the design of protocols for coexistence of heterogeneous net-
works, and drones for environmental monitoring relying on Wireless Mesh Network
(WMN). It is structurally divided into two parts. Part I deals with coexistence of het-
erogeneous networks and consists of Chapter 2 and 3, while Part II deals with routing
and scheduling in multi-hop radio networks with drones, and consists of Chapter 4
and 5. In summary, the divisions of thesis and contribution can be summarised as
follows:
• Chapter 2 deals with coexistence of heterogeneous networks. In particular TDM
versus CSMA coexistence on the same radio channel is addressed. This chapter
is concerned with solutions for a single hop network. The problem is addressed
with MAC and packet length adaptation algorithms design. In respect to MAC
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protocols the work is focused on centralised scheduling algorithms for uplink
communications. A lot of attention is paid to the design of the protocols to
ensure that they capture the characteristics of these network scenarios. As
a contribution to the existing literature, a novel centralised scheduling algo-
rithm denoted as Neighbors-Aware Proportional Fair (N-PF), for the scheduled
(TDM) nodes is proposed and evaluated. N-PF takes into account the number
of potential CSMA neighbours to each of the scheduled node as apart of the
aggregate scheduling metric in order to improve on packet delivery rate and
goodput. Furthermore, packet length adaptation schemes solutions for mitigat-
ing collisions and enhancing the channel utilization index are investigated in
the chapter.
• Chapter 3 studies an extended heterogeneous scenario presented in Chapter 2.
In this scenario the scheduled nodes communicate in multi-hop in order to
reach the BS. The chapter is focused on the design of routing protocols for
the scheduled nodes which improve on the performance of the nodes in terms
of throughput and enhance coexistence. A novel routing protocol denoted as
Co-existence Aware (CA) is proposed and evaluated. The Co-existence Aware
scheme takes into account the presence of CSMA-based interferers on the link
as part of the link cost metric.
• Chapter 4 studies drones for video monitoring, relying on relays deployed on
the ground to reach a remote control center. The nodes communicate via IEEE
802.11s WMN. A single mobile drone is used to gather video from the ground
and to transmit data to the remote control center via multi-hop. This thesis is
focused on the design of routing protocols for efficient and quick path discovery
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which is a key requirement in video applications. As a contribution to the
existing literature, a novel optimized protocol denoted as Optimized Hybrid
Wireless Mesh Protocol (O-HWMP) is proposed and evaluated. The proposed
scheme outperforms the standard default protocol, i.e., Radio Metric-Ad Hoc
On Demand Distance Vector (RM-AODV) protocol, in terms packet success
rate and end-to-end delay performance.
• Chapter 5 addresses the problem of routing and scheduling in a scenario similar
to the one presented in Chapter 4. In particular, backpressure with FlashLinQ
routing and scheduling schemes are investigated for this scenario. In order to
improve the inherent weakness of backpressure algorithm of long end-to-end
delays a modified backpressure algorithm is proposed and evaluated.
• Chapter 6 provides general conclusions.
To the best of knowledge of the author, no prior research work in literature has
addressed the above mentioned points.
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Part I
Scheduling and routing in
heterogeneous Radio Networks

This part of thesis is focused on heterogeneous coexistence problem where users
with diverse MAC Protocols coexist on the same spectrum. The concern of the work is
the design of communication protocols for enhance the performance of the coexisting
networks. The problem is addressed with three different techniques namely, MAC
protocols design, packet-length adaptations schemes, and routing protocols design.
These solutions attempts to capture the characteristics of the scenario in order to
minimise interference and improve on radio resource utilization. Chapter 2 addresses
single-hop solutions, while Chapter 3 addresses multi-hop solutions.
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Chapter 2
Single-Hop Network Solutions
This chapter discusses communication protocols design solutions for a single-hop het-
erogeneous networks. In particular, the work is focused on the design of MAC and
Packet-length adaptations algorithms. MAC solutions have performance limit in re-
solving the coexistence challenge, and this motivates the need for combination of more
than one technique.
2.1 Introduction
The paradigm of spectrum coexistence allows users with diverse MAC protocols to
coexist on the same set of radio resources [24] based on some set of rules. This has been
prompted by the scarcity of radio spectrum, and the predicted exponential growth
of the devices to be connected to the internet via radio links generating huge traffic
volume in future networks. Currently, coexistence is addressed with contention-based
approaches [35] or cognitive radio approaches [36]. For fair and friendly coexistence
between the involved networks and to protect incumbent systems on the spectrum, the
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communication protocols must be designed in compliance with existing standardized
rules. The 3GPP [24], IEEE 802.19 [22], 802.22 [23], 802.11af [37] groups have focused
on addressing the issue.
The main challenge in the design of coexistence protocols is the presence of uncon-
trolled interference on the communication links. This occur due to lack of synchro-
nization and coordination between the coexisting networks making it impossible to
completely eliminate collisions and packet losses. In contention-based aided coexis-
tence, the problem of packet collisions is worsened by the hidden terminal problem [7].
However, for a scheduled network, it is possible to estimate which user in the network
is likely to have higher packet capture success probability if assigned a transmission
resource, and hence the need for designing appropriate scheduling algorithms. The
details of scheduling algorithms are never specified by radio standards but left as
vendor specific problem [38]. Moreover, collisions and channel underutilization could
be mitigated by optimal packet length adaptation algorithms.
Based on the above motivation, this chapter addresses a scenario, where two types
of users coexist on the same set of radio resources: scheduled users (hereafter denoted
as scheduled nodes) synchronized and coordinated by a BS, and uncoordinated users
(hereafter denoted as uncoordinated nodes), asynchronous with the BS and among
them. As shown in Fig. 1.3, scheduled nodes could be user equipment (i.e., cellular
users), while uncoordinated nodes could be things of the Internet of Things (IoT),
i.e., cars, machines, buildings, etc. [2]. The scheduled nodes rely on a centralised
resource allocation algorithm located at the BS for time slot assignment, while the
uncoordinated nodes rely on unslotted CSMA/CA protocol for channel assignment.
The aim to minimize the interference caused by uncoordinated nodes on the scheduled
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nodes. Collisions between scheduled and uncoordinated nodes may arise under three
circumstances:
• A scheduled node starts a transmission simultaneously with one or more unco-
ordinated nodes;
• Uncoordinated transmission(s) starts while scheduled transmission is still on-
going due to the hidden terminal problem;
• A scheduled transmissions starts while uncoordinated transmission(s) are still
ongoing.
In order to avoid starvation of the uncoordinated nodes, the scheduled nodes are
enforced to capture the channel at the beginning of slots for which they are assigned,
while uncoordinated nodes are allowed to capture the channel at any time when it is
deemed free according to the CSMA/CA procedure. Moreover, each scheduled node
occupy the channel only for a fraction of the slot assigned to it and then remains
silent for the remaining fraction to allow uncoordinated nodes to occupy the channel.
The time frame is designed as depicted in the Fig. 2.5.
In summary, the focus of the chapter is to design a centralised scheduling algorithm
and a packet length adaptation algorithm for improving the performance of the sched-
uled nodes while enhancing coexistence with other nodes. The work concentrates on
the performance of the scheduled nodes when immersed in a set of uncoordinated
nodes sharing the same spectrum. Therefore, it is important to underline that all
algorithms proposed are for the scheduled nodes, and designing new algorithms for
the uncoordinated nodes is out of scope of this work.
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Figure 2.1: Schematic showing LTE-CSAT/802.11 transmission timing.
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Figure 2.2: Schematic showing LTE-LBT/802.11 transmission timing.
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Figure 2.3: Taxonomy of coexistence schemes [39].
2.2 Related Literature
This section provides a brief review of literature on MAC protocols in general, het-
erogeneous coexistence of MAC schemes, and packet length adaptation schemes.
2.2.1 Coexistence of Heterogeneous MAC schemes
In the past, a lot of research studies have been done on coexistence of heterogeneous
access schemes. However, this topic continues to attract increasing interests from
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the scientific and industrial communities because of its promising potential in IoT
and beyond-5G networks. Authors in [39] classify the coexistence schemes into two
main classes: mediated and autonomous coexistence. In mediated class, there is a
network entity which serves as mediator between the coexisting networks to facilitate
fair coexistence and mitigate collisions. The mediator also helps to ensure tight
synchronization and coordination of the involved networks. This type of coexistence
is applicable when two or more Time-Division Multiplexing (TDM) systems share
common channel. On the other hand, autonomous coexistence does not need any
coordination of the involved networks. In this class we have TDM vs. CSMA and
CSMA vs. CSMA networks. The classification is summarised by the Fig. 2.3. This
chapter focuses on the TDM versus CSMA coexistence.
The 3rd Generation Partnership Project (3GPP) proposes two main mechanisms
for fair co-existence of LTE, WiFi and other technologies in the unlicensed spectrum:
Listen Before Talk (LBT) and Carrier Sensing and Adaptive Transmission (CSAT)
[35]. The CSAT scheme develops TDM frame with active and silent periods based on
long term carrier sensing. LTE BS transmits in active portions of time and vacates the
channel for other technologies in the silent portions of the frame. Therefore, CSAT
allows TDM-based nodes (LTE network) coexist with random access based nodes
(WiFi or other technologies) on the same channel. Figs. 2.1 and 2.2 depicts 3GPP
standardized protocols, the LBT and the CSAT respectively. Different from these
works, this research address the design of uplink centralised scheduling algorithms for
the scheduled nodes in a TDM vs. CSMA coexistence scenario.
There are several works in literature addressing spectrum sharing and coexistence
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using the cognitive radio technique [36]. This approach allows the coexistence of pri-
mary (licensed) users and the secondary (cognitive ) users on the same channel. The
secondary users opportunistically access under-utilized spectrum licensed to incum-
bent systems [40]. Authors in [41] study the problem of heterogeneous coexistence
between TDM and CSMA networks in TV White-Space (TVWS) spectrum, and ad-
dress hidden terminal problem with a beacon transmission mechanism. Centralized
scheduling in cognitive radio networks is studied in [42,43]. These works are different
from the studies carried out in this thesis because, according to the scenario un-
der study neither the scheduled nor the uncoordinated nodes rely on cognitive radio
principles to enhance coexistence.
The IEEE 802.15.4 MAC provides an option for a TDMA mode which operates
without carrier sensing. Authors in [44] study the problem of coexistence between
ZigBee and TDMA MAC and WiFi. The work proposes a new paradigm which relies
on busy tone signals to enhance the mutual observability between ZigBee and WiFi
in order to improve on coexistence. The Time-Slotted Channel Hopping (TSCH) pro-
tocol proposed in IEEE802.15.4e standard is expected to coexist with random access
schemes used by other technologies in the unlicensed bands [45]. TSCH-based de-
vices can mitigate interference and fading through channel hopping technique. Traffic
aware scheduling algorithm for reliable low-power multi-hop IEEE 802.15.4e networks
is studied in [46]. The authors propose a new scheme based on graph theory method of
matching and coloring. The Probabilistic TDMA (PTDMA) [47] and Z-MAC [12] pro-
tocols are hybrid access schemes which combine features of both TDMA and CSMA.
They are designed with the flexibility to switch between CSMA and TDMA based on
the state of contention in the network. According to these schemes, each node in the
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network is assigned a time slot to transmit but it could capture the channel on any
other slot after performing CSMA procedure. Similarly, authors in [48] propose an
hybrid MAC protocol for heterogeneous Machine to Machine (M2M) networks which
combine features of contention-based and TDMA schemes. A spectrum-aware cluster-
based energy-efficient routing hybrid scheme is discussed in [49]. In this scheme, the
TDMA and CSMA operate on different channels.
In summary, with respect to the MAC protocols, the scope of this chapter was
to design and evaluate a centralised resource scheduling algorithm for the scheduled
nodes in a scenario where scheduled nodes and uncoordinated nodes coexist on the
same set of radio resources. A new algorithm, called Neighbours-Aware proportional
fair, was proposed and its performance evaluated. The Neighbours-Aware propor-
tional fair algorithm takes into account both the channel quality information and the
number of the uncoordinated nodes neighbouring each of the scheduled nodes in the
aggregate scheduling metric to improve on the performance of the network in terms
of packet delivery rate and Jain index [50].
2.2.2 Packet Length Adaptation
The literature on packet length adaptation schemes is extensive, and especially on
802.11 WLANs [28,51]. However, very few works exploit packet size adaptation in an
heterogeneous coexistence of scheduled and uncoordinated nodes on the same channel
to enhance the performance of one or both of the user groups involved. Furthermore,
most of the existing works account only for channel errors which occur due to the time
varying SNR on links and neglect the effects of hidden terminals. In [26,52], Authors
propose a loss-based packet length adaptation algorithm for IEEE.802.11 WLANs
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with hidden terminals operating in a time-varying wireless channel. The Authors
have shown that, accounting for the effect of hidden terminals in the packet loss mod-
els can improve the throughput significantly. In [53], Authors consider IEEE.802.11b
WLAN under interference from IEEE 802.15.4 network. The authors demonstrate
that, packet length optimization can result in improved throughput in presence of in-
terference. Dynamic packet size optimization and channel selection for cognitive radio
sensor networks is studied in [54]. Finally, [27] studies frame aggregation schemes in
802.11n WLAN with channel errors, and proposes optimal frame size adaptation al-
gorithm.
In this chapter, a new packet length adaptation scheme, denoted as Channel-
Aware (CA), for the scheduled nodes is proposed and evaluated. The scheme takes
advantage of the capture effect phenomenon [55] to improve on goodput of the sched-
uled nodes. Nodes are assigned packet sizes depending on the position with respect
to the BS. The algorithm is clearly explained in Sec. 2.7. However, this algorithm
results in reduction of time meant for exclusive transmission by uncoordinated nodes
especially when scheduled nodes close to the BS are transmitting.
2.3 Contribution and Structure of the Chapter
This chapter makes contributions to the current problem of heterogeneous coexis-
tence. In summary, the contribution of the chapter include:
• A new problem where scheduled nodes coexist on the same pool of radio re-
sources with uncoordinated nodes;
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• A novel centralized resource scheduling algorithm, called Neighbors-Aware Pro-
portional Fair (N-PF), which takes into account the relative channel quality
metric, and the relative neighborhood metric accounting for the presence of un-
coordinated nodes in the cell is proposed and evaluated against a given bench-
mark based on PF scheduler;
• A novel packet length adaptation algorithm, called Channel-Aware (CA) algo-
rithm, is proposed and evaluated against a given benchmark scheme, denoted
as Discrete Uniform Distribution (DUD) algorithm.
The impact of CSMA parameters (e.g., CCA threshold, and Backoff Exponent (BE))
on the protocols, is also evaluated.
The rest of the chapter is organized as follows: Section 2.4 discusses Problem
Statement, Section 2.5 describes the system model, Section 2.6 describes the bench-
mark and the proposed scheduling algorithms, Section 2.7 describes the packet length
adaptation schemes, Section 2.8 describes the implementation, Section 2.9 reports nu-
merical results and, finally, Section 2.10 provides conclusions of the chapter.
2.4 Problem Statement
Due to the lack of synchronization and coordination between the scheduled and un-
coordinated nodes, collisions can not be fully avoided but could be minimized. Two
main types of collisions could arise: full overlap and partial overlap collisions. The
full overlap collisions arise when scheduled and uncoordinated nodes start transmit-
ting simultaneously, while partial overlap collisions occur when a scheduled or un-
coordinated node starts transmissions first and then interrupted by the other. The
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performance of a scheduled node strongly depends on the position of the node with
respect to the BS, and the number of uncoordinated nodes neighbouring the node,
i.e., the uncoordinated nodes whose the scheduled node is within the Carrier-Sensing
Range (CSR). Scheduled nodes experiencing bad channel conditions due fading and
the distance with respect to the BS, may perform very poorly in this kind of networks
depending on the number of uncoordinated nodes accessing the shared channel. The
problem is exacerbated by the presence of hidden terminals in the network. Poor
resource allocation algorithm can result into poor overall network performance. The
problem for the design of the scheduling algorithm can be stated as follows:
Problem. Given a set of scheduled nodes N , indexed as i = 1, 2, ..., N , sharing the
same channel with a set of uncoordinated nodesM, and a set of T time slots T , where
T < N . How should the scheduler assign slots to scheduled users at each scheduling
instance so as to maximize network throughput while ensuring long term fairness.
It is important to underline that: 1) in the problem statement above none of users
rely on cognitive radio principles for medium access, 2) this section describes only the
scheduling algorithm problem
2.5 System Model
2.5.1 Reference Scenario and Radio Resources
An uplink scenario in a single square cell of side L m, consisting of N scheduled nodes,
M uncoordinated nodes, a single BS placed in the center of the cell, is considered.
All nodes are randomly and uniformly distributed within the cell as shown in Fig.
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Figure 2.4: System model.
2.4. Radio resources are in the form of Time Division Multiple Access (TDMA) slots
(hereafter referred as slots). In particular, time is divided into frames, composed of T
slots, each subdivided into a equally sized sub-slots (see Fig. 2.5). When a scheduled
node is assigned a slot to transmit, its transmissions begin at the boundary of that
slot and occupies the channel only for a fraction of the slot,g sub-slots, leaving the
remaining fraction for possible uncoordinated nodes transmissions. Therefore with
this paradigm, a scheduled node can only access the channel in the first part of the
slot, while an uncoordinated node is not restricted and accesses the channel depending
on the CSMA/CA protocol.
2.5.2 Traffic Model
For the purposes of evaluation of the protocols we choose the Poisson arrival process
traffic model. According to the model, all nodes generate packets with arrival rate λ
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Figure 2.5: Time frame structure and packet transmission times.
[bytes/frame]. Regarding to the packet length, uncoordinated nodes transmit equal
length packets of L bytes, while scheduled nodes transmit fixed-length packets when
no packet length adaptation algorithm is used and variable packet length when packet
length adaptation algorithms are used. The packet length adaptations algorithms are
described in Section 2.7.
2.5.3 Channel and Packet Capture Models
Let PT and PR denote the transmit and received powers respectively, then PR is given
by:
PR[dBm] = PT [dBm]− PL[dB] (2.5.1)
where PL is the path-loss between the transmitter and the receiver. If we let i be
a network node connected to the base station, then i is affected by path-loss, PLi ,
according to the following model
PLi(d)[dB] = k0[dB] + k1 log10 d(i, BS)− γi[dB] (2.5.2)
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where k0 is the path-loss at 1 meter given by: 20 log10
4pi
Λ
, where Λ is the wave-
length and k1 = 10 · η, being η the propagation path-loss exponent dependent on the
environment, and d(i, BS) is the distance between user i and the base station. In
linear scale, γi is an exponentially distributed component with unit mean, accounting
for Rayleigh fading effect on the link.
It is assumed that a packet is correctly received if the conditions given below are
satisfied:
1) No Physical Layer (PHY) issues are present. For a given packet of interest, we
first compute the packet error probability, pe, due to PHY layer, assuming that no
forward error correction is applied, is given by
pe = 1− (1−BER)l (2.5.3)
where l is the number of bits transmitted (i.e., l = L ∗ 8), BER is the bit error rate,
which depends on the modulation scheme used. In the model a Quadrature Phase
Shift Keying (QPSK) modulation is adopted, and hence,
BER =
1
2
erfc(
√
SNR) (2.5.4)
where erfc is the complementary error function, and SNR is the signal-to-noise ratio
in linear units, given by
SNR = PR[W ]/Pn[W ] (2.5.5)
where Pn is the noise power. The PHY layer issues happens with probability pe.
2) If no PHY layer issues are present, then we check if SIR ≥ α for the entire
duration of packet transmission. Where α is the protection ratio (also denoted as
capture threshold) and SIR is the signal-to-interference ratio metric.
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Finally, we assume that an uncoordinated node i is a neighbor of a scheduled node
j if i can ’hear’ transmissions of j, that is: PR ≥ CCAthr, where CCAthr is the Clear
Channel Assessment (CCA) threshold. Let Njn = {1, 2, ..., nj} denote the subset of
all uncoordinated nodes neighboring j. The properties of Njn , i.e., cardinality of the
subset and its elements change according to the coherence time of the channel because
of Rayleigh fading effect on links. Therefore Njn has a minimum and a maximum
cardinality of 0 and M , respectively.
2.5.4 The CSMA/CA protocol
It is out of scope of this work to propose a novel CSMA/CA protocol; therefore, the
protocol whose flowchart is reported in Fig 2.6 is considered. Before transmission,
the contending nodes sense the channel to determine whether is busy or idle: the
channel is determined to be busy if the level of sensed power in the channel is above a
certain CCA threshold, CCAthr. At the beginning of backoff process for a given node,
the node selects randomly and uniformly a backoff delay time from the contention
window as
U ∼ [0, 2BE − 1] (2.5.6)
where U denotes uniform distribution, and BE is the backoff exponent set to a fixed
value (see Tab. 2.1). As in the case of many CSMA/CA protocols a maximum
number of backoff stages, NBmax, is imposed, after which the channel access attempt
is considered to have failed. Finally, retransmissions of lost packets are not considered.
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Figure 2.6: The CSMA/CA protocol.
2.6 Scheduling Algorithms
In this Section the benchmark protocol, that is Proportional Fair, and the proposed
solution are described.
2.6.1 Benchmark Scheduling Algorithm: Proportional Fair
Wireless networks are characterized by time varying channel conditions, which are
independent for different users. The proportional fair algorithm is designed to take
advantage of multi-user diversity, while maintaining comparable long term throughput
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for all users. Let Rj(t) denote the instantaneous data rate that user j can achieve
at time instant t, and Rj(t) be the average throughput for user j up to time slot t.
The proportional fair scheduler selects the user, denoted as j∗, with the best relative
channel quality according to the metric Rj(t)/Rj(t) for transmission. The average
throughput Rj(t) for all the users is updated as:
Rj(t+ 1) =
{
(1− β)Rj(t) + βRj(t), j = j∗
(1− β)Rj(t), j 6= j∗
(2.6.1)
where 0 ≤ β ≤ 1 and 1/β is the averaging time window [56]. By changing β the
scheduler can trade off between the throughput of the system and temporal fairness
among the users. In this work, Rj is computed according to the normalized Shannon
capacity formula as log2(1 + SNR).
2.6.2 Proposed Scheduling Algorithm: Neighbour-Aware
Proportional Fair
The PF algorithm is modified encapsulating into the scheduling metric the number
of uncoordinated nodes neighboring each scheduled node. At time instant t, our
proposed algorithm N-PF, selects the user, denoted as j∗, with the largest aggregate
scheduling metric given as:
Rj(t)
Rj(t)
∗
(
1
Ωj(t)
)ρ
(2.6.2)
where ρ ≥ 0 is an optimization constant used by the scheduler to emphasize or
de-emphasize relative neighborhood metric Ωj during scheduling. For ρ = 0, the
algorithm turns to be the PF algorithm. For higher values of ρ, the term 1/Ωj(t)
becomes predominant. For a given scheduled node j and with perfect knowledge of
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the number of its uncoordinated neighbors (nj(t)) at time instant t, Ωj(t) is given by:
Ωj(t) =

1−
(
nj(t)
M
)
, M > 0 & nj(t) 6= M
b, M > 0 & nj(t) = M
1, M = 0
(2.6.3)
where M is the total number of uncoordinated nodes deployed in the cell and b is an
arbitrarily small positive constant.
2.7 Packet Length Adaptation Schemes
The benchmark packet length distribution considered in this, that is, Discrete Uniform
Distribution (DUD), is described and then the proposed solution is reported.
2.7.1 Benchmark Scheme: Discrete Uniform Distribution
The benchmark packet length selection algorithm is based on a discrete uniform
distribution of packet lengths. In this scheme, a scheduled node selects a packet
length, L, to transmit according to
L ∼ U[Lmin, Lmax] (2.7.1)
where Lmin and Lmax are the minimum and maximum possible packet sizes in bytes
supported. The difference between two consecutive packet sizes in the ordered set is
a fixed constant ∆L which is set to Lmin in the rest of this chapter.
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2.7.2 Proposed Scheme: Channel-Aware Packet Length
Adaptation
In collision prone CSMA-based wireless networks with hidden terminals, packet length
adaptation schemes can play an important role in mitigating the effects of collisions.
Losses of long packets due to collisions can result in significant waste of network radio
spectrum and energy [57]. The probability of packet collisions and hence losses due to
the presence of hidden terminals increases with packets size. This can be attributed to
the fact that, when the packet length increases the set of hidden terminals for a given
node has to remain silent for longer time in order to avoid collisions. Similarly, as the
number of hidden terminals increases, the chance of collision and losses increases due
to the increased average number of transmissions from the set of hidden terminals.
In such a condition, small packets transmission are favourable, but if not carefully
optimized based on the wireless channel conditions, it can result in low network
throughput and channel under utilization.
The CA algorithm is designed for the scheduled nodes only. It aims at achieving
high throughput by assigning long packet transmission opportunities to those sched-
uled nodes within the Hidden Neighbour Free (HNF) area (see Fig. 2.4). The HNF
area is a circle, centered at the BS, where all scheduled nodes within that region do
not suffer from the hidden terminal problem resulting from the uncoordinated nodes
in the region. This is because all uncoordinated nodes in the HNF can sense any
scheduled transmission emanating from within the region. The radius of of HNF,
RHNF , is given by:
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RHNF =
R˜s
2
(2.7.2)
where R˜s is the approximated carrier sensing range in meters, computed by adding a
fading margin, γf :
R˜s = 10
PT−(CCAthr+γf )−k0
k1 [m] (2.7.3)
where k0 and k1 assume the same meaning as in eq. (2.5.2).
A scheduled node j belongs to the HNF area if the SNR estimated at the base
station (SNRj) based channel state information is greater than a given threshold (ξ),
i.e.,
SNRj ≥ ξ (2.7.4)
where ξ is the SNR threshold in dB given by:
ξ = PT − (k0 + k1 log10RHNF )− Pn (2.7.5)
and Pn is the noise power in dBm. Therefore, if the link quality of a given node j is
high such that SNRj ≥ ξ, the node is considered to belong to the HNF area regardless
of its physical location in the cell. Within HNF area almost all uncoordinated nodes
in the region can sense any ongoing scheduled transmission within the region and
refrain from accessing the channel. Moreover, the packet capture success probability
of the scheduled nodes in the region is very high even in the presence of concurrent
uncoordinated transmission(s) from outside the HNF area. The CA algorithm runs
within the BS to determine appropriate packet lengths for the scheduled nodes: nodes
in the HNF area are assigned maximum allowable packet length, Lmax, while those
outside the HNF area are assigned packet lengths randomly and uniformly distributed
between Lmin and Lmax, according to the DUD algorithm.
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2.8 Simulation Environment
2.8.1 Simulator and Parameters
A C++ simulator implementing the algorithms and the system model described above
has been used. The scenario implemented consist of a square cell of length 1000 m,
a single BS placed at the center of the cell, and variable number of scheduled and
uncoordinated nodes which are randomly and uniformly distributed in the cell. It is
assumed that all nodes have omnidirectional antennas. There is a single frequency
channel which is partitioned into time frames with each frame consisting of 10 equal
slots. Each slot is further subdivided into 200 equal sub-slots of 80µs duration.
Within each sub-slot only 10 bytes of traffic can be transmitted. The path-loss is
computed as given by the path-loss model in equation (2.5.2) with k0 and k1 set to
40.7 dB and 30, respectively. For both types of nodes the traffic arrival rate is set to
500 bytes per frame. Uncoordinated nodes always transmit packets of fixed length set
to 50 sub-slots (i.e., 500 bytes), while scheduled nodes transmit either fixed-length or
variable-length packets depending on whether the packet adaptation algorithm is used
or not. The resource scheduling algorithm runs at the beginning of each new frame.
Each scheduled node requesting for resources is assigned a maximum of one slot per
frame. The parameters of the CSMA/CA protocol and other default parameters used
in this simulation are summarized in Table 2.1. A single simulation consists of 1000
frames. Results are averaged over 10 different simulation scenarios, characterized by
different nodes’ positions in the area.
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Table 2.1: Default Simulation Parameters
Parameter Value
β 0.1
M 50 nodes
N 100 nodes
Packet length 50 sub-slots
Lmax 200 sub-slots
Lmin 10 sub-slots
S 1000 m
Fade margin (γf ) 5 dB
Bit Rate 1 Mbps
SIR threshold (α) 3 dB
BS height 20 m
NBmax 10
CCA threshold (CCAthr) −85dBm
CCA duration 8 sub-slots
Contention Window (CW) 31 sub-slots
1 sub-slot 80µs
BE 5
b 0.1/M
Channel coherence time 10 slots
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2.8.2 Performance metrics
1. Jain Index (JI) [58], given as
Jain Index =
( N∑
j=1
xj
)2
/
(
N
N∑
j=1
x2j
)
(2.8.1)
where xj is the average number of radio resource units i.e., slots, allocated to
user j within an interval of 1000 frames.
2. Packet Delivery Rate (PDR) is given by:
PDR =
no of successful packets
no of transmitted packets
∗ 100 (2.8.2)
3. Blocking Rate (BR): if we let UA be the number of unsuccessful channel
access attempts and TA be the total number of channel access attempts, where
a channel access attempt is unsuccessful if a node fails to capture the channel
after reaching maximum allowable retries, then BR is then given by:
BR =
UA
TA
∗ 100 (2.8.3)
BR estimates the level of inhibition in the access to the channel suffered by
CSMA-based nodes.
4. Network Goodput (NG) is given by:
NG =
correctly received bits in N frames
time duration for N frames
where at the numerator we have the sum of the number of bits correctly received
at the BS when transmitted by the N scheduled nodes (NG for scheduled nodes)
or by the M uncoordinated nodes (NG for uncoordinated nodes).
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5. Channel Utilization Index (CUI) is given by:
CUI =
Aggregate Goodput
Bit Rate
where aggregate goodput is the total network goodput (i.e., sum of the network
goodput of scheduled nodes and uncoordinated nodes).
2.9 Numerical Results
2.9.1 N-PF Algorithm Performance Assessment
This subsection compares the results obtained for the N-PF algorithm and the bench-
mark algorithm, Proportional Fair, obtained by setting ρ = 0 in the N-PF algorithm.
Packet length adaptation scheme is not applied, therefore both the scheduled and the
uncoordinated nodes transmit packets of fixed length.
Fig. 2.7 shows the packet delivery rate for the scheduled nodes versus ρ for
different number of uncoordinated nodes. From the figure it is evident that N-PF
algorithm achieves up to 35% gain compared with PF algorithm in all cases. Fur-
thermore, the PDR increases with ρ and decreases when increasing the number of
uncoordinated nodes, M . The former trend is due to the fact that, for higher values
of ρ, the scheduler selects the nodes with the largest value of 1/Ωj (i.e., having the
largest number of neighbors, nj), which results in minimizing collision loss probability.
The latter trend is attributed to the fact that packet collisions rise when increasing
M . Fig. 2.8 shows the impact of packet length on packet delivery rate. The PDR
of scheduled nodes increases by decreasing packet length, because of lower collisions
probability.
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Figure 2.7: Packet delivery rate of the scheduled nodes with K = 100, CCAthr =-85
dBm, L = 50 sub-slots and different values M .
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Figure 2.8: Packet delivery rate of the scheduled nodes with K = 100, M = 50,
CCAthr =-85 dBm, and different packet sizes.
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Figure 2.9: Packet delivery rate of the scheduled nodes with K = 100, M = 50 and
different values of CCAthr.
Figs. 2.9 and 2.10 show the impact of CSMA parameters (BE and CCA threshold)
on the scheduler. As can be seen, the performance of N-PF compared to the PF
algorithm improves with decreasing CCAthr. For example, in the case of CCAthr
equal to -90 dBm the gap between N-PF and PF algorithms in terms of PDR can be
up to 50%. Furthermore, as a general trend for all the cases, packet delivery rate of the
scheduled nodes increases when decreasing CCAthr and increasing BE because: a)
decreasing CCAthr results in lower average number of hidden neighbors per scheduled
node, b) increasing BE spreads the channel access time for the uncoordinated nodes
in a larger time window, hence reduces losses.
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Figure 2.10: Packet delivery rate of the scheduled nodes with K = 100, M = 50,
CCAthr =-85 dBm and different values of BE.
2.9.2 Results With CA and DUD Schemes
In this subsection results were obtained by applying CA and DUD packet length
adaptation schemes together with the N-PF resource allocation algorithm.
Fig. 2.11 shows the network goodput for scheduled and uncoordinated nodes when
varying ρ, for different values of CCAthr. This metric increases with ρ for scheduled
nodes, demonstrating that the term 1/Ωj(t) in eq. (8) strongly impacts the goodput.
On the other hand, when increasing ρ, larger priority is given to scheduled nodes
having more neighbors, resulting in having more uncoordinated nodes refrained from
accessing the channel. Therefore, NG for uncoordinated nodes decreases with ρ. This
is demonstrated also in Fig. 2.13, where the blocking rate for uncoordinated nodes is
shown as a function of ρ: as expected BR increases with ρ.
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Figure 2.11: Network goodput with CA and DUD algorithms, for K = 100, M = 100
and CCAthr =-90 dBm.
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With reference to the comparison between CA and DUD packet length algorithms,
in Fig. 2.11 It seen that CA always improves the goodput for scheduled nodes,
because of the effect of transmitting longer packets. On the other hand, CA worsens
performance for uncoordinated nodes, since it gives more priority in the access to the
channel (i.e., longer packets) to scheduled nodes. As shown in Fig. 2.13, in fact, the
blocking rate for uncoordinated nodes increases when using CA.
Similar results/behaviours can be seen also in Fig. 2.12 showing the effects of
using N-PF and CA on the packet delivery rate: PDR for scheduled nodes increases
with ρ, while it decreases for uncoordinated nodes. In the figure we can also see that,
as expected, the packet delivery rate of both, scheduled and uncoordinated nodes,
decreases with increasing the number of uncoordinated nodes, due to larger collision
rate. Fig. 2.11 also shows the notable improvement of the goodput that can be
reached when using N-PF w.r.t. to the case of PF (ρ = 0), when CA is used; this
improvement is much larger than the worsening obtained for uncoordinated nodes.
This is demonstrated also in Fig. 2.14, where the overall channel utilization index as
a function of ρ is shown. As can be seen, both the use of N-PF and CA improve the
channel utilization.
Regarding the impact of the CCAthr, in Fig. 2.14 it is shown that the channel
utilization increase by decreasing the CCA threshold, since scheduled nodes may
’hear’ more uncoordinated nodes. This results again in increasing the blocking rate
for uncoordinated node, shown in Fig. 2.13.
Finally, Fig. 2.15 reports the Jain index for N-PF with CA and DUD algorithms
as a function of ρ, for different values of the CCA threshold. In all cases there
exists an optimum value of ρ maximizing the Jain index. In fact, when ρ is low, the
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Figure 2.14: Channel utilization index with CA and DUD algorithms, for K = 100,
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scheduling metric is mainly affected by the first term of eq. (8), while the term 1/Ωj
only introduces an additional randomness into the scheduling algorithm, resulting in
increasing fairness when ρ increases. When ρ becomes large, the impact of the second
term in eq. (8) is predominant and a further increasing of ρ results in lower Jain
index, since the N-PF algorithm tends to unfairly treat nodes. N-PF, in fact, gives
more priority to scheduled nodes with a larger set of neighbors. Moreover, the optimal
value of Jain index shifts to the right with decreasing CCAthr: when decreasing the
CCA threshold, the sensing area of nodes increases, reducing border effects, and
resulting in larger fairness. Moreover, we can note that when ρ is lower than the
optimum value, CA is slightly better than DUD, due to the randomness introduced
by CA algorithm on N-PF algorithm. While for large values of ρ the trend reverses
and N-PF with DUD outperforms CA, because CA introduces additional disparity in
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Figure 2.15: Jain Index of the scheduled nodes with CA and DUD algorithms, for
K = 100, M = 100 and different values of CCAthr.
resource allocation.
Finally, note that by properly setting the value of ρ N-PF allows the improvement
also of fairness w.r.t. the PF algorithm.
2.10 Conclusions
This chapter presented a novel centralized scheduling algorithm for resource assign-
ment in a scenario where scheduled nodes coexist on the same pool of radio resources
with uncoordinated nodes. Through simulations it has been demonstrated that, the
N-PF algorithm outperforms the benchmark algorithm, that is proportional fair, in
terms of network goodput, packet delivery rate and channel utilization, without com-
promising fairness. Moreover, channel-aware packet length adaptation algorithm,
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which allows to further improve the network goodput when compared to the discrete
uniform distribution packet length selection scheme has been proposed and evalu-
ated. Finally, the effect of different CSMA parameters, as the backoff exponent and
the CCA threshold have been discussed. Results show that the performance improve-
ment of N-PF algorithm in terms of Jain index and channel utilization, compared to
PF algorithm, increases with decreasing CCAthr. In conclusion, by properly setting
ρ, N-PF with CA can achieve, with respect to PF with DUD, a gain of 800% in terms
of network goodput for scheduled nodes, 133% in terms of channel utilization and
50% in terms of Jain Index.
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Chapter 3
Multi-Hop Network Solution
Chapter 2 dealt with solutions for single-hop coexistence network. This chapter deals
with coexistence of heterogeneous networks where the scheduled nodes communicate
with BS in multi-hop fashion. The chapter is focused on the design of both routing
and scheduling protocols, for such scenario.
3.1 Introduction
Multi-hopping technique provides several advantages when addressing coexistence
of networks. First, if no power control is applied, short-hop communications can
result in higher packet capture success probability in presence of interference resulting
other networks. This is due to the fact that, when the transmit power of nodes is
fixed, the received power of the useful link, and hence Signal-to-Interference Ratio
(SIR), is higher in the case of short-range communications than in the case long-
range communications because of reduced path-loss. Second, the technique allows
for extension of network coverage so as to allow users far away from the BS or sink
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to be connected. Thirdly, when scheduled users are configured to communicate in
short-hops without applying power control, the user density could be increased. This
is because short-range links can tolerate more interference than long-range links.
Finally, if power control is applied and the scheduled users configured to transmit
in short hops, the performance of CSMA users can be improved due to the effect of
reduced interference, and this enhances fair and friendly coexistence.
As in the case of Chapter 2, the chapter addresses a scenario where scheduled
nodes coexist on the same spectrum with CSMA-based nodes generating interfer-
ence. Different from Chapter 2, this Chapter is multi-hop communications for the
scheduled nodes is included. The aim is to design scheduling and routing protocols
for the scheduled nodes accounting for the presence of uncoordinated nodes. To this
aim, a novel routing scheme, based on a novel link cost metric, hereafter denoted as
Coexistence-Aware (CoA) metric is proposed. CoA is designed accounting for both,
the number of potential interferers around the receiver and the power received over
the link. The best path is computed by searching for the path which is characterised
by the minimum total cost. The output of the routing scheme is a set of paths which
serves as input to the Multi-Link Proportional Fair (MLPF) scheduling scheme, which
assigns time slots to nodes considering the bottle-neck links (i.e., links with the lowest
possible achievable rates according to Shannon formula). The MLPF is a modified
version of the algorithm presented in [59], where the level in the tree of the node (i.e.,
its distance in number of hops to the BS (root of the tree)) to be scheduled is taken
into account as part of the aggregate scheduling metric. For the benchmark scheduler,
the algorithm presented in [59] is considered while for the benchmark routing scheme
the Dijkstra’s algorithm with Received Power Aware (RPA) metric is considered.
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3.2 Related Literature
In the current state of art studies on coexistence of heterogeneous networks have fo-
cused on single-hop networks and especially the design of MAC protocols. Designing
routing protocols for heterogeneous networks is related to the design of interference-
aware routing. Despite some initial efforts, these protocols are quite challenging to
design because it is not yet clearly understood how to best capture the effects of
interference in the protocol design. Authors in [60] analytically model the effect
of interference on data reception probability and apply the model in the design of
interference-aware routing protocol. [61] studies interference-aware routing in energy
constrained cognitive ad hoc radio networks. The authors consider the area of overlap
between coverage areas of the secondary and primary users as a routing metric. In [62]
Authors propose propose interference aware routing metric for WMN. The proposed
metric takes into account both inter-channel and intra-channel interference. [63] Stud-
ies interference-aware multi-hop path selection for D2D in cellular networks.
To the best my knowledge, there is no existing works in literature which has
addressed the coexistence problem between TDM and CSMA nodes with routing
protocol design.
3.3 Contribution and Structure of the Chapter
This chapter contributes to the literature of scheduling and routing protocols for het-
erogeneous coexistence scenarios. The contributions of the chapter can be summarised
as follows:
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• A novel path selection metric known as Coexistence-Aware metric is proposed
and its performance evaluated. The metric aims at limiting the interference
caused by uncoordinated nodes on the scheduled nodes, when considering an
heterogeneous scenario where nodes are sharing the same spectrum.
• Multi-Link Proportional Fair scheduling scheme is proposed and its performance
evaluated. The scheme relies on the output of Dijkstra’s algorithm to assign
resources to scheduled nodes, accounting for the traffic generated by nodes and
their level in the tree.
The rest of the chapter is organised as follows: Section 3.4 describes the system
model, Section 3.5 describes the benchmark and proposed routing schemes, Section
3.6 describes the scheduling algorithms, Section 3.7 describes the simulator setup
and performance metrics, Section 3.8 provides numerical results and discussions, and
finally Section 3.9 provides conclusions of the chapter.
3.4 System Model
3.4.1 Reference Scenario
The single hop scenario reported in Chapter 2 under System Model section, is ex-
tended to a multi-hop scenario as shown in Fig. 3.1. In this case, the scheduled nodes
communicate in multiple hops to reach the BS.
The following definitions are given.
Definition 1 (Average Received Powers Matrix ). We define as P
R
= [PRi,j ]i,j∈{0,..,N}
the (N + 1) × (N + 1) matrix, where PRi,j is the average power received by node
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Scheduled Node Uncoordinated Node 
Figure 3.1: Heterogeneous multi-hop scenario.
j when node i is transmitting and considering the N scheduled nodes and the BS.
PRi,j = 0 for i = j. Power values are averaged over fading effects.
It is assumed that the BS is centrally aware of the Average Received Powers
Matrix.
Definition 2 (Connectivity Graph). We define the directed weighted graph rep-
resenting the network, also known as Connectivity Graph, as G = (V,E), where
V = {v0, v1, .., vN} is the set of vertices of the graph, corresponding to the N nodes
in the network plus the BS; E is the set of edges, ei,j, joining vertex i to vertex j.
An edge from i to j (vi → vj) exists if SNRi,j ≥ , where SNRi,j = PRi,j2N0Rb , N0 is
the noise bilateral power spectral density, Rb is the bit rate and  is the minimum
requested signal-to-noise ratio. The BS is denoted as v0.
Definition 3 (Adjacency Matrix of the Connectivity Graph). We define as W =
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[wi,j]i,j∈{0,..,N} the (N + 1) × (N + 1) matrix, having as elements the weights of the
links connecting each couple of vertexes i, j. These weights will be properly designed
(see below).
3.4.2 Traffic and Packet Capture Models
All nodes generate packets according to a Poisson arrival process with arrival rate λ
[bytes/frame] and each packet occupy g sub-slots as shown in Fig. 2.5. The channel
model is as reported in chapter 2 under Sec. 2.5.
We assume that a packet is correctly captured at the receiver if SNRi,j ≥  and
SIRi,j ≥ α. Where α is the protection ratio and SIRi,j is the signal-to-interference
ratio, given by:
SIRi,j =
PRi,j∑
k∈(all interferers) PRk,j
(3.4.1)
where k is an uncoordinated node interfering on the link i, j.
We account for the fact that if the transmission of a node in the tree does not
succeed, all packets generated/forwarded by the children of that node will be lost.
3.4.3 CSMA/CA Protocol
The uncoordinated nodes implement the CSMA/CAprotocol described in chapter 2
under Section 2.5.
3.5 Routing Protocols
The following definitions are given.
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Definition 4 (Paths). We define as p the paths matrix, where the i-th line, p[i]
represents the path of node i (i.e., the set of nodes connecting i with the BS).
Definition 5 (Paths Costs). We define as h = [hi]i∈{0,..,N} the (N+1)-element vector
including the total cost of the path connecting node i to the tree root. The cost of a
path is defined as the sum of the weights of all links in the path. The path cost for
the BS (i.e., the root of the tree) is equal to zero.
Therefore, the routing problem consists in the following. Given the connectivity
graph, G = (V,E), the related adjacency matrix W and the vertex representing the
BS, find out the path matrix, p, which minimizes the path costs.
To this aim the Dijkstra’s algorithm is considered, a very well-known solution
for deriving paths, between a set of nodes and a single-destination (the sink in this
case ), characterised by the smallest sum of link weights [64]. As is well known, the
algorithm results in a tree, rooted at the BS, that is optimal, since minimises the
sum of weights along the paths from any node to the root. Therefore, the routing
problem consists in a proper design of the links weights, possibly accounting for the
interference generated by the uncoordinated nodes.
3.5.1 Benchmark Routing Scheme: Received Power-Aware
(RPA)
The benchmark is a linear and monotonically decreasing link cost function provided
in [65] and the Dijkstra’s algorithm. The authors studied the scheme in centralized
wireless sensor networks. The motivation for chosing the scheme was due to the
limited literature on routing protocols for heterogeneous coexistence, and easy imple-
mentation of the algorithm due to ready availability of the source. According to the
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algorithm the link cost function is given as
wi,jRPA = wmax −
(PRi,j − PRmin) · (wmax − wmin)
(PRmax − PRmin)
(3.5.1)
where the maximum and the minimum link weights, wmax and wmin respectively, are
to be set [65]. On the other hand, PRmin = mini,j PRi,j and PRmax = maxi,j PRi,j are
the minimum and maximum values, respectively, of the elements of the matrix P
R
in
dBm units.
The Dijkstra’s algorithm takes as an input the adjacency matrix W whose entries
are computed according to equation (3.5.1), and then outputs the minimum cost
paths p, composed of a of the set of links connecting all the nodes to the BS.
3.5.2 Proposed Routing Scheme: Coexistence-Aware (CoA)
The proposed scheme attempts to address the problem of interference in an het-
erogeneous coexistence scenario described in this thesis. Each scheduled link ei,j is
characterised by a set of uncoordinated nodes, Ui,j, which are not generating harmful
interference, that is they may transmit together with vi without causing harmful inter-
ference. Therefore, an uncoordinated node, m, will belong to Ui,j if PRi,j/PRm,j ≥ α.
For M > 0, we define a new link cost wi,jCoA , based on number of potential
interferers on the link as
wi,jCoA = wi,jRPA ·
(∣∣∣∣ log10
∣∣Ui,j∣∣
M
∣∣∣∣)ρ, (3.5.2)
where |Ui,j| is the size of Ui,j and ρ is an optimization parameter to trade-off the
average number of hops in the network and packet delivery rate.
Therefore, in absence of uncoordinated nodes or ρ = 0 the coexistence aware
metric switches to the benchmark metric, wi,jRPA . When ρ increases the routing
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protocol tends to favour routes with few potential interferers.
3.6 Scheduling Algorithm
Once the routing stage has been completed and the paths matrix has been found, the
problem of resources assignment is addressed considering the Multi-Link Proportional
Fair (MLPF) algorithm.
In a single hop network, the scheduler selects the set of users with the best relative
metric, si(t) =
Ri(t)
Ri(t)
. Where Ri(t) and Ri(t) are the current achievable rate and
the past average rate of user i at scheduling time instant t, respectively. In this
chapter, we compute Ri(t) according to the normalised Shannon formula given as
Ri(t) = log2(1 + SNRi,j), where j is the parent of i in the tree (i.e., j = p[i, i + 1]).
On the other hand, Ri(t) is computed as an exponential moving time average and it is
given as by equation (2.6.1). The motivation for chosing proportional fair scheduling
in this thesis is because the algorithm has already been proved in literature to be
throughput optimal [66].
To extend the proportional fair scheme described above to the case of multi-hop
the approach presented in [59] is modified. At each scheduling instant t, the scheduler
assigns resources to nodes considering the path matrix p and the available resources.
If node i is selected by the scheduler at time instant t as the next user to be scheduled,
all links on the path from i to the BS (i.e., p[i]), are first assigned time slots, before
another user k on a different path is scheduled (refer to Fig. 3.2). Therefore, this
scheme considers a path-by-path scheduling.
Moreover, in order to take into account the fact that nodes nearer to the BS may
be requested to transmit more packets (they have to forward packets coming from
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BSNode j
Node j path
Queued Packets
Transmitted Packets
Aggregation
Figure 3.2: Data aggregation strategy: an example with η = 3 packets.
their children in the tree), the scheduling metric is modified as follows:
si(t) = min
i∈p[i]
Ri(t)
Ri(t)
· 1
lξ
(3.6.1)
where l represents the level at which the node is (at l = 0 we have the BS, at l = 1
we have the children of the BS, etc.), and ξ is a design parameter to be properly set.
The above equation accounts for the fact that in the case of multi-hop the scheduling
metric of a path corresponds to that of the bottleneck link of the path p[i] at time
instant t.
Note that by increasing ξ, we give more priority in the channel access to those
nodes nearer to the BS.
Finally, we assume that each scheduled node in the tree may aggregate up to η
packets, therefore a node may compress up to η packets into g sub-slots, without
loosing information. In case the queue contains more than η packets, more resources
should be assigned to the node. Note that the case η = 1 corresponds to the absence
of data aggregation. The aggregation strategy is shown also in Figure 3.2.
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3.7 Simulation Environment
3.7.1 Simulator and Parameters
For performance evaluation we developed a C++ simulator implementing our system
model, routing and scheduling algorithms. 200 scheduled nodes and 100 uncoordi-
nated are randomly and uniformly distributed in the square cell. The channel is
divided into frames with each frame containing 10 slots. Each slot is further sub-
divided in 200 sub-slots. All nodes generate traffic according to Poisson’s arrival
process at a rate of 500 bytes per frame (1 packet per frame). For the benchmark
scheme the parameters wmax = 100 and wmin = 1 are adopted as given by authors
in [65]. Other parameters are specified in Tab. 3.1. Results are obtained by averag-
ing over 100 different scenarios, where a single scenario is characterized by different
positions of nodes and fading samples.
3.7.2 Performance metrics
1. Average number of Hops: This mean number of hops required to deliver
packet from the source to the BS.
2. Packet Delivery Rate: this is the fraction of the transmitted packets which
is correctly received at the BS, and expressed as %.
3. Throughput, given by
Throughput =
Received bits in 1000 frames
Duration for 1000 frames
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Table 3.1: Default Simulation Parameters
Parameter Default Value
L 1000 m
N 200
M 100
PT 20 dBm
β 0.5
k0 41 dB
k1 30
λ 1 packet/frame
α 3 dB
 5 dB
BS height 20 m
NBmax 10
CCAThr −90 dBm
CW 31 sub-slots
BE 5
Rb 1 Mbps
N0 10
−20 W/Hz
T 10
a 200
g 50
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Figure 3.3: Throughput of the scheduled nodes with Packet Aggregation (η) set to 1
and 5.
4. Jain Index (JI), the metric for measuring the fairness of a scheduler in resource
allocation. It is given by equation (2.8.1).
3.8 Numerical Results
The performance of CoA routing metric with respect to RPA metric is reported in
Figs. 3.3, 3.4, 3.5, and Tab. 3.2. The performance of the two routing metrics is
compared using the MLPF scheduler, i.e., by setting the scheduler coefficient ξ =
0, in the equation (3.6.1). As discussed in the Sec. 3.5, the performance of the
benchmark routing scheme is obtained by setting the coefficient ρ = 0. Fig. 3.3
reports the throughput performance of the CoA routing scheme with and without
packet aggregations (η set to 1 and 5 packets respectively). As shown in the Figs.
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Figure 3.4: Packet delivery rate of the scheduled nodes with Packet Aggregation (η)
set to 1 and 5.
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Figure 3.6: Throughput performance for different values of coefficient ξ.
Table 3.2: Average Number of Hops
Coefficient (ρ) Hops
0 2.24
0.25 5
0.5 7.1
0.75 8.5
1 9.45
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3.3 and 3.4, throughput and packet delivery rate increase with the coefficient ρ, i.e.,
from ρ = 0 (benchmark) up to ρ = 1. This is due to the fact that, as ρ raises the
CoA scheme tends to favour routes with fewer number of potential interferers. Fig.
3.3 also shows an improvement in the network performance when packet aggregation
is applied compared to the case when no packet aggregation is used. This trend can
be attributed to the effect that, with packet aggregation the scheduled paths tend
to transport more information than when no aggregation is applied. Considering the
case of packet aggregation (η = 5 packets), the CoA algorithm results in throughput
gain of 122.6% in respect to the benchmark routing protocol. However, these gains
are achieved at a cost of increased number of hops as depicted in Tab. 3.2. In this
case, number of hops is not affected by the parameter η.
Fig. 3.5 reports the effect of the number of uncoordinated nodes on the general
performance of the scheduled nodes, and CoA routing scheme. From the figure, it
is evident that, the throughput decreases with increasing number of uncoordinated
nodes due to increased chances of collisions.
Finally, the performance of the proposed MLPF scheduler in comparison with the
Benchmark MLPF scheduler is reported in Fig. 3.6. The results for the MLPF, which
is the benchmark scheduler, are obtained when the scheduling coefficient ξ = 0. The
values were obtained with the routing coefficient ρ = 1. As the scheduler coefficient
ξ is raised from ξ = 0 to ξ = 2, the network throughput increases. This is due to
the effect that the scheduler tends to favour nodes closer to the base station (i.e.
those with fewer hops) and hence higher packet success probability. Considering the
case with packet aggregation, the proposed scheduling algorithm results in 40.2%
improvement in throughput. In general, the MLPF scheduler is very fair and the
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Jain index does not vary with the routing coefficient ρ or the scheduler coefficient ξ.
in all cases reported above, the Jain index was approximated to be 0.9.
3.9 Conclusion
In this chapter addressed the problem of routing and scheduling in a coexistence sce-
nario where scheduled nodes and uncoordinated nodes use the same channel. A novel
routing scheme, denoted as CoA, has been proposed and its performance evaluated.
CoA takes into account the set of potential uncoordinated nodes interfering on a
given scheduled node together with received power aware metric. It has been shown
that CoA scheme can tuned to trade-off the achieved network throughput and the
average number of hops. Furthermore, the proposed scheme is used sequentially with
Multi-Link Proportional Fairness algorithm to ensure that nodes are scheduled fairly
without compromising throughput. Results show that, considering the case when
M = 100 ξ = 0, and η = 5 the CoA scheme can achieve up to 122.7%, and 46.7%
gains in terms of throughput and packet delivery rate respectively compared to the
benchmark scheme (RPA).
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Part II
UAV-based beyond 5G networks

Chapter 4
IEEE 802.11s Wireless Mesh
Solution for Drone-Based
Monitoring Applications
This chapter is concerned with the use of mobile drones in environmental monitoring.
Due to drone mobility, it relies on relays deployed on the ground for reliable con-
nectivity. The drone, relays and the control center are equipped with IEEE 802.11s
interfaces to facilitate WMN formation. The aim of this Chapter is to design rout-
ing protocols for fast, reliable and resource efficient connectivity of the drone to the
control center in order to meet the end-to-end delay requirement of video applications.
4.1 Introduction
WMN consists of a set of nodes interconnected with each other via radio links forming
mesh topology. This type of radio networks provide an efficient and cost effective way
to deploy large communication networks and to interconnect separated heterogeneous
networks [67]. Besides the low cost and high performance, WMNs can be dynami-
cally self-organized, self-healed and self-configured, and therefore, they can be easily
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deployed and maintained.WMNs can be used in wide range of applications, such as
video surveillance networks, home and community broadband access networks, mili-
tary applications, etc.
Driven by the need for standardization of WMN, the IEEE 802.11s standard was
developed [68] to extend the coverage of IEEE 802.11 WLANs. The standard is simply
an extension of the IEEE 802.11 to support mesh forming capability. The design of
WMN need to address the problem of collisions and reliable network connectivity. In
multi-hop networks with CSMA-based MAC, the problem of collision is larger than in
the case of single-hop networks because nodes connected with multiple links are out
of visibility of each other. This problem is exacerbated with increased densification
of mesh nodes. To resolve collisions, the standard proposes a distributed contention-
free protocol, the Mesh Coordination Function (MCF) Controlled Channel Access
(MCCA), besides the contention based MAC protocol, EDCA, of the IEEE 802.11
WLANs. In respect to connectivity, the standard proposes Hybrid Wireless Mesh
Protocol (HWMP) which works on top of layer 2 of the protocol stack. The protocol
is designed to work in the layer 2 instead of layer 3 in order to: facilitate exchange of
routing metrics between physical layer (PHY) and MAC layer [69]; and to hide the
complexity of the path determination from the upper layers such that all devices are
seen to be a single hop away [70]. However, in order to address diversity of applications
that follow IEEE 802.11s the standard gives a provision for vendor specific routing
protocols.
As shown in Fig. 4.1, the IEEE 802.11s WMN architecture consists of four main
types of nodes: basic Station (STA), Mesh Point (MP), Mesh Access Point (MAP),
and Mesh Portal Point (MPP). A STA is a legacy IEEE 802.11 node which can only
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Figure 4.1: IEEE 802.11s WMN Architecture.
communicate via an Access Point (AP) and lacks capability to act as relay for other
network nodes, while a MP is a network mesh node which can generate and forward
its own traffic as well as relaying traffic for other mesh nodes. MAP is a MP with
additional capability to serve as an AP for the IEEE 802.11 legacy nodes, and a MPP
is a mesh point which serves as a gateway to the external networks. According to the
standard, there are two modes of operation of a WMN: infrastructure mode, where
nodes communicate through the AP, and ad-hoc mode, where nodes communicate
among them without an AP relying on the principles of generic ad-hoc networks.
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WMN is a promising technology for many drone-based applications. This is mo-
tivated by the key features of this type of radio networks such as low cost, fast
deployment and maintenance. The WMN is able to facilitate connections of a serv-
ing drone to a remote control center. Moreover, in a WMN, the drones can aid in
performing other network functionalities such as acting as a data collection point,
Mesh Aerial Relay (MAR), MAP, and Internet gateway. The drone could intercon-
nect with other drones or ground nodes to form an ad hoc network. It is well known
under channel modelling that, when a drone acts as a relay or a MAP it is able to
cover a wide area on the ground due to the high probability of line-of-sight commu-
nication. The coverage increases with drone height up to when the optimal height
is reached [30], [71]. This is very advantageous because it results in reduction of the
number of nodes needed to provide reliable multi-hop connectivity, and reduction in
energy consumption of the aerial nodes. However, unless well designed, WMN may
not meet the needs for real-time applications such as video surveillance and hence can
result to degraded performance. This is because video applications have stringent de-
lay constraints which must be respected, but due to ineffective MAC and routing
policies WMN may not guarantee these requirements.
This thesis addresses the problem of routing in IEEE 802.11s WMNs for drone-
based monitoring applications. The scenario considered consists of a drone moving
in a given field of interest gathering video from the environment and transmitting
to a remote control center via ground mesh nodes. The ground mesh nodes are
static, and therefore, the network consists of both, mobile and static components.
The dynamic component consists of the drone(s) while the static component consists
of ground mesh nodes. Taking advantage of this network structure, an Optimised
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Hybrid Wireless Mesh protocol, denoted as O-HWMP, is designed, which ensures
quick and efficient route discovery and hence low end-to-end delays suitable for video
applications. Through extensive NS-3 simulations it is demonstrated that, the O-
HWMP outperform the RM-AODV proposed in the standard in terms of end-to-end
delay, packet success rate, radio resources utilization, and video transmission and
quality metric.
4.1.1 Related Works
The research on drones is increasingly attracting interest among the scientific and
industrial communities. As far as the study of drones in radio networks is concerned,
the work in [29] discusses the application of drones in smart cities, their opportunities
and challenges. In [72] Authors provide a survey on important issues in Unmanned
Aerial Vehicles (UAVs) communication networks, emphasizing the challenges of de-
signing routing protocols. [73] studies the problem of generating UAV communication
networks for monitoring and surveillance of distant targets. In the current literature
ad hoc wireless mesh architecture is believed to be the most suitable for future drone
communications [72,74].
The IEEE 802.11s standard proposes HWMP for path selection but the perfor-
mance of the protocol is not well-known for many use cases because of inadequate
studies. Through simulations, [75], compares the performance AODV and IEEE
802.11s HWMP. However, the authors do not consider a practical use case, and no pro-
posal is made on how the same WMN utilize the different components of HWMP. [76]
compares the performance of the reactive and proactive modes of HWMP with dif-
ferent types of traffic flows. Similar to [76], authors in [77] consider the two modes
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of HWMP separately, and evaluate the performance of the protocol in different envi-
ronments but considering only a single traffic flow. In [78] Authors provide analytical
delay and throughput analysis for IEEE 802.11s WMN considering different traffic
loads for mesh nodes and the HWMP. Moreover, the authors consider only reactive
routing mode in the same WMN. [69] studies the performance of routing protocols
in swarm of UAVs. The work considers both static and dynamic cases of UAVs
and compares four protocol implementation: open80211s, BATMAN, BATMAN Ad-
vanced and OLSR. However, this study does not consider the two modes of HWMP in
the same WMN. Experimental Evaluation of IEEE 802.11s path selection protocols
in a mesh testbed is provided in [70] considering only the default routing component
of HWMP, the Radio-Metric AODV (RM-AODV) protocol.
The work presented in this chapter of the thesis is different from the above works
because none of these works consider joint operation of reactive and proactive schemes
on the same WMN. Furthermore, the proposed routing protocol, O-HWMP, has never
been proposed elsewhere in literature.
4.1.2 Contributions and Organisation of the Chapter
In contrast with the previous works, this thesis studies the joint operation of proactive
tree-based and RM-AODV routing schemes on the same WMN with drones. Taking
advantage of the structure of the network in the scenario, a new routing protocol,
denoted as O-HWMP, is designed and evaluated against the standard protocol RM-
AODV. According to the operation of the protocol, the output of the tree-based
routing scheme provides an input to the RM-AODV protocol. This protocol de-
sign results in many advantages such as: reduced flooding of control packets in the
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network, improved channel utilization, low end-to-end delay performance and reliable
connectivity of the drone to the control center. The performance of the proposed pro-
tocol is benchmarked with the standard default protocol, RM-AODV. In summary
there are two main contributions to the existing literature:
• A scenario where a mobile drone is used to monitor a large area and transmit
video to a remote control center in multi-hop. To maintain strong connectivity
between the drone and the control center routers equipped with IEEE 802.11s
interfaces for WMN formation are deployed on the ground.
• Fast and resource-efficient hybrid wireless mesh protocol denoted as, O-HWMP,
for video surveillance applications is designed and its performance characterised.
The rest of the chapter is organised as follows: Section 1.6 describes the system
model, Section 4.2 describes the routing protocols, Section 4.3 describes numerical
results and discussions and finally Section 4.4 provides conclusion.
The scenario considered is shown in Fig. 1.4, where a mobile drone is used to
perform video surveillance and transmit data to a remote control center in multi-hop.
There are N mesh points deployed in fixed positions on a square grid of side L, and
a control center located at one corner of the square. The mobile drone is equipped
with a mesh node to interconnect with the static network. The drone flies at a speed
x [m/s], h [m] above the ground. At the application level, the drone generates video
of resolution 720p. The relay nodes do not act as traffic sources but only forward
traffic from neighbouring mesh nodes.
The connectivity model implemented in NS3 [79] is considered. According to this
model, two nodes are connected if the transmitter-receiver distance is lower than a
given transmission range otherwise they are lost. When two nodes are connected we
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assume that packets are correctly received otherwise they are lost. This model is
considered because it is easy to implement and is sufficient to enable characterization
of the routing protocols which is the main focus of this chapter. Furthermore, all the
mesh points implement IEEE 802.11a PHY and MAC. The PHY and MAC layers
implement Orthogonal Frequency Division Multiplexing (OFDM) PHY with bit rates
in range of 6− 54 Mbps, and Distributed Coordination Function (DCF) CSMA/CA
modes respectively.
4.2 Routing Schemes
4.2.1 Benchmark Scheme: RM-AODV
The benchmark scheme considered is the RM-AODV protocol proposed by the IEEE
802.11s standard. This protocol is appropriate when MPs are mobile, and is de-
signed to work at layer 2 of the protocol stack with MAC addresses instead of layer 3.
This hides the complexity of the path determination from the upper layers such that
they see all devices as a single hop away (destination nodes are seen as direct neigh-
bours) [70], and enables easy information exchange with the PHY-layer for creating
an efficient routing metric [69].
The path cost metric of the protocol reflects both the link quality (accounted
by the achievable link data rate and packet error rate components) and the amount
resources consumed when a given frame is transmitted over a specific link. According
to the standard the link cost metric (Cl) is defined as follows:
Cl =
(Ol +Bt/γ)
(1− ef ) (4.2.1)
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where Ol is the channel access overhead which includes frame headers, training se-
quences, MAC overhead, etc. Bt is the test frame in bytes set to 1024 Bytes in the
standard, γ is the link rate in Mbit/s and ef is the test frame error/loss rate computed
considering the link rate γ. The standard does not specify the way ef metric should
be computed. In this chapter, the following definition of ef as given in NS3.
If we let Sl be the link state variable which takes value of 1 if transmission suc-
ceeded in the last time instant, and 0 otherwise. Then ef can be defined as:
ef [t] =
{
( RC
RC+1
(1− a)) + a ∗ ef [t− 1], if Sl = 1
(1− a) + a ∗ ef [t− 1], if Sl = 0
(4.2.2)
where RC is the retry counter which is incremented every time transmissions of given
node fails due PHY or MAC issues, and a defined in the range: 0 < a < 1, is an
exponential weighting function given as:
a = exp
(
LT [t]− CT [t]
MT
)
(4.2.3)
LT [µs] is the last time instant ef was computed i.e., [t − 1]. CT [µs] is the current
time instant, and MT [µs] is the memory time which indicates the amount of memory
needed for the calculation.
The path cost is the sum of metrics values for all links belonging to the path.
RM-AODV chooses the shortest path from a source node to the destination node i.e.,
the path with the minimum cost.
4.2.2 Proposed Scheme: O-HWMP
Since the scenario has both dynamic (drone) and static (ground relays and control
center) sub-components, reactive and proactive routing schemes are designed to work
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in composite in order to achieve better network performance in terms of connectivity,
delay and radio resources utilization. When RM-AODV is used exclusively in the
network, it results in excessive delays and inefficient utilization of resources. On the
other hand, proactive tree-based routing without the reactive component can result
to lose of network connectivity and utilization of weak links as a consequence of
the drone mobility. Therefore, none of the two schemes can work exclusively in a
satisfactory manner.
In the proposed design, the proactive tree-based routing scheme is applied on the
ground relays (MPs) and the control center, while the reactive routing is initiated
by the mobile mesh node. The control center acts as the root node of the tree, and
through the broadcast of proactive Path Request (PREQ) messages the relay mesh
nodes are able to maintain updated paths to the root. The reactive routing scheme is
used to find the shortest path from drone to the CC taking advantage of the existing
tree topology for the static component of the network. Therefore, the reactive routing
scheme depends on the output of the proactive tree-based routing. To establish a path
from the source (drone) to the control center, the source broadcasts a PREQ message
to all its direct neighbours (relays and control center). On receiving PREQ message,
all the MPs with a valid path to the control center respond with a unicast PREP
message containing cumulative radio-aware routing metric (Crm). On receiving the
PREP message from the MP i, the source computes the path cost (Pci) as:
Pci = Crmi + Cli (4.2.4)
where i is the node index of the MPs including the control center node, Pci is the total
path cost of the route from the drone to the control center through the neighbour MP
i, Crmi is the cumulative path cost from the MP i to the control center, and Cli is cost
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of the link between the drone and MP i and is computed according to the equation
(4.2.1). The source compares all values of Pci and selects the route with minimum
value. The best path is maintained by the drone until it almost loses connectivity.
Therefore with respect to the benchmark scheme, the O-HWMP is different in the
following ways:
• The O-HWMP considers both proactive tree based routing and reactive RM-
AODV jointly on the same mesh network such that the output of the proactive
scheme forms an input to the reactive scheme. This design helps to achieve
quick path discovery and hence reduces delay and wastage of radio resources
while maintaining the best paths.
• All the relay nodes which receive PREQ messages from the drone and with valid
paths to the destination sent back unicast Path Reply (PREP) messages with
cumulative path cost to the control center.
4.3 Numerical Results and Discussions
4.3.1 Simulator setup
The simulated scenario consist of 16 fixed mesh nodes and a single source drone.
The nodes are arranged on a square grid spaced 50 m apart both horizontally and
vertically. The drone flies 30 m above the ground at speed of 5 m/s diagonally from
one corner of the square to the other as shown in Fig. 1.4. When a path between
the drone and the control center has been established, the drone starts to transmit a
higher definition video (720p) encoded in MP4 format with a frame rate of 24 fps.The
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video consists of 1253 frames of variable sizes and lasts for 52 seconds. The frames
are fragmented into packets of maximum size of 1024 bytes to allow processing at IP
layer.
Initial values for the computation of ef [t] metric are set as follows: LT [0] = 0s,
CT [0] = 0s and MT [0] = 1s
4.3.2 Performance metrics
1. Average Delay [ms]: the average end-to-end delay measured considering the
application layer of the drone (source) and control center (client). It is computed
as the mean of the end-to-end delays of all received packets.
2. Packet Success Rate [%]: is the ratio of the packet received by the control center
to the total packets transmitted by the drone expressed as a %.
3. Average Window Delay [ms]: this metric shows the evolution of average delay
in time as the drone moves from the control center to the extreme end of the
monitored area. The average delay is evaluated with a fixed window of 2000
frames, i.e., for every 2000 frames received the average delay is computed and
the window is reset.
4. Routing Overhead: this metric is measured by summing all management packets
of the routing protocol for all the nodes in the network. The management frames
include PREQ, PREP, and Path Error (PERR).
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Table 4.1: Comparing Protocol Overhead and PSNR
Protocol Overhead [Bytes] PSNR [dB]
RM-AODV 190497.3 19.52
O-HWMP 8099.2 24.49
5. Peak-Signal-to-Noise-Ratio (PSNR)[dB] [80]: this metric is computed with El-
vavid tools considering the input and the output raw videos. It is given by
PSNR = 20. log
(
MAXI√
MSE
)
(4.3.1)
where MAXI is the maximum possible pixel value of the image (equal to 255),
and MSE is the mean square error given as:
MSE =
1
NM
M−1∑
m=1
N−1∑
n=1
[
I(i, j)−K(i, j)]2 (4.3.2)
where I and K are the original and compressed images respectively of dimen-
sions M ×N .
4.3.3 Numerical Results
Figs. 4.2-4.4 show the performance of the IEEE 802.11s RM-AODV and O-HWMP
protocols. Fig. 4.2 compares the protocols in terms of average delay performance. As
a general trend, the average delay decreases with increase in transmission range. This
effect is due to the fact that the number of hops and protocol processing overhead
decrease with raising the transmission range. Comparing the two schemes, O-HWMP
outperforms the RM-AODV protocol in all cases of transmission ranges and this is
because O-HWMP takes advantage of the proactive tree-routing component to speed
up path discovery.
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Fig. 4.3 reports the performance of the protocols in terms of packet success rate.
In both schemes, packet success rate raises with increasing transmission range. This
is due to the fact that the probability of packet loss increases with increase in number
of hops traversed by a packet before reaching the receiver. With respect to RM-
AODV, the O-HWMP results 22%, 16% and 15% gain for 71 m, 107 m, and 141 m
transmission ranges respectively. The improvement in packet delivery rate is because
of lower routing overhead for O-HWMP. Fig. 4.4 shows the evolution of delay with
respect to a fixed moving time window. The window is set considering received packets
and it is fixed to 2000 packets. In the figure, the performance of both protocols is
evaluated considering transmission range value of 71 m, therefore, in average packets
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have to traverse a number of hops to reach the control center. As shown in the figure,
the average delay in the first and the second window is relatively small compared to
other windows. This effect could be attributed to the close proximity of the drone to
CC. Similar to the average delay performance, the O-HWMP outperforms RM-AODV
in terms of average window delay.
Tab. 4.1 compares the performance of the routing schemes in terms of routing
overhead and PSNR metrics. In both cases the results are obtained when transmission
range is set to 71 m. According to the table O-HWMP results in 95.7% reduction in
routing overhead with respect to RM-AODV. This is because the O-HWMP protocol
floods less management packets in the network compared to RM-AODV. On the other
hand O-HWMP results 25.5% gain in PSNR compared to RM-AODV.
4.4 Conclusion
The chapter presents a scenario where a mobile drone is used to monitor a large area
on the ground and convey video information to a remote control center in multi-hop.
To maintain strong connectivity between the drone and the control center routers
are deployed on fixed positions on the ground. Furthermore, a novel hybrid routing
scheme, denoted as O-HWMP, has been designed and its performance evaluated.
O-HWMP outperforms the IEEE 802.11s RM-AODV protocol in terms of packet
success rate, average delay, protocol overhead, and received video quality measure
using PSNR metric.
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Chapter 5
Joint Routing and Scheduling for
Multi-Hop radio networks with
drones
5.1 Introduction
Similar to Chapter 4, this chapter studies an application scenario for drones in en-
vironmental monitoring. The scenario consists of a mobile drone which is used to
monitor events of interest on a large area, and to transmit data to a remote control
center via static relays placed on the ground in multi-hop. The aim of the work is to
design high capacity and low delay arouting and scheduling protocol appropriate for
the scenario. The problem of routing and scheduling protocol is addressed with BP
and FlashLinQ schemes. In a multi-commodity (multi-flow) network, the BP decides
on each slot the flows to be sent on each of the links present in the network. For
the link rate computation the algorithm requires a scheduler to decide on a maximal
subset of links to be activated without violation of interference constraints, and the
transmission rate of each link. This work considers the FlashLinQ scheduler which
was proposed by Qualcomm for scheduling in peer-to-peer ad-hoc networks [81]. The
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scheduler is applied in a centralised case where a central network controller, possibly
placed in the drone and with a view of the entire network makes routing and schedul-
ing decisions. To mitigate the long end-to-end delay problem which characterize BP
algorithms, Modified-BackPressure (M-BP) algorithms is proposed. M-BP takes into
account the position of the control center (final destination receiver) when selecting
the next hop for the drone-to-relay communication. Through extensive simulations
the performance of the proposed algorithm is characterised in terms of delay and
throughput, and compared with the selected benchmark BP algorithm.
The Back-Pressure (BP) algorithm, was proposed by Emphremides in [82] as rout-
ing and scheduling algorithm for multi-hop networks. In each time slot the algorithm
performs both routing and scheduling decisions to forward packets from source to
destination without relying on pre-computed routes [83]. Clearly, the algorithm is dif-
ferent from path-based routing protocols such as Dynamic Source Routing (DSR) [16]
and Adhoc On Demand Distance Vector Routing (AODV) [17], which require routes
between the source and destination nodes to be established before traffic forward-
ing can begin. In order to make the decisions, the algorithm relies on both queue
backlog differential metric of links and channel state metric. Before traffic can start
to flow from source to destination nodes there is need for pressure gradient which is
created by having sufficient traffic in the network. Furthermore, the algorithm tries
to exploit all possible paths in the network to enhance capacity of the network and
mitigate congestion,. In fact BP was proved to be able to stabilize any traffic arrival
rate vector within the network capacity region without the knowledge of channel state
probabilities and arrival rates [82].
Due to its high throughput and the ability to adapt to the network dynamics,
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the algorithm is expected to be applied widely in future radio networks such as in:
high throughput and mobile IoTs [84], balancing resource usage in software-defined
wireless backhauls of dense networks [85], routing and scheduling in software defined
Wireless Sensor Networks [86], etc. However, there are some engineering challenges
which limit its practical implementation in many scenarios of radio networks [83].
First, the algorithm can experience long end-to-end delays and especially in instances
of low traffic load in the network because the pressure gradient needs to build up
first in order for the algorithm to function properly. Second, the algorithm can result
in large queues which may be unsupported in resource constrained devices such as
in wireless Sensor Networks. The performance of the algorithm in different practical
application scenario needs to be well studied and the existing issues resolved before
its adoption.
5.2 Related Works
The backpressure algorithm was first introduced in [82] and has been widely studied
in the context of multi-hop radio networks [87], software defined networks [85], IoT
Networks [84], and cooperative relay network [88] and delay tolerant networks [89].
This algorithm can stabilize a queuing network with feasible arrival rate vector within
the network capacity region. The algorithm was initially designed for centralised
networks but it has been studied for decentralised radio networks such multi-hop
CSMA-based networks [90].
Through Lyapunov drift and Lyapunov optimization techniques it has been shown
in [91] that to stabilize the queue network (equivalent to minimizing the Lyapunov
drift bound derived with quadratic functions of the queue backlogs) the weighted
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maximization optimization problem given by equation (5.5.2) has to be solved at
each time slot.
An extended Lyapunov drift theorem (i.e., drift plus penalty) is provided in [87].
The drift plus penalty methodology allows for design of backpressure algorithms which
are able to trade-off queue backlog length with other network performance metrics
such as delay, energy, packet loss rate etc. With this methodology a new function
known as penalty function need to be appropriately designed and incorporated into
the backpressure in order to achieve the desired trade-off in performance. For ex-
ample the works provided by authors in [83] incorporates the expected number of
transmissions (ETX) metric [20] as a penalty function to the backpressure scheme.
In [92] authors propose a variant of algorithm which combines shortest path with
backbressure in order to resolve the problem of high hop-count and long delays which
occur under conditions of light load in the network. Backpressure Low power and
Lossy Networks (BRPL) protocol for real-world industrial IoT applications is pro-
posed in [84]. BRPL helps to resolve some of the well known performance issues of
the RPL protocol such as: inability to cope with growing demands for high through-
put, adaptability to data traffic dynamics, and mobility of IoT devices.
This work is is different from the above works because it is focused on the study
of backpressure routing and scheduling scheme for drone monitoring application. The
problem of link scheduling is addressed with FlashLinQ scheme which first proposed
in [81] but never applied in the context of backpressure. Furthermore, new algorithm
are proposed, which result to significant reduction in delay without loss of capacity
as compared to the benchmark back-pressure algorithm.
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5.3 Contribution and Structure of the Chapter
The contributions of this chapter can be summarised as follows:
• Backpressure and FlashLinQ algorithms are studied for a multi-hop scenario
with a mobile drone and static relays.
• Modified BP algorithm, denoted as M-BP is proposed, which reduce end-to-
end delay compared to the benchmark BP, while maintaining good throughput
performance
The rest of the chapter is organised as follows: Section 5.4 decsribes the system
model, Section 5.5 describes the BP and link schedulers, Section 5.6 describes the
implementation, Section 5.7 discusses the numerical results, and finally Section 5.8
concludes the chapter.
5.4 System Model
5.4.1 Reference Scenario and traffic generation
Fig. 5.1 shows the scenario considered in this work, where a mobile drone is used to
gather data from the environment and to transmit it to a remote control center in
multi-hop. There are N static relays deployed randomly and uniformly on a square
grid of side L, a single mobile drone, and a single control center. The drone flying
at a speed of x [m/s], and at an altitude of h [m] above the ground, connects with
ground relays via radio link. The drone generates traffic according to the Poisson
distribution with mean rate of λ packets/slot.
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Figure 5.1: Reference Scenario.
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Each node in the network has a set of queues denoted as Q = {1, 2, ..n} one for
each of the n flows in the network. These queues evolve according to the equation
(5.5.1). This chapter considers only a single flow network where the traffic source is
the drone and the final destination is the control center.
5.4.2 Channel Model
In the scenario described above, there are two types of links: air-to-ground and
ground-to-ground links. air-to-ground link represent drone-to-relay or drone-to-
Control Center (CC) link, while ground-to-ground link is the relay-to-relay or relay-
to-CC link. For the air-to-ground model the probabilistic channel model given in [93]
is considered. According to this model, connections between drone and ground nodes
can either be Line of Sight (LOS) or Non Line of Sight (NLOS). When the
connections occur in NLOS, the signals travel in LOS before interacting with objects
located close to the ground which result in shadowing effect. Each node in the net-
work under coverage experience LOS and NLOS connection with some probability
denoted as P (LOS) and P (NLOS) = 1− P (LOS) respectively. The LOS path loss
model is given as
LLOS(dB) = 20 log(
4pifcd
c
) + ζLOS (5.4.1)
On the other hand NLOS model is given as:
LNLOS(dB) = 20 log(
4pifcd
c
) + ζNLOS (5.4.2)
where ζ is the shadowing coefficient which has Gaussian distribution, c is the
speed of light, fc is the center frequency, and d is the distance between the node and
drone. The average path loss (L(R, h)) is a function of the altitude of the drone (h)
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and the ground coverage radius (R), and is given by
L(R,h) = P(LOS)× LLOS + P(NLOS)× LNLOS (5.4.3)
where P (LOS) at a given elevation angle (θ) is computed according to the following
equation
P (LOS) =
1
1 + α exp(−β[180
pi
θ − α]) (5.4.4)
with α and β being environment-dependent constants, i.e. rural. urban, dense urban,
etc and adopted as given in [93]. The model for ground-to-ground path-loss, PL, is
given by
PL = k0 + k1log10(
d
d0
) (5.4.5)
where k0 is the reference path-loss computed at a reference distance d0 = 1 m, from
the transmitter. In the rest of the chapter k0 is set to 40.7 dB. k1 is the environ-
ment dependent path-loss exponent, and d is the distance of the receiver from the
transmitter.
5.4.3 Mobility Models
The performance of routing protocols in ad-hoc networks depend on mobility patterns
of nodes [94]. Therefore, performance characterisation of the protocols need to be
done using appropriate models. The Paparazzi mobility (PPRZM) models [95], are
the most appropriate for evaluating routing protocols in WMN with UAVs. These
models are based on Paparazzi system for the UAVs developed and used at cole
nationale de l’aviation civile (ENAC). This work considers the paparazzi model scan
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Figure 5.2: Paparazzi flight model with scan movement.
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movement, where the drone scans a given area defined by two points along round trip
trajectories as shown in Fig. 5.2
5.5 Algorithms
5.5.1 The BP Algorithm
The BP algorithm requires each node to maintain a set of queues one for each flow
present in the network. During each time slot the algorithm performs two main tasks:
flow scheduling and link scheduling. First, the algorithm decides which flow should
be assigned to each of the links present in the network. Second, after flow scheduling,
the algorithm has to decides a maximal subset of non-conflicting links to use the
channel in a given slot. Each Queue in the network has the following dynamics:
Q(t+ 1) = max[Q(t)− µ(t), 0] + A(t) (5.5.1)
where Q(t) is the queue size at time instant t in units of bits or packets, µ(t) is the
transmission rate of the outgoing link at time instant t, and A(t) is the total number
of arrivals in time t i.e., both endogenous and exogenous arrivals.
The BP algorithm is expressed as a weighted maximization problem given as:
maximize
∑
ab
Wab(t) ∗ fab(I(t), S(t))
subject to I(t) ∈ IS(t)
(5.5.2)
where Wab is the optimal queue backlog differential of the selected flow on link ab
during slot t, fab(I(t), S(t) = µ(t) is the rate of the link ab which depends on the
network topology state S(t) and the scheduling control action I(t). The metric Wab
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is determined during the flow scheduling phase and it is computed in two steps as
follows:
f ∗ab = max
f∈F
[
Qfa(t)−Qfb (t)
]
(5.5.3)
W ∗ab(t) = max
[
Q
f∗ab
a (t)−Qf
∗
ab
b (t), 0
]
(5.5.4)
where f ∗ and W ∗ab(t) are the optimal flow on the link ab and the optimal weight
of the link at time t respectively. F is a set of all flows, and Qfa(t) is the amount of
packets of flow f on the node a at time t.
After determination of W ∗ab(t) for each link in the network, the algorithm performs
link scheduling. The optimal solution of the problem given by (5.5.2) is difficult to
obtain since it is NP-hard, and therefore different greedy scheduling approaches are
used to approximate the solution such as conflict graph scheduling.
As a benchmark algorithm, the BP algorithm is implemented.
5.5.2 Proposed Algorithms
The proposed algorithm is designed to reduce the long end-to-end delays suffered by
the benchmark BP, while maintaining good throughput performance. Th algorithm
is denoted as M-BP. With M-BP the drone selects the next-hop relays accounting
for the position of the CC. The best next-hop relay for the drone is the one which is
closest to the final destination provided that the drone is connected to it. Therefore,
the drone maintains connectivity to its current receiver until it goes out of range. On
the other hand, the static ground relays rely on backpressure to push the traffic to the
final destination node. Therefore, M-BP is an hybrid algorithm which integrates two
components: backpressure for relay-to-relay routing, and closest to the destination
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Figure 5.3: FlashLinQ scheduling with 3 links.
relay selection by the mobile drone. M-BP results in significant reduction in delay for
different network settings in comparison with the benchmark backpressure without
compromising throughput performance. The impact of reduced delay is due to two
reasons: 1) the fact that, when the drone traffic is pushed close to the control center
there are reduced chances of occurrence of long paths and/or loops in the network,
2) when a mobile drone transmits to a relay node closest to the CC, there are more
chances of non-conflicting concurrent transmissions by the drone and relays close to
the source because the drone keeps on moving away from those relays hence creating
low interference.
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5.5.3 FlashLinQ Scheduler
The FlashLinQ scheduling algorithm relies on the Signal to Interference Ratio (SIR)
metric to derive a maximal subset of links which can be scheduled concurrently on the
same channel in a given time slot without violating the protection ratio (minimum
desired link SIR). The protection ratio is set according to the minimum desired data-
rate in the network. In this work, the FlashLinQ algorithm applied in a centralized
system, where the network controller mounted on the drones has a complete view of
the entire network. The operation of the scheduler is as follows. First, the algorithm
orders all links in decreasing order of priority as shown in Fig. 5.3. In this work,
the priority metric is the queue backlog differential derived through the first phase of
backpressure algorithm as described in Sec. 5.5.1, i.e., links are ordered in decreasing
weight metric given by equation (5.5.4). Secondly, links are scheduled starting with
higher priority links. A lower priority link is scheduled if its inclusion in the set of
scheduled links does not violate the SIR constraint of any of the higher priority links
and that of its own.
5.5.4 CSMA/CA with RTS/CTS
In order to benchmark the performance of FlashLinQ scheduler, the CSMA/CA with
RTS/CTS is considered. CSMA/CA with RTS/CTS is a CSMA/CA protocol which
is enhanced with short control packets, Request To Send (RTS) and Clear To Send
(CTS), in order to mitigate the problem of hidden terminals in the network. With this
type of CSMA/CA protocol it is easy to emulate scheduled transmissions by enforcing
silence to all other transmitters within transmission range of the intended useful
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Table 5.1: Default Parameters
Paramater Value
β 0.28
α 9.6
λ 0.5 packet/slot
Drone Speed 10 m/s
Drone Height 20 m
Number of Relays 20
Relay transmit power 0 dBm
Drone transmit power 16 dBm
Noise Power -104 dB
Protection Ratio 1.3 dB
Maximum queue limit ∞
Grid setting 5× 5 nodes
CCA threshold −95 dBm
k1 3.0
transmitter and the receiver. Therefore, all transmitters within the transmission range
of the intended transmitter and receiver remain silent in order to avoid collisions.
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5.6 Simulator Setup and Performance Metrics
5.6.1 Simulator setup
For performance evaluation a custom C++ simulator was developed. The simulated
scenario consists of a square field of length 1000 m, single drone flying at a speed
of 10 m/s and height of 20 m above the ground. A variable number of relays are
deployed on a fixed grid, and a single control center is fixed at the corner of the area.
The diameter of the projected circular coverage area of the drone on the ground is
355 m (computation is based on the provided parameters and channel model). The
trajectory of the drone is as reported in Fig. 5.2 and the channel model is implemented
as reported in Sec. 5.4. The default parameters are summarized in Table 5.1.
Results are averaged over 100 scenarios with each scenario consisting of 10, 000
slots.
5.6.2 Performance metrics
1. Average Delay [slots]: Computed as the mean of the end-to-end delays of all
received packets.
2. Throughput [packets/slot]: Computed as Total number of received packets by
the control center divided by the total transmission time
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Table 5.2: Backpressure with FlashLinQ and CSMA/CA schedulers
Algorithm Throughput [packets/slot]
BP-FlashLinQ 0.4
BP-CSMA/CA 0.1
5.7 Numerical Results and Discussions
5.7.1 Comparison between FlashLinQ and CSMA/CA with
RTS/CTS
The results reported in Tab. 5.2 compares the throughput performance of FlashLinQ
and CSMA/CA with RTS/CTS schedulers. The results were obtained with bench-
mark BP algorithm and for a grid setting of 5×5 nodes. Moreover, for fair comparison
between the two MAC protocols, all links were set to a fixed rate of 1 packet/slot i.e.,
no link rate adaptation was applied. In the table BP-FlashLinQ represents the per-
formance of backpressure with FlashLInQ scheduler while BP-CSMA/CA represents
the performance of backpressure with CSMA/CA scheduler. The results show that
BP-FlashLinQ outperforms BP-CSMA/CA by 300% in terms of throughput achieved.
5.7.2 Comparison between BP and M-BP
This subsection reports the results for BP, M-BP algorithms. In this case all the
algorithms implemented FlashLinQ as the link scheduler.
Figs. 5.4, 5.5, 5.6, and 5.7, Tabs. 5.3 and 5.4 compare the performance of BP
and M-BP.
108
5.7 Numerical Results and Discussions
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
Th
ro
ug
hp
ut
 in
 p
ac
ke
ts
/s
lo
ts
Input rate in packets/slots
BP
M-BP
Figure 5.4: Throughput performance for different input rates
109
Chapter 5. Joint Routing and Scheduling for Multi-Hop radio networks
with drones
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
 1000
 0  0.2  0.4  0.6  0.8  1
D
el
ay
 in
 s
lo
ts
Rate in Packets/slots
BP
M-BP
Figure 5.5: Delay performance for different input rates
Table 5.3: Average Number of Hops
Input rate BP M-BP
0.4 3.8 4.2
0.5 4.5 4.3
Fig. 5.4 shows how the throughput of the network changes when changing the
input rate. As reported in the figure, network throughput increases linearly with
input rate up to a maximum value and then saturates. Both the benchmark and the
modified algorithms results in approximately the same throughput.
Fig. 5.5 compares the delay performance of the BP and M-BP. As a general trend,
end-to-end delay increases with increasing input rate. This is because as the input
rate increases, more packets have to wait in the queue for a longer time before they
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Figure 5.6: Variation of delay with increasing number of relays for λ = 0.5
can be scheduled and transmitted. Comparing the two algorithms, M-BP algorithm
results into significant reduction in delay with respect to BP up to 52.2% when the
input rate is fixed to 0.7 packets/slots. This reduction is due to the effect of the drone
pushing its traffic to the relays close to the control center which in turn raises the
chances of speedy delivery of packets to the control center. Similarly, the proposed
algorithm results in lower average number of hops compared to the benchmark as
reported in Tab. 5.3.
Fig. 5.6 compares the performance of the algorithms for different grid sizes, i.e.,
4 × 4, 5 × 5, 8 × 8, and 10 × 10. As reported in the figure delay changes with the
variation in the number of nodes deployed. The two algorithms exhibit inverse trends
in that, delay increases for raising number of nodes for the benchmark backpressure
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while for the modified backpressure delay decreases with raising number of nodes.
This effect could be attributed to the fact that, for benchmark backpressure the
traffic tries to spread in the entire network, while with modified backpressure as the
number of relays increases the chances of the drone maintaining strong connectivity
to nodes closer to the destination rises. This has an effect of ensuring faster delivery
of packets since the pressure gradients of relays connected to the control center slopes
towards the control center because its queue size is always zero.
Fig. 5.7 was obtained with 5 × 5 nodes grid setting and for a fixed input rate
set to 0.5. The figure reports the effect of changing the minimum required link SIR
metric on the delay performance. As a general trend, the end-to-end delay increases
with raising minimum link SIR up to a maximum value. This is due to the fact
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Table 5.4: Effect of maximum queue limit on performance when λ = 0.7 packets/slot
BP M-BP
Queue size Delay[slots] Throughput[packets/slot] Delay Throughput
10 88.2 0.56 58.6 0.6
∞ 402 0.66 164 0.70
that the number of non conflicting links supported within a single time slot increases
with lowering of the minimum required transmission rate of the links. The delay
performance for the M-BF is better than that of BP algorithm because M-BP allows
the drone to push traffic close to the final destination and hence raises the chances of
faster delivery of packets as compared to BP.
Tab. 5.4 reports the effect of limiting the maximum queue size on the throughput
and delay performance. When the maximum queue limit is set to a lower value the
delay performance of both algorithms is improved compared to when the maximum
queue size is set to infinity. This is because of the effect of reduced queuing delay.
However, this gain is attained at cost of increased packet dropping at the queues, and
reduced throughput gain as reported in the same table.
5.8 Conclusion
In this chapter the performance of BP and M-BP have been reported. M-BP is a
variant of the backpressure algorithm which is designed to mitigate the long end-
to-end delays associated with backpressure. M-BP results in significant reduction of
delay as compared to backpressure. Furthermore, the performance of FlashLinQ in
the context of BP has been characterised and benchmarked with CSMA/CA with
113
Chapter 5. Joint Routing and Scheduling for Multi-Hop radio networks
with drones
RTS/CTS. It has been reported that flashLinQ results in 300% gain in throughput
compared to CSMA/CA with RTS/CTS scheduler.
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Conclusions
In this thesis, two scenarios of future radio networks have been addressed: the coex-
istence of heterogeneous networks; and scenarios where drones are used for environ-
mental monitoring. In respect to heterogeneous networks, Neigbors-Aware, Channel-
Aware, and Coexistence-Aware algorithms were proposed for MAC, packet-length
adaptation, and routing respectively. Through simulations it was demonstrated that,
compared to the benchmark algorithms, the proposed algorithms significantly im-
prove the performance of heterogeneous networks in terms of packet delivery rate and
goodput without compromising the fairness index of the network. With reference
to the topic on drones for environmental monitoring, routing protocols for WMN
with drones were proposed and evaluated against the selected benchmark algorithms.
First, a novel algorithm, denoted as O-HWMP, was proposed for video surveillance
applications. Compared to the standard protocol RM-AODV for IEEE 802.11s stan-
dard, O-HWMP had better performance in terms of end-to-end delay, packet success
rate and the video quality metric. Finally, backpressure routing and scheduling al-
gorithms were applied the scenario and its performance characterised. In order to
Chapter 6. Conclusions
improve on the long end-to-end delays resulting from the backpressure algorithm, a
modified scheme denoted as, Modified backpressure, was proposed and evaluated.
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