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Abstract
Learning paradigms involving varying levels of super-
vision have received a lot of interest within the computer
vision and machine learning communities. The supervisory
information is typically considered to come from a human
supervisor – a “teacher” figure. In this paper, we consider
an alternate source of supervision – a “peer” – i.e. a dif-
ferent machine. We introduce cooperative learning, where
two agents trying to learn the same visual concepts, but
in potentially different environments using different sources
of data (sensors), communicate their current knowledge of
these concepts to each other. Given the distinct sources of
data in both agents, the mode of communication between
the two agents is not obvious. We propose the use of visual
attributes – semantic mid-level visual properties such as
furry, wooden, etc. – as the mode of communication between
the agents. Our experiments in three domains – objects,
scenes, and animals – demonstrate that our proposed co-
operative learning approach improves the performance of
both agents as compared to their performance if they were
to learn in isolation. Our approach is particularly applica-
ble in scenarios where privacy, security and/or bandwidth
constraints restrict the amount and type of information the
two agents can exchange.
1. Introduction
Several learning paradigms exist that involve varying
levels of supervision: from supervised learning that requires
fully annotated datasets, to active learning that involves a
human-in-the-loop annotating informative samples chosen
by the machine, to semi-supervised and unsupervised learn-
ing that require little to no supervision. Whatever the level
of supervision, the supervisory information is typically con-
sidered to come from a human supervisor – a “teacher” fig-
ure considered to be more knowledgeable than the learning
agent (Fig. 1a).
But what about exchanging information among “peers”?
Consider students (in the same class or going to differ-
∗This work was done while T.B and D.P. were at Virginia Tech.
(a) Typically: Humans are teachers training a machine to learn
visual concepts.
(b) Proposed: Cooperative learning where two machines trying to
learn the same concepts – from potentially different sources of data
using different sensors – share their knowledge with each other i.e.
learn from each other.
Figure 1: Our key idea: Cooperative Learning (bottom) as
compared to traditional learning paradigms (top).
ent schools or colleges) learning the same concepts. Once
taught in class, each student is most likely left with an in-
complete and different understanding of the material. Stu-
dents can continue to learn by studying the material them-
selves (e.g. at home) and by discussing the subject with
each other (e.g. studying in groups). As a result, learning
continues to take place even without a teacher around.
Inspired by this, we propose Cooperative Learning. Our
envisioned scenario is the following: two (or more) agents
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are trying to learn the same set of concepts (say visual cat-
egories such as table, chair, cup). But they may be learning
in different environments (e.g. one is in an office and the
other is in a living room or both are in two different of-
fices) and/or from disjoint sources of data1 (e.g. one has an
RGB camera and the other has a depth sensor). We pro-
pose an approach that, in spite of the differences in their
sources of data and choice of sensors, allows the two agents
to exchange information with each other about what they
have currently learned about the visual categories of inter-
est (common between the two agents), in turn improving
each others understanding of the concepts (Fig. 1b). Such
capabilities will be crucial as artificial agents become ubiq-
uitous. While each agent may be learning about our world
within its own domain and environment, it can result in col-
lective learning across these agents, resulting in a whole that
is larger than the sum of its parts.
Clearly, for this communication to happen, there must be
a language in common between the two agents. The sensory
data or the category models themselves can not be shared
between the agents because both are using different sen-
sors and hence different feature representations. The fea-
ture representations can not be concatenated because there
is no alignment between the two sources of data from which
the agents are learning. It is not clear how a robot with a
Lidar sensor (say) can take advantage of an annotated but
unaligned and disjoint set of RGB images (or their features)
taken by a robot in a different environment. Additionally,
due to security, privacy and/or bandwidth concerns, it may
not be feasible for the agents to exchange the sensory data
(or the features2). These concerns arise for a variety of ap-
plications such as robots operating in our homes (privacy,
and perhaps bandwidth concerns), robots being used for de-
fense or security purposes (security concerns), robots re-
sponding to disasters (bandwidth concerns), or agents in au-
tonomous vehicles (bandwidth concerns).
We propose the use of semantic mid-level visual prop-
erties or attributes – e.g. wooden, furry, young – as the
modality for this communication. The advantage of us-
ing attributes is that the semantic nature of attributes al-
lows human annotators to annotate the same concepts in
both domains/sensors, providing the common language. It
also makes the models learnt by the agents, and the biases
of their respective domains interpretable. Both agents can
learn a mapping from their low-level features to these visual
attributes, and a second mapping from visual attributes to
categories. While the former is sensor- or domain-specific
and can not be exchanged between agents, the latter is
1Agents may have different sensors due to cost considerations (a small
subset of robots may have the expensive sensors, while many others may
have the relatively inexpensive ones), or some robots may be operating
indoors vs. outdoors and/or during the day vs. at night.
2A lot of progress has been made on inverting features to visualize the
original image [37, 26].
domain-independent and can be communicated between the
two agents. For instance, one agent can communicate to the
other agent that chairs tend to be either plastic or wooden,
and the other might communicate to the first that chairs tend
to have four legs. 3 This improves the understanding of both
agents in terms of what chairs look like.
Concretely, our setup is the following: both agents are
initialized with a few labeled examples in their respective
domains. They both have access to (disjoint) sets of un-
labeled data in their own domains. Both agents are learn-
ing in a semi-supervised manner. They use the labeled
data to build category models in the low-level feature space
(feature-category models). They then evaluate these models
on the unlabeled data and retrieve images where the mod-
els are most confident of the classification label. These im-
ages and their predicted labels are added to the labeled set,
and the feature-category models are updated. This process
repeats for several iterations. This is the standard semi-
supervised learning set up. Such approaches are known to
suffer from semantic drift [10], where the concept that the
agent is learning begins to morph into a semantically dis-
tinct concept as iterations go by.
In our proposed cooperative learning setting, the small
set of initial labeled images are annotated not just with the
category labels, but also with attribute labels. In each it-
eration of semi-supervised learning, both agents learn at-
tribute models in their respective domains (feature-attribute
models) along with the feature-category models. They also
learn a model of the interactions between categories and at-
tributes. When retrieving the most confident images from
the unlabeled pool to transfer to the labeled pool, the agents
can use both the feature-category and attribute-category
models. This is expected to improve performance. But
more importantly, the attribute-category models, which tend
to be quite compact, are communicated between the agents.
Both agents update their own attribute-category models us-
ing the newly received information from the other agent.
We show that using this updated model to retrieve unlabeled
images to transfer to the labeled pool results in further im-
provements in performance and resistance to semantic drift,
without requiring additional human involvement.
Contributions: Our main contribution is the introduc-
tion of a learning paradigm called cooperative learning,
where agents that are trying to learn the same concepts share
their current (potentially incomplete and different) models
of the concepts with each other and accelerate each others
learning. We propose using attributes as the common rep-
resentation to communicate this information across agents.
This allows the agents to communicate with each other even
3We assume that while sharing imagery (of our homes say) across
agents (across different homes) may have privacy concerns, this high-level
information that describes categories in terms of their attributes is not sen-
sitive. Moreover, as we will see later, these attribute-category relationship
models tend to be very compact, alleviating bandwidth concerns.
if each agent is learning from a different source of data us-
ing different sensors, even under privacy, security and/or
bandwidth constraints. We believe that this approach may
be among the very few that is applicable to this practical
setting. We show that cooperative learning leads to im-
provement in performance when compared to the perfor-
mance of each agent learning independently. We show re-
sults on a synthetic dataset with varying amounts of noise
and three standard real datasets of animals (Animals with
Attributes [23]), scenes (SUN [30]), and objects (RGBD
Objects [22]).
2. Related Work
Attributes: Visual attributes have been used quite ex-
tensively for a variety of tasks such as image classifica-
tion [20, 23, 29], deeper image understanding [12], im-
age search [28, 19], segmentation [40] and semi-supervised
learning [34] . They are mid-level semantic (i.e. nameable)
visual properties such as furry, wooden, young, etc. They
have been shown to be an effective modality for humans and
machines to communicate with each other [28, 29, 19, 21].
We build upon these recent developments and propose at-
tributes as a mode of communication among machines that
may otherwise be unable to communicate due to differences
in sources of data and sensors. The fact that attributes are
semantic ensures that humans annotating the first few la-
beled images in both domains are annotating the same se-
mantic concept. This provides a common ground between
both domains, necessary for communication.
Semi-supervised learning: Among the various levels
of supervision that have been explored in the community,
semi-supervised learning approaches [41] try to achieve a
good balance between maximizing accuracy while mini-
mizing human input. A commonly used semi-supervised
technique is the bootstrap or self-learning approach [41]
where an agent initially learns from a small amount of la-
beled data. It then retrieves images from a large unlabeled
pool whose labels it is most confident of, and transfers
these to the labeled set to re-learn its model. Such ap-
proaches often suffer from semantic drift [10]. Recently,
visual attributes have been successfully used to resist this
drift [34]. This approach however relies on a human anno-
tating all attribute-category relationships offline. In our ap-
proach, the machines communicate these attribute-category
relationships to each other, alleviating the need for hu-
man involvement. Moreover, the attribute-category rela-
tionships estimated by machines are soft and more robust.
Human annotated attribute-category relationships tend to be
hard [34, 23], ignoring instance-level variations within cat-
egories.
Active learning: Visual attributes have been used as a
medium for humans to communicate their domain knowl-
edge to machines during an active learning loop for im-
age classification [29, 2] or semi-supervised clustering [21].
Another variant of active learning called coactive learning
exists where the requirement that humans provides optimal
labels to examples is loosened [33]. Again, our approach
eliminates the need for human involvement in each iteration
by having machines communicate their current understand-
ing with each other.
Domain adaptation: Domain adaptation and transfer
learning techniques have been applied to scenarios where
a single agent learns visual categories (e.g. monitor, key-
board) from one domain (e.g. Amazon product images) but
would like to apply its models to a different domain (e.g.
webcam images) [32, 17, 11, 18]. Our setting is different.
The two agents learning the visual categories will be using
their models in their own domains. There is no “adaptation”
required. Instead, the goal is for the two agents to communi-
cate their current knowledge with each other so as to make
them both more accurate in their own respective domains.
The agents continue to operate – i.e., be used or “tested”
– in their own environments and domains. We assume that
while the source of data and choice of sensors is different
in both domains, the semantic distribution of categories –
i.e. the attribute-category relationships – are similar in both
domains (e.g. zebras in both domains are striped and have
four legs). This is a reasonable assumption in many realistic
scenarios (e.g. robots in home environments). If one agent
was learning about bears in a region where brown bears
are common, and the other was learning about bears where
white polar bears are common, this assumption would be
violated. Finally, domain adaptation approaches typically
rely on large quantities of labeled data from one of the do-
mains (the source domain). In our setting, both domains use
only a few labeled images.
Learning with multiple agents: Many approaches re-
lated to learning with multiple agents exist. One of them is
called coactive learning [14]4. It involves developing a dis-
tributed learning system to learn on large labeled datasets
over multiple networks. They have a single domain and
multiple ‘coactors’ learning from that domain in parallel.
The learning dataset is divided among the coactors. The
communication is through transfer of misclassified train-
ing instances between the coactors. The focus of their ap-
proach is to parallelize the learning for a gain in speed. Our
setting is different in that the different agents are learning
in different environments and are communicating with the
goal of improving accuracy. Collaborative machine learn-
ing leverages multiple sources of data (from a community
of users) for information retrieval [27] or recommendation
tasks [24]. In Siamese Neural Networks [39, 8], multi-
ple layers of neurons share weights whereas our approach
involves multiple agents sharing category models in a se-
mantic mid-level feature (attribute)space. Multi-task learn-
4Different from coactive learning in [33].
Figure 2: Overview of our approach
ing [31, 38] aims to optimize performance on multiple tasks,
such as recognizing cats and dogs, by exploiting the related-
ness of the tasks. In our setting, the tasks are the same, but
the sources of data are different. Multi-view learning [3] in-
volves using different views (e.g. features) for a single task.
But these views are aligned e.g. two different features ex-
tracted from the same image. Similarly in co-training or
co-adaptation [25, 9], there are two views of the same data.
A model is trained for each view. Each model identifies un-
labeled images that it is most confident of. These images
are fed to the other model as new training data annotated
with the labels predicted by the first model. Again, this is
feasible because the data is assumed to be aligned, just as
in multi-view learning. Recent work on multi-modal learn-
ing [15, 16, 7, 1] using deep networks also assumes that
the data is aligned. In our setting, there is no alignment in
the sources of data being used by both agents to learn. Fi-
nally, “co-robots” [13] refer to robots that are being trained
to work along side humans. Our setting involves interac-
tions between two machines without human involvement. A
high-level description of ideas related to cooperative learn-
ing (without a discussion of modes of communication, al-
gorithms, or implementation) is presented in [36].
3. Approach
3.1. Overview
Fig. 2 shows an overview of our approach. Each part
of this approach is described in the following subsec-
tions. Sec. 3.2 describes the feature-category and feature-
attribute models learnt by each agent. Sec. 3.3 describes
the attribute-category models built by each agent. The
multi-view approach used by each agent to transfer images
from the unlabeled pool to the labeled pool is described in
Sec. 3.4. Finally, details of the communication between the
two agents are given in Sec. 3.5.
3.2. Feature-Category & Feature-Attribute Models
We consider K agents (K = 2 in our experiments) learn-
ing in different domains in a semi-supervised bootstrap
fashion. Each agent has a labeled set, an unlabeled set, and
a test set (for measuring accuracy). The labeled set has cat-
egory and attribute labels annotated. We train category clas-
sifiers (linear SVMs with Platt scaling) using the labeled im-
ages. These provide us with a probability pFC(yi|x) indicat-
ing the probability that an image (feature vector) x belongs
to category yi. This is our feature-category model which
will be updated at each iteration as images are transferred
from the unlabeled pool to the labeled set (Sec. 3.4). We
also train binary attribute classifiers (linear SVMs with Platt
scaling) for all M attributes using the images in the labeled
set. p(am|x) is the probabilistic output of these classifiers
indicating the probability of attribute am being present in
image x. These form our feature-attribute models and will
also be updated at each iteration.
3.3. Attribute-Category Model
Our attribute-category models consist of two parts: an
attribute-category matrix and a probabilistic model that as-
signs an image to a category based on its attributes. We
first describe the attribute-category matrix. We build a M
(number of attributes) × N (number of categories) prob-
ability matrix p(A|Y ) representing attribute-category rela-
tionships. The entry pij in this matrix stores p(aj |yi) – the
fraction of images (in the labeled set) in the i-th category
that have the j-th attribute present. This matrix, p(A|Y ),
will be communicated from one agent to another (Sec. 3.5).
This matrix gets updated every iteration as new images are
transferred to the labeled set.
The probabilistic model provides us with pAC(yi|x) us-
ing the attribute-category matrix described above and the
feature-attribute models described in Sec. 3.2. We formu-
late our probabilistic model as a Conditional Random Field
(CRF) that is star-shaped: Y connected to all M attributes
(see Fig. 2). Given an image x, the unary potentials of each
attribute are p(am|x) from the feature-attribute models. The
edge potential connecting attribute am to yi is p(am|yi)
from the attribute-category matrix described above. We per-
form sum-product inference on this CRF to compute the
marginal
pAC(yi|x) = 1
z
M∏
m=1
pm(yi|x) (1)
for a test image x. Each message, one for each attribute,
pm(yi|x) is computed as follows.
pm(yi|x) =
∑
am∈{0,1}
p(yi, am|x) (2)
=
∑
am∈{0,1}
p(yi|am, x)p(am|x) (3)
We assume that categories are fully specified by the vi-
sual attributes, i.e. given the attributes, categories are inde-
pendent of the image. This gives us
pm(yi|x) =
∑
am∈{0,1}
p(yi|am)p(am|x) (4)
=
∑
am∈{0,1}
p(am|yi)p(yi)
p(am)
p(am|x) (5)
Similar to [23], we set the values of the attribute priors
p(am) = 0.5 and category priors p(yi) = 1N . Given a
new image x from the unlabeled set, we can now calculate
pAC(yi|x) for each category i = 1, 2, ...., N .
3.4. Transferring Images
We move on to the next part in the pipeline: transfer-
ring images from a large unlabeled pool to the labeled set.
Recall that for each agent, we have two category mod-
els that likely contain complementary information because
the models represent two separate views. In order to reli-
ably transfer images at every iteration, we use a multi-view
framework. We combine two views: the feature-category
models (Sec. 3.2) and the probabilistic attribute-category
model (Sec. 3.3). The combined probability of an image
x belonging to category yi is computed as
pcom(yi|x) = pFC(yi|x) + pAC(yi|x)
2
(6)
We then calculate the entropy of this distribution, E =
−∑Ni=1 pcom(yi|x) log(pcom(yi|x)). The images with low-
est entropy values are selected for transfer. We transfer 2
images per iteration per (predicted) category (results with
transferring 5 images are in the appendix).
Each image is “annotated” with argmaxyi pcom(yi|x)
when transferred to the labeled set. Note that this same
multi-view classification approach is used to classify im-
ages in the test set. To determine the attribute label of an
unlabeled image transferred to the labeled set, we use the
attribute-category matrix p(A|Y ) described in Sec. 3.3. If
the image has been transferred to the i-th category then the
j-th attribute is annotated as 1 if pij > 0.5 and 0 otherwise.
Finally, to further avoid semantic drift, we introspect the
labeled set every few iterations. Similar to [34], after every
5 iterations, we use the multi-view framework to calculate
the entropy of all images in labeled set, and prune images
that are the least confident in each category. We prune 6
images from each category (same setting as in [34]).
3.5. Communication
In our proposed cooperative learning approach, agents
share their current knowledge about the visual categories
with each other using visual attributes. In particular, they
share the attribute-category matrix p(A|Y ). Since the
agents have access to a few examples, they may learn in-
complete and complementary information. Sharing this in-
formation is likely to supplement their knowledge and lead
to improved performance and resistance to semantic drift.
Each agent updates its matrix to be the average of its
current matrix and the matrix communicated by the other
agent. 5 Let pagent-k(A|Y ) be the current category-attribute
matrix of the k-th agent. The updated matrix for agent k
after communication is
pˆagent-k(A|Y ) =
∑
k′ pagent-k′(A|Y )
K
. (7)
This updated matrix pˆagent-k(A|Y ) will be used in the
subsequent iteration in the multi-view approach to trans-
ferring images to the labeled set (Sec. 3.4). Once images
are transferred, the feature-category, feature-attribute and
attribute-category models are all updated, and the iterations
continue. Clearly, our approach is general enough to ac-
commodate multiple agents. In our experiments, we use
K = 2 agents.
4. Experimental Setup
Datasets: We present our experimental results on one
synthetic dataset and three existing real datasets. The syn-
thetic dataset helps demonstrate our idea and allows us to
5Other robust estimators can also be considered. In our experiments,
averaging sufficed. Note that as iterations proceed, outliers become less
likely.
control the amount of complementary information between
the two agents.
The three real datasets that we experiment with are: An-
imals with Attributes (AWA) [23], SUN scene attributes
(SUN) [30] and the RGB-D Objects dataset [22]. These
datasets capture a wide array of categories (animals, indoor
and outdoor scenes, household objects, etc.) and attributes
(parts, habitats, shapes, materials, etc.). Both categories and
attributes are annotated in these datasets.
Categories and Attributes: For each of the datasets we
select 10 categories at random. We use 10 attributes6 from
each dataset such that the attributes were present in a mix of
the categories.7 Details on the features are provided below.
A list of categories and attributes used for each dataset can
be found in the appendix.
Splits of data: For each agent, we use disjoint sets of
5 images per category as the initial labeled set. The test
set contains 200, 200 and 300 images per category from the
AWA, SUN and RGB-D datasets, respectively. The remain-
ing images from each category are in the unlabeled pool.
To make the learning task challenging, we add ∼10k ran-
domly selected images from the remaining categories of the
datasets (other than the 10 we use) as distractors. We split
the unlabeled set also into two disjoint sets (at random). The
first set is the first agent’s source of data to learn from, and
the second is the second’s.
Features: In addition to different sources of data to
learn from, our approach allows the agents to also use
different sensors (or feature spaces). Our main dataset
(RGB-D) does naturally provide two modalities: RGB and
DEPTH. We extract Hierarchical Matching Pursuit (HMP)
features [6, 5, 4, 35] for each domain provided by the au-
thors. The HMP extractor uses RGB images to compute
features for the RGB modality and depth images with sur-
face normals for the Depth modality. Due to lack of other
such datasets in the community, we use different sensors
on the AWA and SUN datasets by extracting different fea-
tures from the images as proxies. For AWA, the first agent
uses SIFT (bag-of-words) features, while the second agent
uses COLOR histograms (both made available by the au-
thors of the dataset [23]). For SUN, the first agent uses
GIST and the second uses COLOR histograms (available
with the dataset [30]).
6 [34] found 10 attributes to be sufficient to constraint semi-supervised
learning. More/fewer attributes/categories would make the downstream
classification task more/less challenging. But that would affect both base-
lines and our approach. Our framework is a general one and not con-
strained to a fixed number of categories or attributes. The more attributes
that are used, the more information the agents need to communicate with
each other, which may run up against any bandwidth constraints.
7Note that this results in the agents communicating a 10×10 matrix to
each other at each iteration. At double precision, this is 0.0008 MB of data,
as compared to 2 MB or 0.067 MB that would need to be communicated if
images or DECAF features were exchanged. The latter, clearly, also have
privacy concerns.
Figure 3: Synthetic Dataset. On increasing the noise level,
the “complimentary” nature of the two agents decreases and
the margin of improvement between cooperative learning
and the baseline reduces.
Baselines: We compare our approach to two baselines.
SSLIndLearner: The standard bootstrap approach which
does not involve attributes. The two agents learn inde-
pendently (no communication). Each agent learns from
an initial pool of images labeled with categories, trains
SVMs for each category, retrieves most confident im-
ages from the unlabeled pool, adds them to the labeled
pool, updates its SVMs, and iterations continue. Mul-
tiViewSSLIndLearner: The agents still learn indepen-
dently, but the labeled set of images are annotated with
category as well as attribute labels. They can thus build
attribute-category models along with the feature-category
models, and transfer images using our multi-view approach
(Sec. 3.4). This baseline is the same as our approach ex-
cept it is missing our proposed communication mechanism
between the agents (Sec. 3.5) – key to cooperative learning.
Rationale: Comparing the second baseline to the first one
quantifies the benefit of using attributes as a second view
to constraint semi-supervised learning. Comparing our ap-
proach to the second baseline quantifies the additional ben-
efit of our proposed cooperative learning approach. The pa-
rameter settings, transfer mechanisms, etc. are consistent
across baselines and our approach.
Evaluation: In order to evaluate our approach we use
two metrics that we evaluate at each iteration: (1) Accu-
racy: class-average accuracy on the test set (2) Purity of the
labeled set: the percentage of images in the accumulated la-
beled pool that have been annotated with the correct label.
5. Results and Discussions
5.1. Synthetic dataset
The contribution of our proposed approach over stan-
dard bootstrap semi-supervised learning is communication
(a) SUN Dataset
(b) AWA Dataset
(c) RGB-D Dataset
Figure 4: Accuracies of baselines compared to our approach for different datasets. We also mention MaxAccuracy for each
agent. It is the accuracy of the agent (MultiViewSSLLearner) if trained in a fully supervised manner i.e. by annotating both
the labeled set and the unlabeled pool with category and attribute labels.
(a) Purity Level at Iteration 10.
(b) Purity Level at Iteration 30.
Figure 5: Purity of the labeled set across iterations for different datasets. Comparing the top and bottom plots for the same
dataset, we see that the purity decreases for all methods. Cooperative learning maintains higher purity across the board.
between the two agents via visual attributes. This is accom-
plished by averaging the attribute-category p(A|Y ) matri-
ces of both agents as described in Eq. 8. We wanted to eval-
uate whether this average matrix tends to be more accurate
at recognizing categories based on attributes, than the ma-
trices of each agent individually. Furthermore, we wanted
to evaluate how any improvement in accuracy is affected
by how noisy the attribute predictions of the two agents are,
and more importantly, by how complementary the attributes
predictions of the two agents are.
To control the noise in the predictions, we take the
ground truth attribute annotations of the images in the SUN
dataset, and add zero-mean Gaussian noise to them with
varying standard deviations.8 These noisy annotations are
treated as attribute predictions made by each agent. Both
agents estimate their p(A|Y ) from a labeled set of 50 im-
ages each. They use this matrix to classify images in a
test set using Eq. 1. This forms our baseline for this ex-
periment. Our approach averages the two p(A|Y ) matrices
and uses the resultant matrix to classify test images. Notice
that the low-level features play no role here – we use the
attribute-category models alone (Sec. 3.3). As a result, the
MultiViewSSLIndLearner baseline uses just the attribute-
category model. When adding noise, we make half the at-
tributes for an agent “good” and the other half “bad” (and
vice versa for the second agent). We start by setting our
noise parameters such that for the given labeled data the
good attribute classifiers have an accuracy of over 80% and
the bad ones vary between 50 − 65% (chance is 50%). We
then leave the noise parameters the same for the bad at-
tributes and increase the amount of noise added to the good
ones, making them approach the bad ones, till all attributes
are equally bad. As this happens, the complementary na-
ture of the two agents starts decreasing. Results are shown
in Fig. 3. As expected, as the noise increases, the perfor-
mance of both approaches decreases. But when the noise
level is low for a subset of attributes (two agents are com-
plementary), our cooperative learning approach results in
significant improvements.
5.2. Real datasets
We now present results on the three real datasets we ex-
perimented with, described in Sec. 4. Fig. 4a shows results
corresponding to the SUN dataset.
Our approach outperforms both baselines. Moreover,
unlike the baselines, our approach allows the agents to
resist semantic drift, and increase performance over it-
erations. Also note that our stronger baseline Multi-
ViewSSLIndLearner outperforms SSLIndLearner indicat-
ing that semantic attribute-based information helps con-
straint semi-supervised learning of low-level classifiers.
8All probabilities are followed by normalization to retain valid distri-
butions.
Similar trends can be seen for AWA (Fig. 4b) and RGB-D
(Fig. 4c) datasets. For reference, also mentioned in Fig.s 4a,
4b and 4c is MaxAccuracy. This corresponds to the upper
bound accuracy of each agent (MultiViewSSLIndLearner)
achieved by fully supervised learning. That is, this is the
accuracy achieved by the agents when their entire unla-
beled dataset was annotated with the ground truth category
and attribute labels, and used to train their feature-category,
feature-attribute and attribute-category models. In our ap-
pendix, we have also shown how the accuracies of attribute
models increase over iterations which shows that over time,
the “language” of communication is also improving. We
also compare our approach to a baseline of simple ensem-
bling of two diverse models through averaging. See ap-
pendix for details. We also evaluate our approach by mea-
suring how pure the labeled set remains across iterations.
We compute the percentage of images in the labeled set that
have been assigned to the correct category. Fig. 5 shows
the trends. We can see that cooperative learning transfers
images correctly more often than the baseline approaches.
5.3. Discussion
In our approach, the attribute models are updated on-the-
fly along with the category models. We also experimented
with training attributes offline using annotations on a held
out set of categories. We found this to be less effective.
This may be because the attribute concepts learnt from a
different set of categories do not generalize to the categories
the agents are learning, and this bias is problematic to deal
with when the agents have very few labeled images initially.
In Eq. 8, all agents are weighted equally. We experi-
mented with a weighted version where agents are weighted
different based on the reliability of their learnt attribute clas-
sifiers. This did not help significantly, except in scenarios
where the two agents have a high disparity in their accura-
cies. For instance, we experimented with using SIFT fea-
tures for one agent and DECAF [23] for the other (again,
as a simulation of different sensors) on the AWA dataset.
The weighted version ensured that the first agent benefited a
lot from the second agent without hurting the performance
of the second agent (see appendix for results). This was
because the weights essentially resulted in a unidirectional
flow of information from the second agent to the first. Fur-
ther exploration of mechanisms to estimate the expertise of
each agent and modulate the communication based on that
is part of future work.
6. Conclusions
We propose a cooperative learning paradigm where dif-
ferent agents try to learn the same concepts, but in differ-
ent environments using different sensors can communicate
their current knowledge to each other. We propose the use
of visual attributes as the mode of communication between
the agents. We explored this paradigm within the standard
bootstrap semi-supervised learning loop. We found that our
approach results in improved learning of both agents than if
they were to learn independently, and both agents are able
to resist semantic drift as compared to strong baselines.
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7. Appendix
7.1. Transferring 5 images per iteration
We present results on the SUN dataset when transfer-
ring 5 images per category from the unlabeled pool to the
labeled set (as opposed to 2 images per category as in the
main paper). See Figure 6. Similar to the trends in the main
paper, we find that accuracies are higher when using our
proposed cooperative learning approach. However overall,
we observe better performance when transferring 2 images.
When transferring more images, there is a higher chance of
images being assigned to the incorrect category when trans-
ferred, resulting in increased semantic drift.
7.2. List of categories and attributes
Following is the list of categories and attributes used in
each of our datasets:
SUN scene attributes (SUN):
• Categories: We use categories from the second level
of hierarchy. They are: shopping and dining; work-
place (office building, factory, lab, etc.); home or hotel;
transportation (vehicle interiors, stations, etc.); sports
and leisure; cultural (art, education, religion, military,
law, politics, etc.); water, ice, snow; mountains, hills,
desert, sky; forest, field, jungle; man-made elements.
• Attributes: trees; vegetation; foliage; natural light; nat-
ural; man-made; open area; enclosed area; no horizon;
rugged scene.
Animals with Attributes (AWA):
• Categories: chihuahua; rabbit; ox; mole; gorilla; giant
panda; spider monkey; polar bear; elephant; sheep.
• Attributes: white; gray; tough skin; bulbous; lean;
paws; meat teeth; vegetation; forager; solitary.
RGB-D Objects dataset:
• Categories: food bag; food box; food can; food cup;
garlic; hand towel; instant noodles; keyboard; kleenex;
lemon.
• Attributes: bag; cuboid; cylinder; ellipsoid; rectangle;
fabric; metal; natural; paper; plastic.
7.3. Attribute models
We evaluated learned attribute models on the SUN
dataset and observed a statistically significant improvement
in accuracies over 40 iterations. These accuracies are aver-
aged across all the attributes. This shows that over time, the
language of communication is also improving.
Agent 1 (Gist): Accuracy increases from 56.02% to
58.10% over 40 iterations. Agent 2 (Color): Accuracy
increases from 59.15% to 60.77% over 40 iterations. The
standard error is 0.048%.
7.4. Baseline: Ensemble SSLIndLearner
To ensure that our gain in accuracies is not coming just
from simple ensembling of two diverse models through av-
eraging the corresponding posterior probabilities of cate-
gories give images (similar to Eq(6) in main paper), we ran
an additional baseline for the RGB-D dataset. We trained
one SSLIndLearner in each domain using 5 labeled images
per category, and then averaged the probability outputs for
these two models and used that as the final probability of
a category given a test image. Our cooperative learning
approach beats this baseline. The accuracies of the base-
line (and our cooperative learning approach in brackets)
are: Agent 1 (RGB): 80.72% (81.5%) in iteration 1 and
83.001%(83.71%) in iteration 40. Agent 2 (Depth): 61.7%
(62.61%) in iteration 1 and 62.22% (63.9%) in iteration 40.
7.5. Non-uniform weighting of agents
In our proposed cooperative learning approach, agents
share their current knowledge about the visual categories
with each other using visual attributes. Each agent con-
structs its own attribute-category matrix p(A|Y ) and shares
it with other agents. Each agent updates its matrix to be the
average of its current matrix and the matrix communicated
by the other agent (Equation 7 in the main paper). We also
experimented with a version where each agent is weighted
differently when combining the matrices. The weights indi-
cate which agent has a more reliable attribute classifier for
each attribute.
Specifically at each iteration, in addition to the attribute-
category matrix p(A|Y ), each agent also shares a vector Q
of length M with other agents which contains the agent’s
accuracies on all M attributes. Each accuracy is estimated
by running the attribute classifiers on the (original initial-
ized) labeled set and comparing the predictions with the
ground truth annotations. Now, the i-th column of the
matrix p(A|Y ) is a vector [p(ai|y1), p(ai|y2), ..., p(ai|yN )]
where y1, y2, ..., yN are the categories. That is, the i-th col-
umn of the matrix p(A|Y ), say pi(A|Y ), holds the proba-
bility of presence of attribute ai for all the categories. The
matrix p(A|Y ) can be represented in terms of its column
vectors as [pi(A|Y )]Mi=1.
Figure 6: Accuracies of baselines compared to our approach (Cooperative Learner) for the SUN dataset when transferring 5
images per (predicted) category per iteration from the unlabeled pool to the labeled set (instead of 2 images in experiments in
the main paper). MaxAccuracy is the accuracy of the agent (MultiViewSSLLearner) if trained in a fully supervised manner
i.e. by annotating both the labeled set and the unlabeled pool with category and attribute labels.
We now associate a scalar weight wi with the i-th col-
umn. Let pagent-k(A|Y ) = [piagent-k(A|Y )]Mi=1 be the current
category-attribute matrix of the k-th agent and Qk be its
classifier accuracies vector. The updated matrix for agent k
after communication is
pˆagent-k(A|Y ) =
∑
k′
[wik′p
i
agent-k′(A|Y )]Mi=1 (8)
For our experiment, we used two agents where weight
wi1 is given as
wi1 =
{
1, if Qi1 > Q
i
2.
0, otherwise.
(9)
Similar equation holds for the weight wi2 correspond-
ing to the second agent. Thus if the second agent is better
than the first one for attribute ai, the column pi1(A|Y ) in
the first agent’s matrix will be overwritten by the column
pi2(A|Y ) in the second agent’s matrix. This updated matrix
pˆagent-k(A|Y ) will be used in the subsequent iteration in the
multi-view approach for transferring images to the labeled
set (Section 3.4 in main paper). Rest of the framework and
experimental setup is same as described in the main paper.
We experimented with the Animals With Attributes
(AWA) dataset using SIFT features for one agent and DE-
CAF features for the other. Attribute classifiers learnt in
DECAF space are significantly more accurate than those
learnt in SIFT space. We expect our weighted version to
ensure that while the SIFT agent benefits from the DECAF
agent, the DECAF agent is not hurt by the SIFT agent.
The results are shown in Figure 7. We can observe that
DECAF classifiers being better than SIFT classifiers for all
10 attributes, Agent-1 does not contribute anything to the
knowledge of Agent-2 but the matrix p(A|Y ) of Agent-1 is
Figure 7: Accuracies of baselines compared to our
(weighted) approach for both agents: SIFT and DECAF.
In spite of SIFT performing much worse, it does not
hurt the DECAF agent. Cooperative Learner and Mul-
tiViewSSLIndLearner for DECAF have the same perfor-
mance because SIFT does not contribute any knowledge in
our preliminary weighting scheme. The SIFT agent on the
other hand benefits from the DECAF agent.
overwritten by the matrix shared by Agent-2. As a result,
the performance of the DECAF agent (Agent-2) is the same
with or without cooperative learning. But the SIFT agent
(Agent-1) benefits from cooperative learning. The weights
resulted in a unidirectional flow of information from the
second agent to the first. Further exploration of mechanisms
to estimate the expertise of each agent and modulating the
communication based on that is part of future work.
