The received signal in ultrasonic pulse-echo inspection can be modeled as a convolution between an impulse response and the reflection sequence, which is the impulse characteristic of the inspected object. Deconvolution aims at approximately inverting this process to improve the time resolution so that the overlap between echoes from closely spaced reflectors becomes small. This paper presents a modified minimum entropy blind deconvolution algorithm for deconvolving ultrasonic signals. Enhancement of the resolution is achieved by using the presented method. In addition, the presented approach will, in many cases, lead to a faster computation. A nonlinear function is the key point to the efficiency of the modified blind deconvolution algorithm, which is used to increase the sparsity of the iteration output and to decrease the influence of the added noise by replacing each iteration output by output of the nonlinear function. Simulations showed the efficiency of the modification as compared with minimum entropy deconvolution when deconvolving synthetic ultrasonic signals. Experimental results using real ultrasonic data evaluated further that the exact solution consistently yields good performance. The thickness of a thin steel sample can be calculated by the modified blind deconvolution filter with a reasonable accuracy.
I. INTRODUCTION
In ultrasonic nondestructive testing and evaluation, the classical method is the pulse-echo method. The propagation of the ultrasonic wave is influenced by reflections at all boundary surfaces in the media. These reflections contained in the ultrasonic wave leaving the material are suitable to obtain the necessary information about the properties of the test material, i.e., thickness, defects, and layers of different materials. Sometimes, however, a small defect is masked by the echo from a larger nearby reflector, and it will be difficult to detect. To discover the internal structure of the test sample as precisely as possible, various groups have explored different techniques to restore the signal leaving the material surface containing only the reflection information from the detected ultrasonic signal. 1 In an ultrasonic inspection, the received ultrasonic signal can be modeled as a convolution between the transducer's impulse response and a reflection sequence. 2 Deconvolution is a method that can be utilized to restore the reflection sequence or, rather, to find a good estimate of it. Generally, it is used mainly for improving the resolution of the signals, particularly useful for revealing a small defect that has been masked by the echo from a larger nearby reflector. 3 In conventional deconvolution, the system and the system's output must be known, and the problem is to estimate the input. In blind deconvolution, both the system and the system's input are not known, yet the system's input is desired. 4 Wiggins 5 proposed a method called minimum entropy deconvolution ͑MED͒. He used the knowledge that the source signal had a sparse distribution and tried to find the deconvolution filter whose output distribution was as sparse as possible. Based on this idea, a number of algorithms using higher-order statistics are developed. 1, 6, 7 These algorithms seek the smallest number of large spikes consistent with the data. Thus, the order in the data is maximized or, equivalently, the entropy or disorder in the data is minimized. However, the reflection sequence restored by the above deconvolution methods is not sparse enough. In other words, the resolution of the reflection sequence is not high enough to compute the exact time between ultrasound impulse signals. Furthermore, the high computational cost and, in some cases, compromised convergence is another drawback of these methods.
In order to increase the sparsity of the deconvolution filter output and to decrease the computational cost, a modified blind deconvolution is proposed in this paper. This method replaces each iteration output with a nonlinear function to increase the sparsity of the iteration output and decrease the influence of the added noise. The bigger the sparseness of the iteration output, the faster the convergence.
The paper is organized as follows: In Sec. II, blind deconvolution methods are reviewed. In Sec. III, we present the modified blind deconvolution algorithm. In Secs. IV and V results obtained from the analysis of numerical and actual ultrasonic signals are presented. Conclusions are given in Sec. VI.
II. REVIEW OF BLIND DECONVOLUTION METHODS
In ultrasonic nondestructive testing, the measured ultrasound signal z͑n͒ can be modeled as 
where x͑n͒ is the reflectivity function, which consists of a very low number of noncontiguous nonzero entries, the system h͑n͒ is influenced by the propagation as well as the transducer impulse response ͑distortion function͒. * denotes convolution, and e͑n͒ is an additive noise.
In order to restore the reflectivity function x͑n͒ or, rather, to find a good estimate of it, an inverse filter f͑n͒ that produces an output signal y͑n͒ that is a good estimate of x͑n͒ is to be designed, 
Differentiating this with an objective function with respect to the filter coefficients f͑l͒, l =1,2, ... ,L, where L is the length of the inverse filter, by using ‫ץ‬y͑i͒ / ‫ץ‬f͑l͒ = z͑i − l͒ and equating the result to zero, one gets
This equation can be written in matrix notation,
where A is a modified autocorrelation matrix containing weighted autocovariances of the input signal z͑n͒. Vector f is the column vector of the required coefficients of the inverse filter f͑l͒, and b is a column vector that contains weighted cross covariances of the outputs raised to the ͑k −1͒th power with the inputs
The solution of the inverse filter f͑l͒ is obtained from the iteration of the matrix form f = A −1 b. The modified autocorrelation matrix A and its inverse are computed only once at the beginning of the iteration and are used in each iterative step. Initial values for the vector of the inverse filter coefficients f need to be assumed, and then vector b can be estimated. Filter coefficients f are recursively estimated until some error criterion is satisfied. 4 
III. DEFINITION OF SPARSITY AND SPARSE SOLUTIONS
A signal is called sparse if it has some peaks and relatively flat area in between the peaks. For an arbitrary signal or data sequence X = ͓x͑1͒x͑2͒¯x͑N͔͒, its L 0 norm ʈxʈ 0 , which is equal to the number of nonzero samples in X, can be a good indicator of the degree of sparsity. However, the function ʈxʈ 0 is very sensitive to noise: Even a tiny bit of noise would make all the samples nonzero, while noise cannot be avoided in practice. Therefore, we consider proposing a robust definition of sparsity for noisy signals. Since a very sparse signal has its value and hence its energy concentrated in some narrow segments of the signal, we define its sparsity as
where ʈxʈ 2 and ʈxʈ 1 represent the L 2 norm and norm L 1 of X, respectively. The sparsity defined by Eq. ͑7͒ is a ratio of the L 2 norm to L 1 norm scaled by ͱ N. Robustness is brought through introducing the L 2 norm in the definition. The sparsity will also tend toward the ratio of the second order moment to the first order absolute moment, with N tending toward infinity when the signal is modeled as a zero mean stationary stochastic process. Such property makes the sparsity function a statistic of a signal. For a stationary signal, its statistic does not change much with the length of the signal, as long as the signal is long enough to provide a stable statistic. This definition regards the signal with prominent peaks as a sparse signal; the sharper the peak, the greater the sparsity S͑x͒. The reflectivity function x͑n͒ in convolutional model ͓Eq. ͑1͔͒ has the characteristic that only a small part of the components are nonzero; so, it is a sparse signal.
Using the above blind deconvolution methods, the time between ultrasound impulse signals is now clearer after the deconvolution operation, but the quality of the results is not good enough to compute the exact time between ultrasound impulse signals. Furthermore, the high computational cost and, in some cases, compromised convergence are serious drawbacks of these methods. All the drawbacks are derived from the added noise and the big width of the highest peak in each iteration output that will influence the precision of the next iteration output; in other words, the added noise and the big width of the highest peak decrease the sparsity of the iteration output. Thus, a modified scheme is needed to increase the sparsity of the iteration output.
In order to obtain the sparse solutions, we can replace each iteration output y by a nonlinear function g͑y͒. The nonlinear function is used to increase the sparsity of each iteration output and to decrease the influence of the added noise. The following algorithm has been proven very useful in increasing the sparsity of the iteration output and in decreasing the influence of the added noise:
According to Eq. ͑8͒, if the value in y was large, the corresponding element of the term
͉y͑i͉͔͒ is small. In other words, the relatively large values of the term
N ͉y͑i͉͔͒ reduce the contribution of the corresponding elements of y to the cost ͓Eq. ͑8͔͒, and vice versa. Thus, larger entries in y͑n͒ result in larger corresponding entries in yЈ͑n͒; the sparsity of yЈ͑n͒ is larger than that of y͑n͒. This indicates that this method decreases the width of the highest peak and, at the same time, weakens the influence of the added noise. In order to further increase the sparsity of the iteration output and decrease the influence of the added noise, a nonlinear function g͑y͒ can be selected as follows:
The values of the terms
N ͉y͑i͉͔͒ have a big difference if y͑n͒ is already a prominent entry, but to the rest, two terms have almost the same values. Thus, y͑n͒ almost holds only the already prominent entries that are the reflectivity functions we want to restore.
From the above analysis, the modified blind deconvolution algorithm can be implemented as follows.
͑1͒ Calculate the modified autocorrelation matrix A and its inverse A −1 . Set the initial optimal filter coefficient f ͑0͒ . ͑2͒ Calculate the output signal y = f ͑0͒* z. ͑3͒ Update ȳ using the nonlinear function g͑y͒ : y͑n͒ = g͓y͑n͔͒.
͑5͒ Solve a new optimal filter coefficient f ͑1͒ using f
and E͑·͒ is the expected value. ͑7͒ If E͑e͒ ഛ k, then stop the process; if E͑e͒ Ͼ k, then set f ͑0͒ = f ͑1͒ and go to step ͑2͒, where k is a specified tolerance.
IV. SIMULATION RESULTS
In this section, the simulated reflection sequence x͑n͒, which is shown in Fig. 1͑a͒ , consisted of three spikes, all with amplitude 1, inserted in a zero mean white Gaussian noise sequence with a scalar variance of 0.001. The delay between the first and second spikes is 40, and the delay between the second and third spikes is 300. The chosen distortion function h͑n͒ was obtained by the experiment with a 12 mm steel sample. This simulated reflection sequence was convolved with the chosen distortion function to yield a synthetic ultrasonic signal. This result is shown in Fig. 1͑b͒ . Because the delay between the first and second spikes in the simulated reflection sequence x͑n͒ is very small, the first and second impulse responses overlap heavily. It is difficult to identify all the three impulse responses. In this paper, the MED and the modified minimum entropy deconvolution ͑MMED͒ methods have been applied to the synthetic ultrasonic signal to estimate the reflection sequence x͑n͒. The minimum entropy deconvolution method uses the fourthorder statistics ͓the parameter in Eq. ͑3͒ is set by k =4͔. Figures 2͑a͒ and 2͑b͒ show the deconvolution results processed by MED and MMED methods, respectively, with similar lengths of the inverse filters of 60. We can see that very good results are obtained, but the MMED method can yield better contrast solutions than the MED method. The time between impacts are now clearer after the deconvolution operation, but the quality of the results are not good enough. Thus, an optimization scheme is needed. Now, the signal in Fig. 2͑b͒ is processed using the nonlinear function g͑y͒ in Eq. ͑9͒, and the result is displayed in Fig. 2͑c͒ . It indicates a significant enhancement of the deconvolution resolution, and it almost holds only the already prominent entries that are the reflectivity functions we want to restore. Thus, the time between impacts can be calculated accurately.
To compare the described deconvolution methods, criteria have to be found to allow an assessment of the performance. One criterion would be the visual examination of the deconvolved signal. This visual examination would carry out a comparison of the deconvolved signal and the theoretically expected one. Besides the visual assessment, which is affected by subjective influences, other more objective methods should be applied.
One objective criterion for evaluating the performance is the sum of the squared deviations ͑SSD͒ of each sample of the estimated signal y͑n͒ from its true counterpart x͑n͒,
Small values of SSD indicate a good solution. It is noted that comparable results for the two deconvolution methods can only be obtained by normalizing the time series y͑n͒ and by compensating for the time delay introduced by the inverse filter. Another objective criterion for evaluating the performance is the full width at half maximum ͑FWHM͒, which determines the full width at half maximum of the highest peak in the output y͑n͒ of the inverse filter.
To compare the described deconvolution methods, each method was applied with different lengths of the inverse filter: L = 30, 60, 80, 100. For each filter length, the values of SSD and FWHM and the number of iterations ͑NIT͒ are presented in Table I .
The results in Table I show that MMED has good NIT results when compared to MED. This is because the nonlinear function g͑y͒ increases the sparsity in each iteration, and it makes the MMED converge more rapidly. For the same reason, MMED has smaller FWHM and SSD when compared to MED. Small FWHM and SSD make the deconvolution results have a better resolution. Overall, it appears from simulation results that the MMED offers better performance.
V. EXPERIMENTAL RESULTS
The thickness estimation of thin layers is a challenging task in nondestructive evaluation because of the band limited characteristics of the transducer pulse-echo wavelet. When ultrasonic testing is applied to a thin layer, two or more reflections of the pulse-echo wavelet can be observed, often overlapping. The first echo comes from the front surface, and the second echo comes from the back surface. The rest are the reverberation echoes between the two boundaries. The time difference of arrivals ͑TDOA͒ of these multiple reflections can be used to determine the thickness. However, it is difficult to identify the TDOA from those overlapping echoes. It is well known that the propagating time of ultrasound echo in a thin steel sample is very short; consequently, the distortion function h͑n͒ influenced by the propagation as well as the transducer impulse response changes slightly. The blind deconvolution is a good method to deconvolve the ultrasound signal without the knowledge of the distortion function since it can eliminate the effect of ultrasound dispersion. That is why this work focuses on blind deconvolution. However, the deconvolution result restored by the conventional deconvolution methods is not sparse enough. This drawback can be eliminated effectively using the MMED method.
To demonstrate the performance of the method, two thin steel samples with approximately 1 and 10 mm thickness are tested using the unfocused longitudinal transducer with 2.5 MHz central frequency and a relative bandwidth of about 81%. The ultrasound signals were recorded in the format of an A-scan with a sample frequency of 100 MHz.
In the first experimental scheme, real data from the steel sample with approximately 10 mm thickness have been made available. The measured ultrasound signal is shown in Fig. 3͑a͒ . It can be seen from Fig. 3͑b͒ that the ultrasound signal has a low time resolution. Figure 3͑b͒ shows the deconvolution result of the MMED method. The length of the inverse filter is 100, and NIT is 4. It can be seen from Fig.  3͑b͒ that the major peaks are visible in the deconvolution result. The delay between the first and the second echo is 3.45 s, and the delay between the second and the third echo is also 3.45 s. If the sound velocity for longitudinal waves in ordinary steel is 5.9 mm/ s, the thickness of the steel sample block can be computed as 10.17 mm. It is close to the physical thickness measurement. Due to the application of the nonlinear function g͑y͒, the deconvolution result has a good resolution. In this experimental scheme, the steel sample is thick enough that the reverberation echoes do not overlap together. Though the measured ultrasound signal has a low time resolution, it can be used to measure the thickness of this steel sample. However, when a thinner steel sample is tested or a narrow-bandwidth transducer is used, the reverberation echoes often overlap together, and the thickness of this thin steel sample cannot be obtained from the measured ultrasound signal. This problem can be addressed effectively using the MMED method.
In the second experimental scheme, the thin steel sample with approximately 1 mm thickness is tested using the same transducer. The measured ultrasound signal is shown in Fig.  4͑a͒ . Because the bandwidth of the transducer used in this experimental scheme is too narrow and, at the same time, the steel sample is not thick enough, the reverberation echoes in the measured ultrasound signal overlap heavily. It seems that there is only one reverberation echo in this measured ultrasound signal. It is difficult to identify all reverberation echoes from the measured ultrasound signal, let alone thickness measurement. The estimated spikes associated with the reverberation echoes are shown in Fig. 4͑b͒ using the MMED method. It can be seen from the figure that, in addition to two reflections from the front and back surfaces of the thin steel sample, there are also two reverberation echoes with small amplitudes. This result suggests that the third and fourth echoes with small amplitudes are captured by the MMED method with a reasonable accuracy. The delay between all neighboring echoes is 0.3 s. Thus, the thickness of the thin steel sample can be gained from the TDOA, and it can be computed as 0.885 mm. The accuracy in the thickness measurement of 0.005 mm can be available.
VI. CONCLUSION
This paper has presented a modified blind deconvolution algorithm for deconvolving ultrasonic signals. The enhancement of the resolution of the deconvolution filter output has been realized by replacing each iteration output with a nonlinear function. The nonlinear function is derived from the definition of sparsity of a sparse signal, and it can be used to increase the sparsity of the iteration output and decrease the influence of the added noise. The nonlinear function is central to the efficiency of the modified blind deconvolution algorithm. It makes the modified blind deconvolution algorithm gain a faster convergence.
The given simulations indicate that simultaneous advantages in speed and resolution can be obtained relative to existing alternatives. Results using real ultrasonic data further show that the modified blind deconvolution algorithm yields good estimates of the spikes associated with the reverberation echoes, and the thickness of a thin steel sample can be calculated by the modified blind deconvolution filter output with a reasonable accuracy.
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