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Abstract
We show that in the semiclassical limit, classically chaotic systems have universal
spectral statistics. Concentrating on short-time statistics, we identify the pairs
of classical periodic orbits determining the small-τ behavior of the spectral form
factor K(τ) of fully chaotic systems. The two orbits within each pair differ only
by their connections inside close self-encounters in phase space. The frequency of
occurrence of these self-encounters is determined by ergodicity. Permutation theory
is used to systematically sum over all topologically different families of such orbit
pairs. The resulting expansions of the form factor in powers of τ coincide with
the predictions of random-matrix theory, both for systems with and without time-
reversal invariance, and to all orders in τ . Our results are closely related to the
zero-dimensional nonlinear σ model of quantum field theory. The relevant families
of orbit pairs are in one-to-one correspondence to Feynman diagrams appearing in
the perturbative treatment of the σ model.
Kurzfassung
Wir zeigen, dass klassisch chaotische Systeme sich im semiklassischen Limes
durch die universelle Statistik ihrer Quantenspektren auszeichnen. Dabei konzentri-
eren wir uns auf das Kurzzeitverhalten des spektralen FormfaktorsK(τ). Wir weisen
nach, dass fu¨r dieses Verhalten Paare periodischer Bahnen verantwortlich sind, die
sich voneinander nur durch ihre Verbindungen innerhalb naher Selbstbegegnungen
im Phasenraum unterscheiden. Die Ha¨ufigkeit solcher Selbstbegegnungen wird durch
die Ergodizita¨t der klassischen Dynamik bestimmt. Wir verwenden Methoden der
Permutationstheorie, um u¨ber alle topologisch verschiedenen Familien solcher Bahn-
paare zu summieren. Die resultierenden Entwicklungen des Formfaktors in Potenzen
von τ stimmen in allen Ordnungen mit den Vorhersagen der Zufallsmatrixtheorie
u¨berein, sowohl fu¨r zeitumkehrinvariante Systeme als auch fu¨r Systeme ohne Zei-
tumkehrinvarianz. Unsere Ergebnisse haben einen engen Bezug zum nulldimension-
alen nichtlinearen σ-Modell der Quantenfeldtheorie. Die betrachteten Familien von
Bahnpaaren entsprechen Feynman-Diagrammen, die bei der perturbativen Behand-
lung des σ-Modells auftreten.
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1. Introduction
Chaotic quantum systems display universal behavior [1,2]. Their energy eigenvalues
have universal statistics, and show a tendency to repel each other. The conductance
and shot noise of chaotic quantum dots are of universal form, as well as the fluc-
tuations of cross sections in chaotic scattering systems. Many more examples for
universality can be found in diverse ares ranging from quantum chromodynamics and
molecular spectroscopy to the study of normal-metal/superconductor heterostruc-
tures.
A quantitative prediction of such universal features is possible if, rather than
considering an individual system, we average over all Hamiltonians (represented
by large matrices) sharing the same symmetry properties. This approach, termed
random-matrix theory, was pioneered by Wigner and Dyson in the 1950s, for the
level statistics of atomic nuclei [3,4]. Surprisingly, the predictions of random matrix
theory, even though derived using ensembles of matrices, are typically respected even
by individual chaotic dynamics. Growing evidence for the success of random-matrix
theory outside of its initial realm of nuclear physics (see [5] for preceding works) led
Bohigas, Giannoni, and Schmit [6] to conjecture that the statistics of energy levels
of individual classically chaotic systems is faithful to random-matrix theory.
One of the fundamental problems of quantum chaos is to find a first-principles
proof for this conjecture. The reasons (and conditions) for universality should be
related to the classical signatures of chaos [7] displayed by the same type of sys-
tems. The classical time-evolution of chaotic dynamics depends sensitively on the
initial conditions, a property known as hyperbolicity. Typically, a small initial sep-
aration between two trajectories will grow exponentially in time. Only separations
along certain “stable” phase-space directions rather shrink exponentially. Moreover,
chaotic dynamics are ergodic: Long trajectories uniformly fill the energy shell.
How can we relate universality to these classical manifestations of chaos? To
answer this question, several approaches have been suggested, such as parametric
level dynamics [2] or field-theoretical methods [8–11]. Following pioneering work in
[12–15], our starting point will be Gutzwiller’s trace formula [16]. In the semiclassical
limit, the level density of a (bounded) chaotic quantum system can be written as
a sum over its classical periodic orbits. By Fourier transforming Feynman’s path
integral for the (trace of) the time-evolution operator, we express the level density as
an integral over classical trajectories closed in configuration space, with an integrand
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eiS/~ involving the classical action S. A stationary-phase approximation brings about
a sum over trajectories extremizing the action – which are nothing but classical
periodic orbits solving the equations of motion. Each orbit γ then comes with a
phase factor eiSγ/~.
As a prominent example for universality, we will consider the two-point correlator
of the level density, and its Fourier transform, the so-called spectral form factor
K(τ). The form factor is naturally expressed as a function of a time variable τ ,
conjugate to the energy difference; this time is made dimensionless by referral to the
Heisenberg time TH ∝ ~1−f (f denoting the number of degrees of freedom), the time
scale associated to the mean level spacing. The prediction of random-matrix theory
depends only on whether the system in question is time-reversal invariant or not. In
absence of time-reversal invariance, we have to average over Hermitian matrices (the
Gaussian Unitary Ensemble, GUE) and obtain K(τ) = τ . Time-reversal invariant
systems require an average over real symmetric matrices (the Gaussian Orthogonal
Ensemble, GOE), yielding K(τ) = 2τ − τ ln(1 + 2τ) = 2τ − 2τ 2 + 2τ 3 − . . .. Here,
we momentarily excluded complications due to spin or geometric symmetries and,
most importantly, restricted ourselves to τ < 1. Broad experimental and numerical
support suggests that individual chaotic systems are faithful to the above predictions
if we (i) consider highly excited states (justifying the semiclassical limit ~→ 0), and
(ii) perform two averages, usually over small intervals of energy and time, to turn
K(τ) into a smooth and plottable function.
The form factor, involving a product of level densities, leads to a double sum
over long periodic orbits γ, γ′ with periods close to τTH , and thus of the order of the
Heisenberg time; the associated phase factor ei(Sγ−Sγ′ )/~ depends on the difference
between their classical actions. This double sum relates correlations in quantum
spectra to correlations among the actions of classical orbits [13]. In the semiclassical
limit, it may draw systematic contributions only from pairs of orbits with a small
action difference, at most of the order of Planck’s constant. The contributions of all
other orbit pairs will interfere destructively and effectively vanish after performing
the two averages indicated above.
Following Berry [12], we first consider pairs of orbits with identical action. In
absence of time-reversal invariance (or other degeneracies of the periodic-orbits spec-
trum), this leaves only pairs of identical orbits γ = γ′. The resulting “diagonal” con-
tribution τ coincides with the random-matrix result. In presence of time-reversal
invariance, mutually time-reversed orbits must also be taken into account. The num-
ber of relevant orbit pairs is thus doubled. The overall contribution, 2τ , reproduces
only the leading term of the GOE form factor.
Can this approach be extended to all orders of K(τ)? As first seen numerically
by Argaman et al. [13], off-diagonal orbit pairs are capable of producing additional
contributions to the form factor. We know by now that one must account not only
for pairs of orbits identical up to time reversal, but also for orbits composed of
3Fig. 1.1: Sketch of a Sieber/Richter pair in configuration space: The partner or-
bits, depicted by solid and dashed lines, differ noticeably only inside an
encounter of two orbit stretches (marked by opposite arrows, indicating
the direction of motion). The sketch greatly exaggerates the difference
between the two partner orbits in the loops outside the encounter and
depicts the loops disproportionally short; similar remarks apply to all
subsequent sketches of orbit pairs.
parts similar up to time reversal. Within each family of such orbit pairs, the action
difference can be steered to zero, by varying parameters defining the family.
In a paradigmatic breakthrough, the first such family was identified by Sieber
and Richter [14, 15], based on intuition drawn from quantum field theory [9–11].
Their original formulation is based on small-angle self-crossings in configuration
space. Inside each Sieber/Richter pair (γ, γ′), one orbit differs from its partner by
narrowly avoiding one of its many self-crossings; see Fig. 1.1.
In phase-space language, both γ and γ′ contain a region (a so-called “encounter”)
where two stretches of the same orbit are almost mutually time-reversed. Between
the two encounter stretches, each orbit goes through two “loops”. The two orbits
noticeably differ from each other only by their connections inside the encounter.
In contrast, they practically coincide in one loop, and are mutually time-reversed
in the other loop. The closer the stretches are, the smaller will be the resulting
action difference Sγ−Sγ′ . Sieber/Richter pairs exist only for time-reversal invariant
systems, where they give rise to the quadratic contribution to the form factor, −2τ 2.
In this thesis, we will extend Sieber’s and Richter’s reasoning (first formulated
for surfaces of constant negative curvature) to general chaotic dynamics and, more-
over, extract all remaining terms in the power series of K(τ). To go beyond the
quadratic approximation, we have to consider pairs of orbits differing in any number
of encounters, with arbitrarily many stretches. For instance, the cubic contribution
to the spectral form factor arises from pairs of orbits differing in either two close
encounters each involving two stretches, or in one encounter of three stretches. See
Fig. 1.2 for an example of an two partner orbits differing in one encounter of two
and one encounter of three stretches, contributing to the order τ 4.
We shall see how the classical signatures of chaos – hyperbolicity and ergodicity
– determine the universal contributions of these orbit pairs to the spectral form
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Fig. 1.2: Periodic orbit γ with one 2- and one 3-encounter highlighted, and a part-
ner γ′ obtained by reconnection.
factor. It is only due to hyperbolicity that we can obtain partner orbits via local
reconnections inside encounters, leaving the intervening loops almost unaffected.
Two different encounter stretches, respectively belonging to γ and γ′, may lead to
approximately coinciding loops if their phase-space difference is close to the stable
direction and thus shrinks exponentially in time. Hyperbolicity also determines the
duration of an encounter. The stretches stay close as long as their exponential diver-
gence permits. Hence, the duration of an encounter will be a logarithmic function
of the smallest phase-space separations involved. Since the encounters relevant for
spectral universality involve a separation of the order of a Planck cell, encounter
durations will be of the order of Ehrenfest time TE ∝ ln const.~ – divergent in the
semiclassical limit, but much smaller than the orbit periods.
Furthermore, ergodicity determines the frequency of occurrence of close self-
encounters inside long periodic orbits. We thus see that all system-specific properties
fade away, leaving us indeed with universal contributions to the form factor. (The
conditions mentioned here will be refined to guarantee that all classical time scales
remain finite and thus negligible compared to TH and TE .)
A second problem, decoupled from the phase-space considerations sketched above,
is to systematically account for all families of orbit pairs differing in encounters.
These families will be characterized not only by the number of related encounters
and of the stretches involved, but also on the order in which stretches and loops
are passed. To deal with this problem, we shall define the notion of “structures”
of orbit pairs, and relate these structures to permutations. Roughly speaking, each
structure corresponds to one way of reordering the loops 1, 2, . . . , L of γ (L denoting
the total number of loops) to a new sequence in γ′ – possibly changing the sense
of traversal for dynamics with time-reversal invariance. Using the theory of per-
mutations, we can determine by recursion the number of structures contributing to
each order in τ , and hence the Taylor coefficients of K(τ). The resulting series fully
5coincide with the predictions of random-matrix theory, both for systems with and
without time-reversal invariance.
Our approach is closely related to the non-linear σ model of quantum field theory.
In its zero-dimensional version, that model provides an efficient way of implementing
random-matrix averages of spectral correlators, or impurity averages for disordered
rather than chaotic systems. An alternative approach to universality was even aimed
at deriving a “ballistic” σ model for individual chaotic systems, by investigating the
underlying classical dynamics [8].
A perturbative implementation of the σ model yields a diagrammatic expansion
mirroring our expansion in terms of (families of) orbit pairs, with vertices corre-
sponding to encounters and propagator lines corresponding to orbit loops. The
present orbit pairs thus give a classical interpretation for Feynman diagrams. That
said, it is no surprise that the importance of close self-encounters in periodic orbits
was first realized in a field-theoretical context [9–11].
This thesis is organized as follows. To set up the stage we first want to review
the necessary concepts from classical and quantum chaos.
We shall then move on to discuss the orbit pairs responsible for the two lowest
orders of the spectral form factor. The treatment of Sieber/Richter pairs in Chapter
3 will exemplify the phase-space geometry of encounters. The separations between
encounter stretches will be measured in a coordinate system spanned by the stable
and unstable directions; Sieber’s and Richter’s original treatment in terms of crossing
angles rather than phase-space coordinates, and our generalizations of this approach,
will be the topic of a separate Appendix. The statistics of phase space-separation will
be derived using (i) ergodicity and (ii) the necessity of having encounter stretches
separated by non-vanishing loops. We shall see that indeed the leading off-diagonal
contribution to the form factor, −2τ 2, comes about.
In the fourth Chapter, we shall classify the orbit pairs responsible for the cubic
contribution to K(τ), either involving two encounters of two, or one encounter of
three orbit stretches. We will see that reconnections inside encounters may give
rise to either one connected or several disjoint orbits; only connected partner orbits
contribute to the form factor. We will summarize the lessons learned for more
complicated orbit pairs, and precisely define the notion of “structures” of orbit
pairs.
Thus prepared, we will attack the general problem in Chapters 5 and 6. In Chap-
ter 5, we will investigate the phase-space geometry of encounters with arbitrarily
many stretches. For each structure of orbit pairs, we will determine the correspond-
ing density of phase-space separations. Integration leads to a simple formula for the
contribution to the form factor arising from each structure.
Structures will be counted in Chapter 6 with the help of permutation theory,
leading to a recursion for the Taylor coefficients of K(τ). In absence of time-reversal
invariance, the contributions of all orbit pairs differing in encounters sum up to zero.
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For time-reversal invariant dynamics, we indeed recover the logarithmic behavior
predicted by the GOE. This completes our semiclassical derivation of the random-
matrix form factor.
In Chapter 7 we give a brief introduction to the bosonic replica variant of the
nonlinear σ model, and show that its perturbative implementation directly parallels
our semiclassical treatment.
Conclusions will be presented in Chapter 8. We shall discuss open problems
(such as the large-time behavior of K(τ)), and point to interesting applications in
mesoscopic physics.
Appendices will provide important details and extensions, e.g., an alternative
treatment in terms of crossing angles, and generalizations to multidimensional and
“inhomogeneously hyperbolic” systems. Moreover, we shall show that contributions
to the form factor arise only from those encounters which have all their stretches
separated by intervening loops.
Parts of the results of this thesis have been published in [17–22].
2. Classical and quantum chaos
2.1 Classical chaos
In this thesis, we will be concerned with quantum properties of classically chaotic
Hamiltonian systems. In particular, we need to introduce two notions of classical
chaos: hyperbolicity and ergodicity; see [7] for a more detailed account.
2.1.1 Hyperbolicity
Roughly speaking, a system is hyperbolic if its time evolution depends sensitively
on the initial conditions. To prepare for a more precise definition we introduce, for
each phase-space point x = (q,p), a Poincare´ surface of section P orthogonal to the
trajectory passing through x. Assuming a Cartesian configuration space (and thus
a Cartesian momentum space), P consists of all points x+ δx = (q+ δq,p+ δp) in
the same energy shell as x whose configuration-space displacement δq is orthogonal
to p. For systems with f degrees of freedom, P is a (2f − 2)-dimensional surface
within the 2f − 1-dimensional energy shell. As long as two trajectories respectively
passing through the points x and x + δx in P remain sufficiently close, we may
follow their separation by linearizing the equations of motion around one trajectory,
δx(t) = M(x0, t)δx(0). (2.1)
Here δx(t) denotes the phase-space separation in a co-moving Poincare´ section,
transversal to x(t), the image of x(0) = x0 under time evolution over time t. The
so-called stability matrix M with Mij(x0, t) =
∂(δxi(t))
∂(δxj(0))
defines a linear map from the
Poincare´ section at x(0) to that at x(t).
We can now define hyperbolicity, first for systems with f = 2 degrees of freedom.
Given hyperbolicity, the (two-dimensional) Poincare´ section P is spanned by one
stable direction es(x) and one unstable direction eu(x) [7]. We may thus decompose
δx as
δx = ses(x) + ueu(x) . (2.2)
The linearized equations of motion now read
s(t) = Λ(x0, t)
−1s(0)
u(t) = Λ(x0, t)u(0) . (2.3)
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Here, s(t) and u(t) denote stable and unstable components in a co-moving Poincare´
section at x(t). In the long-time limit, the fate of the stretching factor Λ(x0, t) and
thus of the stable and unstable components is governed by the (local) Lyapunov
exponent λ(x0) > 0
Λ(x0, t) ∼ eλ(x0)t ; (2.4)
the stable components shrink exponentially, whereas the unstable ones grow expo-
nentially. Indeed, this behavior leads to a sensitive dependence on initial conditions:
Two trajectories whose initial difference has a non-vanishing unstable component
will diverge exponentially fast.
Equation (2.3) implies that the stable and unstable coordinates change with
velocities
ds
dt
= −χ(x(t))s
du
dt
= χ(x(t))u , (2.5)
depending on the so-called local stretching rate χ(x(t)) = d ln |Λ(x0,t)|
dt
. Incidentally,
the Lyapunov exponent λ(x0) coincides with the average of the local stretching rate
χ(x(t)) over an infinite trajectory starting at x0, given that
λ(x0)
(2.4)
= lim
T→∞
1
T
ln |Λ(x0, T )| = lim
T→∞
1
T
∫ T
0
dt χ(x(t)) . (2.6)
For so so-called homogeneously hyperbolic systems λ, Λ, and χ are independent
of the point on the energy shell, i.e., χ(x) = λ(x) = λ, Λ(x, t) = eλt for all x. The
x dependence of λ, Λ, and χ will be relevant only in Appendix C.1, when dealing
with certain subtle issues related to inhomogeneous hyperbolicity; until then, we
may think of these quantities as constants.
As in [21,23,24], the directions es(x) and eu(x) are mutually normalized by fixing
their symplectic product as
eu(x) ∧ es(x) = eu(x)T
(
0 1
−1 0
)
es(x) = 1 . (2.7)
We note that (2.7) does not determine uniquely the norms of es(x), eu(x) for a given
dynamics. However, the following results are valid for any normalization respecting
(2.7).
In hyperbolic systems with an arbitrary number f of degrees of freedom, the
Poincare´ section P at point x is spanned by f − 1 pairs of stable and unstable
directions esm(x), e
u
m(x) (m = 1, 2, . . . , f −1). A displacement δx inside P may thus
be decomposed as
δx =
f−1∑
m=1
(sme
s
m(x) + ume
u
m(x)) , (2.8)
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compare (2.2). Each pair of directions comes with a separate stretching factor
Λm(x, t), Lyapunov exponent λm(x), and stretching rate χm(x). In extension of Eq.
(2.7), the directions will be mutually normalized as [21]
eum(x) ∧ esn(x) = δmn
eum(x) ∧ eun(x) = esm(x) ∧ esn(x) = 0, (2.9)
where eum(x) ∧ esm(x) = 1 is a useful convention, whereas all other relations imme-
diately follow from hyperbolicity.
2.1.2 Ergodicity
In ergodic systems, almost all trajectories fill the corresponding energy shell uni-
formly. The time average limT→∞ 1T
∫ T
0
F (x(t)) of any observable F (x) along such
a trajectory coincides with an energy-shell average F =
∫ dµ(x)
Ω
F (x) in the Liouville
measure dµ(x)
Ω
. Here dµ(x) is defined by dµ(x) ≡ d2fx δ(H(x)−E), with Ω = ∫ dµ(x)
denoting the volume of the energy shell. As a consequence of ergodicity, the Lya-
punov exponents λm(x) of almost all points x coincide with the so-called Lyapunov
exponents of the system λm, i.e., the energy-shell averages of the local stretching
rates χm(x).
Mixing is a stronger requirement than ergodicity. A system is mixing if, for
sufficiently large times t, we may neglect classical correlations between a phase-
space point x(0) = x0 and its time-evolved x(t). Loosely speaking, a particle at
x(t) does not “feel” where the trajectory has been at time 0. More rigorously, an
average over x0 may be calculated by replacing x(t) with a phase-space point x
′,
and averaging separately over x0 and x
′, as in
g(x0)h(x(t)) =
∫
dµ(x0)
Ω
g(x0)h(x(t))
−−−→
t→∞
∫
dµ(x0)
Ω
g(x0)
∫
dµ(x′)
Ω
g(x′) = g h . (2.10)
Periodic orbits are exceptional in the sense that they cannot visit the whole
energy shell. Consequently, periodic orbits of inhomogeneously hyperbolic systems
typically come with their own Lyapunov exponents λγm different from the Lyapunov
exponent of the system λm.
However, ergodicity and mixing have important consequences on ensembles of
long periodic orbits γ, weighted with the square of the factor
Aγ ≡ Tγ√| det(Mγ − 1)| = Tγ∏m 2 sinh λγmTγ2 , (2.11)
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later to be identified with the absolute value of the so-called stability amplitude
Aγ. The factor Aγ depends both on the period Tγ and on the stability matrix
Mγ ≡ M(x0, Tγ); it is independent of the initial point x0 chosen on γ. The second
equality in (2.11) follows if we evaluate det(Mγ − 1) in a basis given by the stable
and unstable directions at x0.
Most importantly, the sum rule of Hannay and Ozorio de Almeida [25] guarantees
that 〈∑
γ
A2γ δ(T − Tγ)
〉
= T (2.12)
where the angular brackets denote averaging over a small time window around T . To
prove (2.12), one shows that 1
T
∑
γ A2γ δ(T − Tγ) can be identified with the trace of
the Frobenius-Perron operator, guiding the time evolution of classical phase-space
densities [2, 7]. The latter trace can be written as a sum over eigenvalues of the
form e−νiT . The leading eigenvalue, with ν1 = 0 and thus e−ν1t = 1, corresponds
to a stationary uniform distribution on the energy shell, according to the Liouville
measure dµ(x)
Ω
. The remaining eigenvalues are related to phase-space distributions
decaying with a rate given by the corresponding Ruelle-Pollicott resonances νi > 0.
In the limit T →∞, the sum rule (2.12) is recovered if these resonances are bounded
away from zero, i.e., if the associated classical time scales remain finite.
A generalization of the sum rule (2.12), the so-called equidistribution theorem
[26], guarantees that the above ensembles of periodic orbits behave ergodically in
the following sense: If an observable F (x) is averaged (i) along a periodic orbit γ,
according to
[F ]γ ≡ 1
Tγ
∫ Tγ
0
dt F (x(t)) , (2.13)
and (ii) over the ensemble of all such γ with periods inside a small window ∆T , as
in 1
T
〈∑γ A2γ δ(T − Tγ) . . .〉∆T , we obtain an energy-shell average
1
T
〈∑
γ
A2γ δ(T − Tγ)
[
F
]
γ
〉
∆T
=
∫
dµ(x)
Ω
F (x) ≡ F (x) . (2.14)
In our semiclassical reasoning, we will invoke ergodicity twice: First, periodic
orbits will be counted using Hannay’s and Ozorio de Almeida’s sum rule (2.12),
which also requires that all resonances are bounded away form zero and thus all
classical time scales are finite. Second, we need the probability for a trajectory
starting at x(0) to pierce through a Poincare´ section P (as defined in Subsection
2.1.1) in a time interval (t, t + dt) with sufficiently large t and stable and unstable
components of, e.g., x(t) − x(0) lying in intervals (s, s + ds), (u, u + du). That
probability is given by dsdudt
Ω
, which is nothing but the uniform Liouville measure,
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Fig. 2.1: Two billiard systems: a) the desymmetrized diamond billiard; b) the car-
dioid billiard, with a fan of trajectories focusing in a “braid” of mutually
conjugate points (marked by circles).
expressed in terms of stable and unstable coordinates; for f > 2, the corresponding
probability reads 1
Ω
∏f−1
m=1 dsm
∏f−1
m=1 dum dt. To treat x(0) and x(t) as uncorrelated,
we need mixing; to apply our reasoning to (ensembles of) periodic orbits, we have to
invoke the equidistribution theorem. A hyperbolic system satisfying all the above
conditions will be referred to as “fully chaotic”.
2.1.3 Billiards
Two-dimensional billiards are among the simplest systems that can exhibit chaotic
behavior. They consist of an area with zero potential, surrounded by a – sometimes
complicated – boundary. The area outside that boundary is classically forbidden;
it may be seen as having infinite potential. Inside the billiard, particles move on
straight lines, until they are reflected from the boundary according to the reflection
law known from geometrical optics.
The properties of a billiard are determined purely by the shape of the boundary.
In this thesis, two kinds of billiards will occasionally serve as examples: semidispers-
ing billiards and the so-called cardioid billiard. For both of them, hyperbolic and
ergodic behavior was rigorously established. For further literature on the ergodic
theory of billiards, we refer to [27] and references therein.
In semidispersing billiards, the boundary consists of locally concave and straight
lines. For instance, the desymmetrized diamond billiard, see Fig. 2.1a, is surrounded
by a part of a circle and by two straight lines. It can be seen as originating from
a diamond-shaped billiard (the Sinai billiard with overlapping disks), cut into eight
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equal pieces.1
The cardioid billiard has a heart-shaped boundary, defined by the equation (q21+
q22−q1)2− (q21+ q22) = 0. The boundary is locally convex; hence the cardioid belongs
to the family of focusing billiards. A particular characteristic of this family is the
existence of conjugate points. A fan of trajectories (with an infinitesimal opening
angle) starting from one point in configuration space may focus again in a second
one after the next reflection. The latter point is called conjugate to the initial one.
There may even be whole “braids” of mutually conjugate points, as in Fig. 2.1b.
2.1.4 Symbolic dynamics
One of the nice features of the billiards introduced is symbolic dynamics. In systems
with symbolic dynamics, periodic orbits are fixed by certain sequences of numbers.
For instance, in semidispersing billiards these numbers denote the segments of the
boundary where the orbit is reflected [30, 32]. For the desymmetrized diamond
billiard, there will be three symbols for the three parts of the boundary, see Fig.
2.2a, and the symbol sequence corresponding to an orbit will just enumerate all
reflections inside that orbit. For each sequence of symbols, there is at most one
orbit; sequences without an associated orbit are called “pruned”. Obviously, symbol
sequences of periodic orbits are defined modulo cyclic permutations of their members.
Periodic orbits of the cardioid can be described in an alphabet of two symbols,
representing the orbit segments between two reflections [31, 32]. “Clockwise” seg-
ments are denoted by A. More precisely, as sketched in Fig. 2.2b, the symbol
A refers to clockwise motion in the vicinity of the boundary, segments leading to a
point just below the cusp, and everything in between. Similarly, “counter-clockwise”
segments are labelled by B.
More generally, symbolic dynamics can be defined by introducing a Poincare´ sec-
tion, e.g., consisting of all phase-space points with configuration-space coordinates
on the boundary of a billiard. This section is then divided into several regions, and
we assign one symbol to each of them. The symbol sequence of an orbit now depends
on the points of piercing through that section; for each piercing, the symbol of the
corresponding region is added to the sequence. However, the symbolic dynamics
thus defined will be useful only if there is (at most) one orbit per symbol sequence.
In time-reversal invariant systems, one can typically also define a time-reversal
1 In contrast to the Sinai billiard with separated disks, the case of overlapping disks has been
studied rarely ( [28] being a notable exception). We will therefore briefly list the system parameters
of the desymmetrized diamond. The distance between the disks is chosen as one, and we choose
their radius r = 0.541 such that the interior angles become pi2 ,
pi
4 and
pi
8 . With the circumference
C = 0.671 and the area A = 0.0157, Santalo´’s formula [29] gives the free path as l¯ = piA
C
= 0.0735.
By averaging over the Lyapunov exponents of random non-periodic trajectories, we numerically
obtain the Lyapunov exponent of the system as λ = 4.31.
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Fig. 2.2: Symbolic dynamics: a) In the desymmetrized diamond, symbols label
boundary segments 1,2, and 3; b) in the cardioid, A denotes “clockwise”
orbit segments and B “counter-clockwise” ones, as explained in the text.
operation acting on symbol sequences. In the example of the desymmetrized dia-
mond, time reversal simply means that the ordering of symbols is reversed. In the
cardioid billiard, time reversal both inverts the order of symbols and interchanges
A↔ B.
2.2 Level density a` la Gutzwiller and Weyl
In the semiclassical limit, quantum spectra can be approximately determined from
information about the pertaining classical dynamics. The level density ρ(E) =∑
j δ(E−Ej) of a bounded quantum system (Ej denoting the energy levels) may be
split into a local average ρ(E) and an oscillatory part ρosc(E) describing fluctuations
around that average. As shown byWeyl, the smooth part ρ(E) is given by the number
of Planck cells (2π~)f inside the energy shell; we thus obtain
ρ(E) ∼ Ω(E)
(2π~)f
, (2.15)
with Ω(E) again denoting the volume of the energy shell.
On the other hand, the oscillatory contribution to the level density depends on
the classical periodic orbits of the system in question. For the case of isolated periodic
orbits, this relation was discovered by Gutzwiller; his results mainly cover hyperbolic
systems (with all orbits isolated and unstable), but also exceptional dynamics with
isolated stable orbits. Gutzwiller showed that ρosc(E) is given by a sum over periodic
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Fig. 2.3: Stable and unstable directions, visualized by straight dash-dotted lines, in
a Poincare´ section P parametrized by configuration-space and momentum
coordinates q and p.
orbits γ
ρosc(E) ∼ 1
π~
Re
∑
γ
Aγe
iSγ/~, (2.16)
each orbit contributing with a phase determined by its classical (reduced) action
Sγ =
∮
γ
p · dq and with a stability “amplitude”
Aγ =
T primγ√| det(Mγ − 1)|e−iµγ π2 . (2.17)
Here, T primγ is the primitive period of γ; hence if γ consists only of multiple repetitions
of a shorter orbit, we have to use the period of the latter. Apart from the case of
repetitions, |Aγ |2 coincides with the factor A2γ, see Eq. (2.11), appearing in the sum
rule (2.12) of Hannay and Ozorio de Almeida and in the equidistribution theorem
(2.14). Since among all orbits, such repetitions form a set of measure zero, we may
safely replace A2γ → |Aγ|2 in the sum rules (2.12) and (2.14).
The so-called Maslov index µγ has an interesting geometrical interpretation [33],
which will be exploited later. As in Section 2.1, let us consider a Poincare´ section
P orthogonal to the orbit in an arbitrary point on γ. For simplicity, we assume two
degrees of freedoms. If we parametrize P by configuration-space and momentum
coordinates q and p, the stable and unstable directions can be visualized by straight
lines through the origin, see Fig. 2.3. If we move P along the orbit, these lines will
rotate around the origin, returning to their initial position after each half-rotation.
Given that the orbit is periodic, they both have to come back to their initial position
after one period. Hence, the number of (clockwise) half-rotations along the orbit is
integer and will be referred to as the Maslov index µγ of that orbit.
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We want to sketch the main ideas needed to derive (2.16). The level density may
be obtained from the trace of the time evolution operator Tr Uˆ(T ) =
∑
j e
−iEjT/~
as the imaginary part of the one-sided Fourier transform i
π~
∫∞
0
dT eiEt/~Tr Uˆ(T )
(hence the name “trace formula” for (2.16)). We now express the diagonal ele-
ments 〈q0|Uˆ(T )|q0〉 as path integrals over trajectories closed in configuration space
with q(0) = q(T ) = q0, the integrand e
iF [q(t)]/~ depending on the (full) action
F [q(t)] =
∫ T
0
L(q(t), q˙(t))dt of the trajectory in question. This path integral is
evaluated in a stationary-phase approximation, leading to a sum over classical or-
bits which start and end at q0 and have stationary action, i.e., solve the canon-
ical equations of motion. If we subsequently integrate over q0 and perform the
Fourier transformation, further stationary-phase approximations lead to the sum
(2.16) over orbits periodic in phase space, contributing with their reduced action
S[q(t)] = F [q(t)]− ET = ∮ p · dq.
2.3 Universal spectral statistics
In the semiclassical limit, fully chaotic quantum systems display universal properties,
only depending on their symmetries. One example stands out and will be the object
of our investigation: According to the Bohigas-Giannoni-Schmit (BGS) conjecture
put forward about two decades ago [5, 6], highly excited energy levels of generic
fully chaotic systems have universal spectral statistics. As a preparation, we need
to investigate the symmetries of classical and quantum dynamics, and show how to
characterize the statistics of energy levels.
2.3.1 Symmetry classes
To bar unnecessary difficulties, we will consider only dynamics without conserved
quantities; hence there may be no Hermitian observables Aˆ commuting with the
Hamiltonian Hˆ . In particular, this excludes any geometric symmetries, such as
reflection symmetry.
The systems may, however, be invariant with respect to time reversal. Typi-
cally, if we traverse a trajectory with opposite sense, the momentum will change
its sign. This defines the conventional time-reversal operator acting on phase-space
coordinates x = (q,p) as T (q,p) = (q,−p). A given classical dynamics is called
conventionally time-reversal invariant if the Hamiltonian is even in the momentum,
i.e., if H(q,−p) = H(q,p). In this case each trajectory x(t) solving the canonical
equations of motion yields a second solution via time reversal, given by T x(−t).
For the quantum dynamics, conventional time reversal amounts to complex con-
jugation of the wavefunction T (ψ) = ψ∗. A Hamiltonian is time-reversal invariant if
it commutes with T , i.e., if it is real (and thus symmetric). In this case, it is easy to
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show that each solution ψ(q, t) of the Schro¨dinger equation Hˆψ(q, t) = i~∂tψ(q, t)
gives rise to a second one, namely T (q,−t) = ψ∗(q,−t).
A more general notion of time reversal includes operators T which are both
antilinear and antiunitary. Hence, for all a1, a2 ∈ C and all wavefunctions ψ1, ψ2,
we must have
T (a1ψ1 + a2ψ2) = a∗1T ψ1 + a∗2T ψ2,
〈T ψ1|T ψ2〉 = 〈ψ1|ψ2〉∗. (2.18)
For example, T may refer to conventional time reversal, accompanied by a reflec-
tion in configuration space. Systems with non-conventional time-reversal invariance
essentially show the same properties as conventionally time-reversal invariant ones,
and can even be brought to conventional form by a suitable canonical transforma-
tion.
A time-reversal operator may square either to 1 or to −1, where the latter case
is possible only for systems with spin. Hamiltonian dynamics can thus be divided
into the three symmetry classes introduced by Wigner and Dyson:
• the unitary class containing systems without time-reversal invariance,
• the orthogonal class of dynamics invariant under a time-reversal operator T
with T 2 = 1,
• and the symplectic class of T -invariant (spin) systems with T 2 = −1.
Since we expect universal behavior only for fully chaotic dynamics without conserved
quantities, we restrict membership of the above three classes to only such systems.
Recently, Wigner’s and Dyson’s “threefold way” was extended by seven new
classes [34] connected to further symmetries, such as symmetry with respect to
charge conjugation. These new classes are of experimental relevance, e.g., for
normal-metal/superconductor heterostructures and in quantum chromodynamics.
2.3.2 Spectral statistics
Level statistics can be characterized by the two-point correlation function of the
level density, proportional to ρosc(E+
ǫ
2
)ρosc(E− ǫ2). To obtain a plottable function,
two averages (to be denoted by 〈. . .〉) are necessary, like over windows of the center
energy E and the energy difference ǫ. Moreover, it is convenient to make the energy
difference dimensionless by referral to the mean level spacing 1
ρ
, setting s ≡ πρǫ.
We thus define the two-point correlator as
R(s) ≡
〈
ρosc(E +
s
2πρ
)ρosc(E − s2πρ)
ρ(E)2
〉
=
〈
ρ(E + s
2πρ
)ρ(E − s
2πρ
)
ρ(E)2
〉
− 1 , (2.19)
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where the last equality follows from 〈ρosc〉 = 0.
The prime object of our investigation will be the Fourier transform of R(s), the
so-called spectral form factor
K(τ) =
1
π
∫ ∞
−∞
ds e2isτR(s) . (2.20)
The variable τ > 0, conjugate to s, denotes the time measured in units of the
Heisenberg time
TH = 2π~ρ(E) =
Ω(E)
(2π~)f−1
. (2.21)
By combining Eqs. (2.19-2.21), we may represent the form factor as
K(τ) =
〈∫
dǫ eiǫτTH/~
ρosc(E +
ǫ
2
)ρosc(E − ǫ2)
ρ(E)
〉
, (2.22)
where we have replaced the average over the energy difference by an average over
a small window of τ , and kept the average over E. Since the study of high-lying
states justifies the semiclassical limit, we may take ~→ 0, TH →∞, for fixed τ .
Given full chaos, K(τ) is found to have a universal form, as obtained by av-
eraging over certain ensembles of random matrices [1–4]. Choosing an arbitrary
orthonormal basis, the Hamiltonian may be written as an infinite matrix. For sys-
tems without symmetries (unitary class), we only know that this matrix must be
Hermitian, whereas for time-reversal invariant dynamics with T 2 = 1 (orthogo-
nal class) it must be real and symmetric. Rather than considering an individual
Hamiltonian, we now average over the ensembles of all Hermitian or real symmetric
matrices, integrating over all independent matrix elements and taking the limit of
infinite matrix dimension N → ∞. The weight must be chosen invariant under
transformations that leave these sets of matrices invariant; not surprisingly, these
are orthogonal transformations for the orthogonal class and unitary transformations
for the unitary class. To furthermore guarantee matrix elements to be uncorrelat-
ed, we need a Gaussian weight A e−BTr Hˆ2, A,B = const. Hence we speak of the
Gaussian Unitary and Orthogonal Ensembles (GUE and GOE); a Gaussian Sym-
plectic Ensemble (GSE) may be defined similarly. For the three Gaussian ensembles,
random-matrix averages yield the following predictions for the spectral form factor
K(τ) =


τ GUE, τ ≤ 1
1 GUE, τ > 1
2τ − τ ln(1 + 2τ) = 2τ − 2τ 2 + 2τ 3 − . . . GOE, τ ≤ 1
2− τ ln 2τ+1
2τ−1 GOE, τ > 1
τ
2
− τ
4
ln(1− τ) = τ
2
+ τ
2
4
+ τ
3
8
+ . . . GSE, τ ≤ 2
1 GSE, τ > 2;
(2.23)
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the τ expansions for the orthogonal and the symplectic case respectively converge
for 0 < τ < 1
2
and 0 < τ < 1.
A further indicator of level statistics is the so-called level spacing distribution
P (s), i.e., the distribution of differences s between neighboring energy levels, mea-
sured in units of the mean level spacing. Random-matrix theory (RMT) yields
P (s) ∝ sβe−αs2 (2.24)
with β = 2, 1, 4 for the GUE, GOE, and GSE, respectively; the factor α depends
on the symmetry class as well. Most importantly, P (s) → 0 for s → 0 implies the
energy levels of chaotic systems have a tendency to repel each other.
According to the BGS conjecture, the level statistics of individual chaotic dynam-
ics is faithful to the predictions, like (2.23) and (2.24), of the pertaining random-
matrix ensembles. A proof of this conjecture, and even the precise assumptions
required for a proof, have thus far remained a challenge. In the present thesis,
we take up the challenge, and derive the small-τ expansion of K(τ) for individual
systems; as our main assumptions, we employ ergodicity and hyperbolicity of the
classical dynamics. Large τ will not be considered.
Our approach will be based on periodic-orbit theory, following previous work
in [12–15]. Earlier approaches followed different strategies. For example, in an
ansatz known as parametric level dynamics [2], the quantum spectrum is modeled
as a fictitious gas, with levels as particles; equilibration then gives rise to universal
statistics. Field-theoretical methods were employed in a non-perturbative setting
in [8], and perturbatively in [9–11].
2.4 Diagonal approximation
Using Gutzwiller’s trace formula, the form factor is expressed as a double sum over
orbits γ, γ′,
K(τ) ∼ 1
TH
〈∑
γ,γ′
AγA
∗
γ′e
i(Sγ−Sγ′ )/~δ
(
τTH − Tγ + Tγ′
2
)〉
. (2.25)
To obtain this expression, we have to combine (2.16) and (2.22), expand the action
to linear order Sγ(E ± ǫ2) ≈ Sγ(E) ± Tγ(E) ǫ2 and leave out oscillatory terms ∝
exp
(± i
~
(Sγ + Sγ′)
)
.
Most importantly, (2.25) implies that for ~→ 0, only families of orbit pairs with
small action difference |Sγ − Sγ′|<∼ ~ can give a systematic contribution to the form
factor. For all others, the phase in (2.25) oscillates rapidly, and the contribution is
killed by the averages indicated. Correlations of quantum spectra are thus related
to correlations among the actions of classical orbits [13].
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The simplest approximation is to keep only “diagonal” pairs of coinciding (γ′ =
γ) and, for time T -invariant dynamics, mutually time-reversed (γ′ = T γ) orbits,
which obviously are identical in action. Indeed, Berry [12] showed that these pairs
give rise to the leading term in the power series of K(τ). Restricting ourselves to
diagonal pairs, we obtain the single sum
Kdiag(τ) =
κ
TH
〈∑
γ
|Aγ|2δ(τTH − Tγ)
〉
, (2.26)
with κ = 1 in the unitary case. For T -invariant dynamics belonging to the orthogo-
nal class, we also have to account for mutually time-reversed orbits; hence we have
to multiply with κ = 2. Using the sum rule of Hannay and Ozorio de Almeida [25],
see Eq. (2.12), the sum in Eq. (2.26) is easily evaluated to give
Kdiag(τ) = κτ, (2.27)
as predicted by RMT; compare (2.23).
One may expect that higher-order contributions to the form factor arise from
further families of orbit pairs. Indeed, using the predictions for K(τ), Argaman et
al. [13] derived a random-matrix expression for classical correlations between actions
of periodic orbits. For several systems, the existence of additional correlations could
be confirmed numerically, motivating further studies in [35–39]. The orbit pairs
giving rise to the τ 2 contribution to the spectral form factor were recently identified
by Sieber and Richter. They will be the subject of the following Chapter.
2.5 Summary
In this chapter, we introduced basic notions of classical and quantum chaos. Clas-
sically, fully chaotic systems are characterized by hyperbolicity and ergodicity. Due
to hyperbolicity, small phase-space separations may be decomposed into an unstable
component (growing exponentially in time) and a stable component (shrinking expo-
nentially in time). Ergodicity implies that long trajectories uniformly fill the energy
shell. Prominent examples are chaotic billiards, whose orbits may be conveniently
described by sequences of symbols.
On the quantum-mechanical side, energy levels of fully chaotic systems have
universal statistics, characterized for example by the spectral form factor K(τ),
the Fourier transform of the two-point correlation function of the level density.
According to the so-called BGS conjecture, the form factor depends only on whether
the system in question has no time-reversal (T ) invariance (unitary class), or is T
invariant with either T 2 = 1 (orthogonal class) or T 2 = −1 (symplectic class); K(τ)
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is found to agree with averages over the pertaining Gaussian ensembles of random
matrices.
To explain the universal statistics of quantum spectra, we will employ results
from classical chaos. Hyperbolicity allows to represent the fluctuating part of the
level density as a sum over periodic orbits, with an amplitude depending on their
classical stability and a phase involving their classical action (divided by ~). The
form factor may thus be written as a double sum over periodic orbits, the phase of
each pair given by the difference between actions (again divided by ~). As shown
by Berry, the leading contribution to the τ expansion of K(τ) originates from pairs
of orbits identical up to time-reversal.
3. τ 2 contribution to the spectral form
factor
3.1 Preliminaries
The family of orbit pairs responsible for the next-to-leading order ofK(τ) was identi-
fied in Sieber’s and Richter’s seminal papers [14,15] for a homogeneously hyperbolic
system, the so-called Hadamard-Gutzwiller model (geodesic motion on a tesselated
surface of negative curvature with genus 2). In each Sieber/Richter pair, one orbit
narrowly avoids one of the many small-angle self-crossings of its partner; see Fig.
1.1 or Fig. 3.1.
We have already sketched the phase-space description of these orbit pairs. Both
orbits γ and γ′ contain an “encounter” of two almost time-reversed orbit stretches.
These encounter stretches divide the remainder of γ and γ′ into two “loops”. The
two orbits are distinguished only by different connections inside the encounter. The
partner γ′ almost coincides with γ in one loop, whereas it is nearly time-reversed
with respect to γ in the other loop. Sieber/Richter pairs may exist only in time-
reversal invariant systems, since it must be possible to traverse an orbit loop with
opposite sense of motion.
For systems with symbolic dynamics, Sieber/Richter pairs can be characterized
by their symbol sequences. To do so, we assign a symbol sequence to each encounter
stretch and each loop. Note that two close stretches or loops have the same symbol
string since they will, e.g., bounce from the same parts of the boundary with the same
ordering. Likewise, two approximately time-reversed stretches or loops are described
by exactly time-reversed sequences. Thus, the two almost time-reversed stretches
will have symbol sequences E and E¯ , the overbar denoting time reversal. If we label
the intervening loops by sequences L and R, the whole orbit γ will be described by
the sequence LERE¯ . The partner γ′ must have the symbol string of one loop, say
R, reverted in time; the overall sequence will thus read γ′ = LER¯E¯ [17, 18, 40].1
To show that the contribution of these orbit pairs agrees with the second term
in the power series of the GOE form factor, −2τ 2, two key ingredients are needed.
1 Time-reversal of the loop L gives rise to a different partner γ′ = L¯ERE¯ , time-reversed with
respect to γ′. The orbit pair (γ, γ′) gives the same contribution to the form factor as (γ, γ′).
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First, Sieber and Richter showed that the action difference between the two partner
orbits is determined by the crossing angle ǫ as ∆S ∝ ǫ2
2
+ O(ǫ3). Second, they
investigated the statistics of self-crossings. The density of crossing angles contains
a term logarithmic in ǫ, which (although of subleading order in the orbit period)
is crucial for spectral universality. Upon integrating over ǫ, the latter term indeed
gives rise to the anticipated contribution −2τ 2.
This result was extended to general fully chaotic two-freedom systems in [18],
connecting the treatment of self-crossings in configuration space with an analysis
of the invariant manifolds in phase space. Sieber’s and Richter’s approach was
subsequently reformulated purely in terms of phase-space coordinates by Spehner
[23] and by Turek and Richter [24]. This formulation could, in an improved version,
also be extended to systems with more than two degrees of freedom, as shown in a
joint publication with these authors [21].
In contrast to the historical development, we here want to start with a treatment
in terms of phase-space separations since that language will also be used when
deriving higher-order contributions to the spectral form factor. The results for
configuration-space crossings of [14, 15] and [18] will be reviewed in Appendix A.
That Appendix will also contain numerical investigations on billiards and more
rigorous results on the Hadamard-Gutzwiller model, which are easier explained in
the language of crossings.
Most of the reasoning in this and the following Chapters applies to general fully
chaotic dynamics. For complete generality, just two points are missing: First, when
showing that certain terms do not contribute to the form factor, we assume “homo-
geneously” hyperbolic dynamics, i.e., Lyapunov exponents of all orbits (and local
stretching rates of all phase-space points) coinciding. The necessary modifications
for general hyperbolic systems will be presented in Appendix C.1, for all orders of
K(τ). Second, for simplicity we restrict ourselves to systems with f = 2 degrees
of freedom. The results carry over to f > 2 if we read the stable and unstable
coordinates s, u as (f − 1)-dimensional vectors; the resulting changes will be listed
in Appendix C.2.
3.2 Encounters
We will describe encounters by phase-space coordinates. To do so, we introduce a
Poincare´ surface of section P orthogonal to the orbit at an arbitrary phase-space
point x1 (passed at time t1) inside one of the encounter stretches, as in Fig. 3.1. The
exact location of P inside the encounter is not important. The second stretch pierces
through P at a time t2 in an almost time-reversed point x2. The small difference
T x2 − x1 can be decomposed in terms of the stable and unstable directions at x1,
T x2 − x1 = ses(x1) + ueu(x1) . (3.1)
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Fig. 3.1: Configuration-space sketch of a Sieber/Richter pair of orbits γ (full line)
and γ′ (dashed line). The orbits differ by their connections inside the
encounter (thick lines, marked by a box). Both orbits pierce twice through
a Poincare´ section P inside the encounter; the piercing points x1,x2,x′1,x′2
and the time-reversed piercing points T x2, T x′2 are marked by arrows
pointing in the direction of motion. The times tu and ts are the durations
of the “head” and “tail” of the encounter.
The stable and unstable components s, u depend on the location x1 of the Poincare´
section P chosen within the encounter. If we shift P through the encounter, the
stable components will asymptotically decrease and the unstable components will
asymptotically increase with growing t1, according to Eqs. (2.3) and (2.4).
We can now refine our definition of an encounter. To guarantee that both stretch-
es are almost mutually time-reversed, we demand both |s| and |u| to be smaller than
a constant c. The bound c must be chosen small enough for the motion around the
two orbit stretches to allow for the mutually linearized treatment (2.3); however,
the exact value of c is not important for the following considerations.
By definition, the encounter begins when the stable component |s| falls below c,
and ends when the unstable component |u| reaches c. The duration of an encounter
is thus obtained by summing the durations of the “head” of the encounter (i.e., the
time tu until the unstable component |u| reaches c) and its “tail” (i.e., the time ts
passed since the stable components |s| has fallen below c) as depicted in Fig. 3.1.
Given that the unstable components grow exponentially in time, we have |u|eλtu ∼ c
and thus
tu ∼ 1
λ
ln
c
|u| . (3.2)
Similarly, the “tail” has the duration
ts ∼ 1
λ
ln
c
|s| . (3.3)
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The overall duration of the encounter is thus given by
tenc = ts + tu ∼ 1
λ
ln
c2
|su| . (3.4)
Reassuringly, (2.3) guarantees that the product su and hence the duration tenc re-
main invariant if the Poincare´ section P is shifted through the encounter.
Note that we here described the local divergence inside the encounter through
the global Lyapunov of the system λ. For inhomogeneously hyperbolic systems,
this is only an approximation (to be avoided in Appendix C.1), but rather accu-
rate for typical long encounters, which can be expected to explore the energy shell
approximately uniformly.
3.3 Partner orbits
Each encounter of two antiparallel stretches inside a periodic orbit γ gives rise to a
partner orbit γ′. The partner γ′ is distinguished from γ by differently connecting
the “ports” (i.e., the initial and final points) of the encounter stretches, marked by
dots in Fig. 3.1. Moreover, γ′ has one, say, the “right” loop reversed in time.
3.3.1 Partner piercings
The partner γ′ also pierces through the Poincare´ section P in two almost mutually
time-reversed phase-space points x′1 and x
′
2, with x
′
1 ≈ T x′2 ≈ x1. These piercings
are determined by those of γ.
Let us first consider x′1. The stretches passing through x
′
1 and T x2 lead to
(practically) the same port. Two trajectories starting at x′1 and T x2 thus approach
each other for a long time, at least until the end of the encounter and half-way
through the subsequent loop; in fact we shall see that the durations of the relevant
encounters diverge in the limit ~ → 0.2 Hence, the difference between x′1 and T x2
must be close to the stable manifold, and their unstable coordinates practically
coincide. Similarly, the stretches passing through x′1 and x1 start from the same
port and thus approach for large negative times. Hence, their difference is close
to the unstable direction, and the corresponding stable coordinates coincide. We
can draw the location of the corresponding piercing points in our Poincare´ section,
spanned by stable and unstable directions (Fig. 3.2). If we choose x1 as the origin
2 The two trajectories will approach only for a short time in the exceptional case that (i) the
Poincare´ section P is placed close to the end of the encounter, and that (ii) the subsequent loop is
short. (Vanishing loops are excluded and will be dealt with in Subsection 3.4.) Since all possible
locations of Poincare´ sections will be treated on equal footing, the impact of such exceptional
locations of P is negligible.
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Fig. 3.2: Piercing points of the original or-
bit γ and its partner γ′ through
a Poincare´ section, parametrized
by stable and unstable coordi-
nates. The area of the rect-
angle coincides with the action
difference ∆S. (Note that the
Sieber/Richter pair in Fig. 3.1
has an action difference ∆S =
Sγ − Sγ′ < 0 and thus either s
or u negative.)
of that section, T x2 will have the stable coordinate s and the unstable coordinate
u. The piercing point x′1 must have the same stable coordinate as x1 and the same
unstable coordinate as T x2, i.e.,
s′1 = 0, u
′
1 = u. (3.5a)
Similarly, one can show that T x′2 has the coordinates
s′2 = s, u
′
2 = 0. (3.5b)
Thus, the piercings of γ and γ′ together span a parallelogram in P [41] (depicted as
a rectangle in Fig. 3.2). The uniqueness of (3.5) implies that there is exactly one
partner orbit per encounter.
3.3.2 Action difference
We can now determine the difference between the actions of the two partner orbits.
Generalizing the results for configuration-space crossings in [14,15,18], we will show
that the action difference is just the symplectic area of the rectangle in Fig. 3.2
[23,24]. Consider two segments of the encounter stretches leading from the port on
the upper left side in Fig. 3.1 to the piercing point x1 of γ, and to the piercing point
x′1 of γ
′, respectively. Since the action variation brought about by a shift dq of the
final coordinate is p·dq, the action difference between the two segments will be given
by ∆S(1) =
∫
x1
x
′
1
p · dq. The integration line may be chosen to lie in the Poincare´
section; then it coincides with the unstable axis. Repeating the same reasoning for
the remaining segments, we obtain the overall action difference ∆S ≡ Sγ − Sγ′ as
the line integral ∆S =
∮
p · dq along the contour of the parallelogram x′1 → x1 →
T x′2 → T x2 → x′1, spanned by x′1 − x1 = ueu(x1) and T x′2 − x1 = ses(x1). This
integral indeed gives the symplectic area
∆S = ueu(x1) ∧ ses(x1) = su , (3.6)
26 3. τ2 contribution to the spectral form factor
Fig. 3.3: As P is shift-
ed through the
encounter, the
piercing point T x2
travels on a hyper-
bola with ∆S = su
constant.
where we used the normalization in Eq. (2.7). If the above parallelogram is depicted
as a rectangle, like in Fig. 3.2, the action difference can simply be interpreted as a
geometric area.
We have already revealed su as independent of the location of P. If we shift P
through the encounter, T x2 will travel on a hyperbola with ∆S = su fixed, with
unstable coordinates growing and stable coordinates shrinking asymptotically; see
Fig. 3.3. As T x2 moves, the rectangle in P is deformed, but its symplectic area is
conserved (as it should be, given a Hamiltonian flow).
At this point, we can finally appreciate that the encounters relevant for spectral
universality have a duration of the order of the Ehrenfest time. The form factor
is determined by orbit pairs with an action difference ∆S = su of order ~; hence
indeed tenc ∼ 1λ ln c
2
|su| =
1
λ
ln c
2
|∆S| ∼ 1λ ln c
2
~
.
3.3.3 Stability amplitudes
It remains to be shown that the relative difference between the stability amplitudes
(see (2.11) and (2.17)) of γ,
Aγ =
T primγ
2 sinh λγTγ
2
e−iµγ
π
2 , (3.7)
and γ′ vanishes as the stable and unstable separations inside the encounter go to
zero.
First, we want to demonstrate that both orbits have the same Maslov index. We
use the geometrical interpretation of the Maslov index introduced in Section 2.2: As
the Poincare´ section P is shifted along the orbit, the stable and unstable manifolds
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rotate around the origin, relative to the configuration-space and momentum axes.
The Maslov index of a periodic orbit counts the number of clockwise half-rotations.
For our argument, we also define a Maslov index for non-periodic pieces of trajectory,
as the sum of rotation angles of the stable and the unstable manifold, divided by
2π. The Maslov index thus defined is invariant under time reversal. Obviously, time
reversal leaves the absolute value of a rotation angle invariant. The same is true for
the sense of rotation, since time reversal inverts the motion on the Poincare´ section in
direction (turning a clockwise rotation into a counter-clockwise one and vice versa),
but also changes the sign of the momentum (turning the sense of rotation back to
the original one).3 In addition, time reversal exchanges the stable and unstable
manifolds, which also cannot affect the sum of their rotation angles. Thus, the
Maslov index is time-reversal invariant. (An alternative proof for the Maslov index
of a periodic orbit is given in [42].)
The Maslov index of γ is now obtained by summing the Maslov indices of the
encounter stretches and loops. To obtain a partner orbit, we invert the direction
of motion on one loop, leaving µγ invariant, and reconnect the orbit inside the
encounter. The latter reconnections could at most lead to a small change of µγ,
vanishing for phase-space separations going to zero. Given that µγ and µγ′ have
to be integer, reconnections cannot affect the Maslov index at all; hence indeed
µγ′ = µγ.
Trivially, the primitive periods T primγ and T
prim
γ′ approximately coincide, since the
duration of orbit loops and encounter stretches is invariant under time reversal, and
only slightly changed by reconnections. (Incidentally, for billiards the periods of γ
and γ′ are proportional to the almost coinciding actions.)
The Lyapunov exponents λγ and λγ′ exactly coincide for homogeneously hyper-
bolic dynamics. For inhomogeneously hyperbolic systems, recall that the Lyapunov
exponent λγ is obtained by averaging the local stretching rate χ(x(t)) over the orbit
γ, i.e., λγTγ =
∫ Tγ
0
dt χ(x(t)). In similar vein as above, time reversal of an orbit loop
leaves λγTγ unchanged, since χ(x(t)) is time-reversal invariant. Reconnections inside
the encounter may only lead to a small change, vanishing for s, u → 0. Therefore,
we indeed have Aγ′ ≈ Aγ.
In contrast to the action difference, the difference between stability amplitudes or
periods will never be referred to a small quantum scale. Since the relative differences
between the amplitudes and periods of both partner orbits are small, we replace
Aγ′ → Aγ, Tγ′ → Tγ . A rigorous justification of these approximations can be given
for the Hadamard-Gutzwiller model, where the small difference between Aγ′ and Aγ
can be evaluated analytically; see Appendix A.3.
3 Depending on conventions, time reversal may also invert the directions of the configuration-
space and momentum axes inside P , but this has no impact on the sense of rotation.
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Fig. 3.4: Almost self-retracing encounters: a) schematic sketch, b) example for the
desymmetrized diamond billiard, c) example for the cardioid billiard.
3.4 Necessity of non-vanishing loops
It is important to consider only encounters with stretches separated by non-vanishing
loops. Only for such encounters, the two stretches will begin and end in four different
ports, and reconnections between these ports give rise to a partner orbit. To be cer-
tain, we shall check in the following Subsection that our prescription for determining
partner orbits cannot be extended to work in case of missing loops. Afterwards, we
will formulate the condition of non-vanishing loops as a restriction on the piercing
times t1 and t2.
3.4.1 Almost self-retracing encounters
How do we have to imagine an encounter without an external loop? If, say, the
right loop in Fig. 3.1 is shrunk away, we will obtain an encounter as depicted in Fig.
3.4a. Somewhere within the encounter the orbit undergoes a nearly self-retracing
reflection from a hard wall. After the reflection, the particle will for some time travel
close to the pre-collision trajectory, such that technically an encounter of two an-
tiparallel orbit pieces is formed. In some systems, such as the Hadamard-Gutzwiller
model, reflections like this never take place, because there are no reflecting walls.
In contrast, almost self-retracing encounters appear frequently in billiards, see Fig.
3.4b-c for two examples. Since there are only two ports, the encounter effectively has
to be considered as one single stretch folded back upon reflection, and no partner
can be obtained by reconnecting the two ports.
To verify this intuitive picture, let us first consider systems with symbolic dy-
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namics. The symbol sequences of the two partner orbits γ = LERE¯ , γ′ = LER¯E¯
turn out equal if the right loop with symbol sequence R is absent. Since pairs of
identical (or mutually time-reversed) orbits are already included in the diagonal ap-
proximation, encounters without intervening loops give no off-diagonal contribution
to the form factor.
To generalize this result to systems without symbolic dynamics, we first need
to find an equation for the piercing points of the partner orbit γ′ which remains
valid even in absence of intervening loops. Let us again consider a Poincare´ section
P placed somewhere inside the encounter. This section divides the orbit into two
parts (respectively containing the left and right loops, if present, and the “tail”
and “head” of the encounter) whose stability matrices will be denoted by L and
R. Note that we do not require these orbit parts to be long. We assume that γ′
approximately follows the “left” part of γ in the same direction, and the “right”
part with opposite direction. Clearly, this generalizes our previous prescription for
finding partners: Rather than reverting one loop in time and changing connections
between ports, we revert one orbit part; to obtain a classical periodic orbit, we
then must change connections between the ends of the two orbit parts, and slightly
deform the resulting trajectory. As in Fig. 3.1, the piercings of γ and γ′ will be
denoted by x1, x2, x
′
1, and x
′
2. Since γ and γ
′ are close in the left part leading from
x2 to x1, we may linearize
x′1 − x1 = L(x′2 − x2). (3.8a)
The two orbits are almost mutually time-reversed in the right part, leading from x1
to x2 in γ. The time-reversed of that part leads from T x2 to T x1 in γ, and from x′1
to x′2 in γ
′; it has the stability matrix RT = T R−1T . We thus obtain
x′2 − T x1 = RT (x′1 − T x2). (3.8b)
With δx1 = x
′
1 − x1, δx2 = x′2 − x2, δx = T x2 − x1, (3.8) simplifies to
δx1 = Lδx2
δx2 + T δx = RT (δx1 − δx). (3.9)
This system of equations uniquely determines the partner orbit γ′. If the encounter
stretches are separated by intervening loops, Eq. (3.9) will entail the solution (3.5)
derived previously.4
4 To obtain (3.5), we represent L and R in a basis given by the unstable and stable directions,
i.e., L =
(
ΛL
0
0
Λ−1
L
)
, R =
(
ΛR
0
0
Λ−1
R
)
, with ΛL and ΛR the stretching factors of the left and right
orbit parts. If the stretches are separated by two intervening loops, both orbit parts will be long
enough to invoke the limit ΛL,ΛR →∞, leading to the solution (3.5). Starting from (3.9) one can
also give an alternative proof for the partner γ′ being independent of the location of P [18].
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In contrast, if e.g. the “right” loop is absent, the right orbit part will remain
inside the encounter for its whole duration. The phase-space separations inside that
part may thus be followed in a linear approximation. We may, for instance, linearize
the equations of motion around the trajectory leading from T x2 to T x1, with the
stability matrix RT . During the same time, the piercing point x1 is carried into x2.
Linearizing with the help of RT , we obtain (up to quadratic order in T x2 − x1)
x2 − T x1 = RT (x1 − T x2) (3.10)
or, equivalently,
T δx = −RT δx. (3.11)
Inserting the latter result into the second equation in (3.9), we see that (3.9) has
the trivial solution δx1 = δx2 = 0. Thus, the “partner” with time-reversed right
loop coincides with the initial orbit. Conversely, if the left loop were absent, the
corresponding “partner” would coincide with the time-reversed of the initial orbit.
Again, we see that almost self-retracing encounters do not yield off-diagonal orbit
pairs and therefore do not contribute to the spectral form factor.
3.4.2 Minimal distances
To give rise to a partner orbit, two encounter stretches need to be separated by
intervening loops. Such loops exist if the times t1 and t2 (when the stretches pass
through the section P) observe certain minimal distances. To show this, we first
have to fix notation. The times t1 and t2 are well defined only modulo the period
of the orbit Tγ. In the sequel, it will be convenient to take 0 < t1 < Tγ and
t1 < t2 < t1 + Tγ .
To allow for a non-vanishing loop, the orbit part to the right of P (leading from
t1 to t2) must exceed twice the duration of the head of the encounter. Only then it
is long enough to contain (i) the head of the first encounter stretch with duration
tu, (ii) a loop of positive duration, and (iii) a piece of the second stretch again with
duration tu. Hence we have to demand that
t1 + 2tu < t2 (3.12)
Similarly, the orbit part to the left of P (from t2 to t1+Tγ) must be longer than
2ts, to leave time for two traversals of the “tail” of the encounter, separated by a
non-vanishing loop. We thus need to have
t2 < t1 + Tγ − 2ts (3.13)
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Altogether (3.12) and (3.13) imply that the time interval accessible to the second
piercing is given by
(t1 + Tγ − 2ts)− (t1 + 2tu) = Tγ − 2(ts + tu) = Tγ − 2tenc; (3.14)
i.e., it is reduced by the overall duration of both encounter stretches, 2tenc.
3.5 Statistics of encounters
To determine the contribution of Sieber/Richter pairs to the spectral form factor, we
need to count orbit pairs and thus encounters. More precisely, we have to determine
the average number PT (∆S)d∆S of encounters inside orbits γ with period T leading
to Sieber/Richter partners γ′ with action difference Sγ−Sγ′ inside (∆S,∆S+d∆S).
Given that the contribution of each orbit pair is proportional to |Aγ |2, PT (∆S) has
to be understood as averaged over the ensemble of all γ with periods inside a time
window around T , weighted with |Aγ|2.
To evaluate PT (∆S), we introduce an auxiliary density wT (s, u) of stable and
unstable separations inside encounters. Recall that these separations depend on
the location of our Poincare´ section. The density wT (s, u) will be normalized to
guarantee that after integration over s and u each encounter is counted exactly
once. Hence, we have to demand that
PT (∆S) =
∫ c
−c
dsduwT (s, u)δ(∆S − su). (3.15)
To establish wT (s, u), we need only two ingredients: ergodicity and the necessity
of having encounter stretches separated by non-vanishing loops. Note that even
though individual periodic orbits need not be ergodic, the equidistribution theorem
(Subsection 2.1.2) allows to invoke ergodicity when averaging over the ensembles of
orbits introduced above.
Let us first fix one location of the section P, at a point x1 (passed at time t1)
somewhere along the orbit. We now have to count all further piercings through
this section in phase-space points x2 (passed at times t2) almost time-reversed with
respect to x1. Each of these piercing points will correspond to a different encounter,
with x1 forming part of one stretch, and x2 belonging to the other one. Due to
ergodicity, the expected number of piercings at times inside (t2, t2+ dt2) with stable
and unstable components of T x2 − x1 in intervals (s, s + ds) and (u, u + du) is
given by the Liouville measure, expressed in terms of times and stable and unstable
coordinates (see Subsection 2.1.2)
1
Ω
dsdudt2, (3.16)
32 3. τ2 contribution to the spectral form factor
Ω denoting the volume of the energy shell.
The total number of piercing points inside intervals ds and du on our Poincare´
section is obtained by integration over t2. To guarantee that the encounter stretches
are separated by intervening loops we have to restrict ourselves to t1 + 2tu < t2 <
t1 + T − 2ts, i.e., an interval of width T − 2tenc. Since the integrand is independent
of t2, the resulting density of piercing through one section is simply given by
1
Ω
(T − 2tenc). (3.17)
We have to keep into account all encounters along the orbit in question, and
hence all possible Poincare´ sections. Given that P is placed at a point x1, passed
at time t1, we thus have to integrate over all possible piercing times 0 < t1 < T ,
leading to a factor T . Note that P may be moved freely throughout each encounter
without changing the partner orbit. Hence, when integrating over t1 each encounter
is counted for a time tenc. To avoid weighting each encounter with its duration, we
have to divide out tenc.
Still, each encounter is counted twice, since any of the two encounter stretches
may be considered as “the first”. Both choices give separate contributions to the
above integrals. Dividing out 2, the desired density wT (s, u) is finally obtained as
5
wT (s, u) =
T (T − 2tenc(s, u))
2Ωtenc(s, u)
. (3.18)
We need to discuss two small corrections to (3.18). First, for loops shorter than
a classical relaxation time tcl describing the decay of correlations, the two piercings
x1 and x2 will be correlated, leading to corrections to the piercing probability (3.16)
and thus to (3.17) and (3.18). However, these corrections are negligible for ~ → 0,
when tcl vanishes compared to T ∼ TH and tenc ∼ TE . Second, for inhomogeneously
hyperbolic systems, the formula (3.4) used for the encounter duration tenc(s, u) is
only an approximation. We shall see in Appendix C.1 that the contribution to the
form factor remains unaffected if we avoid that approximation.
3.6 Contribution to the spectral form factor
We can now determine the contribution to the spectral form factor arising from
the Sieber/Richter family of orbit pairs. We start from the double sum over orbits
in (2.25) and, as explained in Subsection 3.3.3, replace Tγ′ → Tγ and Aγ′ → Aγ .
5 When extending to higher orders, it will be convenient to divide out an analogous overcounting
factor in the generalization of (3.15) rather than in the generalization of (3.18); compare Eqs. (5.10)
and (5.11).
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Organizing the sum over partners γ′ of an orbit γ of period Tγ = τTH as an integral
over the density of action differences PτTH (∆S), we obtain
KSR(τ) = Re
2
TH
〈∑
γ
|Aγ|2δ(τTH − Tγ)
∫
∆S PτTH (∆S)e
i∆S/~
〉
, (3.19)
where we multiplied with 2 since each encounter of γ gives rise to two mutually
time-reversed partner orbits.
Evaluating the sum over γ using the sum rule of Hannay and Ozorio de Almei-
da (2.12), and expressing PτTH (∆S) via wτTH (s, u) as in (3.15), we are led to the
following integral over stable and unstable coordinates
KSR(τ) = 2τ
〈∫ c
−c
dsduwτTH(s, u)e
isu/~
〉
. (3.20)
The periods of the relevant orbits are of the order Heisenberg time TH ∼ ~−1,
whereas the durations of the encounters are of the order Ehrenfest time TE ∼ ln const.~ .
The density wτTH (s, u) can thus be split into a leading term
τ2T 2H
2Ωtenc(s,u)
of order
T 2H
TE
and a correction − τTH
Ω
of order TH , both giving separate contributions to the integral
(3.20).
The contribution of the leading term is proportional to〈∫ c
−c
dsdu
1
tenc(s, u)
eisu/~
〉
. (3.21)
We will see that (3.21) effectively vanishes, since the integral over s and u oscillates
rapidly in the semiclassical limit and is therefore annihilated by averaging. To show
this, we shall restrict ourselves to homogeneously hyperbolic systems, with stretch-
ing factors Λ(x, t) = eλt for all x and t (see Subsection 2.1.1); general hyperbolic
dynamics will be discussed in Appendix C.1. We now split the integral in two parts
I+ and I− corresponding to positive and negative values of u. Both I+ and I− are
evaluated by transforming to new integration variables: (i) the duration of the en-
counter head tu =
1
λ
ln c|u| , and (ii) the stable coordinate in the end of the encounter
se = se−λtu . Using that the unstable coordinate in the end of the encounter is given
by ±c, we can write ∆S = ±sec and tenc = 1λ ln c
2
|∆S| =
1
λ
ln c|se| . The Jacobian of the
above transformation is given by λc, and the resulting variables are restricted to the
ranges −c < se < c and 0 < tu < tenc(se). We thus obtain
I± = λc
∫ c
−c
dsee±is
ec/~ 1
tenc(se)
∫ tenc(se)
0
dtu = 2λ~ sin
c2
~
; (3.22)
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note that the two occurrences of tenc(s
e) mutually cancel. In the semiclassical limit,
sin c
2
~
oscillates rapidly as ~ or c are varied. Both integrals therefore vanish after
averaging over either of these quantities.6
Consequently, the correction term – stemming from our condition of having en-
counter stretches separated by loops – becomes important. Since the latter correc-
tion is independent of s and u, the resulting contribution to the form factor is easily
evaluated as
KSR(τ) = −2τ 2TH
Ω
∫ c
−c
dsdu eisu/~ −−→
~→0
−2τ 2, (3.23)
where we met with the simple integral∫ c
−c
dsdu eisu/~ −−→
~→0
2π~, (3.24)
and used that TH =
Ω
2π~
. Indeed, KSR(τ) reproduces the next-to-leading contribution
to the form factor for the Gaussian Orthogonal Ensemble. We have thus verified
that individual fully chaotic dynamics are faithful to random-matrix theory, at least
up to quadratic order in τ .
In the following Chapters, this result will be extended to arbitrary order in τ .
Interestingly, the universal contributions to the form factor will always originate
from statistical corrections reflecting the necessity of non-vanishing loops.
3.7 Summary
Following Sieber and Richter, we showed that the partner orbits γ, γ′ responsible
for the next-to-leading order of the spectral form factor differ noticeably only by
their connections inside an “encounter” of two almost time-reversed orbit stretches.
These encounter stretches need to be separated by non-vanishing loops. If we place
a Poincare´ section inside the encounter, each stretch will pierce through that section
once. The separation between the two piercings can be decomposed into stable
and unstable components, determining both the duration of the encounter (of order
Ehrenfest time) and the action difference between γ and γ′. Ergodicity allows to
determine the number of encounters in long orbits and to evaluate their contribution
to the form factor.
6 Note that an average over c is equivalent to the average over E implied by 〈. . .〉, because c has
to be regarded as a function of E: An increase of the energy leads to an increase of the momentum
and thus of all symplectic products
(
δq1
δp1
)
∧
(
δq2
δp2
)
= δq1δp2 − δq2δp1. Since we maintain the
normalization eu(x) ∧ es(x) = 1 of the basis vectors of our Poincare´ sections P , all stable and
unstable coordinates are increased. For billiards, the increase in energy does not affect the shape
of the trajectory, or the applicability of the linear approximation (2.3). Hence, the bound c needed
for mutual linearization is increased as well. For general systems, the relation between c and E is
more involved, but c remains a function of E.
4. Orbit pairs responsible for τ 3 and
beyond
We set out to identify the families of orbit pairs responsible for all orders of the τ
expansion of K(τ). The key point is that long orbits have a huge number of close
self-encounters which may involve arbitrarily many orbit stretches. We thus have
to consider pairs of orbits differing in any number of encounters, with any number
of stretches. Generalizing the language of the previous chapter, we speak of an
l-encounter whenever l stretches of an orbit get close in phase space (up to time-
reversal). The partner orbits are distinguished only by their reconnections inside
such encounters. In contrast, the orbit loops in between encounters are almost iden-
tical or mutually time-reversed. Like in case of 2-encounters, the relevant encounters
will turn out to have durations of the order of the Ehrenfest time, while the orbit
periods are of the order of the Heisenberg time.
We will start with the example of orbit pairs differing either in two 2-encounters
or in one encounter involving 3 orbit stretches; these pairs, analogous to field the-
oretical diagrams discussed in [10, 11] and orbit pairs in quantum graphs studied
in [43], give rise to the cubic term in K(τ). We shall then generalize to all other
pairs in Subsection 4.4.
4.1 Pairs of 2-encounters
Let us first consider orbit pairs differing in a pair of 2-encounters. The two stretches
of each encounter may be either close in phase space (depicted by nearly parallel
arrows ✲✲ or ❍❍❥✟✟✯ ), or almost mutually time-reversed (like in ✛✲ or ❍❍❨✟✟✯ ). We already
met with antiparallel 2-encounters when deriving the τ 2 contribution to the form
factor. We have seen that such encounters can only exist in time-reversal invariant
systems, since we have to require that the time-reversed of a classical encounter
stretch, or an orbit loop, again solves the Hamiltonian equations of motion.
In contrast, parallel 2-encounters ✲✲ do not require time-reversal invariance.
However, reconnections inside one single such encounter will never lead to a partner
orbit. As shown in Fig. 4.1, we rather obtain two disjoint periodic orbits (depicted by
dashed and dotted lines, respectively). Thus, the partner can be seen as a “pseudo-
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Fig. 4.1: Reconnections inside a
parallel 2-encounter yield a
pseudo-orbit decomposing
into two separate periodic
orbits.
orbit” decomposing into two periodic orbits. Given that such pseudo-orbits are not
admitted in the Gutzwiller trace formula, they do not contribute to the spectral form
factor. However, we will see that reconnections inside parallel 2-encounters may well
yield a periodic orbit if combined with reconnections inside further encounters.
Considering orbit pairs that differ in two 2-encounters, we may thus allow for
(i) both encounters being parallel, (ii) one being parallel and one antiparallel, and
(iii) two antiparallel 2-encounters. Moreover, the encounters may be ordered in two
different ways. In a “serial” ordering, the two stretches of each encounter follow each
other immediately after an intervening loop. In an “intertwined” ordering, stretches
of both encounters are traversed in alternation. Altogether, this leaves six different
ways of drawing pairs of 2-encounters, as shown in Fig. 4.2.
Reconnections inside these encounters lead either to a connected periodic orbit,
or to a pseudo-orbit decomposing into several periodic orbits (depicted by dashed,
dotted, and dash-dotted lines in Fig. 4.2). For example, two parallel encounters
give rise to a connected partner only if their ordering is intertwined. If they are
ordered in series, we obtain a pseudo-orbit decomposing into three disjoint orbits;
this pseudo-orbit does not contribute to the form factor. One easily sees that among
the six cases depicted in Fig. 4.2, only three (marked by boxes) lead to a connected
partner orbit, namely
• two intertwined parallel encounters (abbreviated by ppi for parallel-parallel
intertwined),
• pairs of one antiparallel and one parallel encounter with intertwined ordering
(api), and
• two antiparallel encounters in series (aas).
Time-reversal invariant systems allow for all three kinds of encounter pairs. Apart
from the partner orbits drawn in Fig. 4.2, we then also need to account their time-
reversed versions. In contrast, for systems without time-reversal invariance only
parallel encounters, and thus case ppi, need to be considered, giving rise only to the
one partner orbit depicted in 4.2.
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Fig. 4.2: Six classes of pairs of 2-encounters, distinguished by parallel vs. antipar-
allel orientation of stretches, and serial vs. intertwined ordering. Re-
connections inside the encounters give rise to a connected partner orbit
(dashed line) only for the three cases highlighted by boxes. Otherwise the
partner decomposes into several orbits, respectively depicted by dashed,
dotted, and dash-dotted lines.
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Incidentally, the partner orbit will always have a pair of encounters of exactly
the same class as the original orbit, i.e., ppi, api, and aas, respectively. However, for
api reconnections turn the antiparallel encounter into a parallel one and vice versa.
To systematically classify orbit pairs, we have to number all (at present four)
encounter stretches in order of traversal by the original orbit γ, starting with one
arbitrary stretch. The numbers 1, 2, 3, 4 are then divided into groups, one corre-
sponding to each encounter, and we have to fix the mutual orientation of stretches
inside each group. We are interested only in those divisions which give rise to a
connected partner orbit; they will be referred to as “structures” of orbit pairs.
For example, in the case ppi, we will have stretches 1 and 3 forming a parallel
encounter, and stretches 2 and 4 forming one further such encounter. This statement
is true regardless of which stretch is chosen as the first. For instance, if we rename
stretch 1 as stretch 2, we have to cyclically permute the four numbers 1 → 2 →
3→ 4→ 1. Afterwards, we will still find one encounter of parallel stretches 1 and 3
(the former stretches 2 and 4), and one parallel encounter of stretches 2 and 4 (the
former stretches 1 and 3). In this sense, all four stretches are indistinguishable. We
have thus shown that ppi corresponds to one structure as defined above.
The situation becomes more complex for api. If one of the two parallel stretches
is chosen as the first, we obtain a parallel encounter of stretches 1 and 3, and an
antiparallel encounter of 2 and 4. However, taking one stretch of the antiparallel en-
counter as a reference, we obtain a parallel encounter of 2 and 4, and an antiparallel
encounter of 1 and 3. Therefore, api encounters have two different structures. Both
structures refer to the same orbit pairs, but differ in which of the stretches is taken
as the first. The two structures may also be understood as follows: If the orbits γ
and γ′ are cut open inside the loop preceding the “first” stretch, each structure gives
rise to topologically different trajectory pairs. For api, the trajectories associated to
one structure will first traverse a stretch of the parallel encounter, whereas trajec-
tories of the second structure first traverse a stretch of the antiparallel encounter.
Intuitively, the appearance of two different structures implies that api encounters
are “less symmetric” than ppi encounters, since one encounter is parallel, whereas
the other one involves two antiparallel stretches.
We shall see that if a family of orbit pairs is associated with several equivalent
structures, all yield separate (and equal) contributions to the form factor.1
Finally, for aas two among the four stretches are followed by stretches of the same
encounter. If one of these two is chosen as a reference, we obtain two antiparallel
encounters of stretches 1 and 2, and stretches 3 and 4, respectively. In contrast, if
one of the other two stretches is considered the first, there are antiparallel encounters
1 If we count families of orbit pairs (like ppi, api, aas, . . .) rather than structures, the contribution
of each family depends on its symmetries. In [19], we thus had to introduce multiplicity factors
Nppi,Napi,Naas, . . ., which are not needed when summing over structures.
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of stretches 1 and 4, and 2 and 3. Again, we end up with two equivalent structures.
Altogether, given time-reversal invariance, pairs of 2-encounters can have 5 dif-
ferent structures, one single structure related to ppi, and two structures each for api
and for aas. In systems without time-reversal invariance, only parallel encounters
are possible. Hence, only one among the above structures remains, the one related
to (intertwined) pairs of parallel encounters.
4.2 Triple encounters
We now turn to pairs of orbits differing in one 3-encounter. Here, in both partner
orbits, three stretches come close up to time reversal. These stretches are separated
by three intervening loops, which can be arranged to form a “cloverleaf” (see Fig.
4.3).
We have to distinguish between two special cases. First, all three stretches may
be close in phase space ✲✲
✲
. In this case, we speak of a “parallel cloverleaf” (pc).
Obviously, pc encounters may exist even in absence of time-reversal invariance.
Partner orbits are again obtained by reshuffling intra-encounter connections. In
principle, the ports can be reconnected in five different ways, depicted by ✲✟✟✯❍❍❥ , ✚✚❃✲❩❩⑦ ,
✟✟✯❍❍❥
✲
, ❍❍❥❍❍❥✚✚❃ , and ✟✟✯✟✟✯❩❩⑦ . However, in the first three cases only two stretches take part in
the reconnection whereas the third one remains unaffected. A potential partner or-
bit could thus also be obtained by reconnections inside a 2-encounter. This implies
that the possibilities ✲✟✟✯❍❍❥ , ✚✚❃✲❩❩⑦ , and ✟✟✯❍❍❥
✲
have to be disregarded; the correspond-
ing orbit pairs were already taken into account when summing over Sieber/Richter
pairs in Chapter 3. In similar vein, we will always require reconnections to involve
all stretches of an encounter. Among the remaining two options, ✟✟✯✟✟✯❩❩⑦ leads to a
“partner” decomposing into three disjoint periodic orbits; see Fig. 4.3. Only recon-
nections according to by ❍❍❥❍❍❥✚✚❃ give rise to a connected partner orbit, shown in the
same picture.2
One easily sees that pc encounters may have only one structure. Again numbering
all encounter stretches in order of traversal, we may say that stretches 1,2, and 3
are close in phase space, irrespective of which stretch is chosen as the first.
For time-reversal invariant dynamics, there is one further way of forming 3-
encounters. Instead of having three stretches close in phase space, these encounters
involve only two almost parallel stretches, and a third one approximately time-
reversed with respect to the initial two. In this case, we speak of an “antiparallel
cloverleaf” (ac), depicted by ✛✲
✲
. Since ac encounters exist only in time-reversal
invariant systems, we may also read a as “anti-unitary symmetry required”.
2 In Fig. 4.3, the orbit γ first goes through the upper stretch of ✲✲
✲
, then through the middle and
lower stretches, and finally returns to the upper stretch. If the stretches are traversed in different
order, the reconnections leading to a connected partner would look like ✟✯✟❩⑦ rather than ❍❥❍✚❃ .
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Fig. 4.3: Examples for 3-encounters of type pc and ac. The reconnections on
the left-hand side. give rise to a connected partner orbit (dashed lines),
whereas those on the right-hand side. yield a partner decomposing into
two or three periodic orbits, respectively.
Again, we obtain a connected partner orbit by reshuffling intra-encounter con-
nections according to ❍❍❍❍✚✚ ; compare Fig. 4.3. Here, we momentarily dropped the
arrows; the encounter stretches of the partner orbit may either be close or time-
reversed with respect to those of the original orbit. By reasoning analogous to pc
encounters, we see that the reconnections ✟✟❍❍ , ✚✚❩❩ , and ✟✟❍❍ could equivalently be
described in terms of a 2-encounter, and that ✟✟✟✟❩❩ would lead to a pseudo-orbit, this
time containing two separate periodic orbits.3 Again, the time-reversed versions of
the partners depicted in Fig. 4.3 also form valid partner orbits.
Orbit pairs of type ac can be described by three equivalent structures. To show
this, we again number the stretches in order of traversal by γ, starting from an
arbitrary one. If that reference stretch is the one approximately time-reversed with
respect to the others, we have stretch 1 antiparallel to 2 and 3, which are mutually
close. Choosing a different reference, we are led to two further structures, with 2
antiparallel to 1 and 3, and 3 antiparallel to 1 and 2. Again, if the orbits γ and
γ′ are cut open in the loop preceding the first stretch, each structure gives rise to
topologically different trajectory pairs.
To summarize, systems without time-reversal invariance allow for one “clover-
leaf” structure, related to pc, whereas in presence of time-reversal invariance we
observe 4 such structures, including 3 stemming from ac encounters.
3 If the three stretches ✛✲
✲
are traversed in an order different from Fig. 4.3, not ❍❍✚ , but ✟✟❩
leads to a connected partner.
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4.3 Symbolic dynamics
Given symbolic dynamics, the orbit pairs introduced in the preceding Sections can
be characterized through their symbols sequences. Within each encounter, stretches
are either very close in phase space and thus labelled by the same symbol sequence
Eα, or almost mutually time-reversed and thus denoted by mutually time-reversed
sequences Eα and E¯α. Each of the intervening loops comes with its own symbol
sequence, to be denoted by A,B, . . .. The symbol strings of the orbits γ and γ′ are
built as alternating series of encounter and loop sequences. If a given loop A of γ
connects, say, stretches with symbol sequences E1 and E2, the corresponding loop
of γ′ must either connect stretches with the same sequences, as in . . . E1AE2 . . ., or
appear in time-reversed form, like . . . E¯2A¯E¯1 . . ..
For instance, two intertwined parallel 2-encounters E1 . . . E1 and E2 . . . E2 entail
the symbol sequence γ = E1AE2BE1CE2D. Reconnections yield a partner with the
symbol sequence γ′ = E1AE2DE1CE2B. Likewise, intertwined parallel and antipar-
allel 2-encounters E1 . . . E1 and E2 . . . E¯2 lead to γ = E1AE2BE1CE¯2D and a part-
ner orbit γ′ = E1AE2C¯E¯1D¯E2B with loops C and D reversed in time. Two serial
antiparallel encounters E1 . . . E¯1 and E2 . . . E¯2 can be combined into the sequences
γ = E1AE¯1BE2CE¯2D and γ′ = E1AE¯1D¯E2CE¯2B¯.
Parallel 3-encounters E . . . E . . . E lead to orbit pairs γ = EAEBEC, γ′ = EAECEB,
whereas E . . . E . . . E¯ denotes an encounter with the third stretch antiparallel to
the first two. In the latter case, orbit pairs have symbol sequences of the form
γ = EAEBE¯C, γ′ = EAEB¯E¯C¯.
4.4 Orbit pairs responsible for all orders in τ
To obtain all orders of the power series of K(τ), we have to account for orbit pairs
differing in any number of l-encounters, with arbitrary l ≥ 2.
Let us first sketch two more examples. Fig. 4.4a highlights two encounters inside
a periodic orbit, one 2-encounter and one 4-encounter. The stretches involved can be
reconnected in several different ways. Some of these reconnections, like in Fig. 4.4a
or b, yield connected partner orbits. Other reconnections, as in Fig. 4.4c, give rise
to a pseudo-orbit decomposing into a number of disjoint periodic orbits, and thus
do not contribute to the form factor. Since both encounters involve only parallel
stretches, orbit pairs as in Fig. 4.4a and b exist both in systems with and without
time-reversal invariance.
For time-reversal invariant dynamics, we also must allow for encounters whose
stretches get close only up to time reversal. Correspondingly, loops inside mutual
partner orbits may be related by time reversal. See Fig. 4.5a for an example of two
orbits differing in encounters ✛✲ and ✛✲
✲
. The pseudo-orbit obtained in Fig. 4.5b
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Fig. 4.4: a) Solid line: Periodic orbit γ with one 4-encounter and one 2-encounter
highlighted by bold arrows. Dashed line: Partner γ′ differing from γ by
connections in these encounters. b) Dotted line: One further orbit, differ-
ing from γ in the same set of encounters. c) Other reconnections yield a
pseudo-orbit decomposing into three periodic orbits (dashed, dotted, and
dash-dotted).
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Fig. 4.5: a) Periodic orbit γ with one 2- and one 3-encounter highlighted, and a
partner γ′ obtained by reconnection; the encounters depicted exist only
in time-reversal invariant systems. b) Again, different reconnections lead
to a ”pseudo-orbit”, this time decomposing into two separate periodic
orbits (dashed and dotted).
does not contribute to the form factor.
We thus obtain a natural extension of Berry’s diagonal approximation. Instead
of considering only pairs of orbits which exactly coincide (or are mutually time-
reversed), we employ all pairs whose members are composed of similar (up to time
reversal) loops.
We have to classify these orbit pairs. The two orbits of each pair differ in
a number vl of l-encounters; we shall assemble these numbers to a “vector”
~v = (v2, v3, . . .). The total number of encounters is given by V (~v) =
∑
l≥2 vl. The
number of orbit stretches involved in encounters, coinciding with the number of
intervening loops, reads L(~v) =
∑
l≥2 lvl.
As we have seen for orbit pairs differing in two 2-encounters or in one 3-encounter,
orbit pairs related to the same ~v may have different structures. In general, struc-
tures are defined as follows: Starting from an arbitrarily chosen reference stretch,
the L(~v) encounter stretches are numbered in order of traversal by γ. Each structure
now corresponds to one way of
(i) assembling the L(~v) labels into groups, each corresponding to one encounter,
(ii) fixing the mutual orientation of stretches in each group, like ✲✲ vs. ✛✲ , or
✲
✲
✲
vs. ✛✲
✲
(if the system is time-reversal invariant), and
(iii) reconnecting the stretches to form a non-decomposing partner orbit.
44 4. Orbit pairs responsible for τ3 and beyond
The third point is particularly important if several reconnections in the same set of
encounters lead to different connected partner orbits, as in Figs. 4.4a and b. In this
case, each such reconnection gives rise to an orbit pair of a different structure. We
did not meet this situation in the examples of Subsections 4.1-4.3. (Note that for
time-reversal invariant systems, orbit pairs (γ, γ′) and (γ, T γ′) distinguished only by
time-reversal of the partner orbit are considered as belonging to the same structure.)
Again, some orbit pairs can be described in terms of several equivalent structures,
depending on which stretch is taken as the first. If we, however, imagine the orbits
γ, γ′ cut open in the loop preceding the first stretch, each structure gives rise to
a topologically different class of trajectory pairs. Another alternative definition of
structures uses (numbered) loops rather than encounter stretches: Each structure
corresponds to a different ordering – and, given time-reversal invariance, different
sense of traversal – of the loops of γ inside the partner orbit γ′.
To evaluate the spectral form factor, we need to determine the number N(~v) of
structures related to the same ~v.
Apart from vectors ~v and structures, orbit pairs can be characterized by the
phase-space separations between encounter stretches. In Chapter 3, we intro-
duced stable and unstable coordinates s, umeasuring the separation between stretch-
es of a 2-encounter. We have to define similar coordinates for arbitrary l-encounters,
and derive a density wT (s, u) of phase-space separations analogous to (3.18). The
double sum (2.25) over orbits defining the spectral form factor will then be written
as a sum of contributions from families of orbit pairs, with a weight proportional to
N(~v)wT (s, u).
In the following Chapter, we will study the phase-space geometry of encounters
and determine the density wT (s, u). The purely combinatorial task of determining
the number of structures N(~v) for arbitrary ~v is attacked in Chapter 6 with the
help of permutation theory. We will then obtain expansions of K(τ) for individual
chaotic systems, in line with the respective predictions of the GUE and the GOE.
4.5 Summary
We define l-encounters as regions inside an orbit γ where l orbit stretches are mu-
tually close up to time reversal. We consider orbit pairs differing by reconnections
inside an arbitrary number vl of l-encounters; both partners must be connected pe-
riodic orbits. The orbit pairs are further classified by “structures” (i.e., ordering
and mutual orientation of stretches, and reconnections) and phase-space separa-
tions. The τ 3-contribution originates from orbit pairs differing in two 2-encounters
(1 structure for systems without T invariance, altogether 5 structures in presence
T invariance) or in one 3-encounter (1 structure without T invariance, 4 structures
with T invariance).
5. Phase-space geometry of encounters
In the present Chapter, we want to determine the contribution to the form factor
originating from all orbit pairs of a given structure. To that end, we have to extend
the results of Chapter 3, and describe the phase-space geometry of encounters with
arbitrary number of stretches l.
5.1 Encounters
We first need to introduce suitable stable and unstable coordinates. To do so, we
again consider a Poincare´ surface of section P orthogonal to the orbit at an arbitrary
phase-space point x1 (passed at time t1) inside one of the encounter stretches. The
remaining stretches pierce through P at times tj (j = 2, . . . , l) in points xj . If the
j-th encounter stretch is close to the first one in phase space, we must have xj ≈ x1;
if it is almost time-reversed with respect to the first one, we have T xj ≈ x1. In the
following, we shall use the shorthand yj ≈ x1 with yj either xj or T xj.
The small displacement yj − x1 can be decomposed into components along the
stable and unstable directions at x1,
yj − x1 = sˆjes(x1) + uˆjeu(x1) . (5.1)
Thus, each encounter is described by l − 1 pairs of stable coordinates sˆj and un-
stable coordinates uˆj. These coordinates depend on the location of P; as t1 grows,
stable coordinates asymptotically decrease and unstable coordinates asymptotically
increase. We will later subject sˆj , uˆj to a coordinate transformation yielding new
coordinates to be denoted by sj, uj; hence the “hats” in (5.1).
By definition, an l-encounter lasts as long as all l stretches are mutually close.
We thus have to demand the stable and unstable differences |sˆj|, |uˆj| of all stretches
from the first one to be smaller than our constant c. As a consequence, the mu-
tual difference between two stretches different from the first one is limited by 2c.
“Fringes” where only a few stretches remain close are not regarded as part of the
encounter.
We can now generalize the formula (3.4) for the duration tenc of an encounter.
Each of the unstable coordinates |uˆj| needs the time 1λ ln c|uˆj | to reach c. The en-
counter ends as soon as the first of these components passes the threshold, i.e., after
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a time
tu ∼ min
j
{
1
λ
ln
c
|uˆj|
}
. (5.2)
Similarly, the time since the beginning of the encounter (i.e., since the last of the
stable coordinates has fallen below c) can be estimated as
ts ∼ min
j
{
1
λ
ln
c
|sˆj|
}
. (5.3)
As for 2-encounters, we will refer to tu and ts as the durations of the “head” and
the “tail” of the encounter. Both quantities sum up to the overall duration of the
encounter
tenc = ts + tu ∼ 1
λ
ln
c2
maxi{|sˆi|}maxj{|uˆj|} ; (5.4)
in view of Eq. (2.3), tenc remains invariant if the Poincare´ section P is shifted
through the encounter.
An l-encounter involves l different orbit stretches whose initial and final phase-
space points will be referred to as “entrance” and “exit ports”. If all encounter
stretches are (almost) parallel, as in ✲✲
✲
, all entrance ports are located on the same
side of the encounter, and the exit ports are located on the opposite side. If the
encounter involves mutually time-reversed orbit stretches like ✛✲
✲
, this is no longer
the case. Thus, it is useful to introduce the following convention: All ports on the
side where the (arbitrarily chosen) first stretch begins are called “left ports”, while
those on the opposite side are “right ports”. For parallel encounters, “entrance” and
“left” are synonymous, as well as “exit” and “right”.
5.2 Partner orbits
The partner orbits (γ, γ′) differ from one another only inside the encounters, by their
connections between left and right ports. We shall number these ports in order of
traversal by γ, such that the j-th encounter stretch of γ connects left port j to right
port j. Inside γ′, the left port j is connected to a different right port k; see Figs.
5.1a and b for possible reconnections in a 3- and a 6-encounter.
When reshuffling connections, we must mix all stretches of a given encounter. In
contrast, Fig. 5.1c shows reconnections only between stretches 1 and 2, 3 and 4, and
stretches 5 and 6 of a 6-encounter which therefore decomposes into three separate
2-encounters.
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Fig. 5.1: Possible connections between left and right ports in partner orbits γ′. In
c), the encounter splits into three pieces respectively containing the two
upper, middle, and lower stretches.
5.2.1 Piercing points
The partner γ′ also pierces through our Poincare´ section P. The piercing point of
the stretch connecting left port j to right port k will be denoted by x′j. Similarly as
for the piercings of γ, the shorthand y′j will represent either x
′
j or T x′j , depending
on whether the stretch in question is parallel or antiparallel with respect to the first
one. See Fig. 5.2a for the example of a 3-encounter ✛✲
✲
.
Like in case of 2-encounters the piercing points of γ′ are determined by those
of γ. In particular, the unstable coordinates of a point y′j always depend on the
following right port. If two stretches of γ and γ′ lead to the same right port, they
have to approach each other at least for the duration of the encounter head; for
the relevant encounters this duration is of the order TE → ∞. Since the phase-
space difference shrinks in time, it may have only a very small unstable component,
meaning that the unstable coordinates of yj and y
′
j practically coincide. Likewise,
the stable coordinate of y′j is determined by the previous left port, since stretches
with the same left port approach for large negative times. If a stretch of γ′ connects
left port j to right port k, it thus pierces through our Poincare´ section with stable
and unstable coordinates approximately given by
sˆ′j = sˆj , uˆ
′
j = uˆk ; (5.5)
this generalizes the relation (3.5) for 2-encounters.
For the 3-encounter of Fig. 5.2a, the partner orbit γ′ has left ports 1, 2, and 3
of γ respectively connected to the right ports 2, 3, and 1. The first stretch of γ′
connects left port 1 to right port 2 and pierces through P in y′1 with sˆ′1 = sˆ1 = 0,
uˆ′1 = uˆ2. The second stretch pierces through P in y′2 with sˆ′2 = sˆ2, uˆ′2 = uˆ3, and the
third one in y′3 with sˆ
′
3 = sˆ3, uˆ
′
3 = uˆ1 = 0; see Fig. 5.2b.
48 5. Phase-space geometry of encounters
Fig. 5.2: Piercing points of orbits γ,γ′ differing in a 3-encounter; inside γ′, the left
ports 1, 2, 3 are connected to the right ports 2, 3, 1, respectively. a)
Sketch in configuration space. b) Stable and unstable coordinates in a
Poincare´ section P.
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Fig. 5.3: Steps from connections in γ (depicted in a) to those in γ′ (shown in d),
in each step interchanging right ports of two encounter stretches.
5.2.2 Action difference
We have already seen that for γ, γ′ differing in one 2-encounter, the action difference
is given by the product of the stable and unstable separations between the two
encounter stretches. In order to generalize to γ, γ′ differing in an l-encounter, we
can imagine the partner orbit γ′ constructed out of γ by l−1 successive steps. For a
3-encounter , we may first reconnect the two upper stretches as in ✟✟❍❍ , and then
the stretches starting from the second and third left port as in ❍❍❍❍✚✚ . One further
example, involving a 4-encounter, is given in Fig. 5.3. Each step interchanges the
right ports of two encounter stretches and contributes to the action difference an
amount given by the product of their stable and unstable separations. At the same
time, the two piercing points change their position as discussed in Subsection 5.2.1.
This step-by-step process suggests a useful transformation of coordinates. Let
sj, uj denote the stable and unstable differences between the two stretches affected
by the j-th step. Note that in contrast to sˆj, uˆj the index j no longer represents
encounter stretches 2, . . . , l but steps 1, . . . , (l − 1). Now, the change of action in
each step is simply given by sjuj. Summing over all steps, we obtain a total action
difference
∆S =
l−1∑
j=1
sjuj . (5.6)
The transformation leading from sˆj, uˆj to sj , uj is linear and volume-preserving.
To explicitly express sj , uj as a function of sˆj and uˆj, we first consider reconnections
as given above for l = 3, or depicted in Fig. 5.3d for l = 4. We proceed from Fig. 5.3a
to 5.3d in l−1 = 3 steps. In the j-th step, we change connections between left ports
j and j+1, and right ports 1 and j+1. Recall that stable and unstable coordinates
of piercing points are determined by the left and right ports, respectively. Thus, the
separation between the stretches affected has a stable component sj = sˆj+1− sˆj and
an unstable component uj = uˆj+1 − uˆ1 = uˆj+1. The Jacobian of the transformation
sˆ, uˆ → s, u is equal to 1. All other permissible reconnections can be brought to
a form similar to Fig. 5.3d, albeit with different l, by appropriately changing the
numbering of stretches; hence they allow for the same step-by-step procedure. (An
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interpretation of this procedure in the context of permutations will be given in
Subsection 6.1.1.)
Due to the elegant form of Eq. (5.6), it will be convenient to use sj, uj rather
than sˆj , uˆj in defining the encounter regions, demanding all |sj|, |uj| to be smaller
than our bound c;1 the encounter duration (5.4) is changed accordingly.
Employing Eq. (2.3), one easily shows that ∆S remains invariant if the Poincare´
section P is shifted through the encounter. Moreover, if the orbits γ and γ′ differ in
several encounters (labeled by α = 1, . . . , V ), the total action difference is additive
in their contributions, and each is given by Eq. (5.6); i.e., we have
∆S =
∑
α,j
sαjuαj . (5.7)
Like in case of Sieber/Richter pairs, the relevant orbit pairs with ∆S ∼ ~ have stable
and unstable coordinates of the order
√
~, and hence encounter durations (5.4) of
the order of the Ehrenfest time.
Finally, the relative difference between the stability amplitudes of the relevant
partner orbits γ, γ′ can be neglected in the semiclassical limit. The arguments used
in Subsection 3.3.3 immediately carry over, given that the two partner orbits γ, γ′
are close everywhere up to time reversal.
5.3 Necessity of non-vanishing loops
Contributions to the form factor arise only from sets of encounters whose stretches
are separated by non-vanishing loops, i.e., do not overlap. After all, we obtained
partner orbits by reshuffling connections between ports, where the orbit either enters
an encounter stretch coming from an intervening loop, or leaves the encounter to
follow an intervening loop. This procedure requires separated encounter stretches.
Like for Sieber/Richter pairs, we need to check whether our method of “gener-
ating” partner orbits can be extended to encounters with overlapping stretches, i.e.,
whether with the above prescription we miss any orbit pairs related to encounters.
This question is investigated in detail in Appendix D, showing that no such orbit
pairs are missed, and that overlapping stretches indeed do not contribute to the
form factor. Here we just want to list the main ideas.
First, assume that two stretches of different encounters overlap. In this case, the
two encounters effectively merge, leaving one larger encounter with more internal
1 The mutual differences between two stretches j′ < j will now be limited by |uˆj − uˆj′ | =
|uj−1 − uj′−1| < |uj−1|+ |uj′−1| < 2c and |sˆj − sˆj′ | =
∣∣∑j−1
j′′=j′ (sˆj′′+1 − sˆj′′ )
∣∣ = ∣∣∑j−1j′′=j′ sj′′ ∣∣ < lc,
allowing for mutually linearized treatment if c is chosen sufficiently small.
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Fig. 5.4: Two 2-encounters (marked by boxes) overlap in one stretch and thus
merge to a 3-encounter (solid bold arrows)
stretches, see Fig. 5.4. The partners are thus seen as differing in one larger en-
counter (e.g., a 3-encounter), rather than in two smaller ones (e.g., two overlapping
2-encounters).2
As in Subsection 3.4, overlapping antiparallel stretches have to be regarded as one
single stretch reflected at a hard wall. There is no way to reconnect such stretches
to form a partner orbit.
Finally, we shall see that parallel stretches can overlap (or come very close in
time) only if they follow multiple revolutions of a shorter orbit γ˜. In this case, several
different encounters may lead to the same partner orbit. We will show in Appendix
D.3 how to select one of these encounters. The resulting condition will be slightly
more complicated than just leaving out encounters with overlapping stretches but
in the semiclassical limit leads to the same contributions to the form factor.
5.4 Statistics of encounter sets
The statistics of close self-encounters inside periodic orbits can now be established
using the same two ingredients as in the case of 2-encounters: the ergodicity of the
classical motion, and the requirement of non-vanishing loops.
We will consider sets of encounters within orbit pairs (γ, γ′) with fixed ~v and
fixed structure. Each of the V encounters of γ is parametrized with the help of a
Poincare´ section Pα (α = 1, . . . , V ) crossing the orbit at an arbitrary phase-space
point inside the encounter, traversed at time tα1. The orbit again pierces through
these sections at times tαj with j = 2, . . . , lα numbering the remaining stretches of
2 Recall that we speak of “overlap” if two stretches are not separated by an intervening loop.
In contrast, encounters just occupying the same region in phase space (as in Fig. 5.1c) have to be
considered as independent, as long as the are separated by intervening loops and reconnections are
performed independently in each encounter.
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the α-th encounter. The first piercing may occur anywhere inside the orbit at a time
0 < t11 < T , T denoting the period. The remaining tαj follow in an order fixed by
the structure at times t11 < tαj < T+t11. Each of the vl l-encounters is characterized
by l − 1 pairs of stable and unstable coordinates sαj, uαj (j = 1, . . . , l − 1), which
in total make for 2
∑
l≥2(l − 1)vl = 2(L− V ) components.
We proceed to derive a density wT (s, u) of phase-space separations s, u. To
understand the normalization of wT (s, u), recall that the separations s and u de-
pend on the location of the Poincare´ sections Pα. If Pα is shifted through the
corresponding encounter, the stable and unstable coordinates change while the
contributions to the action difference ∆Sαj = sαjuαj remain invariant. To make
sure that each encounter is counted exactly one, we demand that the integral∫
dL−V s dL−V uwT (s, u)
∏
αj δ(∆Sαj − sαjuαj) yields the density of encounter sets
in an orbit γ leading to orbit pairs (γ, γ′) with given structure and action difference
components ∆Sαj . We have to understand wT (s, u) as averaged over the ensemble
of all periodic orbits γ with period T in a given time window, weighted with |Aγ|2.
Again, such averaging allows us to invoke ergodicity even for periodic orbits. (A
more careful implementation will be given in Appendix C.1.)
To determine wT (s, u), we need to count piercings through the Poincare´ sections
Pα. We first assume that all times tα1 and thus all sections Pα are fixed. Ergodicity
then implies that for each section, the probability of a further piercing occurring in
a time interval (tαj , tαj+dtαj) with stable and unstable coordinates inside (sˆαj, sˆαj+
dsˆαj) × (uˆαj, uˆαj + duˆαj) is given by 1Ωdsˆαjduˆαjdtαj. This probability holds for all
lα − 1 additional piercings (j = 2, . . . , lα) through each of the V sections. Since
the transformation leading from sˆ, uˆ to s, u is volume-preserving, the same uniform
probability applies to the components sαj , uαj. We can therefore determine the
number ρT (s, u) d
L−V s dL−V u dL−V t of sets of L− V piercings through our sections
Pα occurring in time intervals (tαj , tαj+dtαj), j = 2, . . . , lα, with stable and unstable
coordinates inside (sαj , sαj+dsαj), (uαj, uαj+duαj), j = 1, . . . , lα−1; we may expect
ρT (s, u) equal to 1/Ω
L−V .
However, recall that we are only interested in encounters separated by non-
vanishing loops. To implement that restriction, we employ a suitable characteristic
function ΘT (s, u, t) which vanishes if the piercings described by s, u and t correspond
to overlapping stretches, and otherwise equals 1. We thus obtain
ρT (s, u, t) = ΘT (s, u, t)
1
ΩL−V
. (5.8)
Proceeding towards wT (s, u) we integrate over the L − V piercing times tαj ,
j ≥ 2, still for fixed Poincare´ sections Pα. The integral yields a density for sets of
L− V piercings, characterized only by their stable and unstable coordinates s, u.
To finally get to wT , we must keep track of all encounters along the orbits in
question. To that end we have to consider all possible positions of Poincare´ sections
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and hence integrate over the V times tα1 (of the reference piercings) as well. Doing
so, we count each encounter for a time tαenc, since we may move each Poincare´ section
to any position inside the duration of the encounter. Each set of encounters is thus
weighted with the product of all durations
∏
α t
α
enc. In order to count each encounter
set exactly once, we divide out the factor
∏
α t
α
enc, and arrive at the desired density
wT (s, u) =
∫
dLtΘT (s, u, t)
ΩL−V
∏
α t
α
enc
. (5.9)
Again, loops shorter than the classical relaxation time tcl will entail small correc-
tions to the uniform piercing probability and therefore to (5.9); in the semiclassical
limit these corrections are negligible due to tcl ≪ TE , TH .
It remains to evaluate the L-fold time integral in Eq. (5.9). The integration over
t11 runs from 0 to T ; it will be done as the last integral and then give a factor T .
The L−1 other tαj must lie inside the interval (t11, t11+T ) and respect the ordering
dictated by the structure in question.
Moreover, we only consider encounter stretches separated by intervening loops.
As a consequence, the piercing times tαj of subsequent stretches need to respect
certain minimal (time) distances. Let us first assume that all encounters are parallel
such that the orbit passes through each stretch from tail to head. In this case,
the time between the piercings of two subsequent stretches must be so large as to
contain both the head of the first stretch and, after a non-vanishing loop, the tail
of the second stretch. For time-reversal invariant systems, encounter stretches may
also be time-reversed compared to the first stretch of the respective encounter; in
this case head and tail of the corresponding stretch switch their roles. If we sum
up all minimal distances between subsequent piercings, each stretch will appear in
that sum once with head and tail, and thus give a contribution tαenc = t
α
s + t
α
u .
Altogether, the minimal distances sum up to the total duration of all encounter
stretches
∑
α lαt
α
enc, regardless of the structure considered.
The minimal distances effectively reduce the integration range, as we may pro-
ceed to a new set of times t˜αj obtained by subtracting from tαj both t11 and the sum
of minimal distances between t11 and tαj . The t˜αj just have to obey the same order-
ing as the times tαj , and lie in an interval (0, T−
∑
α lαt
α
enc), where the subtrahend is
the total sum of minimal distances. If we choose to label the L−1 times t˜αj not by α
and j, but in order of traversal (indexed by one subscript m = 1, 2, . . . , L−1), the in-
tegration range may simply be written as 0 < t˜1 < t˜2 < . . . < t˜L−1 < T −
∑
α lαt
α
enc.
We are therefore left with a trivial (L − 1)-fold integral over unity, yielding the
54 5. Phase-space geometry of encounters
density
wT (s, u) =
T
ΩL−V
∏
α t
α
enc
∫ T−∑α lαtαenc
0
dt˜L−1
∫ t˜L−1
0
dt˜L−2 . . .
∫ t˜2
0
dt˜1
=
T (T −∑α lαtαenc)L−1
(L− 1)! ΩL−V ∏α tαenc . (5.10)
Crucially, wT (s, u) depends only on ~v but not on the structure considered, and that
fact strongly simplifies our treatment.
We can now determine the (average) number P ~vT (∆S)d∆S of partners differing
from γ in vl l-encounters, with action difference in the interval (∆S,∆S + d∆S).
3
It is convenient to include each partner γ′ L times, each time considering a different
encounter stretch of γ as the first. Different such choices may lead to either different
or coinciding structures for the orbit pair (γ, γ′). In any case, the separations sαj , uαj
(and the components ∆Sαj = sαjuαj used for normalizing wT (s, u)) will differ, since
they depend on the numbering of encounters and stretches. To take into account
all possibilities, we sum over all structures related to ~v and integrate over all phase-
space separations s, u leading to the same overall action difference ∆S =
∑
αj sαjuαj,
and thus count each partner orbit exactly L times. Given that wT (s, u) is the same
for all structures related to the same ~v, summation over all structures is equivalent
to multiplication with the number N(~v) of structures related to ~v. Dividing out the
factor L, we end up with the number of partner orbits
P ~vT (∆S)d∆S = d∆S
N(~v)
L
∫
dL−V s dL−V u δ
(
∆S −
∑
αj
sαjuαj
)
wT (s, u) . (5.11)
5.5 Contribution of each structure
To determine the spectral form factor, we have to evaluate the double sum over
periodic orbits γ, γ′ in Eq. (2.25). In doing so, we will account for all families of
orbit pairs whose members are composed of loops similar up to time reversal, i.e.,
both “diagonal” pairs and orbit pairs differing in encounters. We assume that these
are the only orbit pairs to give rise to a systematic contribution (an assumption that
will be further discussed in the conclusions). Neglecting the differences between the
stability amplitudes and periods of γ, γ′ as explained above, we many simplify the
double sum (2.25) as
K(τ) =
1
TH
〈∑
γ,γ′
|Aγ|2ei(Sγ−Sγ′ )/~δ (τTH − Tγ)
〉
. (5.12)
3 For simplicity, the two mutually time-reversed partners γ′, T γ′ present in time-reversal invari-
ant systems will still be counted as one.
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The sum over γ is evaluated using the rule of Hannay and Ozorio de Almeida
(2.12). The diagonal pairs contribute κτ , with κ = 1 in the unitary and κ = 2 in
the orthogonal case. The sum over partners γ′ differing from γ in encounters can be
performed with the help of the density P ~vT (∆S), where T = τTH . We thus find
K(τ) = κτ + κτ
〈∑
~v
∫
d∆S P ~vT (∆S)e
i∆S/~
〉
. (5.13)
The factor κ in the second member is inserted since for time-reversal invariant
systems, each reconnection gives rise to two mutually time-reversed partner orbits;
a further factor τTH is provided by the sum rule. Substituting Eq. (5.11) for
P ~vT (∆S), we get
K(τ) = κτ + κτ
〈∑
~v
N(~v)
∫
dL−V s dL−V u
wT (s, u)
L
e
i
~
∑
αj sαjuαj
〉
. (5.14)
Here, the orbit pairs with fixed ~v, structures, and separations s, u appear with the
weight N(~v)wT (s,u)
L
.
The integral over s and u, multiplied with κτ , yields the contribution to the form
factor from each structure associated to ~v. The integral is surprisingly simple to do.
Consider the multinomial expansion of (T −∑α lαtαenc)L−1 in our expression (5.10)
for the density wT (s, u). We shall show that only a single term of that expansion
contributes, the one which involves a product of all tαenc,
(L− 1)!
(L− V − 1)!T
L−V−1∏
α
(−lαtαenc) , (5.15)
canceling with the corresponding product in the denominator of (5.10). The con-
tributing term of wT (s, u) is thus given by
wcontrT
L
=
T (L−1)!
(L−V−1)!T
L−V−1∏
α(−lα)
L! ΩL−V
= h(~v)
(
T
Ω
)L−V
,
h(~v) ≡ (−1)
V
∏
l l
vl
L(L− V − 1)! . (5.16)
Due to the cancellation of tαenc, w
contr
T does not depend on the stable and unstable
coordinates and therefore the remaining integral over s and u is easily calculated,
κτ
∫
dL−V s dL−V u
wcontrT
L
e
i
~
∑
αj sαjuαj
= κτh(~v)
(
T
Ω
)L−V ∫ c
−c
dL−V s dL−V u e
i
~
∑
αj sαjuαj
→ κh(~v) τL−V+1 ; (5.17)
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here, we have met with the (L−V )-fold power of the integral ∫ c−c ds du eisu/~ → 2π~,
see Eq. (3.24), and used that 2π~T
Ω
= T
TH
= τ . In the semiclassical limit, the
contributions of all other terms in the multinomial expansion vanish for one of two
possible reasons:
First, consider terms in which at least one encounter duration tαenc in the denom-
inator is not compensated by a power of tαenc in the numerator. The corresponding
contribution to the form factor is proportional to〈∫ c
−c
∏
j
dsαjduαj
1
tαenc
e
i
~
∑
j sαjuαj
〉
, (5.18)
similar to Eq. (3.21). As shown in Appendix B, such integrals oscillate rapidly and
effectively vanish in the semiclassical limit, as ~→ 0.
Second, there are terms with all encounter durations in the denominator canceled
but, say, p factors tαenc in the numerator left uncanceled. To show that such terms do
not contribute we employ a scaling argument. Obviously, the considered terms may
involve only a smaller order of T than wcontrT ; they are of order T
L−V−p. However,
Ω still appears in the same order 1
ΩL−V
. To study the scaling with ~, we transform
to variables s˜αj =
sαj√
~
, u˜αj =
uαj√
~
, eliminating the ~-dependence in the phase factor
of Eq. (5.14). The resulting expression is proportional to ~L−V due to the Jacobian
of the foregoing transformation, and proportional to (ln ~)p due to the p remaining
encounter durations ∼ ln ~. Together with the factor τ originating from the sum
rule, the corresponding contribution to the form factor scales like
τTL−V−p
(
~
Ω
)L−V
(ln ~)p ∝ τ T
L−V−p
TL−VH
(ln~)p ∝
(
ln ~
TH
)p
τL−V+1−p, (5.19)
and thus disappears as ~→ 0, TH ∝ ~−1 →∞.
Therefore, the contribution to the form factor arising from each structure with
the same ~v is indeed determined by Eq. (5.17). Remarkably, this result is due to a
subleading term in the multinomial expansion of wT (s, u), originating only from the
small corrections due to the ban of encounter overlap. Summing over all structures
as in (5.14), the spectral form factor is determined as
K(τ) = κτ + κ
∑
~v
N(~v)h(~v)τL−V+1 . (5.20)
The calculation of K(τ) is now reduced to the purely combinatorial task of deter-
mining the numbers N(~v) of structures. The n-th term in the series K(τ) = κτ +∑
n≥2Knτ
n is exclusively determined by structures with ν(~v) ≡ L(~v)−V (~v)+1 = n,
Kn = κ
ν(~v)=n∑
~v
N(~v)h(~v) ; (5.21)
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it will be convenient to represent Kn as
4
Kn =
κ
(n− 2)!
ν(~v)=n∑
~v
N˜(~v) , (5.22)
N˜(~v) ≡ N(~v)(−1)
V
∏
l l
vl
L(~v)
. (5.23)
The present reasoning can be generalized to general hyperbolic systems (avoiding
the approximation (5.4) for tenc) with arbitrary number of degrees of freedoms, again
yielding Eqs. (5.22) and (5.23); the changes arising are listed in Appendix C.
5.6 τ 3-contribution to the spectral form factor
We are now equipped to determine the cubic contribution to the spectral form factor.
There are two kinds of orbit pairs contributing to τ 3, i.e., n = L− V +1 = 3: those
with v2 = 2 (and all other vl zero) and thus L = 4 and V = 2, and those with v3 = 1
and thus L = 3 and V = 1. These are precisely the orbit pairs described in Sections
4.1 and 4.2. The corresponding proportionality factors h(~v) read
h(v2 = 2) = 1 and h(v3 = 1) = −1 ; (5.24)
hence each structure respectively contributes κτ 3 or −κτ 3. Without time-reversal
invariance, there is one structure associated to v2 = 2 (ppi) and one structure
related to v3 = 1 (pc). Their contributions mutually cancel. Hence no correction to
the diagonal contribution τ arises, in agreement with the RMT prediction for the
GUE. In presence of time-reversal invariance, we found 5 structures with v2 = 2
and 4 structures with v3 = 1, leading to an overall contribution 2τ
3, in line with the
corresponding terms of the GOE form factor.
For the fourth and higher orders of the spectral form factor, the task of enumer-
ating structures is too cumbersome to be done by hand. In the following Chapter,
we will rather analytically derive a recursion for N(~v), which will provide us with
all further Taylor coefficients.
5.7 Summary
Reconnections inside an l-encounter can be performed in l− 1 steps, each involving
two stretches. We thus characterize l-encounters by l − 1 stable and l − 1 unstable
4 We slightly depart from the notation in [20], where N˜(~v) was defined to include the denominator
(n− 2)!.
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coordinates sj, uj measuring the phase-space separations between the stretches in-
volved in the j-th step. The formulas for the action difference and the encounter
duration of Chapter 3 immediately generalize. For each structure of orbit pairs, we
determined the density wT (s, u) of stable and unstable separations in orbits of period
T . To arrive at this density, we (i) used ergodicity, and (ii) took into account only
encounter stretches separated by non-vanishing loops. With the help of wT (s, u), we
determined the contribution to the form factor arising from each structure, leaving
only the combinatorial problem of counting structures. Interestingly, the latter con-
tribution is due to a correction term inside wT (s, u) which is subleading in T and
originates from the necessity of non-vanishing loops.
6. Combinatorics
6.1 Unitary case
6.1.1 Structures and permutations
To determine the combinatorial numbers N(~v), first for systems without time-
reversal invariance, we must relate structures of orbit pairs to permutations. Mathe-
matically speaking, permutations are bijective mappings between a finite number of
discrete objects, like the natural numbers 1, 2, . . . , L. We may denote a permutation
of L objects by {a→ P (a), a = 1 . . . L} or P =
(
1
P (1)
2
P (2)
... L
P (L)
)
.
Each permutation contains one or more cycles [44]. We may start with some
object a1 and note the sequence of successors, a1 → a2 = P (a1) → a3 = P (a2) →
. . .; if that sequence first returns to the starting object a1 after precisely L steps
one says that the permutation in question is a single cycle, denotable simply as
(a1, a2, . . . , aL). If the above sequence returns to the initial object a1 before ex-
hausting all elements 1, 2, . . . , L, i.e., after l1 < L steps, the permutation falls in-
to several cycles. One of these cycles is given by (a1, a2, . . . al1). A second cycle
can be obtained if we choose an arbitrarily element b1 not included in the first
cycle, and follow the sequence of its successors until it returns to b1. This proce-
dure can be continued until all elements 1, 2, . . . , L are grouped into cycles. The
permutation P can then be characterized by writing down all of its cycles, as in
P = (a1, a2, . . . , al1)(b1, b2, . . . , bl2) . . .. A cycle is defined up to cyclic permutations
of its member objects. The number of objects in a cycle is called the length of that
cycle. Of course, the lengths of all cycles of P sum up to the total number L of
permuted objects.
We now turn to applying the notion of cycles to self-encounters of long periodic
orbits. An orbit γ and its partner orbit(s) differ in a set of encounters. The L
encounter stretches of γ will be labelled by 1, 2, . . . , L starting from an arbitrary
reference stretch. Inside γ the a-th encounter stretch connects the a-th entrance
port and the a-th exit port; the permutation defining which entrance port (upper
line) is connected to which exit port (lower line) thus trivially reads P γenc =
(
1
1
2
2
...
...
L
L
)
.
A partner orbit γ′ differing from γ in the said encounters has the ports dif-
ferently connected: The a-th entrance is now connected to an exit Penc(a) 6= a.
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This reconnection can be expressed in terms of a different permutation Penc =(
1
Penc(1)
2
Penc(2)
...
...
L
Penc(L)
)
; e.g., reconnections as in Fig. 5.1b are described by the per-
mutation Penc =
(
1
2
2
6
3
4
4
5
5
1
6
3
)
. Note that we refrain from indexing the latter permuta-
tion by a superscript γ′.
A permutation Penc accounting for a single l-encounter is a single cycle of length
l, e.g. (1, 2, 6, 3, 4, 5) in the above example. This is easily understood as follows: To
allow for reconnections, the entrance port a and the exit port Penc(a) have to form
part of the same encounter of γ, and so do the corresponding stretches a and Penc(a).
Thus, acting on a stretch a, Penc always returns a stretch of the same encounter. By
repeatedly applying Penc, we obtain a list a, Penc(a), P
2
enc(a), P
3
enc(a), . . . of stretches
all belonging to the same encounter. Continuing to iterate, we will finally return
to the first element a. Then, we have enumerated all stretches of the encounter in
question. Missing stretches would belong to a different encounter since they may not
be involved in reconnections with any stretch on the list. Moreover, by returning to
the first element, our list has turned into a cycle of the permutation Penc. Given an
l-encounter, that cycle must have l elements.1 If there are no further encounters, l
will coincide with the total number of permuted elements L.
If Penc has multiple cycles, there are several disjoint encounters, and the connec-
tions between entrance and exit ports are reshuffled separately within these encoun-
ters. For example, Fig. 5.1c visualizes a permutation with three cycles (1, 2), (3, 4),
and (5, 6). As already mentioned, reconnections take place only between stretches
1 and 2, stretches 3 and 4, and stretches 5 and 6, which thus have to be considered
as three independent encounters.
If γ and γ′ differ in several encounters, the corresponding permutation Penc has
precisely one l-cycle corresponding to each of the vl l-encounters, for all l ≥ 2, the
total number of permuted objects being L =
∑
l≥2 lvl.
We also have to account for the orbit loops. The a-th loop connects the exit of
the (a−1)-st encounter stretch with the entrance of the a-th one. These connections
can be associated with the permutation Ploop =
(
1
2
2
3
...
...
L
1
)
, where the upper line refers
to exit ports and the lower line to entrance ports. Obviously, Ploop consists of a single
cycle (1, 2, . . . , L). Since the loops of γ and γ′ coincide, they are characterized by
1 Note that our derivation of the action difference ∆S =
∑l−1
j=1 sjuj related to an l-encounter
works only if the corresponding reconnections correspond to an l-cycle of Penc. We first determined
∆S for encounters as depicted in Fig. 5.3, with port connections of the type Penc =
(
1
2
2
3
...
...
l
1
)
=
(1, 2, . . . , l). The result carries over to all l-encounters characterized by single-cycle permutations
(a1, a2, . . . , al), if we simply change the naming of stretches. However, if the encounter would
correspond to, say, two cycles of Penc, no renaming would be able to bring it to the desired
form. Formulated in terms of permutation theory, splitting reconnections into l − 1 steps each
involving two stretches amounts to factoring a single-cycle permutation into l − 1 permutations
each transposing two elements; for the relevant mathematical literature, see [45].
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one and the same permutation Ploop.
As a whole, the orbit γ is now described by the product P γ = PloopP
γ
enc = Ploop.
That product gives the order in which entrance ports (and thus loops) are traversed
in γ: Acting on the label of an entrance port a, P γenc will return the following
exit port; subsequent application of Ploop then gives the next entrance port. The
permutation P γ is single-cycle – as it should be, because γ is a periodic orbit and
hence returns to the first entrance port only after traversing all others.
Similarly, the sequence of entrance ports (or, equivalently, loops) traversed by γ′
is represented by the product of “loop” and “encounter permutations”
P = PloopPenc (6.1)
with the same Ploop as above. We must demand P to be a single cycle for γ
′ to be
a connected periodic orbit. If P decomposes into several cycles, γ′ will decompose
into several disjoint periodic orbits, as in Fig. 4.4c.
The permutations Penc are in one-to-one correspondence to the structures of
orbit pairs introduced in Chapter 4. When defining structures, we numbered the
encounter stretches 1, 2, . . . , L in order of traversal by γ, starting from an arbitrary
reference stretch – just like in the present Chapter. For systems without time-
reversal invariance, each structure corresponds to one way of (i) dividing the labels
1, 2, . . . , L into groups (each corresponding to one encounter), and (ii) producing a
non-decomposing partner orbit by reshuffling connections between these encounters.
The cycles of Penc are just the above groups. The ordering of elements inside each
cycle determines the connections inside γ′, which may not decompose due to our
restriction on P .
We shall denote by M(~v) the set of permutations Penc which have vl l-cycles,
for each l ≥ 2, and upon multiplication with Ploop yield single-cycle permutations
as in Eq. (6.1). The number of elements of M(~v) coincides with the number N(~v)
of structures related to ~v.
6.1.2 Examples
The numbers N(~v) can be determined numerically, by generating all possible per-
mutations Penc with vl l-cycles and counting only those for which P = PloopPenc is
single-cycle. The Penc’s contributing to the orders n = 3, 5, and 7 of the spectral
form factor are shown in Table 6.1.
Interestingly, no qualifying Penc’s exist for even L−V +1 = n. For example, the
only candidate for n = 2 would be Penc =
(
1
2
2
1
)
, describing reconnections inside an
encounter of two parallel orbit stretches ✲✲ . As shown in Fig. 4.1, the corresponding
partner decomposes into two separate periodic orbits (corresponding to the cycles
(1) and (2) of P = PloopPenc =
(
1
1
2
2
)
).
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order ~v L V N(~v) N˜(~v) contribution
τ 3 (2)2 4 2 1 1 1τ 3
(3)1 3 1 1 −1 −1τ 3
0 0τ 3
τ 5 (2)4 8 4 21 42 7τ 5
(2)2(3)1 7 3 49 −84 −14τ 5
(2)1(4)1 6 2 24 32 16
3
τ 5
(3)2 6 2 12 18 3τ 5
(5)1 5 1 8 −8 −4
3
τ 5
0 0τ 5
τ 7 (2)6 12 6 1485 7920 66τ 7
(2)4(3)1 11 5 5445 −23760 −198τ 7
(2)3(4)1 10 4 3240 10368 432
5
τ 7
(2)2(3)2 10 4 4440 15984 666
5
τ 7
(2)2(5)1 9 3 1728 −3840 -32τ 7
(2)1(3)1(4)1 9 3 2952 −7872 −328
5
τ 7
(3)3 9 3 464 −1392 −58
5
τ 7
(2)1(6)1 8 2 720 1080 9τ 7
(3)1(5)1 8 2 608 1140 19
2
τ 7
(4)2 8 2 276 552 23
5
τ 7
(7)1 7 1 180 −180 −3
2
τ 7
0 0τ 7
Tab. 6.1: Permutations, and thus structures of orbit pairs, giving rise to orders τ 3,
τ 5, and τ 7 of the form factor, for systems without time-reversal invari-
ance. We represent ~v by (2)v2(3)v3 . . .. The order of each contribution is
given by n = L − V + 1. We see that contributions add up to zero for
odd n, whereas there are no permutations for even n.
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Fig. 6.1: Connections between entrance and exit ports for orbit pairs (γ, γ′) of
structures ppi and pc, existing both for systems with and without time-
reversal invariance.
The same happens for all other permutations with n even. This can be proven
based on the parities of the permutations involved. A permutation is said to have
parity 1 if it can be written as a product of an even number of transpositions (i.e.,
permutations interchanging two elements and leaving all others invariant), and to
be of parity −1 if it is a product of an odd number of transpositions. Parity is given
by (−1)L−V , where L is the number of permuted elements and V the number of
cycles, and the parity of a product of permutations equals the product of parities of
the factors. Since P and Ploop both consist of one single cycle, they are of the same
parity. Therefore, P = PloopPenc implies that all allowed Penc need to have parity 1,
i.e., n = L− V + 1 must be odd.
For n odd, the individual numbers N(~v) and N˜(~v), see Eq. (5.23), do not vanish,
indicating that there are orbit pairs contributing to the odd powers of τ . However,
their contributions mutually cancel. We see in Table 6.1 that the N˜(~v) related to
the same n, and thus the corresponding contributions to K(τ), sum up to zero.
That cancellation is the reason why all off-diagonal contributions to the spectral
form factor vanish in the unitary case.
For example, the two permutations listed for n = 3 correspond to the structures
ppi and pc introduced in Chapter 4. For ppi, γ′ reconnects entrance and exit ports
according to the permutation Penc =
(
1
3
2
4
3
1
4
2
)
; compare Fig. 6.1. This permutation
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falls into two 2-cycles (1, 3) and (2, 4) representing one parallel encounter of stretches
1 and 3, and one parallel encounter of stretches 2 and 4. For pc, the encounter
connections can be read off from Fig. 6.1 as Penc =
(
1
2
2
3
3
1
)
, which contains one single
3-cycle (1, 3, 2) representing a parallel encounter of stretches 1, 3, and 2. We have
already seen that the resulting contributions mutually cancel.
In the following Subsections, we will show that the same cancellation occurs for
arbitrary n. To that end we first need to derive a recursion for N(~v).
6.1.3 Recursion relation for N(~v)
To find a recursion formula for N(~v), we will imagine one loop (e.g. the one with
index L) removed from both γ and γ′ and study the consequences on the encounters.
We shall mostly reason with permutations but the translation rule cycle→ encounter
yields an interpretation for orbits. Readers wanting to skip the reasoning may jump
to the result in Eq. (6.14).
As a preparation, let us introduce a subset M(~v, l) ofM(~v) containing all those
permutations for which the largest of the permuted numbers, i.e., L(~v) =
∑
k kvk
belongs to a cycle of length l (it is assumed that vl > 0). The number of elements
in M(~v, l) will be denoted by N(~v, l). One can show that the sizes of M(~v) and
M(~v, l) are related as
N(~v, l) =
lvl
L(~v)
N(~v) . (6.2)
To derive (6.2), we use that all Penc ∈M(~v) can be brought to the form required for
M(~v, l) by applying a cyclic permutation. We have to consider the cycle represen-
tation of Penc, and rename each element a as (a+∆a) mod L with ∆a fixed.
2 For
each ∆a, a different element of Penc will be renamed as L. We are interested only
in those cyclic permutations which place L inside an l-cycle and therefore lead to
a member of M(~v, l). For each Penc ∈ M(~v), there are lvl such possibilities. Since
each member of M(~v, l) can be accessed using L(~v) different cyclic permutations,
we have lvlN(~v) = L(~v)N(~v, l) and thus (6.2).
Mapping between permutations
We need a mapping that leads from a given permutation Penc ∈ M(~v, l) to a per-
mutation Qenc of smaller size, with a different cycle structure. To motivate such
2 More formally, this renaming may be described as follows: Since Ploop maps each a to (a+ 1)
mod L, a cyclic shift by ∆a steps corresponds to a similarity transformation using the ∆a-fold
power P∆aloop, changing Penc into P
∆a
loopPencP
−∆a
loop . The resulting permutation belongs to M(~v)
since (i) it has the same numbers vl of l-cycles as Penc, and (ii) multiplication with Ploop yields
Ploop(P
∆a
loopPencP
−∆a
loop ) = P
∆a
loop(PloopPenc)P
−∆a
loop which is similar to the single-cycle permutation
P = PloopPenc and thus single-cycle as well.
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Fig. 6.2: a) Thick lines: Three
encounter stretches of an
orbit γ′, connecting en-
trance ports to exit ports.
The stretches depicted
may belong to either the
same or different encoun-
ters. Thin line: Loop con-
necting exit L− 1 to exit
L. In b), the above loop
is removed, and exit L is
renamed as exit L− 1.
a mapping, we formally remove one orbit loop of γ and γ′. Let us consider the
sequence of entrance and exit ports traversed by the partner orbit γ′, as depicted in
Fig. 6.2a. Entrance ports are connected to exit ports through encounter stretches
visualized by thick arrows, e.g. leading (i) from entrance P−1enc(L− 1) to exit L− 1,
(ii) from entrance L to exit Penc(L), and (iii) from entrance P
−1
enc(L) to exit L. It
is easy to show that the stretches (i)-(iii) may not mutually coincide.3 In contrast,
loops – depicted by thin arrows – lead from exit ports to entrance ports, e.g. from
exit L− 1 to entrance L.
We now remove the orbit loop with index L leading from exit L−1 to entrance L
(including the latter ports!). The remaining exit L has to be renamed as exit L− 1;
see Fig. 6.2b. As a consequence, entrance P−1enc(L − 1) is now connected to exit
Penc(L), and entrance P
−1
enc(L) is connected to exit L− 1. All other intra-encounter
connections remain unaffected. The resulting encounter permutation Qenc thus acts
on the elements a = 1, 2, . . . , L− 1 as
Qenc(a) =


Penc(L) if a = P
−1
enc(L− 1)
L− 1 if a = P−1enc(L)
Penc(a) otherwise .
(6.3)
Since we only removed an orbit loop, both γ and γ′ remain connected periodic
orbits. The ordering of entrance ports in γ and γ′ is given by single-cycle permuta-
3 If (i)=(ii), we would have L = P−1enc(L− 1) = P−1Ploop(L− 1) = P−1(L), i.e., P would include
a 1-cycle. This would imply that P either decomposes into several cycles, or there is only one
permuted element and thus Penc contains a 1-cycle. (i)6=(iii) follows trivially from L − 1 6= L.
(ii)=(iii) would lead to Penc(L) = L, i.e., Penc containing a 1-cycle.
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tions Qγ = Qloop and Q, obtained from P
γ = Ploop and P by simply removing the
entrance port L; in particular Qloop = (1, 2, . . . , L − 1). Thus, Qenc automatically
satisfies the restriction of producing a single-cycle permutation Q = QloopQenc.
4
We need to connect the cycle structures of Qenc and Penc, in particular the
corresponding vectors ~v and the placement of the largest permuted number. To
do so, we shall assume Penc ∈ M(~v, l) with arbitrary l and distinguish between
two cases. (For the unitary form factor, we only need l = 2 and the first case,
but the remaining considerations are an essential preparation for the treatment of
time-reversal invariant systems.)
First case: L− 1 and L belong to different cycles
Let us first consider the case that the element L− 1 of the permutation Penc belongs
to a different cycle than L, say a k-cycle. (k may be equal to l.) Hence, Penc has
the form
Penc = [. . .](L− 1, a2, a3, . . . ak)(L, b2, b3, . . . bl) (6.5)
where the two aforementioned cycles are written in round brackets, and [. . .] stands
for all other cycles. Then, the Qenc given in (6.3) differs from Penc by mapping
P−1enc(L − 1) = ak to Penc(L) = b2, and P−1enc(L) = bl to L − 1. It follows that the
above k- and l-cycles of Penc merge to a (k + l − 1)-cycle of Qenc. We may write
Qenc = [. . .](L− 1, a2, a3, . . . ak, b2, b3, . . . bl) (6.6)
where [. . .] is the same as in Eq. (6.5). Compared to Penc, Qenc has one k-cycle
and one l-cycle less, but one additional (k + l − 1)-cycle. The changed “vector”
4 Readers interested in a more formal proof can simply define Qenc = Q
−1
loopQ with Qloop =
(1, 2, . . . , L− 1) and Q differing from P only by mapping the predecessor of L, i.e., P−1(L), to the
successor of L, i.e., P (L). To verify (6.3), we then use that Qloop differs from Ploop only in the
mapping of one number, same as for Q and P . Thus Qenc acts like Penc on all but two numbers a.
These exceptional cases, given in the first two lines of Eq. (6.3), are checked by carefully applying
the above definitions of Qloop and Q as follows
QencP
−1
enc(L− 1) = Q−1loopQP−1Ploop(L− 1) = Q−1loopQP−1(L)
= Q−1loopP (L)
(∗)
=P−1loopP (L) = Penc(L)
QencP
−1
enc(L) = Q
−1
loopQP
−1Ploop(L) = Q
−1
loopQP
−1(1)
(∗∗)
= Q−1loopPP
−1(1) = Q−1loop(1) = L− 1 ; (6.4)
here, we used P (L) 6= 1 for (∗), since otherwise Penc would have a 1-cycle (i.e., Penc(L) =
P−1loopP (L) = P
−1
loop(1) = L), and P (L) 6= L, since otherwise P would have a 1-cycle. To check
(∗∗), we need P−1(1) 6= L (since P (L) 6= 1) and P−1(1) 6= P−1(L). These arguments are anal-
ogous to those invoked when showing that the three stretches in Fig. 6.2a may not mutually
coincide.
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with vk → vk − 1, vl → vl − 1, vk+l−1 → vk+l−1 + 1 will be denoted as ~v [k,l→k+l−1].
In general, ~v[α1,...,αm→β1,...,βn], m ≥ 0, n ≥ 0 denotes the vector obtained from ~v if
we decrease all vαi by one, increase all vβi by one, and leave all other components
unchanged. If one number appears several times on either the left or the right hand
side, the corresponding component of ~v is respectively decreased or increased by the
number of occurrences; if no βi appear on the right-hand side, no components of ~v
are increased.
The permutation Qenc belongs to the subset M(~v[k,l→k+l−1], k + l − 1) since the
largest permuted number L − 1 is included in a cycle with the length k + l − 1.
We have seen that the additional restriction of Q = QloopQenc being single-cycle is
satisfied by construction.
Each Penc of the form (6.5) (with k and l fixed) generates one member of the set
M(~v[k,l→k+l−1], k+ l−1). Vice versa, for fixed k the Qenc given in Eq. (6.6) uniquely
determines one Penc as given in Eq. (6.5): For each Qenc, we may simply read off
the elements a2, . . . , ak, b2, . . . , bl by comparison with (6.6) and then rearrange them
to form a permutation Penc as in (6.5). Hence, there are
N(~v[k,l→k+l−1], k + l − 1) (6.7)
members of M(~v, l) structured like Eq. (6.5).
Physically, the present scenario is analogous to the merger of a k- and an l-
encounter into a (k + l − 1)-encounter, by shrinking away an intervening loop.
Second case: L− 1 and L belong to the same cycle
We now turn to the second scenario where L and L − 1 belong to the same l-cycle
of Penc. In this case, the element L has to follow L− 1 after a certain number m of
iterations of Penc, i.e., L = P
m
enc(L− 1). The number m must satisfy 1 ≤ m ≤ l− 2;
m = l− 1, and thus L = P l−1enc (L− 1) = P−1enc(L− 1), is excluded since otherwise the
stretches (i) and (ii) of Fig. 6.2a would coincide. The permutation Penc will be of
the form
Penc = [. . .](L− 1, a2, a3, . . . am, L, am+2, . . . , al) . (6.8)
According to Eq. (6.3), Qenc differs from Penc by mapping P
−1
enc(L − 1) = al to
Penc(L) = am+2 and mapping P
−1
enc(L) = am to L − 1. The permutation Qenc thus
reads
Qenc = [. . .](L− 1, a2, a3, . . . am)(am+2, . . . , al) . (6.9)
Here, the l-cycle of Penc is broken up into two cycles, with the lengths m and
l −m − 1. Since the largest number L − 1 is included in an m-cycle, Qenc belongs
to M(~v[l→m,l−m−1], m).
In contrast to the first scenario, there are typically several Penc producing the
same Qenc. Indeed Eq. (6.9) would not only result from Eq. (6.8), but also from
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all l−m− 1 permutations Penc obtained by cyclic permutation of the last elements
am+2, . . . , al in Eq. (6.8). Besides, [. . .] in Penc contains vl−m−1 cycles of length
l −m − 1. If we transpose the content of one of these cycles with the subsequence
am+2, . . . , al in Eq. (6.8), the resulting Penc will lead to the same Qenc; in any of
these cases Qenc will contain the vl−m−1 cycles of length l −m − 1 included in the
[. . .] of Eq. (6.8) and one additional such cycle given by (am+2, . . . , al). Thus, there
are (l − m − 1)(vl−m−1 + 1) permutations Penc producing the same Qenc, due to
the vl−m−1 + 1 possibilities for transposing (or keeping) am+2, . . . , al, and l−m− 1
possibilities for cyclicly permuting them. Consequently, for each m the subset of
elements Penc ∈ M(~v, l) structured like Eq. (6.8) is (l −m − 1)(vl−m−1 + 1) times
larger than M(~v[l→m,l−m−1], m), i.e., it has the size
(l −m− 1)(vl−m−1 + 1)N(~v[l→m,l−m−1], m) . (6.10)
The second scenario, too, has an interesting physical interpretation. If L − 1
and L both belong to the same l-cycle, they must correspond to two subsequent
parallel stretches of the same encounter. If we remove the intervening orbit loop,
these stretches will overlap; this overlap will be studied in more detail in Appendix
D.3.
Resulting recursion
We have decomposed M(~v, l) into several subsets of size N(~v[k,l→k+l−1], k + l − 1),
k ≥ 2, and further subsets of size (l −m − 1)(vl−m−1 + 1)N(~v[l→m,l−m−1], m), with
m = 1, . . . , l − 2. The size of M(~v, l) thus reads
N(~v, l) =
∑
k≥2
N(~v[k,l→k+l−1], k + l − 1)
+
l−2∑
m=1
(l −m− 1)(vl−m−1 + 1)N(~v[l→m,l−m−1], m) . (6.11)
Using N(~v, l) = lvl
L
N(~v), we find the desired recursion for the number of structures
N(~v),
lvl
L
N(~v) =
∑
k≥2
(k + l − 1)(vk+l−1 + 1)
L− 1 N(~v
[k,l→k+l−1]) (6.12)
+
l−2∑
m=1
(l −m− 1)(vl−m−1 + 1)mv[l→m,l−m−1]m
L− 1 N(~v
[l→m,l−m−1]) .
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Alternatively, we may formulate our recursion in terms of the numbers N˜(~v) =
N(~v)
(−1)V ∏l lvl
L(~v)
determining the contributions to the spectral form factor,
vlN˜(~v) +
∑
k≥2
(vk+l−1 + 1)kN˜(~v[k,l→k+l−1])
+
l−2∑
m=1
(vl−m−1 + 1)v[l→m,l−m−1]m N˜(~v
[l→m,l−m−1]) = 0 . (6.13)
Note that vk+l−1 + 1 = v
[k,l→k+l−1]
k+l−1 . Of course, the kth summand vanishes if there
are no k-cycles present, i.e., if vk = 0 and thus formally v
[k,l→k+l−1]
k = −1.
To determine the form factor for systems without time-reversal invariance, we
need only the special case l = 2. In this case, our recursion strongly simplifies,
v2N˜(~v) +
∑
k≥2
v
[k,2→k+1]
k+1 kN˜(~v
[k,2→k+1]) = 0 , (6.14)
since only the first of the two above scenarios is possible. That is, a 2-cycle may
only merge with a k-cycle to form a (k + 1)-cycle, but not split into two separate
cycles. Recall that ~v[k,2→k+1] is obtained from ~v by decreasing both vk and v2 by
one, and increasing vk+1 by one.
6.1.4 Spectral form factor
We had expressed the Taylor coefficients of the form factor as a sum over the com-
binatorial numbers N˜(~v),
Kn =
1
(n− 2)!
ν(~v)=n∑
~v
N˜(~v) , n ≥ 2 , (6.15)
see Eq. (5.22), where the sum runs over all ~v with v1 = 0 which satisfy ν(~v) ≡
L(~v) − V (~v) + 1 = n; the condition v1 = 0 is not written out explicitly. Our
recursion relation for N˜(~v) now translates into a recursion for Kn, albeit a trivial
one in the unitary case, implying that all Kn except K1 vanish. (Alternatively, one
may use a rather involved explicit formula for N(~v) [46].)
To show this, consider the recursion (6.14) for N˜(~v) and sum over ~v as above
ν(~v)=n∑
~v
(
v2N˜(~v) +
∑
k≥2
v
[k,2→k+1]
k+1 kN˜(~v
[k,2→k+1])
)
= 0 . (6.16)
Each of the sums
ν(~v)=n∑
~v
v
[k,2→k+1]
k+1 N˜(~v
[k,2→k+1]) (6.17)
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may be transformed into a sum over the argument of N˜ , i.e., ~v′ = ~v[k,2→k+1]. The
vectors ~v′ must satisfy three restrictions. First, by definition we must have v′k+1 ≥ 1.
However, this restriction may be dropped because due to the prefactor v′k+1 terms
with v′k+1 = 0 do not contribute to (6.17). Second, ν(~v) = n implies that ν(~v
′) = n,
since going from ~v to ~v′ decreases both L and V by one and thus leaves ν invariant.
Third, just like ~v the vectors ~v′ must fulfill the implicit condition v′1 = 0. We thus
have to sum over all ~v′ with ν(~v′) = n (and v′1 = 0), and simplify (6.17) as in
ν(~v)=n∑
~v
v
[k,2→k+1]
k+1 N˜(~v
[k,2→k+1]) =
ν(~v′)=n∑
~v′
v′k+1N˜(~v
′) . (6.18)
Applying this rule to all terms in Eq. (6.16) and dropping the primes, we obtain
ν(~v)=n∑
~v
(
v2 +
∑
k≥2
vk+1k
)
N˜(~v) = 0 . (6.19)
Since the term in parentheses is just
∑
l≥2 vl(l − 1) = L − V = ν − 1 = n − 1 we
have
(n− 1)
ν(~v)=n∑
~v
N˜(~v) = (n− 1)!Kn = 0 , (6.20)
for all n ≥ 2.
We see that all Taylor coefficients except K1 vanish: orbit pairs differing in
encounters yield no net contribution to the form factor, but mutually compensate.
Only the “diagonal” orbit pairs remain, and indeed lead to the same small-time form
factor as predicted by random-matrix theory for the GUE.
6.2 Orthogonal case
6.2.1 Structures and permutations
For time-reversal invariant systems, too, structures of orbit pairs can be related
to permutations. Given time-reversal invariance, the partners of an orbit γ may
involve loops of both γ and its time-reversed γ. All permutations used will thus
simultaneously describe γ and γ, or both one partner γ′ and its time-reversed γ′.
Compared to the unitary case, the permuted elements will be doubled in number.
The above orbits differ in a certain number of encounters. Again, the encounter
stretches of γ will be numbered in order of traversal as 1, 2, . . . , L. Each of these
stretches leads from an entrance to an exit port, both to be labelled by the same
index as the corresponding encounter stretch. The encounter stretches of γ are
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Fig. 6.3: Entrance-to-exit connections for a Sieber/Richter pair, in an orbit γ, its
time-reversed γ, and the partners γ′, γ′. Loops of γ are depicted by full
lines, loops of γ by dash-dotted lines.
time-reversed with respect to those of γ, and will be labelled by 1, 2, . . . , L, with a
denoting the time-reversed of the ath stretch of γ. Stretch a of γ leads from entrance
port a to exit port a. These ports coincide with those of γ in configuration space,
but are time-reversed and have entrance and exit swapped. The exit port a of γ
is the time-reversed of the entrance port a of γ, and entrance port a of γ is the
time-reversed of the exit port a of γ. See Fig. 6.3 for the example of a 2-encounter.
The intra-encounter connections of γ and γ are represented by the trivial
permutation P γenc =
(
1
1
2
2
...
...
L
L
1
1
2
2
...
...
L
L
)
indicating that each entrance port (upper line)
is connected to an exit (lower line) with the same index.
The corresponding connections in γ′, γ′ are given by a different permutation
Penc. In the example of a Sieber/Richter pair, Fig. 6.3, the partner γ
′ connects the
entrance 1 of γ to the exit 2 of γ, and the entrance 1 of γ to the exit 2 of γ. The
time-reversed partner γ′ connects the entrance 2 to exit 1, and entrance 2 to exit 1.
We thus write Penc =
(
1
2
2
1
1
2
2
1
)
. (Note that the sequence of columns in Penc may be
ordered arbitrarily!)
In general, time-reversal invariance imposes the following restriction on Penc: If
a stretch connects entrance a to exit b, the time-reversed stretch must lead from
entrance b (the time-reversed of exit b) to exit a (the time-reversed of entrance a).
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This restriction also applies if a or b belong to γ and thus contain an overbar, e.g.
a = p; we then define p = p. In any case, if Penc maps a to b, it has to map b to
a, with a, b standing for elements out of 1, . . . , L, 1, . . . , L. This restriction on Penc
will be referred to as “time-reversal covariance”. Writing T (a) ≡ a, a given Penc is
time-reversal covariant if T PencT = P−1enc such that T PencT (b) = T Penc(b) = T (a) =
a = P−1enc(b) holds for arbitrary b. Obviously, for Sieber/Richter pairs the Penc given
above is time-reversal covariant.
Again, l-encounters are related to cycles of Penc. If we take into account both
γ and γ, each encounter contains 2l stretches – l stretches belonging to γ and l
stretches belonging to γ. Alternatively, the 2l stretches may be grouped into l
stretches pointing “from left to right” (i.e., parallel to the first stretch inside γ
belonging to the corresponding encounter), and l stretches leading from right to left.
The stretches of each group are mutually close in phase space, and approximately
time-reversed with respect to those of the other group. The two groups may mix
stretches of γ and γ; only for parallel encounters all stretches of γ point from left to
right and all stretches of γ point from right to left. The partner orbits γ′, γ′ can be
obtained by reconnecting stretches inside these two groups, without having to revert
stretches or ports in time.
Each of the two groups corresponds to one l-cycle of Penc. To show this, we
reason similarly to Subsection 6.1.1. Two stretches with labels a and Penc(a) must
belong to the same group, such that the entrance of a can be connected to the
exit of Penc(a). Starting with an arbitrary label a, iteration yields a complete list
a, Penc(a), P
2
enc(a), P
3
enc(a), . . . of stretches involved in mutual reconnections and thus
belonging to the same group. After l iterations, we are led back to the initial element
a and thus obtain an l-cycle. Consequently, each l-encounter corresponds to a pair
of “twin” l-cycles. (An encounter associated with more cycles would decompose
into several encounters with independent reconnections, similarly to the encounters
depicted in Fig. 5.1c for the unitary case.)
The stretches of both groups are mutually time-reversed. If one group contains
a stretch leading from entrance ai to exit ai+1, the stretch leading from entrance
ai+1 to exit ai is part of the other group. This behavior is mirrored by the two asso-
ciated cycles, which must be of “mutually time-reversed” form (a1, a2, . . . , al−1, al),
(al, al−1, . . . , a2, a1). For example, the permutation Penc =
(
1
2
2
1
1
2
2
1
)
describing re-
connections in Sieber/Richter pairs has two mutually time-reversed cycles (1, 2) and
(2, 1), with (1, 2) representing the stretches leading from left to right, and (2, 1)
representing the stretches directed from right to left.
The orbit loops are associated with Ploop =
(
1
2
2
3
...
...
L
1
2
1
3
2
...
...
1
L
)
, since if one loop
of γ leads from the exit of the (a− 1)-st stretch to the entrance of the a-th one, its
time-reversed must go from exit a to entrance a− 1. The loops remain unchanged
in the partner orbits γ′, γ′ and are thus always described by the same Ploop.
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The product P γ = PloopP
γ
enc = Ploop specifies the ordering of entrance ports along
the two orbits γ and γ. That P γ has two cycles (1, 2, . . . , L) and (L, L− 1, . . . , 1),
one each for γ and γ.
The ordering of entrance ports along the partners γ′, γ′ is given by the product
P = PloopPenc. To obtain two connected partner orbits γ
′ and γ′, we now have to
demand P to consist of only two L-cycles, listing the entrance ports in γ′ and γ′,
respectively. This provides a restriction on Penc analogous to the unitary case.
The two cycles of P are not independent. The second cycle containing the
entrance ports of γ′ can also be interpreted as the list of exit ports of γ′, time-
reversed and written in reverse order. Since an entrance ai is connected by a loop
to the exit bi ≡ P−1loop(ai), the two cycles of P must be of the form (a1, a2, . . . , aL)
and (bL, bL−1, . . . , b1). It is easy to show that this form follows immediately from
time-reversal covariance and the existence of two cycles, and thus does not provide
a further restriction on Penc.
Each of the permutations Penc corresponds to one structure of orbit pairs as
defined in Section 4.4. The division of labels 1, 2, . . . , L, 1, 2, . . . , L into pairs of
cycles determines how stretches are divided among encounters. By further dividing
labels (and thus stretches) of one encounter in two “mutually time-reversed” cycles,
we fix the mutual orientation of stretches inside each encounter. Finally, the ordering
of labels inside cycles determines the reconnections leading to γ′, γ′ which have to
be connected periodic orbits if P falls in two L-cycles.
To establish a recursion for the numbers of structures N(~v), we may consider
the set M(~v) of permutations Penc acting on 1, 2, . . . , L, 1, 2, . . . , L which (i) are
time-reversal covariant, (ii) have vl pairs of l-cycles for all l ≥ 2, and (iii) lead to
a permutation P = PloopPenc consisting of two L-cycles. Each element Penc of the
set M(~v) stands for one of the structures related to ~v. We need to calculate the
number N(~v) of elements of M(~v).
6.2.2 Examples
Again, the numbers N(~v) can be determined by numerically counting permutations.
From the results shown in Table 6.2, we see that indeed the form factor of the
Gaussian Orthogonal Ensemble is reproduced semiclassically.
The τ 2 contribution comes from pairs of orbits differing in one antiparallel 2-
encounter, with the “encounter permutation” Penc =
(
1
2
2
1
1
2
2
1
)
.
We have already seen that the τ 3 contribution originates from four structures
related to 3-encounters and five structures related to pairs of 2-encounters. If all
encounters are parallel (structures ppi and pc), the partner γ′ is obtained by recon-
necting the ports of γ, and determined by the permutations given in Subsection 6.1.2.
If we also want to describe the time-reversed orbits γ and γ′, we have to extend the
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order ~v L V N(~v) N˜(~v) contribution
τ 2 (2)1 2 1 1 −1 −2τ 2
−1 −2τ 2
τ 3 (2)2 4 2 5 5 10τ 3
(3)1 3 1 4 −4 −8τ 3
1 2τ 3
τ 4 (2)3 6 3 41 −164
3
−164
3
τ 4
(2)1(3)1 5 2 60 72 72τ 4
(4)1 4 1 20 −20 −20τ 4
−8
3
−8
3
τ 4
τ 5 (2)4 8 4 509 1018 1018
3
τ 5
(2)2(3)1 7 3 1092 −1872 −624τ 5
(2)1(4)1 6 2 504 672 224τ 5
(3)2 6 2 228 342 114τ 5
(5)1 5 1 148 −148 −148
3
τ 5
12 4τ 5
τ 6 (2)5 10 5 8229 −131664
5
−10972
5
τ 6
(2)3(3)1 9 4 23160 61760 15440
3
τ 6
(2)2(4)1 8 3 12256 −24512 −6128
3
τ 6
(2)1(3)2 8 3 10960 −24660 −2055τ 6
(2)1(5)1 7 2 5236 7480 1870
3
τ 6
(3)1(4)1 7 2 4396 7536 628τ 6
(6)1 6 1 1348 −1348 −337
3
τ 6
−384
5
−32
5
τ 6
Tab. 6.2: Permutations, and thus structures of orbit pairs, giving rise to orders
τ 2 to τ 6 of the form factor, for systems with time-reversal invariance;
notation as in Table 6.1. The results coincide with the predictions of
RMT for the GOE.
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permutations given as required by time-reversal covariance, i.e., each mapping a→ b
must be complemented by a connection b → a. This yields Penc =
(
1
3
2
4
3
1
4
2
1
3
2
4
3
1
4
2
)
=
(1, 3)(3, 1)(2, 4)(4, 2) for ppi and Penc =
(
1
2
2
3
3
1
1
3
2
1
3
2
)
= (1, 2, 3)(3, 2, 1) for pc.
For the remaining cases api, aas, and ac, the original orbit γ and one of its
partners γ′ are depicted in Fig. 6.4; γ′ includes ports and loops of both γ and
its time-reversed γ (with loops respectively depicted by full and dash-dotted lines).
Similarly to ppi, each parallel encounter of two stretches a and b leads to two cy-
cles (a, b)(b, a) representing the stretches a, b pointing from left to right, and the
stretches b, a pointing from right to left. In contrast, an antiparallel 2-encounter of a
stretch a and a later stretch b leads to (a, b)(b, a) since a and b are directed from left
to right, whereas b and a are directed from right to left (like in the above example
of a Sieber/Richter pair). The two structures related to api (Section 4.1) can now
immediately be translated into permutations. A parallel encounter of stretches 1
and 3, complemented with an antiparallel encounter of stretches 2 and 4, is rep-
resented by the permutation Penc = (1, 3)(3, 1)(2, 4)(4, 2) =
(
1
3
2
4
3
1
4
2
1
3
2
4
3
1
4
2
)
. Indeed,
Fig. 6.4 shows that γ′ connects the entrance and exit ports as 3→ 1, 2→ 4, 3→ 1,
and 4→ 2; the remaining connections belong to γ′. Different numbering of stretch-
es leads to a different structure. That structure corresponds to the permutation
Penc = (1, 3)(3, 1)(2, 4)(4, 2) =
(
1
3
2
4
3
1
4
2
1
3
2
4
3
1
4
2
)
, and involves an antiparallel encounter
of stretches 1 and 3, and a parallel encounter of stretches 2 and 4.
For aas, antiparallel encounters of stretches 1 and 2, and stretches 3 and 4
lead to the permutation Penc = (1, 2)(2, 1)(3, 4)(4, 3) =
(
1
2
2
1
3
4
4
3
1
2
2
1
3
4
4
3
)
. Again, the
corresponding port connections are displayed in Fig. 6.4. If we order stretches
differently, we obtain Penc = (1, 4)(4, 1)(2, 3)(3, 2) =
(
1
4
2
3
3
2
4
1
1
4
2
3
3
2
4
1
)
.
Orbit pairs of type ac are described by three equivalent structures and thus per-
mutations. Encounters with stretch 3 antiparallel to stretches 1 and 2 correspond
to Penc = (1, 2, 3)(3, 2, 1) =
(
1
2
2
3
3
2
1
3
2
1
3
1
)
, with cycles respectively standing for the
stretches traversed from left to right, and from right to left. Two further permuta-
tions are obtained by cyclic permutation of 1,2,3 as well as 1, 2, 3.
6.2.3 Excursion: Left and right ports
So far, we have described intra-encounter connections by permutations Penc mapping
between entrance and exit ports, labelled by 1, 2, . . . , L, 1, 2, . . . , L. Alternatively, we
might consider permutations penc describing which left port (upper line) is connected
to which right port (lower line). When defining penc, we can identify mutually
time-reversed ports coinciding in configuration space and let penc act only on the
L numbers 1, 2, . . . , L. Such a description would nicely fit with the treatment of
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Fig. 6.4: Connections between entrance and exit ports of orbit pairs (γ, γ′) existing
only for systems with time-reversal invariance. The partner γ′ mixes loops
of γ (full lines) and its time-reversed γ (dash-dotted lines). (See 6.4 for
orbit pairs which do not require time-reversal invariance.) For each of the
families api, aas, and ac we depicted one of several equivalent structures;
the others are obtained by cyclic permutation of the port labels.
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Chapter 5. For instance, Eq. (5.5), stating that stable and unstable coordinates of
a piercing point are respectively fixed by the associated left and right ports, could
be formulated as sˆ′j ≈ sˆj, uˆ′j ≈ uˆpenc(j). Moreover, each l-encounter corresponds to
just one l-cycle of penc rather than a pair of cycles.
5 However, it is rather difficult
to formulate our recursion for N(~v) in terms of penc, which is why we use Penc in the
remainder of this thesis.
In the present excursion (which may be skipped by the impatient reader), we
will investigate the relation between penc and Penc. To translate between the two,
we first consider the special case when all stretches in every encounter are parallel,
i.e., directed from left to right in γ and from right to left in γ. Then, in the partner
γ′ the left port a of γ is connected to the right port penc(a), and in γ′ the right port
penc(a) of γ has to be connected to the left port a. The permutation
P˜enc =
(
1
penc(1)
. . .
. . .
L
penc(L)
penc(1)
1
. . .
. . .
penc(L)
L
)
(6.21)
thus gives the mapping between entrances (i.e., left ports of γ and right ports of γ)
and exits (i.e., right ports of γ and left ports of γ). Half of the cycles of P˜enc are
those of penc, another half are their time-reversed twins.
Now consider the general case when the motion over some of the encounter
stretches is directed from right to left in the original orbit γ and from left to right in
the time reversed γ; we shall call such stretches “reverted”. Eq. (6.21) remains true
provided the elements in the upper line are interpreted as left ports of γ and right
ports of γ (opposite for the lower line). However, we are interested in the encounter
permutation Penc which maps entrance to exit ports. For a reverted stretch, e.g.,
a left port of γ is an exit rather than an entrance. To convert this port into an
entrance, we have to consider the time-reversed stretch, leading from left to right
in γ. To convert all elements in the upper line to entrances and those in the lower
line to exits, we have to exchange a ↔ a (i.e., apply time reversal) for all ports
of reverted stretches a. That exchange of elements amounts to the permutation
Σ(a) = a,Σ(a) = a for all reverted stretches while otherwise Σ(a) = a,Σ(a) = a.
The encounter permutation Penc is related to P˜enc by
Penc = ΣP˜encΣ . (6.22)
Since Σ is idempotent (Σ2 = 1) the transformation leading from P˜enc to Penc is a
similarity transformation and thus does not change the cycle structure [44]. Each
5 The identification of l-encounters with l-cycles of penc can be justified along the lines of Subsec-
tion 6.1.1. Moreover, similarly as for the unitary case (compare the footnote in Subsection 6.1.1)
our derivation of the action difference ∆S only works for for l-encounters which are characterized
by a single cycle (a1, a2, . . . , al) of penc and therefore can be brought to the form (1, 2, . . . , l) by
simple renaming.
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l-cycle of penc gives rise to two mutually time reversed l-cycles of P˜enc and therefore
to two cycles of Penc.
6.2.4 Recursion relation for N(~v)
We are now equipped to establish a recursion relation for N(~v) in much the same
way as in the unitary case. We will finally be led to a recursion for Kn, given in Eq.
(6.52).
First of all, we recover Eq. (6.2), N(~v, l) = vll
L(~v)
N(~v) using exactly the same
arguments as in the unitary case. Each permutation Penc ∈M(~v) can be converted
into a member of M(~v, l) by lvl cyclic permutations and each member of M(~v, l)
is accessed through L(~v) permutations. (The labels with overbar 1, 2, . . . , L have to
be permuted in the same way as 1, 2, . . . , L.)
Mapping between permutations
To define our recursion, we again imagine one orbit loop of γ and γ′ removed. Fig.
6.5 visualizes the ordering of entrance and exit ports along the orbit γ′ and its time-
reversed γ′, with thick arrows denoting encounter stretches and thin arrows denoting
loops. It is easy to show that all six stretches (i)-(vi) depicted in Fig. 6.5 must be
different (except for the special case Penc(L− 1) = L and thus P−1enc(L − 1) = L,
which will be investigated later).6
Starting from a permutation Penc we may define a permutation Qenc acting on
the elements 1, 2, . . . , L−1, 1, 2, . . . , L− 1 by eliminating both the loop leading from
exit L−1 to entrance L and its time-reversed leading from entrance L to exit L− 1.
The remaining exit L has to be renamed as exit L − 1, and entrance L is renamed
as entrance L− 1. The resulting changes are depicted in Fig. 6.5b. A look at the
remaining thick arrows reveals the new encounter permutation as
Qenc(a) =


Penc(L) if a = P
−1
enc(L− 1)
Penc(L− 1) if a = P−1enc(L)
L− 1 if a = P−1enc(L)
Penc(L) if a = L− 1
Penc(a) otherwise .
(6.23)
One can easily show that Qenc is a permissible encounter permutation. First,
note that the second and fourth line extend Eq. (6.3) as required to make Qenc
6 If (i)=(ii) or (iii)=(iv) the orbits γ and γ would contain just one stretch and one loop, i.e., we
would have L = 1. If (i)=(iv) the elements L− 1 and L− 1 would belong to the same cycle of Penc
rather than to mutually time-reversed cycles, same for (ii)=(iii) or (v)=(vi) and elements L and
L. (i)=(vi) and (iv)=(v) were excluded above. (ii)=(v) would imply that Penc has a 1-cycle (L),
same for (iii)=(vi) and (L). The remaining cases are trivial.
6.2. Orthogonal case 79
Fig. 6.5: a) Thick lines: Six encounter stretches of orbits γ′ and γ′, connecting
entrance ports to exit ports. The stretches depicted may belong to either
the same or different encounters, and to either γ′ or γ′. Thin line: Loop
connecting exit L − 1 to entrance L, and its time-reversed leading from
exit L to entrance L− 1. In b), the two above loops are removed, exit L
is renamed as exit L− 1, and entrance L is renamed as entrance L− 1.
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time-reversal covariant. The mapping P−1enc(L− 1)→ Penc(L) is thus complemented
by Penc(L) = P
−1
enc(L) → P−1enc(L− 1) = Penc(L− 1), and P−1enc(L) → L − 1 implies
L− 1→ P−1enc(L) = Penc(L). All other mappings a→ b are complemented by b→ a
due to the time-reversal covariance of Penc.
Second, by construction reconnections according to Qenc must lead to a connected
partner orbit. The respective ordering of entrance ports in γ, γ′ and γ, γ′ is given by
permutations Qγ = Qloop and Q. These permutations are obtained from P
γ =
Ploop and P by removing the entrance ports L and L− 1 (forming part of the
deleted loops) and renaming entrance L as L− 1. Thus, Qloop is given by Qloop =
(1, 2, . . . , L − 1), (L− 1, . . . , 2, 1) and Q = QloopQenc indeed consists of two cycles
respectively representing γ′ and γ′.7
Cycle structure of Qenc
When analyzing the cycle structure of Qenc, we now have to distinguish between three
cases, the first two paralleling the treatment of Subsection 6.1.3. Note however a
factor 2 appearing in the second case. For each Qenc ∈ M(~v[l→m,l−m−1], m), there
are now twice as many, namely 2(l − m − 1)(vl−m−1 + 1) related Penc ∈ M(~v, l)
structured like Eq. (6.8), since Qenc also remains unaffected by time reversal of
7 Without appealing to the picture of encounters and loops, we can again define Qloop and Q
as above, and set Qenc = Q
−1
loopQ. It is easy to show that the two cycles of Q satisfy the same
relation as those of P and may thus indeed be interpreted as lists of entrance ports of two time
reversed orbits. The Q−1loop thus defined differs from P
−1
loop by mapping 1 to L−1, and L− 1 to 1; Q
differs from P by mapping P−1(L) to P (L), P−1(L− 1) to P (L− 1), P−1(L) to L− 1, and L− 1
to P (L). The first and third line of Eq. (6.23) can be checked as done for the unitary case in Eq.
(6.4). Note that step (∗) of (6.4) now also requires P (L) 6= L− 1⇔ Penc(L) 6= L (L and L belong
to different cycles of Penc!), and (∗∗) requires P−1(1) 6= L− 1 ⇔ Penc(L− 1) 6= L (demanded
above). The second and fourth line of (6.23) follow from
QencP
−1
enc(L) = Q
−1
loopQP
−1Ploop(L) = Q
−1
loopQP
−1(L− 1)
= Q−1loopP (L− 1)
(∗∗∗)
= P−1loopP (L− 1) = Penc(L − 1)
Qenc(L− 1) = Q−1loopQ(L− 1) = Q−1loopP (L)
(∗∗∗∗)
= P−1loopP (L) = Penc(L) (6.24)
where (∗ ∗ ∗) requires P (L− 1) 6= L− 1 (P has no 1-cycles) and P (L− 1) 6= 1⇔ Penc(L− 1) 6= L
(demanded above), and (∗ ∗ ∗∗) follows from P (L) 6= L− 1⇔ Penc(L) 6= L (Penc has no 1-cycles)
and P (L) 6= 1 ⇔ Penc(L) 6= L (L and L belong to different cycles). Moreover, it is important to
check that
QencP
−1
enc(1) = Q
−1
loopQP
−1Ploop(1) = Q
−1
loopQP
−1(L) = Q−1loop(L− 1) = 1 ; (6.25)
Qenc coincides with Penc in the mapping of the element P
−1
enc(1) because two of the six changes
pointed out above mutually compensate.
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am+2, . . . , al in Eq. (6.8). The second and fourth line in Eq. (6.23) make sure that
merging or splitting of cycles is mirrored by the respective twins.
A third possibility appears because the cycles involving L and L− 1 may
be twins, and hence belong to the same encounter. Since the twin cycles are
mutually time-reversed there is one cycle containing both L and L− 1, and another
one containing L and L − 1. Assume that inside the first cycle, the element L− 1
follows L after m iterations, i.e.,
L− 1 = Pmenc(L) , (6.26)
with 1 ≤ m ≤ l − 1. Then Penc can be written as
Penc = [. . .](L, a2, . . . , am, L− 1, am+2, . . . , al)
(al, . . . , am+2, L− 1, am, . . . , a2, L) . (6.27)
Due to Eq. (6.23), Qenc differs from Penc by mapping
Qenc(am+2) = a2 , Qenc(a2) = am+2 ,
Qenc(al) = L− 1 , Qenc(L− 1) = al . (6.28)
The initial pair of twin cycles of Penc is transformed to a pair of twin (l − 1)-cycles
forming part of
Qenc = [. . .](a2, . . . , am, L− 1, al, . . . , am+2)
(am+2, . . . , al, L− 1, am, . . . , a2) ; (6.29)
again [. . .] represents the unaffected cycles. Given that the largest number permuted
by Qenc, i.e., L − 1, is included in one of the above (l − 1)-cycles, we have Qenc ∈
M(~v[l→l−1], l−1). Conversely, for any Qenc as in (6.29) and each 1 ≤ m ≤ l−1, there
is exactly one related Penc. Given one Qenc we may read off a2, . . . , al by comparing
with Eq. (6.29) and recombine them to form a permutation Penc as in Eq. (6.27).
We thus see that each of the l − 1 subsets of M(~v, l) with L− 1 = Pmenc(L) is in
one-to-one correspondence to M(~v[l→l−1], l − 1) and thus has an equal number
N(~v[l→l−1], l − 1) (6.30)
of elements.
Physically, the appearance of L and L − 1 in “mutually time-reversed” cycles
signals that the corresponding orbit stretches belong to the same encounter, but are
mutually time-reversed. Our recursion step can be interpreted as removing a loop
separating two antiparallel encounter stretches, and thus merging the two stretches
into one (as described in Section 3.4 and Appendix D.1).
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Fig. 6.6: a) Encounter stretches (thick lines) and loops (thin lines) of γ′ and γ′ in
the special case Penc(L− 1) = L and P−1enc(L− 1) = L. The stretches (i)
and (vi), and stretches (iv) and (v) of Fig. 6.5a coincide. In b), the loops
L − 1 → L and L → L− 1 are removed and entrance L and exit L are
respectively renamed as entrance L− 1 and exit L− 1.
Special cases
To be safe, we need to check that Eq. (6.29) remains valid in the two special cases
m = l− 1 and m = 1. First assume that the elements am+2, . . . , al and al, . . . , am+2
in Eq. (6.27) are removed, which formally corresponds to m = l − 1. In this
case, Eq. (6.26) implies L− 1 = P l−1enc (L) = P−1enc(L) and thus Penc(L− 1) = L and
P−1enc(L−1) = L. Our caricature of port connections in Fig. 6.5a has to be modified,
since the stretches (iv) and (v) coincide, as well as (i) and (vi); see Fig. 6.6a. If
we again remove the loops leading from exit L − 1 to entrance L and from exit L
to entrance L− 1, rename exit L as L − 1, and rename entrance L as L− 1 (Fig.
6.6b), we can immediately read off the new encounter permutation
Qenc(a) =


L− 1 if a = P−1enc(L)
Penc(L) if a = L− 1
Penc(a) otherwise .
(6.31)
Our conclusions remain unaffected. The permutation Qenc now differs from Penc by
mapping Qenc(a2) = L− 1 and Qenc(L− 1) = a2. We thus recover Eq. (6.29), again
with am+2, . . . , al and al, . . . , am+2 removed.
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On the other hand, if a2, . . . , am and am, . . . , a2 are removed from (6.27) (corre-
sponding to m = 1 and Penc(L) = L− 1), the recursion (6.23) remains in force and
implies
Qenc(am+2) = L− 1 , Qenc(L− 1) = am+2 ,
Qenc(al) = L− 1 , Qenc(L− 1) = al , (6.32)
leading to Eq. (6.29) with the above elements absent. Thus, both special cases were
correctly taken into account.
Resulting recursion
We have seen thatM(~v, l) falls into subsets similar to the unitary case, time-reversal
invariance making for the factor 2 explained above, and for l− 1 additional subsets
of size N(~v[l→l−1], l − 1). The various sizes combine to the orthogonal analog of the
recursion relation (6.11),
N(~v, l) =
∑
k≥2
N(~v[k,l→k+l−1], k + l − 1)
+
l−2∑
m=1
2(l −m− 1)(vl−m−1 + 1)N(~v[l→m,l−m−1], m)
+ (l − 1)N(~v[l→l−1], l − 1) , (6.33)
which using Eq. (6.2) may be written as
lvl
L
N(~v) =
∑
k≥2
(k + l − 1)(vk+l−1 + 1)
L− 1 N(~v
[k,l→k+l−1])
+
l−2∑
m=1
2(l −m− 1)(vl−m−1 + 1)mv[l→m,l−m−1]m
L− 1 N(~v
[l→m,l−m−1])
+
(l − 1)2(vl−1 + 1)
L− 1 N(~v
[l→l−1]) . (6.34)
The shorthand N˜(~v) = N(~v)
(−1)V ∏l lvl
L
leads to
vlN˜(~v) +
∑
k≥2
(vk+l−1 + 1)kN˜(~v
[k,l→k+l−1])
+
l−2∑
m=1
2(vl−m−1 + 1)v[l→m,l−m−1]m N˜(~v
[l→m,l−m−1])
−(l − 1)(vl−1 + 1)N˜(~v[l→l−1]) = 0 ; (6.35)
recall that vk+l−1 + 1 = v
[k,l→k+l−1]
k+l−1 and vl−1 + 1 = v
[l→l−1]
l−1 .
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6.2.5 Spectral form factor
Similarly as in Subsection 6.1.4 we now turn the recursion relation for N˜(~v) into one
for the Taylor coefficients Kn. As a preparation we generalize our rule (6.18). For
all similar sums over ~v with fixed ν(~v) = n and v1 = 0 we find
ν(~v)=n∑
~v
f(~v[α1,α2,...→β])N˜(~v[α1,α2,...→β]) =
ν(~v′)=n′∑
~v′
f(~v′)N˜(~v′) , (6.36)
with integers αi ≥ 2, β ≥ 2 and f any function of ~v′ vanishing for v′β = 0. We need
to sum over all ~v′ with n′ = ν(~v′) = ν(~v[α1,α2,...→β]) = n−∑i(αi−1)+(β−1), where
we used that removing an αi-cycle decreases L by αi, V by 1, and thus ν = L−V +1
by αi− 1; similarly, adding a β-cycle increases ν by β − 1. Eq. (6.36) follows in the
same way as Eq. (6.18), i.e., by switching to ~v′ = ~v[α1,α2,...→β] as the new summation
variable and dropping the restriction v′β ≥ 1 (~v′ with v′β = 0 do not contribute
due to the vanishing of f). One similarly shows that the foregoing rule holds even
without any conditions on f if β is removed, i.e., if no new cycles are created. It is
convenient to abbreviate the right-hand side of Eq. (6.36) with the help of
Sn′[f ] ≡
ν(~v′)=n′∑
~v′
f(~v′)N˜(~v′) (6.37)
for arbitrary f ; we note that Kn =
2
(n−2)!Sn[1]. Thus equipped we turn to the three
special cases l = 1, 2, 3 of our recursion relations which we shall need below.
l = 1
The case l = 1 involves permutations with 1-cycles, appearing only in intermediate
steps of our calculation. If the element L forms a 1-cycle, it may simply be removed
from a permutation without affecting the other cycles, which corresponds to a tran-
sition ~v → ~v[1→]. The number of permutations with given ~v and L forming part
of a 1-cycle thus coincides with the number of permutations related to ~v[1→], i.e.,
N(~v, 1) = N(~v[1→]) and equivalently
N˜(~v) = −L(~v
[1→])
v1
N˜(~v[1→]) . (6.38)
l = 2
For l = 2 (and v1 = 0) the recursion (6.35) boils down to
v2N˜(~v) +
∑
k≥2
(
v
[k,2→k+1])
k+1 kN˜(~v
[k,2→k+1])
)
− N˜(~v[2→1]) = 0 , (6.39)
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where only the last term is new compared to the unitary case; to determine its
prefactor we have used that (l − 1)(vl−1 + 1) = 1 for l = 2, v1 = 0. We can bring
this term to a form free from 1-cycles by invoking Eq. (6.38) and thus N˜(~v[2→1]) =
−L(~v[2→])N˜(~v[2→]), to get
v2N˜(~v) +
∑
k≥2
(
v
[k,2→k+1])
k+1 kN˜(~v
[k,2→k+1])
)
+ L(~v[2→])N˜(~v[2→]) = 0 . (6.40)
Again, we sum over all ~v with v1 = 0 and ν(~v) = n. The sum over the first two
terms of (6.40) may be evaluated as in the unitary case. Using the rule (6.36) and
the shorthand (6.37), the sum over the third term leads to
ν(~v)=n∑
~v
L(~v[2→])N˜(~v[2→]) = Sn−1[L(~v)] (6.41)
where we used that removal of a 2-cycle decreases ν by 1. Altogether, we obtain
Sn
[
v2 +
∑
k≥2
vk+1k
]
+ Sn−1[L(~v)]
= (n− 1)Sn[1] + Sn−1[L(~v)] = 0 . (6.42)
A further relation is obtained by multiplying Eq. (6.40) with L(~v) − 1 =
L(~v[k,2→k+1]) = L(~v[2→]) + 1,
(L(~v)− 1)v2N˜(~v) +
∑
k≥2
(
L(~v[k,2→k+1])v[k,2→k+1])k+1 kN˜(~v
[k,2→k+1])
)
+L(~v[2→])(L(~v[2→]) + 1)N˜(~v[2→]) = 0 . (6.43)
Summing over ~v with the help of (6.36) and (6.37), we obtain
Sn
[
(L(~v)− 1)v2 +
∑
k≥2
L(~v)vk+1k
]
+ Sn−1[L(~v)(L(~v) + 1)] = 0 (6.44)
and thus
(n− 1)Sn[L(~v)]− Sn[v2] + Sn−1[L(~v)(L(~v) + 1)] = 0 . (6.45)
This equation can be simplified if we eliminate Sn[L(~v)] with the help of Eq. (6.42)
and replace n→ n− 2,
−(n− 2)(n− 3)Sn−1[1] = Sn−2[v2]− Sn−3[L(~v)(L(~v) + 1)] . (6.46)
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l = 3
Finally, we consider the special case l = 3 (and v1 = 0) of (6.35),
v3N˜(~v) +
∑
k≥2
(
v
[k,3→k+2]
k+2 kN˜(~v
[k,3→k+2])
)
+4N˜(~v[3→1,1])− 2v[3→2]2 N˜(~v[3→2]) = 0 . (6.47)
The third term originates from the sum over m in (6.35) which only draws a con-
tribution from m = 1, with the prefactor 2(v1 + 1)v
[3→1,1]
1 = 4. The 1-cycles are
eliminated using the identity N˜(~v[3→1,1]) = 1
2
L(~v[3→])(L(~v[3→]) + 1)N˜(~v[3→]), which
follows by twice applying Eq. (6.38) to ~v[3→1,1]. We thus find
v3N˜(~v) +
∑
k≥2
(
v
[k,3→k+2]
k+2 kN˜(~v
[k,3→k+2])
)
+2L(~v[3→])(L(~v[3→]) + 1)N˜(~v[3→])− 2v[3→2]2 N˜(~v[3→2]) = 0 . (6.48)
It is easy to see that Eq. (6.48) connects combinatorial numbers related to three dif-
ferent orders of K(τ). If ~v and thus ~v[k,3→k+2] contribute to order n, ~v[3→] contributes
to n− 2, and ~v[3→2] contributes to n− 1. Summing over ~v, we find
Sn
[
v3 +
∑
k≥2
vk+2k
]
+ 2Sn−2[L(~v)(L(~v) + 1)]− 2Sn−1[v2] = 0 . (6.49)
This expression can be simplified using that v3 +
∑
k≥2 vk+2k =
∑
l≥2 vl(l − 2) =
L(~v)− 2V (~v) = 2(ν(~v)− 1)− L(~v), which leads to
2(n− 1)Sn[1]− Sn[L(~v)] + 2Sn−2[L(~v)(L(~v) + 1)]− 2Sn−1[v2] = 0 . (6.50)
Finally applying Eq. (6.42) to eliminate Sn[L(~v)], substituting n → n − 1, and
dividing by 2, we proceed to
n− 1
2
Sn[1] + (n− 2)Sn−1[1] = Sn−2[v2]− Sn−3[L(~v)(L(~v) + 1)] . (6.51)
Final result
Upon comparing the recursion relations (6.46) and (6.51), obtained for the cases
l = 2 and l = 3, we find the coefficients Sn[1] =
(n−2)!
2
Kn and Sn−1[1] =
(n−3)!
2
Kn−1
related as n−1
2
Sn[1] = −(n− 2)2Sn−1[1] or
(n− 1)Kn = −2(n− 2)Kn−1 . (6.52)
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Eq. (6.52) applies to all n ≥ 3, but not to n = 2, because the diagonal term K1 is
unrelated to our permutation treatment.
An initial condition is provided by the Sieber/Richter result for orbits differing in
one 2-encounter, K2 = −2. Thus started, our recursion yields the Taylor coefficients
Kn =
(−2)n−1
n− 1 (6.53)
coinciding with the random-matrix result from the GOE. Universal behavior is thus
ascertained for the small-time form factor of fully chaotic dynamics from the orthog-
onal symmetry class, at least in the limit τ ≪ 1. The resulting series converges for
τ < 1
2
and remains valid, by analytic continuation, up to the singularity at τ = 1.
6.3 Summary
We have shown that structures of orbit pairs γ, γ′ are in one-to-one correspondence
to permutations. Encounters are described by permutations Penc determining how
the ports of γ are reconnected in γ′, i.e., which entrance port is connected to which
exit port. In absence of time-reversal invariance, Penc has one cycle per encounter.
Loops are characterized by another permutation Ploop fixing the entrance port fol-
lowing each exit port. The ordering of entrance ports along γ′ is thus given by the
product PloopPenc which must be single-cycle due to the periodicity of γ
′.
For time-reversal invariant systems, we consider permutations mapping between
ports of both γ and its time reversed γ. In this case encounters correspond to pairs
of “mutually time-reversed” cycles, and PloopPenc has one cycle related to γ
′ and one
cycle related to γ′.
The numbers of structures N(~v) can now be determined from a recursion, mo-
tivated by the physical picture of “removing loops” between encounters. This re-
cursion translates into a recursion for the Taylor coefficients of K(τ) which indeed
yields small-time form factors in agreement with the GUE and the GOE.

7. Relation to the σ model
7.1 Introduction
The so-called nonlinear σ model [47, 48] is a convenient framework for calculating
spectral correlators or, more generally, averaged products of Green functions. In
particular, the zero-dimensional variant of the σ model can be used to implement
averages over random matrices of the Wigner/Dyson ensembles, as required to evalu-
ate the corresponding spectral form factors K(τ). Similarly, for disordered systems,
the σ model has been used to implement averages over impurity potentials. Steps
towards a ballistic σ model for individual systems have been presented in [8].
The σ model proved of great heuristic value for our semiclassical approach: We
were led to the correct combinatorics of families of orbit pairs by a perturbative
analysis of the σ model. Such a perturbative treatment yields the spectral form fac-
tor as power series in the time τ , analogous the series extracted from Gutzwiller’s
semiclassical periodic-orbit theory in the preceding Chapters. In order to gain intu-
ition for our semiclassical analysis, the perturbative treatment of the σ model had
to be carried to all orders in τ . To our knowledge, this task has never been at-
tacked explicitly before, since within random-matrix theory the whole spectral form
factor is accessible through a non-perturbative approach. The analogy of periodic-
orbit expansions to perturbation series might prove fruitful for future applications
of periodic-orbit theory, and that possibility motivates the following exposition.
We will mostly work with the σ model in a random-matrix setting. However, it
will be worthwhile to at least qualitatively point out similarities to the diagrammatic
expansion yielding K(τ) for disordered systems. These similarities were first noticed
in [10, 11], in a previous attempt to recover the form factor for individual chaotic
dynamics. Fig. 7.1, taken from [10], displays the diagrams responsible for the cubic
contribution to the form factor. We see that these diagrams are in one-to-one cor-
respondence to the families of orbit pairs discussed in Chapter 4 and depicted, in a
slightly different style, in the left column. The shapes drawn by straight lines are
known as “Hikami boxes”; these boxes form a particular kind of vertex. Hikami box-
es are analogous to self-encounters of periodic orbits, with each l-encounter leading
to a Hikami box with 2l “ports” depicted as corners. The straight lines correspond
to encounter stretches of the two partner orbits; the thick and thin straight lines in
the middle column of Fig. 7.1 can respectively be associated with stretches of the
90 7. Relation to the σ model
Fig. 7.1: Families of orbit pairs (left column) and the corresponding disorder dia-
grams (middle and right column), responsible for the cubic order of K(τ).
The Figure is taken from [10]. The cases (a)-(e) respectively correspond
to the families aas, pc, ac, api, and ppi discussed in Chapter 4. (There
are slight inconsistencies in the cases (d) and (e).) In the middle column,
diagrams are arranged such as to stress the analogy to orbits; the right
column follows usual field-theoretical conventions.
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partner orbits drawn in the left column. The Hikami boxes related to parallel and
antiparallel 2-encounters are known as diffusons and Cooperons. (In contrast to the
interpretation in terms of classical orbits, in field theory diffusons are often depicted
by antiparallel arrows, whereas Cooperons are denoted by parallel arrows.) Outside
the Hikami boxes, the ports are connected by (curly) propagator lines – obviously
the analog of orbit loops. Each diagram should be taken to represent all possible
orbit pairs obtainable by reconnections in encounters of the same topology as the
Hikami boxes depicted.
In field theory, vertices are essentially points (even though they are depicted
in a different manner in Fig. 7.1) – in contrast to periodic-orbit theory where the
related encounters have a non-zero duration, of the order of the Ehrenfest time
TE ∝ ln const~ . Of course, the relevant encounter durations are vanishingly small
compared to the typical loop durations (∼ TH ∝ ~−f+1); nevertheless, we may say
that self-encounters give internal (phase-space) structure to vertices.
In the remainder of this Chapter, the relation between periodic-orbit theory and
the σ model will be explored from a random-matrix perspective. We shall first in-
troduce the bosonic replica variant of the zero-dimensional nonlinear σ model. In
Subsection 7.3, the resulting spectral form factor K(τ) will be expanded perturba-
tively into a sum over vectors ~v, analogous to the sum obtained from periodic-orbit
theory. Wick’s theorem can be used to recursively evaluate each summand, with
the help of contraction rules introduced in Subsections 7.4.1 and 7.4.2. These con-
traction rules have a striking similarity to semiclassics: In Subsection 7.4.3 we will
reveal both expansions for K(τ) as identical, by relating structures of orbit pairs to
so-called “full contractions” in the σ model. In Subsection 7.4.4 we shall see that
the recursion for the numbers of structures N(~v) in Chapter 6 is mirrored by an
analogous recursion based on Wick contractions in the σ model.
7.2 Background: The nonlinear σ model
We proceed to give a brief introduction to the nonlinear σ model, in a random-
matrix setting. In particular, we will show that the bosonic replica variant of the σ
model yields the 1
s
-expansion of the two-point correlator
R(s) =
〈
ρ(E + s
2πρ
)ρ(E − s
2πρ
)
ρ(E)2
〉
− 1 , (7.1)
see also Eq. (2.19), as an integral over matrices B,
R(s) ∼ −1
2
Re limr→0
1
r2
∂2s+ (s
+)
−κr2
eis
+r
∫
d[B] e(2i/κ)
∑∞
l=1 (s
+)
1−l
tr(BB†)l − 1
2
; (7.2)
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an analogous formula for K(τ) is obtained by Fourier transforming according to
(2.20). On the right-hand side, s+ must be read as s+ iδ′ with δ′ ↓ 0. The matrices
B,B† are r × r for the GUE and 2r × 2r for the GOE, and the measure d[B] will
be defined in Eq. (7.26); as before, the factor κ takes the respective values 1 and 2
for the unitary and the orthogonal cases. The above formula yields only the non-
oscillatory part of R(s), needed to recover the power series of K(τ); the dropping
of oscillatory terms is signaled by ∼. Eq. (7.2) will later serve as the starting point
for our perturbative treatment of the spectral form factor, paralleling the previous
semiclassical approach.
7.2.1 Average over the GUE
To derive the random-matrix expression for the two-point correlator (7.2), we first
consider the GUE. The average 〈. . .〉 over small intervals of E and s in (7.1) is thus
replaced by an average . . . over all independent matrix elements Hµν of Hermitian
N ×N matrices, with N →∞ and a Gaussian weight defined by
. . . ≡
∫
d[H ] A e−BTrH2 . . . ≡
∫ ∏
µ<ν
(dReHµν dImHµν)
∏
µ
dHµµ A e−BTrH2 . . .
(7.3)
We choose A and B such that the Gaussian weight is normalized and, moreover, the
average of each squared matrix element is given by |Hµν |2 = λ2N with λ constant.
In particular, this choice implies B = N
2λ2
. All other products of matrix elements
HµνH
∗
µ′ν′, (µ, ν) 6= (µ′, ν ′) have to average to zero regardless of A and B. In the
following, we shall always consider the vicinity of E = 0, where the average level
density is given by ρ = N
πλ
.
Green functions
It is convenient to express ρ(E) and R(s) in terms of the advanced and retarded
Green functions
G±(E) = (E ± iδ −H)−1 , (7.4)
where we implicitly take δ ↓ 0. Writing the diagonal elements of G±(E) as
1
(E −En)± iδ = P
1
E − En ∓ iπδ(E −En) (7.5)
with P denoting the principal value, one can show that the level density is simply
given by
ρ(E) =
i
2π
(TrG+(E)− TrG−(E)) . (7.6)
7.2. Background: The nonlinear σ model 93
Eqs. (7.1), (7.3), and (7.6) entail the corresponding expression for the correlator1
R(s) =
1
2(πρ)2
ReC(s)− 1
2
(7.7)
with C(s) defined by
C(s) ≡ TrG+
(
E +
s
2πρ
)
TrG−
(
E − s
2πρ
)
. (7.8)
Generating function
Rather than expressing R(s) through traces of G±(E), it is technically simpler to
work with determinants. To translate between the two, we use the “replica trick”:
For r real and f(E) ≡ detG±(E)−1, we have
trG±(E) = ∂E Tr ln(E ± iδ −H) = ∂E Tr ln(G±(E)−1)
= ∂E ln f(E) =
f ′(E)
f(E)
= lim
r→0
f(E)−r−1f ′(E)
= − lim
r→0
1
r
∂Ef(E)
−r = − lim
r→0
1
r
∂E detG±(E)r . (7.9)
As usual, we assume (7.9) valid even if the so-called replica index r is restricted to the
integer numbers. This assumption obviously demands mathematical justification,
which is beyond the scope of this thesis.
Invoking the replica trick for both traces in (7.8), we represent C(s) as the two-
fold derivative of a generating function Z(ǫ+, ǫ−) involving determinants of Green
functions,
C(s) = lim
r→0
1
r2
[
∂2Z(ǫ+, ǫ−)
∂ǫ+∂ǫ−
]
ǫ±=± ǫ2=± s2πρ
Z(ǫ+, ǫ−) = detG−(E + ǫ+)r detG+(E + ǫ−)r . (7.10)
Crucially, such determinants allow for the integral representation
detG± =
∫
d[φ] exp
(±iφ†G−1± φ) (7.11)
1 When inserting (7.6) into (7.1), averaged products of two advanced or two retarded Green
functions can be evaluated as TrG±(E)TrG±(E′)
(∗)
= TrG±(E) TrG±(E′)
(∗∗)
= −π2ρ2, where (∗)
is demonstrated in [2]. The step (∗∗) follows from ∑n P 1E−En = 0 in the vicinity of E = 0, given
that the average level density is symmetric around 0. The above averages finally give rise to a
contribution + 12 to R(s), combining to − 12 with the −1 of Eq. (7.1).
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where the integration runs over N -dimensional complex vectors φ with the measure
defined by d[φ] =
∏N
µ=1
dReφ dImφ
π
. The sign in the exponent of (7.11) is chosen such
as to make the integral convergent. The individual determinants in Eq. (7.10) can
now be numbered by α = 1, . . . , 2r (with α = 1, . . . , r corresponding to the advanced
and α = (r + 1), . . . , 2r to the retarded Green functions), and each represented as
an integral
detG±(E + ǫ±) =
∫
d[ψα] exp
(±iψα†(E + (ǫ± ± iδ)−H)ψα) ; (7.12)
over ψα = {ψαµ}, µ = 1, . . . , N .
All 2r integrals together may be written as
Z(ǫ+, ǫ−) =
∫
d[ψ] exp
(
i
∑
α=1,...,2r
ψα†Λα(E + ǫˆα −H)ψα
)
(7.13)
with
d[ψ] =
2r∏
α=1
d[ψα]
Λα =
{
1 for α = 1, . . . , r
−1 for α = (r + 1), . . . , 2r
ǫˆα =
{
ǫ+ + iδ for α = 1, . . . , r
ǫ− − iδ for α = (r + 1), . . . , 2r .
(7.14)
In the following, we will drop the index α, and simply write
Z(ǫ+, ǫ−) =
∫
d[ψ] exp (iψ†Λ(E + ǫˆ−H)ψ) . (7.15)
The resulting H now has to be read as a block-diagonal matrix with 2r identical
N ×N blocks containing the matrix elements of the Hamiltonian. Λ and ǫˆ turn into
diagonal matrices with diagonal elements given by (7.14), i.e., Λ = diag(1rN ,−1rN),
ǫˆ = diag((ǫ+ + iδ)1rN , (ǫ− − iδ)1rN), where 1rN is the rN -dimensional unit matrix.
(Analogous 2r × 2r matrices will later be denoted by the same symbols Λ, ǫˆ.)
Average over H for fixed ψ
The replica representation (7.15) has an important advantage: If we exchange the
ψ integration and the average over H implied by . . . , we obtain a simple Gaussian
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integral
Z(ǫ+, ǫ−) =
∫
d[ψ] exp(iψ†Λ(E + ǫˆ)ψ)
∫
d[H ]A exp
(
− N
2λ2
TrH2 − iψ†ΛHψ
)
.
(7.16)
To evaluate this integral, for fixed ψ, we first need eliminate to the term linear in H .
This can be achieved by writing −iψ†ΛHψ = −iTrHX with Xµν =
∑
α ψ
α
ν
∗Λαψαµ
(or, in short, Xµν = ψν
†Λψµ) and transforming H+ iλ
2
N
X → H . Through this trans-
formation, the exponent obtains a new summand − λ2
2N
TrX2 = − λ2
2N
trA2, where
tr denotes a trace over α, and Aαβ =
∑
µ ψ
α
µψ
β
µ
∗
Λβ. The remaining Gaussian inte-
gral
∫
d[H ]A exp (− N
2λ2
trH2
)
gives unity, due to the normalization of the Gaussian
weight. We thus find
Z(ǫ+, ǫ−) =
∫
d[ψ] exp
(
iψ†Λ(ǫˆ+ E)ψ − λ
2
2N
trA2
)
. (7.17)
Hubbard–Stratonovich transformation
To proceed, we need to eliminate the term ∝ trA2 quartic in the integration vari-
ables ψ by a so-called Hubbard–Stratonovich transformation. To this end, we
again introduce an additional integration, and multiply Z by a Gaussian integral∫
d[Q] exp
(
N
2
trQ2
)
, where Q = {Qαβ} is a 2r–dimensional anti-Hermitian matrix
and
∫
d[Q] denotes integration over all its independent matrix elements. That in-
tegral is convergent, since the exponent may be written as −N
2
tr (iQ)2 with iQ
Hermitian, and yields an r-fold power, going to 1 in the replica limit r → 0. Denot-
ing equivalence in the replica limit by ∼ and transforming Q→ Q− λA/N , we are
led to
Z(ǫ+, ǫ−) ∼
∫
d[Q]
∫
d[ψ] exp
(
N
2
trQ2 + iψ†Λ(ǫˆ+ E + iλQ)ψ
)
, (7.18)
with the quartic term removed.
The ψ integral has now become easy: Each of the N independent Gaussian
integrations over ψµ = {ψαµ} yields a determinant that can be incorporated into the
exponent via “det = exp tr ln”, to get
Z(ǫ+, ǫ−) ∼
∫
d[Q] exp
(
N
2
trQ2 −N tr ln(ǫˆ+ E + iλQ))
=
∫
d[Q] exp
(
−N tr ln
(
1 +
ǫˆ
E + iλQ
))
× exp
(
N
{
1
2
trQ2 − tr ln(E + iλQ)
})
. (7.19)
The generating function is thus expressed as an integral in replica space. The only
reminder left of the original matrices H is their dimension N .
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Saddle-point approximation
The integral over Q has to be evaluated in the limit of infinite matrix dimension
N →∞. Since ǫˆ is of the order of the mean level spacing and thus proportional to
1
N
, the exponential in the second line of Eq. (7.19), the so-called “amplitude”, may
be approximated as exp(− tr Nǫˆ
E+iλQ
) by expanding the logarithm.
In the following exponential, the large parameter N → ∞ is not compensated
by a factor ǫˆ. Thus, a saddle-point approximation is called for. The remainder of
the exponent, the “action” S(Q) ≡ 1
2
trQ2− tr ln(E+iλQ), becomes stationary for
Q =
iλ
E + iλQ
, (7.20)
i.e., Q = Q−1 if we restrict ourselves to E = 0. This condition is satisfied by all
diagonal matrices with entries ±1. Among these, one can show that only the saddle
point Λ = diag(1r,−1r) is relevant for the short-time form factor [49].
The restriction Q = Q−1 is also fulfilled by all matrices Qs = TΛT−1 similar
to Λ. To make the subsequent integrals convergent we have to restrict ourselves to
pseudounitary transformation matrices T ∈ U(r, r), TΛT † = Λ [50]. Several T lead
to the same Qs: Since transformations from U(r) × U(r) commute with Λ, T may
be multiplied with any such transformation without affecting the saddle point Qs.
The saddle-point manifold of all possible Qs can thus be identified with the set of
equivalence classes of possible T , denoted by U(r, r)/(U(r) × U(r)). (This set can
be interpreted as a so-called “symmetric space”, see [50].)
To evaluate (7.18), we have to expand the action to quadratic order in the
deviation Q − Qs from the saddle-point manifold, and split integration into one
integral over the points Qs on the saddle-point manifold, and one integral over the
deviations Q − Qs. Approximating the amplitude by its value at the saddle point
Qs, we then find (in somewhat sloppy notation)
Z(ǫ+, ǫ−) ∼
∫
d[Qs] exp
(
− tr Nǫˆ
E + iλQs
)
×
∫
d[Q−Qs] exp
(
N
{
S(Qs) +
1
2
S ′′(Qs)(Q−Qs)2
})
.(7.21)
The integral over Q − Qs (also including the stationary value of the action) leads,
once more, to an r-fold power, converging to 1 in the limit r → 0. We are thus
left with an integral over the saddle-point manifold involving only the amplitude
exp(− tr Nǫˆ
E+iλQs
),
Z(ǫ+, ǫ−) ∼
∫
d[Qs] exp
(
− tr Nǫˆ
E + iλQs
)
. (7.22)
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The latter amplitude can be simplified if we use (7.20) and, furthermore, decom-
pose the 2r × 2r matrices ǫˆ and Λ into blocks of size r × r, as in
− tr Nǫˆ
E + iλQs
(7.20)
=
iN
λ
tr ǫˆ Qs
=
iN
λ
tr
(ǫ+ + iδ
0
0
ǫ− − iδ
)(Qs,11
∗
∗
Qs,22
)
=
iN
λ
tr
((ǫ+ + iδ)Qs,11
∗
∗
(ǫ− − iδ)Qs,22
)
=
iN
λ
((ǫ+ + iδ) trQs,11 + (ǫ− − iδ) trQs,22)
=
iN
2λ
(
(ǫ+ + ǫ−)( trQs,11 + trQs,22)
+(ǫ+ − ǫ− + 2iδ)( trQs,11 − trQs,22)
)
=
is+
2
trΛQs . (7.23)
In the last step, we used that trQs,11 + trQs,22 = trQs = tr (TΛT
−1) = tr Λ = 0
and substituted s+ ≡ (ǫ+ − ǫ− + 2iδ)πρ = (ǫ+ − ǫ− + 2iδ)Nλ . Altogether, we thus
obtain
Z(ǫ+, ǫ−) ∼
∫
d[Qs] exp
(
is+
2
trΛQs
)
. (7.24)
Rational parametrization
The integral (7.24) over the saddle-point manifold can be performed if we parametrize
Qs by r × r matrices B as
Qs = (1−W )Λ(1−W )−1 ; W = 1√
s+
(
0
B†
B
0
)
, (7.25)
where the scaling factor 1√
s+
makes for notational convenience. The matrices 1−W
are proportional to the pseudounitary transformations T mentioned above; the (B-
dependent) prefactor cancels in (7.25). In this so-called rational parametrization,
the measure d[Qs] may be written as
d[Qs] ∼ (s+)−r2d[B] ≡ (s+)−r2
∏
i,j=1,...,r
(dReBij dImBij) (7.26)
The exponent appearing in the generating function (7.24) can be parametrized by
inserting (7.25) and expanding as in (1−W )−1 =∑∞n=0W n. We then find trΛQs =
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2r + 4
∑∞
l=1(s
+)−l tr (BB†)l, and the whole generating function is expressed as
Z(ǫ+, ǫ−) ∼ (s+)−κr2 eis+r
∫
d[B] e(2i/κ)
∑∞
l=1(s
+)1−ltr(BB†)l , (7.27)
where the factor κ = 1 has been sneaked in for later use.
Using Eqs. (7.7), (7.10), and (7.27), it is easy to check that the resulting two-
point correlator R(s) is indeed of the form (7.2). We only have to realize that, when
applied to functions of s+ = (ǫ+− ǫ−+2iδ)πρ, the double derivative ∂2∂ǫ+∂ǫ− of (7.10)
acts like −π2ρ2 ∂2
∂s+2
. Inserting ǫ± = ± ǫ2 = ± s2πρ , s+ now takes the form s+ = s+ iδ′
with δ′ = 2πρδ ↓ 0.
7.2.2 Average over the GOE
For time-reversal invariant systems, we have to integrate over all real symmetric
N ×N matrices, as in
. . . ≡
∫
d[H ]e−BTrH
2
. . . ≡
∫ ∏
µ≤ν
dHµνAe−BTrH2 . . . . (7.28)
The constants A and B appearing in the Gaussian weight are chosen such that
all products H2µν = HµνHνµ with µ 6= ν average to λ
2
N
, implying B = N
4λ2
divided
by two compared to the unitary case; the squared diagonal elements then average
to 2λ
2
N
. The quadratic exponent is most conveniently represented as N
4λ2
TrH2 =
N
8λ2
∑
µν Hµν(Hνµ +Hµν).
2 After averaging over H , the summand HµνHµν leads to
an additional term in the exponent of Z(ǫ+, ǫ−), Eq. (7.17), again quartic in the
integration variables ψ. Rather than trA2 = TrX2 =
∑
µν ψ
†
µΛψνψ
†
νΛψµ, we now
obtain ∑
µν
ψ†µΛψν
(
ψ†νΛψµ + ψ
†
µΛψν
)
=
∑
µν
2Ψ†µΛΨνΨ
†
νΛΨµ , (7.29)
with the 4r–component vectors Ψ and Ψ† defined by
Ψ ≡ 1√
2
(
ψ
ψ∗
)
⇒ Ψ† = 1√
2
(ψ†, ψT ) . (7.30)
Note that, apart from being mutually adjoint, the vectors Ψ and Ψ† have to fulfill
the symmetry relation
Ψ† = ΨTσ1, (7.31)
2 If instead we work with N4λ2
∑
µν HµνHνµ, the matrix X arising when eliminating the linear
term of (7.16) needs to be symmetrized before transforming H + constX → H , to comply with H
being real symmetric. This leads to the same changes as outlined in the text.
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where the Pauli matrix σ1 =
(
0
1
1
0
)
acts in the two–component space of Eq. (7.30).
The following reasoning essentially carries over from the unitary case, if we re-
place ψ → Ψ and thus double the dimension of all matrices involved. Due to Eq.
(7.31) these matrices must satisfy additional symmetry relations: The matrices Q
used to decouple the quartic terms must be subject to the constraint Q = σ1Q
Tσ1.
The saddle points Qs = TΛT
−1 will comply with that restriction if T is pseudo-
orthogonal, i.e., T T = σ1T
−1σ1. As a consequence, our 2r-dimensional matrices B
need to fulfill the condition
B† = −σ1BTσ1 . (7.32)
Thus, we now have to integrate over 2r2 independent matrix elements, and the
measure d[Qs] is proportional to (s
+)−2r
2
rather than (s+)−r
2
. We finally recover
(7.2) with κ = 2, the two additional factors arising from the changes in d[Qs] and in
B.
7.3 Expansion of the two-point correlator and
the form factor
We proceed to convert the σ model expression for R(s), Eq. (7.2), into an expansion
closely resembling our semiclassical treatment. In the limit s → ∞ the principal
contribution to the exponent in (7.2) comes from the quadratic term (2i/κ) trBB†.
It is thus convenient to express the B integral in Eq. (7.2) as a Gaussian average,
like in 〈
f(B,B†)
〉 ≡ ∫ d[B] f(B,B†) e(2i/κ)trBB† , (7.33)
over the remaining exponential; setting M ≡ BB† the latter exponential can be
expanded as
exp
(
2i
κ
∑
l≥2
s+
1−l
trM l
)
=
∞∑
V=0
1
V !
(
2i
κ
)V (∑
l≥2
s+
1−l
trM l
)V
=
∑
~v
1∏
l≥2 vl!
(
2i
κ
)V
s+
V−L∏
l≥2
(trM l)vl , (7.34)
where in the last step we performed a multinomial expansion of (
∑
l≥2 s
+1−ltrM l)V .
The summation extends over integers v2, v3, . . . , vl, . . . each of which runs from zero
to infinity, and we write ~v = (v2, v3, . . .) just like in our semiclassical analysis. The
total number of traces in the summand ~v is V (~v) =
∑
l≥2 vl, and again we define
L(~v) =
∑
l≥2 lvl. With Eqs. (7.33) and (7.34), the two-point correlator of Eq. (7.2)
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turns into
R(s) ∼ −1
2
Re
{
lim
r→0
1
r2
∂2s+s
+−κr2eis
+r
×
∑
~v
1∏
l≥2 vl!
(
2i
κ
)V
s+
V−L
〈∏
l≥2
(trM l)vl
〉}
− 1
2
. (7.35)
The leading term ~v = 0 corresponds to 〈1〉 = (const)κr2 r→0−→ 1. The resulting
contribution to the two-point correlator is given by
−1
2
Re limr→0
1
r2
∂2s+s
+−κr2eis
+r
= −1
2
Re limr→0
1
r2
(
(−κr2)(−κr2−1)s+−2+2(−κr2)irs+−1+(ir)2
)
s+
−κr2
eis
+r
=
1
2
− Re κ
2s+2
, (7.36)
where 1
2
compensates the summand −1
2
in (7.35). Upon Fourier transforming ac-
cording to Eq. (2.20), the remaining term will bring about a contribution κτ to
the spectral form factor, reproducing the diagonal part both in the unitary and
orthogonal cases.
For all other ~v, the operations of taking the second derivative by s+ and going
to the limit r → 0 commute, meaning that the factor s+−κr2eis+r in (7.35) can be
disregarded. We thus obtain
R(s) ∼ −1
2
Re

 κs+2 +
∑
~v 6=0
1∏
l≥2 vl!
(
2i
κ
)V
∂2s+s
+V−L lim
r→0
1
r2
〈∏
l≥2
(trM l)vl
〉
 .
(7.37)
Fourier transformation yields a similar expression for the spectral form factor. Us-
ing 1
π
∫∞
−∞ dse
2isτRe [i−n+1(s+)−n−1] = (−2)
n
n!
τn , for τ > 0, the Taylor coefficients of
K(τ) = κτ +
∑
n≥2Knτ
n are determined as
Kn =
κ
(n− 2)!
L(~v)−V (~v)+1=n∑
~v
(−1)V (−2i)L(~v)
κV+1
∏
l≥2 vl!
lim
r→0
1
r2
〈∏
l
( trM l)vl
〉
. (7.38)
The sum over ~v closely resembles the corresponding periodic-orbit result (5.22). The
form factor is determined by averaged trace products 〈∏l( trM l)vl〉, taking the place
of the numbers of structures N(~v) in periodic-orbit theory. The traces of M l will be
called l-traces, to stress the analogy to l-encounters of periodic orbits.
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7.4 Contractions
7.4.1 Contraction rules
Similarly to the numbers of structures, the averaged trace products 〈∏l( trM l)vl〉,
M = BB† can be evaluated recursively, with the help of Wicks’s theorem: As any
Gaussian average, each 〈∏l( tr (BB†)l)vl〉 can be written as a sum over contractions.
For the GUE, we have to single out one matrix B in the integrand and then take
into account contractions with all matrices B†, as in
〈
tr (BB†BB†BB†)
〉
=
〈
tr (BB†BB†BB†)
〉
+
〈
tr (BB†BB†BB†)
〉
+
〈
tr (BB†BB†BB†)
〉
(7.39)
For the GOE, the chosen B must be contracted with the remaining matrices B as
well.
For each of the summands, the two matrices connected by the contraction line
can be eliminated by integrating over the elements of contracted matrices as if the
remaining elements were absent. For the GUE, two contracted matrices B and B†
can be removed using two simple rules,
〈
tr BX tr B†Y [. . .]
〉
= − 1
2i
〈
tr(X Y )[. . .]
〉
(7.40a)
〈
tr BXB†Y [. . .]
〉
= − 1
2i
〈
trX trY [. . .]
〉
, (7.40b)
to be justified below. Here, X and Y are products of B’s and B†’s providing all
traces on the left-hand side with alternating sequences BB†BB† . . . BB†; e.g., in
Eq. (7.40a) we need X beginning and ending with B†. Then, the same alternating
structure will hold for all traces on the right-hand side. We may thus express all
quantities in terms of M = BB†. Each contraction eliminates one B and one B†
and thus reduces the number of M ’s by 1.
In case of the GOE, two more rules arise for contractions of B with B:
〈
tr BX tr BY [. . .]
〉
= − 1
2i
〈
tr(X Y †)[. . .]
〉
(7.40c)
〈
tr BXBY [. . .]
〉
= − 1
2i
〈
tr(X Y †)[. . .]
〉
. (7.40d)
Again, the only possible ordering of B,B† on either side is alternation BB†BB† . . ..
Contractions between two matrices B† are described by analogous rules, with B
replaced by B†.
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Derivation
We briefly outline the derivation of these contraction rules. In an index notation,
the Gaussian average (7.33) invoked in the unitary case reads〈
. . .
〉
=
∫
d[B]e2i
∑
αα′ |Bαα′ |2 . . . . (7.41)
For the orthogonal case, the factor 2 has to be removed if we interpret
∑
αα′ as a
sum over all α, α′; compare Eq. (7.33). However, in the latter case only one half
of the matrix elements Bαα′ are independent integration variables — a consequence
of the time reversal relation (7.32). We may thus equivalently restrict the sum to
independent variables only, and keep the prefactor 2. For both the unitary and the
orthogonal cases Gaussian integration now yields〈
Bαα′B
†
β′β
〉
= − 1
2i
δαβδα′β′ , (7.42)
and thus, by Wick’s theorem, the prototypical contraction rule
〈
. . . Bαα′ . . . B
†
β′β . . .
〉
= − 1
2i
δαβδα′β′
〈
. . .
〉
. (7.43)
From this relation we obtain (using the summation convention)
〈
trBX trB†Y [. . .]
〉
=
〈
BαβXβαB
†
γδYδγ[. . .]
〉
= − 1
2i
〈
XβαYαβ[. . .]
〉
= − 1
2i
〈
tr(X Y )[. . .]
〉
, (7.44)
which is contraction rule (7.40a). Rule (7.40b) is proven in the same manner. Rule
(7.40d) for the GOE results from
〈
trBXBY [. . .]
〉
=
〈
tr((σ1X)B(Y σ1) (σ1Bσ1))[. . .]
〉
=
〈
(σ1X)αβBβγ(Y σ1)γδ(σ1Bσ1)δα[. . .]
〉
(7.32)
= −〈(σ1X)αβBβγ(Y σ1)γδB†αδ[. . .]〉
= +
1
2i
〈
(σ1X)αβ(σ1Y
T )βα[. . .]
〉
= +
1
2i
〈
tr(X(σ1Y
Tσ1))[. . .]
〉
= − 1
2i
〈
tr(X Y †)[. . .]
〉
, (7.45)
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where in the last step we used that Y contains an odd number of matrices B and
B† such that the time reversal relation (7.32) implies σ1Y Tσ1 = −Y †. The proof of
rule (7.40c) proceeds along the same lines.
7.4.2 Contraction steps leading to traces of unit matrices
By applying the rules (7.40a-d) we can, step by step, eliminate all matrices B and
B† until we are finally left only with traces of unit matrices. These unit matrices
come into play only when contracting neighboring B’s and B†’s belonging to the
same trace. We then have to apply rule (7.40b) with X or Y absent, or equivalently
X or Y replaced by a unit matrix 1; that matrix must be of size r× r in the unitary
case and of size 2r× 2r in the orthogonal case. We thus have to deal with the three
special cases X = 1 6= Y , Y = 1 6= X , and X = Y = 1 of Eq. (7.40b). Using
tr1 = κr, we see that these cases lead to the relations
〈
trBB†Y [. . .]
〉
= − 1
2i
〈
tr1 trY [. . .]
〉
= −κr
2i
〈
trY [. . .]
〉
(7.46a)〈
trBXB†[. . .]
〉
= − 1
2i
〈
trX tr1[. . .]
〉
= −κr
2i
〈
trX [. . .]
〉
(7.46b)
〈
trBB†[. . .]
〉
= − 1
2i
〈
( tr1)2[. . .]
〉
= −κ
2r2
2i
〈
[. . .]
〉
. (7.46c)
In contrast, for the rules (7.40a,c,d) the overall number of matrices B and B† in X
must be odd and thus X 6= 1; the same applies to Y . Hence these rules do not make
for further special cases.
The last two matrices B and B† will always be removed through a step as in
(7.46c), yielding a factor r2. All intermediate steps involving contractions between
neighboring matrices B and B† further increase the power in r. Hence, such con-
tractions do not survive the replica limit limr→0 1r2 and therefore do not contribute
to the form factor.
7.4.3 Analogy between full contractions and orbit pairs
To elucidate the relation between orbit pairs and the σ model, the contraction rules
(7.40a-d) and (7.46a-c) for trace products 〈∏l( tr (BB†)l)vl〉 can be put to use in two
ways: In the present Subsection, we will reveal orbit pairs as topologically equivalent
to “full contractions” in the σ model. In Subsection 7.4.4, we will translate the above
contraction rules into a recursion analogous to the one determining the numbers of
structures N(~v).
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Full contractions
By iteratively applying Wick’s theorem, each trace product can be written as a sum
over “full contractions”, with each B and B† connected to another matrix through
a contraction line. In the unitary case each such line must connect one B and one
B†. We may thus write, e.g.,
〈
tr (BB†BB†BB†)
〉
=
〈
tr (BB†BB†BB†)
〉
+
〈
tr (BB†BB†BB†)
〉
+
〈
tr (BB†BB†BB†)
〉
+
〈
tr (BB†BB†BB†)
〉
+
〈
tr (BB†BB†BB†)
〉
+
〈
tr (BB†BB†BB†)
〉
. (7.47)
In the orthogonal case, contraction lines may also connect two B’s, or two B†’s.
Each of these full contractions can be evaluated step by step, each time elimi-
nating the matrices connected by one contraction line using the above rules. If one
of the intermediate steps involves a contraction between neighboring B’s and B†’s
of the same trace, the corresponding full contraction will be at least of cubic order
in r and thus vanish in the replica limit limr→0 1r2 . For all full contractions surviving
the replica limit, the number of M = BB† can be brought to one through L − 1
applications of rules (7.40), each yielding a factor − 1
2i
. Finally applying (7.46c), we
pick up a factor −κ2r2
2i
, multiplied with 〈1〉 −−→
r→0
1. Thus, each such full contraction
effectively yields κ
2r2
(−2i)L(~v) . In the example of Eq. (7.47), it is easy to show that only
the full contraction
〈
tr (BB†BB†BB†)
〉
(7.48)
survives. In general, for each trace product 〈∏l( trM l)vl〉, M = BB†, the number
of full contractions surviving in the replica limit (or, in short, the “number of con-
tractions”) will be denoted by Nc(~v). In that limit, the respective trace product is
given by
lim
r→0
1
r2
〈∏
l
( trM l)vl
〉
=
κ2
(−2i)L(~v)Nc(~v) . (7.49)
The Taylor coefficients of the spectral form factor (7.38) are thus expressed as
Kn =
κ
(n− 2)!
L(~v)−V (~v)+1=n∑
~v
(−1)V
κV−1
∏
l≥2 vl!
Nc(~v) . (7.50)
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Analogy to orbit pairs
We will show that the surviving full contractions are directly related to structures
of orbit pairs (γ, γ′). In particular, survival in the replica limit will be revealed as
analogous to γ and γ′ being non-decomposing periodic orbits.
The l-traces tr (BB†)l can be seen as equivalent to l-encounters, with each
BB† standing for one stretch of the original orbit γ. The matrices B and B† are
identified with left and right ports. We assume that the “stretches” inside each trace
are ordered in such a way that γ′ connects each left port to the right port of the
preceding stretch; the ordering of stretches is thus opposite to the permutations Penc
or the penc defined in Subsection 6.2.3. If we represent intra-encounter connections
by lower lines, the connections inside γ are depicted as in〈
tr (BB†BB† . . . BB†) tr (BB† . . .)
〉
, (7.51)
whereas the connections inside γ′ are given by〈
tr (BB†B . . .B†BB†) tr (BB†B . . .B†)
〉
. (7.52)
The (upper) contraction lines are analogous to loops.
Each full contraction yields topological pictures of both orbits γ and γ′. We
only have to combine loops defined by the contraction lines with intra-encounter
connections as in Eqs. (7.51) and (7.52). For instance, the full contraction of Eq.
(7.48) leads to periodic orbits γ and γ′ topologically equivalent to
〈
tr (BB†BB†BB†)
〉
and
〈
tr (BB†BB†BB†)
〉
. (7.53)
To understand better the relation between full contractions and orbits, imagine
two partners accessible from the same γ by different reconnections inside the same
encounters, and translate both orbit pairs into full contractions. The different recon-
nections entail different orderings of BB†’s inside each trace, given that the ordering
of “stretches” BB† must be opposite to the permutation Penc. When changing the
order BB†’s, the contraction lines must be carried along. Thus, both orbit pairs
lead to different full contractions with different upper contraction lines.
Time-reversal invariant systems allow for more full contractions than systems
without time-reversal invariance. Like in our semiclassical treatment, the unitary
case involves only loops connecting right ports to left ports, and thus matrices B† to
matrices B. The sense of motion on γ and γ′ may thus be fixed in a way that both
orbits run from left ports (B’s) to right ports (B†’s) inside encounters, and from
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right to left ports inside loops. Loops connecting two left ports (two B’s) or two
right ports (two B†’s) are possible only in the orthogonal case. In this case “left”
and “right” are arbitrary labels for the two sides of each encounter.3
In general, γ and γ′ may be either connected periodic orbits or pseudo-orbits
decomposing into a number of disjoint components. However, we will show that full
contractions surviving the replica limit correspond to connected periodic orbits γ and
γ′. We have already seen that the surviving contraction (7.48) leads to connected
γ and γ′ as in (7.53); this contraction corresponds to the structure pc, given that
it involves a 3-trace, does not require time-reversal invariance, and has both orbits
connected. In contrast, the remaining five full contractions of Eq. (7.47) are killed
in the replica limit and lead to decomposing γ or γ′; for instance,
〈
tr (BB†BB†BB†)
〉
(7.54)
yields a decomposing γ′ topologically equivalent to
〈
tr (BB†BB†BB†)
〉
. (7.55)
To generalize this example, let us consider an arbitrary full contraction, and
apply the contraction rules to remove two matrices connected by a contraction line;
we then want to check whether the numbers of disjoint component orbits inside γ
and γ′ are changed. For contraction rules (7.40a-d) with X, Y 6= 1, the numbers of
disjoint orbits are preserved. For example, adding the intra-encounter connections
of γ, Eq. (7.51), to rule (7.40a) and cyclicly permuting the elements inside the
traces, we obtain 〈
trBX tr Y B†[. . .]
〉
= − 1
2i
〈
Y X [. . .]
〉
. (7.56)
The three lines on the left-hand side connect the last matrix B in Y , two matrices
B† and B, and the first matrix B† in X . These matrices and lines belong to the
same component orbit of γ. Applying contraction rule (7.40a) as on the right-hand
side of Eq. (7.56), the two matrices connected by the upper contraction line are
removed, and the final B of Y is connected directly to the first B† in X . We thus
eliminated two matrices related to our component orbit, but did not change the
number of component orbits inside γ. The same applies to γ′, where adding the
intra-encounter connections of Eq. (7.52) yields
〈
trBX trY B†[. . .]
〉
= − 1
2i
〈
tr Y X [. . .]
〉
, (7.57)
3 We here depart from the conventions of Subsection 5.1 where the left-hand side of an encounter
was defined such as to include the entrance port of the corresponding first stretch.
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the only difference to (7.56) being that the affected component of γ′ contains the
last B† in X and the first B in Y . Similar reasoning applies to rules (7.40b-d), if
X, Y 6= 1.
In contrast, the number of disjoint orbits is reduced when eliminating contrac-
tions between neighboring B’s and B†’s according to the special cases (7.46a-c). In
particular, (7.46a) removes a component orbit BB† from γ,
〈
trBB†Y [. . .]
〉
= −κr
2i
〈
trY [. . .]
〉
, (7.58)
whereas (7.46b) removes a component of γ′,
〈
tr BXB†[. . .]
〉
= −κr
2i
〈
trX [. . .]
〉
, (7.59)
and (7.46c) eliminates one component from both γ and γ′.
We can now prove that survival of the replica limit implies connected orbits γ
and γ′. Using the above contraction rules, all full contractions are brought to a form
∝ 〈 trBB†〉, corresponding to a pair of non-decomposing γ and γ′ both represented
by
〈
trBB†
〉
. If the initial full contractions involve either γ or γ′ decomposing into
several disjoint orbits, some of the intermediate steps have to reduce the number of
component orbits; these steps must involve cases (7.46a-c) and thus kill the contri-
bution in the replica limit. In contrast, full contractions corresponding to connected
γ and γ′ are reduced to
〈
trBB†
〉
without invoking (7.46a-c) and thus survive the
replica limit. Therefore surviving full contractions indeed correspond to structures
of pairs of connected periodic orbits.
Relation between N(~v) and Nc(~v)
The number Nc(~v) of contractions with fixed ~v thus coincides with the number
of structures N(~v), up to a combinatorial factor. To determine this factor, let us
first consider the unitary case. In order to translate a surviving full contraction
into a structure of orbit pairs as defined in Chapter 4, one of the L(~v) “stretches”
BB† has to be singled out as the first. Taking into account all Nc(~v) contractions,
this leaves L(~v)Nc(~v) possibilities. The structure obtained remains unchanged if
we cyclicly permute the elements BB† in each l-trace (including their contraction
lines). Likewise the same structure arises from all vl! possible orderings of l-traces
inside our full contractions. Consequently, each of the N(~v) structures is obtained
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∏
l l
vlvl! times.
4 We thus have
∏
l l
vlvl!N(~v) = L(~v)Nc(~v), or
N(~v) =
L(~v)∏
l l
vlvl!
Nc(~v) . (7.60)
In the orthogonal case, we also need to account for the directions of motion.
When translating full contractions to structures of orbit pairs, we do not only have
L(~v) choices for a first stretch, but also two different ways to fix the sense of motion
on γ. For all Nc(~v) contractions, this leaves altogether 2L(~v)Nc(~v) possibilities.
(The different choices for the direction of motion on γ′ do not lead to an additional
factor 2, since the pairs (γ, γ′) and (γ, γ′) are described by the same structure.)
On the other hand, the structure remains unaffected by taking the adjoint of the
matrix product under a trace, and thus interchanging the “left” and “right” sides
of the corresponding encounter; thus each structure is obtained 2V
∏
l l
vlvl! rather
than
∏
l l
vlvl! times.
5 In general, the numbers of contractions and the numbers of
structures are thus related by
N(~v) =
L(~v)
κV−1
∏
l l
vlvl!
Nc(~v) (7.61)
with κ = 1 and 2 respectively applying to the unitary and orthogonal cases. Cru-
cially, (7.61) implies that the series expansions of K(τ) obtained form semiclassics,
Eq. (5.22), and the σ model, Eq. (7.50), coincide term by term.
7.4.4 Recursion formula for the number of contractions
Our recursion for the numbers of structures N(~v) has an interesting field-theoretical
interpretation. The contraction rules (7.40a-d) can be turned into a recursion re-
lation for the trace products 〈∏l( tr (BB†)l)vl〉 or, equivalently, Nc(~v) directly par-
alleling the results for N(~v), and indeed inspiring some of the reasoning for N(~v).
To define that recursion, let us select a trace tr(BB†)l inside the above product
4 To see this explicitly, let us determine the permutation Penc related to a given full contraction.
We number the “stretches” BB† in order of traversal by γ, starting from an arbitrary reference
stretch. Each trace gives rise to one cycle, obtained by replacing each BB† with its number and
reverting the order of numbers; as mentioned above the matrix products BB† inside each trace are
written in order opposite to Penc. Now, cyclic permutations inside one trace correspond to cyclic
permutations inside one cycle of Penc, and reordering traces to reordering cycles, obviously leaving
Penc invariant. Since we want to order traces by increasing size, traces of different size may not be
interchanged.
5 Again, we can consider the corresponding permutations Penc. The cycles representing stretches
traversed from left to right are constructed as in the unitary case, but have the numbers of all BB†
traversed from right to left marked by an overbar, to denote time reversal; the opposite holds for
their “twin” cycles. Exchanging left and right interchanges the two twins and does not affect Penc.
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(assuming vl > 0), and a matrix B inside. We must contract that B with all other
suitable matrices inside our trace product. Three possibilities arise paralleling those
met in Chapter 6, with the translation trace ↔ encounter ↔ cycle.
First case: contractions between different traces
First, we take up the contractions between our selected B in tr(BB†)l and all suitable
matrices in some other trace tr(BB†)k. If we contract with the first B† in tr(BB†)k,
rule (7.40a) implies that〈
tr
(
BB†(BB†)l−1
)
tr
(
BB†(BB†)k−1
)
[. . .]
〉
= − 1
2i
〈
tr (BB†)k+l−1[. . .]
〉
,
(7.62)
i.e., one k-trace and one l-trace disappear while a (k + l − 1)-trace is born. Con-
tractions with all further B† in tr(BB†)k can be brought to the same form as in
(7.62), by cyclic permutation. Consequently, for k 6= l the contractions with all kvk
matrices B† in k-traces tr(BB†)k give the same result. If k = l, we need to exclude
the k possible contractions with B†’s of the same trace. In general, we thus get
k(vk − δkl) contractions like (7.62).
In the orthogonal case we must also invoke rule (7.40c) for contractions with
k(vk − δkl) matrices B in traces tr(BB†)k,〈
tr
(
BB†(BB†)l−1
)
tr
(
BB†(BB†)k−1
)
[. . .]
〉
= − 1
2i
〈
tr (BB†)k+l−1[. . .]
〉
,
(7.63)
which again all contribute identically.
Each time, one k-trace and one l-trace disappear and one (k+l−1)-trace is added
to the trace product. The vector ~v therefore changes according to vk → vk−1, vl →
vl − 1, vk+l−1 → vk+l−1 + 1; using the same notation as in our semiclassical analysis
we write ~v′ = ~v[k,l→k+l−1]. The overall number of matrices M = BB† is decreased by
1 such that L→ L−1. From each of the κk(vk−δkl) contractions, the trace product
〈∏l( tr (BB†)l)vl〉 receives a contribution − 12i〈∏l( tr (BB†)l)v′l〉. If we formulate our
recursion in terms of numbers of contractions, the denominator −2i cancels due to
the factor (−2i)L(~v) appearing in our formula for the numbers of contractions (7.49).
Thus, the above contractions provide Nc(~v) with a contribution
κk(vk − δkl)Nc(~v[k,l→k+l−1]) . (7.64)
The present case is analogous to the merger of two encounters, or cycles, into one.
Second case: contractions between B, B† inside the same trace
Next, we turn to “internal” contractions between the selected B and matrices B† in
the same trace tr(BB†)l. As explained above, contractions with B†’s immediately
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preceding or following the selected B increase the order in r and lead to a result that
vanishes in the replica limit. For all other contractions, we can apply rule (7.40b),
as in〈
tr
(
B(B†B)mB†(BB†)l−m−1
)
[. . .]
〉
= − 1
2i
〈
tr (BB†)m tr (BB†)l−m−1[. . .]
〉
,
(7.65)
with m running 1,2,. . . , l − 2. Thus, one l-trace disappears and two traces, of
(BB†)m and (BB†)l−m−1, are added; the vector ~v then changes to ~v[l→m,l−m−1].
Again, the factor − 1
2i
disappears if we formulate our recursion in terms of numbers
of contractions Nc(~v). From each of the l − 2 contractions, Nc(~v) thus receives a
contribution
Nc(~v
[l→m,l−m−1]) . (7.66)
In terms of periodic orbits, contraction lines between one B and one B† inside the
same trace correspond to loops connecting the left and right ports of two parallel
stretches of the same encounter. The present recursion steps corresponds to the
removal of one such loop, like in the second case of Subsection 6.1.3.
Third case: contractions between B, B inside the same trace
For the orthogonal case rule (7.40d) yields further contractions: Pairing the selected
B with all other l − 1 matrices B appearing in the same trace, we obtain〈
tr
(
BB†(BB†)mBB†(BB†)l−m−2
)
[. . .]
〉
= − 1
2i
〈
tr (BB†)l−1[. . .]
〉
, (7.67)
where m may take any value between 0 and l− 2. Thus, 〈∏l( tr (BB†)l)vl〉 picks up
l − 1 contributions of trace products with one tr (BB†)l replaced by tr (BB†)l−1,
and thus ~v replaced by ~v[l→l−1]. Correspondingly, Nc(~v) gains a contribution
(l − 1)Nc(~v[l→l−1]) . (7.68)
The present scenario is analogous to the merger of two antiparallel stretches of the
same encounter.
Resulting recursion
Summing up all contributions, we arrive at the recurrence for Nc(~v), for any l with
vl > 0
Nc(~v) = κ
∑
k≥2
k(vk − δkl)Nc(~v[k,l→k+l−1]) +
l−2∑
m=1
Nc(~v
[l→m,l−m−1])
+ (κ− 1)(l − 1)Nc(~v[l→l−1]) . (7.69)
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The recurrence relation (7.69) reflects a single contraction step according to the
rules (7.40a-d) and gives a sum of terms each containing one matrix M = BB†
less than the original trace. Repeated such contraction steps give a sum of an ever
increasing number of terms. After L(~v) − 1 steps each of these summands reads
Nc(~v
′) with v′1 = 1, v
′
l = 0 for l ≥ 2, which due to (7.49) and (7.46c) just equals
unity. The number of contractions Nc(~v) thus gives the number of terms in the
sum at the final stage. This is reassuring, given that each of these terms needs to
correspond to one surviving full contraction.
Most importantly, using that the numbers of contractions Nc(~v) and the numbers
of structures N(~v) are related by Eq. (7.61), we see that the recursion relations
for both quantities, (6.12,6.34) and (7.69), coincide – just like the corresponding
expansions of K(τ).
7.5 Summary
The nonlinear σ model of quantum field theory provides a convenient way of im-
plementing random-matrix (or disorder) averages. Perturbative implementations of
the σ model reveal a striking analogy to our semiclassical procedure: Families of
orbit pairs can be interpreted as diagrams in field theory, encounters correspond to
vertices, and loops to propagator lines. To explore these relations quantitatively, we
introduced the bosonic replica version of the zero-dimensional σ model, in its ratio-
nal parametrization. The latter parametrization gives the spectral form factor as an
integral over matrices B, B†, and allows for a perturbative expansion in powers of
BB†. The l-encounters correspond to factors tr (BB†)l. Orbit loops are related to
contraction lines between B’s and B†’s. Only terms quadratic in the so-called replica
index r contribute, corresponding to pairs of connected periodic orbits γ, γ′. For all
~v, the σ model leads to the same contributions to the form factor as our semiclas-
sical analysis. The recursion obtained from our permutation treatment (reducing
the number of encounter stretches) is mirrored by Wick contractions (reducing the
number of B’s and B†’s).

8. Conclusions and outlook
Within the semiclassical frame of periodic-orbit theory, we have studied the spectral
statistics of individual fully chaotic dynamics. Central to our work are pairs of orbits
which differ only inside close self-encounters. These orbit pairs yield series expan-
sions of the spectral form factor K(τ) for systems with and without time-reversal
invariance. To all orders in τ , our series agree with the corresponding predictions of
random-matrix theory for the Gaussian Orthogonal and Unitary Ensembles. Note
that we do not require any averaging over ensembles of systems. Moreover, we find a
close analogy between semiclassical periodic-orbit expansions and the perturbative
treatment of the nonlinear σ model.
Important questions about universal spectral fluctuations remain open. The
precise conditions for a system to be faithful to random-matrix theory still need to
be established. When evaluating the contributions to the form factor originating
from orbit pairs differing in encounters, we used ergodicity and hyperbolicity as
our main assumptions. Furthermore, we required that all classical resonances are
bounded away from zero (and thus all classical time scales are negligible compared
to TE and TH), and that the dynamics is mixing (see Appendix C.1).
To make sure that a given fully chaotic system has a universal (small-time) form
factor, we need to impose one further restriction: The (small-τ) contributions of all
orbit pairs unrelated to close self-encounters must mutually cancel. On the one hand,
this will concern pairs of seemingly unrelated orbits with “random”, but possibly
very small, action differences. In fact, the vast majority of near-degeneracies in the
action spectrum is of the latter kind, as can be seen from the Poissonian statistics
of the corresponding nearest-neighbor distribution [39]. It is indeed plausible to
assume that such “random” contributions to the form factor simply average out.
However, deviations from universality can arise from system-specific families of
orbit pairs. For dynamics exhibiting arithmetic chaos, strong degeneracies in the
periodic-orbit spectrum give rise to system-specific contributions to the form fac-
tor; hence the systems in question deviate from random-matrix theory [51]. Similar
exceptions are given in [52, 53]. On the other hand, for the Sinai billiard and the
Hadamard-Gutzwiller model, system-specific families of orbit pairs found in [38]
and [54], respectively, do not prevent universality. In order to formulate the precise
conditions for the BGS conjecture, one has to clarify when non-universal contribu-
tions may occur.
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Some further points call for mathematically more rigorous justification. Most
importantly, a better justification is needed for neglecting the difference between
stability amplitudes and periods of the partner orbits. Physical reasons for the
irrelevance of these differences were given in Subsection 3.3.3. However, a full proof
is available only for Sieber/Richter pairs in the Hadamard-Gutzwiller model; see
Appendix A.3. In Appendix C.1, mathematicians might question the application of
the equidistribution theorem to a highly singular observable depending on the orbit
period.
Physically, the perhaps most urgent challenge is to go beyond the range of small
τ . The series expansions obtained here are valid in the limit of small τ . In the
orthogonal case, the expansion converges for τ < 1
2
. The corresponding linear and
logarithmic expressions for the form factor of the unitary and orthogonal classes
remain applicable, by analytic continuation, up to the next singularity. As we know
from random-matrix theory, that singularity is located at τ = 1. However, neither
the locus of the singularity nor the functional form of K(τ) for larger times are
directly accessible through the reasoning presented here.
It remains an interesting challenge to see whether semiclassical methods can
be extended to that regime. Could large-time correlations be related to different
pairs of orbits, not affecting the small-time form factor? Indeed, starting from the
full random-matrix form factor, Argaman et al. [13] derived a weighted density of
classical action differences needed to recover universal short-time and large-time
statistics. Using orbit pairs differing in encounters, we could reproduce only those
parts of Argaman et al.’s “action correlation function” related to short-time statis-
tics [22]. The classical origin of the remaining terms is still unknown. In a related
approach, an analogy to number theory was proposed in [55]: The Hardy-Littlewood
conjecture on prime numbers can be cast into the language of semiclassics, by iden-
tifying prime numbers with periodic orbits. Like the action-correlation function,
this relation seems to imply further classical correlations between orbits.
Alternatively, one might try to improve the periodic-orbit approach by explicitly
taking into account the unitarity of the associated quantum dynamics. For instance,
Bogomolny and Keating [56] incorporated “by hand” the information that energy
eigenvalues are real. They approximated the level staircase N(E) (i.e., the number
of eigenvalues below E) using Gutzwiller’s trace formula, and assumed eigenvalues to
be located wherever N(E) takes half-integer values. The resulting “bootstrapped”
level density, when inserted into the double sum over orbits, could yield a better
approximation for large-time correlations. However, the resulting double sum has
as yet been evaluated only within the diagonal approximation. Further hope to
address the large-τ behavior of K(τ) by incorporating unitarity can be drawn from
the following observation: In a discrete-time formulation, K(τ) can be expressed in
terms of traces of the time-evolution operator; as shown in [2] unitarity allows to
obtain all traces from those corresponding to τ < 1
2
, accessible within the present
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A further line of reasoning aims for a more direct connection to the σ model. A
ballistic σ model for individual chaotic systems was proposed in [8]. However, the
perturbative evaluation of that model seemed to be restricted to the analog of the
diagonal approximation. In [57], the relation to orbit pairs differing in encounters
was used to extract off-diagonal corrections. For the spectral statistics of quantum
graphs, a σ-model description was justified by Gnutzmann and Altland [58]. They
revealed spectral averaging as equivalent to averaging over an ensemble of graphs,
with members distinguished only by their boundary conditions; the latter ensemble
average could be implemented through a nonlinear σ model. By construction, any
such direct mapping to the σ model also covers large-time statistics. See [43] for
earlier works on quantum graphs yielding the first three orders of K(τ).
For a full understanding of universal spectral statistics, further statistical quan-
tities such as higher-order correlation functions or the level-spacing distribution need
to be considered. The related small-time statistics should involve correlations be-
tween more than two orbits, but not bring about fundamental difficulties. Large-time
statistics – or, equivalently, the behavior of the level-spacing distribution for small
energy differences s – poses a challenge similar to the large-time form factor. A
solution of this problem would be highly desirable, since only a treatment of small
s could finally lead to a semiclassical understanding of level repulsion.
Such open questions not withstanding, we expect the ideas presented here to
carry over to all remaining symmetry classes, i.e., the symplectic class and the new
classes proposed in [34], and a rich variety of applications in mesoscopic physics.
For instance, the same orbit pairs as described here have been employed in [22,59–
61] to show that time-reversal invariant spin systems are faithful to random-matrix
theory. The GOE applies for integer quantum number S and time-reversal operators
T squaring to +1, whereas the GSE requires half-integer spin and T 2 = −1. While
the relevant pairs of orbits are the same as without spin, their contribution to the
form factor is changed: The state of the system is given by a spinor with 2S + 1
components such that the van Vleck propagator of the spinless system has to be
multiplied by a (2S + 1) × (2S + 1) matrix representing spin evolution. For both
γ and γ′, the corresponding matrices lead to additional factors in the double sum
over periodic orbits which, taken into account correctly, reproduce the pertinent
RMT results. Thus, universal (small-time) behavior is ascertained for all three
Wigner/Dyson symmetry classes.
Likewise, periodic orbits allow to study the crossover between symmetry classes,
as shown in [24,62,63] for the GOE/GUE transition caused by a weak magnetic field.
In [63] the cubic contribution to the form factor was determined from exactly the
same families of orbit pairs as introduced in Chapter 4. This time, the contribution
of each orbit pair is modified by an additional action term depending on the magnetic
field. Ultimately, all encounter stretches or loops traversed by γ and γ′ in mutually
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Fig. 8.1: A Richter/Sieber pair of trajectories, contributing to conductance. The
two trajectories connect leads attached to a chaotic cavity, and differ
inside an antiparallel 2-encounter.
time-reversed direction lead to additional factors, shrinking exponentially as either
the duration of the stretch or loop, or the squared magnetic field are increased.
Fluctuations involving matrix elements of observables are accounted for if we
multiply the contribution of each periodic orbit with an integral of the observable
along the orbit in question [21].
A lot of further interesting applications become accessible if the idea of encounter
reconnections is applied to different types of trajectories. Doing so, it should be possi-
ble to go beyond the “threefold way” and extend the present results to the seven new
symmetry classes [34], of experimental relevance for normal-metal/superconductor
heterostructures and in quantum chromodynamics. First steps are taken in [64].
Here, the main quantity of interest is no longer the spectral form factor, but the
level density proper. Classical orbits in a normal-conducting cavity attached to a
superconductor have a peculiar form: Upon reflection from the surface of the su-
perconductor, electrons are converted into holes, and vice versa. The analog of, say,
a Sieber/Richter pair will be one single periodic orbit consisting of two subsequent
parts. These parts differ (i) by reconnections inside a 2-encounter, and (ii) because
one part describes the motion of an electron, whereas the other one describes the
motion of a hole.
Transport properties such as conductance, shot noise, or delay times [65–69]
provide another rich field of experimentally relevant applications. In the latter
cases, the trajectories to be considered are no longer periodic, but connect two
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leads attached to a chaotic cavity. Conductance is determined by pairs of such
trajectories [65]; in Fig. 8.1 we have depicted two trajectories differing in a 2-
encounter. To study shot noise, one also has to take into account quadruples of
trajectories [66].
While previous results were restricted to the lowest orders in series expansions of
the quantities in question, our machinery of encounters and permutations, together
with intuition drawn from field theory should allow to attack the full expansion.
Moreover, the present formalism permits to elegantly treat general fully chaotic
dynamics, and thus go beyond the model systems (like quantum graphs or the
Hadamard-Gutzwiller model) employed in many of the above works.
Finally, our semiclassical treatment, applying to individual systems, should be
capable of describing system-specific behavior and deviations from random-matrix
theory, as long as these deviations are related to pairs of orbits differing in encoun-
ters. Deviations have been observed both for very small times (the corresponding
range of τ shrinking to zero as ~ → 0), and around τ = 1 [70]. At least, we can
explain the failure of random-matrix theory for τ < TE
TH
: In that regime, the present
orbit pairs no longer exits, since the relevant encounter durations of order TE would
exceed the orbit periods τTH . Deviations from universality would also be of interest
in the context of localization, and for dynamics with mixed phase space.

Anhang A
Self-crossings in configuration space
Sieber’s and Richter’s seminal works [14,15] on the τ 2 contribution to spectral form
factor were formulated in terms of self-crossings in configuration space, rather than
close self-encounters in phase space. In [18], we extended this approach to general
fully chaotic systems with two degrees of freedom and a Hamiltonian of the form
H(q,p) = p
2
2m
+V (q), by taking into account the geometry of the stable and unstable
manifolds. In the following, we will first briefly review the analytical results of [18],
stressing the connection to the treatment in Chapter 3. Thus prepared, we will then
move on to numerical experiments and a more careful investigation of correction
terms in the Hadamard-Gutzwiller model (the latter not included in [18]); for both
extensions the language of self-crossings in configuration space seems to be better
suited than the phase-space language employed in Chapter 3.
A.1 Overview
In (two-dimensional) configuration space, an antiparallel 2-encounter involves a self-
crossing with a small angle ǫ as in Fig. A.1a, or a narrowly avoided crossing as
depicted in Fig. A.1b. In systems with conjugate points, there can even be a “braid”
of several small-angle crossings close to mutually conjugate points: Each crossing
can be seen as the starting point of two close-by trajectories; these trajectories may
meet again in points (almost) conjugate to the initial crossing and thereby form new
crossings. An example for such a braid of self-crossings in the cardioid billiard is
shown in Fig. A.1c. These braids (as well as the almost self-retracing encounters
discussed in Section 3.4) did not show up in the Hadamard-Gutzwiller model; they
were first observed in [40] and treated analytically in [18].
Regardless of the system considered, in case of two dimensions at least one of the
two partners in each Sieber/Richter pair involves a self-crossing. An investigation
of self-crossings may therefore serve as a basis for determining the contribution of
Sieber/Richter pairs to the spectral form factor.
To measure the separation between the two stretches of an encounter, we may use
the small crossing angle ǫ rather than the stable and unstable coordinates s and u.
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Fig. A.1: Configuration-space projections of phase-space encounters in the desym-
metrized diamond and the cardioid billiard: a) containing one self-
crossing (in a circle), b) narrowly avoiding a self-crossing, c) containing a
“braid” of self-crossings (marked by circles) close to mutually conjugate
points.
We can translate between both sets of coordinates by considering a Poincare´ section
P orthogonal to one of the encounter stretches at the location of a configuration-
space crossing. This Poincare´ section may be parametrized by configuration-space
and momentum coordinates. The two stretches pierce through P in two almost
mutually time-reversed phase-space points x1 and x2. Since P is placed at a crossing,
the separation T x2−x1 must have a vanishing configuration-space component. The
momentum component may be written as ±|p| sin ǫ, or ±|p|ǫ in the limit of small
crossing angles. Here |p| is the absolute value of the momentum part of either x1 or
x2, and “±” has to be inserted because the angle ǫ will always be taken as positive.
We thus obtain T x2−x1 =
(
0
±|p|ǫ
)
, the upper and lower lines respectively referring
to configuration space and momentum space.
The separation
(
0
±|p|ǫ
)
can be decomposed into one stable and one unstable
part. Dropping the subscript of x ≡ x1, we will characterize the stable and unstable
directions es(x), eu(x) at x by the ratios of their momentum and configuration-space
components Bs(x) =
esp(x)
esq(x)
and Bu(x) =
eup (x)
euq (x)
; these ratios are sometimes referred to
as “curvatures” of the invariant manifolds [27]. The stable part of
(
0
±|p|ǫ
)
, denoted
by ses(x) in Chapter 3, is now given by
∓ |p|ǫ
Bu(x)− Bs(x)
( 1
Bs(x)
)
, (A.1)
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whereas the unstable part reads
± |p|ǫ
Bu(x)− Bs(x)
( 1
Bu(x)
)
; (A.2)
as required, these parts are proportional to es(x) ∝
(
1
Bs(x)
)
and eu(x) ∝
(
1
Bu(x)
)
,
respectively, and sum up to
(
0
±|p|ǫ
)
.
As in Chapter 3, the action difference ∆S = Sγ − Sγ′ between the partner
orbits γ and γ′ (γ now containing the crossing) is given by the symplectic product
of the stable and unstable parts, i.e., by
∆S(x, ǫ) =
|p|2ǫ2
Bu(x)− Bs(x) . (A.3)
This result was originally derived in [18] using slightly different methods. In the
special case of the Hadamard-Gutzwiller model, we have Bu = −Bs = mλ and thus
reproduce Sieber’s and Richter’s result ∆S = |p|
2ǫ2
2mλ
[14, 15].
Since crossing angles and stable and unstable coordinates are proportional, the
encounter duration of Eq. (3.4) can be written as
tenc(x, ǫ) ∼ 2
λ
ln
C(x)
ǫ
. (A.4)
The precise form of the proportionality factor C(x) is irrelevant for the following
considerations. (Using that tenc =
1
λ
ln c
2
|∆S| , see Eqs. (3.4) and (3.6), it is easy to
show that C(x) depends on the bound c and on the stable and unstable directions at
x via C(x) = c|p|
√|Bu(x)−Bs(x)|). Note that we may not neglect the x dependence
of C(x), since tenc(x, ǫ) must be the same for all crossings inside a given encounter,
even though these crossings involve different angles ǫ. The durations ts and tu of the
“tail” and “head” of the encounter can be expressed as similar logarithmic functions
of ǫ, albeit with different x dependent proportionality factors. For instance, tu may
be written as1
tu(x, ǫ) ∼ 1
λ
ln
Cu(x)
ǫ
. (A.5)
To count orbit pairs, we need to determine the density of self-crossings
PT (x, ǫ), normalized such that integration over an interval of angles and a region
inside the energy shell yields the corresponding number of self-crossings of one or-
bit of period close to T . Note that if we integrate over the whole energy shell, each
crossing will be counted twice – once for each of the two almost time-reversed phase-
space points. We include only crossings between encounter stretches separated by
1 Here, the proportionality factor is given by Cu(x) =
c
|p| |(Bu(x)−Bs(x))esq(x)|.
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non-vanishing loops. Similarly as in Chapter 3, PT (x, ǫ) must be understood as
averaged over all orbits with periods inside a small window around T .
To determine PT (x, ǫ), we start from a density of crossings with angles ǫ, points
x ≡ x1 traversed at time t1, and the point almost time-reversed with respect to
x being traversed at time t2. This density is defined such that integration over a
region inside the energy shell and over intervals of ǫ, t1, and t2 gives the pertaining
number of crossings, averaged over the same ensemble of orbits as above. Using the
ergodicity of the flow, one can show that this auxiliary density is given by
2|p|2 sin ǫ
mΩ2
. (A.6)
Here, 1
Ω
represents the Liouville density on the energy shell (see Subsection 2.1.2),
whereas the probability of finding a crossing in time intervals (t1, t1+dt1), (t2, t2+dt2)
with angle inside an interval (ǫ, ǫ + dǫ) is given by 2|p|
2 sin ǫ
mΩ
dǫdt1dt2. In particular,
the factor sin ǫ implies that orthogonal pieces of trajectory have a much higher
probability to intersect than almost parallel ones. The derivation follows the lines
of the Appendix of [14].
The desired density PT (x, ǫ) of phase-space points and crossing angles only is now
obtained by integrating over t1 and t2. To include only encounters whose stretches
are separated by intervening loops, we use the same restrictions on t1, t2 as in the
phase-space calculation. We thus obtain
PT (x, ǫ) =
2|p|2 sin ǫ
mΩ2
T (T − 2tenc(x, ǫ)), (A.7)
with the correction term ∝ tenc due to the necessity of intervening loops.
When evaluating the contribution to the spectral form factor, we have to make
sure that each orbit pair is counted exactly once, even though the pertaining en-
counter may involve arbitrarily many self-crossings. To this end, we show that for
general two-dimensional hyperbolic Hamiltonians of the form H(q,p) = p
2
2m
+ V (q)
the numbers of crossings in the partner orbits γ and γ′ differ by one, the orbit
with larger action containing one more crossing. This trivially applies to
systems without conjugate points, where the partner with larger action contains
one crossing and the other none. Our proof relies on an argument of winding num-
bers. We follow one of the two encounter stretches and study, in a Poincare´ section
orthogonal to the orbit, three quantities, the directions of the stable and unstable
manifolds (which locally can be visualized as straight lines through the origin) and
the small phase-space vector δx = T x2 − x1 pointing to the time reversed of the
other encounter stretch; see Fig. A.2. As we move along the orbit, these lines and
vectors rotate around the origin, as in the treatment of the Maslov index in Sections
2.2 and 3.3.3. The encounter stretches cross in configuration space each time that
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Fig. A.2: Poincare´ section orthogonal to one of the encounter stretches of either
γ or γ′, with lines indicating the stable and unstable directions and the
vector δx pointing to the time-reversed of the other stretch. The picture
shows the moment in which δx traverses the p-axis, i.e., the stretches
cross in configuration space. The asymptotic motion of δx with respect
to the invariant manifolds is indicated by arrows.
δx rotates through the p-axis. Note that for Hamiltonians of the above form the
p-axis may be traversed only in clockwise direction, given that q˙ = p
m
> 0 in the
upper and < 0 in the lower half plane.
For the orbit with larger action, our formula for the action difference demands
that whenever a crossing occurs we have Bu(x) − Bs(x) > 0, i.e., the unstable
manifold has a higher slope in the Poincare´ section than the stable one; δx is thus
located between the stable manifold (on the counter-clockwise side) and the unstable
manifold (on the clockwise side). The opposite applies to the partner with smaller
action. For both orbits, the motion of δx is now given as a superposition of the
rotation of the invariant manifolds and a motion from the stable towards the unstable
manifold (since the stable components shrink and the unstable components grow).
The motion towards the unstable manifold has clockwise sense for the partner with
larger action, and counter-clockwise sense for the partner with smaller action. For
the orbit with larger action, δx thus performs one more clockwise half-rotation
around the orbit and therefore crosses the p-axis one more time. Consequently, the
latter orbit indeed contains one more crossing.
To count each orbit pair exactly once, we have to weight crossings of the part-
ners with larger and smaller action with respective positive and negative signs, by
multiplying their contributions with sign(Bu(x) − Bs(x)). As a result, only one
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contribution per orbit pair remains effective.
We can now evaluate the contribution of Sieber/Richter pairs (γ, γ′) to the
double sum for K(τ), see Eq. (2.25), replacing the sum over partners γ′ by a sum
over the self-crossings of γ. The latter sum may be written as an integral over ǫ and
x with the density PT (x, ǫ)sign(Bu(x)−Bs(x)), as in
KSR(τ) =
2
TH
〈∑
γ
|Aγ|2δ(τTH − Tγ)
∫
dµ(x) sign(Bu(x)−Bs(x))
×
∫
ǫ>0
dǫ PτTH(x, ǫ) cos
∆S(x, ǫ)
~
〉
, (A.8)
As before, we have replaced Aγ′ → Aγ, Tγ′ → Tγ, and a factor 2 accounts for
the time-reversed partner T γ′. (Two further factors mutually cancel: A factor 2
is needed because there is effectively one crossing per orbit pair – instead of one
encounter in each γ and γ′. A factor 1
2
compensates the inclusion of two almost
time-reversed phase-space points x for each crossing.)
Similar the density wτTH (s, u) of Chapter 3, PτTH(x, ǫ) (compare Eq. (A.7)) falls
into a leading term ∝ T 2H and a subleading correction ∝ THtenc ∼ TETH . When
evaluating the ǫ integral in (A.8), the leading term yields a contribution scaling like
~−1 in the semiclassical limit, and proportional to
∫
dǫ sin ǫ cos |p|
2ǫ2
(Bu(x)−Bs(x))~. If we
approximate sin ǫ ≈ ǫ for small angles, it is easy to show that the integral oscillates
rapidly as ~→ 0 and thus vanishes after averaging.
The ǫ integral of the correction term gives −τ |Bu(x)−Bs(x)|
2mλΩ
. The absolute value
is compensated by multiplication with sign(Bu(x) − Bs(x)). Integrating over the
energy shell, and applying the sum rule of Hannay and Ozorio de Almeida (2.12),
we are led to
KSR(τ) = −2τ 2 Bu − Bs
2mλ
, (A.9)
where . . . denotes an average over the energy shell.
Now, ergodic theory needs to be invoked to relate the directions of the invariant
manifolds to the Lyapunov exponent. The local stretching rate of a hyperbolic
system depends on the normalization chosen for the stable and unstable direction
es(x) and eu(x). One of these choices [7] leads to χ(x) = Bu(x)
m
.2 Since the energy-
shell average of χ(x) coincides with the Lyapunov exponent of the system, we infer
2 This identity was written in [7] as χ(x) = tr
[
∂2H
∂q∂p
+ ∂
2H
∂2p
C(x)
]
, where the matrix C(x) relates
the momentum and configuration-space components of unstable deviations as dp = C(x)dq. If
we consider two-dimensional systems with a Hamiltonian of the form H(q,p) = p
2
2m + V (q),
and evaluate the trace in coordinates orthogonal and parallel to the orbit, we see that χ(x) =
1
m
tr C(x) = Bu(x)
m
.
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that Bu = mλ. Moreover Bs(T x) = −Bu(x) implies that Bs = −Bu = −mλ.
(Proofs for the special case of semi-dispersing billiards can also be found in [71]).
From this, we immediately obtain the universal leading off-diagonal contribution to
the spectral form factor
KSR(τ) = −2τ 2. (A.10)
A.2 Numerical results
We have numerically investigated the statistics of self-crossings for two billiards, the
desymmetrized diamond billiard and the cardioid billiard. For technical reasons,
we considered non-periodic orbits, starting at time 0 and ending at time T . Each
self-crossing is traversed at two times t1, t2 with 0 < t1 < t2 < T .
For both billiards, we want to concentrate on just one plot, displaying promi-
nently a key idea of the present approach: The relevant encounters must have their
stretches separated by intervening loops. The time interval between t1 and t2 is large
enough to contain a non-vanishing loop only if time difference δt = t2 − t1 exceeds
the logarithmic threshold 2tu(x, ǫ) ∼ 2λ ln Cu(x)ǫ ; see Eqs. (3.12) and (A.5). Since in
case of non-periodic trajectories there can be no second loop, the traversal times do
not have to obey any further restrictions (like Eq. (3.13) for periodic orbits). To
illustrate the threshold for δt, we consider a combined density PT (x, ǫ, δt) of crossing
points, angles, and time differences in non-periodic orbits of duration T . Similarly
to the preceding Subsection, an analytical prediction can be made if we integrate
over the auxiliary density in Eq. (A.6). We then obtain
PT (x, ǫ, δt) =
∫ T
0
dt2
∫ t2
0
dt1 δ(δt− (t2 − t1))Θ(δt− 2tu(x, ǫ))2|p|
2 sin ǫ
mΩ2
=
2|p|2 sin ǫ
mΩ2
(T − δt)Θ(δt− 2tu(x, ǫ)) , (A.11)
where the Θ function originates from the minimal time difference 2tu(x, ǫ).
Similarly as in Section 3.5 we expect slight deviations from the ergodic crossing
probability (A.6) and thus from (A.11) for encounter stretches separated by loops
shorter than the classical relaxation time tcl, since in this case both stretches are
statistically correlated; such deviations will concern time differences δt just slightly
exceeding the minimum 2tu(x, ǫ).
Densities of other sets of parameters were investigated in [40] in a preliminary
version and in [18] in final form.
126 Anhang A. Self-crossings in configuration space
Fig. A.3: Exceptional encounters in the desymmetrized diamond billiard: a) an al-
most self-retracing encounter without small-angle crossings, b) an exam-
ple for a crossing (in the full circle) related to the tangential singularity;
in the dotted circle, one stretch narrowly misses the boundary whereas
the other one undergoes a glancing reflection.
Desymmetrized diamond billiard
We have first checked Eq. (A.11) for the desymmetrized diamond billiard. Here
all self-crossings belong to encounters separated by loops. Almost self-retracing
encounters as in Fig. A.3a may not involve self-crossings, since these would have
to be conjugate to the reflection point. Hence, encounters without a partner are
automatically excluded from our statistics. The same applies to all systems without
conjugate points.
Consider Fig. A.4 for a density plot of crossing angles and time differences,
for crossing points x anywhere on the energy shell. The plot depicts the density
PT (x, ǫ, δt), after dividing out sin ǫ and integrating over the energy shell. The results
were obtained by averaging over 2×107 non-periodic trajectories with random initial
conditions and duration T = 10, measured in dimensionless coordinates with mass
and velocity equal to one.
For small angles, the existence of a minimal time difference depending logarith-
mitically on the crossing angle can be verified by a glance at Fig. A.4a. Here, the
dashed line represents the minimal time difference 2tu(x, ǫ) ∼ 2λ ln Cu(x)ǫ , with Cu(x)
replaced by a constant obtained through numerical fitting. Sufficiently far above
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Fig. A.4: Plot of the combined density of time differences δt and crossing angles ǫ
in the desymmetrized diamond billiard: a) for ǫ < π
20
, b) for all angles,
for non-periodic orbits of duration T = 10. Normalization as defined in
the text; the resulting scale is shown in c). For small angles, we observe
a threshold logarithmic in ǫ, as indicated by a dashed line.
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the logarithmic curve, the density is almost uniform. In agreement with Eq. (A.11),
it decays linearly towards larger δt. Below the dashed line, the density of crossings
diminishes fast before vanishing completely inside the white region.
In the vicinity of the logarithmic curve, i.e., for short loops, deviations from the
ergodic crossing probability of Eq. (A.6) make for system-specific inhomogeneities.
Furthermore, the threshold is smeared out since, rather than exactly following the
dashed line, the minimal time difference weakly depends on the location on the
energy shell through the factor Cu(x) in Eq. (A.5).
Most of the crossings significantly below the latter line are due to a system-
specific effect, related to the tangential singularity of the billiard flow: The linear
approximation for the separation between the two encounter stretches is already
violated if one stretch is reflected at the circular part of the boundary, and the other
stretch narrowly avoids the circle; see Fig. A.3b for an example. The encounter
should be considered to end at this reflection point, even if the phase-space separa-
tion between the two stretches is still very small. Hence the duration of the “head”
of the encounter tu is much shorter than
1
λ
ln Cu(x)
ǫ
. The time difference δt between
two traversals of the crossing may thus remain far below the logarithmic threshold,
like in the example of Fig. A.3b. However, our numerical results indicate that
the resulting effect on the crossing distribution is minute, since these exceptional
crossings are much less numerous than generic ones.
At larger angles, which in the semiclassical limit have no impact on the form
factor, Fig. A.4b shows further system-specific structures. Discrete lines at ǫ = π
correspond to periodic orbits, since by “crossing” itself at an angle π, an orbit simply
closes in phase space. These lines are deformed and broadened when going to smaller
angles. Thus, most “orbit parts” (i.e., pieces of trajectory between two traversals
of a crossing) close to δt ≈ 2tu are obtained by deformation of the shortest periodic
orbits. In contrast, the families of “orbit parts” starting at δt = 0 are related to the
corners of the billiard [18, 40].
Cardioid billiard
As a second example, we consider the cardioid billiard. In the cardioid, almost
self-retracing encounters may involve crossings, as seen in Fig. A.5a. The locations
of these crossings are conjugate to each other, and to the point where the orbit is
reflected from the wall with an almost right angle: The two traversals of each crossing
limit a fan of trajectories with a small opening angle which gathers again in the
remaining crossings and in the reflection point. Since there is no associated partner
orbit, these crossings have to be excluded from our statistics, using a criterion based
on symbolic dynamics. We determine the symbol sequence of the orbit and look
for the pair of mutually time-reversed subsequences . . . E . . . E¯ . . ., representing the
encounter in question. We consider only crossings for which E and E are separated
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Fig. A.5: Encounters in the cardioid billiard: a) an almost self-retracing encounter
containing crossings (marked by circles) almost conjugate to the reflec-
tion point, b) example for a cusp-related crossing; in the dotted circle,
only one of the two stretches is reflected.
by a subsequence R representing an intervening loop; the sequence R may not be
time-reversal invariant, since otherwise it could be included in E .
An example for a further class of system-specific crossings is given in Fig. A.5b.
The depicted encounter ends abruptly when one of the two stretches is reflected close
to the cusp of the billiard, while the second stretch narrowly avoids the cusp. The
following loop remains close to the boundary of the billiard and undergoes several
almost glancing reflections. Since the orbit in question comes extremely close to
the classically forbidden region, the applicability of the Gutzwiller trace formula is
highly questionable. We thus eliminate such crossings from our statistics as well [18].
The statistics of the remaining crossings confirms our predictions. Again, the
density of crossing angles and time differences, Fig. A.6, reveals a threshold for δt
depending logarithmitically on the angle, and some system-specific inhomogeneities
close to that threshold.
Like in case of the desymmetrized diamond, these system-specific features do
not prevent universal behavior in the semiclassical limit, since they are associated
to classical time scales negligible compared to TE and TH . A better understanding
of these features could, nevertheless, be helpful for mathematically rigorous work
or for studying deviations from universality outside the semiclassical limit. Note
that the Hadamard-Gutzwiller model also displays system-specific structures, but
of a different kind: In that model, the analog of Figs. A.4 and A.6 just consists
of dispersionless logarithmic curves corresponding each to the family of orbit parts
obtained by deformation of one periodic orbit [15].
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Fig. A.6: Plot of the combined density of time differences δt and crossing angles ǫ
in the cardioid billiard: a) for ǫ < π
20
, b) for all angles. Normalization as
explained in the text and used in Fig. A.4; the resulting scale is shown in
c). For small angles, we observe a threshold logarithmic in ǫ, as indicated
by a dashed line.
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A.3 Sieber/Richter pairs give no additional
contributions
We have seen that Sieber/Richter pairs contribute to the spectral form factor only
through a correction term inside PT (x, ǫ), of subleading order in the orbit period.
Could a more careful analysis of these orbit pairs reveal further corrections, also
affecting the form factor?
In the following, we shall identify several such corrections, but show that their
contributions to the form factor mutually cancel. We will restrict ourselves to the
Hadamard-Gutzwiller model, i.e., a surface of constant negative curvature, tesselated
into octagonic pieces [16,17,54,72]. This model is homogeneously hyperbolic, i.e., the
local stretching rates χ(x) of all phase-space points x and the Lyapunov exponents
λγ of all periodic orbits coincide with the Lyapunov exponent of the system λ. As a
consequence, we have Bu(x) = −Bs(x) = mλ, and may neglect the x dependence of
C(x). Thus, when investigating the statistics of encounters, we need not discriminate
between different points on the energy shell. To formulate that statistics, we work
in dimensionless units with m = |p| = λ = 1; in these units length, period, and
action of each orbit coincide, and will collectively be denoted by L; likewise we will
replace tenc → lenc, TH → LH , and ∆S → ∆L. We then obtain a density of crossing
angles only,
PL(ǫ) =
sin ǫ
Ω
L(L− 2lenc(ǫ)) , (A.12)
and Eq. (A.8) turns into
KSR(τ) =
4
LH
〈∑
γ
∫
ǫ>0
dǫAγAγ′δ
(
τLH − Lγ + Lγ
′
2
)
PLγ (ǫ) cos
∆L
~
〉
. (A.13)
Here, we deliberately avoided to replace Aγ′ → Aγ , or Lγ′ → Lγ, and dropped the
phases of Aγ and Aγ′ since the corresponding Maslov indices coincide. (The Maslov
indices even vanish, unless we divide the Hadamard-Gutzwiller model into pieces in
order to remove its symmetry.) Compared to Eqs. (A.7) and (A.8), a factor 2 was
shifted from the density (A.12) to the prefactor in Eq. (A.13), since PL(ǫ) does not
discriminate between the two points of traversal and thus accounts for each crossing
only once.
When evaluating (A.13), we want to avoid the potentially dangerous approx-
imations made in Chapter 3 and in Appendix A.1. Three points require special
care:
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• We need to take into account the difference between the stability amplitudes
Aγ and Aγ′ . To do so, we write
Aγ =
Tγ√| det(Mγ − 1)| = Tγ2 sinh λγTγ2 =
Lγ
2 sinh Lγ
2
Lγ≫1≈ Lγe−Lγ/2 , (A.14)
see Eq. (2.11), and express Aγ′ as
Aγ′ ≈ Lγ′
Lγ
e∆L/2Aγ =
(
1− ∆L
Lγ
)
e∆L/2Aγ , (A.15)
depending on the length difference between γ and γ′, ∆L = Lγ − Lγ′ .
• When treating the length (or action) difference, hyperbolic geometry allows to
go beyond Sieber’s and Richter’s approximation ∆L ≈ ǫ2
2
. As shown in [17],
we have ∆L = −4 ln cos ǫ
2
= ǫ
2
2
+ ǫ
4
48
+ . . ..
• Finally, we work with the exact crossing density PL(ǫ), without replacing
sin ǫ = ǫ− ǫ3
3
+ . . . by ǫ.
The three corrections mentioned involve only higher orders in ǫ. Upon applying∫
dǫ eiǫ
2/(2~) . . . the resulting contributions to the form factor will be of higher order
in ~, each factor ǫ2 being turned into a factor proportional to ~. Therefore, the
changes arising will not affect the contribution of the correction term inside PL(ǫ),
originating form the necessity of intervening loops. The latter correction term still
yields KSR,corr(τ) = −2τ 2. We must, however, reexamine the contribution of the
leading term ∝ L2. In Appendix A.1, that term gave a contribution scaling like ~−1,
but vanishing after averaging. Additional corrections of relative order ~ therefore
have a chance to survive in the semiclassical limit. In contrast, the length difference
∆L ∝ ǫ2, effectively of order ~, can be safely neglected when directly compared to
the orbit period Lγ′ ∝ ~−1. We hence drop the summand ∆LLγ in (A.15) and replace
Lγ+Lγ′
2
→ Lγ in the δ-function of Eq. (A.13). Altogether, we thus obtain
KSR,lead(τ) =
4
LH
〈∑
γ
A2γ δ(τLH − Lγ)
∫
ǫ>0
dǫ e∆L/2
(
sin ǫ
Ω
L2γ
)
cos
∆L
~
〉
= 4τ 3
L2H
Ω
〈∫
ǫ>0
dǫ e∆L/2 sin ǫ cos
∆L
~
〉
, (A.16)
where in the final step we have used the sum rule of Hannay and Ozorio de Almeida.
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The remaining integral can be evaluated by transforming to ∆L = −4 ln cos ǫ
2
as
a new integration variable. After simplifying the integrand of Eq. (A.16),
dǫ e∆L/2 sin ǫ = d∆L
(
d∆L
dǫ
)−1
e∆L/2 sin ǫ
= d∆L
(
2 tan
ǫ
2
)−1 (
cos
ǫ
2
)−2 (
2 sin
ǫ
2
cos
ǫ
2
)
= d∆L , (A.17)
we find
KSR,lead(τ) = 4τ
3L
2
H
Ω
〈∫ ∆Lmax
0
d∆L cos
∆L
~
〉
= 4τ 3
L2H~
Ω
〈
sin
∆Lmax
~
〉
. (A.18)
Here ∆Lmax is the maximal length difference considered, analogous to the maximal
action difference c2 following from |s|, |u| < c in Chapter 3. The resulting sine
oscillates rapidly in the semiclassical limit, and is annihilated by averaging. We
thus see that the additional corrections do not affect the spectral form factor.
To achieve this result, it was of crucial importance to include all three corrections
listed, of order O(ǫ2) compared to the terms considered in [14, 15]. Each single
correction would yield a non-vanishing contribution of order τ 3. However, Eq. (A.18)
implies that all three corrections taken together mutually cancel.
A.4 Summary
We reviewed an alternative treatment of Sieber/Richter pairs, determining the τ 2
contribution to the form factor. This alternative approach was based on self-
crossings in two-dimensional configuration space and the geometry of the stable
and unstable manifolds in phase space. Each encounter contains one or more self-
crossings, or a narrowly avoided crossing. The action difference can be expressed as
a function of the crossing angle and the stable and unstable directions at the loca-
tion of the crossing. Numerical investigations clearly demonstrate that the stretches
of the relevant encounters are separated by loops, and therefore the traversals of
the relevant crossings have minimal time differences logarithmic in the crossing an-
gle. Moreover, our plots show some system-specific structures related to very short
loops. We finally presented a more careful analysis of Sieber/Richter pairs in the
Hadamard-Gutzwiller model, showing that three additional correction terms give
mutually canceling contributions to the form factor.

Anhang B
Integrals involving 1/tenc
We want to evaluate the integral∫ c
−c
dl−1sdl−1u
1
tenc(s, u)
ei∆S/~ (B.1)
over the 2(l− 1) stable and unstable separations sj, uj inside an l-encounter. These
variables determine both the duration tenc(s, u) of the encounter in question and its
contribution to the action difference ∆S =
∑
j sjuj. We shall show that the integral
oscillates rapidly as ~→ 0 and thus may be neglected in the semiclassical limit. This
was required in Section 5.5 to show that certain terms in the multinomial expansion
of wT (s, u) do not contribute to the form factor; the special case l = 2 was treated
in Section 3.6.
The key is the following change of picture: So far, all Poincare´ sections P inside
a given encounter were integrated over; we thus had to divide out the duration tenc.
Instead, we may single out a section Pe, fixed at the end of the encounter, and
only consider the stable and unstable separations sej , u
e
j therein. For homogeneously
hyperbolic dynamics, i.e., Λ(x, t) = eλt for all x and t, the separations inside Pe are
given by sej = sje
−λtu , uej = uje
λtu with tu denoting the time difference between P
and Pe.
We recall that the encounter ends when the largest of the unstable components,
say the Jth one, reaches ±c such that ueJ = uJeλtu = ±c. All l − 1 possibilities
J = 1, 2, . . . , l − 1 and the two possibilities for the sign ueJ/c = ±1 give additive
contributions I±J to the integral (B.1). Each of these contributions is easily evaluated
after transforming the integration variables from sj , uj to s
e
j , u
e
j (with j 6= J), seJ , and
tu =
1
λ
ln c|uJ | . The Jacobian of that transformation equals λc. The new coordinates
determine the action difference as ∆S =
∑
j s
e
ju
e
j =
∑
j 6=J s
e
ju
e
j±seJc. The encounter
duration is given by tenc(s, u) = tenc(s
e, ue) = minj
{
1
λ
ln c|sej |
}
, see Eq. (5.4). Note
that tenc does not depend on the unstable coordinates u
e; the latter determine only
the duration of the encounter head, which is missing because the Poincare´ section
Pe is placed in the end of the encounter. Since our new coordinates are restricted
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to the ranges −c < sej < c, −c < uej < c, for j 6= J , −c < seJ < c, and 0 < tu < tenc,
we obtain
I±J = λc
∫ c
−c
dseJe
±iseJc/~
(∏
j 6=J
∫ c
−c
dsejdu
e
je
iseju
e
j/~
)
× 1
tenc(se, ue)
∫ tenc(se,ue)
0
dtu︸ ︷︷ ︸
=1
∼ λ(2π~)l−22~ sin c
2
~
. (B.2)
Note that the divisor tenc was canceled by the tu integral; moreover, the 2(l − 2)
integrals over sej , u
e
j, of the form already encountered in Eq. (3.24), gave the factor
(2π~)l−2. Most importantly, the factor sin c
2
~
, provided by the integral over seJ , is a
rapidly oscillating function of c and ~, annulled by averaging over these quantities;
as shown in Section 3.6 averaging over c is equivalent to averaging over the energy
E. Thus, the integral (B.1), just the 2(l − 1)-fold of Eq. (B.2), effectively vanishes
as ~ → 0. Note that rapidly oscillating terms as in Eq. (B.2) are essentially
spurious and would not appear if smooth encounter cut-offs were used (instead of
our |s| < c, |u| < c).
Anhang C
Extension to general hyperbolicity and
f > 2
So far, some of our reasoning was restricted to two-dimensional homogeneously
hyperbolic systems. Here, we extend our approach to general fully chaotic dynamics
with arbitrary numbers f of degrees of freedom. The present results were published
in [21] for the case of Sieber/Richter pairs, and in an Appendix of [22] for arbitrary
orders in τ .
C.1 General hyperbolicity
First, we drop the restriction to “homogeneously hyperbolic” dynamics, for which all
phase space points x have the same Lyapunov exponent λ and the same stretching
factor Λ(t) = eλt. We extend our reasoning to general hyperbolic systems, where the
stretching factors Λ(x, t) may depend on x. In such systems the Lyapunov exponents
of almost all points still coincide with the x independent “Lyapunov exponent of
the system”, whereas each periodic orbit may come with its own Lyapunov exponent
(see Section 2.1).
Most importantly, the divergence of the stretches involved in an encounter de-
pends on the local stretching factor of that encounter, rather than the Lyapunov
exponent of the system. Consequently, our formula (5.4) for the encounter dura-
tion can only be read as an approximation, and that approximation is now to be
avoided. We will thus allow the duration tαenc of the α-th encounter to depend not
only on the stable and unstable separations sαj , uαj , but also on the phase-space
location of the piercing xα1 chosen as the origin of the corresponding Poincare´ sec-
tion. Together, the reference piercing xα1 and the separations sαj , uαj determine the
positions of all piercing points of the α-th encounter and therefore clearly suffice to
determine its duration. The changes arising will be important only for showing that
the contribution originating from the 1
tenc
-integrals of Appendix B vanishes; recall
that the reasoning in Appendix B explicitly required homogeneous hyperbolicity. In
contrast, the terms contributing to K(τ) remain unaffected, since for these terms
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all occurrences of tenc mutually cancel.
When generalizing the statistics of encounters of Section 5.4, we must extend
wT (s, u) to a density wT (x, s, u) also depending on the points of the reference pierc-
ings x = {x11,x21, . . . ,xV 1}. We assume that all piercing points are statistically
uncorrelated; as we have seen, the only existing correlations are related to loops
shorter than the classical relaxation time tcl ≪ TE and thus cannot affect the spec-
tral form factor. We therefore expect a density of reference piercings and stable and
unstable coordinates
wT (x, s, u) =
T (T −∑α lαtαenc)L−1
(L− 1)!ΩL∏α tαenc , (C.1)
differing from the wT (s, u) of Eq. (5.10) only by t
α
enc = t
α
enc(xα1, sα, uα) being a
function of xα1, and by a factor
1
ΩV
arising from the Liouville density for each of
the V reference piercings. Our expression for the form factor, Eq. (5.14), now turns
into
K(τ) = κτ + κτ
〈∑
~v
N(~v)
L
∫
dV µ(x)
∫
dL−V s dL−V u wT (x, s, u) ei∆S/~
〉
, (C.2)
where the x integral refers to V points xα1 in the energy shell, i.e., d
V µ(x) =∏V
α=1 d
4xα1 δ(H(xα1) − E). Eqs. (C.1) and (C.2) can easily be justified along the
lines of Chapter 5. In the following we want, however, to give a mathematically
more careful derivation, showing explicitly how the equidistribution theorem of [26]
and the condition of mixing come into play.
Derivation of Eqs. (C.1) and (C.2)
We first want to consider encounters of one single periodic orbit γ. To do so, we
choose an arbitrary “starting point” z0 on γ, and let Φt(z0) denote the image of z0
under evolution over the time t. For the moment, we want to restrict ourselves to
systems without time-reversal invariance.
We now generalize the density ρ(s, u, t) of Eq. (5.8) to a density ργ(x, s, u, t)
of piercing times tαj , reference piercings xα1 = Φtα1(z0), and stable and unstable
coordinates s, u associated to sˆ, uˆ with Φtαj (z0) − xα1 = sˆαjes(xα1) + uˆαjeu(xα1).
The density ργ(x, s, u, t) shall refer to a fixed orbit γ, a fixed structure of the orbit
pair (γ, γ′) and fixed times tα1 of the reference piercings; it will be normalized
such that integration over energy-shell regions for the reference piercings xα1, and
over intervals for the stable and unstable coordinates sαj, uαj (j = 1, . . . , lα − 1)
and the remaining piercing times tαj (now with j running j = 2, . . . , lα) yields the
corresponding number of sets of piercings inside γ. For each orbit γ, the ργ(x, s, u)
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thus defined can be written as a product of δ functions,
ργ(x, s, u, t) = ΘT (x, s, u, t)
V∏
α=1
δ(Φtα1(z0)− xα1)
×
lα∏
j=2
δ
(
Φtαj (z0)− xα1 − sˆαjes(xα1)− uˆαjeu(xα1)
)
. (C.3)
This product also involves a characteristic function ΘT (x, s, u, t) which returns 1 if
the ordering of times corresponds to the structure considered and the time differences
suffice to have all encounter stretches separated by loops; otherwise ΘT (x, s, u, t) is
equal to zero. Eq. (C.3) can easily be generalized to time-reversal invariant systems:
If the j-th stretch of the α-th encounter is almost time-reversed with respect to the
first one, we simply have to replace Φtαj (z0)→ T Φtαj (z0).
In analogy to Section 5.4, we integrate over the piercing times and divide out
the encounter durations, obtaining a density of reference piercings and stable and
unstable separations only,
wγ(x, s, u) =
∫
dLt ργ(x, s, u, t)∏
α t
α
enc(xα1, sα, uα)
. (C.4)
The periodic-orbit sum for the spectral form factor (5.14) now takes the form
K(τ) = κτ +
κ
TH
〈∑
~v
N(~v)
L
∫
dV µ(x)
∫
dL−V s dL−V u ei∆S/~
×
{∑
γ
|Aγ|2δ(T − Tγ)wγ(x, s, u)
}〉
. (C.5)
The form factor thus depends on the average
1
T
〈∑
γ
|Aγ|2δ(T − Tγ)wγ(x, s, u)
〉
∆T
(C.6)
of wγ(x, s, u) over the ensemble of all periodic orbits with periods inside a small
window around T , weighted with the square of their stability amplitudes. We have
to show that this average coincides with the wT (x, s, u) of Eq. (C.1).
To proceed, we split the time integral of Eq. (C.4) into an integral over 0 < t11 <
T , and further integrals over the differences t′αj = tαj− t11 of all other piercing times
from the first one. Using that Φtαj (z0) = Φt11+t′αj (z0) = Φt11(Φt′αj (z0)), we may thus
represent wγ as the average of an observable f(z) along γ,
wγ(x, s, u) =
1
T
∫ T
0
dt11 f(Φt11(z0)) ≡
[
f
]
γ
(C.7)
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with
f(z) =
T∏
α t
α
enc(xα1, sα, uα)
∫
dL−1t′ΘT (x, s, u, t′)
V∏
α=1
δ(Φt′α1(z)− xα1)
×
lα∏
j=2
δ
(
Φt′αj (z)− xα1 − sˆαjes(xα1)− uˆαjeu(xα1)
)
. (C.8)
Here were replaced ΘT (x, s, u, t) → ΘT (x, s, u, t′), since the times t′αj = tαj − t11
have to obey the same ordering and the same minimal distances as the times tαj .
Thus prepared, we can invoke the equidistribution theorem of [26] (see Subsection
2.1.2): If an observable f(z) is averaged (i) along a periodic orbit γ and (ii) over an
ensemble of all γ (in a small time window and weighted with |Aγ|2 as above), we
obtain an energy-shell average f(z). Hence, the periodic-orbit average of wγ(x, s, u)
can be evaluated as
1
T
〈∑
γ
|Aγ|2δ(T−Tγ)wγ(x, s, u)
〉
∆T
=
1
T
〈∑
γ
|Aγ|2δ(T−Tγ)
[
f
]
γ
〉
∆T
=
∫ dµ(z)
Ω
f(z) ≡ f(z) .
(C.9)
For the observable given in Eq. (C.8), the energy-shell average f(z) can be
calculated provided the dynamics is mixing (see Subsection 2.1.2), i.e., if for two
observables g(z), h(z) we have
g(z)h(Φt(z)) −−−→
t→∞
g h . (C.10)
For finite t, we can then approximate
g(z)h(Φt(z)) ≈ g h , (C.11)
if t is large enough to treat z and Φt(z) as uncorrelated. Neglecting correlations
between subsequent piercings, we repeatedly invoke Eq. (C.11) for the average of
the product of δ functions in Eq. (C.8). We thus end up with a product of averages
of the individual δ functions with Φt′α1(z) and Φt′αj (z) replaced by z. These averages
are easily calculated, yielding V factors
∫ dµ(z)
Ω
δ(z − xα1) = 1Ω and L − V factors∫ dµ(z)
Ω
δ(z − xα1 − sˆαjes(xα1) − uˆαjeu(xα1)) = 1Ω . The periodic-orbit average of
wγ(x, s, u), and thus the energy-shell average of f(z), now turns into
f(z) =
T∏
tαenc
∫
dL−1t′
ΘT (x, s, u, t
′)
ΩL
=
T (T −∑α lαtαenc)L−1
(L− 1)!ΩL∏α tαenc . (C.12)
In the final step, the t′ integral was evaluated in the same way as the t integral
of Section 5.4. Indeed, the periodic-orbit average of wγ(x, s, u) yields the same
wT (x, s, u) as predicted in Eq. (C.1) and the expression (C.5) for the spectral form
factor is brought to the same form as in Eq. (C.2).
C.1. General hyperbolicity 141
Contributions to the form factor
The tenc-independent terms in the multinomial expansion of wT (x, s, u) yield the
same contributions to the form factor as in Section 5.5, since the additional divisor
ΩV is canceled by integration over x. Summation thus gives a K(τ) faithful to the
predictions of random-matrix theory. All other contributions can be neglected in the
semiclassical limit, because they are either of a too low order in T or proportional
to integrals involving 1
tenc(x,s,u)
(where we dropped the encounter label α).
Integrals involving 1/tenc(x, s, u)
To show that integrals of the form∫
dµ(x)
Ω
∫ c
−c
dl−1sdl−1u
1
tenc(x, s, u)
ei∆S/~ (C.13)
vanish after averaging, we reason similarly as in Appendix B. For each contribution
I±J , we transform from x, s, u to phase-space points x
e and separations sej, u
e
j (u
e
J =
±c fixed) inside a Poincare´ section Pe in the encounter end, and the separation
tu between P and Pe. For general hyperbolic dynamics, the stable and unstable
coordinates are related by sej = Λ(x, tu)
−1sj and uej = Λ(x, tu)uj; see Eq. (2.3). The
Jacobian1 of this transformation now reads χ(xe)c with the local stretching rate
defined as χ(Φt(x)) =
d ln |Λ(x,t)|
dt
(see Subsection 2.1.1). We thus obtain
I±J =
∫
dµ(xe)
Ω
χ(xe)c
∫ c
−c
dseJe
±iseJc/~
(∏
j 6=J
∫ c
−c
dsejdu
e
je
iseju
e
j/~
)
× 1
tenc(xe, se, ue)
∫ tenc(xe,se,ue)
0
dtu︸ ︷︷ ︸
=1
, (C.14)
coinciding with Eq. (B.2) since the energy-shell average of the local stretching rate
yields the Lyapunov exponent of the system λ. Thus, all I±J vanish after averaging.
Incidentally, we could have dropped the argument ue of tenc(x
e, se, ue) because the
unstable coordinates only determine the duration of the encounter head; since Pe is
placed in the end of the encounter, this duration must be zero.
We have to check that Eq. (C.14) remains valid if the local stretching rate
becomes negative for some regions inside the energy shell. In this case, the unstable
1 In particular, we have duJ
dtu
= dΛ(x,tu)
−1
dtu
ueJ = −Λ(x, tu)−1 d ln |Λ(x,tu)|dtu ueJ = −Λ(x, tu)−1χ(xe)ueJ
with ueJ = ±c, where we used that Φtu(x) = xe. The factor Λ(x, tu)−1 is compensated by the
remaining transformations uj → uej(j 6= J) and sj → sej . For I+J (that is, positive uJ) the minus
sign in duJ
dtu
is compensated because the upper bound c for uJ corresponds to the lower bound 0
for tu. For I
−
J the minus sign is canceled by the minus in u
e
J = −c.
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coordinates can temporarily shrink rather than grow. In the end of the encounter,
the unstable coordinates may therefore oscillate between values larger and smaller
than ±c. The Poincare´ section Pe may then be placed at any position where uJ
reaches ±c. Consequently, the mapping x, s, u→ xe, se, ue, tu becomesmulti-valued.2
When transforming from Eq. (C.13) to (C.14), each possible set of coordinates
{xe, se, ue, tu} arising from the same {x, s, u} is taken into account separately. The
corresponding contributions come, however, with different signs: All sections Pe
traversed with growing |uJ | and thus χ(xe) > 0 contribute with a positive sign,
whereas all Pe traversed with shrinking |uJ | and thus χ(xe) < 0 contribute with
a negative sign. (If we wanted to count all Pe positively, we would have to use
the absolute value |χ(xe)|c of the Jacobian.) Due to the asymptotic growth of |uJ |,
each {x, s, u} leads to one more section Pe traversed with growing |uJ | than with
shrinking |uJ |. Summing over all Pe, we see that only one contribution to Eq. (C.14)
remains effective. Hence, our coordinate transformation remains valid even in case
of negative local stretching rates.
Physical interpretation
The transformation leading from Eq. (C.13) to Eq. (C.14), and its “homogeneous”
counterpart in Appendix B, have an interesting physical interpretation. The pierc-
ing points of each l-encounter are described by coordinates x, s, u restricted to the
volume V =
{
(x, s, u)
∣∣∣ |sj|, |uj| < c for j = 1, . . . , l − 1}. As our Poincare´ section
P is shifted, the piercing points travel through V: x follows the corresponding orbit,
the stable coordinates shrink and the unstable coordinates grow. Each encounter
thus corresponds to one “trajectory” cutting through the volume V. For the ex-
ample of a 2-encounter, we depicted in Fig. C.1 the range of stable and unstable
coordinates |s|, |u| < c belonging to V, and two trajectories corresponding to the
piercing points of two different encounters.
We now have to sum over encounters or, equivalently, over trajectories cutting
through V. There are essentially two ways to perform such sums: On the one hand,
we may integrate over V and over time (that is, over the time of the reference
piercing). Each trajectory is thus counted for the time tenc it spends inside V, and
we subsequently have to divide by tenc. This approach was taken when deriving
the wT (x, s, u) of Eq. (C.1), or the wT (s, u) of Eq. (3.18). Note that in these
cases, the integrand depended on the probability density for x, s, and u. In Eq.
(C.13) we dropped proportionality factors arising from the time integration and the
probability, and only integrated over ei∆S/~.
On the other hand, we can count each trajectory when it leaves the volume
2 The encounter duration tenc, too, becomes non-unique. However, the differences between the
possible tenc’s are negligible compared to the overall duration of order Ehrenfest time.
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Fig. C.1: Motion of piercing points through a Poincare´ section P inside a 2-
encounter. The box contains stable and unstable coordinates within the
ranges |s|, |u| < c corresponding to the volume V defined in the text. As
P is shifted, the unstable components grow and the stable ones shrink,
traveling on a hyperbola ∆S = su; arrows denote the direction of mo-
tion. At end of the encounter, the piercing points traverse the line u = c.
Of course, there are also trajectories cutting through the remaining four
quadrants of V.
V. Each trajectory finally leaves V through one of the 2(l − 1) faces defined by
uJ = ±c, J = 1, . . . , l − 1, with the remaining stable and unstable coordinates
restricted to (−c, c). (In contrast trajectories first enter through the faces defined by
sJ = ±c.) To count trajectories leaving V through one of these faces, we consider the
current density leading out of V. We thus multiply the integrand, i.e., the “density”
associated to x, s, and u, with the velocity of leaving V. The unstable coordinates
change with the velocity
duj
dt
= χ(x)uj, see Eq. (2.5). The velocity component
perpendicular to the face with uJ = ±c is therefore given by χ(xe)c; here we denoted
the corresponding phase-space point by xe and fixed the sign such that the velocity
of trajectories leaving V is taken as positive. The resulting current density has to be
integrated over the face of V considered, and over time. Dropping proportionality
factors arising from the time integral and from probability considerations, we are
thus led to Eq. (C.14), with the Jacobian χ(xe)c interpreted as a velocity. If the
local stretching rate becomes negative, the trajectories can reenter into V through
the same face, giving a negative contribution to the flux in Eq. (C.14). However,
since each trajectory finally leaves V, all entries and exits ultimately sum up to yield
one positive contribution.
Eqs. (C.13) and (C.14) hence represent two equivalent ways of summing over
encounters, or trajectories crossing V. The approach of Eq. (C.13) is better suited
for terms contributing to K(τ), whereas the approach of Eq. (C.14), first employed
in [24] for Sieber/Richter pairs in two-dimensional systems, yields an easier treat-
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ment of the vanishing terms.
C.2 More than two degrees of freedom
Our results can easily be extended to dynamics with any number f of degrees of
freedom. The applicability of the Gutzwiller trace formula to such systems has been
extensively studied in [38, 73].
For dynamics with arbitrary f ≥ 2, the Poincare´ section P at point x is spanned
by f − 1 pairs of stable and unstable directions esm(x), eum(x) (m = 1, 2, . . . , f − 1),
as in Eq. (2.8). The mutual normalization of these directions was fixed in Eq.
(2.9). Each pair of directions comes with separate stretching factors Λm(x, t) and
stretching rates χm(x), and a separate Lyapunov exponent λm.
Our results carry over if we write out the additional index m: The piercing
points of a given encounter are described by components sˆjm, uˆjm (j = 2, . . . , l; m =
1, . . . , f − 1). Still defining the encounter as the region where all these components
are inside (−c, c), the durations of heads and tails, see Eqs. (5.2-5.3), generalize to
tu = min
j,m
{
1
λm
ln
c
|uˆjm|
}
, ts = min
j,m
{
1
λm
ln
c
|sˆjm|
}
. (C.15)
The action difference related to one encounter is now given by ∆S =
∑
j,m sjmujm,
with sjm, ujm defined by the same coordinate transformation as in Subsection 5.2.2.
The integral over (L−V )(f−1) pairs of stable and unstable components sαjm, uαjm
in the second line of Eq. (5.17) yields (2π~)(L−V )(f−1), which is just what we need
since the Heisenberg time now reads TH =
Ω
(2π~)f−1
.
Given that the encounter ends as soon as one unstable component, say uJM ,
reaches ±c, the 1
tenc
-integral of Appendices B and C.1 is split into components I±JM ,
with λ replaced by λM , and χ(x) by χM(x). These components can be evaluated as
in case of two degrees of freedom.
C.3 Summary
We extended our results to general fully chaotic systems with arbitrary number f of
degrees of freedom. For inhomogeneously hyperbolic systems, the duration of each
encounter not only depends on the differences between piercings, but also on the
phase-space location of the first piercing. This dependence had to be taken into
account when showing that integrals involving 1
tenc
effectively vanish. Moreover, we
showed explicitly how to implement the necessary average over periodic orbits. Our
results carry over to systems with f > 2 if we write out the additional index m,
numbering the f − 1 pairs of stable and unstable directions.
Anhang D
Encounter overlap
So far, we have confined ourselves to encounters whose stretches are separated by
intervening loops, i.e., do not overlap. To justify this, we now want to show that
encounters with overlapping stretches do not give rise to additional orbit pairs, and
therefore do not contribute to the form factor. We must distinguish between three
special cases. As already mentioned in Section 5.3, if stretches of two different en-
counters overlap, these encounters have to be regarded as a single encounter. Gener-
alizing the results of Section 3.4, we will show that two antiparallel stretches without
an intervening loop have to be treated as one single stretch. Finally, we shall see
that encounters with overlapping parallel stretches need not be considered because
the related partners can also be accessed by reconnections inside non-overlapping
encounters.
D.1 Antiparallel encounter stretches
Two antiparallel encounter stretches can follow each other without an intervening
loop only if the encounter involves an almost self-retracing reflection from a hard
wall, as in Fig. 3.4. If the encounter contains more than two stretches, the remaining
stretches must be reflected from the same wall; an example, with two almost self-
retracing reflections, is depicted in Fig. D.1. Note, however, that the almost self-
retracing piece in Fig. 3.4, and each of the two such pieces in Fig. D.1, has only two
ports. Therefore, the depicted encounters should rather be interpreted in a different
way, with each of these pieces viewed as a single stretch, folded back onto itself. The
stretches thus defined are separated by loops. Hence, there is no need to consider
antiparallel encounters without intervening loops.
Critical readers may wish to check that with this interpretation we do not loose
any orbit pairs. For the encounter in Fig. 3.4, this was already shown in Section 3.4.
Here we want to briefly repeat the main ideas. The encounter in question has only
two ports. Since there is no way to reshuffle connections between just two ports,
we expect no partner orbit. To check this expectation, we attempt to construct a
partner orbit as follows: We place a Poincare´ section inside the encounter. The
146 Anhang D. Encounter overlap
Fig. D.1: Full line: Sketch of an orbit undergoing two almost self-retracing reflec-
tions from a hard wall. The encounter depicted by thick full lines could
be regarded as a 3-encounter or a 4-encounter with overlapping stretches,
or as a 2-encounter with both stretches separated by intervening loops.
Dashed line: Partner orbit obtained by reconnecting the four ports of
the above encounter.
encounter pierces through this section in two phase-space points. Now, we imagine
that the orbit is “cut open” in both points and thus split into two parts. These parts
have four loose ends. Generalizing the idea of “reconnecting ports”, we can try to
reconnect these loose ends. We then obtain an – unphysical – periodic trajectory
following one part of the orbit γ, and the time-reversed of the other part. One might
assume that a periodic orbit γ′ can be found by slightly deforming this trajectory.
However, by linearizing the equations of motion around the above trajectory, we
showed that this suspected partner γ′ coincides with the original orbit γ. Hence
there is no (off-diagonal) partner orbit.
Let us now turn to the encounter in Fig. D.1, involving two almost self-retracing
reflections. In this example, we can obtain a partner orbit by changing connections
between the four ports, like for any 2-encounter; this partner is drawn as a dashed
line. We will show that no further partners can be found if we artificially try
to interpret the depicted encounter as, say, a 4-encounter. Let us place a Poincare´
section P somewhere inside the encounter, and cut the orbit open in the four piercing
points. A partner orbit γ′ can be found if we reconnect the resulting eight loose
ends, and subsequently look for a nearby classical periodic orbit. Using the ideas of
Subsection 5.2.2, the necessary reconnections can be performed in three successive
steps. Each step affects only two piercings, and changes the connections of the
corresponding loose ends. We can show that two of these steps effectively do not
change the orbit. Let us identify the loose end preceding the upper self-retracing
reflection in Fig. D.1 with the upper right “port” in Fig. 5.3. Then, this end
is engaged in reconnection steps involving all other loose ends, or “ports”, on the
D.2. Antiparallel fringes 147
same side. Among these, one step also involves the loose end following the same
reflection. This step does not change the orbit, just like reconnections inside the
2-encounter of Fig. 3.4. The remaining two steps thus suffice to obtain the partner
orbit γ′. Repeating the same reasoning for the second reflection, we can show that
one further step may be dropped. Hence, one step suffices to obtain the partner
orbit, which therefore can be seen as originating from reconnections in a 2-encounter
rather than a 4-encounter. We thus see that it suffices to consider the encounter
of Fig. D.1 as a 2-encounter with both stretches separated by intervening loops,
rather than a 4-encounter without intervening loops. Similar arguments apply to
encounters involving arbitrarily many almost self-retracing reflections.1
D.2 Antiparallel fringes
Recall that we define an l-encounter as a region inside a periodic orbit in which l
orbit stretches come close up to time reversal. Attached to the sides of the encounter
are “fringes” in which only some of the l stretches remain close while others have
already gone astray, as shown in Fig. D.2a. We shall now demonstrate that these
fringes do not affect the spectral form factor.
As a first example, let us assume that two antiparallel stretches remain close
after the end of the encounter, as in Fig. D.2a. If there is no intervening loop,
the orbit has to undergo an almost self-retracing reflection (see Fig. D.2b). No
connections can be switched between the two stretches involved. Thus, we cannot
build a partner orbit in which all three stretches of the encounter are changed. Of
course, we can reshuffle connections between, e.g., the upper and lower stretches
in Fig. D.2b, without changing the connections of the middle stretch. The arising
partner is, however, associated to a 2-encounter rather than a 3-encounter. Hence,
the 3-encounter in Fig. D.2b has to be disregarded. The same arguments apply to
any encounter in which two antiparallel “fringe” stretches follow each other without
an intervening loop. (Note that the results in the end of Appendix D.1 carry over
to fringes as well.)
On the other hand, if the “fringe” stretches are separated by an external loop,
a partner orbit can be obtained as usual, by reshuffling connections between all
stretches of the encounter, see Fig. D.2a. To make sure there is an intervening
1 Note that the 2-encounter in Fig. D.1 could be viewed either as parallel or as antiparallel, but
only the antiparallel variant yields a partner orbit. The situation becomes more complicated for
larger encounters. For example an encounter of three almost self-retracing stretches can alterna-
tively be viewed as ✲✲
✲
, ✛✲
✲
, ✲✛
✲
, or ✛✛
✲
; the first stretch by definition points from left to right. Each
of these possibilities leads to a different division of ports into “left” and “right”, and to different
partner orbits, and thus has to be considered as a different encounter. All these encounters lead to
different structures, and to different choices of piercing points, and are therefore taken into account
separately.
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Fig. D.2: 3-encounter (in the box) with a “fringe” where only two antiparallel
stretches remain close. Stretches are separated by a loop in a) but not
in b); an almost self-retracing reflection arises in the latter case. A
partner orbit reconnecting the ports of all three stretches (dashed line)
is obtained only in case a).
loop, we impose minimal separations between piercing points, similar to those used
for excluding overlap between encounters in Section 5.4. Consider two subsequent
antiparallel stretches, say, a stretch j leading from left to right, and a stretch j + 1
leading from right to left. After these stretches have pierced through a Poincare´
section P with unstable coordinates uˆαj and uˆα,j+1, they will remain close for a
time 1
λ
ln c|uˆαj−uˆα,j+1| . This duration contains both the time tu till the end of the α-th
encounter, see Eq. (5.2), and an additional time span after the end of the encounter,
which gives the duration of the fringe. Using the unstable coordinates uˆeαj of piercing
through a section in the end of the encounter (depending on uˆαj via uˆ
e
αj = uˆαje
λtu),
this additional time may be written as 1
λ
ln c|uˆeαj−uˆeα,j+1|
. Hence, the minimal time
difference 2tu between piercings demanded in Section 5.4 has to be incremented
by a time 2
λ
ln c|uˆeαj−uˆeα,j+1|
, depending on the unstable coordinates only via uˆe or,
equivalently, via coordinates ue defined through a coordinate transformation as in
Subsection 5.2.2.
Similarly, if the j-th stretch points from right to left and the (j + 1)-st stretch
points from left to right, the corresponding minimal distance has to be incremented
by an amount purely depending on the stable coordinates sb in the beginning of
the encounter. The contribution of each encounter to the total sum of minimal
separations can therefore be written in the form
tαexcl = lαt
α
enc +∆t
α
s (s
b) + ∆tαu(u
e) (D.1)
with ∆ts and ∆tu functions of s
b and ue only; the precise form of these functions
will not be needed in the following. The numerator in the density of phase-space
separations wT (s, u), Eq. (5.10), has to be modified accordingly; each lαt
α
enc is
replaced by tαexcl.
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We proceed to show that the summands ∆tαs and ∆t
α
u do not affect the spectral
form factor. By reasoning as in Subsection 5.5, we see that only those terms of
the multinomial expansion of the numerator in wT (s, u) contribute to K(τ) which
involve a product of all tαexcl. Due to t
α
excl 6= lαtαenc, these terms now have to be
written as (compare Eq. (5.16))
wcontrT (s, u)
L
= h(~v)
(
T
Ω
)L−V ∏
α
tαexcl
lαtαenc
= h(~v)
(
T
Ω
)L−V ∏
α
[
1 +
∆tαs +∆t
α
u
lαtαenc
]
, (D.2)
and contribute to the form factor as (compare Eq. (5.17))
κτh(~v)
(
T
Ω
)L−V ∏
α
[∫
dL−V s dL−V u
(
1 +
∆tαs +∆t
α
u
lαtαenc
)
e
i
~
∑
j sαjuαj
]
. (D.3)
The integral in Eq. (D.3) coincides with the one in Eq. (5.17) up to the fringe
corrections ∝ ∆tαs
tαenc
and ∝ ∆tαu
tαenc
. By reasoning similarly as in Appendix B, one easily
shows that the resulting integrals vanish in the semiclassical limit: When integrating
over ∆tu
tαenc
, the additional factor ∆tαu(u
e) affects only the integral over ue inside Eq.
(B.2), whereas the rapidly oscillating integral over seJ remains unchanged. For
∆tαs
tαenc
we have to consider a surface of section in the beginning rather than in the end of
the encounter. Then, the integral over the unstable coordinate ubJ ′ associated to the
largest stable coordinate sbJ ′ = ±c oscillates rapidly as ~→ 0; this integral remains
unaffected by the factor ∆ts(s
b). For antiparallel orbit stretches, fringe corrections
to the form factor are hence revealed as negligible in the semiclassical limit.
The present treatment can immediately be generalized to f > 2, if we write out
the additional index m, and to inhomogeneously hyperbolic systems, if we allow
tenc to depend on x. In the latter case, ∆ts will be a function of both s
b and the
phase-space points xb in the beginning of the encounter, and ∆tu will depend on u
e
and xe in the end of the encounter.
D.3 Parallel encounter stretches
We now turn to parallel encounter stretches. We shall see that if two subsequent
parallel stretches of an encounter overlap or follow each other after a relatively short
loop, the encounter will have a very peculiar structure.
Whenever two points of a periodic orbit γ are close in phase space, the orbit
part between these points must be almost periodic – and hence in the vicinity of
a shorter periodic orbit γ˜. The two phase-space points belong to mutually close
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Fig. D.3: Two parallel encounter stretches (thick lines) a) separated by a compar-
atively long loop (thin line), b) separated by a short loop, c) overlapping
in a region depicted by two very close thick lines. The long orbit re-
spectively follows a) slightly more than one, b) slightly less than two, c)
more than two periods of the shorter orbit γ˜ (dotted line). Also depicted
are Poincare´ sections approximately in the center of the encounters, each
with two piercing points.
encounter stretches, which thus are near to γ˜ as well. Typically, these stretches are
short compared to the intervening loop. Hence γ follows only slightly more than
one revolution of γ˜ (Fig. D.3a).
In contrast, if the stretches are only separated by a short loop (see Fig. D.3b),
the orbit γ will remain close to γ˜ for almost two periods: Each of the two stretches
follows nearly one period of γ˜, and the short intervening loop, too, remains in the
vicinity of γ˜.
Finally, if the stretches overlap, γ will contain two or more repetitions of γ˜; see
Fig. D.3c for an example of γ following slightly more than two periods of γ˜.
All further stretches of the encounters considered also have to come close to γ˜.
The orbit γ will thus approach γ˜ several times, and in case of overlap or near-overlap
of stretches at least one approach lasts significantly longer than one revolution of γ˜.
We must now look for partner orbits related to such encounters. To do so, we
shall follow the procedure outlined in Appendix D.1: We place a Poincare´ section
P somewhere inside the encounter, and imagine the orbit γ cut into parts in its
points of piercing through P. We then change connections between the loose ends
of these parts, and slightly deform the resulting closed trajectory to obtain a classical
periodic orbit. 2
2 To avoid confusion, one must clearly distinguish between: encounter stretches, where the orbit
γ comes close to itself; loops between these stretches; orbit parts between two piercing points,
containing parts of the corresponding encounter stretches and the intervening loop; and regions
where γ approaches a shorter orbit γ˜, possibly containing several encounter stretches and loops.
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The crucial point is now the following: If γ follows nearly two, or even sever-
al, revolutions close to γ˜, we have large freedom in selecting piercing points. For
example, the encounter of Fig. D.4c contains a region with three mutually close
lines, corresponding to only two encounter stretches. Placing a Poincare´ section
inside this region, we find three piercing points. We need to select two of them. If
the encounter contains further stretches, these stretches will also pierce through our
section, possibly several times, and we have to select one piercing for each stretch.
Some of the possible choices of piercings formally correspond to different encoun-
ters, even though they yield the same partner orbit. Therefore blindly considering
all encounters and associating with each of them a partner orbit we would count
certain orbit pairs several times.
In the following, we shall identify the conditions under which piercing points of
different encounters yield the same partner. We will demonstrate that within each
family of encounters related to the same partner, only for one member the stretches
are separated by loops exceeding certain minimal durations. When evaluating the
form factor, we will include only this representative encounter and disregard all
other members of the family, to avoid overcounting of orbit pairs. The resulting
contribution to the form factor will turn out the same as if we only demand the
intervening loops to be positive; this is why the latter condition was used in the
main part.
D.3.1 Parallel 3-encounters
We first focus on the example of a parallel 3-encounter inside an orbit γ. The
stretches of this encounter pierce through a Poincare´ section P in phase-space points
x1, x2, and x3, see Fig. D.4a. We shall derive a restriction on the time difference t12
between x1 and x2. Since x1 and x2 are close in phase space, the part of γ between
these points approximately follows a periodic orbit γ˜ with period close to t12. The
orbit γ will also stay close to γ˜ for some time before x1 and after x2. The whole
region close to γ˜ is drawn as a thick full line in Fig. D.4a. In the vicinity of x3, the
orbit γ has to approach γ˜ for a second time. This second approach is represented
by a dash-dotted line.
The piercings x1, x2, and x3 cut γ into three parts. When reconnecting the
“loose ends” of these parts to form a partner orbit, we change the ordering of orbit
parts. This reordering may be interpreted as cutting out the orbit part leading
from x1 to x2 (close to γ˜) and reinserting it between the two other parts, i.e.,
when γ traverses x3. In other words, one revolution of γ˜ is transposed between
the two regions approaching γ˜. The resulting partner is shown in Fig. D.4b, with
one revolution of γ˜ taken out from the region depicted by the thick full line and
reinserted inside the dash-dotted region. (Recall that after transposing orbit parts
the resulting trajectory must be slightly deformed to yield a classical periodic orbit.)
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Fig. D.4: a) An orbit γ approaches a shorter orbit γ˜ (dotted line) in two re-
gions (marked by thick full and dash-dotted lines). It pierces three times
through each of the Poincare´ sections P and P ′; the two sets of piercings
belong to two different encounters. b) Reconnections in either encounter
lead to the same partner γ′, with one revolution of γ˜ transposed between
the full and dash-dotted regions.
Crucially, different sets of piercing points may yield the same partner. We have
already seen that the Poincare´ section may be moved continuously through the
encounter. The piercing points will then all be shifted by the same amount of time.
All sets of piercings thus obtained belong to the same encounter and yield the same
partner.
In the present scenario, the freedom in choosing piercing points is even larger.
To show this, let us compare two sets of piercings, the above points x1, x2, x3 in a
Poincare´ section P, and piercings x′1, x′2, x′3 in a (possibly) different Poincare´ section
P ′. We assume that the new piercings are also close to γ˜, with x′1 and x′2 inside
the same region of approach to γ˜ as x1 and x2, and x
′
3 in the same region as x3,
as in Fig. D.4a. Furthermore, we demand that the points x′1 and x
′
2 enclose one
revolution of γ˜, just like x1 and x2. Then, upon reconnection again one revolution
of γ˜ (the piece leading from x′1 to x
′
2) is cut out from the first region approaching
γ˜ and reinserted inside the second region of approach (at position x′3). Hence we
obtain the same partner as for the “old” piercings.
The phase-space points x′1, x
′
2, x
′
3 will typically be shifted along the orbit com-
pared to their counterparts x1, x2, x3. The first two points must both be shifted
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by the same amount of time tA, to guarantee that they remain separated by one
period of γ˜. The third one may be shifted by a different time tB. After these shifts,
all phase-space points must meet inside the same Poincare´ section P ′, such that the
orbit γ pierces through P ′ in x′1, x′2, and x′3.
We have seen that for tA = tB, i.e., if all points are shifted by the same amount
of time, the piercings x′1, x
′
2, and x
′
3 form part of the same encounter as x1, x2, and
x3, crossed by a different Poincare´ section. However, if tA 6= tB our “new” piercings
belong to a different encounter than the “old” ones, with both encounters yielding
the same partner orbit. In the example of Fig. D.4a, the points x′1 and x
′
2 are
shifted to the future (tA > 0) compared to their counterparts x1 and x2, whereas x
′
3
is located to the past of x3 (tB < 0). Nevertheless, both sets of piercing points give
rise to the partner orbit depicted in Fig. D.4b, with one revolution of γ˜ transposed
between the two regions approaching γ˜.
Not all encounters allow for such alternative piercings. Roughly speaking, to
find alternative piercings with tA > 0 and tB < 0, the orbit γ must follow γ˜ long
enough such that points shifted in two opposite directions can meet again in the
same Poincare´ section P ′. There is a chance for such piercing points to exist if the
encounter stretches overlap or are separated by short loops, and therefore γ follows
several periods of γ˜. We proceed to determine the precise conditions.
First of all, how far can the points be shifted without leaving the vicinity of γ˜?
To answer this question, we need to determine the stable and unstable coordinates
of the phase-space point x˜ in which the orbit γ˜ intersects the section P. The
trajectories passing through x˜ and x1 remain close at least for one period of γ˜ after
which they are carried to x˜ and x2, respectively. Thus by reasoning similarly as
in Subsection 5.2.1 we see that x˜ and x1 have approximately the same unstable
component ˆ˜u ≈ uˆ1 = 0.3
Likewise the trajectories passing through x˜ and x2 remain close for large negative
times, such that the stable component of x˜ may be approximated by ˆ˜s ≈ sˆ2.
The first two phase-space points may be shifted to the future as long as both
remain close to γ˜. The second point starts to deviate significantly from γ˜ earlier
than the first one. Therefore, we can shift both phase-space points until the unstable
separation between x2 and x˜, i.e., uˆ2− ˆ˜u ≈ uˆ2− uˆ1, grows beyond our bound c. This
will happen after a time 1
λ
ln c|uˆ2−uˆ1| . We will thus stay in the vicinity of γ˜ while
tA <
1
λ
ln
c
|uˆ2 − uˆ1| . (D.4)
The third point may be shifted to the past as long as the stable component of its
3 The error introduced by this approximation is negligible compared to the other unstable
differences. Linearizing the equations of motion, we obtain the unstable component ˆ˜u of x˜ as
uˆ2− ˆ˜u = eλt12(uˆ1− ˆ˜u) with uˆ1 = 0 and thus ˆ˜u− uˆ1 = ˆ˜u = (1− eλt12)−1uˆ2. The difference between
ˆ˜u and uˆ1 vanishes like O(e−λt12 ) compared to uˆ2.
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separation from γ˜, i.e., sˆ3− ˆ˜s ≈ sˆ3− sˆ2 remains below c; this leads to the restriction
−tB < 1
λ
ln
c
|sˆ3 − sˆ2| . (D.5)
The shifted points x′1, x
′
2, and x
′
3 allow for reconnections only if they meet inside
the same Poincare´ section P ′. This restriction is trivially fulfilled if all phase-space
points are shifted by the same amount of time tA = tB from one section P to a
different section P ′. Likewise, the points will meet inside the same section if, say,
x1 and x2 effectively perform one more rotation around γ˜ than x3. After one such
rotation, x1 and x2 end up in the same Poincare´ section as they started from. More
generally, the shifted points will meet in the same Poincare´ section if x1 and x2
perform an integer number of rotations more, or less, than x3. This means that
the time difference tA − tB must involve an integer number of periods of γ˜, i.e., an
integer multiple of t12. The restriction of having x
′
1, x
′
2, and x
′
3 located inside the
same Poincare´ section thus boils down to
tA − tB = n t12 (D.6)
with n = −2,−1, 0, 1, 2, . . .. If we restrict ourselves to tA > 0, tB < 0, we must have
positive n = 1, 2, . . .. Combining Eqs. (D.4-D.6), we are led to
n t12 <
1
λ
ln
c
|uˆ2 − uˆ1| +
1
λ
ln
c
|sˆ3 − sˆ2| . (D.7)
If the separation t12 is sufficiently large, i.e., if
t12 >
1
λ
ln
c
|uˆ2 − uˆ1| +
1
λ
ln
c
|sˆ3 − sˆ2| , (D.8)
Eq. (D.7) has no positive solution n. In this case, no alternative encounter can be
obtained by shifting the first two phase-space points to the future and the third one
to the past; otherwise such encounters can be found, one for each possible n ≥ 1.
For the case tA < 0, tB > 0, analogous reasoning yields a similar condition.
We are now prepared to single out one representative encounter for each orbit
pair. Inside each family of equivalent encounters we take the member for which
the time between piercings x2 and x3 is smallest. This time difference is decreased
by all shifts with tA > 0, tB < 0, and increased if tA < 0, tB > 0. (tA and tB
with equal sign need not be considered since we may shift P ′ until the signs are
opposite.) Hence from the chosen encounter no alternative one may be accessible
through a shift with tA > 0, tB < 0. Consequently our representative encounter has
to satisfy Eq. (D.8). Using the stable coordinates sˆbj = sˆje
λts in the beginning of
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the encounter and the unstable coordinates uˆej = uˆje
λtu in the end, and recalling
that tenc = ts + tu, we may rewrite this condition as
4
t12 > tenc +
1
λ
ln
c
|uˆe2 − uˆe1|
+
1
λ
ln
c
|sˆb3 − sˆb2|
. (D.9)
Minimal separations between, say, the second and third piercing, are obtained from
Eq. (D.9) by cyclic permutation.
Eq. (D.9) can be interpreted as follows: Demanding t12 > tenc implies that
we consider only encounters whose stretches do not overlap, as postulated in the
main part. The additional increment in Eq. (D.9) can be regarded as a minimal
loop duration. If the loop in between the encounter stretches is very large, γ will
follow γ˜ for only slightly more than one period and there will be no alternative
encounter. If the loop slightly exceeds our threshold, there typically are alternative
encounters, but the one considered is the encounter representative for our orbit pair.
The boundary between both scenarios is irrelevant for our considerations.
The minimal loop duration depends purely on sˆb and uˆe. In the language of
Appendix D.2, the second summand in Eq. (D.9) gives the duration of the “fringe”
where the first two stretches remain close after the end of the encounter; likewise
the third summand represents the duration of the fringe where the second and third
stretch come close before the beginning of the encounter.
Due to the exclusive dependence on sˆb and uˆe, respectively, the additional sum-
mands in Eq. (D.9) do not affect the form factor in the semiclassical limit. Again
the sum of minimal time differences is of the same form, Eq. (D.1), as met in case
of antiparallel fringes, and the reasoning of Appendix D.2 carries over accordingly.
Focusing on the example of a parallel 3-encounter, we have thus justified the
treatment in the main part: We have shown that encounters with overlapping
stretches must be excluded, and that corrections due to the exclusion of encounter
stretches separated by short loops do not affect K(τ) in the semiclassical limit.
D.3.2 General l-encounters
The previous line of reasoning may be generalized to l-encounters with arbitrary l.
For simplicity, we first consider orbit pairs (γ, γ′) differing in one encounter with
all l stretches almost parallel. This encounter pierces l times through a Poincare´
section P, cutting the orbit γ into l parts. We label each of the l orbit parts by the
same number as the following piercing point; this label coincides with the number
of the loop and the entrance port included in the corresponding part. As before,
4 Alternatively, we could have selected the encounter with the largest rather than the smallest
time difference between x2 and x3. This would yield a condition symmetric to (D.9), but with
stable and unstable coordinates interchanged. This condition would yield the same result for the
spectral form factor.
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the second orbit part, between the first two piercing points, is close to a shorter
periodic orbit γ˜. We shall see that the partner γ′ can be obtained by performing
reconnections inside two separate sets of piercing points, and afterwards cutting out
the part close to γ˜ and reinserting it in a different place. In analogy to the preceding
Subsection, the two sets of points may be shifted independently, without changing
the partner orbit γ′.
We will again employ methods of permutation theory. The order of orbit parts in
γ is given by the permutation P γ = Ploop = (1, 2, . . . , l). In the partner orbit γ
′, the
l parts are ordered differently. This ordering is described by a permutation P 6= P γ.
The permutation P also determines the encounter permutation Penc = P
−1
loopP , giving
the connections between ports, or loose ends, inside γ′. For orbit pairs differing in
one l-encounter, Penc has a single cycle of length l.
We can proceed from γ to γ′ in two steps. In the first step, we go from γ to an
intermediate orbit γint. This orbit has the parts 1, 3, 4, . . . , l ordered as in γ
′, but
the second orbit part still follows the first. When reordering the orbit parts, the first
piercing point, on the border between the first and the second orbit part, remains
practically unaffected. All other piercing points are changed. To describe γint in
terms of permutations, it is technically easier to consider the first two orbit parts as
one single part, labelled by the index 1. (Treating the first two orbit parts as one
means that the first piercing point, unchanged in γint, is disregarded, and that the
second piercing point, following the two initial orbit parts, is renamed into the first.)
The ordering of orbit parts in γint is then given by a permutation Q obtained from
the permutation P , describing γ′, by leaving out the label 2. Likewise, we have to
eliminate the element 2 from the permutation Ploop, leading to a new permutation
Qloop. The intra-encounter connections of γint are thus described by the permutation
Qenc = Q
−1
loopQ. The cycle structure of Qenc was already investigated in Subsection
6.1.3, where for formal reasons we eliminated L = l rather than 2; all our results
carry over if we eliminate 2 instead. We have seen that inside Qenc, the l-cycle of
Penc is split in two cycles, given in Eq. (6.9). Hence, γint may be obtained from γ
by independent reconnections inside two separate sets of encounter stretches.
In the second step, we go from γint to the partner γ
′. We thus have to cut out
the second orbit part, close to γ˜, and reinsert it into its destined place.
We are now prepared to generalize the arguments of the previous Subsection.
The l piercing points can be divided in two sets A and B, corresponding to the two
cycles of Qenc; the first piercing point, not taking part in reconnections, must be
included in the same set A as the second one. We can now show that the same
partner γ′ arises if the points of A and B are shifted independently by respective
times tA and tB (e.g., tA > 0 and tB < 0), provided that all piercings remain in
the vicinity of γ˜ and end up inside the same Poincare´ section P ′. First, note that
reconnections inside A yield the same result as before, since the phase-space points
of A were all shifted by an equal amount of time and stayed mutually close. Similar
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arguments apply to the reconnections inside B. Next, we transpose the orbit part
enclosed between the first two piercings. This part still contains one revolution
of γ˜, given that the first and second point were shifted by the same time tA and
remained in the vicinity of γ˜. Hence, for both the “old” and the “new” piercings,
one revolution of γ˜ is cut out from the same region approaching γ˜, and reinserted
inside a different region. Consequently, in both cases we obtain the same γ′.
To guarantee that all points of A remain near γ˜, Eq. (D.4) must be replaced by
tA <
1
λ
ln
c
maxj∈A |uˆ1 − uˆj | . (D.10)
Similarly, the points included in B will stay in the vicinity of γ˜ if
−tB < 1
λ
ln
c
maxj∈B |sˆ2 − sˆj| . (D.11)
As above, we choose a representative encounter from which no other encounter is
accessible through a shift with tA > 0 and tB < 0. The piercing points of this
representative encounter now have to satisfy the restriction
t12 > tenc +
1
λ
ln
c
maxj∈A |uˆe1 − uˆej|
+
1
λ
ln
c
maxj∈B |sˆb2 − sˆbj |
, (D.12)
generalizing Eq. (D.9). Again, the form factor remains unaffected by the increment
depending purely on sˆe and uˆe.
Our results directly carry over to orbit pairs differing in several parallel encoun-
ters, and can be further generalized to time-reversal invariant systems. In the latter
case, some of the remaining piercing points may be approximately time-reversed with
respect to x1 and x2. Such time-reversed points need to be shifted by an amount of
time −tA or −tB rather than tA or tB, to make sure that all points are moved into
the same direction. Moreover, our reasoning extends to f > 2 and inhomogeneous
hyperbolicity as outlined in the antiparallel case.
D.3.3 Symbolic dynamics
We would like to illustrate the above results by a simple example, elucidating their
relation to symbolic dynamics. We consider a parallel 3-encounter, with two overlap-
ping stretches and – in contrast to the preceding Subsections – no fringes attached.
In symbolic dynamics, all three encounter stretches will then be characterized by
the same sequence E . Whenever two subsequent stretches overlap, so do the cor-
responding symbol sequences. This is only possible if E has a special structure.
The simplest symbol sequences allowing for such overlap are of the form E = XYX
with X and Y arbitrary subsequences. The latter structure permits two subsequent
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strings E to overlap in X and merge to a symbol sequence XYXYX , the middle X
denoting the overlapping piece. The form E = XYX obviously limits the length of
the overlap X to less than half the length of E .5
The orbit γ now contains two regions approaching a shorter orbit γ˜ with symbol
sequence XY : one region with the sequence XYXYX formed out of the merger
of two stretches, and one region with a sequence XYX consisting of the remaining
third stretch. If we denote the two intervening loops by L1 and L2, γ will have the
symbol string
γ = (XYXYX )L1(XYX )L2 . (D.13)
This scenario is illustrated in Fig. D.5a. Two Poincare´ sections, represented by
dashed lines, divide the shorter orbit γ˜ in two pieces, with corresponding symbol
sequences X and Y . The longer orbit γ approaches γ˜ twice. The first approach,
depicted by a full line, contains two full revolutions of γ˜ = XY , and one additional
piece close to the segment with symbol sequence X (not shown in the picture). After
a loop with sequence L1, γ remains close to γ˜ for one full revolution of γ˜, and one
additional piece with the symbol sequence X . This second approach is represented
by a dash-dotted line. The orbit γ˜ finally closes itself after an additional loop with
the sequence L2 (again not depicted).
As shown previously, the partner orbit γ′ has one revolution of γ˜ = XY trans-
posed between the two regions close to γ˜; see Fig. D.5b. In symbolic dynamics, it
is therefore characterized by
γ′ = (XYX )L1(XYXYX )L2 . (D.14)
If we place a Poincare´ section P inside the region with symbol sequence Y ,
the orbit γ will pierce through this section in three phase-space points. The latter
section may be shifted freely through the encounter. The piercing points are then
all shifted by the same amount of time, either to the preceding or to the following
pieces with symbol sequences X . All these sets of piercings correspond to the same
encounter and lead to the same partner orbit.
We have already seen that there is even more freedom in choosing piercing points:
The two points inside the region XYXYX and the point inside XYX may be shifted
independently, as long as they remain inside these regions and end up inside the same
Poincare´ section P ′; recall that the two points inside XYXYX must both be shifted
by the same amount of time. This gives two additional possibilities:
(i) The piercing points of XYXYX may be shifted to the past, whereas the
piercing of XYX is shifted to the future. The shifted points are placed inside
the first and second X of XYXYX , and inside the final X in XYX .
5 Otherwise, if the “overlap” extends over more than half the length of E we have two pieces
E = (AB)n+1A overlapping in (AB)nA and merging to (AB)n+2A, now n > 0. In the following,
we will restrict ourselves to n = 0.
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Fig. D.5: Overlap of parallel encounter stretches: a) An orbit γ twice approaches
a shorter orbit γ˜ = XY (dotted line); the approaches, depicted by thick
full and dash-dotted lines, have symbol sequences XYXYX and XYX .
Also depicted is a Poincare´ section P inside the region Y , with three
piercings. b) The partner γ′ has one repetition of γ˜ shifted between the
two regions. c), d) Two shorter 3-encounters (named (i) and (ii) in the
text) can be found in the region X . They are depicted by thick lines and
pierce three times through a Poincare´ section P ′ inside X . The three
encounters depicted in a), c), and d) all yield the same partner b). The
encounter in d) is chosen as a representative encounter: Starting from
this representative, no alternative encounter can be found if we shift the
piercing points of the thick full stretches to the future, and the one of
the thick dash-dotted stretch to the past.
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(ii) Alternatively, the points of XYXYX may be shifted to the future, i.e., to the
second and third X , whereas the point inside XYX is shifted to the past, i.e.,
to the first X .
In both cases, the phase-space points have to be shifted until they meet in the same
Poincare´ section P ′. The two additional possibilities are depicted in Figs. D.5c
and d, where the pieces X containing the piercings of (i) and (ii) are highlighted
by thick full and dash-dotted lines. The corresponding encounters just consist of
these pieces X . For instance in case (i), see Fig. D.5c, the upper thick full stretch
has a large distance from the other stretches before the beginning of the sequence
X , whereas the thick dashed stretch departs from the others immediately after the
end of X . Hence, the two alternative encounters involve shorter stretches than the
original encounter, and all these stretches are separated by intervening loops.
Altogether, we have now found three encounters yielding the same partner, de-
picted in Fig. D.5b. Among these, the encounter corresponding to (ii) (see Fig.
D.5d), containing the last two X in XYXYX and the first X in XYX , is chosen as
a representative encounter; from this representative no further encounter is accessi-
ble through a shift to the future in XYXYX and to the past in XYX . The condition
of Eq. (D.9) implies that the other two encounters are ignored: The encounter of
Fig. D.5a contains overlapping stretches, whereas the encounter of Fig. D.5c in-
volves one loop shorter than required by Eq. (D.9). The one-to-one correspondence
between orbit pairs and encounters is thus restored.
D.4 Summary
We have shown that the spectral form factor is determined by encounters whose
stretches are separated by intervening loops, and that encounters with overlapping
stretches must be disregarded. If two antiparallel stretches follow each other without
an intervening loop they have to be treated as a single stretch, folded back into itself
after an almost self-retracing reflection. This self-retracing reflection may also occur
inside the “fringes” of the encounter, where some encounter stretches have already
departed from the rest. To treat such fringes correctly, we have to slightly increase
the minimal distance between piercing points, but this increase does not affect the
spectral form factor in the semiclassical limit. If parallel stretches overlap or nearly
overlap, the orbit has to follow multiple revolutions of a shorter orbit γ˜. In this
situation, several different encounters lead to the same partner orbit. To select one
of these encounters, we must again impose a minimal distance between piercing
points slightly larger than in the main part, but find the same value for the form
factor as ~→ 0.
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