Various approaches to the numerical representation of the incomplete Gamma function γ (m+1/2, z) for complex arguments z and non-negative small integer indices m are compared with respect to numerical fitness (accuracy and speed). We consider power series, Laurent series, classical numerical methods of sampling the basic integral representation, and others not yet covered by the literature. The most suitable scheme is the construction of Taylor expansions around nodes of a regular, fixed grid in the z-plane, which stores a static matrix of higher derivatives. This is the obvious extension to a procedure that is in common use for real-valued z.
Overview

Motivation
Electron repulsion integrals in the world of Gaussian-type basis functions distil incomplete Gamma functions γ (m + 1/2, z) = 2z m+1/2 F m (z) [22, 24, 36] . If the electron orbitals are attached to moving atoms, and the time-dependence induced by this Galilean transformation is allotted to the bases (i.e., not hidden in expansion coefficients), the argument z is complex-valued [6, 7] .
We look at the index m as being derived from coupling of integer-valued orbital quantum numbers, so deal only with small, non-negative m unless otherwise noted.
Contents
The explicit intention of this script is to compare a wider range of methods than proposed on the same subject before [4] . Continued fractions are not dealt with here (with the exception of section 3.2), as they have already been detailed before [16, 19] and [1, (6.5.31) ]. Also, the Temme [32] , Paris [23] and Strand [29] approximations have been left aside, because they would work around the complementary error function of a complex argument, the calculation of which is already of the same order of complexity as the original problem.
No attempt is made to work out the Gauss-Rys quadrature [8, 15, 17, 18] for complex z, which constructs a system of orthogonal polynomials over a finite interval with weight function exp(−zt 2 ); the explicit notation of its base polynomial of degree 1 [28, (2.4) ] illustrates that this also would start from the complex error function.
Barakat [2; 1, (13.3.9) ] reports on z-values on the imaginary axis mapped on Bessel functions with real-valued arguments, which we do not follow on the same reasoning.
For the case of real-valued z and large m we refer to [31] , for real-valued z and fractional m to [25] .
Gautschi's approach to the complex error function 
Fundamentals
We define F m (z) through its simplest integral representation,
Though the application in the literature often focuses on the positive real z-axis we will cover the general case. Anyway, the complex-conjugate symmetry F m (z) = F m (z) (with z ≡ z − i z) allows us to restrict the analysis to the cases of z 0.
The forward recurrence [30; 1, (6.5.21), (13.
suffers from cancellation of about − log 10 |2z| (m = 0) and − log 10 |z/m| (m > 0) decimal places when applied to |z| 1 [21] . The corresponding backward recursion suffers from cancellation of about − log 10 |(m−1/2)/z| decimal places, if z is negative and |z| large. Generally speaking, the recursion allows to pick a numerically favorable m and switch to others at a negligible additional cost.
The signs of the factors in the integral of the squared modulus,
show that it reaches its maximum on the real axis,
and that it is monotonic in the strip along the real axis,
Further down, the precision of numerical approximants is measured by the number of decimal places d, defined as the negative Brigg logarithm of the relative error, d ≡ − log 10 |1 − F m (z)/F m (z)|, given a high precision "actual" value F m (z) and its approximation F m (z). The sections also touch on analytical estimates of error bounds, which are often much poorer than the precision actually attained by the specific algorithms.
Hypergeometric series
Expansion of the exponential in (1) and term-by-term integration yields the confluent hypergeometric series
The Barnes analysis [3, section 15], β = 1 and R = 0 there, shows that
A refined, split integration of his ζ -integral generates smaller bounds, where ζ 0 ≈ 1.59362426 is defined as in [1, (4.2.37)]:
We start with the hypergeometric power series as a reference because there is an evident and flexible implementation with a numerical cost of one complex multiplication and one addition per term: one accumulates terms until the new term's contribution falls below a limit by a preset relative error.
The absolute error of the j th partial sum of (7) is limited to
with e j (x) ≡ (6) and (7), if the power series is truncated after n = 30 or 60 terms.
The Shanks transformation [34] ε 2 (S n ) of the partial sums S n of (7) -which is to this second order just the Aitken transformation [1, (3.9.7)] -would improve the accuracy of the plots of figure 1 by roughly 1.5 digits. This involves handling of finite differences between numbers that are (supposedly) already close to each other and is more tricky than the analytical transformation formulas indicate.
Laurent series
Barnes' analysis
The asymptotic expansion (Laurent series) for large |z| is a special case of [1, equation (13.5.1)] or taken from [3, section 19]:
with Pochhammer's symbol defined as
This series is also known under the label "high-T" expansion [21, 22] . The Gamma function is not of concern since it is only needed for half-integer values, and would be tabulated based on [1, (6.1.12)]. The terms in (11) decrease as long as n |z| + a and grow afterwards. This inherent limitation to the achievable accuracy is made apparent with figure 2. The (α > 0, real) inserted into his auxiliary H 2 -integral, with
yield an error bound in (11) if the n-sum is completely omitted:
The contrasting regions of good convergence manifested in figures 2 and 1 suggest to combine these results into figure 3. The maximum number of terms needed this way to obtain d = 12 digits for m = 0 is n 92 for the entire z plane (figure 3 top), to obtain d = 12 digits for m = 1 is n 84 for the entire z plane (figure 3 middle), and to obtain d = 17 digits for m = 0 is n 166 for the entire z plane (figure 3 bottom).
Gargantini-Henrici converging factors
The Gargantini-Henrici analysis [10] of the converging factor of the series (11) allows a more accurate calculation of the truncated series
The c n ≡ (1 − a) n are fed into the quotient-difference scheme easily derived from [10, section 5] or taken from [35, (3.9. 3)] or [16, (3.14) ],
and (14) is approximated by Figure 4 shows results based on a "best knowledge" approach in the sense that the approximation (18) sums to the same N |z| + a as in the previous section, and that the continued fractions are accumulated until the lower indices in q (7) is needed, and the outer region of large |z| where (11) is sufficient (and faster).
number of multiplications and additions for each particular z compared to the approach of just truncating (11) . With regard to figure 2, the multiplication with the convergent factor has approximately doubled the number of valid digits in a range of intermediate |z|, but there is no longer a monotonic increase of accuracy away from the origin. Complimentary use with power series similar to figure 3 does not work any longer, and the regions of predictable minimum accuracy in the complex z-plane have got a complicated shape.
Power series of the half argument
Convergence of power series is generally faster closer to the origin; the trigonometric identity sin 2 (ω/2) = [1 − cos ω]/2 allows us to reduce the distance between z and the origin by half if we substitute t = sin(ω/2) in (1):
The auxiliary ω-integrals would be drawn from the recursion [13, (2.538.
Since these are 4 for all n = 0, 1, . . . , we are left with a power series which converges ∼ z n /(n!2 n ), which is advantageous compared to ∼ z n /(n!n) of (7). The generalization to nonzero m reads
The ω-integrals could be generated from the table at m = 0 via a shifted binomial transformation,
A (n, m)-table of closely related integers A (m)
n is defined through
where the double factorial is defined as (2j
n are sequence A003148 of [26] , and obey
derived from (21) . Induction proves
Furthermore,
which is proven by insertion of (22) into (2), and
which is shown by multiplication of (22) with e z/2 . Finally, (22) turns out to be equation (2.7) of [9] which establishes
and further with [1, (15.3 
.1)]
In comparison to figure 1 , the examples of figure 5 demonstrate that about eight more digits have been gained for the case m = 0 after n = 30 terms. There is no additional run-time cost since the coefficients table of (22) is static without z-dependence.
Maximum absolute values of the series
are obtained when (9) is multiplied with e − z . The maximum absolute error of the nth partial sum of a power series is [20, p. 166 
where M(τ ) > 0 is the maximum of the underlying analytic function on a circle of radius τ around the origin. With (8),
so M(τ ) = e τ/2 /(2a) can be used in (32) . To select τ , one could either (i) solve the quadratic equation for |z|/τ that minimizes R n (τ ), or (ii) simply set τ = 2|z| to prove R n e |z| /(a2 n+1 ), or (iii) set τ = 2n to obtain
for the error in (32) . More complicated expressions result if (9) is employed to introduce closer limits on M(τ ).
Generic methods of integration
Local Taylor expansions in the integration interval
Expansion of the exponential
One notch further towards a brute-force numerical method means slicing the t-interval [0, 1] into N same-size intervals of half-width
. . , N). In each of these subintervals, exp(−zt
2 ) is approximated by its Taylor series around t l ,
F 0 (z) is the Riemann sum over the subintervals
(37) Figure 6 shows the accuracy of (37) for two N, keeping the polynomial expansion only up to some degree n. On the computational expense: two (complex) multiplications compute zt 2 l . Each H n is a polynomial of degree n/2 in this combined variable, which costs n/2 multiplications and n/2 additions with the Horner scheme. The powers of are fixed, and there are about 3 multiplications for each term in n, plus one (complex) exponential. This is to be multiplied by N. This totals at least 16N multiplications if n runs up to 6, and so only the lowermost picture in figure 6 would be part of a fair comparison with the other competitive approaches.
Expansion of the algebraic factor
In a similar manner as above, one could expand the algebraic factor u m−1/2 of (1) in Taylor series around u l ≡ (2l − 1)/ to end up with closed-form integrals. To second order,
and the Riemann sum These numbers refer to the "lower left" corner of the z-region, and are a few digits worse in the opposite corner.
The main obstacle to higher performance is the poor fit of (38) close to u = 0. We may patch this by replacing the contribution in this subinterval, the term l = 1 where 0 u 2 remains small, by the associated power series of the exponential (7),
With this ansatz and the sum over n kept up to n = 3, the maximum number of digits in the z-domain as in figure 6 
Taylor series in the complex z-plane
With [1, (13.4.9) ], the complex derivatives of F m (z) are equivalent to a ladder-type operation with respect to m and a:
This close link between the index and the higher derivatives means that one may tabulate the expansion coefficients of the Taylor series
anchored at some z 0 in the complex plane for all m at one time [30] . If the nodes span the z 0 interval from −33 to 18 with a step of s = 3, and z 0 the interval from 0 to 36 also with a step of s = 3, for example, demonstrates that this method is most robust at small |z|, which is expected since this Gauss quadrature effectively approximates exp(−zt 2 ) by a polynomial of degree 2n in t. The numerical expense roughly adds up to n computations of exponentials exp(−zt 2 i ). This is cheaper than evaluation of (37) at the same N = n; by further comparison of figure 7 with figure 6 we conclude that the Gauss-Jacobi ansatz proposed here is superior to the method of section 5.1.
The drawback by global comparison with the calculations of sections 2-4 is that each complex exponential needs much more CPU time than a complex multiplication. This is also the reason why the trapezoidal rule, and higher rules like the Simpson rule which follow from a Richardson extrapolation, have been kept aside in this manuscript.
Cubic spline interpolation
The exponential of (1) could be approximated by cubic splines in N subintervals [t j , t j + 1/N] (j = 0, . . . , N − 1) which divide the t-interval, to yield a sum over elementary integrals,
In each of these intervals, the four coefficients c i are defined by demanding that the cubic polynomial fit and its first derivative equal the exponential and its first derivative at both limits, t j and t j +1 . The drawback formulated in section 5.3, however, remains: we consider only very small N, and conclude from figure 8 that this numerical expenditure is too high to consider this method a competitive candidate.
Summary
Working with standard numerical methods on the fundamental integral representation of F m (z) is generally inefficient as it demands dense sampling (frequent evaluation) of complex exponentials.
Continued fraction and rational function approximations are difficult to control, because the regions of known accuracy in the z-plane are complicated.
Being an analytic function of z, the swiftest evaluation uses Taylor series which recall tables of the derivatives d n F m (z 0 )/dz n 0 that have been computed off-line to high precision (section 5.2).
If computer memory is an issue, the modified power series of section 4 at small |z| combined with either Gautschi's summation [11] or with the two-point Padé approximants [16] at large |z| provide "low cost" alternatives.
