Detection of structural change is a critical empirical activity, but continuous 'monitoring' of time series for structural changes in real time raises well-known econometric issues. These have been explored in a univariate context. If multiple series co-break, as may be plausible, then it is possible that simultaneous examination of a multivariate set of data would help identify changes with higher probability or more rapidly than when series are examined on a case-by-case basis. Some asymptotic theory is developed for a maximum CUSUM detection test. Monte Carlo experiments suggest that there is an improvement in detection relative to a univariate detector over a wide range of experimental parameters, given a sufficiently large number of co-breaking series. The method is applied to UK RPI inflation in the period after 2001. A break is detected which would not have been picked up by univariate methods.
Summary
Monetary policy makers need to know what is happening now in the economy, and also to have some idea what will happen in the future. To do the latter, they need to forecast. But a major practical problem is that one of the main causes of forecast failure is structural change. Often, as David Hendry and Mike Clements have emphasised, this manifests itself as a 'mean shift'; for example, a step change in a growth rate. In some cases, policymakers might have a good idea when such changes take place. For example, the shift to inflation targeting in the United Kingdom in 1992 and the move to Bank independence in 1997 were clear structural changes, with likely consequences for inflation. But in other cases, such as the period after a large rise in energy prices, the case may not be so obvious. It would be helpful to have statistical techniques that help us look for evidence of such changes in the data.
However, such a continuous 'monitoring' of series for structural changes, period after period, raises well-known econometric issues. Statistical tests are designed so that accepting a false hypothesis happens only a small proportion of times, often set at 5%. The idea is that if we do such a test only once, then there is only one chance in 20 of making this type of mistake. In this way we can be quite confident that results are unlikely to have been generated by chance; it is a cautious approach. But it is easy to see that if such a test is repeated many times then eventually it will accept a false hypothesis (in this case, that a break has happened) purely by chance. This has led to the development of techniques looking at single time series accounting for this problem. But in practice such tests are not very successful in detecting breaks, as they must be inherently conservative.
The simple insight explored in this paper is that if several time series of data have a structural break at roughly the same time ('co-break'), as may often be plausible, then it is possible that simultaneous examination of a set of such variables helps identify changes with higher probability or more rapidly than when each is examined on a case-by-case basis. Naturally, this need not necessarily imply that there is a break in some aggregate series of interest, although it may do so. Some statistical theory is developed for such a method, which cumulates forecast errors from many series and picks the maximum at each point to construct a 'CUSUM' (cumulated sum) detection test, or 'detector'. Breaks leading to forecast failure often manifest themselves by mean shifts, even if the shock to the variable is temporary. We therefore focus on this type. Monte Carlo experiments (simulating data generating processes thousands of times) suggest that there is an improvement in detection relative to a single variable test over a wide range of experimental parameters, given a sufficiently large number of co-breaking series. It should be clear, however, that this method only has the potential to detect the existence of a general break; it is not informative about the precise nature of that object.
One very natural application is UK retail prices index (RPI) inflation in the period after 2001. This is partly because many subcomponent series are published (about 80 on a consistent basis over the relevant period). But there are also several reasons to suppose that at least some of these may have experienced breaks. Although inflation is determined by monetary policy in the long run, in the short run large fluctuations in important prices may lead to the breakdown of the type that we consider in empirical relationships. From 1992 to 2001 there was a high degree of stability in aggregate RPI inflation. But thereafter house price inflation fluctuated fairly widely (peaking at over 25% per year) and energy prices rose dramatically after 2004. As policymakers, we are mainly interested in the aggregate, and not all of the subcomponents need to have co-broken for there to be an impact on total RPI, so this method could be useful. On the other hand, we should recognise that breaks may be offsetting, so that there may be no effect on the aggregate series.
It turns out that univariate methods would not have detected any breaks in the aggregate series, but the multivariate method would have indicated a potential break in 2005, which would then suggest further examination using other methods. And it appears from an examination of the data over the whole period, and therefore with the benefit of hindsight, that such a break may have occurred in the aggregate RPI series. It should be noted, however, that the evidence is not overwhelming, and there is no sign of a break in the inflation series that was targeted for much of this period (RPI excluding mortgage interest payments). Nevertheless, this new method may be a useful addition to the toolkits of policymakers and other forecasters. 
Introduction
Detection of structural change is a critical empirical activity, for the obvious reason that if such changes are ignored then econometric relations are misspecified, from which numerous problems may flow. An area where it may be particularly important is forecasting. Clements and Hendry argue forcefully (in, eg, 1998a, b) that the main source of forecast error is structural change; Hendry (2000) argues that the dominant cause of these failures is the presence of deterministic shifts. Moreover, even where there are not permanent shifts in the true data-generation process, in misspecified forecasting models a wide variety of events leading to forecasting failure may manifest themselves as mean shifts. One pertinent example may be a large movement in a variable or variables excluded from the forecasting model. Stock and Watson (1996) looked at many forecasting models of a large number of US time series, and found evidence for parameter instability in a significant proportion of the relations. Groen, Kapetanios and Price (2009) examine the Bank of England record for output growth and inflation forecasts, assessed against some statistical benchmarks. They find the inflation forecast record is very good, and suggest that this flows partly from the Bank's ability to detect mean shifts in the series. So this is an important issue for macroeconomic policymaking.
Break detection has a long history. The seminal paper testing for a break at a known point was Chow (1960) . Andrews (1993) introduced a methodology that allowed for unknown break-points: one influential paper is Bai and Perron (1998) . All these tests are for breaks against specific alternatives. While effective in that case, they are ineffective when the break is not covered by the particular alternative. In addition, by their nature they require some end-of-sample observations (typically, 10% to 15%) to perform the test. So real-time detection is impossible.
An alternative to this general methodology was the CUSUM 1 approach of Brown, Durbin and Evans (1975 practice. Thus the method is more likely to be robust under different break scenarios. Moreover, there is no sample-trimming problem. On the negative side, however, after detection it is hard to establish the cause of the break. Furthermore, Monte Carlo studies reveal that in practice they have low power of break detection: there is a price to be paid for generality.
But all these tests are 'retrospective', in the sense that they are designed to test for change in particular data sets; a one-off experiment. The problem that is usually faced in practice is the continual monitoring of a series via repeated tests, whereby tests are applied in successive periods or at intervals. It is not hard to see that as the monitoring period increases, the probability of rejecting a true null hypothesis of no break will eventually approach unity, following the law of iterated logarithm. It is possible this will occur quite rapidly, as (eg) Chu et al (1996) show with some simulations. The challenge, then, is to find suitable boundary conditions to obviate this. Consequently Chu et al (1996) introduced a sequential testing procedure using fluctuation tests with asymptotically correct size. Zeileis et al (2005) subsequently explored some extensions in dynamic models, and Leisch, Hornik and Kuan (2000) generalised the class, extending Kuan and Hornik (1995) .
But there may be a way to extend the tests to obtain more effective monitoring procedures. The idea is that there are common breaks, also known as 'co-breaks', 3 in multiple time series. This has a natural appeal. For example, changes in monetary regime may affect steady-state inflation, and we would expect this to be reflected in disaggregate inflation measures. Or shifts in total factor productivity growth may occur simultaneously in different industries or countries. If the series under consideration are components of an aggregate, such as inflation, it follows that if a component breaks, or if components co-break, then a break also occurs in the aggregate. This can be important for policymakers; for example, detecting changed steady-state inflation after a new monetary regime. An obvious question to ask, therefore, is whether detection of such a common break is easier with multiple series.
Bai, Lumsdaine and Stock (1998) develop some asymptotic distribution theory for maximum likelihood detection of a break in a multivariate model, but theirs is the multivariate equivalent of the fixed-sample tests. Our approach is instead to extend the monitoring framework of Chu et al (1996) to a multivariate setting. Chu et al (1996) establish that a limiting distribution applies to the univariate CUSUM test statistic such that the critical boundary condition is an increasing function of time.
We assume that there is a set of variables which are generated by structurally stable processes over some initial period. There is then a subset of these variables that co-break at some point.
The task of the econometrician is to detect that co-breaking point by a monitoring process that starts after the initial sample. To do these we propose a multivariate detector that takes the residuals from a set of equations recursively estimated over a monitoring period. The null is that there are no breaks in any series: the alternative is that at least one series breaks, and if more than one series breaks, their respective break points are temporally close (co-breaks). We construct CUSUM statistics from the normalised residuals purged of cross-equation correlation, and examine the asymptotic behaviour of the maximum absolute cumulative sum. A version of the Chu et al (1996) result is shown to apply asymptotically to that supremum statistic. Using
Monte Carlo methods, we explore the small sample properties of the detector under different configurations of the proportion of series co-breaking at different dates, under differing monitoring periods, sample lengths and numbers of series. To anticipate, the result is that provided the proportion of series is sufficiently large, the multivariate detector increases the probability of detection relative to a single series with a break in the majority of cases examined.
Similarly, the speed with which a break is detected is also improved. The broad pattern of the results is preserved whether or not there is cross-sectional correlation in the data. It is worth emphasising that gains from considering the multivariate detector are apparent even for a relatively small proportion of co-breaking series.
In Section 2 we set out the theory underlying our proposed test. In Section 3 we perform some
Monte Carlo experiments. Section 4 applies the multivariate detector to UK RPI annual inflation data, monitoring for a break after 2001. The method does indeed pick up potential breaks that univariate methods fail to capture. Section 5 concludes. All proofs are relegated to an Appendix.
Theoretical considerations
Our interest focuses on a seemingly unrelated set of regressions given by
where X j,i is a k j × 1 random vector and β j,t , is a k j × 1 non-stochastic vector. Throughout the analysis the following non-contamination assumption is made:
The entertained null hypothesis is H 0 : β j,t = β j , for t = m + 1, .... The regressions are potentially related in two ways. The first is standard, in that we assume that
The second way in which these regressions are related provides the motive for considering multivariate monitoring schemes. We consider alternative hypotheses of the form H 1 : β j,t changes at some T 0, j ≥ m + 1 for some j ∈ J p 1 = { j 1 , .., j p 1 } where p 1 > 1 and
In words, a subset of the processes under consideration roughly co-breaks, in the sense that these processes exhibit breaks in close temporal proximity.
The univariate CUSUM detector is specified as follows. Let
be the OLS estimator for the j-th equation at time T . Define recursive residuals as ω j,k = 0 and
The T -th cumulated sum of recursive residuals is known (see, eg, Krämer et al (1988) ) that under the null hypothesis, H 0 ,
where ⇒ denotes the weak convergence of the associated probability measures. This result can be used to motivate the following monitoring scheme
where W j (t) is a standard Brownian motion. The probability on the right hand side of (3) does not have a closed-form solution for any arbitrary g(t). In specific instances though it does. So as to keep the discussion general we will parameterise g(t) as follows: g(t) = g(t, a) such that
where there is a unique mapping f g (a) = α for all α ∈ (0, 1). Admissible functions g(t) are discussed in detail in Chu et al (1996) . In particular, in what follows and in common with Chu et al (1996) , we assume that g belongs to the class of regular functions as defined in (5)- (6) of Chu et al (1996) .
As a natural extension of the above univariate detector we suggest the following multivariate detector. Letˆ denote a consistent estimator of . We suggest estimating this from the residuals of univariate OLS estimations of the regressions (1), over the non-contamination period 1, ..., m, since we would like to consider relatively large values of p. Let ω t = (ω 1,t , ..., ω p,t ) and ω t = (ω 1,t , ...,ω p,t ) whereω t =ˆ −1/2 ω t . The t-th cumulated sum of recursive residuals is Q m j,t = t i=kω j,i . Define the maximum absolute cumulative sum as
We make the following assumption:
→ M j where b j and M j = E(X j,t X j,t ) are non-stochastic k j × 1 vectors and non-stochastic full-rank k j × k j matrices respectively. (ii) E( t t ) = < ∞ where is a positive definite symmetric matrix. (iii) For all j, j,t satisfies a functional central limit theorem, ie,
where E(
This assumption is quite mild. In particular, only the validity of a functional central limit theorem and existence of second moments is assumed about the error terms, j,t , allowing a wide variety of data-generating processes to be accommodated. Then we have the following theorem stating the asymptotic behaviour of the multivariate detector under the null hypothesis.
Theorem 1 Let Assumptions 1 and 2 hold. Let g be regular and such that t 1/2 g(t) is eventually non-decreasing. Further, assume that the null hypothesis holds, ie, that, for all j,
The next theorem examines the case where p → ∞.
Theorem 2 Let Assumptions 1 and 2 hold. Let p = o(T 1/2 ). Let g be regular and such that
is eventually non-decreasing. Further, assume that the null hypothesis holds, ie, that, for
where a p (α) is chosen so that lim p→∞ 1
Theorem 3 provides an example of a function g and a sequence a( p) that satisfies Theorem 2.
Theorem 3 Let Assumptions 1 and 2 hold. Let p = o(T 1/2 ). Further, assume that the null hypothesis holds, ie, that, for all j, Y j,t = X j,t β j,t + j,t , t = 1, ..., m, ... . For g(t) = (t + 1) a 2 + ln(t + 1) 1/2 , the sequence a p = C ln( p) 1/2 is admissible for Theorem 2.
Next, we provide some local power results for the simple location model. We focus on the simple location model for simplicity and because the results we will obtain for this case provide clear implications for more general models. Assuming the simple model
we consider the following local alternative
where T T, j,0 /T T,i,0 = 1 + o(1). We have the following theorem on the local power of the univariate and multivariate CUSUM detector procedures in this simple case.
Theorem 4 Let Assumptions 1 and 2 hold. Let g be regular and such that t 1/2 g(t) is eventually non-decreasing. Then, under the local alternative H 1,T , we have that for the univariate detector procedure with significance level α,
where
, and f 1 is defined in (A-4). For the multivariate detector procedure with significance level α, we have
The preceding discussion has been focused on a particular monitoring scheme based on the work of Chu et al (1996) and a particular multivariate extension. Both these choices are mainly made for expositional clarity and to illustrate the potential of exploiting a multivariate data set in the context of monitoring structural breaks. Our work can be generalised in both these dimensions.
In particular, rather than focusing on the recursive residual approach of Chu et al (1996) , we can consider other fluctuation processes which can be generalised in a similar fashion to the multivariate setting. These include processes based on estimates as in Leisch et al (2000) or Zeileis et al (2005) , or on OLS residuals as in Zeileis et al (2005) , or on scores as in Zeileis (2005) .
There are also alternatives to the use of the maximum for the multivariate detector. One such can be based on the average of the absolute individual cumulative sums given bỹ
Whereas the maximum should be superior when only a subset of the series under investigation undergo structural change, the average is likely to work better when most of the series are affected. To investigate this possibility we briefly consider this in our Monte Carlo study.
Monte Carlo study
In this section we report results of an extensive Monte Carlo study on the properties of the multivariate break detector. We consider the simple location model
Following the notation of the previous sections we set T = 100, 200, 400 0.4, 0.6, 0.8, 1 and [.] denotes integer part. For reference: m/T is the proportion of the entire sample at which monitoring starts; p b is the proportion of the series which exhibit a break; b is the proportion of the monitoring period at which the break occurs; and p is the number of series.
The presence of cross-sectionally correlated errors may have an effect on the performance of the multivariate break detector. Therefore, we also carry out a Monte Carlo experiment where we allow for cross-sectional error correlation. In particular, we specify that the first five auxiliary diagonals of the error-covariance matrix around the main diagonal be non-zero. The elements of these diagonals are specified to be uniformly distributed random variables in [0.03, 0.33].
Covariance matrix draws that were not positive definite were discarded. Symmetry of the covariance matrix is respected by restricting the elements of the auxiliary diagonals below the main diagonal to be the same with those of the auxiliary diagonals above the main diagonal.
Results on the probability of break detection and the relative mean delay of break detection for both the multivariate break detector and the univariate break detector based on an analysis of Y 1,t are reported in Appendix B both for cross-sectionally uncorrelated and correlated errors. All these results relate to the multivariate detector based on the maximum absolute cumulative sum of residuals. We also report a selection of results for the maximum absolute cumulative sum of residuals. These are also given in Appendix B. In particular, and in order to conserve space, we report results on the probability of break detection for the case of cross-sectionally uncorrelated errors.
We begin by examining the uncorrelated case. Section B.1 reports the probability of detecting a break for the univariate and multivariate cases. 4 The messages are straightforward and accord with our intuition. First, it is clear that as b (measuring the lateness of the break) increases, performance falls in both the univariate and multivariate case. Similarly, as the proportionate length of the monitoring period rises, performance falls. When only a small number of series co-break, the multivariate method is inferior to the univariate detector. But the multivariate performance increases rapidly with that proportion, so that in most cases examined performance is superior at p b = 0.2. The increase in detection probability is very marked in many cases. For example, for the realistic case where T = 100 and p = 20, and where there is a relatively long sample before monitoring starts (m/T = 0.75), the probability roughly trebles for b = 0.50 and 0.75, and rises from 0.4 to 1.0 for b = 0.25. The results are all the more striking, given they are compared to detection in a series known to exhibit a break.
Section B.2 reports the relative mean delay in detection, where there is a qualitatively similar pattern to the results; higher detection probabilities are associated with swifter detection.
The results for the correlated case are reported in Tables B10-B18 of Appendix B, Sections B.3 and B.4. Once again, the probability of detection tends to rise with p b and p. Similarly, the delay declines in the same pattern, although the gain is smaller relative to the uncorrelated case. In general, all patterns reported for the case of uncorrelated errors, remain for the case of correlated errors.
Finally, we consider the relative performance of the maximum versus the average of the absolute cumulative sums of residuals. We contrast Tables B2, B4 and B6 with B19, B20 and B21. The results closely mirror our expectations. The detector based on the maximum is superior when only a small subset of the series under investigation undergo structural change. On the other hand, the average works better when a larger proportion of the series undergo structural change.
As a result we view these two summaries of the individual cumulative sums as complementary to each other, having the upper hand in naturally interpretable circumstances. We also note that the reduction in detection ability for small numbers of co-breaking series for the average measure is typically greater than the increase in detection for large numbers. Thus the maximum detector statistic may be considered to be more robust, especially if there is an a priori belief that only a minority of series are co-breaking.
Empirical application
In this section we present an empirical application that illustrates the potential of the multivariate break detector. As we have noted earlier, one possible way in which the multivariate break detector may be of use is to consider whether disaggregated data may be used to provide information on the presence of breaks in an aggregate series. A natural test bed for this is price inflation data, where there is a large number of easily obtainable and interpretable component series, which aggregate in a relatively straightforward way. We use UK RPI data, for which we have 77 component indices available over our sample. For this empirical application we focus on the multivariate detector based on the maximum of the absolute cumulative sums of residuals.
Monthly data for the UK RPI series and its components are available on a consistent basis at this level of aggregation from January 1987. We drop the first 50 periods so that our series for annual inflation rates begin in March 1992 (so forecast errors commence in April 1992) and end in August 2007 (the last period available at the time of writing). We choose this starting point as 1992 marks the transition to a formal inflation targeting regime in the United Kingdom. In addition to making a natural historical point to choose, the previous period exhibited more inflation volatility than the post-1992 period (King (2002) ), so that arguably a potential structural break is excluded from the sample. This is important as in the test framework the series under investigation is assumed not to have undergone structural change prior to the start of monitoring.
5
Some further discussion of the monetary regime and history may be relevant. The first UK inflation target was introduced on 8 October 1992. It constituted a rate of annual RPIX 6 inflation of lying between 1% and 4%, with the objective for inflation to be in the lower half of that range by the end of that Parliament. In June 1995 the then Chancellor of the Exchequer announced an inflation target of the mid-point, 2.5%, or less. In May 1997, on Bank independence, this was changed to a symmetric target of 2.5%. Thus although it could be argued there had been changes in regime, in practice the post-1992 period is often considered to be a single monetary regime.
7
In April 2003 it was announced that the target would switch at some unspecified point to consumer prices index (CPI) 8 inflation, and this was implemented at 2.0% in December of that year. However, it is likely that this had only a small change on the regime. There is a wedge between the two measures of inflation, and although the average varies over time, CPI inflation had largely tended to lie below RPIX inflation. Nevertheless, as CPI inflation is constructed differently from RPIX, an interesting policy question is whether the changed target would manifest itself in a change in the average level of RPI or RPIX inflation. 5 Or, if they did, then that structural change was properly modelled.
6 Total RPI excluding mortgage interest payments.
7 Characterised as inflation targeting; see King (2002) .
But other events occurred in the monitoring period. These include a period of volatile house price inflation, which affects both RPIX and, to a greater extent, RPI inflation. 10 There was also a large and continued rise in the price of energy and some other commodities, which appears to have started around 2004.
11
Thus there are several reasons to think that there may have been a structural break in this period.
Having said this, it should be clear that in the long run the level of inflation is determined by monetary policy and not by temporary changes in relative prices. The point is that, as observed above, such temporary changes in the environment may manifest themselves as intercept shifts;
this does not imply a permanently changed level of long-run inflation.
Consequently, we consider a monitoring period that starts in September 2001, roughly two years before the events including the change in targeting regime associated with the switch to a CPI inflation target, the beginning of the energy price rises and the decline in house price inflation from its peak. Charts 1 and 2 show the data for RPI and RPIX inflation over the period since 1992. 12 We monitor the RPI index and its components individually with the univariate break detector, as well as the whole panel of components using the maximum multivariate detector.
13
We consider critical values that correspond to a 95% significance level. We pre-whiten each inflation series by fitting an AR(1) model. In the first case we examine, we use all data available.
After extracting the residuals they are examined for a mean shift using the simple location model.
We consider such a shift following our prior belief that in this particular instance focus should be placed on shifts in the mean of the inflation process, as opposed to the dynamics of the process, which we keep fixed a priori. This is a remarkable result, coinciding precisely with the shift to a specific CPI target, which was not pre-announced (other than the intention to change the measure at some point). We consider the timing too precise for it to be plausibly capturing the regime shift, rather than some other structural change. The pre-whitening has been conducted using whole-sample information. It is important that we maintain a constant dynamic structure, interested as we are in mean shifts. In a real exercise, the pre-whitening would need to be conducted only over the monitoring period. Thus we also consider that case. In terms of the variation between the univariate and multivariate procedures, the results are similar. For the univariate detector the vast majority of series report no break; only seven series report a break, and these do not include the aggregate RPI series. As previously, the multivariate detector again detects a break, although at a later date, October 2005. 14 The detector is shown in Chart 4. One feature is that the detector exceeds the critical bound to a larger extent at the end of the period.
Not all of the subcomponents need to have co-broken for there to be an impact on aggregate RPI.
On the other hand, it is important to remember that breaks may be offsetting, so that there could be no effect on the aggregate series. A rise in one price may be balanced by a fall in another. The detector, based as it is on the CUSUM, does not give a magnitude for the shift in mean, if any. It would be natural to test for structural breaks using standard techniques such as those in Bai and Perron (1998) , but the identified dates allow insufficient observations to do so. 15 Standard practice is to trim the start and end of the sample by 15% to perform the Bai and Perron (1998) test. This would lose approximately 28 observations from the end of the sample, which brings us before the later break identified by the monitoring method. 16 As mentioned in footnote 12, we repeated the exercise starting estimation twelve months later, and found the break dates remained the same. Neither does the shorter sample make any real difference to the estimated means or shifts, which for RPIX are unchanged to 1 decimal point, and for RPI differ by no more than 0.1. 
But, by the independence between W 1 (t), ..., W p (t), we get
Pr {|W 1 (t)| ≤ g(t, a), for all n ≥ m} = (1 − f g (a)) p proving the theorem.
Proof of Theorem 2
We first give a Lemma that is of use in the main proof.
Given the assumptions of Theorem 2, Theorem 1 and the above Lemma it is sufficient to use sequential asymptotics. To see this simply note that E sup iQ m i,t θ < ∞, for some θ > 1, follows from E i,t θ < ∞ and E X i,t θ < ∞ which, in turn follow from the fact that both i,t and X i,t are assumed to have finite second moments.
Then, it is sufficient to prove that every element ofˆ −1/2 ω t − −1/2 ω t is o p (1). But, by T 1/2 -consistency of every element ofˆ , and continuity of the inverse, it follows that every element ofˆ −1/2 is T 1/2 -consistent for −1/2 . Since every element of −1/2 ω t is a function of p elements ofˆ −1/2 , it follows that every element ofˆ
Hence the result follows by the assumption that p = o(T 1/2 ).
Proof of Theorem 3
By (8) of Chu et al (1996) , we have that f g (a) = e −a 2 /2 . It is sufficient to show that the limit of
p where a p = ln( p) 1/2 is bounded. Then, an appropriate choice for C gives
It is sufficient to show that 
Proof of Theorem 4
We simplify our analysis by disregarding the normalisation by
X j,T to obtain the recursive residuals since this normalisation term converges to 1 almost surely asymptotically. Further, since T T, j,0 /T T,i,0 = 1 + o(1), it is asymptotically appropriate to simplify the analysis by setting T T, j,0 = T T,0 for all j. We have that, under the local alternative,
if T − 1 < T T,0 + 1 and
Then, under the local alternative hypothesis, and for t > T T,0 ,
where Q * m j,t is the cumulative sum under the null hypothesis.
can be written as a function of t (and T T,0 ) and is asymptotically of the order √ t ln t. We write
. Without loss of generality let us assume that β 1 > 0. Then,
Unfortunately, the nature of g(t, a * ) and g 1 (t, τ ) implies that a closed form solution for f 1 (a * , τ )
is not readily available (see also Theorem A of Chu et al (1996) ). Similarly and using arguments from the proof of Theorem 1, it is straightforward to show that for the multivariate detector 
where C is the space of all bounded continuous real functions on R. Without loss of generality let the functions f be such that f (k) (x) ≤ 1 where f (k) (x) denotes the k-th derivative function of
It follows by the triangle inequality that lim sup
Also by the mean value theorem and for some finite M
From (A-7) and (A-8), it follows that the result of the Lemma is true if lim sup
However, uniform integrability of | sup i Y i,T | implies (A-9). By Theorem 12.10 of Davidson
Hence, the result of the Lemma follows.
Appendix B: Tables   B.1 Results on probability of break detection for uncorrelated processes 
B.2 Results on relative mean delay of break detection for uncorrelated processes
Results presented are the ratio of the absolute delay of break detection of the multivariate detector to the absolute delay of break detection of the univariate detector Results presented are the ratio of the absolute delay of break detection of the multivariate detector to the absolute delay of break detection of the univariate detector 
