Abstract. In this paper we consider several variations of the following basic tiling problem: given a sequence of real numbers with two size bound parameters, we want to nd a set of tiles such that they satisfy the size bounds and the total weight of the tiles is maximized. This solution to this problem is important to a number of computational biology applications, such as selecting genomic DNA fragments for amplicon microarrays, or performing homology searches with long sequence queries. Our goal is to design e cient algorithms with linear or near-linear time and space in the normal range of parameter values for these problems. For this purpose, we discuss the solution of a basic online interval maximum problem via a sliding window approach and show how to use this solution in a nontrivial manner for many of our tiling problems. We also discuss NPhardness and approximation algorithms for generalization of our basic tiling problem to higher dimensions.
Introduction and Motivation
There are currently over 800 complete genome sequences available to the scienti c community, representing the three principal domains of life: bacteria, archaea, and eukaryota 19]. The recent sequencing of several large eukaryotic genomes, including the nematode Caenorhabditis elegans 26] (100 Mb), the owering plant Arabidipsis thaliana 25] (125 Mb), the fruit y Drosophila melanogaster 1] (180 Mb) and a working draft sequence for Homo sapiens 11, 27] (3:4 Gb), has enabled advances in biological research on an unprecedented scale.
Genome sequences vary widely in size and composition. In addition to the thousands of sequences that encode functional proteins and genetic regulatory elements, most eukaryotic genomes also possess a large number of non-coding sequences which are replicated in high numbers throughout the genome. These repetitive elements were introduced over evolutionary time, and comprise families of transposable elements that can move from one chromosomal location to another, retroviral sequences integrated into the genome via an RNA intermediate, and simple repeat sequences that can originate de novo at any location. Nearly 50% of human genomic DNA is associated with repetitive elements.
The presence of these repeat sequences can be problematic for both computational and experimental biology research. Homology searches 2] of repeatladen queries against large sequence databases often result in many spurious matches, obscuring signi cant results and wasting computational resources. Although it is now standard practice to screen query sequences for repetitive elements, doing so subdivides the query into a number of smaller sequences that often produce a less speci c match than the original. In an experimental context, when genomic sequence is used to investigate the binding of complementary DNA, repetitive elements can generate false positive signals and mask true positives by providing highly redundant DNA binding sites that compete with the meaningful targets of complementary probe molecules. Genomic DNA can be screened for repeat sequences using specialized programs such as RepeatMasker 22] which performs local subsequence alignments 24] against a database of known repetitive elements 13] . Repeats are then masked within the query sequence, where a single non-nucleotide character is substituted for the nucleotides of each repeat instance. This global character replacement preserves the content and relative orientation of the remaining subsequences, which are then interspersed with character blocks representing the repetitive elements identi ed during the screening process.
Although the screening and/or removal of repeats is generally bene cial, additional problems may arise from the resulting genomic sequence fragmentation. Following repeat sequence identi cation, the remaining high-complexity component (i.e., non-repetitive DNA) exists as a population of fragments ranging in size from a few nucleotides to several kilobases. For organisms such as Homo sapiens, where the genome contains many thousands of repeat elements, the vast majority of these high-complexity sequence fragments are below 1 Kb in size. This situation presents a signi cant impediment to both computational and experimental research. Bioinformatics analyses often bene t from the availability of larger contiguous sequences, typically 1 Kb and larger, for homology searches and gene predictions. Similarly, extremely small sequences (< 200bp) are of limited use in many high-throughput experimental applications. These constraints provide the basis of the tiling problems formalized in the subsequent sections of this paper.
Another motivation for looking at the tiling problems considered in this paper is their application to DNA microarray designs for e cient genome analysis.
A number of large-scale techniques have recently been developed for genomewide data acquisition. Of these, a variety of microarray technologies have become ubiquitous in genome analysis centers, due to the highly parallel nature of these experiments. DNA microarray experiments rely on the property of complementarity, whereby each of the four nucleotide bases can preferentially couple with another base: adenine (A) couples with thymine (T) and vice versa, and cytosine (C) couples with guanine (G) and vice versa. When nucleic acid molecules recognize and anneal to molecules having complementary sequences, they are said to hybridize. DNA microarrays exploit this phenomenon by measuring the degree of hybridization that takes place when a battery of di erent sequences is exposed to a test molecule or probe. Each array element consists of immobilized DNA sequences which are exposed to a uorescence-labeled probe. The signals emitted by the bound probe molecules are detected and quanti ed with a laser scanner. Using microarray systems, researchers can simultaneously interrogate thousands of individual molecules in a single experiment. Designing microarrays that contain sequences representing large spans of genomic DNA provides a vehicle for the global analysis of gene expression or other types of molecular interactions.
Various types of microarrays have been developed, each designed to capture a di erent kind of information. The most include cDNA microarrays 21], highdensity oligonucleotide systems 16], and microarrays whose elements are composed of ampli ed genomic DNA 12, 10] . The principal di erences between these systems lie in the substrate DNA molecules that are used. cDNA microarrays are constructed using gene sequences which have been previously been observed to be expressed within a cell. High-density oligonucleotide systems employ an in situ DNA synthesis method to deposit short (25-70 nucleotide) DNA fragments using a modi ed inkjet technology. These typically represent sequences internal to known genes, providing an anchor to which complementary probe molecules may hybridize.
In contrast, the microarrays we consider here are composed of larger (typically 500bp-1:5 Kb) sequences of genomic DNA that are acquired via the polymerase chain reaction (PCR) 17], in which segments of DNA may be selectively ampli ed using a chemical system that recreates DNA replication in vitro. Although the size resolution of these array elements is not as ne as that of highdensity oligonucleotide systems, PCR-based (or amplicon) microarrays provide experimental access to much larger regions of genomic sequence.
A maximal-coverage amplicon microarray can be designed by deriving a tile path through a target genomic sequence such that the best set of tiles is selected for PCR ampli cation. We are therefore concerned with nding the maximum number of high-complexity subsequence fragments (tiles) given a genomic DNA sequence whose repetitive elements have been masked. Deriving this tile set allows one to achieve optimal coverage of high-complexity DNA across the target sequence, while simultaneously maximizing the number of potential subsequences of su cient size to facilitate large-scale biological research.
De nitions, Notations and Problem Statements
Based on the applications discussed in the previous section, we formalize a family of tiling problems as discussed below. These problems build upon a basic genome tiling problem in 6], which we call the GTile problem and describe as follows. Notice that the input size of such a compressed input data is m, which is typically much smaller than n (see Section 2.2).
Unbounded versus bounded number of tiles: Another important item of interest is when the number of tiles that may be used is at most a given value t, which could be considerably smaller than the number of tiles used by a tiling with no restrictions on the number of tiles.
No overlap versus overlap: It may be useful to relax this condition by allowing two tiles to share at most p elements, for some given (usually small) p > 0. However, we will penalize this overlap by subtracting the weight of an overlapped region from the sum of weights of all tiles, where the weight of each overlapped region is the sum of the elements in it. In other words, if
T is the set of tiles and R is the set of elements of C that belong to more than one tile in T , then the weight is w(T ) ? The weight of a tile is again the sum of all the elements in the tile and our goal is again to nd a set of tiles such that the sum of weights of the tiles is maximized. We examine only those combinations of the above four items which are of importance in our applications as discussed before. To simplify exposition, unless otherwise stated explicitly, the GTile problem we consider is 1-dimensional, has an uncompressed input, an unbounded number of tiles, and no overlaps. In addition to the previously de ned notations, unless otherwise stated, we use the following notations and variables with their designated meanings throughout the rest of the paper: n + 1 is the number of elements of the (uncompressed) 1-dimensional input array c i; j), n 1 n 2 n d are the sizes of each dimension for the d-dimensional input array, d 0; m] is the sequence of m + 1 integers for the compressed input data in 1-dimension, w(T ) is the weight for a set of tiles T , t is the given number of tiles when the number of tiles is bounded and p is the maximum overlap between two tiles in 1-dimension. Finally, all logarithms are in base 2 unless stated otherwise explicitly. Many proofs are omitted due to page limitations; they can be found in the full version of the paper.
Related Work
Tiling an array of numbers in one or more dimensions under various constraints is a very active research area (for example, see 4, 3, 5, 14, 15, 18, 23] ) and has applications in several areas including database decision support, two-dimensional histogram computation and resource scheduling. Several techniques, such as the slice-and-dice approach 4], the shifting technique 9, Chapter 9] and dynamic programming methods based on binary space partitions 3, 14, 18] have proven useful for these problems. However, to the best of our knowledge, the particular tiling problems that we investigate in this paper have not been looked at before. Our problems are di erent from the tiling problems in 4, 3, 14, 15, 18, 23] ; in particular, we do not require partitioning of the entire array, the array entries may be negative and there are lower and upper bounds on the size of a tile. The papers which most closely relate to our work are the references 20] and 28]. The authors in 20] provide an O(n) time algorithm to nd all maximal scoring subsequences of a sequence of length n. In 28] the authors investigate computing maximal scoring subsequences which contain no subsequences with weights below a particular threshold. (1) obtaining maximal sequence coverage with a limited number of tiles, and (2) producing a set of tiles which are small enough to achieve sufcient array resolution. In practice the average tile size is 800 when`and u are set to 300 and 1500, respectively. For the homology search problem it is desirable to extend the upper bound from 1:5 Kb to 2 Kb, representing the average size of mammalian messenger RNA transcripts. p (maximum overlap between two tiles): For microarray applications, tiles are disjoint; that is, the overlap parameter p is 0, and no sequence elements are shared between any two tiles. However, searching sequence databases for homology matches can be enhanced by introducing a maximum overlap of p 100 nucleotides. This condition provides for the case when potential matches can be made at tile boundaries. t (maximum number of tiles, when the number of tiles is bounded): In selecting tiles for microarray applications, t can be speci ed to limit the number of sequence fragments considered for PCR ampli cation. For mammalian DNA where repeat content (and subsequent sequence fragmentation) is high, we can expect the high-complexity sequence nucleotides to cover n=2 sequence elements; the desired number of tiles to be computed will thus be n 2 divided by u+2 (the average of u and`). For homology search problems t is unbounded. m (size of compressed input): It is di cult to give an accurate estimate of the number of high-complexity sequence fragments in the target sequence following repeat screening since it varies greatly with the organism. In our experience, human chromosomes end up having between 2 to 3 times as many high-complexity sequence fragments (before processing) as there are nal tiles (after processing), that is, m is roughly between 2t and 3t. In other words, in practice m may be smaller than n by a factor of at least 600 or more.
Synopsis of Results
All our results are summarized in Table 1 , except the result that GTile problem is NP-hard in two or more dimensions. Most of our algorithms use simple data structures (such as a double-ended queue) and are easy to implement. The techniques used for many of these tiling problems in one dimension use the solution of an Online Interval Maximum (OLIM) problem. In Section 3, we discuss the OLIM problem together with a solution for it using a windowing scheme reminiscent of that in 8]. However, the primary consideration in the applications in 8] was reduction of space because of the online nature of the problems, whereas we are more concerned with time-complexity issues since our tiling problems are o -line in nature (and hence space for storing the entire input is always used). Moreover, our windowing scheme needed is somewhat di erent from that in 8] since we need to maintain multiple windows of di erent sizes and data may not arrive at evenly spaced time intervals. . For our biology applications p 100 <`2 n, t ' n u+`, m is much smaller than n andù ?`< 6. The column of Approximation Ratio indicates whether the algorithm computes the optimal solution exactly or, for an approximation algorithm, the ratio of our total weight to that of the optimum.
Solving An Online Interval Maximum Problem via Sliding Window Approach
In this section, we discuss the Online Interval Maximum (OLIM for short) problem, which is used to design many of our algorithms. The authors in 8] mentions a restricted version of the OLIM problem in the context of maintaining stream statistics in the sliding window model and brie y mentions a solution for this problem. We expect the OLIM problem to be useful in other contexts as well. The problem in its most general form can be stated as follows.
Input: (1) a sequence a 0; n) of real values in increasing order where each value a i is an argument or a test (possibly both); (2) 2 real numbers `1; u 1 ;`2; u 2 ; : : : ;` ; u with 0 `1 < u 1 <`2 < u 2 < <` < u and (3) a real function g de ned on the arguments.
Output: for every test number a k compute the maximum b k of the quantities b k;1 ; b k;2 ; : : : ; b k; , where b k;i is given by b k;i = maxfg(a j ) : a k ? u i a j < a k ?`i and a j is an argumentg: On-line limitation: we read the elements of the sequence a 0; n) one at a time from left to right, and we need to compute b k (if a k is a test) before computing g(a k ). Theorem 1. Let n 1 and n 2 be the numbers of arguments and tests in the input and be the maximum time to compute g(x) for any given x. Then, the OLIM problem can be solved in O(n 1 + n ) time using O(n 1 + ) space.
Proof. In our algorithm we will maintain a queue Q i for each (`i; u i ). We will compute the pair (a; g(a)) for each argument a; these pairs will be also stored in the abovementioned queues with the following property: Q i stores a minimal set of argument-value pairs such that it is possible for some test a m that as yet has not been read we have b m;i = g(x) for some (x; g(x)) in Q i . Q i can be maintained using the following two rules: Rule 1. After reading a k , remove from Q i every (x; g(x)) such that x < a k ?u i . Rule 2. Let p be the smallest index of an argument such that a k ? u i a p < a k ?`i and (a p ; g(a p )) 6 2 Q i . After reading a k , remove from Q i every (x; g(x)) such that g(x) g(a p ). Then insert (a p ; g(a p )) in Q i .
Rule 2 is valid because for m k if we compute b m;i as the maximum value of a set that contains a removed (x; g(x), then this set must also contain (a p ; g(a p )). This is true because x < a p and therefore rule 1 would remove (x; g(x)) earlier.
If we perform all needed insertions to Q i using Rule 2 then the following holds: if j < m and (a j ; g(a j )) and (a m ; g(a m )) are simultaneously present in Q i , then g(a j ) > g(a m ). Consequently, the maximum of the g-values in Q i is contained in the oldest pair in Q i . These observations show that we need to maintain Q i as a double-ended queue where front(Q i ) stores the maximum of all the g-values of the elements in Q i (needed to compute b m;i , and to perform Rule 1), while tail(Q i ) has the minimum g-value (needed to perform Rule 2).
For each queue Q i of the queues and each a k we need to check if the queue has to be updated using either of the two rules. This takes O(n ) time. Because each argument is inserted and deleted to a queue exactly once, the aggregate of these updates takes O(n 1 ) time. For every test we compute the maximum of the maxima of the queues, this takes O(n 2 ) time. It is also easy to recover an optimal tiling via the d i and e i values.
GTile with Restricted Overlap
In this section, we consider the GTile problem when either two tiles are disjoint or they have exactly p elements in common, for some xed p <`=2. The constraint p <`=2 is true for our biology applications since typically p 100 and`' 300. 
GTile with Bounded Number Of Tiles
In this section, we consider the case when the maximum number of tiles t is given.
Theorem 5. The GTile problem with bounded number of tiles can be solved in O(minfn log n; ntg) time using O(n) space. It is not too di cult to provide an algorithm with O(nt) time and space using the approach of Theorem 2 and maintaining queues for each possible value of number of tiles. In the rest of this section, we will use a di erent approach to reduce the space to O(n) which is signi cant since t could be large. We will also provide another algorithm that runs in O(n log n) time using O(n) space which is also signi cant since log n is usually much smaller than t.
Sets and Sequences of Block Ends
Recall that a block is contiguous subsequence c p; q) of the given input sequence, a block of length at least`and at most u is a tile and our solution consists of a set of disjoint tiles. A set of blocks S S S S can be uniquely characterized by the set of endpoints of its blocks by using the following two quantities (where the rst component of an ordered pair is of depending on whether the endpoint is the left or the right endpoint of the block, respectively): ends(c a; b)) = f( ; a); ( ; b)g; ends(S S S S) =
T2S S S S ends(T)
A block end e = ( ; m) has side side(e) = and position pos(e) = m. A set of ends E is consistent if E = ends(S S S S) for some set of non-empty blocks. We introduce a partial order among block ends as follows: e f if pos(e) < pos(f) or if pos(e) = pos(f), side(e) = and side(f) = . A set of ends E ordered according to is the sequence ? ! E = (e 0 ; e 1 ; : : : ; e m ).
The test for consistency of E is obvious: the number of endpoints m in E has to be even and the sequence side(e 0 ), side(e 1 ), : : :, side(e m ) has to be ( ; ; : : : ; ; ). Our insistence that ( ; k) ( ; k) re ects the fact that we do not allow empty blocks, i.e. blocks of the form c k; k).
In this subsection we will assume that S S S S and T T T T are sets of blocks with A = ends(S S S S) and A 0 = ends(T T T T); hence both A and A 0 are consistent. We also assume 
Modifying a Set of Tiles
We now slightly modify the assumptions of the previous subsection. Now we assume that S S S S and T T T T are two sets of tiles (i.e. they satisfy the size bounds), and we rede ne the notion of alteration as follows: D is an alteration of S S S S if S S S S D is a set of tiles. Again, we want to characterize the alterations of S S S S that are subsets of B.
If g < h < i < j and c g; i); c h; j) 2 S S S S T T T T we say that ( ; h) and ( ; i) are friends; see Figure 1 for an illustration. We need the following lemma.
Lemma 3 Two friends must be adjacent in ? ! C , they must both belong to B and they are not partners.
Note that a pair of friends is easy to recognize: it must be a pair of the form Alterations that are vertices in a connected component of G B will be called atomic; see Figure 1 for an illustration. Obviously any alteration can be expressed as a union of one or more disjoint atomic alterations and two disjoint atomic alterations can be applied in any order on a given set of tiles to obtain the same set of tiles. We will say that an atomic alteration is increasing, neutral or decreasing if jS S S S Dj ? jS S S Sj equals 1, 0 or ?1, respectively. See Figure 2 for an illustration.
Lemma 5 If D is an atomic alteration of S S S S, then ?1 jS S S S Dj ? jS S S Sj 1.
Computing S t in O(nt) Time Using O(n) Space
Let S S S S 0 be the empty set of tiles, and let S S S S t+1 be a set of t + 1 tiles of maximum weight, and, under this limitation, one that is obtained by applying a minimal alteration (i.e. an alteration that is not properly contained in another alteration) to S S S S t .
Lemma 6 If S S S S t+1 = S S S S t D then D is an atomic alteration.
Our algorithm is straightforward. We start with S S S S 0 = ; and then, for 0 < p t we compute S S S S p from S S S S p?1 if the total weight of S S S S p if greater than that of S S S S p (otherwise we stop). By Lemma 6 we need to nd an increasing atomic alteration that results in the maximum possible weight gain. Our claim on the time and space complexity of the algorithm follows from the following lemma. Remark 2. The claim of Lemma 7 holds even if D is a neutral or decreasing alteration by using a very similar algorithm. Moreover, we actually compute, for each possible tile end e the optimum alteration of the prescribed type in which all elements precede e. The idea of this algorithm is the following. We will proceed in phases. Before a phase, we computed a set of t disjoint tiles, say S S S S, that has the largest weight under the constraint that each tile is contained in one of the blocks c a 0 ; a 1 ); c a 1 ; a 2 ); : : : ; c a k?1 ; a k ). For this phase, we will select some a i such that, after the phase, we replace S S S S with some S S S S B that maximizes the sum of weights under the constraint that each tile in S S S S B is contained in c a 0 ; a 1 ), c a 1 ; a 2 ), c a i?2 ,a i?1 ), c a i?1 , a i+1 ), c a i+1 , a i+2 ); : : : ; c a k?1 ; a k ) (i.e. the new set of blocks is obtained from the old set of blocks by coalescing the two blocks c a i?1 ; a i ) and c a i ; a i+1 ) into one block c a i?1 ; a i+1 )).
We can start with a i = i`; each block is a tile of minimum length, thus we can compute the weight of each tile and select the tiles with t largest weights. Using any linear time algorithm for order statistics 7], we can complete the rst phase in O(n) time and space. In Lemma 8 below we show that we can perform a single phase in O(M + log n) time and O(n) space, where M = max k i=1 fa i ? a i?1 g. This will be su cient for our claim on the time and space complexity of our complete algorithm by the following analysis 7 . We rst coalesce adjacent pairs of blocks of length`into blocks of length 2`(unless there is only one block of length`left). This requires at most n=`phases and each of them takes O(`) time, because during these phases the longest block has length 2`. Hence the total time and space complexity for these n=`phases is O(n). Repeating the same procedure for blocks of length 2`; 4`; : : :, it follows that that if all blocks but one have the maximum length then we can half the number of blocks in O(n) time and space, and again, all blocks but one will have the maximum length. Obviously, we are done when we have one block only. Since each phase can be carried out independently of any other phase, the space complexity is O(n), and the total time complexity is O P log(n=`) i=1 ?? 2 i+1`+ log n n 2 i` = O ? n log ǹ . Hence it su ces to prove the following lemma to prove our claim. Lemma 8. We can perform a single phase in O(M + log n) time and O(n) space.
GTile in d-dimensions
It is not di cult to see from previously known results that the GTile problem is NP-hard even for d = 2. The following theorem summarizes approximability issues for the higher dimensional cases. (2) . Since the i th dimension of any tile has a length of at least`i and at most u i , the aspect ratio of any tile is at most ù and hence we can use the shifting strategy of 9, Chapter 9] to get the result in (1) .
