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We study the dark excitons at the interface of a sharp lateral heterostructure of two-dimensional
transition metal dichalcogenides (TMDs). By introducing a low-energy effective Hamiltonian model,
we find the energy dispersion relation of exciton and show how it depends on the onsite energy of
composed materials and their spin-orbit coupling strengths. It is shown that the effect of the
geometrical structure of the interface, as a deformation gauge field (pseudo-spin-orbit coupling),
should be considered in calculating the binding energy of exciton. By discretization of the real-
space version of the dispersion relation on a triangular lattice, we show that the binding energy of
exciton depends on its distance from the interface line. For exciton near the interface, the binding
energy is equal to 0.36 eV, while for the exciton enough far from the interface, it is equal to 0.26
eV. Also, it has been shown that for a zigzag interface the binding energy increases by 0.34 meV
compared to an armchair interface due to the pseudo-spin-orbit interaction (gauge filed). The results
can be used for designing 2D-dimensional-lateral-heterostructure- based optoelectronic devices and
improving their characteristics.
I. INTRODUCTION
A homojunction can be created by doping an impu-
rity in a semiconductor material with specific band gap
energy. The interface of two dissimilar semiconductors
forms a heterojunction. The combination of multiple
heterojunctions together in a device is called heterostruc-
ture. The semiconductors band alignment in heterojunc-
tions can be categorized into three different types. In
type I (straddling gap), the conduction band maximum
(CBM) of one material is contained (nested) inside the
band gap of other material. If the band-gap of one ma-
terial is rested inside the band gap of the other material,
the type II alignment (staggered gap) is formed. In type
III (broken gap), the CBM of one material is equal to the
valence band maximum (VBM) of the other material.
Different two-dimensional materials (2DMs) with hon-
eycomb structures have been investigated. Hexagonal
boron nitride (h-BN) [1, 2], transition metal dichalco-
genides (TMDs) [3, 4], black phosphorus (BP) [5, 6] and
silicene [7] are the most widely studied 2DMs. By verti-
cal (vertical heterostructures (VLHSs)) or lateral (lateral
heterostructures (LHSs)) integration of 2DMs, an artifi-
cial heterostructured 2D layer can be fabricated. The
single-, double-, and multi-step chemical vapor deposi-
tion (CVD) approaches have been used to grow large -
area, sharp 2D heterostructures [8–11]. Also, using the
techniques, researchers could grow hetero-triangles com-
posed of a central TMD and an outer triangular ring of
another TMD [8, 12, 13]. The other structures such as
truncated triangles, hexagons, hexagrams [14] and more
complex patterned structures have also been reported
[15].
The band alignment (or band offset) across the junction
is an important parameter in material design. The band
∗ simchi@alumni.iust.ac.ir
offset in VHSs [16, 17] and in LHSs [18] have been stud-
ied by using the density functional theory (DFT). Ozce-
lik et al., introduced the periodic table of heterostruc-
tures (HSs) based on the band offset between them [19].
For studying the properties of HSs the tight-binding ap-
proach has been used for not only commensurate HSs
[20, 21] but also for incommensurate types [22].
By using monolayer WSe2-WS2 HS, high mobility field-
effect transistors (FETs), complementary metal-oxide
semiconductor (CMOS) and superior photovoltaic de-
vices have been demonstrated [23]. A light-emitting de-
vice (LED) with large conversion efficiency has been built
by using the lateral WSe2-MoS2 HS [24]. It has been
shown that one can manufacture a photodiode with high
photodetectivity of 1013 Jones and short response time
of sub-100 µs by using the LHS of grapheme and thin
amorphous carbon [25]. Amani et al., reported near-
unity photon quantum yield in TMD monolayer, which
led to the development of highly efficient optoelectronic
devices [26]. It has been shown that Mo- and W-based
TMDs have bright and dark exciton ground states, re-
spectively, due to the reversal of spins in the conduction
band [27, 28].
The long-lived interlayer excitons in monolayer MoSe2-
WSe2 HS have been reported [29], and the light-induced
exciton spin Hall effect in van der Waals HSs has been
studied [30]. Latini et al., studied the role of the dielec-
tric screening on the properties of excitons in van der
Waals HSs [31]. It has been shown that the plane inte-
grated modular wave functions of the VBM and CBM
for different LHSs with long armchair and zigzag inter-
faces are localized on Mo-side and W-side, respectively
[32].Lau et al., studied the interface excitons at lateral
heterojunctions in monolayer semiconductors and showed
that the competition between the lattice and Coulomb
potentials implies the properties of exciton at the in-
terface [33]. The above short review shows that band
gap energy, band offset voltage, type of alignment, inter-
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2face structure, and the type of chalcogenide in the lat-
eral MiXj-MkXl (M=transition metal, X=chalcogenide)
heterostructures are important in designing an exciton-
based optoelectronic devices. The importance of these
factors motivated us to study the relationship between
the energy of exciton, its binding energy, and the men-
tioned parameters in the LHSs.
In this paper, we consider monolayer LHSs of transi-
tion metal dichalcogenide with armchair and zigzag inter-
faces. By introducing a low-energy effective Hamiltonian
model,we find the energy dispersion relation of exciton
and show how it depends on the onsite energy of com-
posed materials and their spin-orbit coupling strengths.
Using the real-space version of exciton dispersion energy
relation and its discretizing on a triangular lattice we find
the binding energy of exciton. It is shown that the bind-
ing energy depends on the distance of the exciton from
the interface line which is governed by the competition
between lattice and Coulomb potentials. We show that
the effect of the geometrical structure of the interface
appears as a deformation gauge field and increases the
binding energy of exciton in the zigzag interface. The
structure of the article is as follows: Section II includes
the Hamiltonian model. The numerical calculations are
provided in section III. The results and discussion and
summary are provided in sections IV and V, respectively.
II. HAMILTONIAN MODEL
Let us, consider a lateral heterostructure of MoX2-WX2
with an armchair interface. Since the plane integrated
modular wave function of VBM and CBM are localized
on W-side and Mo-side, respectively [32], near K (K ′)-
point we can consider the low-energy two-band Hamilto-
nian model (Appendix A) in both sides for studying the
behavior of electrons and holes. If the wave functions
of Mo (W)-side are called φ
M(W )
1 and φ
M(W )
2 , a new
base function ψ = (φM1 φ
W
1 , φ
M
1 φ
W
2 , φ
M
2 φ
W
1 , φ
M
2 φ
W
1 )
T
can be defined such that

HMo11 −HW11 −HW12 HMo12 0
−HW21 HMo11 −HW22 0 HMo12
HMo21
0
0
HMo21
HMo22 −HW11 −HW12
−HW21 HMo22 −HW22


φM1 φ
W
1
φM1 φ
W
2
φM2 φ
W
1
φM2 φ
W
1
 = (EMo − EW )

φM1 φ
W
1
φM1 φ
W
2
φM2 φ
W
1
φM2 φ
W
1
 (1)
where, HMoe,↑ =
(
HMo11 H
Mo
12
HMo21 H
Mo
22
)
and HWe,↑ =(
HW11 H
W
12
HW21 H
W
22
)
. It should be noted that the Hamiltonian
of spin-down hole in W-side is given by HWh,↓ = −HWe,↑ .
Now, we introduce four eigenfunctions as below
ψ1 =
(
cos(θ1/2)cos(θ2/2), cos(θ1/2)e
iϕ2sin(θ2/2), e
iϕ1sin(θ1/2)cos(θ2/2), e
iϕ1sin(θ1/2)e
iϕ2sin(θ2/2)
)T
(2)
ψ2 =
(
e−iϕ1sin
(
θ1
2
)
e−iϕ2sin
(
θ2
2
)
,−e−iϕ1sin
(
θ1
2
)
cos
(
θ2
2
)
, −cos(θ1/2)e−iϕ2sin
(
θ2
2
)
, cos(θ1/2)cos
(
θ2
2
) )T
(3)
ψ3 =
(
cos(θ1/2)e
−iϕ2sin(θ2/2), −cos(θ1/2)cos(θ2/2), eiϕ1sin(θ1/2)e−iϕ2sin(θ2/2),−eiϕ1sin(θ1/2)cos(θ2/2)
)T
(4)
ψ4 =
(
e−iϕ1sin
(
θ1
2
)
cos(θ2/2), e
−iϕ1sin
(
θ1
2
)
eiϕ2sin(θ2/2), −cos(θ1/2)cos(θ2/2),−cos(θ1/2)eiϕ2sin(θ2/2)
)T
(5)
3Here, θ1 (θ2) and ϕ1 (ϕ2) are attributed to Mo (W)-side
and their definitions are provided in Appendix A.
Using the results of appendix A, the low-energy Hamil-
tonian of lateral heterostructure can be written as
H =

∆1−∆2
2 −a2t2k2e−iϕ2 a1t1k1e−iϕ1 0
−a2t2k2eiϕ2 ∆1+∆22 − λ2 0 a1t1k1e−iϕ1
a1t1k1e
iϕ1
0
0
a1t1k1e
iϕ1
−∆1+∆22 + λ1 −a2t2k2e−iϕ2
−a2t2k2eiϕ2 −∆1−∆22 + λ1 − λ2
 (6)
where, the subscript 1 (2) is attributed to Mo (W)-side.
Therefore, it can be easily shown that
Hψ1 = (E1 − E2)ψ1 (7)
Hψ2 = (−E1 + E2 + λ1 − λ2)ψ2 (8)
Hψ3 = (E1 + E2 − λ2)ψ3 (9)
Hψ4 = (−E1 − E2 + λ1)ψ4 (10)
It is obvious that the Hamiltonian matrix, H, can be
diagonalized by using the matrix P = (ψ1, ψ2, ψ3, ψ4)
i.e.,
P =

cos(θ1/2)cos(θ2/2) e
−iϕ1sin
(
θ1
2
)
e−iϕ2sin
(
θ2
2
)
cos(θ1/2)e
−iϕ2sin(θ2/2) e−iϕ1sin
(
θ1
2
)
cos(θ2/2)
cos(θ1/2)e
iϕ2sin(θ2/2) −e−iϕ1sin
(
θ1
2
)
cos
(
θ2
2
) −cos(θ1/2)cos(θ2/2) e−iϕ1sin ( θ12 ) eiϕ2sin(θ2/2)
eiϕ1sin(θ1/2)cos(θ2/2)
eiϕ1sin(θ1/2)e
iϕ2sin(θ2/2)
−cos(θ1/2)e−iϕ2sin
(
θ2
2
)
cos(θ1/2)cos
(
θ2
2
) eiϕ1sin(θ1/2)e−iϕ2sin(θ2/2) −cos(θ1/2)cos(θ2/2)−eiϕ1sin(θ1/2)cos(θ2/2) −cos(θ1/2)eiϕ2sin(θ2/2)

(11)
However, the eigenfunction ψ3 includes the eigenfunction
of electrons which belongs to Mo-side with energy E1 ,
and the eigenfunction of electrons which belongs to W-
side with energy (−E2 + λ2). The eigenvalue related to
ψ3 is (E1 − (−E2 + λ2)). Now, if we add the lattice
potential VI = Ve +Vh and Coulomb potential VC to the
eigenvalue of ψ3 we will find the energy equation of the
exciton as below
Eexc = E
e,↑
Mo−Ee,↑W +VI+VC = Ee,↑Mo+Eh,↓W +VI+VC (12)
We can fit a parabola to the energy dispersion curve of
Mo-side and W-side near K (K ′)-point and show (Ap-
pendix A) Ee,↑Mo ≈ }
2k21
2m1
+ ∆12 and E
e,↑
W ≈ −}
2k22
2m2
− ∆22 +λ2.
Therefore, the energy dispersion relation of exciton is as
below
Eexc =
}2k21
2m1
+
}2k22
2m2
+
∆1 + ∆2
2
− λ2 + VI + VC (13)
Now a question can be asked. How it would be in other
kinds of interfaces? The effect of interface structure can
be understood by adding a deformation gauge field to
the Hamiltonian [32]. An in- plane gauge field,
−→
A =
(Ax (x, y) , Ay (x, y)), creates a magnetic filed
−→
B = Bz zˆ
which acts as a pseudo-spin-orbit coupling and splits the
CBM and VBM and creates the surface states (Appendix
A). For example, if
−→
A = (Ax (y) , 0) for a zigzag interface,
then Bz 6= 0 and the energy of the surface states located
in the vicinity of the interface reads [32, 34]:
E =
vF px
cosh[ 1}
∫
dy Ax(y)]
(14)
Therefore, as it is shown in Appendix A, by changing the
geometrical structure of the interface, the eigenvalues of
the Hamiltonian, H, changes, and it is expected that ex-
citon binding energy changes, too. It should be noted
that the above results can be used for studying the exci-
tons in van der Waals heterostructures of TMDs because
the electrons are localized on the top (bottom) layer while
the holes are localized on the bottom (top) layer. Of-
course, the suitable VI and VC should be used [31]. Also,
for studying the bright exciton, one should only use the
Hamiltonian Eh,↑W = −Ee,↓W instead of Eh,↓W = −Ee,↑W .
III. NUMERICALL CALCULATIONS
By using the Fourier transformation, one can find the
real-space version of Eq.10. Since, the center-of-mass and
relative space coordinates are
−→
R (X,Y ) =
1
M
(me
−→r e +mh−→r h) (15)
4−→r (x, y) = −→r e −−→r h (16)
the Hamiltonian of exciton in real space will be equal to
H = − }
2
2M
∇2R −
}2
2µ
∇2r + VC (r) + VI(
−→
R,−→r ) (17)
where, M = me +mh and µ =
memh
me+mh
. By considering
the symmetry of VI and by using the Born-Oppenheimer
approximation (BOA) it can be shown that the corre-
sponding Schrodinger’s equations for the relative motion
and center-of-mass motion read [33][
− }
2
2µ
∇2r + VC (r) + VI (X,−→r )
]
Θ (X, r) = E(X)Θ (X, r)
(18)[
− }
2
2M
∇2X + E (X)
]
Ψ (X) = EgrΨ (X) (19)
where, Egr is the ground state energy. By discretizing
Eq.18, one can find the minimum eigenvalue E (X) under
open boundary conditions for both directions. By using
the minimum value, the exciton energy, Egr , can be
found by solving the Eq.19. The binding energy will be
found by using the relation Ebi = Ef − Egr where Ef is
the energy of a noninteracting electron-hole pair at the
interface.
How can one discretize Eq.18? Liu et al., introduced a
three-band tight-binding model for describing the low-
energy physics in a monolayer of TMDs [35]. They
showned that the conduction and valence bands are ac-
curately described by d orbitals of metal atoms. Their
model involving up to the third-nearest-neighbor hop-
pings can well reproduce the energy band in the en-
tire Brillouin zone [35]. Therefore, we can assume that
the electrons and holes hop between metal atoms that
construct a triangular lattice structure. It means that
the relative coordinate, −→r , moves on a triangular lat-
tice structure when the electron (hole) the hop and hole
(electron) is fixed. Therefore, we consider the triangular
lattice of metal atoms and discretize the Eq.18. It can be
shown that the hopping integral on triangular lattice is
equal to }
2
3µa2 , where a is the lattice constant (Appendix
B).
It is expected that the excitons are created in the vicinity
of the interface line by competition between Coulomb and
band offset potentials [32, 33]. Therefore, we can consider
Ψ (X) ∝ e−α|X|, where α =
√
2M(E(X)−Egr)
} > 0 and X
is the distance from the interface line in xˆ-direction. It
means that Egr < E (X) because E (X) < 0. But, E (X)
depends on the competition between VI and VC , and in
consequence, the broadening of Ψ (X) and its value de-
pend on the competition. Hence, the values VI and VC
are very important for calculating E (X) and Ψ (X).
However, what are the suitable formulas of VI and VC for
the numerical calculations? The Coulomb potential and
its usage for studying the Hydrogen-like atoms and the
dielectric properties of two-dimensional materials have
been widely studied [31, 36–40]. Felbacq et al., used the
below formula for studying the dielectric properties of
two-dimensional materials [40]:
VC = −( 1√
r2 +
√
τ
+
τ
r
) (20)
where, τ =
(
8
3
)×10−4. Also, they showed that their
results are in a good agreement with the results of others
[3]. Therefore, we use the above equation in the following
numerical calculations and, for r = 0 we set VC = U0 =
cte. Assuming a symmetric heterostructure with type- II
interface and finite width, we will use the below formula
for lattice potential in the next calculations.
VI =
V0
2Max(VI)
(1− tanh
( x
w
)
) (21)
where, w is the width of the interface, x is x-coordinate
on triangular lattice, V0 is the band offset voltage,
and Max(VI) is the maximum value of VI . It should be
noted that for sharp interfaces, w is very small.
IV. RESULTS AND DISCUSSION
Theoretically, in Eq.10 for k1 = k2 = 0, if Eg =
∆1+∆2
2 −
λ2 , we can write
Eg − Eexc = −(V I + VC) (22)
where, (Eg−Eexc) is the binding energy of exciton. The
Coulomb potential attempts to bind the electron and hole
while the lattice potential at interface attempts to sep-
arate them and prefers to place them on the comple-
mentary sides of the interface. Therefore, the proper-
ties of the exciton depend on the competition between
these potentials, especially at the interface. But, the
plane integrated modular square wave function of VBM
and CBM for different LHSs are localized on W-side and
Mo-side, respectively [32]. Hence, as the Coulomb po-
tential decays rapidly from the interface line, it is ex-
pected that the excitons are created in the vicinity of
the interface. Ofcourse, Kang et al., investigated the
band offsets and heterostructures of monolayer and few-
layer transition-metal dichalcogenides MX2 (M=Mo, W;
X=S, Se, Te) and showed that V0 ≈ 0.26 eV[18]. A
tight-binding model has been introduced for studying
the properties of the lateral heterostructures of two-
dimensional materials [41]. They demonstrtated that
the onsite energy ∆2 → ∆2 + 0.26 in the presence of
∆1. So, Eg = 1.77 (1.57) eV for MoS2-WS2 (MoSe2-
WSe2) lateral heterostructure because, ∆Mos2 = 1.66 eV,
∆Ws2 = 1.79 eV, ∆MSe2 = 1.47 eV, ∆WSe2 = 1.60 eV,
λWS2 = 0.215 eV, and λWSe2 = 0.23 eV [41].
Now let us find the binding energy of exciton numerically.
Fig.1 shows the triangular grid of a lateral heterostruc-
ture of 2D-TMDs with an armchair interface. If the scale
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FIG. 1. (Color online) Triangular lattice structure of a lateral
heterostructure with an armchair interface.
of x(y)-axis is multiplied by
√
3a/2 (a/2), the structure
of the zigzag interface will be found.
First, we consider the armchair interface. Here, the
hopping integral }
2
3µa2 is equal to 0.0218 eV because
me(h) = 0.32 m0 and a = 3.325 Angstrom (A
0) [33]. In
the type-II heterostructures, the interface is atomically
sharp, and in consequence, we can set w = 0.003 A0 in
Eq.21. Because, for r = 0 the value of VC from Eq.20 will
be at the order of 104, we set VC(r = 0) = −1.5 eV and
will show how its effects on the final results can be com-
pensated by a suitable choice of band offset energy, V0
. Fig.2 shows a typical comparison between VI and VC .
It should be noted that in each supercell, there are eight
atoms, and four of them have the same x-coordinate, and
consequently, the same lattice potential VI .
As Fig.2 shows the Coulomb potential has a significant
value only at the interface and couples the electrons and
holes at the region. For studying the effect of VC, we
should obtain E(X) for different values of VC by atten-
tion to the value of the band offset voltage. It has been
shown that there are two characteristic behaviors, the
regime of small band offset (V0 < 0.1 eV) and large band
offset (V0 > 0.4 eV) [33]. For sufficiently large V0, the
electron and hole are well separated into opposite regions,
while for small and intermediate V0, the separation is
weak, and in consequence, on-site Coulomb interaction
plays the main role. For example, it has been shown
that for V0 = 0.2 eV, the binding energy of the interface
exciton is about 0.22 eV which is about 0.1 eV smaller
than that of the 2D exciton [33]. The effect of Coulomb
potential on the energy of excitons (E(X)) is shown in
Fig.3, for V0 = 0.26 eV. It can be seen that the exci-
ton energy depends on VC (r = 0) because |VC | > |VI | at
some atomic sites near the interface (Fig.2(a)). However,
for V0 = 0.4 eV, as Fig.4 shows, the second minimum
eigenvalue does not change when the value of VC (r = 0)
changes. Under this condition, |VC | < |VI | and lattice
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0
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 (e
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 (e
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(b)
FIG. 2. (Color online) Lattice and Coulomb potentials.
VC (r=0) = −1.5 eV (not shown).(a)V 0 = 0.26 eV.
and(b)V 0 = 0.4 eV.
potential dominates (Fig.2(b)), and therefore, the effect
of VC (r = 0) on the second minimum of eigenvalue is
negligible. We consider V0 = 0.4 eV and the second min-
imum eigenvalue as E(X) in the next calculations and
will show that under these conditions the correct binding
energy can be calculated for MoX2-WX2 LHSs. Also, as
Fig.4 shows, the Coulomb potential decreases the second
minimum of E(X) energy by 0.26 eV. It means that the
system is more stable now. As the first approximation,
we can consider the difference as the binding energy of
exciton which is of the same order as a two-dimensional
exciton in TMDs. In what follows, we will show that
under which conditions the approximation is satisfied.
Our guess for the wave function of center-of-mass was
Ψ (X) ∝ e−α|X| where α =
√
2M(E(X)−Egr)
} > 0. As
electron and hole are well separated into opposite regions
for V0 = 0.4 eV even for very long nanoribbon [1, 5]
and considering the behavior and value of the Coulomb
potential compared to the lattice potential (Fig.2(b)), it
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Atom number
-3.5
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
E(
X)
 (e
V)
VC(r=0)=0 eV
VC(r=0)=-1 eV
VC(r=0)=-1.5 eV
VC(r=0)=-2 eV
V0= 0.26 eV
w = 0.003 angstrom 
FIG. 3. (Color online) The effect of Coulomb potential on the
energy of exciton when
V0 = 0.26 eV.
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FIG. 4. (Color online) The effect of Coulomb potential on the
energy of exciton when
V0 = 0.4 eV.
is expected that Ψ (X) decays to 1/e of its maximum
value for a specific value of X (called Xb). For X = Xb
we have
√
2M(E(X)−Egr)
} =
1
Xb
and in consequence:
Egr = E (X)− }
2
2MX2b
(23)
Therefore, by increasing Xb (well separation of elec-
tron and hole) the term }
2
2MX2b
decreases rapidly and
Egr → E (X). But, the minimum value of Xminb is equal
to mha2M =
a
4 = 0.83 Angstrom when one electron is at in-
terface (x = 0) and one hole is at (x = a/2). So, the max-
imum value of }
2
2MX2b
= 0.08 eV and Egr = E (X)− 0.08
. Under this condition, Ebi = 0.34 eV which is equal
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FIG. 5. Fig.5 (Color online) Comparison between binding
energy of (a) zigzag and (b) armchair interfaces.
V0 = 0.4 eV.
to the binding energy of 2D exciton, approximately [33].
As a result, it can be concluded that near the interface
Ebi = 0.34 eV and far from it Ebi = 0.26 eV. It means
that the binding energy of exciton depends on its distance
from the interface.
Now let us, study the effect of the interface structure
on binding energy. Fig. 5 shows the comparison be-
tween the binding energy of zigzag and armchair inter-
faces. As it shows, the difference is ∆Emin (X) = 0.34
meV. ∆Emin (X) is created by the deformation gauge
field which is a pseudo spin-orbit coupling. Its value is
small due to its nature.
V. SUMMARY
We studied the dark exciton in two –dimensional
dichalcogenide LHSs with a sharp interface. We in-
troduced a low-energy effective Hamiltonian model and
7found the energy dispersion relation of exciton and
showed how it depends on the onsite energy of composed
materials and their spin-orbit coupling strengths. It was
shown that the balance between the Coulomb and offset
potential implies the behavior of exciton, especially at the
interface. Also, by assigning a deformation gauge field to
the geometrical structure of the interface, we could find
the effect of the geometry on the binding energy of exci-
ton. By discretization of the real-space version of disper-
sion relation on a triangular lattice, the exciton binding
energy calculated as 0.34 eV near (far from) the inter-
face i.e., the binding energy of exciton depends on its
distance from the interface line. Finally, we could show
that the binding energy of a zigzag interface increases
by 0.34 meV in comparison with an armchair interface
due to the pseudo-spin-orbit coupling term (deformation
gauge field). The results can be useful in the design of
new optoelectronic devices with improved performance
and characteristics.
VI. DATA AVAILABLITY
The data that supports the findings of this study are
available within the article and its Appendices.
Appendix A
The low-energy two-band effective Hamiltonian of spin-
up electrons near the K-point is given by [41]
H =
(
∆
2 atk−
atk+ −∆2 + λ
)
(A1)
where, k± = kx±ky, and ∆ , a, and t are the energy band
gap, lattice constant, and hopping integral, respectively.
Here, 2λ is the spin-orbit coupling (SOC) strength. It
can be shown that the eigenvalues are given by
E =
λ
2
±
√(
∆
2
− λ
2
)2
+ a2t2k2 (A2)
By defining cos( θ2 )=atk/
√
(E − ∆2 )(2E − λ) and =
tan−1(kykx ) , one can easily diagonalize the Hamiltonian,
H, by using the matrix P =
(
cos( θ2 ) e
−iϕsin( θ2 )
eiϕsin( θ2 ) −cos( θ2 )
)
and shows
P−1HP =
(
E 0
0 −E + λ
)
(A3)
For k = 0 , the energy eigenvalues are E = λ2 ±(
∆
2 − λ2
)
and in consequence the conduction band min-
imum (CBM) and valence band maximum (VBM) are
equal to ∆2 and −∆2 + λ, respectively. For spin-down
electrons, CBM and VBM are ∆2 and −∆2 − λ, respec-
tively. So, the band splitting happens at VBM by the
SOC.
If the eigenfunctions φ1 =
(
cos
(
θ
2
)
eiϕsin( θ2 )
)T
and
φ2 =
(
e−iϕsin
(
θ
2
) −cos ( θ2) )T are used it can be shown
that
Hφ1 = Eφ1 (A4)
Hφ2 = (−E + λ)φ2. (A5)
For adding a gauge field,
−→
A , to the Hamiltonian, we
should use the covariant derivatives. It means that we
should replace −→p by −→p −−→A in the Hamiltonian matrix.
If we consider the equation H2ψ = E2ψ, it can be shown
that
E =
λ
2
±
√(
∆
2
− λ
2
)2
+ v2F
(−→p −−→A)2 ± }v2FBz (A6)
where, vF is Fermi velocity,
−→p = }−→k , −→A =
(Ax (x, y) , Ay (x, y)), and
−→
B = ∇ × −→A . If k = 0, and
by neglecting the term A2, it can be shown that
E =
λ
2
±
√(
∆
2
− λ
2
)2
± }v2FBz (A7)
If ∆−λ2  }v2FBz then
E1(2) =
∆
2
+ (−)}v
2
FBz
2
(A8)
and
E3(4) = −∆
2
+ λ+ (−)}v
2
FBz
2
. (A9)
Therefore, the term }v2FBz is pseudo-spin orbit coupling
and splits not only VBM but also CBM. Because for
E = 0 the Eq.(A-6) has a non-trivial solution, the surface
states exist.
Appendix B
In xy-plane, one can define three vectors −→u = (ux, 0),−→v = (v cosα, v sinα), and −→w = (w cosβ, w sinβ) and
shows that
∂2u = ∂
2
x (B1)
∂2v = (cos
2
α)∂2x +
(
sin2α
)
∂2y + 2(sinα)(cosα)∂
2
xy (B2)
∂2w = (cos
2
β)∂2x +
(
sin2β
)
∂2y + 2(sinβ)(cosβ)∂
2
xy. (B3)
In a triangular lattice, α = 60 and β = 120 and in con-
sequence [42]
∂2x + ∂
2
y =
2
3
(∂2u + ∂
2
v + ∂
2
w) (B4)
Now by discretizing the right-hand side of the Eq.(B-4),
the below equation can be derived[42]
8− }
2
2m
(
∂2ψ
∂x2
+
∂2ψ
∂y2
)
= − }
2
3ma2
(−6ψi,j,k + ψi+1,j,k+ψi−1,j,k+ψi,j+1,k+ψi,j−1,k+ψi,j,k+1+ψi,j,k−1) (B5)
where, i, j, and k are in −→u , −→v , and −→w directions. There-
fore, the hopping integral is equal to = − }23ma2 where, a
is the lattice constant.
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