This paper describes the work on the development of disposable micro sample cell for optical spectroscopy. The disposable flow cell is an attractive approach to ensure cleanliness of the sample container and to avoid contamination between samples and residual detergents. The main objective of this work is to develop a disposable flow cell made of Poly-(methyl methacrylate) (PMMA) with polymer optical fiber (POF) connections that is easy to install and has a performance measurement that meets ISO standards. The research involved three stages namely fiber optic preparation, design of the flow cell and analysis of the flow cell design. Chemometrics methods, internal quality control standards, calibration and performance characterization instruments are used for the analysis. The POF fiber performance is described by a linear calibration graph. The Shewhart chart for uncertainty analysis shows no data out of the chart, with mean value meeting the ISO 8258 standard. Comparisons of the calibration to other disposable sample cells show better results in linearity. Chemometrics analysis specified the reading data to be within the warning line in accordance with ISO 8258. Validation of the mathematical model is acceptable as none exceed 95% for the F-test. Average precision and sensitivity are 0.9 and 0.3, respectively. Limit of detection and limit of quantification are 0.07 and 0.25, respectively. Based on the results, the design of a disposable flow cell with POF fiber meets the standards of analysis for sample containers used in a spectrometer.
I. INTRODUCTION
Nitrites are chemical compounds that can cause environmental pollution [1] and have adverse effects on human health [2] besides imposing health risks on marine aquaculture [3] .
Natural ground water resources are easily contaminated by this chemical compound [4] , especially in ex-landfill sites [5] when microorganisms break down the nitrogen-containing organic compounds from animal manure, sewage waste, and plants [6] . The contaminated water will indeed have negative effects on living creatures, for example thwarting the growth performance of fish [7] .
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Industrial sodium nitrite is commonly used as food preservatives. At high concentrations, these compounds have been known to incite cancer in a wide range of laboratory animals [8] .
Spectrometers are well known instruments for detection and quantification of nitrite [9] . A fiber optic spectrometer is one of the methods used in a detection system [10] .
The sample cell is the part that plays an important role in spectrometers because it is the place where interaction between light and sample occurs. There are two types of sample containers, which are the cuvette and flow cell. The advantage of the flow cell is that it can be used for continuous sampling to obtain data from the entire sample and provide realtime monitoring. The system is an essential tool for quality monitoring process, such as realtime water quality monitoring [11] .
However, most flow cells are either securely fixed during installation, nondisposable or fall short of being multipurpose. Hence, it is not suitable for continous application due to residual from the solution or interference by the sample.
Disposable technology [12] in biopharmaceutical industry [13] manufacturing processes is significant such that it can increase efficiency by reducing capital costs [14] , improve plant flexibility, reduce start-up time, and eliminate both non-value added process steps and the risk of crosscontamination. In addition, it also reduces labor costs in terms of liquid waste processing and on-site quality and validation requirements [15] .
In this paper the development of a low-cost, robust, disposable flow cell coupled with POF spectroscopy for general application is presented. Nitrite is chosen study sample due to the harmful effects of the chemical coumpound and rapid growth in its detection systems.
This paper is organized as follows; Section II reviews the investigation on related works considered important in this study. Section III describes the methodologies applied for this project. Section IV shows POF performance and uncertainty analysis. Calibration and uncertainty analyses are presented in Section V. Chemometrics as statistical analysis is showed in Section VI, while Section VII presents characteristic performance of instruments and comparison among sample cells. The conclusion is presented in Section VIII.
II. RELATED WORK
Various studies involving flow cells used as optical sensors in spectroscopy systems can be found in literature.
In [16] , flow-injection spectrophotometry was developed for determining nitrite. The detection system was based on a diazotization reaction that traces amounts of nitrite in biological samples.
A patented design of an inline flow cell block with a flow passage of predetermined diameter was described in [17] . Interchange adapters were required for connecting the flow line of different internal diameters to the block.
A continuous flow was applied for a spectrometer to detect nitrite in water solutions [18] . To ensure gaseous products remain in the solution, high fluidic pressure was maintained throughout the experiment.
In [19] , flow cell and spectrometer were established for nitrite detection in reagent concentration. A system injection was also applied for the system. Nitrate and nitrite in aqueous samples were determined with flow injection analysis [20] . The sample employed Griess reagent under acidic condition.
Spectrophotometric flow injection method was developed for nitrite or nitrate in soil samples [21] . The determination of nitrite was obtained by using a modified version of the Griess diazo-coupling reaction. Optical absorbance was observed at 543 nm.
A plastic disposable flow cell was applied in [22] for micro-array detection of infectious agents for clinical laboratory. In [23] , the application of polyethylene flow cell for chemical detection with POF was developed based on absorbance spectrophotometric method and the simple design flow injection made of PMMA acrylic for nitrite determination was showed in [24] .
As observed from the literature study, various flow cells are implemented for nitrite detection. However, there is still a need for a design that is guided by the ''simpler, cheaper and smaller'' principle, with more focus on continuous flow and the demand for mechanical resistance and better robustness [25] .
III. METHODOLOGY
Three steps were involved in designing the proposed disposable flow cell, which are the fiber optic preparation, design of the flow cell, and analysis of the design. In the design, an approach was taken to validate the design of disposable sample cells by using data comparison with the conventional disposable sample cells, a cuvette. Both methods of using flow cells and cuvettes were applied to a fiber optic spectrophotometer. POF was chosen for the fiber optic component due to its large numerical aperature, which allows optimum interaction between the light signal and the sample.
A. FIBER OPTIC PREPARATION
In this work, the POF with 1 mm core diameter (ESKA TM SH 4001-1.3, Mitsubishi Rayon Company Ltd.) was used. The core of the POF is made of PMMA, which coated by fluorinated polymer and enclosed by polyethylene jacket. The connector used for the POF is SMA 905 which is manufactured by Industrial Fiber Optics.
The POF needs to be prepared prior to usage. The complete preparation steps of the POF and SMA connector are shown in Figure 2 . Firstly, the fiber was cut using a fiber cutter as shown in Figure 2 (a). Secondly, the jacket with 16 mm length was stripped from the POF by using a clipper (Figure 2(b) ). Then, the bare fiber was inserted into the ferrule of the connector as shown in Figure 2 (c). Next, the connector was crimped using a crimping tool as shown in Figure 2(d) . Finally, the glue was inserted in between the connector and the POF. This was to avoid any leakage to occur between the connector and the metal hoop during the experiment. 
1) POLISHING POF
There were two steps for polishing POF, namely rough level and fine level polishing. The rough stages were done manually on dry sandpaper whereas the smooth stages were done using a polishing machine, ULTRAPOL Fiber lensing machine. The machine produced accurate profile of the fiber. In this polishing machine, water was used to remove residual dust produced during the polishing process. Figure 3 shows two steps of polishing. The first polishing step was done using a POF fiber-optic kit angle of 90 0 and in a figure-eight motion onto sandpapers with roughness of 10 µm and 3 µm. Sandpaper with 10 µm roughness was used to eliminate the excess POF core from the ferrule of the SMA connector. Sandpaper with 3 µm roughness was used for smoothing the end of the connector. The second step of polishing was carried out by using a polishing machine. This step is carried out to get better result of smoothing and to clean up the surface of the fiber core.
The machine utilized aluminum oxide polishing paper with roughness of 0.5 µm and 0.3 µm. Water jet was applied to remove the dust away.
2) POF CHARACTERAZATION POF connector characterization was done using stereo zoom microscopes by OLYMPUS type SZ51. The optical fiber's surface image was acquired from manual inspection through the eyepiece, whereby images were captured and displayed on a computer screen via USB cable. Figure 4 shows the configuration of POF characterization. Figure 4 (a) shows the set-up for edge connector characterization and Figure 4 Figure 5 shows the edge of connector's ferrule and fiber core obtained from the microscope, while Figure 5 (a) shows the image when the POF was inserted into the metal hoop of SMA connector. The tip of POF was slightly oriented outward from the ferrule about 20 µm. This size depended on the accuracy of the installation and size of uncladded fiber jacket. The gap between the core of the fiber and the midline of the ferrule was filled in with epoxy glue as shown in Figure 5 (b). This gap should be small enough to prevent the sample from being drained when applied to the flow cell. Figure 5 (c) shows the manually polished ferrule using 10 µm papers. The end of the fiber was found flattened and eroded. However, additional polishing was required for smoothing was obtained by using finer polishing paper. The image of surface characterization is shown in Figure 6 . This figure shows the polishing result of the tip of the POF surface. Figure 6 (a) shows the result of manual polishing with 3-µm sandpaper roughness. There were scratch marks appearing on the surface the POF. These marks could cause refraction and scattering of the rays that propagate through the fiber, thus reducing the optimum light that reaches the sample cell.
Polishing with fine grade polishing paper was aimed to reduce surface scratches. For this step, a polishing machine was utilized. The machine provided spin stability, a water jet for removing residual dust, and controlled pressure onto the sandpaper. Employing the polishing machine indeed provided better surface results. The water flow during polishing process was to remove excess dust as a result of polishing.
The polishing results from using sandpaper of roughness 0.5 µm is shown in Figure 6 The flow cell was made of PMMA polymers with thickness of 10 mm. The casing was made of 1 mm thickness aluminum.
A photograph of the casing is shown in Figure 7 (b), while the photograph of the casing and the flow cell is shown in Figure 7 (c).
Size of the casing was 24 mm in length and 21 mm in width, whereas the flow cell was 22.2 mm in length and 19 mm in width. The 6.3 mm diameter hole in the casing had a slot for the SMA plug. This adapter connector was used to insert the sample through the appropriate syringe, which was then used for sample injection.
The casing was attached to a hook to hold and ensure the configuration was rigid throughout the measurement, sample flow and the sample cell replacement processes.
C. MEASUREMENT INSTRUMENT
Basically, there are three main elements for absorption spectrophotometry measurement, namely light source, spectrophotometer, and software for obtaining data. Optical fibers and sample containers are additional elements.
In this study, the light source is the DH-2000-BAL balanced deuterium halogen light manufactured by OceanOptic TM . This light source uses innovative filtration technology to produce a smooth spectrum across the entire range of the spectrum. This technology eliminates the alpha line between the deuterium in the visible light ray region. The wavelengths within the range of ultra-violet to near infrared are between 200 nm to 1100 nm.
To measure and analyze the spectrum, OceanOptic TM 's HR4000CG-UV-NIR spectrophotometer is used (High Resolution -Composite Grating Ultraviolet -Near Infra-Red).
D. SAMPLE PREPARATION
The sample consists of two types, namely nitrite and Greiss reagent samples. The Greiss reagent is the chemical reagent used to detect the presence of nitrite organic compounds. The presence of nitrite is determined based on the appearance of pinkish gradation when the reagents were mixed.
Samples and reagents were in the form of solids, while nitrite and sulfanilanamide were in the form of salts. Additionally, N-(1-Naphthyl) ethylenediamine hydrochloride was in powder form. The sample in this reagent was then dissolved in standard deionized water to obtain a solution of a certain concentration.
Molarity concentration is applied to calculate the sample concentration. Nitrite solution was prepared by diluting 0.0138 g of sodium nitrite in 200 mL of water. The concentration of the solution is decreased to 6.9 ppm of 1 mL volume by diluting 0.1 mL into 0.9 mL of deionized water. Furthermore, by diluting the 2 mL of the concentration into 2 mL will be resulted 0.345 ppm.
Six sample concentrations were prepared and used in this study; 3.450 ppm, 1.725 ppm, 0.863 ppm, 0.431 ppm, 0.216 ppm, and 0.108 ppm. Total volume of the sample is 260 mL. It's no efffect of environment due to the small amount.
E. CONFIGURATION OF EXPERIMENT
The design and photograph of the flow cell in this study are shown in Figure 8 . Figure 8 (a) describes the experiment setup including light source, spectrometer, data acquisition, and apparatus. The experiment was carried out at room temperature by using a stop flow method. The design input and output of the sample into the light path length with two 1 mm diameter sizes are shown in The designs produced flow cell volumes of 7.85 µL and 38 µL for diameter of 1 mm and 2.2 mm, respectively.
The determination of the flow cell diameter size was based on the size of POF core diameter and jacket diameter.
The spectrometer was placed in a stable position and locked with a screw to ensure a fixed position and prevent any vibrations that might cause the grating to shift and thereby result in errors during the light spectrum reading.
Photographs of the experimental setup are shown in Figure 9 , where Figure 9 (a) presents the configuration for the cuvette while Figure 9 (b), for the flow cell. The PMMA semi-micro disposable cuvette is used in the experiment, with 10 mm path length, and 1.5 mL volume. The cuvette is chosen for comparison due to the similarity of material, path length, and disposable capability. 
F. MEASUREMENT PROCESS
Light spectrum absorption measurement of samples using disposable sample cell is the goal of this study. In order to achieve this goal, three experiments were performed including the experiment on POF performance, comparing sample cuvette and flow cell.
Flow chart in Figure 10 is used to describe the measurement process.
The steps of preparing the experiment configuration, the process of arranging for data acquisition and the measurement of the light spectrum from the sample are as shown in the flow chart. The experiment is run in room temperature and stop flow methods.
In nutshell, there were three steps of the measurement, which include preparing light source, storing reference and absorbance spectrum measurement.
As using greiss regent method for the sample, standard peak absorption is at 543 nm. The spectrum was not displayed since focus this study on analysis instrument.
Data spectrum was stored in 20 seconds intervals for 4 minutes. Hence, 12 sets of spectra data for each sample were obtained. These data were needed for chemometric or statistical analysis. 
IV. POF PERFORMANCE ANALYSIS
Calibration analysis was performed to identify the performance of POF that was used directly (without lens collimator) based on an extrinsic detection approach.
Calibration is defined as a comparison between data measurements or correctness made or set with one device data that acqured by calculation in linear system [26] . In this work, the partial least square regression method was applied to define the true absorbance, as shown in equation (1):
The calibration data was obtained from absorption of light to sample. The spectrums of the absorption were plotted as actual absorbance on a regression calibration graph, Fig. 11 . Hence, true absorbance is prediction of linearity line of the peak absorbance data.
The peak of optical absoption of the spectrums was at 453nm since the samples were greiss regeant compound, the In this study magnitude of the spectrum is shown in point calibration graphs not separated graphs due to focus instrument analysis on analysis not chemical compound analysis.
The calibration response of the POF is shown in Figure 11 . The graph was generated through a LINEST function as suggested by [27] based on calculations using regression from a spreadsheet program. The function is based on eqautions (2), (3) and (4).
Warning line is defined as:
x ± 2s (2) Control line is defined as:
S standard deviation:
wherex is average for each spectrum data, s is standard deviation and n is number of measurement. Data control analysis was used to identify data qualification for internal quality control (IQC). The IQC is fundamental for analytical quality assurance (AQA) [28] . The analysis applied the Shewhart chart, which is a control chart to determine the characterization of measurement data. This data characterization was based on ISO 8258, where at least ten data readings were required for each measurement [29] .
In this analysis, an uncertainty limit is given where the instrument signal response for each sample concentration and the confidence level of the data obtained. The uncertainty shown in a confidence interval is uncertainty estimation.
In this analysis, interval of uncertainty was shown in warning line and control line. The line were indicated confident level of the measurements. The confident level of 95% and 99% were stated in between warning line and control line, respectively.
The actual absorbance is spectrum absorption of each sample that was displayed in the instrument. The true absorbance is defined through calculations. Instrument readings were within the warning line, which meant that the maximum error rate for a one-tail test was 2.5%.
The graph indicates that the absorption of light is directly proportional to the concentration and is within the range of confidence limits on the lower and lower limit lines.
V. COMPARISON OF CALIBRATION
Comparison of calibration is shown in Figure 12 . The comparison was between the 1 mm diameter flow cell, a 2.2 mm diameter flow cell and a cuvette with a POF connector. The characterization of light absorption values showed the same pattern of absorption rate to the concentration of all sample containers but with a slight difference in 3.45 ppm concentrations, i.e., 1.180, 1.31, and 1.26 for 1 mm, 2.2 mm, and cuvette, respectively.
The cuvette absorption value was higher at the concentration of 0.108 ppm, 0.122 ppm, 0.431 ppm, and 0.863 ppm compared to the 1 and 2.2 mm flow cells. At a concentration of 1.725 ppm, the value absorption of the cuvette is equal to the value of the flow cell up to 2.2 mm. However, the at highest sample concentration of 3.45 ppm concentration, its absorption values are lower than 2.2 mm flow cell but still higher than 1 mm flow cell.
It occurred at the highest concentration only. The phenomenon is caused by the volume and concentration effect of the sample.
The linearity line of the flow cell is indeed better than the cuvette. This was due to geometrical effect of the sample cell, where cylinder form showed less diffraction of light. A study by [30] confirmed the phenomena.
Though its absorption value for each concentration is lower than the other sample cells, the calibration curve pattern of the 1 mm flow cell is still better in terms of linearity.
A. REGRESSION AND CORRELATION
Detailed analysis of the calibration were accomplished using regression and correlation methods. The LINEST function [27] and linear regression were applied in the analysis as follows:
The parameters in Table 1 are slope of the line (m), y-intercept of the line and correlation. The highest value of the slope is obtained from the 2.2 mm flow cell whereas the lowest is the 1 mm flow cell. The cuvette shows the highest y-intercept value while the lowest is given by the 1 mm flow cell. Moreover, with respect to correlation parameters, the highest value comes from the 1-mm flow cell, whereas the lowest is the cuvette.
Regression analysis and correlation both show that the 1 mm flow cell has better features and capabilities than the other sample cells. In addition, the data of the entire sample cell fulfilled the criteria of standard calibration.
VI. CHEMOMETRICS ANALYSIS
Chemometrics is the science of extracting chemical data information in which it uses mathematics, statistic and formal logic [31] . This analysis is deemed to be the best approach to avoid misinterpretation of large amounts of complex analytical chemistry data [32] .
Data quality control, mathematical validation, and normal distribution were the techniques applied in this study.
A. DATA QUALITY CONTROL
A box plot graph was used to describe the comparison of data quality control. The graph presents a data summary from all the data of the entire sample concentrations and sample cells that were being studied in this project.
The charts were plotted by using equations (2) and (3). Furthermore, this chart shows parts of a Shewhart data control analysis, the target value, the data above the upper data, the data below the lower data, the warning line, and control line. The warning lines are data limits that fall within the control area before the action line. If the data fluctuates over and out of the action line, then the data will not be accepted and considered as an error.
The box plot illustrates higher than average and below average data values in different colors, while average values are illustrated by lines within the box, in between the two colors. The warning line is indicated by the black line range while the action line is indicated by the red line range.
This study applied two types of data control; average value control and data range control.
1) AVERAGE VALUE CONTROL
A summary of the average quality data from the overall measurement data is shown in Figure 13 .
The chart shows that there were no average value data beyond the upper and lower limits. Some data were located at the center of the target line 0.00; i.e. at concentration of 0.108 ppm for the 2.2 mm flow cell and cuvette; at a concentration of 0.863 ppm and 1.725 ppm for the 1 mm flow cell. This indicates that the average value is in control and data fluctuation is still within the warning area.
At a concentration of 0.863 ppm, cuvette exhibits the highest data volatility whereas at concentration of 0.216 ppm the lowest data fluctuation were obtained for 2.2 mm flow. Data downgrades did not shift away from the warning line, which meant that all data achieved IQC. This fulfilled the ISO 8258 standard.
2) DATA RANGE CONTROL
The control of the data range illustrates the variability of a measurement process. Figure 14 shows the control of data range in a plot box chart. In general, the measurement range is lower than the warning line and control line. The small differences caused some data above the average line and below the average line to be undetected. Warning lines and control lines are larger than the data fluctuation range. This proved that the variation of data range is small and the measurement data is good, hence the range of data meets the IQC standards.
The measurement of data range for all data is less than 0.02 which indicates minimum data fluctuations. However, there were three ranges approaching 0.05, at concentrations of 0.216 ppm and 3.450 ppm for a 1 mm flow cell and at concentration of 3.450 ppm for the cuvette. Only three of these data clearly show the data in the area above and below the target line. According to ISO 8258, the data met the standards.
B. VALIDATION OF THE MATHEMATICAL MODEL
Validation of the regression model is needed to confirm that the chosen model adequately describes the relationship between variable x and variable y. Confirmation was needed to verify that the model can be best described as a straight line or whether the data is better described as a curve [33] .
The validation model was performed in two steps using residual regression andF test.
Residual regression:
The residual regression is a differencial value between calculated linear line and actual value of absorption shown by the instrument. The residual regression as shown in Figure 15 was calculated by using equation (5) and the absorption value was as shown by the instrument. The residual value will be positive if the actual value is lower than the value of the instrument reading and vice versa. In general, residual regressions of the cuvette are higher than the other two flow cells. This shows that the error obtained from the cuvette is greater than the 1-mm and 2.2 mm flow cells. The error pattern for the three sample containers was the same but the regression residual values of the three sample containers were different. At a concentration of 1.725 ppm, the regression tray exhibits the highest value which occurs for all sample cells.
The second validation of the mathematical model was determined by comparing value ofF from equation (6) 
A comparison ofF to the F in table F is shown in Figure 16 . TheF value for all samples did not exceed the significant level of P 95%; this meant that the validation of the mathematical model for this regression is acceptable at 95%. TheF values were 3.676, 4.226 and 4.715 for the sample cells of the 1 mm flow cell, 2.2 mm flow cell and cuvette, respectively. 
VII. PERFORMANCE CHARACTERISTICS OF INSTRUMENT
The quantitative instrument performance criteria were used to decide whether the instrument method was suitable for analytical analysis. These characteristics were expressed in numerical terms known as figures of merit [34] . In this study the criteria of analysis were precision, accuracy, sensitivity, limit of detection and quantitation, and dynamic range [35] .
A. PRECISION
Precision of a measurement is defined as closeness of agreement between independent test results obtained under a stipulated condition. It is a crucial performance characteristic in analytical chemistry [36] .
Data acquisition from instrumental analysis was repeated for more than ten times to achieve stability and homogeneity. Precision was made by determining the level of readability of each recurrence measurement. As shown in equation (7) and (8) , numerical values of precision increases with a decrease in error. The normal range was from 1 to 0; for a dispersion-free measurement the precision becomes 1. On the other hand, the precision becomes 0 if dispersion amount to standard readings or standard deviation (rsd) becomes 1 or 100%. Therefore, high precision is characterized by a high value of precision. The precision becomes negative if the error exceeds the measured value of rsd more than 100%. But this particular case rarely occurs in analytical chemistry [37] .
In analytical science, there are usually two types of precision, namely the procedure and the result of the analysis. In this study, both the precisions were examined.
1) PRECISION OF AN ANALYTICAL PROCEDURE
The precision of analytical procedure can be calculated by subtracting the relative standard deviation from 1 as follows: Figure 17 shows the precision of the procedure of 1 mm flow cell, 2.2 mm flow cell, and cuvette. The lowest precision was 0.945 at concentration of 1.725 ppm for the 2.2 mm flow cell. The highest precision was 0.988 at 0.216 ppm for a 2.2 mm flow cell. The other precisions of the concentrations are between them. In general, the precision were 0.966, 0.964, and 0.967 for 1 mm flow cell, 2.2 mm flow cell, and cuvette, respectively. In general, the precision of the sample cell was 0.9 and met the precision standards of the procedure; the highest value is 1 while the lowest value is 0.
2) PRECISION OF AN ANALYTICAL RESULT
The quantification of precision of an analytical result can be defined by means of relative confident intervals as follow:
The precision of analytical result is shown in Figure 18 The figure illustrates the analysis for each sample concentration in various sample cells. The precision of analytical value was in the range of 0.5 to 1, the lowest value being 0.563 at 0.431 ppm concentration for 1 mm flow cell, while the highest precision was 0.917 at 3.450 ppm concentration for the cuvette.
A study of precision is influenced by the stability of the sample cell position. This was evident from the lower precision value of the 1 mm flow cell than the 2.2 mm flow cell. The POF core acting as the connector of light rays from the light source to the spectrometer has the same diameter with that the 1 mm flow cell. If there were any small misalignments between the core and the sample cell, some of the light would be scattered and bounced out. This would result in attenuated precision due to loss of ray power.
However for the 2.2 mm flow cell, the diameter was larger than the POF size. Hence, the misalignment problem between the POF core and the sample cell was minimized. Therefore, the probability of scattered and reflected light was kept minimum thus improving precision.
In general, the precision values were 0.704, 0.760, and 0.753 respectively for 1.0 mm flow cell, 2.2 mm flow cell, and cuvette. In a nutshell, the precisions for the three samples were 0.7, which met the precision of analytical standards; the highest value being 1, while the lowest is 0.
B. ACCURACY
The data obtained from an analytical instrument should not have a significant deviation from the actual value based on the calculation of the calibration chart. The accuracy study consists of two type of investigations, namely systematic error and accuracy. Systematic error is used to obtain the calibration error percentage level while accuracy is shown in the maximum range of 1.
Systematic errors displace the individual results of measurement one-sided to higher or lower values, thus leading to incorrect results. The existence and magnitude of systematic errors are characterized by the bias. The bias of a measured result is defined as a consistent difference between the measured value y test and the true value y true [36] .
Based on equation (9) systematic error is obtained as showed in Figure 19 . Error value is positive if the test value is greater than true value, otherwise the error value is negative. Negative and positive errors occurred at the same concentration for each sample cell, although the range of values is different.
The number of positive errors (within the range of calibration limits) occurred at three concentrations, i.e. 0.431 ppm, 0.863 ppm, and 1.725 ppm while the negative errors occurred at 0.108 ppm, 0.216 ppm, and 3.450 ppm. Positive or negative values occur due to fluctuations in light. This value of fluctuation is less than 5%. If more, then the linearity will decrease.
The biggest error value was 2.62% at concentration sample 1.725 ppm in a cuvette while the lowest error was 0.47% at concentration 0.431 ppm in a 2.2 mm flow cell.
In a nutshel, 1 mm flow cell showed the lowest error compared to a 2.2 mm flow cell while a cuvette showed the largest error of the flow cell. In this case, the cylinder geometry form of the flow cell can reduce the error compared to the square geometry form of the cuvette.
Accuracy as showed in figure 20 that obtained by equation (10) . Axis y started by 0.5 due to get detail difference for each sample cell.
FIGURE 20. Accuracy.
The highest accuracy was 0.917 at concentration of 3.45 ppm and the lowest was 0.611 at 0.216 ppm concentration, both of which occur in cuvette. The mean value of accuracy was 0.685, 0.680, and 0.753 for sample 1 mm flow cell, 2.2 mm flow cell and the cuvette.
In the analysis of accuracy, the cuvette showed the hingest mean of accuracy of 0.068 with variations 0.306 compare to 0.077 for a 1 mm flow cell and 0.051 flow cell for a 2.2 mm flow cell. It can be concluded that the flow cell has better stability than the cuvette.
C. SENSITIVITY
Sensitivity is a significant characteristic in any measurement process. In the viewpoint of instrumental measuring, sensitivity is defined as changes in the response of a measuring instrument divided by the corresponding change in analytic concentration [38] .
Sensitivity of analytical procedure is defined as changes in measured value divided by the corresponding analytical value (concentration of analyte). In the case of linear calibration function, the sensitivity S AA is determined by equation (11) as follow:
Sensitivity data of the analysis is displayed in Figure 21 . Sensitivity values are 0.3019, 0.3342, and 0.3099, for 1 mm flow cell, 2.2 mm flow cell, and cuvette, respectively. The highest sensitivity value was from the 2.2 mm flow cell, while the lowest was the 1 mm flow cell. The difference between the two was 0.024 for the 2.2 mm flow cell, which was higher than the 1 mm flow cell and 0.008 for the 1 mm flow cell compared to the cuvette.
Sensitivity of the 2.2 mm flow cell is the highest; while the lowest is the 1 mm flow cell. This phenomenon occurred due to the geometry effect. The larger cylinder diameter for the 2.2 mm flow cell allows a larger beam of light from the source to react with the sample.
D. LIMIT OF DETECTION AND LIMIT OF QUANTITATION
Limit of detection (LOD) and limit of quantification (LOQ) are the most important values for validation of analytical instruments [39] .
LOD and LOD are defined by calibration plot [40] as shown in equation (12) and (13) Table 2 shows LOD and LOQ values for the sample cells. The 1 mm flow cell shows the lowest LOD and LOQ, while the highest reading is given by the cuvette. Table 2 shows that the smallest LOD and LOQ are from the 1-mm flow cell, which has the smallest volume. At low concentrations, the signal was still detected and this met the statistical standards. This occurs in a sample container with a smaller volume due to the light being focused onto the smaller sample cell.
VIII. CONCLUSION
A disposable flow cell design that is easily configured for assembly and discharged based on PMMA with aluminum casing has been demonstrated. POF was applied as for connector performed a linearity line in calibration analysis. The Calibration analysis with data control analysis showed there no data out of warning line. It has fulfilled the ISO 8285 standard. Data quality control is presented in box plot graph. The graphs showed that average value and data range are within waning line, it means the data met the standard.
Summary of comparison of the disposable flow cell designed and disposable cuvette showed in Table 3 . The table shows that differential data of parameter measurements are not significance. It means the design sample is acceptable compare to commercial sample cell.
