The diagnosis of cracks in rotating shafts using non-destructive techniques provides a route for avoiding catastrophic failure of these common components. This study measured the dynamic response of a full-scale rotating shaft with three different crack depths. A novel non-destructive system is developed and described. The system uses vertical vibration of the system measured over time and characterises its behaviour using elements of the power spectral density (PSD) gained from a fast Fourier transform of the time-history. The PSDs were used as an input into an artificial neural network (ANN) to detect the presence of cracks using changes in the spectral content of the vibration of the system. A novel method for reducing the amount of data input into the ANN is described. The Peak Position Component Method (PPCM) reduces data transfer by using statistical characterisation of the position of the peaks in the PSD. The peak positions represent a small fraction of the information contained in the total frequency range. The number of the PSD peaks used as input to the neural net is a small fraction of the total frequency range. The ANN was a supervised feed-forward network with Levenberg-Marquardt back-propagation algorithm acting on the PPCM results. The frequency spectrum for the three different crack lengths examined showed clear shifts in the peak positions of the PSD and the results clearly demonstrate the feasibility of using the new system to detect cracks in-service.
Introduction
Maintenance and inspection play an important role in the performance of mechanical systems and the selection of the right type of maintenance and inspection strategy extends operating life, improves availability and retains the system in its proper condition [1] . Strategies for mechanical equipment based on machine condition monitoring can provide significant economic and safety advantages [2] . The performance of rotating shafts is of particular interest to this study. Such shafts can be subjected to repeated bending and may develop cracks which can grow by fatigue causing catastrophic component failure. Identifying the development of a crack early is essential for safe operation. There have been many analytical, numerical and experimental studies on cracked shafts [3, 4, 5] , however, there is little evidence that the behaviour of industrial scaled rotating shafts containing cracks has been examined experimentally.
In condition monitoring, relevant information is acquired from various sensors and analyzed to judge the condition of the machine's components. In rotating equipment, vibration and sound signals are directly related to the structural dynamics of the machine and contain abundant information about the condition of individual components. Extracting reliable features from sound and vibration signals is a common method for machine condition monitoring [6, 7, 8] . Vibration analysis is a particularly useful condition monitoring technique for fixed-plant rotating equipment due to the relatively fast data collection and interpretation compared to other available off-line techniques. Vibration data is collected as digitally sampled time domain signals and the development of transforms, such as the fast Fourier transform (FFT), have allowed the conversion of the time domain data into frequency spectra [9] . The use of digital signal processing (DSP) has allowed the implementation of filters and signal enhancing calculations to be performed on the vibration data for improved noise reduction and signature detection. This technology has enabled vibration analysis to be used for monitoring road vehicles, which inherently have a high noise component in the raw vibration data. Many of the DSP algorithms have been included in the data acquisition units, which feature time to frequency domain conversion using FFT, demodulated spectra acquisition, as well as coupling with a tachometer to allow the analysis of variable speed machinery. This approach contrasts to oil and wear debris analysis techniques, which often rely on extensive chemical analysis [10] , and data interpretation by experienced/trained analysts, which take time and can be expensive.
Sinou and Lees [11] investigated the influence of transverse cracks. Changes to the shaft frequencies, as well as the harmonic component of the dynamical system response and the evolution of the orbits are the principal effects due to the presence of a crack in a rotating shaft. Darpe et al. [12] experimentally investigated the effect of bow on the nonlinear nature of the crack response. Patel and Darpe [13] numerically and experimentally investigated the rotor whirl characteristics of unbalance, crack and rotor-stator rub faults with a classical Jeffcott rotor model. Differences in the whirl nature of the lateral vibration response of these faults are proposed for fault detection when these faults exist alone as well as when in combination. Antoni and Randall [14] demonstrated how the spectral kurtosis can be used efficiently in the vibration-based condition monitoring of rotating machines to detect incipient faults even in the presence of strong masking noise while Sinou and Lees [11] obtained some distinguishing features of a cracked rotor by examining the evolution of the first critical speed, associated amplitudes at the critical speed and half of the critical speed, and the resulting orbits during transient operation. Various types of nonlinear resonances of a Jeffcott rotor with a crack have been investigated both numerically and experimentally by Ishida and Inoue [15] .
Despite the use of computers for manipulation of vibration data, the interpretation of the vibration spectra and diagnosis of machine faults has generally remained the job of highly trained experts. The difficulty of building a knowledge base from human experts and implementing the expert system for a broad range of possible faults is a common drawback of artificially intelligent systems [16] . Although artificially intelligent systems have been developed for vibration analysis, they have been developed for a particular machine component, including rolling element bearings [17] and transformers [18, 19] . Generally, a large number of features are preferred for effective condition monitoring [20] . However, this affects the training cost and time, as well as the classification accuracy due to the presence of irrelevant or redundant features [20, 21] . Moreover, the sensitivity of the features may vary considerably under different operating conditions [21] . Therefore, it is beneficial but challenging to extract the effective features again from the original data for effective machine condition monitoring. The advantage of utilising artificial intelligence systems is in resolving the complex relations between the system inputs and the outputs without the need for a model of the system or an assumed relationship.
This study developed a method for crack diagnosis for a rotating shaft system comprising an electric motor, a load and a long shaft with different pre-crack depths at the mid-span using vibration measurement. The method includes data reduction of the vibration spectra to extract the most important features prior to the use of ANNs for the actual diagnosis, speeding up ANN training and increasing the robustness of the analysis.
Experimental Methodology

Crack Rotor Test Rig
The test set up comprised a 50HP/37kW three phase electric motor connected to a 3 phase generator by means of a shaft 1450 mm long and 38 mm in diameter. The shaft is connected to the motor and generator using Fenner® TaperLock™ coupling as shown in Figure 1 . These couplings rigidly couple the motor and the generator to the power transmission shaft. A variable resistive load was attached to the generator output. Three piezoelectric accelerometers (DJB type A20-J) were attached using stud mountings, one on top of the bearing housing of the generator nearest the transmission shaft (called Ch1), one on the motor shaft bearing housing nearest the transmission shaft (called Ch2) and the third in the centre of the guard covering the transmission shaft (called Ch3) as shown in Figure 2 . A fourth accelerometer was connected to the charge amplifier and used as a control, to identify any faults with any of the other accelerometers or their wiring. The accelerometer positions were chosen to replicate the types of positions, which would be used in an industrial environment in which direct access to the shaft might not be possible. In such cases, bearing housing are typically instrumented. In the rig the bearings of the motor and generator are the main lateral support for the shaft. For this investigation the shaft cover was also selected to assess how measurement at a less well coupled position could be taken and still provide useful information on the shaft condition. The aim was to demonstrate a system which could diagnose a crack in a shaft from signals not obtained directly from the shaft itself.
The measured vibration signals from the accelerometers were fed to charge amplifiers. The voltage signals from the charge amplifiers were connected to a 12 bit analogue to digital converter comprising a dSPACE DS1102 DSP Controller Board, based on a Texas Instruments TMS320C31 floating-point processor. The software also provides data acquisition instruments to capture data from the model running on the real-time hardware. The DSP system is supported by Matlab-based software. An overview of the data acquisition system is shown in Figure 3 . The sampled time domain signals were converted to the frequency domain using the PSD. 
Shaft defects
A series of shaft samples were tested with the experiments being carried out for increasing depth of cut. As the maximum possible loading of the system would not have caused a crack in an undamaged shaft, a crack was seeded in the shaft and the depth of the cut was increased incrementally to simulate the growth of the crack
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Shaft Generator as presented in Table 1 . The experiments were carried out on two shafts; the first shaft without any defects was used as a reference. The second shaft had a 90° slot (Figure 4 ), made using a 3.2 mm wide milling cutter at 90°, midway along the shaft to simulate a crack.
Testing was begun with the reference shaft. This reference was used for all shafts and was used to identify any changes to the system from any cause. The reference shaft was mounted in the test rig after every test and compared with previous data to ensure consistency of the data. The three shafts with cuts were then tested. The testing procedure for every case was repeated three times. After each time reference shaft is mounted in the test rig. Figure 4 The 90° slot details on shaft
Experimental procedures
The aim of the work was to monitor the vibration on a loaded motor system with a long shaft and identify the changes to the vibration caused by the cut depth increasing. To ensure that the vibration data was taken during once the system had reached a stable state and steady state running, a prolonged test was carried out where the temperature was measured on the motor bearing and generator bearing. The results from the temperature test indicated that the test rig should be run for more than 4 hours for every defect condition to ensure a stable system. This ensured that all measurements were taken at the same running conditions and any changes in the vibration spectra were due to the fault condition and not to changes resulting starting from cold after a shutdown. The following test procedure was designed around this requirement.
The test consisted of three stages
1) The reference shaft, which was used to check the system behaviour had not been changed by any other causes, was mounted in the test rig and the frequency responses were measured. The shaft was run at 1550 rpm with a load of 20 KW for 4 hours until a steady state was achieved and then vibration measurements were taken at 30 minutes intervals. This data was used to assess the differences in the system behaviour between runs. 2) The cracked shaft was tested with different crack depths ranging between 0% and 60% of the shaft diameter as shown in Table 1 . Between each stage of cut depth the reference shaft was mounted again and the vibration response evaluated to check the system behaviour had not been changed by other causes. 3)
Step two was repeated three times to confirm the vibration response data was consistent.
In terms of processing the vibration data, the PSD was used.
Theoretical Development
Power Spectrum Definition and Estimation
One of the most commonly used approaches to investigating signal characteristics is the power spectrum. For a time signal, denoted by x(n) the Fourier transform is given by X(k). Fourier analysis is perhaps the most useful and well used tool for vibration analysis today. Its ability to efficiently decompose a signal to constituent harmonic components has proved powerful in gaining a greater understanding of machine operation and many results have been developed to identify faults in terms of Fourier components [22, 23] . The second order spectra known as the power spectral density, P(f), is defined by the following equation:
Where E [.] represents the expectation operator and the term * X is the complex conjugate of the DFT defined above. The power spectral density is the first member of the class of higher order spectra [24] . In common with the Fourier transform, the PSD is a function of the frequency f, but contains only magnitude information and considers each frequency component to be independent of all the others [24, 25] . The PSD analysis used resulted in a 1024 point spectrum. Although this could be used directly for diagnosis it was decided to use an automated method to extract the most relevant data from the spectrum and apply this to an artificial neural network for diagnosis.
The Peak Position Component Method (PPCM)
This work proposes the peak position component as a new method for data extraction. Peak position component analysis can be viewed as a statistical technique for achieving a dimensionality reduction. Using the higher peaks as the original set of variables in an n-dimensional space is transformed in to new set of variables, the so called peaks position component (PPC), in a P-dimensional space such that p < n. Here the basic theory for PSD data will be developed, though generalization to any other quantity is straightforward.
Using all available PSD data, let matrix [Q(ω)] mxn which has m rows of PSDs, each with n frequency points. A typical element is denoted by q ij (ω), indices i and j indicating the position in the matrix:
where i, = 1, 2, 3, . . . , m, j = 1, 2, 3, . . . , n. The mean response of j th column, i.e. the mean of all of the j th components of the PSDs, can be defined as follows. The mean value for the j th column of the matrix Q is ! , where
The corresponding standard deviation (σ j ) for the j th column of the matrix is:
To clear the noise for the spectra matrix the standard deviation for each column is subtracted from the corresponding column of the spectral matrix to give a new matrix D with individual elements d ij where:
The next stage is to find the highest peak in the matrix D. First the mean value for matrix D is calculated:
This provides a new array, W, comprising n elements
The highest peaks contained within the array W are identified and their positions computed. The position of the i th maximum peak in the spectra is denoted p i and these make up an array P H :
The final matrix used for the analysis for every case, ANda, is created by extracting from the matrix D the columns designated by the array PH. This will give only the data which has the highest peaks from the matrix D.
The steps are repeated for each inspection trying to detect a defect. The array ANda is the input data fed to the artificial neural network. The choice of potential features is found to have a significant impact by choosing the largest peaks to reduce the size of the spectrum matrix. Figure 5 shows the schematic diagram of the PPCM method. To avoid the peaks being too close together and to prevent the same peak being picked multiple times, these condition were built into the search algorithm as shown in Figure 5 . 
Artificial Neural Network
Artificial neural networks provide a general, non-linear parameterised mapping between a set of inputs and a set of outputs. A network with three layers of weights and sigmoidal activation functions can approximate any smooth mapping and such a type will also be used here. A typical multi-layer perceptron (MLP) supervised feed-forward multi-layer neural network, known as a BP neural network, is used in this study [26, 27] .
The MLP, used in this study was a four layer scheme as shown in Figure 6 . Each of these layers has nodes (neurons) which contain a non-linear activation function. One of the most commonly used activation functions is the sigmoid function [27] . x i (n) ! ( )represents the input to the network, f i ! and f k ! represent the output of the two hidden layers and y i (n) ! ( ) represents the output of the final layer of the neural network. The connecting weights between the input to the first hidden layer, first to second hidden layer and the second hidden layer to the output layers are represented by respectively [28] .
Figure 6 Structure of multilayer perceptron networks
If ! is the number of neurons in the first hidden layer, each element of the output vector of the first hidden layer may be calculated as:
where ! is the threshold to the neurons of the first hidden layer, N is the number of inputs and is the nonlinear activation function in the first hidden layer, and in this study the sigmoid function was chosen. The activation function used is given by:
The time index was dropped to make the equations simpler. If ! is the number of neurons in the second hidden layer, the output of this layer could be represented as, ! :
where, ! is the threshold to the neurons of the second hidden layer
The output of the final output layer can be calculated as
where, ! is the threshold to the neuron of the final layer and ! is the number of neurons in the output layer.
The output of the MLP may then be expressed as
To implement an ANN the system needs trained. Back propagation training of an MLP [29, 26] can be summarised in the following eight steps:
1. Random initialisation of the weights in order to start with the training.
2. The input pattern is given to the input layer by assigning each value of the pattern to each neuron of the input layer.
3. The network passes the input values to the first hidden layer. In each of the neurons of the hidden layer a value is computed by doing the sum over the products of the output of each neuron in the input layer by the weights of the connection between this neuron of the input layer and the neuron of the hidden layer.
4. The value computed is now passed through a non-linear activation function, giving an output for each of the hidden layer neurons.
5.
Step 3 and 4 are repeated for each additional hidden layer.
6. Once the output layer of the neural networks is reached and the non-linear activation function has been applied, the values of the output layer are considered as the output pattern of the network.
7. An error value is calculated, by comparing the actual output pattern with the desired target. If the error satisfies the specifications the training is stopped.
8. If the error is not low enough, the weights are modified using a training algorithm such as the Delta
Rule algorithm, Levenberg-Marquardt algorithm, Quasi-Newton algorithm, etc [29, 30, 31] . Steps 2-7
are repeated until the error satisfies the requirements or a maximum number of iterations is achieved.
Once the training is complete and the results are validated, the neural network is ready to be used in a mode dealing with the unseen data. Once the neural network has then been tested and validated as successful for previously unseen data, it can be used as a black box system that only cares about the inputs and the outputs of the system.
When the ANN training is completed the performance of the ANN can be validated by the success rate (SR) of how many unseen patterns are correctly classified. The success rate is defined as follows
The application of an ANN to condition monitoring of rotor shafts is now presented below. For this application, the multi layer perceptron supervised network was used due to the fact that the desired outputs were well known. The back-propagation algorithm chosen for this study was the Levemberg Marquart. This has been used extensively and has given good results in other studies [28] [29] [30] [31] [32] .
In this study the data was divided into 2 groups for each fault condition all of which were processed according to the procedure documented in section 3.2 to provide the arrays ANda. The first group of data was used to train the ANN. The second group was used for testing using "unseen" data. The network was trained using the fault condition data as inputs along with the corresponding fault conditions as the known outputs.
Experimental results
The experimental results are divided into three parts. The first sets of experiments results are a presentation of the averaged spectra for the healthy shaft (reference shaft). The second part comprises a comparison between the un-cracked shaft and shaft with a 40, 50 or 60% pre-crack using Ch1, Ch2 and Ch3. The third part of the results presents application of the PPCM and neural networks to the vibration results
Reference situation
The reference was used for two things, firstly to check if there were any changes in the system response for reasons other than the crack, and then secondly to use it to compare with the shafts with defects. The shaft with a simulated crack was then examined with the vibration responses are measured for different defect depths. The measured reference situation is reported in Figure 7 for the un-cracked shaft and shows the peaks that are going to be considered for comparing the un-crack and pre-crack shafts for Ch1, Ch2 and Ch3. As shown in Figure 7 Ch1 has three frequency ranges containing peaks. The first two peaks are from 300 to 400 Hz. There is then a peak between 800 to 1000 Hz, and the last peak is in the range 1000 to 1200 Hz. For Ch2 there are two ranges that are going to use for comparing between un-cracked and cracked shaft. These ranges are 325 to 365 Hz and 1100 to 1200 Hz. The Ch3 vibration represents a measure of the vibration of the test rig, because it is not connected directly with any source of vibration (motor or load). The vibration of Ch3 gives a general picture of how the vibration changes when the state of the shaft changes. It should be noted that these frequencies do not correspond to the shaft rotational speed. The peaks appear to be excitation of the natural frequencies of the shaft excited by small random excitation components. The crack in the shaft changes the structural properties of the shaft. The change in the structural stiffness will alter the frequency spectrum produced by the shaft when operating or disturbed. Thus, if the shaft vibrations can be sensed, then it is possible that the presence of a defect can be inferred due to a change in the frequency spectrum produced by the shaft. Representative results for the frequency shifts in the system response for the experiments with the cracked shaft are presented in Figure 8 . It can be seen from Table 2 and Figure 8b that for Ch1 the peak in frequency range 800 to 1000 Hz reduces in frequency from the reference case (un cracked shaft) by 70.3 Hz for the 40% cracked shaft shifts by, 85.9 Hz for the 50% pre-cracked shaft and 107 Hz for the 60% pre-cracked. For Ch2 there are two ranges from 325 to 365 Hz and 1100 to 1200 Hz are used for comparing between un-cracked and pre-cracked shaft. The results in Table 2 and Figure 8 show that Ch2 follows the same trend as Ch1 with the largest shift from the reference to the 40% cut and progressive reduction in frequency as the cut depth increases. The vibration of Ch3 gives a similar although somewhat less clearly defined trend in the ranges 190 to 230Hz and 500 to 550 Hz even although this measurement position is not so closely coupled to the shaft as the bearings of the motor and generator which support the shaft.
Although quite large cut depths were used in the experiments, the data for Ch1 in the region 800 to 1000 Hz has a large shift for the 40% cut. Plotting this frequency as a function of cut depth shows an approximately linear shift from which a frequency shift of 5 Hz would correspond to a 3% cut depth change. A 5 Hz shift is substantially larger than the 1.8Hz resolution of the spectra. It should be noted that the frequencies identified are well away from the rotational speed of the shaft which is 1550rpm (25.334Hz) and the peaks are generally not harmonics of the shaft speed. Analysis was undertaken to assess if these peaks corresponded to any of the classical bearing fault frequencies but they do not. In addition such frequencies are shaft speed dependent and so would not show a shift other than by a change in shaft speed.
Applying PPCM and Neural networks to vibration results
The PPC data reduction method reduces the no of inputs from 1024 to 5 for Ch1, 3 for Ch2, and 2 for Ch3. Although not a complex technique, the PPC method does provide effect data reduction and has picks out peaks which are fault sensitive and would not normally be examined using the traditional selection of the harmonics of the shaft. This the allowed ANNs to be implemented for condition as follow. 1000 files of vibration data were generated for every shaft for Ch1, Ch2 and Ch3. Half of these files were used to train the neural networks; the other half of the data set was used to test the networks performance with each case using 500 training patterns for each case of the condition. Those cases are 1. Normal shaft 2. Faulty shaft with 40% cut 3. Faulty shaft with 50% cut 4. Faulty shaft with 60% cut.
The MATLAB Neural Network Toolbox was used for this investigation. A two layered feed-forward neural network trained using the back propagation algorithm was employed to perform shaft condition diagnosis. Three separate neural networks were trained, one based on the vibration obtained from load side Ch1, the second one based on the vibration obtained from motor side Ch2 and third one based on the vibration obtained from shaft cover Ch3. The three neural networks are required to predict the shaft condition under normal working condition.
Since the multilayer perceptron (MLP) type neural network belongs to the class of supervised learning networks, a 'teacher' is required in order to achieve the required performance. The expected targets were vectors defined by the four different patterns T1= [0 0], T2= [0 1], T3=[ 1 0] and T4=[1 1] for the normal shaft,40% defect shaft, 50% defect shaft, 60% defect shaft respectively. For the training of the networks, the sum-squared goal was 10-10 and the number of epochs was limited to a maximum of 1000.
After successfully training the ANN networks, Ch1, Ch2 and Ch3 were then used to diagnose the shaft states for unseen patterns. The results show that they are very effective in distinguishing the four shaft condition states.
The results obtained are shown in Table 2 .
The vibration based MLP for Ch1 and Ch3 distinguished the four kinds of shaft condition with a 100% success rate. The vibration based MLP for Ch2 also identified the four separate conditions with more than 99.7% success rate. In this investigation it has been found that the ANN identifies all type of faults with a high success rate. As well as the raw data collected from the rig, the ANN was also tested with reduced data sets interpolated between fault conditions to assess the results of such inputs with the ANN used as an estimator rather than the categorisation used earlier.
Although not quite as successful as when identifying the actual fault conditions, the interpolated data could still be diagnosed.
Conclusion
When using the frequency domain (PSD) approach, the shaft vibration measured at the bearings and on the shaft cover provides a very clear indication of shaft condition for the 40, 50, and 60% cut shafts for all cases. The peaks in the frequency ranges from 0 to 1200 Hz typically shifted by between 2 and 85 Hz from the reference case depending on the frequency range being examined. Comparison between the 90° cut and 45° cut shafts show that the trends in the results from both cases were in agreement and in some cases the values of frequency shift within particular frequency ranges were similar.
The peak position component (PPC) analysis is a powerful tool for reducing the size of measured frequency response data. Such a reduction has clear benefits over data reduction via point selection or modal analysis. Even when a relatively small number of inputs are used, the PPC-compressed PSD appear to retain most of the original information. This feature is likely to be suited to other signal processing applications. The use of PPC reduced the number of inputs to the ANN but retained the prominent features for defect detection.
In this paper the application of the multi layer perceptron (MLP) based system to the fault diagnosis of rotor shaft system has been presented. For the three channels of the long rotor shaft application presented in this paper, the vibration power spectra has been given to the ANN, using the PPC which has been able without help to find the features of each fault in the case of the particular situations. In order to interpret the power spectra signatures, an ANN was developed which has been trained to perform diagnosis of the condition of the shaft. Three networks have been used, the networks using different inputs. All of those networks with different inputs size give good results. Results presented have also shown that the approach developed can be successfully and reliably applied in real time.
