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Abstract
This paper is an appendix to the paper “Randomly Growing Braid on Three Strands
and the Manta Ray” by J. Mairesse and F. Mathe´us (to appear in the Annals of Applied
Probability). It contains the details of some computations, and the proofs of some results
concerning the examples treated there, as well as some extensions.
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1 Introduction
Consider the braid group B3 = 〈 a, b | aba = bab 〉 and the nearest neighbor random walk
defined by a probability ν with support S = {a, a−1, b, b−1}. Let (Xn)n be a realization of the
random walk. In order to understand the asymptotic behavior of Xn, the first step is to study
its complexity, i.e. the length |Xn| of Xn with respect to the generating system S. To this aim,
a main quantity of interest is the growth rate of the length: γ = limn |Xn|/n.
In the paper “Randomly Growing Braid on Three Strands and the Manta Ray”, we compute
explicitly γ for any distribution ν on {a, a−1, b, b−1}. More precisely, given ν, we define eight
polynomial equations of degree 2 over eight indeterminates, see [8, (30)], which are shown to
admit a unique solution r. The rate γ is then obtained as an explicit linear functional of r, see
[8, (29)].
Then we mention that the polynomial equations can be completely solved to provide a closed
form formula for γ under the following two natural symmetries: (i) ν(a) = ν(a−1) and ν(b) =
ν(b−1); (ii) ν(a) = ν(b) and ν(a−1) = ν(b−1). This is stated in [8, Prop. 4.4] and [8, Prop. 4.5].
In the present Appendix, we give the proof of these two propositions, see Sections 2 and 3.
The family of Artin groups of dihedral type I2(n) is a natural generalization of the braid group
B3 and our techniques adapt to compute the drift. The case of the simple random walk is stated
in [8, Prop. 5.4] and the proof is given in Section 4.
The last Section contains additional informations concerning the random walk on the quotient
space B3/Z of B3 by its center Z. We compute the entropy, the minimal positive harmonic
functions, and the Green function. A central limit theorem is also discussed.
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This appendix is self-contained in the following sense: the examples treated and the results
proved are specified. On the other hand, we make a constant use of notations, notions or results
from [8] which are neither redefined nor reproved. Hence, it is certainly not a good idea to read
this appendix independently of the parent paper.
2 Proof of Proposition 4.4
We prove the following statement which is Prop. 4.4 in [8]. The drifts γΣ, γ∆ and γS+ are
defined in [8, Eq. (14)].
Proposition 4.4. Assume that ν(a) = ν(a−1) = p, ν(b) = ν(b−1) = 1/2 − p, with p ∈ (0, 1/4].
Let u be the smallest root in (0, 1) of the polynomial
P = 2(4p − 1)X3 + (24p2 − 18p + 1)X2 + p(−12p + 7)X + p(2p − 1) .
The various drifts are given by:
γ(p) = γΣ(p) = −2γ∆(p) = 2
3
γS+(p) = p+ (1− 4p)u .
For p ∈ [1/4, 1/2), we have γ(p) = γ(1/2 − p) and similarly for γΣ, γS+ , and γ∆.
Proof. Assume that ν(a) = ν(a−1) = p and ν(b) = ν(b−1) = q = 1/2 − p. Let r be the unique
solution in {x ∈ (R∗+)Σ |
∑
u∈Σ x(u) = 1} to the Traffic Equations [8, (30)]. By symmetry, we
should have:
r(a) = r(ba∆), r(b) = r(ab∆), r(ab) = r(b∆), r(ba) = r(a∆) .
In particular, we can rewrite the Traffic Equations in terms of r(a), r(b), r(ab), and r(ba) only.
Observe also that: R(a) +R(b) = R(ab) +R(ba) = 1/2.
Setting q = 1/2 − p in [8, (28)], we get: γ∆ = −(1/2 − p)R(a) − pR(b). In particular, γ∆ < 0.
Now using [8, (29)], we get: γ = 2(1/2 − p)R(b) + pR(a). Since R(a) + R(b) = 1/2, we deduce
that:
γ = p+ (1− 4p)R(a) .
Using the Equations in [8, (28)], we now obtain:
γΣ = −2γ∆ = γ, γS+ = 3p/2 + (3/2− 6p)R(a) .
The only remaining point is to determine R(a). To that purpose, we need to transform the
Traffic Equations [8, (30)] by switching to new unknowns.
Recall that R(a) = r(a) + r(a∆) = r(a) + r(ba). Set R(1) = 2pr(a) + (1 − 2p)r(b) and
R(2) = r(a) + r(b). We have:
1 1 0 0
2p 0 1− 2p 0
1 0 1 0
1 1 1 1


r(a)
r(ba)
r(b)
r(ab)
 =

R(a)
R(1)
R(2)
1/2
 .
Assume that p 6= 1/4. Then, the above matrix is invertible, which enables to write
r(a), r(b), r(ab), and r(ba) in function of R(a), R(1), and R(2). Replacing in the Traffic Equa-
tions, we get a new set of Equations in the unknowns R(a), R(1), and R(2). Select in this new
set, the Equations originating from the Equations for r(a), r(b), and r(ab) in [8, (30)]. Using
2
Maple, solve these three Equations in the unknowns R(a), R(1), and R(2). We obtain that R(a)
is a root of the polynomial:
P = 2(4p − 1)X3 + (24p2 − 18p + 1)X2 + p(−12p + 7)X + p(2p − 1) .
By using that R(2) should be less than 1, we obtain that for p < 1/4, R(a) should be equal to
the smallest root of P . This completes the proof.
3 Proof of Proposition 4.5
We now prove the following statement which is Prop. 4.5 in [8] :
Proposition 4.5 Assume that ν(a) = ν(b) = p, ν(a−1) = ν(b−1) = 1/2 − p, with p ∈ (0, 1/2).
We have:
γΣ(p) =
−1 +
√
16p2 − 8p + 5
4
, γS+(p) =
4p2 + p+ 1− 3p
√
16p2 − 8p + 5
2(1− 4p)
γ∆(p) =
12p2 − 5p + 1− p
√
16p2 − 8p+ 5
2(1− 4p) .
And eventually:
γ(p) = max
[
1−4p, (1− 2p)(−1 − 4p+
√
5− 8p + 16p2)
2(1− 4p) ,
p(−3 + 4p+
√
5− 8p+ 16p2)
−1 + 4p ,−1+4p
]
.
We give two proofs of this proposition. The first one is in the same spirit as the proof of [8, Prop.
4.4], namely solving the Traffic Equations [8, (30)] thanks to the simplifications provided by the
symmetry ν(a) = ν(b), ν(a−1) = ν(b−1). The second proof relies on the fact that, under the
above symmetry, the random process (X̂n)n is Markovian and is a NNRW on the free product
Z/3Z ∗ Z/3Z for which the harmonic measure and the drift are known, see [7].
First proof - We assume now that p = q = ν(a) = ν(b) = 1/2− ν(a−1) = 1/2− ν(b−1). Let r be
the unique solution in {x ∈ (R∗+)Σ |
∑
u∈Σ x(u) = 1} to the Traffic Equations [8, (30)]. Again,
by symmetry, we should have:
r(a) = r(b), r(ab) = r(ba), r(a∆) = r(b∆), r(ab∆) = r(ba∆) .
Moreover, Sa = Sb = 1/2, R(a) = R(b) and R(ab) = R(ba) = 1/2 −R(a). Therefore, according
to [8, (28)] and [8, (29)], the various drifts are given by
γΣ = 1− 2p+ (4p − 1)R(a) , γS+ = 1/2− 2p + 6pR(a) , γ∆ = 2p − 1/2− 2pR(a) , (1)
for p ≥ 1/4 , γ =
{
4p − 1 if γ∆ ≥ 0
4pR(a) if γ∆ < 0
, and for p ≤ 1/4 , γ(p) = γ(1/2 − p) . (2)
The computation of R(a) from the Traffic Equations [8, (30)] in this case turns out to be simpler
than in the proof of [8, Prop. 4.4]. Add the first and the fifth equations in [8, (30)]. Then R(a)
is a root of the following polynomial of degree two:
P = 4(1− 4p)X2 + 2(4p − 3)X + 1 .
For p ∈ (0, 1/2), the only root of P which lies between 0 and 1 is
R(a) =
3− 4p−
√
16p2 − 8p + 5
4(1− 4p) .
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Substituting in (1) and (2) completes the proof.
Second proof - We give now another way for computing the drift γΣ. Consider the subgroup
H = {1,∆} of B3/Z. Observe that H is not a normal subgroup. For instance, the left-class
aH = {a, a∆} is different from the right-class Ha = {a, b∆}. Let C3 be the left-quotient of
B3/Z with respect to H. The elements of C3 are the left-classes {g, g∆}. The group B3 acts
on C3 by left multiplication. Denote by S(C3, S) the Schreier graph with respect to this action.
The set of nodes is C3 and the set of arcs is defined by:
C −→ D in S(C3, S) if ∃c ∈ C, d ∈ D, c −→ d in X(B3/Z, S) . (3)
Consider the free product Z/3Z⋆Z/3Z with the canonical set of generators S˜ = {c, c−1, d, d−1}.
The Cayley graph X(Z/3Z ⋆ Z/3Z, S˜) and the Schreier graph S(C3, S) are isomorphic as unla-
belled graphs, see Figure 1. Below, we identify the element {g, g∆} with ĝ where ĝ∆0/1 is the
Garside normal form of g ∈ B3/Z.
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Figure 1: The graphs X(B3/Z, S) (left) and S(C3, S) (right).
Let ν be a probability distribution on S = {a, a−1, b, b−1}. Let (Xn)n be a realization of (B3, ν).
View (Xn)n as a random walk on X(B3, S). The sequence (p(Xn))n is a realization of the random
walk (B3/Z, µ) where µ = ν ◦ p−1. It is a random walk on X(B3/Z, S). Recall that X̂n∆kn
denotes the Garside normal form of Xn. With the identification above, the random process
(X̂n)n evolves on S(C3, S) and is the process induced by (p(Xn))n. This random process (X̂n)n
is a priori not Markovian, but it is Markovian if
∀C,D ∈ C3,∀c1, c2 ∈ C, P{p(Xn+1) ∈ D | p(Xn) = c1} = P{p(Xn+1) ∈ D | p(Xn) = c2} .
Clearly, this holds if and only if ν(a) = ν(b) = p and ν(a−1) = ν(b−1) = 1/2 − p, which is
precisely what we assume.
Define S(C3, µ) as the graph S(C3, S) with labels in [0, 1] such that:
u
µ(a)−→ v in S(C3, µ) if u a−→ v in S(C3, S) .
Consider the group Z/3Z ⋆ Z/3Z with generators S˜ = {c, c−1, d, d−1}, and the probability
measure µ˜ defined on S˜ by µ˜(c) = µ˜(d) = ν(a) = ν(b), and µ˜(c−1) = µ˜(d−1) = ν(a−1) = ν(b−1).
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Define the labelled graph X(Z/3Z⋆Z/3Z, µ˜) accordingly. Then S(C3, µ) and X(Z/3Z⋆Z/3Z, µ˜)
are isomorphic as labelled graphs. In particular, (X̂n)n behaves like the random walk (Z/3Z ⋆
Z/3Z, µ˜). Let us be more precise.
For ξ ∈ S˜, we set ı(ξ) = 1 if ξ = c or c−1 and ı(ξ) = 2 if ξ = d or d−1. Recall that
T = {a, b, ab, ba} ⊂ B3. Define
L = {ξ0 · · · ξl ∈ T ∗ | Last(ξi) = First(ξi+1)}, L∞ = {ξ0 · · · ∈ TN | Last(ξi) = First(ξi+1)}
L˜ = {ξ0ξ1 · · · ξl ∈ S˜∗ | ı(ξi) 6= ı(ξi+1)}, L˜∞ = {ξ0ξ1 · · · ∈ S˜N | ı(ξi) 6= ı(ξi+1)} .
Set limn X̂n = X̂∞ = x̂0x̂1x̂2 · · · , with x̂i ∈ T . Let µ∞ be the law of X̂∞; it is a measure on
L∞. Let µ˜∞ be the harmonic measure of (Z/3Z ⋆ Z/3Z, µ˜); it is a measure on L˜∞. Let r˜ be
the unique solution in B˚ of the Traffic Equations of (Z/3Z ⋆ Z/3Z, µ˜), see [7, §4.3]. Define
r(a) = r(b) = r˜(c) = r˜(d) , r(ab) = r(ba) = r˜(c2) = r˜(d2) ,
r(1) = r(a) + r(b) , and r(2) = r(ab) + r(ba) .
Then, we have, ∀u1 · · · ul ∈ L,
µ∞(u1u2u3 · · · ulTN) = µ˜∞(c|u1|Sd|u2|Sc|u3|S · · · Σ˜N) = (1/2)r(|u1|S) · · · r(|ul|S) .
In particular
γΣ = lim
n→∞
|X̂n|T
n
= lim
n→∞
|Wn|eS
n
= pr(1) +
(1
2
− p)r(2) , (4)
where (Wn)n is a realization of the random walk (Z/3Z ⋆ Z/3Z, µ˜). See [7, Corollary 3.6] for
the third equality in Eq. (4).
The vector r˜ is computed in [7, §4.3]:
r˜(c) = r˜(d) =
4p− 3 +
√
16p2 − 8p+ 5
4(4p − 1) , r˜(c
2) = r˜(d2) =
4p + 1−
√
16p2 − 8p + 5
4(4p − 1) . (5)
We get γΣ = (−1 +
√
16p2 − 8p+ 5)/4. We deduce the other drifts easily.
4 Proof of Proposition 5.4
We now prove the following statement which is Prop. 5.4 in [8] :
Proposition 5.4 Consider the simple random walk (Ak, ν) with ν(a) = ν(a
−1) = ν(b) =
ν(b−1) = 1/4. The drifts γΣ and γ∆ are given by
γΣ =
1− xk
2
, γ∆ = −1− xk
4
. (6)
Let γ be the drift of the length with respect to the natural generators {a, b, a−1, b−1}. We have
γ =
{
(1− xk)
[ ∑j−1
i=1 iFi(xk) + (j/2)Fj (xk)
]
if k = 2j
(1− xk)
[ ∑j
i=1 iFi(xk)
]
if k = 2j + 1
. (7)
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Figure 2: The Cayley graphs X(A4/Z, S) (left) and X(Z/4Z ⋆ Z/4Z, S˜) (right).
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Figure 3: The Cayley graph X(A5/Z, S).
Proof. Consider the group Z/kZ ⋆ Z/kZ with generators S˜ = {c, c−1, d, d−1}. Let (Xn)n be a
realization of the simple random walk on Ak, and recall that we write X̂n∆
kn for the Garside
normal form ofXn. Denote by µ and µ˜ the uniform probability measures on S and S˜ respectively.
If k is even, then the unlabelled Cayley graph X(Ak/Z, S) is isomorphic to the unlabelled
Cayley graph X(Z/kZ ⋆ Z/kZ, S˜) (see Figure 2) so the simple random walks (Ak/Z, µ) and
(Z/kZ ⋆ Z/kZ, µ˜) are isomorphic.
For k odd, the structure of X(Ak/Z, S) is more twisted. This is illustrated in Figure 3 (see also
Figure 1 (left)).
Let Ck be the left-quotient of Ak/Z by the (non-normal) subgroup H = {1,∆}, and define
the Schreier graph S(Ck, S) as in (3). Clearly S(Ck, S) is isomorphic to the Cayley graph
X(Z/kZ ⋆ Z/kZ, S˜) (as unlabelled graphs). This is illustrated in Figure 4.
Therefore the simple random walks on the two graphs S(Ck, S) and X(Z/kZ ⋆ Z/kZ, S˜) are
isomorphic.
In both cases, the Markovian random process X̂n behaves like the simple random walk (Z/kZ ⋆
Z/kZ, µ˜). Adapting the end of the second proof of [8, Prop. 4.5] and using the results of [7,
§4.4] leads to γΣ, hence to the other drifts.
6
Figure 4: The graphs X(A5/Z, S) (left) and S(C5, S) (right).
5 Extensions
One can retrieve from the harmonic measure µ∞, other quantities of interest for the random
walk (B3/Z, µ): (a) the entropy, (b) the minimal positive harmonic functions, or (c) the Green
function.
Consider for instance the entropy h. For NNRW on free products of finite groups, or on 0-
automatic pairs, a formula was available for h as a simple function of r, the unique solution to
the Traffic Equations, see [6, 7]. Here the situation is more complex and h can only be expressed
as a limit of functions of r. However h can be computed with an arbitrary prescribed precision.
In the three above cases (a), (b), and (c), the key is to determine the Radon-Nikodym derivatives
du⊛ µ∞/dµ∞(·) for u ∈ G.
Fix u = u1 · · · uk ∈ G and ξ = ξ1ξ2 · · · ∈ G∞. We have, using [8, (21)],
du⊛ µ∞
dµ∞
(ξ) = lim
n
µ∞(u−1 ⊛ ξ1 · · · ξnTN)
µ∞(ξ1 · · · ξnTN) = limn
αM(w1 · · ·wℓ−1)β(wℓ)
αM(ξ1 · · · ξn−1)β(ξn) , (8)
where w1 · · ·wℓ = u−1⊛ξ1 · · · ξn. Below, we justify the existence of the limit in (8), and in doing
so we show how to control the error made when replacing the limit by the value computed for
a given n.
It follows from the definition in [8, (9)] that we have either:
u−1 ⊛ ξ1 · · · ξn = v · ξl · . . . · ξn, or u−1 ⊛ ξ1 · · · ξn = v · ι(ξl) · . . . · ι(ξn) ,
for some v ∈ G and l ∈ N∗ which do not depend on n, for n large enough. In the first case,
respectively the second one, we have:
du⊛ µ∞
dµ∞
(ξ) = lim
n
αM(vξℓ · · · ξn−1)β(ξn)
αM(ξ1 · · · ξn−1)β(ξn) (9)
resp.
du⊛ µ∞
dµ∞
(ξ) = lim
n
αM(vι(ξℓ) · · · ι(ξn−1))β(ι(ξn))
αM(ξ1 · · · ξn−1)β(ξn) . (10)
Now, the R+-automaton (α,M, β) of [8, Figure 9] has several remarkable properties. Define
ι(α) = [0, 1, 0, 1] ∈ R1×Q+ . Observe that ι(α)i = α5−i. Observe also that: ∀u ∈ Σ,∀i, j, M(u)ij =
M(ι(u))5−i,5−j . It implies that we have:
∀u = u1 · · · uk ∈ T ∗, αM(u1 · · · uk−1)β(uk) = ι(α)M(ι(u1) · · · ι(uk−1))β(ι(uk)) . (11)
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Extend by morphism the map ι defined in [8, (10)] to ι : Σ∗ −→ Σ∗. The identity in (11) enables
to rewrite (10) as:
du⊛ µ∞
dµ∞
(ξ) = lim
n
ι(α)M(ι(v)ξℓ · · · ξn−1)β(ξn)
αM(ξ1 · · · ξn−1)β(ξn) .
To summarize, in all cases, for n large enough, there exist l ∈ N∗ and α1 ∈ R1×Q+ such that:
du⊛ µ∞
dµ∞
(ξ) = lim
n
α1M(ξℓ · · · ξn−1)β(ξn)
α2M(ξℓ · · · ξn−1)β(ξn) , (12)
with α2 = αM(ξ1 · · · ξℓ−1). The limit in (12) exists as a consequence of general results on
inhomogeneous products of non-negative matrices, see for instance [10, Chapter 3]. To be more
precise, and to evaluate the speed of convergence, it is convenient to slightly rewrite (12), in
order to have matrices with positive entries.
Consider the automaton (α˜, M˜, β˜) defined as follows. Set α˜ = [1, 1]; for u ∈ T , set β˜(u) =
[R(u), R(u)]T ; and let the morphism M˜ : T ∗ → R2×2+ be defined by:
M˜(a) =
[
q(a) q(a∆)
q(b∆) q(b)
]
, M˜(b) =
[
q(b) q(b∆)
q(a∆) q(a)
]
M˜(ab) =
[
q(ab) q(ab∆)
q(ba∆) q(ba)
]
, M˜(ba) =
[
q(ba) q(ba∆)
q(ab∆) q(ab)
]
.
It is easily checked that, on G, the two automata (α˜, M˜, β˜) and (α,M, β) coincide. That is:
∀u = u1 · · · uk ∈ G, α˜M˜(u1 · · · uk−1)β˜(uk) = αM(u1 · · · uk−1)β(uk) . (13)
Observe that the above identity does not hold on T ∗\G. (In fact, the automaton (α,M, β) is
the tensor product of (α˜, M˜, β˜) with a 2-state automaton recognizing G ∩ T ∗.)
Define:
δ = min
u∈Σ
minij M˜(u)ij
maxij M˜(u)ij
, K = max
u∈Σ
max
ij
[
max
k
M˜(u)ik
M˜(u)jk
−min
k
M˜(u)ik
M˜(u)jk
]
.
Observe that 0 < δ < 1. For x = x1x2 · · · ∈ TN, set
c(x) =
[
1, lim
n
M˜(x1 · · · xn)2k/M˜(x1 · · · xn)1k
]T
,
where the limit does not depend on k ∈ {1, 2}. Using [10, Exercice 3.9], we get, for k ∈ {1, 2},∣∣∣ M˜(x1 · · · xn)2k
M˜(x1 · · · xn)1k
− c(x)2
∣∣∣ ≤ K(1− δ2)n−1 . (14)
Now let us go back to (12). Set η = η1η2 · · · = ξℓξℓ+1 · · · . For x = (x1, x2) ∈ R2, set ‖x‖ =
|x1|+ |x2|; for x = (x1, x2), y = (y1, y2) ∈ R2, set 〈x, y〉 = x1y1 + x2y2. We have:
du⊛ µ∞
dµ∞
(ξ) = lim
n
α˜1M˜(ξℓ · · · ξn)β˜(ξn+1)
α˜2M˜(ξℓ · · · ξn)β˜(ξn+1)
=
〈α˜1, c(η)〉
〈α˜2, c(η)〉 .
Let us fix n larger than ℓ. Set ε = K(1− δ2)n−ℓ−1. Using (14), we easily get:
〈α˜1, c(η)〉 − ε‖α˜1‖
〈α˜2, c(η)〉 + ε‖α˜2‖ ≤
α˜1M˜(ξℓ · · · ξn)β˜(ξn+1)
α˜2M˜(ξℓ · · · ξn)β˜(ξn+1)
≤ 〈α˜1, c(η)〉 + ε‖α˜1‖〈α˜2, c(η)〉 − ε‖α˜2‖ .
The above inequalities provide a sharp control on the error made when replacing the limit in
(12) by the value computed for a fixed n.
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Entropy
The entropy of a probability measure µ with finite support S is defined by H(µ) =
−∑x∈S µ(x) log[µ(x)]. Consider a random walk (G,µ), defined as in [8, Section 2]. Let (Xn)n
be a realization of the random walk. The entropy of (G,µ), introduced by Avez [1], is
h = lim
n
H(µ∗n)
n
= lim
n
− 1
n
log µ∗n(Xn) , (15)
a.s. and in Lp, for all 1 ≤ p < ∞. The existence of the limits as well as their equality follow
from Kingman’s subadditive ergodic theorem [1, 2].
Consider the random walk (B3/Z, µ). Recall that (G
∞, µ∞) is the Poisson boundary of
(B3/Z, µ). Then, we have, see [4, Theorem 3.1]:
h = −
∑
u∈Σ
µ(u)
∫
log
[du−1 ⊛ µ∞
dµ∞
(ξ)
]
dµ∞(ξ) . (16)
Using (16) together with the above remarks on how to approximate the Radon-Nikodym deriva-
tives, one can derive an algorithm to compute h with an arbitrarily prescribed precision.
Minimal positive harmonic functions
Consider a random walk (G,µ) defined as in [8, Section 2]. A positive harmonic function is
a function f : G → R+ such that: ∀u ∈ G,
∑
a∈Σ f(u ∗ a)µ(a) = f(u). A positive harmonic
function f is minimal if f(1) = 1 and if for any positive harmonic function g such that f ≥ g,
there exists c ∈ R+ such that f = cg.
Consider the random walk (B3/Z, µ) as above. Recall that G
∞ is the minimal Martin boundary
of (B3/Z, µ). So the set of minimal positive harmonic function is precisely given by {Kξ, ξ ∈ G∞}
with
Kξ : B3/Z → R+, Kξ(g) = dφ(g) ⊛ µ
∞
dµ∞
(ξ) . (17)
Green function
Consider a transient random walk (G,µ) defined as in [8, Section 2] and a realization (Xn)n.
Define, Q : G→ [0, 1],
Q(g) = P{∃n ≥ 1 | Xn = g} , (18)
the probability of ever reaching g. The Green function is the map Γ : G → R+, Γ(g) =∑∞
i=0 µ
∗i(g). Observe that:
Γ(·) = Γ(1)Q(·) . (19)
Consider now the random walk (B3/Z, µ). Computing Q is more involved than for free groups
[3] or for zero-automatic pairs [6]. However, the spirit remains the same: there is a close link
between Q and r, the unique solution to the Traffic Equations.
For convenience, we view Q and Γ as Q : G → R+ and Γ : G → R+. Define, for u ∈ G, the
auxiliary quantity:
q̂(u) = P{∃n > 1 | Yn = u and ∀1 < m < n, Ym 6= u∆} . (20)
We have the following:
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Proposition 5.1. Let r ∈ {x ∈ (R∗+)Σ |
∑
u∈Σ x(u) = 1} be the unique solution to the Traffic
Equations [8, (19)] of (B3/Z, µ). For u ∈ Σ, set q(u) = r(u)/r(Next(u)). We have:
∀u ∈ Σ, q̂(u) = r(u)
r(Next(u))
= q(u) . (21)
Besides:
q̂(1) =
∑
u∈Σ
µ(u)q(u−1), q̂(∆) =
∑
u∈Σ
µ(u)q(u−1∆) . (22)
The probabilities of ever reaching an element are given by: Q(∆) = q̂(∆)/(1 − q̂(1)), and,
∀v = v1 · · · vk ∈ G\{1,∆}:
Q(v) =
∑
u1···uk∈ψ−1(v)
q(u1) · · · q(uk−1)
[
q(uk) + q(uk∆)Q(∆)
]
. (23)
The Green function is determined by (19) and:
Γ(1) =
1− q̂(1)
(1− q̂(1))2 − q̂(∆)2 . (24)
(See [8, Eq. (13)] for the definition of ψ)
Proof. It follows from the shape of the Cayley graph X(B3/Z,Σ) that:
q̂(1) =
∑
u∈Σ
µ(u)q̂(u−1), q̂(∆) =
∑
u∈Σ
µ(u)q̂(u−1∆), Q(∆) = q̂(∆)/(1 − q̂(1)) .
Similarly, (23) holds with q̂(·) in place of q(·). Let us prove (24). Define Q¯(1) = P{∃n > 1 |
Yn = 1}. Clearly, Q¯(1) = q̂(1) + q̂(∆)Q(∆) and Γ(1) = 1 + Q¯(1)Γ(1). The expression in (24)
follows. Therefore, the only point that remains to be proved is: ∀u ∈ Σ, q̂(u) = q(u).
For u ∈ Σ, define Fu = {v ∈ Σ | First(v) = First(u)}. By considering the random walk after
one move, we get that (q̂(u))u∈Σ is a solution to the following equations over the indeterminates
(y(u))u∈Σ:
y(u) = µ(u) +
∑
v∈Fu\{u,u∆}
µ(v)y(v−1u) +
∑
v∈Σ\Fu
µ(v)
[
y(v−1)y(u) + y(v−1∆)y(ι(u)∆)
]
. (25)
Starting from the Traffic Equations [8, (19)], and dividing by x(Next(u)), we obtain precisely
the Equations (25). Let r ∈ {x ∈ (R∗+)Σ |
∑
u∈Σ x(u) = 1} be the unique solution to the Traffic
Equations, and set q(u) = r(u)/r(Next(u)) for u ∈ Σ. We deduce from the above that (q(u))u∈Σ
is a solution to the Equations (25).
We cannot directly conclude that q̂(u) = q(u). Indeed the Equations (25) do not characterize
(q̂(u))u∈Σ. They have in general several solutions in (0, 1)
Σ (if µ is uniform over Σ, then the two
constant functions y = 1/2 and y = 1/4 satisfy (25)). This is in contrast with the situation for
0-automatic pairs where the analogs of Equations (25) have a unique solution [6, Lemma 4.7].
Recall that the minimal Martin boundary coincides with the Martin boundary and is G∞.
Hence, the minimal positive harmonic functions, given in (17), can also be described as: ∀ξ =
ξ1 · · · ∈ G∞,
Kξ : B3/Z → R+, Kξ(g) = lim
n
Γ(φ(g−1)⊛ ξ1 · · · ξn)
Γ(ξ1 · · · ξn) = limn
Q(φ(g−1)⊛ ξ1 · · · ξn)
Q(ξ1 · · · ξn) . (26)
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Juxtaposing (17) and (26), and using [8, (20)] and (23) (with q̂(·) replacing q(·)), we get: for
all u ∈ B3/Z and ξ = ξ1ξ2 · · · ∈ G∞,
Kξ(u) = lim
n
∑
v1···vℓ∈ψ−1(φ(u−1)⊛ξ1···ξn)
q(v1) · · · q(vℓ−1)R(vℓ)∑
v1···vn∈ψ−1(ξ1···ξn)
q(v1) · · · q(vn−1)R(vn)
= lim
n
∑
v1···vℓ∈ψ−1(φ(u−1)⊛ξ1···ξn)
q̂(v1) · · · q̂(vℓ−1)Q(vℓ)∑
v1···vn∈ψ−1(ξ1···ξn)
q̂(v1) · · · q̂(vn−1)Q(vn) .
By choosing appropriately the values of u, we deduce easily that this implies q(·) = q̂(·).
Central Limit Theorem
Recall that we write X̂n∆
kn for the Garside normal form of Xn. The description of the asymp-
totic behavior the quotient process (p(Xn)) evolving on B3/Z provides a Central Limit Theorem
for both the length |X̂n|T and the exponent kn in the same way as in [5].
The statement is the following. Recall that we set U = p−1(Σ) = {a∆k, ab∆k, b∆k, ba∆k, k ∈ Z}
and T = {a, b, ab, ba} ⊂ B3
Proposition 5.2. Consider the random walk (B3, ν) where ν is a probability measure on U such
that ∪nsupp(ν∗n) = B3 and
∑
x∈U e
λ|x|Sν(x) < ∞ for some λ > 0. Let (Xn) be a realization
of the random walk (B3, ν) and X̂n∆
kn the Garside normal form of Xn. Then there exist two
positive numbers σΣ and σ∆ such that, for all t ∈ R,
lim
n→+∞
P
{ |X̂n|T − nγΣ
σΣ
√
n
< t
}
= lim
n→+∞
P
{
kn − nγ∆
σ∆
√
n
< t
}
=
1√
2π
∫ t
−∞
e−x
2/2dx . (27)
As far as kn is concerned, starting from the proof of [8, Lemma 4.10], one can easily adapt the
techniques developped in [5, Section 4.c] to prove the result. The proof of the statement for
|X̂n|T is analogous, the function θ∆ has to be replaced by a function θΣ : UN×G∞ → Z defined,
for all (ω, ξ) ∈ UN × G∞, by
θΣ(ω, ξ) =

+1 if ω0 ∗ ξ0 6∈ Σ ∪ {1,∆}
−1 if ω0 ∗ ξ0 = 1 or ∆
0 if ω0 ∗ ξ0 ∈ Σ
, where ω = (ω0, ω1, ...) .
That is, θΣ(ω, ξ) counts the variation of the length of ξ when it is left-multiplied by ω0. Inte-
grating θΣ over U
N × G∞ leads to the drift γΣ, exactly as in [8, Lemma 4.10].
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