ABSTRACT techniques that are standardized in the IS0 MPEG-4 standard.
ecent advances in technology have resulted in a rapid growth in mobile communications. With this explosive growth, the need for reliable transmission of mixed media information -audio, video, text, graphics, and speech data -over wireless links is becoming an increasingly important application requirement. Typically, the bandwidth requirements of raw video data are very high (a 176 x 144-pixel 4:2:0 color video sequence requires over 1 Mbis). Video compression techniques are used to reduce the bandwidth requirements and enable the transmission of video information over band-limited wireless channels. These techniques typically apply predictive coding, that is, code the information in the current frame of the video signal predictively as a difference signal with respect to the previous frame. They also employ variable-length coding schemes such as Huffman codes to achieve a further degree of compaction [l] .
Wireless channels are typically noisy and suffer from a number of channel degradations such as bit errors and burst errors due to fading and multipath reflections [2] . When compressed video data is sent over these channels it is subject to these degradations. The effect of channel errors on compressed video can be very severe. Variable-length coding schemes also render the compressed bitstream very brittle to channel errors. As a result, the video decoder that is decoding the corrupted video bitstream loses synchronization with the encoder. Predictive coding techniques such as motion compensation applied in current video compression standards make matters worse by quickly propagating the effects of channel errors across the video sequence and rapidly degrading video quality. This renders the video sequence totally unusable. Unless the video encoder and decoder take proper remedial steps the video communication system totally breaks down.
Current video compression techniques take a number of steps to enable robust transmission of compressed video data over noisy communication channels. This article describes the methodologies adopted by the International Organization for Standardization (ISO) Motion Picture Experts Group v. 4 (MPEG-4) video compression standard [3] .
The article is organized as follows. The next section discusses the general problem of wireless video transmission and the various steps that need to be taken by the video encoder and decoder to enable robust video transmission. After that an overview of the I S 0 MPEG-4 standard is presented, outlining the technologies adopted by the standard, the different functionalities provided by these technologies, and various application areas enabled by these functionalities. This section also describes the timeline of the standard. The following section discusses the error resilience work in the MPEG-4 standard and describes the different tools adopted into the standard to enable robust video communication over noisy wireless channels. The error resilience evaluation criterion used in evaluating the MPEG4 tools is described, and then the part of the MPEG-4 video coding standard that handles arbitrarily shaped video objects and the error resilience aspects of these tools. Finally, the article concludes with a summary and a discussion of future work.
ERROR-RESILIENT VIDEO CODING
A block diagram of a typical video compress shown in Fig. 1 . First, each of the current frames of the video sequence is partitioned into rectangular regions of 16 x 16 pixels called macroblocks. For each macroblock, the motion estimation stage of the video encoder computes the motion vectors that best represent the location in the previous frame where image pixels of similar intensity values occur. The motion compensation stage applies these motion vectors to the corresponding macroblocks in the previous frame and computes a motion-compensated frame which is an estimate of the current frame based on the previous frame. The intensity differences between this motion-compensated frame and the current frame are then computed. The frame representing these differences is called as the residual frame. The residual frame represents the information in the current frame that cannot be predicted from the previous image. This residual frame is then coded by the discrete cosine transform (DCT) stage. The DCT is typically performed on 8 x 8 pixel blocks. The quantized DCT coefficients are then coded using variable-length coding (VLC) schemes such as Huffman coding. Hence, for every frame of the video sequence the video encoder transmits motion vector information, DCT information, and some overhead header information. In order to achieve further coding efficiency, the header and motion vector information are also coded using VLC techniques. These motion-compensated frames of the video sequence are known as predictive frames or inter frames. Some frames of the video sequence are coded completely with respect to themselves with no motion compensation, and these are known as intra frames. Intra frames do not have any motion vector information associated with them.
When the compressed video data is transmitted over a wireless communication channel, it is subjected to channel errors in the form of bit errors and burst errors. Typically, in order to make the video codec more resilient to channel An invalid VLC table entry is found.
The DCT coefficient is out of range. The number of DCT coefficients in a block exceeds 64. When the decoder identifies any of these conditions in the process of decoding a video bitstream, it flags an error and jumps to the error-handling procedure. Due to the nature of the video compression algorithms, the location in the bitstream where the decoder detects an error is not the same location where the error has actually occurred but some undetermined distance away from it. This is shown in Fig. 2 . Hence, once the decoder detects an error it loses synchronization with the encoder. Resynchronization schemes are then employed for the decoder to fall back into lock step with the encoder. While constructing the bitstream the encoder inserts unique resynchronization words into the bitstream at approximately equally spaced intervals. These resynchronization words are chosen such that they are unique from the valid video bitstream. That is, no valid combination of the video algorithm's VLC tables can produce these words. Upon detection of an error the decoder seeks forward in the bitstream, hunting for this known resynchronization word. Once this word is found, the decoder then falls back in synchronization with the encoder. At this point, the decoder has detected an error, regained synchronization with the encoder, and also isolated the error between the two resynchronization points.
As mentioned above, due to the extensive use of VLC tables, even after error detection typically the decoder can only isolate the error to be somewhere between the resynchronization points, but not pinpoint its exact location. Hence, all of the data that corresponds to the macroblocks between these two resynchronization points needs to be discarded, as shown in Fig. 2 . The effects of displaying an image reconstructed from erroneous data can cause highly annoying visual artifacts.
Some data recovery techniques such as reversible decoding enable the decoder to salvage some of the data between the two resynchronization points. These techniques advocate the use of a special kind of VLC table at the encoder in coding the DCTs and motion vector information. These special VLCs have the property that they can be decoded in both the forward and reverse directions. By comparing the forward and reverse decoded data, the exact location of the error in the bit stream can be localized more precisely, and some of the data between the two resynchronization points can be salvaged. The use of these reversible VLCs (RVLCs) is part of the MPEG-4 standard and will be described in greater detail in the following sections.
After data recovery, the effect of the data deemed to be in error needs to be minimized. This is the error concealment stage. One simple error concealment strategy is to simply replace the luminance and chrominance of the erroneous macroblocks with the luminance and chrominance of the corresponding macroblocks in the previous frame of the video sequence. While this technique works fairly well and is simple to implement, more complex technique use some type of estimation strategy to exploit the local correlation that exists within a frame of video data to come up with a better estimate of the missing or erroneous data. These error concealment strategies are essentially post-processing algorithms and IEEE Communications Magazine June 1998 MPEG-2 followed closely behind MPEG-1 &d addresses broadcast TV applications. MPEG-2 is a hugely successful standard with significant acceptance in the marketplace with a number of other applications in addition to broadcast TV [9] . Some of the prominent applications of MPEG-2 include direct broadcast satellite (DBS), digital versatile disk (DVD) and high-definition TV (HDTV). Initially, MPEG-3 was reserved for HDTV applications. However, MPEG-2 was later found to be suitable for HDTV, and it was decided to include HDTV as a separate profile of MPEG-2 and discontinue the MPEG-3 work item.
MPEG-4 is the next audiovisual coding standard from IS0 after MPEG-1 and MPEG-2. Unlike the previous two standards, which had one clear application in mind when they were developed, MPEG-4 is a much broader umbrella-type standard that has a number of different technologies, which are targeted at different applications. Initially MPEG-4 was aimed primarily at low-bit-rate video communications; however, its scope was later expanded to be much more of a multimedia coding standard. MPEG-4 is efficient across a wide variety of bit rates ranging from a few kilobits per second to tens of megabits per second. In addition t o providing improved coding efficiency, MPEG-4 also provides a number of functionalities. These include: 0 The ability to efficiently encode mixed media data such as video, graphics, text, images, audio, and speech, called audiovisual objects (AVOS) * The ability to create a compelling multimedia presentation by compositing these mixed media objects by a compositing script 0 Error resilience to enable robust transmission of compressed data over noisy communication channels * The ability to encode arbitrarily shaped video objects * Multiplexing and synchronization of the data associated with these objects so that they can be transported over network channels providing a quality of service (QoS) appropriate to the nature of the specific objects image. As a multimedia coding standard, MPEG-4 standardizes tools not only for video coding but also for coding audio, graphics, and text. The standard also includes a systems part, which describes how the audio, video, text, and graphics are synchronized and presented in a compelling manner for various applications. In this article, we limit our discussion to the video error resilience tools that are included in MPEG-4 v. 1. We will describe each of these tools and demonstrate how together they enable robust video transmission over noisy communication channels such as wireless video links.
ERROR RESILIENCE TOOLS IN MPEG-4
A number of tools have been incorporated into the MPEG-4 video encoder to make it more error-resilient. These tools provide various important properties such as resynchronization, error detection, data recovery, and error concealment. There are four tools: Video packet resynchronization Data partitioning (DP) Reversible VLCs (RVLCs) Header extension code (HEC) We describe below each of these tools and its advantages.
RESYNCHRONIZATION
As mentioned earlier, when the compressed video data is transmitted over noisy communication channels, errors are introduced into the bitstream. A video decoder that is decoding this corrupted bitstream will lose synchronization with the encoder (it is unable to identify the precise location in the image where the current data belongs). If remedial measures are not taken, the quality of the decoded video rapidly degrades and quickly becomes totally unusable.
One amroach is for the encoder to introduce resvnchroaudiovisual scene generated at the receiver end These functionalities supported by the standard will enable many compelling applications ranging from wireless videophones to Internet multimedia presentations, broadcast TV, and DVD. A standard that supports these diverse functionalities and associated applications is fairly complex. This article focuses only on the error resilience aspects of the MPEG-4 video encoder. The reader is direct- 
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Combined motion and DCT data every'5li bits), t h e macrobioci interval between the resynchronization markers is a lot closer in the high-activity areas and a lot farther apart in low-activity areas. Thus, in the presence of a short burst of errors, the decoder can quickly localize the error to within a few macroblocks in the important high-activity areas of the image and preserve the image quality in these areas. In the case of baseline H.263, where the resynchronization markers are restricted to be at the beginning of the GOBS, it is only possible for the decoder to isolate the errors to a fixed GOB independent of image content. Hence, effective coverage of the resynchronization marker is reduced from that of the MPEG-4 scheme (Fig. 5) Note that in addition to inserting the resynchronization markers at the beginning of each video packet, the encoder also needs to remove all data dependencies that exist between the data belonging to two different video packets within the same image. This is required because, even if one video packet in the current image is corrupted due to errors, the other packets can be decoded and utilized by the decoder. In order to remove these data dependencies, the encoder inserts two additional fields in addition to the resynchronization marker at the beginning of each video packet, as shown in Fig. 6 . These are:
The absolute macroblock number of the first macroblock in the video packet, MB no., which indicates the spatial location of the macroblock in the current image The quantization parameter, QP, which denotes the default quantization parameter used to quantize the DCT coefficients in the video packet The encoder also modifies the predictive encoding method used for coding the motion vectors such that there are no predictions across the video packet boundaries.
ing to this area generate more bits than other parts of the image. Now, any macroblocks in the packet is not erroneous. Figure 6 shows the organization of the video data within a packet for a typical video compression scheme without data partitioning.
Within the combined motion and DCT data part, each macroblock's (MB's) motion vectors and DCT coefficients are encoded. Note that this part is of variable length and also in general contains a lot more data than the three preceding header fields. Figure 7 shows the syntactic elements for each MB in the case of a typical video encoder such as H.263. This data is repeated for all macroblocks in the packet. The subscripts indicate the macroblock number. The COD is a 1-bit field used to indicate whether a certain macroblock is coded or not. The MCBPC is a variable-length field used to indicate two things:
The mode of the macroblock, such as INTRA, INTER, INTER4V (8 x 8 motion vectors), and INTRA+Q (the quantization factor is modified for this NB from the previous MB) Which of the two chrominance blocks of the MB is coded DQUANT is an optional 2-bit fixed-length field used to indicate the incremental modification to the quantization value from the previous macroblock's quantization value. CBPY is a VLC that indicates which of the 4 blocks of the MB are coded. Encoded MVs are the motion vector differences by a VLC. Note that the motion vectors are predictively coded with respect to the neighboring motion vectors; hence, we only code the motion vector differences. DCT data comprises the 64 DCT coefficients actually encoded via zig-zag scanning and run-length-encoded, and then a VLC table [3] Previous researchers have applied the idea of partitioning the data into higher-and lower-priority data in the context of ATM or other packetized networks to achieve better error resilience properties [20-221.
In MPEG-4, the data partitioning mode partitions the data within a video packet into a motion part and a texture part separated by a unique motion boundary marker (MBM), as DCT data.
shown in Fig. 8 . This figure shows the bitstream organization within each video packet with data partitioning. The subscripts indicate the macroblock numbers. Note that compared to Fig. 6 , the motion and DCT parts are now separated by an MBM. In order to minimize the differences from the conventional method, we maintain all the same syntactic elements as the conventional method and reorganize them to enable data partitioning. All the syntactic elements that have motion-related information are placed in the motion partition, and all those that relate to DCT data are placed in the DCT partition. Figure 9 shows the bitstream elements after reorganization of the motion Dart, and Fig. 10 shows
REVERSIBLE VARIABLE-LENGTH CODES
As mentioned above, one of the problems with transmitting compressed video over error-prone channels is the use of variable-length codes. During the decoding process, if the decoder detects an error while decoding VLC data, it loses synchronization and hence typically has to discard all the data up to the next resynchronization point. RVLCs alleviate this problem and enable the decoder to better isolate the error location by enabling data recovery in the presence of errors. RVLCs are special VLCs that have the prefix property when decoding them in both the forward and reverse directions. Hence, they can be uniquely decoded in bitstream elementSAof the DCT-part. Note that we now d a c e COD. MCBPC. and the -both the f&ward and rcversk directions. backward direction U error. Based on the error locations, the decoder can recover some of the data that would otherwise have been discarded. In Fig. 11 , only data in the shaded area is discarded; note that if RVLCs were not used, all the data between two consecutive resynchronization markers would have to be discarded. The Hamming weight of a binary sequence is defined as the number of 1s in the sequence. For example, the Hamming weight of 110110 is 4. One way to generate RVLCs is to take a constant Hamming weight code and add a fixed-length prefix and suffix to it. Consider a code of Hamming weight 1 shown in the first column of Table 1 . We can add a constant prefix and suffix 1 to it and form an RVLC, as shown in the second column of Table 1: In this table an additional symbol 0 is added to the RVLC to complete the code.
Note that the decoder can forward and backward decode the above RVLC by counting the number of 1s in the code to determine the termination of the code. In the above example the decoder knows it reached the end of a code word when it decodes three 1s. More complex and complete RVLCs can be formed by increasing the length of the fixed-length prefix, and also by including the bit inverses of the RVLCs. In the latter case, the decoder needs to count the number of Os in the symbol to determine the end of the symbol.
In general, the RVLC property reduces the coding efficiency of the VLC tables [24] . By proper use of training video sequences, the RVLCs are made to match the probability characteristics of the DCT coefficients as closely as possible part of the packet. The MBM marks the end of the motion data and the beginning of the DCT data. The MBM is computed from the motion VLC tables using a search program such that this marker word is Hamming distance 1 from any possible valid combination of the motion VLC tables [23] . This word is uniquely decodable from the motion VLC tables. It indicates to the decoder the end of the motion information and the beginning of the DCT information. The number of macroblocks (NMB) in the video packet is implicitly known after encountering the MBM. Note that the MBM is only computed once based on the VLC tables and is fixed in the standard. Based on the VLC tables in MEPG-4, the MBM is a 17-bit word whose value is 1 1111 0000 0000 0001. When an error is detected in the motion section, the decoder flags an error and replaces all the macroblocks in the current packet with skipped blocks until the next resynchronization marker. Resynchronization occurs at the next successfully read resynchronization marker. If any subsequent video packets are lost before resynchronization, those packets are replaced by skipped macroblocks as well. When an error is detected in the texture section (and no errors are detected in the motion section) the NMB motion vectors are used to perform motion compensation. The texture part of all the macroblocks is discarded and the decoder resynchronizes to the next resynchronization marker.
If an error is not detected in the motion or texture section of the bitstream, and the resynchronization marker is not found at the end of decoding all the macroblocks of the current packet, an error is flagged. In this case, only the texture part of all the macroblocks in the current packet needs to be discarded. Motion compensation can still be applied for the NMB macroblocks since we have higher confidence in the motion vectors since we got the MBM.
Hence, the advantages of this data partitioning method are twofold. We have a more stringent check on the validity of the motion data since we need to get the MBM at the end of the decoding of motion data in order for us to consider the motion data to be valid. In case we have an undetected error in the motion and texture, but do . .
--. , can be coded effectively using the ~~~k~~~d decoding RVLC tables. In MPEG-4 V. 1, property and still maintain good coding efficiency properties [25] . Note that the MPEG-4 standard does not standardize the method in which an MPEG-4 decoder has to apply the RVLCs for error resilience. However, one possible strategy that is recommended is shown in Fig. 12 . The bitstream is first decoded in the forward direction, and the decoding process is finished if no error is detected. If an error is detected, two-way decode is carried out and the following bit-discarded strategies are used. Let L:
Total number of bits for DCT coefficients part in a video packet N:
Total number of MBs in a video packet L1:
Number of bits which can be decoded in forward decoding L2:
Number of bits which can be decoded in backward decoding N1:
Number of MBs which can completely be decoded in a forward decoding N 2
Number of MBs which can completely be decoded in a backward decoding for coding the motion vector information as well.
f-mb(S):

HEADER EXTENSION CODE (HEC)
Some of the most important information the decoder needs to be able to decode the video bitstream is the header data. This data includes information about the spatial dimensions of the video data, the time stamps associated with the decoding and presentation of this video data, and the mode in which the current video object is encoded (whether predictive o r INTRA). If some of this information is corrupted due to channel errors, the decoder has no other recourse but to discard all the information belonging to the current video frame. In order to reduce the sensitivity of this data, a technique called header extension code (HEC) is introduced into the MPEG-4 standard. In each video packet, a 1-bit field called the H E C bit is introduced. If this bit is set, the important header information that describes the video frame is repeated in the video packet. By checking this header information in the video packets against the information received at the beginning of the video frame, the decoder can ascertain if the video frame header is received correctly. If the video frame header is corrupted, the decoder can still decode the rest of the data in the video frame using the header information within the video packets. In MPEG-4 verification tests, it was found that the use of H E C significantly reduced the number of discarded video frames and helped achieve higher overall decoded video quality.
MPEG-4 ERROR RESILIENCE EVALUATION CRITERION
All the tools that have been accepted into the MPEG-4 standard are evaluated thoroughly and independently verified by two parties before being accepted into the standard [26] . presentation at the decoder. One of the advantages of this approach is that, depending on the channel bandwidth and the relative importance of each video object, the temporal and spatial resolution of each individual video object can be independently controlled, thereby achieving more efficient utilization of the available channel bandwidth. For example, in this scene the fast-moving ballerina in the news clip can be coded at a much higher temporal update rate (frame rate) than the slowmoving newscasters. Note that these individual video objects can be graphics or text objects. Another advantage of this object-based coding approach is that the encoder can now make a compelling multimedia presentation using mixed media types such as video, graphic, and text objects, and encode each object efficiently using the encoder best suited for that data. Other advantages include the ability to edit the compressed bitstream at the decoder by modifying the compositing script to make another presentation without having to decode and recode the video data. Video games, Internet streaming media, and multimedia presentations are expected to benefit from this object-based coding functionality supported by MPEG-4.
However, in order to code arbitrarily shaped video objects, it is no longer sufficient for the video encoder to encode just the motion vectors and DCT coefficients; the shape of the video object now needs to be encoded efficiently at each instant of time. MPEG-4 has standardized a very efficient shape coding method that codes both binary and grayscale shapes, from lossy to lossless. In MPEG-4, to make the transmission of the video data corresponding to arbitrarily shaped video objects, all the above error resilience approaches are extended to handle not only the rectangular video frames but frames discarded due to errors and the number of bits discarded. Before accepting a technique into the standard the additional bit rate overhead incurred due to this technique compared to the baseline is compared to the gains provided by the technique.
Techniques that consistently achieve superior performance independently verified by two different parties are then accepted into the standard. As an example, the data partitioning technique achieves an average of 2 dB performance gain over the wide range of test sequences and error conditions. Table 2 summarizes the performance of the error-resilient video codec with and without data partitioning for the entire set of test sequences on one of the error conditions. Each entry in the table is the average of the PSNR (luminance component only) of all 100 frames across all 50 runs. This is also illustrated in graphical form in Fig. 13 , which shows the performance with and without data partitioning. Similar consistently better performance gains were obtained for the other error conditions and test sequences.
Because of the MBM insertion in the video packet, the data partitioning technique results in a higher overall bit rate. The amount of overhead bit rate depends on the frequency at which the video packets occur. The overhead bit rate resulting from the MPEG-4 test conditions is about 2-3 percent.
This 2-3 percent overhead in additional bit rate was deemed acceptable for the amount of PNSR and subjective quality gain achieved, which resulted in acceptance of the technique. Similar results were demonstrated by the video packet-based resynchronization tool, HEC, and RVLC.
AREHTRARILY SHAPED VIDEO OBJECTS
The I S 0 MPEG-4 video coding standard is the first video coding standard that supports the encoding of not only rectangular video frames but also arbitrarily shaped video objects [3]. For instance, using this standard it is possible to segment the incoming video sequence into semantically meaningful video objects and encode each of these objects separately in the bitstream. However, note that the MPEG-4 standard does not standardize the segmentation methods, only the method for encoding the segment sequences. The encoder can choose to segment the input video sequences into independent video objects by automatic, semi-automatic, or manual means as demanded by the application. also the arbitrarily shaped video objects. For example, in data partitioning mode the data within each video packet is now partitioned into three partitions corresponding to shape, motion, and texture. The resynchronization strategy, HEC, and RVLCs also extend to the arbitrarily shaped object mode of MPEG-4. MPEG-4 thus has the ability to transmit object-based coded media robustly over noisy communication channels.
CONCLUSIONS
In this article we present the error resilience aspects of the IS0 MPEG-4 video standard. A number of tools have been adopted into the I S 0 MPEG-4 video standard which enable robust transmission of compressed video over noisy communication channels such as wireless links. We describe these tools in detail and highlight their relative advantages. These are tools that mitigate the effects of residual errors in the video decoder. There are, however, a number of other methods that further improve the performance of the wireless video codec which the standard does not specify. If the encoder and decoder are aware of the limitations imposed by the communication channel, they can further improve the video quality using these methods. They include encoding methods such as rate control to optimize the allocation of the effective channel bit rate between various parts of video to be transmitted, and intelligent decisions on when and where to place INTRA refresh macroblocks to limit the error propagation. Decoding methods such as superior error concealment strategies which further conceal the effects of erroneous macroblocks by estimating them from correctly decoded macroblocks in the spatiotemporal neighborhood can also significantly improve the effective video quality.
This article mainly focuses on the error resilience aspects of the video layer. There are a number of error detection and correction strategie,s such as forward error correction (FEC) , that add on top of these techniques to further improve the reliability of the transmitted video data. These FEC codes are typically provided in the systems layer [28] and the underlying network layers. Some networks may also provide a back channel, which can effectively be utilized in retransmitting some of the corrupted video data -if the ensuing network delay is tolerable by the application.
Given all these advances in video coding technology, coupled with the technological advances in processor technology, memory devices, and communication systems, wireless video communications is fast becoming a very compelling application.
