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Abstract
In a physical system undergoing a continuous quantum phase transition, spontaneous sym-
metry breaking occurs when certain symmetries of the Hamiltonian fail to be preserved in the
ground state. In the traditional Landau theory, a symmetry group can break down to any
subgroup. However, this no longer holds across a continuous phase transition driven by anyon
condensation in symmetry enriched topological orders (SETOs). For a SETO described by a G-
crossed braided extension C ⊆ C×G , we show that physical considerations require that a connected
e´tale algebra A ∈ C admit a G-equivariant algebra structure for symmetry to be preserved under
condensation of A. Given any categorical action G→ Autbr⊗(C) such that g(A) ∼= A for all g ∈ G,
we show there is a short exact sequence whose splittings correspond to G-equivariant algebra
structures. The non-splitting of this sequence forces spontaneous symmetry breaking under
condensation of A. Furthermore, we show that if symmetry is preserved, there is a canonically
associated SETO of ClocA , and gauging this symmetry commutes with anyon condensation.
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1 Introduction
A cornerstone of condensed matter physics is the concept of spontaneous symmetry breaking exem-
plified by Landau’s theory of symmetry breaking phase transitions [Lan37a, Lan37b]. It was long
believed that all phases of matter are classified by their symmetries until the discovery of topo-
logical orders [Wen89, Wen04] in fractional quantum Hall fluids [TSG82]. The presence of anyons
[Wil90], i.e., particles obeying neither Bose nor Fermi statistics in two spatial dimensions, gives rise
to an extremely rich structure beyond the Landau paradigm. In particular, the interplay between
symmetries and topological orders leads to a large class of new phases of matter called symmetry
enriched topological orders (SETOs) [Wen02, CGLW13, EH13, MR13, HW13, HW14, BBCW14,
THF15, LV16, TLF16, CTSR16, Che17, LKW17b, LKW17a].
According to Landau theory, in a physical system whose Hamiltonian preserves a symmetry
group G, the symmetry of its ground state can spontaneously break down to any subgroup H ⊂ G.
Within Landau theory, continuous quantum phase transitions happen between one ground state
whose unbroken symmetry is a subgroup of the other, and the associated critical phenomena is
described by the Ginzburg-Landau theory. It is natural to wonder how this picture is altered by the
interplay of symmetry and topology in SETOs. The development of a theory for continuous phase
transitions involving anyons and topological orders beyond Landau’s paradigm raises a fundamental
question for modern condensed matter physics.
In this work, we make a first step to resolve this issue, focusing on quantum phase transi-
tions between different gapped SETOs driven by anyon condensation [BS09, Kon14, NHvK+16,
NHK+16, Bur18]. We develop a categorical framework for spontaneous symmetry breaking driven
by condensing anyons in topological orders. This perspective reveals a set of necessary conditions
for a symmetry to be preserved in continuous quantum phase transitions between two different
SETOs. Given an arbitrary SETO, our categorical framework allows us to classify all possible
gapped phases connected to this SETO by a continous quantum phase transition driven by the
condensation of anyons, revealing the structure of a phase diagram involving all SETOs.
We now recall the mathematical descriptions of anyon condensation and SETOs. The topolog-
ical order of a gapped system is described by a unitary modular tensor category (UMTC) C. The
simple objects of the category describe the superselection sectors (anyons) of quasi-particle excita-
tions, while the data of the category describes the fusion and braiding operators of the anyons. If
the system has a global on-site G-symmetry, then there is a natural SETO associated to the system,
described by a G-crossed braided extension [BBCW14] (see also [EGNO15, §8.24]). In particular,
we have a categorical action G→ Autbr⊗(C), where the later denotes the categorical group of braided
autoequivalences of C. Condensible anyons are described by connected e´tale algebra objects A ∈ C
[Kon14]. On the mathematical level, anyon condensation is described as passage from the category
C to the category ClocA of local A modules, which is again a UMTC. The category ClocA describes the
topological order of the phase post transition.
A symmetry is spontaneously broken across a phase transition if it fails to be preserved in
the ground state post transition. In particular, if a symmetry is unbroken (preserved), then it
should also act consistently on the system after the phase transition. In general, non-universal
properties of the microscopic Hamiltonian (i.e. energetics) can cause a symmetry to be broken that
are beyond the description of category theory, e.g., the symmetry breaking that occurs in Landau
theory. Thus from the categorical point of view, one can only determine sufficient conditions for
symmetry breaking which are universal and independent of the specific Hamiltonian. We refer to
symmetry broken for such categorical reasons as categorically broken symmetry. From this point
of view, it is natural to consider categorically necessary conditions for symmetry to be preserved
under a phase transition driven by anyon condensation.
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We analyze this problem mathematically in the more general setup of a non-degenerate braided
fusion category C, where we require neither unitarity nor a spherical structure, together with a
connected e´tale (commutative and separable) algebra A ∈ C. We prove there are two obstructions
for a categorical symmetry G→ Autbr⊗(C) to be preserved under anyon condensation:
(1) For all g ∈ G, g(A) ∼= A as algebras, and
(2) There is a G-equivariant algebra structure λ = {λg : g(A)→ A}g∈G on A.
Violating either condition will necessarily break the symmetry group G after the condensation
of A. In particular, as we will show later, the second condition can be concisely expressed as the
existence of a splitting of a short exact sequence (1) below, where inequivalent splittings correspond
to different G-symmetric phases obtained by condensing A.
We now describe the mathematical and physical reasoning that leads to these obstructions.
Suppose F is a G-crossed braided extension of C, with associated categorical action G →
Autbr⊗(C). When we condense our e´tale algebra A ∈ C, this algebra describes the vacuum sector
of the new phase. A categorically necessary condition to preserve symmetry is that the symmetry
must be preserved in the vacuum. For g ∈ Autbr⊗(C), to act by a monoidal transformation on the
new phase, we must have an algebra isomorphism λg : g(A) → A, and this algebra isomorphism
gives us an isomorphism for each g-graded defect X ∈ Fg:
λg
X
X
A
g(A)
A
= (λg ⊗ idX) ◦ βX,A : X ⊗A→ A⊗X.
The multiplication m of A should be compatible with these isomorphisms
λg
X
X
A A
m
g(A)
A
=
λgλg
X
X
A A
m
g(A)
A
∀X ∈ FG,
and our isomorphisms λ should be coherent with the G-crossed braided extension F . Thus for a
g-graded defect X ∈ Fg and an h-graded defect y ∈ Fh, we have
λh
λg
X Y A
h(A)
A
g(A)
A X Y
=
λgh
X ⊗ Y
X ⊗ Y
A
gh(A)
A
∀X ∈ Fg, Y ∈ Fh.
Under the coherence conditions for G-crossed braided fuison categories, this is exactly the condition
that the following diagram commutes for all g, h ∈ G:
g(h(A)) g(A)
gh(A) A.
g(λh)
µAg,h λg
λgh
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That is, {λg : g(A)→ A}g∈G endows A with the structure of a G-equivariant algebra object in the
equivariantization CG (see Definition 2.8 below).
Definition 1.1. Let G → Autbr⊗(C) be a categorical action and A ∈ C a connected e´tale algebra.
We say that symmetry is categorically preserved if there exists a G-equivariant algebra structure
on A. We say that symmetry is categorically broken if no such structure exists.
If symmetry is categorically broken, then it forces the symmetry to break across the anyon-
condensation transition in any microscopic realization of this SETO. We now describe some math-
ematical consequences of symmetry being categorically preserved, which justify our definition.
Define the categorical groups
Autbr⊗(C|A) :=
{
(α, λ)
∣∣∣ α ∈ Autbr⊗(C) and λ : α(A)→ A is an algebra isomorphism}
Stabbr⊗(A) :=
{
α ∈ Autbr⊗(C)
∣∣∣ α(A) ∼= A as algebras}
While the objects of these two categorical groups look similar, and involve braided autoequivalences
α which preserve A as an algebra, there is a subtle difference. To describe an object in Autbr⊗(C|A) we
must choose a specific algebra isomorphism λ : α(A)→ A, while to describe an object in Stabbr⊗(A),
we merely require the existence of such a λ. The morphisms between such pairs are monoidal natural
transformations which must be compatible with these specific choices of algebra isomorphisms. We
refer the reader to Definition 4.1 below for the preceise definitions of these morphisms. However,
observe that there is an obvious forgetful monoidal functor F : Autbr⊗(C|A)→ Stabbr⊗(A) ⊂ Autbr⊗(C)
which forgets the specific choice of λ.
Theorem A. There is a canonical strong monoidal functor FA : Aut
br
⊗(C|A)→ Autbr⊗(ClocA ). Given
any categorical action (ρ, µ) : G → Autbr⊗(C) whose image lies in Stabbr⊗(A), lifts to Autbr⊗(C|A) are
in bijective correspondence with G-equivariant algebra structures λ = {λg : g(A)→ A}g∈G. Thus a
G-equivariant algebra structure induces a canonical categorical action G→ Autbr⊗(ClocA ).
G
Stabbr⊗(A) Aut
br
⊗(C)
Autbr⊗(C|A)
Autbr⊗(ClocA )
(ρ,µ)
∃?
F
FA
We refer the reader to §4.2 for more details and the proof of Theorem A. This theorem is telling
us that if symmetry is categorically preserved, then the group G acts consistently by braided
autoequivalences on the phase ClocA after condensation. Physically, this means there is no categorical
reason which forces spontaneous symmetry breaking.
Now having an action of G on ClocA is not sufficient to specify a SETO. In general, we need
an entire G-crossed braided extension of C. Given a categorical action (ρ, µ) : G → Autbr⊗(ClocA ),
there is an obstruction to the existence of such an extension o4 ∈ H4(G,U(1)) [ENO10], which
is known as the anomaly of the symmetry fractionalization class (ρ, µ)[BBCW14]. In Theorem B
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below, we show that if this anomaly vanishes for the action on C, then it must also vanish for the
action on ClocA constructed in Theorem A. However, if the SETO C has an anomalous symmetry
fractionalization class o4 ∈ H4(G,U(1)), we have not yet determined whether the phase ClocA after
anyon condensation is anomalous or not [QJW17]. We leave this question for future study.
Theorem B. Suppose F is a G-crossed braided extension of C with G-crossed braiding β, and
let FA be the right A-modules in F . Each G-equivariant algebra structure λ induces a canonical
G-crossed braided extension E ⊂ FA of ClocA such that gauging commutes with condensation.
ClocA
C EG
FG
gauge lifted G action
gauge G action
condense A
condense (A,λ)
Indeed, since A ∈ C = Fe, the g-graded component Eg ⊂ (FA)g of E ⊂ FA consists of the g-local
modules for A in (F , β), which are the A-modules (M, r) ∈ (FA)g such that
r = r ◦ βA,M ◦ (λg ⊗ idM ) ◦ βM,A.
We refer the reader to §4.3 for more details and the proof of Theorem B. We remark that we take
this theorem as strong evidence that our definition of symmetry being categorically preserved is the
strongest possible definition available at the categorical level. We also point out [LKW17b, §5.2],
where the authors have a symmetry preservation result with a similar flavor to Theorem B, but in
a different context.
It is now natural to ask how one can determine if symmetry is categorically preserved or
broken for a given categorical action G → Autbr⊗(C). Clearly a first obstruction is that the image
of G must lie in the full categorical subgroup Stabbr⊗(A) ⊂ Autbr⊗(C). In §3 below, we discuss
the obstruction to the existence of a G-equivariant algebra structure given a categorical action
G→ Stabbr⊗(A) ⊂ Autbr⊗(C). We begin by showing there is an exact sequence of groups
1 AutC(A) AutCG(I(A)) G 1
ι pi (1)
where AutC(A) is the group of algebra automorphisms of A ∈ C, I : C → CG is the right adjoint of
the forgetful functor CG → C, and AutCG(I(A)) is the group of algebra automorphisms of I(A) ∈ CG.
Theorem C. Splittings of the exact sequence (1) are in bijective correspondence with G-equivariant
algebra structures λ on A ∈ C.
Thus the failure of the short exact sequence (1) to split forces symmetry to be broken under
anyon condensation, independent of the microscopic energetics. If the exact sequence does not
split for the whole group G but there is a subgroup H ⊂ G which admits a splitting, then the
total symmetry G must break, but is allowed to break down to H. If H ⊂ G admits no splitting,
however, then the symmetry G can never break down to H.
If the exact sequence (1) splits and G symmetry is preserved after condensing A, there is
also a physical consequence for its inequivalent splittings: they correspond to different gapped G-
symmetry phases obtained by A condensation. This point will be illustrated by example §5.3 using
the toric code.
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We emphasize that Theorem C applies to a generic SETO, no matter whether it is a regular
SETO realized in two-dimensional (2d) lattice models with onsite symmetries, or an anomalous
SETO realized on the 2d surface of a three-dimensional SPT phase. In other words, the symmetry
breaking rules for anyon condensation transitions is valid irrespective of the obstruction o4 ∈
H4(G,U(1)) for a 2d SETO.
We examine many examples in detail in §5. We begin with Landau Theory in §5.1, followed
by the Toric Code in §5.2, and stable G-actions where g = idC for all g ∈ G in §5.3. In §5.4, we
give a universal example using Drinfeld doubles of finite groups, showing that any prescribed exact
sequence of finite groups can arise as the second obstruction of categorical symmetry preservation
(1). In §5.5, we include examples where symmetry must be either automatically categorically
preserved or broken.
Finally, in §6 below, we give an application to algebraic quantum field theory. Given a rational
conformal net B, whose representation category Rep(B) is a UMTC, extensions A ⊃ B correspond
to irreducible Q-systems in Rep(B), a.k.a. connected e´tale C∗ Frobenius algebras A ∈ Rep(B)
[LR95, BKL15]. We prove in Proposition 6.3 that a global symmetry G of B extends to A only if
the associated categorical action G → Autbr⊗(C) lies in Stabbr⊗(A). Moreover, extensions A ⊃ B are
in bijective correspondence with splittings of the exact sequence (1).
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2 Categorical groups, condensation, and gauging
In this section, we give the requisite backgound on categorical groups, (de)equivariantization for
fusion categories, and condensation and gauging for braided fusion categories. We refer the reader
to [EGNO15] for background on tensor categories, module categories, algebra objects, and module
objects.
2.1 Categorical group actions and levels of symmetry
In this article, we identify a group G with the categorical 0-group which has one object ∗ and
Hom(∗ → ∗) = G with composition given by the group law.
Definition 2.1. A categorical (1-)group is a 2-category with one object ∗, every 1-morphism is
invertible up to a 2-morphism, and all 2-morphisms are invertible.
Given a categorical group, we obtain a group by truncation, where we identify all isomorphic
1-morphisms, and we forget the 2-morphisms.
Notation 2.2. We use a sans-serif font with 1 underline to denote a categorical 1-group G, and its
truncation to a group is denoted without an underline by G. We use the standard font with serifs
for a group G, and we denote the categorical 1-group obtained by only adding identitiy morphisms
at level 2 by G. Thus the sans-serif font G should signify to the reader that some information has
been lost from G, while G has lost no information from G.
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Definition 2.3. Given a categorical group G, we define pi0(G) := {∗}, pi1(G) is the group of
equivalence classes of automorphisms of ∗, and pi2(G) is the group of automorphisms of id∗.
Example 2.4 (Sinh, [BS10, §4.2]). Suppose we have a tuple (H,A, pi, ω) where H is a group, A
is an abelian group, pi : H → Aut(A) is a group homomorphism, and ω ∈ Z3(H,A, pi). From
this data, we can construct a categorical group G := G(H,A, pi, ω) with 1-morphism set H with
composition given by the group law, and 2-morphism set Hom(h, k) = δh=kA for h, k ∈ H. The
homomorphism pi satisfies
idh⊗a = pih(a)⊗ idg ∈ End(h) ∀h ∈ H, a ∈ A,
and the associator 2-morphisms (h ⊗ k) ⊗ ` → h ⊗ (k ⊗ `) for h, k, ` ∈ H are determined by the
3-cocycle ω. This immediately implies pi1(G) = H and pi2(G) = A. It is straightforward to verify
that cohomologous 3-cocycles give equivalent categorical groups. Moreover, every categorical group
is equivalent to one of this form.
Definition 2.5. For a semisimple linear category C, Aut(C) is the categorical group with End(∗)
the set of autoequivalences of C and 2-morphisms natural isomorphisms of functors.
For a (semisimple) tensor category C, Aut⊗(C) is the categorical group with End(∗) the set of
tensor autoequivalences of C and 2-morphisms monoidal natural isomorphisms of tensor functors.
For a (semisimple) braided tensor category C, Autbr⊗(C) is the categorical group with End(∗)
the set of braided tensor autoequivalences of C and 2-morphisms monoidal natural isomorphisms
of tensor functors.
The next definition is based on [BBCW14, CGPW16].
Definition 2.6. Suppose C is a (semisimple) tensor category and G is a group. There are two
levels of symmetry action in this setting:
(1) A first level symmetry action is a group homomorphism ρ : G→ Aut⊗(C).
(2) A second level symmetry action, also called a categorical G-action, is a monoidal functor (ρ, µ) :
G→ Aut⊗(C). Notice that a second level symmetry decategorifies to a first level symmetry.
Observe that there are analogous definitions of first and second level symmetry actions when C is
just a semisimple category, where the targets are Aut(C) and Aut(C) respectively.
Now suppose C is a non-degenerately braided fusion category. We now have three levels of
symmetry action:
(1) A first level symmetry action is a homomorphism ρ : G→ Autbr⊗(C).
(2) A second level symmetry action, also called a categorical G-action, is a monoidal functor ρ :
G→ Autbr⊗(C). Again, a second level symmetry decategorifies to a first level symmetry.
(3) A third level symmetry action is a G-crossed braided extension of C. The restriction of the
G-action to a monoidal functor G→ Autbr⊗(C) is a second level symmetry.
2.2 (De)equivariantization, condensation, and gauging
We now rapidly recall the notions of (de)equivariantization, condensation, and gauging. A general
reference for this material is the book [EGNO15]. Other references include [KO02, DGNO10,
DMNO13, CGPW16]. For this section, C is a fusion category.
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Notation 2.7. Suppose (ρ, µ) : G → Aut⊗(C) is a categorical action, where the tensorator
µ = {µg,h : ρ(g) ◦ ρ(h) → ρ(gh)}g,h∈G is a family of monoidal natural isomorphisms satisfying
associativity and unitality axioms. To ease the notation, we still write g for ρ(g). We denote the
tensorator of g by ψg = {ψga,b : g(a)⊗ g(b)
∼−→ g(a⊗ b)}a,b∈C .
By [Gal17, Thm. 1.1], one may assume that the action is strict, so that g ◦ h = gh for all
g, h ∈ G. However, for the sake of generality, we will only assume strict unitality of the action:
• Each monoidal functor (g, ψg) is unital [Gal17, Prop. 3.1], i.e., for all g ∈ G, g(1C) = 1C and
g(id1C) = id1C , and
• e = idC , e ◦ g = g ◦ e = g and µg,e = µe,g = idg for all g ∈ G.
Definition 2.8. A G-equivariant object is a pair (X,λ) where X ∈ C and λ = {λg : g(X)→ X}g∈G
is a family of isomorphisms such that the following diagram commutes for all g, h ∈ G:
g(h(X)) g(X)
gh(X) X.
g(λh)
µXg,h λg
λgh
(2)
Given G-equivariant objects (X,λ), (Y, κ), we call a morphism f ∈ C(X → Y ) a G-equivariant
morphism if the following diagram commutes for all g ∈ G:
g(X) X
g(Y ) Y.
λg
g(f) f
κg
(3)
The equivariantization CG is the category whose objects are G-equivariant objects and whose mor-
phisms are G-equivariant morphisms. The tensor product in CG is given by
(X,λ)⊗ (Y, κ) := (X ⊗ Y, (λg ⊗ κg) ◦ (ψgX,Y )−1) (4)
and the unit object is (1C , id1C).
Remark 2.9. Observe that when the G-action is strictly unital, the commutativity of (2) with
g = h = e shows that any G-equivariant object (X,λ) must have λe = idX .
The inverse process to equivariantization is de-equivariantization.
Definition 2.10. Suppose ι : Rep(G) → Z(C) is a fully faithful braided tensor functor such that
the composite F ◦ ι : Rep(G)→ C is still fully faithful, where F : Z(C)→ C is the forgetful functor.
(Such an inclusion Rep(G) ⊂ Z(C) is called a Tannakian subcategory.) Let O(G) ∈ Rep(G) denote
the algebra object of functions G → C whose multiplication is given by χg · χh = δg=hχg where
χg(h) = δh=g for g, h ∈ G. Then ι(O(G)) is an e´tale algebra object in C whose category of right
modules CG := Cι(O(G)) is a fusion category, called the de-equivariantization of C.
More generally, given a separable algebra object A ∈ C which lifts to a commutative (and thus
e´tale) algebra in the Drinfeld center Z(C), the category CA of right A-modules is a tensor category
which is called the de-equivariantization of C by A. In more detail, if eA = {eA,c : A⊗c ∼−→ c⊗A}c∈C
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is a half-braiding for A such that m, i are morphisms in Z(C), we define the tensor product of right
A-modules (M, rM ) and (N, rN ) as the image of the separability idempotent
pM,N := (rM ⊗ rN ) ◦ (idM⊗A⊗eA,N ) ◦ (idM ⊗(s ◦ i)⊗ idN ) ∈ CA(M ⊗N →M ⊗N) (5)
where s ∈ HomA−A(A → A ⊗ A) is a splitting such that m ◦ s = idA. When A is connected, s is
unique, since HomA−A(A→ A⊗A) ∼= C(A→ 1) = Ci similar to [KO02, Fig. 4].
Fact 2.11. For fusion categories, the maps C 7→ CG and D 7→ DG are mutually inverse up to
equivalence; we refer the reader to [EGNO15, Rem. 8.23.5] for more details.
In the presence of a braiding β on C, given an algebra object A ∈ C, we get a canonical
lift of A to Z(C) using the half-braiding βA. We can ask whether the de-equivariantization CA
carries a canonical braiding. In general, this is not the case, so we pass to the subcategory ClocA of
local/dyslectic right modules (M, r) ∈ CA which satisfy r ◦βA,M ◦βM,A = r. The braiding β defines
a canonical braiding on ClocA . The braided fusion category ClocA is called the condensation of C by A.
Example 2.12. Let C be a braided fusion category. An invertible object g ∈ C is called a boson
or simple-current if βg,g = idg⊗g. If B ⊂ Inv(C) is a subgroup consisting of bosons, then the full
subcategory of C generated by B is braided equivalent to Rep(B̂), where B̂ is the dual group of B.
We call O(B̂) the e´tale algebra induced by the group of bosons B. The condensation ClocO(B̂) is also
referred to as the braided tensor category obtained by condensing the bosons B.
An inverse process to condensing a connected e´tale algebra of the form O(G) ∈ Rep(G) ⊂ C is
given by gauging [CGPW16, BBCW14], which is a two step process consisting of:
(1) finding a G-crossed braided extension F of C, which carries a canonical categorical action
G→ Aut⊗(F), and
(2) taking the equivariantization FG.
Definition 2.13 ([EGNO15, §8.24]). A G-crossed braided extension of C based on a categorical
action (ρ, µ) : G→ Autbr⊗(C) is a fusion category F equipped with the following structure:
• F is a faithfully G-graded extension of C, i.e. F = ⊕Fg with Fe = C, Xg ⊗ Yh ∈ Fgh for
every g, h ∈ G, and Xg ∈ Fg, and Yh ∈ Fh.
• There is an action (ρF , µF ) : G → Aut⊗(F) extending the action on Fe = C such that
g(Fh) ⊂ Fghg−1 for all g, h ∈ G.
• There is a family of natural isomorphisms
βX,Y : X ⊗ Y → g(Y )⊗X , g ∈ G,X ∈ Fg, Y ∈ F (6)
called the G-crossed braiding, which extends the braiding β on Fe = C.
Moreover, this data must satisfy the following coherence identities:
((µFg,h)Y ⊗ idg(X)) ◦ (ψgg(Y ),X)−1 ◦ g(βX,Y ) ◦ ψgX,Y = ((µFghg−1,g)Y ⊗ idg(X)) ◦ βg(X),g(Y ) ∀X ∈ Fh
(ψgY,Z ⊗ idX) ◦ (idg(Y )⊗βX,Z) ◦ (βX,Y ⊗ idZ) = βX,Y⊗Z ∀X ∈ Fg
((µFg,h)Z ⊗ idX⊗Y ) ◦ (βX,h(Z) ⊗ idY ) ◦ (idX ⊗βY,Z) = βX⊗Y,Z ∀X ∈ Cg, Y ∈ Ch
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Fact 2.14. When the G-action on C is strict, which we may assume by [Gal17, Thm. 1.1], every
G-crossed braided extension F of C is equivalent to a strict G-crossed braided extension of C by
[Gal17, Thm. 5.6]. That is, if we only consider strict G-actions, we do not lose any G-crossed
braided extensions.
Fact 2.15. For non-degenerately braided fusion categories, condensing O(G) and gauging a second
level categorical G-symmetry (taking the equivariantization of a G-crossed braided extension) are
mutually inverse; we refer the reader to [DGNO10, §4] and [CGPW16] for more details.
Remark 2.16. As mentioned above, we can condense any e´tale algebra in a nondegenerately
braided fusion category, not just one of the form O(G). It is an important open question to find
the inverse process to this more general condensation. The recent article [CZW18] provides an
interesting step in this direction.
3 Obstruction for equivariant algebras
Suppose C is a tensor category and (ρ, µ) : G → Aut⊗(C) is a categorical action. We assume
Notation 2.7 to ease the notation. In this section, we study a connected G-stable algebra object in
C, i.e., a connected algebra object (A,m, i) ∈ C such that g(A) ∼= A as algebras for all g ∈ G.
Our first task is to determine when A has the structure of a G-equivariant algebra object, i.e.
an algebra in the equivariantization CG, with the same multiplication map m and unit i. It is easy
to show that this is equivalent to having a G-equivaraint structure λ = {λg : g(A)→ A}g∈G on the
object A such that each λg is an algebra isomorphism (where the algebra g(A) has multiplication
and unit g(m) ◦ µAg,g, g(i) respectively). That is, we must supply a family of algebra isomorphisms
λ = {λg : g(A) → A}g∈G such that (2) holds. We prove that the obstruction to the existence of
such a family λ is a certain short exact sequence of groups, and the data of a splitting for this
sequence is equivalent to the data of a G-equivariant algebra structure. If AutC(A) is abelian, this
is equivalent to the vanishing of a certain 2-cocycle in H2(G,AutC(A)) (see §3.2 below).
3.1 The exact sequence associated to a G-stable algebra object
To construct our exact sequence for our G-stable algebra A, we construct a new larger G-equivariant
algebra object. Recall that there is a forgetful tensor functor F : CG → C which forgets the G-
equivariant structure. Let I : C → CG be the right adjoint of F , which we think of as an ‘induction’
functor. Since F is a tensor functor, I can be canonically endowed with the structure of a lax
monoidal functor [Kel74], which maps algebra objects to algebra objects. We now give the explicit
description of the algebra I(A).
Definition 3.1. We define the object I(A) :=
⊕
g∈G g(A). The multiplication morphism n ∈
CG(I(A)⊗ I(A)→ I(A)) is given on components by
nkg,h := δg=hδg=k · g(m) ◦ ψgA,A : g(A)⊗ h(A)→ k(A)
The unit morphism j ∈ CG(1→ I(A)) is given on components by
jg := g(i) : 1→ g(A).
It is straightforward to verify that the unit and multiplication are unital and associative.
The G-equivariant structure ν = {νg : g(I(A))→ I(A)}g∈G is given on components by
νgh := µ
A
g,h : g(h(A))→ (gh)(A).
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Again, it is straightforward to verify that n and j are G-equivariant maps, and thus give well-defined
morphisms in CG.
We now construct a short exact sequence
1 AutC(A) AutCG(I(A)) G 1.
ι pi (7)
We first analyze AutCG(I(A)).
Lemma 3.2. Suppose f ∈ AutCG(I(A)).
(1) For h, k ∈ G, fh,k : k(A)→ h(A) is equal to µAh,e◦h(fe,h−1k)◦(µAh,h−1k)−1. Hence f is completely
determined by its components fe,g : g(A)→ A.
(2) There is a unique g ∈ G such that fe,g 6= 0, and fe,g : g(A)→ A is an algebra isomorphism.
(3) For every h ∈ G, there are unique g, k ∈ G such that fg,h 6= 0 6= fh,k.
Proof. Note (1) follows immediately since f : I(A)→ I(A) is G-equivariant from (3).
To prove (2), we first note that for each g ∈ G, there is a scalar γg ∈ C such that fe,g ◦ g(i) =
γg · i ∈ C(1→ A) = C · i. Looking at the e-component of the unitality axiom for (I(A), n, j) gives
the identity
idA =
∑
h∈G
m ◦ ψA,Ae ◦ ((fe,h ◦ h(i))⊗ idA) =
(∑
h∈G
γh
)
m ◦ (i⊗ idA) =
(∑
h∈G
γh
)
idA,
which immediately implies
∑
h γh = 1. Fix h ∈ G such that γh 6= 0. For g 6= h, looking at the
component neh,g : h(A)⊗ g(A)→ A yields the identity
m ◦ ψA,Ae ◦ (fe,h ⊗ fe,g) = δh=gfe,g ◦ g(m) ◦ ψA,Ag = 0.
Precomposing with h(i)⊗ idg(A) yields
0 = m ◦ ((fe,h ◦ h(i))⊗ fe,g) = γh ·m ◦ (i⊗ fe,g) = γh · fe,g.
Since γh 6= 0, we conclude fe,g = 0 whenever g 6= h, proving (2). Notice this also proves γh = 1.
That fe,g : g(A)→ A is an algebra isomorphism follows immediately by looking at components as
above.
Now (3) follows immediately by (1) and (2).
Proposition 3.3. Defining ι : AutC(A)→ AutCG(I(A)) by ι(f)h,g := δh=g ·g(f) gives a well-defined
injective group homomorphism.
Proof. Given f ∈ AutC(A), define the morphism ι(f)g,h := δg=h · g(f). It is easy to verify this is
an algebra automorphism of I(A). Furthermore, since ι(f)e,e = f , this is clearly injective.
Proposition 3.4. Defining pi : AutCG(I(A)) → G by f 7→ g where g ∈ G is the unique element
such that fe,g 6= 0 gives a group homomorphism.
Proof. Suppose f1, f2 ∈ AutCG(I(A)), and consider f1 ◦ f2. Then pi(f1 ◦ f2) is the unique element
g ∈ G such that (f1 ◦ f2)e,g 6= 0. We calculate that
(f1 ◦ f2)e,g =
∑
h∈G
f1e,h ◦ f2h,g = f1e,pi(f1) ◦ f2pi(f1),g.
Now notice that f2pi(f1),g 6= 0 if and only if f2e,ι(f1)−1g 6= 0. Hence pi(f1)−1g = pi(f2), which
immediately implies pi(f1 ◦ f2) = g = pi(f1) · pi(f2).
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Lemma 3.5. Fix g ∈ G. Given an algebra isomorphism λg : g(A) → A, there is a unique
f ∈ AutCG(I(A)) such that fe,g = λg. The assignment λg 7→ f is a bijection between the set of
algebra isomorphisms g(A)→ A and the pre-image pi−1(g).
Proof. Let g ∈ G, and let λg : g(A) 7→ A be an algebra isomorphism. If there is an f ∈ AutCG(I(A))
such that fe,g = λ
g, then by Lemma 3.2, for arbitrary h, k ∈ G, we must have
fh,k := δk=hg · h(λg) ◦ (µAh,h−1k)−1. (8)
(Notice here that µAh,e = idh(A) as discussed in Notation 2.7.) We claim defining f in this way yields
an algebra automorphism of I(A). To see that f is compatible with multiplication map n for I(A),
we compute
h(m) ◦ ψA,Ah ◦ (fh,k ⊗ fh,l)
= δk=l=hg h(m) ◦ ψA,Ah ◦
(
h(λg) ◦ (µAh,h−1k)−1 ⊗ h(λg) ◦ (µAh,h−1k)−1
)
= δk=l=hg h(m) ◦ ψA,Ah ◦ (h(λg)⊗ h(λg)) ◦
(
(µAh,h−1k)
−1 ⊗ (µAh,h−1k)−1
)
= δk=l=hg h(m ◦ (λg ⊗ λg)) ◦ ψg(A),g(A)h ◦
(
(µAh,g)
−1 ⊗ (µAh,g)−1
)
= δk=l=hg h(λ
g ◦ g(m)) ◦ h(ψA,Ag ) ◦ ψg(A),g(A)h ◦
(
(µAh,g)
−1 ⊗ (µAh,g)−1
)
= δk=lδk=hg h(λ
g) ◦ h(g(m)) ◦ ψA,Ah◦g ◦
(
(µAh,g)
−1 ⊗ (µAh,g)−1
)
= δk=lδk=hg h(λ
g) ◦ (µAh,g)−1 ◦ hg(m) ◦ ψA,Ahg
= δk=l fh,k ◦ k(m) ◦ ψA,Ak
We omit the easier proof that f is compatible with the unit map j of I(A).
Now since f is completely determined by fe,g, and pi(f) = g by definition of pi, we see that the
assignment λg 7→ f is a bijection.
Theorem 3.6. The sequence (7) is exact.
Proof. By Proposition 3.3, ι is injective. By Lemma 3.5, pi is surjective. It remains to show that
ker(pi) = ι(AutC(A)). Suppose f ∈ ker(pi). By Lemma 3.2, f is determined by translations of the
algebra automorphism fe,e : A→ A in AutC(A). Thus f = ι(fe,e), and we are finished.
3.2 Exact sequences of groups and cohomology
We now include a short aside to discuss splitting of exact sequences and its relation to cohomology.
All this material is well-known, and we refer the reader to [Bro82] for more details.
Consider a short exact sequence of groups
1 N E G 1.ι pi (9)
Such a short exact sequence induces a homomorphism α : G → Out(N). Now starting with a
homomorphism α : G → Out(N), it is natural to ask what are the possible extensions of G by N
that induce α. There may be no such extensions, but if one exists, the set of all possible extensions
forms a torsor over the group H2(G,Z(N), α).
Recall that a splitting for the exact sequence (9)
1 N E G 1ι pi
σ
(10)
12
is a group homomorphism σ : G→ E such that pi◦σ = idG, which is equivalent to the existence of a
group isomorphism E ∼= NoG for some action of G on N . Given a splitting σ : G→ E and n ∈ N ,
we get another splitting by defining σn(g) := nσ(g)n
−1. Hence N acts on the set of splittings (10)
by conjugation. We call two splittings equivalent if they are in the same N -conjugacy class.
When N is abelian, Out(N) = Aut(N), and thus there exists a canonical extension associated
to any α : G → Aut(N), namely the semi-direct product. This canonical extension is a canonical
basepoint for our torsor, and thus extensions inducing α are classified by the group H2(G,N, α).
Moreover, the extension is split if and only if the assocaited 2-cocycle ω ∈ H2(G,N, α) is trivial,
and splittings exactly correspond to functions γ : G→ N satisfying γ(g)αg(γ(h)) = γ(gh), i.e., γ is
a 1-cocycle in Z1(G,N, α). Two splittings are then equivalent if and only if they are cohomologous
[Bro82, Ch. IV, Prop. 2.3].
3.3 The splitting obstruction and G-equivariance
We now prove our main theorem for this section.
Theorem 3.7. The data of a splitting for the exact sequence (7) is equivalent to the data of a
G-equivariant algebra structure for A.
Proof. Suppose σ : G → AutCG(I(A)) is a section. Then for each g ∈ G, σ(g) ∈ pi−1(g), and σ(g)
is completely determined by the algebra isomorphism λg := σ(g)e,g : g(A)→ A by Lemma 3.5.
We now look at the equation σ(g) ◦ σ(h) = σ(gh) ∈ AutCG(I(A)), which in components is∑
j∈G σ(g)i,j ◦ σ(h)j,k = σ(gh)i,k. By the definition of the multiplication morphism n for I(A),
both sides are zero unless i = kh−1g−1, and thus this equation is equivalent to
σ(g)kh−1g−1,kh−1 ◦ σ(h)kh−1,k = σ(gh)kh−1g−1,k. (11)
Using the formula (8), we can rewrite
σ(g)kh−1g−1,k = kh
−1g−1(λg) ◦ (µAkh−1g−1,g)−1
σ(h)kh−1,k = kh
−1(λh) ◦ (µAkh−1,h)−1
σ(gh)kh−1g−1,k = kh
−1g−1(λgh) ◦ (µAkh−1g−1,gh)−1.
Thus (11) is equivalent to the following equation in terms of λ = {λg : g(A)→ A}g∈G:
kh−1g−1(λg) ◦ (µAkh−1g−1,g)−1 ◦ kh−1(λh) ◦ (µAkh−1,h)−1 = kh−1g−1(λgh) ◦ (µAkh−1g−1,gh)−1. (12)
We claim that (12) holds for all g, h, k ∈ G if and only if (A,m, i, λ) is a G-equivariant algebra.
For the forward direction, if (12) holds, then setting h = k, we obtain for all g, h ∈ G,
g−1(λg) ◦ (µAg−1,g)−1 ◦ λh = g−1(λgh) ◦ (µAg−1,gh)−1.
Now applying g to both sides, post-composing with µAg,g−1 , and simplifying gives the G-equivariance
condition (2). Conversely, if λg : g(A)→ A are a family of algebra isomorphisms making (A,m, i, λ)
a G-equivariant algebra, we apply kh−1g−1 to (2) and pre-compose with (µAkh−1g−1,g)
−1. Again,
simplifying gives (12).
We have thus proven that our section σ is a splitting if and only if λg := σ(g)e,g : g(A) → A
defines a G-equivariant algebra structure for A.
13
Remark 3.8. Viewing the splitting of the exact sequence (7) as an obstruction bears many simi-
larities to the results of [MM12]. There, the authors investigate module categories over G-graded
fusion categories, and they quickly reduce their problem to studying G-equivariant module cate-
gories. The 2-category of modules, module functors, and natural transformations is 2-equivalent
to the 2-category of algebras, bimodules and intertwiners, so unsurprisingly, they obtain an ob-
struction for G-equivariant module categories which is the splitting of their short exact sequence
(8.1).
Our situation differs as a truncation of theirs in the following sense. Since we are motivated
by the physics of anyon condensation, we are effectively considering module tensor categories with
basepoints [HPT16a] over the non-degenerate braided fusion category C. Indeed, given a connected
e´tale algebra A ∈ C, we get a fully faithful braided tensor functor ΦZ : C → Z(CA) ∼= C  ClocA ,
where the bar denotes taking the opposite braiding [DMNO13, Cor. 3.30]. The functor ΦZ equips
the tensor category CA with the structure of a module tensor category over C with simple basepoint
A ∈ CA.
Now pointed module tensor functors between module tensor categories with basepoint do not
have an additional layer of structure, as there is at most one natural transformation between any
two which is necessarily a natural isomorphism [HPT16b, Lem. 3.5]. Thus we may safely truncate to
the 1-category of connected e´tale algebras and algebra morphisms without losing any information.
As a 1-category has one fewer layer of structure, we have one fewer obstruction. However, our
obstruction is not simply a special case of theirs, since the group of automorphisms of an algebra
(on which our sequence is based) and the group of equivalence classes of invertible bimodules (on
which their exact sequence is based) are not the same in general.
4 Equivariant algebras and induced categorical actions
In this section, we show how given a categorical action ofG on C together with aG-equivariant struc-
ture λ on an algebra A ∈ C, we get a canonical induced categorical action on the de-equivariantized
or condensed theory. We do this in three different stages.
First, in §4.1 below, we consider a fusion category C, a connected separable algebra object
A ∈ C which lifts to a commutative (and thus e´tale) algebra object (A, eA) ∈ Z(C), and a central
G-equivariant structure λ on A, i.e., λg ∈ Z(C)(g(A) → A) for all g ∈ G. We then show we get a
canonical induced categorical action G→ Aut⊗(CA).
Second, in §4.2 below, we consider a non-degenerately braided fusion category C, a connected
e´tale algebra object A ∈ C, and a G-equivariant structure λ on A. We then show we get a canonical
induced categorical action G→ Autbr⊗(ClocA ).
Third, in §4.3, we combine the above two situations and consider the case of a connected e´tale
algebra in a non-degenerately braided fusion category C, together with an action G→ Autbr⊗(C) and
a compatible G-crossed braided extension C ⊆ F . We apply the earlier results to show that for
each G-equivariant algebra structure (A, λ), there exists a canonical G-crossed braided extension
ClocA ⊆ E , compatible with the action G→ Autbr⊗(ClocA ) constructed in §4.2. We also demonstrate the
compatibility of E and F by showing that gauging and condensation commute (see Theorem 4.15).
4.1 The induced action on CA
We now show that given a separable algebra object A ∈ C which lifts to a commutative (and
thus e´tale) algebra object (A, eA) ∈ Z(C), together with a central G-equivariant structure λ on A,
a categorical actiom (ρ, µ) : G → Aut⊗(C) induces a canonical categorical action (ρA, µ) : G →
Aut⊗(CA). First, we define a number of categorical groups and describe how they are related.
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Definition 4.1. We define the following groups and categorical groups:
• Stab⊗(A) ⊂ Aut⊗(C) is the full categorical subgroup whose 1-morphisms are α ∈ Aut⊗(C)
such that α(A) ∼= A as algebras with composition of 1-morphisms from Aut⊗(C), and whose
2-morphisms are monoidal natural isomorphisms.
• Stab⊗(A) is the group truncation (or pi1) of Stab⊗(A), whose elements are equivalence classes
of α ∈ Aut⊗(C) such that α(A) ∼= A.
• AutC(A) is the group of algebra isomorphisms λ : A→ A.
• Aut⊗(C|A) is the categorical 1-group whose 1-morphisms are triples (α,ψα, λα) with (α,ψα) ∈
Aut⊗(C) and λα : α(A)→ A is an algebra isomorphism with strictly associative composition
of 1-morphisms given by
(α,ψα, λα) ◦ (γ, ψγ , λγ) := (α ◦ γ, α(ψγ) ◦ ψα, λα ◦ α(λγ)),
and whose 2-morphisms η : (α,ψα, λα) ⇒ (γ, ψγ , λγ) are monoidal natural isomorphisms
η : (α,ψα)⇒ (γ, ψγ) such that λγ ◦ ηA = λα.
• Aut⊗(C|A) is the truncated group, whose elements are equivalence classes of pairs (α, λα) as
above. We denote the equivalence class of (α, λα) by [α, λα].
Recall from [EGNO15, Prop. 4.14.3] that pi2(Aut⊗(C)) := Aut⊗(idC) ∼= Hom(G → C×), where
G is the universal grading group of the fusion category C. Since Stab⊗(A) ⊆ Aut⊗(C) is a full
categorical 1-subgroup, it has the same pi2.
We say a character γ ∈ Hom(G → C×) trivializes the object a ∈ C if γ(g) = 1 for any
homogenous g-graded subobject bg ⊂ a. Under the isomorphism pi2(Aut⊗(C)) ∼= Hom(G → C×), it
is easy to verify that
pi2(Aut⊗(C|A)) ∼=
{
γ ∈ Hom(G → C×) ∣∣ γ trivializes A} .
The following result is analogous to [GJS15, Cor. 3.7] in the presence of an algebra object A ∈ C.
Proposition 4.2. Let
Aut⊗(C|A) Stab⊗(A)
F
be the forgetful monoidal functor (α, λα) 7→ α. There is a decategorified exact sequence of groups
1 pi2(Aut⊗(C|A)) Hom(G → C×) AutC(A) Aut⊗(C|A) Stab⊗(A) 1.
[idC , · ] F
Proof. The first injection is described right before the proposition. Given a character of the uni-
versal grading group γ ∈ Hom(G → C×), we define an automorphism of the object A ∈ C by
λγ :=
∑
a≺A γ(gr(a)) ida, where gr(a) ∈ G is the group element grading the simple object a ∈ Irr(C)
appearing in the direct sum decomposition of c. Since gr(a) gr(b) = gr(c) for any subobject c ≺ a⊗b,
λγ is an algebra automorphism. Furthermore, characters which act trivially are obviously identified
with pi2(Aut⊗(C|A)) as above.
The map [idC , · ] : AutC(A)→ Aut⊗(C|A) sends ψ ∈ AutC(A) to [idC , ψ]. This is trivial precisely
if we have a monoidal natural automorphism of the identity functor η : idC → idC such that ηA = ψ.
But recall there is a canonical isomorphism between Aut⊗(idC) ∼= Hom(G → C×) by [EGNO15,
Prop. 4.14.3]. Thus the kernel of [idC , · ] is precisely the set of automorphisms that are restrictions
of the characters of the universal grading group.
Finally, the kernel of the forgetful functor F is exactly the image of AutC(A), and F is surjective
by definition of Stab⊗(A).
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Definition 4.3. We now define a functor of categorical 1-groups FA : Aut⊗(C|A) → Aut(CA).
First, given (α,ψα, λα) ∈ Aut⊗(C|A), we define FA(α,ψα, λ) ∈ Aut(CA) as follows. Given a right
A-module (M, r : M ⊗A→ A), the object α(M) ∈ C carries the structure of a right A-module via
α(r) ◦ ψαM,A ◦ (idα(M)⊗(λα)−1). (13)
It is straightforward to verify that for f ∈ CA(M → N), α(f) ∈ CA(α(M) → α(N)). Hence
FA(α,ψ
α, λα) is a well-defined object in Aut(CA). Notice that if η : (α,ψα, λα) ⇒ (γ, ψγ , λγ) and
(M, r) ∈ CA, then ηM : α(M) → γ(M) is an A-module map. Hence we may define FA(η)(M,r) :=
FA(ηM ). Finally, it straightforward to show that FA is a strict monoidal functor under the above
definitions.
Definition 4.4. Now suppose the connected separable algebra A lifts to a commutative algebra
(A, eA) ∈ Z(C). Given (α,ψα) ∈ Aut⊗(C) and (A, eA) ∈ Z(C), there is a canonical lift of α(A) to
Z(C) given by
eα(A),α(c) := (ψ
α
c,A)
−1 ◦ α(eA,c) ◦ ψαA,c. (14)
Moreover, the multiplication mα(A) := α(mA) ◦ ψαA,A and unit iα(A) := α(iA) are automatically
morphisms in Z(C) using the half-braiding eα(A) from (14).
We define:
• Stab⊗(A, eA) ⊂ Stab⊗(A) is the full categorical subgroup whose 1-morphisms α ∈ Aut⊗(C)
satisfy that there exists an algebra isomorphism λ : Z(C)(α(A)→ A). Notice that λ being a
morphism in Z(C) is equivalent to
eα(A),α(c) = (idα(c)⊗λ−1) ◦ eA,c ◦ (λ⊗ idα(c)) ∀c ∈ C. (15)
• Aut⊗(C|A, eA) ⊂ Aut⊗(C|A) is the full categorical subgroup whose 1-morphisms (α,ψα, λα)
are such that λα ∈ Z(C)(α(A)→ A) is an algebra isomorphism.
We now define the underlying functor FZA(α,ψα, λα) ∈ Aut(CA) as in Definition 4.3.
Lemma 4.5. The tensorator ψα is compatible with the separability idempotents (5)
ψαM,N ◦ pα(M),α(N) = α(pM,N ) ◦ ψαM,N ∀M,N ∈ CA.
Thus ψα endows FZA(α,ψα, λα) with the structure of a tensor functor in Aut⊗(CA).
Proof. We write ψ = ψα and λ = λα to ease the notation. We also write a ψ with multiple
subscripts to denote a composite of ψ’s, as the order does not matter via associativity of ψ. Let
s : A → A ⊗ A be the splitting of m : A ⊗ A → A which is unique as A is connected. By the
uniqueness of s and as λ : α(A)→ A is an algebra isomorphism, we see that
(λ−1 ⊗ λ−1) ◦ s ◦ i = ψ−1A,A ◦ α(s) ◦ λ−1 ◦ i = ψ−1A,A ◦ α(s) ◦ α(i). (16)
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We calculate
ψM,N ◦ pα(M),α(N)
= ψM,N ◦ (rα(M) ⊗ rα(N)) ◦ (idα(M)⊗A⊗eA,α(N)) ◦ (idα(M)⊗(s ◦ i)⊗ idα(N))
= α(rM ⊗ rN ) ◦ ψM,A,N,A
◦ (idα(M)⊗λ−1 ⊗ ((idα(N)⊗λ−1) ◦ eA,α(N))⊗ idA) ◦ (idα(M)⊗(s ◦ i)⊗ idα(N))
=
(15)
α(rM ⊗ rN ) ◦ ψM,A,N,A
◦ (idα(M)⊗λ−1 ⊗ (eα(A),α(N) ◦ (λ−1 ⊗ idα(N)))⊗ idA) ◦ (idα(M)⊗(s ◦ i)⊗ idα(N))
=
(14)
α(rM ⊗ rN ) ◦ ψM,A,N,A ◦ (idα(M)⊗ idA⊗(ψ−1N,A ◦ α(eA,N ) ◦ ψA,N ))
◦ (idα(M)⊗((λ−1 ⊗ λ−1) ◦ s ◦ i)⊗ idα(N))
=
(16)
α(rM ⊗ rN ) ◦ ψM,A,N,A ◦ (idα(M)⊗ idA⊗(ψ−1N,A ◦ α(eA,N ) ◦ ψA,N ))
◦ (idα(M)⊗(ψ−1A,A ◦ α(s) ◦ α(i))⊗ idα(N))
= α(pM,N ) ◦ ψM,N .
We conclude that FZA is a strict monoidal functor of categorical groups.
We now show that a central G-equivariant structure λ on A exactly correspond to liftings of
the categorical action G→ Stab⊗(A, eA) to Aut⊗(C|A, eA).
G
Stab⊗(A, eA) Stab⊗(A) Aut⊗(C)
Aut⊗(C|A, eA) Aut⊗(C|A)
Aut⊗(CA) Aut(CA)
(ρ,µ)
∃?
FZ
FZA
F
FA
(17)
Proposition 4.6. The data of a lifting of (ρ, µ) to Aut⊗(C|A, eA) is equivalent to a central G-
equivariant algebra structure λ on (A, e).
Proof. A lifting of (ρ, µ) to a monoidal functor (ρ˜, µ) : G → Aut⊗(C|A, eA) is exactly the data of
an algebra isomorphism λg ∈ Z(C)(g(A)→ A) for all g ∈ G which satisfies the monoidality axiom
(2).
Remark 4.7. Given a categorical action G → Stab⊗(A) in the absence of a half braiding on A,
the data of a lift G→ Aut⊗(C|A) is equivalent to a G-equivariant algebra structure λ on A. Since
we will not use this result, we leave it to the interested reader.
We conclude that given a G-equivariant structure λ on A, (ρ, µ) : G → Aut⊗(C) induces a
canonical categorical action (ρ
A
, µ) : G → Aut(CA) given by postcomposing the lift of (ρ, µ) from
Remark 4.7 with FA. Moreover, in the presence of a half-braiding eA on A such that (A, eA) is
commutative, given a central G-equivariant structure λ on A, Proposition 4.6 gives us a canonical
categorical action (ρZ
A
, µ) : G→ Aut⊗(CA).
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4.2 The induced action when C is non-degenerately braided
Suppose now that C is a non-degenerately braided fusion category and (A,m, i) ∈ C is a connected
e´tale algebra. In this setting, we define
• Stabbr⊗(A) ⊂ Autbr⊗(C) is the full categorical subgroup whose 1-morphisms are braided autoe-
quivalences (α,ψα) ∈ Autbr⊗(C) such that there exists an algebra isomorphism α(A) ∼= A, and
whose 2-morphisms are monoidal natural isomorphisms.
• Autbr⊗(C|A) is the categorical group whose 1-morphisms are tuples (α,ψα, λα) such that
(α,ψα) ∈ Autbr⊗(C) and λα : α(A) → A is an algebra isomorphism, and whose 2-morphisms
η : (α,ψα, λα) ⇒ (γ, ψγ , λγ) are monoidal natural isomorphisms η : (α,ψα) ⇒ (γ, ψγ) such
that λγ ◦ ηA = λα.
Remark 4.8. Recall from [ENO10, Prop. 7.3.ii] that we have a group isomorphism σ : Inv(C) →
pi2(Aut
br
⊗(C)) denoted a 7→ σa which is determined by its value on a simple object c ∈ C by the
morphism in EndC(c) such that βc,a ◦ βa,c = ida⊗σac . The isomorphism σa is called the loop/ring
operator because when C has a pivotal structure, we may represent σac for arbitrary c ∈ C graphically
by
σac =
c
a .
Notice that since Stabbr⊗(A) ⊂ Autbr⊗(C) is a full categorical subgroup, pi2(Stabbr⊗(A)) = pi2(Autbr⊗(C)) ∼=
Inv(C).
Now given a fixed c ∈ C, we have an exact sequence
1 c′ ∩ Inv(C) Inv(C) AutC(c)σc (18)
where σc(a) := σ
a
c , and c
′ ∩ Inv(C) is the subgroup of a ∈ Inv(C) which are transparent to c, i.e.,
βc,a ◦ βa,c = ida⊗c.
Lemma 4.9. The group isomorphism σ : Inv(C) → pi2(Autbr⊗(C)) from Remark 4.8 yields a group
isomorphism pi2(Aut
br
⊗(C|A)) ∼= A′ ∩ Inv(C).
Proof. Suppose η is an automorphism of the identity (idC , idA) ∈ Autbr⊗(C|A). Then by Remark 4.8,
η ∈ pi2(Autbr⊗(C)), so η = σa for some a ∈ Inv(C). Now the condition that idA ◦ηA = idA implies
that σaA = idA, and thus a must be transparent to A.
The following proposition is analogous to Proposition 4.2.
Proposition 4.10. Let
Autbr⊗(C|A) Stabbr⊗(A)
F
be the forgetful functor. Then (18) extends to an exact sequence of groups
1 A′ ∩ Inv(C) Inv(C) AutC(A) Autbr⊗(C|A) Stabbr⊗C(A) 1.
σA [idC , · ] F
Proof. Observe λ is in the kernel of the map λ 7→ [idC , λ] ∈ Autbr⊗(C|A) if and only if there is
a monoidal natural automorphism η : idC ⇒ idC such that λ ◦ ηA = idA. But by Remark 4.8,
when C is non-degenerately braided, the map Inv(C) 3 a 7→ σa ∈ Autbr⊗ (idC) is an isomorphism.
Thus the kernel of [idC , · ] is precisely the image of σA. Finally, notice that kernel of F is the
set of [idC , λ] such that λ : A → A is an algebra isomorphism, which is precisely the image of
[idC , · ] : AutC(A)→ Aut⊗(C|A).
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Analogous to Definition 4.4 and Lemma 4.5, there is a strict monoidal functor
FA : Aut
br
⊗(C|A)→ Aut⊗(CA).
Since every algebra isomorphism λα ∈ C(α(A)→ A) is compatible with the braiding, we no longer
need to pass to Z(C).
Lemma 4.11. Suppose (α,ψα, λα) ∈ Autbr⊗(C|A). The functor FA(α,ψα, λα) ∈ Aut⊗(CA) preserves
local modules in ClocA and is compatible with the braiding on ClocA . Thus FA(α,ψα, λα) ∈ Autbr⊗(ClocA ).
Proof. We write ψ = ψα and λ = λα to ease the notation. Suppose (M, r) ∈ ClocA . Then since
(α,ψ) ∈ Autbr⊗(C), we have
α(r) ◦ ψM,A ◦ (idα(M)⊗λ−1) ◦ βA,α(M) ◦ βα(M),A
= α(r) ◦ ψM,A ◦ βα(A),α(M) ◦ βα(M),α(A) ◦ (idα(M)⊗λ−1)
= α(r ◦ βA,M ◦ βM,A) ◦ ψM,A ◦ (idα(M)⊗λ−1)
= α(r) ◦ ψM,A ◦ (idα(M)⊗λ−1),
and thus α(M) ∈ ClocA . As the tensorator of FA(α,ψ, λ) is exactly ψ, (α,ψ) ∈ Autbr⊗(C), and the
braiding of ClocA is exactly the braiding on C, we have that FA(α,ψ, λ) is braided.
We now see that analogous to Proposition 4.6, G-equivariant structures λ on A correspond to
lifts of (ρ, µ) : G→ Stabbr⊗(A) to (ρ˜, µ) : G→ Autbr⊗(C|A).
G
Stabbr⊗(A) Aut
br
⊗(C)
Autbr⊗(C|A)
Autbr⊗(ClocA )
(ρ,µ)
∃?
F
FA
(19)
4.3 Induced actions on G-crossed braided extensions
For this section, suppose C is a non-degenerately braided fusion category, A ∈ C is a connected
e´tale algebra, and F = ⊕g∈GFg is a G-crossed braided extension of C = Fe. We also assume we
have a fixed G-equivariant algebra structure λ on A. By [Gal17] (see Notation 2.7) and Remark
2.9, λe = idA. We claim we can construct a canonical G-crossed braided extension E of ClocA , which
satisfies that the equivariantization EG can be canonically identified as a braided tensor category
with (FG)loc(A,λ). That is, the following diagram commutes:
ClocA
C EG
FG
gauge lifted G action
gauge G action
condense A
condense (A,λ)
(20)
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First, notice that since A ∈ C = Fe, the G-crossed braiding β of F provides A with a lift to
Z(F), i.e., (A, βA,−) ∈ Z(F). We immediately see that FA is a tensor category.
Remark 4.12. Observe that since A ∈ C = Fe, any right A-module decomposes as a canonical
direct sum of g-graded right A-modules, and that (Fg)A is a semisimple category for all g ∈ G.
Hence FA =
⊕
g∈G(Fg)A is manifestly a G-extension of the tensor category CA = (Fe)A.
As F is a G-crossed braided extension of C, we have a categorical action G→ Aut⊗(F). Notice
that our G-equivariant algbra structure λ on A ∈ C is central in F , as C = Fe. By Proposition 4.6, λ
gives us a lift of our categorical action to G→ Aut⊗(F|A). Postcomposing with the strict monoidal
functor FA : Aut⊗(F|A) → Aut⊗(FA), we get a categorical action (ρA, µ) : G → Aut⊗(FA). We
now find a subcategory of FA which is a G-crossed braided extension of ClocA .
Definition 4.13. For g ∈ G, we define the category of g-local modules Fg−locA ⊂ (Fg)A to be the
right A-modules (M, r) ∈ (Fg)A such that
r = r ◦ βA,M ◦ (λg ⊗ idM ) ◦ βM,A. (21)
Notice Fg−locA ⊂ (Fg)A is a semisimple subcategory.
We define E := ⊕g∈GFg−locA . It is straightforward to verify the the full subcategory E ⊆ FA is
closed under ⊗A. Hence E is manifestly a G-extension of Ee = Fe−locA = ClocA . One now verifies that
the g-action on FA maps h-local modules to ghg−1-local modules. Hence E carries a categorical
G-action.
Lemma 4.14. For all (M, rM ) ∈ Fg−locA and (N, rN ) ∈ Fh−locA , βM,N ◦ pM,N = pg(N),M ◦ βM,N
where p denotes the corresponding separability idempotents from (5). Hence the G-crossed braiding
β of F descends to a G-crossed braiding of E.
Proof. Below, we write ψ = ψg and λ = λg to ease the notation. Let s ∈ HomA−A(A → A ⊗ A)
be the splitting of m ∈ HomA−A(A ⊗ A → A). Since s is unique as A is connected, (16) holds.
Moreover, by uniqueness of s and commutativity of A (m ◦ βA,A = m), we have
βA,A ◦ s = s. (22)
We now calculate that
βM,N ◦ pM,N
= βM,N ◦ (rM ⊗ rN ) ◦ (idM⊗A⊗βA,N ) ◦ (idM ⊗(s ◦ i)⊗ idN )
= (idg(N)⊗rM ) ◦ (βM,N ⊗ idA) ◦ (idM ⊗βA,N ) ◦ (idM⊗A⊗(rN ◦ βA,N )) ◦ (idM ⊗(s ◦ i)⊗ idN )
= (idg(N)⊗rM ) ◦ (βM,N ⊗ idA) ◦ (idM ⊗rN ⊗ idA) ◦ (idM⊗N ⊗(βA,A ◦ s ◦ i))
=
(22)
(idg(N)⊗rM ) ◦ (βM,N ⊗ idA) ◦ (idM ⊗rN ⊗ idA) ◦ (idM⊗N ⊗(s ◦ i))
= ((g(rN ) ◦ ψN,A)⊗ (rM ◦ β−1A,M ◦ (λ−1 ⊗ idM ))) ◦ (idM ⊗((idA⊗λ) ◦ ψ−1A,A ◦ g(s ◦ i))⊗N ) ◦ βM,N
=
(21)
((g(rN ) ◦ ψN,A)⊗ (rM ◦ βA,M ) ◦ (idM ⊗((idA⊗λ) ◦ ψ−1A,A ◦ g(s ◦ i))⊗N ) ◦ βM,N
=
(16)
((g(rN ) ◦ ψN,A)⊗ (rM ◦ βA,M ) ◦ (idM ⊗((λ−1 ⊗ idA) ◦ s ◦ i)⊗N ) ◦ βM,N
= pg(N),M ◦ βM,N .
Hence E is a G-crossed braided extension of Ee = Fe−locA = ClocA .
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Since our G-equivariant structure λ on A gave us a categorical action (ρ
A
, µ) : G→ Aut⊗(FA),
we can take the G-equivariantization, which we denote by (FA)G,λ to emphasize that the categorical
G-action on FA depends on λ.
Theorem 4.15. The equivariantization (FA)G,λ is tensor isomorphic to the tensor category FG(A,λ)
viewed as subcategories of F . Moreover, this isomorphism restricts to a braided tensor isomorphism
EG,λ ∼= (FG)loc(A,λ).
Proof. One one side, the objects of (FA)G,λ are tuples ((M, rM ), γ) where (M, rM ) ∈ FA is a right
A-module and γ = {γg ∈ FA(g(M)→M)}g∈G is a family ofG-equivariant A-module isomorphisms.
Using the definition of the A-action on g(M) from (13), this means that the γg : g(M)→M satisfy
γg ◦ g(rM ) ◦ ψgM,A ◦ (idg(M)⊗(λg)−1) = rM ◦ γg. (23)
The morphisms of (FA)G,λ are A-module maps which are G-equivariant. This means the mor-
phisms f ∈ FA(((M, rM ), γM )→ ((N, rN ), γN )) must satisfy the two conditions
f ◦ rM = rN ◦ f and γNg ◦ g(f) =
(3)
f ◦ γMg . (24)
The tensor structure on (FA)G,λ is given by
((M, rM ), γ
M )⊗(FA)G,λ ((N, rN ), γN )
= ((M, rM )⊗(FA)G,λ (N, rN ), pM,N ◦ (γM ⊗ γN ) ◦ (ψgM,N )−1)
= ((M ⊗A N, pM,N ◦ (rM ⊗ rN )), pM,N ◦ (γM ⊗ γN ) ◦ (ψgM,N )−1)
(25)
where pM,N is the separability idempotent (5).
On the other side, the objects of (FG)(A,λ) are tuples ((M,γ), rM ) where (M,γ) ∈ FG, so
M ∈ F and γ = {γg ∈ F(g(M) → M)}g∈G is a family of G-equivariant isomorphisms, and
rM ∈ FG((M,γ)⊗FG (A, λ)→ (M,γ)) is a G-equivariant map. Thus by (3) and (4),
rM ◦ (γg ⊗ λg) ◦ (ψgM,A)−1 = γg ◦ g(rM ),
which is equivalent to (24). Now rM is an (A, λ)-module map, which is exactly the requirement
that (M, rM ) ∈ FA. Hence the object ((M,γ), rM ) ∈ (FG)(A,λ) can be canonically identified with
((M, rM ), γ) ∈ (FA)G,λ.
Now the morphisms of (FG)(A,λ) are G-equivariant maps which are compatible with the (A, λ)-
module structures, which is exactly the two conditions in (24). Thus we may canonically identify
the morphisms of (FG)(A,λ) with the morphisms of (FA)G,λ, and this identification preserves com-
position.
The tensor structure on (FG)(A,λ) is given by
((M,γM ), rM )⊗(FG)(A,λ) ((N, γN ), rN )
= ((M,γM )⊗(A,λ) (N, γN ), pM,N ◦ (rM ⊗ rN ))
= ((M ⊗A N, pM,N ◦ (γM ⊗FG γN )), pM,N ◦ (rM ⊗ rN ))
= ((M ⊗A N, pM,N ◦ (γM ⊗ γN ) ◦ (ψgM,N )−1), pM,N ◦ (rM ⊗ rN )).
Thus we see from (25) that our identification of objects from (FG)(A,λ) and (FA)G,λ identifies the
tensor products on the nose. Hence the tensor categories (FG)(A,λ) and (FA)G,λ are canonically
tensor isomorphic.
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It remains to show that our tensor isomorphism descends to a braided tensor isomorphism
EG,λ ∼= (FG)loc(A,λ). Suppose (M, r, γ) ∈ (FG)(A,λ) ∼= (FA)G,λ. Since F is G-graded and A ∈ Fe,
we can decompose (M, r) ∈ FA as
⊕
g∈G(Mg, rg) where (Mg, rg) ∈ (Fg)A. Now the braiding in
FG(M ⊗A→ A⊗M) is given by⊕
g∈G
(λg ⊗ idMg) ◦ βMg ,A ∈
⊕
g∈G
F(Mg ⊗A→ A⊗Mg),
where β is the G-crossed braiding on F . Since A ∈ Fe, the braiding in FG(A ⊗M → M ⊗ A) is
exactly βA,M . Hence (M, r, γ) is local in (FG)(A,λ) ∼= (FA)G,λ if and only if for each g ∈ G,
rg ◦ βA,Mg ◦ (λg ⊗ idMg) ◦ βMg ,A = rg,
which is exactly the condition that the component module (Mg, rg) ∈ Eg = Fg−locA for each g ∈ G.
Now the condition that (M, r, γ) is G-equivariant is exactly the condition that (M, r, γ) ∈ EG,λ.
Hence our isomorphism restricts to a tensor isomorphism EG,λ ∼= (FG)loc(A,λ). Since the braidings
on both sides are exactly the G-crossed braidings on components, the tensor isomorphism EG,λ ∼=
(FG)loc(A,λ) is braided.
In summary, we have the following commutative diagram, where we write FG−locA for E to keep
the notation consistent.
FG FGA (FG−locA )G
F FA FG−locA
CG CGA (ClocA )G
C CA ClocA
−⊗(A,λ)
−⊗A
−⊗(A,λ)
−⊗A
(26)
In the diagram (26),
• a hook arrow ↪→ denotes a fully faithful functor,
• a tail on an arrow  denotes a forgetful functor, and
• a dashed arrow 99K means a functor which is not a tensor functor.
5 Examples
We now provide many examples of symmetry breaking from anyon condensation. We begin by
reviewing the Landau theory of symmetry breaking phase transitions in §5.1, which is trivial from
the categorical perspective. We then discuss the toric code in §5.2, which is the simplest example of
a topological order in a condensed matter system. Here we already observe non-trivial categorical
symmetry breaking when condensing the e anyon. We then continue with G-stable actions in §5.3,
where g = idC for all g ∈ G.
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In §5.4 below, we give a universal example using Drinfeld doubles of finite groups, which shows
that any short exact sequence can be realized as the obstruction (7). Using this framework, we
provide examples of short exact sequences which do not split, but the induced action of G permutes
anyons. We then include some interesting scenarios where symmetry must be either automatically
categorically preserved or broken in §5.5.
5.1 Landau theory
The Landau theory of symmetry breaking phase transitions is the simplest example. We consider
the continuous phase transition between two ‘trivial’ phases with no anyon excitations, with sym-
metry group G which contains a subgroup H ⊂ G. If both phases are gapped, they both correspond
to the trivial MTC Ctriv = Vec within the categorical framework, where all gapped excitations are
local quasiparticles (the trivial object 1) obeying Bose statistics. The associated continuous phase
transition between these two phases, described by the Landau-Ginzberg-Wilson paradigm, is driven
by condensation of these local bosonic quasiparticles, which corresponds to the trivial connected
e´tale algebra A = 1.
Since there are no nontrivial anyons involved here, the first obstruction always vanishes:
g(A) ' A ∀g ∈ G.
Since AutC(A) = 1 in these trivial phases, the second obstruction also vanishes, since the following
short exact sequence
1 1 H H 1ι pi ∀H ⊆ G
always splits for any subgroup H ⊂ G. This indicates that a trivial phase preserving symmetry
group G can be driven into another trivial phase whose symmetry group can be any subgroup H
of G, via a continuous phase transition from boson condensation. This is exactly the symmetry-
breaking phase transitions of Landau, described by Landau-Ginzburg theory of fluctuating local
order parameters defined in the manifold G/H [Mer79].
Even without anyons and topological orders, the presence of symmetry can also lead to many
distinct ‘trivial’ phases, i.e. symmetry protected topological (SPT) phases. SPT phases can be
viewed as a special case of SETO when the corresoponding MTC is trivial. Within our categorical
framework, the symmetry breaking rules for a trivial MTC do not depend on its SPT classification.
In other words, for a trivial MTC, its symmetry group G can break down to any subgroup H ⊂ G,
independent of the SPT phase to which it belongs.
5.2 Toric code
The toric code [Kit03] is the simplest example of a topological order in a condensed matter system.
Its MTC has 4 simple objects
Irr(CToric Code) = {1, e,m,  := e⊗m} = {1, e} × {1,m},
and its modular S and T matrices are given by
S =
1
2

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 T =

1
1
1
−1
 .
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Clearly the e and m particles obey Bose statistics, while their composite  = e ⊗m obeys Fermi
statistics.
Below, we discuss 3 examples involving the toric code preserving a G = Z2 = 〈g〉 symmetry,
where we always choose to condense the boson e, corresponding to the connected e´tale algebra
A = 1 ⊕ e. We discuss a few distinct G = Z2 symmetry enriched toric codes, which realize the
first obstruction in Example 5.1, the second obstruction in Example 5.2, and the absence of any
obstructions in Example 5.3.
Example 5.1. Consider the Z2 symmetry enriched toric code where the e and m particles are
permuted by the action of Z2 symmetry generator g:
e
g←→ m.
In this case, the symmetry action g does not preserve the e´tale algebra A = 1⊕ e, so symmetry is
broken at the first level. This means in a Z2 symmetry enriched toric code where the Z2 symmetry
permutes e and m, condensing the e particle will necessarily break the Z2 symmetry.
Example 5.2. Consider a Z2 symmetry enriched toric code with a nontrivial Z2 symmetry frac-
tionalization class [EH13, BBCW14, TLF16]. Symmetry fractionalization in a generic SETO is
classified by the projective action of symmetry on the anyon a in the SETO:
U (a)g U
(a)
h = ωa(g, h)U
(a)
gh , ωa(g, h) =
Sa,ω(g,h)S1,1
S1,aS1,ω(g,h)
∈ U(1), ω(g, h) ∈ Inv(C),
which is classified by [ω] ∈ H2(G, Inv(C)).
We now specialize to the fractionalization class for G = Z2 symmetry generated by g given by
ω(g, g) = m =⇒ ωe(g, g) = 2Se,m = −1.
Since the Z2 symmetry considered here does not permute anyons, the first obstruction vanishes.
The second obstruction is then captured by the short exact sequence
1→ AutC(A) ' Z2 → Z4 → G = Z2 → 1,
which does not split. Hence the second obstruction does not vanish, and the Z2 symmetry must
be broken in the toric code with this symmetry fractionalization class if e is condensed. Physically,
this means if a symmetry acts projectively on the anyon we wish to condense, this symmetry must
be broken by the anyon condensation.
Example 5.3. Finally, we consider the toric code with a different G = Z2 = {1, g} symmetry
fractionalization class, where we have
ω(g, g) = e =⇒ ωe(g, g) = 2Se,e = 1.
Twisting the trivial action by this 2-cocycle gives a Z2-action on Z(Z2). Note that since e centralizes
A = 1C ⊕ e, by Section 5.3 the short exact sequence is
1→ AutC(A) ∼= Z2 → AutCG(I(A)) ∼= Z2 × Z2 → G = Z2 → 1 . (27)
Thus we see in this case, the obstruction vanishes at both levels since (27) splits. This means
the Z2 symmetry can be preserved after we condense the e particle and drive the SETO into a
trivial gapped phase Ctriv = Vec with no anyons. However, as we will show below, there are two
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inequivalent splittings of this exact sequence, resulting in a Z2-SPT state with protected edge states
versus a trivial state with no edge states after condensing A = 1C ⊕ e.
Since A = 1C ⊕ e, the two automorphism within AutC(A) are given by trivial automorphism
idA and the notrivial one id1C ⊕− ide. Physically the nontrivial automorphism can be understood
as braiding one m particle around the e particle being condensed, which gives rise to a minus sign.
Therefore we can conveniently label the automorphism group as
AutC(A) = {idA, id1C ⊕− ide} ∼= {1,m} ∼= Z2.
In this case, the corresponding Z2-crossed braided extension is given by F := ZVec(Z4)(Vec(Z2)),
the relative center of Vec(Z2) in Vec(Z4). The associated gauged theory is D := FZ2 ∼= Z(Vec(Z4)),
whose anyons are given by
{1, α, α2, α3} × {1,m,m2,m3}. (28)
The two generating anyons α and m both have a trivial self-braiding, and obey a Z4 fusion rule:
α4 ∼= m4 ∼= 1.
Here, m is exactly the m particle in the toric code before gauging, while α2 corresponds to the e
particle before gauging.
The two inequivalent splittings correspond to the following two choices of I(A):
(A, λ1) ∼= I(A) = 1D ⊕ α2
and
(A, λ2) ∼= I(A) = 1D ⊕ s2 where s := α⊗m.
Both splittings share the same automorphism group
AutCG(I(A)) = AutFG(I(A)) = AutD(I(A)) ∼= {1, α} × {1,m} ∼= Z2 × Z2.
We provide the following diagram of the relevant phases, where squiggly arrows denote con-
densing by the labeled algebra, and other arrows denote gauging the Z2 symmetry.
ClocA = Vecfd
C = Z(Vec(Z2)) Dloc1D⊕α2 ∼= Z(Vec(Z2)) Dloc1D⊕s2 ∼= Z(Sem)
D = Z(Vec(Z4))
gaugeA=1⊕e gauge
(A,λ1)
(A,λ2)
gauge
The two inequivalent splittings of (27) have a clear physical difference in the outcome of the
anyon condensation [JR17]. The two splittings are characterized by different g-defects of the Z2
symmetry group:
X1g
∼= α X2g ∼= s = α⊗m.
In particular X1g
∼= α is a boson for the first splitting, and X2g ∼= s is a semion for the second
splitting. As a result, they give rise to different Z2-symmetric gapped phases after condensing
A = 1C ⊕ e:
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(1) For the first splitting, each e particle carries the trivial (one-dimensional) linear representation
of the G = Z2 symmetry group. It results in a trivial Z2-symmetric phase with no edge states,
leading to a toric code by gauging the Z2 symmetry
Dloc1D⊕α2 ∼= {1, α} × {1,m2} ∼= Z(Vec(Z2)).
(2) For the 2nd splitting, each e particle carries the nontrivial (one-dimensional) linear represen-
tation of the G = Z2 symmetry group. It results in a nontrivial Z2-SPT phase with protected
edge states, leading to a double semion theory after gauging the Z2 symmetry
Dloc1D⊕s2 ∼= {1, s} × {1,m2} ∼= double semion.
5.3 General stable actions
We now consider general stable actions, generalizing Example 5.3. Let C be a fusion category.
A categorical action G → Aut⊗(C) is called stable if each g ∈ G acts as the identity monoidal
functor. Such an action is specified up to equivalence by a 2-cocycle ω ∈ Z2(G,Aut⊗(idC)), where
Aut⊗(idC) = pi1(Aut⊗(C)) is the monoidal natural automorphisms of the identity functor, and
the action of G on Aut⊗(idC) is trivial. The 2-cocycle describes the tensorator simply by µag,h =
ω(g, h) ida for any a ∈ C.
Clearly g(A) = A as algebras for all g ∈ G. When C is nondegenerately braided, pi2(Autbr⊗(C)) ∼=
Inv(C) as ‘ring operators’ as in Remark 4.8. Note that each ring operator gives an element in the
center Z(AutC(A)), and thus ω yields a 2-cocycle ω˜ ∈ Z2(G,Z(AutC(A))).
Directly from the definitions, it is clear that we can find an equivariant algebra structure on A
precisely when we have a ω˜-projective homomorphism ψ : G→ AutC(A). The short exact sequence
in this case is
1 AutC(A) AutC(A)×ω˜ G G 1i p
where AutC(A) ×ω˜ G is the twisted direct product. This sequence has a splitting precisely when
we have an ω˜-projective homomorphism ψ : G → AutC(A). In this case the splitting is given by
g 7→ (ψ(g), g) ∈ AutC(A)×ω˜ G.
5.4 Universal example from an exact sequence of groups
Suppose we have a short exact sequence of finite groups as in (9):
1 N E G 1.i
p
Consider the non-degenerately braided fusion category C := Z(Vec(N)). Since Vec(E) is a G-
extension of Vec(N), by [GNN09, Thm 3.3], the relative center F := ZVec(E)(Vec(N)) is a G-crossed
braided extension of Z(Vec(N)). Furthermore, the equivariantization FG = ZVec(H)(Vec(N))G is
braided tensor equivalent to Z(Vec(E)), which is a gauging of Z(Vec(N)) by G. The inverse con-
struction to gauging is taking local modules of function algebras. So condensing O(G) ∈ Rep(E) ⊆
Z(Vec(E)), we have Z(Vec(E))locO(G) is braided tensor equivalent to Z(Vec(N)).
Recall that we have an adjoint pair of induction and restriction functors
Rep(E) Rep(N).
ResEN
IndEN
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Since ResEN is a braided tensor functor, we have a braided equivalence
Rep(N) ∼= Rep(E)IndEN (trivN ) = Rep(E)O(E/N) = Rep(E)O(G).
This equivalence identifies O(E/N) = IndEN (trivN ) and O(E) = IndEN (O(N)). (See also [EGNO15,
Ex. 4.15.3].)
Set A := O(N) ∈ Rep(N) ⊂ Z(Vec(N)) = C. As above,
I(A) = IndEN (O(N)) = O(E) ∈ Rep(E) ⊂ CG ⊂ FG ∼= Z(Vec(E)).
Hence we have isomorphisms AutC(A) ∼= N and AutCG(I(A)) = AutFG(I(A)) ∼= E. Explicitly,
these isomorphisms are both instances of the fact that K = AutRep(K)(O(K)) for a finite group
K. Indeed, since O(K) is a left K-module via (k · f)(`) := f(k−1`), and since left multiplica-
tion commutes with right multiplication, we get a K-equivariant map θk ∈ AutRep(K)(O(K)) by
(θkf)(`) = f(`k).
We now check that the following diagram commutes:
1 AutC(A) AutCG(I(A)) G 1
1 N E G 1.
ι
∼=
pi
∼=
i p
For the square on the left, notice that as left N -modules, we may identify
I(A) = O(E) ∼=
⊕
g∈G
O(Ng−1) =
⊕
g∈G
g(O(N)), (29)
and we may identify O(Ng−1) with g(O(N)) as algebra objects in Rep(N). Recall that for θn ∈
AutRep(N)(O(N)) = N , ι(θn) =
⊕
g∈G g(θn) from Proposition 3.3. Under the identification (29),
the action of g(θn) on g(O(N)) ∼= O(Ng−1) is via θgng−1 ∈ Aut(O(Ng)). Hence the left square
commutes.
Now in Proposition 3.4, we defined pi on f ∈ AutCG(I(A)) by pi(f) is the unique g ∈ G such
that 0 6= fe,g : g(A) → A. Under the identification I(A) = O(E) and g(O(N)) = O(Ng−1), for
every x ∈ E = AutRep(E)(O(E)), there is a unique g ∈ G such that x ∈ Ng. So if f ∈ O(E) is
supported on Ng−1, then θxf is supported on N . Mapping x ∈ E to the unique g ∈ G such that
x ∈ Ng is exactly the quotient map E → G. Hence the square on the right commutes.
Remark 5.4. Notice that we have a canonical isomorphism pi2(Aut
br
⊗(Rep(N)) ∼= Z(N). Indeed,
since Rep(N)ad = N/Z(N) [EGNO15, Ex. 4.14.6] and Rep(N) is faithfully graded by the dual group
Z(N )̂ , the characters of the grading group of Rep(N) are canonically identified with Z(N )̂̂ ∼= Z(N).
Given a homomorphism G→ Out(N), one obtains a 3-cohomology class o3 ∈ H3(G,Z(N)), which
vanishes if and only if there exists a short exact sequence 1→ N → E → G→ 1 for some E which
implements this outer action. This 3-cohomology class agrees with the o3 obstruction associated
to G→ Autbr⊗(Rep(N)).
Example 5.5. In previous examples with an obstruction in the second level, we always considered
a trivial action of the symmetry which does not permute anyons. Below, making use the universal
example from a short exact sequence, we construct an explicit example where (i) the symmetry
permutes anyons, (ii) the first obstruction vanishes, and (iii) the second obstruction does not vanish.
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We consider a G = Z2 SETO with
C = Z(Vec(Z3)) Z(Vec(Z2)). (30)
Physically, C corresponds to one layer of Z3 gauge theory Z(Vec(Z3)) stacked on top of the toric
code Z(Vec(Z2)) (or Z2 gauge theory). We label the gauge charge of Z3 gauge theory as e˜, and its
gauge flux as m˜, satisfying fusion rules
e˜⊗ e˜⊗ e˜ ≡ e˜3 ∼= m˜3 ∼= 1.
We still use e and m to label the gauge charge and gauge flux in toric code Z(Vec(Z2)). The Z2
symmetry g permutes anyons e˜ and e˜2 ∼= e˜−1, and belongs to a nontivial symmetry fractionalziation
class
ω(g, g) = m =⇒ ωe(g, g) = −1.
We condense the connected e´tale algebra
A := O(Z3)O(Z2) = 1⊕ e˜⊕ e˜2 ⊕ e⊕ (e⊗ e˜)⊕ (e⊗ e˜2).
Clearly g(A) ∼= A, and the first obstruction vanishes. At the second level, since AutC(A) ∼= Z2×Z3 '
Z6, the short exact sequence (7) is given by
1→ AutC(A) ' Z6 → Dic12 ∼= Z3 o Z4 → G = Z2 → 1,
which does not split, leading to an obstruction at the second level. Physically, since the Z2 symmetry
g acts projectively on the anyon e, condensing e ⊗ e˜ will also condense e, and therefore the Z2
symmetry must be broken.
Remark 5.6. The universal example can be modified by introducing a cocycle on E as follows.
Given ω ∈ Z3(E,C×), we set C := Z(Vec(N,ω|N )). Note that C has a G-crossed braided ex-
tension F such that FG is braided equivalent to Z(Vec(E,ω)). Indeed, the discussion at the
beginning of this section only uses the fact that there is a canonical Tannakian subcategory
Rep(H) ⊂ Z(Vec(H,ω)) for H = N,E, and the exact sequence does not change under the pres-
ence of cocycles. We also note the relation to the Lyndon–Hochschild–Serre spectral sequence, see
[ENO10, Appendix by E. Meir].
If the obstruction vanishes, one gets, for every splitting σ : G ↪→ E, a G-graded extension of the
condensed theory ClocO(N) ∼= Vec which is necessarily given by Vec(G, υ) for some [υ] ∈ H3(G,C×)
given by the pull back [υ] = σ∗[ω] = [ω ◦ σ×3] along the splitting σ : G ↪→ E.
Now it may be the case that given a fixed exact sequence and a fixed ω ∈ Z3(E,C×), two
inequivalent splittings yield two non-cohomologous cocycles υ ∈ Z3(G,C×)! We would like to
thank Tian Lan for explicitly pointing this phenomenon out to us, which we saw briefly in Example
5.3 above. (See also [Lan18].) We now provide further details on this example below.
Example 5.7. Let us consider the special case of the exact sequence
1 Z2 Z2 × Z2 Z2 1,ι1 pi2
where ι1 is inclusion into the first factor and pi2 is the projection onto the second factor. Now
consider ω ∈ Z3(Z2 × Z2,C×) with one non-trivial element ω((1, 1), (1, 1), (1, 1)) = −1. There are
two splittings, which give exactly the two cohomology classes of H3(Z2,C×).
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Indeed, this example is the same as Example 5.3 above, as there is a braided tensor equivalence
Z(Vec(Z2×Z2, ω)) ∼= Z(Vec(Z4)) [Nai07, Ex. 4.10]! This can also be seen from the following table
of twists in Z(Vec(Z4)) using the anyon labels from (28) above
θ 1 m m2 m3
1 1 1 1 1
α 1 i −1 −i
α2 1 −1 1 −1
α3 1 −i −1 i
together with the following table of connected e´tale algebras in Z(Vec(Z4)):
A Z(Vec(Z4))locA AutZ(Vec(Z4))(A)
1 Z(Vec(Z4)) 1
1⊕ α Z(Vec(Z2)) Z2
1⊕m Z(Vec(Z2)) Z2
1⊕ α2m2 Z(Sem) Z2
1⊕ α⊕ α2 ⊕ α3 Vec Z4
1⊕m⊕m2 ⊕m3 Vec Z4
1⊕ α2 ⊕m2 ⊕ α2m2 Vec Z2 × Z2
5.5 Symmetry which is automatically categorically preserved or broken
In the next three sections, we present some interesting cases where symmetry is automatically
categorically preserved or broken. In §5.5.1, we consider when AutC(A) is trivial, so that the
exact sequence (7) is always an isomorphism. In §5.5.2, we consider the case when AutC(A) ∼=
AutCG(I(A)), so that no non-trivial G-action may satisfy the first obstruction. Finally, in §5.5.3,
we consider a multilayer phase where the algebra lies in one level and the action happens on another,
so that the exact sequence (7) trivially splits.
5.5.1 E´tale algebras with trivial automorphism group
Suppose C is a non-degenerately braided fusion category and A ∈ C is a connected e´tale algebra
with trivial automorphism group AutC(A) ∼= 1. We assume there is a categorical action ρ : G →
Stabbr⊗(A) ⊂ Autbr⊗(C). This implies that the exact sequence (7) necessarily collapses to
1 AutCG(I(A)) G 1.
ι pi
In other words, pi : AutCG(A) → G is an isomorphism. In particular, there is a unique lifting
σ = pi−1 as in §5.1.
We now show that non-trivial such examples indeed exist. First, we note the following sufficient
condition for AutC(A) to be trivial, which essentially follows from the argument in [KO02, §6 Type
E6].
Proposition 5.8. Suppose C is a fusion category and X ∈ C is a self-dual object with dim(C(X⊗2 →
X)) = 1. If A := 1⊕X admits the structure of a separable algebra object, then the algebra structure
is unique up to unique isomorphism. In particular, AutC(A) is trivial.
The following is a well-known example of a non-trivial e´tale algebra A which fulfills the hy-
pothesis of Proposition 5.8.
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Example 5.9. Let C(SU(2)10) with simple objects ([0], [12 ], [1], . . . , [5]) and fusion rules
[i]⊗ [j] ∼=
i+j⊕
k=|i−j|
i+j+k≤10
[k],
and consider the unique connected e´tale algebra AGHJ := [0] ⊕ [3] [KO02, §6 Type E6] (see also
[GdlHJ89]). By Proposition 5.8, Aut(AGHJ) is trivial.
Now E6 := C(SU(2)10)AGHJ is an E6-category, i.e. the fusion matrix of the (necessarily simple)
free A-module [12 ]⊗A is the adjancency matrix of the Dynkin diagram E6. The condensation ClocAGHJ
is braided equivalent to Ising category C(Spin(5)1) with T = diag(1, exp(10pii16 ),−1).
Recall from [BEK01, Cor. 4.9 and Ex. 5.1] (see also [DMNO13, Corollary 3.30]) that we have
braided equivalences
Z(E6) ∼= C(SU(2)10) ClocAGHJ ∼= C(SU(2)10) C(Spin(5)1) ∼= C(SU(2)10) C(Spin(11)1) .
We denote by 12E6 the adjoint subcategory of E6, which has fusion rules of the even part of E6
[Izu01]:
α2 ∼= 1 σ ⊗ α ∼= α⊗ σ ∼= σ σ ⊗ σ ∼= 1⊕ α⊕ 2 · σ,
and note that E6 is a Z/2-extension of 12E6.
Let C be the modular tensor category Z(12E6) which has 10 simple objects and the modular data
is given in [Izu01, HRW08]. By [GNN09, Thm 3.3] it follows that C = Z(12E6) has a Z2-crossed
braided extension F = ZE6(12E6). Let D = C(SU(2)10)  C(Spin(11)1). As noted in [Bis16] we
can also realize F as D1⊕β, where β is the unique Z2-boson in D. In other words, C is the Z2
condensation of D = C(SU(2)10) C(Spin(11)1).
Proposition 5.10. The center C = Z(12E6) of the even part of E6 has a unique e´tale algebra
A ∼= 1 ⊕ X for a non-invertible object X of dimension 2 +
√
3, such that the F with associated
Z2-action ρ : G→ Autbr⊗(C) lands in Stabbr⊗(A).
Proof. The adjoint functor I : E6 → Z(E6) ∼= D of the forgetful functor gives a Lagrangian algebra
L′ = I(1) in D. Subalgebras of L′ correspond to full subcategories of 12E6 [DMNO13, Theorem 4.10].
The maximal pointed subcategory E×6 ⊂ E6 correspond to an e´tale algebra A′ ∈ D. Note that the
e´tale algebra B = 1 ⊕ β corresponds to the adjoint subcategory 12E6 ⊂ E6 and A′ gives an e´tale
algebra in C ∼= DlocB which we denote by A. A simple dimension argument gives dim(A) = 3 +
√
3
and it follows from the modular data of C that A ∼= 1⊕X as claimed.
To see that the action stabilizes, we note that g(X) ∼= X, since the object X splits into two
inequivalent objects in D ∼= FZ2 , which can be read of the modular invariant which has been
computed in [Bis16, Example 4.13]. Thus g fixes A as an object, but A has a unique algebra
structure by Proposition 5.8.
This implies AutC(A) is trivial and that there is a unique equivariant algebra (A, λ) ∈ FZ2 .
Again it can be checked that the only possibility as an object (and hence as an algebra using
Proposition 5.8) is that (A, λ) is isomorphic to AGHJ  1 in D. It further follows that
(FZ2−locA )Z2 ∼= Dloc(A,λ) ∼= C(Spin(5)1) C(Spin(11)1)
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which is a center of an Ising category. The condensed theory ClocA ∼= C(Spin(16)1) is the toric code
Z(Z2). We summarize with the following diagram.
Z(Z2)
Z(E) C(Spin(5)1) C(Spin(11)1)
C(SU(2)10) C(Spin(11)1)
gauge lifted Z2 action
gauge Z2 action
condense A
condense (A,λ)
5.5.2 First level broken symmetry
Suppose C is a non-degenerately braided fusion category and A ∈ C is a connected e´tale algebra.
Suppose we have a non-trivial finite group G and a categorical action G → Autbr⊗(C). If g(A) 6∼= A
as algebras for all g ∈ G the symmetry must be completely broken.
In particular, suppose that we have a group isomorphism AutC(A) ∼= AutCG(I(A)). Then
g(A)  A as an algebra for any g ∈ G; otherwise, the existence of our short exact sequence leads
to a contradiction. Hence the symmetry is completely broken.
Example 5.11. For an explicit example, we take C := Z(Vec(Z3)) ∼= Vec(Z3, q)Vec(Z3, q) where
q(n) = exp(2piin2/3) is a quadratic form on Z3, and A :=
⊕
g∈Z3 gg
−1. Let Z2 → Autbr⊗(Vec(Z3, q))
be the particle-hole symmetry [CGPW16], which gives a categorical Z2-action on C. Indeed, there
are two equivalence classes of Z2-crossed braided extension of C which are of the formMVec(Z3, q)
forM a Z3-metaplectic category [ACRW16]. Let us denote by α the non-trivial element of Autbr⊗(C)
with α(g  k) ∼= g−1  k. This action maps α(g  g−1) ∼= g−1  g, and thus α does not even fix A
as an object.
We claim that AutC(A) ∼= AutCG(I(A)). First, note that AutC(A) = Z3. Next, it is straightfor-
ward to show that
I(A) ∼= (1 1)⊕ (h 1)⊕ (X  g)⊕ (X  g−1)
where h ∈ (Vec(Z3, q)Z2 is a boson, X ∈ (Vec(Z3, q)Z2 has dimension 2, and g is a generator of
Vec(Z3, q). Hence dimCG(I(A)) = 6, and |AutCG(I(A))| ≤ 6 [BD18]. Assume for contradiction that
|AutCG(I(A))| = 6 so that I(A) ∼= O(H) for some group H of order 6, see [BD18]. But
O(H) ∼=
⊕
pi∈Irr(Rep(H))
dim(pi) · pi  I(A),
a contradiction. Hence |AutCG(I(A))| < 6. Since we always have an injection AutC(A) = Z3 ↪→
AutCG(I(A)), this injection must be an isomorphism.
Example 5.12. We now consider the other equivalence class of Z2-crossed braided extension of C,
which is in stark contrast to Example 5.11. This other extension comes from the universal example
from §5.4 corresponding to the exact sequence
1 Z3 Z3 o Z2 ∼= S3 Z2 1i p
which permits three different splittings.
As in [Bis18], Examples 5.11 and 5.12 can be generalized to any finite abelian group of odd
order.
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Problem 5.13. Find an explicit example of a non-degenerate braided fusion category C, a con-
nected e´tale algebra A, and a categorical action ρ : G → Autbr⊗(C) with AutC(A) ∼= AutCG(I(A))
such that g(A) ∼= A as an object alone, but not necessarily as an algebra.
5.5.3 Trivially unbroken symmetry
Example 5.14. Suppose C1, C2 are non-degenerately braided fusion categories, and define C :=
C1  C2. Suppose we have a categorical action G → Autbr⊗(C2), which gives us a categorical action
G→ Autbr⊗(C). Suppose now A1 ∈ C1 is a connected e´tale algebra, and consider A = A1  1C2 ∈ C.
Then AutCG(I(A)) ∼= AutC(A)×G ∼= AutC1(A1)×G, and the exact sequence (7) clearly splits.
6 Application to algebraic quantum field theory
A conformal net B = {B(I)}I∈I is a family of von Neumann algebras on a common Hilbert space
H indexed by the set I of proper open intervals on the unit circle S1 together with a cyclic and
separating unit vector Ω ∈ H and a projective unitary representation of Diff+(S1), the group of
orientation preserving diffeomorphisms of S1, fulfilling certain axioms, see e.g. [Lon03] for details.
If B is a so-called rational conformal net, then C := RepI(B) is a unitary modular tensor
category [KLM01]. A conformal net B has a group of global gauge transformations Aut(B). There
is a one-to-one correspondence [LR95] between local irreducible extensions A ⊃ B and connected
e´tale C∗ Frobenius algebras A ∈ Rep(B), and Rep(A) is braided tensor equivalent to ClocA [BKL15].
Thus local extensions correspond to condensation of e´tale algebras. Let us denote the global gauge
transformations of A fixing B pointwise by
Aut(A|B) = {α ∈ Aut(A) | α(b) = b for all b ∈ B(I) and I ∈ I} ,
which is a finite group since the index [A : B] = dimRep(B)(A) is finite. By [Lon03], |Aut(A|B)| ≤
[A : B].
Lemma 6.1. Under the above correspondence between A ∈ Rep(B) and A ⊃ B, we have a corre-
spondence Aut(A|B)←→ AutRep(B)(A).
Proof. Let H be a Hilbert space, let N ⊂M ⊂ B(H) be von Neumann algebras, and let Ω ∈ H be
a cyclic and separating vector. We denote
Aut(M |N,Ω) = {α ∈ Aut(M) | α(n) = n and 〈Ω|α(m)Ω〉 = 〈Ω|mΩ〉 for all n ∈ N,m ∈M} .
Fix a proper interval I ∈ I. By [Bis17] we have Aut(A(I)|B(I),Ω) = Aut(A|B). We may as-
sume that A ∈ RepI(A) ⊂ End(A(I)) and that A = ι¯ ⊗ ι where ι : B(I) → A(I) is the
embedding. Let v := coevι⊗ idι so that A(I) = ι(B(I))v by [LR95, BKLR15]. We get a
map α : AutRep(B)(A) → Aut(A(I)|B(I),Ω) given by α(g)(ι(b)v) = ι(bg−1)v and a map β :
Aut(A(I)|B(I),Ω) → AutRep(B)(A) given by β(α) = (evι⊗A) ◦ (idι¯⊗α−1(v)). One can verify
that α and β are homomorphisms which are mutually inverse. Indeed, by the zig-zag relation we
have (evι⊗A) ◦ (idι¯⊗α(g)(v)) = g, so β ◦ α = idAutRep(B)(A). Using the other zig-zag relation gives
α ◦ β = idAut(A(I)|B(I),Ω).
For every α ∈ Aut(A) with α(B(I)) = B(I), we get an automorphism resB(α) ∈ Aut(B). Given
a finite global symmetry group G ⊂ Aut(B), Mu¨ger [Mu¨g05] showed that there is:
• an irreducible rational subnet BG ⊂ B where BG(I) := {x ∈ B(I) : α(x) = x for all α ∈ G}
[Xu00] which is rational by [KLM01],
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• an action ρ : G → Autbr⊗(C), α 7→ αpi given by αpiI = α ◦ piI ◦ α−1 for any representation
pi = {piI}, and
• a G-crossed braided extension F = G−RepI(B) of C compatible with ρ.
Furthermore, Rep(BG) is braided tensor equivalent to FG. Thus the “orbifold subnet” BG ⊂ B
corresponds to gauging C by G.
The language of tensor categories gives a dictionary between anyons and conformal nets. We
can ask what the notion of an unbroken categorical symmetry means in the setting of conformal
nets. A similar problem has been studied in [BDLR93].
Definition 6.2. An extension of the global symmetry G ⊂ Aut(B) of B to a global symmetry of
A ⊃ B corresponds to an embedding s : G ↪→ Aut(A|BG) ⊂ Aut(A) such that s(g)(B(I)) = B(I)
for all g ∈ G and resB ◦s = idG.
Proposition 6.3. Let B be a rational conformal net, C := Rep(B) its UMTC of representations,
G ⊂ Aut(B) a finite subgroup, and A ∈ C a connected e´tale C∗ Frobenius algebra with associated
local extension A ⊃ B. An extension of the global symmetry G of B to A exists only if the associated
action G → Autbr⊗(C) lies in Stabbr⊗(A). In this case, extensions are in one-to-one correspondence
with splittings σ : G→ AutCG(I(A)) of the exact sequence (7).
Proof. Let us fix an interval I ∈ I and let us denote ιA : B(I) ↪→ A(I) the canonical inclusion map.
Let us assume an extension of G to A exists. Then ιA ◦ α = s(α) ◦ ιA for any α ∈ G which implies
that the action of G stabilizes the algebra A ∼= ι¯A ⊗ ιA.
Recall that Aut(B|BG) = {αg : g ∈ G} and that the associated categorical action on C =
RepI(B) is given by g(τ) = αgτ = αg⊗τ⊗αg for τ ∈ RepI(B), where the tensor product correspond
to composition of endomorphisms of B(I).
To prove the second claim, we show that the following diagram commutes:
1 Aut(A|B) Aut(A|BG) Aut(B|BG) 1
1 AutC(A) AutCG(I(A)) G 1.
β
resB
α˜
ι
α
pi
Recall from Definition 3.1 that I(A) =
⊕
g g(A). Let A˜ be the algebra in Rep
I(BG) correspond-
ing to BG ⊂ A. Then A˜ is of the form ι¯B ⊗ ι¯A ⊗ ιA ⊗ ιB where ιB : BG(I) ↪→ B(I) is the inclusion
map. Let f ∈ AutC(I(A)).
We obtain a map f˜ : A˜ → A˜ as follows. As in Lemma 3.2 (2) there is a unique g, such that
fe,g 6= 0 and f : g(A) → A. Note that BG(I) ⊂ B(I) being a depth two inclusion implies that
Hom(αg⊗ιBG , αg⊗ιBG) ∼= C. Therefore ι¯B⊗fe,g⊗ιB : ι¯B⊗αg⊗ ι¯A⊗ιA⊗α−1g ⊗ιB → A˜ gives a map
f˜ : A˜ → A˜ defined up to a scalar which can be fixed by demanding that (ι¯B ⊗ evιA ⊗ιB) ◦ f˜ is an
automorphism of the algebra associated with ι¯B ⊗ ιB. We define α˜(f) = α(f˜) with α : AutC(A)→
Aut(A|B) from Lemma 6.1. Then α˜(ι(f)) equals α(f) ∈ Aut(A|BG) for all f ∈ AutC(A). Thus the
first square commutes.
Finally, recall that pi(f) = g with g ∈ G the unique element such that fe,g 6= 0. We claim that
resB(α˜(f)) = αg. Namely, let b = ιB(c)vB ∈ B(I), where v(−) = coevι(−) ⊗ idι(−) , then
α(f˜)(ιA(b)) = α(f˜)(ιA(ιB(c)vB) = α(f˜)(ιA(ιB(c)ι¯B(evιA)vB)vA)
= ιA(ιB(c)ι¯B(evιB)f˜
−1vB)vA) = ιA(αg(b)).
Hence the second square commutes, and we are finished.
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