We prove that for s < 0, s-concave measures on R n satisfy a spherical thin shell concentration similar to the log-concave one. It leads to a Berry-Esseen type estimate for their one dimensional marginal distributions. We also establish sharp reverse Hölder inequalities for s-concave measures.
Introduction
and it defines µ as a log-concave measure. When s = −∞, the measure is said to be convex and the inequality is replaced by µ ((1 − λ)A + λB) ≥ min (µ(A), µ(B)) .
The purpose of this paper is to prove a spherical thin shell concentration for s-concave measures in the case s ≤ 0, which we consider from now on. By measure, we always mean probability measure. Notice that the class of s-concave measures on R n is decreasing in s. In particular a log-concave measure is s-concave for any s < 0 and any s-concave measure with s ≤ 0 is (−∞)-concave, thus a convex measure. The class of s-concave measures was introduced and studied in [8, 9] , where the following complete characterization is established. An s-concave measure is supported on some convex subset of an affine subspace where it has a density. If the support of s-concave measure µ generates the whole space, then µ is absolutely continuous with respect to the Lebesgue measure and has a density h which is log-concave when s = 0 and when s < 0, is of the form h = f −α
where f : R n → (0, ∞] is a convex function. A random vector with an s-concave distribution is called s-concave. The linear image of a s-concave measure is also s-concave. It is known that any semi-norm of an n-dimensional vector with a s-concave distribution has moments up to the order p < −1/s (see [8] and [1] ). Since we are interested in comparison of moments with the moment of order 2, we will always assume that −1/2 < s ≤ 0, which corresponds to α > n + 2.
We say that a random vector X is isotropic if EX = 0 and for every θ ∈ S n−1 , E X, θ 2 = 1. For every −1/2 < s ≤ 0, we can always find an affine transformation A such that AX is isotropic.
Our main result is the following Theorem 1. Let r > 2. Let X be a (−1/r)-concave isotropic random vector on R n . Then for any p ∈ R such that 0 < |p| ≤ c min(r, n 1/3 ), we have
where C and c are universal constants. In the general case, let A be the affine transformation such that AX is isotropic. Then for any p ∈ R such that 0 < |p| ≤ c min r,
where C and c are universal constants.
Remark 2. For r > n + √ n, we have a better estimate which recovers the log-concave case.
To present the connections between moment inequalities, concentration in a spherical thin shell property and the Berry-Esseen theorem for one dimensional marginals, let us introduce some notations.
Let X ∈ R n be an isotropic random vector. Thus E|X| 2 = n. Define ε(X) to be the smallest number ε > 0 such that
If ε(X) = o(1) with respect to the dimension n, we say that X is concentrated in a spherical thin shell. It was shown in [2] (see also [11, 12] ) that if an isotropic random vector X uniformly distributed on a convex body in R n is such that ε(X) = o(1), then almost all marginal distributions of X satisfy a Berry-Esseen theorem. More generally, let X ∈ R n be an isotropic random vector, it was proved in [6] that
where σ n−1 denotes the rotation invariant probability measure on the unit sphere S n−1 , Φ is the standard normal distribution function and c > 0 is a universal constant. Therefore if ε(X) is small then almost all the one dimension marginal distributions of X are approximately Gaussian. The fact that indeed for all log-concave random vector ε(X) = o(1) was proved later in [17, 14] and the best estimate at this date [15] is that ε(X) = O(n −1/6 log n).
Now let p > 2 and assume that |X| 2 has finite p moment. Assume that X is isotropic so that
From Chebychev inequality, it is easy to see that ε(X) ≤ (2 4 α 4 (X)) 1/3 and more generally, ε(X) ≤ c p α p (X)
1/3 where c p depends only on p. Thus if for some p > 2, α p (X) is small, then so is ε(X) and from this discussion, it follows that almost all one dimensional marginal distributions of X are approximately Gaussian. Hence Theorem 1 ensures that if r → +∞ with the dimension n then any isotropic (−1/r)-concave vector satisfies a spherical thin shell concentration and therefore almost all its marginals verify a BerryEsseen theorem. As a matter of fact, this condition on r is necessary. If r is fixed and does not depend on the dimension n, there exists an isotropic (−1/r)-concave random vector X ∈ R n which does not satisfy a spherical thin shell property. This shows the sharpness of our result for small values of r.
Fact: Let r > 2. For every n ≥ 1, there exists an isotropic (−1/r)-concave random vector X n ∈ R n such that
where c(r) > 0 depends only on r. Moreover, when r tends to ∞, one has
Proof. Let r > 2 and 2 < p < r and let X n ∈ R n be an isotropic random vector with density f n,r (x) = c 1 (1 + c 2 |x| 2 ) r+n where c 1 and c 2 are normalization factors. Such a random vector is (−1/r)-concave. An immediate computation gives that
For fixed r and 2 < p < r, we have
Therefore, when r → +∞
From Paley-Zygmund inequality we get that for any 2 < p < s < r
.
For fixed r, 2 < p < r and n large enough, choosing for instance p = (2+r)/2 and s = (p + r)/2, we get from (3) that
, where ε(r) and c(r) > 0 depend only on r. Therefore
To build the proof of Theorem 1, we need to extend to the case of sconcave measures several tools coming from the study of log-concave measures. This is the purpose of Section 2. Some of them were already achieved by Bobkov [7] , like the analogous of the Ball's bodies [5] in the s-concave setting. Some others were also noticed previously (see e.g. [7] , [1] ) but not with the most accurate point of view. These new ingredients are analogous to the results of [10] in the log-concave setting and are at the heart of our proof. As in the approach of [13] or [15] , an important ingredient is the LogSobolev inequality on SO(n). It allows to get reverse Hölder inequalities, see [20, 13] : for every f : SO(n) → R, if L is the Log-Lipschitz constant of f then for every q > r > 0,
According to the characterization of −1/r-concave measures in [9] , let X be a (−1/r)-concave random vector in R n with full dimensional support and distributed according to a measure with a (−1/α)-concave density function w : R n → R + with α = r + n. For any linear subspace E, denote by P E the orthogonal projection onto E and for any x ∈ E denote by
the marginal of w on E. Given an integer k between 1 and n, a real number p ∈ (−k, r), a linear subspace E 0 ∈ G n,k and θ 0 ∈ S(E 0 ), define the function
Following the approach of [18, 13] , we observe that for any p ∈ (−k, r)
where U is uniformly distributed on SO(n). In view of (6) and the definition of h k,p , we notice that it is of importance to work with family of measures which are stable after taking the marginals. For any subspace E of dimension k, since X is (−1/r)-concave with density w, we know that P E X is (−1/r)-concave and π E w is (−1/α k )-concave with α k = r + k.
2 Preliminary results for s-concave measures
Since the proof is identical to the well known 1/n-concave case [10] , we postpone it to the Appendix. We present several consequences of this result like some reverse Hölder inequalities with sharp constants in the spirit of Borell's [10] and Berwald's [3] inequalities.
Corollary 4. Let r > 0 and µ be a (−1/r)-concave measure on R n . Let φ : R n → R + be concave on its support. Then
is log-concave on [0, r). Moreover, for any 0 < p ≤ q < r,
and for every θ ∈ S n−1 ,
where
Proof. By concavity of φ, for every u, v ≥ 0, and any λ ∈ [0, 1]
By −1/r-concavity of µ, the function f (t) = µ({φ > t}) is −1/r-concave.
Observe by Fubini that for any p > 0,
The result follows from Theorem 3. Since µ is a probability we have f (0) = 1 = H f (0) and the moreover part follows from the fact that p → H f (p) 1/p is a non increasing function. For the last inequality, we notice that for every θ ∈ S n−1 , the function φ(x) = x, θ + is affine on its support.
The second corollary concerns the function h k,p .
Corollary 5. Let r > 0. For any −1/(r +n)-concave function w : R n → R + , and any subspace
Proof. Since w is −1/(r + n)-concave, we note that t → π U (E 0 ) w(tU(θ 0 )) is −1/(r + k)-concave. Theorem 3 proves the result.
We finish with some geometric properties of a family of bodies introduced by K. Ball in [5] in the log-concave case.
Proof. Notice that the sets K a are star-shaped with respect to the origin.
For any x ∈ R n , let f be the −1/α-concave function defined on
The right hand side inclusion follows. The left hand side is a simple consequence of Hölder's inequality in the even case. The non-even case may be easily treated as Lemma 2.1 in [21] .
Thin shell for convex measures
The purpose of this section is to prove Theorem 1. We follow the strategy from the log-concave case initiated in [17, 14, 18] and further developed in [13, 15] . To any random vector X in R n and any p ≥ 1, we associate its Z + p -body defined by its support function
When the distribution of X has a density g, we write Z
Extending a theorem of Ball [5] on log-concave functions, Bobkov proved in [7] that if w is a −1/(r + n)-concave on R n such that w(0) > 0, then K a (w) is convex for any 0 < a ≤ r + n − 1.
In the case of log-concave measures [22, 23, 15, 16] , several relations between the Z + p bodies and the convex sets K a are known. We need their analogue in the setting of s-concave measures for negative s. We start with two technical lemmas. We postpone their proofs to the Appendix.
where c is a universal constant.
An important ingredient in the proof of a thin-shell concentration inequality is an estimate from above of the log-Lipschitz constant of U → h k,p (U).
Proposition 9. Let n ≥ 1, r > 10 and w be a −1/(r + n)-concave density of a probability measure on R n . Let k be an integer such that 2k + 1 ≤ n and 2k + 2 ≤ r.
where C is a universal constant.
Proof. Since K a (w) are appropriate convex bodies, the proof of Theorem 2.1 in [15] works identically and lead to the upper bound :
) and the distance to the Euclidean ball cannot increase after projections. Hence
We define the q-condition number of a random vector X to be
2 ). Proposition 10. With the same assumptions as in Proposition 9, if the random vector X with density w is isotropic then
More generally if A is such that AX is isotropic then
Proof. Let q = max(k, p) then one has 1 ≤ q ≤ r − 1. If X is isotropic then from Corollary 4 and equation (8) we get that for q ≥ 2
for some universal constant c ′ > 0. The same inequality holds for q ∈ [1, 2]. The conclusion follows from Proposition 9. In the general case, notice that Z 
Proof of Theorem 1. We start by presenting a complete argument following [13] . This will give a complete proof of Theorem 1 with a slightly weaker result. In the second part, we just indicate the needed modifications of the argument of [15] to get the complete conclusion. From now on, we assume without loss of generality that r > 10 (otherwise the inequality of Theorem 1 is obvious, see [1] ) and |p| ≤ (r − 2)/4. Let k be an integer such that −p < k ≤ n. We will optimize the choice of k at the end of the proof. Recall that by (6),
where U is uniformly distributed on SO(n). Then for all 0 < p < r and n ≥ k > p we have
. Applying (4) to h k,p and h k,−p we get
Since Varf = Ef 2 − (Ef ) 2 we deduce that
By Corollary 5, we know that
Taking the expectation with respect to SO(n), we get that
Since E U h k,0 (U) = 1 we deduce from (12) that
By (9), we know that for p ≤ (k − 1)/2,
Moreover
where the last inequality follows from (13) . For p ≤ (k−1)/2, we can evaluate L k,p , L k,−p and L k,0 from Proposition 10 since the assumptions are full filled.
Combining the previous estimate with (14) we get that if k ≤ cn 1/4 and p ≤ (k − 1)/2 then
We conclude from (11) that
It remains to optimize the choice of k. If 0 < p < n −1/2 then we choose k = 5 and get
If p ≥ n −1/2 we can choose k such that k 5 = p 2 n with the restriction 2p + 1 ≤ k ≤ cn 1/4 . This proves that
Therefore for any p such that |p| ≤ min(c n 1/8 , (r − 2)/4),
, which is already enough to get a spherical thin shell concentration.
In the second part, we follow the argument developed in [15] to get a better conclusion. We continue to assume that |p| ≤ (r − 2)/4. Most of the computation of section 3.2 in [15] is identical and it required the use of the reverse Hölder inequalities (12) . We estimate d dp log((E|X| p )
By Corollary 5
is log-concave on [−k + 1, r). This can be written as d dp
We know from Lemma 7 that for all
d dp
Following Section 3.2 in [15] , we arrive at d dp
Assume that X is isotropic. By Proposition 10, we know that for any k ≥ 2|p| and k
We have to minimize this expression for
Let p 0 = n −1/2 , we get after integration that ∀p ∈ [p 0 , c min(r, n 1/3 )],
and ∀p ∈ [−c min(r, n 1/3 ), −p 0 ],
For p ∈ [−p 0 , p 0 ], we use (15) and this concludes the proof of Theorem 1.
If X is such that AX is isotropic, we know from Proposition 10 that for
The proof is identical to the previous one replacing n by n A 2 A −1 2 . Remark 11. In [15] , a preprocessing step was to add first a Gaussian isotropic vector to get from the very beginning a better information on the Z + p bodies associated to the measure. This convolution argument was used in [18] , [13] for a different reason, a regularizing role. It is natural to ask if such process could be done in the situation of s-concave measure. Nothing is doable by adding a Gaussian vector because for s < 0, the new vector will not belong to any class of s-concave vectors. However, we can build a similar argument for r > n, taking the addition of X with a random vector Z uniformly distributed on the isotropic Euclidean ball. Since Z is 1/n-concave and X is −1/r-concave, the new vector Y = X+Z √ 2 will be a − 1 r−n -concave random isotropic vector. And for any p ≥ 1, we have (see inequality (4.7) in [15] )
so that it remains to bound α 2p (Y ). It is easy to see that Y is such that for every q ≥ 2 and every θ ∈ S n−1 , E Y, θ
This improvement leads to the estimate : if r − n > 2, then for any p such that
For r > n + √ n, we recover the same spherical thin shell concentration as in the log-concave case. It would be interesting to understand in which precise sense the s-concave measures are close to the log-concave measures for s ∈ (−1/n, 1/n). An other question is to know what kind of preprocessing argument like in [19] would enable to recover the small ball estimates from [1] .
Appendix
Proof of Theorem 3. Since f is −1/α-concave, there exists a convex function
Since f is integrable it follows that ϕ tends to +∞ at +∞. From the convexity of ϕ, one deduces that for some constant c > 0, ϕ(t) ≥ (1 + t)/c. Thus f (t) ≤ c(1 + t) −α , for every t ≥ 0. Therefore, t p−1 f is integrable for every p < α, which means that H f (p) < +∞ for every 0 ≤ p < α. For any p ∈ (0, α) and any m, M > 0, we have
Take 0 < a < b < c < α. Choose m and M such that mM a = H f (a) and mM
, where g :
λ where λ is such that b = (1 − λ)a + λc. Our goal is to prove that
We will then deduce that
and this will prove the log-concavity of H on (0, α).
Using that h(t) ≤ c/(1 + t) α , on R + , one can see that for every t ≥ 0
We have
the function H 1 changes sign at least once (if not, then H ′ 2 ≥ 0 or H ′ 2 ≤ 0, but since H 2 (0) = H 2 (∞) = 0, we have H 2 ≡ 0, but then H 1 ≡ 0, h ≡ 0 and there is nothing to do). Since H 1 changes sign at least once and H 1 (0) = H 1 (∞) = 0, therefore H ′ 1 changes of sign at least twice. Since H ′ 1 (t) = −t a−1 h(t), we have that h changes sign at least twice, but since g −α is affine and f −α is convex, h changes sign exactly twice and we have g −α (0) < f −α (0) so that h(0) > 0. We deduce that H 2 ≥ 0. Therefore,
This proves (17) . Thus the log-concavity of H on (0, α). To get it on [0, α), it is enough to prove that H is continuous at 0. This is classical, but let us recall the argument for completeness. Since f is −1/α-concave, for all 0 ≤ s ≤ f ∞ , its level sets {f ≥ s} are convex in [0, +∞) thus there exists
We conclude that +∞ 0 pt p−1 f (t)dt tends to f (0) when p tends to 0. Applied to both f and (1 + t) −α this proves that H f is continuous at 0.
Proof of Lemma 7. Equation (8) follows easily from the classical bounds for the Gamma function (see [4] ), valid for x ≥ 1:
For equation (9), we write that
′′ is non increasing, we get that for k > 1 and p ≥ −(k − 1)/2,
Therefore, if p ≤ (min(r, k) − 1)/2 then d dp
Proof of Lemma 8. We present here a similar but simpler proof than in the Appendix of [15] . By integration in polar coordinates, it is well known [22] (see also [16] ) that we have the following relation between the Z + q -bodies associated with g and the Z + q -bodies associated with one of the convex bodies K a (g): for any 0 < q < r
Let us prove that for any convex body K ⊂ R m containing 0 in its interior, for any q ∈ (0, +∞), and for every θ ∈ R n h K (θ) ≥ h Z + q (K) (θ) Vol(K ∩ { x, θ ≥ 0}) 1/q ≥ (qB(q, m + 1)) 1/q h K (θ).
Indeed, observe that 
