Introduction
Thanks to the rapid development of science and technology, real-time computer systems now play a vital role in facilitating our daily lives. Examples include automated factories, traffic control systems, and stock exchange market. The performance of these real-time computer systems is determined by the effectiveness of the scheduling of jobs to meet their deadlines. However, many scheduling problems in the offline setting have been proven to be NP-complete. In other words, it is computationally infeasible to find optimal schedules for many cases.
In reality, the situation is further complicated by the fact that scheduling algorithms are on-line in nature, i.e., they do not have advance knowledge about the jobs until they are released. As expected, many scheduling problems do not admit on-line algorithms with optimal or reasonably well performance guarantee. A natural approach towards better performance guarantee is to allow on-line schedulers to have more resources (such as faster processors or extra processors) [17, [23] [24] [25] [26] . Intuitively, the additional resources compensate on-line schedulers for the lack of future information. Notice that most scheduling problems remain non-trivial even if large amount of additional resources are available. For example, the Earliest Deadline First algorithm (EDF) is known to be optimal for the underloaded single-processor deadline scheduling problem, yet for the overloaded case, neither EDF nor any algorithm can be optimal even arbitrary number of processors are allowed.
In this thesis we revisit several classical deadline scheduling problems, showing new upper bounds and lower bounds on the effectiveness of using additional resources to provide better performance guarantee. Our results allow system administrators to compare and assess various scheduling algorithms and decide the resource requirement for their systems.
On-line Firm Deadline Scheduling
The on-line firm deadline scheduling problem is defined as follows. There is a sequence of jobs to be scheduled for processing in m ≥ 1 processors. Jobs are released in an unpredictable fashion. Every job is sequential in nature and can be processed by at most one processor at a time. Preemption is allowed at no cost. The processing time and deadline of a job are known only when the job is released. Each job is associated with a value (also known as credit), which reflects the importance of the job. The deadline is firm in the sense that the value of a job can be obtained only by completing it on or before its deadline. No value is obtained if the deadline is missed. A scheduling algorithm aims to maximize the total value of jobs that can be completed by their deadlines. See Figure 1 for an example.
A system is underloaded if there is a schedule meeting the deadline of every job released. In general, we do not have this guarantee, and a system may be overloaded and there is no schedule meeting every deadline. This model is applicable to systems where the required work exceeds the capacity and the scheduling algorithm has to decide which jobs to complete. It is motivated from embedded systems (see, e.g., [17, 21, 26] for discussion).
The value density of a job is equal to its value divided by its processing time. The importance ratio k of a system is the ratio of the largest possible value density to the smallest possible one. When k = 1, the value of a job is directly proportional to its processing time and the system is said to have uniform value density. For systems where some jobs are more important than the others, we have k > 1, and the system is said to have general value density. A scheduler in a uniform value density system aims at maximizing the processing time or the work of jobs that meet their deadlines.
We measure the performance of an on-line algorithm by comparing it with an optimal off-line algorithm, denoted OPT, on the same set of jobs. For any c ≥ 1, an on-line algorithm is said to be c-competitive (or have a competitive ratio c) if, for any job sequence, it is guaranteed to achieve 1/c of the total value obtained by OPT. If the competitive ratio is a constant independent of both k and m, the on-line algorithm is said to be competitive. A 1-competitive algorithm is also said to be optimal. See [7, 27] for more background on competitive analysis.
For convenience, we denote UFS-1 as the on-line firm deadline scheduling problem on a uniprocessor system with uniform value density [3, 4, [23] [24] [25] [26] , and UFS-k as the on-
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line firm deadline scheduling problem on a uniprocessor system with importance ratio k [3, 22, 25] . Similarly, we denote MFS-1 and MFS-k as on-line firm deadline multi-processor scheduling problem with importance ratio 1 and k [21, 25] , respectively. In this thesis, we are going to study on-line algorithms for UFS-1, UFS-k, and MFS-k.
Additional Resources
Traditionally, the performance of an on-line algorithm is measured by comparing it with the optimal off-line algorithm in the worst case. Yet this may not be a good measurement for many deadline scheduling problems. Indeed, some early lower bound results [3, 4] suggested that all on-line algorithms for some deadline scheduling problems perform equally bad. The traditional competitive analysis has failed to differentiate good and bad algorithms.
In recent years, there is a new approach for studying better performance guarantee without making assumptions on future inputs; the basic idea is to allow the on-line algorithm to have more resources than the off-line algorithm (e.g. see [17, [23] [24] [25] [26] ). Intuitively, the additional resources are needed to compensate the on-line algorithm for the lack of future information. The key question is whether a moderate amount of additional resources can provide satisfactory competitiveness or even attain optimality. This kind of analysis assesses the amount of additional resources needed to meet the optimal or competitive requirement of a system. This is also known as resource augmentation analysis in the literature.
To ease our discussion of the comparison between on-line algorithms using additional resources and the optimal offline algorithm, denoted OPT, we use the following notations:
Definition.
• A scheduling algorithm A is said to be speed-s ccompetitive if A which uses speed-s processors can guarantee to obtain a fraction 1/c of the total value obtained by OPT, which uses speed-1 processors. A processor is said to be speed-s if it can process 1 unit of work in 1/s time, i.e., s times faster than a processor used by OPT.
• A scheduling algorithm A is said to be w-processor ccompetitive if A, whose number of processors is w times more than OPT, can guarantee to obtain a fraction 1/c of the total value obtained by OPT.
• A scheduling algorithm A is said to be speed-s wprocessor c-competitive if A, whose number of processors is w times more than OPT and all processors are speed-s, can guarantee to obtain a fraction 1/c of the total value obtained by OPT.
• A w-processor speed-s optimal algorithm refers to a wprocessor speed-s 1-competitive algorithm.
Previous Work and Our Contributions
In this thesis, we study the problems UFS-1, UFS-k, and MFS-k. We consider on-line algorithms with additional resources, namely, faster and/or additional processors, for attaining a constant competitive ratio or even optimality. We give new upper and lower bound results on the effectiveness of additional resources.
UFS-1 and UFS-k
Without using additional resources, no optimal scheduling algorithm can exist for either UFS-1 or UFS-k. Note that optimality is desirable, especially for underloaded systems where the optimal off-line algorithm can meet all deadlines. For UFS-1, Baruah et al. [4] showed a lower bound of 4 on the competitive ratio. Baruah et al. [3] presented a 4-competitive algorithm called T D 1 . In the same paper, they also showed a lower bound of (1 + √ k) 2 on the competitive ratio for UFS-k. Subsequently, Koren and Shasha [22] gave an algorithm called D over with a matching upper bound.
A Faster Processor. For UFS-1 and particularly UFS-k, when a faster processor is allowed, Kalyanasundaram and Pruhs [17] gave an algorithm called SLACKER that can improve the competitive ratio to a constant, i.e., independent of k. Precisely, for any real δ > 0, SLACKER is speed-
. For example, putting δ = 1/2, SLACKER is speed-2 32-competitive. The only algorithm that can make use of a faster processor to obtain optimal scheduling is by Lam and To [24] . Precisely, they showed that an algorithm called EDF-AC is speed-2 optimal for UFS-1 and speed-4 log k optimal for UFS-k. No non-trivial lower bound greater than 1 on the speed requirement for attaining optimality is known for either UFS-1 and UFS-k.
Our first contribution is two lower bound results: we show that there is no speed-s optimal algorithm for UFS-1 when s < φ, where φ is the golden ratio (approximately 1.618). For UFS-k, the lower bound can be improved to 2. Motivated by the gap between the lower bound of 2 and upper bound of 4 log k for UFS-k, we attempt to devise algorithms with a lower speed requirement. We believe that jobs with tight deadlines, i.e., the deadline of a job is equal to its release time plus processing time, are the most difficult to handle. We give a speed-O(1) optimal algorithm when all jobs are tight. Our
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result serves as a first step to finding a speed-O(1) optimal algorithm for the general case.
Additional Processors. Less result is known for using additional processors. Indeed, using additional processors is harder than using faster processors; for instance, a speed-2 processor can simulate two speed-1 processors by timesharing, but the reverse is not true (as jobs are sequential in nature). The only previous result that can exploit additional processors is for UFS-1, where Baruah [2] gave a mprocessor m/(m − 1)-competitive algorithm. No optimal algorithm based on additional processors has been known for either UFS-1 or UFS-k.
We present the first result on attaining constant competitive ratio and optimality using additional processors. Precisely, we give a 2-processor optimal for UFS-1. Based on this result, we show a 2 log k -processor 2-competitive algorithm for UFS-k. In addition, we present a 4-processor optimal algorithm for UFS-1, which can also be extended to give a 4 log k -processor optimal algorithm for UFS-k. More interestingly, we also show that no w-processor algorithm is c-competitive for UFS-k for any constant c unless w = Ω(log k).
Based on the above results, we can compare the power of faster processors with additional processors. For UFS-k, we have a speed-O(1) optimal algorithm for the difficult case when all jobs are tight, yet we also have an Ω(log k) lower bound on the extra processor requirement even for attaining a competitive ratio independent of k. Thus, in terms of additional resource requirement, using faster processors is a more cost effective way than extra processors.
MFS-k
Without using additional resources, Korea and Shasha [21] decided an algorithm MOCA with competitive ratio 1 + m(k 1/ψ − 1), where ψ = m 2 log k log k+1 1 . They also gave a lower bound of
on the competitive ratio. These bounds tend to O(log k) when m tends to infinity.
When faster processors are allowed, Lam and To [25] extended the SLACKER algorithm for MFS-k and improved the algorithm to speed-(1 + 2δ) (1 + 2δ −1 + 4δ −2 )-competitive. For instance, when δ = 1/2, the competitive ratio is improved from 32 to 21.
To exploit additional processors for MFS-k, we extend MOCA to an O(log k)-processor O(1)-competitive algorithm. We also show that Ω(log k) times extra processors are required to achieve a constant competitive ratio. 1 Unless otherwise specified, all logarithms are base 2 in this thesis.
Besides, we consider an extension of MSLACKER. Precisely, the competitive ratio of MSLACKER can be improved using additional faster processors instead of even faster processors. For example, MSLACKER can be improved from speed-2 21-competitive to speed-3 7-competitive by further increasing the processor speed, or it can be improved to 5-processor speed-2 5-competitive by using extra speed-2 processors.
Preliminaries
For any job J, let r(J), p(J), d(J), and v(J) denote the release time, processing time, deadline, and value of J, respectively. The value density ρ(J) = v(J)/p(J). For convenience, we normalize the smallest value density to be 1, and we assume all jobs have value density in the range [1, k] . The span of J refers to the interval [r(J), d(J)]. Since completing a job after its deadline gives no credit, whenever we say a job is completed, it is meant that the job is completed by its deadline. A processor is said to be idle if it is not running a job, and busy otherwise. Similarly, a job is said to be idle if it is not running on a processor, and busy otherwise.
An on-line scheduling algorithm operates as follows. The algorithm is invoked whenever an interrupt occurs. An interrupt is either triggered by the release of a job, or preset by the algorithm itself in some previous invocation. The output of the algorithm is a mapping from the jobs to the processors.
Organization
The remainder of the thesis is organized as follows. Chapter 2 presents upper and lower bound results for UFS-1 and UFS-k using a faster processor. Chapter 3 shows upper and lower bound results for UFS-1 and UFS-k using more than one speed-1 processor. In chapter 4, we give competitive algorithms for MFS-k using additional and/or faster processors. Finally, we summarize the results and discuss some possible future directions in chapter 5.
Scheduling with a Faster Processor
In this chapter, we study algorithms using a faster processor for the problems UFS-1 and UFS-k. Precisely, we study the performance of on-line algorithms using one speed-s processor, where s > 1, as compared with an off-line algorithm using one speed-1 processor.
Lower bound results. Lam and To [25] showed that EDF-AC is speed-2 optimal for UFS-1 and speed-4 log k optimal for UFS-k. Yet no lower bound on the speed requirement for achieving optimality has been known for either problem. In section 2.1, we give the first non-trivial lower bound for UFS-1. Specifically, we show that no algorithm is speed-s optimal for UFS-1 unless s ≥ φ, where φ is the golden ratio. In section 2.2, we show that the lower bound for UFS-k can be improved slightly to 2.
Upper bound result. Motivated by the gap between the upper bound of 4 log k and the lower bound of 2 for UFS-k, we turn our attention to finding an algorithm for UFS-k that can reduce the speed requirement for optimality. We believe that jobs with tight deadlines are the most difficult to handle. In fact, existing lower bounds on competitive ratios when no additional resource is available for UFS-1 and UFS-k [3, 4] , and our lower bound on speed requirement for UFS-1 are all based on the tight deadline setting. When jobs are not tight, only a weaker lower bound on the competitive ratio for UFS-1 is known [8] . Based on this observation, we study algorithms for handling tight jobs. In section 2.3, we give a new algorithm that is speed-O(1) optimal for UFS-k when all jobs are tight. Note that the speed factor is independent of k. We believe that scheduling jobs with tight deadlines is no easier than the general problem, and our result serves as a first step to finding a speed-O(1) optimal algorithm for the general case.
Lower Bound for UFS-1
Recall that EDF-AC is a speed-2 optimal algorithm for UFS-1. This section shows that for UFS-1, the speed requirement for any optimal algorithm is at least the golden ratio (denoted φ), which is the solution of the equation φ 2 = φ + 1. I.e., φ = (1 + √ 5)/2 ≈ 1.618.
The following lemma states a property of φ that our lower bound argument makes use of. Basically, it implies that a speed-s processor, where s < φ, cannot complete s + 1 units of work in s units of time.
To simplify the proof, we show that it suffices to consider on-line algorithms that are busy in the following sense.
Definition. At any time t during the span of a job J, we say that J is feasible with respect to a speed-s processor if J is not yet completed at time t and it is still possible schedule J to meet the deadline. I.e., the remaining work of J is at most s(d(J) − t).
Definition.
A scheduling algorithm A is a busy algorithm if it schedules a feasible job (with respect to the processors used by A) whenever such a job is available. 
Consider any job J completed by A. Below we show that at any time, the work done on J by A is always at least as much as that of A, which implies that A also completes J. Lemma 2.2 thus follows. Suppose, for the sake of contradiction, that t is the first time instant when the work done on J by A exceeds that of A . This means that A schedules J at time t but A does not. Since J is finally completed by A, J is feasible for A at t. As the work done by A and A are the same just before t, J is also feasible for A at t. By the definition of A , A should schedule J at t. This leads to a contradiction.
We then prove the following theorem that leads to the lower bound result.
Theorem 2.3. There is no busy algorithm that is speed-s optimal for
The proof of this main theorem is quite involved, though the basic idea is simple. We consider the off-line algorithm as an adversary who generates the input job sequence while looking at the response from the on-line algorithm and exhibits its schedule after the entire input has been generated. The adversary's goal is to maximize the total value it obtains while keeping it down for the on-line algorithm.
Initially, A is given two jobs such that A cannot complete both of them. To be optimal, A must complete the longer job. When the shorter job becomes not feasible, the third job, which is even longer, is released. Again, A cannot complete
Time Offline Figure 2 : The input job sequence and the optimal off-line schedule both current jobs and is forced to switch to the third one without completing the first two jobs. This process ensures that the adversary can indeed complete more than one job. Details are as follows. Let A be any busy on-line algorithm that is speed-s optimal, where s < φ. To show that A is not optimal, we consider a sequence of four jobs (J 1 , J 2 , J 3 , and J 4 ). All the jobs are tight, i. Proof. Since A is a busy scheduling algorithm, the processing time received by J 2 up to time r(J 3 ) is the processing time not received by J 1 . By the property of busy scheduling algorithm, A does not schedule J 1 after t. Thus, at time r(J 3 ), the work done on J 1 is still s ; and for J 2 , the work done is s(r(J 3 ) − ) = s − 1 + sλ and the remaining work is s − (s − 1 + sλ) = 1 − sλ.
Next, we observe that A, using a speed-s processor, cannot complete both J 2 and J 3 on or before Proof. The speed required to complete both jobs is at least
, A must abandon J 2 and complete J 3 so as to guarantee optimality. Let t be the last instant that J 2 is still feasible. Let be the processing time received by J 2 during [r(J 3 ), t ]. Notice that cannot be too large as J 2 is finally abandoned. See the following claim for details.
Proof. Suppose, for the sake of contradiction, that
, a tight job J is released at time s with the same deadline as J 3 . I.e.,
The adversary can complete J 2 and J . Therefore, A, after abandoning J 1 and J 2 , must complete both J 3 and J in order to be optimal. The speed required is at least
(by Lemma 2.1)
Thus, A can only complete either J 3 or J and A is not optimal. A contradiction occurs.
For the rest of the proof, we show that by adding a final job J 4 , A can only complete either J 3 or J 4 , yet the adversary can complete both J 1 and J 4 , completing more work than A no matter which job A chooses.
J 4 is released after J 2 becomes not feasible. By the definition of t , we have s(
Claim 2.8. The work left for
J 3 at time r(J 4 ) is 2s − s 2 + s .
Proof. As r(J 4 ) > t , J 2 is not feasible at time r(J 4 ). Since
A is a busy scheduling algorithm, the processing time received by
, the work done on J 2 is s , and the work done on
The following claim shows that A cannot complete both J 3 and J 4 before their deadlines. Proof. The speed required for completing both J 3 and J 4 is at least
Recall that A does not complete J 1 and J 2 . Together with the fact that A cannot complete both J 3 and J 4 , we know that the work that can be completed by A is at most
Next, we show that r(J 4 ) > d(J 1 ) = 1; thus, the adversary (using a speed-1 processor) can complete both J 1 and J 4 .
. Thus, the adversary can obtain more work done than A. In other words, A is not optimal. A contradiction occurs.
We have completed the proof of Theorem 2.3. Based on Lemma 2.2, we can extend the lower bound result to any online algorithm that is not busy.
Corollary 2.10. There is no speed-s optimal algorithm for
UFS-1 unless s ≥ φ.
Lower Bound for UFS-k
In this section we give a lower bound for UFS-k with importance ratio k > 1.
Lemma 2.11. There is no speed-s optimal algorithm for
Suppose, for the sake of contradiction, that there exists a speed-s optimal algorithm, where s = 2 − ε. Let n = 1/ε . Considering the input job sequence shown in Table 1 . Jobs are released in pairs (J i , J i ). The input terminates either when A misses any deadline, or after the final job J n+1 is released at time n + 1. Notice that the importance ratio of the job sequence is 2 n = 2 log k ≤ k.
Before the job pair (J 1 , J 1 ) is released at time 1, the system is underloaded. To be optimal, A must complete J 0 at time 1. In general, A must meet every deadline. See the following claim for details.
Claim 2.12. A must meet the deadlines of the jobs J i−1 and
Proof. Notice that the two jobs have the same deadline (i + 1) and value (2 i−1 ). Suppose, for the sake of contradiction, that one of them missed its deadline at time i + 1. The input is stopped immediately (i.e., the last job pair is J i and J i ). The adversary completes J 0 , J 1 , · · · , J i as well as J i , obtaining a total value of
The best A can do is to complete all jobs except J i−1 or J i , obtaining a total value of
which is less than that of the adversary. This contradicts to the assumption.
Similarly, A must complete the last two jobs J i−1 and J i to match the total value of the adversary. The total processing time of all jobs is (1 − ε) + 1 + 2n + 1 = 2n + 3 − ε. A, using a speed-(2 − ε) processor, can complete all the jobs no earlier than
which is after the deadline of J n+1 . Thus, A missed the deadline of some job. This leads to a contradiction and completes the proof of Lemma 2.11.
General Upper Bound for Tight Jobs
The best known result for UFS-k requires a speed-4 log k processor [25] . Note that when k is big, demanding a processor that is 4 log k times faster may not be practical. A natural question is whether the speed requirement for optimality in the case of general k can be improved to o(log k) or even O (1) .
In this section, we address this problem with a focus on tight jobs. Recall that a tight job has its deadline equals to its release time plus processing time. We present a two-processor speed-s optimal algorithm for UFS-k when all jobs are tight. Since two speed-s processors can be simulated by one speed2s processor, this algorithm can be considered as a speed-2s optimal algorithm.
Algorithm
Definition. Let r = The following lemma states an important property of a fresh job.
Lemma 2.13. While a job J is fresh, it is feasible to complete J on or before its deadline using a speed-s processor.
Proof. Consider any time t when a job J is fresh. s . Thus, starting from time t, a speed-s processor must be able to complete J on or before its deadline. Algorithm 2.1 gives the details on the new on-line scheduling algorithm. The algorithm maintains a pool P of jobs that will be given priority for scheduling. Intuitively, if a job is still fresh and has sufficiently large value density, the algorithm will put it into the pool for possible scheduling. Among the jobs in the pool, the algorithm always schedules the two most dense jobs available. Once a job is scheduled, it can be preempted by a newly released job with sufficiently high density. Note that there is no guarantee that a job, once scheduled, will complete.
In the following, we will show that for scheduling jobs with tight deadlines 2 , this algorithm, when given a speed-14 processor (or two speed-7 processors), is optimal.
Consider a job J that the on-line algorithm fails to meet its deadline, but an off-line algorithm can meet its deadline. During the span of J, the on-line algorithm must process other jobs for a considerably long period. These jobs should have reasonably high value density, yet the on-line algorithm may not complete them at the end and generates any value. The
Job
Release time Processing time Value density Deadline 
When Job J is released:
Schedule the two most dense jobs, if available, in P (8) (9) When Job J completes: (10) P ← P − {J} (11) if there exists a fresh job not in P (12) Denote J0 as the most dense fresh job not in P
Schedule the two most dense jobs, if available, in P (16) (17) When Job J ∈ P is certain to miss its deadline:
Algorithm 2.1:
A new algorithm for tight jobs optimality of the algorithm is proven by a non-trivial amortization scheme, showing that the on-line algorithm will complete some extra jobs (comparing with an off-line algorithm) within or beyond the span of J, which can be used to pay off the value of J. by A, and similarly for J (O). Without loss of generality, we assume that every job that has ever been scheduled by O can be completed by its deadline. Note that such an assumption is not valid for A. We construct schedules A and O from A and O respectively by removing all jobs that are completed by both A and O. An example is shown in Figure 4 . By definition, for every job J ∈ J (O ), both O and O schedule J to completion by its deadline, but neither A nor A can complete J by its deadline. Proof. Let J be a job for which A misses the deadline. Consider any time t when J is fresh. If J is in P , A is executing some job(s) of value density at least ρ(J). It remains to consider the case where J is not in P at time t. In this case, J is not in P during the entire period [r(J), t] (otherwise, by Lemma 2.13, even at time t, it is still feasible for A to complete J by its deadline and J, once put into P , will not be removed up to time t). Thus, A must be executing some job(s) of value density greater than ρ(J)/2 during the entire period [r(J), t]. In either case, A is executing a job with value density greater than ρ(J)/2.
Lemma 2.16. At any time, let J i and J i+1 be the i-th and
Proof. When a job J is added to P , either there was at most one job in P , or the density of J is at least double of the most dense job in P . Removing a job from P does not invalidate this property.
Optimality
Denote A and O as the total value of the jobs completed by schedules A and O , respectively. This subsection shows that if s ≥ 7, A ≥ O , or equivalently, A ≥ O . It follows that the algorithm shown, when given two speed-7 processors or a speed-14 processor, can always match the off-line algorithm on the total value obtained.
Consider the schedule A . For any job J ∈ J (A ), let T (J) be the total time A schedules J. At any particular time, J is said to be the primary job scheduled by A if A schedules J at that time and either there is no other job scheduled at the same time, or J has a higher job density than the other job scheduled (we break the tie by requiring J to be the job with smaller job identity). For a job J 0 scheduled by O , let T J0 (J) be the total time A schedules J as the primary job during the period of time when J 0 is fresh.
To prove that A ≥ O , we imagine that for each job J that has scheduled by A , we can discharge some credits at a certain rate whenever A schedules J. Precisely, we define the rate σ(J) to be 4s s−1 ρ(J). I.e., we can discharge a total of σ(J)T (J) credits due to J.
The rest of this section is divided into two parts. The first part, comprising Lemmas 2.17 and 2.18 and Corollary 2.19, shows that O is no more than the total amount of credits discharged due to the jobs in J (A ), which is exactly
Combining both parts, we can conclude that A ≥ O .
Lemma 2.17. Consider any job
Proof. Let J 0 be any job scheduled by O . By definition, J 0 cannot be completed by A. Consider any job J ∈ J (A ) such that T J 0 (J) ≥ 0. Let t be any time when J 0 is fresh and A schedules J as the primary job. By Lemma 2.15, at time t, A is scheduling a job J with density at least ρ(J 0 )/2. Note that J may not be equal to J . Nevertheless, we can argue that J must be scheduled by A at time t.
• If J = J 0 , then J is not completed by A. By the definition of A , J is left in A .
• Suppose J = J 0 . By Lemma 2.14, J is also not equal to any other job scheduled by O. Again, by the definition of A , J is left in A .
Since J is the primary job scheduled by A at time t, we have
Lemma 2.18. For any job
Proof. Note that J 0 , being a job scheduled by O , cannot be completed by A. By Lemma 2.15, A must schedule at least one job at any time while J 0 is fresh. By Lemma 2.14, every such job is not scheduled by O and must be found in A . Therefore, J∈J (A ) T J0 (J) is equal to the length of the fresh period of J 0 . By definition, J 0 is fresh for a period of length
Corollary 2.19.
Proof. At any time t, Lemma 2.14 implies that among all jobs scheduled by O, there is at most one which is fresh at t. Thus,
By Lemma 2.18, we conclude that
, we consider the following amortization scheme on A . We associate an account with each job in J (A ), all having zero initial balance. Credits are put into or removed from these accounts in accordance to the way A schedules the jobs. See Figure 5 for details.
• When a job J is completed, v(J) is deposited into the account of J.
• Whenever A schedules J, we withdraw credits from the account of J in two ways:
-Credits are discharged at rate σ(J).
-Credits are transferred to the account of each idling job J in the pool P at the rate I(J ), where
Denote Ψ(J) as the final balance of the account of each job J in J (A ). Note that the sum of all deposits is exactly A , and the sum of all discharges is The following observation is crucial to the proof of the fact that all accounts have non-negative balance. By definition, each job completed by A will receive credits equal to the value of the job, which are enough to pay off for all discharges and transfers (see Lemma 2.21). The nontrivial part is concerned with those jobs J ∈ J (A ) that miss deadline. Note that J must idle for a long time when it is in the pool P . Note that whenever J idles after being added into P , A schedules two other jobs. By Lemma 2.14, O cannot schedule both of these two jobs. In other words, at least one of these two jobs, say, J a , is not completed by O. By the definition of A , J a is left in A . When A schedules J a and J is idle, credits are transferred from the account of J a to the account of J. J thus receives credits transferred from other jobs that are scheduled while J is idle in P . More precisely, the following lemma shows that J receives at least v(J) credits. Proof. If J is completed by A , the lemma holds by the definition. Now suppose J entered P but is eventually discarded. Then J has been idle in P for a period of at least
. At these times it receives credits from at least one running job at the rate I(J), so it eventually receives at least
We then bound the amount of credits that is removed, (i.e. discharges or transferred) from the account of each job J. When s ≥ 7, we show that the remaining balance is nonnegative. Proof. We only consider jobs that have been scheduled since credits are only removed from the account of a job when the job is being scheduled. We first give an upper bound to the rate of transfer from J to idling jobs. The algorithm ensures that whenever J is scheduled, it is denser than all idling jobs in P . By Lemma 2.16, each job in P is at least twice as dense as the next dense job in P , except that the second least dense job need only be at least as dense as the least dense job. Therefore, if there are i idling jobs, the rate of transfer is at most
• Transfer credit to each job J ∈ P at rate I(J )
• Discharge credit at rate σ(J) 
We thus have the following main theorem. 
Corollary 2.23. There exists a speed-14 optimal algorithm for UFS-k when all jobs are tight.
Concluding Remarks
In this chapter, we have showed two lower bound results on the speed requirement for optimality: For UFS-1, no speed-s optimal algorithm exist unless s ≥ φ; for UFS-k, no speed-s optimal algorithm exist unless s ≥ 2. We have also presented a speed-O(1) optimal algorithm for UFS-k when all jobs are tight. Prior to our work, only a speed-O(log k) optimal algorithm is known.
Scheduling with Additional Processors
This chapter studies on-line algorithms using additional processors for the problems UFS-1 and UFS-k. In other words, we compare on-line algorithms that use multiple speed-1 processors with an off-line algorithm using one speed-1 processor. Without using additional resources, the best competitive ratio has a matching upper and lower bound: 4 for UFS-1 [3, 4] and (1 + √ k) 2 for UFS-k [3, 22] . For UFS-1, if additional processors are allowed, Baruah [2] gave a m-processor m/(m−1)-competitive algorithm. For example, if m = 2, the competitive ratio is improved from 4 to 2. No 1-competitive or optimal algorithm based on additional processors has been heard, let alone UFS-k. In this chapter, we present the first result on attaining constant competitive ratio and optimality using only additional processors, and we show that these results are tight up to a constant factor.
Our new algorithms are based on the Earliest Deadline First algorithm (EDF). A scheduler using EDF always runs the job with the earliest deadline. In practice, EDF is often supplemented with some kind of admission control to avoid excessive preemption when the system is overloaded. We denote EDF-AC as EDF with the following form of admission control: Upon release, a job is tested in order to get admitted for EDF scheduling. The test simply checks whether the new job together with the previously admitted jobs can all be completed by their deadlines using an EDF schedule.
The rest of this chapter is organized as follows. First, we give a two-processor optimal algorithm EDF-Plus for UFS-1 in section 3.1. Then we show in section 3.2 a simple extension of EDF-Plus can attain a 2 log k -processor 2-competitive algorithm for UFS-k. This result is asymptotically tight, as we show that no algorithm is w-processor c-competitive for any constant c unless w = Ω(log k). In section 3.3, we present a 4-processor optimal algorithm EDF-MSp for UFS-1. EDF-MSp can also be extended to give a 4 log kprocessor optimal algorithm for UFS-k.
The EDF-Plus algorithm
In this section we discuss a new algorithm called EDF-Plus which is two-processor optimal for UFS-1. It is known that EDF (and EDF-AC) is one-processor optimal for underloaded systems [9] . Yet this is not true for overloaded systems. Intuitively, it is too difficult for an on-line algorithm to select the right jobs so as to maximize the overall processing time. For example, EDF-AC would make a mistake in rejecting a long job due to the earlier admission of a shorter job with (1) Initialization:
When job J is released: (4) let J M p denote the job running in M p ; (5) if M e can complete all jobs in AC Q∪{J} using EDF
Me runs the job with the earliest deadline job in
JM p is discarded and Mp runs J (10) else (11) J is discarded (12) (13) When Me completes job J: (14) AC Q ← AC Q − {J} (15) let J Mp denote the job running in M p ; (16) if Me can complete all jobs in AC Q ∪ {JM p } using EDF (17) AC Q ← AC Q ∪ {Jp} // Mp becomes idle (18) M e runs the job with the earliest deadline in AC Q Algorithm 3.1: The EDF-Plus algorithm close deadline. We improve EDF-AC based on a simple idea. When EDF-AC mistakenly rejects a job, we give the job a second chance by scheduling it in another processor temporarily; after a while, the remaining processing time will get smaller and hopefully, the job can get admitted by EDF-AC again. Thus, the enhanced EDF-AC will be more productive. The above observation leads us to use two processors, denoted M e and M p , in the algorithm EDF-Plus. M e schedules jobs using EDF-AC. Once M e admits a job, the job is guaranteed to be completed. A rejected job is considered by M p immediately. M p aims at scheduling a rejected job temporarily. The job in M p will repeatedly attempt to migrate to M e , by going through the admission control of M e whenever M e completes a job. Note that at any time, there may be more than one job rejected by M e ; yet M p only works on the job with the longest processing time as soon as it is rejected by M e . All other rejected jobs from M e are given up immediately. Algorithm 3.1 gives the details of EDF-Plus.
Theorem 3.1. EDF-Plus is two-processor optimal for UFS-1.
In the remainder of this section, we prove Theorem 3.1 by contradiction. Assume that EDF-Plus is not optimal for some job sequence. Let I be the one containing the fewest jobs. Without loss of generality, suppose the first job is released at time 0. We first establish that for such I, EDF-Plus keeps M e busy over one continuous period (see Lemma 3. 3). Then we show in Lemma 3.4 an interesting property of the job J in I that has the latest deadline. Using these lemmas, we show that the total processing time of jobs completed by M e is more than d(J ) (see Lemma 3.5) . Note that jobs of I can only be scheduled within the period [0, d(J )]. Thus, an off-line algorithm, using one processor, obtains a total value (processing time) of at most d(J ). This contradicts that EDF-Plus is not optimal for I and we complete the proof of Theorem 3.1. Proof. Assume that M e is busy over two or more disjoint periods. Let t l be the start time of the last busy period. Partition I into two parts, one for jobs with release time before t l and one for the rest. Since EDF-Plus is not optimal for input I, at least one of the two parts gives a job sequence that EDFPlus is not optimal. This contradicts that I contains the fewest jobs.
We need the following notion to analyze J , the job with the latest deadline.
Definition. Consider any time t when M e rejects a job J (see line 5 and 16 in Alg. 3.1). That is, if M e uses EDF to schedule J together with the jobs admitted before t, some jobs J o miss their deadlines. Any such jobs J o is said to repudiates J at t. Note that a job can only repudiate itself or jobs with earlier deadlines.
Lemma 3.4. In the course of scheduling I, there is at least one time when J repudiates a job.
Proof. Suppose on the contrary that J never repudiates any job. J and all other jobs do not repudiate J when it is released; thus, J must be admitted for M e . Consider any moment after J is admitted. Any newly released job, if rejected by M e , must be repudiated by a job other than J . Recall that M e is running EDF-AC and J has the latest deadline. If we remove J from I, M e will not admit more jobs and EDFPlus loses the processing time of J without gaining anything. On the other hand, the optimal off-line algorithm loses at most the processing time of J . Thus, I − {J } is a job sequence for which EDF-Plus is not optimal. This contradicts that I contains the fewest jobs.
Lemma 3.5. The value obtained by EDF-Plus in scheduling I is more than d(J ).
Proof. By Lemma 3.4, J repudiates some job J at some time t. Note that r(J ) ≤ t ≤ d(J ) and M e must be busy at time t. Furthermore, by Lemma 3.3, M e is busy throughout the period [0, t]. By definition, at time t, using EDF to schedule the jobs currently found in AC Q and J will cause J to miss its deadline. In other words, M e is committed to process admitted jobs up to a time later than d(J ) − p(J), attaining a total value of more than d(J ) − p(J).
Next, we show that J or another even longer rejected job will be completed by EDF-Plus. After M e rejects J at time t, there are three possible scenarios: (1) J is scheduled to completion on M p ; (2) J is scheduled on M p and later migrates to M e ; or (3) J is discarded before its deadline by M p due to the presence of another rejected job with longer processing time. In the last case, EDF-Plus guarantees that a rejected job with longer processor time will eventually be completed. The value obtained in scheduling rejected jobs is at least p(J).
Therefore, the total value obtained by EDF-Plus for scheduling I is more than
Constant Competitiveness
In this section we show the additional processor requirement for achieving constant competitiveness is Θ(log k). In fact, EDF-Plus is readily to give a performance guarantee for general value density as follows.
Lemma 3.6. EDF-Plus is two-processor k-competitive for UFS-k.
Proof. EDF-Plus ignores the value density of the jobs, yet Theorem 3.1 guarantees that its total processing time on completed jobs matches that of any off-line algorithm. The best an off-line algorithm can do is to schedule jobs all with value density k. Result follows.
Theorem 3.7. There exists a 2 log k -processor 2-competitive algorithm for UFS-k.
Proof. Consider the following 2 log k -processor algorithm. Partition the jobs into log k groups, where the i-th group contains all the jobs with value density 2 i−1 ≤ ρ(J) ≤ 2 i . Each group is given two processors executing EDF-Plus independently. Within each group, the value densities differ by at most a factor of 2, so the two processors match the value obtained by any off-line algorithm for jobs of this group. Therefore, the 2 log k processors together can match the value obtained by any off-line algorithm for jobs with value densities in [1, k] . Before we prove this theorem, let us consider its consequence. Suppose there is a w-processor c-competitive algorithm for some constant c. By Theorem 3.8, we have c ≥ 1 2 w √ k, or equivalently, w ≥ log 2c k. Therefore, w = Ω(log k), and we obtain the asymptotically tight lower bound.
The rest of this section is devoted to proving Theorem 3.8. Let A be a w-processor algorithm where w < log k. Without loss of generality, we assume that k > 2 and w ≥ 1. Below we construct a job sequence to make A perform poorly. Let d = category value density processing time value Table 2 : The input job set J for uniprocessor scheduling
We consider an adversary which releases the job sequence in stages and schedules the jobs with one processor. The first stage begins at time 0 when J is released. Since there are w + 1 jobs and A uses only w processors, there is a job not running by A at time 0. Denote this job as J 0 . The adversary schedule J 0 using its only processor and release another J when it completes J 0 .
In general, at the beginning of the i-th stage, the adversary releases another J and chooses a job J i to run as follows. Note that at that time, the jobs chosen by A may not have distinct value densities as A may continue running some jobs released in previous stages. Let be the smallest category such that A runs only jobs in Category 0 to . That is, A runs jobs in Category 0 to − 1, but not any in Category . Let J i be the job in Category just released. Denote α i = as the category of J i . The last stage lasts for a time period of 1; this ensures that the deadline of every job released so far is no later than the end of the last stage. Since all jobs are tight, if a job is not scheduled to run on a processor upon release, it will definitely miss its deadline. In other words, in the middle of a stage, it makes no sense for a processor to switch to another job. Thus, we can assume that within a stage, a processor runs at most one job.
Lemma 3.10. In the i-th stage (except the last one), the value obtained by A is at most
Proof. By the definition of α i , throughout the i-th stage A runs α i jobs in Category 0 to α i − 1 and at most w − α i jobs in Category α i + 1 to w. Let us first consider jobs in Category α i + 1 to w. We show that the total value due to such jobs is at most
αi . The duration of the i-th stage is ε α i , which is long enough to complete any job in Category α i + 1 to w. Each processor running a job in Category ≥ α i +1 gives a value of (2dε) ≤ (2dε) αi+1 . Thus, the total value obtained by such processors is bounded by
Next, we consider the jobs in Category 0 to α i − 1. Recall that these α i jobs may not have distinct value densities. Nevertheless, by the definition of α i , the sum of their value densities is at most 1 + 2d + (2d) 2 + · · · + (2d) αi−1 . Assuming all these jobs are running throughout the i-th stage, the value obtained is at most
Summing the above two parts together, we conclude that the value obtained by A during the i-th stage is at most
, which completes the proof.
In the last stage, the best A can do is to complete the first w jobs just released, obtaining a total value of at most w. The adversary on the other hand completes the job with value 1.
Consider an instance of the above job sequence that consists of h + 1 stages. Let O be the value obtained by the adversary during the first h stages. By Lemma 3.10, the competitive ratio of A is at least (O + 1)/(O/d + w). Notice that w is a constant, and we can choose a sufficiently large h to make O arbitrarily large and the ratio arbitrarily close to d. Therefore, the competitive ratio of A has a lower bound of d, which is defined as
k. This completes the proof of Theorem 3.8.
Optimality
In this section we first present an algorithm called EDF-MSp which is 4-processor optimal for UFS-2. Then we show that for UFS-k, a simple extension of EDF-MSp can give a 4 log k -processor optimal algorithm. EDF-MSp uses four processors, divided into two bands, each containing two processors. When a job is released, it is first considered by Band 1, which is running EDF-Plus. If Band 1 discards the job (at line 9 or line 11 in Alg. 3.1), the job is passed to Band 2.
For any job sequence I, let A 1 and O be the sets of jobs completed by EDF-Plus and an optimal off-line algorithm OPT. For any job set S, denote S as the sum of the value of all jobs in S. We overload the symbol p(S) to denote the sum of the processing time of all jobs in S. Recall that EDF-Plus guarantees that p(A 1 ) ≥ p(O). Though jobs in O may have higher value, the importance ratio is at most two and O , the total value of O, is at most 2p(O). Optimality can be achieved if the Band 2 processors can complete a subset A 2 of jobs discarded by EDF-Plus with sufficient processing time, say, p(A 2 ) ≥ p(O). Then we can conclude that A 1 + A 2 ≥ O . Yet providing such a guarantee on p(A 2 ) seems to be very difficult. In fact, our algorithm takes advantage of a less demanding requirement, namely,
Below we derive an algorithm called MSp for Band 2 so
First of all, we note that job J passed to MSp is discarded by EDF-Plus either at r(J) or strictly after r(J). For the latter case, we observe the following property. M r attempts to schedule and complete any job discarded by (1) Initialization:
// A job in SLACK Q waits until its slack time is zero (3) (4)
When job J is passed to band 2: (5) let J r is the job running in M r ; (6) if Mr is idle or r(J) < r(Jr) (24) else (25) J is discarded The crux of the analysis of Band 2 is captured by the following theorem. Recall that with respect to a given job sequence I, A 1 and A 2 denote the set of jobs completed by Band 1 and Band 2, respectively, and I denotes the set of jobs passed to but not completed by Band 2 (i.e., I = I − A 1 − A 2 ). Furthermore, we need the following definition.
Definition. The span of a set S of jobs is the union of the spans of all the jobs in S. (E.g., the union of the spans [3, 6] and [5, 8] is [3, 8] .) Furthermore, let sp(S) be the total time included in the span of S.
Theorem 3.14. p(A 2 ) ≥ sp(I ).
Before proving Theorem 3.14, we note that Theorem 3.14 guarantees that EDF-MSp is a four-processor optimal algorithm for scheduling jobs with value densities in the range [1, 2] .
Proof. As O ⊆ I and OPT schedules at most one job at a time, we have p(O ) ≤ sp(I ). By Theorem 3.14,
Then, by Lemma 3.11, we conclude that
We prove Theorem 3.14 via the following three lemmas.
Lemma 3.16. Let J be a job passed to Band 2 at time t > r(J). Then any job J with r(J ) ≤ r(J), if passed to Band 2, must be passed on or before r(J).
Proof. Assume on the contrary that there is a job J passed to Band 2 at time t such that r(J ) ≤ r(J) < t . Consider the nonempty interval [r(J), min(t, t )]. By applying Fact 3.12 to J and J , we obtain the contradiction that M p has been running J and J during this interval.
Definition. At any time t, EDF-MSp is to said be productive on A 2 if a job J ∈ A 2 is running on one the four processors of EDF-MSp. Proof. Consider any time t 1 when M r runs a job J. The lemma holds if J is completed on M r . It remains to consider the case that J is preempted by another job J passed to Band 2 at time t 2 ≥ t 1 . By definition of EDF-MSp, r(J ) < r(J). We want to show that J is in A 2 . Note that r(J ) < r(J) ≤ t 1 ≤ t 2 . By Fact 3.12, J is running on M p during the period [r(J ), t 2 ]. By Lemma 3.16, all jobs passed to Band 2 after t 2 ≥ r(J ) are released later than J . Therefore, J cannot be preempted by these jobs and can run up to completion on M r . Thus, J is in A 2 and EDF-MSp is productive on A 2 during [r(J ), t 2 ] and in particular at time t 1 . Proof. By Lemma 3.17, it suffices to show that M r is busy during the span of J. We divide the span into three periods (which may not all exist) and argue M r is busy in each period.
• Consider the period from r(J) to the time t o when J is passed to Band 2. Suppose t o > r(J). Assume, for the sake of contradiction, that M r is idle at a certain time t ∈ [r(J), t o ]. Then all jobs passed to Band 2 before t should have been completed or discarded by t; otherwise M r should schedule one at t. In other words, any job J found in Band 2 after time t must be passed to Band 2 at time after t > r(J). By Lemma 3.16, if J = J , then r(J ) > r(J). When J is passed to Band 2 at t o , it can preempt the job currently in M r (if exist) and will not be preempted afterward. Therefore, J can run up to completion on M r , contradicting that J is discarded by EDF-MSp.
• As J is discarded eventually, it must have put into SLACK Q at least once. Consider the period from t o to the last time t when J is removed from SLACK Q for consideration of M d . At any time within this period, J is in SLACK Q or is processed by M d or M r . In the first two cases, M r cannot be idle because of Fact 3.13 (i.e., J is eligible for scheduling on M r ).
• At time t , M d attempts to schedule J. Recall that J is discarded by EDF-MSp. J must be preempted before its deadline. By definition of M d , this must be due to a job J with a later deadline. Note that J may possibly be further preempted or migrated to M r . In all cases, at any time within the period [t , d(J)], there is at least one job with deadline on or after d(J) scheduled by either M r or M d . In the latter case, by Fact 3.13, M r must be busy with some other job.
We are now ready to prove Theorem 3.14, i.e., p(A 2 ) ≥ sp(I ).
Proof of Theorem 3.14. First of all, p(A 2 ) is at least the total time during which EDF-MSp is productive on A 2 . Lemma 3.18 ensures that for any job J ∈ I , EDF-MSp is productive on A 2 during the span of J. In other words, EDF-MSp is productive on A 2 during the span of I . Therefore, p(A 2 ) ≥ sp(I ).
EDF-MSp can serve as a building block for handling jobs with general importance ratio.
Theorem 3.19.
There exists a 4 log k -processor optimal algorithm for UFS-k.
Proof. Consider the following 4 log k -processor algorithm. Partition the jobs into log k groups, where the i-th group contains all the jobs with value density in the range
Each group is given 4 processors executing EDF-MSp independently. Within each group, the value densities differ by at most a factor of 2, so the four processors match the value obtained by any off-line algorithm for jobs of this group. Therefore, the 4 log k processors together can match the value obtained by any off-line algorithm for jobs with value densities in [1, k].
Concluding Remarks
In this chapter, we have presented a 2-processor optimal algorithm for UFS-1. Extending this algorithm gave a 2 log kprocessor 2-competitive algorithm and a 4 log k -processor optimal algorithm for UFS-k. These results are asymptotically tight as we have showed no p-processor O(1)-competitive or optimal algorithm exist unless p = Ω(log k).
Multiprocessor Scheduling
In this chapter, we consider the competitiveness of on-line algorithms using additional resources for MFS-k. I.e., for any integer m ≥ 2, we are interested in comparing the performance of on-line algorithms using m or more possibly faster processors against an off-line algorithm using m processors. Without additional resources, Koren and Shasha [21] gave an algorithm called MOCA that has a competitive ratio of
log k log k+1 . They also showed a lower bound of In section 4.1, we extend MOCA to using additional processors and prove that it is O(log k)-processor O(1)-competitive. We also show that Ω(log k) times additional processors (i.e., Ω(m log k) processors) are required to achieve constant competitiveness.
The algorithms SLACKER [17] and MSLACKER [25] allow a trade-off between the speed and the competitive ratio. For example, using a speed-3 instead of a speed-2 processor, the competitive ratio can be improved from 21 to 7. In section 4.2, we consider an extension of MSLACKER. We show that to reduce the competitive ratio of MSLACKER, we can use additional speed-s processors instead of increasing the speed requirement s. For instance, when s = 2, MSLACKER can be improved from 21-competitive to 5-processor speed-2 5-competitive.
Competitiveness with Additional Processors
In this section we prove that Θ(log k) additional processors are required to achieve constant competitiveness. The analysis is very similar to the proof of Theorem 3.8. Given any w-processor algorithm A, we consider job set J consisting of m(mw + 1) tight jobs. Denote λ = k 1/mw . The jobs are divided into mw +1 categories, each with m jobs and value densities 1, λ, λ 2 , · · · , λ mw−1 , and λ mw . Note that the importance ratio of the jobs is λ mw = k. We call these jobs Category 0, 1, 2, · · · , mw − 1, and mw, respectively. Let ε be a small constant such that ελ < 1/k, i.e., ε < k −(1+1/mw) . The job set J is shown in Table 3 .
category value density processing time value Since all jobs are tight, if a job is not scheduled to run on a processor upon release, it will definitely miss its deadline. In other words, in the middle of a stage, it makes no sense for a processor to switch to another job. Thus, we can assume that within a stage, a processor runs at most one job.
Lemma 4.3. In the i-th stage (except the last one), the ratio of the value obtained by the adversary to that by A is at least m(
Proof. By the definition of α i , throughout the i-th stage A runs α i jobs in Category 0 to α i − 1 and at most mw − α i jobs in Category α i + 1 to mw. Let us first consider the jobs in Category α i + 1 to mw. The duration of the i-th stage is ε αi , which is long enough to complete any job in Category α i + 1 to mw. Each processor running a job in Category ≥ α i + 1 gives a value of (ελ) ≤ (ελ) α i +1 . Thus, the total value obtained is bounded by
Next, we consider the jobs in Category 0 to α i − 1. Recall that these α i jobs may not have distinct value densities. Nevertheless, by the definition of α i , the sum of their value densities is at most 1 + λ + λ 2 + · · · + λ α i −1 . Assuming all these jobs are running throughout the i-th stage, the value obtained by A is at most
Therefore, the ratio of the value obtained by the adversary and A is at least
The denominator is increasing with α i for α i < mw since
Thus, the minimum occurs at α i = mw. The competitive ratio is at least
In the last stage, the best A can do is to complete the first mw jobs just released, obtaining a total value of at most mw. The adversary on the other hand completes the m jobs with value 1.
Consider an instance of the above job sequence that consists of h + 1 stages. Let O be the value obtained by A in the first h stages. By Lemma 4.3, the competitive ratio of A is at least (m(
Notice that mw is a constant, and we can choose a sufficiently large h to make O arbitrarily large and the ratio arbitrarily close to m(
. Therefore, the competitive ratio of A has a lower bound of m(
. This completes the proof of Theorem 4.1.
(1) Initialization:
When job J is released: (5) if J can be admitted by a Me i for some i (6) Me i admits J and reschedule according to EDF (7) else ( 
if there exists an idling Md i (18) Md i runs J (19) else (20) Denote Md i as the Md running a job J i with the earliest deadline 
Upper bound
We now show that O(log k) additional processors is sufficient to achieve constant competitiveness. Consider a multiprocessor scheduling algorithm (MSA) with 2wm processor (i.e., MSA is a 2w-processor algorithm). The processors are divided into wm bands, each consisting of 2 processors denoted as Me and Md. Me schedules jobs using EDF-AC 3 . A rejected job is considered by Proof. Consider the following 2w log k -processor algorithm. Partition the jobs into log k groups, where the i-th group contains all the jobs with value density in the range
Each group is given 2w processor executing MSA independently. Within each group, the value densities differ by at most a factor of 1 + k w , so the 2w processors match the value obtained by any off-line algorithm for jobs of this group. Therefore, the 2w log k processors together can match the value obtained by any off-line algorithm for jobs with value densities in [1, k] .
Notice that w is a constant, and thus the algorithm is constant competitive when given O(log k) additional processors. For instance, when we take w as 2, the algorithm is 4 log kprocessor 2-competitive.
The rest of this section is devoted in proving Theorem 4.4. For any input job sequence J, denote A J and O J as the set of jobs completed by MSA and an off-line algorithm, respectively. Consider any input job sequence I. Partition I into two subsets: those jobs that are completed by MSA (denoted S), and those that are not completed by MSA (denoted F). Recall that S = J∈S v(J) for any job set S. Proof. Recall that O F is the set of jobs completed by the offline algorithm with input F. By Lemma 4.7, whenever a job in F can be scheduled, all the mw Me's in MSA are busy. By the definition of EDF-AC, all jobs scheduled in Me's are executed to completion. Therefore, all these jobs are in A I . At any instance, for each job running by the off-line algorithm, we can find w distinct jobs running in Me's. The best the offline algorithm can do is to schedule m jobs in A I each with value density k. Thus,
Lemma 4.6 (The Lost Value Lemma [21]). For some con-
Proof of Theorem 4.4. The competitive ratio of MSA is
Additional Processors and Competitive Ratios
For uniprocessor scheduling, the algorithm SLACKER given by Kalyanasundaram In this section we show that MSLACKER has a natural extension for additional processors. Specifically, MSLACKER is a w-processor speed-(1 + 2δ) (1 + −1 , for MFS-k. The improvement is more significant when the speedup is low. Figure 6 shows the competitiveness of MSLACKER with and without using additional processors. For example, with speed-2 processors, the original MSLACKER is 1-processor speed-2 21-competitive. With this extension, the competitive ratio can be improved to 2-processor speed-2 11-competitive, or 5-processor speed-2 5-competitive. The trade-off for the case of speed-2 processors is illustrated in Figure 7 . This result should be contrasted with the Ω(log k) speed-1 processor lower bound we have shown in the previous section.
MSLACKER is parameterized by two real values δ > 0 and c > 1. MSLACKER is equipped with mw speed-s processors where s = 1 + 2δ, and keeps an initially empty set of privileged jobs M . At any time, MSLACKER runs all jobs in M if M has mw or fewer jobs; otherwise, it runs the mw highestvalue-density jobs in M . When a job J is released, J is added to M if M contains less than mw jobs, or ρ(J) ≥ c · ρ(J 0 ) where J 0 is the mw-th highest-value-density job in M . If J cannot be added to M immediately, the same checking will be done to J again whenever a job is completed, up to time
Notice that when a job completion occurs, if there are jobs other than J waiting to be added into M , we perform the checking for them in an arbitrary order. A job is removed from M if either it is completed, or it is certain to miss its deadline. Figure 8 shows how MSLACKER considers a job for execution. 4 Notice that the definition of fresh here is different from the one in page 7. The analysis is essentially the same as the original proof for MSLACKER. Intuitively, MSLACKER is very conservative and can complete most of the jobs added into M . We make use of the following fact that is proved in [25] , which states that S is at least a significant fraction of R . R .
We also show that the way MSLACKER selects the jobs guarantees that O cannot exceed R too much (Lemma 4.11) by observing the following property. We are now ready to show the upper bound of O .
Intuitively, each job in O u must be fresh for a large proportion of the time when off-line chooses the job for execution. On the other hand, Lemma 4.10 guarantee that at such time MSLACKER must have chosen jobs with large value density for execution. Details are as follows.
For any job J in O u , define a 1 (J) (respectively a 2 (J)) to be the total amount of time when the adversary executes J while J is fresh (respectively J is no longer fresh). By definition, a 1 
To derive an upper bound of O , we consider a 1 (J) for each job J ∈ O u . By definition, every job J ∈ O u is not completed by MSLACKER. At any time when the adversary executes a job J ∈ O u while J is fresh, Lemma 4.10 tells us that MSLACKER either executes J, or executes mw jobs each of value density at least ρ(J)/c. In general, at any time t, let X t be the set of fresh jobs in O u currently executed by the adversary; then for each job J ∈ X t , either it is running by MSLACKER, or we can identify w distinct jobs currently executed by MSLACKER with job density at least ρ(J)/c. In other words, the total value density of jobs in X t is at most c/w times the total value density of jobs currently executed by MSLACKER. To bound J∈O u a 1 (J)ρ(J), it suffices to consider the sum over all time t of the total value density of jobs in X t , which is at most c/w times of the sum over all time t of the total value density of jobs executed by MSLACKER at time t. Note that each job J ∈ R can contribute a quantity of at most ρ(J) 
Concluding Remarks
We have showed that for MFS-k, Θ(log k) additional processors are required to attain a constant competitive ratio. We have also showed how to use additional processors to improve the competitive ratio of MSLACKER.
Conclusion

Summary
In this thesis, we have discussed the use of additional resources, namely, faster and additional processors, for the online firm deadline scheduling problem. We considered this problem under different settings: uniprocessor or multiprocessor scheduling, uniform or general value density, and optimal or constant competitive algorithms. Table 4 and 5 below summarize the up-to-date results. Results marked with the a cross ( †) are shown in this thesis.
Notice that for competitive results (Table 5) , only the order of magnitude is given. This is because the absolute value of resource requirement can be tuned according to the desired competitive ratio.
In addition, we have also shown the following two results:
• A speed-O(1) optimal algorithm for UFS-k when all jobs are tight.
• The trade-off between additional processors and competitive ratio for multiprocessor scheduling.
Discussion
Speed versus processors
Intuitively, one speed-x processor and x speed-1 processors offer similar power -to allow x units of work to be done in one unit of time. Yet the results show that speed is much more powerful; indeed, to achieve constant competitiveness for general value density, O(1) times faster processors are sufficient, but not for any w-processor algorithm unless w = Ω(log k).
In fact, the major difference between speed and processors lies on their power to "correct mistakes", i.e., what the online algorithm can do once it realizes that it has not scheduled jobs that will be completed by the optimal off-line algorithm. When faster processors are used, the on-line algorithm can catch up the optimal off-line algorithm by scheduling those jobs with its extra speed. However, this is not feasible when using additional processors. Algorithms with additional processors can only schedule more jobs, hoping that the value it obtains from those jobs is enough to compensate for any mistakes in choosing the jobs. When k = 1, jobs are equally important and the difference is not that significant. This is not true for general value density, where quality outbids quantity. This explains the O(log k) requirement for general k.
Optimality with a faster processor
For UFS-1, the speed requirement for achieving optimality in the uniform-value-density setting is in the range [φ, 2]. We conjecture that the lower bound (φ ≈ 1.618) is the real bound, i.e., there exists a speed-φ optimal algorithm. However, the new algorithm would be very different from EDF-AC as we conjecture that the new algorithm must be able to discard jobs it has previously scheduled.
For UFS-k, the speed requirement for optimality is in the range [2, 4 log k ]. The upper bound is very different from that for constant competitiveness, where speed-O(1) is sufficient for the latter. On the other hand, with the tight jobs assumption, a speed-O(1) optimal algorithm is found. We believe that tight jobs are the most difficult cases, as most known lower bound results are all based on tight jobs only. This suggests that there is room for improvement for the upper bound. Indeed, we conjecture that the upper bound can also be improved to O(1).
Optimality in multiprocessor scheduling
No algorithm is known to be optimal using additional speed-1 processors for multiprocessor scheduling. The major difficulty in providing such guarantee is on bounding the total value obtained by an off-line algorithm. The optimal schedule changes dramatically upon the introduction of an additional job, which makes comparisons between on-line and off-line schedules intractable. By making rough approximations, it is possible to come up with competitive algorithms. Yet a more precise analysis is required for any optimality result.
Moreover, little is known about the co-operations between processors. In fact, most of the algorithms simply partition the jobs according to their value density and assign them to different sets of processors, instead of using the processors as complement of each other. A better understanding of multiprocessor scheduling is the key to solve this problem.
Open Problems
This work leads to a few possible research directions:
• No result is known for achieving optimality using only additional processors for multiprocessor scheduling. What guarantees can be given when only additional processors are available?
• We have assumed that migration is allowed with no cost. Recent works (e.g. [16, 20] • Can matching bounds for achieving optimality with a faster processor for uniprocessor systems be found? In particular, is it possible to find speed-φ and speed-O(1) optimal algorithms for uniform and general value density, respectively? • The speed requirement, even with a constant speed factor, may not always be feasible. Given the Ω(log k) lower bounds for additional processors in many settings, a more realistic approach is to use more slightly faster processors instead. Precisely, given a speed factor s slightly larger than 1, how many speed-s processors are sufficient to guarantee optimality? The trade-off in Section 4.2 answers part of this question.
• Can the upper bounds be improved by making use of randomization? • What guarantees can be given for other objectives, for example maximizing job completions or minimizing response time? • Most lower bound results make use of tight jobs. If there is guarantee on the "tightness" of the jobs (e.g., the ratio of the span to the processing time), can we find algorithms using less additional resources? * No additional resources is needed to achieve constant competitiveness; indeed, D over is 4-competitive without using any additional resource [22] .
‡ EDF-AC, using a speed-3 processor, is already 1-competitive for MFS-1 [25] .
