We investigate the stabilization of unstable multidimensional partially observed single-sensor and multi-sensor linear systems driven by unbounded noise and controlled over discrete noiseless channels. Stability is achieved under fixed-rate communication requirements that are asymptotically tight in the limit of large sampling periods. Through the use of similarity transforms, sampling and random-time drift conditions we obtain a coding and control policy leading to the existence of a unique invariant distribution and finite second moment for the sampled state. We use a vector stabilization scheme in which all modes of the linear system visit a compact set together infinitely often. We prove tight necessary and sufficient conditions for the general multi-sensor case under an assumption related to the structure of such systems. In the absence of this assumption, we give sufficient conditions for stabilization.
I. INTRODUCTION A. Problem Statement
In this paper, we consider the class of multi-sensor LTI discrete-time systems with both plant and observation noise.
The system equations are given by
where x t ∈ R n and u t ∈ R m are the state and control action variables at time t ∈ N respectively. The observation made by sensor j at time t is denoted by y j t ∈ R pj . The matrices A, B, C j and random vectors w t , v j t are of compatible size. The initial state, x 0 , is drawn from a Gaussian distribution.
Assumption 1.1: The noise processes {w t } and {v j t } are each i.i.d. sequences of multivariate Gaussian random vectors with zero mean. At time t, both w t and v j t are independent of x t and eachother. Assumption 1.2: We require controllability and joint observability. That is, the pair (A, B) is controllable and the pair ([(C 1 ) T · · · (C M ) T ] T , A) is observable but the individual pairs (C j , A) may not be observable. The setup is depicted in Figure 1 . The observations are made by a set of M sensors and each sensor sends information to the controller through a finite capacity channel. At each time stage t, we allow sensor j ∈ {1, . . . , M } to send a quantized value q j t ∈ {1, 2, . . . , N j t } for some N j t ∈ N. In addition, the controller can send a feedback value b t ∈ {0, 1}, which is seen by all sensors at time t (see Figure 1 ). We define the rate at time t as R t = M + M j=1 log 2 (N j t ), accounting for the quantized and feedback values. Now, suppose that the coding scheme is applied periodically, with period T . The rate for all time stages is then specified by {N j 0 , . . . , N j T −1 : 1 ≤ j ≤ M }. The average rate is Information structure. For a process {x t } we define
B. Notation
We denote the indicator function of an event E by 1 E . We will use R m×n to denote the space of real m × n matrices and R n to denote the space of real n dimensional vectors. We let R n + be the space of real n dimensional vectors with all entries nonnegative. Unless otherwise stated, all vectors are assumed to be column vectors. For any x ∈ R n we write x = x 1 · · · x n T where x i ∈ R is the i th entry. We define the absolute value operation for vectors as the componentwise absolute value. That is, |x| = |x 1 | · · · |x n | T . For a matrix A ∈ R n×n we denote its transpose by A T and determinant by det(A). If it is invertible, we denote the inverse by A −1 . We let Λ(A) denote the set of eigenvalues of A. The p norm is denoted by · p and defined as
We write x y otherwise.
The observability matrix of sensor j is A) ) and the observable subspace is defined
C. Brief Literature Review
Due to space limitations, we are unable to give a fair account of the literature. We refer the reader to the book [1] for a thorough review of the networked control literature and [2] and [3] for a general overview of some of the related results.
There has been an extensive study in networked control theory regarding quantizer design for both stabilization and optimization. References [4] , [5] and [6] obtained a lower bound on the average rate of the information transmission for the finiteness of second moments. For the system (1), letting {λ i } be the set of eigenvalues of A, this bound is
The characterization of minimum information requirements for multi-sensor and multi-controller linear systems with an arbitrary topology of decentralization has been studied in various publications and the fundamental bounds have been extensively studied in [1] , [7] [8], [9] , [10] , [11] , [12] , [13] , [14] , [15] and [16] . When a linear system is driven by unbounded noise, the analysis is particularly difficult since the bounded quantizer range leads to a transient state process (see Proposition 5.1 in [5] and Theorem 4.2 in [17] ). For such a noisy setup, a stability result of the form lim sup t→∞ E[ x t 2 ] < ∞ was presented for noisy systems with unbounded support in [5] , which uses a variable-rate quantizer. Under this scheme, the quantizer is applied with a very high rate during some time intervals. More recently, a fixed-rate scheme was presented in [2] for a scalar noisy system using martingale theory, which achieved the lower bound plus an additional symbol required for encoding. The existence of an invariant distribution was established under the coding and control policy presented, along with a finite second moment of the state. That is,
[18] considered a general randomtime stochastic drift criteria for Markov chains and applied it to binary erasure channels in a similar spirit.
We structure the paper as follows. In Section II, we study single-sensor systems and give our main result for such systems, Theorem 2.3. Section II-D outlines the proof of Theorem 2.3. The more detailed proofs can be found in Section V-A. In Section III, we study multi-sensor systems and give our main result for such systems, Theorem 3.3. Some basic definitions and results from Markov chains and stochastic stabilization are provided in Section V-B.
II. SINGLE-SENSOR SYSTEMS

A. Problem Statement
Consider the class of single-sensor LTI discrete-time systems with both plant and observation noise. The system equations are given by
where x t ∈ R n , u t ∈ R m and y t ∈ R p are the state, control action and observation at time t respectively. The matrices A, B, C and the noise vectors w t , v t are of compatible size. The initial state, x 0 , is drawn from a Gaussian distribution. We label the eigenvalues of A as λ 1 , . . . , λ n . Without loss, we assume that A is in real Jordan normal form and that The setup is depicted in Figure 2 . The observations are made by the sensor and sent to the controller through a finite capacity channel. At each time stage t, we allow the sensor to send an encoded value q t ∈ {1, . . . , N t } for some N t ∈ N. We define the rate of our system at time t as R t = log 2 (N t ). Now, suppose that the channel is used periodically, every T time stages. The rate for all time stages is then specified by {N 0 , . . . , N T −1 }. The average rate is Information structure. At time t, the sensor maps its information
B. Main Result
Our main result for single-sensor systems is the following: Theorem 2.3: There exists a coding and control policy with average rate R avg ≤ 1/(T 2n) n i=1 log 2 ( |λ i | T 2n + + 1) for some > 0 which gives:
(a) the existence of a unique invariant distribution for
Theorem 2.4: The average rate in Theorem 2.3 achieves the minimum rate (3) asymptotically for large sampling periods. That is, lim T →∞ R avg = R min .
Proof of Theorem 2.4: This follows from elementary calculus.
C. Coding and Control Policy
For now, assume that A has only one eigenvalue λ. We will see later how this assumption can be made without loss.
Put K = |λ| + for some parameter > 0 and consider the following scalar (K + 1)-bin uniform quantizer. Assuming that K is even, this is defined for k ∈ {1, 2, . . . , K} as
is called the overflow region. If the state is in the granular region, that is if |x| ≤ K 2 ∆ then we say the quantizer is perfectly-zoomed. Otherwise, we say it is under-zoomed.
We write our quantizer as the composite function
At time t, we associate with each component
We will actually be applying our control policy with system (9) where y s is a meaningful estimate of the state x s . Let our fixed rate be N t = K n +1 for all t ∈ N. Choose any invertible function f : {1, . . . , K} n → {1, . . . , K n }. We then choose the encoded value
We assume without loss that A is a Jordan block with eigenvalue λ. The update equations are
for some ρ > 1 and with
for some 0 < η < and L ∈ R n + . Note that if we definē L = L|λ|/(|λ| + − η) then ∆ i t >L i for all 1 ≤ i ≤ n and all t ∈ N.
Bin ordering. We set L = c∆ 0 , for some 0 < c ≤ 1.
With our update equations and our choice of L we get that the ordering is preserved over all time stages. That is,
for all i odd. Thus, we have divided the complex modes into their conjugate pairs and set their initial bin sizes to be equal. Our initial condition implies that ∆ i t = ∆ i+1 t for all i odd and t ∈ N. For any δ > 0 we can choose
Under our information structure, the update equations (6) can be applied at the sensor and the controller. Our vector quantizer is implementable and at time t the controller knowŝ x t . We choose the control action u t = −Ax t .
D. Outline of Proof for Theorem 2.3
Lemma 2.5: We can sample every 2n time stages and apply a similarity transform to x t in (4) to obtainx s = Px 2ns with s ∈ N for some invertible matrix P. This new state satisfies the following system of equations:
x s+1 =Āx s +ū s +w s ,ȳ s =x s +v s .
The control actionū s ∈ R n is chosen arbitrarily by the controller and the elimination of the B matrix can be justified by sampling. The estimateȳ s ∈ R n at time s is known by the sensor. By a slight abuse of notation, we will rewrite system (8) as
where x s ∈ R n , u s ∈ R n and y s ∈ R n are the state, control action and observation at time s respectively. Define the sequence of stopping times
Theorem 2.9: (a) For any r > 0 and any polynomial of finite degree Q(k) there exists a sufficiently large H such that Q(k)P (τ z+1 − τ z > k | x τz , ∆ τz ) ≤ r −k for all k > H and for all z ∈ N.
We define the compact sets
for some F > L 1 where L 1 is a component of L as described in Section II-C. Lemma 2.10: For some γ > 0, the following drift condition holds:
For λ ∈ C, the above also holds with ∆ 2 in place of ∆ 1 . For x ∈ R n , we say that x i and x i+1 are a conjugate pair if i is odd. To simplify notation in the complex eigenvalue case we find it convenient to define for any x ∈ R n , the set
Theorem 2.11: Let λ ∈ R. For i = n, there exists a κ > 0 such that
If lim s→∞ E[(x k s ) 2 ] < ∞ then the above holds for i = k−1. For λ ∈ C, with i = n − 1, there exists a κ > 0 such that
If lim s→∞ E[(x k s ) Txk s ] < ∞ then the above holds for i = k − 2.
Proof of Theorem 2.3: (a) We know from Lemmas 2.7 and 2.8 that the process {x s , ∆ s } is an irreducible Markov chain. The set S is small (see Section V-B and [18] 
For λ ∈ C, we have that the drift condition (10) in Lemma 2.10 also holds with ∆ 2 s in place of ∆ 1 s since they are equal. We choose
The general result follows by induction.
III. MULTI-SENSOR SYSTEMS
A. Main Result
We consider (1). The following theorem extends the classical observability canonical decomposition to the decentralized case.
Theorem 3.1: Under Assumption 1.2, there exists a matrix Q such that if we defineĀ = QAQ −1 then
where the * 's denote irrelevant submatrices and eachĀ j ∈ R nj ×nj .
Proof of Theorem 3.1: The proof follows from basic linear algebra arguments and can be found in [19] .
Let us label the Jordan blocks of A as J 1 , . . . , J . Let V i be the (possibly generalized) eigenspace corresponding to J i . That is, if v i,1 , . . . , v i,di are the (possibly generalized) eigenvectors associated with J i then V i = span{v i,1 , . . . , v i,di } and has dimension d i .
Assumption 3.2: Each eigenspace is observed by some sensor. That is, for each
The following is the main result of this section: 
B. Sufficient Conditions for the General Multi-Sensor Case
In the general multi-sensor case, Assumption 3.2 allowed us to diagonalizeĀ in (12) in Theorem 3.1. Without this assumption, the lower components of the state act as noise for the upper components. For Theorem 3.5 below, let us write Λ(Ā j ) = {λ j,1 , . . . , λ j,nj } whereĀ j is given in (12) .
Theorem 3.5: There exists a coding and control policy which gives the existence of a unique invariant distribution for {x 2nt } and lim t→∞ E[ x 2nt 2 ] < ∞. In the limit of large sampling periods, we get lim
Theorem 3.6: If the eigenvalues ofĀ M , . . . ,Ā 1 in (12) are ordered in decreasing magnitude then Theorem 3.4 holds without Assumption 3.2. That is, the theorem holds if for λ i ∈ Λ(Ā i ) and λ j ∈ Λ(Ā j ) we have that |λ i | ≤ |λ j | when i < j.
Proof of Theorems 3.5 and 3.6: Follows from the singlesensor case. See [19] .
IV. CONCLUSION
In this paper, we have presented a coding and control policy which achieves the minimum rate asymptotically in the limit of large sampling periods. We extend this result to the multi-sensor case under the assumption that each eigenspace is observed by some sensor. In the absence of this assumption, we give sufficient conditions for achieving stability. In all cases, we establish the existence of a unique invariant distribution for the sampled state and a finite second moment of the state. These strong forms of stability have not been considered in the literature for such systems to our knowledge. The proofs use random-time drift criteria for Markov chains. Proof of Theorem 2.9: i) Exponential Bound. Let us define the noise vector w τz,
and note that it is multivariate Gaussian. We define ξ = |λ| + /(|λ| + − η) > 1 and let N denote the nilpotent matrix. It then follows that
where (13) hold for all k ≥ H for some H sufficiently large and in the special case of k = 1. In the case k = 1 we choose δ sufficiently small such that ξ − 1 − δn > 0. Equation (13) holds for some 1 < ρ < ρ. Σ τz,k is the covariance matrix of w τz,k . From (13) , we can see that (b) holds. It is possible to show for some constants c 1 , c 2 > 0 that λ max (Σ 1 ) ≤ c 1 k 2n+1 , det(Σ τz,k ) ≥ c 2 . Combining this with (13) we get that
where C is the appropriate constant.
ii) Geometric Bound. It is straightforward to show that lim k→∞ r k Q(k)exp − e k k c = 0 for c > 0. Combining this with (14) gives the result.
Proof of Lemma 2.10: We take λ ∈ R. The proof for λ ∈ C is identical. We use the abbreviations P z (k) =
Put r > ρ 2 |λ| 2 . Using Theorem 2.9, we can bound the first term in (10) using the law of iterated expectations as follows
We have defined the constant
The series converges since it is geometric. Similarly, we can bound the term E[(∆ 1 τz+1 ) 2 | x τz , ∆ τz ]. Using the law of total expectation, we get
where we have defined
There exists a ζ such that 0 < ζ < 1 − (|λ|/(|λ| + − η)) 2 . We know from Theorem 2.9 that lim ∆τ z →∞Pz (1) = 0. Recall that ∆ i s ≥L i for all t ∈ N. Then, we choose L large enough to get an appropriateL such thatP z (1)G 2 < ζ. We put γ = (1 − (|λ|/(|λ| + − η) 
In the above, we have used Jensen's inequality. We have
The fact that M i is finite for 2 ≤ i ≤ n−1 follows from induction in the proof of Theorem 2.3. Theorem 2.9 then guarantees that κ = 6
B. Review of Markov Chains and Stochastic Stability
Let φ = {φ t , t ≥ 0} be a Markov chain with a complete separable metric state space (X, B(X)), and defined on a probability space (Ω, F, P), where B(X) denotes the Borel σ−field on X, Ω is the sample space, F a sigma field of subsets of Ω, and P a probability measure. Let P (x, D) := P (φ t+1 ∈ D|φ t = x) denote the transition probability from x to D.
Definition 5.1: For a Markov chain, a probability measure π is invariant on the Borel space (X, B(X)) if π(D) = X P (x, D)π(dx), ∀D ∈ B(X).
Definition 5.2: A Markov chain is µ-irreducible if for any set B ∈ B(X) with µ(B) > 0 and ∀x ∈ X, there exists some integer n > 0, possibly depending on B and x, such that P n (x, B) > 0, where P n (x, B) is the transition probability in n stages. That is P (φ t+n ∈ B|φ t = x). Definition 5.3: A set A ⊂ X is small if there is an integer n ≥ 1 and a positive measure µ satisfying µ(X) > 0 and P n (x, B) ≥ µ(B), ∀x ∈ A, B ∈ B(X).
Definition 5.4: A set A ⊂ X is ζ−petite on (X, B(X)) if for some distribution Z on N (set of natural numbers), and some non-trivial measure ζ, ∞ n=0 P n (x, B)Z(n) ≥ ζ(B), ∀x ∈ A, B ∈ B(X).
In the following, let F t denote the filtration generated by the random sequence {φ [0,t] }. Define a sequence of stopping times {T i : i ∈ N + }, measurable on the filtration described above, which is assumed to be non-decreasing, with T 0 = 0.
Theorem 5.5: [18] Suppose that we have a ϕ-irreducible Markov chain φ. Suppose moreover that there are functions V : X → [a, ∞), β : X → [a, ∞), f : X → [a, ∞), for some a ≥ 0, small set C, constant b ∈ R and consider:
If a = 1 and (18) holds then φ is positive Harris recurrent with some unique invariant distribution π. If a = 0, (18), (19) hold and φ is positive Harris recurrent with some unique invariant distribution π then we get that lim t→∞ E[f (φ t )] < ∞.
