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iI„N^T_R 0 D U^C_C_I 0 N
El objet ivo de esta tesis no es otro que 
el de abordar el estudio del problema de la toma de décision 
en las organizaciones.
Ciertamente, puede sospecharse que la so- 
luciôn del problema no es fâcil. El inventerio de cuestiones a |
contempler para intenter su solution es lo suficientemente am- j
plio e intenso para que tenga que conformarse con describir las |
mas importantes, a mi juicio, con objeto de establecer un pa-- |
tron racional de actuation que guie el curso de accidn a seguir. |
[
Es decir, se trata de ofrecer un posible enfoque sobre los cri- j
terios e instrumentes que pueden utilizer se para aproxiraarnos 
a la soluciSn del mèneionado problema decisional. I
El objeto de estudio -la toma de decisiôn- 
se refiere a un tipo de instituciones deliberadamente organiza- 
das, es decir, conjuntos sociales por medio de los cuales los 
ind ividuo s tratan de alcanzar sus fines, es tructurando para -- 
ello sus act ividades como funciones diferenciadas, bajo ciertas 
normas suficientemente explicitadas. De t a 1 manera, dicho grupo 
organizado se diferencia de otros agrupamientos por su cafâcter 
formai y contînuo, por la definition contre ta de su campo de --
acciôn y de su medio ambiente interno. Dicho conj unto dispone 
de una "per sonalidad" tal que sus comportamiento s observables 
exceden a la mera suma de las conductas individuales de sus -- 
component e s. Este comportamiento jinergico de la organizacion 
unido al hecho de ser capaces de generar nuevos comportamien- 
tos y objetivos, como consecuencia de su interacciôn con el me^  
dio externo, me lleva a considerarlas como sistemas abiertos.
Las diverses teorîas de la organizacion 
durante mucho tiempo se habian olvidado de la importancia de la 
decision limitandose a considérer la en el estilo de la d irecc ion
Sin embargo la necesidad de tomar decisio- 
nes constituye un hecho basico en el proceso organizational y - 
es por lo que la problemâtica de la decision salta a un primer 
piano del esfuerzo cientîfico. La teorîa de la decision se ca- 
racteriza por dos facetas en particular; por un lado: la inter^ 
pre tac ion de aquella parte de la decision calculable mediante 
procediraientos cuantitativos para encontrar soluciones, y por 
otro el conoc imiento de la decision como proceso intelectual, 
es decir, su propia organizacion.
La toma de decision en el âmbito de unâ orga­
nizacion es un acto complejo, pues en general no se limita a una 
sola persona, sino que es el resultado de una accion combinada 
de personas, y/o grupos distintos cada uno de las cuales ha apor^ 
tado su contribucion a su formulaciôn definitiva. Surge por coii 
siguiente la necesidad de analizar como se organiza la toma de 
decision en el sistema.
El anilisis del problema que suscita la aproxi- 
macion crîtica al objetivo de este trabajo deviene, necesarla­
mente, de contemplar a la organizacion como una entidad, la -- 
cual para la consecucion de los objetivos que se propone utili- 
za, junto a otros recursos, tecnicas cuya évolue ion sigue en el 
tiempo a la de su organizacion. El deseo de una mayor eficacia 
en el empleo de dichas tecnicas provoca la necesaria elaboration 
de modelos que manif lesten de forma cada vez mas real el grado de 
conoc imiento del "contexto" en el que tiene que adopter se la me^  
j or alternative que todo problema de decision conlleva. En -- 
otras palabras : el "vacio ambiental" que describe el llamado am 
biente de incertidumbre convier te a esta situac ion en poco réa­
liste teniendo en cuenta que eh el mundo actuel es factible, -- 
con relativos o pocas dificultades, conseguir algun tipo de in­
formation sobre cualquier problema organizacional sobre el que
haya de tomarse una decision.
Uno de los déterminantes de la varied a - 
tipologia de los problemas que se analizan en la teorîa de la
decision hace referencia a la situation en la que el "decisor" 
(sea este una persona, grupo o entidad) se encuentra respecto 
de la information acerca de la presentation de los "estados de 
la naturaleza".
Asi, certeza, riesgo e incertidumbre son 
très termines que compor tan la description de très situaciones 
distintas caracterizadas por niveles de information en grado - 
diferente.
La caracterizacion de c&da una de estas - 
très situaciones es bien conocida. En cualquier caso^ y pa­
ra estas situaciones,se tons id eran as ignada s medidas précisas 
a los distintos grades de probabilidad. Sin embargo este puede 
no ser el unico camino. Cabe intentar el anâlisis de los pro- 
cesos de forma de decision bajo el supuesto de que la asigna—  
ciôn de taies medidas précisas a los grados de probabilidad -- 
sea discutida y, por ello, solo sea posible, y como consecuenr . 
cia de mero juicio de comparât ion, que la probabilidades a --
asignar a los estados de la naturaleza sean solo ord enables.
Esta nueva situacion, asi caracterizada, 
va a generar una metodologîa que se conocerâ con el nombre -- 
"anâlisis de la decision basado en valor es esperados extremos" 
en tanto que el crîterio de eleccion seguirâ slendo, como en 
la situacion de riesgo, el de valor esperado, asumiendo no -- 
obstante que la determination précisa del valor esperado por 
alternative no es posible, al no ester precisadas las probabi­
lidades de los estados de la naturaleza, y sî, sin embargo, es 
posible la determination de los valores esperados extremos, 
que es lo que en ultima ins tancia justifica el nombre dado a 
esta metodologîa.
Por ultimo, pero no en ultimo lugar , mi mas 
carinoso recuerdo a todas aquellas personas que, de diverses 
maneras, me ayudaron a lo largo de mi vida. Sin elles esta iri 
troducciôn serîa una pagina en blanco.
PRIMERA PARTE : El Sistema Organizativo.
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1. UNA "NUEVA" METODOLOGIA INTEGRADORA TRANSDISCIPLINAR.
El concepto sistema ha llegado a desempe^ 
nar una funcion crîtica en la ciencia contemporânea. Esta no^  
ciôn de sistema, con frecuencia vaga y ambigua, es, no obstan 
te, empleada hoy en un numéro creciente de disciplinas, por - 
su poder de unification y de integration. Asî se habla del si^ 
tema econômico, del sistema politico, del distema educativo, 
de los sistemas f ilosôf icos o de los sistemas organizados, en­
tre otros, donde se puede hallar la palabra sistema. Esta pre£ 
cupaciôn de los cientîficos en general se ve reflejada en par­
ticular entre los dedicados a la ciencia de la organizécion p£ 
ra quienes el enfoque sistêmico para afrontar los problemas es 
fundamental y para quienes las organizaciones, un tipo especial 
de sistemas, constituyen el principal tema de estudio.
Mas alla del vocabulario, de las analogies 
y de las metâforas existe un enfoque comun para mejor compren- 
der y describir la complej idad organizada. Tal enfoque unifica- 
dor ha nacido en el curso de las ultimas decadas, del desarro- 
llo de varias disciplinas,entre las cuales se cuentan la biolo­
gie, la teorîa de la informacion, la teorîa dë la comunicaciôn, 
la cibernetica, la teorîa de juegos, la teorîa de la decision.
la teorîa de la organizacion y la teorîa de los sistemas.
No es una idea nueva: lo que es nuevo, es 
la integration de las disciplinas realizadas en su entorno.
Este enfoque transdisciplinar se conoce como enfoque sistémi- 
co . No hay que tons iderarlo como una "ciencia", una "teorîa" 
o una "disciplina", sino como una metodologîa que permite reii 
nir y organizar los conocimientos con vistas a una mayor efic^ 
cia en la acciôn.
El enfoque sistêmico considéra los sistemas 
tornades en conj unto y no en sus partes individuales. Este enfo­
que se preocupa por la actuation del sistema en conj unto aun 
cuando se contemplen cambios en tan solo una o en algunas de -- 
sus partes y es to es asî porque existen ciertas propiedades de 
los sistemas que solo pueden estudiarse de una manera adecuada 
desde un punto de vista individual. Estas propiedades se deri- 
van de las relaciones entre las partes del sistema: como las - 
partes se interaccionan unas con otras y como se acoplan.
En un sistema con una organizacion imperfec^ 
ta, aun cuando todas sus partes funeionen lo mejor posible en 
relac ion con sus propios objetivos, el sistema total no habra
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de funcionar tan bien como debiera en relation con sus propios 
objetivos. El enfoque sistêmico exige, por tanto, que el objeto 
se estudie como un sistema de conexiones cualitativamente deter^ 
minado, interrelacionado en todos sus elements s .
Cada elements del sistema se analiza como 
parte de un todo, frecuentemente como un subsistema cuyas fun­
ciones y comportamiento quedan determinados por las caracter 
ticas générales de todo el sistema. Las caracterîsticas del si^ 
tema dependen de las peculiaridades de sus elements s , pero no 
son la mera union de estas peculiaridades. El comportamiento 
del sistema depends de las relaciones entre las partes del mis -
Tarabiên es preciso situar el enfoque sistê­
mico con respecto a otros enfoque s con los que frecuentemente - 
se confunde. Como dice ROSNAY el enfoque sistêmico sobrepasa y 
engloba al enfoque cibernêtico cuyo fin principal es el estudio 
de las regulac iones en los organismes vivo s y en las maquinas. 
Se distingue, asi mismo, de la Teorîa General de Sistemas cuyo 
fin consiste en describir y englober en un formalisms matemati- 
co el conj unto de los sistemas encontrados en la Naturaleza. -- 
Igualmente se sépara del analisis de sistemas. Este mêtodo es -
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solo una de las herramientas del enfoque sistêmico. Considerado 
aisladamente, reduce un sistema a sus component es e interaccio- 
nes elementales. Por ultimo, nada tiene que ver con la sistema- 
tica, que consiste en abordar un problema de manera secuencial.
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2. LA NOCION DE SISTEMA.
La mayorîa de los estudiosos del enfoque 
sistêmico convienen en que el origen del mismo se halla en los 
estudios de L. von Bertalanffy (1.901-1.972) de los anos trein 
ta, y en publicaciones posteriores del mismo en los anos que 
siguieron a la II Guerra Mundial, que senalaban la iraportancia 
de considérer el organisme como un todo o sistema (1).
Otros teôricos parecen disentir de esta - 
opinion acerca del origen del enfoque sistêmico. Por ejemplo, 
Rosnay (2) lo situa en los trabajos de Wiener y de McCulloch - 
en el Massachusets Institute of Technology (MIT) en los anos - 
cuarenta. Asî mismo nos dice que paralelamente la Society for 
General Systems Research creada, entre otros, por Beralanffy - 
(al que se unieron el matematico Rapoport, el biologo Ashby y 
el economists K. Boulding, entre otros) tratan de extender el 
enfoque a los sistemas sociales y en particular a la empress.
Forrester coincide con Rosnay al senalar 
el MIT como origen; atribuye los primeros avances en este te- 
rreno al analizador diferencial de Bush, a los trabajos sobre 
sistemas de retroalimentaciôn de Wiener y a la teorîa de los
13
servomecanismos de Hazen (3).
El propio Bertalanffy explica el desa-- 
rrollo de la teorîa sistemica a partir de la coincidencia en 
el tiempo de très lîneas fundamentales de investigaciôn en —  
très zonas distintas, aunque relacionadas: la Cibernética, - 
de Wiener (1.948); la Teorîa de la Informacion, de Shannon y 
Weaver (1.949); y la Teorîa de los Juegos, de Von Neumann y 
Morgenstern (1.947) (4).
Bertalanffy sostiene que una teorîa ge­
neral de sistemas es una "exploraciôn cientîfica de to talida­
des y de todos, que has ta hace poco tiempo se consideraban como 
nociones metafîsicas, mas alla de los limites de la ciencia"
(5) .
Existen ciertas igualdades, corresponden- 
cias y similitudes que, al alcanzar el nivel necesario de equ^ 
Valencia se llaman "isomorfismos". Los isomorfismos constitu —  
yen la base de una teorîa general de sistemas. Ademâs de una - 
teorîa general de sistemas es posible encontrar en Bertalanffy 
una tecnologîa de sistemas, una filosofîa de sistemas, d iv id id a 
en "ontologîa de sistemas" (que comprends los "sistemas reales"
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como el sistema ecologico, los "sistemas concepctuales", co^  
mo la lôgica, las matemâticas y la mu sica, y los "sistemas 
abstractos", como la ciencia), una "epistemologîa de sistemas" 
y los "valores" (6).
Berlatanffy senala cinco fines principa­
les de una teorîa general de sistemas que se pueden resumir - 
en : |
1) hay una tendencia a la integraciôn de |
las ciencias sociales y naturales; >
t
2) esta integraciôn esta centrada en una '
teorîa general de sistemas;
3) la teorîa general de sistemas puede - 
ser un medio importante de conseguir - 
una teorîa exacta en las ciencias no
fîsicas;
4) esta teorîa nos aproxima a la unidad de 
la ciencia; y
5) esta teorîa puede conduc ir a una necesa 
ria integraciôn de la educaciôn cientî- 
f ica ( 7) .
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Por lo tanto, la tarea de una teorîa 
general de sistemas es formulât los "principios que son val^ 
dos para los sistemas en general, cualquiera que sea el ca-- 
racter de sus elementos componentes y las relaciones o fuer- 
zas entre ellos" (8).
En el campo de la ingenierîa Forrester 
percibe la importancia del enfoque sistêmico en la concepciôn 
y control de organizaciones complej as.en que intervengan hom- 
bres y maquinas interconecfados en "tiempo ral". En 1.961 créa 
la dinâmica industrial en la que trata a las empresas como —  
sistemas cibernêticos, para simular e intentar preveer su com 
portamiento.
En 1.964, extiende la dinâmica industrial 
a la de los sistemas urbanos. F inalmen t e , en 1.971, generalize 
sus anteriores trabajos creando una nueva disciplina, la "Din^ 
mica de Sistemas", y publies la obra World Dynamics, que serv^ 
r â de base a los trabajos de Meadows sobre los limites del cre^  
c imiento.
El propio Forrester senala que "Una vez 
que se acepten la estructura y los principios que rigen los sis
temas, êstos habrân de ayudar mucho para explicar las contra^ 
dicciones, clarificar las ambiguedades y resolver las contrjo 
versias en las ciencias sociales. Una estructura de sistema 
habrîa de dar a la educaciôn en asuntos humanos el mismo im- 
petu que la estructura de las leyes f îsicas ha dado a la tec^ 
nologîa. Las ciencias sociales serân mas fâciles de ensenar 
si pueden descansar sobre un cuerpo de principios comunes a 
todos los sistemas, sean humanos o têcnicos. Los conceptos de 
sistemas deberîamos encontrar un fundamento comun, que sosteii 
ga y unifique a las "dos culturas" de las ciencias y la huma- 
nidades. En muchos âmbitos, la educaciôn habrîa de acelerar- 
se" (9).
Para Van Gigch el planteamiento sistê­
mico naciô para satisfacer las necesidades de generalizaciôn, 
simplificacion, integraciôn, optimizaclôn, evaluaciôn, plani- 
ficaciôn y control por lo que "la visiôn de sistemas trata de 
encontrar generalizac iones en relaciôn al modo en que se orgjs 
nizan los sistemas, a los medlos por los que los sistemas re- 
ciben, almacenan, elaboran y recuerdan inf ormac iôn y a su mo­
do de funcionamiento; esto es, el modo en que los sistemas -- 
actuan, responden y sa adaptan a los diversos estîmulos de eci 
trada desde el medio" (10).
)
( 1
i :
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Â Craves de numerosas publicaciones el 
profp'or Laszlo (colaborador de Bertalanffy) ha desarrollado 
un gran trabajo en relacion a la filosofîa de sistemas. Los - 
fundamentos de esta filosofîa se hallan en los conceptos de - 
perspectivisme (trata de evitar el dogmatisme), deduccion crea^ 
dora (nexo entre la ciencia contemporânea y la teorîa general de 
sistemas) y los modelos de modelos (sîntesis de la teorîa ge­
neral de sistemas).
Para Laszlo "le que se requiere ahora, 
en primer lugar , es la coordinacion de esos modelos de siste­
mas, formulados de modo independiente, en una teorîa general 
de sistemas" (11).
El enfoque moderno de los sistemas es 
especialmente atractivo para la sociologîa, segun Buckley, por^ 
que promete elaborar:
1) un vocabulario comûn, unificador de 
las diversas disciplinas "de la con­
ducts" ;
2) una tecnica del tratamiento de la or^  
ganizaciôn amplia y compleja;
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3) un enfoque sincético que no toléra el 
anâlisis fragmentario, en razân de la 
imposibilidad de tratar, fuera del -- 
concepto total, laa cooplicadas interre^ 
laciones de las partes ;
4) un punto de vista que refleja la esencia 
de la sociologîa, porque concibe el si£ 
tema sociocultural con referenda a re­
des de informacion y comunicaciôn ;
5) el estudio de las relaciones antes que 
de las "entidades", atribuyendo espe-- 
cial importancia al proceso y a las pr£ 
babilidades de transicion en cuanto ba­
ses de una estructura flexible, con mu- 
chos grados de libertad;
6) un estudio definible operacionalmente - 
objetivo y no antropomorfico de la inte£ 
cionalidad, la conducts sistémica perse- 
cutoria de metas, los procesos cognosci- 
tivos simbolicos, la conciencia y el aut£ 
percataraiento, y la emergencia y la dina 
mica socioculturales, en general (12).
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El sociologo Homans usa los conceptos si£ 
temicos como una base para su investigacion empirics de los - 
grupos sociales. Desarrollo un modelo para sistemas sociales, 
que puede servir como una base apropiada para pequenos grupos 
as I como para grandes organizaciones. Segun su punto de vista 
una organizacion esta compuesta de un sistema externo y un si£ 
tema interno de relaciones que son interdependientes. Existen 
tres elementos en un sistema social: las tareas que desarrolla 
la gente; las interacciones que ocurren entre la gente cuando 
desarrolla sus tareas, y los sentimientos que se desarrollan - 
entre las personas. Estos elementos son interdepend lent es entre 
SI (13).
Para Boulding la teorîa general de sistemas 
no pr tende ser una ciencia de "practicaaen te todo" sino que --
"es un nombre de uso generalizado para describir un nivel de -- 
construcciôn teorica de modelos, que reside en algun punto en—  
tre las construeciones muy generalizadas de las maternât icas pu - 
ras y las teorîas especîficas de las disciplinas especializa-- 
das" (14).
El premio Nobel H. Simon ha estudiado a las 
organizaciones como sistemas complejos del proceso de toraa de -
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decision. Simon ha buscado en diverses campos nuevos conocimieii 
tos disciplinarios que se puedan integrar a sus teorîas dé la 
organizacion. Sin embargo, el denominador comun, tanto en sus 
investigaciones como en sus escritos, ha sido la ut ilizac ion 
del enfoque sistemico. "El termino sistema se usa cada vez mas 
con relacion a metodos de anâlisis cientîfico que se adoptan 
particularmente para explicar aspectos complejos" (15).
La teorîa organizacional tradicional ut ili- 
z6 un enfoque que se basaba en un sistema cerrado muy bien es- 
tructurado. En contraste, la teorîa moderna se ha orientado h£ 
cia el enfoque de sistema abierto.
"Las cualidades distintivas de la teorîa or­
ganizacional moderna const ituyen su base analîtica conceptual, 
su confianza en los datos de investigacion empîrica, y sobre t£ 
do, su naturaleza sintetizadora e integradora. Estas cualidades 
estân enmarcadas por una filosofia que acepta la premise de que 
el sistema es la unica manera signif icativa de estudiar a las - 
organizaciones" (16).
El Tavistock Institute of Human Relations de 
Londres, es uno de los defensores mas fuertes del enfoque de --
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sistrna abierto. Como resultado de varios estudios de inve£ 
tigacion en la industrie minera, text il y de manufacturas - 
de Inglaterra y otros paises, este grupo desarrollo el con­
cepto de sistema sociotécnico (17). También resaltaron que 
la organizacion es un sistema abierto que interacciona con 
su medio.
A pesar de la importancia del concepto de 
sistema y de la atencion que ha recibido y que sigue recibieii 
do, no tenemos aûn un conj unto integrado y coherente (o sea, 
un sistema) de taies concepto s . Se utilizan diferentes têrmi- 
nos para referirse a una misma cosa y el mismo termine se -- 
utiliza para referirse a cosas diferentes.
En una primera aproximacion podemos définir 
un sistema como un "complejo de elementos en mutua interaccion"
(18). De aquî que podamos decir que un sistema es un ente que 
esta compuesto cuando menos de dos elementos y de una relacion 
existante entre cada uno de sus elementos con respec to a cuando 
menos o t ro elemento del conjunto. Cada uno de los elementos del 
sistema se relaciona con los deraâs elementos en forma directe 
e indirecte. Adicionalmente, ningun subconj unto de elementos - 
dej a de estar relacionado con cualquier otro subconj unto.
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Para Bertalanffy el sistema es "un corn 
Plej o de elementos que actuan recîprocamente". Esta definicidn 
pone de relieve que los componentes especîficos del concepto 
de sistema son: un conjunto de elementos, la existencia de r£ 
laciones entre ellos y el carâcter de totalidad del conjunto |
dado .
Forrester senala que las partes agrupa- 
das en el sistema han de "operar juntas con un objetivo comdn"
(19). La definiciSn pone de relieve que un estudio sistemico 
no es posible sin el anâlisis del objetivo. Considerando las 
relaciones orientadas hacia la consecucion de un objetivo como 
una cualidad de la propia estructura que détermina todo el pr£ 
ceso de desarrollo y da estabilidad a los elementos estructura^ 
les.
Para Scur "estructura es un conjunto de 
element os jerârquicos entre los cuales existen relaciones. Si£ 
tema es un conjunto de conexiones jerarquicas entre los elemeti 
tos de la estructura dada" (20).
Rapoport considéra dos caminos para dé­
finir los sistemas" una définie ion que permite conocer los —
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objetos mas importantes sin ambiguedades y otra segun la -- 
cual, un sistema es una parte del mundo, percibida como una 
unidad y capaz de mantener su "identidad" a pesar de todos 
los cambios que sufre (21).
Para Berrien la palabra sistema "se r£ 
fiere a una coleccion de procesos o eventos interrelaciona- 
dos, abarcados por una frontera reconocible" (22).
Mshvenieradze dice que "un sistema es - 
una totalidad dinamica de elementos en la que la interaccion 
produce propiedades de integracion nuevas, no réductibles a 
las de sus componentes, tomados por separado. Por lo demas, 
el prop io sistema es activo y ac tua sobre los elementos cons- 
titutivos, lo cual no puede comprenderse correct amente sino 
a traves del anal is is sistemico" (23). Como podemos observar 
esta definicion pone de relieve la importancia de la relacion 
entre el todo y las partes.
Hall y Fagen estiman que "un sistema es 
un conjunto de objetos unido a las relaciones entre dichos - 
objetos y entre sus atributos", siendo los objetos o componeri 
tes del sistema; los atributos, las propiedades de los obje—
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tos, y las relaciones, "aquello que pone en uni6n al sist£ 
ma" (24).
Parsons subraya la importancia de los conce£ 
tos de interdependencia de las partes y la dinamica del sistje 
ma: "La propiedad general mis importante de un sistema es la 
interdependencia de las partes o variables. La interdependen 
cia consiste en la existencia de relaciones determinadas en­
tre las partes o variables, en contraste con el azar de la - 
variabilidad. En otros târminos, la interdependencia es orden 
en las relaciones entre los componentes que integran un sis­
tema" .
Como podemos adver t ir no existe una "unica" 
definicion de la palabra sistema (ver Âpéndice I). Parece que 
ünicamente se alcanza un acuerdo general acerca del concepto de 
sistema en el mis bajo de los niveles, esto es, la idea de que 
el sistema es algo como una estructura compuesta de parte^que 
9e interrelacionan. Posiblement e es que ninguna "definicion" de 
la palabra sistema pueda résultat sa t isf ac t or ia . Solo es fecuti 
da la nocion de sistema.
La nocion de sistema no se deja fâcilmente en-
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cerrar en una definicion. En ella circulan los conceptos pr£ 
venientes de todas las disciplinas. Mas alia de las analogias, 
esta circulacion permite buscar lo que es comun a los mas d£ 
versos sistemas. No se trata ya de reducir un sistema a otro, 
considerado como mej or conocido; ni de transponer lo que se s£ 
be d ■> un nivel de comp le j idad inferior a otro nivel. Se trata 
de segregar principios générales, estructurales y funcionales, 
que puedan aplicarse tanto a un sistema como a otro. En virtud 
de esos principios se hace posible organizar los conocimientos 
en modelos mas fâcilmente comunicables. Despues, utilizer alg£ 
nos de estos modelos en la reflexion y en la accion. La nocion 
de sistema aparece asî en sus dos aspectos complementarios: pe£ 
mit ir organizar los conocimientos y hacer la accion mâs eficaz.
De lo expuesto anteriormente se deduce con 
facilidad que si bien el origen y el propio concepto de sistema 
son cuestiones controvertidas y por lo tanto abiertas a la di£ 
eus ion y susceptibles de diferentes enfoques, no es menos cisr- 
to que existen una serie de conceptos que exigen alguna preci­
sion .
Sin ânimo exhaustivo sino meramen t e enuncia- 
tivo cabe destacar como propiedades o caracterîsticas de los —  
sistemas las siguientes.
»
I V I I W U t l l
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Limites del sistema: El concepto de limite ayuda a entender 
la d is t inc ion entre sistemas cerrados y sistemas abiertos.
El sistema cerrado tiene limites rigidos e impénétrables, - 
mientras que los. abiertos tienen limites permeables entre el 
propio sistema y el suprasistema general.
I
Considerar las organizaciones como sist£ 
mas abiertos sugiere que existen limites que las separan del 
medio. Los limites son las lineas o regiones de demarcacion 
para la definicion de las actividades apropiadas del sistema, 
para la admis ion de miembros dentro del sistema y otros comp£ 
nentes del sistema. Los limites constituyen barreras para mu- 
chos tipos de interacciones entre la gente de dentro y fuera, 
pero incluyen algunos dispositivos que facilitan c1ertos tipos 
particulares de transacciones necesarias para el funcionamlen­
to de la organizacion, es decir establecen el dominio de las 
actividades de esta.
En una organizacion social no son tan fa- 
cilmente identificables como en los sistemas fisicos, biologi- 
cos o mecânico8 ya que estân determinados principalmente por las 
funciones y actividades de la organizacion lo que hace que -- 
sean mâs bien ambiguos y permeables siendo flexibles y variables
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en el tiempo por causa de las ya cicadas actividades y fun­
ciones .
Otro concepto clave es el de retroaliment£ 
c ion. Wiener define la re t roalimentac ion como la "regulaciôn 
de un sistema por medio de la reinsercion en 11 de los resul- 
tados de su actividad" (26).
El concepto de retroalimentaciôn es muy im­
portante para entender como mantienen los sitemas un equilibrio 
dinâmico. A través del proceso de retroalimentacion, el sistema 
recibe contxnuamente informacion desde su medio externo, lo que, 
le ayuda a ajustarse.
El mantenimiento de la homeostasis en el - 
organisme vivo, depende de una continua retroalimentacion de 
informacion que ese organisme recibe de su ambience.
La retroalimentacion puede ser tanto posi­
tiva como negativa. A fin de que el sistema se mantenga en e£ 
tado de equilibrio (es decir, que sobreviva), es necesario que 
la informacion producida por el mecanismo de retroalimentacion 
genere una accion negativa del propio sistema, corrigiendo, -
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con ello, su evoluciôn.
A este respecto van Gigch dice: "Este mec£ 
nismo (el de retroalimentacion), se basa en el principio de 
reinformar una porcion del producto (output), para controlar 
el ingreso (input). Podemos tener retroalimentacion positiva 
en la que el multiplicador entre input y output es de tal ai£ 
do que el output aumenta con los incrementos del input y re­
troalimentacion negativa, en la que el output disminuye a m£ 
dida que aumenta el input. La retroalimentacion positiva ll£ 
va, por lo general, a la inestabilidad del sistema, mientras 
que la retroalimentacion negativa se utiliza para conseguir 
un control astable del sistema" (27).
Como podemos observar por lo que antecede 
la retroalimentaciân es de vital importancia para las organ^ 
zaciones complej as, las cuales deben recibir contînuamente -- 
impulses de inf ormac ion desde su ambiante. Es asî mismo evi-- 
dente que las teorîas de retroalimentacion suponen un progr£ 
so con respecto a la simple dualidad conductisca del estîmu- 
lo y la respuesta. Con todo, la vision de la retroalimentacion 
tiene un cierto carâcter mecanicista, que dificulta su aplica- 
cion a las organizaciones humanas.
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Otra propiedad importante de los siste­
mas abiertos es la equifinalidad : "En los sistemas abiertos 
cabe alcanzar el mismo estadio final a partir de condicio-- 
nes inicialas distintas gracias a la interaccion con el me­
dio. Esta propiedad recibe el nombre de equifinalidad. Los 
sistemas no vivientes, dotados de una retroalimentacion ad£ 
cuada, tienden hacia estados de equilibrio que no dependen 
unicamente de las condiciones iniciales sino, mas bien, de 
las pres iones que se ej ercen sobre los sistemas. El movimiento 
hacia este estado final concede al sistema no viviente un - 
as pec to de comportamiento finalista que esta reservado es-- 
trictamente a los sistemas vivientes" (28).
Este enfoque sugiere que la organizacion 
social puede lograr sus objetivos con diferentes insumos y 
actividades. Por lo tanto, el sistema social no esta restrirt 
gido por la simple relacion causa-efecto de los sistemas ce­
rrados .
La equifinalidad de los sistemas sociales 
tiene importancia relevante para la administracion de organ£ 
zaciones comp lej a s. La relacion de sistema cerrado causa-efe£ 
to, adoptada de las ciencias fis icas, sugeriria la existencia
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de una mej or manera para lograr un determinado objetivo. El 
concepto de equifinalidad indica que la administracion puede 
usar un grupo variable de insumos en la organizacion para - 
transformerlo de diferentes maneras y lograr una produccion 
satisfactoria. La extension de este enfoque sugiere que la 
fune ion administrativa no es necesariamente la busqueda de 
una solucion optima rîgida, sino que se debe disponer de una 
variedad de alternatives satisfactorias .
Es importante asi mismo resaltar el con 
cepto de jerârquia: "La subdivision jerârquica no es una cja 
racterîstica que sea peculiar a las organizaciones humanas. 
Virtualmente es un elemento comun en todos los sistemas com 
plejos de los cuales se tiene conocimiento. Existen fuertes 
razones para creer que casi cualquier sistema de suficiente 
complej idad debe tener la estructura de cuartos-dentro-de - 
cuartos que se observa en las organizaciones actuales. La - 
razon para la j erar qtiizac ion va mucho mâs alla de la neces^ 
dad de unidad de mando u otras considéréeiones relacionadas 
con la autoridad" (29).
Un sistema es tâ compuesto de subsistemas 
de orden menor y tambien forma parte de un metasistema. For
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lo tanto existe cierta jerârquia entre los componentes del 
sistema. La estructura jerârquica no solo se relaciona con 
los niveles , sino que se basa en la necesidad de agrupamieii 
tes, combinaciones de subsistemas en un sistema mâs amp 1io, 
con el objeto de coordinar las actividades y procesos. En - 
las organizaciones complej as existe una jerarquizaciôn de 
procesos y de estructura.
Otra importante propiedad es la isomorfîa.
Los isomorfismos son los rasgos elementales présentes en t£ 
dos los sistemas, que hace que estos (los sistemas) sean t£ 
les y que permite potenciar una teorîa general de los mismos, 
es decir, resuelven el problema de las similitudes sin caer 
en el error de las identidades entre sistemas. 0 como dicen 
Hall y Fagen: "En muchas ciencias hay instancias en las que 
las tecnicas y la estructura general contienen un parecido - 
es trecho con tecnicas y es tructuras s imilares en otras cien­
cias. Una correspondencia lineal entre los objetos, que pré­
serva las relaciones entre los mismos objetos, es lo que ll£ 
mamos un isomorfismo".
"En el desarrollo y evolucion orgânica, par£ 
ce ocurrir, una transicion hacia estados superiores de orden 
y diferenciacion. La tendencia hacia la coraplicacion cada vez
%)
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mayor ha sido indicada como una caracterîstica de la natur£ 
leza viviente como opuesta a la inanimada " (30). Esta mlsma 
caracterîstica se observa en las grandes organizaciones que 
tienden hacia el logro de mayor diferenciacion y especializa 
cion entre sus subsistemas internes. En las grandes organiza^ 
clones complej as es évidente, el gran numéro de departamentos 
y actividades especializados. Esta tendencia es denominada - 
por algunos autores como crecimiento a través de elaboracién 
interna es una caracterîstica propia de los sistemas abiertos. 
En los sistemas cerrados sujetos a las leyes de la fîsica, el 
sistema se mueve hacia la entropîa y desorganizacién. En con­
traste, los sistemas abiertos parecen tener la tendencia opue£ 
ta, y sc mueven para cr ear la dif erenciacion y* niveles mas al^  
tos de organizacion.
Si la equifinalidad caracteriza las posi- 
bilidades de subs is tenc ia de los sistemas y el modo en que es­
tos tratan de alcanzar sus cbjetivos, la complejidad es una - 
propiedad de los sistemas orientada a mantener a estos en situ£ 
cion de intercambio de mat er îa y energîa con el medio. Cabe se- 
nalar siguiendo a Buckley que "El concepto clave de complej i- 
dad organizada -definido como una reunion de entidades interc£ 
nectadas por una red complej a de relaciones- debe d is t inguirse
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de, 1) "la simplicidad organizada" -un complejo de compone£ 
tes relativamente invariables vinculados por una secuencia r£ 
gurosa o una aditividad lineal, sin circuitos cerrados en la 
cadena causal-, y 2) la "complej idad caotica" -un vasto numé­
ro de componentes que no necesitan identificarse espec if ica-- 
mente, y cuyas interacciones pueden de scr ib ir se en termines 
de cantidades o gradientes distribuidos en forma continua, - 
como en la mecânica estadîstica-" (31).
La complej idad aparece unida a la posibili^ 
dad de es tabilidad (y consiguiente subs istencia) del sistema. 
Esta estabilidad se logra por medio de dos mécanismes que a - 
menudo entran en conflicto. En primer lugar, para mantener un 
equilibrio, deben tener mécanismes de mantenimiento que aseg£ 
ren que los distintos subsistemas es tan balanceados y que el 
sistema total se mantiene en equilibrio con su medio. Las fue£ 
zas de mantenimiento son conservadoras e intentan prévenir el 
sistema contra cambios tan rapides que originen el desequili-- 
brio de los distintos subsistemas y el sistema total . En segu_n 
do lugar los mécanismes de adaptation son necesar ios para sum 
nistrar un equilibrio dinâmico tal que cambia a través del 
tiempo. Por lo tanto, el sistema debe tener mécanismes de ada£ 
tac ion que le permitan responder a los cambios internos y exter
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nos. Si el sistema ha de sobrevivir, debe elaborar subes- 
tructuras de mantenimiento para conservar las paredes de Va 
masa social en su lugar. No obstante, aun esto no serâ suf1- 
ciente para asegurar la sobrevivencia de la organizacion. E£ 
ta existe en un ambiante con demandas cambiantes. Las estru£ 
turas adaptativas se desarrollan en las organizaciones para 
generar las respuestas apropiadas a las condiciones externes.
En cuanto a otra importante propiedad, la 
de equilibrio dinâmico, cabe decir que los sistemas cerrados 
estâir süjetos a la fuerza de entropie qtie se increments has ta 
que eventualmente se detiene todo el sistema. La tendencia h£ 
cia la entropie mâxima es un movimiento hacia el desorden, -- 
ausencia compléta de transformée ion de recursos, y muerte. En 
un sistema cerrado, el cambio de entropla siempre debe ser p£ 
sitivo. Sin embargo, en los sistemas abiertos biologicos o ^o_ 
ciales, la entropla puede ser reducida y aun puede transformer^ 
se en entropla negative, es decir, un proceso de organizacion 
mâs complète y de capacidad para transformer los recursos. E£ 
to es posible porque en los sistemas abiertos los recursos —  
(materiales, energîa e informacion) utilizados para reducir el 
proceso de entropla se toman del medio externo, Asimismo, los 
sistemas vivientes se mantienen en un estado astable, y pueden 
evitar el incremento de la entropla y aun desarrollarse hacia 
estados de orden y organizacion creciente (32).
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La organizacion artificial o social que 
puede continuât la importée ion de nuevos componentes huma- 
nos y otros recursos, y con objeto de continuât su funcion£ 
miento puede ser capaz de éliminât indefinidamente el proc£ 
so de entropîa. Sin embargo, la unica manera en la cual las 
organizaciones pueden éliminât la entropîa es por la import£ 
cion continua de mater iales, energîa e information en una -- 
forma o en otra, transformândolos y redistribuyendo los re-- 
curSOS al medio externo.
Como se vio anteriormente un sistema abie£ 
to puede lograr un estado en que el sistema permanezca en equ£ 
librio a través del fluj o continue de materiales, energîa e i£ 
formation. Esto se conoce con el nombre de estado astable. Es­
ta relation entre la entropîa negativa y el estado astable pa­
ra los organismes vives y los sistemas sociales fué sugarida 
por Emery y Trist.
En contradiction con los objetos fisicos, 
cualquier entidad sobreviva importando cierto tipo 
de materiales del medio externo, y a su vez los -- 
transforma con sus prop io s sistemas y caracterîsti- 
cas, y envia otros tipos hacia el medio externo. Me
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diante este proceso el organismo obti£ 
ne energîa ad ic ional que lo convier te 
en "negetrôpico", es decir que es capaz 
de lograr la estabilidad en un estado - 
estâtico independiente del tiempo -cond 
cion necesaria de adaptabilidad para las 
varlaciones del medio (33). f |
El estado astable tiene un signif icado ad ic i£ 
nal; dentro del sistema organizacional, los distintos subsis­
temas han logrado un balance entre las interrelaciones y fuer- 
zas que permitan que el sistema total trabaje efectivamente.
En los organismos biologicos el término homeostasis se aplica 
al estado astable del organismo. En las organizaciones sociales, 
no existe un estado astable absolu to sino mâs bien un equilibrio 
dinâmico, en constante ajuste entre las fuerzas internas y el 
ambiante. La organizacion social intenta acumulçr ciertos ex­
cédantes de recursos que le ayuden a mantener su equilibrio y 
a mit igar algunas de las posibles var iac iones en el fluj o de 
requerimientos del medio.
Es asî mismo importante la caracterîstica o - 
propiedad de totalidad. En el enfoque sistemico la totalidad 
es el principio segun el cual el sistema existe porque sus --
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partes estân interrelacionadas.
Para Mesarovic, la vision de sistemas "si^ 
nifica que uno considéra la totalidad de los aspectos de un 
problema en lugar de concentrar la atencion en un fenomeno 
aislado, como sucede con la vision analîtica, tradicionalmen­
te utilizada en la investigacion empîrica" (34).
No nos extenderemos mâsaeste respecto pues 
como se puede deducir fâcilmente la idea de totalidad no es 
mâs que el principio sobre el que se basa la idea misma de - 
sistema.
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3. LA ORGANIZACION COMO SISTEMA.
El enfoque sistemico como aproximac ion 
especîfica al estudio de las organizaciones formales, nacio 
a modo de reaccion ante los errores y contradicciones de las 
aproximaciones precedences. En el proc«so de los conocimien­
tos humanos, la introduccion del método cientîf ico ha tenido 
lugar lentamente y no sin dificultades y resistencias. Lo -- 
mismo ha sucedido por lo que respecta a las teorias sobre la 
organizacion. En este sentido haremos una breve referenda a 
los antecedences o escuelas que preceden al enfoque sistemico
Bajo la denominacion de escuela clâsica - 
se incluyen tanto Taylor y el movimiento de la organizacion 
cientîfica, como Fayol y sus seguidores de la escuela de la 
departamentalizacién. Las dos corrientes distintas de pensa- 
miento, aunque diferentes bajo muchos aspectos, en su esen-- 
cia no se excluyen recîprocamente, sino que aparecen comple­
mentar ias la una de la otra: la primera formula principios de 
direccion de carâcter particular y especîf ico, aplicables en 
el nivel del trabajo ejecutivo; la segunda enuncia principios 
y teorîas de carâcter general, aplicables en todos los campos 
y niveles de actividad organizativa, y sobre todo en el nivel 
de alta direccion.
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La escuela clâsica esta impregnada de - 
determinismo, por cuanto construye las propias teorîas so­
bre el supuesto de que todos los elementos del sistema son 
datos y que a cada accion corresponde una consecuencia pré­
cisa, predeterminable con certeza. Tiene ademâs una vision 
estrecha de la estructura formai de la organizacion, y des- 
cuida completamente los problemas surgidos de la personalidad 
de los individuos, de las interacciones recîprocas, de la o£ 
ganizaciôn informai, de los conflictos intra-organizativos, 
de los procesos de decision a los diversos niveles.
Sobre la base de los estudios de Hawthorne 
se introducen e integran las ciencias del comportamiento hum£ 
no en las teorîas sobre la organizacion. Se aceptan en general 
los postulados de la escuela clâsica, pero anadiendo las mod£ 
f icac ione s derivadas del compor tamiento humano y de la influeii 
cia de la organizacion no formai, o sea, de aquellos grupos -- 
que se crean espontâneamente, naturalmente, entre aquellos -- 
que viven en los ambientes de trabajo, en respuesta a las pr£ 
pias necesidades asociativas e independientemente y mâs allâ 
de las es truc turas formales e impersonales . De aquî el nombre 
de escuela neoclâsica o conductis ta.
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En definitiva, la escuela neoclâsica da 
un duro golpe al excesivo racionalismo de los teôricos de 
la escuela llamada clâsica e, invirciendo el planCeamiento 
tradicional, admite que la organizacion estâ en funciôn de 
los hombres (y no viceversa).
No obstante, la escuela del comport amlen­
to o conductista se le debe reprochar, en primer lugar, una 
vision de los problemas organizativos limitada a los compor- 
tamientos humanos. En segundo lugar, una tendencia a buscar 
e imponer a los individuos el "mej or modo de comportarse" en 
el ambiante de trabajo; o sea, en définitiva considerar a los 
trabajadores como sujetos a quienes se puede manipuler psico- 
logicamente para imbuirles un determinado comportamiento.
El tipo ideal de burocracia de Max Weber 
(1.864-1.920) ha sido, especialmente a partir de la II Guerra 
Mundial, el punto de part ida y una de las fuentes inspiradoras 
de los estudios en materia de organizacion. Brevemente expues- 
t a s, las caracterîsticas mâs importantes del tipo burocrât ico 
de organizacion son las siguientes:
- Alto grado de especializaciôn.
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- Estructura jerârquica de autoridad, con 
âreas bien delimitadas de competencia y 
responsabilidad.
- Reclutamiento del personal basado en la 
capacidad y conocimiento tecnico.
- Despersonalizacion de los individuos en 
la realizacion del trabajo. El principio 
jerârquico y la especializaciôn tiende 
precisamente a favorecer esta despersona­
lizacion .
El modelo olvida considerar los posibles fallos 
del sistema (por ejemplo, los conflictos entre sus diverses - 
elementos), y, sobre todo, las relaciones no formales que se 
desarrollan dentro de las organizaciones formales y la manera 
como se modifican dichas estructuras formales. Las teorias pos£ 
weberianas sobre la burocracia (debidas sobre todo, desde -- 
1.936 bas ta hoy, a R. K. Merton, R. Dubin, P. Selznick, A. W. 
Gouldner, P. M. Blau) se preocupan tanto de estos fallos como 
de las relaciones no formales, reconoc iendo la impor t anc ia fu£ 
damental del comportamiento y de las mo t ivac iones humanas. De 
ahi que intenten concilier la cons ideracion del factor humane 
con la rigidez de la organizacion burocrât ica, a través de -
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procedimientos de control sobre el personal por parte de - 
los dirigeâtes: control realizado mediante una mas estrecha 
reglamentacion que asegure la certeza -dentro de ciertos 1^ 
mites- de los comportamientos (Merton), o mediante una mayor 
delegacion de autoridad (Selznick), o mediante la emisidn de 
normas générales e impersonales (Gouldner) .
El principal représentante de la corrien- 
te llamada decisionista es Herbert A. Simon, el cual conside^ 
ra la organizacion desde el punto de vista de los procesos - 
decisorios y de las elecciones racionales humanas. Ya Chester 
I. Barnard, reaccionando contra los planteamientos de las dos 
escuelas dominantes, habia afirmado que la organizacion no se 
pueden comprender solamente en têrminos de una serie de prin­
ciples, como la unidad de mando, la amplitud de control, la 
estructura jer^rqu1co-funeional, etc. Ni el comportamiento ni 
la accion de los miembros de una organizacion obedecen solameii 
te a factores emotivos. Por el contrario su conducts es, fun­
dament aiment e intencional. Los hombres se organizan para al-- 
canzar determinados objetivos, lo que les oblige a coordinar 
sus actividades de menera consciente. De esta forma la nocion 
de tome de decision debe ser el punto central de toda teoria 
de la organizacion. La gente que coordina sus actividades pa­
ra la obtenciôn de ciertos fines, debe continua y consciente^
(
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mente tomar decisiones, elegir entre alternatives de accion. 
Por tanto los aspectos racionales del comportamiento humano 
son especialmente importantes en los estudios sobre la orga^ 
nizac ion.
Para Simon la racionalidad es siempre li- 
mîtada. El decisor elige en base a un modelo limitado, sim—  
plificado y aproximado de la realidad.
Su comportamiento no es racional o irra- 
cional en sentido absolute, sino segün su propia définie ion 
de la situacion. En realidad, su punto de referencia subjet^ 
vo le permite considérât solo unas cuantas de la totalidad - 
de las premisas de decision. A su vez, el decisor sobre la 
base de taies premisas no per digue la decision optima, sino 
que pretende s implements una decision satis £actoria.
Simon supera la concepcion conductista - 
que solo toma en cuenta los intereses, las motivaciones y 
las aspiraciones de los individuos miembros de una organize 
cion. Describir de forma cientîfica una organizacion, afir­
ma , significa indicar que decisiones toma cada persona que 
forma parte de la misma y aque influencias esta sujeta al - 
tomarlas.
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En lugar de subdividir en tareas las 
actividades necesarias para la consecution de los objetivos 
de la organizacion, se subdivide entre los miembros de la 
organizacion la responsabilidad de decidir. De esta forma, 
todas las decisiones necesarias para la consecucion de los 
objetivos de la organizacion estân subdivididas en otras - 
tentas decisiones partiales y la actividad de cada miembro 
de la organizacion esta limitada solamente a algunas de ta­
ies decisiones.
Quizl el argumente mas importante para 
una concepcion sistemica de la organizacion es que el medio 
ambiante dentro del cual se da una organizacion es mas ine^ 
table cada vez. Esto se debe al rapide crecimiento de la tecno^ 
logîa, la expansion de los mercados y a los cambios rapides 
sociales y econômicos, ton lo que se produc en presiones cons^ 
tantes para que la organizacion cambie. Y a medida que examj^ 
names este proceso, nos sentimos embargados por el hecho de 
que es la organizacion total y no solamente une s cuantos ind^ 
viduos o fune iones claves la que debemos estudiar para compren 
der adecuadamente este proceso en si.
Las mas recientes teorîas sobre la organi
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zacion no se configuran Codavîa como una corriente homogi- 
nea de pensamienCo, sino que aparecen mas bien como un coti 
junto de contribue iones de autores distintos entre los que 
falta una identidad de conceptos que los unifique.
Del conjunto de los estudios contempt 
raneos parece destacarse, no obstante, como concepcion pre^ 
valante, la que considéra la organizacion como un sistema 
o mej or aun como parte de un sistema mas amplio que abarca 
todo el entorno en el que ac tua.
Las relaciones entre las organizacio­
nes y el medio ambiente son complej as y , sin embargo, no se 
hallan bien conceptuadas. En primer lugar, es dificil def^ 
nir las frouteras adecuadas de cualquier organizacion some- 
tida a analisis y determinar cual es su tamano. En segundo 
lugar las organizaciones tienen, generalmente, varies prop£ 
sitos o cumplen algunas funciones. Unas de estas fune iones 
son primarias, mientras que otras son secundarias; algunas 
son maniflestas y otras latentes. En tercer lugar, la orga­
nizacion incluye dentro de s£ représentâtiones del medio am 
biente. Y por ultimo, la naturaleza del medio ambiente cam­
bia con mucha rapidez, como ya dije y por las causas expue^ 
tas anterlormente.
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Por codas estas razones mencionadas anterior- 
mente, los tedricos de las organizaciones han comenzado a con^ 
truir modelos mas complejos, que intentan tomar en considéra—  
cion las relaciones entre los sistemas y sus ambiantes.
Entre los mas fuertes defensores del enfoque 
sistemico para el estudio de las organizaciones esta el grupo 
de investigadores del Institute de Tavistock de Londres. A par_ 
tir de sus estudios sobre el cambio de tecnologîa de la inius- 
tria minera del carbon y de la reelaboraciôn del trabajo ea - 
las industries textiles de la India, enunciaron el iraportaate 
concepto de sistema sociotëcnico y una definicion sistemica - 
abierta y mas general de las organizaciones (35).
La idea de un sistema sociotêcnico tal cono ha
sido elaborado por Trist exige que una organizacion o una parte
de elle sea una corabinaciôn de tecnologîa y al mismo tiemp? un 
sistema social. El sistema tecnologico y social se hallan >n 
int erac ion mu tua y recîproca y cada uno determine al otro. Si 
nos adaptamos a este concepto, tend rîa poco sentido decir )ue
la naturaleza de la ter ea determinarâ la naturaleza de la ?rga^
nizac ion que se genera ante los trabaj adores, pero también sé­
ria insensato decir que las caracterîsticas de los trabajalores 
determinaran la forma en que un determinado puesto de trabijo 
a ser realizado.
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El modelo de sistema abierto de las organiza^ 
clones, tal como ha sido discutido por Rice, argumenta que -- 
cualquier organizacion "importa" varias cosas a partir del me_ 
dio ambiente, y utiliza estas importaciones en ciertos tipos - 
de procesos de "conversion"; luego, "exporta" productos, ser- 
vieios y "materiales de desecho" que resultan del proceso de 
conversion.
Homans ha propuesto un modelo sistemico a n^ 
vel de los pequenos grupos de una organizacion muy amplia (36). 
Este modelo no es esencialmente distinto al de Tavistock, sino 
que es algo mas complej o y se halla mas diferenciado. Cualquier 
sistema social existen dentro de un medio ambiente dividido en 
très partes: fîsico, cultural y tecnologico. El medio ambiente 
impone o especifica ciertas actividades de interacciones para 
las personas implicadas en el sistema. Estas actividades e in- 
teraciones hacen, ademâs surgir ciertos sentimientos y viv.-en- 
c ias entre las personas mismas. La comb inac ion de actividades, 
interacciones y sentimientos que se hallan primord ialmente de- 
terminadas por el medio ambiente reciben el nombre de sistema 
interno. Postula que las actividades, las interacc iones y los 
sentimientos dependen mutuamente entre sî. Esto es, cualquier 
cambio en alguna de las très variables producirâ ciertos cambios 
en las otras dos. Homans observa que al aumentar la interaccion
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no solo llegan nuevos sentimientos que no se hallan especifi- 
cados necesarlamente por el medio externo, sino tambien nuevas 
normas y marcos compartidos de referencia que engendran nuevas 
actividades, no especificadas por el medio ambiente. Homans ha 
denominado a este nuevo perfil que surge del sistema externo, 
sistema interno. El sistema interno se corresponde, en gran - 
parte con lo que los teoricos han denominado organizacion in­
formal .
Homans postula, que los sistemas internes 
y externes dependen mutuamente entre sî. Esto signifies que 
cualquier cambio en uno u otro sistema producirâ tambien algun 
cambio en los perflies de interaccion que, a su v ez, cambia -- 
(y a veces destruirâ temperalmente) el sistema interno.
Por el contrario, si el sistema interno - 
desarrolla ciertas normas acerca de como organizar la vida, - 
cambiarâ con f r ecuenc ia la forma en que el trabajo es realiz^ 
do, en que medida sera terminado y cuâl serâ la calidad que - 
surgira.
Finalmente, los dos sistemas del medio am 
biente dependen mutuamente entre sî. De la misma forma que los 
cambios en el medio ambiente produc iran tambiân mod ificaciones
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en la organizacion laboral formai o informai, las normas y - 
las actividades elaboradas en el medio interno cambiarân el 
medio fîsico, tëcnico y cultural.
El aspecto mas importante de este esquema 
conceptual es que explicita el reconocimiento de las diver sas 
dependencias mutuas.
Likert (37) por medio del modelo "grupo 
que se solapa" anade dos ideas muy importantes a los modèles 
citados anteriormente. En primer lugar, las organizaciones 
pueden ser fâcilmente conceptualizadas como un sistema de gru­
pos que se vinculan entre sî y, en segundo lugar, esos grupos 
intervinculados se hallan conectados por individuos que ocu- 
pan pos iciones claves de per tenenc ia dual con lo que su mision 
es la de hacer de "funciôn enlace" entre los grupos.
Este concepto no entra en conflicto con 
ninguno de los que hemos mène ionado an ter iormen te, pero llama 
la atenciSn a dos puntos muy importantes. En primer lugar, el 
medio ambiente relevante para cualquier grupo determinado o - 
sistema es probable que sea no algo impersonal, sino mas bien 
una serie de otros sistemas o grupos. Esta serie se compone - 
de très partes : (1) sist.emas de escala mas amplia, tal como
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el complej o total de organizaciones que realize un trabajo s^ 
milar o' una sociedad considerada como un todo ; (2) sistemas - 
que estan situados en el mismo nivel que otras organizaciones 
(3) subsistemas dentro de un determinado sistema, tales como 
los grupos de trabajo formales e informales.
En segundo lugar, la organizacion se halla 
vinculada al medio ambiente a traves de personas clave, que - 
ocupan posiciones tant0 en la organizacion como en alg'un siste^ 
ma ambiental, y las partes del ambiente pueden estar vincula- 
das entre sî mediante personas clave similares. En la medida 
en que este modelo es correcto, sugiere no solo un punto rele^ 
vante para la introduce ion en el anâlisis de las relac iones - 
sistema-raedio ambiente (la localizacion de las "funciones en­
lace") , sino que tambien evidencia que las partes del medio - 
ambiente no son independientes entre sî. En consecuencia, si 
una organizaciSn tiene que comprender y tratar al medio ambieii 
te que le rodea debe investigar y comprender estas interdepen­
dencies .
Kahn y sus colaboradores (38) han senalado 
que el modelo de "grupo que se solapa" se halla mas proximo a 
la realidad de una organizacion, pero carece, sin embargo, de 
la vision tan importante de que es posible que sean diferentes
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los grupos psicologicos y los grupos formales. En el modelo 
de Likert no se toma ninguna decision patente para distinguir 
ambos tipos de grupos y por tanto, para identificar con exac- 
titud las "funciones de enlace". Kahn ha propuesto que en vez 
de grupos deberiamos considerar lo que los sociologos ha den£ 
minado "series de roles". La organizacion como un todo pasa - 
entonces a ser considerada como un a serie de roles que se s£ 
lapan y se interconectan de tal forma que algunos de ellos - 
trascienden, incluso, las frontera de la organizacion en sî.
Podemos, entonces, estudiar la conducts de 
los miembros de una organizacion en fune ion del concepto del 
conflicto de roles.
El estudio de Kahn subraya el mayor nivel de 
independencia de las variables de una organizacion, a saber, el 
rango, la ubicacion y la posicion dentro de la estructura, las 
expectativas de rol, la perception de estas exp ec tat ivas, los 
modelos de defense en respues ta a un conflicto percibido y a - 
la eficacia del rendimiento en el rol.
Otro modelo sobre las organizaciones surge 
de las investigaciones sobre la estructura de estas. Partien- 
do de los supuestos clasicos sobre la division del trabajo , -
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la amplitud del control y de la jerârquia de la autoridad, se 
intenta determinar si las organizaciones eficaces, en diferen 
tes tipos de industrie, se adherian realmente a estos supuestos 
(39) . Se observo por parte de Burns y Stalker que una organisa^ 
cion eficaz tendia a tener una estructura que se adaptaba al - 
gênero de tecnologîa que habîa aceptado.
Tambien se vio que se adoptaban mas decisi£
nés en los niveles inferiores y las comunicaciones eran mas --
fluidas entre las posiciones latérales que entre las vertica-- 
les. De la misma manera. Woodward observo que el tipo de proc£ 
so de produce ion det erminaba cuantos niveles jerarquicos exi£ 
tian en la organizacion y cual era la amplitud del control de 
los supervisor e s.
Lawrence y Lorsch (40) continuaron esta lî-
nea de investigacion y desarrollaron un modelo que hizo posi--
ble idêntificar los factores que explican la eficacia en dife­
rentes tipos de medios de una organizacion. Su idea clave es - 
que cada parte funcional de una organizacion se enfrenta con 
una parte distinta del medio ambiente y desarrolla, en conse­
cuencia, un punto de vista cognoscitivo que refleja su adapt£ 
ciSn a dicha parte del ambiente. Se 1lama a este proceso d i f£ 
renciacion.
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Para que una organizacion funcione -- 
e£icazmente‘deben estar coordinadas las distintas orientaci£ 
nés de cada una de las unidades funcionales y este proceso - 
recibe el nombre de integracion, Lawrence y Lorsch han elabor£ 
do distintos conceptos comprobando con êxito una serie de hi- 
potesis como por ejemplo, el que cada organizacion debe dete£ 
minar su nivel optimo de diferenciacion y de integracion en 
termines del nivel de turbulencia en las distintas proporc io­
nes de su medio ambiente y tambien en termines de un diagnos t£ 
co de cuâl ârea funcional le brinda sus puntos fuertes en cua£ 
to a las posibilidades de competencia.
Con la breve expo s ic ion anterior hemos 
intentado mostrar hasta que punto la investigacion y la teoria 
sobre las organizaciones han tendido progresivamente hacia coii 
ceptos de sistema de nivel. Estos conceptos no solo han hecho 
mâs fâcil el describir lo que observâmes en las organizaciones 
complej as mâs modernas, sino que su vinculo con el enfoque si£ 
temico ha proporcionado una fuente de hipotesis en las que no 
se habîa pensado previamente.
En base a lo expuesto se podrîa inten­
ter caracterizar a la organizacion en base a las siguientes - 
no tas :
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En primer lugar, debemos concebir a la or­
ganizacion como un sistema abierto, lo que signif ica que se 
halla en una interacciên constante con su medio ambiente.
En segundo lugar, debemos concebir a la o£ 
ganizaciên como un sistema de multiples propositos o funciones 
que implican diverses interacciones entre la organizacion y - 
el medio ambiente.
En tercer lugar, las organizaciones consis- 
ten en muchos subsistemas que se hallan en interaccion dinsm^ 
ca entre si. En vez de analizar los fenômenos organizativos en 
funcion de la conducta individual, cada vez es mâs importarte 
analizar la conduc ta de estos subsistemas, bien los conc ibemos 
en termines de grupo y de roles o bien en funciôn de otros coti 
ceptos .
En cuarto lugar, debido a que los subsiste-- 
raas dependen mutuamente entre si los cambios en un subsistemas 
es probable que afecten a la conducts de otros.
En quinto lugar, la organizacion existe en 
un medio ambiente dinâmico que conste de otros sistemas. E] -
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medio ambiente impone exigencies y constrine a la organizacion 
de diverses mèneras. El funcionamiento total de una organiza­
cion no puede ser comprendido sin considerar explicitamente e£ 
tas exigencias y estas constricciones ambientales.
Por ultimo, los multiples lazos entre la 
organizacion y su medio ambiente hacen que sea dificil especi- 
ficar claramente las frouteras de una organizacion dada.
Para concluir este apartado, cabe pregun- 
tarse por la posible existencia de una funciôn de utilidad para 
el sistema organizativo que permita la agregaciôn de preferen- 
cias, a fin de elaborar una decisiôn colectiva.
Siguiendo al Profesor Lôpez Cachero (Tesis 
Doctoral) se puede admitir la existencia de una funciôn de uti­
lidad para los entes colectivos.
"Inicialmente bastarâ con suponer que dicha 
funciôn existe, lo que, a txtulo de postulado, pa- 
rece admisible, si se admite como la teoria socio- 
lôgica en general corrobora, la existencia de entes
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•colectivos como sujetos dif erenciables, a los que, 
por analogia con lo que se admite para los sujetos 
individuales, en el estudio del comportamiento po- 
dria asociarseles una funciôn de ese caracter.
Pues bien, si représentâmes por S^, S2 , ..,
•Sn los niveles de satisfacciôn de los miembros de -, 
la colectividad y por Zg a los paramétrés caracte- 
rîsticos de los diferentes estados sociales, la fun 
ciôn de utilidad colectiva séria de la forma
U - u (Si, S2 ,   S„, Zg) "
Despuês de establecer una serie de ccns£ 
deraciones générales sobre dicha funciôn de utilidad colectiva, 
nos dice que
"Un esquema de esta naturaleza permite pensar en la 
fund amentaciôn de decisiones colectivas sin necesi- 
dad de considerar a estas como la résultante causal 
de las decisiones individuales".
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APENDICE I
En este apêndice se recogen, sin animo exhaustif 
vo sino meramente enunciativo, distintas definiciones de sis­
tema. Sirvan como mues tra de la complej idad del tema.
"Un sistema es una abstracciôn matemâtica que 
se desarrolla para servir como modelo para un sistema dinâmico". 
(Freeman, H. Discrete-Time Systems. John Wiley; 1.965, pâg. 1).
"Un sistema en el mâs amplio sentido puede - 
ser jus tamente cualquier cosa que pueda considerarse como una 
sola entidad".... "Un sistema descomponible es un sistema para 
el que existen uno s medios de descomponerlo en partes, o subsi£ 
temas".
(Roda, M . , y H. Shuford, Jr. Logic of Systems: Introduction to 
a formai Theory of Structure. General Systems. Vol. 10, 1.965. 
pâg . 8) .
"Definicion linguist ica : Un sistema general es 
un conjunto de orac iones adecuadas".
"Definicion explicita: Un sistema general es - 
un subconj unto adecuado de X" o "Un sistema general es una re­
lac ion definida sobre el produc to cartesiano X".
65
"Definicion implîcita (sintâctica) ; Un s is - 
cema general se define por:
1. Un conjunto de objetos formales def inidos 
imp licitamente.
2. Un conjunto de transie iones elementales T.
3. Un conjunto de reglas P para formar las S£ 
cuencias de T.
4. Un conjunto de sentencias que indican las 
formas iniciales de los objetos formales p£
ra utilizarlas en generar nuevas formas de los 
obj etos".
(Mesarovic, M. D. (Ed). Views on General Systems Theory. John 
Wiley, New Yorj^ 1.964, pâgs. 6-7).
"La teoria de sistemas estâ basada en el supue£ 
to de que el comportamiento externo de cualquier mecanismo fî­
sico puede describirse por un adecuado modelo matemâtico, que 
idêntif ica todas las caracteristicas que condicionan la opera- 
c ion del mecanismo. El modelo maternât ico résultante se denomi- 
na un sistema".
(Booth, T.L. Sequential MachSnes and Automata Theory. John VI 
ley. New York, 1.967, pâg. 2).
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"Un sistema desde un punto de vista matemâti- [
co es cualquier porciôn del mundo que puede describirse en 
cualquier tiempo adscribiendo valores especificos a un num£ 
ro de variable".
(Rapoport, A. Remarks on General Systems Theory, General -- 
Systems, vol 8, p p, 123-128; 1.963. pâg. 8). .
"Un sistema se define como cualquier conjunto
de variables que el (un observador) selecciona de las disp£
nibles en la "mâquina real".
(Ashby, W. R. Design for a Brain, John Wiley, New York. -- 
1.952. pâg. 16),
"Un sistema abstracto, o, s implements, un sis­
tema, S, es un conjunto parcialmente interconectado de obje­
tos abstractos a^, a^, a^,..., denominados los componentes - 
de S, Estos pueden estar orientados o no; pueden ser finitos 
o infinités en numéro; y cada uno de ellos puede asociar se - 
con un numéro finito o infinite de variables terminales".
(Zadeh, L. A. and C.A. Desoer. Linerar System Theory. MacGraw- 
Hill, New York; 1,963. pâg, 65).
"Un sistema puede definirse como un complej o de 
elementos interactives f ^ , f ^ ,..., f^."
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( L. von Bertalanffy. An Outline of Gnral System Theory. Brit 
J. for the Philosophy of Science, .Vol. I, 1.950. Fag. 143.)
"Sea el sistema S que contiene los elemeri 
tos a ^,a ^,...., a^ y sea a^ el ambiente del mismo. Introduz- 
camos el conjunto A* ^a^, a^  a  ^ y el B-^a^, a^ ,...,
Caractericemos cada elemento del conjunto 
B por un conjunto de cant idades de entrada y otro de cant id^ 
des de salida: Representemos por el sîmbolo r^^ la manera en 
que las cantidades de entrada del elemento a^ dependen de las 
cant idades de salida del a^, que se deduce de la relacion en 
tre estas cantidades. El conjunto de todas las r^^ (i, j *
0,1,..., n) se représentera por R.
Un sistema se define por la sentencia que 
todo conjunto S* ^A,R^ constituye un sistema".
(Klir, G.J., and M. Valach. Cybernetic Modelling. D. Van. - 
Nostrand, Princeton, N . J.; 1.967. Pag. 28.).
"Un sistema es una coleccion de diverses 
unidades funcionales interactives, tales como elementos bio-
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logicos, humanos, de mâquinas, de informaciôn o naturales, 
integrados con un ambiente para conseguir un objetivo comun 
mediante la manipulacidn y el control de materiales, infor­
maciôn, energîa y vida".
(Revista IEEE, Grupo de Ciencias de Sistemas y C ibernét ica, 
numéro 7, mayo 1.967, pâg. 6.).
"Sistema es: (a) "Una unidad compleja formada
de muchos hechos a menudo diverses sujetos a un plan comun o 
cumpliendo un propôsito comun". (b) "Una agregaciôn o ensam 
blaje de objetos unidos en interacciôn regular o interdepen- 
dencia". (c) "On conjunto de unidades combinadas per la natu 
raleza o la acciôn para former un todo orgânico integrado u 
organizado". (d) "Una totalidad funcionando ordenadamente". 
(Tercer Nuevo Diccionario Internacional de Websters).
"Un sistema es un ensamblaj e integrado de ele^  
mentes interactives disenado para cumplir coeperativamente - 
una funciôn predeterminada".
(Gibsen, R. E . The Recognitien 6f Systems Engineering. Opera 
tiens, Research and Systems, Edited by C. D. Plagie, John Hojg^  
kins Press, Baltimore; 1.960. Pag. 58.).
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"En este libre la palabra "sistema" se emplea 
para comunicar al menos dos diferentes ideas:
1. Una organizacion regular u ordenada de corn 
ponentes o partes en una serie conectada e interrelacionada 
a todo .
2. Una serie o grupo de componentes o partes 
necesario a alguna operaciôn".
(Wilsoh, I, G., and M. E. Wilson. Information. Computers, - 
and System Design. John Wiley, New York; 1.965. Pag. 3.).
"Un todo que esta conlpuesto de muchas partes.
Un conjunto de atributos".
(Cherry, C. On Human Communication. John Wiley, New York;
1.957. Pag. 307.).
"Un sistema es una region acotada del espacio-
tiempo, en la cual las partes component e s se asocian en rel^
clones funcionales"
(Miller, J. G. Toward a General Theory for the Behavioral -- 
Sciences. American Psychologist, Vol. 10, 1.955. Pag. 6.).
"Un sistema es un mecanismo, procedimiento, o
esquema que se comporta de acuerdo con alguna descripcion, su
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funciôn es operar con informaciôn y/o energîa y/o materia 
en una referencia temporal para producir informaciôn y/o - 
energîa y/o materia".
(Ellis, D. 0., and F. J. Ludwig. Systems Philosophy. Pren- 
tice-Hall, Englewood Cliffs, N. J.; 1.962. Pag. 3).
"Concebimos un sistema como un conjunto de - 
actividades (funciones) conectadas en el tiempo y el espacio 
por un conjunto de practice de toma de decisiones y evaluaciôn 
de comportamientos (esto es, control)".
(Sengupta, S.S., and R. L. Ackoff. Systems Theory from an Ope| 
rational Research Point Of View. Trans. IEEE, Vol. SSC-I, No. 
1, 1.965, Pag. 43).
"Df. l.l.a: Un sistema es una organizaciôn, - 
conjunto, o colecciôn de cosas conectadas o relacionadas de - 
tel manera que forman una totalidad a todo".
Df. 1.1.b: Un sistema es una organizacion de 
componentes fîsicos conectados o relac ionados de t al manera 
que forman y/o actuan como una sola unidad".
(Distefano, J. J., A. R. Stubberud, and I. J. Williams. Feed­
back and Control Systems. Schaura Pnbl. Co., New York; 1.967 
Pag. 1.).
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"Un sistema es un conjunto de objetos junto 
con relaciones entre los mismos y entre sus atributos".
(Hall, A. D., and R. E. Fagen. Definition of System. Gene­
ral Systems, Vol 1, 1.956. Pâg. 18.).
"Un sistema, en el habla actual, es un meca^ 
nismo que acepta una o mas entradas y genera una o mas sal^ 
das" .
(Fox, J. (Ed.) System Theory. Polytechnic Press, Brooklyn, 
N.Y.; 1.965. Pâg. 6.).
"Df 2.2. Nociones teôricas de sistemas. Un - 
sistema es un conjunto Z» |s,P,F,M,T, O' j. , donde 
S es un conjunto no vacîo.
P es un conjunto no vacîo.
F es un conjunto admisible de funciones de eii 
trada con valores en P.
M es un conjunto de funciones, cada una defi- 
nida en S con valor es en S.
T es un subconj unto de R que contenga el 0.
(T es una funciôn definida en F x T con valo- 
res en M t al que O' es sobreyect iva y
( 1 ) la correspondencia idêntica VA) E M y para todo f 
fc F, (T (f ,0) - ;
£'/38I31
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(2) Si f 6 F, s, t, y s+t 6 T» entonces 0"
(f — s,t) 6"(f ,s)- O' (f,s+t);
(3) Si f y g ç  F, s 6T, y f(t)-g(t) para 
do t 6 R(S) , entonces O' Cf.s)- O' (g,s)
(Wyraore, A. W. A Mathematical Theory of Systems Engineering. 
John Wiley, New York; 1.967. Pâg. 30.
"Por el momento serâ suficiente pensar en 
un sTstêma como un grupo de objetivos fîsicos en una parte 
limitada del espacio que permanece identificable como un gru 
po a travês de una longitud de tiempo apreciable".
(Bergmann, G. Philosophy of Science. Univ. of Wisconsin Press, 
Madison ; Pâg. 92).
"Un sistema en el mâs amplio sent ido puede
ser justamente cualquier cosa que pueda considerarse como una
sola entidad".
(Roosen-Runge, P. H. Toward a Theory of Parts and Wholes: an 
Algebraic Approach. General Systems, Vol. 11, 1.966. Pâg. 13).
"Un sistema es una colecciôn de entidades o
cosas (animadas o inanimadas) que recibe ciertas entradas y -
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esta restringida a actuar concertadamente sobre ellas para 
proc tcir ciertas salidas con el objetivo de maximizar algu­
na funciôn de las entradas y salidas".
(Kershner, R. B. A. Survey of Systems Engineering Tools and 
Tecniques Operations, Research and Systems, Editeb by C. - 
D. Plagie, Johns Hopkins Press, Baltimore; 1.960, Pâg. 141),
MSEGUNDA FARTE: El problems de la toma de dec is iôn en las 
Organizaciones.
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1. LA CIENCIA Y LA RESOLÜCION DE PROBLEMAS.
El objeto de la investigaciôn de las cien—  
cias que se apoyan en el enfoque decisional es la toma de deci­
sion, es decir, la resoluciôn de problèmes concretos. En otros 
terminas: influir de algün modo en una situacion en una direc-- 
ciôn deseada.
La ciencia de la toma de decision no esta - 
interesada en describir, explicar y predecir el comportamiento 
de la toma de decision solamente, sino fundamentalmente en mejo^ 
rarla. El principal objetivo es indicar lo que la toma de deci­
sion "debe de ser" en vez de solamente que y porque "es". La -- 
ciencia de la toma de decision es fundamentalmente prescript iva 
-"debe de ser"- y no descriptiva -"es"-.
Ahora bien, el problems que se présenta es - 
que a la ciencia se le atribuye generalmente un objetivo explic^ 
tivo; en consecuencia la metodologîa de la ciencia se restringe 
a la obtenc iôn de teorîas explicatives. Es dec ir, no existe una 
metodologîa explicitamente prescriptive.
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Frente a la realidad existante, sea natu­
ral o social, el cientîfico asume una actitud cognoscitiva in 
tentando concretar una explicacion de la realidad. En la natu 
raleza de su actitud se halla insita una premise fundamental: 
la cognoscibilidad de la realidad. La comprensibilidad de las 
cosas permits la relacion cognoscitiva sujeto-objeto, entre el 
hombre y la realidad. Esa comprensibilidad deviens, entre otros 
de un rasgo central: los fenomenos de la naturaleza o de la Sj3 
ciedad no se producen en forma anârquica e intermitente ; tras 
de las distintas formas de su exteriorizaciôn, pueden hallarse 
regularidades de algdn orden. Ahora bien, ique objetivos se -- 
propone la ciencia respecto a esa realidad? . La consulta de al^  
gunos textos de filosofîa de la ciencia y metodologîa (I) pront 
to muestra, que en su opiniôn, el objetivo de la ciencia es la 
explicacion. La ciencia sirve para formuler teorîas explicati­
ves acerca de la realidad. Un punto de vis ta mâs amplio de al­
guna manera es el de que la ciencia trata con la explicacion y 
la predicciôn (2). S in embargo résulta difîcil encontrar un -- 
tratamiento metodolôgico sobre la prescripciôn (3).
Segun lo expuesto, corresponderîa afirmar 
que la obtenciôn de la explicacion cientîfica constituye la -
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frontera de la ciencia. Una actitud de comprension por la compren^ 
sion misma (4). S in embargo es indiscut ible que la actividad c ien^ 
tIf ica surge del hombre como un medio de mej orar su situacion ex i^ 
tencial, y propender a su progreso. REsulta innegable entonces la 
conexion de la ciencia con sus posibles usos o apiicaciones y la 
consiguiente preocupacion del cientifico por dicho tema.
Para establecer reglas de acciôn aplicables a 
la realidad, el hombre puede apelar a distintas fuentes: experie^ 
cia, intuiciôn y el conocimiento cientifico. Las dos primeras S£ 
lo pueden fundamentar normas de acciôn de tipo no generalizable, 
y por tanto limitadas en su eficiencia. Dificilmente la experiencia 
respecto a determinado procedimiento tenga validez estadistica por 
si sola, y en cuanto a la intuiciôn no proporc iona elementos su- 
ficientes que permitan una elecciôn rational entre alternatives 
de acciôn. La fuente mâs compléta que proporc iona fund amen tos pa­
ra estructurar normas de acciôn generalizables y relativamente 
permanentes, es el conocimiento cientifico. La ciencia explica de^  
terminada realidad. La tecnica se propone transformarla, pero sô- 
lo podrâ operar sobre elle de modo eficiente si parte de la compreii 
s iôn de su naturaleza, dinâmica de funcionamiento, e interrelacio- 
nes. El conocimiento tecnico se estruc tura, pues, a partir del co-
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nocimiento cientifico. El conocimiento cientifico se compone de 
hipôtesis, leyes, teorîas postulados, etc., que implican dis tin 
tos grados de conjetura sobre la realidad. El conocimiento tec­
nico, por su parte, esta integrado por cuerpos de reglas, que - 
prescriben acerca de los criterios de elecciôn de alternativas, 
y norman la acciôn prâctica en general.
Por lo tanto bay que distinguir entre dos 
clases de puntos de vista cientificos: uno clâsico que considéra 
que el objetivo primordial de la ciencia es la explicaciôn de la 
realidad y otro que considéra que el objetivo fundamental de la 
ciencia es mej orar la realidad. La ciencia, llamemosla teorôtica, 
formula teorîas explicativas ; produce la explicaciôn y la predic^ 
c iôn. La segunda tiene por objetivo recomendar cursos de acciôn 
para mejorar una c 1er ta situaciôn, es deczr, la resoluciôn de pro^ 
blemas concretos. Llamemosla ciencia prescriptive.
Un argumente para probar que toda ciencia es 
prescriptive es la no existencia de una "realidad objetiva". Los 
hechos empiricos observados son conceptualmente hechos estructura- 
dos. Diferentes observadores formarân diferentes imâgenes de la
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realidad, dependiendo de su patron de normas y valores y de su 
"vision" del mundo (5). Toda descripcion de la realidad depende- 
râ del observador. Si se asume que todo individuo es plenamente 
"consciente" entonces cada modelo que se hace de la realidad de^  
pende del deseo de este. A partir de aquî incluso la explicacion 
y la predicciôn serîan actividades normatives en este sent ido.
La conclusion de que toda ciencia es normative no justifica s in 
embargo la conclusion de que toda ciencia es prescript iva en el 
sent ido de la résolue iôn de problèmes concretos. La explicaciôn 
y la predicciôn no lo son.
Veamos ahora con algo mas de extensiôn -- 
los conceptos de explicaciôn y de prescripciôn desde la perspe£ 
t iva de la metodologîa de la ciencia.
Los intentos de définir y analizar la no- 
ciôn de explicaciôn son relativamente recientes. En realidad, no 
se debe hablar de "explicaciôn", sino de "explicaciones"; en pr£ 
mer lugar porque no son uno sino varios los tipos de explicaciôn 
que pueden considerarse fondamentales, y en segundo lugar a cau­
sa de que es objeto de fuertes controversies el que los numero-- 
sos tipos de explicaciôn analizados hast a ahora, sobre todo los
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de las ciencias humanas, sean réductibles a estos modèles bâsi- 
cos de explicaciôn.
El origen del interés por el tema se en- 
cuentra en la reaction contra la tesis positiva y fenomenista, 
sustentada entre otros por Mach, de que la ciencia describe, p£ 
ro no explica. Ta! tesis, a su ve z , era una reaction contra la 
afirmaciôn, inspirada en el pensaraiento filosôfico tradicional 
y sustentada en ese contexte histôrico fundamentaimente por los 
idéalistes, de que el objeto de una explicaciôn era hallar las 
causas ultimas de los fenômenos, conception que se puede denon^ 
nar como metafîsica. La tesis descriptivista pretend la salvar a 
la ciencia de estas exigencias excesivas. S in embargo, empobreciô 
a la vez la funciôn de la ciencia, y por ello se tratô de elabo_ 
rar, a partir sobre todo de los anos treinta, una teorîa de la - 
explicaciôn que, ajena a toda exigencia metafîsica, fuese satis- 
factoria y se adecuase al uso cientîfico normal del término. Cam 
pbell primero, Popper y los positivistes lôgicos despuôs y mas 
recientemente Hempell y Oppenheim entre otros, realizaron un anâ- 
lisis lôgico de tal notion, con referencia especialmente a las - 
ciencias naturales. De acuerdo con ô1, una explicaciôn consta de 
dos elementos: el explanandum, o aquello que se réquiere explicar.
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y el explanans, o aquello que utilizamos para dar razon del ex­
planandum . Diremos que el segundo constituye una explication 
satisfactoria si impi ica al primero, lo cual significa que, por 
ser una relation logica lo que hay entre ello s , se darâ entre 
enunciados que describan fenômenos o constituyan leyes générales.
Âsî, una explicaciôn de un fenômeno consi£ 
tira en inferir el enunciado que lo describe de una conjunciôn 
de una o varias leyes cientîficas y uno o varios enunciados que 
especifiquen que las tondiciones de las que depende la validez 
de taies leyes estân présentes en el fenômeno que tratamos de - 
explicar, constituyendo, por tanto, un caso concreto de ellas - 
(taies enunciados se denominan condiciones antecedentes). Tal - 
conjunciôn forma el explanans, del cual se deduce el enunciado 
que describe el fenômeno a explicar; y todo el conjunto es la - 
explicaciôn.
Explicar es, pues, en este sent ido, subsumir 
el fenômeno a explicar bajo una ley general. Este modelo de expl£ 
caciôn se denomina nomolôgico-deductivo, no solo porque en él el 
explanandum se deduce del explanans, sino tambien por contener - 
este generalizaciones nômicas, es decir, leyes. Para que la ex-
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plicacion sea corrects se requiere, ademas, que el explanans te£ 
ga contenido emplrico y que sus enunciados sean verdaderos o es- 
ten altaraente confirmados por los elementos de juicio disponi-- 
bles.
Junto a este modelo ,se encuentra el induc- 
tivo-estadîstico, que se aplica a aquellas explicaciones en que 
aparecen generalizaciones estadîsticas en el explanans, esto -- 
ultimo hace que, a difetencia del anterior, la relaciôn entre - 
explanandum y explanans no se deductive, pues el segundo no pu£ 
de implicar al primero. Lo que hay es, por as I decirlo, una tran£ 
ferencia del grads en que los elementos de juicio apoyan o con—  
firman la generalizacion estadistica al fenômeno que se trata de 
explicar, a travês de las condiciones antecedentes; de forma que 
el fenômeno queda explicado al conferirle el mismo grado de con­
firmation que ostenta la ley estadistica. A esta especie de tran£ 
ferencia se la denomina apoyo induetivo. Con todo , el status de 
ese tipo de explicaciôn es delicado, ya que supone la posibili-- 
dad de una cuantificacion numerics de los grados de confirmacion, 
posibilidad bastante controvert ida.
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Âmbos modelo3 no solo se aplican a los ca- 
sos en que se explican fenômenos empiricos, sino también a aqu£ 
llos en que se trata de leyes cientîficas, y en este caso las - 
generalizaciones que aparecen en el explanans habran de ser de 
un orden superior al de la que se quiere explicar. Esto supone 
la transformaciôn del segundo tipo en deductivo-estadIstico, y 
en este sentido puede ser asimilado al primero. Una cuestiôn -- 
importante es que los esquemas de explicaciôn pueden convertir- 
se en esquemas de predicciôn. Pues to que el explanans implica o 
apoya al explanandum, es posible, dado el explanans, predecir el 
explanandum. AsI, si calentamos un métal podemos predecir a la 
vista de que todos los metales se dilatan, que tal métal se di­
latera. En consecuencia, taies esquemas tienen un doble uso: -- 
pred ic t ivo y retrodictivo, es decir, explicative.
No obstante, hay otros tipos de explicaciôn. 
Nagel (6) senala, aparté los anteriores, dos clases mâs: las -- 
funcionales o teleolôgicas y las genêt icas. Las primeras son ex 
plicaciones en têrminos de funciones o f inalidades y no tienen 
por quê ser asociadas con la doctrine metafîsica de las causas 
finales o con puntos de vista antropormôrficos. Las segundas --
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tratan de explicar un determinado fenomeno o suceso mostrando 
que es producto de un proceso evolutive, es decir, que determjL 
nan la secuencia de los principales sucesos que originan el que 
un sistema pase de un estado a otro distinto. Lo que pretende, 
pues, es mostrar la gênesis del suceso. Mientras que la reduc- 
cion de las explicaciones teleolôgicas al modelo en el cual la 
explicaciôn se da por subsuncion bajo una ley, no considerând£ 
lo por t:nto como distinto, no ha sustidado grandes discusiones 
el mismo intento con respecto a las genêt icas (argumentando que 
solo si suponemos que el paso de un estado a otro incluye leyes 
générales es posible hablar de que este quede explicado) ha pr£ 
vocado fuertes reacciones, sobre todo por parte de algunos histjo 
riadores .
A pesar de que estos distintos patrones de e£ 
plicaciôn fueron propuestos en un pr inc ip io como alternat ivos al 
patrôn de explicacion nomolôgico-deductivo tipo de las ciencias 
sociales, de las ciencias naturales y de los historiadores como 
hemos vis to no son diferentes del antiguo modelo nomolôgico-de — 
duct ivo de explicacion en su exigencia de la existencia de una 
ley clent if ica empirica altamente conf irmada.
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Ademas se puede establecer que las expl£ 
caciones racionales y funcionales, tanto como las teleolôgicas 
son identicas.
La diferencia entre motivaciôn (racional^ 
dad) y objetivo (teleologîa) puede ser importante para los psi- 
côlogos, pero significa unicamente que un sistema quiere alcan- 
zar un estado.
Una prescripciôn es una manifes taciôn que 
indica lo que deberîa hacerse para lograr cierto objetivo. S in 
embargo la metodologîa de la prescripciôn trata también de los 
objetivos en si mismos. Podemos distinguir entonces dos tipos de 
prescripciôn: en la primera el objet ivo esta dado y nues tro in 
terês se centra exclusivamente en los med io s para obtener el o^ 
jetivo. Digamos que es instrumental. En la segunda, debido a que 
puede haber diferentes objetivos o incluso un conflicto, la pre£ 
cripciôn alcanza incluso a los propio.s objet ivos. Llamemos a e£ 
te segundo tipo de prescripciôn, normative.
Desde el punto de vista de su es tructura -
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lôgica la explicaciôn, la predicciôn y la prescripciôn pueden 
considerarse como idênticas.
El papel deductivo de la explicaciôn se pu£ 
de représenter por medio de una ley teorêtica \/x(F(x) — ►G(x)) 
y un antecedente F(a) que juntos forman el explanans y un cons£ 
cuente G(a), es decir, el explanandum.
El papel lôgico de una predicciôn es exact£ 
mente igual. Se diferencia en que G(a) tendra lugar en el futu­
re, en vez de haber sido ya observado como en el caso de la ex­
plicaciôn. En la explicaciôn F(a) esta dado y depend iendo de -- 
una ley universal Vx(F(x) — *• G (x) ) , se busca G(a). El mismo 
papel lôgico deductivo tambien puede usarse como un patrôn in—  
terpretativo de la prescripciôn: G(a) esta dada (deseada) y, d£ 
pendiendo de una ley Yx (F (x) — ^G(x)), se busca una F (a) con 
la que se obtendrâ el G(a) deseado. Es decir, para poder près—  
cribir que debe llevarse a cabo F(a) para alcanzar el objetivo 
G(a), deberîa existir una afirmaciôn universal Vx(F(x) — ^G(x))
De acuerdo con lo anterior la base de los - 
très tipos es la existencia de una ley cientîfica altamente con
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£ irmada.
De lo expuesto se deduce que la metodologîa 
de la rescripciôn es algo todavîa muy euestionable. Pero no es 
menos cierto que la exigencia de una ley cientîfica altamente 
conf irmada hace de la metodologîa te'orêtica (clâsica) algo tan 
problemâtico que la invalida en muchos casos. De ahî que deba- 
mos seguir investigando de cara a hallar un enfoque alternativo 
al enfoque clâsico a la prescripciôn.
88
NO TA S BIB LIOG RA FICAS
(I) HEMPEL, C. G. "La investigaciôn cientîfica trata de 
descubrir regularidades en el flujo 
de los acontecimientos y establecer 
asî leyes générales que puedan ser 
usadas para la predicciôn, la retr£ 
dicciôn y la explicaciôn" .
"El dilema del teôrico"
Cuadernos de Episteraologîa, n° 49. 
Universidad de Buenos Aires. Facul- 
tad de Filosofîa y Letras 1.962, pâg. 
1 .
"Aspects of Scientific explanation" 
Free Press, New York, 1.965.
(2) POPPER, K. R,
BRODY, B. A.
"The logic of scientific discovery" 
Hutchinson, London, 1.959 
"Readings in the phisosophy of scieii 
ce"
Prince-Hall, Englewood Cliffs, 1.970.
89
(3) De los distintos sentidos que diversos autores dan a la
expresion "prescriptiva": resolutiva, optativa, valua t iva, 
actuativa, impera t iva y normat iva, se usarâ el ultimo, es 
decir, se entiende por prescripciôn una expresiôn normat£ 
va que cualif ica un cierto curso de acciôn como justifie^ 
do .
C4) BORGA, E. Plantea respecto a la ciencia que 
"ella no es sino una actitud teo­
rêtica de conocimiento, independien 
temente del uso que se haga de las 
verdades que en ella se obtienen, 
pues por su indole ha de interesa£ 
le la verdad y solo la verdad" Er­
nesto Borga: Contabilidad, ciencia, 
ar t e o têcnica. Revis ta de Ciencias 
Economies s . Facultad de Ciencias - 
Econômicas. Buenos Aires. Enero 1.961 
pâg . 76.
C5) LAKATOS, I "Falsification and the methodology 
of scientific research programmes"
90
I. Lakatos y A. Musgrave (eds) : Cr£ 
ticism and the growth of knowledge. 
Cambridge. Univ. 1.970.
C6) NAGEL, E . "La estructura de la ciencia"
Buenos Aires. 1.968 Capitulo 2 II.
91
2. CONSIDERACIONES SOBRE EL TERMINO RACIONALIDAD EN LA TOMA 
DE DECISION.
Uno de los principales elementos del con- 
cepto de toma de decision es la elecciôn. Simon destaca la impo£ 
tancia de este aspecto cuando dice: "el proceso de elecciôn que 
lleva a la acciôn". En la teorîa matemâtica de la decision, la 
toma de decisiôn se define como "la elecciôn entre un numéro - 
dado de alternativas". La teorîa matemât ica trata de la optim^ 
zaciôn de esta elecciôn. __
Cuando se efectua una elecciôn -entend iendo 
por tal sôlo aquella que résulta de un proceso voli t ivo conscien 
te- se présenta inmediatamente el problème de establecer si es 
correcte o no. A este propôsito el criterio fundamental se bus­
ca, generalmente, en la referencia a los objetivos. Las elecci£ 
nés se toman en vista de los objetivos que el individuo, en una 
determinada situaciôn, se propone alcanzar; en consecuencia, pu£ 
de afirmarse que la elecciôn es correcta si nos lleva a preferir, 
entre todas las alternativas posibles y conocidas, la que -de - 
acuerdo con los recursos y los med io s de los que dispone en el 
momento- permite mej or conseguir dichos objetivos.
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Decîmos "aquella que permite mej or conaeguir 
les objetivos", y no "aquella que asegura la plena consecucion 
de los objetivos". Este planteamiento tiene su origen y su jus- 
tificaciôn en la Imposibilidad material para todo individuo y 
para toda organizaciôn, de alcanzar la perfeccion, desde el mo^  
raento en que nadie puede conocer con certeza absoluta todas las 
soluciones alternatives efectivamente posibles, todas las inpl^ 
caciones y las consecuencias de taies alternatives, ni puede dispo^ 
ner de todos los datos necesarios para una valoracion exacte, - 
ni prever todos los factores capaces de influir en el resultado 
de la accion elegida.
Por consiguiente, es necesario aceptar el - 
principle de que la elecci6n, cualquier eleccion, tiene sienpre 
un carâcter de compromiso: no tiene porque ser la mejor en lent^
do absolute, ni la mas deseada, sine la que, respecte a las ---
otras posibles y conocidas y respecte tanto a las circunstaieias 
y al memento en que une se encuentra, como a los medios y a los 
recursos de que une dispone, permite alcanzar en grade mas ile- 
vado el objetivo.
El proceso de decision para soluc ionar los 
problèmes de elecci6n se realize en varias fases, pudiendo divi-
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dirse un tal proceso en diverses etapas, con el fin de agrupar 
bajo diverses criterios, las funciones parciales. Depende del 
problème de eleccidn, como se divide el proceso de decision en 
funciones parciales;
a) Una primera fase en la que se détermina el pr£ 
blema de eleccion; se délimita el problema partiendo de inform^ 
clones iniciales.
b) Una segunda fase en la que se adoptan las medi- 
das previas a la decision determinando las posibles alternatives, 
sus limitaciones y los objetivos en los que se orientan.
c) Una tercera fase en la que se ordenan las alte^ 
natives admitidas en base al cumplimiento de los objetivos espe- 
rados; la eleccion de aquella alternativa que mejor realiza el 
objetivo perseguido constituye la ultima del proceso.
Para elegir una de entre las alternativas 
es necesar io determiner las consecuencias de todas las alterna­
tivas, seleccionando, al efecto, aquellas que seen relevantes p£
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ra el problema de decision, segun criterios a définir. Se en-- 
tiende por alternative las combinée iones viables de las posib^ 
lidades de actuacidn organizacional que agotan los medios dispo^ 
nibles.
Con el fin de juzgar la correcc ion de la sol^ 
ci6n elegida. Simon ha introducido el concepto de "racionalidad"; 
es racional el comportamiento en la medida en que lleva a la —  
eleccion de alternativas capaces de conseguir los objetivos fij^ 
dos con anterioridad.
El adjetivo "racional" se usa de muchas maneras, 
tiene diverses significados.
"Una discusi6n puede ser llamada "objetivamen- 
te" racional si de hecho represents el comportamien 
to correcto para maximizar valores dados en una si- 
tuacion determinada. Es "subjetivamente" racional 
si maximiza el resultado re spec t o del conocimiento 
actual sobre el tema. Es "conscientemente" racional 
en el grado en que los ajustes de los medios para - 
lograr los fines son el resultado de un proceso cons
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ciente. Es "deliberadamente" racional en el 
grado que los ajustes de los medios para lo^  
grar los fines hayan sido deliberadamente - 
introducidos (por el individuo u organiza-- 
ciôn). Una decision es "organizacionalmente" 
racional si esta orientada al logro de los 
objetivos de la organizacion ; es "personal- 
mente" racional si esta or ientada a los obje^ 
tivos individuales" (1).
Aquî nos interesa el uso que del adjetivo racional 
hacemos cuando decimos de determinadas creencias, decisiones, ac^  
clones y conductas de los seres humanos que son racionales, y de 
otras, que no lo son. Es évidente que la racionalidad (en este - 
sentido) presupone el uso de razon, que es una condicion necesa- 
ria, pero no suf iciente de ella. & Que es, pues, la racionalidad?. 
La racionalidad -en el s ignif icado en que aquî la entendemos- no 
es una facultad, sino un método. La aplicacion del mêtodo racio­
nal presupone ciertas facultades. Pero ninguna facultad garant i- 
za que se aplique el mêtodo racional.
Puede suceder tambiên que la eleccion realizada por 
una persona en vista de un objetivo sea racional, pero diferente
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de la efectuada por otra persona pues ta en las mismas condici£ 
nés, y esto porque es diferente el valor que cada una atribuye 
a los comportamientos alternativos considerados y a sus conse­
cuencias directas e indirectas. Para juzgar si la eleccion re^ 
lizada por un individuo en una determinada situacion es racio­
nal,. por lo tanto, es necesar io no solo hacer referenda a los 
objetivos, sino introducir el concepto de "valor".
"Un valor es una concepciôn, explicita o - 
impiicita, distintiva de un individuo o caracterî^ 
tica de un grupo, de la deseabilidad, y la cual in^  
fluye en la selecciên de los modo s disponibles, me^  
dios y fines de la accion... El valor puede ser de^  
finido como el aspecto de la motivaciôn que se pue^  
de referir a estândares, personales y culturales, 
que no surgen ûnicamente de tensiones inmediatas o 
situaciones inmediatas" (2).
Cada uno orienta sus elecciones sobre la base 
de determinados valores, los cuales reflej an la deseabilidad, la 
utilidad que tienen para êl los diferentes comportamientos altejc 
nativos y sus consecuencias.
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En un primer caso, nos encontramos freii 
te a una eleccion "objetivamente racional". En un segundo, di- 
remos que la eleccidn efectuada por el individuo es racional - 
si êl ha preferido, entre las distintas alternativas posibles 
présentes en su mente, aquella que, sobre la base de los datos 
de que dispone, de sus conocimientos sobre el problema y sobre 
las soluciones alternativas, y de los valores que atribuye a - 
taies alternativas y a sus consecuencias, considéra que lleva al 
resultado mas deseado y conveniente para 11. La eleccion, en - 
este caso, es "subj etivamente racional".
Como se pone de manifiesto por lo visto 
anteriormente el concepto bâsico detras de la racionalidad es el 
de objetivo. Un objetivo puede definirse como un orden de prefe_ 
rencia sobre alternat ivas. En cuanto al conjunto de alternat ivas 
(objetivos) ha de subrayarse que este deberia incluir todas las 
alternativas relevantes, es decir, input,s, acc iones, estados y 
outputs que a lo largo del tiempo nos permiten alcanzar el obje­
tivo, y no fijarnos solo en los estados y result ados finales.
Las consideraciones has ta aquî expues tas 
sobre la correcciôn y la racionalidad de las elecc iones bay que
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tomarlas con una importante distincion. Se ha dicho que cada - 
eleccion se realiza en vista de tin objetivo: ahora bien, este 
objetivo no constituye necesariamente el fin ultimo al que tien_ 
de el sujeto al efectuar la eleccion. Todo objetivo es al mismo 
tiempo un objetivo respecto a una eleccion efectuada a nivel iii •
I
ferior, y un medio respecto a un objetivo de nivel mas elevado. i
Dal hecho de que de un objetivo ultimo dependean.toda una serie |
de objetivos intermedios se dériva una consecuencia importante : |
las elecciones realizadas en vista de los objetivos no estan -- ^
I
aisladas las unas de las otras, sino estrechamente unidas e in- |
tegradas: bay, pues, una seri e de elecciones racionales, orden^ |
das en vista del objetivo ultimo. Esta ser ie de elecciones con^ 1
tituye una "estrategia". !
f
Juzgar las elecciones teniendo en cuenta - 
solamente los objetivos es un grave error. En efecto, una elec-- I
cion es racional si lleva a preferir el comportamiento que mejor 
permite realizar el objetivo perseguido en ese momento: en el 
caso de que fuese guiada solamente por la consideracion del obje^ 
tivo ultimo, no podria calificarse de racional, sino de teleolo­
gies.
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Algunas veces el objetivo puede ser incom 
pleto, es decir, existe un orden pero es desconocida la prefe- 
rencia relativa de los diversos pares de alternativas. Por —  
ejemplo, si a ~  b, a ~ ’c, a ~ d  y d ' ^ c  la transitividad lleva 
a que a ■>- c. Sin embargo el orden de preferencia de b y d es 
desconocido como puede verse en la figura
( "preferido a")
/
d
Asimismo el objetivo puede tomar la forma de 
una particion del conjunto de alternativas en un conjunto de alter^ 
nativas deseadas y un conjunto de alternativas no deseadas. El 
objetivo entonces se define como un subconj un to.
El objetivo puede tener un carâcter compuesto, 
es decir, puede tener una forma de vector multidimensional. Esto 
signifies que el objetivo representado por una funcion de valor 
real V: Z —> R puede o bien referirse a un numéro de carac t er is t^ 
cas (V: Z^xZgX. . . . Z ^ — ^ R) o puede ser multidimensional (V;
R*^ ) . Un ejemplo de este ultimo es el llamado orden lexicografi-
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CO en cuyo caso existe una dominancia entre los ordenes.
Finalmente algunas observaciones sobre el |
concepto de objetivo como una herramienta para la explicaciln. |
Metodollgicamente se puede aducir que un objetivo no es una -- |
propiedad intrInseca de ninguna persona. Ningun sis tema sea el ;
!
que sea, y por Ic tanto ninguna persona, "tiene" un objetivo. |
Un objetivo es un concepto teoritico que se atribuye a un sis- |
tema en particular para explicar su comportamiento. Un obj et i- !
V O  no es un sistema-propiedad sino un modelo-propiedad. A par^ I
tir de ahi la cuestiln de si puede probarse empiricamente que |
una persona en particular "tiene" un objetivo es irrelevante. f
El unico criterio es que el comportamiento de la persona este |
explicado adecuadamente o n o .
La racionalidad en la toma de decision es 
un concepto que trata del comportamiento. El compor tamiento se 
considéra generalraente como una eleccion entre alternativas; 
la racionalidad es por lo tanto un concepto que trata del modo 
en que se elige entre alterna t ivas. El concepto de racionalidad 
se usa y se define de muchos modos distintos comO hemos visto.
La definiciln de racionalidad que se adopta generalmente en la
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literatura de la ciencia de la decision es la de que el compor- 
camiento racional es un compor tamien to orientado hacia un ob jTe^  
tivo.
Una objecion que cabe hacer a esta defin_i 
cion de racionalidad es que no explica suficientemente el proce­
so de toma de decision. Si se define la racionalidad como un -- 
comportamiento orientado hacia un objetivo y un objetivo en ter­
mines de resultados deseados, la dinâmica del proceso cae fuera 
del campo de la racionalidad. Para Mayntz (3) la racionalidad se 
define generalmente en termines del result ado de la décision, pe^  
ro afirma que tendrîa mucho mas sentido buscar la racionalidad - 
en el procedimiento seguido para llegar a la decision. Otra pro- 
puesta sobre la racionalidad de procedimiento se ha hecho por 
Simon (4). Argument a que la capac idad limitada de procesamiento 
de informacion del decisor le impide tomar las decisiones opti-- 
m as. Esto supone que se tiene que contenter con soluciones "sa- 
tisfactorias" pero ahora el problema es como establecer un pro­
cedimiento para encontrar dicha solucion en el modo mas eficiente, 
es decir, el problema es la racionalidad de procedimiento.
Uno de los desarrollos mas importantes
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en la teorîa de la toma de decisiln organizacional ha sido la 
tendencia a partir de teorîas estâticas para tender a teorias 
multifase dinâmicas, es decir, los teoricos de la decision or­
ganizacional estân convencidos de la importancia de la dinâmi­
ca de los procesos de decision. Sin embargo, el concepto de r ai 
cionalidad, formulado ûnicamente en termines de resultados de- 
seados(objetivos),no puede explicar los aspectos dinâmicos del 
proceso que llevan a ese resultado en particular. El objetivo 
no dabe, por lo tanto, restringirse solo a un orden sobre las 
alternativas de resultados. Vearaos, resumidamente, porque.
Un proceso de decision puede describirse en 
termines de un sistema dinâmico normative formado por un con-- 
junto de acciones, un conjunto de estados, una relacidn estado 
presente-âccion-estado future (el modelo), y un objetivo (esta­
do final deseado). Veamos un sencillo ejemplo:
Dado el conjunto de acciones A- | ®i» ®2 | * 
el conjunto de estados S-j S^, S^, y el modelo estado --
presente-acciân-estado future. Supongamos que S^ es el resultado 
deseado. Entonces es posible transformer este sistema normative 
en un sistema de proced imiento que describe los procedimientos
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para llegar al estado final deseado, dependiendo de en que es­
tado nos encontremos. Todo ello esta visualizado en la figura 
adjunta.
Si el estado présente es entonces
cion
realizar la ac-
S, a .
1 1
a„
2 2
Modelo de procedimiento
Modelo Normativo
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Como podemos ver, la transformacion en el 
caso del ejemplo es unica y trivial. La transformacion de un - 
modelo normativo en un modelo de procedimiento, no es, sin em­
bargo, siempre tan simple como esta.
Vemos que el modelo de decision normativo 
es formalmente équivalente al modelo de decision de procedimien. 
to que describe el procedimiento de "que hacer" y "cuando". El 
ejemplo anterior, sin embargo, solo ilustra un proceso de toma 
de decision en un unico estadio, es decir, el estado final se 
obtiene en un unico paso. Veamos ahora un ejemplo de modelo dj^  
namico de toma de decision, donde el estado final se obtiene - 
en un cierto numéro de pasos.
Sea el conjunto de acciones A- | a^, a^ | ,
el conjunto de estados S- j S^,....... S^ | » el resultado de­
seado Sg y el modelo dinamico el representado en la figura
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En esta situacion no hay un unico modelo de procedimiento. Po^  
demos ver que solo se dâ el que exista un procedimiento unico 
en los estados del comienzo y S^. A partir de S^ hay --
très caminos a Sg y desde dos a Sg como se ve en la figura.
Modelo de procedimiento
Solo es posible una eleccion entre proce- 
d imientos alternativos si estos procedimientos en si mismos pue^ 
den ordenarse de acuerdo con alguna preferencia. En el ejemplo 
bastarîa especificar que se prefiere la accion a^ a la a^ . El - 
mejor camino a partir de S ^ séria entonces el proced imiento a ^
- a^- a^ y desde S^ el a ^ - a ^ . Como se ve la transformacion de
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un modelo de toma de decision normativo en uno de procedimiento 
no es unica.
La insuficiencia dinamica del concepto 
de racionalidad "ordinar ia" radica en la interpretaciôn restr ic^  
tiva del objetivo, es decir, fijarse exclus ivament e en el orden
de los estados finales. Un objetivo deberia definirse, sin em-
1 !
bargo, como un orden sobre todas las alternativas relevantes de i [
i i
tal.manera que incluya inputs, acciones y estados intermedios a
I :
lo largo de la secuencia temporal del proceso. Un objetivo in t e^ | ’
i' 'pretado como un orden entre todas las alternativas relevantes da
' :
como resultado un orden de los procedimientos que llevan a la - ■ ;
decision final. Por lo tanto se puede définir la racionalidad de f
procedimiento como la determinacion del mejor proced imiento de ? f
toma de decision. Los modèles fase usuales de la toma de deci-- 
sion son buenos ejemplos de la racionalidad de procedimiento.
En los pârrafos anteriores se ha aducido 
que para tratar los procesos de toma de decision el concepto de 
racionalidad deberia incluir aspectos dinâmicos. He llamado a - 
esto racionalidad de procedimiento. Ahora el paso siguiente es 
darse cuenta de que los procesos de toma de décision organizacio^
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nal consisten en algo mas que en fases solamente. El tiempo 
es solo una de las dimensiones que abarca el espacio de los 
procesos de decision. Hay numerosos aspectos estructurales 
que tienen tambiên gran importancia en relac ion a la toma de 
decision organizacional. Desde el enfoque sistemico algunos 
de estos aspectos estructurales son, por ejemplo, los objetos, 
los aspectos y las fases del sistema.
Un sistema se puede définir como un con­
junto de objetos W, un conjunto de relac iones entre estos
objetos y un entorno E(W) con relaciones entre E y W . Un
subsistema puede entonces definirse como un subconjunto de es­
tos objetos W con todas las relaciones originales . Un aspec­
to del sistema como todos los objetos U con solo un subconjunto 
de las relaciones R^. Una fase del sistema como un sistema identic 
CO al sistema original solo durante un cierto intervalo de tiem 
p o . Si consideramos un proceso de toma de decision organizacio­
nal como un sistema y definimos a los individuos participantes 
como los objetos del sistema, entonces los subsistemas son con- 
juntos de individuos (grupos, departamentos, organizaciones, -- 
etc), los aspectos del sistema son conjuntos de relaciones entre 
los individuos (problèmes, temas, aspectos) y las fases del sis^
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tema son intervalos de tiempo (perîodos, fases).
En estos tSrminos la estructura de un sis­
tema se define como el conjunto de relaciones entre los subsis­
temas, sis tema-as pec to y sistema-f ase del sistema. Esta défini^ 
ciân es mas amplia que la mera definition de "conjunto de relja 
clones entre objetos" en el sentido de que los objetos estân es^  
pecificados en subsistemas, sistemas-aspecto y sistemas-fase.
Los muchos modelo s fase existantes demues- 
tran que no hay una unica particion. Un mêtodo para realizar e^ 
ta descomposition es la régla de Simon (5). La régla establece 
que un sistema complejo deberâ subdividirse de tal modo que las 
intrarelaciones deben ser mayor es que las interelaciones. Este 
criterio se basa por tanto en las relaciones, de tal manera que 
el agrupamiento résultante dependerâ del tipo de relac ion tons i- 
derada. Otro mâtodo usado es el criterio de similitud. Se basa en 
former grupos de objetos que sean similar es. El anâlisis de los 
diferentes mâtodos de descomposicion lo tratare mâs adelante.
Por analogie con la racionalidad de proce^ 
dimiento podemos imaginar que es bastante posible llegar a la
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mlsma decision final con diferentes secuencias de sub-, aspe£ 
to- y fase de s is temas. La determinacion del mejor camino en el 
espacio tridimensional de los sub-, aspecto- y fase de sistemas, 
es el obj e to de la racionalidad estructural. Con este concepto de 
racionalidad estructural nos interesamos en las diferentes tran^ 
ferencias de una parte del sistema a otra para explicar el pro­
ceso de los sucesos. Âdemâs de las transfèrentias tambien nos - 
interesamos en la cons truce ion de aquellas partes. En otras pa­
labras, la racionalidad estructural se preocupa de la organiza­
tion del proceso de toma de decision. Se denomina, por tanto, 
racionalidad estructural a la racionalidad usada para determinar 
la estructura del proceso de la toma de decision organizacional.
Por ultimo es necesar io advertir que las - 
organizaciones intentan ser racionales pero ello no signifies 
que realmente lo sean, ni que sus decisiones puedan explicarse 
solamente en funcion de sus programas de accion, ya que ex i s t en 
multiples limitaciones que tienden a desviar las acciones r e s-- 
pecto de los resultados esperados. Entre los factores que lle­
van a esta real id ad pueden mencionarse: a) el hecho que la or­
ganizaciôn no contrôle todas las variables que intervienen en 
las decisiones, y b) la f al ta de certeza en cuanto a los efectos
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en las técnlcas empleadas. La racionalidad compléta esta vincij 
lada con la posibilidad de disenar un sistema cerrado que funcio^ 
ne bajo reglas anticipadas; pero las instituciones deben enfren^ 
tarse con la variabilidad del medio ambiante, y con un conjunto 
de restricciones a las cuales se debe adaptar. Su racionalidad 
es, por lo tanto, una intentionalidad relativa a una determina­
da situation de contexto, y debe comprenderse de acuerdo con las 
limitaciones internas en cuanto a las capacidades y la informa- 
ciôn disponibles.
El concepto de efectividad se aplica para la- 
determinacion del grado en que una institucion alcanza sus fines 
declarados y es por lo tanto una med ic ion de carâcter relative 
que compara los resultados obtenidos, con las me tas fijadas por 
anticipado. La efectividad no se refiere a los medios sino a sus 
consecuencias y a los propSsitos que ban orientado a las acciones. 
En la medida que las operaciones se hayan cump1ido como consecuen 
cia de los progr amas definidos en el marco del planeamiento or g|^  
nizativo, el anâlisis de la efectividad no solo esclarece si el 
fin perseguido ha sido alcanzado, sino que tambien permite éva­
luer la intensidad con que las acciones regulatorias condicionan 
el comportamiento de los miembros y si lo hacen en el sentido - 
deseado.
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En la mayor(a dq los casos la efectivi-- 
dad y eficiencia estân relacionadas; sin embargo, la organiza­
ciôn necesita con frecuencia establecer maneras diferentes pa­
ra medirlas. Aun si la organizaciôn es efectiva en el logro de 
sus objetivos, puede no ser eficiente en la utilizaciôn de re­
cursos. Inversamente, una organizaciôn puede ser eficiente sin 
ser efectiva.
Eficiencia s ignif ica elegir aquella alte_r 
nativa que permite obtener los resultados deseados con el mxni- 
mo CO S  to, o bien obtener mayores resultados sin mod if icar la -- 
magnitud de los cos tos vigentes. La eficiencia puede represen-- 
tarse como un coeficiente (relaciôn ingreso-producto) o bien -- 
como una diferencia expresada en termines del rend imiento ne t o 
de una decisiôn determinada. El anâlisis de la racionalidad ba^  
sado en la eficiencia, no requiers una comparâtiôn con metas ari 
ticipadas, sino con los resultados de las alternativas que se - 
han dej ado de lado.
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3. LA ORGANIZACION DEL SISTEMA DE DECISION.
La necesidad de la descomposicion del siste­
ma de toma de decision en sistemas parciales esta motivada por 
la creciente complej idad que han adquirido las organizaciones. 
Las organizaciones por ser sistemas abiertos estân en relation 
permanente con su entorno con el cual "intercambian" energia, 
materia, informaciôn,que se utilizan en el mantenimiento de su 
"organizaciôn" frente a la degradaciôn provocada por el tiempo.
Gracias a estos fluj os y pese al aumento de 
entropîa del entorno, la entropîa de una organizac ion se mantie^ 
ne relativamente baja. Esto es équivalente a decir que la "or­
ganizaciôn" del sistema se conserva.
La complej idad prôviene tanto de la varied ad 
de los elementos como de la interacciôn entre los mismos. En - 
otras palabras: las organizaciones estân constituidas por una 
gran variedad de componentes o eleraentos dotados de funciones 
especializadas. Estos elementos estân organizados en niveles 
jerârquicos internos. A su vez los diferentes niveles y elemen 
tos estân unidos por una gran variedad de enlaces.
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"Un si,3tema abierto consigne tender "acti- 
vamente" hacia un estado de mayor organizaciôn, - 
es decir, pasar de un estado de orden inferior a 
otro de orden superior, merced a cond ic iones del 
sistema. Un mecanismo de retroalimentaciôn puede 
alcanzar "reactivamente" un estado de organizaciôn 
superior, mercôd a "apr end iza j e " o sea a la infor^ 
mac iôn adminis trada al sistema" (1).
Por lo dicho cabrîa afirmar que la organiza­
ciôn como sistema abierto mantiene un comport amiento caracter^ 
zado por una creciente complej idad de su estructura interna, y 
por tanto, de una creciente diferenciaciôn.
"La diferenciaciôn se define como el estado 
de fragmentaciôn ^el sistema organizacional en su^ 
sistemas, cada uno de los cuales tiende a desarro- 
llar atributos particulares en relaciôn con los re^  
querimientos impuestos por su med io externo" (2).
Esta diferenciaciôn ocurre en dos direccio- 
nes; la especializaciôn vertical de ac t iv id ade s , representada 
por la jerarquîa organizacional, y la diferenciaciôn horizon-
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tal de actividades, llamada departamentalizacion. Tomadas en 
conjunto, ambos establecen la estructura formal de la organj^ 
zacidn.
La estructura se puede considerar como - 
el patron establecido de relaciones entre los componentes o 
partes de la organizaciôn.
Para la organization de la toma de decisiôn 
es bâsico el concepto de estructura. Consideremos un proceso de 
toma de decisiôn como un sistema. Un sistema se puede définir, 
como vimos, como un conjunto de objetos mâs las relaciones en­
tre estos objetos. A este ultimo conjunto de relaciones se le 
llama la estructura del sistema. Los objetos pueden ser tanto 
personas como cosas, y el mismo conjunto de objetos puede te­
ner diferentes clases de relaciones de tal manera que cada cla^ 
se diferente darâ una estructura diferente. Esto lleva a una - 
definiciôn mâs amplia de estructura. Definamos algunos conceptos 
previamente.
- Un sistema S- ^ A ,R ^  consta de un conjunto A de 
objetos y un conjunto R de relaciones entre estos objetos (la 
estructura) ;
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- Un subsistema SS^ R c o n s t a  de un 
subconjunto ^  A de objetos y del con j unto (original) R de 
relaciones entre estos objetos.
- Un sistema-aspecto consta AS^= ^  A ,R ^ ^  del co£ 
junto (original) A de objetos y un subconjunto R^ C  R Je rel£ 
ciones entre estos objetos.
- Un sistema-fase PS^ = ^ A , R >  es idintico - 
al sistema original S, solo durante un cierto intervalo de —  
tiempo T^ mas pequeno que ]a duracion de T de S:
- S ^ se llama un sistema parcial de S si S ^ es un
subsistema y/o un sistema-aspec to y/o un sistema-fase de S.
Ahora estamos en condiciones de définir la 
estructura de un sistema como el conj unto de relaciones entre 
los subsistemas, sistema-aspecto y sistema-fase del sistema.
Si considérâmes un proceso de toma de deci­
sion organizacional como un sistema y definimos los individuos
participantes como el conj unto de objetos A. Entonces los su^
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sisteinas son grupos de individuos (grupos, depart am entos, etc), 
los sistemas-aspecto son clases de relaciones entre los ind^ 
viduos (flujos de informaci6n, relaciones personales, relacio^ 
nes de poder etc.) y los sistemas-fase son clases en el tiem­
po (périodes, fases). Es decir la particion del sistema en -- 
subsistemas, sistemas-aspecto y sistemas-fase puede interpre- 
tarse como "quien" esta haciendo "que" y "cuando".
La definicion sistemica de estructura lle^ 
va a que la organizaciSn de un sistema de toma de decision de- 
be constar de dos etapas que se corresponden con las nocio- 
nes de descomposicidn y coordinacion, es decir:
1) formar los sistemas parciales relevantes del 
sistema original y
2) formar las relaciones relevantes entre estos 
sistemas parciales.
En una primera aproximacion se podrîa de-- 
cir que la descompcsicion trata de hallar los objetos del sis­
tema. Ahora bien, la organizacion de un sistema de toma de dec^ 
sion probableraente no tenga lugar siempre al nivel de los obje
119
tos elementales, es decir, no siempre tiene lugar al nivel - 
mas bajo de agregacion. El problema es, por Canto, que nivel 
de agregacion es el relevante a los propositos organizac iona^ 
les. Es importante a este respecte hacer algunas observacio- 
nes.
En primer lugar es posible que el agrupamiento 
siga una iterac ion de niveles de agregacion antes de alcanzar 
el nivel adecuado al proposito perseguido y es por elle que 
la formacion de sistemas parciales puede seguir un proceso -- 
iterative.
En segundo lugar sè debe hacer notar que los 
sistemas parciales pueden formarse de dos modos distintos. Se 
puede comenzar por los objetos elementales del sistema y agru- 
par estos objetos en sistemas parciales. Por otra parte se pue­
de comenzar por el sistema como un todo y partir este todo en 
sistemas parciales. El primero es un método de abajo-arriba -- 
mier “ras que el ultimo es un método de arriba-abajo.
En tercer lugar hay que advertir que si def^ 
nimos la formacion de sistemas parciales como la formacion de 
subconj untos de "elementos" podrîa parecer que es la definicion
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de la formacion de subsistemas. S in embargo estos "elementos" 
no estSn necesarlamente restringidos a los objetos del siste­
ma. Tambiên incluyen las relaciones y los distintos momentos 
de tiempo del sistema.
Por ultimo se debe advertir que descomponer 
un sistema signiflca que en el interior de este se trazan sub­
limités aliededor de los subconjuntos, es decir, que el signify 
cado fundamental de la descomposicion es el de demarcacién. Al 
igual que un conjunto se define por sus fronceras -que elementos 
caen dentro y cuales fuera- un sistema se define tambiên por - 
sus limites o fronceras. Todo lo que queda fuera de la fronce­
ra del sistema es su entorno. La descomposicion es el trazado 
de fronceras en el interior de un sistema.
Una vez que se ban formado los sistemas --
parciales de un sistema se puede proseguir con la formacion
de las relaciones entre estos sistemas parciales. Esta nocion 
puede. hacerse corresponder con el concepto de coordinaciôn. - 
Primero formar las partes despuês coordinarla s .
Sin embargo la coord inac ion de los sistemas
parciales tiene un s ignif icado ma s amplio que el de la forma--
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cion de relaciones unicamenCe. La organizacion de un sistema 
de toma de decision no consiste unicamente en la construccion 
de la estructura del sistema, sino tambien en la elaborac ion 
del proceso de control de ese sisjtema.
Formas de descomposicion;
Ademas de a la division del trabajo la 
descomposicion tambien se aplica a la formacion de partes mas 
amplias organizacionales que contienen a varias personas o t^ 
reas, tales como grupos, departamentos o incluse entidades m£ 
yores. La descomposicion a este nivel de agregacion se llama 
generalmente "departamentalizacion". La formacion de depart^ 
mentos dentro de una empresa se puede llevar a cabo a s eg un 
distintas dimensiones, es decir, por:
- Funcion; la subdivision es por actividades pri^ 
cipales tales como finanzas,produce ion, ventas, 
etc .
- Froducto; la subdivision es por tipos de produc- 
tos ;
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- Localizacion; la departamentalizacion es - 
geogrêfica.
- Otras; tales como clientes, equipos, etc.
A la "estructura externa" de una empresa, es 
decir, al conjunto de relaciones entre diferentes empresas, se 
le pueden aplicar los mismos princlpios. La descomposicion por 
funciones lleva a la diferenciacion empresarial. La descomposi^ 
cion por producto a la especializacion.
Otra dimension a la que se le puede aplicar 
la descomposicion es a la autoridad. La formacion de subdivi- 
siones relativamente autonomas de una empresa se llama "descen 
tralizaci6n". La diferencia entre el concepto anteriormente - 
mencionado de departamentalizacion y el ultimo concepto es que 
en la descentralizacion el ênfasis se pone en la delegacion - 
de autoridad. En termines sistemîcos de control la division - 
del trabajo y la departamentalizacion tratan de la descompos^ 
cion del sistema controlado mientras que la descentralizacion 
traça de la descomposicion del controlador .
Es évidente que todos estos diferentes térm^ 
nos son formas especlficas del concepto de descomposicion. La
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division del trabajo, la departamen talizacion y la estruct^ 
ra externa son aplicables a tres diferentes niveles de agre^ 
gacion: individuos, departamentos y empresas.
A parte de esta tipologîa acorde con - 
distintos niveles de agregacion tambien se puede 'hablar, co­
mo hemos vis to, de una tipologîa de descomposicion de acuerdo 
con los diferentes aspectos relacionales entre las partes ta­
les como la descomposicion por funcion, por producto, por lo­
calizacion o autoridad. En termines sistémicos esto signifies 
que se descomponen diferentes sistemas-aspecto.
Por ultimo se resalto otra tipologîa de 
descomposicion en base a si se descomponia el sistema primario 
(division del trabajo, departamentalizacion) o el sistema de 
control administrativo (controlador).
Metodos de descomposicion:
Existen toda una serie de "principios" 
(ticnica requerida, habilidad, experiencia, educac ion, etc.) 
estructurales donde el criterio de descomposicion prédominante 
es el de la similitud. Las operac iones y las tareas se dife-
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rencîan o se integran en grupos que tienen alguna clase de 
similitud en cuanto a su valor, tipo, tecnologîa, emplazamien^ 
to, etc. Este método de descomposicion esta obviamente diri- 
gido a la creacion de sistemas parciales homogéneos con una 
similitud Interna al ta y cons ecuentemente con una similitud 
baja encre los sistemas parciales.
La descomposicion en sistemas parcia­
les que sean tan similares internamente como sea posible pero 
qnir entre si sean poco seme j antes, da* como resultado inevita- 
blemente unas necesidades de coord inac ién muy extrictas. La - 
division del trabaj 0 se empareja direc tamente a la coordina-- 
cion en el sentido de que cuanta mas tareas diferentes se crean 
mayor coordinacion es necesaria.
Desde el punto de vista de control de 
una organizac ion este hecho es rauy desventajoso . A la direc-- 
cion le résulta mas util una descomposicion en sistemas par-- 
ciales que requiriera un mînimo de coordinaciôn, es decir, una 
descomposiciôn en sistemas parciales autonomes.
Lo anterior hace que pongamos atenciôn 
en un método diferente de descomposiciôn en el que no es el -
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criterio de similitud sino el criterio de relac ion el que - 
juega un papel central. Una estructura la definiamos como - 
un conjunto de relaciones entre los objetos de un sistema.
Por lo tanto parece logico enfocar el problema de la estruc- 
turacion y de la descomposicion desde el punto de vista de 
estas relaciones. Serîa util poder llevar a cabo, la descom­
posicion de tal modo que se facilitase la coordinacion.
Este enfoque de la descomposicion desde 
el punto de vista de las relaciones entre los sistemas parciales 
se encuentra en la régla de descomposiciôn de Simon. Esta ré­
gla es tablece que un sistema complejo debe descomponerse en - 
sistemas parciales taies que las interrelaciones deben ser -- 
menores que las intrarelaciones. Esta régla es conocida como 
la régla de la "casi-descomposibilidad" porque da como resul­
tado sistemas parciales casi-autônomos. El argumento principal 
para usar este método de descomposiciôn es que disminuye la ne^  
cesidad de coordinaciôn.
El tercer método es una forma especîfica 
de la régla de descomposiciôn de Simon. Este método se fija en 
una clase particular de relaciôn: la corriente de comunicaciôn 
e informaciôn. Este enfoque se basa en considérât la organiza- 
cion co.mo un sistema de procesamiento de informaciôn. El sis-
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tema se descompone de un modo tal que las corr lentes de trans^ 
mlsiôn de informaciôn dentro de los sistemas parciales son ma^  
yores que las corrlentes entre los mismos. La analog la con la 
régla de descomposiciôn de Simon esta clara.
Desde el punto de vista practice los niéto^  
dos escogldos son bas tantes distintos. Descomponer la organi- 
zaciSn en partes que sean tan homogéneas como sea posible no es 
ciertamente lo mismo que descomponer una organizaciôn en par^ 
tes que tengan pocas interrelaciones. La distinciôn entre es­
tos dos enfoques es muy obvio desde el punto de vista de la - 
coordinaciôn. En el primer enfoque la coordinaciôn con toda - 
seguridad no se minimiza. El segundo enfoque esta par t icularmeti 
te encaminado a rainimizar la coordinaciôn.
Desde el punto vista formai el primer me t o^ 
do podrîa modelarse como un problema de anâlisis cluster, el - 
segundo como un problema de teorla de grafos y el tercero como 
un problema de teorla de la informaciôn.
Desde un punto de vista abstracto los très 
modelos son équivalentes; los très tratan de la descomposiciôn
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de acuerdo con alguna clase de relaciôn b inar ia matematica-.  ^
Unicamente las clases de relaciones dif1ere n .
En el primer método la relaciôn que nos 
interesa es, una relaciôn de disimilitud, es decir, una rela^ 
ciôn antireflexiva, simetrica y transitiva. En el segundo m^ 
todo la clase de la relaciôn que lo sintetiza es un grafo. - 
Las restricciones esenciales de este segundo enfoque son que 
se consideran unicamente la existencia de la relaciôn si o no 
y su direcciôn. En el tercer método la relaciôn que interesa 
se basa en relaciones estadîsticas, es decir, en el concepto 
de transmis ion de la teorîa de la informaciôn. Los très méto^ 
dos formalmente sufren de las mismas restricciones: conside­
ran unicamente relaciones binaries.
Primer método; Descomponer un sistema en 
sistemas parciales, de tal modo que los elementos de los si^ 
temas parciales sean tan similares como sea posible y los —  
sistemas parciales se diferencien tanto como sea factible, se 
puede modelizar matematic amente mediante el analisis "cluster"
Un problema de agrupamient os se puede for^
mular como sigue:
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Dados un conjunto de n individuos (3)
I« (Ij , , - . . , I^) de una poblacion conjunto de ca-
racterlsticas C-(C^,C ^ ,..•» C^), una valoracion correspon
diente a la caracterîstica i-esima en el individuo j-esimo y
un vector X,*(X..) de las valoraciones de todas las caracteris 
1 1] -
ticas en el individuo j-esimo entonces el problema de agrupa­
miento consiste en determiner m grupos (subconjuntos de Tj,) de
individuos    de forma que cada ^  pertenezca a
uno y solo uno de los suconjuntos y que los individuos asigna- 
dos al mismo grupo sean similares y disimiles a los asignados 
a grupos distintos.
La medida de disimilitud es casi siempre 
una funcion de distancia, definida como una funcion no negative, 
antirreflexiva, simetrica y transitiva. Se pueden medir las - 
distancias entre los individuos (o elementos) y establecer que 
dentro de un grupo sean minimes o que no super en un cierto valor 
Tambien se puede tomar la distnacia media entre un individuo y 
todos los de un grupo e incluir dicho elemento si la similitud 
es maxima o por encima de un cierto valor. Asimismo se puede - 
tomar la distancia media entre todos los individuos de un grupo 
y todos los de otro y tomar la maxima. En esencia, las difereii 
cias entre estos tres metodos es que usan distancias uno a uno, 
uno a grupo y grupo a grupo respectivamente.
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Otra forma de procéder es por medio del méto­
do llamado "agrupamiento jerârquico". Consideremos 
como un conjunto de grupos (I^), ( I^)• Seleccionemos los
dos grupos e Ij que estén mas proximos y fusionemoslos en un 
grupo. El nuevo conjunto de n-1 grupos es (I^) , (I2)».••,(I^,Ij),•
..., (I^). Repitamos el procedimiento. Con este agrupamiento "je-
rarquico"se puede représenter la estructura de agrupamiento por me^  
dio del denominado endograma, como por ejemplo el del grafico;
1,0  0 .»  0 .>  0.S  0.S
Elemento *,0 0.1 04 o.) «.y ».t
Es importante resaltar que para agrupar es 
necesario algo mas que una medida de la similitud. Se necesita ad e- 
mas algun criterio para decidir sobre aspectos taies como el numé­
ro de grupos a formar, el numéro de elementos por cada grupo, etc. 
Es decir, es necesar io un criterio para "parar" como, por ejemplo, 
un o bj e t ivo.
La descomposiciôn, en general, no se puede 
hacer sin un objet ivo porque debe tenerse en cuenta que los cri- 
terios de descomposiciôn son ejemplos especificos del concep­
to mas general de objetivo. No se pueden formar sistemas
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parciales de un sistema unicamente buscandb similitudes, re­
laciones, flujos de informaciôn etc. Se necesita un orden de 
preferencia en cuanto al grado deseado de similitud, de los 
elementos, cuantas interrelaciones se permiten, cuantos gru­
pos se desean, cuantos elementos por grupo etc. por mencionar 
unicamente unas cuantas.
Aderaés el objetivo para la descomposiciôn 
no se puede obtener de los objetivos de los elementos del si^ 
tema. Ambas clases de objetivos son de diferentes niveles y 
se interesan en diferentes cosas. Esta claro que el objetivo 
de maximizar la similitud intragrupo (ademas del criterio en 
cuanto al tamano y el ndmero de grupos etc.) no tiene, neces^ 
rlamente, mucho que ver con los objetivos de los elementos —  
que se agrupan. En el caso de que estos elementos del sistema 
sean, por ejemplo, Individuos, sus propositos probablemente - 
tendran relaciôn con su trabajo y tambiên con problemas perso^ 
nales y sociales. En principio ambos tipos de objetivos son 
de diferente nivel.
Por otra parte la descomposiciôn de un - 
sistema tambiên sirve al propôsito de influir al sistema en 
una direcciôn deseada y por lo tanto el agrupamiento de elemeii
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tos en sistemas parciales constituye un medio de obtener el 
cambio deseado del sistema o de los sistemas parciales.
Seeinx^imê^^d^: Un instrumento que par ece 
adecuada particularmente al analisis es truc tural es la teoria 
de grafos. Un grafo esta directamente emparejado al concepto de 
relaciôn. D@ hecho un grafo es una conjugacion abstracta de - 
un conjunto de elementos y relaciones. Por lo tanto el crite^ 
r io anteriormente mencionado de descomposiciôn por interrela^ 
ciones puede ser forraalizado por medio de la teorîa de grafos.
Un Grafo se define como una tupla G = <  V ,A ) 
donde V es el conjunto de vertices (puntos) del grafo y A el 
conjunto de arcos del grafo que unen pares de vertices (pun­
tos). La existencia de un arco del vértice V. al V. ind ica --
1 J
cierta relaciôn entre los dos vertices.
Grafo dirigido ; Cuando los arcos posean seri 
tido V ^ puede es tar relac ionado con V. pero 
no a la inversa. Ademas no pueden existir - 
arcos multiples, es decir, de cada vértice 
no sale mis de un arco a otro vértice V.
Los conceptos de grafo diri-
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gido y relaciôn binarla no son conceptos 
ajenos el uno del otro. Una relaciôn bi- 
naria en VXV puede representarse median­
te un grafo, es decir, si esto im­
plies que existe un arco que une con
"j -
Matriz asociada al grafo : un grafo dirigi^
do le podenos asociar la matriz A(D)»(a^j)
con a^j=l si y V^ estan unidas por un
arco y a ..=0 en caso contrario.
1]
Conexiôn: Un vértice esta conectado - 
con otro, , si existe una cadena que - 
une Vj^  y V^.
Cadena: Es una sucesiôn de ârcos no nece­
sar iamente orientadoa en la misma direc-- 
ciôn, de tal forma que el punto final de 
cada arco es el final o el inicial del si^  
guiente, salvo para el ultimo de la suce­
siôn .
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Camino: Es una cadena dirigida: todos los - 
arcos tienen la misma direcciôn.
Accesibil idad : Un vértice V es accesible 
---------------  n
desde V, si existe un camino desde V, a V .
1 1 n
Longitud de un camino: Es el numéro de
C O S  q u e  lo c o m p o n e n ,  es d e c i r ,  la "distaii
c i a "  e n t r e  V y V .
1 n
Subgrafo de un grafo dado: Si dentro de un 
grafo dado seleccionamos un subconjunto de 
sus vértices y los arcos relativos a los - 
vertices de dicho subconjunto, obtenemos lo 
que se denomina un subgrafo del grafo ini­
cial.
Conexion fuerte; Un grafo dirigido es fuer- 
temente conexo si para cualesquiera dos pun­
tos (vértices) del grafo existe un camino que 
los une (uno es accesible a partir del otro).
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Conexiôn dêbil: Si dos puntos (vértices) —  
cualesquiera estén conectados (existe una c^ 
dena que los une).
Componente conexa dêbil; Un subgrafo es una 
components conexa débil del grafo firigido si 
es maximal entre los subgrafos conexos debil- 
mente (no existe otro que lo contenga).
Componente conexa fuerte: Si es maximal entre 
los subgrafos conexos fuertemente.
Los conceptos anteriores pueden ser usados p^ 
ra descomponer un grafo dirigido en subgrafos. Esto se puede 
realizar analizando la matriz asociada A(D) de un grafo diri­
gido D . Si la matriz A(D) se puede descomponer en
11
21
12
22
de menera que A^ ^  Y A^ ^ sean ceros, entonces A se dice que es­
ta descompuesta. Esta descomposicion se denomina diagonal por
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bloques (compléta). Con mas generalidad la matriz cuadrada 
A se dice que esta descompuesta (jerarquicamente) si restru£ 
turando las filas y las columnas A tiene una forma triangular 
por bloques
° °
^21 \ 2  0
donde todas las son cdadradas y todos los bloques por en­
cima de la diagonal son ceros. A esta descompuesta maximamen- 
te si ra es maximal. Si todos los bloques por encima de la di^ 
gonal principal A^^ con ij^ j son ceros, \ se dice que esta de£ 
compuesta completamente. En este ultimo caso la estructura se 
puede descomponer en subestructura s completaraente autonômas; 
en el primer caso las interconexiones entre los bloques perma^ 
necen. La razôn porque esto a veces se llama descomposicion - 
jerârquica es que estas interconexiones que permanecen forman 
una ordenaciôn de los subgrafos representados por los bloques 
de la diagonal. De la definicion de componente conexa dé­
bil se sigue que un grafo or ientado solo se puede particionar 
en componentes conexas débiles si es descomponible compléta—
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mente,
La condiclon es necesaria pero no sufi- 
ciente; las componentes conexas débiles implican descomposi-- 
cion compléta pero la descomposicion compléta no implica corn 
ponentes conexas débiles.
Si deseamos particionar un grafo en compo^ 
nentes conexas fuertes primero tenemos que construir la matriz 
de accesibilidad R(D)-r^^ del digrafo D, que tiene una entrada 
r^j*l si es alcanzable a partir de v^, y, r^^-0 sino no lo es 
Esta matriz se puede obtener de la matriz asociada A(D) calc^ 
lando su secuencia de potencies Booleanas, para R(D)” I+A(D) ^  ^
en un grafo dirigido con p vértices (I es la matriz idéntidad).
A partir de esta matriz se pueden hallar las componentes conexas 
fuertes. Tanto la particion de un grafo orientado en component es 
conexas débiles como en componentes conexas fuertes es unica.
Dado un sistema representado por el grafo
dirigido
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y su c o r r e s p o n d . i e n t e  m a t r i z  a s o c i a d a
I 2 3 4 5 6 7
1 1 0 1 0 0 0 1
2 0 1 0 0 I 1 0
3 0 0 I 0 0 0 0
4 1 0 0 1 0 0 0
5 0 0 0 0 1 0 0
6 0 I 1 0 0 1 0
7 1 0 0 0 0 0 I
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Al tratar de descomponerla vemos que su 
nueva estructura no es diagonal por bloques
1 3 7 ' 5 ' 4 ' 2 6
1 1 1 1 ! 0 0 1 0 0
3 0 1 0 'o ' 
1 1
0 ' 0 
1
0
7 1 0 1 ' 0 ' 0 ' 0 0
- — — - t- -1 - t- - -
5 0 0 0 1 11 0 1 0 0
- —  — - —» — - —* — -
4 1 0 0 ' 0 ' 1 ' 0 0
2 0 0 0 ' 1 » 
1 1
0 ' 1 
(
1
6 0 1 0 I 0 , 0 k 1 1
sino triangular por bloques
il
31
22
3 2 33
41 '42 '44
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Esta particion da lugar a que el sistema quede descompuesto de 
la manera que podemos observar:
El caracter jerârquico de una particion de bloque-triangular esta 
clara. En esta particion hay 3 interrelaciones y 12 intrarrela- 
ciones. Sin embargo, es bast an t e posible reducir el numéro 
de interrelaciones a una interrelacion, como por ejemplo ,
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o Incluso a cero interrelaciones por la no particion del gra^ 
fo dirigido en s u b g r a f o s L a  contrapartida de que existan p£ 
cas interrelaciones es que los grupos en si mismo contendran 
muchfsimos ceros, es decir, que tampoco habrâ muchas intrarr^ 
laciones.
La descomposicion por medio de la teorîa 
de grafos es sin embargo algo restringida debido al hecho de 
que esta teorîa usa relaciones binaries (Booleanas) exclus ivameii 
te y unicamente se puede d iAc ernir si la relation existe o no. 
Esta restriccion hace que las relaciones entre très o mas varia^ 
bles tomadas a la vez sean imposibles.
La dependent ia entre mas de dos variables 
no se puede représenter en un grafo por una f une ion mult ivar ian^ 
te sino es por algun.tipo de composition. Es mas, la restric- 
cion a relaciones booleanas implica que una propiedad muy im —  
portante de las relaciones, como es su fortaleza, no se puede 
analizar por medio de la teorîa de grafos.
Tercerioétod_£ : Una forma particular del 
método ya mencionado de descomposicion por interrelaciones es
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fijarse en una clase especial de relation: la comunicacion.
En este enfoque el sistema se considéra como un sistema de 
comunicacion en el que las relaciones se representan por -- 
flujos de informaciôn. A pesar de que el método anterior y 
este son basicamente équivalantes se tratan sin embargo se- 
paradamente porque hay cierta diferencia matematica entre - 
los dos. En el enfoque a partir de la teorîa de grafos se 
supone que existen relaciones deterministas (Booleanas) en­
tre las variables. En el enfoque de teorîa de la informaciôn 
no se presuponen taies relaciones deterministas. Las r elac io^  
ne3 son de tipo estadistico.
"la idea bas ica es sencillamente que la -
"coordinaciôn" de las partes implica que sus comportamientos
deben desviarse de la independent ia estadîstica (probabilis- 
tica): la desviaciôn proportions ententes el dato a partir 
del cual se pueden computer entropies, transralsiones e inte- 
racciones" (4).
Rothstein express lo mismo visualizando la
organizaciôn como una cant idad de elementos, cada uno de los
cuales se asocia con su propio conjunto de interacciones al- 
ternativas con otros elementos. DE esta manera, cada elemento
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tiene cie rt a libert ad  de e l e c c i o n  entre las i n t e r a c c i o n e s , 
pero tambi én ciert as  c o n s t r i c c i o n e s . C u a l q u i e r  grupo p a r t i ­
cular de todas las elecc iones i n d i v i d u a l e s  Eormul a d a s  por 
cada uno de los elem e n t o s  de o r g a n i z a c i o n  con s t i t u y e  lo que 
R othstein llama una " c o m p lexion". Por lo tanto, en una o r ­
g a n i z a c i o n  hay tantas c o m p l e x i o n e s  como m a n e r a s  de elegir un 
r e p r é s e n t a n t e  de cada grupo de a l t e r n a t ivas . ASi, tenem os  - 
una s i tuacion l o g i c a m e n t e  equiva l e n t  e a un tîpico conj un to de 
va riedad en teo rl a de la i n f o r m a c i o n , y pue d e  u t i l i z a r s e  la 
m e d i d a  H de inf o r m a c i o n  o "entrop îa" . Si los e l e m e n t o s  de 
una p r esunta o r g a n i z a c i o n  de hecho fuesen i n d e p e n d i e n t e s  e n ­
tre si, de modo que c u a l q u i e r  e l emento p u diese i n t e r a c t u a r  - 
con cu alquier otro con la m i s m a  p r o b a b i l i d a d , t e n d r e m o s  un - 
caso é q u i v a l e n t e  a un c o n j u n t o  de "m e n s a j e s "  e m i t i d o s  por una 
fuente con igual pr obabil i d a d , y entre los cua les  no hay cons^ 
triccione s. En ambos casos la "e n t r o p i a "  tend ria  v a lor m a x i m o , 
y la " o r g a n i zacion", intuitivaraente p e r c i b i d a  como lo cont r a r i o  
de la "entr opi a",  séria cero, es decir, " d e s o r g a n i z a c i o n "  t o ­
tal. En titmi no s de Ro thstein, aqui e 1 c o njunto de c o m p l e x i o n e s  
tiene una ent r o p i a  que es s i m p l e m e n t e  la suma de las e n t r o —  
pias de los grupo s i n d i v i d u a l e s  de a l ternat i v a s . En e 1 e x t r e ­
me opuesto, don de  la o r g a n i z a c i o n  solo permite una c o m p l exion, 
la e n tropia del grupo pote n c i a l  de c o m p l e x i o n e s  es cero, y la 
o r g a n i z a c i o n  es maxima.
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Sin embargo, en una organizacion dinamica 
generalmente tenemos una situacion intermedia, y la entro­
pia del grupo de complexiones no es cero sino menor que la 
suma de las entropias de los grupos individuales de altern^ 
tivas. Sobre esta base Rothstein ofrece una definicion de - 
la magnitud de organizacion;
"Definimos la magnitud de organizacion co­
mo el exceso de este valor maxino posible de la 
entropia de complexiones sobre la entropia del grjx 
po de complexiones calculado con las correlaciones 
que caracterizan a la organizacion considerada. - 
Es facil percibir que la organizacion mide cuanta 
inf ormac ion ha sido introducida en el conjunto de 
complexiones a causa de las interacciones" (5).
En vez de la medida usual para una relacion 
estadistica entre variables -el coefciente de correlacion- 
que presupone 1inealidad utilizare el concepto de transmis ion 
de information. Esta medida se basa en el concepto de "entro­
pia" (Ver Apéndice II). Dada una variable x que puede tomar -
los valores x x , donde n. es el numéro de veces que x
m ^
toma el valor x y donde n "N es el numéro total de -
 ^ i-1 ^
muestras, entonces la entropia H(x) se define por:
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- F  Z  n, log, n.
Esta es una m e d i d a  para la v a r i e d a d  de
X. Si X toma solo un valor, e n t o n c e s  H(x)=0, y si x toma todos
los posib le s v a l o r e s  c o n i g n a l  fre cuencia, enton ce s H(x) es maxima, 
es decir, H(x )log^m. Con dos v a r i a b l e s  x e  y la t r a n s m i s i o n  T(x,y) 
entre x e  y se de fine por:
T ( x : y ) = H ( x ) + H ( y ) - H ( x , y )
Esta es una m e d i d a  de la forta l e z a  de la 
rel a c i o n  entre x e y. La t r a n s m i s i o n  es cero si x e y son i n ­
d e p e n d i e n t e s  y es m a x i m a  si son d e p e n d i e n t e s , es decir, si -- 
existe r e lacion de x a y o de y a x. En gene ra l la trans mis  ion
entre v a r i a b l e s  x^,..., x^ es:
T (x ; x^ ; . . . . ;Xj^) = H ( x J  -H(x^ ,x^ , . . . , x^)
Con esta m e d i d a  pode mo s d e s c o m p o n e r  un - 
sis te ma  S en sub s i s t e m a s  S
"i:  "i„i| g |-i...
para los cuales la trans mis  ion int erna T(x. x. .
il ^nl
mayor que la t r a n s m i s i o n  ext ern a:  T u x . , , . . . ,  x ^ .
I l l  ^ni : ^ ^21'''
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Coordinacion; Si definimos la organizacion 
de un sistema como la f ormac ion de sistemas parciales (sien^ 
do estos subsistemas, y/o sistemas-aspec to y/o sistemas-fase) 
con sus correspondientes relaciones parece obvio définir la 
coordinacion por medio de estas ultimas (las relac iones), Sin 
embargo la coordinacion tomada en sentido amplio no debe f i- 
jarse unicamente en estas interdependencies sino que debe incor_ 
porar un importante aspecto adicional cual es el concepto de obje^ 
tivo. Es decir, ademas de la coordinacion estructural es tan-- 
bién importante la coordinaciSn del objetivo.
La importancia de la incorporaciSn del concep­
to de objetivo en la coordinacion queda clara si nos damos cuen^ 
ta de la fuerza del concepto de objetivo en un sentido explica, 
tivo. Ya se dijo que cualquier comportamiento se puede explicar 
como un compor tamiento orientado hacia un objetivo. As I , compor^ 
tamientos diferentes (en conflicto) se pueden explicar por me­
dio de diferencias de objetivos y las interdependencias en —  
tre las partes de un sistema causadas por comportaraientosdife- 
rentes y en conflicto de las partes se pueden explicar en tér- 
minos de objetivo, es decir, las interdependencias se pueden -
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deduc ir a partir de d i f e r e n c i a s  de objetiv o.
Para dé f i n i r  la c o o r d i n a c i o n  incorporaji 
do la fo rma  ante r i o r  m è n e i o n a d a  de c o o r d i n a c i o n  de objetiv o,  
a d o p t a r e m o s  un punto de vis ta sistémi co ; la c o o r d i n a c i o n  es 
el c o ntrol de un s i stema de s i stemas parciales. Esta d e f i n i ­
cion imp 1 ica en pri mer  l u g a r , que los sis temas par ciales e s - 
tan i n t e r r e l a c i o n a d o s , de otro modo  no po d r i a n  consti t u i r  -- 
c o n j u n t a m e n t e  un sistema. En segu nd o lugar, esta d e f i n i c i o n  
no es una d e f i n i c i o n  e s p e c i f i c a  sino general de control. El 
contr ol  de un si stema supone, a través de la d e f i n i c i o n  de 
sistema, que el con trol se aplica a un sistema de entida des  
i n t e r r e l a c i o n a d a s .
Una o b s e r v a c i o n  import a n t e  que se puede 
de ducir de la d e f i n i c i o n  ge n e r a l  de c o o r d i n a c i o n  es que la 
unidad c o ordinat iva puede c o n t r ô l e r  o bien el sistema en su 
t o ta 1 id a d , o a los si stemas p a r c i a l e s  por separado. De tal 
modo que se puede co n s i d é r â t  la c o o r d i n a c i o n  o bien como el 
co n t r o l a d o r  de la totali dad  de los sistemas p arciales o como 
el con t r o l a d o r  d i r ecto de los sis temas parc i a l e s  c ontrolados 
por s e p a r a d o .
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A la vista de lo dicho cabe entonces ha- 
blar de distintas modalidades de control:
- Control de objetivo del sistema (Control de 
obj etivos) .
- Control de las relaciones entre los sistemas 
parciales (Control estructural).
- Control "rutina" del sistema global (Control 
ordinario del sistema).
- Control del objetivo de los sistemas parciales.
- Control de la estructura de los sistemas parcia^ 
les, es decir, de las relaciones dentro de los 
sistemas parciales.
- Control "rutina" de los sistemas parciales. Con­
trol ordinario de los sistemas parciales.
Otra distincion importante que puede hacerse es en^  
tre coordinacion "extrinseca" e "intrinseca". En la coordina--
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cion e x t r i n s e c a  el c o o r d i n a d o r  es un s u b s i s t e m a  d i stinto de 
los sist em as p a r c i a l e s  c o o r d i n a d o s ; en la c o o r d i n a c i o n  intrin 
seca no. Pued e d i s t i n g u i r s e  ade ma s entr e c o o r d i n a c i o n  " i n t e £  
na" y " e xterna" de acuerdo con la d i s t i n c i o n  entr e contr ol  
"i nterno" y c o ntrol "ext e r n o "  siendo el ult imo  el control 
del entor no para influ ir  en el sistema de contr ol  de modo iri 
directo .
Ve amos, br evemente, que r e l a c i o n  tiene lo - 
ante r i o r  con el con trol del o b j e t i v o . - C o n s i d e r e m o s  el sist ema  
con t r o l a d o  como una "caja negra" forma da  por un input a m b i e n t a l  
X, un input de contr ol la y una f une ion de transf ere ncia _f que 
d é t e r m i n a  el output y . El o b j e t i v o  de la caja negr a se pued e 
con s i d e r a r  como un subconj unto d e seado G del c o njunto de todos 
los p o sibles outputs, y , es decir, G C y. A parti r de esta con- 
f i g u r a c i o n  el c o n t r o l a d o r  pued e ob tener el o b jetivo G de los 
siguie n t e s  modos: por una ac c ion de c o ntrol u apro p i a d a  (co n ­
trol "ruti na "),  c a m b i a n d o  la es truc tu ra f de la caja ne gra -- 
(control e s t r uctural), c a m b i a n d o  el obj e t i v o  G (control de o^ 
jetivo) y camb i a n d o  el output  ambi e n t a l  x (control externo).
La dif e r e n c i a  ent re  cont ro l de o b jetivos y otros modos de cori 
trol es que los ot ros modos  intentan, di recta o ind irec t amen - 
te, influir sobre y para cambi a r l o  en la d i r e c c i o n  del sub-
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c o n j u n t o /G deseado mientras que el control de objetivos cambia 
la amplitud del subcon junto para permit ir que incluya y.-
La coordinacion,por definicion,trata de un 
sistema de sistemas parciales interrelacionados, de tal modo 
que la coordinaciSn de objetivos trata de un sistema de obje­
tivos interrelacionados.
Un sistema de procesos interdependientes de 
toma de décision puede tener varias formas de interdependencia 
El sistema puede acoplarse a través de su inputs y outputs de 
tal modo que el output de un proceso de decision puede ser el 
input del siguiente proceso. Las interdependencias de las de- 
c is iones en la teorîa matematica de la decision se tepresen-- 
tan por las interrelaciones entre las funciones de ut ilidad - 
de los distintos decisores. Las interdependencias entre las - 
decisiones se representan como interdependencias entre los ob­
jetivos de los decisores.
Tipologîa de sistemas de objetivos: Los sistemas se pueden cla^ 
sificar de tal modo que exista un objetivo comun del sistema. 
En la toma de decision el caso extremo es la llamada j erarqufa
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de objet ivo s.  Cada i n dividuo en eü. si stema de toma de d e c i ­
sion ha ado ptado el obj e t i v o  co mûn (el de la o r g a n i z a c i o n ) .  
Este es el caso "id ea l" de una j e r a r q u i a  m e c â n i c a  en la que 
cada indiv id uo se i d e n t i f i e s  con la o r g a n i z a c i o n .  En la m a y £  
rîa de los casos el o b j e t i v o  o r g a n i z a c i o n a l  comun se presupo^ 
ne que debe ser d e s c o m p u e s t o  en un s i stema de subobj etivo s 
(jerarq uia  de ob jetivos). A pe sar de q u e , de fo rma  es tr ic t a , 
esto es una s i tuacion de o b j e t i v o s  mul t i p l e s ,  los o bjetivos 
pueden c o n s i d e r a r s e  como una tota lid ad , de tal modo, que se 
puede cl a s i f i c a r  como una situa c i o n  de o b j e t i v o  ûn ico .
En una segund a cl as e (c o l e c t i v id a d ) los 
indiv id uos  inic ia lmente tie nen  o b j e t i v o s  d i f e r e n  tes pero -- 
llegan  a un consenso en cuan to  al o b j e t i v o  comûn del grupo.
El interés aqui res ide  en la a g r e g a c i o n  de o b j e t i v o s  indiv_i 
duale s en un obj e t i v o  comûn. A pesar de que el r e s u l t a d o  es 
un solo o b j e t i v o , como en el caso an te rio r, el m ê t o d o  que se 
sigue es contra ri o; aqui el m e todo es de a b a j o - a r r i b à , un o b ­
jet iv o co lectivo forma do  por los indi vid ua l e s . En el caso de 
la je rarquia de objet i v o s  es de a r r i b a - a b a j o , un obj e t i v o  -- 
comûn  d e s c o m p u e s t o  en subobj et  ivos que se a t r i b u y e n  a los iti 
d iv iduo s .
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La tercera clase (coaliciones) es un ca­
so especial del segundo grupo en el sentido de que se aplica 
lo mismo pero solo a los subgrupos. Los individuos tienen sus 
propios objetivos pero los subgrupos (de individuos) llegan a 
un acuerdo sobre objetivos de subgrupo comunes; forman las -• 
llamadas coaliciones. La diferencia es que no es la totalidad 
de los grupos sino solo los subgrupos los que llegan a un con 
senso acerca de los objetivos comunes.
La ultima clase (autunumîa) se situa en el 
polo opuesto. Los individuos, tienen, y man tienen, objetivos 
diferentes. No existe una decision en comûn. Cada individuo - 
decide de acuerdo con su objetivo. En la teorîa de juegos se 
hace una distincion mas. Situaciones en conflict o puras, don­
de una alternativa ventaj ose para un individuo es desventajo- 
sa para el otro, y situaciones conflictivas no puras. En el 
primer caso el "beneficio" total es constante, es deqir, lo - 
que uno gana el otro lo pierde (juegos bipersonales de suma - 
cero). En el ultimo caso no existe una "suma nula".
Otra distincion importante que se puede 
hacer en la teorîa de la decision es entre situaciones con o 
s in comunicac ion directa entre los decisores. Donde no existe
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coraunicaciôn es de hecho i mposible para los d e c i s o r e s  c a m —  
biar sus objet i v o s  o a d a p t a r l o s  ent re  si. En el caso de la 
c o l e c t i v i d a d  esto impl ica  que el ûnico modo para lle ga r a un 
c o nsenso es votar, en el caso de la a u t o n o m î a  esta s i t u a c i o n  
(sin c omunicacion) bl o q u e s  la p o s i b i l i d a d  de n e g o c i a c i o n .
La adap tac ion de obje t i v o  pu ede tener lugar do nde e x ista c o ­
m u nicac ion y por med io de la a d a p t a c i o n  al o b j e t i v o  un gr upo 
puede llegar a un consenso.  Esta  d i s t i n c i o n  no jue g a  un papel 
impor t a n t e  en el caso de la je rar quia.
Sigui e n d o  las lîneas de la t i p o l o g î a  an- 
ter i o r m e n t e  mè ne ionada de sistemas de objeti v o s ,  se puede ha^ 
c er una c las if ic ac ion de los mêto d o  s por los que es tos siste^ 
mas se pue de n coord i n a r .
En los s i stemas de o b j e t i v o s  j e r a r q u i z a -  
dos la forma c o r r e s p o n d i e n t e  de c o o r d i n a c i o n  es la d e s c o m p o s ^  
c ion del objetivo. La d e s c o m p o s i c i o n  del o b j e t i v o  puede ser 
" adecu a d a "  o "no adecu ad a".  El obje t i v o  o r g a n i z a c i o n a l  se pue_ 
de d e s c o m p o n e r  si pu ede d ividirse en dos o mas s u bobjet ivo s . 
Estos subo bj et ivos se llaman " a d e c u a d o s "  si cada subobj e t ivo 
se refie re exa c t a m e n t e  a un sist ema  parcial. En caso c o n t r a r i o  
e x istirâ la neces i d a d  de otras forma s de co o r d i n a c i o n .
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En el caso de la coaliciôn o en la coleç^ 
tividad los mêcodos de coordinacion son esencialmente méto- 
dos de obtencion de consensos, es decir, métodos para agregar 
objetivos individuales en un objetivo comûn de grupo (colec^ 
tividad) o en nûmero de objetivos comunes de subgrupo (coa­
liciones). Como se vio anteriormente, la no existencia de com^ 
nicacion implica que el ûnico método de agregacion posible es 
la votaciôn. Algunos posibles procedimientos para agregar los 
votos (objetivos individuales) en un resultado comûn pueden 
ser: régla de la mayoria, derecho de veto, unariimidad, etc.
En el caso de la autonomie (sin comuni- 
cacion) existen, normalmente, très procedimientos:
- principio de dominée ion : el individuo (autono^ 
mo) elige alternatives no dominadas. Es decir, 
cambia su eleccion solo si es ventajosa para - 
él.
- principio maximin: los individuos eligen en - 
cuanto a obtener el max imo "beneficio" en el 
peor. caso posible.
- principio de equilibrio: el individuo no cam­
bia su eleccion si esta es desventajosa.
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C o o r d i n a c i o n  e s t r u c t u r a l : La c o o r d i n a c i o n  e s t r u c t u r a l  pu ede
ser, o bien el control de la es truc tura del sistema en su t o t a ­
lidad, es decir, las r e l a c i o n e s  entre los s i stemas p a r c i a l e s  o , 
el con t r o l  de la e s t r u c t u r a  de los sist em as p a r c i a l e s  en si mis - 
mos, es decir, las relac iones de ntro de los s i stemas parcia le s.
La d i f e r e n c i a  es una d i f e r e n c i a  de ni ve l de 
agr e g a c i o n ;  en ambos casos el control se aplica, a la estructia 
ra (rel ac ion es ) pero a d i f e r e n t e s  n i v e l e s .
Un m ê t o d o  i m portante de c o o r d i n a c i o n  es - 
el evitar, o red ucir, la n e c e s i d a d  de coordi n a c i o n .  En prim er 
lugar se debe inten ter  a u m e n t a r  la a u t o n o m î a  de los sistemas 
p arciales, porqu e cuant o m a yor sea la a u t o n o m i e , menor sera - 
las i n t e r d e p e n d e n c i a s  y por lo tanto se ne ces itéra raenos c o o r d ^  
n a c i o n . Este m e todo sin e m b argo no es una forma de c o o r d i n a c i o n  
sino una forma de d e s c o m p o s i c i o n ,  porque  la c o o r d i n a c i o n  e s ­
tr u c t u r a l  se hâ def i n i d o  e x p 1 ic itamen  t e como el contro l de - 
las re l a c i o n e s  entre los s i stemas parc ial es . Una m e n e r a  para 
r e ducir la ne cesidad de c o o r d i n a c i o n  que sin e m bargo si sa t i^ 
face la d e f i n i c i o n  de c o o r d i n a c i o n  est r u c t u r a l  es la de Gai —  
b rai t h .
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Galbraith (6) deduce su tipologîa de - 
coordinacion desde el punto de vis ta del procesamiento de 
informacion y llega a la siguiente distincion.
a) Creaciên de 
recur SOS hol^ 
gados.
b) Creacion de 
tareas auton£ 
mas.
c) Inversion d) Creacion
Reducir la necesidad de proce­
samiento de informée ion.
en sistemas de r elac i^
de informa- nés later
ciôn vertical, les.
Aumentar la capacidad de 
procesamiento de inform^ 
cibn .
a) Creacion de recursos holgados; Una organizacion 
puede reducir el nûmero de excepciones que ocu-- 
rren, simpletamente disminuyendo el nivel reque 
rido de actuacion. Es decir, se podrîan consu-- 
mir mas recursos. Estos recursos adicionales 
se llaman recursos holgados.
La creacion de recursos holga­
dos disminuyen la cant idad de informacion que 
debe ser procesada durante la ejecucion de la 
tarea y previene la sobrecarga de los canales 
j erarquicos.
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b) Cre a c i o n  de tareas a u t o n o m a s : El s e g u n ­
do mêt od o cons i s t e  en c a mbiar el disen o 
por tarea funci on al,  a otro en el que - 
cada grupo cuent e con todos los re cursos 
ne c e s a r i o s  para llev ar a cabo su tarea.
El camb io r e duce la cant idad 
de p r o c e s a m i e n t o  de in formac ion a través, 
de v a rios meca n i s m o s :  P r imero, red u c i e n d o  
la cant idad de d i v e r s i f i c a c i o n  de p r o d u £  
cion, habie ndo  una sola rec op  ilaci on  de 
recursos. Segundo, por me dio de una me nor 
d i v i s i o n  del trabajo.
De este modo, las p r imeras dos e s t r a t e g i a s  re- 
du cen la so b r e c a r g a  en la jer arq uia , al d i s m i n u i r  el nûm ero  de 
e x c e p ciones que ocurren. La reduce ion ocurre cuan d o  se red uc e 
el nivel de actuac ion , la d i v e r s i f i c a c i ô n  de pro duce i o n , o la 
di v i s i o n  del t r a b a j o . DE acuer do  con la teorîa expues ta an t e - 
r i o r m e n t e , al r e ducir el nivel de a c tuacion, etc., se d isminu^ 
y e la canti da d de inf ormac ion requ e r i d a  para coord inar los re^  
cur SOS al c r ear los servie ios o p r oductos de la or g a n i z a c i o n .  
As î se redu ce la cantidad de inf ormac ion que debe ser adquiri^ 
da y procesada du r a n t e  la ejecu c i o n  de la tarea y, como conse^
157
cuencia, la cantidad de incertidumbre de la tarea.
En contraste, las otras dos estrategias (c, 
d), toman el nivel requerido de informacion como se les da y 
desarrollan procesos y mecanismos para adquirir y procesar - 
informacion durante la ejecucion de la tarea.
c) Inversiûn en sistemas de informacion ver­
tical : La estrategia de inversion consi^ 
te en recopilar informacion en los puntos 
de origen y dirigirla, en los raomentos - 
apropiados, a los lugares apropiados de la 
jerarquia. La estrategia aumenta el proce^ 
samiento de inf ormac ion en el tiempo de - 
planeacion, a la vez que reduce el nûmero 
de excepciones que ban sobrecargado a la 
jerarquia.
d ) Creacion de relaciones latérales : Consis­
te en emplear selectivamente procesos de 
decision lateral que pasan a través de las 
lîneas de autoridad. La estrategia lleva
el nivel de toma de decisiones hacia abaj o , 
donde existe la informaciôn, en lugar de
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l l e v a r lo ha cia arriba, ha cia  los p u n ­
tos de decisio n.  D e s c e n t r a l i z a  las d e ­
c i siones sin c r ear grupos a u tonomos. Se 
e m p l e a n  var io s mec a n i s m o s ,  cuyo nûmero y 
tipo d e p e n d e n 'del nivel de i n c e r t i d u m ­
bre.
La m a n e r a  ma s Simple de la re_ 
laciôn later al es el c o n t a c t e  d i r e c t o  eii 
tre dos per sonas que c o m p a r ten un pro —  
blema. El conta ct e d i r e c t o  évi ta pasar - 
el p r o b l e m a  a un superior y él i m i n a  la 
so b r e c a r g a  en la jera rq uia .
En algu nos  ca sos se pr e s e n -  
tan c o n s i d e r a b l e  c o ntacte entre dos subta^ 
reas, taies como el d i seno de pr o c e s o  y el 
ensemble. Bajo estas c i r c u n s t a n c i a s  puede 
cr earse un nuevo r o K  un roi de enlace, pa_ 
ra man e j a r  los cont a c t e s  i n t e r d e p a r t a m e n -  
t a l e s .
La so lue ion de los p r o b l e m a s  
interd epa r tam en tal as  se c o n v i e r  te en un me^ 
canis mo para d e s c e n t r a l i z a r  d e c i s i o n e s  y 
reducir las s obrecargas j e r â r q u i c a s .
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Conforme mayor nûmero de decisiones y de 
mayor importancia se toman a niveles infe^ 
riores dentro de la organizacion, a través 
de los grupos interdépartementales, se -- 
originan problemas de liderazgo. La respue£ 
ta a esto es la creacion de un nuevo roi: 
un roi integrador. La fune ion de este roi 
es représenter al gerente general en las - 
decisiones interdépartementales para una 
mârcâ en particular, una lînea de prbducto, 
un proyecto, un pais o una unidad geograf^ 
ca. A quienes cumplen estos rôles se les - 
llama gerentes de produoto en f irma corner- 
ciales, gerentes de proyecto en firmes aer£ 
espaciales, garantes de unidad en los ho s - 
pitales.
Después de que se créa este roi, 
el punto clave es que cantidad y que tipo de 
influencia necesita el ocuparte de este roi 
para lograr la integrac ion necesaria en el 
proyecto, la unidad o el produc to.
Se emplean mecanismos que van
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desde la info rma c ion de apoyo y el co n t r o l  
p r e s u p u e s t a l  hasta las r e l a c i o n e s  de deperi 
de n c i a s  dual  y el d i seno m a t r i z .
Las re l a c i o n e s  l a térales permi^ 
ten trasl a d a r  las d e c i s i o n e s  ha cia n i v e l e s  
mas bajos de la or g a n i z a c i o n ,  garant  izando 
sin e m bargo que incl uy a toda la inf ormac ion 
en el p r o c e s o .
G a l b r a i t h  subd i v i d e  la e s t r a t e g i a  " c r e a c i o n  
de r e l a c i o n e s  l a térales" de acuerdo con la ca ntidad de inc er t_i 
d u mbre de las tareas.
: •
Cuant o mayor sea la i n c e r t i d u m b r e  de las ta­
reas mayor es la cant i d a d  de inform ée  ion que bay que pr oce sa r. 
G a l b r a i t h  en r e sumen d i s t i n g u e  los si g u i e n t e s  tipos de "rela-- 
c iones lat érales" a lo largo de la lînea de au mento de ince r t£ 
d u m b r e :
1.- C o n t a c t e  dire ct o: los d i r e c t i v e s  que c o m ­
part en un p r oblema lo r e s u e l v e n  por s î - 
mis m o  s .
2.- Roles de enlace: cua ndo  el v o l u m e n  de con
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tactos aumenta se créa un roi especial 
para manejar esta comunicacion.
3.- Agrupamiento de grupos de trabajo: cua£ 
do maa directivos o departamentos, estén 
involucrados, se créa uno s grupos de -- 
trabajo de représentantes de los depart£ 
mentos afectados.
4.- Equipos: los grupos se hacen permanentes, 
se persigue un consenso de grupo.
5.- Roi integrador: el problema de liderzgo 
se resuelve creando un nuevo roi. El po- 
der se ejercita en la forma de persua-r- 
sion e influenc ias informales.
6.- Roi geeencial de enlace : el lider tiene 
que tener mas poder del tipo de autoridad 
formai pero todavia es diferen ta de la - 
lînea de los papeles direct ivo s .
7.- Organizaciones matrices: se créa la rela­
cion de autoridad dual. La autoridad de 
coordinacion y la lînea de autoridad se
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i g u a l a n .
Esta tipol o g î a  de " r e l a c i o n e s  l a t é r a l e s "  
r e p r é s e n t a  un cor te h o r i z o n t a l  a través de la j e r a r q u î a  de - 
lînea v e r t i c a l  o r g a n i z a c i o n a l  exist an te.  A par ti r del qui nto  
tipo sin embarg o no exist e c o o r d i n a c i o n  i n t r i n s e c a .
C o o r d i n a c i o n  E s t r u c t u r a l  J e r â r g u i c a : Un tipo p a r t i c u l a r  de - 
c o o r d i n a c i o n  estr u c t u r a l  es la de tipo jer ârquico. El c o n c e £  
te clasi co  de j e r a r q u î a  impli ca  el ord enam i e n t o  de sup e r i o r e s  
y s u b o r d i n a d o s . Este ord enam i e n t o  esta c a r a c t e r i z a d o  porq ue  
los s ubordinados tienen u n i c a m e n t e  un superior. E x iste u n i c a ­
m e nte un el emento en la cuspide jer âr quica. Esta d e f i n i c i o n  de 
jerar q u î a  hace r e f e r e n c i a  clar a m e n  te a la e s t r u c t u r a  de o r g £  
n i z a c i o n  lîneal que se basa en el p r i n c i p i o  de la "uni dad  de 
m a n d o " .
Un enfoque d i f e r e n t e  al c o n c e p t o  de j e r a £  
quîa es aquel en el que no es la r e lacion de o r d e n a m i e n t o  de 
subo r d i n a d o s  y super i o r e s  la que es i m portante sino la d e s c o m ­
posicion. .Esencial para este e n foque es el punto de v i s t a  de 
que un siste ma  cons ta  de sis temas p a r c i a l e s  y de las r e l a c i o ­
nes entre ellos. Simon d e fine un siste ma j e r â r q u i c o  como el
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que puede dividirse en sistemas parciales, que a su vez se 
pueden dlvidir en sistemas parciales, y asi sucesivamente 
hasta cierto nivel elemental. En este concepto de sistema - 
jerârquico el problema de la construccion de relaciones de ma£ 
do se traslada al problema de la descomposicion en sistemas - 
parciales. En la jerarquia clâsica la esencia reside en el o£ 
denamiento, mientras que en este tipo de jerarquia la esencia 
reside en la descomposicion.
La diferencia entre los dos conceptos qu£ 
da clara si se sigue la linea de argument ac ion de Simon. Simon 
anade el concepto de "casi-descomponibilidad" a su concepto de 
jerarquia, es decir, los sistemas parciales a partir de los 
cuales se compone un sistema complejo tiene muchas relaciones 
internas y pocas relaciones externes. Por lo tanto en los sis­
temas j erarquicos el interés reside en la intra e interrelaci£ 
nés a un mismo nivel y no en las relaciones entre dif^erentes - 
niveles como en la jerarquia clésica. El primero podria 1lama£ 
se un concepto horizontal y el ûltimo un concepto vertical.
Si se anade la régla de la "casi descompo 
nibilidad" al concepto de jerarquia se obtiene un sistema que 
minimize la coordinacion requerida.
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En la c o n c e p c i o n  de Si mon  la c o o r d i n a - -  
cion aparenteinente s i gnilica el c o ntrol de las r e l a c i o n e s  que 
qu edan entre los siste mas  p a r c i a l e s  casi au tonomes. C o n s i d e r e m o s  
ahora el cont ro l e x t r i n s e c o  de estas r e l a c iones, es d e c i r , la 
co o r d i n a c i o n  e s t r u c t u r a l  extrinse ca.  En la figu ra  se' i l ustra 
como un cont rol  e s t r u ctural extr inseco del sistema j e r â r q u i c o  
r e almente lleva a un control j e r â r q u i c o  piramid al.
ooo\ / o lüOooo \ o o
Q  Par te del Siste ma Con trolado. 
r~{ C o n t r o l a d o r  .
La c o n f i g u r a c i o n  mues tra la an alog ia con 
la estru c t u r a  de o r g a n i z a c i o n  "pi nza  de un ion" (Likert)
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ilustrando que esta forma jerarquica de coordinacion también se 
puede realizar por coordinacion de grupo.
Likert (7) propone una tarea coordina t iva 
separada a realizar por cada individuo especifico, es decir, 
un coordinador extrinseco. La distincion entre coordinacion - 
intr inseca y extrinseca esta relacionada realmente con la dis 
tinciôn entre coordinacion a un unico nivel o a multinivel - 
(jerarquica). La coordinacion por un coord inador separado, es 
decir, la coordinacion extrinseca, se considéra generalmente 
como la auténtica base de la jerarquia clasica superior-subor^ 
dinada. Una clase de es truc turas de coordinacion de este tipo
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es la de: lînea, lî nea-staff, funci o n a l  y p r o y e c t o / m a  f r i z . Es tos
tipos de e s t r u c t u r a  c o n s t i t u y e n  punt os  en un c o n t i n u e  cuyo s - 
extr e m e s  son la "un id ad de m a n d o "  y el "mando m u ltiple".
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APENDICE II
La Teoria de la informacion y la funcion de entropla. ( 1 )
La teorîa maternât ica de la informaciSn 
arranca de la hip6tesis de una fuente que cons tantemente ge­
nera senales, sîmbolos o mensajes, (variedad)y ur. receptor - 
que puede utilizer esta variedad.
Se supone que tanto la fuente como el 
receptor han delineado o codificado previamente esta variedad 
para referentes idénticos o similares, de menera que los men 
sajes pueden tener significado y relacionarse con la conduc­
ts; pero acerca de esto la teorîa matemâtica no tiene nada - 
mas que decir.
La teorîa es de tipo estadîstico y su- 
ministra como raedida de "informacion" un promedio que dépen­
de del supuesto de largas secuencias de "mensajes" (genera-- 
dos por un proceso de Markov o algun otro de carlcter esto-- 
castico), de manera que taies mensajes se aproximan a una dis 
tribucion de frecuencia astable a medida que las secuencias 
se aproximan a la longitud infinita (es decir son "ergodicas")
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La m e d i d a  de inf o r m a c i o n  ma s gen era l - 
se refiere, no a un conj un t o especia l y li mitado de senales, 
sino a una tasa o c a n t idad prome di o ge nerada por una fuente 
si se transm i t e n  secue n c i a s  s u f i c i e n t e m e n t e  largas de s e n a ­
les o mensajes . Las d i f e r e n t e s  s e cuencias e s p e c i f i c a r a n  d i - 
f e rentes m a g n i t u d e s  de varied ad , de m a n e r a  que la magn i t u d  
p r omedio que podemos espe rar  para c u a l q u i e r a  de es tos mensa^ 
jes em an ado s de la fuente da da se exp r e s a n  en la form ula  -- 
H = -
lugar, en 'el largo plazo, la senal o me n s a j e  iésima.
^ p ^  log^ P ^ , dond e p ^  es la probab.ilidad de que tenga
Asi, H en' b i t s " p o r  me n s a j e  o por unid ad  de 
tiempo (a me nudo d e n o m i n a d a  " entropîa" porque la formula, si 
no el pr inc ip i o , es casi ide ntica a la de la ent r o p l a  en la 
termodinamica) aum e n t a  en r elac ion con el inc remento de la mag^ 
nitud br ut a de la v a r i e d a d  en el conj unto de p o sibles men sajes, 
pero esta p o n d e r ada por la frecu e n c i a  relativa de oc u r r e n c i a  
de las div e r s a s  sena les  o m e n s a j e s  que c o n s t i t u y e n  el conj u n t o . 
Si todos los eleme n t o s  son e q u i p r o b a b l e s , H alc anza el maximo; 
en el extr em o opue st o, si las p r o b a b i l i d a d e s  de todos los e l e ­
mento s, salvo u n o , son cero, entonc es solo ese pu ede ocurrir, 
y la varieda d. H, es cero. Asimis mo,  las c o n s t r i c c i one s sobre 
las posibl es c o m b i n é e i o n e s  de ele mentos reduc en la var i e d a d  y 
por ende a H.
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Se observe que de este modo H esta rela^ 
cionada con las teorîas estadîsticas de correlaciôn o contin- 
gencia y puede ser considerada como medida no parâmetrica de 
varianza (2). En resumen, la "entropîa" H de un conjunto de - 
elementos variables mide la magnitud de variacion de los ele­
mentos, su frecuencia relativa de ocurrencia, y la cant idad - 
de constricciones, correlaciones o interdependencia existantes 
entre ellos.
Al desarrollar su teorîa matemâtica. - 
Shannon paso a consi-derar el caso de otra fuente de variedad, 
el "ruido" introducido en el flujo de variedad emanado de una 
fuente de informacion, y la diferencia résultante entre el con^ 
junto de mensajes de entrada (input) y de salida (output). Sus 
importantes teoremas especificaron las cond ic iones en las cu^ 
les podîa alcanzarse, con error mînimo, la fidelidad de los - 
mensajes de salida a pesar de la intromisiân del ruido en ca­
nal, condiciones que afectan la capacidad relativa dsl canal, 
la introduce ion de un grado suficiente de redundancia en los 
mensajes y su codificacion eficaz.
"La teorîa de la informacion suministra 
un patron de medida para medir la organizacion. 
El argumente se desarrolla del siguiente modo: -
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un sistema bien organizado hace algo, po^  
co se aprende que no se conociera previa^ 
mente: se adquiere poca informacion. Un 
sistema perfect amen t e organizado es tota_l 
mente predecible y su conduc ta no suminis^ 
tra informacion. Cuando mas desorganizado 
e imprévisible es un sistema, mas informa^ 
cion se recoge observandolo. La informa—  
ciôn, la organizacion y la posibilidad de 
predicciôn confluyen en esta estructura - 
teorica(3)".
La n o c i o n  formai de i n f o r m a c i o n  y su m e d i d a .
Sigui e n d o  al Prof e s o r  Lopez C a c h e r o  s u p o n g ^  
mos un sistema, que sera r e p r e s e n t a d o  como "X", que puede cori 
c r etarse en un numéro finito de estados, x ^ (i » 1 , 2 , . . . , n) , cada 
uno de los cuales posee una p r o b a b i l i d a d  p ^ :
P (X ' X . ) “ p .
j r  Pi-'
i = l
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représenta la probabilidad "a priori" de que el sistema se 
concrete en el estado x^.
Supongamos que nos hallamos en condicio­
nes de recoger una informacion de caracter estadîstico rela-- 
cionada con esta hipôtesis, z ; segun sabemos, si
es una probabilidad "a priori" P(H^/z) sera la probabilidad - 
"a posteriori" para Pues bien, llamaremos "informacion" que
sobre el acaecimiento de comporta el suceso z al logaritmo 
(cualquiera que fuere su base, k) del cociente entre la proba^ 
bilidad "a posteriori" y la probabilidad "a priori" de —
Representândola por I^, tendremos:
h  • [ - T T Ï Ï ^ -  108,, [p (H./.J- lo-g^[p(H.|]
Ahora bien, supuesto que hiciesemos coin^ 
cidir con z , esto es, que solo pudieramos recabar informa­
cion sobre H, mediante el acaecimiento a que H. se refiere —  1 1
(HU: X x^), tendrîamos que
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P(H./z)-l
log,
I.- -logfc P(Hi> - l o g j ^  P.
For tanto, denotoinaremos "informacion" so­
bre un estado cualquiera de un sistema al logaritmo cambiado 
de signo, de la probabilidad asignable a dicho estado.
Si establecemos la correspondencia entre - 
cada estado de un sistema,la informacion concerniente al mis- 
mo y la probabilidad que le corresponde.
.1 . 1
(siendo I^ la informacion concerniente al estado x^), es cla- 
ro que podrîamos définir la variable aleatoria, I, "informa-- 
ciôn" correspondiente al sistema. La distribucion de probabi­
lidad de esta variante vendrîa dada por el conj un to de sus v^ 
lores, I^, y sus respectives probabilidades p^, pues P(I^)= 
P(X'">-^ X =p^. Con esto 1 lamaremo s entropîa del sistema. H(x),
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al valor probable de la informacion del mismo:
n n
H(x)-E(I) ■ X -  h -P i"  -  X
1-1 i-I
(es évidente que si nos refiriesemos a sistemas de caracter 
contînuo no habrla ningun nuevo problema, pues bastarîa con 
reemplazar las probabilidades elementales p p o r  los coires- 
pondientes elementos de probabilid.ad, a partir de la funcion 
de densidad de la variante, y los sumatorios que aqui emplea^ 
mos por intégrales de Riemann).
Unidades de medida de la entropîa.
H(pj, p^,..., * - 21 ^i Pi
Las distintas unidades de entropîa son - 
funcion de la base tomada para el log^p^, las bases que se 
cons id eran para de terminer las unidades de entropîa son las - 
siguientes:
- base 2
- base 10
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- base e 
dando lugar a:
- H(I/2, l/2)-log^ 2 -1 bit.
- H(l/10,..., I/10)=log^Q 10-1 DIT o HARTLEY
- Cuando se toma como base la unidad se de- 
nomina NIT.
Equivalencias:
- 1 HARTLEY o DIT - 3'32'bits
- 1 BIT - 0'693 NITS
- 1 NIT - 1'443 BITS
A partir de ahora se usarâ siempre la base 2 
y, por tanto, cualquier log aunque no se indique su base, esta
sera 2 por la razon que veremos mas adelante.
El rango de la entropîa.
1) Extremo inferior
177
0 ^  P g , l o g ^  m ya que
En primer lugar, H(P^ ... P^) 0
n
H(p, ... p„). - X  Pi i°:k Pi
J dado que
0 6  P .,6 1
tenemoe
Por tanto
l°*k Pi ^  0
H(P, ... P,). - X .  Pi l°»k
H(P^ ... P^) - 0 ae darâ cuando se sabe de 
antemano la presentacion de un determinado estado x^. Para - 
comprobar tal resultado part iremos de los valores que adop- 
tarân los distintos elementos de la funcion.
P^ 0  ■»  log^ Pj
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Pz =. 0 — -  log,, P;
log,, P. - 0
Por tanto
P^ l o g j ^ P ^ “ I.0 = * 0
p. :°:k P„ - “ •<- p' >
Para resolver la indeterminacion 0.(- •* ) 
se efectuara la siguiente transformacion
Pj P ' P k P j  - - i -  P j — » 0»
j
Aplicando L 'Hôpital
lim log.P. lira ^  ^ 1im
P . *#0 --- :— —  - P . «% 0----- —^ :-------  = P. —» 0 . log k)=0
J J _ 1 ] ] e
Pi
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Por tanto,
2) Extremo superior : 
se obtendra maximizando la funcion
n n
H(Pj^....P^) - P^ log P^ con ?" P.-l
1
Aplicado el metodo de los multiplieadores de Lagrange: 
n n
Z  A( %  P.-i)
J X IC X J X
J 0 1 .
- - (P. —   log k + log P.) + ^  -0
J P. ' i  P. »e “k i
luego log^ P^- \  - log^k P^« k^ ^
y ccmo este resultado es valido i , ello implies que ---
y , por tanto, al ser ^ P\ = l , P^* ^  Vi ( i-l , 2 , . . . ,n)
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con el cual la funcion de entropîa alcanza el maximo
n n
  ^  PiP'SkPi" -  ^  i P°«k<n>
Si queremos tomar como unidad de medida 
el caso mas elemental, es claro que habrîamos de referirnos a 
un sistema que se concrets en solo dos estados. Es obvio que, 
para ël.
0 é. H(x) ^  log^2
No menos obvio es que si k - 2, log^2-l, en cuyo caso
Tomaremos precisamente, por este motivo, 
como unidad de medida de la informacion al log^2 , por lo que, 
en general, H(x) ver if icara
H(x) = - ^  Pi^°®2^i
i-1
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0 ^  H(x) ^  log^n
Entropîa de dos variables discretas.
Dada la variable bid imensional ( pue^
den obtenerse las siguientes distribue iones de probabilidad:
- Distr ibucion conjunta p( ^  -x^; -y^)
- Distribucion marginal de ^
m
^ - X.) " Z  P(q“x. . Al -y.)
j-i ^  J
P(
al poder variar y desde y  ^ hasta y^
Distribucion marginal de
P(<1 - yj ) - P( ^ *x^: -y^ )'
i-1
al poder variar 3 desde x , hasta x
I I n
Distribucion de ^ condicionada el valor que adopte/y
P( f " i *
 ^ P( -y.)
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T
- Distribucion de ^  condicionada al valor que ado^
P( f Vy =Yj)
P ( =y./ 3 -X.)------------------------
* 2 1 1 P( I - X.)
dando que 
m m
Z  Z  P( 9  “X ; Ad -y )»1
i-1 j-1 ï ( J
Las dos ultimas d istribuciones van a dar 
lugar a las funciones de entropîa condicionada para cada va —
jlor de
H( i /M=y . )=- Z .  P ( "? -x.//f=y.)log P (-? -x . /y-y . ) 
/ J I 1 J
m
H( "^/q-x^) = - 2 .  P (^=yj / ^ = x^) log P (A/-y^
La determinaciôn de la entropîa de una - 
variable condicionada a otra se obtiene por el valor medio de 
las anterior es entropîas:
M
- H( f //*! ) - 2 ^  p ( ^ =y.) H ( / / m - y ) -
' /-.“y J ' » J
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- Z  Z  P( >1^  -Yj) .P( ^  2 =Yj) log P ( ^ “x^/
n a
.  2  5 :
i-1 j-1
P( ^  -x^; -Yj) log P ( ^ -x^/ >2 - Yj )
n
H (*y / ^ )  - Z  -Xi) H ( "2 / ^  - x^) -
n TB
Z  z  p( 5 -X )p ( 7 f “*,-) p (7 -  y./ ^ ”x )
i-1 j-1 7 i * J » 1 J / 1
n m
Z  3L p( ?  -X. ; 7} -y.) log P ( q-y^/jf- X ) 
i-1 j-1 ) 1 I J ] 1 1
Para la distribucion conjunta ( P ( !^ -x^ 
^=Yj) se obtiene la funcion de entropîa:
n m
H(J ; 7 ) - - % E  3[ P (  ^  -X.; q  -Yj)log P("^ -x^ ;
7-Pj)
tomando logaritmos en
P( ^"*iî 7 -yj)-P( Jp-x^).P( ^  -x^/q-Yj)
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lo que da
log P(^-x^; q  -Yj) - log P ( ^  -x^)+log P ( ^ - x ^ /
q-yj)
y sustituyendo
** MA
H(
( ^ -x^; *% -y J  log P( q =yj / ^=x)
- H( ^  )+H( 7 /^ )
IgualmenCe se demostrarxa que
H ( f ;  7 )  -  H ( 7  )
Si 3 y y son estocasticamente independientes,
entonces
H( p  7 ) - H( ^) + H( ÿ )
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Teorema de la disminuciSn de la entropîa.
H( I / 7 ) £. H( p
La demostraciân sigue la que realiza G. AL­
VAREZ
Por el lema de GIBBS se puede escribir:
n
- Z  p( ^  "Yj) log p ( ^  7 -Yj) ^
multiplicando en ambos miembros por P( 2. "Yj) Y sumando res- 
pecto a los valores de y
- Z .  Z  P( 7 -y.)P( ? -X./ 7 -y .)log P( f-x / Y y )
i«l j-1 J I J I I J V
y - Z  Z  P( 1 - y.)P ( f - x ./ Y -y.) log p (?-x.); 
<  i-1 j-1 3  ^ J ' ^
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n m
2  ^  P ( ?  “X . ; -y.) log P ( ?  -X / ÿ  -y J
i-1 j-1 / ^ ] / X L J ^
n m
<  - w  j?i f - ' r  1 '?]) '•°® T  -'i) ■'
^  - x^) log p ( ^ - X %J
es decir, y tal como se querxa demostrar 
H( ^  H ( p
Aplicando este teorema a
H (^ >  7 )-H (%)+H C 7 / 7 )  quedarîa que
H ( 7 ) + H ( p 7  ) <. H ( 7 ) + H ( f )
lo que viene a indicar que la entropîa co­
rrespondiente a dos variables sera maxima cuando estas son in^  
dependientes, disminuyendo por la dependencia existent e entre 
ellas (informacion que una aporta sobre la otra).
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Algunas Axiomaticas de las que se deduce directamente la -- 
funcion entropica de un sistema.
AXIOMATICA PE KHINCHIN
a) H(P^,..., P^) es, ^ , una funcion no negati-
va, definida y continua en el dominio 0 ^  P ^  1 k-I...n P =1
^ k-1 *
b) H(P^,..., P^) es K n , funcion simltrica de -
sus n argumentes
c) H(P^,..., P^,0) - H (P.. ,.. . , P^) V
“kl- ' f  k j  “kl
Z  %  “kl
k-1 i-1
se cumple que
\ l
P. HH(H.. ,...., H )— H (P , . . . , p )+ g." p > • • • »i1 nm 1 n j K "^
\ m
"k
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f) H (1/2, 1/2) - 1
AXIOMATICA DE FADDEEV
a) H(P^ 1-P) es funcion continua de P en el
intervalo (0 ,1)
b) H(P^,..., P^) es, Ÿ  n, funcion simetrica de
sus n argumentes
c) Si P^-q^+q^ >  0 se cumple
H(Pi,..., P^ q^ , q^) = H(P^,..., P^) +
+P^.H(q/Pn.q2/ P j
d) H(l/2, l/2)-l
AXIOMATICA DE YAGLOM
a) H(P^,...., P^): El valor de esta funcion no 
cambia al realizar cualquier permut ac ion en las probabilidades 
P . , . . . , P
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b) La funciSn H(P^...... P^) es continua
c) La funcion H(Pj,,.., P^) verifies la relacion:
+ (Pj+Pj) K { • Fi+P; J
d) la funcion H(l/k,..., l/k)-f(k) es üna funcion 
creciente con k
AXIOMATICA DE GIL ALVAREZ
Plantea otra caracterizacion de la funcion eii 
tropica, con una axiomâtica que esta, segun sus mistnas palabras 
a camino entre la de FADDEV y KHINCHIN.
Sea H(l), H(P^,P^)..... H(P^,..., P^)
una suces ion de funciones asignadas a distribuciones de probab^ 
lidad correspondiente a 1 , 2 , . . . ,n ,.. . , resultados, que ver if i-- 
can :
I HCPj,?^) es funcion continua y no negative
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en el dominio
P^, '^0, P^+P, =1
II.- H (P , . . . , P^) es Vn, funcion simetrica de 
sus n argumentes
III.- Si P^=q^+q^ >  0, entonces
H(P^,...., ^ji— 1 ’ ' P^)^P^ H
( ' l / f n '  42/fn)
IV.- H(P^,..., P^) ^  H(l/n,..., l/n),Vn
V.- H(l/2, 1/2) = I
Entonces las funciones H toman la forma 
n
  % )  - - Z  p, i.g, p,
El desarrollo a traves del cual se deduce la funcion entropica es 
como sigue:
Sea L(n)-H(1/n,..., 1/n). Vamos a demostrar -
que se cumple;
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- L (n)^ L (n+1)
y
- L (r™) - m L (r), m, r g N
Para la primera expresiôn se parte^ por el axioma III, de que
H(P^  P^,0)-H(P^...... P^)+P^H(1,0)
y en virtud de los axiomas II y H T :
H(l/2, 1/2, 0)- H(l/2, l/2)+l/2 H(1,0)
H(l/2, 1/2, 0) - H (0, 1/2, 1/2) - H (0,1)+ H(l/2, 1/2) 
- H(1,0)+H(l/2, 1/2)
H(1,0) -0
luego H ( P ^ , P^, 0) - H(Pj,..., P^)
de donde
t
1 (n)“H (1/n,. , . ., l/n) - H (l/n,..., l/n, 0) H (1/n,.. ., 1/n+1)
L(n+1)
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Para la segunda expresion résulta necesario generalizar e1 
axloma III:
Supongamos que es
/  ^1 \
P ^ q ^ ) = H ( P ^ ,.. . ,P^)+ P^ H / — ÿ— , . . . , —  J
cou P^=q^+..'+q^ ^  0
entonces,
  ^n-i’ ,..., q,.+^)+
+ (q
r  "r ■ "r+.l 1
r+4r+l) ^ I  ' r^'"^r+l ’ ‘^r'"^r+l /"
  + +   +
„   ' r  + l 1
[ V r  + l ' 4r+'r+l J
donde P^- ' ’ '^ *^r+l ^  tanto, se puede -
expresar lo anterior en la siguiente forma:
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(4r+4r+l)/fn)+(4r+4r+i)/P_"
s iendo
"■ [  'r+'r+l '
Luego,
( q , / p  , . ... q _ / p _ ,1' n ’ ’ ^r' n ’ P
P. G. ALVAREZ (pag. 33) afirma:
"Y como la expresion es cierta para r-2 por 
el axioma III, un argumente de induccion prueba la 
validez para todo valor natural de r. De este modo la 
ley de agrupacion de probabilidades en un solo va­
lor (su suma) se extiende a cualquier numéro de -- 
ellos que se desee agrupar.
Por otra parte la simetrîa impuesta en el - 
axioma II garantira la ley de agrupaci6n para pro-
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babilidades en posiciôn cualesquiera, e 
incluso permite efectuar diversas agru­
pac iones simultâneas, obteniéndose en de^  
finitiva:
+ S  ...
mk
con ^  0 y k=l , 2   ,n
j-1
Si ahora tomamos en particular , . . . , =m^=“m , 
q^j" ' y  i , j , la expresion anterior résulta:
H(1/mn   1/mn)=H(1/n,... , l/n)+ iSm l/n. H(I/m...... l/m)
1
Es dec ir ,
n 1
L(m,n)=L(n)+ “  L(m)=L(n)+L(m) y
2
para n=m=r; L(r )= 2L(r)
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que, por un senclllo proceso de induce ion, da el resultado 
buscado:
L(r” )-m L(r)
Cantidad de Informaclon de SHANNON.
La informaclon entre variables aleatorias 
toma expresion formai a travês de la nocion "cantidad de info_r 
macion de Shannon". Dadas dos variables aleatorias ( ^ , 7 F —  
siendo H ( ^ )  la incer t idumbr e a priori sobre ^ y H( 7 / ^  ) - 
la incertidumbre sobre la misma variable bajo la hipotesis del 
conocimiento del acaecimiento de otra variable ^ , se define 
a la "cantidad de informaclon de Shannon" como la diferencia 
entre H ( y )  y H ( 1 /  :
lo que indica la cantidad de informaclon que la variable ^  coti 
tiene sobre ^
PROPIEDADES
- , t ) ■ I ( t . J)
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tal y como lo demuestra P. G. Alvarez:
H( J)+H( J / J ) = H ( ^ ) + H ( y V ^  )
por tanto,
H(y )-H( y / I )-H( ^  )-HC f / J )
IC 7 , ^ , J )
De aqui se deduce que la informaclon de ^ so_ 
bre >2 ®® igual a la de ^ sobre ^ . Se puede, por tanto ,
denominar a I( ^ ^ ) como la cantidad de "informée ion mu tua".
2*.- Otras expresiones de la cantidad de informaclon de Shannon:
A partir de la ley de entropîas totales,
H( 7 /f )“ H( 7 , ^ )- H( p
se deduce:
i( f , ^)-H(  ^)+H( p-niy , p
^  S  - 4-y. ; f-y.)
j i «1 -fj: f-"i> P ( , ^' i py . x. )
3*.- La "informaclon mu tua" es no negative, anulandose en el -
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caso de que ambas variables aleator ias sean independientes y 
la cantidad de informaclon que una variable contiene sobre - 
otra se halla acotada por su propla entropfa y coincide con 
la informaclon que la variable contiene sobre sî misma.
As!,
1 ( 7 ,^ )-H<7 )-H( 
dado que H ( ^ )  ^ H (  7/7 )
Por.otra parte,
H( 7 )-H( 7 / p  i  H( 7 ) 
ya que H( 7 / I ) ^ 0 y I ( > , 7 ) =- H ( ^ ) al ser ff( 7 /y )-0
4*.- Tal y como lo indica P. G. Alvarez, tanto la "informaclon 
mutua" como la "cantidad de informée ion de Shannon" se puede - 
expresar como el valor medio de informée iones individuales.
Asî,
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I( *1 • I 7 )-H( 7/ 3 )- - Z  Z  P(x y )log P(x.) +
' ^ i-1 j-1  ^ J ^
+ %  Z  P(x y.) log P(y./x.)
i-1 j-1 1 j J ^
^  P(x.)H( 7/ -X.;
P(x.) ( H( y ) - H (  7/ ÿ  -X . )
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4. ANALISIS DE LA DECISION BASADA EN VALORES ESPERADOS EXTREMOS.
Una vez planteada la problemâtica de la organizacion 
del sistema de decision -es deci? la propia organizacion de la toma 
de decision en el sistema- cabe ahora enfrentarse a otro problema im­
portante para la organizacion: el hacer uso de la informaclon que d i s^ 
pone de la forma mas eficaz posible a fin de reducir la incertidumbre 
que toda decision comporta. A este fin la teorîa de la decision esta- 
dîstica dispone de una serie de tecnicas analîticas que guîan la elec^ 
cion de un unico curso de accion de entre una serie de alternatives.
En lo que sigue el problema se aborda bajo el supues^ 
to de que si bien la informaclon que posee el "decisor" no le permite 
adopter alguno de los conocidos criterios de decision (certidumbre, 
riesgo o incertidumbre en la terminologie "clâsica") sî le Capacité 
para llevar a cabo una election de un curso de action mediante las 
tecnicas descritas. A esta nueva metodologîa la denominarê "anali s is 
de la decision basada en valores esperados extremos".
Una ultima consideration, antes de entrer en el de- 
sarrollo de la mèneionada metodologîa, se refiere al término decisor. 
Si bien es obvio que ôn el âmbito de una organizacion todas las deci- 
siones son tomadas por seres humanos, no por la organizacion como tal 
no es menos cierto, que en el âmbito de la misma, existen mec an ismo s 
y elementos (grupos, departamentos , etc.) que pueden configurar la de^  
c is ion de la "organizacion" como tal.
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INTRODUCCION: CRITERIO DEL VALOR ESPERADO EXTREMO.
Uno de los déterminantes de la variada tipo. 
logia de los problèmes que se analizan en la Teorîa de la Deci 
sion, se refiere a la situacion en la que el decisor se encuen- 
tra respecto de la informaclon acerca de la présentation de los 
estados de la naturaleza.
Asî, certeza, riesgo e incertidumbre son 
très termines que comportan la description de très situaciones 
distintas caracterizadas por niveles de information en grado —  
diferente.
La caracterizacion de cada una de estas -- 
très situaciones es bien conocida: representado el conjunto de 
los estados de la naturaleza por una variable aleatoria, en el- 
supuesto que la distribution de probabilidad correspondiente a 
dicha variable sea una distribution de probabilidad degenerada 
se hablarS de decision en rêgimen de cert idumbre, @ n tanto que 
si dicha distribution de probabilidad es no-degenerada se habla^ 
ri de decisi5n en régimen de riesgo. Bajo el supuesto de que no 
sea posible la determinaciôn de tal distribution de probabilidad 
se denomina a tal situacion regimen de incertidumbre .
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Ciertamente, la asuncion de esta ultima post^ 
ra conlleva la negacion de la posibilidad de asignacion de proba^ 
bilidades a los distintos estados de la naturaleza por via distiii 
ta de su inferencia a traves de ensayos repetidos. Mas, es obvio, 
la aceptac ion de la conception subj et iva de la probabilidad que - 
no comporta tal requisito, implies la creation de una nueva meto- 
dologla para la toma de decisiones que es conocida con el nombre 
de metodologîa bayesiana.
Cualquiera que sea, pues, la situacion a la - 
que se aluda es claro que no puede eludirse el hablar de la prob^ 
bilidad como elemento fundamental en el proceso que conduce a la 
forma de decisiones, y por ello no puede dejar de resaltarse su 
estrecha vinculaciôn ton la rationalidad buscada, y postulada, 
en cada una de las distintas metodologîas que las anteriores situa^ 
clones generan.
Los valores de las probabilidades de los es­
tados de la naturaleza son aportados por distintas vîas: bien - 
por la vîa f recuent ista, bien por la vîa subjetiva, 6 en su caso 
a craves de la generalization del principio de uniformidad, no - 
siendo pues determinadas en estricto sent ido dentro de la Teorîa 
de la Décision.
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Evidentemente y aun cuando no résulta esta - 
teorîa, y la consecuente metodologîa que se genera en cada situa^ 
cion, completamente neutral respecto de la conception de la pro­
babilidad que se emplee, es claro sin embargo que no es competen 
cia de ella ni la obtention de la medida de la incertidumbre que 
comporta la presentation de los estados de la naturaleza ni los 
analis is filosôficos encontrados acerca del concep to de probabi­
lidad .
En cualquier caso, y para todas las anterio­
res situaciones en las que el espacio de los estados de la natu­
raleza se probabiliza, se han considerado asignadas medidas pré­
cisas a los distintos grados de probabilidad. En lo que sigue se 
intentarâ el anâlisis de los procesos de toma de decision bajo 
el supuesto de que la asignacion de taies medidas précisas a los 
grados de probabilidad sea discutible y, por ello, solo sea pos^ 
ble, y como consecuencia de meros juicios de comparacion, que las 
probabilidades a asignar a los estados de la naturaleza sean solo 
ordenables.
Es intencion, pues, en lo que sigue obviar, 
por un lado, la description de las distintas metodologîas que se 
siguen de las situaciones que propician la ap1icacion de las con
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cepciones de la probabilidad, bien frecuentis ta, bien subjetiva, 
y por otro lado ir a la elaboration de los principios, criterios 
y algoritmos que posibiliten la adoption de decisiones para el - 
supuesto de que la information que el decisor posea acerca de la 
presentation de los estados de la naturaleza solo le permita una 
ordenacion -débil o estricta, en la forma que mas adelante se de^  
fine- de las probabilidades a asociar a dichos estados.
Esta nueva situacion, asî caracterizada, 
va a generar una metodologîa que se conocerâ con el nombre de —  
"anâlisis de la decision basado en valores esperados extremos" en 
tanto que el criterio de election se fija de entre los estadîs- 
ticos que pueden definirse en la distribue ion de probabilidad - 
que corresponde a cada alternativa, en el "valor esperado", asu- 
miêndose no obstante que la determination précisa de tal valor - 
esperado no es posible, al no estar determinadas las probabilida^ 
des de los estados de la naturaleza, y sî sin embargo ser posi—  
ble la determination de los valores esperados extremos que es lo 
que, en ultima instancia, justifica el nombre dado a esta metodo^ 
logîa.
DETERMINACION DEL VALOR ESPERADO EXTREMO PARA UN ORDEN DEBIL 
DE PROBABILIDADES.
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Supuesto el problème de decision propue^ 
to, descrito a traves del formato matricial siguiente:
*2 "
. E... . E
n
*12- - *ln
*21 *22- • *2j- - *2n
*ii *12- , R... - *in
A R , R _ . * R , « - R
m ml mZ m j mn
se considéra que la informaclon que dispone el decisor acerca de 
la presentacidn de los estados de la naturaleza le permite con- 
cluir solo que dichas probabilidades estân ordenadas de forma —  
que -y ello no supone perdida de generalidad alguna- tal ordena- 
cion résulta ser:
y donde, a tal tipo de ordenacion, se convendrâ en llamar "orde- 
nacion debil".
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Formulaciôn del prablema: programa lineal asociado.
La determinaciôn, entonces, de los valores 
esperados extremos para cada alternativa, habida cuenta la défi- 
nicion de valor esperado, pasarâ por determinar el valor mâximo 
ô el valor minimo de la funcion:
fA,] - P. R.
1] 
j-1
Teniendo en cuenta que se dan para las componentes del vector de 
probabilidades, las relac iones siguientes:
'j-'
como obvia consecuencia de ser un vector de probabilidades, y adje 
mas es:
Pj - Pj + i 0 , . (j-1,2.....  n)
por la ordenac ion establecida para las probabilidades P^ , se -
207
sigue que tales valores esperados extremos resultarân como sol^ 
clones del programa lineal^
n
max (6 min.) Z  P R ..
j-1 ^
Z  P: -1
j-1 j
j j + 1
(j-1 ,2 ..... , n-1)
Pj   (j-1.,2,.....  n)
resultando ser el poliedro convexo que deflnen las restricciones, 
y para el supuesto de ordenacion que se ha establecido, aqull que 
tiene por vêrtlces los barIcentros generados, de forma suces iva, 
en los conj unto s convexos que tlenen por extremos los puntos:
J (1 ,0 ,0 ............ 0) f
{ (1,0,0,..... 0), (9,1,0,...,0) J
j (1,0,0......  0), (0,1,0..... 0) (0,0,1...... 0) I
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j ( 1 , 0 , 0 , . . . . 0 ) ( 0 , 1 , 0 , . . . , 0 ) , . . . ,  ( 0 , 0 , 0 , . . . , 1) j
Asl, y para el caso que se considérera un espa_ 
cio tridimensional, la representacion grâfica del anterior conjun 
to de restricciones vendrîa dada por el conjunto de vertices:
(1,0 ,0)
(1/2 , 1/2 , 0)
(1/3, 1/3, 1/3)
en la forma que indica la figura de la pagina siguiente.
PROGRAMA LINEAL EQUIVALENTE.
TRANSFORMACION EMPLEADA: MATRIZ DE LA TRANSFORMACION
La transformacion lineal, definida por la ma- 
triz T, cuadrada, de orden jn:
209
210
/'
I -1 0 0 ___ , 0 0
0 1 -I 0 ____, 0 0
0 0 1 — 1 . . . , 0 0
" • • i -i
0 0 0 0 . • • 0 1
transforma el poliedro convexo, definido por el conjunto de las 
restricciones del Programa lineal inicial, en otro conjunto po- 
liédrico convexo, de suerte que todo vector de probabilidades:
se transforma en un vector:
de componentes:
y j j+1
’n' ’’n >
como consecuencia del produc to matricial T.P, esto es
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/;1 -1 0 0 . , . 0 00 1 -I 0 . . . 0 0
0 0 1 -1 .,. . 0 0
0 0 0 0 1 /
/pj-p
P\-P
2 2
p. P\-P
3 3
%/V. \
De esta forma, el conjunto de restricclones 
del programa lineal inicial.
sera sustituldo por la unica res tr icc ion :
expresion, esta ultima, que constituye la ecuacion del transfo^ 
mado del conjunto poliedrico convexo definido por las restriccio^ 
nes iniciales, por cuanto que es:
A
^Jqj-qi + 2q2+3q3+. . .+nq^
J-l
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(P -P )+2(P -P,)+3(P -P.)+...+ nP - X  P.-l 
1 2  2 3  3 4  n j J
y al ser:
con lo que-, puesto que q^ ^ 0  es P^ ^ 0 ,  resultaran las res- 
tr icciones del nuevo programa escritas en la forma:
Z  jq. = i 
j-1 j
qj % ^0 (j-l,2,..., n)
Asx, y para el supuesto contemplado anteriormeii 
te, se tendra como imagen grâfica del conjunto convexo:
2. jqj=i 
j-1 J
la dada por la figura siguiente:
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donde los puntos de coordenadas:
(1,0,0) , (0, 1/2, 0) , (0, 0, 1/3)
son los correspondientes, mediantç la transformacion definida 
por la matriz T, de los puntos:
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(1,0,0) , (1/2, 1/2, 0) , (1/3,,1/3, 1/3).
MATRIZ DE SUMAS PARCIALES S^;
La matriz S^,
que se denominarâ matriz de sumas parciales, para la alternatif 
va "i-êsima" definida en la forma:
"ij- 2  ■‘it 
k" 1
es tal que define la forma lineal, respecto de los vectores q, 
dada por el producto matricial:
"i-"
équivalente a la determinada por la matriz de resultados asoci^ 
dos a la alternativa i-lsima:
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respecto de los vectores P, dada por el producto matricial.
R..P
por cuanto el producto matricial S^. q , es
n n j
S .q - Z  9 .S . = Z  q ( Z  R.. )
j-1  ^ ^  j-1  ^ k-1
‘^l^il'*’‘*2^^il'’'^ i2^ '*'' • '*n^^il‘’'^12‘^* ' '"""^ in^
(Pl-P2)Rii+(P2-P3)(Rii+Ri2) + + \(\l+^ 2+
+(^in)
■n^tn - ^  \^1 '^il'*'^2^i2^' ' - Z  P. R.. - R. .P
PROGRAMA LINEAL EQUIVALENTE;
Por lo anterior, el programa lineal équivalen­
te al inicialmente establecido para el calcule de los valores es
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perados extremos, vendra formulado ahora como:
max (6 mîn) ^  q.. S.,
j=l ^
j-1 J
Qj ^  0 (j «1 , 2 , . .. , n)
del cual se sigue que, al exist ir una unica restriccion fune io­
nal , si existe solucion optimal f ini ta, el vector solucion:
9— (9 2 I 9 2 *' '''* 9 j »' "" I 9 ^ )
tendra solo una componente no nula, siendo el resto de ellas nu- 
las .
SOLUCION DEL PROGRAMA LINEAL EQUIVALENTE:
De ser solo una de las q^ no nula, se se^
guira entonces que
^  iq.*0+0+. ..+0+j q .+0+...+0*1 
4=.  ^ ^
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y con elle que el valor no nulc de la componente del vector s£ 
lue ion es :
De esta forma, la funcion objetivo
en el optimo, tonarâ la forma :
lu
j
resultando estar maximizada, respectivamente minimizada, para - 
el valor mâximo, respectivamente mînimo, de:
T
Con ello los valores esperados extremes para la 
alternativa A^, habida cuenta la ordenacion asociada a las prob^ 
bilidades que correspondan a los estados de la naturaleza, se de^  
terminaran a travês de la expresion:
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]
T " i j  '  j-   "
isto es, con base en el calculo de las ij médias aritmeticas -- 
pacciales que se pueden derivar para cada alternativa.
ALGORITMO DE CALCULO:
En tanto que, como es obvio, el conj unto de
restricciones:
Z  J Sj-'
j-I
es comun a los distintos programas lineales que se derivarân pa­
ra las distintas funciones objetivo
ÏL ^ij
correspondientes a las distintas alternativas A^, ^ , y habida 
cuenta, como consecuencia de resultados précédantes, la forma
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que adopta la soluciôn en dîchos programas, es posible entonces 
elaborar un algoritmo simple de câlculo, con base en expresiones 
matriciales adecuadas que, conduzca a la obtenciôn de los valo­
res esperados extremes.
En efecto:
si se considéra la matriz, que convendrS en représenter se por Q ,
1 0 0   0 \
n I /I n n0 1/2 0 ----  0
0 0 1/3 .. 0
G 0 l/n/
cuyos vectores columnas son los vertices del conjunto convexo 
definido por la ecuac ion :
matriz que se denominarâ "matriz generadora de valores extremos" 
y es
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Ri s R^2 »•••»   ^in )
y el vector resultados asociados a la alternativa , el vector 
^i:
Si* , S^2....  «.....  ^in^
correspondiente a la matriz de sumas partiales de la alternati­
va A^, se determinarâ atendiendo a la definiciôn de suma partial 
de resultados consideradas anteriormente
IJ k= 1 ik
El produc to matricial S^. Q:
(Sii» S^2» S.j,.,s.^
'1 - 0  0 
0 1/2 0 
0 0 1/3
0 0
(S
1 /J
fi2
il ’ 2 ’ ' ■
'in )
T .
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generarâ, entonces, el vector R^, cuyas componentes son las mé­
dias aritmêticas parciales asociadas a la alternativa A.:
Ri» . R^2» • ' ■ ’ ^ij.....
i2
(Si,.
' i j
Por lo hecho hasta ahora, résulta ya facil 
deducir un algoritmo que proporcione de forma simultânea el - 
câlculo de las médias aritmeticas parciales asociadas a cada - 
alternativa, êsto es, el câlculo de la matriz de médias aritm^ 
ticas parciales correspondientes al problema de décision pro-- 
puesto.
Asî, si es R la matriz de resultados asocia 
dos a cada alternativa, habida cuenta el estado de la naturale^ 
za que se présenta,
Ra
11
21
V
12
22
^ml \ 2
^ij  ^In
2j
mj
2n
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las etapas sucesivas, a seguir consistiran en:
1 ECapa:
les S :
Determinacion de la matriz de sumas parcia-
R. , (R +R -) . . . (R ,+ R ^ + .  . .+R. . ) . . , (R +R +...+R )
11 ' 1 1  1 2 ' ' 1 1  12 11 12 In'
^ 21 ( R 2 i '*'^22^’ ’ ’ ^ ^ 2 1 ^ ^ 2 2 ^ ' ■ ^2j 21 22 2n'
R ., (R +R )...(R..+R +...+ R ,.)... (R +R +...+R. ) 
li 11 i2 li i2 1] 1 1 i2 in
'l2--- 'ij----  'in
21 '22--- '2j----  '2n
: i 2 " "  :ij
s   s .
ml 'm2---  'mj
223
2 Etapa;
Determinacion de la matrix R, de médias arit­
meticas parciales con base en el producto matricial de la matriz 
S, de sumas parciales, y la matriz Q, matriz generadora de va­
lores extremos.
II 12 Ij '
$21 Sgg...S2j.
jil ?i2’-'?ij' 
®ml ^m2' "^mj '
In
2n
in
mn
1 0 . .
0 1/2 .
0 . . 
5 ..
0 . . .  0
0 ... 0 
î 
:
. i/j.. 0 
. 0 ... l/n.
12
Il 2 
S
22
21 2
¥
s , m2 ..
ml —
lu
j
î ü
j
fü i
j
In
n
2n
n
mn
n
\
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\
^11 R i2 • • • • ^In
^ 2 2 ” • Fzj '- Fz.
•
^ i 2 " • *
• • R .
. in
t
\ 2 " • ^mj •
. . Rmn
De esta manera la seleccion de los valores
esperados extremos se seguira de extraer para cada alternativa
el valor mâximo, 6 en otro caso mînim(
s ion presentado ahora en la forma ;
E 2 • • •
"j-
R i 2 • •
S j
Fzi ^ 2 2 " fi,'
f i 2 " L
" • '
i l i : - - i j
In
^2n
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DETERMINACION DEL VALOR ESPERADO EXTREMO PARA UN ORDEN ES- 
t r i c t o  d e PROBABILIDADES.
Si el deeisor dispusiera de Informacion 
tal que le permitiera que la ordenac ion de las posibilidades co_ 
rrespondientes a los estados de la naturaleza, fuera expresada en 
la forma:
donde las d^ son constantes positivas a tal tipo de ordenac ion 
se convenirâ en llamar "ordenacidn estricta", significândose - 
con ello que, en tal ordenacion, las probabilidades sucesivas - 
difierenenal menos una cantidad positiva dada d^ .
Bâjo estas condiciones es posible, tam- 
bien, la determinacion de los valores esperados extremos para 
cada alternativa.
FORMULACION DEL PROBLEMA: PROGRAMA LINEAL ASOCIADO
Tal determinacion se corresponderâ con
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el valor mâximo, 6 el valor mxnimo, de la funcion:
n
P , . R .
1]
teniendo en cuenta las naturales restricciones que correspon- 
den al vector de probabilidades
y ademâs, ahora, la dada por:
Pj-Pj + 1 dj >  0 (j = l,2.....  n)
como consecuencia de la hipotesis de ordenac ion estricta enun- 
ciada anteridrmente.
Con ello el programa lineal correspon-
diente, quedarâ escrito en la forma :
! •
n
(6 mîn) P . . R . .
fTl J
g  V
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PROGRAMA LINEAL EQUIVALENTE:
Al igual que en el caso anterior, las crans
formaciones
J
S - 2 1  R
ij k“l ik
posibilitan transformer el programs lineal anterior en otro equj^ 
valante, con identico resultado: la simplicidad en la resolucion 
de aquel al que se accede con dichas transformaciones.
En efecto: por cuanto que
n n
—  jqî+ j d .-q!+2q^ + ...+nq'+d,+2d,+ ...+nd
j-l >  ^ j-l ' ’
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(P,-P -d, )+2(P -F -d J  + . .+n(P -d )+d,+2d +. . .+nd 
1 2 1  2 3 2  n a 1 2 i
j-l
y que ;
P.-i,
I j
puesco que las P^ > 0  y d^ > 0 , las restricciones del nuevo pro- 
grama quedaran escritas en la forma:
È  è  jd.-l
j-l  ^ j-l ^
Por oera parte, como:
n n
^  ’ r
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-(Pl-P2> »i, + (P^.p^)(R^^+R.^) + . . .*P.(Ru+»i2+ " *"i.)
expresioii que, como se vio anter iorment e es igual a:
Z  f, R,,
J-l
De esta forma, el pro grama lineal equivaleii 
te, vendra formulado ahora como:
mâx (Ô min) %  + %  d S
j-l J j-l J
Z .  j q i + X j d . - i
j-l J j-l J
qj >  0 ( j-l , 2 , . . . ,n)
del cual se sigue que, al existir una sola restriccion funcio-
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nal, si existe solucion optima finita, el vector solucion:
tendra solo una componente no^  nula, siendo el resto de ellas 
nulas.
SOLUCION DEL PROGRAMA LINEAL EQUIVALENTE:
Se ser solo una de las qj no^  nula, se segui-
ra que:
^  jqî+ ^  j d ,-0+0+...+jq! + ....+0+,^1 jd.-l 
j-l  ^ j-l  ^  ^ j-l ^
y con ello, que el valor no nulo de la componente del vector 
solucion es:
ql- T  (1- %  Jd.)
J 2 j-l
De esta forma la funcion objetivo:
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n n
en el optimo, tomarâ la forma:
n n
Por cuanto que los valores d^ y es-
tân dados, los valores extremos de la funcion objetivo anterior 
podrân determinarse evaluando dicha funcion para todo valor de
"j".
RELACION ENTRE LOS VALORES ESPERADOS EXTREMOS PARA AMBOS - 
TIPOS DE ORDENES.
Si se observan los resultados obtenidos 
para los dos tipos de ordenaciones contempladas correspondien­
tes al vector de probabilidades de los estados de la naturale_ 
za ,
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en el supuesto de orden dêbil, y
j " i j " -  Z  :"j'+ Z  “j"ij
j-l j-l
en el supuesto de orden estricto, es claro que el valor de 
"j" que optimize a ambas funciones objetivos es el mismo por 
cuanto que para el segundo supuesto de los dos contemplados la 
parte que se ve afectada por la avariabilidad de "j" es ident^ 
ca a la funcion objetivo del priiaer supuesto.
Por ello, si se conviene en représenter 
al optimo segûn el orden débil en la forma:
jopt. z [ a J I
l o.d.
y de igual manera, por:
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el optimo segun el orden estricto, es inmediata la relacion:
n n
Opt. -lopt. . (1- 2  Z
lo.d. i-' j"*
de suerte que la determinacion de los valores esperados ex —  
tremos para el supuesto de ordenac ion estricta es inmediata, - 
conocida la soluciân al programs lineal correspondiente al or­
den debil, dados los d ..
1
Por otra parte, si "j*” es el valor de "j' 
que optimize a las funciones objetivos, de ser:
'ij* - "ij* Z  jdj)- Z  d^s..
"ij* ^ 1  ^"j- "j"ij' "ij* ^ / ' ' j -  "j j "ij
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que serâ-habida cuenta que "j" es un numéro natural y d^ posi­
tive por hipotesis, no negative o no positive, segun que lo sea 
la diferencia.
^ij* ^ij
y en tanto que tal diferencia es nô negative 6 no positiva si la
media parcial R . .. , , ,  ^  ^ .ij* corresponde al valor extreme maximo o mxnimo,
respectivamente, se sigue que:
mâx E
,d .
ANALISIS DE SENSIBILIDAD.
La aplicacion del criterio anterior, asigna^ 
cion a cada alternativa del valor esperado extreme de los resul^ 
tados asociaods a elle, permite hacer corresponder a cada alter-
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nativa un Indice, de lo que se sigue la posibilidad de compara^ 
cion entre las distintas alternativas existantes en el problema 
de decision que se considéré, y con ello la eleccion de la me- 
jor, atendiendo, en cada caso, al significado que como conse-- 
cuencia favorables, o desfavorables, tengan para el deeisor d^ 
chos resultados, estando por ello la formulae ion ultima del -- 
problema condicionada a esta ultima consideracîon.
Evidentemente no hubiese existido este pro­
blema, si el deeisor poseyera una funcion de utilidad, en canto 
en cuanto que, con base en tal funcion, a la perspective aleato^ 
ris para cada alternativa, definida a travês del conj unto de -- 
resultados asociândoles las probabilidades de los estados de la 
naturaleza correspondientes ,
Ril ^ij "  ' ^in
séria posible asignarle un indice de utilidad, y a travês de - 
la comparacion entre êstos efectuar la eleccion. Mas, para el 
contexto en el que se desenvuelve el problema, la aplicacion - 
de los resultados que proporciona la Teoria de la Utilidad, en 
orden a la elaboracion de una funciên de utilidad en ambiente
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de incertidumbre y como consecuencia del Teorema de ANSCOMBE 
y AUMANN, obligarîa a adoptar el supuesto de "comportamiento 
racional" que se sigue de la axiomatica de Von Neumann-Morgens tern, 
asî como el derivado de la situacion que describe la as ignac ion 
de "probabilidades subjetivas a los "sucesos" que constituyen - 
los resultados asociados a cada alternativa, provocada tal asi^ 
nac ion de probabilidades por el teorema antes citado.
Obviamente, él-pretender en este trabajo - 
analizar el problema de la toma de decisiones bajo supuesto di^ 
tintos, para la as ignac ion de probabilidades a los estados de - 
la naturaleza, de los que describe la concepcion subjetiva de - 
la probabilidad -y claro es, tambiên, de la concepc ion frecuen- 
t is ta- lleva a no tomar en consideracion los resultados resenados 
en el pârrafo anterior, no suponiendo por tanto la postura -- 
adoptada en este trabajo rechazo alguna de la concepcion subje­
tiva de la probabilidad.
Ello explicarâ entonces, que en lo que si­
gue se trate de detectar la "racionalidad" que avale el criterio 
de los valores esperados extremos, que aqui se estudia, a travês 
del analisis de lo que pudieran const ituir ciertos "principios 
de racionalidad", entendiendos de manera anâloga al planteamien-
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to efectuado por Milnor para el supuesto de ambiente de ince£ 
tidumbre, y evitando aquellos que, por évidentes, puedan ser 
asociados al empleo del operador lineal "esperanza matematica", 
y , justificarS el intento de analizar la sensibilidad de la so^  
lucion que proporciona el criterio establecido a partir de pos^ 
bles modificaciones en los supuestos basicos en los que descan- 
sa el problema de decision planteado.
MODIFICACION EN EL ORDEN INICIAL POR INVERSION DE LOS ESTA­
DOS DE LA NATURALEZA.
En el supuesto que la ordenaciSn inicial 
definida por el decisor para las probabilidades correspondien­
tes a los estados de la naturaleza,
^ ^ 2 ^ ' .....^^j-1 ^  ^ j + l ^ ----
hubiera de ser revisada, pueden contemplarse do; situaciones - 
caracterizadas por el hecho de que la inversion que se produz- 
ca en dicha ordenacion lo sea atendiendo a estados de la natura^ 
leza consecutivos o no consecutivos.
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1®’^ Caso: ESTADOS DE LA NATURALEZA CONSECUTIVOS.
Si la mod ificacion en el orden afecta a do s 
estados de la naturaleza consecutivos, esto es, la nueva orde­
nacion resultara ser:
?! ^  ‘ -I V  ^  j + 1
como consecuencia de la inversion que se produce entre los es­
tados de la naturaleza E^ y E , se seguira que si es:
(Ril, ' ^ij-1’ ^ij’ ^ij+1......   ^in^
el vector de resultados asociado a la alternativa "i-esima", c£ 
rrespond lent e a la ordenacion inicial, y es
' ^i2..... ^ij-I.’ ^ij + 1 ’ ^ij ' ' "  ' ^in^
el vector de resultados asociado a dicha alternativa, el que 
corresponde a la nueva ordenacion, que se sigue de la inversion 
producida entre los estados de la naturaleza E^ y E^^i, los - 
vectores de sumas parciales para la alternat iva "i-esima" seran, 
respectivamente.
239
y:
^lj-r^il+^i2+'"+^ij-l 
^ij" ^il'^^i2^---- "*'^ij-l'*'^ij
n i  - n i
^ 2  - n i + \ 2
^ij-l“ i^l'*’^ i2'^'• •■*■^3-1 
®ij “ Rii+R^2'''’• i^j-l''"^ij + l
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de donde, es claro que todas las sumas parciales para la al- 
cernativa "i-esima" son iguales, excepto la suma parcial de "or 
den i" :
resultando, con ello, que las ii médias aritmeticas pariclaes 
resultaran ser tambiên iguales excepto la de "orden j" ;
"ii ■ t  "ij " T  "ij- "ij
No obstante, y como consecuencia de que al
sumar a S!. el termino (R..- R ..), el valor de S!. no varia, - 
iJ ij ij
se sigue
S[. - R.1+R.2+...+
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expresion que permite relacionar las dos sumas parciales de -- 
"orden j"  ^ y y , consecuentemente, las dos médias aritm£
ticas parciales de "orden j",  ^ y ^£j» en la forma:
" i j  • " i j  ■" I
relacion, por tanto, que posibilita el analisi de los efectos 
que sobre el valor esperado extremo asociado a cada alternati­
va provoca la inversion producida entre los estados de la natii 
raleza consecutivos, E^ y •
Por otra parte, puede no tarse, es un resultado 
prâctico notable en tanto que évita tener que derivar desde el 
inicio los câlculos que pudieran esperarse como consecuencia 
de la inversion producida.
Asî, la posible mod if icac ion del valor extreme
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asociado a cada alternaCiva pasara por el analisis de la dife- 
rencia entre el valor esperado extreme, antes de producirse la 
inversion de les estados de la naturaleza, y despues de producida 
esta, en relacion con la media aritmetica partial:
lo cual résulta équivalente a analizar la diferencia de tal va­
lor esperado extreme con la media aritmetica parcial
atendiendo, claro es, al termine
2 Case: ESTADOS DE LA NATURALEZA ^  CONSECUTIVOS.
Si la modificacion en e1 orden afecta a 
dos estados de la naturaleza no consécutives, este es, si la 
ordenacion initial definida por e1 decisor hubiese side:
1^ ^ ^ 2 ^  ^  ^r ^ ........... ^  ^  ^
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y como consecuéncia de la inversion que se produce entre lo s 
estados de la naturaleza y E^, acaba siendo:
se seguira que si es
^^11’ ^is*'*’’ ^in^
el vector de resultados asociado a la alternative "l-ésima” , 
correspondiente a la ordenacién initial, y es:
(*il' ^i2’’*‘’ *^iS’’''’ *ir ' *in^
el vector de resultados asociado a dicha alternativa el que co­
rresponde a la nneva ordenaciôn, que se sigue de la inversion - 
producida entre lo s estados de la naturaleza E^ y E^ r lo s vect£ 
res de suraas parciales para la alternat iva "i-lsima" serân, -- 
respect ivamente,
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‘ ®i2..... ^ir’ "  ' ^iS’ • • • ’
^il“ *il
^ir - ^11+^12+""+ ^i(r-l)+^ir
'is' *ll+%i2+-' ' '+ R.(3_^)+R.3
^in* *il+ ^iZ'^--- ^i(r-l^‘''^ ir‘^ ^i(r+l)‘^ '• •■^^i(S-l)'^^is'^'• •■^ '^ in
^il“ *il
= l2- ^il+\z
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Sir’ '* "i(t-l)+\s*''l(t+l)*' ' '+'l(S-U+"it
de donde es claro que todas las sumas parciales para la alee^ 
natlva "i-ësima” son iguales, excepto las que correspond en al 
'orden It", para los valores de k siguientes:
r , (r+1), (r+2),..., (S-1)
que habrân de ser, nuevaraente, calculadas.
Ahora bien, en tanto que se verifies que:
para los anterlores valores de k, se sigue que la relation en­
tre las médias aritméticas parciales de "orden k" vendrë dada 
por :
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I  (k-r,(r+l) , (S-1))
relacion por tanto que, al igual que en el primer caso de los 
dos aqui contemplados posibilita el analisis de los efectos 
que sobre el valor esperado extremo asociado a cada alternat^ 
va provoca la inversion producida entre los estados de la natii 
raleza consécutives y Eg, y , al igual que entonces tam- 
bien, évita tener que reiniciar todos los calcules.
De esta forma, los nuevos valores esperados 
extremes pueden ser localizados comparando las nuevas medidas 
aritméticas parciales con aquellas que no sufiieron mod if icac ion 
por la inversion producida.
Por lo dicho hasta aquî, queda clara la pos^ 
bilidad de "medir" la sensibilidad que afecta a la solution -- 
adoptada con base en la ordenac ion initial, en el caso que di­
cha ordenacion hubiera de sufrir alteration, a travis, de las 
dos expresiones calculadas, correspondientes a los dos cases ana^  
lizados -contiguidad o no de los estados de la naturaleza- ex­
presiones que, como se ha dicho, permiten derivar las soluc iones 
correspond lent es a la nueva ordenacion sin requérir la vuelta - 
al estado initial de todos los calcules.
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Por otra parte, y en relacion con la posible 
estabilidad de la solucidn que aporte el criterio del valor e^ 
perado extremo, cabe suponer que en general dicha solution se 
mantenga astable por cuanto que muy probablemente la Inversion 
que se produzcan entre los estados no diferiran mucho de la or 
denacion initial: de no ser asî, resultarîa denunciado tanto 
el criterio empleado en la eleccion como la coherencia manifes- 
tada por el decisor en dicha ordenacion initial, siendo esto - 
ultimo tanto mas claro cuanto menos contiguos resultasen los e^ 
tados de la naturaleza que se invirtiesen.
MODIFICACION EM EL ORDEN INICIAL POR INCORPORACION DE UN 
NUEVO ESTADO DE LA NATURALEZA.
La ordenacion inicial definida por el decisor 
para las probabilidades correspondientes a los estados de la n£ 
turaleza:
+ .....
podria, también, verse mod if icada por el hecho de que tuviera 
que contempler se un nuevo estado de la naturaleza no considéra
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do inicialmente. Asî, si el nuevo estado de la naturaleza, que 
se convendra en représenter por Eg es t al que asocia resulta-- 
dos por alternatives dado por el vector columnar
^i
y se conviens en que sea situado en la position "t-esima", se 
seguirâ entonces que si es:
el vector de resultados asociado a la alternat iva "i-ésima", 
correspondiente a la ordenacion inicial y es:
^^il ' ^ i2.. i^(t-l)' ^ iO’ ^ it’ ^ i(t+l)"''' ^ in^
el vector de resultados asociado a dicha alternativa une vez - 
considerado el nuevo estado de la naturaleza, Eg, los vectores 
de sumas parciales para la alternat iva "i-ésima" seran, respe£ 
tivamente,
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®il* ^11
• ' + \ ( e - l ) + R , ^ + R , _ . .4-r .^
^ 2 *  \ l + \ 2
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^it* • •■^  ^i(t-l)+R.g .
de donde es claro que todas las sumas parciales para la altern^ 
tiva "i-esima" de "orden (t-1)", 6 de orden inferior, no su —  
fren variation, resultando distintas la de "orden t", u orden 
superior, que han de ser claculadas de nuevo.
Ahora bien, en tanto.que se verifies que:
para todo valor de
para los valores de k siguientes:
t (t+1), (t+2)   n
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se sigue que la relacion entre las médias aritméticas parciales 
de orde le vendrân dadas por:
^ik " ^ik 1  (^iO" ^ik) ' (t+1). (t+2),..,n)
siendo, ademas, la media parcial de "orden (n+1)" dada por:
^i(n+l) ” n+1 ^i(n+l)“ (n+1) ^ ^il^^i2^' " '^'^i(t-l)'^
Las anter iores relac iones mediran por tanto 
el efecto que sobre los valores esperados extremos asociados a 
cada alternativa provoca la consideration de un nuevo estado de 
la naturaleza, siendo, como en casos anteriores, igualmente no­
tables las posibilidades de simplification, tara a los câlculos, 
que proporcionan dichas expresiones.
Es évidente que, para este supuesto que se 
contempla, cabe esperar una alta estabilidad en la so lue ion -- 
proporcionada por el criterio, habida cuenta de que la conside­
ration del nuevo estado de la naturaleza no parece que pueda -
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conducir a situarlo, cara a la ordenacion, en lugares altos: 
de ser asî, dicho estado serîa considerado bastante probable, 
sobre todo en términos relatives al resto de los considerados 
inferiores a él en la ordenacion, lo cual conlleva el que hu­
biese tenido que ser reconocido inicialmente y, consecuentemeti 
te, considerado en la ordenacion inicial.
MODIFICACION EN LOS RESULTADOS ASOCIADOS A LAS ALTERNATI- 
VAS .
En el supuesto de que los resultados aso-- 
ciados a las alternativas,
" i j
sufrieran revision, como consecuencia de ser estimaciones de - 
consecuencias que se siguen de la alternat iva por la que se opte, 
teniendo en cuenta el estado de la naturaleza que se présente, 
convendra analizar los efectos que dichas mod ificaciones puedan 
producir sobre la solution aportada por el criterio.
En lo que sigue -y sia que ello suponga -- 
pérdida de generalidad alguna- se va a analizar este supuesto
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para el caso en que la modificacion se produzca en un unico 
resultado
^it
correspondiente a la alternativa "i-ésima", y bajo el supue^ 
to de que el problema de optimizaciSn abordado a través del
criterio lo baya sido en términos de maximizacion.
Asî, si con estas condiciones, se conviens en repr£
sentar por j* el orden de la media aritmetica parcial optima,
esto es:
es el valor esperado raaximo correspondiente a la alternativa 
que se esta contemplando, y se conviene en représentât por S  
la mod if icac ién sufrida por el resultado:
pueden ser considerados cuatro casos, atendiendo al hecho de 
que ^  sea positive ô negative, y al hache de que "t" sea mener
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o mayor que "j*", que convendremos en abordarlos en el orden 
que describe la tabla siguiente:
t <. j* l^^Caso S^^Caso
t > j* 2° Caso 4® Caso
l®^Caso: (<r>0, t 4. j *)
Si es
(Ril ^i(t-l) ' ^it’ ^i(t+D... Rj^j*----  R^^)
el vector de resultados asociado a la alternativa "i-ésima" - 
correspondiente a la situacion inicial, y es:
(^il ' ^i2..... ^i(t-l) ' ^it"^ ' ^i(t+l) ' " "  ' ^ij*.....
^ n >
el vector de resultados asociado a dicha alternat iva como conse­
cuencia de la modif icacion del resultado R  ^, en la cant idad <T>0 
los vectores de sumas parciales para la alternat iva "i-ésima" -
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seran, respectivamente:
(^il' ^ 1 2 "  ' ' ' ®i(t-l)’ ®it’ ^i(t + l)  ^ij*'“  ^in^
®il“ ^il
^i2” ^il'*'^ i2
^i(t-l)’ ^il'^'^iZ^' " '''^i(t-l)
®i(t)“ • •■*’^ i(t-l)'’'^it
^i(t + l)” ’^il'*'*^ i2’’’‘ * '■’■^i(t-l)'*'^it'’'^i(t+l)
^ij** ^11^^12"^' ' ^i(t-l)‘^*^ it'*'’^ i(t+l) + . . .+ R..^
ij "
®in" ^il+^i2+ ' + ^i(t-l)+^it+^i(t+l) + ' + J^in
y :
^i2  ^i(t-l) ' ^ît’ ^i(t+l) ' "  '
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" h -
1^1+^ 12+'"+ ^i(t-l)+ R.^+ (T 
^i(t+l)"^il+^i2+' • •"■ ^i(t-l)+\t:+ ^  + ^i(t+l)
Slj* - ^11+^12+'"+ ^i(t-l)+^it'^ ^  +^i(t + l) + ' " +
de donde, es claro que las sumas parciales desde el "orden 1" 
has ta el "orden ( t -1 ) " permanecen inalteradas, y las sumas par^ 
d a l e s  de "orden .^*+1" u ordenes super ior es, siguen siendo meno^ 
res que la suma parcial de "orden j*", por cuanto que era la -- 
optima y las de ordenes superior a ellas, por définition de su­
ma parcial, acumulan sn valor, y ser ^>0.
Para el resto, de las sumas parciales y ,
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como consecuencia para sus correspondientes médias aritméticas 
parciales, habré que analizar la diferencia:
"ij ' j " ’ '•“ij* ^ j* ■' ’ j-t(t + l) . . (j*-l)
de suerte que, si tal dif erencia es no positiva, la soluc ion no 
se modificara.
En tanto que la condicion anterior, puede ser 
encrita en la forma:
j-t(t+l)...(j*-l)
se seguiré,
/ i* - j
(R - R . .*)+( ------- )< 0 , j-t(t+l),...,(j* -1)
‘2 11* J. J
y en tanto que "j*" y "j", son numéros naturaies, por ello pos^ 
tivos, y suponerse que j* es mayor que el "j" considerado en -- 
dicha exprès ion, es :
j* j
y con ello.
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^  (R,,*- R. .) , j-t, (t+1) . . .*
proporcionando, pues, la anterior expresiôn el rango de vari^ 
c ion de S  para el que la soluc ion obtenida con base en el - 
criterio del valor esperado maximo permanezca astable.
1° Caso: (^X), t >  j*)
Si es
el vector de resultados asociado a la alternativa "i-ésima" co- 
rrespondiente a la situacion inicial, y es:
^i2‘‘* ^ij*  i^t'*’^  ..... ^in^
el vector de resultados asociado a dicha alternativa como conse^ 
cuencia de la modificacion del resultado R^ ^ , en la cant idad 
^ > 0 ,  los vectores de sumas parciales para la alternat iva "i-és^ 
ma" serén, respectivamente,
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ij "il
S. “ R,,+ R.-+...+ R . ..+...+ R. +...+R.xn xl x2 n *  Tt i;
y:
^i2 ... i*.....  ’ • • •
^il " ^il
?i2" ^xl"^^i2
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Si ■ R ,,+R ,,+ ....+R + R + ^ + . . . +  R.
in il i2 ij* it i:
de donde, es claro que las sumas parciales de "orden (t-1)", y 
todas las de inferior orden, permanecen inalteradas.
Las restantes sumas parciales se ven modif icadas 
y, como consecuencia, para las correspondientes médias aritmêt^ 
cas parciales, habrâ que analizar la diferencia:
^  J  ) - i" t, (t+1)...... n
de suerte que si tal diferencia es no positiva, la solution no 
se mod if icara.
En tanto que la condicion anterior puede ser e s - 
crita en la forma:
(Rfj- j * )+ , j»t, (t + 1),..., n
se seguira:
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al ser "j", un ndmero natural, por ello positive, expresion - 
que, para este segundo caso, proporciona el rango de variacion 
de ^  para que la solucion obtenida con base en el criterio - 
del valor esperado méximo pernaenzca estable.
3^ *^  Caso: ( ^<0, t < j*)
Siendo en este supuesto, los vectores de resu_l 
tados asociados a la alternativa "i-ésima", para la situacion 
inicial y la que se sigue de la modif icacion en el resultado ^
iguales a los considerados en el primer caso de este epîgrafe -
con la salvedad de que ahora es ^4 0, se sigue que las sumas -- 
parciales desde el "orden 1" hasta el "orden (t-1)" permanezcan 
inalteradas, y que las sumas parciales desde el "orden t" al —  
"orden (j *-1)" son taies que las médias aritméticas .parciales que 
les corresponden permanecen inferiores, con la reducciôn que 0 
supone, que el nuevo valor que adoptera, con la reducciôn, la - 
media aritmética parcial mâxima.
Como consecuencia, entonces, de ser à<0 cabe 
ahora contempler dos posibilidades:
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1) que hace referenda a las médias aritméticas par c i^ 
les de "orden (j*+l)", u ordenes superiores, que —  
pueden resultar ser en esta situacion mayores que la 
de "orden j*"; obviamente, ello no ocurrira cuando 
sea :
(R^J+ J  ^  0 , j“ (j*+l)...n
expresiôn que, por idénticas razones que en el 1 
caso, puede ser escrita en la forma:
j-j*
(R^ . R,. •*), j = (j*+l)......   n
II) que hace referenda a las médias aritméticas parcia­
les que permanecen inalteradas, las de "orden (t-1)" 
u orden inferior, que pueden resultar ser en esta si^  
tuacion mayores que la de "orden j ; obviamente, —  
ello no ocurr ira cuando sea:
- (R.j* + ) ^ 0 , j = l,2..... (t-1)
expresiôn que puede ser escrita en la forma: 
j*, (\ j  - ^ij*) j = l,2,..., (t-1)
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constituyendo, pués, las expresiones anteriormente elaboradas 
para S los rangos de variacion de ^  , segun las dos situa- 
ciones contempladas I) y II), para los cuales la solucion obten^ 
da con base en el criterio del valor esperado mâximo permanezca 
estable.
4° Caso; (<^< 0; t >j*)
Siendo en este supuesto, los vectores de resul­
tados asociados a la alternativa "i-ésima", para la situacion 
inicial y la que se sigue de la modificacion en el resultado
iguales a los considerados en el 2° Caso de este epfgrafe.
con la salvedad de que es ahora v<Q, se sigue de manera obvia 
que las médias aritméticas parciales de "orden t" y de superior 
orden, se reducirén no repercutiendo por ello la mod if icacion 
del resultado R^^ en la solucion optimal obtenida con base en 
el criterio del valor esperado maximo.
De igual forma que se han obtenido los rangos 
de variacion de ^  para el supuesto de maximizacion, pueden 
obtener se s in dif icultad alguna los correspond ientes al supues^ 
to de que el optimo se formule en términos de minimo.
Asî, las expresiones que se obtienen permi­
ten ver if ic ar la optimalidad de cualquier solucion obtenida sin 
tener que volver a iniciar los calculos. El supuesto, no con- 
templado aquî, de que la modif icacion se produj era en mas de un 
resultado asociado a cada alternativa no resta generalidad, como 
se ha dicho, a lo obtenido para el caso de mod if icac ion en un 
solo resultado, aun cuando la complejidad algebraica implicada 
conlleva un proceso câlculo bastante ma s laborioso.
Por ultimo, es trivial comprobar que, bajo el 
supuesto de maximizacion, y para los valores de S  dentro de los 
rangos considerados, la variacion que experimentan los valores 
esperados mâximos, como consecuencia de la mod if icac ion del —  
resultado , viene expresada por el cociente:
J _
j*
que indica que la distribucion de probabilidad, que genera ta­
les valores esperados extremos, permanece invariante.
C O N C L U S I O N E S
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ResulCaria extraordinariamente dificil, por no 
decir imposible, f ij ar unas relaciones de causa a efecto entre 
muchas de las parcelas del conocimiento, pues si bien es ver- 
dad que existen fases de este que desempenan el mero papel de 
instrumentes respecte de otras, no lo es menos que un mismo - 
tema puede hallarse inscrite en mas de un lugar con absoluta 
propiedad ocupando el rango de "fin" y no el de "medio". Por 
esta razon, el orden seguido en las paginas anteriores ha pre- 
tendido desarrollar un conj unto de conceptos (un modo de crear 
orden en el caos de las impresiones) que podrîan se aplicables 
a multiples aspectos del conocimiento cientîfico.
Las primeras conclusiones que se derivan de los 
problèmes suscitados en este tr aba j o hacen referenda al papel 
desempenado por el enfoque sistemico en tanto que,
i) dicho enfoque es concebido como una hipotesis de tr^ 
bajo que trasciende de los problemas y requerimientos 
tecnologicos,suponiendo por ello una reorientacion - 
que se ha manifestado necesaria, en general, en toda 
la gama de las disciplinas existantes.
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il) la poslbilidad de detectar a cravës de dicho enfoque 
"similaridades estructurales e isomorfismos en dife- 
rentes campos", y el considerar que el problema fun­
damental planteado a la ciencia moderna, no es otro 
que el de la teoria general de la organizacion, jus- 
tifican el empleo de este enfoque para una perspectjL 
va metodolôgica que pretenda proporcionar modelos - 
utilisables y transferibles entre diferentes campos, 
evitando vagas analogias.
iii) aun cuando pueda argumentarse que dicho objetivo no 
ha sido todavia alcanzado, de lo cual es buena prue^ 
ba los nuevos "recursos" puestos al servicio para su 
consecuciân, y de entre los cuales pueden suponer - 
buenos ejemplos la potenciacion de disciplinas taies 
como la semantica, sicolinguistica, semiologia,etc., 
y en tanto que, y sobre todo por falta d e -perspectiva 
his tor ica, es dificil valorar aun sus realizaciones, 
no es menos cierto que la pr e tend ida vocacion con la 
que nacio -actitud a crear problemas investigables- 
se ha visto hoy alentada y acrecentada como bien de- 
mue stra el hecho de que se le baya reconocido como
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discipllina objeto de estudio universitario, hasta tal ex­
treme que este justificado el considerarla como una nueva 
metodologîa.
iv) permite evidenciar la "aplicacion" a la organizacion de 
un pensamiento teorico ajeno a la misma hasta ahora, no 
resultando por ello extrano al papel desempenado por el 
enfoque sistemico las nuevas "concepciones de la organi­
zacion".
v) por todo ello la utilizacion del enfoque sistemico para 
el estudio del fenomeno organizacional signifies un apor- 
te positive en la medida que permite destacar que sus pajr 
tes componentes (elementos o unidades) interactuan entre 
SÎ en un contexte dado, de manera que el conjunto (las 
conductas colectivas) poseen atributos y valores distin- 
tos y adic ionales respecte de las cualidades propias de 
sus elementos componentes.
De esta suerte, y fundamentado en el anterior enfo­
que sistemico de la organizacion.
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i) puede evidenciarse de major forma que la ciencia decisio­
nal es m£s prescriptive que descriptive, lo cual genera 
dificultades metodolSgicas al cons tatar se, como consecuejn 
cia de haber atribuido a la ciencia un objetivo primordia_l 
mente explicative, la ausencia de una metodologîa suficien 
temente explicative de una "ciencia prescriptive" que pue­
da userse para resolver problemas concretos como los que 
aborda la ciencia de la toma de la decision en el marco 
de las organizaciones.
ii) la consideraciSn de la organizaciën del proceso de la to­
ma de decisiones conlleva la necesaria propuesta de büs- 
queda de racional idades que posibiliten sobrepasar la in- 
suficiencia dinâmica del concepto de racionalidad ordina- 
rio. Tal poslbilidad, como alternative, es proporcionada 
por lo que se ha denominado en este trat ajo "racionalidad 
de procedimiento" y como l6gica consecuencia, la conside­
raciSn de la que se denominS "racionalidad estruetural", 
como posible soluciSn a las diferentes transferenclas de 
unas partes del s is t ema a otras, incluyendo la propia de- 
terminacion de estas.
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iii) la relevante importancia que el enfoque sistemico de la
organizacion pone en la descomposicion y coordinacion del 
"sistema de toma de decision" en s istemas parc iales, se 
correlaciona con la facilidad de tratamiento que tal en­
foque presta a dicho problema.
iv) en relacion con los mëtodos de descomposicion^ se han ana- 
lizado en este trabajo, dos métodos cuyos criterios res- 
ponden: para el primero, en que la agrupacion de los ele­
mentos sea acorde con su similLtud al objeto de accéder 
a sistemas parciales homogéneos; para el segundo, y bajo 
la influencia de la normativa propuesta por Simon, la for^ 
macion de sistemas parciales de suerte que las relaciones 
entre los elementos que los integran sean maximizadas, en 
tanto que las relaciones entre los elementos de sistemas 
parciales diferentes queden minimizadas, esto es, un cri- 
terio que este basado en la maximizacion de las interrel^ 
ciones y simultaneamente minimizar las intrarrelaciones.
v) el problema de la coordinacion no ha sido abordado restriri 
giéndolo solo al caso de la coord inacion es truc tural, si- 
tuacion que generalmente es la que se da al tratar este te^  
ma en la ciencia de la organizacion, sino que, ademâs, se
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incorporë tambien el importante problema de la coordina- 
ciôn del objetivo.
Por dltimo, y en llnea con la necesaria referencia 
a la poslbilidad de desarrollar nuevas têcnicas de decision que 
amplîen la^gama de modelos ya existantes se ha abord ad o en este tra­
bajo la elaboraciôn de criterios que permitan manifester de mej or 
forma las distintas situaciones en orden al conocimiento del "entor- 
no" en el que hubiese de adoptarse la decision. En este sentido el 
modelo propuesto aborda el supuesto de que el decisor sea capaz solo 
de ordenar las probabilidades que corresponden a los estados de la 
naturaleza. Como conclusiën, a este respecte, debe resaltarse que 
las têcnicas de câlculo que se derivan son de una 'ran sencillez, lo 
cual junto a la mener "restricc.iôn" que implica el supuesto basêco 
contemplado para esta metodologîa, facilita notablemente su aplica- 
cidn y puede servir como solucidn a uno de los problemas principales 
de la teoria de la decision; el desarrollo de têcnicas analîticas 
que guien la eleccion de un curso de adcion de entre una serie de al­
ternatives a fin de poder alcanzar un objetivo propuesto con anterio- 
ridad. Si bien el marco de referencia, en este caso, ha sido la orga­
nizacion, las * têcnicas descritas son, obviamente, aplicables a cual- 
quier situacion de décision en la que exista incertidumbre y la in- 
formaciên sea limitada.
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FinalmenCe he de senalar que esta exposiciôn ha si 
do necesariamente restringida fundamentalmente por dos razones: la 
primera por las limitaciones obvias que se siguen de la insuficien- 
cia de medios; la segunda por el hecho de que el objeto de investi- 
gaciôn es de una amplitud tal que es dificil, mej or séria decir imp 
sible, ser abordado por el trabajo de una sola persona,cualquiera q 
sea su capacidad. Por estas razones es necesario restringir el ambi 
cioso (posiblemente pretencioso) objetivo al que un planteamiento d 
este tipo senala, lo que, quizâ explica -si no justifies- la exclu­
sion de un buen numéro de temas que, necesaciamente corresponde in- 
cluir en la idea global que se trata de abordar .
A la vista de lo anteriormênte expuesto no hay pro 
bablemente necesidad de decir que es inevitable, mej or ineludible, 
proseguir con la investigacion del tema.
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