Abstract. Short lead-times are essential in order to have a first-move advantages and to be able to react on changes on a fast-paced market. Agile software development is a development paradigm that aims at being able to respond quickly to changes in customer needs. So far, to the best of our knowledge no empirical study has investigated leadtimes with regard to different aspects (distribution between phases, difference of lead-time with regard to architecture dependencies, and size). However, in order to improve lead-times it is important to understand the behavior of lead-times. In this study the lead-times of a large-scale company employing incremental and agile practices are analyzed. The analysis focuses on 12 systems at Ericsson AB, Sweden.
Introduction
Lead-time (also referred to as cycle-times) is the time it takes to process an order from the request till the delivery [1] . An analysis and improvement of lead-time is highly relevant. Not being able to deliver in short lead-times leads to a number of disadvantages on the market, identified in the study of Bratthall et al. [2] : (1) The risk of market lock-out is reduced [3] . Bratthall et al. [2] provided a concrete example for that where one of the interviewees reported that they had to stall the introduction of a new product because the competitor was introducing a similar product one week earlier; (2) An early enrollment of a new product increase probability of market dominance [4] . One of the participants in the study of Bratthall et al. [2] reported that due to introducing a product three months after a competitor the company is holding 30 % less of the world market in comparison to the market leader; (3) Another benefit of being early on the market is that the product conforms more to the expectations of the market [5] . This is due to the market dynamics. Petersen et al. [6] found that a large portion (26 %) of gathered requirements are already discarded during development. Furthermore, the long lead-time provides a time-window for change requests and rework.
The review of literature revealed that, to the best of our knowledge, an empirical analysis of lead-times in incremental and agile development has not been conducted so far. However, as there is an increasing number of companies employing incremental and agile practices it is important to understand lead-time behavior. The studied company intended to determine target levels for leadtimes. The open question at the company was whether requirements should have different target levels depending on the following factors:
1. The distribution of lead-times between different phases. 2. The impact a requirement has on the systems. The impact is measured in terms of number of affected systems. Here we distinguish between singlesystem requirements (a requirement only affects one system) and multisystem requirements (a requirement affects at least two systems). 3. The size of the requirements.
This study investigated the effect of the three factors on lead-time. It is important to stress that existing work indicates what outcomes can be expected for the different factors, the expected results being presented in the related work. However, the outcome to be expected was not clear to the practitioners in the studied company. Hence, this study sets out with formulating a set of hypotheses related to the factors without assuming a specific outcome of the hypotheses prior to analyzing them.
The research method used was an industrial case study of a company developing large-scale systems in the telecommunication domain. The quantitative data was collected from a company proprietary system keeping track of the requirements flow throughout the software development lifecycle.
The remainder of the paper is structured as follows. Section 2 presents related work. The research method is explained in Section 3. The results of the study are shown in Section 4. Section 5 discusses the results. Section 6 concludes the paper.
Related Work
Petersen et al. [6] present lead-times for waterfall development, showing that the majority of the time (41 %) is spent on requirements engineering activities. The remaining time was distributed as follows: 17 % in design and implementation, 19 % on verification, and 23 % on the release project. As in agile software development the main activitis should be coding and testing [7] the literature would suggest that those are the most time consuming activities.
Petersen and Wohlin [8] investigated issues hindering the performance of incremental and agile development. When scaling agile the main issues are (1) complex decision making in the requirements phase; (2) dependencies of complex systems are not discovered early on; and (3) agile does not scale well as complex architecture requires up-front planning. Given this qualitative result the literature indicates that with increase of requirements impact the lead-time should increase. For example, if a requirement can only be deliverable when parts of it are implemented across several systems a delay in one system would lead to prolonged lead-times for this requirement.
Harter et al. [9] identified that lines of code (size) is a predictor for cycle time. This was confirmed by [10] who found that size was the only predictor for lead-time. Hence, from the related work point of view an increase of size should lead to an increase of lead-time.
Collier [11] summarizes a number of issues in cycle time reduction and states: (1) size prolongs lead-time, and (2) dependencies influence lead-time.
Carmel [12] investigated key success factors for achieving short lead-times. The finding shows that team factors (small team size, cross-functional teams, motivation) are critical. Furthermore, an awareness of lead-times is important to choose actions specifically targeted towards lead-time reduction. However, it is important to take quality into consideration when taking actions towards lead-time reduction.
None of the lead-time studies focuses on agile development, and hence raising the need for empirical studies on lead-time in an incremental and agile development context.
Research Method
The research method used was a quantitative case study, the case being the telecommunication company Ericsson AB. The systems studied were developed in Sweden and India.
Research Context
The research context is important to describe in order to know to what degree the results of the study can be generalized [13] . Table 1 shows the context elements for this study. The analysis focused on in total 12 systems of which 3 systems are independent. The remaining nine systems belong to a very large communication system and are highly dependent on each other. Thus, all requirements belonging to the independent systems are treated as single-system requirements. The same applies to requirements only affecting one of the nine dependent systems.
The process of the company is shown in Figure 1 . Requirements from the market are prioritized and described as high level requirements (HLR) in form of metaphors. These are further detailed by cross-functional work teams (people knowing the market and people knowing the technology) to detailed requirements specifications (DRS). The anatomy of the system is used to identify the impact of the HLR on the system. The impact determines how many systems are affected by the requirement. A requirement affecting one system is referred to as single-system requirement, while a requirement affecting multiple system is referred to as a multi-system requirement. Within system development agile teams (ATs) implement and unit test the requirements within four week sprints. The teams deliver the requirements to the system level test to continuously verify the integration on system level every four weeks. Furthermore, the system development delivers their increments to the compound system test, which is also integrating in four week cycles. Requirements having passed the test are handed over to the release projects to be packaged for the market.
Hypotheses
The hypotheses are related to differences between multi-and single-system requirements, the distribution of the lead-time between phases, and the difference between sizes of requirements. As mentioned earlier the goal is not to reject the null hypotheses, but to determine whether the different factors lead to differences in lead-time. In the case of not rejecting the null-hypotheses the factors do not affect the lead-time, while the rejection of the null-hypotheses implies that the factors effect lead-time. The following hypotheses were made:
-Phases: There is no difference in lead-time between phases (H 0,phaswe ) opposed to there is a is a difference (H a,phase ). -Multi vs. Single: There is no difference between multi-and single-system requirements (H 0,mult ) opposed to there is a difference (H a,mult ). -Size: There is no difference between sizes (H 0,size ) opposed to there is a difference (H a,size ).
Data Collection
The lead-time is determined by keeping track of the duration the high level requirements reside in different states. When a certain activity related to the high-level requirement is executed (e.g. specification of the requirement) then the requirement is put into that state. For the tracking of lead-times a timestamp was captured whenever a requirement enters a state, and leaves a state. The lead-time data was collected from an electronic Kanban solution where the requirements can be moved between phases to change their state. The system can be edited over the web, showing the lists of the requirements and in which phase they are. Whenever a person is moving a requirement from one phase to another, a date is entered for this movement. The requirements go through the following states:
-State Detailed Requirements Specification: The state starts with the decision to hand over requirement to the cross-functional work-team for specification, and ends with the hand-over to the development organization. -State Implementation and Unit Test: The state starts with the hand-over of the requirement to the development organization and ends with the delivery to the system test. -State Node/System Test: The state starts with the hand-over of the requirement to the system/node test and ends with the successful completion of the compound system test. The time includes maintenance for fixing discovered defects. -State Ready for Release: The state starts when the requirement has successfully completed the compound system test and thus is ready for release to the customer.
From the duration the requirements stay in the states the following lead-times were calculated:
-LT a : Lead-time of a specific activity a based on the duration a requirement resided in the state related to the activity. -LT n−a : Lead-time starting with an activity a and ending with an activity n.
In order to calculate this lead-time, the sum of the durations of all activities to work on a specific high-level requirement were calculated.
Waiting times are included in the lead-times. The accuracy of the measures is high as the data was under regular review due to that the electronic Kanban solution was used in daily work, and the data was subject to a monthly analysis and review.
Data Analysis
The descriptive statistics used were box-plots illustrating the spread of the data. The hypotheses were analyzed by identifying whether there is a relationship between the variable lead-time and the variables phases (H 0,phase ) and system impact (H 0,mult ). For the relationship between lead-time and system impact the Pearson correlation was used to determine whether there is a linear relationship, and the Spearman correlation to test whether there is a non-linear relationship. For the relationship between lead-time and phase (H 0,phase ) no correlation was used as phase is a categorical variable. In order to capture whether phase leads to variance in lead-time we test whether specific phases lead to variance in lead-time, this is done by using stepwise regression analysis. Thereby, for each category a dummy variable is introduced.
If there is a relationship between the variables (e.g. between system impact and lead-time) this would mean that the system impact would be a variable explaining some of the variance in the lead-time. The hypotheses for size (H 0,size ) was only evaluated using descriptive statistics due to the limited number of data points.
Threats to Validity
Four types of threats to validity are distinguished, namely conclusion validity (ability to draw conclusions about relationships based on statistical inference), internal validity (ability to isolate and identify factors affecting the studied variables without the researchers knowledge), construct validity (ability to measure the object being studied), and external validity (ability to generalize the results) [14] .
Conclusion Validity:
The statistical inferences that could be made from this study to a population are limited as this study investigates one particular case. In consequence, no inference statistics for comparing sample means and medians with regard to statistical significance are used. Instead correlation analysis was used, correlation analysis being much more common for observational studies such as case studies. For the test of hypotheses H 0,phase we used stepwise regression analysis, regression analysis being a tool of statistical inference. Hence, the interpretation of regression analysis in observational studies has to be done with great care as for a single case study no random sampling with regard to a population has been conducted. The main purpose of the regression was to investigate whether the category leads to variance in lead-time at the specific company. That is, companies with similar contexts might make similar observations, but an inference to the population of companies using incremental and agile methods based on the regression would be misleading.
Internal Validity: One threat to internal validity is the objectivity of measurements, affected by the interpretation of the researcher. To reduce the risk the researcher presented the lead-time data during one meeting and discussed it with peers at the company.
Construct Validity:
Reactive bias is a threat where the presence of the researcher influences the outcome of the study. The risk is low due that the researcher is employed at the company, and has been working with the company for a couple of years. Correct data is another threat to validity (in this case whether the leadtime data is accurately entered and up-to-date). As the system and the data entered support the practitioners in their daily work the data is continuously updated. Furthermore, the system provides an overview of missing values, aiding in keeping the data complete which reduces the risk.
External Validity: One risk to external validity is the focus on one company and thus the limitation in generalizing the result. To reduce the risk multiple systems were studied. Furthermore, the context of the case was described as this makes explicit to what degree the results are generalizable. In this case the results apply to large-scale software development with parallel system development and incremental deliveries to system testing. Agile practices were applied on team-level. Figure 2 shows the box-plots for lead-times between phases P1 (requirements specification), P2 (implementation and unit test), P3 (node and system test), and P4 (release projects). The box-plots do not provide a clear indication of the differences of lead-time distribution between phases as the box-plots show high overlaps between the phases. Table 2 provides an overview of the statistical results of the correlations between phase and lead-time across systems. The stepwise regression shows that Dummy 4 was highly significant in the regression. Though, the overall explanatory power (which was slightly increased by the introduction of the Dummy 1) is still very low and accounts for 1.14 % of the variance in lead-time (R 2 ). Hence, H 0,phase cannot be rejected with respect to this particular case. Figure 3 shows single system requirements (labeled as 0) in comparison to multisystem requirements (labeled as 1) for all phases and for the total lead-time. The box-plots indicate that there is no difference between single and multi-system requirements. In fact, it is clearly visible that the boxes and the median values are on the same level. As there is no observable difference between system impacts we investigated whether the number of systems a requirement is dependent on has an influence on lead-time. As shown in the box-plots in Figure 4 the lead-time does not increase with a higher number of affected systems. On the single system side even more outliers to the top of the box-plot can be found for all phases.
Results

Time Distribution Phases
Multi-System vs. Single-System Requirements
The correlation analysis between system impact and lead-time across systems is shown in Table 3 . The table shows that the correlations are neither close to +/ − 1, and are not significant. Hence, this indicates that the two variables do not seem to be related in the case of this company, leading to a rejection of H 0,multi . Figure 5 shows the difference of lead-time between phases grouped by size, the size being an expert estimate by requirements and system analysts. However, the data already shows that the difference for size seems to be small in the phases requirements specification and node as well as compound system testing. However, the size of requirements in the design phase shows a trend of increased lead-time with increased size. 
Difference between Small / Medium / Large
Discussion
This section presents the practical and research implications. Furthermore, the reasons for the results seen in the hypotheses tests are provided. The explanations have been discussed within an analysis team at the studied companies and the team agreed on the explanations given.
Practical Implications
No Difference in Lead-Times Between Phases: One explanation for the similarities of lead-times between phases is that large-scale system requires more specification and testing, and that system integration is more challenging when having systems of very large scale. Thus, systems documentation and management activities should only be removed with care in this context as otherwise there is a risk of breaking the consistency of the large system. Furthermore, there is no single phase that requires a specific focus on shortening the lead-time due to that there is no particularly time-consuming activity. Hence, in the studied context the result contradicts what would be expected from the assumptions made in literature. A consequence for practice is that one should investigate which are the value-adding activities in the development life-cycle, and reduce the non-value adding activities. An approach for that is lean software development [15] .
No difference in Multi vs. Single System Requirements:
The number of dependencies a requirement has does not increase the lead-time. An explanation is that with requirements affected by multiple systems the systems drive each other to be fast as they can only deliver value together. The same driving force is not found on single system requirements. However, we can hypothesize that single system lead-time can be shortened more easily, the reason being that waiting due to dependencies in a compound system requires the resolution of these dependencies to reduce the lead-time. On the other hand, no technical dependencies have to be resolved to remove lead-time in single systems.
Difference in Size:
No major difference can be observed between small, medium and large requirements, except for large requirements in implementation and unit test. That is, at a specific size the lead-time for implementation and test increases drastically. In consequence, there seems to be a limit that the size should have to avoid longer lead-times. This result is well in line with the findings presented in literature (cf [9, 10] ).
Research Implications
The study investigated a very large system, hence research should focus on investigating time consumption for different contexts (e.g. small systems). This helps to understand the scalability of agile in relation to lead-times and with that the ability to respond quickly to market needs. Furthermore, the impact of size on lead-time is interesting to understand in order to right-size requirements.
In this study we have shown the absence of explanatory power for the variance in lead-time for phases and system impact. As time is such an important outcome variable research should focus on investigating the impact of other variables (e.g. experience, schedule pressure, team and organizational size, distribution, etc.) in a broader scale. Broader scale means that a sample of projects should be selected, e.g. by using publicly available repository with project data.
Conclusion
This paper evaluates software development lead-time in the context of a largescale organization using incremental and agile practices. The following observations were made regarding lead-time:
-Phases do not explain much of the variance in lead-time. From literature one would expect that implementation and testing are the most time-consuming activities in agile development. However, due to the context (large-scale) other phases are equally time-consuming. -There is no difference in lead-time for singe-system and multi-system requirements. This finding also contradicts literature. An explanation is that if a requirement has impact on multiple systems these systems drive each other in implementing the requirements quickly. -With increasing size the lead-time within the implementation phase increases. This finding is in agreement with the related work.
In future work lead-times should be investigated in different contexts to provide further understanding of the behavior of lead-times in incremental and agile development.
