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Abstract
Surfactants are chemically-heterogeneous molecules possessing hydrophilic (head) and
hydrophobic (tail) moieties. This dual nature of surfactants leads to interesting phase
behavior in aqueous solution as a function of surfactant concentration, including: (i)
formation of surfactant monolayers at surfaces and interfaces, and (ii) self-assembly
into finite aggregates (micelles) in the bulk solution beyond the critical micelle con-
centration (cmc). This concentration-dependent phase behavior induces changes in
solution properties. For example, the surface activity of surfactants can decrease the
surface tension, and self-assembly in bulk solution can lead to changes in viscosity,
equivalent conductivity, solubilization capacity, and other bulk properties. These ef-
fects make surfactants quite attractive and unique for use in product formulations,
where they are utilized as detergents, dispersants, emulsifiers, solubilizers, surface
and interfacial tension modifiers, and in other contexts.
The specific chemical structure of the surfactant head and tail is essential in de-
termining the overall performance properties of a surfactant in aqueous media. The
surfactant tail drives the self-assembly process through the hydrophobic effect, while
the surfactant head imparts a certain extent of solubility to the surfactant in aque-
ous solution through preferential interactions with the hydrogen-bonding network of
water. The interplay between these two effects gives rise to the particular phase di-
agram of a surfactant, including the specific cmc at which micelles begin to form.
In addition to serving as a quantitative indicator of micelle formation, the cmc rep-
resents a limit to surface monolayer formation, and hence to surface and interfacial
tension reduction, because surfactant adsorption at interfaces remains approximately
constant beyond the cmc. In addition, the cmc represents the onset of changes in
bulk solution properties.
This Thesis is concerned with the prediction of cmc's and other micellization prop-
erties for a variety of linear and branched surfactant chemical architectures which are
commonly encountered in practice. Single-component surfactant solutions are inves-
tigated, in order to clarify the specific contributions of the surfactant head and tail
to the free energy of micellization, a quantity which determines the cmc and all other
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aspects of micellization. First, a molecular-thermodynamic (MT) theory is presented
which makes use of bulk-phase thermodynamics and a phenomenological thought
process to describe the energetics related to the formation of a micelle from its con-
stituent surfactant monomers. Second, a combined computer-simulation/molecular-
thermodynamic (CSMT) framework is discussed which provides a more detailed quan-
tification of the hydrophobic effect using molecular dynamics simulations. A novel
computational strategy to identify surfactant head and tail using an iterative divid-
ing surface approach, along with simulated micelle results, is proposed. Force-field
development for novel surfactant structures is also discussed. Third, a statistical-
thermodynamic, single-chain, mean-field theory for linear and branched tail packing
is formulated, which enables quantification of the specific energetic penalties related to
confinement and constraint of surfactant tails within micelles. Finally, these theoret-
ical and simulations-based strategies are used to predict the micellization behavior of
55 linear surfactants and 28 branched surfactants. Critical micelle concentration and
optimal micelle properties are reported and compared with experiment, demonstrat-
ing good agreement across a range of surfactant head and tail types. In particular, the
CSMT framework is found to provide improved agreement with experimental cmc's
for the branched surfactants considered.
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Chapter 1
Introduction
1.1 Motivation and Background
1.1.1 Overview
In this Thesis, I will focus on the theoretical and simulations-based prediction of sur-
factant micellization behavior. In the Sections which follow, I will provide a summary
of the general motivation and background for this study. Throughout this Thesis, I
will provide additional motivation and in-depth background material in the relevant
Chapters and Appendices. Chapters 2 and 4 include additional theoretical back-
ground, while Chapter 3 includes additional theoretical and simulations background.
Chapters 5 and 6 provide additional motivation for the study of specific surfactant
systems. Appendices A through E together provide a substantial simulations back-
ground, while Appendix F provides a background for molecular property prediction.
Please refer to Section 1.2 for an overview of the contents of these Chapters and
Appendices. As a result of this Thesis structure, I have kept the contents of this
Introduction brief.
In Section 1.1.2, I provide a definition for a surfactant (surface active agent)
and discuss the origin of the equilibrium solution behavior of surfactants in aqueous
solution, including self-assembly of surfactants at certain concentrations into aggre-
gates called micelles. In Section 1.1.3, I provide a discussion of the types of theories
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that have been introduced to help elucidate self-assembly behavior (in particular,
micellization behavior) in aqueous media. Finally in Section 1.1.4, I provide a brief
selection and description of simulation studies aimed at providing a more microscopic
description of the self-assembly (specifically, micellization) behavior of surfactants.
The literature on surfactants is voluminous, due to their industrial importance, and
I will only attempt to provide a brief overview here of what has been reported in the
literature.
1.1.2 Surfactants and Their Practical Use
Surfactants are low-molecular weight, surface-active molecules that exhibit an inter-
esting phase behavior in aqueous solution, due to their chemical heterogeneity.' 2 A
conventional surfactant possesses one or several contiguous hydrophilic moieties, often
referred to as the surfactant head, and one or several contiguous hydrophobic moi-
eties, often referred to as the surfactant tail.13 Surfactants possessing multiple heads
separated by one or more tails (bolaform surfactants' 4" 5 ) or possessing multiple tails
separated by one or more heads (gemini surfactants16' 1) have been synthesized and
characterized. However, these more complex surfactants are less commonly encoun-
tered in practice relative to surfactants possessing a single head connected to a single
tail,' 2 and are considered specialty surfactants, due to their expense.' 8 Note that
higher-molecular weight, polymeric materials, such as diblock copolymers, can also
behave like surfactants, depending on the nature of the polymer blocks selected. 9
However, these materials are outside the scope of this Thesis.
Surfactants are typically classified by the functional nature of their head groups,
which are either charged (specifically, anionic,2 0 cationic,2 1 or zwitterionic/amphoteric2 2 )
or nonionic (e.g., the alkyl ethoxylates or sugar-based surfactants such as alkyl glu-
coside or alkyl maltoside)." Certain surfactants, such as the alkyl dimethyl amine
oxides, may be either charged or nonionic, depending on the solution pH.24 ,2 1 Simi-
larly, the charges of certain zwitterionic surfactants may also be pH-dependent (e.g.,
the alkyl aminopropionic acids), although surfactants such as alkyl sulfobetaine do
not exhibit such pH-sensitivity.' 2
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Surfactant tail groups typically comprise linear or branched, hydrocarbon-based,
aliphatic chains.12 , Aromatic groups, including benzene" and naphthalene2 rings,
may also be present. Alternative tail chemistries include the fluorocarbons29 and
silicon oxides.3" Hybrid surfactants have also been synthesized, possessing both hy-
drocarbon and fluorocarbon regions.31
The surfactant tail usually lacks any capability for hydrogen-bonding. In aqueous
solution, then, the hydrogen-bonding network of water is disrupted by the presence
of the tail, in a size-dependent manner.32 , This results in an entropic penalty, since
fewer hydrogen bonds can be accommodated for water molecules which are located
very close to the hydrophobic material." This penalty can be reduced only if the
surfactant tail is somehow partially removed from contact with the aqueous solution."
To this end: (i) the surfactant can migrate from the bulk to an available surface or
interface, whereupon the exposure of the tail to the bulk solution can be limited upon
adsorption through the formation of a surfactant monolayer,34 (ii) the surfactant can
aggregate with other surfactants to form finite aggregates dispersed in bulk solution
called micelles, whereupon the surfactant tail is partially shielded in the interior
or core of the micelle, and the remaining hydrophobic surface area exposed at the
micelle core-water interface is reduced relative to the surface area exposed in the case
of the freely-dispersed surfactant," (iii) at high concentrations, the surfactant can
associate with other surfactants to form bicontinuous, liquid crystalline, or other types
of mesophases,3 6 and (iv) the surfactant can precipitate out of solution.3 7,3 8 Option
(i) will occur even at low surfactant concentrations, while options (ii) requires that
a certain threshold concentration, known as the critical micelle concentration (cmc)
be reached.35 Option (iii) typically can be viewed as a manifestation of intermicellar
interactions which occur as the density of micelles in solution increase with increasing
total surfactant concentration. For example, initially spherical micelles may begin to
elongate to form rods, which then become close-packed and ordered in a hexagonal
arrangement, which then form lamellar structures alternating with regions containing
solvent. 6 Option (iv) can occur at high concentrations as the solution becomes
saturated with aggregates, but will also sometimes occur at low concentrations, below
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that necessary to observe options (ii) or (iii), for temperatures beneath a certain
threshold known as the Krafft point.13 The Krafft point is strongly dependent on the
nature of the specific chemical structure of the surfactant under consideration, being
generally reduced for branched surfactants, 39 ,4 0 which do not pack as readily within
the crystalline form of the precipitate.41
This overall propensity for a surfactant to self-associate in aqueous media due to
entropic considerations is generally referred to as the hydrophobic effect.3 4 Surfactant
self-association due to the hydrophobic effect has important consequences on aqueous
solution behavior and, as a result, formulation performance.
At surfaces (e.g., air/water), the formation of a surfactant monolayer generally
leads to a reduced equilibrium surface tension for the surfactant-laden surface rela-
tive to the clean (i.e., surfactant-free) surface.4 ' 3 A similar phenomenon is observed
at liquid-liquid (e.g., oil/water) interfaces." Surfactant adsorption to solid surface
also has consequences, with wetting and spreading behavior affected by a change in
spreading coefficient due to surface and interfacial tension modification.3 6 Interfacial
tension modification has important applications in areas such as enhanced oil recov-
ery,"4 the cleaning of surfaces, 46 and the spreading of ink-jet inks on print media.
In the bulk, surfactant aggregation may lead to an increase in solution viscosity
depending on the shape of the micelles formed,4 8 an increase in the effective solu-
bility of sparingly-soluble organic solutes,4 9 and changes in solution properties such
as equivalent conductivity, osmotic pressure, and, in some cases, turbidity.50 Micelle
formation in the bulk also sets an effective limit to the surface tension reduction
performance of surfactants, since addition of more surfactant to the solution upon
reaching the cmc leads to more aggregation, rather than any substantial change in
the surface monolayer in a single-component surfactant solution.' 2
The amphiphilic nature of surfactants, due to the presence of hydrophilic head and
hydrophobic tail groups, has proven to make them invaluable for use in formulations.
Surfactants are used widely as detergents," dispersants," emulsifiers," solubilizers,49
surface and interfacial tension modifiers,5 4 and foaming and anti-foaming agents,55 as
well as in other advanced technology applications. 36 However, the specific nature of
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the surfactant head and tail is important in determining which surfactants are most
suitable for a particular application. For example various studies have focused on
the role of branching in changing aggregation properties56 -61 and interfacial behav-
ior.26, 27, 59,62,63
1.1.3 Theoretical Models of Micellization
Based on the discussion in Section 1.1.2, it is clear that surfactants exhibit a rich
and complex phase behavior that has practical ramifications in the development of
industrial formulations. Most such formulations are multi-component in practice,64
and may contain additives other than surfactants, 5 1 which can in turn affect the ther-
modynamics and aggregation behavior of the system.36' 49 However, it is important
to first gain an understanding of surfactants in single-component systems in order to
fully understand the structure-property relationships which govern their behavior.65
One can note that even the most basic model of mixed surfactant micellization, the
ideal solution theory, relies on knowledge of pure cmc's in order to make predictions,66
as does the regular solution theory of Holland and Rubingh.6 7
Several statistical models aimed at establishing relationships between micelliza-
tion properties and various surfactant molecular descriptors have been developed in
the form of qualitative structure-property relationships (QSPR's) .68 70 Although the
fitting using these approaches can be excellent, it is difficult to understand funda-
mentally the reason that a particular surfactant structure yielding a particular cmc.
Further, it is not always clear how to extend the model to new surfactant systems
without re-fitting, depending on the particular molecular descriptors chosen.
More promising are the theoretical models that have been developed. These in-
clude various lattice models71 and off-lattice models.72 An example of effective lattice
models include self-consistent field (SCF) theories" 37 based on the work of Scheutjens
and Fleer, 76 which extends the Flory-Huggins approach 77 to inhomogeneous systems
such as micelles. This approach requires the determination of Flory-Huggins X para-
meters between beads representing groups in the surfactant head and tail and beads
representing the solvent. In their use of this approach, Hurter and coworkers first de-
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termined micelle aggregation numbers using small-system thermodynamics, 7 8 ,7 9 fol-
lowed by application of SCF theory to obtain segment distributions.74 Focusing on
application to block copolymer micelles, they were able to use this approach to assess
not only micellization properties such as micelle size, from the segment distributions,
but also solubilization properties, such as solute partitioning, which could then be fa-
vorably compared with octanol-water partitioning data from experiment. In another
application, J6dar-Reyes and coworkers applied the SCF approach to the prediction
of micellization properties for branched ethoxylated surfactants,75 utilizing both a
simplified linear model and a more realistic branched model, in which they discrimi-
nated between CH3 and CH 2 groups in defining beads for the tail regions. Although
the linear model produced accurate cmc's, the more realistic branched model did not
demonstrate agreement, although qualitative comparison to experimental adsorption
data at surfaces is improved.
Another important category of models, which forms the basis for my compu-
tational framework in Chapter 2, are the molecular-thermodynamic (MT) models,
which combine the equations of bulk phase thermodynamics with molecular details of
the surfactants considered, based on an identification of the surfactant head and tail.
The work of Israelachvili, Mitchell, and Ninham provides an early look at this type of
theory,72 in which they propose a simple model for the reference-state chemical po-
tential of surfactant aggregates and monomers in order to compute the mole fractions
of aggregates in solution as a function of aggregation number, yielding the micelle size
and shape distribution. Nagarajan and Ruckenstein were later able to demonstrate 80
how a phenomenological thought process for the development of the difference in ref-
erence state chemical potentials between a surfactant in the micelle and the monomer
states could be used to avoid some of the assumptions made in the earlier work. Their
theory includes a term related to the loss of rotational degrees of freedom, which was
later updated by Puvvada and Blankschteinl to include, among other improvements,
the use of a single-chain mean-field model8 2 for considering packing of the surfactant
tail in a more rigorous manner (similar to the theory described in Chapter 4). The
MT model developed by Puvvada and Blankschtein has since been applied to a large
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variety of surfactant systems with great success, including mixed surfactant systems
containing nonionics,83,84 ionics,8 5 anionic and cationic mixtures (leading to vesicle
formation),8 and pH-sensitive surfactants.87 Addition of consideration of counterion
binding to the model has yielded further insight into properties such as the degree of
counterion binding in both single-component 8 '8 9 and mixed systems.9 0 However, in
all this work, the focus has been on linear surfactants with varying head type.
In this Thesis, I will provide a systematic study of branched surfactants using
an updated MT approach which I have developed to model these surfactants in a
manner that is fully compatible with the modeling of linear surfactants. To demon-
strate this, I also apply my MT approach to the study of a wide variety of linear
surfactants, examining a much larger set of structures than previously considered.
Although I focus on single-component surfactant systems to validate my approach,
the multicomponent equations of the MT theory can be readily applied to the study
of mixtures of surfactants, which could even include mixtures of linear and branched
surfactants (since the theory is compatible with both). The study of multicomponent
branched surfactant solutions represents an important future research direction.
1.1.4 Computer Simulations of Surfactant Micelles
Computer simulations offer an exciting tool to investigate the behavior of surfactants
and other amphiphiles in bulk aqueous solution. Indeed, they provide a molecular-
level insight into the intermolecular interactions giving rise to self-assembly phenom-
ena, including providing a detailed description of the equilibrium and dynamic prop-
erties of the aggregates formed. The comprehensive reviews of Shelley and Shelley 91
and Brodskaya9 2 are recommended to obtain a full picture of the efforts aimed at
understanding surfactant micelles using various simulation techniques to date. Here,
I will discuss only a few representative studies. As will be shown in this Thesis, com-
puter simulations can also provide a practical means to identify whether a particular
molecule exhibits amphiphilic behavior, when the chemical structure is unconven-
tional and the hydrophobic and hydrophilic regions are therefore difficult to identify.
For example, a recent molecular dynamics study of a sulforhodamine dye clarified its
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ability to form mixed micelles with sodium dodecyl sulfate - an unexpected observa-
tion, due to the incorrect, long-held view that this dye was completely hydrophilic. 93
As an example that has inspired many of my own advances, including the ini-
tialization of micelles for simulation discussed in Appendix C, Bogusz and coworkers
used all-atomistic molecular dynamics simulations to study micelles comprising a and
# anomeric forms of octyl glucoside (OG), using CHARMM94 and a TIP3P 95 water
model. Specifically, these researchers studied OG micelles of varying shape and size,
and identified that aggregation numbers of at least 10 are required to maintain a
stable micelle.96 In addition to quantifying shape through ellipsoid fitting to their
spherical micelles, Bogusz and coworkers examined tail length, dihedral angle distri-
butions, and the rates at which dihedrals transitioned between energy minima. They
found, through a comparison with octane, that these isomerization rates are reduced,
indicating reduction in chain mobility for a surfactant tail in a micelle relative to an
oil in a droplet. In terms of head groups, Bogusz and coworkers examined clustering
of the glucoside head groups, finding that non-random clustering in fact does occur.
Their comparison of the anomeric forms illustrated that the two forms have similar
micelle size and surfactant tail properties, but differing solvent accessible surface ar-
eas and head orientation. In a follow-up study, these researchers studied the dynamic
properties of OG micelles, investigating time-dependent fluctuations in shape and the
diffusion of OG surfactants within the micelle. They also were able to demonstrate
aggregation from dispersed OG monomers and merger of two separate micelles during
4-6 ns simulations. 97 Chong and coworkers later performed a study comparing the 3
anomeric form of octyl glucoside with the # anomeric form of octyl galactoside (using
AMBER98 and GLYCAM_200099 force fields with a TIP3P95 water model), with a
focus on the hydrogen-bonding network in the vicinity of these sugar-based heads,
which differ only at a single stereochemical center.100 These researchers found similar
degrees of hydrogen bonding between headgroups, but found an increase in solvation
of the galactoside head group, possibly due to an improved accommodation to the
structure of the hydrogen-bonding network of water. Recently, Abel and coworkers
have investigated the a and # anomeric forms of dodecyl--maltoside (based on an
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updated force-field parameter set).101 These researchers found that the #3 anomeric
form has a tendency to exhibit more ellipsoidal micelle behavior, in agreement with
experiments, along with an increased radius of gyration. These researchers also mea-
sured the translational diffusion of water entrapped in the rough surface of the micelle,
finding about a ten-fold decrease.
Bruce and coworkers used all-atomistic molecular dynamics simulations to probe
the distribution of counterions about sodium dodecyl sulfate (SDS) micelles (using
the parm98 force field in AMBER 6 and a TIP3P95 water model, with sulfate head
parameters due to Schweighofer and coworkers 0 2 ), finding that the diffusion coeffi-
cient of sodium ions decreases markedly from the bulk environment through to the
first hydration shell.i0 3 These researchers additionally investigated the structural
properties of these micelles in terms of shape (radius of gyration, eccentricity, solvent
accessible surface area) and the distribution of surfactant atomic groups within the
micelles (order parameters, distributions of internal dihedral angles).io3 An additional
study by these researchers' 04 investigated the behavior of water about SDS micelles,
including studying orientational effects, distortion of the hydrogen-bonding network,
and water penetration. For a simulation of a micelle containing 60 SDS molecules,
they confirmed the existence of a small water-free core, surrounded by a transition
region of gradually-increasing water content.
Although all-atomistic, explicit-solvent simulations provide a detailed understand-
ing of the static and dynamic behavior of surfactant micelles, it is difficult to study
the full aggregation process itself using these techniques (note that the above exam-
ples generally made use of pre-formed micelles). Two alternatives are coarse-graining
and the use of implicit solvent. As an example of coarse-graining, Nelson and cowork-
ers105 used lattice Monte Carlo simulations to investigate idealized surfactants repre-
sented by two head beads and two tail beads, in a solvent represented by single water
beads. These researchers were able to determine the volume fraction of micelles as
a function of aggregation number and temperature. The size distribution was then
interpreted assuming that the surfactants formed either spheres or cylinders, repro-
ducing a peaked distribution for spheres, and an exponential distribution for cylinders
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in agreement with thermodynamic models, indicating that the usual assumption of
a well-defined (rather than amorphous) shape is appropriate. As an example of use
of implicit solvent, Jusufi and coworkers demonstrated a two-step parametrization
technique for creating an implicit solvent model,'0 6 wherein they first performed full
all-atomistic, explicit solvent calculations to determine structural properties, such as
head group/counterion interaction. Then, the implicit solvent model was adjusted
to replicate these results. Finally, hydrophobic attractions between tail beads were
determined using Monte Carlo simulations of the system for parameter fitting to
reproduce the cmc of the reference surfactant SDS. These researchers were able to
demonstrate a promising agreement with experimental data when they changed head
groups, indicating transferability of the approach. The effect of changing counterion
was also included in the parametrization. An implicit solvent approach was also used
by Lazaridis and coworkers' 0 7 to study dodecylphosphocholine (DPC) micelles. Here,
adjustment of head group parameters was performed to replicate average experimen-
tal aggregation numbers, upon which an accurate cmc was obtained without specific
fitting to that property. A full size distribution of micelles was obtained. However,
it was noted that the micelle shapes themselves were more irregular in comparison
to those obtained using explicit solvent simulations, indicating that the presence of
solvent plays a key role in micelle shape determination.
An approach that enables the most accurate simulation of micelles (using all-
atomistic, explicit solvent simulations), but that also allows the determination of
cmc's and micelle shape and size distribution is clearly warranted. To this end,
Stephenson and coworkers' 08 110 introduced an alternative to the need for coarse-
graining or use of implicit solvent, through their combination of molecular thermo-
dynamics with hydration results obtained from pre-formed micelles simulated using
molecular dynamics. Since this advance, and my generalizations to it, will be dis-
cussed in Chapter 3, I will not discuss this topic further here.
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1.2 Thesis Overview
In the various Chapters and Appendices of this Thesis, I have provided a detailed de-
scription of my theoretical and simulations-based framework for the prediction of the
micellization properties of linear and branched surfactants. In Chapter 2, I provide
a full derivation of a general molecular-thermodynamic (MT) theory for surfactant
micellization. In Chapter 3, I present a combined computer-simulation/molecular-
thermodynamic (CSMT) framework, which makes use of molecular dynamics simu-
lations to develop a more detailed quantitative characterization of the hydrophobic
driving force for micellization in aqueous media. I also present an iterative dividing
surface approach which I formulated to locate the position of the micelle core-water
interface of simulated micelles, and to enable the direct determination of surfactant
head and tail. In Chapter 4, I derive a single-chain, mean-field approach to model
the behavior of surfactant tails within the confinement of a liquid-like micelle core,
and to select a suitable chain model for evaluating tail conformations. In Chapter
5, I implement my complete computational framework to make predictions of the
micellization properties of a large set of charged (anionic, cationic, zwitterionic) and
nonionic (ethoxylated and sugar-based) surfactants, investigating the role of the sur-
factant head in determining the critical micelle concentration (cmc). In Chapter 6, I
select three types of branched surfactants: alkyl sulfonates, alkyl benzene sulfonates,
and 1-methyl, 4-alkyl pyridiniums, and investigate the effect that branch location and
size has on cmc's and optimal micelle shape, size and degree of counterion binding.
In Chapter 7, I summarize the key results of my Thesis, describe directions for future
research, and make some concluding remarks.
The various Appendices in my Thesis also contain valuable information regarding
the specific details of my computational framework, in addition to providing some
additional information regarding the software that I have developed in support of my
research. In Appendix A, I discuss vector rotation and atom placement algorithms
which I have used in several of my computer programs. In Appendix B, I describe
a Monte Carlo approach to chain packing, which enables the results of Chapter 4
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to be applied to longer or more highly-branched surfactant tails. In Appendix C, I
describe my own implementation of a molecular dynamics engine for use in develop-
ing numerically-stable initial configurations of surfactant micelles for simulation. In
Appendix D, I document the force expressions used in my software. In Appendix E, I
provide valuable information regarding force-field development for novel surfactants.
Finally, in Appendix F, I provide a wealth of data in support of the determination of
surfactant molecular properties for MT modeling.
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Chapter 2
A Molecular- Thermodynamic
Approach to Micellization
2.1 Overview
A molecular-thermodynamic (MT) approach to predict surfactant micellization be-
havior involves combining the equations of bulk-phase thermodynamics with a mole-
cular description of the self-assembly process.81',i, 1 1 2 In particular, using classical
equilibrium thermodynamics, one can derive an expression for the Gibbs free energy of
a solution containing freely-dispersed and aggregated molecules in coexistence, under
conditions of constant temperature, pressure, and overall species mole numbers. 35,83
Aggregate mole fractions can then be shown to be a function of the difference be-
tween reference-state chemical potentials of the aggregates and their constituents.35
However, actual calculation of this difference requires a molecular description of the
aggregation process."3 It is this molecular description which enables fully predictive
calculations.81
In Section 2.2 below, I describe the general thermodynamic modeling framework
invoked in the MT approach. In Section 2.3, I provide a full description of the
molecular-level thought process which enables actual derivation of the micellization
properties of interest to a formulator (i.e., critical micelle concentrations, aggregation
numbers, and monomer and micelle compositions, in the case of surfactant mix-
32
tures88 ). In Section 2.4, I provide some of the practical implementation details of the
theory. Finally, in Section 2.5, I provide some concluding remarks which summarize
the contents of this Chapter.
2.2 Thermodynamic Modeling of the Micellization
Process
2.2.1 Introduction
Consider a solution containing a single phase of water, surfactants, and possibly ad-
ditional components (such as fully-dissociated salts or organic solubilizates) at equi-
librium. The Gibbs free energy of this solution can always be written in functional
form as'"
G = G (T, P, {Ni}), (2.2.1)
where G is the extensive Gibbs free energy, T is the system temperature, P is the
system pressure, and {N } is the set of mole numbers for all the species present,
where the index i is reserved for indexing chemical species throughout the discussion
which follows. (Note that I also follow a convention of using an underbar to denote
quantities which depend on the extent of the system.11 3 )
Based on the variables specified in Eq. 2.2.1, one can also write the total differ-
ential of G as"i3
dG= - dT+ dP+ dN. (2.2.2)
- OT P,N O T,N (Ni T,P,Nj
Applying the well-known relationships =P -- S where S is the total
/T P,i
system entropy; = V where V is the system volume; and
|pT,Nj i T,P5,yi
pi, where yj is the chemical potential of species i (partial molar Gibbs free energy),
Eq. 2.2.2 becomes 3
dG = -SdT + VdP + pidNi. (2.2.3)
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As partial molar quantities of G, the chemical potentials {pY} partition G into por-
tions ascribed to each molecule, such that G may be recovered directly from knowledge
of the set {pi} via the summability relation" 4
G = Nip. (2.2.4)
In practice, the chemical potentials {p } are typically related to reference-state
chemical potentials by 13
Pi = Pi + kBT n a, (2.2.5)
where p9 is the chemical potential for species i in some specified reference state, kB
is the Boltzmann constant, and a2 is the activity of species i, which in turn may be
expressed as
ai = 7ixi, (2.2.6)
where 7y is the activity coefficient of species i, and x is the mole fraction of species i
in solution, defined as xi = Ni/ E> Ni. Deviation of the activity coefficient from unity
is a measure of the non-ideality present in the system, and requires a system-specific
model for real systems." 4
For systems in which aggregation occurs, development of models for '}j is a highly
non-trivial undertaking. In the approach that I will discuss below, I build on the
modeling work carried out by members of the Blankschtein Group, whose molecular-
thermodynamic (MT) models have been applied to a large variety of single and mixed
surfactant systems with great success.81 ,83 ,85 88 90,112,115-117
One begins with a direct model for the functionality of the Gibbs free energy
(as expressed in Eq. 2.2.1) for systems in which one or several of the species in so-
lution (commonly referred to as "monomers""6 or "unimers"" in dissociated form)
may assemble into transient aggregates. By "aggregate", I refer to conceptual group-
ings of more than one molecule, where molecules within the grouping are localized in
space such that their individual translational motions are correlated for time scales
exceeding those for molecular diffusion within the bulk solvent. That is, there is
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a criterion for some temporary "cohesiveness" between the molecules to be satis-
fied in order to consider them as constituting aggregates, although any one molecule
within such a grouping may be found to re-enter the bulk solution rapidly (as Is-
raelachvili discusses," this time scale can be as short as tens of microseconds for
small aggregates). When speaking of thermodynamic equilibrium for such transient
aggregates, one means equilibration of the overall population distribution of the ag-
gregates, 34 ,83,1 05 ,11 8 not that the aggregates themselves persist indefinitely.
For aggregating systems, it is useful to draw a distinction between the chemical
components of a solution and its species, where the term component is used to refer
to solvent, ions, free monomers, or aggregates, 11' while the term species refers to
the unique types of molecules present in the system, but is not concerned with their
aggregation state. Accordingly, a given surfactant is represented by a single species
index, but may be found in one of many possible components. To be more concrete,
some examples of components in a surfactant solution include: (a) a single water
molecule, (b) a single surfactant monomer, and (c) a surfactant micelle of a specified
aggregation number, shape, and size. For the purposes of the modeling below, water
is always assumed to be mobile, such that, while micelles are certainly hydrated, the
water itself surrounding the micelle is not considered part of the aggregate - that is,
components containing both surfactants and water will not be modeled.
I will need to make use of a variety of indices in the following analysis. As already
mentioned, species will be indexed i, with surfactant species indexed by s, ions indexed
by k, and water as a species labeled as w. In addition, components will be indexed
by c, with surfactant aggregate components (surfactant micelles) indexed by (, and
single, free molecule components indexed by m (i.e., surfactant monomers, individual
ions, or water - other free molecules, including organic solutes, could also be present
in solubilization applications).
Each component (indexed by c) will be specified by a number of parameters (or
"descriptors") needed to fully specify its free energy. These descriptors will typically
include: (i) a set of aggregation numbers for each species, {nc,i} (where a particu-
lar n,, may be zero), from which a total aggregation number nc = EZ n, may be
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calculated (note that a valid solution component must have nc > 1), (ii) the aggre-
gate geometry (shape and size), in the case of an aggregate component, and (iii) the
distribution of species within the aggregate, if there is any partitioning or compart-
mentalization. The total number of a particular component found in solution will be
denoted Nc, and the number of a particular species in solution can be recovered by
summing across components: Ni = E Nn,, a single-species material balance.
For point (iii) above, an example of partitioning can be found in solubilization
applications, where organic solutes may preferentially localize to the core, interface,
or palisade (head) regions depending on their chemical structure (i.e., demonstrating
a locus of solubilization).12 11 9 , 20 An example of compartmentalization involves poly-
meric micelles with hydrophobic domains composed of fluorocarbon and hydrocarbon
units, which exhibit enthalpic antagonism and demixing in the core, leading to com-
partments which can preferentially solubilize various solutes.'21 ,'1 22 In the systems
that I study in this Thesis, which involve single-component surfactant solutions, with
purely hydrocarbon-based surfactants, consideration of (iii) is unnecessary. I mention
this aspect of micellization for completeness.
I would like to reiterate at this point that the population distribution of aggregates
(with respect to the three types of descriptors discussed above) is what is stable at
thermodynamic equilibrium. It is the purpose of an MT theory to determine this
population distribution.
2.2.2 Component Chemical Potential Derivation
System Gibbs Free Energy
The system Gibbs free energy, expressed in Eq. 2.2.1, is first decomposed into the
following three free-energy contributions:81
ormation + -mixing -interaction,
where Gformation is the formation free energy, Gmixing is a mixing free energy, and
Cinteraction is an interaction free energy. The term 0 interaction captures any component-
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component, non-ideal interactions not captured in the explicit formulation of _Gmixing,
which is usually, in some sense, an ideal mixing term. 12 3
Formation Free-Energy Contribution
In terms of components, the formation free energy is a function of the component
reference-state chemical potentials:
Gformation = ZNcpy, (2.2.8)
C
where p is the reference-state chemical potential of component c. Relating Po to the
individual p,i values of a component's constituents will require a separate model in
general, which will be presented in the subsection entitled "Relating the Component
and Species Chemical Potentials" below. The typical reference state used for solutes
is infinite dilution, while the reference state for the solvent (water) is that of a pure
liquid phase at the same temperature and pressure conditions as the solution under
consideration.1"'
Mixing Free-Energy Contribution
In the language of statistical mechanics, the mixing free energy may be written gen-
erally as follows:
G ixing kBT In Z + PV, (2.2.9)
where Z is the overall system partition function, and P and V are the system pressure
and volume, respectively. When dealing with aggregating systems, there are a variety
of approaches that have been used to estimate Z. 113 Here, I make use of a translational
entropy model, which views the solution as a regular lattice, consisting of Nste, total
lattice sites of equal volume vo, such that V = Nistesvo and
Nites = Ncnc = E N,. (2.2.10)
C i
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Note that the lattice site volume, vo, can be computed as V/Nsite, once an equation
of state has been specified which allows determination of V = V (T, P, {Ni}). In fact,
actual determination of vo is usually not required during the derivation.
The translational entropy model neglects size differences between molecules but
takes into account aggregation number differences between components, in contrast
to an ideal solution model. The partition function of the translational entropy model
is formulated as follows:' 23
Ple (NTStes )NcZ =1 (Nie , (2.2.11)
fOc Nc!
which can be interpreted as modeling the mixing of components as the mixing of point
particles allowed to occupy any one of the Nsit, lattice sites, with no intercomponent
interactions. Note that individual instances of a particular type of component in
solution are considered to be indistinguishable. Taking the natural logarithm of Eq.
2.2.11, we find that
lnZ = (Nc ln Nstes - In Nc!)
C
= (Nc In Nstes - N In Nc + Nc)
C
= N In ( N , (2.2.12)
C EC, Nei ne,
or
In Z = Nc [1 - In Xc], (2.2.13)
C
where we have made use of Stirling's approximation (In Nc! ~ Nc In Nc - Nc, for large
Nc), the definition for Nstes found in Eq. 2.2.10, and the introduction of a new term,
referred to hereafter as the modified mole fraction of component c, defined as follows:
Xc = Ne| Neinci. (2.2.14)
C/
Note that the modified mole fraction Xc will only be equivalent to the usual mole
fraction if all the components in solution are unimolecular (i.e., if nc, = 1 for all c' in
Eq. 2.2.14). Generally, Ec Xc / 1.
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Inserting Eq. 2.2.13 into Eq. 2.2.9, we find that
Cmixing =-kBT E N [1 - In Xe] + PV. (2.2.15)
C
We now need an equation of state to evaluate PV in Eq. 2.2.15. Similar to the
case with solutions containing only unimolecular components,1 1 3 one can generally
define a compressibility factor for a solution containing aggregate components as123
Z =,(2.2.16)kBT Ec Ne
which, upon rearrangement, yields
PV = ZkT L' N, (2.2.17)
C
where I have used the symbol Z for the compressibility factor to avoid confusing
it with the partition function, Z. Selecting an equation of state is equivalent to
determining the functional form of Z as a function of the natural variables of the
system. Inserting Eq. 2.2.17 into Eq. 2.2.15, we obtain
Gmixing = -kBTZNe 1 -2) - In Xc . (2.2.18)
As one possible model for Z, one could propose Z = 1, making an ideal gas-like
assumption. This yields
Gmixing (= )= kT E Ne In Xc. (2.2.19)
Note that Eq. 2.2.19 is equivalent to an ideal solution result in systems where all
the components are unimolecular (i.e., where nc = 1 for all components c, such that
Xc in Eq. 2.2.14 becomes the usual mole fraction).
Nagarajan suggests another possible model for Z, recognizing that, for a liquid
state, the compressibility factor defined in Eq. 2.2.16 may be closer to 0 (i.e., in an
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incompressible state where components are tightly packed)."3 Assuming Z ~ 0 (i.e.,
Z < 1), Eq. 2.2.18 becomes
Cmixing ( ~ 0) = -kBT N [1 - InXc] (2.2.20)
In this latter case, 1mixing = Fmixing, where Fmixing is the Helmholtz free energy of
mixing of the components,
_Fmi. = -kBT In Z. (2.2.21)
The drawback of Eq. 2.2.20 is that it does not reduce to the ideal solution re-
sult when all the components are unimolecular. Moreover, Blankschtein, Thurston,
and Benedek demonstrated that Eq. 2.2.19 is an effective model when used to make
practical predictions in systems exhibiting micellization and phase separation behav-
ior.12 As a result, in the analysis which follows, I will make preferential use of Eq.
2.2.19, since Gmixing is envisioned to represent the ideal mixing of components, and
this expression should hold in the limit where no aggregate components are present
(e.g., below the critical micelle concentration in a surfactant solution3 5 ).
Interaction Free-Energy Contribution
If Eq. 2.2.19 is analogous to ideal mixing in a fully-dispersed system (i.e., containing
no aggregates), the interaction free-energy contribution is similarly analogous to a
non-ideal mixing correction term (an excess function). Specifically, the interaction
free-energy contribution is of importance in assessing phase separation in surfactant
systems (e.g., for predicting cloud points in ethoxylated surfactant systems). Since
my thesis research focuses on single-phase, dilute systems, I will proceed with setting
Cinteraction = 0 (an assumption appropriate for dilute micellar solutions). However,
for completeness, an example of a functional form for Ginteraction, used by Puvvada
and Blankschtein in studying ethoxylated surfactants, is as follows:8 1
Cinteraction = C (T, P) Nsurfq4, (2.2.22)
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where C (T, P) captures the strength of interactions between micelles, Nsurj is the
total number of surfactant molecules in solution (Nsurf = E, N,), and <5 is the total
volume fraction of these surfactants (assuming some characteristic molar volume).
Favorable intermicellar interactions in ethoxylated systems, leading to phase sep-
aration, are believed to be due to hydration shells that form around the ethoxylate
units in the surfactant heads,'25 which extend into water similar to an end-tethered
polymer brush.121 When ethoxylate chains overlap as two micelles approach one
another, water is released, leading to a driving force for association similar to the
hydrophobic effect which drives the micellization process.12 5 This driving force for
intermicellar association is partially offset by other terms, such as a difference in
chemical potential of solvent in the overlapping, brush-like region relative to the bulk
state - an "osmotic" effect which imparts some degree of steric stabilization.12
Note that an alternative approach to studying intermicellar and intramicellar in-
teractions is available which does not involve the decomposition of G into mixing and
Ginteraction terms. This approach is one developed by Zoeller and coworkers using the
McMillan-Mayer theory,128 ,129 but this theory is beyond the scope of this Thesis.
Component Chemical Potential Calculation
Having defined the various contributions to G, one can now insert Eqs. 2.2.8 and
2.2.19 into Eq. 2.2.7. Assuming that the micellar solution is dilute, such that
Ginteraction = 0, the following expression for C is obtained:
= N (yo + kBT In Xc). (2.2.23)
We now want to compute the chemical potential of any one component in the
solution. This is accomplished in a manner similar to the calculation of a species
chemical potential. Specifically, 83
p = - (2.2.24)Pc T,P,c'r
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which leads to
PC ONc C/
ONct
ONc
Ne, (p, + kBTInXc,)
(yot + kBT In Xci) + Nei kBT ON InXc,
(2.2.25)SE [cc, (Pt ,+ kBT InXci) + Nc X c N)J
where occ, is a Kronecker delta (equal to 1 if c = c', and zero otherwise). Proceeding,
we find
OXc'
ONe ONc
(2.2.26)Nci(eC/ Netlnnen
Ecc, ~- Xcinc
EC/t Nelnnen
Inserting Eq. 2.2.26 into Eq. 2.2.25, one obtains
c = ec [c (pt + kBT In Xci) + Nei kBT cc, - Xcine(1 + BnCd',Xc eNC NenneI
(2.2.27)= S (6ce, (P + kBT in Xc,) + kBT (6cci - Xc'fne)]
C/
After evaluation of the summations and Kronecker deltas, Equation 2.2.27 simpi-
fies to
pc = P + kBT InXc+1-nceXc,). (2.2.28)
To cast the chemical potential of a component in terms of its activity, one can
write
pc =p + kBT n ac, (2.2.29)
where
ac = Xc exp (I (2.2.30)- nc
42
We can also define an activity coefficient, ye, as -ye, ac/Xc, which yields
Yc = exp 1-fnc Xc) . (2.2.31)
If all the components are unimolecular, -ye 1 (since Ec, Xc, = 1 and nc= 1),
reflecting the fact that the expression for Gming in Eq. 2.2.19 becomes identical to
the expression for an ideal solution in this limit.
As a check of the chemical potential result in Eq. 2.2.28, one can demonstrate
that the Gibbs free energy summability relation holds. Specifically,
Nee = ENc p + kT In Xc + 1 - nc XcI
- Cf +G + N kT1l C/)
= U5 +!2M+ (Nek,,T 1 - nc E Xc,
C \C /
= Gf + GM + kBT Ne- ( Ncnc N
= - 5 + Gm. (2.2.32)
That is,
G= Nec, (2.2.33)
since Ginteraction = 0, an assumption made early in the derivation of Eq. 2.2.28.
Relating the Component and Species Chemical Potentials
Since the individual species within multimolecular components (i.e., aggregates) rapidly
exchange with the monomer population, and all the components are fully dispersed
at equilibrium, the entire solution is considered to be a single phase. We have already
shown that Eq. 2.2.33 holds. However, in a single phase, Eq. 2.2.4 must also hold,
yielding
S c = Nip. (2.2.34)
C
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Recall that the species material balance for each species i is given by
Ni= ZNcnc,i. (2.2.35)
C
Inserting Eq. 2.2.35 into Eq. 2.2.34 yields
SN c = ( Nene,i pt
ZNc nc,iti . (2.2.36)
Rearranging Eq. 2.2.36 yields
ENc pc - nc,iti =0. (2.2.37)
Equation 2.2.37 would clearly be satisfied if
Pc = nc,pi, (2.2.38)
but the various Nc's are not independent quantities, such that this result may not
be the only possible solution. To arrive at Eq. 2.2.38 conclusively, then, one must
take an alternative approach. This involves another relationship that must hold at
equilibrium for the single phase:
dGIT,P,{NJ} = 0. (2.2.39)
Inserting Eq. 2.2.33 into Eq. 2.2.39 yields
S (imedNc + Ned pc) = 0. (2.2.40)
C
A constraint equation arises from holding the species mole numbers constant in
Eq. 2.2.39, which is equivalent to requiring dNj = 0 for all species i. Taking the
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differential of Eq. 2.2.35, and applying this fact yields
Ernc,idNc = 0. (2.2.41)
C
One can always apply the Gibbs-Duhem equation EZ Nidpi = 0 at equilibrium
at constant T and P. If the components in solution are treated as distinct chemical
species, a similar Gibbs-Duhem equation E, Ncdp, = 0 would also hold. Making this
assumption, Eq. 2.2.40 becomes
pc Ne = 0, (2.2.42)
C
which can be divided into monomeric and aggregate contributions as follows:
( pmdNm + ( pIdNg = 0. (2.2.43)
m
The constraint equation, Eq. 2.2.41, can likewise be decomposed into monomer
and aggregate contributions:
Z rim,zdNrn + n ,dN 0. (2.2.44)
Note that there is always a one-to-one mapping between the identity of monomers
and species in solution (i.e., there is one unique monomer component in solution for
each species, and each monomer component corresponds to one species). If we denote
the monomer m corresponding to species i as m (i), then Eq. 2.2.44 simplifies to
dNm(i) = - ndN (2.2.45)
This use of the notation m(i) also allows one to convert the monomer summation
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in Eq. 2.2.43 into a species summation as follows:
p> m(jdNm(i) + p udNg = 0. (2.2.46)
We can now substitute Eq. 2.2.45 into Eq. 2.2.46, which yields
>3/i - >3 ridNC) + >3 cdNC = 0, (2.2.47)
which can be rearranged to obtain
> dN p (C - niIpm() 0. (2.2.48)
Since the dNC's may be considered to vary independently (the constraint of Eq.
2.2.45 has already been applied to eliminate the dependent mole numbers), this rela-
tionship will hold in general only if
pC = n,ipm(i). (2.2.49)
This is referred to as the principle of multiple chemical equilibrium81 ,13 ', 1 31 (de-
rived assuming a Gibbs-Duhem equation for the components), which states that an
aggregate chemical potential is equal to the sum of the monomer chemical potentials
of its constituents.
If one returns to the assumed Gibbs-Duhem equation for components, Z Ncd, =
0, and expands this expression in terms of monomers and aggregates,
> Nmd pm + > Ndp = 0, (2.2.50)
then makes use of the m(i) notation, and substitutes in the differential of Eq. 2.2.49,
one obtains
Nm(i)dI1j) +>3 Ng>3 nC,id/pm(i) = 0, (2.2.51)
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which simplifies to
Nm() + NQn,) dpm(i) = 0. (2.2.52)
The term in parentheses is simply Ni (i.e., E, Nn,,), the mole number of species i.
Furthermore, thermodynamic equilibrium requires that a particular molecule have the
same chemical potential at any location within the solution 5 (diffusional equilibrium).
This means that we can use the monomer chemical potential as representative of the
corresponding species chemical potential, such that pUm(i) = pi and dpm(i) = dyi.
Therefore, Eq. 2.2.52 is equivalent to E> Nidy = 0. That is, one can see that the
principle of multiple chemical equilibrium is consistent with a species-level treatment
of the solution thermodynamics. This consistency is also evident in applying pm(i) =
p to Eq. 2.2.49, which yields the relationship expressed in Eq. 2.2.38, thereby
satisfying Eq. 2.2.37, which was presented at the beginning of this subsection.
Gibbs-Duhem Equation
As an aside, I would like to briefly return to the Gibbs-Duhem equation to illustrate
the nature of the activity coefficients in Eq. 2.2.31. At a species level, at constant
temperature and pressure, the Gibbs-Duhem equation is" 3
Z Nid pi = 0. (2.2.53)
If the species chemical potentials are defined as in Eq. 2.2.5, one can show that
Nid ln Yi = 0. (2.2.54)
If we start instead with the component Gibbs-Duhem equation, expressed in the
previous section as
5NdIpc = 0, (2.2.55)
C
we can now make use of Eq. 2.2.29 and our subsequent definition of the component
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activity coefficient. This yields
S Nedpcu
C
= Ned(P +kBT n ac)
C
C
- kBTZCdnYkB(= kBTI Nc dln-yc+ 1dXc
= kBTE(Nedin-e + kBT E
C \ C/
Differentiating Eq. 2.2.14 yields
dXc 1 X dNe EC,
= dNe
EC, Neine,
ner dNe,)
Nei n, j
- Xc Z nidNc .
Substituting Eq. 2.2.57 into Eq. 2.2.56 then leads to
= kBT E Nd In Yc + kBT EdNc - Xc E ncidNi
C/
kBT NdIn e+kBT dN 1
C C I
Utilizing Eq. 2.2.55, this implies that
Ncd In -e + dNc [I - En Xc 1= 0.
C,~
For a system containing only dispersed, unimolecular components, it is clear that
nc = 1 for all components c and Ec, Xc, = 1 (the Xc, becoming normal mole fractions
in this case), such that Eq. 2.2.54 is recovered.
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Nc'nc/) Z dXc.
C
(2.2.56)
5 Nedpuc
C
(2.2.57)
-nCe
C/
xc, . (2.2.58)
(2.2.59)
2.2.3 Aggregate Modified Mole Fraction Derivation
Revisiting Eq. 2.2.49, both p, and p1m(i) must obey Eq. 2.2.28. This leads to
pg = P +kBT InX +1-ng Xc)
= E n ,ipm(i)
= niE [ p,(nj) + kBT In Xm(i) + 1 - EXc . (2.2.60)
The right-hand side expressions in the first and third lines of Eq. 2.2.60 can be
directly equated to each other, then further rearranged and simplified, to obtain
ln X = -# (p - Zng~ipfm(i) + ( nilnXm(i) + ( n,) - 1, (2.2.61)
where # = 1/kBT is the thermodynamic beta, and n = EZnej has been used to
cancel the terms involving Ec Xc.
Taking the exponential of Eq. 2.2.61 yields
- exp -# p - 1n,1p (j) (eXm(i)) (2.2.62)
At this stage, we can define a micellization free energy, Gmic, , which is a function
of the extent of the micelle. Specifically,
Gmic, - 0,ip~(i). (2.2.63)
Calculation of Eq. 2.2.63 requires a phenomenological, molecular-level thought
process, of the type presented in Section 2.3.
Equation 2.2.63 can also be expressed on a per-surfactant molecule basis as follows:
gmjc, -- _Gmjc, /nsurf,g, (2.2.64)
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where nsuf, is the surfactant aggregation number in the micelle (i.e., nsurf, =
E n,,). Substituting Eq. 2.2.63 into Eq. 2.2.64, and splitting the summation
over species i into a summation over surfactants s and ions k (recall that water, w,
is not considered to be part of any aggregate component), we arrive at the following
useful expression for gmic,:
0
gmic,g = - - S,kIm(k) (2.2.65)
Thsurf, oz'p o k
where ag,, = ne,s/nsrf, is the mole fraction of surfactant s in the micelle (on a
per-surfactant molecule basis), and n, ,k/nsurf, is the extent (or degree) of
binding of ion k to the micelle (non-zero only for ions of charge opposite to that
of the surfactants, such that non-zeroO ,k's are referred to as degrees of counterion
binding).90
Substituting Eq. 2.2.65 in Eq. 2.2.62, one obtains
1
X= - exp (-#nsurf,Cgmic,C) (eXm(i)) . (2.2.66)e
One can manipulate this expression further by multiplying and dividing by X1f
where X1 = Es Xm(s) is the total modified mole fraction for monomers in solution,
and breaking the product term in Eq. 2.2.66 into surfactant and counterion terms.
This yields
X -= Xn'''' exp (-#nsurf,Cgmicg) eX(() j eXm(k) (2.2.67)XC e exp EII\ / Xm(s') )
Note that
Xm(s) _ Nm(s)
Xm(s) am(s), (2.2.68)Es, XM(s,) ES, Nm~,
where am(s) is defined as the mole fraction of surfactant species s in monomeric form
(i.e., as a unimolecular component), on a total surfactant monomer basis.
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Continuing with manipulation of the two product terms in Eq. 2.2.67:
sH
eXm(s)
Es, Xm s( I
= exp (-#nsurfy, 1
#nsurf,
= exp -#nsurf, -_ 1
#nsurf
In(
Sn
(eam(s)) nls
(1 + in am(8))
H (eXm(k))fl k
k
= exp (-#nsurf,g
= exp (-#nsurf,
= exp (-#nsurfy,
-kBT 1 + Ea,s In am(s)) )
in (7 (eXm(k))
Is- E n ,k (1 + In Xm(k))
-kBT #k (1 + InXm(k))).
Substituting Eqs. 2.2.69 and 2.2.70 back into Eq. 2.2.67, one finds
X =X ' exp
eI
!1lsurf, [mic, - kBT (1 + E. a,, In am(s)) +
-kBT (Ek g,k (1 + In Xm(k)))
One can now define a modified free energy of micellization as follows: 90
1 + az , In am(s) - kBT (1 + In Xm(k))) -
(2.2.72)
Note that, in Ref. [90], the authors have chosen to insert the term -kBT (1+k 3,k)
contained in Eq. 2.2.72 into their expression for gmic,g rather than present it as a sep-
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= exp (-#nsurf,g
and
(2.2.69)
(2.2.70)
I
gm,g - gmjc, - kBT
(2.2.71)
arate term in gm, . However, there is no compelling reason to do this (and it is not
done in Ref. [84], for example), since the magnitude of gmj is most clearly under-
stood when it represents a difference in reference state chemical potentials, rather
than some offset value obtained by inclusion of -kBT (1 + Ek /3,k). As a result, I
proceed according to the definition of gm,, presented in Eq. 2.2.72.
Using the definition in Eq. 2.2.72, one can now simplify Eq. 2.2.71, which leads
to
X6 = -X"rf, exp (-#nsurf,6gm,6). (2.2.73)
e
This is the final working expression for the modified mole fraction of an aggregate
( in solution. The simplest form for gm,6 is encountered in the case of a single-
component, nonionic surfactant solution, where one finds that Eq. 2.2.72 reduces
to gm,6 = gmic,6 - kBT. For a binary nonionic surfactant solution, one finds that
gm, = gmic,6 - kBT (1 + a In a, + (1 - a) In (1 - ai)), where I use a to indicate a6,
for one of the two surfactants s present in solution, and ai to indicate am(s) for that
same surfactant (defined in Eq. 2.2.68). This is the same result as Eq. [4] of Ref.
[84].
The monomer modified mole fraction for a given species i can be determined by re-
arranging the species material balance in Eq. 2.2.35 and dividing through by Z% Ni.
This yields
Xm) - Z n,iX, (2.2.74)
where the various Ni's in Eq. 2.2.74 are considered fixed by the formulator. The term
X1 in Eq. 2.2.73 can then be calculated from Eq. 2.2.74 as X1 = E, Xm(s). Since
the gm,6's will generally depend upon the number of monomers in solution (see Eq.
2.2.72), closing the material balances for all the species requires use of a non-linear
solver.
For a single-component, nonionic surfactant solution, Eq. 2.2.72 reduces to
9m,6 = 9mic,6 - kBT (2.2.75)
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2.2.4 Property Prediction with Gibbs Free Energy Minimiza-
tion
Making predictions for the equilibrium behavior of surfactants in solution using the
MT theory involves either: (i) prediction of the aggregation behavior of a surfactant
system at a specified set of overall solution conditions (i.e., specification of tempera-
ture, pressure, and mole numbers of all surfactants, salts, and other additives), or (ii)
prediction of the solution conditions which give rise to a desired aggregation behav-
ior. Both cases require a model for g,, for any possible aggregate that can form in
solution, such that calculation of Eq. 2.2.73 is possible across all feasible aggregate
shapes and sizes. Development of such a model is the subject of Section 2.3.
An important example of the second class of predictions involves determination
of the critical micelle concentration (cmc) for a single or mixed surfactant system.
Here, the formulator is typically interested in determining the minimum total sur-
factant concentration at which micelles in solution can be practically found, when
keeping the relative compositions of the surfactants fixed. These compositions could
be freely chosen or dictated by the nature of the industrial surfactants used in the
formulation. For example, certain surfactant manufacturing processes naturally lead
to a polydispersity in surfactant chain lengths.'32
Determination of the cmc is complicated by the fact that Eq. 2.2.73 is a smooth
function of {Ni} .3 That is, as one steadily increases the total surfactant concen-
tration from zero, there is no single total surfactant concentration at which micelles
suddenly and discontinuously appear in solution (as would be the case with a first-
order phase transition1 3 ). Instead, one observes a (usually narrow) transition region
in which micelles begin to appear, rapidly increase in number, and then ultimately
dominate the component population distribution relative to the monomers.34 As a
result, several definitions for the cmc can be proposed which, although similar, are not
strictly identical in value.'34 Experimentally, the onset of aggregation impacts many
measurable properties (such as surface tension, or electrical conductivity, in the case
of ionic surfactants) in a manner which leads to a transition in slope in the plot of
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these properties against total surfactant concentration. The cmc is often determined
as the point of intersection between lines fit to the property curve on either side of
the property transition.1" Theoretically, one common strategy is to define the cmc
as that concentration at which the total fraction of surfactant molecules present in
micellar form achieves a small, fixed value (e.g., 2%).133 Another strategy is to define
the cmc as that concentration at which the number of surfactant molecules in micellar
form achieves some fixed, absolute value.1 3 , 136 The cmc can also be defined based on
consideration of the free energy of micellization itself.3 ',88 This last strategy to define
the cmc is the one that I will pursue here, due to the convenience of its calculation
within an MT framework.
Writing Eq. 2.2.73 in a slightly rearranged manner illustrates the origin of the
transition region and the appropriateness of this last definition of the cmc:
X = .( X flsurf, (2.2.76)e (exp (gm,O)
In Eq. 2.2.76, the term Xnur,L can be viewed as the probability of finding nsurf,
surfactant molecules at a particular point in space to form the micelle . First, for
gm, > 0, micellization is clearly not favored, since exp (#gm, ) > 1, and X < X 1
under all conditions, due to the nouf, exponent, where nsurf, > 1, typically. For
gm, < 0, as X1 increases (through the addition of surfactant to the system), there may
come a point prior to the solubility limit of the surfactant where the term exp (#gm,)
is of the same order as X 1. In this case, micelles will clearly have non-negligible
values for X . Recall that, by definition, X must be less than 1. As a result, the
term exp (#gm,) provides a clear limit to X1 : the exponent nsuf, in Eq. 2.2.76 will
cause a violation of X > 1 for X 1 / exp (3gm, ) slightly greater than 1. Of course, this
situation is avoided by the specific non-linear functional form of the material balances
- further addition of surfactant to the system leads to addition of surfactant to the
micelle population, rather than to the monomer population.
The functional form of Eq. 2.2.76 has other ramifications. Specifically, the popula-
tion distribution of micelles is quite peaked around an optimal micelle shape, size, and
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composition, due to the exponential term containing gm.n 2 Consider, for example,
two micelles, labeled ( and ' and possessing modified free energies of micellization
g,, and gmg and aggregation numbers nsf, and nsu,,. Then, the ratio of modified
mole fractions is given by
Xe
=_ X- ' exp (-#3 (nsurfggm,g - nsurjggm,gi)) .(2.2.77)
For the special case where the aggregation numbers are equal (say, to some value
nsurf,, but differing in actual composition), Eq. 2.2.77 yields
= exp (-#nsurj (gm,6 - gm,g)). (2.2.78)
Clearly, Eq. 2.2.78 shows that small differences in gm between the two micelles are
magnified through multiplication by nsurf, and exponentiation, such that the micelle
with lower (more negative) gm will greatly dominate.
As a result, the arguments above - regarding the point at which X 1 approximately
balances exp (#gm,6) as being representative of the transition region - can be more
precisely quantified by determining the micelle shape, size, and composition which
leads to a minimum value for gm,6. This optimal micelle (denoted (*) can then be
considered as representative of the population as a whole, due to the peakedness of the
typical distribution. 1 2 The cmc can then be defined as that total surfactant concen-
tration equal to exp (#gm,6*), where gm,6- is the modified free energy of micellization
for the optimal micelle *. 1 ,8 8
For a deeper discussion of the implementation of this approach, including a means
for interpolating geometries when the optimal micelle is found to be a cylinder or
bilayer (modeled in Section 2.3 as infinite in extent), see Section 2.4.
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2.3 Molecular Model for the Micellization Free En-
ergy
2.3.1 Phenomenological Thought Process
In Section 2.2, a definition for the cmc for a surfactant system was provided which
relies on the minimization of the modified free energy of micellization, g, , relative
to the properties which describe the micelle ( (i.e., micelle shape, size, and compo-
sition, where composition indicates the number and type of surfactants and bound
counterions present). This quantity was defined in Eq. 2.2.72, which I repeat here
for clarity:
gm, = gmc, - kB 1,s n am(s) -kBT ,k (1+ InXm(k)))1 (2.3.1)
s k
where the free energy of micellization gmic, represents the net free-energy change
(on a per-surfactant molecule basis) that is obtained by the formation of a micelle
from its constituents under infinite-dilution conditions. The functionality of gmic,
was specified in Eq. 2.2.65 as
0
gmic, = Z ,sm(s) -Z ,k/mn(k) (2-3.2)
nsurf, 8 k
It is the development of an expression for gmic, that requires a phenomenological
thought process, because the reference-state chemical potentials are not otherwise
known. Because the Gibbs free energy is a state function, any path which describes the
micellization process and affords convenient calculation of the change in free energy
along each step of the path can be utilized (even one which is not physically realizable
in practice). Here, I will present a thought process which meets these criteria and has
been developed and refined in the Blankschtein group at MIT.81 For the remainder
of this section, I will assume that a particular micelle ( is being discussed (with its
relevant descriptors), and I will drop the index ( itself, for convenience. I will use
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the symbol g to represent Gibbs free energies on a per-surfactant molecule basis,
and the symbol f to represent Helmholtz free energies on a per-surfactant molecule
basis. Subscripts of g or f will denote a particular step in the thought process, and
the choice of g or f itself depends on whether a particular step is associated with a
constant pressure or constant volume process, respectively. All steps involve constant
temperature and aggregation number.
(1) Starting with the surfactant monomers and counterions in their reference states
of infinite dilution, the system is completely discharged, such that all point charges
are moved to infinity (a discharge step, with free-energy change gdisch).
(2) The bonds between surfactant head and tail are chemically broken.
(3) Surfactant tails are removed from solution into an oil-like phase of pure tails
(a transfer step, with free-energy change gtr).
(4) For a multicomponent system, the tail phases are mixed in the specified com-
position (a mixing step, with free-energy change gmix).
(5) A cavity is created in solution with a volume of the appropriate shape and
size for the micelle, through work against the system pressure (a pressure-volume
work step, with free-energy change PtVavg, where Pxt is the pressure external to the
micelle: the solution pressure). [Note that I have introduced this term for the first
time in the Blankschtein group, recognizing its value to the thought process.]
(6) The micelle core is formed by transferring nsurf,6 surfactant tails from the oil-
like phase into the cavity, introducing a core-water interface (an interface formation
step, with free-energy change fAnt).
(7) The surfactant tails are partially ordered such that one end lies at the interface
(for re-attachment of the head groups in the next step), and the core is pressurized
non-uniformly to ensure constant density (a packing step, with free-energy change
fpack)-
(8) Head groups are chemically re-attached to the tails, giving rise to a steric layer
on the core exterior (a steric step, with free-energy change fst).
(9) Charges of head groups and counterions are restored in an electrostatic charg-
ing process, bringing the point charges back from infinity (a charging step, with
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free-energy change fch).
Note that the micelle core is typically assumed to be incompressible (i.e., has
a constant volume). Therefore, free energies related to the micelle core or to the
micelle core-water interface (which correspondingly exhibits a constant surface area),
including Steps (6) to (9), are Helmholtz free energies. My inclusion of the pressure-
volume work term in Step (5) reconciles the inclusion of these Helmholtz free energies
with the Gibbs free energies of the other steps, Steps (1), (3), and (4), and their
inclusion in gmic as a whole. Note that the free energies related to bond breaking
and forming encountered in Steps (2) and (8) are assumed to be equal and opposite
in sign. As a result, they are not included in subsequent analysis. (The term fst
will be seen to include only the free energy due to head group interactions and not a
free-energy contribution due to bond formation.) Application of the thought process
to a single-surfactant system (for which Step (4) is not needed) is illustrated in Figure
2-1.
Keeping the comments above in mind, we can now write an expression for gmic
as a linear sum of the free-energy changes associated with the various steps in the
thought process (thereby traversing the fictitious path linking the two real end states
of dispersed and aggregated constituents). Specifically,
9mic = 9disch + gtr + 9mix + (Pextvavg + fint + fpack + fst - fch) , (2.3.3)
where the terms grouped in parentheses on the right-hand side represent a Gibbs free
energy term related to the construction of the fixed-volume micelle in solution. (Recall
that gmic and its various free-energy contributions are cast on a per-surfactant mole-
cule basis. Multiplication of any of the terms in Eq. 2.3.3 by nsuf yields the total free-
energetic contribution of that term to the overall free energy of micellization, Gic-
For example, the total packing free energy can be computed as Fpack - nsurffpack.)
Note that the discharge, transfer, and mixing terms are functions of aggregate
composition, but not typically of the shape or size of an aggregate. In fact, this is
why these terms can be directly cast as Gibbs free energies (i.e., Steps (1), (3), and
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C) G)
D) {H
Figure 2-1: Illustration of the phenomenological thought process used in the
molecular-thermodynamic theory for predicting surfactant micellization behavior. In
this example, the various steps A) through H) link the initial state of an anionic sur-
factant at infinite dilution to the fully-formed micelle at infinite dilution. The anionic
surfactant is depicted as possessing a charged head (blue circle) and linear alkyl tail
(red line), with a positively-charged counterion (orange). Step A) involves discharg-
ing of the system (Step (1) in the text). Step B) involves separation of the head and
tail of the surfactant (Step (2) in the text). Step C) involves transfer of the surfactant
tail into a bulk oil-like phase (Step (3) in the text). Step D) involves formation of a
cavity in solution (Step (5) in the text). Step E) involves filling the cavity with an oil
droplet obtained from the bulk oil-like phase (Step (6) in the text). Step F) involves
packing of the surfactant chains under various constraints (Step (7) in the text). Step
G) involves reattachment of the head groups and binding of counterions (Step (8) in
the text). Step H) involves re-charging the species (Step (9) in the text).
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'4
(4) are carried out in solution or in a bulk oil-like phase, under constant pressure).
However, when solubilizates are present (not considered in this Thesis), the mixing
term can vary throughout the core, and the thought process needs to be modified
accordingly. Specifically, an additional mixing step needs to be coupled with the
packing step, since there is a translational entropy of mixing attributable to the
mobile solubilizate species. 119 This can be viewed as a correction to the bulk mixing,
arising from the inhomogeneous nature of the micelle core environment.
In the literature, one finds various notations employed for the terms in Eq. 2.3.3.
Since the pressure-volume term is very small in magnitude (see below), the Helmholtz
free-energy contributions to gmic are sometimes represented symbolically as Gibbs
free energies (i.e., all the free-energy contributions are expressed using the symbol
g). 81 Some researchers prefer using the symbol Ap.1" Regardless of the notation,
of course, the precise functional form used to model each of the terms is what is
important, since ultimately gmic itself is certainly a Gibbs free energy, as is clear
from the derivation leading to Eq. 2.2.65. In other words, the observables of the
overall system (the surfactant solution) correspond to those of an NPT ensemble,
even though the individual micelles are modeled as possessing properties derivable
from NVT ensembles (since incompressibility is assumed).
I will now proceed to describe and motivate the functional forms of each of the
free-energy contributions to gmic found in Eq. 2.3.3.
2.3.2 Discharge Free-Energy Contribution
The discharge free energy is derived assuming that the initially dispersed, charged
species in solution (surfactants and ions) possess charges that are localized such that
they can be modeled as charged spheres. For example, with a surfactant such as
sodium dodecyl sulfate, the -1 charge of this surfactant (when dissociated from its
sodium counterion) is assumed to be localized onto the sulfate head group. I have
found that my own ab initio results typically indicate that some charge does extend
into the alkyl tail, but typically less than 5-10%. Therefore, for modeling purposes, a
charged sphere representing the sulfate head is a reasonable model. For monoatomic
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ions such as sodium, calcium, etc., the charged-sphere approximation is of course a
natural one.
The total discharge free energy is a summation of contributions from each micelle
constituent in solution:
Gdisch = ns9disch,s + k fkgdisch,k , (2.3.4)
where, as in earlier sections, s indicates a surfactant index, and k indicates an ion
index. On a per-surfactant molecule basis (i.e., dividing through by nurf, the micelle
surfactant aggregation number), Eq. 2.3.4 becomes
9disch = asgdisch,s + k kdischk, (2.3.5)
where the definitions of as and /k introduced in Section 2.2.3 have been used.
It now remains to develop a functional form for the discharge free energy of in-
dividual ions. Note that, if a species is nonionic, there is no charge to release, and,
therefore, gdisch,s = 0.
For anions and cations, one can determine gdisch,x (where x represents s or k)
through the use of a charging process calculation, which involves integration of a
differential equation
dw = 4,dq, (2.3.6)
where dw is the infinitesimal work related to charging a sphere of radius r and having
an existing surface electric potential 0, with an amount of charge equal to dq.' 37 The
discharge free energy is equal to the negative of the integral of this equation with
bounds on q ranging from 0 to qx, the final charge of the ion x. The Debye-Htickel
result is given by:88
2 z2
9disch,x - (2-,_3-7)2 6b rh,2 (1 + rh,x)
where eo is the elementary charge, zx = qx/eo, Eb = 47rEo?, (co is the vacuum dielectric
permittivity, and q is the relative dielectric permittivity (i.e., the dielectric constant)
of the aqueous solvent), rh,x is the hydrated radius of ion x, and i is the inverse Debye-
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Htickel screening length, which can be computed as90
( 8= reI) 1/2 (2.3.8)EbkBT
where I is the ionic strength of the bulk solution,
11 = z ZCx, (2.3.9)
which is a function of {Cx}, the set of all ion concentrations in the bulk (monomer
form). Note that this includes ions k that may have #A = 0 (e.g., co-ions). It does not
include micelles, since these are assumed to be neutralized by a diffuse cloud of ions
surrounding each individual micelle (see Sections 2.3.9 and 2.4.3).90 Concentrations
can be estimated quite accurately from modified mole fractions for monomer species
(surfactant or ions) through multiplication by the molarity of water (see Appendix
F for values), since water is the primary component of these dilute solutions. (Note
that the conceptual introduction of diffuse layers surrounding micelles8 8' 9 0 will lead to
enhancement or depletion of ions from the bulk, affecting the value of I - see Section
2.4.3 for more details.)
For zwitterions (dipolar ions), the Onsager model' 38 is used to obtain9 0
2 2
gdisch,x = -- c "r'1,) (2.3.10)47rEO (2rl, + 1) r x
where dsep,x is the estimated distance between charges within the dipole. A common
example of a dipolar ion is a betaine surfactant head group.
In summary,
S0, if nonionic
2 2
gdisch,x = ~ Z , if ionic . (2.3.11)~Cb rhx ( 1+zrhx)
0 dsPb i rini
47reo (27,+1) r
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2.3.3 Transfer Free-Energy Contribution
For the transfer free-energy contribution, it is desired to link the infinite-dilution
reference state of each surfactant tail in aqueous solution with the state of that sur-
factant tail in its pure, oil-like phase. The relation of these two reference states is
most effectively calculated at the solubility limit of the surfactant tail, which is the
condition at which the oil-like phase is in thermodynamic equilibrium with the aque-
ous phase. Assuming solution ideality (i.e., the solubility limit is still quite dilute),
the chemical potential of the surfactant tail at saturation is
Ptail(s),aq Ptail(s),aq + kBT In Xil(s),aq (2.3.12)
where ptoil(,aq is the reference-state chemical potential for the tail of surfactant s
at infinite-dilution conditions, and Xs(s)aq is the solubility limit (ordinary mole
fraction, at saturation) of this tail. In the pure oil-like phase, the chemical potential
of the surfactant tail is
ptail(s),pure = Ytail(s),pure, (2.3.13)
where pa is the reference-state chemical potential of the tail of surfactant s
in a pure state.
Equating the chemical potentials in Eqs. 2.3.12 and 2.3.13 (a procedure possible
at the solubility limit, where the two phases are in thermodynamic equilibrium), one
obtains
Ptail(s),aq + kBTIn Xi(s),aq = Atail(s),pure- (-
Through rearrangement of Eq. 2.3.14, the transfer free-energy contribution as-
sociated with surfactant s (which is, specifically, that associated with the transfer
of its tail) is calculated as the difference between the two reference-state chemical
potentials associated with the tail. That is,
Ytr,s = tail(s),pure (T, P) - pail(s)aq (T, P) kBTln X,"I"g(s),aq. (2.3.15)
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The mole fraction of the surfactant tail in aqueous solution at saturation, Xsa ,
can be estimated from solubility models derived for analogous oils. It is computed as
X"sa Stail(s),aq (2.3.16)Xt a t(s), aq - Maq (23.6
where Stail(s),aq is the solubility of the tail (in molar units) of surfactant s, and Maq
is the molarity of water (the dominant component in dilute solution). The solubility
Stail(s),aq can be obtained from one of the group-contribution models described in
Section F.5 of Appendix F.
The total transfer free-energy contribution is then given by
!tr = 1, nsgtr,s, (2.3.17)
where the counterions are not considered to have a transfer contribution. (For counte-
rions possessing hydrophobic portions, see the work of Srinivasan and Blankschtein88
for an appropriate treatment.)
The corresponding transfer free-energy contribution on a per-surfactant molecule
basis is obtained by dividing Eq. 2.3.17 through by nurf, as follows:
9tr = 'sotr,s. (2.3.18)
2.3.4 Mixing Free-Energy Contribution
The mixing free-energy contribution involves a purely entropic, ideal combinatorial
approach to mixing that does not discriminate between subdomains of the micelle
core.88 ,9 0 That is, mixing is assumed to be homogeneous throughout the small vol-
ume in solution occupied by a micelle at infinite dilution, and the molecules being
mixed are assumed to exhibit neither enthalpic synergism nor antagonism in their
discharged states. For systems containing hydrocarbon and fluorocarbon-based sur-
factants, this contribution could be modified according to a regular solution theory
approach (i.e., an approach involving enthalpic interaction parameters),1 39 to reflect
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their generally antagonistic behavior.1 2' The total mixing free-energy contribution,
under these assumptions, is given by
_Gmix = kBT (Z ns in + Z nk In ( ,)) (2.3.19)
where n is the total aggregation number of the micelle, n, is the number of surfactants
s in the micelle, and nk is the number of ions k in the micelle, such that n = E n +
Ek n. The arguments of the logarithms in Eq. 2.3.19 can also be cast in terms of
compositional variables, as follows:
Cmix =kBT [Z rIn( a ~ + E nk n ( k )] (2.3.20)
On a per-surfactant molecule basis, the mixing free-energy contribution is given
by90
9mx=kBT Z.Inasln /3kIn( A3  (2..21
\'1L+ kK /l ) \E' ( Ek' (2.3.21
2.3.5 Pressure-Volume Free-Energy Contribution
The pressure-volume work term, Pextvavg, represents the work required to create a
cavity in the solvent to accommodate the micelle core,14 0"1 4 on a per-surfactant
molecule basis. This contribution is typically negligible in magnitude compared to
the other free-energy contributions to gm. To see this, note that typical tail volumes
for surfactants possessing tails of 6 to 16 carbons in length range from roughly 200
to 500 Z3 (about 30 A3 per CH 2 group and 50 A3 per CH 3 group - see Appendix
F for a more accurate analysis). The system pressure, Pxt, is usually taken to be
atmospheric pressure. Through unit conversion, 1 atm is equal to 101325 Pa (i.e.,
J/m 3) or 1.01325 x 10-25 A3 . At a system temperature of T = 298.15K, the
thermal energy kBT is approximately 4.1 x 10- 21 J, since kB = 1.381 x 10-23 J/K.
Therefore, 1 atm equals 2.5 x 10- 5 kBT/A 3 at this temperature. If we take the upper
value for the typical molecular tail volume encountered in surfactant systems, 500 A3,
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the pressure-volume term Petvavg is found to be 0.013 kBT. This is much smaller
than the other free-energy contributions, which are typically between +1 to +5 kBT
for the interfacial, packing, steric, and electrostatic contributions, and between -10
to -30 kBT for the transfer contributions (all on a per-surfactant molecule basis).
In fact, typical errors in these other terms are usually in the range of 0.1 to 0.5 kBT
in practice. Therefore, the pressure-volume work term can be safely neglected."' I
include it in the formalism here for completeness, where it provides a clear bridge
between the Helmholtz free-energy terms related to the fixed volume micelle and the
Gibbs free-energy terms related to the fixed pressure solution.
Note that the total pressure-volume work term is obtained by multiplying Pexitvg,
by nsuf. This yields PetV, where V is the total volume of the aggregate under
consideration (i.e., V,).
2.3.6 Interfacial Free-Energy Contribution
The interfacial-free energy contribution captures the free-energy penalty due to restor-
ing contacts between the surfactant tails and the bulk solvent at the micelle core-water
interface when the cavity created by the pressure-volume work term is filled with sur-
factant tail material. This can most easily be modeled using a macroscopic treatment
of the interface, where the Helmholtz free energy due to creation of the interface is
found by integrating adA (under conditions of constant temperature and core vol-
ume) from zero contact area up to the final contact area.14 2 Here, a is the interfacial
tension of the micelle core-water interface, which is a function of the curvature of the
interface, but presumed to be independent of the amount of area of that interface in
contact with water. That is, during integration of dA, a is presumed constant. If
the final contact area is taken to be the area of the micelle core, subtracting out a
shielded area due to the presence of head-tail bonds (which have a non-zero width of
approximately 21A 2 for a carbon-carbon bond), then the total interfacial free energy
is given by"'
Fint = a (A - Ao) , (2.3.22)
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where A0 is the shielded area, determined from the individual surfactant head-tail
bond cross-sectional areas as A0 = E nao,, (again, typically ao,, = 21Z2).si
The per-surfactant molecule form of Eq. 2.3.22 is given by90
fint = a (a - asao,) , (2.3.23)
where a is the micelle core area per surfactant molecule (_A/rnsur).
It now remains to determine the micelle core-water interfacial tension, o. This is
an interfacial tension that can be presumed to be similar to the interfacial tension of an
oil droplet composed of oils analogous to the tails within a micelle core. One typically
assumes that a can be composition-weighted, similar to composition-weighted models
for surface tension." Specifically,90
a=Z acur. (2.3.24)
S
Finally, the curvature-dependent interfacial tensions are related to planar interfa-
cial tensions via the Gibbs-Tolman-Koenig-Buff equation. 81,144-146 Specifically,
os = or0 ,oil(s) (2.3.25)
S1 + (S - 1) /lc'
where uo,oil(s) is the planar interfacial tension between an oil analogous to the tail
of surfactant s, S is a shape factor (equal to 1 for bilayers, 2 for cylinders, and 3
for spheres), J is the Tolman length, and lc is the core-minor radius of the micelle
under consideration (recall that the integration leading to Eq. 2.3.22 does not change
1c). The Tolman length is the distance from the surface of tension to the equimolar
dividing surface along the radial coordinate.'14 A correlation for the Tolman length
for linear surfactant tails has been developed by Puvvada and Blankschtein,81 using
a Tolman length of 6c, = 2.25A for a C1, tail, and the following scaling relationship:
JCN = lmax,CN7 (2.3.26)
max,Cn1
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where CN represents a linear chain containing N carbon groups, and 1max is the
maximum extended chain length, which can be determined from geometric arguments
as follows:3 5
Imax,CN = 1.54 + 1.265N [A. (2.3.27)
2.3.7 Packing Free-Energy Contribution
A thorough discussion of calculation of the packing free energy can be found in Chap-
ter 4. Briefly, a single-chain mean field (SCMF) approach can be used to model single
or mixed surfactant micelles. A rotational isomeric state (RIS) model is used as a
basis for modeling the internal conformations of surfactant chains, and a maximum
entropy formalism is used to derive a probability distribution function (pdf), which
allows calculation of chain conformation-dependent properties, the single chain par-
tition function, and expressions for the packing free energy.
Since packing calculations are usually time-intensive, libraries of packing results
are prepared in advance to distribute to users of the software implementation of the
molecular-thermodynamic theory. These results are stored in the form of a poly-
nomial for each shape type901 4 7 (bilayer, cylinder, and sphere) and surfactant tail
system, from which data for any particular micelle size can be interpolated. For sin-
gle surfactant systems, the polynomial is a function of size alone, expressed as powers
of lc/lc,max, where 1, is the core-minor radius of the micelle of interest, and 1c,max is the
maximum micelle size attainable (equal to the maximum fully-extended chain length
found in the micelle). For mixed systems, the polynomial is a function of size and
compositional variables (N - 1 mole fractions for N total types of surfactant tails),
where cross-terms are included in the fit.14 8
The total packing free-energy contribution is expressed in Eqs. 4.2.54 and 4.2.55 of
Chapter 4 as a difference in free energy of the surfactant tails in the bulk oil-like state
(a "free", unconstrained state, with free energy Efee) and the packed, constrained
68
micelle core state (with free energy Fcore), as follows:
Epack - Ecore - Efree
= 1surf LsB~ 8e -Z i KVws, (2.3.28)
Z s,f e 1
where the various terms in Eq. 2.3.28 are defined in detail in Chapter 4 (in brief,
the first term in the square brackets is a ratio of partition functions, and the second
term is an energetic contribution arising from the non-uniform pressurization of the
micelle core to achieve constant density throughout). Determination of fpak is readily
accomplished by dividing Eq. 2.3.28 by nurf. That is,
fpack = " [i-B ln ___F Z - ,V.i). (2.3.29)
~surf ~ ~ s,jree
2.3.8 Steric Free-Energy Contribution
The steric free-energy contribution to grmic arises due to excluded-volume interactions
between all the surfactant heads and bound counterions in the micelle of interest.
These interactions are typically assumed to take place in a narrow shell, or steric
layer, concentric to the micelle core-water interface. That is, head groups are assumed
to be neither chain-like nor exhibiting a diffuse arrangement. Instead, the steric layer
is assumed to be sufficiently thin, such that all steric interactions can be adequately
modeled by free-energy calculations for excluded-area disks on a surface representing
the steric layer. Then, the theory of gaseous insoluble films can be used to derive the
free energy, as I will show below. Note that the steric free-energy contribution should
be viewed as a departure function, in that it relates the real interactions of the head
groups and bound counterions in this gaseous film to the ideal-gas case. (See Ref.
[11] for a discussion of departure functions.)
To derive F 8 , one first represents the micelle core in aqueous solution as a two-
phase system of oil and water, possessing an interfacial tension o in the absence of
surfactant head groups and bound counterions. The extensive Helmholtz free energy
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for this system is a function of the following independent variables:
F = F (T,, A, {Ni}) , (2.3.30)
where T is the system temperature, V is the system volume, A is the extensive area of
the interface, and {Ni} represents the set of mole numbers for all the species present.
The change in this free energy upon (reversible) extension of the interface is given
by14 2
(OF= 0 (2.3.31)
-6 T,V,{N4}
where a is the interfacial tension (equal to uo when the interface is clean - i.e., devoid
of head groups or counterions). In total differential form,
dF= dA for fixed T,_V,{Nj. (2.3.32)
The free energy of a gaseous film representing the steric layer is calculated as12
Ff"m = F - F0 , (2.3.33)
where F0 is the Helmholtz free energy for the system lacking surfactant heads or
bound counterions (for which o = ao). The total differential of Ffi", for fixed
T, V, {Ni}, is then given by
dFfl"m - dF - dF0 = (a - ao) dA, (2.3.34)
where Eq. 2.3.32 has been used to obtain the right-hand side relationship. Substi-
tuting the definition of surface pressure,4 2
H = C-0 - U, (2.3.35)
into Eq. 2.3.34, one obtains
dFfi"m = -UdA. (2.3.36)
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For an ideal gas film, Eq. 2.3.36 reduces to
dFfilm -HidealdA. (2.3.37)
Writing the total differential of the steric free energy as a difference between the
total differential of the Helmholtz free energies of the real and ideal films, one obtains
dF, = dFfl" - dFf "'
- (H - Hideal) dA. (2.3.38)
This departure functionn1 is then integrated from conditions of ideality to the real
conditions. Here, ideality is obtained in the limit of infinite area, where head groups
and bound counterions do not interact. Therefore, the bounds of integration are from
+00 (Est = 0) to A, the area of the micelle core under consideration. Specifically,
Est J (H - ideal) dA'. (2.3.39)
where the prime is used to distinguish between the area as a variable of integration
and in the limits of integration.
Under ideal conditions, the surface pressure is given by:14 2
ideal -NkBT
Aie' (2.3.40)
where N is the total number of molecules participating in the steric layer.
However, under real conditions, a more appropriate model (analogous to the steric
part of a van der Waals equation of state for a three-dimensional gas) is'4 2
N kBT
= AH (2.3.41)A -AH
where A is an extensive co-area, taken to be equal to the sum of surfactant and
bound counterion head areas. Note that AH is fixed when {Ni} is fixed, since these
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head areas are considered independent of the number of molecules present. Note also
that, if the heads are instead flexible, this may no longer be the case, 126 ! In this case,
it would be preferable to implement a packing theory for the surfactant head, similar
to the packing theory for the surfactant tail described in Chapter 4, but incorporating
the effect of solvent (consider, for example, the approach applied to polymer brushes
described in Ref. [149]). Finally, another alternative model for compact heads is
that provided by Scaled-Particle Theory.o-12 The interested reader is referred to a
paper by Yuet and Blankschtein for further details of applying this approach in the
context of the F., calculations. 86
Inserting Eqs. 2.3.40 and 2.3.41 into Eq. 2.3.39 and integrating yields
Est = -NkB IA1+ dA'AT ( - AH A'
A-AH
= -NkBT (n AA H (2-3.42)
where A is again the area of the micelle core, and the prime is used in the integrand
for clarity (as in Eq. 2.3.39).
Assuming that all the species in the micelle have a head group (note that, for
certain solubilization systems, encapsulated organic solubilizates may not), N is equal
to n, the total aggregation number of the micelle (the sum of surfactant and counterion
counts). Then, division through by nsuf yieldsi"
fat =-kB 1 _AH/nsurffst = kBT (1+13k) In ( 1- AHfsr)(2.3.43)
where a = A/nsurf is the micelle core area per surfactant molecule. Equation 2.3.43
can be applied equally well to single-component or mixed surfactant systems. 83
Recall that AH corresponds to the sum of all the head areas in the micelle. If this
is written as AH = E. ns a H,s + Ek naaH,k, where aH,s is the head area of a single
surfactant s, and aH,k is the cross-sectional area of a single counterion k, then Eq.
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2.3.43 becomes 90
fst = -kBT + k i aH,s k kHk) (2.3.44)
k
Finally, the determination of the head area of a particular surfactant or bound
counterion is typically made using geometric arguments, where one uses bond lengths,
bond angles, and van der Waals radii to determine an appropriate disk area for
modeling purposes. Ethoxylated surfactants with short head chain lengths can also
be reasonably modeled using this approach.9 0
2.3.9 Charging Free-Energy Contribution
Once the surfactant micelle has been completely assembled from its constituent sur-
factant molecules and bound counterions, the final step involves re-charging the ionic
and zwitterionic species. Similar to the discharging free-energy step discussed in Sec-
tion 2.3.2, a charging process is used to determine the free-energy contribution due to
this step, involving integration of an expression for the differential work of charging,
dw = @,dq, where 4 , is again a surface potential (at radial position r, where radial
has the meaning of a direction normal to the half-plane of a bilayer, normal to the
central axis of a cylinder, or coincident with the usual radius of a sphere), and dq
is an infinitesimal unit of charge. The process of charging a body from zero initial
charge to a final charge against a background of all other ions in solution, which are
themselves fully charged, is referred to as the Guntelberg charging process."'
A key difference between charging a micelle and charging an ion is that the micelle
may comprise multiple individual charged species, of differing molecular geometry.
Assuming that each surfactant species has a characteristic "distance-to-charge" for
each charged group in the head (a geometric parameter representing the distance
between the micelle core-water interface and the average location of the charge, along
the radial direction normal to the interface; zwitterions have two such parameters),
each unique distance-to-charge represents a surface with its own potential 0, which
must be charged through the Guntelberg charging process. Figure 2-2 illustrates this
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situation for a micelle containing two anionic surfactants with differing distances-to-
charge, giving rise to two charged surfaces. Binding of counterions to the micelle is
considered to be limited to binding to the charged surfaces, thereby simplifying the
modeling of the microstructure of the micelle interfacial region.88 Since all the species
in the micelle core are considered to be laterally mobile, the charged surfaces are
considered to be well-represented by a smeared, uniform charge density (in contrast
to the use of discrete charges). The total free energy of charging is a sum of the
energies associated with the Guntelberg charging process for each charged surface,
and is given by
Ech -- O cdqcs, (2.3.45)
CS
where cs indicates a particular charged surface, , is the surface potential of that
charged surface (a function of qc,, the charge of the surface), and Qc, is the final
charge of the surface, which can be calculated as
Oc, = nsurfeozcs
= nsurf eo ( asz8,,c + k ,cszkc) , (2.3.46)
where eo is the elementary charge, zc, is the average valence of charge on the surface
on a per-surfactant molecule basis, s indexes surfactants, k indexes ions, and z5,,
and Zk,c, are the valences of surfactant s and ion k, respectively, found on charged
surface cs. Note that /3 ,cs is the degree of binding of ion k to charged surface cs.
The overall degree of binding for ion k is simply Ae = Ecs /A,cs, a sum across charged
surfaces, since bound ions are limited to these surfaces, by assumption. If a particular
surfactant s does not contribute to the charge of a particular charged surface cs, then
z8,cz = 0 for that surface (this will always be the case for nonionic surfactants in
a charged micelle environment, for example, since they do not themselves possess
charge). Finally, if a particular ion k does not bind to charged surface cs, then
/3 k,cs = 0-
Another concept introduced in Figure 2-2 is the Stern surface. This surface marks
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Figure 2-2: Schematic of an electrostatic model for micelles containing charged sur-
factants, as presented in the text. A small section of a micelle core-water interface is
shown, with the micelle core represented as an orange background, and the aqueous
solution represented as a blue background. Two types of anionic surfactant heads
and their common counterion are shown. (Water and surfactant tails are not shown,
for clarity.) The first surfactant head type (in light orange) possesses a negative
charge whose location gives rise to charged surface 1 (with a net charge Q1). The
second surfactant head type (in dark orange) possesses a negative charge whose lo-
cation gives rise to charged surface 2 (with a net charge Q2). The positively-charged
counterions (in purple) are assumed to be either: (i) bound to one of the charged
layers, (ii) present in the diffuse region, or (iii) present in the bulk solution (not
shown).88 The counterions located in the diffuse region serve to neutralize the net
charge of the micelle, such that the micelle is not considered to contribute to solution
ionic strength. The diffuse region begins at the Stern surface, which is positioned
at a distance from the micelle core-water interface equal to the length of the longest
charged surfactant head (here, the second head type) plus the hydrated radius of the
counterion. 90 In the interfacial region between the micelle core and the Stern surface,
bound counterions are assumed to be restricted to the charged surfaces, such that the
Laplace equation can be applied between charged surfaces. This permits the use of
a capacitor-in-series model, 1 2 with each surface acting as a capacitor plate (effective
plate charges for capacitor charging calculations are shown). In the diffuse region,
counterions are assumed to distribute according to the Boltzmann statistics, and the
Poisson-Boltzmann equation can be applied, with the effective charge at the Stern
surface equal to that necessary to cancel out the outermost capacitor plate charge
(since the Stern surface itself contains no charge). This yields an effective charge
equal to the net charge of the micelle.
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the start of a diffuse layer surrounding the charged micelle, which contains ions that
are assumed to distribute according to the Boltzmann statistics and the Poisson
equation, based on the surface potential of the micelle at the Stern surface.1" The
position of the Stern surface is located beyond the outermost charged surface at a
distance equal to the radius of the surfactant head giving rise to that charged surface
plus the radius of the hydrated counterion. Counterions within the Stern surface are
considered bound (and must be localized to a charged surface), while counterions at
or beyond the Stern surface are considered mobile (unbound).
Since the radially-dependent charge density between the micelle core-water inter-
face and the Stern surface is non-zero only at the charged surfaces, by assumption,
Eq. 2.3.45 can be solved using the Laplace equation to determine the potentials at
each charged surface.90 15,4 This approach yields85
FEch- nsurf Cs (I QC ) 2 F [S, de,, Rcs]] + ,,dqss,
cS 417cO?7int kB acs c,'=1 nsur f 0
(2.3.47)
where the first term represents the work of charging capacitors in series (where each
charged surface and the Stern surface represent the charged plates of a capacitor),
and the second term is the work of charging the micelle to a total final charge, based
on a potential situated at the Stern surface (ss). In Eq. 2.3.47, qint is the dielectric
constant in the micelle interfacial region (which extends from the micelle core-water
interface to the Stern surface) - chosen by Goldsipe and Blankschtein 90 to be equal
to 7,/2, a, is the area per surfactant molecule (Acs/nsur) at the charged surface,
Z",S Qc ' /nsurf is the cumulative charge per surfactant molecule up to the current
charge surface under consideration, and F is a term which captures the geometry
dependence of each capacitor - a function of: (i) S, the micelle shape, (ii) dcs, the
distance between the current charged surface and the next charged surface (i.e., the
capacitor-plate separation), and (iii) Rcs, the radial position of the charged surface,
from the center of mass of the micelle. The shape-dependence of the function F is as
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follows: 90
d, for bilayers (S = 1)
F [S, dm, Rm] = Rmlfn (1 + dm/Rm), for cylinders (S = 2) . (2.3.48)
dm/ (1 + dm/Rm) , for spheres (S = 3)
The final term in Eq. 2.3.47, a charging process which effectively charges the
micelle to its final charge Qf as if that charge were uniformly located at the Stern
surface, is based on the electrostatic potential calculated at the Stern surface, @' .
(Note that Qf = E, Qc,, and that the capacitor terms can be viewed as corrections
arising from the actual distribution of charge into charged layers.) Solution for this
potential involves consideration of the ions in the diffuse layer, and, hence, solution
of a Poisson-Boltzmann (PB) equation. Ohshima, Healy, and White have provided
an analytical approximation to the full non-linear PB equation for monovalent coun-
terions," which simplifies calculation of the charging process integral. Specifically,90
/J kBT [ 1 ( yr 8 (S - 1) yr
dq-, = Q IYf - 1 4 cosh - - 4 + In cosh
o eo Sf 2 xo4
(2.3.49)
where the following dimensionless groups apply:
sf = 47reo (2.3.50)EwkBT K a,
where eo is the elementary charge, K is the inverse Debye-Htickel screening length
(defined in Eq. 2.3.8), e = 4 7reoqw (where Eo is the dielectric permittivity of vacuum,
and r is the relative dielectric permittivity of the aqueous solvent), qf = Qf/nsurf
is the final micelle charge on a per-surfactant molecule basis, and a,, is the area per
surfactant molecule at the Stern surface, given by
y k = BT"''j (2.3.51)kBT
where 0,,,, is the final value of the surface potential at the Stern surface upon com-
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pletion of charging, and
Xo= rKR 88, (2.3.52)
where R,8 is the radial position of the Stern surface from the center of mass of the
micelle.
The key result of Ohshima, Healy, and White is a non-linear, shape-dependent
relationship between sf and yf, given by"'
sf = 2 sinhQ('i) + 2(S1) tanh ( L (2.3.53)
2 xo 4)
Given sf and x0 , both of which can be calculated during a molecular-thermodynamic
solution process (see Section 2.4) for any trial micelle (fixing geometry, size, and
charge) and bulk monomer composition (fixing ionic strength), yf can be determined
from Eq. 2.3.53 using a non-linear solver such as MINPACK. 156 Equation 2.3.49 can
then be evaluated, followed by Eq. 2.3.47 to determine Fech. Finally, the charging
free-energy contribution per surfactant molecule can be computed as follows:
fch Ech/nsurf. (2.3.54)
This completes the description of the various free-energy contributions to g.ic. I
will now proceed with a description of the computational process used to predict the
micellization properties for a surfactant solution using the molecular-thermodynamic
theory.
2.4 Description of the Computational Process
2.4.1 Program CS-PREDICT Overview
I have implemented the molecular-thermodynamic (MT) theory presented in this
Chapter into a computer program called CS-PREDICT, which includes capabilities
for making predictions using the traditional MT theory (including my new contribu-
tions regarding the individual terms: (i) updated densities, solubilities, and interfacial
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tensions, (ii) revised packing equations, and (iii) the addition of new capabilities for
branched surfactant property prediction). Program CS-PREDICT is also capable of
making predictions using a combined computer-simulation/molecular-thermodynamic
(CS-MT) theory based on the work of Stephenson and coworkers' 08 110 and my own
contributions, as discussed in Chapter 3. Since the CS-MT theory ultimately in-
volves replacement of the transfer free-energy contribution (gt,) to the free energy of
micellization (gmic) with an updated value, gtr,CSMT, the solution process for the two
approaches (MT and CS-MT) once this replacement has been made is identical.
Once details of the surfactants and ions in the solution have been entered by the
user, the program proceeds as follows.
Overall, three environments are defined: "solution" (total solution conditions),
"bulk" (monomer components), and "micelle", for which compositional variables for
all species are tracked. The micelle environment contains additional parameters re-
lated to the geometry of the micelle and its size (i.e., its core-minor radius). There
is also the concept of a diffuse layer which surrounds charged micelles and ensures
electroneutrality.90
The following six steps are then undertaken by the user:
(1) A vector is initialized for the bulk environment containing modified mole frac-
tions for surfactant monomers, counterions, and coions (if salt is present). Initial
guesses for these values are based, when possible, on user-selected solution environ-
ment conditions (total salt added, total surfactant added, surfactant composition). If
a cmc prediction is requested, the total surfactant modified mole fraction in the bulk
environment is set equal to a guess (based on the relationship between the cmc and
the modified free energy of micellization, gm - see Section 2.2.4) of exp (#9*,,guess),
whereg*,,ues = gtr,avg + Ag, gtr,avg is the total solution environment composition-
weighted gtr (note that the user must specify the relative compositions of surfactants
added), and Ag is a guess for the sum of free-energy penalties arising from the other
terms. A number on the order of Ag = 5.5 kBT has been found to work quite well
for this purpose for most systems (i.e., this guess typically leads to convergence).
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(2) Outer Loop
A non-linear solver, MINPACK,156 is used with a numerical Jacobian (HYBRD
routine) to solve a set of non-linear material balances of the form
Xi = mi) + Z njX + Edi,i, (2.4.1)
where Xi is the total mole fraction of species i in solution, Xm(i) is an effective mole
fraction for the monomeric form of species i associated with the bulk environment, nej
is the aggregation number of species i in aggregate (, X is the modified mole fraction
of that aggregate in solution (X = N/ Ej Ni, where N is a mole number), and Edj,j
is an enhancement (or depletion) term arising from the diffuse layer surrounding
electrostatically-charged micelles.90 A hat has been used with Xm(i) to distinguish it
from Xm(i), the actual mole fraction of species i in monomeric form. The role of the
diffuse layer is that it enhances ions possessing charges with sign opposite to the sign
of the micelle net charge, and depletes ions possessing charges with the same sign. The
Xm(i) are used to calculate the effective ionic strength of the bulk solution.90 Note
that, by writing out the species material balances in terms of components, along the
lines of Eq. 2.2.35, dividing the sum over components into monomer and aggregate
contributions, and dividing this expression by the total number of molecules in the
solution, one obtains Xi = Xm()+ E niX , which, when compared to Eq. 2.4.1,
shows that Xm(i) = Xm(i) + Edl,j. The functional form for EdI,j is discussed in Section
2.4.3.
As discussed in Section 2.2, water is not assumed to be a constituent of any
aggregate (although water, of course, does hydrate aggregates). Water is also assumed
to be neither enhanced or depleted by diffuse layer considerations, since it is neutral
in charge (i.e., Ed,, = 0). As a result, the water material balance is always satisfied
by setting the bulk environment mole fraction for water equal to the solution mole
fraction.
The non-linear solver seeks the set Xm() which leads to satisfaction of Eq.
2.4.1. The Xi's are either determined through user input, or, for a cmc calculation,
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Xsurf = E, X. = exp (#9*g) is the target (such that the {Xi} may change for each
iterative step). Note that {XJ and {Edl,i} are functions of {Xm(i)} through the
ionic strength. Determination of g* once Xm(i) has been set represents an inner
loop of the solution process.
(3) A vector for the micelle environment containing estimates for the core-minor
radius, the surfactant mole fractions, and the degrees of counterion binding per charge
layer is initialized. Reasonable estimates include radii close to the maximum chain
length of surfactants present in the system (a consideration arising from packing),
non-zero mole fractions equal to the relative surfactant mole fractions in the bulk
solution, and non-zero values for the degrees of counterion binding in each charge
layer (say, ,3 kcI, = 0.01, if k is a counterion). Note that the use of non-zero values for
the mole fractions and the degrees of counterion binding is necessary, because entropy
of mixing terms containing natural logarithms do not allow arguments of zero.
(4) Inner Loop (Across Shapes)
Once the bulk environment is set, optimal modified free energies of micellization
can be computed for the principal geometries of interest. An optimizer capable of
extremizing a nonlinear objective function with constraints, such as CONMAX,"' is
suitable. The optimizer minimizes gaPe by varying the micelle descriptors of size
and composition to obtain the optimized values gshaPe* for the three principal shapes
of sphere, cylinder, and bilayer. The constraints include: (i) Rmin < 1c, Rmax,
where Rmin and Rmax are limits on cl set by the domain of the packing polynomials
available for the surfactants present (technically functions of the surfactant tail and
the shape of the micelle, with R aler < R axhe, due to packing considerations), (ii)
0 < as,6 5 1, and (iii) fk,cI,6 > 0. Note that, for the evaluation of the constraints
related to {a,, }, all but one of the a,, values are obtained from the parameter vector
of CONMAX, with the remaining value computed from Es a,, = 1.
(5) Once the inner loop is completed for the three principal geometries, the geom-
etry yielding the minimal (most negative) free energy of micellization is determined.
If this is a cylinder or bilayer, an interpolation scheme of the type described in Section
2.4.2 is necessary in order to evaluate the term E6 ne,iX in Eq. 2.4.1. Otherwise, for
81
spheres, this summation becomes a single term centered on the optimal parameters
Icph*, sph* , and {p7 }. Diffuse layer calculations are also performed to obtain
{EdI,i}.
(6) Once the outer loop is completed, the mass balance constraints are satisfied,
and, therefore, the optimal micelle properties can be determined from the final CON-
MAX results. In particular, monomer and micelle compositions and concentrations
can be determined, and, for cmc predictions, the total surfactant concentration X,,,f
in the solution is reported. (This value can be converted into molar units by multi-
plying by the molarity of water at the temperature of interest.)
2.4.2 Geometry Interpolation
The functional forms of the various free-energy contributions to the free energy of
micellization (gmic,) that depend on the size and shape of aggregate ( are based
on constant-curvature micelle geometries. (These are the terms found within the
parentheses of Eq. 2.3.3 - that is, the interfacial, packing, steric, and electrostatic
contributions.) Specifically, the three principal shapes considered include spheres,
infinite cylinders, and infinite bilayers, where only the spheres are finite in extent.
Infinite cylinders and infinite bilayers are idealized geometries, but it is known exper-
imentally that surfactants can undertake finite rodlikei"s or discoidal.. 9 '16 0 geometries
in solution, which are finite counterparts to infinite cylinders and infinite bilayers, re-
spectively. To enable prediction of the properties of these finite shapes from the
infinite ones, one can introduce interpolating functions which describe the free energy
of micellization based on calculations for the idealized geometries. For example, for
discoidal micelles, one may consider the disk as a finite bilayer wrapped around its
waist with a toroidal rim.161 For rodlike micelles, a typical approach is to use a sphe-
rocylindrical model, in which the finite cylindrical body is capped at both ends with
a hemispherical endcap. 81 ,1 6 2,s6 3 Each of the domains may have different attributes.
For example, there is experimental evidence to suggest that the hemispherical endcaps
of a finite rodlike micelle possess a radius which is larger than that of the cylindrical
body.164
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In the remainder of this section, I focus on the interpolation scheme for spher-
ocylindrical micelles. The reader interested in a discoidal model is directed to the
work of Srinivasan and Blankschtein in this area.161 (At the cmc, most surfactants
exhibit either spherical or spherocylindrical aggregate formation. The formation of
disks is comparatively rare.165 ) As in Section 2.3, I will drop use of the index ( for
convenience, except where necessary for clarity.
Under the prevailing bulk solution conditions (temperature, pressure, monomer
concentrations), one can always determine the minimum free energy of micellization
for each of the three principal shapes based on the MT model developed in Section
2.3. Each of these shapes will have an optimal parameter set (denoted *): (i) a
core-minor radius, l'hape*, (ii) a set of surfactant mole fractions { a" "*}, where s
indicates the species of surfactant, and (iii) a set of degrees of counterion binding
{shape*#A,c where k indicates the species of counterion and cl indicates the charge
-shape* -shape*
layer for binding (#3 k = Ec p ). When the geometry which attains the global
minimum free energy of micellization is an infinite cylinder, the parameters for the
optimal sphere are taken to provide the details for the composition and size (lePh*) of
the hemispherical endcaps. That is, the energetics of the endcaps and the cylindrical
body are assumed to be decoupled. The fact that the hemispherical endcaps are
observed to be larger than the cylinder experimentally' 64 lends some credence to this
approach: spheres are usually found to have optimal core-minor radii larger than their
cylindrical counterparts due to packing considerations.' 66 The optimal cylindrical
parameters are then taken to provide the details for the cylindrical body. Note that
this fixes the core-minor radius of the body as leol*, but does not fix the cylinder
length - that is, one finds monodispersity in the core minor radius but polydispersity
in the length! This will be handled accordingly below in developing the population
distribution for spherocylinders.
Assuming incompressibility, the total aggregation number corresponding to the
surfactant molecules located in the endcaps can be calculated from the optimal sphere
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parameters as9 0
sph* 7 sph* 3
n8urf = v (2.4.2)
avg
where v*,, is the optimal composition-average tail volume, given by
avg = Z Vtail,s. (2.4.3)
8
For a given spherocylinder of total surfactant aggregation number nOtf (cylinder
plus endcaps), the interpolated free energy of micellization is taken to be8 1 ,90
sph*
9mic (Nutr) = c + surf (gIe* - gm* (2.4.4)
surf
which is a simple composition-weighted average according to the number of surfactant
molecules present in each domain. Note that gsph* > gm*c*, since the cylinder is
presumed to be the global optimum shape. This implies that gmic (Nstf) > gc* for
all finite ntt values, which would appear to indicate preferable formation of infinite
cylinders in solution. Recall Eq. 2.2.76, which provides the following expression for
the modified mole fraction of any aggregate:
1 X 1  nsurf
X = (2.4.5)
e exp (3gm)
Since the material balances guarantee that X 1 , the total monomer modified mole
fraction, will be less than exp (3gm) (otherwise the constraint X < 1 would be
violated for almost all values of nsurf), a large increase in nto (i.e., nsurf) will lead to
X , the modified mole fraction of the spherocylinder, approaching zero. Accordingly,
the dominant shape in solution will, in fact, be finite spherocylinders, although they
possess a slightly less negative gmic (and gm).
In order to evaluate Eq. 2.4.5, one requires evaluation of gm, the modified free
energy of micellization. Recall that this is related to gmic via Eq. 2.2.72. Specifically,
gm = gmic - kBT 1 + as In am(s) - kBT ( #k ( + In Xm(k)) , (2.4.6)
\ ( k
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and that am(s) and Xm(k) are surfactant and counterion monomer properties, respec-
tively. Calculation of the surfactant mole fractions {aS } and the degrees of counterion
binding {#lk in Eq. 2.4.6 follow an identical interpolation scheme to the one used
in Eq. 2.4.4:90
as (nf) =a* ± "+to (asph* a*) (2.4.7)
surf
and
^k ot ^cyl* n /sph* -cyl*
~~ f) ~ surf (k /k)(kn"u f ( 0 +2.4.8)
surf
Inserting Eqs. 2.4.4, 2.4.7, and 2.4.8 into Eq. 2.4.6 yields
sh*
prf sph*~9mc+ 8 r~ - ri +
surf gj
gm (n[ kB sph* _ y m(s) 
cyl n * sph* -cyl*
-kBT k k ' k k +InXMiky)
(2.4.9)
or
Sc*- kBT (1 + Es acl* In am(s)) A
surnotf /t cyg ur~f - kB (k * (1 +lInXm(k))) I
-kBT k k 11~iy
g* ( pc* - g"cYI* - kBT (E. (aph* aCyl*
+ _ g c --as inam(,)) (2.4.10)
n(rf (-kBT>k sph) 1 +1nXm(k))
which, through comparison with Eq. 2.4.6 simplifies to
gm (n*af) = g * + 1 2sph' (gsph* - gcYl*) . (2.4.11)
surf
In other words, the interpolating scheme applied in Eqs. 2.4.4, 2.4.7, and 2.4.8
leads to an identical interpolation on gm as a consequence.
At this stage, it is convenient to introduce the following definition:
At = ni*, (gph* _ cyl*) +kBT, (2.4.12)
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where Ay is a measure of the extent of the free energy penalty paid by the nf h*surf
surfactant molecules present in the endcaps for being in the suboptimal hemispherical
environment relative to the optimal cylindrical environment. Note that the addition
of the thermal energy kBT was done for convenience to allow for a simplification
described below.
Rearranging Eq. 2.4.12, one obtains
g sph* cyl* -Ay - kBT
surf
which can be substituted into Eq. 2.4.11 to yield
9M (Nof = 9c* + Ap - kBT (2.4.14)sur M tot
surf
Inserting this expression into Eq. 2.4.5 yields the following result:
nsur f
e ~ ~ C1 A yl4s-kBre- ( exp (i(g + surf ) u)
usurf
1 ( x (2.4.15)
exp (#Ap) e
At this stage, one can next write explicit expressions for the total amount of
surfactant molecules in spherocylindrical form in solution, and for the total number
of spherocylindrical micelles (in modified mole fraction form). As discussed above,
the optimal cylinder fixes the core-minor radius of the spherocylinder bodies, but not
their length. Both of the expressions which follow are therefore infinite sums over all
possible spherocylinder lengths, which range from the suboptimal sphere limit (no
cylindrical growth) to the infinite cylinder limit.
Defining q = X1 exp (-#ggI*) and K = exp (#Ap), where q and K are both
quantities independent of the length of the spherocylinder, the total amount of sur-
factant in spherocylindrical form (the first moment, M1 , of the micelle population
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distribution 2 4 ) is given by
Zris0 p h flsurj X = 1 0sr sph* Th8 rf qnsurfM1 u ,,fns ufX - ,,su ,n ufq~-
n ur fn. K n surfn.
(2.4.16)
The total number of spherocylindrical micelles in solution (the zeroth moment,
MO, of the micelle population distribution1 24) is given by
MOs= Xmic sph* Ksph* q
flsurf=flsurf flsurf=flsurf
(2.4.17)
If q < 1 holds, the following
series involving q hold:167
n=a rqn
convenient mathematical relationships for power
= O (n' + a) q(n'+a)n =0
-q -aqa)
-q" ( - a 2  , (2.4.18)(1 - q)2
and
q n 00i q(n'+a)
n=a n'=O
qa
q (2.4.19)
Inserting Eq. 2.4.18 into Eq. 2.4.16 yields
M1 = -q"l; urf + )2
K (1- q) (1-q)
(2.4.20)
Inserting Eq. 2.4.19 into Eq. 2.4.17 yields
sph*1 q surf
MO=K 1q (2.4.21)
In order to satisfy the individual surfactant and counterion material balances,
the following expressions (similar in formulation to that of M1 ) are also useful. For
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surfactants, one finds
00
sph* as nsurf X
Ensurf =surf
sph*
pC acyl* + surf (asph* _ a CYl* nsurfX6
1 or n'nsp**18"nsr
-
2
~f surf ~ srf
Kc"* 0 qn rf 1sph* (a sph* * 00 -asurf- Ka E~nph nur q11 K surf  -Cs L...n =nsph*
- cyl*Mi + nsph* (a ph* _ cyl* *Mo
/ sph* / sph*
- a 1 p* uf surf + + nrsp h* (e sph* -- acyl*\(auf
s K(1- q) (1-q) surf s K 1- q
1 sph* n sph* q
= -qn surf a 1-* s( + ac) (2.4.22)K ( 1( - q) s (1 _ q)2)
For counterions, it is straightforward to show that the following similar expression
holds:
00 n 1 sph. -sph* nf -cyl* q
h* sph 1ksurX6= -- qsuf k surf - + k 2 (2.4.23)
nsurf =nf K (1 - q) (1-q)
In MT modeling, cylinders and bilayers are viewed as being rigid and possessing
constant curvature. This assumption is valid only in dilute regimes. Once rodlike
micelles grow to length scales much greater than their species-dependent persistence
length, lp (due to added salt, surfactant, or temperature changes), they become quite
flexible.'5 8 Other concerns may also arise when rodlike micelles grow, including the
formation of branches in the cylindrical bodies of the micelles,16 8 or interpenetration
and entanglement between rods, which greatly impacts solution viscosity and phase
behavior. 4 8,15 8
Many studies involving the flexibility of rodlike micelles have been reported. Imae
and coworkers investigated a solution of cetyl trimethylammonium bromide (CTAB)
surfactant with added NaBr salt at T = 35C ,169 using static light scattering. At zero
salt concentration, CTAB forms spherical micelles (with aggregation number 91). At
0.1M NaBr, short rods are found to form (with aggregation number 401, and in co-
existence with spheres), and these rods lengthen with increasing salt concentration
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(with aggregation numbers 1820 for 0.2M, 5410 for 0.3M, and 9530 for 0.5M NaBr).
Based on the reported calculated persistence length of lP = 44nm in Ref. [169] for
rodlike CTAB micelles, one can estimate, based on: (i) a C15 model for the alkyl tail
(assuming that the methylene group adjacent to the CTAB head remains hydrated3 4),
(ii) a fully-extended tail length (and maximum core-minor radius) lc,max = 21A, and
(iii) a tail volume vtail = 432A 3 , that the volume in a rigid subsection of the micelle
is approximatelyyigid -~rc,maxlpersist = 609600A 3, with an associated aggegration
number nsurf,rigid- Yrigid/Vtail = 1400. Another study, by Magid and coworkers,a
focused on using small-angle neutron scattering (SANS) to determine the flexibility
and persistence lengths of rodlike micelles formed by sodium dodecyl sulfate (SDS)
under conditions of 1 to 2M added NaCl at T = 450C. These authors determined
persistence lengths having l values between 15 and 20nm, with 1, decreasing with
increasing salt concentration. Using 1, = 15nim, ic,max = 15A, and Vtail = 324A 3 (C1 I
tail), one finds nurf,rigid = 330. Several other surfactants have been studied in the
C1 2 to C16 range; these all exhibit 1, values greater than, or equal to, the values dis-
cussed here.158 Therefore, these calculations for nsurf,rigid can be viewed as providing
a first-pass check for the applicability of the MT model. For cylinders exhibiting sub-
stantial growth, adjustments to the MT model may be required, including possible
introduction of a suitable Ginteraction term in Eq. 2.2.7.
In practice, most common linear surfactants at the cmc form micelles with low
aggregation numbers at room temperature,' indicative of spherical or globular mi-
celles.72 One common surfactant that does form cylinders at room temperature is
hexaethylene glycol monododecyl ether (C12E6 ), which has an aggregation number of
around 300 at T = 20C.171 C12E6 has a sphere-to-rod shape transition temperature
of T* = 150 C.172 As the number of ethylene oxide groups is increased, it is known
that T* increases, such that dodecyl ethoxylated surfactants with 7 or more ethoxy-
late units are spherical at room temperature. (T* also increases with decreasing alkyl
chain length: CioE6 forms rods at T = 30 C,17s but not at T = 250 C,174 although
C10E 5 does.173 ) Note that, based on the approximate calculation for SDS above (an-
other C12 surfactant), modeling of C 12E6 rods as rigid would appear appropriate.
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(In fact, Ravey suggests a value of 25nm for the l value of C12 E 6 , based on fitting
to neutron scattering results,17 5 which is even more accommodating in terms of an
acceptable aggregation number).
2.4.3 Electrostatic Diffuse Layer
As discussed in Section 2.4.1, the presence of charged micelles in solution gives rise
to a diffuse layer which enhances, or depletes, ions on the basis of the sign of their
charge relative to the sign of the charge of the micelles. Goldsipe and Blankschtein
have provided a thorough discussion of the derivation of these contributions. 90 Below,
I summarize their discussion and results for completeness.
First, one assumes that the presence of charged micelles in solution will affect the
distribution of the monomeric forms of all charged species (dissociated surfactants
and salts). If, on average, micelles are separated in dilute solution at a distance
which is greater than the Debye-Huckel screening length, r-1 (a measure of the range
of electrostatic interactions), where K was defined in Eq. 2.3.8, then the total vol-
ume of the solution containing monomers (i.e., the volume resulting from subtracting
the total volume occupied by micelles from the solution volume) can be partitioned
conceptually into diffuse layer and bulk regions. Assuming that these regions have
volumes Vdif f and _VYbk, respectively, one can write a material balance for species i
(whether a surfactant, a counterion, or a coion) as follows:
Ni = Cibulk YLbulk + exp -zeop (r) dV + ( ni N , (2.4.24)
fdiff B
where Ci,bulk is the concentration of species i in the bulk region, the integrand rep-
resents a Boltzmann distribution for the ions in the diffuse layer, zi is the charge
number of species i, eo is the elementary charge, 0 (r) is the electrostatic potential at
radial coordinate r for the geometry of interest (where radial represents the direction
normal to the half-plane of a bilayer, normal to the central axis of a cylinder, or
coincident to the usual radius of a sphere), and the final term is the total number
of species i found in aggregate form. If zieop (r) < kBT, then one can simplify the
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integrand in Eq. 2.4.24 using a Taylor series expansion, truncated to leading order,
to obtain
Ni = Ci,bulk (Ybik + diff - z eo /dff
Both the overall solution and the bulk solution are considered electroneutral, which
gives rise to the following two constraints:
Z zjNj = 0, (2.4.26)
and
Z ,bulk = 0. (2.4.27)
Inserting Eq. 2.4.25 into Eq. 2.4.26, one obtains
zi CQbsuik Ybuk + Ydtf;f
zieo
kBT "Ydiff p (r) dV) + n6,j Ng] = 0. (2.4.28)
The use of Eq. 2.4.27 in Eq. 2.4.28 yields a convenient cancellation, eliminating
the bulk and diffuse layer volume terms, such that
- 5 z Ci,bulk (eofkBT IVdff p(r )dV) + ( zin , Ng = 0.
Through further rearrangement of Eq.
unknown integral is obtained:
eof
kBT Vdif f
4'(r) dV)
2.4.29, the following expression for the
E Ej zjngjNg
Li ZiCi,buik
Inserting Eq. 2.4.30 back into Eq. 2.4.25, one obtains
Ni = Ci,buik + 5bulk  - - Zni. u?
EZ ZC,bulk
(2.4.30)
(2.4.31)
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4' (r) dV) + SnjN . (2.4.25)
(2.4.29)
Dividing Eq. 2.4.31 through by E> Ni and rearranging yields
XiCi,bulk (Yulk + dif f) zCO E zjZfX (2.4.32)jNi 2',bulk Ei zCi,bulk
where the right-hand side can be interpreted as the mole fraction of species i in
solution which is not found in micellar form (i.e., Xm(i) = Xm(i) + Edl,j). One can
identify the first term on the right-hand side of Eq. 2.4.32 as the effective mole
fraction of species i in monomeric form, based on the bulk concentration Ci,bulk,
Xmi Ci,bulk (Ybulk + Ydjff) (..3Xm(i) = .jN (2.4.33)
It follows that the second term on the right-hand side of Eq. 2.4.32 is Edl,j, where:
E Ei zjng,jX
Edli = -ZiCiulk . - (2.4.34)
i zy C,buik
Next, assume that the micelle size distribution is tightly peaked, such that EZ zin,,
is always of one sign. Then, one can see from Eq. 2.4.34 that species with zi of the
same sign charge as that of the micelles will have Edj,j < 0, such that Xm(i) > Xm(i),
an effective enhancement in the bulk concentration of species i (depletion in the dif-
fuse layer). When zi is of opposite sign (e.g., with counterions), the reverse occurs:
Edi,i > 0, leading to effective depletion in the bulk and enhancement in the diffuse
layer. Again, these depletion and enhancement effects are important in assessing the
ionic strength, which is computed as follows:
I = z Ci,buk. (2.4.35)
Equation 2.4.33 provides a direct relation between Ci,bulk and Xm(i).
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2.5 Conclusions
In this Chapter, I presented the full derivation of the molecular-thermodynamic (MT)
theory for surfactant micellization which I will use in Chapters 5 and 6 to make pre-
dictions of the micellization properties of a variety of linear and branched surfac-
tants, respectively. This theory is based on the original MT approach developed by
Puvvada and Blankschtein8 1 and refined by numerous members of the Blankschtein
group, 85-90,112,148,161 including me.
In Section 2.2, I provided a thermodynamic treatment of a bulk phase containing
species capable of forming aggregates, and I defined the notion of a component, which
can consist of any number of associated molecules, for which a surfactant monomer
and surfactant micelle are two examples. Consideration of the free energies of forma-
tion and mixing of these components in solution ultimately led to an expression for
the mole fraction of a micelle component as a function of the difference in reference
state chemical potentials between the micelle and its constituents. I identified this
difference as the free energy of micellization, gmic, and described how a phenomeno-
logical thought process was necessary to estimate its value. Given a model for gmic,
the complete population distribution of micelles in solution as a function of total sur-
factant concentration can be determined, and useful micellization properties such as
the critical micelle concentration can be estimated.
In Section 2.3, I described a suitable thought process for calculating gmic in detail.
This thought process provides a convenient, reversible thermodynamic path from an
initial state of individual, dispersed surfactants to a final state of a fully-formed micelle
at infinite dilution. Each step of the thought process yields a free-energy contribution
to gmic which can be calculated using the models provided in Sections 2.3.2 to 2.3.9. I
resolved a long-standing issue regarding the precise nature of the various free-energy
contributions to the free energy of micellization, through the introduction of a new
pressure-volume work term related to the cavity formation in solution necessary to
accommodate the micelle core.
Finally, in Section 2.4, I provided the details of my specific computer program
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implementation of the MT theory, along with a discussion of two other implementation
details: (i) a method for interpolating the values for gmic obtained for spheres and
infinite cylinders to estimate gmic for spherocylinders, and (ii) a discussion of the effect
of the electrostatic diffuse layer surrounding micelles on the population balances of
ions and surfactant species.
In the next Chapter, I will describe how computer simulations can be used to
augment the MT theory, providing a platform for the detailed study of the hydration
of surfactant micelles. This then allows the determination of several properties of
importance to surfactant modeling, including an identification of the hydrated (head)
and dehydrated (tail) regions of a surfactant, and a quantification of the change in
hydration experienced by a surfactant group upon incorporation of that group into a
micelle core.
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Chapter 3
Combining Computer Simulations
with Molecular Thermodynamics
3.1 Overview
As discussed in Chapter 1, simulations have long been used to gain insight into
the equilibrium micellization behavior of surfactants, including studies involving: (i)
determination of the overall population distribution of spherical and spherocylindrical
micelles, 105'1 18 (ii) the phase behavior at higher concentrations,176 (iii) the shape and
structure of individual micelles,96,101,103,177 (iv) the stability of micelles as a function
of size,178 (v) specific ion effects related to the size and charge of counterions,179 180
(vi) the orientation and ordering of solvent molecules about the micelle, 104'"81 and (vii)
the orientation of individual surfactant molecules within the micelle.18 2 Two excellent
reviews of the many contributions in this field are due to Shelley and Shelley91 for
work prior to the year 2000, and to Brodskaya 2 for work since (up to 2011).
Many of the studies referenced above involved a considerable effort in analyzing
and interpreting simulated micelle data. However, the work is often limited to the
specific simulation performed and the specific surfactant system studied, and, quite
frequently, is independent of any theoretical framework for broader predictions. In re-
sponse, Stephenson and coworkers showed how molecular dynamics simulations could
be used within the context of a molecular-thermodynamic (MT) theory in a series
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of papers concerned with more accurately quantifying the hydrophobic effect. 0 s 110
They proposed a framework which blends computer simulations (CS) with an MT
theory to create a combined computer-simulation/molecular-thermodynamic (CSMT)
framework. In addition to providing a deeper insight into the micellization behavior
of common linear surfactants that have already been heavily studied (including the
sulfates and ethoxylates), the CSMT framework provides a useful means for investi-
gating increasingly-complex surfactants, including the branched surfactants discussed
in Chapter 6.
In this Chapter, I will discuss the CSMT framework in detail and demonstrate
how it builds upon the traditional MT approach described in Chapter 2. In Section
3.2, I present the key equations of the CSMT approach. In Section 3.3, I discuss my
contribution to the CSMT framework: a novel computational strategy for head/tail
identification based on a dividing surface approach. In Section 3.4, I discuss the
simulation protocol that I have used in initializing molecular dynamics simulations
of surfactants in monomer and micelle form for the linear surfactants discussed in
Chapter 5 and for the branched surfactants discussed in Chapter 6. In Section 3.5, I
describe the analysis routines that I have applied to my equilibrated simulations in
order to extract the information needed to make micellization predictions. Finally, in
Section 3.6, I provide some concluding remarks.
3.2 The Combined Computer-Simulation/Molecular-
Thermodynamic (CSMT) Framework
3.2.1 Dehydration and Hydration Free-Energy Contributions
to the Micellization Free Energy
The CSMT framework is focused on improving those free-energy contributions to the
micellization free energy, gmie, which involve characterization of the magnitude of the
hydrophobic effect. These are the transfer and interfacial free-energy contributions
described in Sections 2.3.3 and 2.3.6 of Chapter 2. In particular, Stephenson and
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coworkers suggest that, for a particular simulated aggregate, one can compute an
improved estimate of gmic by making the following substitution:1 08
gtr + glint 'gdehydr + ghydr, (3.2.1)
where gt, is the MT transfer free energy, gint is the Gibbs interfacial free energy,
related to the Helmholtz interfacial free energy via
gint = fint + PextVavg, (3.2.2)
where the pressure volume term on the right-hand side is described in Section 2.3.5 of
Chapter 2 (but is usually negligible), qehydr is a dehydration free energy associated
with partially removing hydrophobic atomic groups from direct contact with water
through incorporation of these groups into the micelle core, and ghyd, is a hydra-
tion free energy associated with the difference in the structuring of water about the
relatively large micelle core relative to structuring about each micelle constituent in
monomeric form (note that both the micelle and monomer states are considered at
infinite dilution). All the terms in Eq. 3.2.1 are on a per-surfactant molecule basis.
The dehydration and hydration free energies are functions of the size of the sim-
ulated aggregate, and, consequently, I will use a hat symbol hereafter to denote a
simulation-specific free energy quantity (such that gdehydr and ghydr will be represented
as gdehydr and ghydr). In the discussion which follows I focus on a single-component
surfactant system. (Extensions to multicomponent systems have been proposed based
on a composition-weighting scheme, but these are outside the scope of this Thesis.)
Let a index the atomic groups within a surfactant (e.g., CH2 , CH 3 , 0, OH).
Such groups typically involve a heavy atom and any directly attached hydrogens.
These groups are selected based on the specific types available in the solubility model
of interest (see Section F.5 of Appendix F for a thorough discussion of several such
models).
Stephenson and coworkers sought to quantify the change in hydration state of
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individual groups a with a so-called fractional degree of hydration 08
Nhydr,mic (a)
Nhydr,mon (a)' (3.2.3)
where Nhydr,mic(a) is a function that quantifies the number of hydrating contacts in
the micelle environment based on the selected group a, and Nhydr,mon (a) is a function
that quantifies the number of hydrating contacts in the monomer environment (also
based on the selected group a). The term hydrating contact refers to the close prox-
imity (to atomic group a) of a group capable of participating in the hydrogen-bond
network of water (including water itself, ethers, ketones, carboxylic acids, amines,
and similar groups). The notion of close proximity is made concrete by the selection
of a cutoff radius for determining contacts as a function of time (both Nhydr,mic(a)
and Nhydr,mon(a) are time-averaged quantities) relative to the center of mass of group
a. A suitable cutoff radius can be determined systematically by examining the loca-
tion of the first hydration shell about each group of interest. In practice, an average
distance, in the range of 0.45 to 0.55 nm is suitable for most groups (see Section
3.5 below for an example). This procedure is very closely related to that used to
determine hydration numbers for ions.' 8 3
By design, the quantity fa in Eq. 3.2.3 is zero if a group becomes completely
dehydrated in the micellar state, and unity if the hydration environment remains
unchanged (in terms of total number of contacts, but perhaps not the energetics of
these contacts, as will be seen shortly). In practice, values of fa will always be found
between these two extremes, because bringing surfactants together to form a micelle
will eliminate some contacts from even the head groups. Sample values of fa are
provided in Table 3.1 for a sodium dodecyl sulfate (SDS) micelle, where the sulfate
group exhibits fa values ranging from 0.88 for the three outer oxygens (carrying
most of the charge of the surfactant) to 0.74 for the "ether" oxygen connecting the
sulfur atom to the alkyl tail. Values for each methylene and methyl group in the tail
are reported, proceeding down the tail in order (see Figure 3-5 inset for the chemical
structure of SDS). There is a rapid fall-off of fa values within the first few CH 2 groups
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Table 3.1: Values of fa for Individual Groups in Sodium Dodecyl Sulfate (SDS), Cal-
culated Based on Simulation Results for a Spherical Micelle of Aggregation Number
48 at 250C with a Cutoff Radius of 0.55 nm
Group fa Group fa Group fa
30 0.88 CH2 (C3) 0.40 CH2 (C8) 0.15
S 0.87 CH 2 (C4) 0.29 CH2 (C9) 0.16
0 0.74 CH 2 (C5) 0.25 CH2 (C1O) 0.15
CH2 (Cl) 0.60 CH 2 (C6) 0.19 CH 2 (C11) 0.17
CH2 (C2) 0.47 CH2 (C7) 0.18 CH3 (C12) 0.18
of the alkyl region, indicating indirectly that the micelle core is quite dry. Note that
preparation of Table 3.1 also involved conducting a simulation of the monomer state,
such that fa could be evaluated according to Eq. 3.2.3.
If fa quantifies the extent to which a group remains hydrated when transitioning
from the monomer to the micelle environment, then the quantity (1 - fa) can be
viewed as the fractional degree of dehydration. This quantity is used in developing
an expression for gdehydr, as follows:' 08
gdehydr - gtr,o + E (1 - fa) gtr,a, (3.2.4)
a
where gtr,o is any constant term used in the solubility model of interest (according
to Section F.5 of Appendix F), and gtr,a is the group contribution of group a to the
transfer free energy, according to the solubility model. Note that the sum in Eq.
3.2.4 is over all groups in the surfactant. For hydrophilic groups, it is even possible
that gtr,a is a positive quantity, as is the case for ether oxygens, for example, in the
solubility model of Klopman, Wang, and Balthasar. However, barring a complete
set of values for hydrophilic groups, a lower bound for gdehydr can be determined by
setting gtr,a = 0 for hydrophilic groups. This is indeed what Stephenson and coworkers
recommend. 08
Now, assume that the surfactant has been partitioned into groups associated with
the head (hydrated region) and tail (dehydrated region) of the surfactant using the
strategy discussed later in Section 3.3. I define a quantity (a for convenience that
takes a value of 0 when a is a head group and a value of 1 when a is a tail group.
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The hydration free energy is then expressed as follows:108
ghydr = PextVavg + >1 (afa (SASAaA\PwC,a) , (3.2.5)
a
where SASAa is the solvent accessible surface area, originally defined by Lee and
Richards, 184 of group a (calculated in a simulation of the monomer at infinite dilution),
Apwc,a is a change in free energy, on a per-SASA basis, due to the size-dependent
nature of the hydrogen-bonding network,185 and the change in size encountered when
transitioning from the monomer (small) to the micelle (large) state. (I use the generic
symbol p here, since this term is a combination of Gibbs and Helmholtz terms, with
the pressure-volume term, PextVavg, included to convert the Helmholtz term into a
Gibbs term for consistency.) Note that Stephenson and coworkers present Eq. 3.2.5 as
a sum over groups found in the core.108 The use of (a makes the two sums equivalent,
while a full sum over a is more convenient for the discussion in Section 3.2.3. The term
Apwc,a can be related to an effective interfacial free energy per unit area for group
a in the micelle and monomer environments. Stephenson and coworkers propose the
following model:10 8
Ap i= "t - ' (3.26)Pwc,a SASAcore SASAa
where Fint is the total interfacial free energy of an idealized micelle possessing the
same aggregation number as the simulated aggregate, and -gr,a represents a con-
ceptual interfacial free energy (per surfactant molecule) for group a in the monomer
state. The determination of Eint can be made according to the MT theory:81
Fw = a (A - AO) (3.2.7)
where a is the curvature-corrected interfacial tension of the micelle core-water inter-
face, A is the total area of the interface, and A0 is the amount of area shielded by the
head-tail bond. (See Section 2.3.6 of Chapter 2.)
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By substituting Eq. 3.2.7 into Eq. 3.2.6, and the result into Eq. 3.2.5, one obtains
S AS A
9hydr ( Cafagtr,a + PextVavg + E Cafaa (A - A0 ) SASAcae) (3.2.8)
where I have bracketed the two terms which can be considered Gibbs free-energy
contributions per surfactant molecule.
3.2.2 Calculation of a Modified Transfer Free Energy
The calculation of gdehydr according to Eq. 3.2.4 and ghydr according to Eq. 3.2.8
is readily carried out through micelle and monomer simulations for a surfactant of
interest. However, as the hats indicate, these are simulation-dependent quantities.
That is, the size and shape of the micelles considered must be taken into account.
Technically, the substitution in Eq. 3.2.1 within the MT framework would lead to
a requirement of a different simulated micelle for each possible micelle in solution,
to enable proper evaluation of gmic during the optimization procedure described in
Section 2.4 of Chapter 2. Although there is a finite number of spheres possible for any
particular surfactant (with size limited by the dimensions of the surfactant chain),
there is no limit on the number of finite spherocylinders or discs that would need to
be modeled.
To circumvent this untenable situation, consider the following definition:
gtr,CSMT gdehydr + ghydr - gint (3.2.9)
which is based on a rearrangement of the replacement relationship in Eq. 3.2.1, where
gtr,CSMT can be considered analogous to gtr in the original MT approach. Now, in the
thought process of the MT model, gtr represents the free-energy benefit associated
with transfering a surfactant tail from solution into a bulk phase of tails. On a per-
surfactant molecule basis, the transfer free energy does not depend on micelle size or
shape, unlike the interfacial term and the dehydration and hydration terms, which
depend on fa, a size and shape-dependent quantity. If gtr,CSMT is also independent
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of size and shape, due to convenient cancellation of these dependencies on the right-
hand side of Eq. 3.2.9, then one can write 'tr,CSMT = 9tr,CSMT- As a result, a single
micelle and monomer simulation could be used to calculate gtr,CSMT, and consequently
gtr,CSMT, a term which can be used to calculate gmic for any possible micelle. By
making a replacement of gtr with gtr,CSMT, no further simulations would be required
to proceed with optimization of gmjc for the prediction of optimal micelle properties
and micellization behavior (e.g., critical micelle concentrations).
It is certainly not clear a priori that 'ir,CSMT gtr,CSMT should hold, other than
as an analogy to gr. However, in my own results (discussed in Chapters 5 and 6), the
size-dependence of gir,CSMT has been found to be minimal. Furthermore, Stephenson
and coworkers found, for a variety of oil droplet sizes and shapes that gtr,CSMT is also
reasonably shape-independent.' 08
3.2.3 Comparing the CSMT and MT Transfer Free Energies
In Section 3.2.2, an analogy between gtr and gtr,CSMT was made. It is instructive to
examine the difference between these two quantities. Starting with Eq. 3.2.9 and
substituting in Eqs. 3.2.2, 3.2.4, and 3.2.8, one obtains
9tr,CSMT = 9tr,O + Z -- fa + (a fa) gtr,a + fint + Z Cafan SASAc 1 I
(3.2.10)
where the pressure volume terms have cancelled out from the gyhdr and gint terms, and
the relationship Fint = nfint has been used, with n the simulated micelle aggregation
number.
In Eq. 3.2.10, the summation
involving head ((a = 0) and tail
term involving gtr,a can be split into two summations
((a = 1) groups separately:
(1 - fa + (afa) gtr,a = 1 (1 - (a) (1 - fa) gtr,a + 1Z(agtr,a.
a a
(3.2.11)
Noting that gtr in the traditional MT approach (indicated hereafter as gtr,MT)
includes only contributions from atomic groups in the surfactant tail (i.e., gtr,MT =
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9tr,o + Ea (agtr,a), inserting Eq. 3.2.11 into Eq. 3.2.10 and rearranging yields
SASAa
9tr,CSMT - gtr,MT (- a) (1 - fa) gtr,a + fint [- + E (afa SASA /
. a SA c~~
(3.2.12)
The first term on the right-hand side of Eq. 3.2.12 is the contribution to gtr,csMT
due to groups in the head of the surfactant, for which (a = 0. As already mentioned,
gtr,a is typically considered non-zero only for hydrophobic groups (i.e., groups having
gtr,a < 0). In the case of oils, there are no head groups, indicating that the only
difference between gtr,csMT and gtr,MT for oils would arise from the second term on
the right-hand side, and, specifically, from how Ea (afa SA^A ^- differs from unity.
Recall that fa, as defined in Eq. 3.2.3, is a ratio of hydrating contacts of group a
in the micelle and monomer states. It is therefore reasonable to write
Ka,miceaeSASAa,miceuiefaKxSA (3.2.13)
Ka,monomerSASa,monomer
where the Ka's are proportionality constants in the micelle and monomer environ-
ments, respectively, which relate the number of contacts in each environment to the
corresponding SASA values for group a. Note that SASAa,monomer is simply a syn-
onym for SASAa in earlier equations. Accordingly,
Z Cafa- SASAa - Ka,miceule SASAa,miceuie
a SASAcoreln a Ka,monomer SASAcore/n (3.2.14)
Since the tail groups are the only groups that contribute to SASAcore, it follows
that
SASAcore = n5 (aSASAa,miceue. (3.2.15)
a
Equation 3.2.15 shows that, if Ka,miceae Ka,monomer for all groups a in Eq.
3.2.14, it would follow that Ea (afa SAScln= 1, and the second term on the right-
hand side of Eq. 3.2.12 vanishes. Stephenson and coworkers were able to demonstrate
effective (but not complete) agreement between gtr,CsMT and gtr,MT for oil droplets,108
which seems to suggest that the difference between Ka,miceie and Ka,monomer is non-
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zero but quite small in the absence of head groups. That is, for oil droplets, the
number of hydrating contacts is proportional to the exposed area with approximately
the same proportionality constant in both the oil droplet and single oil molecule
states, despite the restructuring of the hydrogen-bonding network that occurs about
larger hydrophobic entities. In contrast, for surfactant systems, which do involve head
groups, an increased deviation between Ka,miceie and Ka,monomer can be expected to
occur, due to the physical presence of the surfactant head groups in the simulation.
These head groups do not affect calculations of SASAore by definition (see Section
3.5.4 - SASAa,miceie is also unaffected for each tail group a), but do generally reduce
the number of hydrating contacts that occur, reducing Ka,miceie relative to Ka,monomer,
and leading to deviation of Ea (afa SSAa/n from unity.
3.3 Surfactant Head/Tail Identification Using a Di-
viding Surface Approach
The identification of surfactant atomic groups as belonging to the head or tail region of
the surfactant is essential to carry out MT predictions, since all aspects of the thought
process presented in Section 2.3.1 of Chapter 2 are predicated on a division of the
surfactant into these two regions for the purposes of calculating the free-energy con-
tributions corresponding to the assembly of a micelle from its dispersed constituents.
Head/tail identification is also necessary for the evaluation of gtr,CSMT to make pre-
dictions using the CSMT framework, since ghydr includes contributions which arise
solely from tail groups (see Eq. 3.2.5).
In the second paper in the three-part series on quantifying the hydrophobic ef-
fect by Stephenson and coworkers, 109 a method is proposed to carry out the required
head/tail identification. It is suggested to examine the fractional degrees of hydra-
tion of individual groups, fa, relative to a cutoff which determines the identification.
Specifically, group a is considered to be a tail group if fa is less than the cutoff.
For this purpose, a cutoff of 0.6 is proposed, motivated by the study of nonionic109
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and ionic and zwitterionic1 0 surfactants, considerations of the curvature of the core-
water interface,109 and recognition that the fractional degrees of hydration of terminal
methyl groups in the oils considered 108 often had values of fa = 0.53 (a method which
identified oils as possessing head groups would clearly be in error).
However, I have identified a problem with this approach: calculation of fractional
degrees of hydration involves consideration of both micellar and monomer states.
However, intuitively, a head/tail identification for a surfactant molecule in a micelle
environment is not expected to depend on the monomer state. Indeed, the head/tail
identification is principally meant to define the micelle core for the purpose of calculat-
ing the various contributions to the free energy of micellization.81 While this identifi-
cation is certainly a function of the absolute hydration state of each group (the micelle
core is expected to be quite dry, the head region is expected to be well-hydrated, and
intermediate groups are expected to exhibit some intermediate extent of hydration),
fa values are measures of relative hydration states (between micelle and monomer
environments). In fact, a group in a surfactant molecule could be quite shielded from
contact with water in the monomer environment (e.g., a tetra-functionalized carbon
surrounded by bulky groups which prevent contact of the carbon with water), such
that transfer of such a group to the micelle core should not greatly change its hy-
dration state. In that case, although this group is embedded- in the micelle core, fa
could still be greater than 0.6, leading to the incorrect identification that the group
in question belongs to the head region. This could then result in a discontinuous
head/tail identification, where one group is identified as head based on its fa value,
but surrounding groups are identified as tail.
In examining the various plots of fa for nonionic surfactants in the results of
Stephenson and coworkers,109 it becomes evident that these situations do occur, even
for common, linear surfactants. For example, in Figure 8 of Ref. [109], which depicts
the fa values for an ethoxylated surfactant, the first ether oxygen attached to the alkyl
tail is the first group encountered (starting from the terminal methyl) which has an
fa value greater than 0.6. However, the two CH 2 groups between the first ether
and the second ether oxygen clearly have fa values less than 0.6 (all other remaining
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groups have fa > 0.6 and would be considered head by this criterion). This is clearly
a discontinuous identification, and presents difficulties in subsequent modeling. It
appears that Stephenson and coworkers mainly focused on the traditional head/tail
identifications used in MT modeling for the purposes of making predictions using the
CSMT framework and comparing to the MT results. The head/tail identifications
described elsewhere in Ref. [109] are the traditional ones, and do not match in general
with the 0.6 cutoff approach. As a result, attention was not brought to the important
issues that I am raising here.
A key contribution that I have made in this Thesis is to address the issue of
proper head/tail identification. To accomplish this, I conceived of a dividing sur-
face approach, which involves consideration of surfactants in the micelle state only,
and does not depend on the counting of water contacts or on the determination of
fa values. This work was partially developed with the assistance of my colleague
Shangchao Lin in the early stages of development. I also designed and implemented
a self-consistent iterative scheme for determining the location of the dividing surface,
which I will describe shortly. With respect to the median location of atomic groups
relative to the micelle core center of mass, the head/tail identification is necessarily
continuous in this approach.
The notion of using a dividing surface was motivated by the thermodynamic mod-
els within the MT framework itself. In Chapter 2, I described how the micelle core-
water interface is conceptualized as being a sharp boundary between the aggregated
surfactant tail groups and the bulk water environment (in which the surfactant heads
and ions also reside). For example, in the evaluation of the packing free-energy con-
tribution within the MT theory, there is a strict assumption that surfactant tails
cannot leave the core, and that surfactant head groups and water cannot enter the
core. This idealized portrayal of the micelle core has a counterpart in bulk-phase ther-
modynamics, where two immiscible phases are considered to contact each other at a
planar interface of zero width. The location of this interface for modeling purposes is
typically chosen based on the determination of a Gibbs dividing surface between the
two phases.4 2 The Gibbs dividing surface is an equimolar dividing surface selected
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(a) (b)
Figure 3-1: Analogy between the micelle core-water interface and a Gibbs dividing
surface between two immiscible macroscopic phases. In (a), at top, a real micelle core
(light orange) is pictured, which exhibits a diffuse interfacial region, with some water
(blue) penetration and surface roughness. At bottom, an idealized micelle core is
pictured, with a sharp boundary (dark brown) separating the core and water region
(surfactant heads, not shown, are assumed to remain in the water region). In (b),
at top, the interfacial region separating two bulk immiscible phases (e.g., oil (light
orange) and water (blue)) is pictured. At bottom, an idealized division of the system
into pure phases separated by a Gibbs dividing surface (dark brown) is portrayed.
such that the surface excess of one of the components of the system (comprising one
of the pure phases) is zero. Figure 3-1 illustrates the analogy between the micelle
core-water system and the interface resulting from contact between two immiscible
phases. In both cases, the inhomogeneities take place over a molecular length scale
in an interphase region." Note that the dividing surface in the case of the micelle
core will adapt the geometry of the micelle itself, whether spherical, cylindrical, or
planar (bilayer).
For the planar case in Fig. 3-1, the location of the dividing surface is determined
as follows. Assume that species A and B constitute the two immiscible macroscopic
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phases in equilibrium, respectively. It is assumed that there is a region of rapid
variation in the number density of each component, which can be readily represented
as a change in the volume fraction # of each component, assuming incompressibility.
The location of a planar Gibbs dividing surface, d, between the two phases can be
determined by examining the volume fraction # of one of the components (say B,
with volume fraction #B). One solves the following equation to determine d:
d (r) dr = [1 - #B(r)] dr, (3.3.1)
where r represents a distance coordinate along an axis perpendicular to the interfacial
region, the left-hand side as a whole indicates the volume in phase A occupied by
B (divided by the system cross-sectional area), and the right-hand side as a whole
indicates the volume in phase B occupied by A (divided by the system cross-sectional
area). These two integrals are depicted as light red, shaded regions in Fig. 3-2, which
is a depiction of a generic volume fraction profile for #B in the vicinity of the interface.
When d is selected such that Eq. 3.3.1 is satisfied, the region corresponding to r < d
can be modeled as pure A and the region corresponding to r > d can be modeled
as pure B. The total volume of B in solution (equal to the value of the integral
f. 4)B(r) dr multiplied by the system cross-sectional area) will then be found to
be equal to the volume of the region corresponding to r > d (again, assuming fixed
molecular volumes and incompressibility).
The dividing surface for a micelle can be found similiarly to what was done using
Eq. 3.3.1. As discussed in Section 3.5, from molecular dynamics simulations of
micelles, one has access to information on the average location of a collection of
atomic groups relative to others through the concept of a radial distribution function
(rdf). The following equation can be used to find d in this case:
J/(r<d) g (r) dV = [ - g (r)] dV (3.3.2)
where g (r) is the radial distribution function for the bulk phase relative to the center
of mass of the micelle core (the composition of both of these regions will be discussed
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Figure 3-2: Illustration of the Gibbs dividing surface, as applied to two immisci-
ble phases in equilibrium. The location of the dividing surface (at position d) is
determined according to Eq. 3.3.1 in the text. A representative window for the dis-
tance coordinate, r, in the vicinity of the interface is shown, but the full domain is
(-00, +00). The two areas shaded in light red are equal.
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shortly), V (r < d) indicates the volume of the region characterized by the radial
coordinate (spherical radius, cylindrical cross-sectional radius, or bilayer half-width)
being less than the location of the dividing surface (i.e., the core volume), V (r > d)
indicates the volume of the bulk region, and is the bulk value obtained for g (r) in
the simulation cell when evaluated far from the micelle core. Note that approaches
unity from above as the simulation cell size is increased for a fixed micelle core. By
evaluating dV for the three geometries considered (sphere, cylinder, bilayer), Eq.
3.3.2 can be simplified to
J d 
Djd g (r) rSl'dr = jd [R - g (r)] rS-ldr, (3.3.3)
where S is a shape factor (S = 1 for bilayers, 2 for cylinders, and 3 for spheres), the
left-hand side lower integral bound corresponds to the center of mass of the micelle
(centered at the origin), and D is a practical upper limit for integration, imposed by
the periodic boundary conditions of the simulation cell (D is equal to the half-width
of the simulation cell box).
In order to carry out practical calculations involving Eq. 3.3.3, one needs to
identify the groups found in the bulk (i.e., identify which groups in the simulation cell
are not part of the micelle core). For this purpose, I have proposed the following self-
consistent iterative process. One begins by examining g (r) as determined for water
and ions relative to the center of mass of the micelle (specifically, the center of mass
of the aggregated surfactants, excluding bound counterions, which are themselves
included in the groups contributing to g (r)). Once d has been determined using
Eq. 3.3.3 (the actual implementation involving histograms and discrete sums rather
than integrals, according to the output of GROMACS), head groups are identified
based on their median positions relative to the dividing surface location (median
positions greater than d lead to a head identification). The next step of the iteration
involves including these head groups with the water and ions, generating a new g (r)
profile, and repeating until no new head groups are identified. The final head/tail
identification is that obtained at convergence.
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Figures 3-3 and 3-4 below illustrate the effect of the iterative scheme on the de-
termination of the location of the dividing surface, as applied to a sodium dodecyl
sulfate (SDS) and octaethylene glycol monododecyl ether (C12E 8 ) micelle, respec-
tively. (Note that both figures show only the initial and final iterations, for clarity.)
It is clear that the inclusion of head groups in the rdf determination will always shift
the dividing surface location to the left, corresponding to a smaller core identifica-
tion. However, the magnitude of the shift is a strong function of the type of surfactant
under consideration.
In the case of SDS (see Figure 3-3), only three iterations are required to obtain a
stable solution (the first identifies the sulfate as a head group, the second identifies
an additional methylene group as belonging to the head, and the third confirms the
head/tail identification). The dividing surface location shifts from 1.686 nm (blue
dashed line) to 1.569 nm (orange dashed line), a difference of 0.117 nm, and a change
in core volume of approximately 3900 A3. With SDS identified as possessing a C1
tail, with volume 334 A3 (see Appendix F for information about molecular volume
determination), and using the dividing surface location of 1.569 nm as the radius
of a sphere, the calculated aggregation number (the sphere volume divided by the
molecular tail volume) is 48.4, in good agreement with the value of 48 selected in
the simulation. The distribution of individual atomic groups relative to the final
dividing surface is captured in a seven-number box plot format in Figure 3-5, where
the location of the red median lines above or below the orange dividing surface line
indicates the groups that are identified as head or tail, respectively. The additional
percentiles in the box plot are provided to give a sense of the distribution spread.
For example, it is interesting to note that the terminal methyl group has a large
spread, and samples the interfacial region about 10-20% of the time at equilibrium
(recall that these results are time averages). This recalls the work of Menger and
Doll, 186 who demonstrated that terminal methyl groups sample the interface, using
olefin oxidation experiments.
In the case of C12E8 (see Figure 3-4), a total of 17 iterations is necessary to
achieve convergence, due to the presence of the long ethoxylated head. The first iter-
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ation (with only water considered in preparing the rdf) yields a head identification of
just CH20CH2CH 2OH. By the 17th iteration, the head is identified as comprising
CH2 (OCH 2CH2)8 0H (i.e., a C1 tail identification). The shift in the dividing sur-
face location is substantial: from 2.162 nm (blue dashed line) to 1.538 nm (orange
dashed line), a difference of 0.624 nm, and a change in volume of approximately 27000
A3 . The calculated aggregation number, 45.6, is slightly smaller than the simulated
number of 48. The smaller core (relative to the SDS case) is due to the slight peak
in the final rdf in Figure 3-4, which is due to the physical attachment of the head
groups to the tails (such that they cannot freely mix in the bulk solution), and their
difference in density compared to water groups (this is a comparison of CH 2 , 0, and
OH groups with H2 0 groups, since the rdfs are for groups, not molecules). When a
peak is present, the determination of is typically accomplished by taking an average
of the values obtained beyond the peak. Since will be less than the peak value, the
peak introduces a slight negative contribution to the integral on the right-hand side
of Eq. 3.3.3, which is offset with a shift of the dividing surface to the left, as observed.
Note that a peak is not observed with SDS, because SDS does not possess a large
head. Since the difference in aggregation number here is slight (less than 3 molecules),
and C12E8 represents a fairly large head for a surfactant, my results suggest that the
new technique for head/tail identification introduced here has the potential for broad
applicability. The varied systems in Chapters 5 and 6 will provide an additional test.
Finally, Figure 3-6 demonstrates the distribution of individual atomic group relative
to the final dividing surface obtained for C12E8 . As with SDS above, the location
of the red median lines above or below the orange dividing surface line indicates the
groups that are identified as head or tail, respectively. The additional percentiles are
again provided to give a sense of spread.
Finally, it is worth notingwhile to note that the identifications for SDS and C12E8
determined here agree with the rule of thumb used in the original MT modeling of
Puvvada and Blankschtein,81 based on the recommendation by Tanford," that the
first methylene group be considered quite hydrated due to its adjacency to oxygen
groups capable of hydrogen bonding.
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Figure 3-3: The dividing surface approach applied to a spherical sodium dodecyl
sulfate (SDS) micelle of aggregation number 48 at T = 298.15K. The blue curve
represents the radial distribution function (rdf) for water and ions relative to the
center of mass of the micelle. The vertical, blue dashed line is the location of the
dividing surface for this initial iteration. The orange curve represents the rdf for
water, ions, and head groups, identified through an iterative process. The vertical,
orange dashed line is the location of the final dividing surface (i.e., the location of
the micelle core-water interface for the purposes of modeling).
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Figure 3-4: The dividing surface approach applied to a spherical octaethylene glycol
monododecyl ether (C12Es) micelle of aggregation number 48 at T = 298.15K. The
blue curve represents the radial distribution function (rdf) for water relative to the
center of mass of the micelle. The vertical, blue dashed line is the location of the
dividing surface for this initial iteration. The orange curve represents the rdf for
water and head groups, identified through an iterative process. The vertical, orange
dashed line is the location of the final dividing surface (i.e., the location of the micelle
core-water interface for the purposes of modeling).
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Figure 3-5: Average location of individual atomic groups within sodium dodecyl
sulfate (SDS) relative to the dividing surface derived from water, ions, and heads in
Figure 3-3 (orange line). Each box with associated lines represents a seven-number
summary of the various percentiles of the probability distribution for a group: the red
line is the median; the lower and upper bound of the blue box is the first and third
quartile, respectively; the black lines extend down to the 2nd percentile and up to
the 98th percentile, and the intermediate hatches are at the 9th and 91st percentiles.
The head/tail identification is performed by assessing the location of each median
relative to the dividing surface, as described in the text. The remaining percentiles in
the box plot are provided to give a visual indication of the spread in the location of
each group, with equidistant lines indicating an approximately normal distribution.
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Figure 3-6: Average location of individual atomic groups within octaethylene glycol
monododecyl ether (C12E 8 ) relative to the dividing surface derived from water and
heads in Figure 3-4 (orange line). Each box with associated lines represents a seven-
number summary of the various percentiles of the probability distribution for a group:
the red line is the median; the lower and upper bound of the blue box is the first
and third quartile, respectively; the black lines extend down to the 2nd percentile
and up to the 98th percentile, and the intermediate hatches are at the 9th and 91st
percentiles. The head/tail identification is performed by assessing the location of
each median relative to the dividing surface, as described in the text. The remaining
percentiles in the box plot are provided to give a visual indication of the spread in
the location of each group, with equidistant lines indicating an approximately normal
distribution.
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3.4 Molecular Dynamics Simulations Protocol for
the CSMT Framework
As described in Section 3.2, modeling the micellization behavior of a particular sur-
factant using the CSMT framework requires two simulations: one of the surfactant
in a monomer state, and one of the surfactant in an aggregated state. Since we are
interested in the precise arrangement of water, ions, and other participants in the
hydrogen-bonding network of water about surfactant groups, explicit solvent simu-
lations are necessary.108 Furthermore, since electrostatics considerations affect the
arrangement of water, it makes sense to use an all-atom treatment of the surfactant,
where each atom in the surfactant molecule has an explicit representation within the
simulation box (as opposed to a united atom treatment which groups the hydrogens
in methylene and methyl groups into a single bead along with their associated car-
bon187 ). An all-atom simulation has more atom centers which can be assigned a
partial charge, thereby improving the fit of the electrostatic potential experienced by
a point charge approaching the molecule to that computed using ab initio methods. 188
There is also an improvement in the representation of the torsional degrees of free-
dom in such simulations, due to the increased number of dihedrals introduced by the
presence of the explicit hydrogens, which can be parameterized to again reproduce ab
initio results. 188 (A discussion of force field parameterization approaches that I have
used in modeling some of the surfactants considered in this Thesis can be found in
Appendix E.)
The molecular dynamics (MD) software used by Stephenson and coworkers' 08 110
and also used in this Thesis is the GROMACS (GROningen MAchine for Chemical
Simulations) high performance molecular dynamics software package originally de-
veloped at the University of Groningen and maintained by van der Spoel, Hess, and
Lindahl.1891 90 All the analysis presented in Chapters 5 and 6 was performed using
GROMACS Version 4.5.1.
To run a simulation in GROMACS, four items at minimum are needed:190 (
a topology for each unique molecule in the system, which identifies the force field
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to be used in modeling the surfactant, the type of each atom within that force field
specification, and the specific connectivity of the atoms in terms of bond, bond angles,
and bond dihedrals, (ii) a list of the molecules in the system and their counts, (iii) a
file of initial coordinates for the system, and (iv) a file specifying the run parameters
to be used, including solution conditions, time steps, and other simulation-related
parameters.
I have devoted a substantial effort in the development of an automation framework
which allows a user to rapidly assemble these four items to create the micelle and
monomer simulations needed for CSMT predictions, based on input of the chemical
structure of the surfactant of interest into a software package that I developed called
Program BUILDER. A full discussion of this program is found in Appendix C. Here,
I will proceed with a brief discussion of the settings used for all the runs in Chapters
5 and 6. Program BUILDER was used in the preparation of all these systems, and
the study was limited to spherical micelles (the shape most commonly encountered
at the critical micelle concentration for nearly all the surfactant systems studied).
Simulation snapshots of the micelle simulations for two representative surfactants are
presented in Figure 3-7 to illustrate the all-atom simulations used (water is not shown
for clarity, but is present explicitly in the actual simulations).
The settings that I have used are as follows:
o The default integrator is used (a leap-frog algorithm) for integration of Newton's
equations of motion through time.190
o The OPLS-AA force field is used exclusively,188 except when custom parame-
trization is required due to missing parameters. The parameters for certain systems
are taken from the literature (e.g., from the ionic liquids work of Canongia Lopes
and coworkers19' 194), and documented in Chapters 5 and 6 accordingly. Others were
developed by me using the techniques discussed in Appendix E.
e All bonds are converted into constraints to allow an increase in the time step.
Constraints are solved using the LINCS (linear constraint solver) algorithm, allowing
the stable use of a 2 fs time step.195
o Translations of the center of mass of the simulation cell are removed at each
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time step.
* The simulation cell is rectangular (i.e., possesses orthogonal box vectors) and is
periodic in all directions.
e Coordinates are written every 10000 steps (20 ps of simulation time). All analy-
ses described in Section 3.5 are based on these coordinates (the simulation trajectory).
e A nearest neighbor list utilizing a grid is used to determine which atoms must
be considered for non-bonded interactions. This list is updated every 10 time steps.
e A three-dimensional particle mesh Ewald (PME) summation approach is used to
handle the long-range Coulombic interactions,196',197 which permits efficient and accu-
rate computation of the Coulombic forces in a simulation cell with periodic boundary
conditions19 0 by dividing the Coulombic potential into direct space, reciprocal space,
and correction terms, with a fast Fourier transform (FFT) used to compute the recip-
rocal space term.1 9 7 Small cutoffs can then be used in both spaces without adversely
impacting the accuracy of calculation (i.e., a small spatial cutoff in direct space, and
a small cutoff for the maximum magnitude of the wave vectors in reciprocal space can
be used).'9 8 I have used the settings recommended in the manual for GROMACS' 90
of a direct space cutoff of 0.9 nm, an FFT grid spacing of 0.12 nm, and a cubic
interpolation of charges to the FFT grid.
e Van der Waals interactions are modeled using a 12-6 Lennard-Jones potential,1 99
and a relatively short cutoff of 0.9 nm with a long range dispersion correction to the
energy and pressure, 190 as recommended by Stephenson and coworkers.' 08
* Initial velocities are generated using a Maxwell distribution for the desired tem-
perature (see Section C.3 of Appendix C).
* System temperature is maintained using a velocity-rescaling thermostat which
maintains the proper statistics for the canonical ensemble.2 00 In this technique, ve-
locities of individual particles are rescaled such that the total kinetic energy is set
equal to a stochastic target rather than to a constant value, permitting fluctuations
in the kinetic energy. A coupling time constant of 0.5 ps is used.
* System pressure is maintained isotropically using a Berendsen coupling algo-
rithm, 20 ' an exponential relaxation technique which scales the coordinates and sim-
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ulation box vectors at each time step of the simulation, with a time constant of 2.0
ps, a reference pressure of 1 bar, and a compressibility of 4.5 x 10- bar-1 (a de-
fault recommended value corresponding to the isothermal compressibility of water at
atmospheric pressure and T = 300K190).
3.5 Simulation Analysis for the CSMT Framework
3.5.1 Overview
In this section, I present the various concepts and procedures that I have used to
analyze the micelle and monomer simulations obtained using the protocols described
in Section 3.4. The goal is to obtain from these simulations: (i) the surfactant
head/tail identification, (ii) the fractional degrees of hydration, fa, for each atomic
group a in a surfactant of interest, (iii) the solvent accessible surface areas, SASAa,
for each group a, and (iv) the solvent accessible surface area for the micelle core,
SASAre. With knowledge of (i), (ii), (iii), and (iv) above, along with the specific
details of the micelle simulation (aggregation number and system temperature and
pressure conditions), one can determine the CSMT transfer free energy, 9tr,CSMT,
according to the methodology described in Section 3.2.
Item (i) above is obtained according to the methodology described in Section
3.3. The approach therein requires determination of radial distribution functions
of hydrated groups (including water itself) about the center of mass of the micelle
simulated. This is described in Section 3.5.2.
Item (ii) above is obtained by counting the number of hydrating contacts that fall
within a certain cutoff radius of a group of interest. This cutoff radius is motivated
by the location of the first hydration shell about the group of interest, determined
through analysis, again, of a radial distribution function. I present this analysis in
Section 3.5.3.
Items (iii) and (iv) involve determination of solvent accessible surface areas. I
briefly describe this concept in Section 3.5.4.
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Figure 3-7: Simulation snapshots of equilibrated sodium dodecyl sulfate (SDS, top
left) and octaethylene glycol monododecyl ether (C12E8 , bottom right) micelles, rep-
resenting two independent simulations and an aggregation number of 48 used in each.
The SDS micelle is quite compact due to the small head groups, with a substantial
fraction of the core exposed to contact with water (not shown for clarity). A cloud
of counterions surrounds the micelle, with transient direct interactions between in-
dividual counterions and the charged sulfate heads. In the C12E8 micelle, the long
ethoxylated heads substantially shield the core. Individual surfactants transiently
demonstrate extension of the ethoxylated head into the bulk region. However, a ma-
jority of the ethoxylated chains remain associated with the outer region of the core.
(Color code for atoms: red - oxygen, teal - carbon, white - hydrogen, yellow - sulfur,
and dark blue - sodium.)
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Finally, in Section 3.5.5, I describe the specific protocol followed in proceeding from
completed monomer and micelle simulations through to the calculation of gtr,csMT,
in a numbered list format.
3.5.2 Radial Distribution Functions
Radial distribution functions, generally denoted gAB (r), represent the non-uniform
distribution of atoms of type B in space about centers of type A in a real system
relative to an ideal gas possessing the same atom number density for B, PB = NB/V,
where NB is the average number of atoms of type B within the system volume V
surrounding the centers in A.202 When the distribution of B about a single point in
space, labeled 0, is of interest in a simulation (e.g., the distribution of the oxygens
and hydrogens of water about the center of mass of a micelle), one can determine the
average number of atoms located in a spherical shell of thickness dr centered on the
point using the radial distribution function goB (r) as follows:1 90
TB (r) dr 90B(r) PB (4rr2dr) , (3.5.1)
where 47rr 2dr is the volume of the spherical shell, and PB is the time-averaged number
density of B within a spherical volume V of radius equal to half of the simulation box
width, R. Note that
NB = PBV = PB ( rR) jR goB (r) PB (47r2 dr). (3.5.2)
Since fJo PB (4wr2dr) = PBV, it is clear that to the extent that goB (r) is less than unity
in any region of space, there must be another region in which it is greater than unity.
If goB (r) is uniformly equal to unity, the uniform ideal gas state is achieved. Van der
Waals and Coulombic interactions in a simulation ensure that goB (r) will always be
non-uniform, although the extent of non-uniformity will be system dependent.
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From Eq. 3.5.1, the functional form for goB (r) is given by' 90
1 N 6 ( Erob -T)
9oB (r) = 2 , (3.5.3)
PB b=1I 47rr
where the substitution nB (r) - ENB 6 (rob - r) has been made, with 6 being the
Dirac delta distribution, rob the radial position of atom b in set B about the origin 0,
and 6 (rOb - r) being an ensemble-average quantity. For molecular dynamics simula-
tions, all such averages are time-averages, based on the simulation trajectory.203
Practical calculations of goB (r) and, more generally, of gAB (r) involve histogram-
binning approaches. 202 Bin widths are selected in order to balance the desire to see
rapid changes in structure (e.g., narrow hydration shells) with the need for sufficient
statistical accuracy. The bin width that I have used is 0.05 nm, a width which is less
than half of the van der Waals radius of hydrogen (see Table F.1 in Appendix F).
Examples of radial distribution function profiles goB (r) for sets B containing water,
ions (when present), and surfactant head groups (about micelle centers of mass) are
shown in Figures 3-3 and 3-4. These profiles are used for the determination of dividing
surface locations, as described in Section 3.3.
Radial distribution functions can also be calculated for a collection of atoms about
another set of atoms. Equation 3.5.3 is then written as 190
NA NB
gAB (r) = rab-r (3.5.4)
pB NA(35 4r4a=1 b=1
where A indicates the set of atoms serving as centers, B is the set of atoms for which
the distribution is intended, NA and NB are the total number of atoms in sets A
and B, respectively, and rab is the distance between a particular atom a in A and an
atom b in B. The functional form for gAB (r) in Eq. 3.5.4 is a simple average of the
individual gaB (r) profiles centered on a. Radial distribution functions of the form
gAB (r) are useful to determine appropriate cutoffs for counting hydrating contacts,
as described in Section 3.5.3.
The implementation of gAB (r) within the GROMACS software package is ac-
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cessed via the command grdf, using the "-rdf atom" option and the "-com" flag if
performing a center of mass calculation.
3.5.3 Counting Hydrating Contacts and Determining Frac-
tional Degrees of Hydration
In Figure 3-8, a sodium dodecyl sulfate (SDS) surfactant is depicted in both micelle
and monomer environments. A key output of a simulation is the trajectory of the
system - a series of positions for each atom in the system recorded as a function of
time. Based on the selection of a proper cutoff radius, then, one can readily count the
number of hydrating contacts experienced by each surfactant group at any instant
of time by comparing the positions of atoms defined as hydrating to the positions of
the atoms constituting the groups of interest. Following Stephenson and coworkers,
hydrating atoms are considered as those capable of participating in the hydrogen
bonding network of water (the hydrogens and oxygen of water itself; ions such as
sodium; hydrogen bond donors, such as the hydrogens attached to electronegative
atoms like oxygen or nitrogen; and hydrogen bond acceptors, such as the oxygens
in ketones, ethers, and esters).1O" Furthermore, contacts are considered to be inter-
molecular in origin only (e.g., in the monomer simulation, only contacts with ions
and water are considered, and not contacts with hydrating atoms within the same
molecule).204 Then, the fractional degree of hydration can be computed as
Nhy'c (a) - (Nhy,mon (a) - Ns,(3.5.5)
where SIH indicates that all solvent (water), ion, and hydrogen bond acceptors or
donors are considered, and SI indicates that only solvent and ions are considered.
The purpose of subtracting the term NS{,mon (a) - NI'rHmon (a) in the numerator of
Eq. 3.5.5 is to approximately eliminate the counting of contacts of a group with a
hydrogen bond acceptor or donor on the same molecule (recall that the counting of
contacts is intended to capture intermolecular contacts). Note that this subtraction
is not done directly due to limitations in the routine used by GROMACS to count
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contacts (i.e., there is no mechanism for prohibiting intramolecular contacts in that
program).
As shown in Figure 3-8, the process of counting hydrating contacts requires selec-
tion of a cutoff radius. Determination of an appropriate value for this radius requires
defining the notion of contact itself. For the purposes of the CSMT framework, where
the goal is to quantify the hydrophobic effect, contact between a group on the sur-
factant molecule and a hydrating group should indicate that the hydrating group has
been in some way affected by the presence of the surfactant group. It is well known
that both hydrophilic and hydrophobic groups affect the local structure of water, by
inducing the formation of solvation shells,205 208 in which water is in some sense immo-
bilized relative to bulk conditions.1 3 ,'2 0' Accordingly, it makes sense to select a cutoff
which encompasses the relatively immobilized water molecules and other hydrating
groups.
In order to assess what an appropriate cutoff value might be, and whether a
single cutoff value can be used across different group types and different surfactant
molecules, I simulated radial distribution functions for water about various groups in
sodium dodecyl sulfate (SDS) and octaethylene glycol monododecyl ether (C1 2E8 ),
as shown in Figures 3-9 to 3-12. In Figures 3-9 and 3-11, carbon groups at the start,
middle, and end of the alkyl chain in SDS and C12E 8 , respectively, were selected. In
Figure 3-10, the various groups in the sulfate head of SDS were considered. In Figure
3-12, oxygens throughout the ethoxylate region in C12Es were considered, including
the first ether oxygen connected to the alkyl tail, an intermediate (the fourth) ether
oxygen, and the terminal alcohol group. In all these figures, the presence of peaks and
valleys in the rdf profiles indicate structuring of water (representing regions of higher
and lower density characteristic of the solvation shell concept, with a more compact
structuring about hydrophilic groups, such as oxygen). Based on these results, I have
found that a cutoff of 0.55 nm provides a fairly consistent demarcation between the
region inducing structure in water and the bulk region (where rdfs approach unity
and do not exhibit large peaks and valleys). This cutoff appears to work well for
both SDS and C12E8 , and, furthermore, appears to be reasonably consistent with
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Micelle Simulation
Regular-Geometry
Core Boundary for the
Surfactant Micelle
Monomer Simulation
SASA Probe
Cutoff Boundary for
Counting Water Contacts
Figure 3-8: Schematic illustrating the concept of counting water contacts and deter-
mining solvent accessible surface areas (SASAs) in monomer and micelle computer
simulations. The surfactant depicted is sodium dodecyl sulfate (SDS). The centers of
individual atoms are denoted with small circles (see the diagram for the color code),
while the large circle surrounding each center approximates the van der Waals radii
of the atoms (sodium and water not shown for clarity). The SASA probes approx-
imate the radius of water as 1.4A, and can approach atom centers only as close as
the sum of the probe radius and the atom van der Waals radius. Adjacent atoms
can obstruct the probe, decreasing SASA accordingly. The monomer simulation is
used to obtain SASAa, while the micelle simulation is used to obtain SASAcre (both
SASA's are displayed in orange). The obtained SASAcre is always larger than the
idealized core boundary (depicted as a dashed line, and determined using a dividing
surface approach, as described in Section 3.3). Simulations also provide a means to
determine the number of hydrating contacts that each group experiences in the two
environments. The cutoff boundary for counting contacts is determined as described
in the text.
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consideration to both hydrophobic and hydrophilic groups. In Chapters 5 and 6, I
will make use of this cutoff in making micellization predictions.
3.5.4 Group and Core Solvent Accessible Surface Areas
The concept of a solvent accessible surface area (SASA) was first introduced by Lee
and Richards184 in their study of the structural characteristics of proteins. Computing
the SASA requires knowledge of the van der Waals radii, Rvdw, of all atoms in the
molecule (see Table F.1 in Appendix F), and the selection of a spherical probe of
radius Robe, which approximates the size of the solvent of interest. For water, Lee
and Richards used the value Rp,,obe 1.A, 184 which I have also used in this Thesis.
Conceptually, the SASA is the area of the surface obtained by rolling the probe about
the molecule (as shown in Figure 3-8 of Section 3.5.3), treating both the probe and
the molecule as hard surfaces which cannot interpenetrate and are always in contact.
The center of the probe traces out the surface, and consequently the surface is always
located, at minimum, a distance Rvdw + Rpobe from the nearest atom center. Note
that the notion of rolling the probe is for illustrative purposes only - the surface itself
may be discontinuous. In GROMACS, the actual calculation of SASA utilizes the
Double Cubic Lattice Method developed by Eisenhaber and coworkers,209 which uses
two lattices containing atom center and surface dot information, respectively. This
algorithm is a variation of the original algorithm due to Shrake and Rupley,"' which
also used dots to represent three-dimensional surfaces.
Computation of SASA in GROMACS requires specification of a calculation group
and an output group. The calculation group consist of all groups which are consid-
ered to contribute to the full surface being probed. The output group can be any
subset of the calculation group. The resulting SASA value is that associated with
this subset, where groups which are not in the output group, but are still in the
calculation group, can impact the SASA calculation by shielding the output groups.
For SASA, calculations in the monomer state, the calculation group is the entire
surfactant molecule, and the output group is the group a of interest. For SASAcore
calculations, both the calculation group and the output group comprise all the sur-
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Figure 3-9: Radial distribution functions of water about various alkyl groups in
sodium dodecyl sulfate (SDS) in the monomer state. Three carbon groups at dif-
ferent positions in the alkyl chain are selected for comparison purposes, ranging from
the terminal methyl group (Cl2) to the methylene group alpha to the sulfate (C1).
The vertical dashed line indicates a proposed cutoff of 0.55 nm to determine the on-
set of the bulk disordered state for water (i.e., the boundary of the hydration shells
surrounding the selected groups). Note that there are few, broad peaks and valleys
in the rdf of water, indicating a looser structuring of water about these hydropho-
bic groups. The proposed cutoff appears to demarcate fairly well the start of the
disordered region for water, as indicated by an rdf profile that rises to unity.
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Figure 3-10: Radial distribution function of water about various atoms in the sulfate
head group of sodium dodecyl sulfate (SDS) in the monomer state. The oxygen
connecting the sulfur to the alkyl tail, the sulfur itself, and the three oxygens bearing
the majority of the sulfate charge are considered separately. The vertical dashed line
indicates a proposed cutoff of 0.55 nm to determine the onset of the bulk disordered
state for water (i.e., the boundary of the hydration shells surrounding the selected
groups). Note that there are numerous peaks and valleys in the rdf of water, indicating
multiple shells. The proposed cutoff appears to demarcate fairly well the start of the
disordered region for water, as indicated by an rdf profile that rises to unity.
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Figure 3-11: Radial distribution function of water about various alkyl groups in
octaethylene glycol monododecyl ether (C12 E8 ) in the monomer state. Three carbon
groups at different positions in the alkyl chain are selected for comparison purposes,
ranging from the terminal methyl group (C12) to the methylene group alpha to the
first ether oxygen (C1). The vertical dashed line indicates a proposed cutoff of 0.55
nm to determine the onset of the bulk disordered state for water (i.e., the boundary
of the hydration shells surrounding the selected groups). Note that there are few,
broad peaks and valleys in the rdf of water, indicating a looser structuring of water
about these hydrophobic groups. The proposed cutoff appears to demarcate fairly
well the start of the disordered region for water, as indicated by an rdf profile that
rises to unity.
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Figure 3-12: Radial distribution function of water about various oxygen groups in
octaethylene glycol monododecyl ether (C12Es) in the monomer state. The first
ether oxygen connected to the alkyl tail (01), the fourth ether oxygen (04), and
the terminal alcohol group (09) are considered. The vertical dashed line indicates
a proposed cutoff of 0.55 nm to determine the onset of the bulk disordered state
for water (i.e., the boundary of the hydration shells surrounding the selected groups).
Note that there are numerous peaks and valleys in the rdf of water, indicating multiple
shells. The proposed cutoff appears to demarcate fairly well the start of the disordered
region for water, as indicated by an rdf profile that rises to unity.
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factant groups identified as tail. Note that heads are not considered because these
are not introduced in the molecular-thermodynamic thought process until the steric
free-energy step (see Section 2.4 of Chapter 2 for more information). However, the
amount of surface shielded by the head-tail bond must be subtracted, just as is done
to calculate the interfacial area of the idealized micelle geometry exposed to water
for the purposes of assessing the interfacial free-energy contribution to the free en-
ergy of micellization. Denoting the output of GROMACS as SASA', the value of
SASAcore to be used in calculations like Eq. 3.2.10 is given by
SASAcore= SASA' - A0, (3.5.6)
where AO/n (with n the micelle aggregation number) is typically taken to be 21A 2 .148
3.5.5 Analysis Protocols
Analysis of Monomer Simulations
In the steps which follow, all GROMACS commands are accompanied with the spec-
ification of various files pertaining to the simulation and with a file containing indices
of the atoms of interest for any particular calculation (an index group file). The full
details of these commands can be found in the GROMACS manual.' 90
(1) Center the simulation on the monomer using gtrjconv with the "-pbc no-
jump" option and the "-center" flag.
(2) Determine the time-dependent behavior of the solvent accessible surface area
of the monomer, SASAmonomer, using gsas with the "-probe 0.14" option (for a
probe of 1.4A).
(3) Select the time window for analysis, based on convergence in the SASAmonomer
value (allowing a minimum start time of 5 ns to avoid initial simulation conditions).
Note that some monomers exhibit self-association between different regions of the
monomer (e.g., in ethoxylated surfactants, some period of time is spent with the
ethoxylated head group interacting with the alkyl tail, reducing SASAmonomer ac-
cordingly; in twin-tailed surfactants one can observe the two tails interacting) - in
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these cases, the convergence of SASAmonomer to a steady distribution is very im-
portant. For example, although there may be approximately two discrete values for
SASAmonomer observed at equilibrium (associated and not-associated), the conver-
gence in the relative frequency of these two states is what is important.
(4) Determine SASA, for each group a in the surfactant. The same option for
g-sas as in Step (2) above is used.
(5) Determine the number of hydrating contacts excluding hydrogen-bonding
atoms in the surfactant (i.e., contact with just water and ions), and include them
using gmindist with the "-d 0.55" option (for a cutoff radius of 0.55 nm, writing
to a file specified with the "-on" flag. Use ganalyze to perform block-averaging of
the transient data obtained.
Analysis of Micelle Simulations
As with the monomer simulation analysis protocol above, full details for the com-
mands mentioned below are found in Ref. [190].
(1) Center the simulation on the micelle using g trjconv with the "-pbc nojump"
option and the "-center" flag.
(2) Determine the time-dependent behavior of the solvent accessible surface area
of the micelle, SASAmiceaie, using gsas with the "-probe 0.14" option (for a probe
of 1.4A).
(3) Select the time window for analysis, based on convergence in the SASAmiceie
value (allowing a minimum start time of 5 ns to avoid initial simulation conditions).
(4) Determine the radial distribution functions (rdfs) for each surfactant group
relative to the center of mass of the micelle using g rdf with the "-rdf atom" option,
the "-com" flag and the "-bin 0.05" option (for a bin width of 0.5A).
(5) Determine the time-averaged, median radial positions of all surfactant groups
based on the rdfs obtained in Step (4) above. This is accomplished by determining
the fraction of time that a group b of type B spends in each histogram bin of the
rdf for the full set B. This is the probability, Pb,bin, of finding a group b in the bin,
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computed from the set of goB,bin values as follows:
nbin
Pb,bin Zbins nbin
90B,binB binA'rbin
Ebins 90B,binPB binArbin
2
goB,binrb 2
= n90B,binfin (3.5.7)
Ebins 90B,binrbin
where rbin is the center of the bin, and 90B,bin is the value directly obtained from
g_rdf. One then sums across bins, starting from the center of mass of the micelle,
and proceeding outward radially, until the probability first reaches (or exceeds) 0.5.
Linear interpolation is then used to determine the radial position corresponding to
the median (the position where the cumulative probability is exactly 0.5). Other
percentiles can be obtained in a similar fashion, with a cumulative probability of 0.25
corresponding to the first quartile, and a cumulative probability of 0.75 corresponding
to the third quartile. This technique was used to prepare Figures 3-5 and 3-6 in
Section 3.3.
(6) Sort the surfactant groups by their median radial positions from outermost to
innermost. Develop rdfs about the center of mass of the micelle for the set of water
plus ions, water plus ions plus all instances of the outermost group, water plus ions
plus all instances of the two outermost groups, etc., working down the sorted list.
The same options for grdf as in Step (4) above are used.
(7) Determine the radial location of the dividing surface according to the iterative
scheme described in Section 3.3. Record the set of tail groups based on this dividing
surface (the set of groups with median positions less than the radial location of the
dividing surface).
(8) Determine SASAore. The same option for g_ sas as in Step (2) above is used.
(9) Determine the number of hydrating contacts (contacts with water, ions, and
hydrogen-bonding atoms) using gmindist with the "-d 0.55" option (for a cutoff
radius of 0.55 nm, writing to a file specified with the "-on" flag. Use ganalyze to
perform block-averaging of the transient data obtained.
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CSMT Calculations
This section focuses on the computation of Ytr,CSMT, according to Eq. 3.2.10, which
I reproduce below for convenience:
gtr,CSMT = tr,+ (1 - fa + (afa) gtr,a+ fint -1 + Cafan SASAa (3 .5. 8)
a [ SASiicorej
(1) Compute fa for each group a in the surfactant, using the hydrating contact
data prepared in Step (5) of the monomer simulation analysis protocol and Step (9)
of the micelle simulation analysis protocol, according to Eq. 3.5.5.
(2) Determine <a as 0, if group a is a head group, and as 1, if group a is a tail group,
based on the head/tail identification obtained in Step (7) of the micelle simulation
analysis protocol.
(3) Determine fint using the MT model for the interfacial free energy, as applied
to the simulated aggregate with aggregation number n and the identified surfactant
tail.
(4) Select a solubility model from which gtr,o and gtr,a can be readily calculated
(see Section F.5 of Appendix F).
(5) Compute gtr,CSMT according to Eq. 3.5.8.
3.6 Conclusions
In this Chapter, I described the general CSMT framework developed by Stephenson
and coworkers,108-110 which aims to improve the quantification of the hydrophobic
effect (which drives surfactant micellization behavior in aqueous media) using molec-
ular dynamics computer simulations. I discussed how the use of only two simulations
(that of a surfactant in a monomer state and a micelle state) is required in order to
determine a transfer free energy that can be used in the original MT framework to
make micellization predictions without further simulation effort required. This en-
ables the development of libraries of simulation data for pure surfactants which can
be used by users lacking advanced computational resources.
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I then presented one of my key contributions to the CSMT approach: a method
for identifying the head and tail of a surfactant using a dividing surface approach
applied to the simulated surfactant micelle. Head and tail identification is critical to
the success of both the MT and CSMT models. Previously, rules of thumb were used
to make this determination. The dividing surface approach can be applied equally
well to ionic and nonionic surfactants and is made self-consistent through an iterative
scheme which yields the final location of the dividing surface, taken to be equivalent to
the micelle core-water interface invoked in MT modeling. Practical examples involving
sodium dodecyl sulfate (SDS) and octaethylene glycol monododecyl ether (C12 E8)
were presented.
Next, I discussed the simulations settings that I have used in applying the CSMT
framework to the systems studied in Chapters 5 and 6. I also discussed briefly the
automation framework that I developed to rapidly prepare simulation input files based
on user input of surfactant chemical structures. Full details of this useful framework
are presented in Appendix C.
Finally, I discussed the specific analysis protocols applied to the monomer and
micelle simulation results in order to obtain fractional degrees of hydration, solvent
accessible surface areas, and, ultimately, the CSMT transfer free energies needed for
micellization property prediction.
In the next Chapter, I will describe a statistical-thermodynamic theory for eval-
uating the packing of surfactant tails within a micelle core. Specifically, this theory
is a single-chain, mean-field theory which aims to quantify free-energy penalties as-
sociated with the confinement and constraint of these tails, provided an appropriate
chain model for the internal degrees of freedom of each surfactant tail. I present the
Rotational Isomeric State model as one such chain model, and describe how packing
calculations for branched surfactant tails can be performed.
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Chapter 4
Chain Packing Theory for Linear
and Branched Surfactant Tails
4.1 Overview
The packing free-energy contribution to the free energy of micellization describes the
entropic penalty associated with confining surfactant tails within a micelle core - a
penalty which is a function of not only the geometry of the micelle core but also of the
specific chemical structure of the surfactant tail.81,82 This confinement is accompanied
by a constraint which serves to distinguish the micelle core model from an oil droplet;
namely, in contrast to the oil droplet, where hydrocarbon chains are free to translate
throughout the droplet, at least one end of each surfactant tail within a micelle core
is constrained to reside at the core-water interface. This constraint arises from the
chemical bond between the surfactant tail and head, and the preferential localization
of the head at the solvent-side of the interface." Note that this constraint does not
prevent lateral translation of the head-tail connection along the interface. In fact,
the dynamic behavior of surfactant tails within a micelle core is such that the core
environment is still quite disordered and liquid-like," as shown by various alkene
oxidation, 86 radioactive tracer,21 and fluorescent probe experiments. 2  In analogy
to the phase behavior of hydrocarbon oils at room temperature, this liquid-like state
within the core is expected to be valid for linear alkyl tails up to 16 carbons in length,
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beyond which some preferred alignment may begin to occur." Since branching in
alkanes generally lowers the melting point relative to that for a linear alkane of the
same primary chain length," it is not unlikely that a fluid-like environment in micelle
cores comprising even longer-tailed branched surfactants may be found.
To model the behavior of the surfactant tails within the liquid-like environment
of a micelle core (specifically, to determine the probability distribution of tail orienta-
tions and conformations), we first assume that the behavior of any single chain within
a homogeneous, multicomponent micelle can be viewed as being representative of all
the other chains of the same species.82 Accordingly, we only need to analyze the en-
ergetic behavior of one representative chain for each species present, thereby reducing
the complexity of the problem considerably.'4 8 To relate the problem of developing
chain statistics for the packed state relative to an unperturbed state, for which chain
models are typically developed,21 the concept of a mean field is introduced, which
aims to capture implicitly the impact of all the chains in the core on the representa-
tive chain to be studied.2" In this thesis, I make use of the single-chain, mean-field
(SCMF) theory of Ben-Shaul, Szleifer, and Gelbart,82 which enables the calculation
of any observable which depends on chain conformation, given a chain model and
the specification of constraints appropriate to the system of interest. Examples of
conformation-dependent observables include the packing free energy itself, various
order parameters, and moments of the distribution of individual atomic groups of the
chain in space. For example, using the SCMF theory one can determine the mean
radial position of the terminal methyl group of a linear alkyl chain (see Chapter 5
for examples), thereby enabling comparison with alkene oxidation experiments, which
appear to indicate that this group is often located quite close to the micelle core-water
interface, in contrast to interior methylene groups in the chain.' 86
When the SCMF theory is applied to a micelle core, we will see that the mean
field arises naturally from application of a constant density constraint throughout the
micelle core, reflecting the experimental observation of core fluidity. The packing free
energy can be accurately computed from: (a) knowledge of the internal energy of the
central chain as a function of conformation, (b) possession of a scheme for sampling
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chain conformations, and (c) a self-consistent solution for the mean field.s, 2 1 4
In this Appendix, I first describe the equations involved in the SCMF theory,
deriving the expressions relevant to chain packing in a micelle core. Then, since the
SCMF theory requires a chain model to assess the internal energy of a chain as a
function of its conformation, I will discuss one particularly useful chain model that I
use in my chain packing calculations: the Rotational Isomeric State (RIS) model of
Flory.2" Specifically, I will present the RIS model applied by Mattice and Santiago
to linear alkanes2" (based on the earlier work of Abe, Jernigan, and Flory21 ), as
well as the RIS model applied by Mattice to branched alkanes.2" These two classes
of chains constitute the main types of chains encountered in the surfactant systems
discussed in this thesis. As needed, the specific values of the RIS parameters used
may be modified to account for stiffer chains (e.g., fluorocarbons, 21 8).
4.2 Single-Chain, Mean-Field (SCMF) Theory
4.2.1 The System and Its Natural Variables
In the molecular-thermodynamic framework presented in Chapter 2, a surfactant
solution is modeled as containing dispersed components (monomers) and aggregated
components (micelles). The solution as a whole is kept at constant temperature (T),
pressure (Pext), and number of moles of each species ({Nj,sostion}, where i indexes
the species). Each type of micelle is parameterized by a set of aggregation numbers
for each species ({ni, }, where i indexes the species and ( indexes the micelle type),
a geometry (typically a sphere, cylinder, or bilayer), and a size. Assuming that the
micelles are incompressible, with a liquid-like core, the micelle core volume can be
calculated as follows:
V Zni,, core, (4.2.1)
where Vi, ,core is the molecular volume of species i present in the core of a micelle of
type (. In the case of a surfactant, Vi,.,core is the surfactant tail volume, computed
from experimental data for the density of pure oils at T and Pext. (The underbar
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used with the micelle core volume, _Q, denotes extensivity.) The oils are chosen to
be analogous to the surfactant tail (e.g., a 12 carbon linear alkyl tail would have
dodecane as an analog).81 (In the case of a fully-encapsulated solubilizate, Vi, ,core
would be the molecular volume of the solubilizate, determined from the density of
the pure solubilizate in a liquid state.)
Within the SCMF theory, the micelle core itself is defined as the system. It
is modeled as containing a constant number of tails (nr = E> nja), with constant
core volume (V.,) and temperature (T = T). From a statistical-thermodynamic
standpoint, holding these natural variables constant corresponds to: (i) the use of
a canonical ensemble in describing the thermodynamics of the system, and (ii) the
use of a Helmholtz free energy in describing the energetics of the system. As a
result, when discussing the packing free energy, I will use F kack for the total micelle
core packing free energy (analogous to an extensive quantity) and fpack for the per-
surfactant packing free energy (analogous to an intensive quantity), where F and f
indicate a Helmholtz free energy. As indicated in Chapter 2, a PV work term of the
form PextV4 is needed to convert the Helmholtz free energy of the micelle core system
to a Gibbs free energy for the purpose of evaluating reference-state chemical potentials
within the micelle-containing solution as a whole. However, as also demonstrated in
that Chapter, the Pext_. term is a negligible quantity for liquid systems. Therefore,
although one will sometimes encounter the symbol gpack in the literature in preference
to fpack ,81,148,161 the two expressions can be viewed as essentially synonymous (in the
references cited, they are equivalent - the PextV, has been set to zero).
4.2.2 The Maximum Entropy Principle
With the system defined, one can proceed with the derivation of the equations of the
SCMF theory. There are two equivalent approaches. The first, which I will not show,
begins with a description of the full partition function of the system, and progresses
through a series of approximations to the mean-field result. 219 The second makes use
of a maximum entropy (MAXENT) formalism, and I will focus on this approach, due
to its clarity of presentation. 8 2,219
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The MAXENT formalism, as applied to thermodynamic systems, was developed
by Jaynes" 0 ,"' from the seminal work of Shannon on information theory,2" where
the entropy of a probability distribution is defined as follows:
H (P1,P2,. .. ,PM) = -K pm lnpm, (4.2.2)
m
where pm is the probability of the system being in one of M discrete microstates,
indexed by m, and K is a constant.22 0 Here, the term microstate refers to a description
of the physical system at a molecular level - e.g., the specification of 6N positions and
velocities in a system containing N atoms.32 2 The function H is always greater than
or equal to zero, is maximal when all microstates have the same probability, and is
minimal when only one state has a non-zero probability of unity.22 Note that, based
on quantum-mechanical arguments, physical systems are always considered to have
a finite value for M, in spite of the fact that many variables, such as atom position
and internal energy, are often approximated as being continuous for convenience of
calculation.22 0' 22 4
The MAXENT formalism aims to determine a functional form for pm (referred
to as the probability distribution function, or pdf219) in an underspecified system
through maximization of H/K subject to constraints which represent the knowledge
that one possesses regarding the system at hand. The probability distribution derived
in this manner maximizes the uncertainty in how the system partitions between states.
That is, no additional information is imposed on the system beyond the constraints -
a "principle of minimum prejudice".223 When used to describe the thermodynamics
of physical systems, H in Eq. 4.2.2 is S, the entropy, and K is kB, the Boltzmann
constant.21 9
Using MAXENT, one can readily derive the probability distribution for a canonical
ensemble by invoking just two constraints:
SPm 1, (4.2.3)
M
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representing the normalization of the pdf, and
SPmem = (Cm) = U, (4.2.4)
representing knowledge of the total system internal energy, U, where Em is the in-
ternal energy associated with microstate m. The constraints of constant volume and
number of particles are implicitly contained in the enumeration of microstates. That
is, microstates which violate either of these two constraints (e.g., by proposing atom
positions outside of the system volume) are simply not considered.
The constraints in Eqs. 4.2.3 and 4.2.4 are added to H/K using the two Lagrange
multipliers @ - 1 and #, respectively, prior to maximization. (Note that the choice
of 4' - 1 as the Lagrange multiplier, rather than simply 0, affords a convenient
cancellation later in the derivation.) The constrained maximization is then carried
out using variational calculus to determine the functional form of pm. That is, we
write the variation
6 [Spmlnpm+(O'1) (i+Z m) ± 1  (M)±SPmEm) 0,7 (4.2.5)
which, when evaluated using the chain rule, yields
E 6pm [ln pm + ' +,36m] = 0. (4.2.6)
Since the variations opm are in general independent, the quantity in brackets in
Eq. 4.2.6 must be equal to 0 for the relation to hold, such that
PM exp ( ,!M) (4.2.7)Z
where
Z -- exp($) (4.2.8)
is a partition function.
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Inserting Eqs. 4.2.7 and 4.2.8 into Eq. 4.2.3 yields
Z = exp (-3Em),
and
= lnZ = In exp (-31m)-
m
(4.2.9)
(4.2.10)
At this point the Lagrange multiplier 3 is still an unknown. Below, we proceed
to ascertain its significance.
From Eq. 4.2.10, one can see that
04 Bln Z
0 3 0 3
1
Z E3exp (-m) m = mm = (Em).
m m
(4.2.11)
In fact, any constraint of the form
Z PmXm = (Xm), (4.2.12)
m
which expresses knowledge of the expected value of Xm through some physical mea-
surement, and is included in the maximization procedure through a Lagrange multi-
plier Ax, will produce a relation 220
04' ln Z
-~ 
-- x = (Xm). (4.2.13)
Another important relation can be found by taking the derivative of (cm) with
respect to #, which yields22 4
( exp ( 3m) Em) 0ZSexp (-3Cm) EmQ/ (4.2.14)
m 
3
= 
-0. 2 (Em) ,
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( m)
0#3
or
0(Cm)
0/3 (4.2.15)
Z a Z2
2 ) + (6m) 2M
where o' (em) is the variance of Em. The variance is always a positive quantity,
indicating that (Cm) (i.e., U) always decreases with increasing /3.
A general derivation relating # to the system temperature can be made by first
showing that
N (4.2.16)
PV
for the specific case of an ideal monatomic gas, using the MAXENT formalism to
construct an expression for the pressure from a kinetic theory.224 Relating Eq. 4.2.16
to the well-known ideal gas equation of state then yields
1 (4.2.17)
kBT'
demonstrating that the Lagrange multiplier # is the thermodynamic beta (1/kBT)
for this special case. 221'2 2 ' The constraint of constant temperature in a canonical
ensemble thus determines the value of 3.
Proving Eq. 4.2.17 for non-ideal systems involves the following thought process,
outlined by Tribus. 22 4 (I) Select two rigid, closed systems of interest with possibly
differing values of #, say 3' and #3", such that #3 < /3", without loss of generality.
These two systems have corresponding initial energies U, and UII, computed as in Eq.
4.2.4. (II) Allow the two systems to interact through energy exchange only (i.e., both
systems remain closed). Conservation of energy requires that the combined system
has an energy UT = U + UI, but information is lost regarding the energies of the
original two systems after equilibration. If these final energies of the two systems are
denoted U, and UfI, one knows only that UI + UI' - UT holds. This implies
- _U) + (Ul - U') = 0, (4.2.18)
which is another formulation of energy conservation. From a MAXENT standpoint,
knowledge of only the total energy LT yields only one energy constraint, with a
single Lagrange multiplier, say #T, shared by the two connected systems. We can
now evaluate three possibilities related to the change in energy of the systems after
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contact. (1) L2 > U , which implies that 3 < #3 (via Eq. 4.2.15), and U/I < U'
(via Eq. 4.2.18), such that #T > 3" (via Eq. 4.2.15). However, 31 < #Y" by choice
of system labels, and #T < #1 and #31 < #T leads to a contradiction, precluding
the assumption that U4 > U, is possible. (2) _U < U, which implies #3T > #I,
UI > L10, and #T < #11 (again, through application of Eqs. 4.2.15 and 4.2.18).
In this case, /1 < #T </3", implying that /3 #11. This is a valid outcome. (3)
_U = U, which implies #T = /13, El = U-I, and #T = 011 (applying the same
relations used in (1) and (2)), implying that #3 - # 3. This is also a valid outcome.
To summarize these three cases, energy flows in only one direction: from a system
with a low value of # to a system with a high value of /, and does not flow when
the /3 values are equal (described as "thermal equilibrium"). As a result, /3 can be
referred to as the "temper" of a system, such that comparison of the /3 value of two
systems immediately provides an indication for the direction of energy flow when the
two systems are brought into contact.224
It now remains to construct a meter to measure /, which will provide insight
into the functional form of # in the general case. One can select a small, closed,
and rigid system of monatomic ideal gas, such that Eq. 4.2.17 is already known to
hold generally, and Eq. 4.2.16 can be evaluated experimentally through measurement
of the pressure. 224 By the zeroth law of thermodynamics, if the meter reads the
same value of # when connected to each of the two original systems in turn, those
two systems are in equilibrium with each other, and each possesses that value of /.
Accordingly, at thermal equilibrium, regardless of the composition or non-ideality of
two systems brought into contact, Eq. 4.2.17 (# = 1/kBT) is always a measurable
outcome. Since Eq. 4.2.17 is independent of the extensive quantities of the meter, it
is used in preference to Eq. 4.2.16.
The net result of the discussion above is that the MAXENT formalism yields the
probability distribution for the canonical ensemble when the only constraints specified
are Eqs. 4.2.3 and 4.2.4, and Eq. 4.2.17 is applied to the probability distribution
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function that results (Eq. 4.2.7):
exp (-M)PM =T Z .(4.2.19)
One important consequence of the above arguments identifying the nature of # (and
the reason for that presentation here) is that one can now write
F= U -TS (4.2.20)
= PM (EM + kBT n pm)
and show that minimization of F with respect to the single constraint of Eq. 4.2.3
yields the same result of Eq. 4.2.7:219
6 [ZPm(cm +kBTlnpm) +(kBT i' - 1)) (i1+ E~) PM 0, (4.2.21)
where kBT (0' - 1) has been chosen as a Lagrange multiplier for convenience, leading
to
oPm [cm + kB Tnpm + kB To'] = 0, (4.2.22)
m
and
exp E-M
Pm = e Zp ' (4.2.23)
where
Z = exp (0') = exp kBT+ . (4.2.24)
Equation 4.2.24 is clearly equal to Eq. 4.2.9 since Eq. 4.2.17 holds.
This form of the MAXENT formalism is generally more convenient for use, since
one can propose any free energy expression F which depends on chain conformation,
and follow the same minimization procedure to readily obtain the appropriate pdf pm.
As an example, if one wanted to incorporate the effect of enthalpic mixing between two
dissimilar chains into the packing model (e.g., fluorocarbon and hydrocarbon chains),
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one need only propose a functional form for the mixing free energy (e.g., a regular
solution expression involving local volume fractions and an interaction parameter139 )
and combine that with the free energy in Eq. 4.2.20 to obtain a new free energy
functional which can be minimized with respect to the usual constraints to obtain
PM.
4.2.3 Derivation of the Multicomponent Packing Probability
Distribution Functions
The Helmholtz free energy of a system under constant NVT conditions was presented
in general form in Eq. 4.2.20, repeated here for completeness:
E = pm (Em + kBT In pm), (4.2.25)
where m is a microstate of the system corresponding to full specification of its degrees
of freedom. In the SCMF theory, the Helmholtz free energy, Ec,,,, related to packing
chains into a micelle core of type (, is simplified considerably by assuming that it can
be calculated from the free energies associated with individual chains.2 26 In other
words,
Ecore,6 n a&, E i6(cu + kBTlnpwi,,)] (4.2.26)
where wi is a microstate of a central chain of species i, characterized by a full specifi-
cation of its conformation and orientation, 226 p,, is its associated probability distri-
bution function in the specified core, e, is its associated internal energy (independent
of core type), a,6 is the mole fraction of species i in the core, and n6 is the total core
aggregation number. As discussed in Section 4.2.2, kBT = 1/f. In the discussion
that follows, I will drop all reference to the index (. It will be assumed that we are
working with only one micelle type at a time in determining chain properties and
packing free energies.
To apply the MAXENT formalism presented in the previous section, we now
specify the system constraints. As usual, we require normalization of the probability
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distributions. In this case we have such a constraint for each species i, as follows:
Z pa, = 1. (4.2.27)
Wi
We also have a new constraint imposed on the system due to the recognized fluidity of
the core. Specifically, this information implies constant density throughout the core,
which can be written as:
S ai 1 p.,v., (r) = A(r) (4.2.28)
n
where v, (r) is the volume of species i (per length) at radial position r in microstate
wi, and A (r) is the area of the micelle core geometry at position r. For spheres, r is
the usual radial position measured from the center of the sphere, with A (r) = 47rr 2 .
For cylinders, r is the cross-sectional radial position normal to the central axis, with
A (r) = 27rrL, and L the length of the cylinder. For bilayers, r is the normal distance
from the bilayer mid-plane and A (r) = 2LW, where L is the bilayer length, and W
is the bilayer width (there are two planes for any given r, except at r = 0). Although
various models for v, (r) may be considered, a simple model assigns a volume for
each atomic group in a chain to the point in space corresponding to its center of
mass. 21 9 That is,
ve, (r) = 6 (r - rs (wi)) v,, (4.2.29)
where J is the delta function (providing the per-length units to v,, (r)), r, (wi) is the
radial position of group s in species i in microstate wi, v is the volume ascribed to
group s (computed from density data or van der Waals radii), and the summation is
over all the groups in the molecule of interest (implicitly dependent on i). Note that
Ir=R 
r=R] vo (r) dr = 6 (r - r, (wi)) vedr = Vs Vi,core, (4.2.30)
where R is the position of the micelle core-water interface.
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Since the micelle is modeled as being incompressible, Eq. 4.2.1 holds. This equa-
tion can be rearranged as
n = 
- , (4.2.31)
after substituting ni = ain. Inserting Eq. 4.2.31 into Eq. 4.2.28 then yields
azi p vi (r)M = A r) vavg, (4.2.32)
where Vavg = E aiVi,core is the composition-weighted average of the core species
volumes (a quantity fixed by the specification of micelle composition in the case of
a strict surfactant head/tail assignment). Since the volumes of the three regular
geometries are !7rR 3 for a sphere, irR 2 L for a cylinder, and 2LWR for a bilayer, the
ratio of radially-dependent area to volume becomes
A (r) srs-1
V ,S (4.2.33)V Rs
where s is a geometry-dependent shape constant, given by
3 for a sphere
s { 2 for a cylinder (4.2.34)
1 for a bilayer
Note that Eq. 4.2.33 has no dependence on L for a cylinder, or on L or W for a
bilayer.
Inserting Eq. 4.2.33 into Eq. 4.2.32 yields a final form for the constant density
constraint. Specifically,
/ai 1 pwvw, (r) = srs Vavg . (4.2.35)
We now proceed to minimize Eq. 4.2.26, subject to the constraints in Eqs. 4.2.27
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and 4.2.35, using Lagrange multipliers. Specifically,
n E ai [, p (E,, + kBTInp)]
+ ZE [nakBT (0V - 1)] (-1 + E i PW)
±f"j R [n7 (r](Srs- Vavg + Zi 'ai Zw, PwiVwi (r))
= 0, (4.2.36)
where naikkBT (0i - 1) is a convenient Lagrange multiplier for the normalization con-
straints, and nr (r) is a convenient Lagrange multiplier for the constant density con-
straints (a continuous set of constraints, requiring satisfaction at each point r). Car-
rying out the variation in Eq. 4.2.36 yields
OZ! 56pwi Ew + kB T (0i + In p,,) + jr= (r) v,. (r) drl 0.Wi I r=R (4.2.37)
Since the individual opw may vary independently, the argument
be equal to zero. That is,
exp (-#Ecj exp (-# R (r) dr)
p7 = ,
in brackets must
(4.2.38)
where
Zi = exp ( ) ,
is the partition function for the central chain representing species i, and
(4.2.39)
= ln ( exp (-#E3j exp (_ -# R 7r (r) v, (r) dr).
Wir=0
(4.2.40)
In practice, the continuous Lagrange multiplier function 7r (r) is often replaced
with a discrete set of multipliers {7ri}, where 7r, is the Lagrange multiplier corre-
sponding to application of the constant density constraint in a layer of finite thickness,
indexed by 1. In that case, the integral in Eq. 4.2.38 becomes
rr=R
ir (r) v, (r) dr ~ 5 ri1 (4.2.41)
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where v,, is the volume of chain i in microstate wo found in layer 1. The probability
distribution function p, is then given by
pi =exp (-pe) exp (-3 El 71v~ji) (4.2.42)zi
where
Z= exp (-3Ej exp -# 7rvw,) . (4.2.43)
Ws
The constant density constraint in Eq. 4.2.35 becomes
a PpWiVWil = so'' i j r8- 1 dr, (4.2.44)
i i R8 fr TOl
where the integral bounds r = ro,j and r = r1,1 specify the thickness of the layer. A
layer-based approach typically involves layers of small widths ri,j - ro,j ~ 1.5A, or
the length of a C-C bond. This represents a suitable trade-off between accuracy and
performance in solving for the 7r, values.
To carry out practical calculations, one needs to select a suitable model for each
chain from which a representative sampling of the microstates wi can be performed,
and cs and v,, values can be assigned. Initial guesses are provided for {r 1 } (typically
setting these uniformly to zero), and a non-linear solver is used to find the values of
{7r } which allow the fulfillment of Eq. 4.2.44 in all the layers of the micelle core. Once
these Lagrange multipliers are determined, all the expectation values of quantities
that are functions of the chain microstate can be computed as follows:
(Xwi) = 1pwXu2 . (4.2.45)
Wi
An effective non-linear solver that I have used to find {7r,} involves the modified
implementation of the Powell Hybrid method found in MINPACK. 156
An additional subtle feature of the packing problem allows one to reduce the
number of equations to be solved by-1. Since the layer volumes sum up to yield the
fixed micelle core volume, only L - 1 {7ri} values are independent. This can be seen
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by manipulating Eq. 4.2.42, including setting 7r = 'F + 7r', where 7r' is an arbitrary
constant. We find that
-wi Zexp (-#Ce) exp (-# E> (' + 7') vi,i)
exp (-#eC) exp (#E, ('1 + 7r') vwi,,)
_ exp (-Of64) exp (- 7,rios,;1) exp (#rv~oe
Z, exp (-#Ce) exp (-# E, ivwji) exp (+#7r'Vi,core)
exp (-#6,) exp (-# E, 1vwo , 1) (4.2.46)
E exp (-#1E,) exp (-# E, Riow,;)'
because Ei v, = vi,coe, and exp (+#3r'vi,core), as a constant, can be factored out of
the summation and cancelled from the numerator and the denominator. From the
standpoint of numerical solution of the constant density constraints, this probability
distribution function is identical to Eq. 4.2.42. That is, the symbols {7ri} or {'i} are
functionally equivalent, indicating that the offset 7r' may be selected freely. Freedom
of choice of the value for the constant g' allows setting any one particular i1 (but
only one) to a fixed value, say 0, thereby demonstrating the reduction in the number
of independent equations from L to L - 1.
With Eq. 4.2.42 in hand, we can substitute it into Eq. 4.2.26 to obtain a final
expression for the core Helmholtz free energy. Specifically,
Ecore = n ai p ew + kBTIn exp (-incj.exp (-0EZiZi
= n aj zp (-kBTInZi - Z riv ,,)] (4.2.47)
or
Ecore =n ai -kBT In Zi - Zivi (Vei, ) (4.2.48)
i .1
where (vw,i) is the expectation value for the volume of the central chain representing
species i found in layer 1 of the micelle core - that is, averaged across all microstates
W)i.
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4.2.4 The Packing Free Energy
As a free-energy contribution to the free energy of micellization, the packing free
energy conceptually links the states of free, unconfined, unconstrained surfactant
tails in an oil-like phase with the same tails packed within the confinement of the
micelle core geometry. The Helmholtz free energy described by Eq. 4.2.48 in Section
4.2.3 represents the final state. It now remains to evaluate the Helmholtz free energy
of the initial, free state, which I will denote as Ffree, and calculate as follows:
Ff ree = n ai [Z wifree (Euji + kBTlnPwijree)] , (4.2.49)
where a dependence on the micelle type, (index suppressed), arises from the compo-
sition of ( (i.e., the mole fractions {ai}) and its total aggregation number (i.e., n). We
need to determine, as before, the functionality represented by Pws,free, the probability
distribution function of a central chain representing species i in microstate wi. The
MAXENT formalism can again be used, where the notion that each central chain has
an average internal energy, (eWi)fee, allows us to minimize Fee, with respect to any
constraints. Since the free environment represents one in which each chain is con-
sidered to be in an unperturbed state, and the unperturbed state (i.e., the isotropic,
bulk state) is well-characterized by the use of an RIS chain model,... only a single
constraint is required, related to normalization of Pwi,free. That is,
Z Pwi,free 1. (4.2.50)
Wi
Following the derivations of Section 4.2.3, the minimization procedure yields
Pwi,free = exp , (4.2.51)
Zifree
where ZiJree is the partition function for the central chain representing species i in
153
the free state, defined as
Zi,free = exp (-#,Ec) . (4.2.52)
Note that pws,free has no dependence on the micelle core type (, as expected for a free
chain. Furthermore, there are no Lagrange multipliers to solve for! Substituting Eq.
4.2.51 into Eq. 4.2.49 yields
Efree = n ai (-kBT InZi,free) (4.2.53)
The packing free energy can now be computed as a difference between the final
(core) and initial (free) states. Specifically,
Epack =Love - Efree, (4.2.54)
where substituting Eqs. 4.2.48 and 4.2.53 into Eq. 4.2.54 yields the following useful
working expression:
Epack -n ci -kB InZ Zi - 17ri (v"i ). (4.2.55)
,fjree
In contrast to the individual core and free states, where the partition functions
grow unbounded as the sampling increases, Eq. 4.2.55 crucially contains a ratio of
partition functions, which will converge to a finite value. It is important to recognize
this distinction between computing an expectation value and computing a partition
function. Expectation values can be computed using Eq. 4.2.45 for any number of
samples, and their numerical values will typically converge as the number of samples
is increased. Partition functions will never converge, and their absolute calculation
would rely on a full enumeration of all possible microstates (finite, due to quantum
mechanical principles, but inaccessibly large). Fortunately, one is always interested
in differences between states and the associated free energies which exhibit ratios of
the type present in Eq. 4.2.55.
Self-consistent evaluation of Epack, and Zi/Zi,free in particular, can be accom-
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plished using several strategies. For longer chains, use of the Monte Carlo approach
described in Appendix B is effective. For shorter chains, a more efficient strategy in-
volves: (i) fully enumerating the conformations of each central chain (e.g., in the sense
of specifying dihedral angles and using an RIS model to evaluate internal energies),
and (ii) randomly sampling external orientations of the chain in space in a manner
which samples the whole of phase space (see Appendix A for details - in the case of
three-state RIS models, this is computationally feasible for no more than around 18
to 20 rotatable bonds). Subsequently, for the purposes of calculating Zi, chains which
are found to possess atom groups that lie outside the core volume are assigned an
infinite internal energy (zero probability of occurrence). Otherwise, if all atom groups
are within the core volume, the internal energy cs determined from the chain model
is used to calculate the energy-related Boltzmann factors. For the purposes of calcu-
lating Zi,free, in contrast, the internal energy e determined from the chain model is
always used in calculating the energy-related Boltzmann factors, irrespective of chain
conformation. That is, an infinite internal energy penalty is never applied, since there
is no concept of a confining geometry in the free state. In this manner, a consistent
set of chain samples is used to evaluate the energies of both environments, in spite of
the fact that a large number of chains will have a zero probability of occurring in the
packed state.
4.3 Rotational Isomeric State Models
4.3.1 Background
A chain molecule with N atoms has 3N positional (i.e., configurational) degrees of
freedom within a fixed frame-of-reference. These can be viewed as 3 translational
and 3 rotational degrees of freedom (the chain's external orientation), and 3N - 6
internal degrees of freedom (the chain's internal conformation). Any particular chain
conformation can be fully described either through the use of internal coordinates
(i.e., bond lengths, angles, and dihedrals - also referred to as Z-matrix coordinates22 8 )
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or Cartesian coordinates (see Appendix A for conversion from internal to Cartesian
coordinates using a two-step placement algorithm, and Appendix D for conversion
from Cartesian to internal coordinates through the definitions of bond length, angle,
and dihedral). Internal coordinates are especially convenient when modeling the
bonded contribution to the potential energy of the chain, which typically involves
bond-stretching, angle-bending, and bond-torsion contributions. 188
Given a model for the potential energy of a chain as a function of its conformation
(see Appendix D for the example of the OPLS-AA force field188), one can construct
a (high-dimensional) potential energy surface for a chain as a function of its internal
coordinates, from which the location of local energy minima can be probed. For
linear alkanes, these minima turn out to be quite narrow and deep, corresponding
to conformations which possess at or near-equilibrium values for all bond lengths
and angles, and have individual bond dihedrals which lie within one of three narrow
ranges of values,21 discussed in more detail below. Similar observations have been
made with regards to other types of chains, although the specifics of the various bond
lengths, angles, and dihedrals which induce a local minimum varies.229
In Section 4.2, it was demonstrated that the probability of a chain configuration
in the context of packing (Eq. 4.2.42) depends on two Boltzmann factors: one due
to the chain internal energy (i.e., its configurational potential energy), and one due
to the distribution of the chain volume in space within a pressure field which serves
to maintain constant density constraints. For chains with high internal energy, the
first Boltzmann factor will yield a very low value in comparison to a chain possessing
a conformation corresponding to a local internal energy minimum state. For our
purposes, we will assume that the pressure-volume term cannot counterbalance a
high internal energy penalty. That is, for the purpose of packing, we will consider
only chain conformations exhibiting a local internal energy minimum. Since it appears
that such conformations typically have equilibrium bond lengths and angles, 216 we will
always use these values, such that specification of the most-likely chain conformations
will only require knowledge of the dependence of the chain internal energy on the
remaining, unspecified bond dihedral angles.
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We now identify three important points regarding the sets of dihedral angles that
lead to local minimization of the chain internal energy for linear alkanes. Similar
considerations arise when dealing with other types of chains (e.g., fluorinated chains
or polymers such as polystyrene), although specific values for the dihedral angles and
associated internal energies will differ. 229
The first point is that each C-C-C-C dihedral angle in a linear alkane chain
will be found primarily in one of three states, conventionally labeled trans (t, such
that #t = 1800), gauche+ (g+, such that #g4 = 1800 + 0), or gauche- (g-, such
that #g_ = 1800 - q), where the gauche states are offset from the trans state by
some offset angle 4, where 4 falls within the range of 110 -120230 and is typically
taken to be 1200 for both gauche states (see Hoeve,2 3 1 Patterson and Flory, 230 and
Mattice and Santiago2 1 1). The two gauche states have been shown experimentally to
be equipotential with each other, but the two possess a higher energy than the trans
state, with an energy difference of approximately 500 ± 100 cal/mol.2 30 231
The second point is that the terminal methyl groups of a linear alkane chain
exhibit a three-fold symmetry in the rotational profile of the H-C-C-C (the first
chain C-C bond) or C-C-C-H (the last chain C-C bond) dihedrals. Here, the angles
yielding energy minima are also taken to be #9_ = 1800 - 120' = 60', #t = 1800, and
09+ = 180' +120 = 3000, but there is no difference in energy between these states.2 16
The third point is that, although a change to a dihedral angle in one part of a
molecule could potentially displace distant atoms in a manner which causes highly
unfavorable excluded-volume interactions (i.e., steric overlap, which can be a highly
non-local effect), it appears that this effect is minor in terms of calculating the chain
internal energy.216 However, the dihedral states of nearest neighbor bonds do, in
certain combinations, cause such unfavorable steric interactions for hydrogen atoms in
methylene groups separated by four consecutive bonds. Specifically, these unfavorable
combinations are identified as pairings of gauche bonds of opposite sense (i.e., either
g+g- or g-g+ sequential pairs). The smallest chain in which this effect must be
considered is n-pentane, 216 as illustrated in Fig. 4-1, and this is therefore referred to as
the "pentane effect ".22 For linear alkanes, the characterization of pairs of neighboring
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bond states appears sufficient for the purpose of reconstructing the internal energy of
the chain.213
The Rotational Isomeric State (RIS) model of Flory affords a compact mathe-
matical representation of the three points discussed above, in the form of statistical
weight matrices corresponding to the torsional state of each C-C bond, and, when
relevant, its immediate predecessor. 21 3 These matrices, usually labeled Ub, for bond
b = 1, ..., B with B the total number of C-C bonds in the chain, have components
Ub,ij (i.e., for row i, column j). These components are Boltzmann factors of the form
Ub,ij = exp -b ' (4.3.1)
where Eb,ij is a temperature-independent internal energy, kB is the Boltzmann con-
stant, and T is the absolute system temperature.
For bonds 1 and B, U 1 = UB = 13x3, the identity matrix, reflecting the equipo-
tential torsional nature of these bonds due to the attached methyl groups.
For bond 2, whose immediate predecessor (bond 1) is symmetric, U 2 is also sym-
metric, but has weightings, -, which are smaller than unity for the gauche states:216
1 0 0
U 2 = diag (1, o, o) 0 o- 0 . (4.3.2)
0 0 J
For bonds 3, ..., B - 1, the states of each bond and its predecessor are taken into
account as follows:215
t g+ 9-
Ub= (4.3.3)
g- 1 w O-o o-
where the rows correspond to the states of the dihedral centered on the predecessor
bond (b - 1), the columns correspond to the states of the dihedral centered on the
current bond, b, as shown, the term o is the three-bond (centered on bond b) gauche
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Figure 4-1: Three illustrative molecular simulations snapshots of pentane in various
internal conformations of importance to the Rotational Isomeric State (RIS) theory.
The snapshots represent three of the nine possibilities for the pairs of dihedral states
characterizing the interior C1-C2-C3-C4 and C2-C3-C4-C5 dihedrals: 1) an all-trans
conformation, representing the minimum-energy state, 2) a gauche+/gauche+ confor-
mation, representing a higher energy state (observe that the hydrogens are brought
into closer contact), and 3) a gauche+/gauche- conformation, representing the high-
est energy chain conformation allowed in the RIS model, due to significant overlap of
the hydrogens attached to the C1 and C5 carbons. (Color code: white - hydrogen,
teal - carbon.)
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weighting, and the terms r, 0, and w are four-bond (centered on the bond pair b - 1
and b) weightings that account for interactions of the sort pictured in Figure 4-1.
The order (t, g+, g-) in the rows and columns is by convention, 216 ,21 7 and will not be
shown explicitly again. For linear alkanes, there is no ambiguity about which dihedral
one is referring to when specifying a dihedral centered on a bond, since each interior
C-C bond of a chain corresponds to only one C-C-C-C dihedral. In branched chains,
however, this is not the case near the branch nodes. Therefore, I will be careful to
specify the precise dihedral meant in each situation.
The weightings presented in Eq. 4.3.3 are in their most general form for a linear
alkane. Setting T = 1 and I = 1 recovers the form used by Abe et al.,216 and the
additional choice of w = 0 yields what our group has used in the past.'19 Specific
values for the weightings -, r, 4, and w are selected to reproduce the statistical
behavior of unperturbed chains in the bulk.21 See Section 4.3.2 below for a full
specification of these values for linear alkanes.
The matrix Ub in Eq. 4.3.3 can also be formulated in an equivalent form as follows:
Ub = VbDb, (4.3.4)
Db = diag (1, o-, o-) , (4.3.5)
w (t, t) w (t, g+) w (t, g-)
Vb = W, t) W (g, g+) W (W, g-)
Lw (g, 0) w (g, g+) w (W, 9-)
r 1 1
= ii W , (4.3.6)
where Db encodes the weightings due to the three-bond interactions centered on bond
b (in the order of t, g+, g-, corresponding to the RIS states for the dihedral centered
on bond b), and Vb encodes the weightings due to the four-bond interactions centered
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on the pair of bonds b - 1 and b, with these weightings symbolically represented by a
function w, which assigns a weighting to pairs of consecutive bond states as shown.
For linear alkanes, as in Eq. 4.3.6, the first argument of w is the state of the dihedral
centered on bond b - 1 and the second argument is the state of the dihedral centered
on bond b, which happens to correspond in every case to the row and column states
presented in Eq. 4.3.3. For branched alkanes, this will not always be the case. Note
that U 2 can also be formulated in this manner, if V 2 is set equal to the identity matrix,
such that U 2 = D 2. This simply reflects the fact that only three-bond interactions
are considered for this bond.
We will find that the formulation of Ub in Eq. 4.3.4 is especially convenient in
terms of understanding the matrices required for the modeling of branched alkanes
(see Section 4.3.3 below).
4.3.2 Linear Chains
In my linear alkane modeling work (see Chapter 5), I use the values prescribed by
Mattice and Santiago as follows: 215 -r = 1, 4' = 1, E, = 500 cal/mol, and E, = 2000
cal/mol (corresponding to a = exp (-E/RT) = 0.43 and w = exp (-E,/RT) =
0.0342 for R = 1.987 cal/mol K and T = 298.15 K). The bond lengths and angles
of all the bonds are set at 1 cC = 1.53A and 0ccc = 1120. The gauche angle offset
(from the trans angle of #t = 180') is # = 1200, such that #,4 = 180' + 1200 = 3000
and #g- = 180' - 1200 = 600. For the purpose of calculating the distribution of chain
volume in space, methylene (CH2) groups and the terminal methyl (CH3) group are
treated as united atom, with VCH 2 = 27A 3 and VCH 3 = 54A 3.
4.3.3 Branched Chains
In my branched alkane modeling work (see Chapter 6), I use the approach of Mat-
tice217 in considering chains which exhibit branching, by enumerating all the three-
bond and four-bond interactions that occur when each bond in the chain is rotated.
Although this specific approach can be applied to branched chains possessing an
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arbitrary number of branches at least two bonds apart, or even to chains with tetra-
functionality at a given carbon atom, in this thesis I focus mainly on systems with
a single branch. Therefore, I will present the derivation of Mattice's Ub matrices for
only this last case (that of single branching), using the decomposition shown in Eqs.
4.3.4-4.3.5 and several diagrams to illustrate the geometry of the conformations under
consideration. Fig. 4-2 shows the general labeling scheme that I use in the discussion
which follows. For bonds far from the node of interest, a linear alkane chain model
is appropriate (specifically, bonds A3-A2, B2-B3, and C2-C3 in Fig. 4-2, and others
not shown which are even further away from the nodal carbon N, are considered to
qualify for this treatment217 ). In Fig. 4-2, the specific stereochemistry of the side
chain is left intentionally ambiguous - this position will be specified in practice by
reporting an offset dihedral angle, 0,,ff,,, =#A2-A1N-C1 qA2-A1-N-B1, of either +120
or -120', reflecting an assumed perfectly tetrahedral nature of the nodal carbon N.
In Mattice's approach, 1 the Ub matrices are developed systematically by first
considering the rotational states and torsional energies of the main chain bonds in the
presence of the hindrance introduced by the first carbon of the side chain (in three-
bond interactions) and its hydrogens (in four-bond interactions), once the first bond
connecting to the nodal carbon is added to the chain. Then, once the main chain is
fully specified, the side chain bonds are considered, with the new requirement of a
three-bond RIS matrix (a "three-layer" matrix) not typically found in linear chains,
representing the states of the three neighboring bonds sharing a connection with the
nodal carbon. Using the specific labels in Fig. 4-2 as a reference, this approach implies
that we build up the main A chain as we would build up a linear chain, until the Al-N
bond is introduced, whose torsional states reflect placement of both B1 and C1 in
space. One then continues down the B chain, considering bonds N-B1 and B1-B2 in
the presence of the placed C1. As already mentioned, bond B2-B3 and bonds further
down the main B chain are considered equivalent to bonds in a linear alkane. Finally,
once the main chain is constructed in this manner, one considers the rotational states
associated with the N-Cl bond (giving rise to the "three-layer" matrix due to its
having two neighbors: Al-N and N-B1). Bond C1-C2 is the final bond affected by
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C3
C2
C1
A2 N B2
A3 Al B1 B3
Figure 4-2: Labeling used in the text and subsequent figures in the discussion of
the RIS matrix development for branched alkyl chain packing. Each filled circle
represents a carbon-based united atom group (e.g., a CH 2 group). The label "N"
identifies the CH nodal group, while all the other labels signify a branch letter and
united atom group number representing position in the chain relative to group N.
The main chain proceeds down branch A (descending numbers), through N, and up
branch B (ascending numbers). Here, the main chain is represented in an all-trans
configuration. The side chain is identified as branch C. The definition of main and
side chains is such that branch B contains a number of united atom groups equal
to or greater in number than that in branch C. Finally, note that the side chain is
depicted here in an ambiguous manner with regards to the stereochemistry of N. In
subsequent figures, the A2-A1-N-C1 dihedral relative to the A2-A1-N-B1 dihedral will
always be specified. (Color code: colors other than black indicate atom groups that
participate in three-bond interactions of relevance to branched packing near the nodal
carbon N; atom groups in black participate only through four-bond interactions, and
the coloring is otherwise arbitrary and meant to serve only to visually distinguish
between groups.)
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the node, after which the linear alkane model can again be employed. Note that, if
branch C is of length 1, the rotational states of N-Cl need not be considered (due to
the symmetry of a methyl group). If branch C is of length 2, the rotational states of
C1-C2 need not be considered, and so forth. Similar considerations arise for short A
or B branches.
I now consider the first bond affected by the branch at N: the Al-N bond, whose
rotational states involve placement of B1 and C1. The presence of the C1 carbon,
in contrast to a linear alkane, will ensure that there is always a gauche interaction
of some type when considering the three-bond interactions centered on Al-N (i.e.,
the interactions involving A2 and B1 and A2 and Cl). As seen in Fig. 4-3, the
precise nature of the hindrance introduced by the side chain will depend on the
stereochemistry.
For case (1), where = +1200, it follows that
D' -N diag(lo, , ,u1)
DAl-N -*0 0.
= diag (a, a2, a), (4.3.7)
corresponding to the three-bond (A2-B1,A2-Cl) interactions (t, g+), (g+, g-), and
(g-, t) experienced as the Al-N bond is rotated through its three allowable RIS states
(the states are for #A2-A1-N-B1 andO A2-Al-N-C1) - In Eq. 4.3.7, the three-bond inter-
action Boltzmann factors are considered multiplicative (i.e., the energies are additive,
such that when both the main chain and the side chain are in gauche states, as a
result of rotation of the Al-N bond, the energy is 2E, which yields a weighting of
~2).
The four-bond interactions are those centered on Al-N and its predecessor bond
A2-Al, due to interactions between the hydrogens on A3 and either B1 or C1 (refer to
Fig. 4-1). For case (1), in order to construct V( -N I consider the positions of B1 and
C1 relative to A3 as a result of rotations of the two central bonds. For example, when
bond A2-Al is t (i.e., #A3-A2-A1-N = 1800) and bond Al-N is t (i.e., #A2-Al-N-B1
1800), this implies that C1 is effectively in a g+ position (i.e., #A2-A1-N-C1 300)
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0 - 1 9
A2
Al B1
)A2-A1-N-B1: t -> 
4 )A2-A1-N-C1: g' > g 4 t
cIA2-A1-N-C1 - $ A2-A1-N-B1 =+1200
2) Ng-
t
4 )A2-A1-N-B1: t -> g 9
4A2-A1-N-C1:9 >t g
4OA2-A1-N-C1 - 4 )A2-A1-N-B1 =120
Figure 4-3: Diagram illustrating the atoms adjacent to, or participating in, the rota-
tion about the Al-N bond in a branched chain. In 1), the branch is located in the
g+ position relative to the main (A-B) chain in a t configuration, while in 2), the
position is g- (refer to the diagrams on the right, which show the layout of the bonds
as seen when looking down the Al-N bond, depicted by the eye symbol and arrow on
the left). As the main chain rotates through the states indicated for #A2-Ai-N-B1,
the side chain rotates in an offset manner, as indicated for #A2-Ai-N-C-
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If one examines Eq. 4.3.6 and assumes that the same weightings hold here, one must
then extract the w (t, t) and w (t, g+) entries to model this set of states, multiplying
them (i.e., summing their corresponding energies) to obtain the weighting appropriate
for the (1,1) position of V -N. Implementing this approach as one changes the state
of A2-Al (rows of V(-N- 
-A3-A2-Al-N ,g+, )) and Al-N (columns of VA(-N:
OA2-Al-NB1 =(, g+, g-)) systematically, yields
w (t,t)w (t,g+)
r- 1 r
VMN
w (t, g+ W
W (g+, g+) W
W (g-,g+) W
(t, g)
(W, g-)
Wg, g-)
w (t,g-)w (t,t)
W (g,g-) W (g,t)
(4.3.8)
where each entry of V('_N is the total statistical weighting due to four-bond inter-
actions, and the products of w correspond to
(4.3.9)
Applying Eq. 4.3.4 yields
-M VM1 D(1)Al-N 1-N Al-N
= a T
(4.3.10)
Note that Eq. 4.3.10 is equivalent to Mattice's Eq. (21),217 recognizing that
U1 - 1U, (in Mattice's notation) and setting r
For case (2), where #et -120', one has instead
Al2-N = diag (, 0, 0 (4.3.11)
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I
A3O-A2-A1-N, OA2-A1-N-B1) A3(-A2-A1-N, $A2-A1-N-C1) -
W (t,t) w (t, g-) w (t, g+) w (t,t) w (t, g-) w (t, g+)
V(2_w (g ,t) w (g-,g-) w (g~,g+) W (g t) w (g~,g-) w (g, g+)
T 7 1
= K WO (4.3.12)
and
T T a
U(2-N [o w o (4.3.13)
Note that Eq. 4.3.13 is equivalent to Mattice's Eq. (4),217 recognizing that
UA-N = 1 U,1 (in Mattice's notation) and setting - = 1.
The second bond affected by the branch at N is the N-1 bond. The presence of
the C1 carbon, as with the Al-N case, always ensures at least one gauche interaction
of some type when considering the three-bond interactions centered on N-B1 (i.e.,
the interactions between Al and B2 and between C1 and B2). The two possible
stereoisomers are presented in Fig. 4-4, corresponding to the same cases considered
in Fig. 4-3.
For case (1) (4offset = +1200), it follows that
D _1) = diag(1- au- 1,u-U)
= diag (o0, a o.2 ) (4.3.14)
corresponding to the three-bond (A1-B2,C1-B2) interactions (t, g~), (g+, t), and (g-, g+)
experienced as the N-B1 bond is rotated through its three allowable RIS states (the
states are for #A1-N-B1-B2 and #C1-NB1-B2). As before, the three-bond interaction
Boltzmann factors are considered multiplicative.
The four-bond interactions are those centered on N-B1 and its predecessor bond
Al-N, and due to interactions between the hydrogens on A2 and B2. It is important
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-C1
(+)N
Al B1
4) A1-N-B1-B2: t -> g -
C1-N-B1-B2: g > t 9g
C1-N-B1-B2 - OA1-N-B1-B2 =-1200
2)
4) A1-N-B1-B2: t -> g+ g
c1-N-B1-B2: +- --
4)C1-N-B1-B2 - OA1-N-B1-B2 =+1200
Figure 4-4: Diagram illustrating the atoms adjacent to, or participating in, the rota-
tion about the N-B1 bond in a branched chain. Cases 1) and 2) correspond to the
same cases considered in Fig. 4-3. In 1), the side chain is situated in a g- position
when considering the C1-N-B1-B2 dihedral. In 2), the side chain is situated in a g+
position. As the main chain rotates through the states indicated for #A1_N-B1-B2,
the side chain rotates in an offset manner, as indicated for #C1-N-B1-B2' (Refer to
the diagrams on the right for examples, which show the layout of the bonds as seen
when looking down the N-B1 bond, depicted by the eye symbol and arrow on the
left.)
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to note that, at this stage in building up the chain, there is no atom group C2 present.
Therefore, this case is exactly identical to the case of a linear alkane. Therefore, it
follows that
w (t, t)
w (g+, t)
w (g-,t)
rT1 1
1 w
1wo
w (t,g+)
w (g, g+)
w (g,g+)I,
w (t,g-)
W (g, g-)
W(g,g-) I
(4.3.15)
where the rows of V1_i correspond to #A2-A1-NB1 ,(t g g), and the columns of
VNB1 correspond to #A1-N-B1-B2 , (t g+, g-), with the total statistical weightings
(4-3-16)W (#A2-A1-N-B1 iA1-N-B1-B2 -
Applying Eq. 4.3.4 yields
Note that Eq. 4.3.17 is equivalent to Mattice's Eq.
UNB1 = 2U1 (in Mattice's notation) and setting r = 1.
For case (2) (o,,fft = -120'), it follows that
(22),21 recognizing that
D(_2 l - diag (, )2 r,)
vN-B1
w bI ,
(4.3.18)
(4.3.19)
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V (1) D( 1 )
N-B1 N-B1
= o 1 @wo1 U @ (4.3.17)
and
r a1
U 1 =U W 1 ,(4.3.20)
1Wa 
=K
where V(2) - VMI, because C2 has not yet been placed.
Note that Eq. 4.3.20 is equivalent to Mattice's Eq. (7),21 recognizing that
UtBi= 2 U1 (in Mattice's notation) and setting T = 1.
The third bond affected by the branch at N is the B1-B2 bond. Although the C1
carbon no longer impacts three-bond interactions, it does participate in four-bond
interactions. The two possible stereoisomers are presented in Fig. 4-5, corresponding
to the same cases considered in Figs. 4-3 and 4-4.
For case (1) (#eoffet = +120'), it follows that
DB-B2 = diag (1, , a), (4.3.21)
corresponding to the three-bond (N-B2) interactions (t), (g+), and (g-) experienced
as the B1-B2 bond is rotated through its three allowable RIS states (the states are for
#N-B1B2-B3). This is identical to the linear alkane case, as expressed in Eq. 4.3.5.
The four-bond interactions are those centered on B1-B2 and its predecessor bond
N-B1 and due to interactions between the hydrogens of Al and C1 and those of B3.
If one considers the rotational states of the N-B1 bond, depicted in Fig. 4-4, and
summarized on the right in Fig. 4-5, one can construct V(-B 2 from the appropriate
weightings. Specifically,
w (t,t) w (g--,t) w (t,g+) W(g-,g+) w (t,g-) w (g-,g--)
V _n2 = w (g+,t) w (t,t) w (g+,g+) w (t,g+) w (g+,g-) w (t,g-)
W W7g ,tW,t 0Wg-, g+) W W+,g+) Wg-, g-) W W+,g-)
[T W
= [ $w1- (4.3.22)
1 WO OW
170
'CI
e N B2
Al B1 B3
4IN-..B1.-82-83. t > g -
(kA1-N-B1-B2: t 4 g 9
kN-B1 B2 1-N-B1-B2 >
OC1-N-B1-B2 ~ AK1-N-B1-B2 -10
2)
AC1-N-B1-B2 41 9N = + 0
C1-N-B1-B2: +_ -_
C1-N-B1-B2 ~ 4A1-N-B1-B2 :+10
4 N-B1-82-B3: t - g > g
Figure 4-5: Diagram illustrating the atoms adjacent to, or participating in, the ro-
tations about the B1-B2 bond in a branched chain, and the distant atoms (Al and
Cl) participating in four-bond interactions with B3. Cases 1) and 2) correspond to
the same cases considered in Figs. 4-3 and 4-4. For the three-bond interactions,
only #N-B1-B2-B3 is relevant (identical to a linear alkane case), while the four-bond
interactions must consider the position of the distant atoms, as specified through
#A1-N-B1-B2 andOC1-N-B1-B2'
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1)
where the rows of V1-B2 correspond to A1-N-B1-B2 = (t, g+, g-), and the columns
of V -B2 correspond to #N-B1-B2-B3 = (t, 9+, g), with the total statistical weight-
ings
(4.3.23)
These are the weightings due to the interactions between Al and B3 multiplied by
the weightings due to the interactions between Cl and B3.
Applying Eq. 4.3.4 yields
B1-B2 B1-B2
T WU o
[i w~a ObWU
Note that Eq. 4.3.24 is equivalent to Mattice's Eq.
S-B2 -- 2U2 (in Mattice's notation) and setting r
For case (2) (#Ofgset = -120'), it follows that
D (-B2 = diag (1, -, -)
(23),27 recognizing that
(4.3.25)
V lB2 [w (tt) w (g, t)W (g, t) W (g, t)
w (g~, t) w (t, t)
TW
w (t, g~) w (, g-)
W (W, g-) W (W, g-)
W (g-, g-) W (t, g-)
(4.3.26)
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U -B2
I (4.3.24)
I
W(A1-N-B1-B2, $N-B1-B2-B3 (C1-N-B1-B2, ON-B1-B2-B3 -
W (t, g+) W (W, g+)
W (g, g+) W (W, g+)
W (g, g+) W (t, g+)
and
T U WU 1
U(2 1 'iOwu 'r u (4.3.27)
w po- wD
where D(2_ - D2_B2, because C1 does participate in the three-bond interactions
in this case.
Note that Eq. 4.3.27 is equivalent to Mattice's Eq. (17),217 recognizing that
UIB2 = 2U2 (in Mattice's notation) and setting
The fourth bond affected by the branch at N is the N-Cl bond. Since this bond
has two neighboring bonds, Al-N and N-B1, the Ub matrix for this bond has three
"layers", or sub-matrices, arising from the four-bond interactions. The two possible
stereoisomers are presented in Fig. 4-6, corresponding to the same cases considered
in Figs. 4-3-4-5.
For case (1) (offset = +120'), it follows that
D 1= diag (1 - , y - , o-- 1) (4.3.28)
= diag (a-, o.2, )) (4.3.29)
corresponding to the three-bond (A1-C2,B1-C2) interactions (t, g+), (g+, g-), and
(g-, t) experienced as the N-Cl bond is rotated through its three allowable RIS states
(the states are for #A-N-Cl-C2 and #B1-N-C1-C2)*
The four-bond interactions are those centered on N-Cl and its predecessor bonds
Al-N and N-B1, and due to the interactions between the hydrogens of A2 and B2
and those of C2. Following Mattice, 217 one considers each state of the N-B1 bond
(i.e., the state of A1-N-B1-B2) as yielding a separate "layer" (3 x 3 submatrix) of
the 3 x 3 x 3 matrix V 1 . We follow the usual ordering in describing the layers
- (t, g+, g-), as illustrated in Fig. 4-6. We construct V(- one layer at a time.
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Layer 2
4, A1-N-B1-B2 :
Layer 1
# A1-N-B1-B2 t C2
A2
Al Bi
Layer 3
g-N-C- - - - tA-N-B-B2
4#B1-N-C1-C2 - (OA1-N-C1-C2 = +120
Layer 2
$A1-N-B31-B2
Layer 1 C2
A1-N-B1-B2 -
$(+) C1
A2 N B2
Al B1
Layer 3
A-N-C1-C2 A1-N-B1-B2 =
(0B1-N-C1-C2: g -> t 9+
4,B1-N-C1-C2 - 4OA1-N-C1-C2 -120
Figure 4-6: Diagram illustrating the atoms adjacent to, or participating in, the ro-
tation about the N-Cl bond in a branched chain, and the distant atoms (A2 and
B2) participating in four-bond interactions with C2. Cases 1) and 2) correspond to
the same cases considered in Figs. 4-3-4-5. For the three-bond interactions, both
A1-N-C1-C2 and #B1-N-C1-C2 must be considered. For the four-bond interactions,
the states of two predecessors must be considered: #A2-A1-N-C1 and #B2-B1-N-Cl-
Setting #A1-N-B1-B2 to its various possible RIS states gives rise to a "three-layer"
matrix.
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Specifically,
W(g,t) w (g-,g+) W (g+,g+) W g,g-) W (g,g-) w (g,t)
= w (g,t) w (g,g) w ( g) ,W ( g-) w (g,g-) w (g,t)
W (t, t) w (g-, g+) W (t, g+) ( (g-, g-) W (t, g-) w (g-, t)
= w w ,(4.3.30)
ro@
m (9+, t) w(t, g+) w (g+, g+) w(t, g-) W (g+, g--) W(t, t)[ w (g-,t)w (t,g+) w (g-,g+) w (t,g-) w (g-,g-) w (t,t)
w (t,t) w (t,tg) w (tg+) w (t, g) w (g) (t,t)
=o r , (4
7 1T
.3.31)
W (9+,0 W (g+, g+) W (g+,g+) W(g+, g-) W (g+, g-) W(g+,t)
w (g--,t)w (g+,g+) W ,(g,g+) W (g+,g-) W ,(g,g-) W (g,)
w(t,t)w(g+ g+) w(t,g+) (g+,g-) w(t,g-)w(g+,t)
=W2 g ,(4.3. 32)
where the rows of V( 1' (the submatrix for layer 1 = 1, 2, 3) correspond to #A2-Al-N-B1=
(t, g+, g-), and the columns of VC1"' correspond to A1-N-C1-C2= (t, g+, g-), with
the total statistical weightings
(4.3.33)
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V (1
V(131
W (#A2-A1-N--C1, A1-N-C1-C2) W(B2-B1-N-C1,i #B1-N-C1-C2) -
These are the weightings due to the interactions between A2 and C2 multiplied by
the weightings due to the interactions between B2 and C2.
Applying Eq. 4.3.4 yields
U1'1 - V ('1 _ D("'
N-C1 N-C1 N-C1
- o wo(4.3.34)
LTW 001 ij
U1'2) - V('2 D'1,
N-C1 N-C1 N-C1
W= OT 1 (4.3.35)
U'_3)1 V(1,3) DD(',3i
=0 w2 U @b. (4.3.36)
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Note that Eqs. 4.3.34-4.3.36 are equivalent to Mattice's Eqs. (25)-(27),217 recog-
nizing that U"C1 = 3 U1 (lth layer) (in Mattice's notation) and setting T = 1.
For case (2) (#offse = -120'), it follows that
D(2C 1 = diag (-, -, a2), (4.3.37)
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w (g-, t) w (g, g-) w (g-, g+) w (gt ) w (g-, g-) w (g+, g+)
= w (t, t) w (g+, g~) w (t, g+) w (g+, t) w (t, g-) w (g+, g+)
w (+, t) w (+, (-) w (+, 3+) w (+, t) w (+, g-) w (9+, 9+
= rw 1 (4.3.
w (g-,t)w (g-,g) w(g-,g+) w(g-,t) w(g,g-)w(g-g7)
w (t, t) w (g-, g-) w (-, g+) w (g-, t) w (g, g-) w (g-, g+)
w (t+, t) w (g-, g-) w (t+, g+) w (g-, t) w (g+, g- ) w (g~, g+)J
'TO 1w (4.3.39)
e W 2
Sw(g ,t)w t, -) w (g-,g+)w(t,t) w (g-,g) w (t,g+)
= (t,t)w(t,g-) w(t,g+)w(t,t) w(t,g-)w(t,g+)
* (9+,t) w (t, g-) w (g+, g+) w (t, t) w (g+, g-) w (t, g+)
1 wr 9
= T (4
N-C -w w 0
US$1= a TW 1 4)o ,
4)C w4wu
W20
.3.40)
(4.3.41)
(4.3.42)
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38)
V(1=
= C
V(1
V (1
and
UN' 1 - r T a]. (4.3.43)
Note that Eqs. 4.3.41-4.3.43 are equivalent to Mattice's Eq. (12)-(14),21 recog-
nizing that Uf Ci = 3 U1 (ith layer) (in Mattice's notation) and setting T = 1.
The fifth, and final, bond affected by the branch at N is the C1-C2 bond, which
is quite similar to the B1-B2 bond. Specifically, this bond also exhibits three-bond
interactions similar to linear alkanes, and four-bond interactions which must take into
account the presence of both Al and B1 relative to C3. The two possible stereoisomers
are presented in Fig. 4-7, corresponding to the same cases considered in Figs. 4-3-4-6.
For case (1) (#offset = +120'), it follows that
D('- = diag (lua), (4.3.44)
corresponding to the three-bond (N-C2) interactions (t), (g+), and (g-) experienced
as the C1-C2 bond is rotated through its three allowable RIS states. As indicated
earlier, this is identical to the linear alkane case, as expressed in Eq. 4.3.5.
The four-bond interactions are those centered on C1-C2 and its predecessor bond
N-Cl, and due to the interactions between the hydrogens of Al and B1 and those of
C3. If one considers the rotational states of the N-Cl bond, depicted in Fig. 4-6 and
summarized on the right in Fig. 4-7, one can construct V(- 2 from the appropriate
weightings. Specifically,
w (t, t) w (g, t) w (t, g+) W (g, g+) w (t, g-) w (g+, g-)
V _2= w (g,t)w (g-,t) w (g+,g+) w(g-,g+) w(g+,g-) w(g-,g)
w( )w(tt) W (-, g+) W (t, g+) W (-, g-) W (t, g-)
= 1 OW w (4.3.45)
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C2
C14
VON
1)
Al
2)
B1
-N--2 t A1- 9 - + 1~
$B1-N-C1-C2: +49
BN1-N-C1-C2 ~ (OA1-N-C1-C2 :+1200
4N-C1-C2-C3 t -> g > g
(A1-N-C1-C2: t 4 g * g
BC1-N-C1-C2 - 7At- > 91
4)C1-N-B1-B2 ~ ( A1-N-B1-B2= 10
4)N-C1-C2-C3: t -> g > g
Figure 4-7: Diagram illustrating the atoms adjacent to, or participating in, the ro-
tation about the Cl-C2 bond in a branched chain, and the distant atoms (Al and
B1) participating in four-bond interactions with C3. Cases 1) and 2) correspond
to the same cases considered in Figs. 4-3-4-6. For the three-bond interactions,
only N-C1-C2-C3 is relevant (identical to a linear alkane case), while the four-bond
interactions must consider the position of the distant atoms, as specified through
A1--N-C1-C2 andO B1-N-C1-C2'
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where the rows of V- C2 correspond to #A1-N-C1-C2 , (t g+, g-), and the columns
of V1-2 correspond to N-C1-C2-C3 (t, g+, g-), with the total statistical weight-
ings
(4.3.46)
These are the weightings due to the interactions between Al and C3 multiplied by
the weightings due to the interactions between BI and C3.
Applying Eq. 4.3.4 yields
UM_2 VM1 D~1 )
= VC1-C201-C2
SwoU Wo
I1 wu w4,u[T WU P I
Note that Eq. 4.3.47 is equivalent to Mattice's Eq.
UM - = 3U2 (in Mattice's notation) and setting 7 = 1.
For case (2) (#'ofset = -120'), it follows that
D1-C2 = diag (1, o-, o)
w (t,t) w (g,t)
W W, 0 W (t,
w g, t +, )
(4.3.47)
(24),217 recognizing that
(4.3.48)
w (t,g-) w (g-,g-)
W Wg, g- ) W (t, g-)
W (W, g-) W (W, g-) I
(4.3.49)
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C2 = [
W (# A1-N-C1-C2, i N-C1-C2-C3) (B1-N-C1-C2, ON-C1-C2-C3) -
W (t, g+) W (g-, g+)
W Wg, g+) W (t, g+)
W (g, g+) W (W, g+)
and
UI-C2= [T O , (4.3.50)
where D_-2) - DO1 -C2, because C1 does participate in the three-bond interactions
in this case.
Note that Eq. 4.3.50 is equivalent to Mattice's Eq. (20),2r recognizing that
U(2_ 2 = 3U2 (in Mattice's notation) and setting T = 1.
4.4 Conclusions
In this Chapter, I presented a chain packing theory for linear and branched surfactants
that can be used to obtain the packing free-energy contribution to the free energy
of micellization (which is discussed in Section 2.3 of Chapter 2). This single-chain,
mean-field (SCMF) theory is based on the work of Ben-Shaul and coworkers.8 2 It
involves consideration of the probability distribution of conformations of a central,
representative chain which is dependent on: (i) a model for the internal energy of
the chain as a function of its conformation, (ii) the specific nature of the confinement
in which the chain resides (i.e., the micelle core shape and size), and (iii) a mean
pressure field, which results in a pressure-volume contribution to the probability dis-
tribution function arising from the application of constant density (incompressibility)
constraints. This mean pressure field is viewed as representing the effect of all the
other chains on the central chain, in an implicit manner.2 3 2 Chain models of various
types can be considered. The Rotational Isomeric State (RIS) model of Flory7 is
of particular relevance to this Thesis. Specifically, the RIS model replaces contin-
uous torsional potential energy profiles with a series of discrete dihedral states and
associated energies representing the minima in the original profile. The RIS model is
particularly effective at reducing the number of degrees of freedom of the system, while
maintaining good agreement with experimental measurement of chain configurational
properties under bulk conditions (such as the end-to-end distance). 2 29 Additionally,
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RIS models for a wide variety of chain types have been developed, as summarized
in the compilation of Rehahn, Mattice, and Suter.229 This provides a promising av-
enue for future expansion of this packing approach to include increasingly-complex
surfactant tails.
In Section 4.2, I derived the probability distribution function (pdf) for the central
chain using an application of the Maximum Entropy Principle. 220 221 This procedure
involved minimization of the free energy of packing subject to the incompressibility
constraints, using a variational approach. After obtaining the pdf, I discussed the pro-
cedure to calculate the packing free energy of short chains, which involves generating
a full set of internal chain conformations and randomly-sampled external orientations
from which the pressure field that enforces the constraint can be computed. Given
the pressure field and the set of chain conformations, I discussed how the packing free
energy is calculated. For longer or highly-branched chains, I refer the reader to the
discussion in Appendix B, where I discuss an alternative sampling approach, using a
Monte Carlo methodology, which, together with a decomposition of the packing free
energy into confinement and constraint terms, enables efficient calculation of packing
free energies above 16 rotatable bonds relative to the full-conformation approach.
In Section 4.3, I provided a full description of the RIS approach, including a
summary of its application to linear chains. I then derived an RIS model for singly-
branched chains based on the work of Mattice.2 7 This approach involves enumeration
of all three-bond and four-bond interactions as a function of neighboring bond dihe-
dral states, avoiding double-counting by systematically building up the chain along
the primary branch, followed by the secondary branch. For applications such as chain
packing, there is no need to use the matrix formalism of Mattice. In fact, the enumera-
tion can be performed algorithmically to generate RIS models for arbitrarily-branched
chains. Although not presented in this Thesis, I have implemented this type of al-
gorithmic approach for future chain packing applications involving highly-branched
surfactants. The weighting results presented in Section 4.3.3 are fully replicated by
this approach.
In this Chapter, along with Chapters 2 and 3, I have presented the major details
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of the theoretical and simulations-based aspects of my computational framework for
the prediction of the micellization behavior of linear and branched surfactants. In the
next Chapter, I apply this computational framework to practical surfactant systems,
initially focusing on linear surfactants. Application to branched surfactants follows,
in Chapter 6.
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Chapter 5
Modeling Results for Linear Alkyl
Surfactants
5.1 Overview
In the preceding Chapters, I have laid out the details of a computational framework
for predicting the micellization properties of surfactants in dilute aqueous solution.
This framework involves a molecular-thermodynamic (MT) theory (see Chapter 2 for
details), which has the additional capability of accepting inputs from molecular dy-
namics computer simulations (which, when utilized, represents a combined computer-
simulation/molecular-thermodynamic, or CSMT, framework, as described in Chapter
3). The MT framework is sensitive to the specific chemical structure of a surfactant,
through the functional forms of the various free-energy contributions to the modified
free energy of micellization, gm, which it aims to predict. These contributions are
described at length in Section 2.3 of Chapter 2 and throughout Chapter 4, which
addresses the packing free energy penalty associated with confining the tail (or dehy-
drated) portion of a surfactant within a micelle core.
In this Chapter, I implement the MT framework presented in Chapters 2 to 4 to
predict critical micelle concentrations (cmc's) of linear alkyl surfactants of various
types, in order to rigorously test the theory. Additionally, I investigate the impact of
using computer simulations within the related CSMT framework, both for surfactant
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head/tail identification (as described in Section 3.3 of Chapter 3), and as a means for
modifying the transfer free energy to reflect microstructural hydration information
obtained from computer simulation (see Section 3.2 of Chapter 3). As discussed in
Section 2.2.4 of Chapter 2, the cmc is exponentially-dependent on the free energy of
micellization. Hence, small errors in this free energy will be amplified in calculating
the cmc, and comparison to experiment will yield important insight into the strengths
and limitations of the MT and CSMT frameworks, enabling recommendations to be
made for future use of the theory. Optimal micelle shapes, sizes, and degrees of
counterion binding have also been predicted for all these systems. However, I have
chosen to wait until Chapter 6 to provide some representative results and comparison
with experiment. With the exception of systems exhibiting cylindrical growth, these
properties do not yield as direct an insight into the quality of free-energy predictions
as the cmc does.
Since this Chapter is focused on linear alkyl surfactants, the majority of my at-
tention here will be on the effect of the selection of the surfactant head group on
the predicted cmc. The surfactant head influences the value of gm through two key
contributions: the steric contribution and the electrostatic contribution (for charged
surfactants).81 Surfactant heads are typically classified into four main categories: (i)
anionic surfactants, possessing a negative charge, and a positively-charged counte-
rion, (ii) cationic surfactants, possessing a positive charge, and a negatively-charged
counterion, (iii) zwitterionic surfactants, possessing a dipole and no counterion, and
(iv) nonionic surfactants, possessing neither charge nor counterion.13 In Section 5.2,
I select common examples from each of these four categories, and provide a brief dis-
cussion of the modeling process associated with each example, including specific mole-
cular descriptors used for the surfactant head groups, a discussion of the appropriate
force field parameters for use with each surfactant considered, and a brief summary
of simulation-related results. In Section 5.3, I discuss the cmc results for charged
surfactants (i.e., the anionic, cationic, and zwitterionic surfactants), highlighting the
role of the position of the charge relative to the micelle core-water interface in quan-
tifying the electrostatic free-energy contribution to gm,. In Section 5.4, I discuss the
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cme results for nonionic ethoxylated and sugar-based surfactants, where the steric
free-energy contribution to gm is key, since there are no electrostatic considerations.
Finally, in Section 5.5, I summarize the key results obtained in this Chapter.
5.2 Discussion of Systems
5.2.1 Charged Surfactants
Anionic surfactants make up the bulk of industrial surfactant usage (upwards of 60%
in 2000), followed by nonionics (about 25%), cationics (10%), and zwitterionics and
other minor classes (about 5%)." For this study, I have selected four types of anionic
surfactants, which represent over 30% of industrial surfactant usage by net tonnage:
the alkyl sulfonates, alkyl sulfates, alkyl benzene sulfonates, and alkyl ethoxysul-
fates,' 2 whose general chemical structures are depicted in Figure 5-1. Note that linear
alkyl benzene sulfonates are one of the most widely-used types of surfactants," but
that this term also is meant to encompass the structures which I refer to as branched
in Chapter 6.
Although I have chosen to focus on the common sulfate and sulfonate anionic
surfactants in this work, the class of anionic surfactants also includes carboxylates
and phosphates." The MT framework can be used with these surfactants, and I have
studied fluorinated phosphate surfactants in particular, but this work is outside the
scope of this Thesis. The reader interested in fluorinated materials is directed to the
work of Srinivasan and Blankschtein.' 6 '
For cationic surfactant class, I have selected three types: the alkyl trimethylam-
moniums, alkyl pyridiniums, and 1-methyl,4-alkyl pyridiniums. For the zwitterionic
surfactant class, I have selected a single type: the sulfobetaines. I have chosen to place
more emphasis on anionic and cationic surfactants than zwitterionic surfactants since
they are more common, as already mentioned, and, in several cases, have branched
forms, which I study in the next Chapter. Figure 5-2 shows the chemical structures
for the cationic and zwitterionic types considered.
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Figure 5-1: Chemical structures and labels for the linear anionic surfactants investi-
gated in this Thesis. Selection of i in Ci is a selection of the length of the attached
alkyl chain, where i is the number of carbon atoms in the chain. For the ethoxysul-
fate type, one must additionally specify j, the number of ethoxylate units present.
(Note that these structures are intended to depict atom connectivity only, and are
not intended to convey accurate bond angle and dihedral information.)
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Figure 5-2: Chemical structures and labels for the linear cationic and zwitterionic
surfactants investigated in this Thesis. Selection of i in Ci is a selection of the length
of the attached alkyl chain, where i is the number of carbon atoms in the chain.
For the sulfobetaine type, one must additionally specify j, the length of the alkyl
spacer between the ammonium and sulfonate functional groups. (Note that these
structures are intended to depict atom connectivity only, and are not intended to
convey accurate bond angle and dihedral information.)
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MT modeling of the surfactants depicted in Figures 5-1 and 5-2 requires a set of
descriptors associated with the surfactant head and tail regions. The descriptors asso-
ciated with the tail region include group contributions to the transfer-free energy, the
tail-water interfacial tension, the Tolman length, the tail volume, and polynomials for
the packing free energy of the tails as a function of micelle shape and size. Calculation
of these descriptors has been described in great detail in Appendix F and will not be
repeated here. Note that the alkyl chains considered in this section range from C5
to C16 . Depending on the head/tail identification, the tail may consist of all or part
of these alkyl chains and adjacent groups (e.g., part of the arene ring in the case of
the alkyl benzene sulfonates in Figure 5-1). The descriptors associated with the head
region include the size of the head (head area and length), and the location of any
charges in the surfactant (one charge in the case of anionic and cationic surfactants,
two charges in the case of zwitterionic surfactants) relative to the micelle core-water
interface. These descriptors may also be sensitive to the precise head/tail identifica-
tion, obtained either via rules of thumb, such as Tanford's suggestion that the alkyl
carbon alpha to a charged group such as sulfate be considered hydrated (i.e., part
of the head), 4 or using simulations, as described in Section 3.3 of Chapter 3. Table
5.1 contains the tail identifications used in this Chapter for MT modeling of charged
surfactants. I use the Tanford rule of thumb for the sulfonates, sulfates, trimethy-
lammoniums, pyridiniums, and sulfobetaines, whose CSMT tail identifications either
agree with this rule of thumb, or contain additional groups in the head (see Table
5.2, which I will describe shortly). For the benzene sulfonates, ethoxysulfates, and
1-methyl pyridiniums, I use an identification based on a consensus value from the set
of CSMT tail identifications presented in Table 5.2.
CSMT modeling of the surfactants depicted in Figures 5-1 and 5-2 requires a
complete force field specification for each surfactant in order to conduct molecular
dynamics simulations. The OPLS-AA force field of Jorgensen and coworkers, de-
scribed in Section D.2 of Appendix D is appropriate for the alkyl chains, but the
charged head groups are often incompletely specified. As mentioned in Appendix
E, the force field development work of Canongia Lopes and coworkers in the ionic
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Table 5.1: Charged Surfactant Tail Identifications Used for MT
Modeling
Surfactant Tail Identificationa Surfactant Tail Identificationa
CjSFN Ci- 1  CiTMA Ci_1
CiSUL Ci_ 1  CPYR Ci_1
CjBZSFN B3 Ci CMPYR BoC
CjEjSUL Ci CjSBT(j) Ci_1
a The formula Bk means k aromatic carbon groups are included in
the tail in a symmetric fashion (k = 0 indicates the full aromatic
ring should be considered in the head region for packing calculation
purposes).
liquids field is useful in completing these models. Specifically, Canongia Lopes and
coworkers have computed atomic charges and bond length stretching, bond angle
bending, and bond dihedral parameters for sulfonates and sulfates, 19 4 trimethylam-
moniums, 192 and pyridiniums 19 3 (specifically: 1-alkyl pyridiniums: it was necessary
for me to compute a set of atomic charges for the 1-methyl,4-alkyl pyridiniums using
the CHELPG algorithm 2 33 in Gaussian 03,234 described in Section E.2.5 of Appendix
E). The sulfobetaines CjSBT(j) can be constructed from sulfonate and dimethylam-
monium192 parameters, if j > 2. The ethoxysulfates make additional use of the force
field parameters for ethoxylates developed by Anderson and Wilson.2 ' For the ben-
zene sulfonates, I developed several new force field parameters. Development of force
field parameters for this type is presented as a specific example throughout Section
E.2 of Appendix E.
CSMT modeling requires simulation of a surfactant in monomer and micelle states,
in order to compare the hydration states of atomic groups in each environment and
ultimately compute a refined transfer free energy for the surfactant. The full protocol
for simulations - used for all simulations carried out in generating the data presented
in this Chapter - is described in Section 3.4 of Chapter 3. For each surfactant and
specific micelle aggregation number considered, a minimum of five independent sim-
ulations of micelles with that aggregation number were run to assess the variation in
predictions with starting conditions. For this purpose, Program BUILDER, described
in Appendix C, was useful in creating unique initial micelle configurations. For cer-
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tain surfactants of particular interest, I additionally explored the effect of changing
the aggregation number, to assess the sensitivity of calculated quantities to the extent
of the micelle. Finally, the specific aggregation numbers selected were based on con-
sideration of the fully extended tail length and tail volume for Ci surfactants. Since
I use a tail identification of Cj_1 for most charged Ci surfactants, as shown in Table
5.1, a C12SUL surfactant will have a tail of Cn. According to the group contributions
to molecular volume presented in Table F.3 in Appendix F, a C11 chain will have a
volume of 334 3. The fully-extended tail length is taken to be 1.54+1.265(i - 1) =
15.455 A for i = 11. For a spherical micelle, this results in an aggregation number of
around 46. Looking forward to future investigations of mixed surfactant systems, it is
convenient to select an aggregation number that permits evenly spaced composition
fractions. Accordingly, I select multiples of 12, which are divisible by 3 and 4. The
C12 SUL surfactant then has a natural aggregation number selection of 48. Similarly,
36 is convenient for C10 surfactants, 24 is convenient for Cs surfactants, and 60 and 72
are appropriate values for C14 and C16 surfactants, respectively. When investigating
multiple aggregation numbers for a single surfactant, I select from these numbers.
As a result, for C12 SUL in particular, I have investigated aggregation numbers of
36, 48, 60, and even 72. There is, of course, a tendency towards ellipsoid formation
at the higher aggregation numbers to accommodate the additional chains, and lower
aggregation numbers tend to be more uniformly spherical.
Table 5.2 contains a summary of all the simulations conducted for charged surfac-
tants, together with the head/tail identification results, presented as an identification
of the tail region. What can be observed is a fairly consistent identification, within
an atomic group or two, for each surfactant type across chain lengths. For example,
the sulfonates CjSFN have tails that are either Cj_1 or Ci. The sulfates are even
more uniformly Ci, especially for the important example of C12SUL (sodium dodecyl
sulfate). The benzene sulfonates, interestingly tend to exhibit half of the benzene
ring in the head and half in the tail. I have used this fact in making MT predictions
as well, since it was not clear in advance what the identification should be. In a sense,
this is similar to the rule of thumb for purely alkane-based surfactants, in that some
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groups are hydrated by the presence of the charge in the sulfonate head group and its
interaction with water. The ethoxysulfates exhibit more of the chain in the tail, at
times including the first ether group. As a result, the behavior is very much more like
an ethoxylate (usually predicted in an MT setting using a Ci identification 85 ), which
is perhaps not surprising, since that is the group directly attached to the alkyl chain.
For the trimethylammoniums, the identification is uniformly Ci 4, which is quite dif-
ferent from the usual assumption of Ci_ 1, but very much in line with fits of a micelle
shape model to small-angle neutron scattering data for CiTMA surfactants of vari-
ous lengths, where between 3-4 methylene groups are consistently identified as "wet"
(i.e., in the head region) .23' The two pyridinium cases exhibit that the location of the
nitrogen in the pyridinium ring relative to the alkyl tail is important in determining
the tail: the 1-alkyl pyridinium surfactants (CiPYR) exhibit a Ci- 3 preference, while
the 1-methyl,4-alkyl pyridinium surfactants (CiMPYR) exhibit a Ci preference (in
Table 5.2 this is marked as BoCi to indicate that the aromatic pyridinium ring should
be considered in the head region when conducting packing calculations according to
the mean field theory in Chapter 4). Finally, the sulfobetaines (CiSBT(j)) exhibit
behavior similar to the trimethylammoniums, since it is an ammonium group that is
directly adjacent to the tail, as seen in Figure 5-2.
Given the tail identifications provided in Table 5.1 for MT runs, and in Table 5.2
for CSMT runs, and the details regarding tail modeling in Chapter 4 and Appendix
F, it remains to compute the head properties necessary for modeling. I summarize
a small selection of these in Table 5.3, based on calculations of the sort portrayed
in Figure 5-3 for CiSUL, where force field parameters involving equilibrium bond
lengths and bond angles are used to calculate the distance between the micelle core-
water interface and average location of charge, dz, and head lengths, 1h, and head
areas, ah, are similarly computed, with the additional input of the van der Waals
radii of the distal atoms.
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Table 5.2: Charged Surfactant Tail Identifications from Computer Simula-
tion
Surfactant Ion Tail Identificationa
CioSFN Na+ S24: C9 [1], C10 [6]; S36: C9 [8], C10 [1]
C12SFN Na+ S36: C1, [5]; S48: C11 [5]
C14SFN Na+ S60: C13 [3]; C14 [2]
C16SFN Na+ S72: C15 [5]
CioSUL Na+ S24: C9 [6]; S36: C9 [6]
C12SUL Na+ S36: C1 , [4]; S48: C1 , [5]; S60: C1 , [5]; S72: C1, [5]
C14SUL Na+ S48: C13 [4], C14 [1]; S60: C1 3 [4], C14 [1]
C16SUL Na+ S60: C15 [3], C16 [2]; S72: C15 [2], C16 [3]
C8BZSFN Na+ S24: B3 C8 [5]
CioBZSFN Na+ S24: B3 C1 0 [3], B35 C10 [1], B36 C10 [1]; S36: B 3C10 [5]
C12BZSFN Na+ S24: B3 C12 [2], B5 C1 2 [2], B6 C12 [1];
S36: B3 C12 [3], B5 C12 [1], B6 C12 [1]; S48: B3 C12 [5]
C12EiSUL Na+ S48: C12 [4], C12+O+CH 2 [1]
C12E2SUL Na+ S48: C1 2+O [3], C12+O+CH 2 [2]
C12E3SUL Na+ S48: C1 2+O [3], C12+O+CH 2 [1]
C12TMA Br- S36: C8 [5]; S48: Cs [8]; S60: C8 [4]
C14TMA Br- S60: C10 [5]
C16TMA Br- S72: C12 [5]
C 1 2PYR Br- S48: C9 [3], C10 [2]
C14PYR Br- S60: C11 [4], C12 [1]
C 1 6PYR Br- S72: C1 3 [5]
CioMPYR I- S36: BOC 10 [5]
C12MPYR I- S48: BOC 12 [7]
C12SBT(3) S36: C9 [5]; S48: C8 [5], C9 [4]
C14SBT(3) S60: C10 [1], C1, [4]
C16SBT(3) S72: C13 [5]
C12SBT(4) S36: C9 [5]; S48: C9 [5]; S60: C7 [1], C8 [4]
a See Section 3.3 of Chapter 3 for details of the head/tail identification
procedure. Entries show the spherical aggregation number simulated as
SN, where N is the aggregation number. Tail identifications are followed
by the number of simulations possessing that identification. The formula
Bk means k aromatic carbon groups are included in the tail in a symmetric
fashion (k = 0 indicates the full aromatic ring should be considered in the
head region for packing calculation purposes).
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Group Properties for Charged Surfactants
Head h (2)a Za dz a h ()a
SFN 24.9 -1 0.362 1.762
SFN+CH 2  24.9 -1 2.154 3.554
SUL 24.9 -1 1.973 3.373
SUL+CH 2  24.9 -1 2.888 4.288
SFN+B3 24.9 -1 2.861 4.261
EiSUL 24 .9b -1 5.293 6.693
E2SUL 24 .9b -1 6.509 7.909
E3SUL 24 .9b -1 7.693 9.093
TMA+3CH2  28.4 +1 3.843 6.848
TMA+4CH2  28.4 +1 5.021 8.026
PYR+2CH2  35.0 +1 0.663 3.689
PYR+3CH2  35.0 +1 3.857 8.717
MPYR 35.0 +1 2.712 5.738
SBT(3)+3CH 2 28.4 +1/-i 3.843/9.098 10.498
SBT(4)+3CH2 28.4 +1/-1 3.843/10.443 11.843
a ah: head cross-sectional area; z: valence; d2: distance from
micelle core-water interface to average charge location; lh:
average head length.
b Head areas for ethoxysulfates with 3 or fewer ethoxylate
units are determined by the size of the sulfate group.
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Table 5.3: Head
0.34A - - -- bso, =1.455A
----- --- - bos =1.633A
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Figure 5-3: Distances used in computing surfactant head molecular descriptors for
alkyl sulfate (CiSUL) surfactants. The distance from the micelle core-water interface
to the average location of charge (portrayed as the orange circle) depends on the
specific tail identification. If the tail identification is Ci_ 1, then the distance from
the first blue circle labeled "C" to the orange circle is d2, which can be calculated
from the geometry of the surfactant, as captured in the force field as equilibrium
bond lengths and angles. Note that one typically assumes a fully extended, all-trans
configuration when calculating d,. Another possibility is to examine mean distances
during simulations, if the head is larger and the surfactant is flexible (unlike the case
with, say, an alkyl aryl surfactant such as benzene sulfonate, which is quite rigid).
195
5.2.2 Nonionic Surfactants
For nonionic surfactants, I have chosen to investigate the common alkyl ethoxylates
and sugar-based surfactants (glycosides). The specific chemical structures selected
are portrayed in Figure 5-4, and include both a and # anomeric forms of the alkyl
glucoside and alkyl maltoside surfactants, which differ only in the stereochemistry of
the chiral center attached to the ether oxygen bridging the sugar ring and the alkyl
tail. It has been shown that this subtle difference can cause perceptible changes in
the micelle structure and a slight elevation in cmc of the # form relative to the a
form.2" In the MT theory there is no way to distinguish between the two forms, if
the head areas are considered to be the same. However, in the CSMT framework,
differences in micelle structure will impact the local hydration states of individual
groups, which may lead to differences ultimately in predicted cmc's. In fact, this will
be confirmed in Section 5.4 below. -Galactoside is included as an additional example
of a single change to the stereochemistry of a chiral center, relative to glucoside. The
alkyl methylglucamide surfactant type has been included as a test of the MT theory.
CSMT results for this surfactant using my updated techniques are not yet available,
although this surfactant has been previously studied by Stephenson and coworkers
with an older approach.'09
The tail identification used with the nonionic surfactants in Figure 5-4 in con-
ventional MT modeling is taken to be Ci, as in Ref. [85]. For CSMT modeling, the
OPLS-AA force field'88 can be applied to the alkyl tail, the ethoxylate model of Ander-
son and Wilson23 5 can be applied to ethoxylate heads (with the addition of a missing
set of dihedral parameters for the terminal ether oxygen-carbon-carbon-alcohol oxy-
gen dihedral, which I have calculated according to the procedure described in Section
E.2.4 of Appendix E), and the carbohydrate model of Damm and coworkers 23 8 can
be applied to the glycosides. Aggregation numbers are selected for spherical micelle
simulations as described in Section 5.2.1 above. The tail identifications obtained
from these simulations are summarized in Table 5.4. The shorter chain ethoxylates
tend to have at least one methylene group in the head, while the C12 ethoxylates are
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Figure 5-4: Chemical structures and labels for the linear nonionic surfactants inves-
tigated in this Thesis. Selection of i in Ci is a selection of the length of the attached
alkyl chain, where i is the number of carbon atoms in the chain. For the ethoxy-
late type, one must additionally specify j, the number of ethoxylate units present.
(Note that these structures are intended to depict atom connectivity only, and are
not intended to convey accurate bond angle and dihedral information.)
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(a)
HM3
Surfactant Tail Identifications from Computer Simulation
Surfactant Tail Identification a
C8E4  S24: C8 [9]
C8E6  S24: C6 [2], C7 [7]
C8E8  S24: C6 [5], C7 [3]
C10E4  S36: C9 [5]
C10E6  S24: C9 [4], Cio [1]; S36: C9 [5]; S48: C9 [5]
CioEs S24: C9 [4], Cio [1]; S36: C8 [1], C9 [4]; S48: C8 [1], C9 [4]
C10E10  S24: C8 [2], C9 [3]; S36: C8 [1], C9 [4]; C8 [1], C9 [4]
C12E6 S36: C12 [4], C12 +O [1]; S48: C12 [4], C12 +O [1]; S60: C12 [5]
C12 E8  S36: C11 [3], C12 [2]; S48: C11 [2], C1 2 [3]; S60: Cu [4], C1 2 [1]
C 12 Eio S48: C12 [4], C 12 +O [1]
CsGALB(#) S24: C7 [5], C8 [3]
C8GLUB(a) S24: C7 [7]
C8GLUB(#) S24: C7 [4], C8 [1]
CioGLUB(#) S36: C9 [3], C1 o [2]
C12GLUB(#) S48: C11 [2], C1 2 [3]
C12MAL(a) S48: C11 [5]
C12MAL(#) S36: C11 [3], C12 [1], C12 +0 [1];
S48: C11 [1], C12 [4]; S60: C11 [5]
a See Section 3.3 of Chapter 3 for details of the head/tail identification proce-
dure. Entries show the spherical aggregation number simulated as SN, where
N is the aggregation number. Tail identifications are followed by the number of
simulations possessing that identification.
more in line with the MT tail identification. An early MT treatment of ethoxylates
treated ethoxylated surfactants as having a tail of Ci_1 .8 From the tail identifica-
tions here, it appears that both identifications in the literature have some validity.
Similar identifications are observed with the glucosides and maltosides: an identifi-
cation of either Ci or Cj_1 could be argued for. Note that, in CSMT calculations for
a given micelle simulation, the identification associated with that micelle is used. As
a result, averaged results for cmc's reported in Section 5.4 can contain contributions
from differing identifications, according to Table 5.4. This provides no difficulty to
the CSMT framework, which is designed such that the calculation of the transfer free
energy is much less sensitive to the specific head-tail identification than in the original
MT approach.
Finally, as in Section 5.2.1, based on the MT and CSMT tail identifications, one
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Table 5.4: Nonionic
Table 5.5: Head Group Properties
for Nonionic Surfactants
Head a (A)2a Head ah (A2)a
E 4  28.3 GAL 40.0
E6  4 2 .0 b GLU 40.0
E8  5 2 .9b MAL 52.0
E10 6 3 .2b MEGA 62.0
a ah: head cross-sectional area
b Computed according to Eq. 5.2.1.
must compile the corresponding head properties. For nonionic surfactants, these are
limited to the head area of the surfactants, which, for ethoxylates, can be computed
from a scaling argument as follows:90
.i 0.8
ah (j) = 42.0 - , (5.2.1)
6
where j is the number of ethoxylate units in the CjEj surfactant. The head area for
the sugar-based surfactants can be computed from geometric considerations. Table
5.5 summarizes these results.
5.3 Modeling Results for Charged Surfactants
5.3.1 Anionic Surfactants
In Table 5.6, I present experimental and predicted data for the cmc's of homologous
series of alkyl sulfonates (CiSFN), alkyl sulfates (CiSUL), alkyl benzene sulfonates
(CiBZSFN), and alkyl ethoxysulfates (CiEjSUL), where i indicates the alkyl chain
length, and j indicates the ethoxylate chain length (where applicable). The predicted
data is divided into two categories: (i) predictions using the molecular-thermodynamic
(MT) theory, and (ii) predictions using the combined computer-simulation/molecular-
thermodynamic (CSMT) theory (involving computer simulations). Each category
is subdivided into the four solubility models described in Section F.5 of Appendix
F: (a) a direct group contribution method based on the correlations developed by
199
Abraham (MHA),239 (b) a new fitting of group contribution terms to experimental
solubilities for linear and branched oils, following a similar approach to the MHA
model, which I introduced to explore whether linear and branched oils should be
fit together or separately (MHA2), (c) a group contribution method with a constant
term and specific adjustments based on the chemical nature of the surfactant tail, due
to Klopman, Wang, and Balthasar (KWB),' and (d) a group contribution method
with a constant term and separate handling of alkyl groups in alkanes (paraffins) and
alkylarenes, due to Ktihne, Ebert, Kleint, Schmidt, and Schirmann (KEKSS).6 Note
that the MT predictions have a single value associated with each surfactant chemical
structure and head/tail identification, and that only a single head/tail identification
was selected for each series of surfactants, according to the identifications in Table
5.1 and mentioned in the text of Section 5.2.2.
Although direct comparison of predicted and experimental cmc's is useful to a for-
mulator, who will design surfactant formulations based on this guidance, a comparison
of the free energies associated with these cmc's is beneficial from the standpoint of
gauging errors in the MT or CSMT model. In Section 2.2.4 of Chapter 2, I provided
an expression relating the cmc (in mole fraction units) to the model free energy of
micellization:
Xcmc e exp + (5.3.1)
where g* is the free energy of micellization corresponding to an optimized micellar
configuration (shape, size, and composition) at the solution conditions of interest and
subject to mass balance constraints (kBT is the thermal energy). If one is provided an
experimental cmc in concentration units, an effective value for g*, can be determined
by taking the natural logarithm of both sides of Eq. 5.3.1, and converting between
mole fraction and concentration units. This yields
9ln (Ceme[mM ]
~; In CCCm ](5.3.2)
kBT IK 1000MH2 O[M]
where Ccmc is the experimental cmc and MH2O is the molarity of water at the tem-
perature of interest (see Table F.2 in Appendix F for values). In writing Eq. 5.3.2,
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the solution has been assumed to be dilute. The error in the model relative to the
experiment can now be conveniently determined, as follows:
m- ,model 9mnexpt
* kBT kBT
Ccmel[mM Cc" * IM]
=In -MM In Cexl[M
1000 H20 1000MH2 o[M]
Cmodel
= In c 5.3.3)
cm/
Values for gmmodei and errors for each model are presented in Table 5.7.
The predicted cmc's in Table 5.6 are all based on results obtained for 250C, since
the solubility models and density fitting used in modeling the surfactants were all
based on experimental data at this temperature (see Appendix F). There are a few
examples of longer chain sulfonates and sulfates in Table 5.6 which have reported
cmc's at temperatures other that 250C. This is usually a result of the Krafft temper-
ature being greater than 250C, indicating that the solubility limit of the surfactant is
less than the cmc at that temperature (i.e., no aggregation in the bulk solution can
occur).12 However, these predictions can still be compared to this experimental data,
if one recognizes that ionic surfactants (including the sulfonates and sulfates) do not
typically exhibit a large dependence of the cmc on temperature. In Table 5.8 I collect
some of the experimental data reported by Moroi and coworkers for sulfonates 24 o and
sulfates. 241  The final column contains values for Ag* , , which is the maximum
difference in the effective modified free energy of micellization, corresponding to the
two points with maximum difference in reported cmc. I compute this similarly to Eq.
5.3.3, but allowing for the small change in MH 20 with temperature. That is,
Ccmc (Ti) /M H2o(T) (5.3.4)
m~max Ccme (T2)/ MH2O(T2)
where Ti is the temperature corresponding to the largest cmc in Table 5.8 for the
surfactant of interest, and T2 is the temperature corresponding to the smallest cmc.
In examining the range of surfactants reported, it is clear that the g* varies by at
most only 0.22 kBT units across an interval of 300C! This is approximately the er-
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ror that can be expected by fitting a solubility model to linear and branched alkane
solubility data, for example, as seen by the errors in Table F.9 in Appendix F. Since
I am interested in predicting a cmc that is representative of each surfactant, to en-
able comparison between surfactant structures, and I am not focused on predicting
the temperature-dependent behavior of these surfactants, in Table 5.6, I proceed in
comparing my predictions for the cmc's at 250C (which is not affected by the Krafft
point, since this phase behavior is not modeled) to the experimental values, regardless
of their measurement temperature. Note that, for nonionic surfactants such as the
alkyl ethoxylates, there is a larger effect of temperature, due to dehydration of the
ethoxylate head as temperature is increased.m Based on cmc data collected in Ref.
[171], which demonstrates a decrease in cmc with an increase in temperature due to
this dehydration effect, the variation in g* is about -0.77 kBT over a temperature
range of 250C for the surfactant C12E6 (with a cmc of 0.135 mM at 50C and a cmc
of 0.067 mM at 30'C). However, since the experimental data for cmc's for nonionic
surfactants in Section 5.4 were obtained at 250C, there are no concerns about a direct
comparison to the predictions in those cases.
Table 5.6 demonstrates several important trends in the experimental cmc values,
which I will first state as observations, and then describe below using the results of
the MT theory. (1) For each type of surfactant in which the length of the alkyl chain
is varied, the cmc decreases with increasing chain length. (2) For the ethoxysulfates
(CiEjSUL), an increase in the number of ethoxylate units, j leads to a decrease in
the cmc (in opposition to the trend observed for alkyl ethoxylates (CiEj) in Section
5.4.1). Finally, for fixed chain length, (3) the sulfonates (CSFN) exhibit a higher
cmc than the sulfates (CiSUL), (4) the sulfonates exhibit a higher cmc than the
benzene sulfonates (CiBZSFN), and (5) the sulfates exhibit a higher cmc than the
ethoxysulfates.
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Table 5.6: CMC Results for Linear Anionic Surfactants at T = 250C
CMC (mM) MT Pred. CMC (mM)a CSMT Pred. CMC (mM)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C8 SFN Na+ 155243 190 380 37 73 - - -
CiOSFN Na+ 41243 34 94 9.3 14 22.6i0.6 [16] 70+2 [16] 7.1±0.7 [14] 9.6±0.5 [16]
C12 SFN Na+ 10243 [350C] 6.6 26 2.4 2.8 4.6±0.1 [9] 19.2±0.4 [10] 1.73±0.03 [9] 1.96±0.04 [10]
C14SFN Na+ 2.9243 [450C] 1.4 7.6 0.65 0.62 1.2+0.1 [5] 6.5±0.3 [5] 0.504+0.004 [3] 0.460+0.003 [3]
C16SFN Na+ 0.9243 [520C] 0.31 2.2 0.18 0.14 0.251+0.009 [5] 1.96±0.07 [5] 0.146+0.003 [4] 0.109+0.002 [4]
C8 SUL Na+ 130244 180 370 34 67 - - -
C1oSUL Na+ 33244 32 93 8.6 13 24.7±0.7 [12] 79±2 [10] 7.0±0.2 [12] 10.1±0.3 [12]
C12 SUL Na+ 8.2244 6.3 25 2.3 2.7 4.9+0.2 [20] 20.8±0.8 [20] 1.86±0.08 [20] 2.10±0.08 [19]
C14SUL Na+ 2.05244 1.3 7.4 0.61 0.58 1.20+0.04 [9] 7+0.3 [10] 0.58+0.03 [8] 0.52±0.02 [7]
C16SUL Na+ 0.45244 [300C] 0.29 2.1 0.17 0.13 0.29±0.01 [9] 2.4+0.1 [10] 0.18+0.01 [9] 0.128+0.007 [8]
C8 BZSFN Na+ 11.1245 45 170 31.7 120 26.5±0.1 [4] 110.6±0.5 [4] 15.51±0.05 [5] 6.114±0.006 [5]
CiOBZSFN Na+ 3.14245 [500C] 8.9 44 8.0 39 5.2±0.7 [10] 29+4 [10] 3.8+0.6 [10] 1.5±0.1 [9]
C12 BZSFN Na+ 1.2245 [600C] 1.9 13 2.1 13 1.1±0.2 [15] 8+2 [15] 1.1±0.2 [14] 0.33±0.04 [12]
C12 E1 SUL Na+ 4.5246 2.4 11 0.94 1.0 2.2+0.7 [5] 11+2 [5] 1.2±0.5 [5] 1.1±0.4 [5]
C12E2SUL Na+ 2.8;246 3.0247 1.7 8.6 0.62 0.67 1.5+0.4 [5] 8±2 [5] 0.94±0.08 [5] 0.77±0.05 [5]
C12 E3 SUL Na+ 2.8247 1.2 6.6 0.38 0.41 0.7+0.2 [4] 4+1 [4] 0.33±0.06 [4] 0.24±0.04 [2]
The MT and CSMT predictions which are closest to the experimental values are bolded.
a MT predictions do not have error bars, since the theory is deterministic based on user input.
b The error bars in the CSMT predictions represent the standard deviation in the predicted cmc arising from differences between the independent
simulations run. The number of simulations is denoted in square brackets. Note that the four solubility models are applied to the same set of
simulations, but difficulties with numerical convergence in certain cases may lead to some points being discarded.
Table 5.7: Free Energy of Micellization Comparison for Linear Anionic Surfactants at T = 25'C
g*, (kBT)a MT Error (kBT)b CSMT Error (kBT)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C8SFN Na+ -5.88 0.20 0.90 -1.43 -0.75 - - - -
CiOSFN Na+ -7.21 -0.19 0.83 -1.48 -1.07 -0.60 0.53 -1.75 -1.45
C12SFN Na+ -8.62c -0.42 0.96 -1.43 -1.27 -0.78 0.65 -1.75 -1.63
C14SFN Na+ -9.85c -0.73 0.96 -1.50 -1.54 -0.88 0.81 -1.75 -1.84
C16SFN Na+ -11.02c -1.07 0.89 -1.61 -1.86 -1.28 0.78 -1.82 -2.11
C8SUL Na+ -6.05 0.33 1.05 -1.34 -0.66 - - - -
CioSUL Na+ -7.42 -0.03 1.04 -1.34 -0.93 -0.29 0.87 -1.55 -1.18
C12SUL Na+ -8.82 -0.26 1.11 -1.27 -1.11 -0.51 0.93 -1.48 -1.36
C14SUL Na+ -10.20 -0.46 1.28 -1.21 -1.26 -0.54 1.23 -1.26 -1.37
C16SUL Na+ -11.72c -0.44 1.54 -0.97 -1.24 -0.44 1.67 -0.92 -1.26
C8BZSFN Na+ -8.51 1.40 2.73 1.05 2.38 0.87 2.30 0.33 -0.60
CioBZSFN Na+ -9.77c 1.04 2.64 0.94 2.52 0.50 2.22 0.19 -0.74
C12BZSFN Na+ -10.73c 0.46 2.38 0.56 2.38 -0.09 1.90 -0.09 -1.29
C12E1 SUL Na+ -9.42 -0.63 0.89 -1.57 -1.50 -0.72 0.89 -1.32 -1.41
C12E2SUL Na+ -9.86 -0.53 1.09 -1.54 -1.47 -0.66 1.01 -1.13 -1.33
C12E3SUL Na+ -9.89 -0.85 0.86 -2.00 -1.92 -1.39 0.36 -2.14 -2.46
The MT and CSMT predictions which are closest to the experimental values are bolded.
a Effective value calculated from the experimental data in Table 5.6 using Eq. 5.3.2.
b Errors are computed using Eq. 5.3.3.
c These data are evaluated at temperatures other than 250C. See Table 5.6 for details.
Table 5.8: Experimental CMC Values as a Function of Temperature
Surfactant Temperatures / CMC's (mM) A (kBT)
22 0C 250C 350C 450C 550C
NaCioSFN 39.4 38.8 40.1 40.6 41.6 0.08
350C 400C 450C 50 0C 550C
NaC 12SFN 10.6 10.7 11.2 11.5 12.0 0.13
42.00 C 44.60C 48.10C 51.50C 54.90C
NaC14SFN 2.9 3.0 3.1 3.3 3.5 0.19
250C 30 0C 400C 500C 550C
NaC8 SUL 13.02 13.18 13.59 14.21 14.66 0.11
NaCioSUL 3.30 3.29 3.37 3.55 3.69 0.10
NaC 12SUL 0.816 0.824 0.856 0.918 0.961 0.15
NaC14SUL 0.205 0.208 0.222 0.243 0.259 0.22
Each of these five observations is reproduced by the four solubility models con-
sidered, with the sole exception of the KEKSS model and observation (4). As seen
in Table F.8 of Appendix F, the transfer contributions of methylene and methyl
groups in alkylarenes are reduced relative to those for the same groups in paraffins.
While this may yield better results for solubility predictions for low molecular weight
compounds such as toluene, ethyl benzene, and n-propyl benzene, it is clearly not
appropriate for molecular-thermodynamic modeling of the micellization behavior of
surfactants based on these compounds: instead of a drop of a factor of around 10 in
the cmc of benzene sulfonates relative to the sulfonates, the KEKSS model predicts
an increase by a factor of approximately 2 to 4.
The model exhibiting the best, most consistent agreement in MT predictions is
the MHA model. The MHA2 model substantially overpredicts the cmc in many cases,
while the KWB tends to underpredict. Recall that all four models were developed
to replicate solubility data for linear and branched oils. In Table 5.9, I provide
a comparison of the prediction of the four models for the transfer free energy of
dodecane and a C12 tail to help explain the discrepancy between accurate prediction
of oil properties and accurate prediction of tail properties. Note that there is no
experimental verification possible for the transfer of a C12 tail, which is not a whole
molecule. One can see that the replacement of a methyl group with a methylene
group in moving from dodecane to a C12 tail has a clear model-dependent effect, with
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Table 5.9: Transfer Free Energies (kBT) for Dodecane and a C12 Tail
Model Dodecane C12 Tail
Experiment -21.662
MHA -22.014 -19.989
MHA2 -20.450 -17.395
KWVB -20.994 -21.539
KEKSS -21.830 -21.436
KWB exhibiting a more negative gt, value for the C12 tail, and the other three models
exhibiting a less negative value. Note that MHA2 does not fit dodecane as well as the
other models - this is due to fitting of MHA2 to both linear and branched oils (MHA
was fit to linear oils first, then to branched to obtain parameters for CH and C groups,
which are not relevant here) and the inclusion of tetradecane and hexadecane in the
fitting (which exhibit anomalous solubilities in comparison with the shorter linear
alkanes, as discussed in Section F.5.5 of Appendix F, which have larger solubilities
than expected - that is, less negative gtr values). It is important to note that, since
the true transfer free energy for a C12 tail is unknown, only a large study such as
this one can elucidate which model is preferable. This is also true of alkyl benzene
tails: in Table F.10 in Appendix F, the KWB model predicts the aqueous solubilities
of various phenyldecanes and phenyldodecanes with the best accuracy. In Table
5.6, it is, in fact, KWB that predicts the best result for C8BZSFN and CiOBZSFN,
but the MHA model has comparable values, and is slightly closer in the prediction
of C12BZSFN. This is encouraging, because it seems to indicate that one model -
the MHA model - shows promise for modeling the full set of anionic surfactants.
Note that, with few exceptions, the MHA model predicts a value for g*, to within
1 kBT of the experimental values, in contrast to the other models, which exhibit
more marked deviation. This seems to indicate that the right balance between the
amount of transfer free energy to ascribe to methyl groups versus methylene groups
has been achieved (under the assumption that the other free-energy contributions do
not provide a systematic under- or over-prediction).
Using the MT results for the MHA model, it is possible to understand the five
observations related to the experimental measurements, as discussed above.
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Observation (1), that cmc's decrease with an increase in chain length is a well-
celebrated result of the hydrophobic effect. 4 Each additional methylene group in the
surfactant tail increases the perturbation of the hydrogen-bonding network of water,
increasing the driving force for removal of the tail from water through aggregation
(or removal to surfaces).
Observation (2), that an increase in the ethoxylate spacer in the ethoxysulfates
decreases the cmc, is a function of: (a) the constancy of the modeled head area for
short ethoxylate units (due to relative inflexibility in comparison to long ethoxylate
chains), and (b) the reduction in the charging free-energy penalty due to the increase
in the distance-to-charge from the micelle core-water interface to the average charge
location afforded by the ethoxylate spacer itself. Point (a) means that the steric free-
energy penalty is not increasing in going from E1 to E3 , while point (b) means that
less of the negative transfer free energy will be offset (hence, the lower cmc predicted).
The specific head properties can be reviewed in Table 5.3 in Section 5.2.1 above.
Observation (3), that the sulfonates exhibit a higher cmc than the sulfates for fixed
chain length, has the same explanation as Observation (2). That is, the sulfonate
group possesses a charge closer to the micelle core-water interface, which increases
the electrostatic penalty. This is a small effect (about 0.2 kBT, as calculated from
the experimental cmc's and application of Eq. 5.3.3), but detectable with the MT
model.
Observation (4), that the sulfonates have a higher cmc than the benzene sul-
fonates, is a consequence of the head/tail identification obtained from the computer
simulations, which assigns three of the benzene carbon groups to the tail (in addition
to the alpha methylene). For the MHA solubility model, this makes the transfer free
energy more negative by -3.119 kBT. All the other free-energy contributions are also
affected. In particular, the interfacial tension of alkyl benzenes is less than that for
the alkanes by about 10 dyn/cm (see Ref. [248] for a compilation of values), mean-
ing less of an interfacial free-energy penalty. However, the packing penalty increases
substantially due to the confinement of the ring to the interface, leading to a 1.4 kBT
offset.
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Observation (5), that the sulfates have a higher cmc than the ethoxysulfates is
mainly explained by the difference in head/tail identification: the sulfates (CSUL)
have a Cj_1 tail, while the ethoxysulfates (CiEjSUL) have a Ci tail brought about
by the increased distance between the charge group and the alpha carbon due to the
ethoxylate spacer. There is also, as with Observation (2), an effect due to having the
charge positioned further from the micelle core-water interface (where the charge is
smeared across a larger surface area per surfactant during the electrostatic charging
process).
Finally, the CSMT results in Table 5.6 uniformly point to a reduction in the pre-
dicted cmc relative the MT predictions using the same solubility model. Recall that
the CSMT approach integrates computer simulation results into the MT framework
in two ways: (i) through a means for performing the surfactant head/tail identifica-
tion, and (ii) through the calculation of an updated transfer free energy, gtr,csMT, as
described in Section 3.2.2 of Chapter 3. Since the first point is often incorporated into
the MT predictions as well (as with several of the entries in Table 5.1). Therefore,
the second point is the main area in which the MT and CSMT predictions will differ.
Equation 3.2.12 in Chapter 3 explores the difference between the MT gtr (gtr,MT)
and gtr,csMT. There are two contributions, one due to the partial dehydration of hy-
drophobic head groups (such as the alpha methylene excluded from consideration in
the MT modeling in many ionic cases), and the other due to the subtle change in the
structure of water about the various groups in the micelle core relative to the monomer
state. The first contribution is typically negative (unless the group contribution of a
group to the transfer free energy is positive - an example is an aromatic C group in
the MHA model, with a transfer free energy contribution of +0.914 kBT). It is not
clear that the second contribution (as formulated in Eq. 3.2.12) is guaranteed to have
a particular sign, but it is clear from Table 5.7 that, at the least, it does not reverse
the sign of the first contribution, such that gtr,csMT - gtr,MT is consistently negative,
and the cmc predicted by CSMT is less than that for MT. As a result, models which
tend to underpredict (such as the KWB and KEKSS models) will exhibit increased
deviation from the experimental cmc. The MHA2 model, which overpredict the cmc
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in the MT modeling for all anionic surfactants studied, is naturally improved. For
the MHA model, recommended for MT modeling, the predictions are not greatly af-
fected, except in the case of the benzene sulfonates, where the predictions are actually
improved. However, the average root mean square error per surfactant (calculated
from the error values for the MHA MT and CSMT models in Table 5.7 for which
both values were available) increases slightly from 0.71 kBT for the MT framework to
0.76 kBT for the CSMT framework, indicating a (very) slight reduction in prediction
performance. One further point which recommends the MT model in this case, how-
ever, is that Observation (1) is correctly predicted, whereas the CSMT inverts the
relationship between the sulfonate and sulfate surfactants. Since there are various
sources for error in the simulations (force field parameters, eccentricity in the micelle
when making spherical rdf calculations), it is perhaps not surprising that an effect
on the order of 0.2 kBT may not be accurately captured. Since the MT model is
not exposed to these additional source of errors, this is one recommendation for it.
However, note the value of the computer simulations in ascertaining the head/tail
identification for the benzene sulfonates: the MT model is limited by the rules of the
thumb necessary to perform modeling. Accordingly, it is important to consider some
measure of input from the computer simulations, even if the full CSMT framework is
not always necessary to achieve quality predictions.
5.3.2 Cationic Surfactants
Tables 5.10 and 5.11 summarize the cmc results and deviations in predicted modified
free energies of micellization for the cationic surfactants depicted in Figure 5-2. Both
MT and CSMT predictions are shown. Note that not all systems have been simu-
lated, since short chain cationic surfactant micelles (C8 and CIO) have a tendency to
eject monomers during the time scale of the simulation (tens of nanoseconds), com-
plicating analysis. This ejection is likely due to their larger, bulkier head groups,
which prevents the formation of a compact core, making it easier for any one chain to
diffuse out of the micelle. I have chosen to analyze only whole micelles in this Thesis,
to avoid complications introduced by the presence of monomers in the simulation cell
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when calculating radial distribution functions for head/tail identification and when
computing hydrating contacts.
There are several observations to be made based on the experimental results. (1)
Each type of surfactant exhibits a decreasing cmc with increasing chain length. (2)
For a fixed chain length, the alkyl trimethylammoniums (CiTMA) have a larger cmc
than the 1-alkyl pyridiniums (CiPYR), which have a larger cmc than the 1-methyl,4-
alkyl pyridiniums (CiMPYR). (3) In comparing the alkyl trimethylammoniums to
the alkyl sulfonates and alkyl sulfates in Table 5.6, the trimethylammoniums have a
consistently higher cmc across all chain lengths.
Observation (1) is explained, as in Section 5.3.1, by the hydrophobic effect."
Each successive methylene group in a chain imparts a negative contribution to the
overall transfer free energy of the surfactant tail, resulting in an increased driving
force for micellization. This observation is reproduced in all four solubility models,
although the MHA model provides the most accurate predictions (similarly to the
anionic surfactants).
Observation (2) is not completely reproduced by the models. In fact, all four
solubility models predict an increase in the cmc when selecting a 1-alkyl pyridium
surfactant over a trimethylammonium surfactant of equal chain length. The MHA
model correctly predicts the relationship between the trimethylammoniums and 1-
methyl, 4-alkyl pyridiniums, as well as the 1-alkyl pyridinium and 1-methyl, 4-alkyl
pyridiniums (which the MHA2 model also correctly predicts). However, the remaining
solubility models do not.
To try to understand this situation, it is useful to examine the head/tail identifi-
cations used in the MT modeling, as summarized in Table 5.1. The traditional rule of
thumb is used for the CjTMA and C2PYR surfactants (a Cj_1 tail), while the tail for
the CjMPYR surfactants is given as BoC, (which indicates the full alkyl chain, plus
consideration of the aromatic ring in the head region when packing). Since the KWB
and KEKSS models are affected by nature of the tail (whether alkyl or alkylaryl),
the B0C, identification triggers a change in the transfer free energy assigned to the
chain, which is the reason neither the KWB nor KEKSS models correctly identify the
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relationship between CPYR and CiMPYR cmcs for fixed chain length. The correct
identification of this relationship by the MHA and MHA2 models can be attributed
to the extra methylene group considered to be in the tail of the CMPYR surfactants,
which decreases the cmc. Additionally, the charge of a CjMPYR surfactant is further
from the micelle core-water interface than the charge of a CZPYR surfactant. This
also supports the trend. In examining the CiTMA and CPYR surfactants, which
have the same MT tail identification and very similar distance-to-charge (but differ-
ent head lengths), one clear difference is the head area used in modeling these two
surfactants: 28.4 A2 for CiTMA versus 35.0 A2 for CPYR. To test the effect of head
area on the results, I made additional MT predictions for the CZPYR surfactants using
the head area of CTMA and the MHA model, finding that the predicted cmc's for
Cs to C16 are 310, 53, 10, 2.1, and 0.44 mM, respectively. By comparing these values
to the cmc values for CiTMA in Table 5.10, one can see that the trend is still not
captured. Since this is a comparison between aromatic and non-aromatic surfactants,
it is possible that there is an unexplained effect, but this could also be simply due
to errors in the models. Note that the absolute predictions are quite good for both
classes of surfactants. The observed trend corresponds to a difference of about 0.4
kBT (as seen by comparing g* values in Table 5.11). This difference is within the
errors relative to the predictions themselves.
Observation (3) is correctly reproduced by all four solubility models using the
MT approach. It is not consistently reproduced using the CSMT approach (e.g., the
MHA model predicts a higher cmc for the sulfonates), likely due to the consideration
of the methyl groups in the head as having their usual alkyl group contribution to the
transfer free energy (modulated by the fractional degrees of hydration of these groups,
which are not in the tail). Further study is needed to evaluate what the correct group
contributions of these methyls should be in a CSMT setting. The usual contribution
is found by fitting to oils larger than pentane, but it is not clear that use of this value
is appropriate for the case of a single methyl attached to the charged nitrogen, since
the electrostatic potential about this methyl is affected by the local charge, as can be
seen by ab initio calculations in a software package such as Gaussian 03.
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Table 5.10: CMC Results for Linear Cationic Surfactants at T = 250C
CMC (mM) MT Pred. CMC (mM)a CSMT Pred. CMC (mM)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C8 TMA Br- 261249 287 610 55 110
CiOTMA Br- 67.4250 49 150 13 20 - - -
C12TMA Br- 15.4250 9.5 38 3.4 4.0 3.9+0.3 [16] 11.5±0.9 [17] 1.87±0.07 [12] 2.1+0.1 [11]
C14TMA Br- 3.78250 2.0 11 0.89 0.85 0.692±0.009 [5] 3.28±0.03 [5] 0.376±0.004 [5] 0.320±0.004 [5]
C16TMA Br- 0.952250 0.41 3.1 0.24 0.18 0.0891±0.0009 [3] 0.83+0.02 [5] 0.070+0.002 [4] 0.040±0.001 [4]
C 8PYR Br- 19311 450 961 84 170 - - -
CiOPYR Br- 44251 76 231 20 30 - - -
C12 PYR Br- 10251 14 59 5.1 6.1 7.2±0.4 [3] 26.8±0.8 [5] 2.53±0.09 [5] 4.0±0.1 [5]
C14PYR Br- 2.7251 2.8 16 1.2 1.2 1.329±O.006 [4] 6.8i0.2 [5] 0.54+0.03 [5] 0.69i0.01 [5]
C 16 PYR Br- 0.64251 0.58 4.3 0.33 0.25 0.244±0.006 [5] 1.84±0.02 [4] 0.111±0.003 [4] 0.111±0.003 [4]
C8 MPYR I- 42.761 [300C] 270 730 440 1700 - - -
CioMPYR I- 10.6561 [300C] 47 170 92 460 13.1±0.1 [5]c 49.6+0.5 [5]c 24.1+0.2 [5]c 5.48±0.04 [5]c
C 12MPYR I- 2.561 [300C] 9.1 45 21 130 2.46+0.04 [7]c 12.5±0.2 [7]c 5.44+0.08 [7]c 1.09+0.02 [4]c
The MT and CSMT predictions which are closest to the experimental values are bolded.
a MT predictions do not have error bars, since the theory is deterministic based on user input.
b The error bars in the CSMT predictions represent the standard deviation in the predicted cmc arising from differences between the independent
simulations run. The number of simulations is denoted in square brackets. Note that the four solubility models are applied to the same set of
simulations, but difficulties with numerical convergence in certain cases may lead to some points being discarded.
c Simulations run at 30C.
Table 5.11: Free Energy of Micellization Comparison for Linear Cationic Surfactants at T = 25'C
g* (kBT)a MT Error (kBT)b CSMT Error (kBT)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C8TMA Br- -5.35 0.09 0.85 -1.56 -0.86 - - - -
CioTMA Br- -6.71 -0.32 0.80 -1.64 -1.21 - - - -
C12TMA Br- -8.19 -0.48 0.90 -1.51 -1.35 -1.37 -0.29 -2.10 -1.99
C14TMA Br- -9.59 -0.64 1.07 -1.45 -1.49 -1.70 -0.14 -2.30 -2.47
C16TMA Br- -10.97 -0.84 1.18 .-1.38 -1.67 -2.37 -0.14 -2.61 -3.17
C8PYR Br- -5.66 0.85 1.61 -0.83 -0.13 - - - -
CiOPYR Br- -7.14 0.55 1.66 -0.79 -0.38 - - - -
C12PYR Br- -8.62 0.34 1.77 -0.67 -0.49 -0.33 0.99 -1.37 -0.92
C14PYR Br- -9.93 0.04 1.78 -0.81 -0.81 -0.71 0.92 -1.61 -1.36
C16PYR Br- -11.37 -0.10 1.90 -0.66 -0.94 -0.96 1.05 -1.75 -1.75
C8MPYR I- -7.17c 1.84 2.84 2.33 3.68 - - - -
CioMPYR I- -8.55c 1.48 2.77 2.16 3.77 0.21 1.54 0.82 -0.66
C12 MPYR I- -10.00c 1.29 2.89 2.13 3.95 -0.02 1.61 0.78 -0.83
The MT and CSMT predictions which are closest to the experimental values are bolded.
a Effective value calculated from the experimental data in Table 5.10 using Eq. 5.3.2.
b Errors are computed using Eq. 5.3.3.
c These data are evaluated at temperatures other than 250C. See Table 5.10 for details.
In examining all the predictions, it appears that the MT predictions of the MHA
model offer the best agreement with experiment for the majority of the structures.
The CSMT predictions of the MHA model provide a substantial improvement in the
accuracy of the 1-methyl, 4-alkyl pyridiniums, but the predictions for the trimethy-
lammoniums are worsened. In comparing the KWB and KEKSS results for the 1-alkyl
pyridinium and 1-methyl, 4-alkyl pyridiniums, it is clear that the solubility models
which exhibit a discontinuous change in the group contributions based on the to-
tal chemical nature of the surfactant tail hinder the prediction of qualitative trends
between disparate chemical structures.
5.3.3 Zwitterionic Surfactants
Tables 5.12 and 5.13 summarize the cmc results and deviations in predicted modified
free energies of micellization for the sulfobetaine surfactants considered in Figure 5-2.
Notice that the CSMT predicted cmc's are listed in micromolar units and deviate
significantly from the predicted experimental values. For this surfactant, the alkyl
spacer and methyls attached to the ammonium groups were considered to have the
usual transfer free-energy contributions of alkyl groups. Fractional degrees of hydra-
tion for these groups are between 0.60 and 0.88, but because there are several such
groups, the overall contribution to gtr,CSMT is significant enough to greatly reduce
the cmc. As was mentioned in Section 5.3.2 with the trimethylammonium case, it
appears likely that these alkyl groups should not be treated as conventional alkanes
for the purpose of computing gtr,csMT
In this set of structures, it is apparent that there is a tendency to underpredict
the experimental cmc even using the MT framework. In fact, the MHA2 model pro-
vides the best predictions, but this is fortuitous: since the MHA2 model consistently
overpredicts all the anionic and cationic cmc's (see Tables 5.7 and 5.11, respectively),
the systematic underprediction simply brings the MHA2 model closer to experiment.
One convincing explanation for the trend towards underprediction involves the
head group parameters presented in Table 5.3. These were calculated for a fully-
extended sulfobetaine group. However, during simulations of the sulfobetaine surfac-
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tants, it becomes clear that the sulfobetaine head is most frequently in a state of as-
sociation between the sulfonate group and the oppositely-charged ammonium groups
in adjacent surfactant heads. Figure 5-5 shows a simulation snapshot of a micelle
composed of C12SBT(4) surfactants. Less than a quarter of the surfactant heads are
extended. If one compares the MT predictions of C12SBT(3) and C12SBT(4), which
differ only in terms of charge separation and head length, it is clear that decreasing
the charge separation (and head length) increases the cmc, due to an increased elec-
trostatic penalty. Accordingly, if the head groups are not fully-extended, then it is
expected that the cmc should be larger than predicted. Additionally, even if there
is cancellation of some charge in the theoretical charge layers due to positive and
negative charge association, the association should also increase the expected head
area representing steric interactions, since this head area is calculated assuming full
extension.
These considerations may also help explain another observation with the experi-
mental data: there is apparently an increase in cmc for C12SBT(4) surfactant relative
to C12SBT(3). If the sulfobetaines are in a more collapsed state, then a larger spacer
may lead to a larger effective head area (similar to the ethoxylates treated in Section
5.4.1). If the two types of sulfobetaines have a similar distribution of charges due
to this collapse, then the electrostatic contribution will be similar, meaning that it
would be the steric free-energy contribution that would explain the trend. Note that
the MT predictions were made using conventional geometric arguments for a fully-
extended chain, and the head areas are fixed to the same (cross-sectional) values. As
a result, this observed trend is not captured. Interestingly, the trend of increasing
cmc with an increase in the spacer length is not consistent across chain lengths: the
values reported by Qu and coworkers.2 indicate that the cmc's of C 12SBT(4) and
C 1sSBT(4) are greater than their SBT(3) counterparts, while the cmc's of C 4SBT(4)
and C16SBT(4) are less than their SBT(3) counterparts. In carefully examining their
surface tension versus surfactant concentration data, it appears that there is enough
variability that this approximately 0.3 kBT difference due to the spacer length may
also be within experimental error.
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Table 5.12: CMC Results for Linear Zwitterionic Surfactants at T = 25'C
CMC (mM) MT Pred. CMC (mM)a CSMT Pred. CMC ([pM)b
Surfactant Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C12SBT(3) 1.61252 0.42 4.13 0.074 0.099 6 ± 2 [14] 50±20 [14] 1.9±0.5 [14] 1.9±0.6 [14]
C14SBT(3) 0.377252 0.029 0.53 0.0074 0.0068 0.34 ± 0.06 [5] 6±1 [5] 0.19 ± 0.04 [5] 0.13 ± 0.02 [5]
C16SBT(3) 0.029252 0.0020 0.07 0.00074 0.00047 0.019 ± 0.003 [5] 0.62±0.08 [5] 0.016 ± 0.002 [5] 0.007 ± 0.001 [5]
C12SBT(4) 2.2252 0.098 0.97 0.017 0.023 0.4 ± 0.1 [15] 4±1 [15] 0.14 ± 0.05 [15] 0.13 ± 0.04 [15]
The MT and CSMT predictions which are closest to the experimental values are bolded.
a MT predictions do not have error bars, since the theory is deterministic based on user input.
b The error bars in the CSMT predictions represent the standard deviation in the predicted cmc arising from differences between the independent
simulations run. The number of simulations is denoted in square brackets. Note that the four solubility models are applied to the same set of
simulations, but difficulties with numerical convergence in certain cases may lead to some points being discarded.
I,
Table 5.13:
T = 25'C
Free Energy of Micellization Comparison for Linear Zwitterionic Surfactants at
g* (kBT)a MT Error (kBT)b CSMT Error (kBT)b
Surfactant Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C12SBT(3) -10.45 -1.34 0.94 -3.08 -2.79 -5.59 -3.47 -6.74 -6.74
C14SBT(3) -11.90 -2.56 0.34 -3.93 -4.02 -7.01 -4.14 -7.59 -7.97
C16SBT(3) -14.46 -2.67 0.88 -3.67 -4.12 -7.33 -3.85 -7.50 -8.33
C12SBT(4) -10.13 -3.11 -0.82 -4.86 -4.56 -8.61 -6.31 -9.66 -9.74
The MT and CSMT predictions which are closest to the experimental values are bolded.
a Effective value calculated from the experimental data in Table 5.12 using Eq. 5.3.2.
b Errors are computed using Eq. 5.3.3.
Figure 5-5: Simulation snapshot of a C12 SBT(4) sulfobetaine surfactant micelle com-
posed of 36 monomers. In the upper left corner, all atoms are shown using a van der
Waals representation. In the lower right, only the backbone atoms of the sulfobetaine
are shown, to highlight the orientation of the sulfonate group relative to the alkyl
ammonium group. Note that, while a few sulfobetaines are fully extended into solu-
tion (water not shown for clarity), the majority are condensed on the surface, with
close proximity between the negatively-charged sulfonate and the positively-charge
ammonium. (Color code: red - oxygen, yellow - sulfur, dark blue - nitrogen, teal -
carbon, white - hydrogen.)
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5.4 Modeling Results for Nonionic Surfactants
5.4.1 Ethoxylated Surfactants
Tables 5.14 and 5.15 summarize the cmc results and deviations in predicted modified
free energies of micellization for the ethoxylate surfactants considered in Figure 5-4.
In this series, there are only two points to consider: (i) the length of the surfactant
chain, and (ii) the length of the ethoxylate chain. Here, I have selected alkyl chain
lengths of C8 to C1 2 and ethoxylate chain lengths of E4 to E10. As with the charged
surfactants throughout Section 5.3, the experimentally-observed trend with increasing
chain length is clear: additional methylene groups decrease (make more negative) the
transfer free energy of the surfactant tail, leading to a decrease in the cmc. As for the
effect of the ethoxylate chain length fixing the alkyl chain length, the trend is also
consistent: an increase in the number ethoxylate units increases the cmc. Since these
surfactants are nonionic, there is not an electrostatic component to the modeling. In
the MT thought process, the only remaining head-related free-energy contribution
is the steric free energy. As a result, the increase in ethoxylate head length can be
viewed as leading to an increase in the head area of these surfactants, 81 as modeled
in Eq. 5.2.1 in Section 5.2.2.
As with the charged systems, the MHA model provides the best agreement with
experiment for most short-chain ethoxylate structures. For C8E8 , C10E10 , and C12E10,
one can see an overprediction with this model. Although not shown, as the ethoxylate
length continues to increase, the scaling relationship in Eq. 5.2.1 leads to a head area
that crowds the interface, causing the steric free energy to diverge. However, surfac-
tants such as C12E3o are physically realizable and exhibit cmcs. 17 1 The resolution of
this issue is to recognize that these chains interpenetrate and are not well-represented
as hard disks at long chain length (alternatively, hard disk areas can always be used
as a fitting parameter, but will not follow the scaling law of Eq. 5.2.1). A theory for
end-grafted polymers on surfaces exhibiting curvature, such as that due to Carignano
and Szleifer,2 5 3 and very much in the vein of the packing theory presented in Chapter
4 is thus recommended when considering surfactants with high ethoxylate content. I
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have made progress in this area, but much remains to be done. This topic is addressed
again briefly in Chapter 7.
In Table 5.14, as in Section 5.3, the CSMT approach leads to a decrease in the
transfer free energy that causes substantial deviation in the prediction (but brings the
MHA2 model into good agreement with experiment, since this model tends to over-
predict in MT modeling). In this particular case, the tail identification for these CjEj
surfactants is Ci. Further, no transfer contributions are assigned to the ether oxygens
or ether methylene groups. In work not shown, but corroborated by the predictions
of Stephenson and coworkers,' 09 inclusion of transfer free energy contributions for
these terms lead to even larger deviations. (Although I have investigated the KWB
and KEKSS models for their use of a positive contribution for the ether oxygens, this
positive contribution is more than offset by the intervening ether methylene groups'
negative values. Accordingly, the ethoxylate head, when treated in this manner pro-
vides an additional negative contribution to the free energy.) Since the only groups
with non-zero transfer free-energy contributions then are the same ones already fully
represented in the MT modeling, the explanation for the deviation arises from the
water structure term in the CSMT equation for the free energy of hydration (see Eq.
3.2.8 in Chapter 3) and the fact that certain tail identifications (see Table 5.4) involve
the first ether oxygen, and, in certain cases, the first ether methylene. This leads to
larger realizable micelle sizes and a slightly smaller head group (in these cases, the
scaling law of Eq. 5.2.1 is applied with a fraction value for the number of ethoxylate
units - with 1/3 applied for each CH2 or 0 group in the head). Since the interfacial
free-energy contribution per surfactant scales inversely to the radius, the overall
effect of these longer tails is to lead to a decrease in the cmc, even if there are no
additional transfer contributions.
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Table 5.14: CMC Results for Linear Nonionic Surfactants at T = 25'C
CMC (mM) MT Pred. CMC (mM)a CSMT Pred. CMC (mM)b
Surfactant Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C8 E4  8.0254 4.7 19 0.48 1.1 1.10±0.03 [9] 4.4±0.1 [9] 0.114±0.004 [9] 0.263±0.008 [9]
CsE 6  9.9171 11 45 1.2 2.7 3.2±0.9 [9] 11±2 [9] 0.31±0.07 [9] 0.8±0.2 [9]
C8 Es 10.4254 34 137 3.6 8.2 9±2 [8] 29±6 [8] 0.8±0.2 [8] 2.1±0.5 [8]
CioE 4  0.5" 0.29 2.1 0.044 0.069 0.055t0.002 [5] 0.40±0.01 [5] 0.0081±0.0003 [5] 0.0131±0.0005 [5]
C10.9171 0.67 4.9 0.099 0.16 0.12±0.02 [15] 0.8±0.1 [15] 0.016±0.002 [15] 0.028±0.004 [15]
C1 0E8  1.1256 2.0 15 0.30 0.47 0.29±0.07 [15] 1.9±0.4 [15] 0.040±0.009 [15] 0.07±0.02 [15]
CioE10 1.24256 5.9 43 0.88 1.4 0.55±0.02 [5] 3.8±0.1 [5] 0.079±0.002 [5] 0.132±0.004 [5]
C12E6 0.064 0.04 0.52 0.0083 0.0092 0.0035±0.0005 [15] 0.047±0.006 [15] 0.0007±0.0001 [15] 0.0008±0.0001 [15]
C12E8 0.0904171 0.11 1.5 0.024 0.027 0.010±0.002 [15] 0.12±0.03 [15] 0.0020±0.0005 [15] 0.0023±0.0006 [15]
C12E10 0.136257 0.33 4.4 0.070 0.077 0.018±0.001 [5] 0.24±0.01 [5] 0.0038±0.0002 [5] 0.0042±0.0002 [5]
The MT and CSMT predictions which are closest to the experimental values are bolded.
a MT predictions do not have error bars, since the theory is deterministic based on user input.
b The error bars in the CSMT predictions represent the standard deviation in the predicted cmc arising from differences between the independent
simulations run. The number of simulations is denoted in square brackets. Note that the four solubility models are applied to the same set of
simulations, but difficulties with numerical convergence in certain cases may lead to some points being discarded.
Table 5.15:
25 0C
Free Energy of Micellization Comparison for Linear Nonionic Surfactants at T =
g* (kBT)a MT Error (kBT)b CSMT Error (kBT)b
Surfactant Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C8 E4  -8.84 -0.53 0.86 -2.81 -1.98 -1.98 -0.60 -4.25 -3.42
C8 E6  -8.63 0.11 1.51 -2.11 -1.30 -1.13 0.11 -3.46 -2.52
C8 E8  -8.58 1.18 2.58 -1.06 -0.24 -0.14 1.03 -2.56 -1.60
C10E4  -11.61 -0.54 1.44 -2.43 -1.98 -2.21 -0.22 -4.12 -3.64
C10E6  -11.03 -0.30 1.69 -2.21 -1.73 -2.01 -0.12 -4.03 -3.47
CioE8  -10.83 0.60 2.61 -1.30 -0.85 -1.33 0.55 -3.31 -2.75
CioE10 -10.71 1.56 3.55 -0.34 0.12 -0.81 1.12 -5.79 -2.24
C12E6 -13.67 -0.47 2.09 -2.04 -1.94 -2.91 -0.31 -4.52 -4.38
C12Es -13.32 0.20 2.81 -1.33 -1.21 -2.20 0.28 -3.81 -3.67
C12E10 -12.92 0.89 3.48 -0.66 -0.57 -2.02 0.57 -3.58 -3.48
The MT and CSMT predictions which are closest to the experimental values are bolded.
a Effective value calculated from the experimental data in Table 5.14 using Eq. 5.3.2.
b Errors are computed using Eq. 5.3.3.
5.4.2 Sugar-Based Surfactants
Tables 5.16 and 5.17 summarize the cmc results and deviations in predicted modified
free energies of micellization for the sugar-based surfactants considered in Figure 5-
4. As with the ethoxylated surfactants in Section 5.4.1, the sole difference in the
MT modeling of these surfactants, when considering a fixed alkyl chain length, is
selection of the head area. As such, there is no ready way to distinguish between
stereochemical isomers, such as between the a and # anomeric forms of glucose and
maltoside presented here, or between #-glucoside and #-galactoside, using the MT
approach. However, the experimental cmc results clearly indicate differences between
these surfactants. Nilsson and coworkers clarified the effect of the anomeric form of
the alkyl glucosides on the phase diagram of these surfactants. 258 They concluded
that the a anomeric form yielded a higher Krafft point due to increased crystal
stability. For the maltosides, Dupuy and coworkers found that the anomeric forms
had detectable effects on the packing of the monomers, influencing the asphericity
of the micelles. 23 7 Other researchers have also studied the hydration states of these
sugar-based surfactants as a function of stereochemistry. For example, Chong and
coworkers concluded, based on molecular dynamics simulations, that the glucosides
are more hydrated than the galactosides.' 00
As with the charged and ethoxylated surfactants already discussed in Sections 5.3
and 5.4.1, the MHA solubility model is capable of predicting well the micellization be-
havior of octyl galactoside (C8GAL) and various glucosides (CiGLU) and maltosides
(CiMAL). As mentioned, a and # anomeric forms of these surfactants have the same
cmc prediction, and #-CsGAL has the same cmc as #-C8GLU. What is interesting is
that the a and # forms are distinguishable using the CSMT approach, as seen by the
cmc increase in the /3 anomeric form relative to the a anomeric form for both C8GLU
and C12MAL. However, since comparison of #-CsGAL and #-CsGLU demonstrates
that the trend in this particular stereochemistry is not captured, it appears that these
systems require further study. Since the key input provided by the simulation for the
MT modeling is an updated transfer free energy for the surfactant tail, it makes
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sense that the stereochemistry involving the surfactant tail attachment to the head
(the a and # anomer forms) would be more well-represented in the modeling than a
stereochemical change elsewhere in the sugar head.
Finally, an additional type of surfactant, the methyl glucamides (CiMEGA), is
presented as a further test of the MT theory (with the head area obtained from
Ref. [109]). These surfactants have not yet been fully analyzed using the improved
CSMT approach described in this thesis in Chapter 3, although C1oMEGA has been
investigated by Stephenson and coworkers109 using an older approach to good effect.
5.5 Conclusions
In this Chapter, I applied my version of a molecular-thermodynamic (MT) model
for surfactant micellization to the study of 55 linear surfactants for which experi-
mental critical micelle concentration (cmc) data was available, including 16 anionics
(sulfonates, sulfates, benzene sulfonates, and ethoxysulfates), 13 cationics (trimethy-
lammoniums, 1-alkyl pyridiniums, and 1-methyl, 4-alkyl pyridiniums), 4 zwitteri-
onics (sulfobetaines with 3- and 4-carbon spacers), 10 ethoxylates of various alkyl
and ethoxylate chain lengths, and 12 sugar-based surfactants (galactosides, gluco-
sides, maltosides, and methylglucamides). Of these 55 linear surfactants, simulations
were conducted for 43 of them to enable prediction using a combined computer-
simulation/molecular-thermodynamic (CSMT) model. In both MT and CSMT mod-
eling, four solubility models were examined: the MHA model, the MHA2 model,
the KWB model, and the KEKSS model (see Section F.5 of Appendix F for a full
discussion).
The results of the modeling indicate that the MHA model within the MT frame-
work offers accurate predictions for the anionics, cationics, ethoxylates, and sugar-
based surfactants considered. The zwitterionic type examined (sulfobetaine) demon-
strated a consistent underprediction, which I explained as being related to the actual
orientation of the sulfobetaine head group at the micelle core-water interface. Further
work is needed to more accurately model this type.
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Table 5.16: CMC Results for Linear Nonionic Surfactants at T = 25'C
CMC (mM) MT Pred. CMC (mM)a CSMT Pred. CMC (mM)b
Surfactant Expt. MHA MHA2 KWB KEKSS , MHA MHA2 KWB KEKSS
C8GAL(#) 16259 9.4 37 0.98 2.2 12±3 [8] 43±7 [8] 1.2±0.2 [8] 2.9±0.7 [8]
CsGLU(a) 12259 9.4 37 0.98 2.2 8.9±0.2 [7] 30.5±0.5 [7] 0.85±0.01 [7] 2.13±0.04 [7]
CsGLU(#) 18.2;260 20259 9.4 37 0.98 2.2 10.5±1.8 [5] 36.9±4.7 [5] 1.0±0.1 [5] 2.5±0.4 [5]
CioGLU(#) 0.8259 0.56 4.1 0.084 0.13 0.5±0.1 [5] 3.5±0.4 [5] 0.07±0.01 [5] 0.13±0.02 [5]
C12GLU(#) 0.15259 0.033 0.44 0.0070 0.0078 0.029±0.005 [5] 0.36±0.04 [5] 0.0059±0.0008 [5] 0.007±0.001 [5]
C8MAL(#) 19.1260 31 130 3.3 7.5 - - -
CioMAL(/3) 2.0261 1.8 13 0.27 0.43 - - -
C12MAL(a) 0.15237 0.10 1.4 0.022 0.024 0.05±0.003 [5] 0.58±0.03 [5] 0.0097±0.0005 [5] 0.0116±0.0006 [5]
C12MAL(3) 0.13;260 0.20237 0.10 1.4 0.022 0.024 0.08±0.01 [15] 0.94±0.08 [15] 0.015±0.002 [15] 0.018±0.003 [15]
C8MEGA 51.3;2 7023 88 350 9.2 21 - -
CiOMEGA 4.8262 5.2 38 0.78 1.2 - -
C12 MEGA 0.248264 0.29 3.9 0.062 0.069 - -
The MT and CSMT predictions which are closest to the experimental values are bolded.
a MT predictions do not have error bars, since the theory is deterministic based on user input.
b The error bars in the CSMT predictions represent the standard deviation in the predicted cmc arising from differences between the independent
simulations run. The number of simulations is denoted in square. brackets. Note that the four solubility models are applied to the same set of
simulations, but difficulties with numerical convergence in certain cases may lead to some points being discarded.
Table 5.17: Free Energy of Micellization Comparison for Linear Nonionic Surfactants at T = 25'C
g*, (kBT)a MT Error (kBT)b CSMT Error (kBT)b
Surfactant Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C8GAL(#) -8.15 -0.53 0.84 -2.79 -1.98 -0.29 0.99 -2.59 -1.71
CsGLU(a) -8.44 -0.24 1.13 -2.51 -1.70 -0.30 0.93 -2.65 -1.73
CsGLU(#) -7.97 -0.71 0.66 -2.97 -2.16 -0.60 0.66 -2.95 -2.03
CioGLU(,8) -11.14 -0.36 1.63 -2.25 -1.82 -0.47 1.48 -2.44 -1.82
C12GLU(#) -12.82 -1.51 1.08 -3.06 -2.96 -1.64 0.88 -3.24 -3.06
C8MAL(#) -7.97 0.48 1.92 -1.76 -0.93 - - - -
CioMAL(#) -10.23 -0.11 1.87 -2.00 -1.54 - - - -
C12MAL(a) -12.82 -0.41 2.23 -1.92 -1.83 -1.10 1.35 -2.74 -2.56
C12MAL(#) -12.72 -0.50 2.14 -2.01 -1.93 -0.72 1.74 -2.40 -2.22
CsMEGA -6.82 0.37 1.75 -1.89 -1.06 - - - -
CiOMEGA -9.35 0.08 2.07 -1.82 -1.39 - - - -
C12MEGA -12.32 0.16 2.76 -1.39 -1.28 - - - -
The MT and CSMT predictions which are closest to the experimental values are bolded.
a Effective value calculated from the experimental data in Table 5.16 using Eq. 5.3.2.
b Errors are computed using Eq. 5.3.3.
The CSMT approach did not generally outperform the MT approach, except in
certain cases where the MT approach overpredicted the cmc, since the tendency of
the CSMT approach is to decrease (make more negative) the transfer free energy.
However, the computer simulations informed the head/tail identification used in MT
modeling where rules of thumb were not readily available, such as with the surfactants
possessing aromatic rings (including the benzene sulfonates and the pyridiniums). Ad-
ditionally, as mentioned, the computer simulations afforded valuable insight into the
behavior of the sulfobetaine head groups, providing a source of recommendation for
further improvement to the model. Finally, in the case of the sugar-based surfactants,
the CSMT approach was able to capture the correct trend between a and # anomers
of glucoside and maltoside surfactants. This type of prediction of micellization behav-
ior as a function of stereochemistry is not possible in the current MT model alone,
indicating that the CSMT model may be invaluable for certain applications which
involve these types of surfactants.
The systems in this Chapter were selected to provide a thorough test of the various
models and methods proposed, with an emphasis on the effect of changes in head
group on micellization properties. In Chapter 6, I proceed to investigate the effect of
changing the tail group, through the analysis of three types of branched surfactants
and various branching configurations within each type.
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Chapter 6
Branched Surfactants
6.1 Overview
In this Chapter, I apply the molecular-thermodynamic (MT) theory developed in
Chapter 2 and the combined computer-simulation/molecular-thermodynamic (CSMT)
framework developed in Chapter 3 to the study of the micellization behavior of
branched surfactants. My original contributions in this area include: (i) developing a
single-chain, mean-field packing theory for branched surfactants, which utilizes a ro-
tational isomeric state (RIS) model proposed by Mattice2 1 7 for the evaluation of chain
conformations, (ii) determining updated parameters, using specific gravity data,26 5 for
a group contribution method for determining molecular volume, which allows chains
possessing nodal CH alkyl groups to be considered, (iii) proposing a means for esti-
mating the interfacial tension of singly-branched surfactant tails against water, and
(iv) developing an automation framework for preparing and analyzing computer sim-
ulations of branched surfactants, which enables efficient calculation of the quantities
needed for CSMT modeling. (Contribution (i) is described in Chapter 4, contributions
(ii) and (iii) are described in detail in Appendix F, and contribution (iv) is presented
in Appendix C.) Additionally, as with the linear surfactant systems in Chapter 5,
I have identified four solubility models for use in assessing the transfer free-energy
contribution of the surfactant tail to the free energy of micellization. Two of them
(based partly on the correlations of Abraham239 and labeled MHA and MHA2) in-
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volve original work in fitting experimental linear and branched alkane solubility data.
All four solubility models are summarized in Section F.5 of Appendix F.
This is the first time that branched surfactants have been considered in an MT
theory in a systematic fashion and on an equal footing with linear surfactants. That
is, I have been able to establish, for each of the free-energy contributions to the free
energy of micellization in the MT theory, an appropriate model for branched surfac-
tants that is compatible with predictions of linear surfactant micellization behavior.
A previous effort, described in Ref. [204], which I collaborated in, involved several
simplifying assumptions regarding packing and the evaluation of molecular descrip-
tors. These assumptions are no longer required in my improved theory for branched
surfactant micellization.
In Chapter 5, the focus of modeling was primarily on changes in the surfactant
head group, and the role of the head group in property prediction. In this chapter,
I restrict my study to three types of surfactants only, and focus instead on the role
of the surfactant tail. These types were selected based on the availability of quality
experimental data with which to compare, and involve ionic surfactants. In Section
6.2 I briefly describe the specific systems that I have selected for analysis - two anionic
surfactant types and one cationic surfactant type. In Section 6.3, as in Chapter 5,
I focus much attention on prediction of the critical micelle concentration (cmc) as a
measure of the accuracy of my theoretical predictions. However, I also describe the
effect of branching on optimal micelle shape and size and the degree of counterion
binding to the charged micelles formed by the ionic surfactants considered. Finally,
in Section 6.4, I summarize the key results presented in this Chapter.
6.2 Discussion of Systems
I have selected three types of branched surfactants for analysis: (i) alkyl (paraffin)
sulfonates, exhibiting branching at the carbon alpha to the sulfonate head, (ii) alkyl
benzene sulfonates, exhibiting branching at the carbon attached to the benzene ring
at the 4-position, and (iii) 1-methyl, 4-alkyl pyridiniums, exhibiting branching at
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various points along the primary alkyl chain. A summary of the chemical structures
of these surfactants can be found in Figure 6-1. For all structures, I consider a sin-
gle stereochemistry for simplicity of presentation, since there is no significant impact
of changing this stereochemistry in these singly-branched cases, due to the symmet-
ric nature of the functional group attached (in contrast to the situation with the
anomeric forms of sugar-based surfactants, as described in Chapter 5). Note that,
for surfactants possessing multiple branches in close proximity, the specific choice of
stereochemistry becomes extremely important in terms of packing within the micelle
core, as adjacent branches may sterically interact, depending on the connectivity.
Of the three surfactant types considered, the branched alkyl benzene sulfonates
are encountered the most widely in industrial usage, and, in fact, represent one of the
largest types of surfactants in use by net tonnage out of all surfactants, branched and
linear.12 It is important to note that these particular surfactants are quite commonly
referred to as "linear alkyl benzene sulfonates"," since their structure can alternately
be viewed as a benzene sulfonate functional group positioned at various points along
a linear alkyl chain. From a surfactant micellization perspective, however, these
structures should certainly be considered branched, as the specific orientation of a
surfactant within a micelle (such that the head lies in the solvent region, and the tail
lies in the micelle core) leads to a packing contribution to the free energy of micel-
lization which differs from that for a linear tail. When the branching is at the alpha
carbon, the situation can even be viewed as similar to that for a two-tailed surfactant,
where the branching node is just inside the micelle core-water interface, rather than
just outside. (Actual examples of two-tailed surfactants include the dialkyl ammo-
nium bromides, 26 6 and, involving a head group spacer, the various dimeric or "gemini"
surfactants.1 7 ) In fact, an experimental study of the alkyl sulfonates considered in
Figure 6-1, with a similar pattern of branching at the alpha carbon as the alkyl ben-
zene sulfonates, was motivated as a study of a series of "double-tailed" surfactants. 9
(The alkyl sulfonate surfactants, along with the 1-methyl, 4-alkyl pyridinium sur-
factants, 60' 61 were synthesized with the specific aim of studying structure-property
relationships experimentally.)
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Pyridinium
Figure 6-1: Chemical structures and labels for the branched surfactants investigated
in this Thesis. The alkyl chains in these branched surfactants are specified generally
by Ci(j-Ck), where i is the number of carbons in the primary chain, j is the position
of the nodal carbon in the primary chain (with j = 1 the carbon alpha to the main
functional group), the minus indicates the stereochemistry of the secondary chain
attachment as gauche- (i.e., offset from the main chain by -120 degrees, and k is the
number of carbons in the secondary chain. (Note that these structures are intended
to depict atom connectivity and stereochemistry only, and are not intended to convey
accurate bond length, angle, and dihedral information.)
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As with the linear surfactants in Chapter 5, both MT and CSMT models for
branched surfactant micellization require identification of the surfactant head and
tail, together with a set of molecular descriptors to describe the physicochemical
properties of each. In contrast to the case with the linear surfactants, there are no
well-established rules of thumb in performing this identification for branched sur-
factants, since they are less well-studied from a theoretical perspective. Srinivasan
proposed that alkyl benzene surfactants be considered to have the benzene ring fully
in the tail, viewing the benzene ring as conventionally hydrophobic.11 9 However, it
is not clear that the usual notion of hydrophobicity3 4 can be ascribed to aromatic
compounds, which exhibit a ring-stacking behavior quite different from aliphatic ma-
terials that is understood to contribute to solubility limits in aqueous solution.267 ,268
Since Srinivasan used this tail identification solely for the purposes of conducting
illustrative packing calculations, and did not perform micellization predictions to
demonstrate the efficacy of this rule of thumb," 9 I decided to use the head/tail iden-
tification obtained using all-atomistic computer simulations of micelles together with
the dividing surface approach described in Section 3.3 of Chapter 3 to develop the
head/tail identifications for the MT predictions.
To my knowledge, aside from my collaboration with Lin and Blankschtein (de-
scribed in Ref. [204]), only the alkyl benzene sulfonates have been systematically
studied from a computer simulations perspective. For these, He and coworkers re-
cently investigated the effect of benzene sulfonate position on the linear alkyl back-
bone on the surface behavior of these surfactants at the air-water interface (using
all-atomistic simulations and the CHARMm force field) .29 These researchers also
investigated the bulk phase behavior of these surfactants using a coarse-grained ap-
proach, identifying micellar, lamellar, hexagonal, or intermediate phases as a function
of surfactant concentration and benzene sulfonate position.176
In order to maintain consistency with the study of linear surfactants presented in
Chapter 5, I again selected force field parameters consistent with the OPLS-AA force
field of Jorgensen and coworkers (described in Section D.2 of Appendix D).
For the alkyl sulfonate surfactants, the force field parameters of Canongia Lopes
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and coworkers1 94 were used, with the caveat that they did not consider branching at
the alpha carbon, but the hydrogens in their model on that carbon were assigned a
partial charge of zero, enabling any neutral group, such as the first methylene group
of the side chain, to be attached at one of these hydrogen positions. The addition of
this side chain introduces no new bond length, angle, or dihedral parameters beyond
those which Canongia Lopes and coworkers already specified. Note that their force
field parameters were designed to be compatible with OPLS-AA. 194
For the alkyl benzene sulfonate surfactants, I supplied the missing parameters
through ab initio calculations using Gaussian 03."4 I provide the full details of this
procedure as a case study for force-field development in Appendix E.2.
For the 1-methyl, 4-alkyl pyridinium surfactants, parameters for bonded interac-
tions were obtained from the general work of Canongia Lopes and Pdhdua on alkyl
pyridiniums.193 I calculated atomic charges for the specific 1-methyl, 4-alkyl config-
uration using the CHELPG algorithm233 in Gaussian 03,234 as described in Section
E.2.5 of Appendix E.
Once the force field parameters were specified, I performed monomer and micelle
simulations using the automation framework I developed as described in Appendix
C and the simulations protocols described in Section 3.4 of Chapter 3. Aggregation
numbers were selected as multiples of 12, for the reasons described in Section 5.2 of
Chapter 5.
Table 6.1 shows the tail identification results of the computer simulations of the
surfactants in Figure 6-1, together with the number of simulations performed for each
surfactant, the aggregation numbers considered, and the simulation temperature. In
this Chapter, I have conducted the simulations at temperatures matching the exper-
imental conditions, to gain the best possible understanding of the micelle structure
and hydration.
There are several key observations in Table 6.1 which can be distilled into guide-
lines for conducting MT modeling of these surfactants. (Note that CSMT modeling is
always performed with the head/tail identification obtained for the simulation under
consideration - the CSMT results in Section 6.3 for the branched surfactants are aver-
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Table 6.1: Branched Surfactant Tail Identifications from Computer Simulation
Surfactant Ion T (OC)a Tail Identificationb
C7 (1-C 5)SFN Na+ 40.0 S12: C7(1-C5 ) [6]; S18: C7(1-C5 ) [2]
C8 (1-C 4 )SFN Na+ 40.0 S18: C8 (1-C 4 ) [6]; S24: Cs(1-C 4 ) [3]
C9 (1-C 3)SFN Na+ 40.0 S18: C9(1-C3) [6]; S24: C9(1-C3 ) [9]
Cio(1-C 2 )SFN Na+ 40.0 S24: C10(1-C 2 ) [5]; S36: C10(1-C 2 ) [8]
Cul(1-C 1 )SFN Na+ 40.0 S24: Cuj(1-C1 ) [5]; S36: C11(1-C1 ) [5]
Cio(1-C 2 )SFN Na+ 45.0 S24: C10(1-C2 ) [8]; S36: C10 (1-C2 ) [6]
C1 0 (1-C 4 )SFN Na+ 45.0 S24: C 10(1-C4 ) [10]; S36: C10 (1-C4 ) [7]
Cio(1-C 6)SFN Na+ 45.0 S24: C10(1-C6 ) [10]; S36: C10 (1-C6 ) [6]
C1 0 (1-Cs)SFN Na+ 45.0 S24: C10 (1-C8 ) [10]; S36: Cio(1-C8 ) [5]
Cio(1-C 9)SFN Na+ 45.0 S24: C1 0(1-C9 ) [9]; S36: C1 0(1-C9) [8]
C5 (1-C 3)BZSFN Na+ 25.0 S24: B6 C5 (1-C 3 ) [5]
C6 (1-C 2 )BZSFN Na+ 25.0 S24: B6 C6 (1-C 2 ) [5]
C7(1-C1 )BZSFN Na+ 25.0 S24: B6 C7 (1-C1 ) [5]
C6 (1-C 4 )BZSFN Na+ 25.0 S24: B6 C6 (1-C4 ) [5]; S36: B6C6 (1-C4 ) [5]
C7 (1-C 3 )BZSFN Na+ 25.0 S24: B6 C7 (1-C3 ) [5]; S36: B6 C7 (1-C3 ) [5]
Cs(1-C 2)BZSFN Na+ 25.0 S24: B6 Cs(1-C 2 ) [5]; S36: B6 C8 (1-C2 ) [5]
C9 (1-C 1 )BZSFN Na+ 25.0 S24: B3C9(1-C 1) [1], B5 C9 (1-C1 ) [1], B6 C9 (1-C 1 ) [3]
S36: B5C9(1-C1 ) [1], B6C9(1-C1 ) [4]
C7 (1-C5)BZSFN Na+ 25.0 S24: B6C7 (1-C5 ) [5]; S36: B6C7(1-C5 ) [5]
C8 (1-C 4 )BZSFN Na+ 25.0 S24: B6 C8 (1-C4 ) [5]; S36: B6 C8 (1-C 4 ) [5]
C9 (1-C 3)BZSFN Na+ 25.0 S24: B6 C9 (1-C3 ) [5]; S36: B6 C9 (1-C 3 ) [5]
C10(1-C2)BZSFN Na+ 25.0 S24: B5 C10 (1-C 2 ) [2], B6 C1 0(1-C 2 ) [3]
S36: B6C10 (1-C2 ) [5]
C11(1-C 1)BZSFN Na+ 25.0 S24: B5 C11 (1-C1 ) [4], B6 C1 1 (1-C 1 ) [1]
S36: B5C11(1-C 1 ) [3], B6C11(1-C1 ) [2]
C7 (2-C 5)MPYR I- 30.0 S24: B3 C7 (2-C 5 ) [5]
C8(4-C 4 )MPYR I- 30.0 S24: BoC 8 (4-C 4 ) [9]
C9(5-C 3 )MPYR I- 30.0 S36: BoC 9 (5-C 3 ) [6]
C 9 (6-C 3)MPYR I- 30.0 S36: BoC 9 (6-C 3) [5]
Cio(2-C 2 )MPYR I- 30.0 S36: B0 C1 0(2-C2) [6]
Cio(4-C 2 )MPYR I- 30.0 S36: BoC 1 0(4-C 2) [6]
Cio(6-C 2 )MPYR I- 30.0 S36: BoC 1 0(6-C 2) [5]
Cio(8-C 2 )MPYR I- 30.0 S36: BoCi 0 (8-C 2) [5]
Abbreviation codes: SFN - sulfonate (SO3), BZSFN - benzene sulfonate (C6 H4SO3),
MPYR - 1-methyl pyridinium (CH3 N+C5 H4 ).
a Simulation temperature, corresponding to experimental conditions.
b See Section 3.3 of Chapter 3 for details of the head/tail identification procedure. Entries
show the spherical aggregation number simulated as SN, where N is the aggregation
number. Tail identifications are followed by the number of simulations possessing that
identification. The formula Bk means k aromatic carbon groups are included in the tail
in a symmetric fashion (k = 0 indicates the full aromatic ring should be considered in the
head region for packing calculation purposes).
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ages across all the micelle simulations performed.) The first observation is that there
is a complete consistency in the tail identification for the branched sulfonates: all the
alkyl groups are identified as being in the core, regardless of the length of either the
primary or side chain, and regardless of aggregation number. The second observa-
tion is that the alkyl benzene sulfonates always exhibit a tail identification including
the full alkyl tail and some portion of the benzene ring. For longer secondary tails
and/or short primary tails, the full benzene ring is included. For the alkyl benzene
surfactants with C9(1-C1 ), C1 0(1-C1 2), and C11(1-C1 ) alkyl chains, which have longer
primary chains and very short secondary chains, there is more water penetration,
possibly due to the short secondary chains acting in a more steric fashion. The effect
is slight, with a few examples where the 1-carbon in the ring is hydrated enough to
be considered head. The third observation is that all 1-alkyl, 4-methyl pyridinium
surfactants except for that containing a C7 (2-C5) chain exhibit a tail identification
consisting of the entire alkyl region, but no part of the charged pyridinium ring. Since
the nitrogen baring the majority of the charge is situated at the 1-position, and the
alkyl at the 4-position, this distance is likely the reason that none of the alkyl groups
are hydrated enough to be considered head. One can contrast this with the results
for the linear 1-alkyl pyridinium surfactants, which had several alkyl groups identified
as head, due to both the charged nitrogen and alkyl groups being in close proximity.
(Note that it is the interaction of water with charged moieties which motivated the
original rule of thumb that the carbon groups alpha to a charged moiety tend to
be quite hydrated.") The C7(2-C5)MPYR surfactant, which has the smallest tail
length exhibits a tail identification in which half of the pyridinium ring is considered
tail. This is likely the result of the smaller radial dimensions of these micelles, which
increases the volume fraction of the pyridinium rings at the interface relative to the
cases involving longer branched alkyl groups, which force the pyridinium ring to be
positioned further from the micelle core center of mass. (Note that the linear versions
of these surfactants, CiOMPYR and C12MPYR have identifications in line with the
longer branched chains - see Table 5.2 in Chapter 5.)
Based on the above three observations, and the consistent agreement in tail iden-
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Table 6.2: Branched Surfactant Tail Identifica-
tions Used for MT Modeling
Surfactant Tiil Identificationa
Ci(1-Ck)SFN Ci(1-Ck)
Ci(1-Ck)BZSFN B6Ci(1-Ck)
Ci(j-Ck)MPYR BoCi(j-Ck)
a The formula Bk means k aromatic carbon groups
are included in the tail in a symmetric fashion
(k = 0 indicates the full aromatic ring should be
considered in the head region for packing calcula-
tion purposes).
tifications across almost all surfactants in each type, I have chosen tail identifications
for MT modeling according to Table 6.2. Note that, in modeling the alkyl benzene
sulfonates and 1-methyl, 4-alkyl pyridiniums, the location of the aromatic ring (ben-
zene or pyridinium) is explicitly considered in conducting packing calculations. For
the benzene sulfonates, the benzene is fully within the core, and for the 1-methyl,
4-alkyl pyridiniums, the pyridinium is fully within the head. In the latter case, the
positioning of the pyridinium ring in the head does affect packing calculations, by
restricting the external orientations achievable by the alkyl tail (orientations in which
part of the pyridinium ring enter the core are forbidden under a strict head/tail iden-
tification, sharp micelle core-water interface approach of the sort described in Chapter
4).
Based on the tail identifications to be used in the CSMT modeling, summarized
in Table 6.1, and the tail identifications to be used in the MT modeling, summarized
in Table 6.2, there are only a few head types to consider. These are: (i) a sulfonate
head (SFN), (ii) a sulfonate together with the 1-carbon of a benzene ring (SFN+B 1 ,
where +B 1 indicates one aromatic carbon is included in the head), (iii) a sulfonate
together with half of a benzene rings (SFN+B 3 , where +B 3 indicates three aromatic
carbons are included in the head), (iv) a 1-methyl pyridinium head (MPYR), and (v)
a 1-methyl pyridinium head with half of the pyridinium ring in the core (MPYR-B3,
where -B 3 indicates 3 aromatic groups are excluded from the head).
Table 6.3 summarizes the molecular descriptors associated with these head types.
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Table 6.3: Head Group Properties for Branched Surfactants
Head a (A2)a za dz (A)a 1h (A)a
SFN 24.9 -1 0.362 1.762
SFN+Bib 24.9 -1 2.162 3.562
SFN+B 3b 24.9 -1 2.861 4.261
MPYR 35.0 +1 2.712 5.738
MPYR-B3 b 35.0 +1 4.222 7.248
Abbreviation codes: SFN - sulfonate (SO3), MPYR - 1-methyl
pyridinium (CH 3N+C 5 H4 ).
a ah: head cross-sectional area; z: valence; dz: distance from mi-
celle core-water interface to average charge location; lh: average
head length.
b +Bk indicates the number of aromatic carbons to include (±)
or exclude (-) from the head.
These include: (a) the cross-sectional head area, ah, calculated based on the cross-
sectional area of the main functional group under consideration (SFN or MPYR), (b)
the valence of the head, z, (c) the distance from the micelle core-water interface to the
average location of charge, d,, and (d) the head length, lh, evaluated from the micelle
core-water interface to the maximum extent of the surfactant head. The head length
is used in determining the location of the Stern surface for electrostatics calculations,
as depicted in Figure 2-2 in Chapter 2.
6.3 Modeling Results
6.3.1 Branched Alkyl Sulfonate Surfactants
As discussed in Section 5.3.1 of Chapter 5, an excellent test for the accuracy of
any model for the free energy of micellization of a surfactant involves comparison of
experimental and predicted critical micelle concentration (cmc) values, since the cmc
depends exponentially on this free energy. That is,
Xcmc ~ exp + g (6.3.1)
SkBT)
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where Xcmc is the cmc in mole fraction units, kBT is the thermal energy (kB is the
Boltzmann constant, and T is the absolute temperature), and g* is the modified free
energy of micellization determined via the optimization process described in Section
2.4.1 of Chapter 2. As described in Chapter 5, if one is provided with a cmc, it can be
useful to invert Eq. 6.3.1 and convert Xcmc into molar concentration units, as follows:
* in Ccme [mM]a l (6.3.2)kBT 1000MH 2O[M] '
in order to calculate an effective minimized modified free energy of micellization
corresponding to the cmc. I use the term "effective" to reflect the fact that an actual
experimental solution contains a population distribution of micelles 5 that is only
approximately unimodal like the theory. In Eq. 6.3.2, Ccmc is the cmc in millimolar
concentration units, and MH 20 is the molarity of water at the temperature at which
the cmc is measured.
In Chapter 5, I also described a useful measure of error when comparing predicted
("model") and experimental ("expt") cmc's:
* Cmodel
Ag* _ 9m,model _ 9 m,expt = In cmc (6.3.3)
kBT kBT c c
where Ag*, is evaluated assuming that the predicted cmc holds at the experimental
temperature, T. Note that the predictions in this Thesis are evaluated at a model
temperature of Tmodel = 250C, but the experimental temperature T is sometimes
higher than this, whether due to issues with the Krafft point of a surfactant preventing
measurement of a cmc at Tmodel, or interest on the part of the researchers in other
properties, such as surface behavior, at the elevated temperatures. In Table 5.8
in Chapter 5, I demonstrated that linear anionic surfactants do not exhibit a large
temperature dependence in the cme (and an even smaller dependence of g, according
to Eq. 6.3.1). A similar statement holds for the branched surfactants investigated in
this Chapter. For example, for C10(1-C2)BZSFN, the cmc at T = 250C is 2.22 mM,
while at T = 50'C it is 2.69 mM.2" 0 If one assumes that the 250C result holds at
500C, the error, determined using Eq. 6.3.3, is Ag* r 0.2 kBT, which is quite small.
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In Table 6.4, I have summarized the cmc results that I have obtained using the
MT and CSMT approaches for the branched alkyl sulfonates. As in Chapter 5, I
investigate four solubility models, with details of these provided in Appendix F. There
are two sets of surfactants considered here: (i) a set of alkyl sulfonates containing 12
carbon groups in the alkyl chain, with C12SFN serving as the linear comparison, and
(ii) a set of alkyl sulfonates with 10 carbon groups in the primary chain, a variable
secondary chain length, and Ci 0SFN serving as the linear comparison. Since the MT
model is sensitive to the head/tail identification, I have included cmc values for the
linear surfactants evaluated with both the usual rule-of-thumb tail identification of
Ci_ 1 for a CSFN surfactant, and a tail identification of Ci, in analogy to the branched
surfactant tail identification of the full alkyl chain being considered tail (see Table
6.2). One can see, in comparing the experimental and predicted MT cmc values that
Set (i) generally requires the Ci identification to obtain the correct qualitative trend
in experimental cmc's. Note that the CSMT approach does not require any special
handling to predict the trend, since it is less sensitive to the particular head/tail
identification (specifically, if the alpha methylene is in the head group, it still may
contribute to the CSMT transfer free energy according to Eq. 3.2.10 in Chapter 3).
There are two key observations to make regarding the trends in Sets (i) and (ii).
For Set (i), there is an increase in the emc as the branched tail becomes more sym-
metric between the number of carbons in the primary and secondary chains. Since the
interfacial tension of these surfactants is assumed to be equivalent, according to the
arguments of Section F.6 of Appendix F (where I showed that calculating interfacial
tension based on the total number of carbons in the tail, for singly-branched tails,
is a reasonable approximation), and the head identifications are identical (indicating
molecular descriptors related to steric and electrostatic free-energy contributions to
the free energy of micellization are the same), the observed trend is due to the change
in micelle core curvature with decreasing maximum tail length. That is, as the set
proceeds from the linear case (C12SFN) to the shortest tail (C7 (1-C5)SFN), the max-
imum micelle radius decreases (due to chain packing considerations and the energetic
penalty of forming a void in the micelle interior271).
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Table 6.4: CMC Results for Branched Sulfonate Surfactants at T = 25'C
CMC (mM) MT Pred. CMC (mM)a CSMT Pred. CMC (mM)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C7 (1-C5)SFN Na+ 36.1171,272 [40 C] 27 120 12 13 45.1i0.7 [8] 218±4 [8] 20.5±0.3 [8] 20.9±0.3 [8]
Cs(1-C 4 )SFN Na+ 28.3171,272 [400C] 17 72 8.1 8.2 26.4±0.3 [9] 118±2 [9] 12.4±0.1 [8] 12.6±0.1 [8]
C9 (1-C3 )SFN Na+ 23.2171,272 [400C] 11 44 5.2 5.3 16.0±0.3 [12] 68±1 [14] 7.7±0.1 [14] 7.8±0.1 [15]
Cio(1-C 2 )SFN Na+ 18.6171,272 [400C] 8.0 31 3.9 4.0 11.1±0.1 [12] 44.8±0.6 [13] 5.41±0.06 [13] 5.49±0.06 [12]
C1 1(1-C 1 )SFN Na+f- 14.9171,272 [4000] 5.5 21 2.6 2.7 7.8±0.1 [10] 30.9+0.5 [10] 3.84±0.05 [8] 3.90±0.04 [8]
C1 2 SFNc Na+F 10.417272 [400C] 6.61 3.5" 26) 14" 2.4 1.5" 2.8d 1.5- 4.24±0.02 [9] 17.69±0.08 [9] 1.610±0.007 [9] 1.824±0.008 [9]
CioSFNc Na+ 39.859 [450C] 349 17e 949 51* 9 .3" 5.5 14d 7.3 20.7±0.1 [6] 63.9±0.3 [6] 5.99±0.03 [6] 8.54±0.04 [6]
Cio(1-C 2 )SFN Na+ 18.259 [450C] 8.0 31 3.9 4.0 10.9±0.1 [14] 43.8±0.5 [14] 5.30±0.06 [14] 5.38±0.06 [13]
Cio(1-C 4 )SFN Na+ 6.7659 [450C] 3.2 17 1.9 1.6 4.69±0.08 [15] 25.5±0.5 [17] 2.77±0.05 [13] 2.33±0.04 [13]
C10 (1-C 6)SFN Na+ 1.6659 [450C] 1.2 8.4 0.85 0.59 1.76±0.06 [12] 13.1±0.5 [15] 1.26±0.04 [13] 0.89±0.03 [12]
Cio(1-Cs)SFN Na+ 0.2459 [450C] 0.41 3.9 0.35 0.20 0.62±0.02 [13] 6.0±0.2 [12] 0.53±0.01 [11] 0.30±0.01 [11]
Cio(1-C 9)SFN Na+ 0.08959 [450C] 0.21 2.3 0.20 0.10 0.32±0.01 [14] 3.6±0.2 [15] 0.30±0.01 [11] 0.156±0.007 [11]
The MT and CSMT predictions which are closest to the experimental values are bolded.
a MT predictions do not have error bars, since the theory is deterministic based on user input.
b The error bars in the CSMT predictions represent the standard error in the mean predicted cmc arising from differences between the independent simulations
run. The number of simulations is denoted in square brackets. Note that the four solubility models are applied to the same set of simulations, but difficulties
with numerical convergence in certain cases may lead to some points being discarded.
c Linear molecules included for comparison with the branched results.
d Ci_1 tail identification.
* C tail identification.
Since the area per surfactant increases as the micelle radius decreases, contri-
butions to the free energy of micellization which are proportional to the area per
surfactant (such as the interfacial free-energy contribution) will increase in magni-
tude, while properties approximately inversely proportional (such as the steric and
electrostatic free energies) will decrease in magnitude.35 The transfer free energy,
from an MT perspective, is constant, so the observed trend (that the cmc increases,
indicating a more-positive offset to the negative transfer free energy) points to a
dominant contribution from the terms proportional to the area per surfactant.
For Set (ii), there is a decrease in the emc with increasing secondary chain length.
This can be understood in terms of the hydrophobic effect:34 an increase in the num-
ber of methylenes present in the alkyl tail corresponds to an increase in the magnitude
of the transfer free energy, providing a stronger driving force for micellization, which
in turn allows micelle formation at lower surfactant concentrations. All four solu-
bility models replicate this observation, since the transfer free energy ascribed to a
methylene group within their separate group contribution formulas is always nega-
tive. The effect of the methylene group addition can be clearly seen in Table 6.5,
by examining the values for g*,. Note that the transfer free energy contribution of
a methylene group is a fixed value in each solubility model. However, the change
in g* in going from C1 0(1-C2 ) to C10(1-C 4 ) is -0.99 kBT (or roughly -0.5 kBT per
added methylene group), while the change in g* in going from C1 0(1-C 6 ) to C10 (1-C8 )
is -1.93 kBT (or roughly -0.97 kBT per added methylene group). That is, as the
secondary chain increases in length, there is less of a positive offset to the transfer
free energy contributed by the additional methylenes (i.e., the "rate of change" in g*,
with respect to secondary chain carbon number is increased), indicating a non-linear
response of the various free-energy contributions to the number of carbon groups in
the chain. Note that the primary chain length of surfactants in Set (ii) is fixed based
on the C10 chain length; however, the tail volume increases as the secondary chain
increases in length. These surfactants are roughly spherical, as will be seen in Table
6.6 shortly. Hence, the aggregation number decreases with increasing chain length.
As a result the area per surfactant tends to increase.
240
Table 6.5: Free Energy of Micellization Comparison for Branched Sulfonate Surfactants at T = 25'C
g* (kBT)a MT Error (kBT)b CSMT Error (kBT)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C7 (1-C 5 )SFN Na+ -7.33 [400C] -0.30 1.20 -1.11 -1.03 0.22 1.79 -0.57 -0.55
C8 (1-C 4 )SFN Na+ -7.57 [400C] -0.51 0.93 -1.26 -1.24 -0.07 1.42 -0.83 -0.81
C9 (1-C 3 )SFN Na+ -7.77 [400C] -0.75 0.64 -1.50 -1.48 -0.38 1.07 -1.11 -1.09
C1 0 (1-C 2 )SFN Na+ -7.99 [400C] -0.85 0.51 -1.57 -1.54 -0.52 0.87 -1.24 -1.23
Cu(1-C1 )SFN Na+ -8.22 [400C] -1.00 0.34 -1.75 -1.71 -0.65 0.72 -1.36 -1.35
C1 2SFNc Na+ -8.57 [400C] -0.46" -1.09e 0.91d 0.29e -1.47" -1.94e -1.32d -1.94e -0.90 0.53 -1.87 -1.75
C1oSFNc Na+ -7.23 [450C] -0.16d -0.86e 0.85d 0.24e -1.46d -1.99e -1.05d -1.70e -0.66 0.47 -1.90 -1.55
C10(1-C2 )SFN Na+ -8.01 [450C] -0.83 0.53 -1.55 -1.52 -0.52 0.87 -1.24 -1.23
C10(1-C4 )SFN Na+ -9.00 [450C] -0.75 0.92 -1.28 -1.45 -0.37 1.32 -0.90 -1.07
C10(1-C6)SFN Na+ -10.41 [450C] -0.33 1.61 -0.68 -1.04 0.05 2.06 -0.28 -0.63
C10(1-C8)SFN Na+ -12.34 [450C] 0.53 2.78 0.37 -0.19 0.94 3.21 0.79 0.22
Cio(1-C)SFN Na+ -13.33 [450C] 0.85 3.25 0.80 0.11 1.27 3.69 1.21 0.55
The MT and CSMT predictions which are closest to the experimental values are bolded.
a Effective value calculated from the experimental data in Table 6.4 using Eq.
b Errors are computed using Eq. 5.3.3 from Chapter 5.
c Linear molecules included for comparison with the branched results.
d C,_ 1 tail identification.
e C, tail identification.
5.3.2 from Chapter 5.
This has a very subtle effect on most of the free-energy contributions to g* , which
is, in fact, replicated in the MT predictions. For example, with the MHA model,
the change in g* for C 10 (1-C2 ) to C1 0 (1-C4 ) is predicted to be -0.92 kBT, while the
predicted change in g, for C10(1-C) to C10 (1-C8 ) is -1.06 kBT, which demonstrates
the correct trend (although it is not quite as negative). By carefully examining the
various contributions to the free energy using the MT model, I was able to identify
that the packing free energy contribution and the entropic penalty due to counterion
binding both exhibited a decrease in the change in their free energies. For the packing
free energy, C1 0(1-C 2 ) to C1 0(1-C 4 ) yielded a difference of +0.63 kBT, while C10(1-
C6 ) to C1 0(1-C 8 ) yielded a difference of +0.06, for a net difference between these two
differences of -0.57 kBT. This was the largest-magnitude "change in the change in
free energy" of all the contributions. The "change in the change in free energy" for
the entropic penalty due to counterion binding was -0.11 kBT. For the interfacial,
steric, and charging contributions (the dominant positive contributions), the values
were +0.17 kBT, +0.13 kBT, and +0.16 kBT, respectively. This indicates that these
other terms are continuing to increase in their "rate of change" with addition of
methylene groups. However, the reduction in packing and the entropic penalty of
counterion binding is more important.
In Table 6.6, in which I collect optimal micelle properties corresponding to the
cmc's listed in Table 6.4 (for the particular example of the MHA solubility model
and the MT framework), the reason that the packing term is no longer increasing is
apparent: the spherical endcaps of the optimized micelles approach a steady value
for the radius. Hence, the packing value no longer greatly varies once C10(1-C6 ) and
longer chains are considered. In terms of the degree of counterion binding, there is
also a "slow-down" in the decrease in this value as the chain length increases, due to
the nonlinear form of the entropy of mixing.
There are several interesting points to be made regarding the data presented in
Table 6.6.
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Table 6.6: Optimal Micelle Shape, Size,
Sulfonate Surfactants at T = 25'C
Predictions made using the MHA solubility model
a Micelle size properties: Notail
and Degree of Counterion Binding Results for Branched
and the MT framework.
number, Nsph - aggregation number in spheretotal aggregation
or spherical end caps, Ncy - aggregation number in cylindrical body, 1c,sph radius of sphere or
spherical end caps, ic,cyl - cross-sectional radius of cylindrical body.
b Degree of counterion binding (number of bound counterions per surfactant). Experimental values
in parentheses when available (see text for discussion).
' Linear molecules included for comparison with the branched results.
d C4- 1 tail identification.
* C, tail identification.
Surfactant Ion Shape Ntotaia Nspha Nc 1 a 1c,sph (A)a 1ccyl (A)a _ b
C7(1-C5)SFN Na+ Spherocylinder 16 11 5 9.8 9.1 0.45
C8 (1-C 4 )SFN Na+ Spherocylinder 20 16 4 11.2 9.9 0.48
C9 (1-C 3 )SFN Na+ Spherocylinder 24 20 4 12.0 10.8 0.50
Cio(1-C 2 )SFN Na+ Spherocylinder 34 31 3 14.0 11.8 0.55
C11(1-C1 )SFN Na+ Spherocylinder 45 42 3 15.4 12.4 0.59
C12SFNc Na+ Sphered 46 46 0 15.4 0.54
Spheree 47 47 0 16.0 0.59
CioSFNc Na+ Sphered 30 30 0 12.6 0.51 (0.8859)
Spherocylindere 40 37 3 14.0 11.0 0.60 (0.8859)
Cio(1-C 2 )SFN Na+ Spherocylinder 45 42 3 14.0 11.8 0.55 (0.8659)
CIO(1-C 4 )SFN Na+ Spherocylinder 26 24 2 13.3 11.7 0.47 (0.8359)
C1 0 (1-C 6)SFN Na+ Spherocylinder 20 18 2 12.7 12.0 0.37 (0.7759)
Cio(1-C 8)SFN Na+ Spherocylinder 17 16 1 12.7 11.8 0.29 (0.6759)
Cio(1-C 9)SFN Na+ Spherocylinder 16 15 1 12.7 12.3 0.25 (0.5959)
First, although spherocylinders are predicted for all branched sulfonates, it is
important to note that the aggregation number in the cylindrical body is minimal,
indicating that the optimal free energy of micellization for spheres and infinite cylin-
ders is essentially identical, according to the discussion of interpolated geometries and
their population distribution in Section 2.4.2 of Chapter 2. This means that these
micelles can be considered as slightly elongated spheres. It is likely that an ellipsoid
model would be most appropriate for modeling of these surfactants, although the
non-regular geometry of ellipsoids present their own unique modeling challenges." 7
Second, a decrease in the predicted aggregation number is observed in Set (i) as
the maximum chain length shortens, and in Set (ii) as the secondary chain length
lengthens. In both cases, one can see that the core-minor radius of the spherical
endcaps is decreasing, contributing to this effect.
Finally, there is a reduction in the degree of counterion binding that occurs con-
comitantly with the decrease in the aggregation number. This can be understood
to be related the associated decrease in the charge density as aggregation number
decreases. 273 For Set (ii), in Figure 6-2, I have provided a visual plot of the pre-
dicted degrees of counterion binding in comparison with the experimental values as
a function of secondary chain length. Note that the general decreasing trend is fairly
well-predicted, with a similar slope (the change from 2 carbons to 9 carbons in the ex-
perimental measurement is -0.27, while the change in the predicted measurement for
the same interval is -0.30). The reason for the offset is explained by Gunnarsson and
coworkers: three means of measuring the degree of counterion binding are possible,
including: (a) the use of thermodynamic techniques, (b) the use of transport measure-
ments (such as conductivity), and (c) the use of spectroscopic techniques. 273 These
techniques are listed in order of largest to smallest, with the spectroscopic techniques
yielding values for the degree of counterion binding that include only counterions
which are tightly bound to the micelle. As Goldsipe and Blankschtein clarify, this
is the value expected to be most in agreement with the MT theory.90 However, the
values obtained from experiment and presented in Figure 6-2 are computed using
thermodynamic techniques.59 As a result, the offset is expected. In the example of
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Figure 6-2: Comparison of predicted and experimental degrees of counterion bind-
ing for branched C10(1-Ck) sulfonates as a function of side chain length, k. Note
that k = 0 indicates a linear C 10 sulfonate. Two predicted values are reported for
this case, corresponding to two possible tail identifications. (See Table 6.6 for more
information.)
cetyl trimethylammonium bromide, which Goldsipe and Blankschtein examined,90 a
similar comparison between spectroscopic-like values for # and thermodynamic values
from experiment yields an offset comparable in magnitude to that seen here.
Having considered the trends in the data presented in this Section, and the
insight gained from MT modeling (and by virtue of using a common molecular-
thermodynamic framework, CSMT modeling), it is important to remark on the ac-
curacy of the predictions in Table 6.4. As was the case with the linear surfactants
in Chapter 5, the MHA model, based on the correlations developed by Abraham for
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the Gibbs free energy of solution of alkanes, 2 39 and extended through my fitting of
additional parameters for nodal carbons, performs quite well in both MT and CSMT
settings, with deviations in the predicted free energies of micellization of usually less
than 1 kBT (corresponding to cmc predictions within a factor of 3 or less of the ex-
perimental values). In fact, the CSMT approach outperforms the MT approach in
most cases. It is worth considering that the effect of an increase in system temper-
ature for ionic surfactants is typically to increase the cmc. Since these predictions
were made at 250C, and the experimental temperatures were either 40'C or 45 C,
this helps explain some of the underprediction observed. There are a few limited
cases where overprediction is observed, includingC 10 (1-C8 ) and C10(1-C9) benzene
sulfonates. Here, the lack of quality data on interfacial tensions for longer chain alka-
nes could be an issue. Additionally, as the aggregation number decreases, there is a
possibility that the various free energy models begin to break down due to the dis-
creteness of the system. For example, the packing model in Chapter 4 assumes that
chains interact through a mean field. I expect such an approach to be less accurate
with small aggregation numbers.
The other solubility models, MHA2, KWB, and KEKSS, do not exhibit consistent-
enough accuracy to be useful. The differences between the four models is solely due to
the apportioning of the transfer free energy between groups. Because the surfactant
tail is different from an actual oil (a C12 tail differs from dodecane in the replacement
of a CH3 group with a CH2 group), it is only through testing of the sort presented in
this Chapter and in Chapter 5 that a useful solubility model can be identified.
6.3.2 Branched Alkyl Benzene Sulfonate Surfactants
In Table 6.7 I have summarized the cmc results I obtained for three sets of branched
alkyl benzene sulfonates. The three sets are grouped by the length of the linear
alkyl chain to which the benzene sulfonate is attached, and I have selected an octyl,
decyl, and dodecyl chain for study. The linear analogues, which have the benzene
sulfonate attached at the alkyl chain 1-position, are represented as CjBZSFN, while
the branched alkyl benzene sulfonates are represented as Ci(1-Ck)BZSFN, where i
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is the length of the primary (longest) chain, and k is the length of the secondary
chain. Note that, for the branched surfactants in each set, i + k equals 8 for the
octyl set, 10 for the decyl set, and 12 for the dodecyl set. The corresponding linear
surfactants are C8BZSFN, Ci 0BZSFN, and C 2BZSFN. Since the tail identification
obtained from computer simulations is overall quite consistently the full alkyl tail plus
the full benzene ring for the branched surfactants, but the full alkyl tail and half the
benzene ring for the linear surfactants, I have obtained MT predictions for the linear
surfactants for both full and half-ring tails, in order to compare these identifications
with the experimental trends. As in Section 6.3.1, it is important to note that the
CSMT predictions are made using the precise tail identification obtained for each
simulation, with the reported cmc an average across the simulations conducted (see
Table 6.1 for the tail identifications obtained for each simulation).
There are two main trends to observe: (i) movement of the benzene sulfonate ring
to the center of the alkyl chain uniformly increases the cmc (clearly seen with the
decane and dodecane cases - there are too few experimental points for the octyl case
to observe this, although the theory predicts it), and (ii) a change in the alkyl length
from octyl to decyl and from decyl to dodecyl increases the cmc. Since Observation
(ii) can be explained based on the hydrophobic effect,34 I will focus on Observation
(i).
The increase in cmc with shortening of the primary chain and lengthening of the
secondary chain follows the same trend shown in Table 6.4 for the branched alkyl sul-
fonates. The reason is again intimately connected to the area per surfactant, which
increases as the micelle dimensions decrease, and the trade-off between free-energy
contributions proportional to this term (the interfacial free energy), and contribu-
tions roughly inversely proportional to this term (the steric and electrostatic free
energies)."
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Table 6.7: CMC Results for Branched Benzene Sulfonate Surfactants at T = 25'C
CMC (mM) MT Pred. CMC (mM)a CSMT Pred. CMC (mM)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
Cs(1-C 3 )BZSFN Na+ - 27 130 11 43 42.4i0.5 [5] 212i3 [5] 17.3+0.2 [5] 6.79+0.08 [4]
C6 (1-C 2 )BZSFN Na+ - 20 95 8.6 33 30.2±0.2 [5] 145.0±0.8 [5] 12.47±0.06 [5] 4.97±0.03 [5]
C7 (1-C1 )BZSFN Na+ 19274 [550C] 16 73 7.1 26 24.1±0.2 [5] 110.9±0.7 [5] 10.21±0.05 [5] 4.11±0.02 [5]
C8BZSFNc Na+ 11.1245 45d 12" 170d 54" 32d 4.9e 1209 17e 26.5±0.1 [4] 110.6±0.5 [4] 15.51±0.05 [5] 6.114±0.006 [5]
C6 (1-C4 )BZSFN Na+ 8.01275 6.5 40 3.4 16 10.5±0.1 [10] 68.6±0.8 [10] 5.45±0.05 [8] 1.84±0.02 [9]
C7 (1-C3 )BZSFN Na+ - 5.2 31 2.7 13 8.10±0.05 [10] 51.1±0.3 [10] 4.20±0.03 [10] 1.419±0.008 [10]
Cs(1-C 2 )BZSFN Na+ 6.02275 4.2 24 2.2 10 6.42±0.07 [10] 38.8±0.5 [10] 3.38±0.04 [10] 1.15±0.02 [10]
C9 (1-C 1 )BZSFN Na+ 4.63275 3.5 20 1.9 8.5 5.6±0.9 [10] 30±6 [10] 4±2 [10] 1.2±0.3 [10]
CioBZSFNc Na+ 3.14245 [500C] 8.99 2.8e 4 4d 15e 8.09 1.2e 39d 5.8e 5.2±0.7 [10] 29±4 [10] 3.8±0.6 [10] 1.5±0.1 [9]
C7 (1-C 5 )BZSFN Na+ 2 .3 8 171,27 1.6 13 1.0 6.3 2.74+0.03 [10] 23.2+0.3 [10] 1.75+0.02 [9] 0.503±0.005 [9]
CS(1-C 4)BZSFN Na+ - 1.3 10 0.86 5.1 2.15±0.03 [10] 17.7±0.3 [9] 1.38±0.02 [10] 0.399±0.005 [9]
C9(1-C 3)BZSFN Na+ 1.5956 1.1 8.3 0.71 4.1 1.77±0.02 [10] 14.0±0.2 [10] 1.14±0.02 [10] 0.332±0.004 [10]
Cio(1-C2 )BZSFN Na+ 1.4656 0.94 6.8 0.61 3.4 1.41±0.02 [10] 10±2 [10] 1.1±0.4 [10] 0.29±0.07 [10]
Cu1(1-C1 )BZSFN Na+ 1.1956 0.78 5.6 0.51 2.9 1.17±0.05 [10] 7±2 [10] 1.3±0.4 [9] 0.31±0.07 [10]
C12 BZSFNc Na+ 1.2245 [600C] 1.99 0.60* 139 4.4e 2.1d 0.33e 13d 2.Oe 1.1±0.2 [15] 8±2 [15] 1.1±0.2 [14] 0.33±0.04 [12]
The MT and CSMT predictions which are closest to the experimental values are bolded.
Unavailable experimental cmc's are marked with the symbol "-".
a MT predictions do not have error bars, since the theory is deterministic based on user input.
b The error bars in the CSMT predictions represent the standard deviation in the predicted cmc arising from differences between the independent simulations
run. The number of simulations is denoted in square brackets. Note that the four solubility models are applied to the same set of simulations, but difficulties
with numerical convergence in certain cases may lead to some points being discarded.
c Linear molecules included for comparison with the branched results.
d Using a tail identification of the full alkyl tail and half of the benzene ring.
' Using a tail identification of the full alkyl tail and the full benzene ring.
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Note that, experimentally, the linear octyl and decyl surfactants fit into this trend
within their respective sets. Although the linear dodecyl surfactant (C1 2BZSFN) has
a slightly higher cmc than the Cul(1-C 1)BZSFN surfactant, the difference is less than
0.01 kBT, and the temperature at which the C12BZSFN cmc is measured is sufficiently
high (at 600C versus the 250C conditions under which the branched surfactant cmc's
were obtained), such that the general trend of increasing cmc with increasing tem-
perature for ionic surfactants (see Table 5.8 in Chapter 5) is sufficient to explain the
difference. Measurement at the higher temperature was required due to Krafft point
considerations for the linear surfactants. 245
The trend described by Observation (i) is replicated in the MT predictions only
when using the full alkyl tail plus full benzene ring tail identification. This demon-
strates the sensitivity of the MT model to the particular head/tail identification used.
Recall that the computer simulations of the linear surfactants indicated that only half
of the ring is part of the tail (see Table 5.2 in Chapter 5). It can be readily seen that
this identification does not lead to reproduction of the trend. However, the CSMT
approach is much less sensitive to the particular head/tail identification: the decyl
and dodecyl sets are predicted quite accurately by the MHA solubility model using
the CSMT approach, and the trend is maintained between the linear and branched
surfactants in the two sets. For the octyl set there is a deviation from the expected
trend, although there is insufficient experimental data available to confirm the exper-
imental cmc values in this case.
The numerical deviations in the predicted modified free energies of micellization
are presented in Table 6.8. Note that the MHA model outperforms the other three
solubility models in both the MT and CSMT frameworks, but that the KWB model
is also quite a good model here. This may be due to the good agreement obtained by
the KWB model in predicting the solubility of alkyl benzene oils, as can be readily
observed from the values reported in Table F.10 in Appendix F.
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Table 6.8: Free Energy of Micellization Comparison for Branched Benzene Sulfonate Surfactants at T = 250C
g* (kBT)a MT Error (kBT)b CSMT Error (kBT)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C7(1-C1)BZSFN Na+ -7.97 -0.18 1.33 -1.00 0.30 0.23 1.75 -0.63 -1.54
CsBZSFNc Na+ -8.49 1.40d 0.08e 2.73d 1.58e 1.06" -0.82e 2.38d 0.43e 0.87 2.30 0.33 -0.60
C6 (1-C 4 )BZSFN Na+ -8.84 -0.21 1.61 -0.86 0.69 0.27 2.15 -0.39 -1.47
Cs(1-C 2 )BZSFN Na+ -9.13 -0.36 1.38 -1.01 0.51 0.06 1.86 -0.58 -1.66
C9 (1-C 1 )BZSFN Na+ -9.39 -0.28 1.46 -0.89 0.61 0.19 1.87 -0.15 -1.35
CioBZSFNc Na+ -9.77 1.031 -0.12e 2.63d 1.55e 0.93d -0.97e 2.51" 0.60e 0.50 2.21 0.18 -0.75
C7(1-C5)BZSFN Na+ -10.05 -0.40 1.70 -0.87 0.97 0.14 2.28 -0.31 -1.55
C9(1-C3)BZSFN Na+ -10.46 -0.37 1.65 -0.81 0.95 0.11 2.18 -0.33 -1.57
Cio(1-C 2)BZSFN Na+ -10.54 -0.44 1.54 -0.87 0.85 -0.03 1.92 -0.28 -1.62
Cu(1-C1 )BZSFN Na+ -10.75 -0.42 1.55 -0.85 0.89 -0.02 1.77 0.09 -1.35
C12BZSFNc Na+ -10.73 0.451 -0.71e 2.37d 1.29e 0.55" -1.30e 2.37d 0.50e -0.10 1.88 -0.10 -1.30
The MT and CSMT predictions which are closest to the experimental values are bolded.
a Effective value calculated from the experimental data in Table 6.4 using Eq. 5.3.2 from Chapter 5.
b Errors are computed using Eq. 5.3.3 from Chapter 5.
cLinear molecules included for comparison with the branched results.
d Using a tail identification of the full alkyl tail and half of the benzene ring.
e Using a tail identification of the full alkyl tail and the full benzene ring.
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Finally, in Table 6.9, I present information on optimal micelle shape, size, and
degree of counterion binding obtained using the MHA solubility model and the MT
approach. For the linear surfactants, results for both tail identifications are included.
What can be observed here is a tendency for a decrease in the aggregation number
among the branched surfactants within a given alkyl set as the primary chain length
is shortened and the secondary chain length is lengthened (leading to a more sym-
metric configuration). These surfactants are predicted to be spherocylinders, with
the cylindrical body becoming shorter as the total alkyl chain length is increased.
That is, in transitioning from octyl to decyl to dodecyl for fixed secondary chain
length, the ratio of the aggregation number found in the cylindrical body to the total
aggregation number decreases, indicating the micelles are becoming more spherical.
Similarly, within a given alkyl set, for surfactants possessing longer primary chains,
the micelle shape becomes more spherical. A natural comparison here is to the lin-
ear surfactant within each set, which exhibits formation of either a spherical micelle
or a spherocylindrical micelle with a negligible cylindrical body. In other words, as
the secondary chain is shortened, a branched surfactant behaves more like a linear
surfactant.
Experimental aggregation number data for these surfactants is not comprehensive,
but does illustrate that the observed trends in predictions (number-averaged aggre-
gation numbers) are upheld in the experimental systems with reasonable quantitative
agreement. Quantitative accuracy in predicting aggregation numbers is complicated
by the dependency of the population distribution of spherocylinders on the difference
in free energies of micellization obtained for the optimized spherical and infinite cylin-
drical micelles obtained during the free energy minimization process. See Section 2.4.2
for an in-depth discussion of population distribution calculations for spherocylinders.
Spherocylinders can grow to be very large in systems such as the linear alkyl ethoxy-
lates possessing short ethoxylate chain lengths, reaching the thousands and tens of
thousands of molecules.' In light of the fact that spherocylinders can span such
a large range of aggregation numbers, in contrast to spheres, which are limited by
the dimensions of the surfactant tail, the predictions here, which differ by only 10-20
251
molecules in total, are quite good.
Degrees of counterion binding are also included in Table 6.9. Although there does
not appear to be experimental data to compare to, the trend is a decrease in counte-
rion binding as the aggregation number decreases. Since the radial dimensions of the
spherical endcaps and cylindrical body are also decreasing, leading to an increase in
area per surfactant, the charge density at the micelle core-water interface is lowered.
As mentioned in Section 6.3.1, electrostatic considerations explain this accompanying
increase in surfactant dissociation (i.e., reduction in counterion binding) under these
conditions.2 73
6.3.3 Branched 1-Methyl, 4-Alkyl Pyridinium Surfactants
The final type of surfactants that I will consider in this Chapter includes the 1-methyl,
4-alkyl pyridiniums. In Table 6.10 I consider two sets of these surfactants. Both sets
involve a constant number of 12 carbons in the alkyl chain attached to the pyridinium
ring. In the first set, as the primary chain length is decreased, the secondary chain
length is positioned at the nodal carbon that results in a symmetric tail. For example,
for the C9(6-C 3) surfactant, there are three carbons in the secondary chain, and
three carbons along the primary chain following the nodal carbon. As the primary
chain shortens, the secondary chain lengthens to maintain the constant 12 carbons.
Accordingly, the nodal carbon approaches the pyridinium ring. In the second set, for
a fixed decyl primary chain, a two-carbon side chain is moved to various positions
along the primary chain. Note that these surfactants provide interesting examples
of movement of the position of the nodal carbon. The branched alkyl sulfonates in
Section 6.3.1 and branched alkyl benzene sulfonates in Section 6.3.2 both exhibited
branching at the 1-position.
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Table 6.9: Optimal Micelle Shape, Size, and Degree of Counterion Binding Results for Branched
Benzene Sulfonate Surfactants at T = 250C
Surfactant Ion Shape Ntotala Nspha Nc 1a 1c,sph (')a lc,cyi (A)a b
C5 (1-C 3)BZSFN Na+ Spherocylinder 33 18 15 11.5 10.1 0.56
C6(1-C2 )BZSFN Na+ Spherocylinder 47 23 24 12.6 10.9 0.59
C7(1-C1)BZSFN Na+ Spherocylinder 44 33 11 14.1 11.7 0.60
C8BZSFNc Na+ Sphered 32 32 0 13.2 0.49
Spherocylindere 41 37 4 14.6 12.2 0.59
C 6 (1-C 4)BZSFN Na+ Spherocylinder 32 (17171) 20 12 12.6 11.2 0.51
C7 (1-C 3 )BZSFN Na+ Spherocylinder 45 29 16 14.1 12.0 0.56
C8 (1-C 2)BZSFN Na+ Spherocylinder 45 (53171) 36 9 15.3 12.6 0.57
C9 (1-C1)BZSFN Na+ Spherocylinder 48 (63r17) 42 6 16.1 13.4 0.58
CioBZSFN Na+ Sphered 47 47 0 16.0 0.52
Spherocylindere 55 52 3 17.2 14.1 0.60
C7 (1-C 5 )BZSFN Na+ Spherocylinder 32 (21171) 25 7 14.1 12.3 0.48
C8 (1-C 4)BZSFN Na+ Spherocylinder 36 28 9 14.6 12.8 0.50
C9 (1-C 3)BZSFN Na+ Spherocylinder 44 (24171) 37 7 16.1 13.8 0.54
C10(1-C2)BZSFN Na+ Spherocylinder 50 (57171) 46 4 17.2 14.4 0.56
Cu(1-C1 )BZSFN Na+ Spherocylinder 62 58 4 18.7 15.2 0.60
C12BZSFN Na+ Sphered 57 57 0 17.9 0.53
Spheree 60 60 0 18.9 0.59
Predictions made using the MHA solubility model and the MT f
a Micelle size properties: Notai - total aggregation number, Nph
or spherical end caps, Ncj - aggregation number in cylindrical
ramework.
- aggregation
body, c,,,ph -
or spherical end caps, ic,c - cross-sectional radius of cylindrical body. Experimental values in
parentheses when available (see text for discussion).
b Degree of counterion binding (number of bound counterions per surfactant).
Linear molecules included for comparison with the branched results.
d Using a tail identification of the full alkyl tail and half of the benzene ring.
*Using a tail identification of the full alkyl tail and the full benzene ring.
f Measured at 220C.
g Measured at 30'C.
C71
number in
radius of
sphere
sphere
Although there is scant experimental data available to compare against, the ob-
served trends in the MT and CSMT predictions are interesting. In the first set, in
which the primary chain varies in length, there is a maximum in the cmc observed
in the intermediate cases, which have the nodal carbon positioned at the center of
the primary chain. In the second set, in which the chain lengths are fixed, but the
position of the nodal carbon is systematically varied, there is also a maximum in
the cmc, observed when the secondary chain is located in the middle of the chain.
In the first set, there are several competing effects, due to the change in micellar
dimensions (which are summarized in Table 6.12). However, in the second set, the
effect is clearly due to packing, since the optimal shape for these surfactants was
found to be a sphere, and the size of the sphere was found to be dictated by the
maximum extension of the primary chain. Note that this maximum extension is a
result of the energetic benefit of reducing the area per surfactant - the accompanying
increase in charge density results in an increase in counterion bindingm2  reducing the
charging free-energy penalty through partial charge neutralization, and the interfacial
free-energy penalty is also reduced.
In the single-chain, mean-field packing framework described in Chapter 4, lateral
pressures are applied in order to enforce constant density constraints throughout the
micelle core. For a sphere, the distribution of chain volume in space as a function
of radius should be quadratic, since the volume of spherical shells is 47rr 2 Ar for
some fixed shell width Ar, where r is the radial coordinate. Additionally, since
one end of the chain is tethered at the micelle core-water interface, where the head
attachment occurs, there are additional connectivity constraints to consider. Now,
if a chain has a natural distribution of volume under a uniform pressure field within
the spherical confinement of the core in which too much volume is located in the
center of the core, the applied lateral pressure must be increased in that region,
raising the constraint-related packing free energy (see Section B.3 of Appendix B
for a description of the decomposition of the packing free energy into confinement
and constraint contributions), and, therefore, the overall packing free-energy penalty.
This is precisely the situation experienced with the second set of 1-methyl, 4-alkyl
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pyridiniums examined here. When the branching is very far down the chain, near
the primary chain terminus, this volume can be readily accommodated within the
core, since the chain is flexible and can readily rotate to place the associated groups
on average closer to the interface of the core, where there is more volume available
to fill. Likewise, when the branching is very close to the head, the added volume of
the branch is already in the region of the micelle core possessing the most volume
(according to 47rr 2Ar). However, when the branching is in an intermediate position,
and the presence of the aromatic ring in the head group reduces the freedom of the
chain to rotate, it is more difficult to arrange configurations which can accommodate
for the volume of the branch. To put this in quantitative terms for the surfactants
considered here, the packing free energy at maximum extension for the C10 (j-C 2)
surfactants (12.7A) is 2.98 kBT for C1 6(2-C 2 ), 3.11 kBT for C16 (4-C 2), 3.07 kBT for
C10(6-C 2), and 2.96 kBT for C10(8-C 2). An examination of the decomposition of the
free energy terms (not shown) indicates that this is the dominant contribution leading
to the observed cmc maximum predicted. From the limited experimental data in Table
6.10, we can see that there is indeed an increase in cmc in going from C10 (8-C 2) to
C10 (6-C 2). Additionally, the shapes of the micelles were identified experimentally
to be spheres. 61 However, there is unfortunately not enough data to confirm the
existence of the maximum predicted.
The accuracy of the predictions can be examined in Table 6.11. As with the
linear 1-methyl, 4-alkyl pyridinium surfactants, there tends to be an overprediction
in the MT modeling which is as yet unexplained, and should provide an avenue for
future study. For the systems which had experimental data, I conducted a set of
trial calculations using packing data without the aromatic ring in the head group.
This allows the chain to sample space more freely, reducing the packing free-energy
penalty. Indeed, this does reduce the cmc's predicted using the MHA solubility model,
to less than 1 kBT, perhaps indicating that a strict head/tail identification (in which
the aromatic group may not participate in the micelle core to any extent) is too
severe an assumption. I will discuss this again in the context of proposing a neutral
atom packing approach in Section 7.3.3 of Chapter 7. Note, however, the excellent
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agreement of the MHA solubility model with experiment when used in the context
of CSMT modeling. In fact, throughout this Chapter, we have seen that the CSMT
modeling results using the MHA solubility model have been excellent, indicating a
promising application for the CSMT framework in the study of branched surfactants.
Finally, in Table 6.12, I present a brief summary of the shape results for the first
set of 1-methyl, 4-alkyl pyridinium surfactants considered. As already mentioned,
the second set, having a fixed main chain length and an optimal spherical micelle
configuration, exhibit properties almost identical to the C10(8-C 2) surfactant. Note
that all these surfactants are predicted to be either spheres or spherocylinders with
negligible aggregation number in the cylindrical body. The reduction in the radius
of the spheres or spherical endcaps is directly related to the geometric structure
of the tail, which becomes more squat as the secondary chain is increased and the
primary chain is decreased in length. For C9(6-C3) and C10 (8-C 2), experimental
degrees of counterion binding are available and exhibit a very slight decrease in value.
The predicted values also exhibit a slight decrease. The experimental identification
of shape for these two surfactants is also that they are spherical. 0 Nusselder and
Engberts, who have carefully studied the 1-methyl, 4-alkyl pyridinium surfactants
to assess the relation between structure and morphology also indicate that certain of
the surfactants examined here can form vesicles 60 (including C10 (6-C 2) and C7(2-C5)).
This particular geometry is not yet implemented in the MT framework which I have
developed, but the work of Yuet and Blankschtein indicates how such a geometry can
be considered.86
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Table 6.10: CMC Results for Branched 1-Methyl,4-Alkyl Pyridinium Surfactants at T = 250C
CMC (mM) MT Pred. CMC (mM)a CSMT Pred. CMC (mM)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C7 (2-C 5)MPYR I- - 12 72 15 89 6±1 [5] 35±7 [4] 9±2 [5] 1.56±0.02 [3]
Cs(4-C4 )MPYR I- - 29 124 70 440 7.6±0.2 [6] 40.3±0.7 [9] 21.3±0.3 [6] 2.97±0.06 [6]
Cg(6-C3 )MPYR I- 4.6461 21c 1 2 d 89 51 320 4.96±0.02 [4] 27.1±0.5 [4] 13.3±0.3 [4] 2.07±0.04 [4]
C10(8-C 2 )MPYR I- 3.7461 [300C] 14c 8 .6d 71 38 260 3.61±0.09 [4] 19.0±0.5 [4] 9.4±0.2 [5] 1.61±0.02 [4]
Ci 0(2-C 2 )MPYR I- - 15 78 42 300 4.02±0.03 [6] 21.0±0.2 [5] 10.56±0.06 [6] 1.789±0.009 [6]
C10 (4-C 2 )MPYR I- - 17 86 46 310 4.4±0.1 [6] 23.5±0.7 [6] 11.4±0.2 [5] 1.93±0.04 [6]
Ci 0(6-C 2 )MPYR I- - 17 83 47 280 4.27±0.07 [5] 23.4±0.4 [4] 11.2±0.2 [5] 1.84±0.03 [5]
Ci 0(8-C 2 )MPYR I- 3.7461 [300C] 14c 8.6d 71 38 260 3.61±0.09 [4] 19.0±0.5 [4] 9.4±0.2 [5] 1.61±0.02 [4]
The MT and CSMT predictions which are closest to the experimental values are bolded.
Unavailable experimental cmc's are marked with the symbol
a MT predictions do not have error bars, since the theory is deterministic based on user input.
b The error bars in the CSMT predictions represent the standard deviation in the predicted cmc arising from differences between the independent
simulations run. The number of simulations is denoted in square brackets. Note that the four solubility models are applied to the same set of
simulations, but difficulties with numerical convergence in certain cases may lead to some points being discarded.
c Packing calculated with the benzene ring present in the head region.
d Packing calculated with the benzene ring absent in the head region.
Table 6.11: Free Energy of Micellization Comparison for Branched 1-Methyl,4-Alkyl Pyridinium Surfactants
at T = 250C
g* (kBT)a MT Error (kBT)b CSMT Error (kBT)b
Surfactant Ion Expt. MHA MHA2 KWB KEKSS MHA MHA2 KWB KEKSS
C9 (6-C 3 )MPYR I- -9.39 1.51c 0 .9 5 d 2.95 2.40 4.23 0.07 1.76 1.05 -0.81
Cio(8-C 2 )MPYR I- -9.60 [3000] 1.32c 0 .8 3 d 2.94 2.32 4.24 -0.04 1.62 0.92 -0.84
The MT and CSMT predictions which are closest to the experimental values are bolded.
a MT predictions do not have error bars, since the theory is deterministic based on user input.
b The error bars in the CSMT predictions represent the standard deviation in the predicted cmc arising from differences
between the independent simulations run. The number of simulations is denoted in square brackets. Note that the
four solubility models are applied to the same set of simulations, but difficulties with numerical convergence in certain
cases may lead to some points being discarded.
c Packing calculated with the benzene ring present in the head region.
d Packing calculated with the benzene ring absent in the head region.
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Table 6.12: Optimal Micelle Shape, Size, and Degree of Counterion Binding Results for Branched
1-Methyl,4-Alkyl Pyridinium Surfactants at T = 250C
Surfactant Ion Shape Ntotala Nspha Ncyla 1csph (A)a 'CYl (A)a _ b
C 7 (2-C 5 )MPYR I- Spherocylinder 19 17 2 11.9 10.4 0.42
C8(4-C 4 )MPYR I- Spherocylinder 17 16 1 11.1 9.9 0.35
C9 (6-C 3)MPYR I- Sphere 23 23 0 12.6 0.40 (0.7961)
C1 o(8-C 2 )MPYR I- Sphere 31 31 0 13.9 0.45 (0.8061)
Predictions made using the MHA solubility model and the MT framework.
a Micelle size properties: Ntotal - total aggregation number, Nph - aggregation number in sphere or
spherical end caps, Ncy - aggregation number in cylindrical body, 1c,sph - radius of sphere or spherical
end caps, ic,cyl - cross-sectional radius of cylindrical body.
b Degree of counterion binding (number of bound counterions per surfactant). Experimental values in
parentheses when available (see text for discussion).
6.4 Conclusions
In this Chapter, I implemented a molecular-thermodynamic (MT) model for sur-
factant micellization to study 28 singly-branched surfactants, including 9 branched
alkyl sulfonates, 12 branched alkyl benzene sulfonates (also commonly referred to as
"linear alkyl benzene sulfonates"), and 7 branched 1-methyl, 4-alkyl pyridiniums. I
considered a variety of branch positions and chain lengths in order to explore the
effect of the structure of a surfactant tail on the micellization properties of the sur-
factant as a whole. Additionally, I performed a large set of computer simulations
of each surfactant in monomer and micelle environments to implement a combined
computer-simulation/molecular-thermodynamic (CSMT) framework, which aims to
more-accurately quantify the hydrophobic effect through a microscopic considera-
tion of surfactant atomic group hydration in the two environments. In both MT
and CSMT modeling, as in Chapter 5, four solubility models were examined (MHA,
MHA2, KWB, and KEKSS models, according to Section F.5 of Appendix F). The
head/tail identifications used for MT modeling were obtained from the CSMT com-
puter simulations, according to the dividing surface approach which I developed in
Section 3.3 of Chapter 3.
The modeling results, in agreement with the results of Chapter 5 for linear sur-
factants, indicate that the MHA solubility model, in the context of both MT and
CSMT predictions, presents the best, most consistent model for branched surfac-
tant micellization. In most of the cases considered here, the CSMT predictions were
more accurate, indicating that the CSMT framework (which has the advantage of
being less sensitive than the MT framework to the particular surfactant head/tail
identification used) may be particularly useful in studying more complex surfactant
structures. The KWB model also provided good predictions for the full set of alkyl
benzene sulfonates, due to its accurate fitting to alkyl arene aqueous solubility data.
However, this model was inconsistent in its accuracy when applied to the other types
of surfactants considered, and is therefore not recommended for use. The MHA2 and
KEKSS models are also not suitable.
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The observed trends within the sets of branched surfactants considered provide
interesting insights into the role of the surfactant tail in determining micellization
behavior.
For all surfactant types, the lengthening of either the primary or secondary chains
decreased the cmc, according to the hydrophobic effect." However, the impact of
each additional methylene added is not constant and depends on which chain the
methylene is added to. For example, lengthening of the primary chain increases
overall micelle dimensions, but lengthening of the secondary chain at times leads to a
slight reduction in the optimal micelle dimensions, as seen in Table 6.6. Although the
same number of carbons may be present in these two cases, the impact on aggregation
number is quite different.
With both the alkyl sulfonates and the alkyl benzene sulfonates, a more symmetric
distribution of carbons between the primary and secondary chains leads to an increase
in cmc, due to a decrease in chain length and an increase in the micelle core-water
interfacial area per surfactant relative to a more asymmetric distribution. Properties
such as counterion binding are closely related to the area per surfactant, and the
free-energy penalties which offset the negative transfer free energy of the surfactant
tail are also sensitive to this quantity. These more symmetric tails also lead to lower
aggregation numbers overall.
Finally, the 1-alkyl, 4-methyl pyridinium surfactants exhibited interesting behav-
ior when the total number of carbons in the alkyl tail were kept fixed, but the dis-
tribution of carbons between primary and secondary chains and the positions of the
branch were changed. As more of the chain volume is concentrated at the center of
the chain, due to positioning of the nodal carbon, a slight increase in cmc is predicted,
which can be attributed partially to packing considerations. Such subtle effects can-
not be readily explored in linear surfactant systems, and may provide avenues for
surfactant design to achieve a desired performance.
The surfactant systems in this Chapter provided an initial test of the new theory
which I have developed for the study of branched surfactant micellization. Future
directions for this research are presented in Chapter 7, which follows.
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Chapter 7
Conclusions and Future Research
Directions
7.1 Overview
In the preceding Chapters, I have laid out, in comprehensive detail, a theoretical
and simulations-based framework for predicting surfactant micellization behavior as
a function of surfactant structure and solution conditions. I have also been able to
demonstrate the effective application of this framework to the study of over 80 sur-
factants of various classes: including linear and branched surfactants, alkyl and alkyl
arene tails, and anionic, cationic, zwitterionic, and nonionic heads. In this Chapter,
I step back and provide an overview of what I have accomplished, and where I think
that this research is headed. In Section 7.2, I provide a detailed summary of the key
aspects of each Chapter. I also discuss briefly the nature of the supporting material
supplied in the Appendices of this Thesis. In Section 7.3, I suggest several directions
for future research, motivated by my observations in conducting the research for this
Thesis. Finally, in Section 7.4, I close the Thesis with a few concluding remarks.
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7.2 Thesis Summary
In Chapter 2, I presented the full molecular-thermodynamic (MT) framework which
I have used to make quantitative predictions of surfactant micellization behavior
based on input of the surfactant chemical structure. In Section 2.2 of Chapter 2, I
demonstrated how the equations of bulk phase thermodynamics can be applied to a
solution containing aggregating species, through the derivation of an expression for
the chemical potential of each aggregate or free molecule (generically referred to as
solution components) starting with an expression for the overall solution Gibbs free
energy, which includes formation and mixing free-energy contributions.81 The com-
ponent chemical potential was shown to be a function of a modified mole fraction,
which itself was defined in a manner which reduces to the usual mole fraction in a
fully-dispersed system. Using the principle of multiple chemical equilibrium,o3 I
derived a formula for the modified mole fraction that, in the case of a micelle, is a
function of the difference in reference-state chemical potentials between the micelle
at infinite dilution and its constituent surfactants and bound counterions. I defined
this difference as the free energy of micellization, gmic, which, along with entropic
penalties representing the effect of confining the surfactants and the bound counte-
rions to remain in the micelle, yields the modified free energy of micellization, gm. I
described how micellization properties such as the critical micelle concentration (cmc)
and the micelle shape, size, and composition population distribution are functions of
gm. In Section 2.3, I presented a phenomenological thought process which enables
estimation of g, from the chemical structure of the surfactants and ions in solution.
This thought process enables calculation of the free energy along a consistent ther-
modynamic path which traverses the initial state of a micelle constituent at infinite
dilution through to the final state of that constituent fully integrated into the micelle
structure. This path involves a series of discrete steps related to the self-assembly
of the micelle, and requires an identification of the surfactant head (hydrated) and
tail (dehydrated) regions. I was able to resolve a previous inconsistency in the model
regarding the nature of the free energies of each step (whether Gibbs or Helmholtz)
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by introducing a pressure-volume work term for the creation of a void in the bulk
solvent to accommodate the creation of the micelle core. However, I showed that
this term is in practice negligible, indicating that previous results obtained using the
MT theory are effectively unaffected. In Section 2.4, I described several additional
aspects of the computational process involved in carrying out MT predictions. I in-
troduced the computer program CS-PREDICT which I developed to implement the
MT framework, including a description of the algorithms contained therein. I also
demonstrated how one computes properties for finite spherocylindrical micelles from
optimized finite sphere and infinite cylinder gm values. Finally, for ionic surfactants,
I demonstrated an appropriate treatment for the electrostatic diffuse layer of coun-
terions surrounding the micelle. 0 This diffuse layer is considered when closing mass
balances for all the charged species in solution.
In Chapter 3, I discussed the combined computer-simulation/molecular-thermo-
dynamic (CSMT)'o 8-110 framework, which makes use of computer simulations to carry
out more-detailed calculations of the hydrophobic driving force for micellization. In
Section 3.2, I described all the details of the CSMT framework, including the notions
of a free energy of hydration and dehydration, the calculation of a modified transfer
free energy for a surfactant tail, and a comparison of this modified CSMT transfer free
energy with the original MT free energy, demonstrating that differences between the
two values are due to: (i) partial transfer free-energy contributions from hydrophobic
groups in the surfactant head region, due to partial dehydration in moving from the
monomer to the micelle environments, and (ii) effects due to the changing structure of
water about hydrophobic entities of differing size and shape,3 2 such as the hydropho-
bic tail of a surfactant in the monomer state versus the hydrophobic micelle core (a
much larger entity possessing a different geometry). In Section 3.3, I presented my
novel concept for a method of identifying surfactant head and tail using computer
simulations of a micelle and a dividing surface analysis inspired by the Gibbs equimo-
lar dividing surfaces used in bulk phase thermodynamics. I made the case that a
proper use of this head/tail identification scheme requires an iterative approach to
arrive at the location of a dividing surface which separates tail groups in the micelle
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core from bulk solvent, ions, and head groups in a self-consistent manner. Application
of this iterative approach yields results which are in good agreement with previous
rules of thumb for the surfactant head, but also provides new identifications for surfac-
tants which have not previously been characterized. In Section 3.4, I enumerated all
aspects of the simulation protocol that I have used in conducting molecular dynam-
ics simulations for CSMT calculations. Two key molecular dynamics programs were
used: (i) Program BUILDER, a program which I conceived and developed for the
automation of surfactant monomer and micelle simulation initialization, for systems
containing any number of surfactant species, and (ii) GROMACS, a freely-available,
open-source, parallelized code for fast and efficient simulation of all-atomistic surfac-
tant systems using computer cluster resources. In Section 3.5, I described the various
analyses necessary to obtain the CSMT transfer free energy from representative sim-
ulations for use in the MT theory. Use of this free-energy quantity, rather than direct
use of hydration and dehydration contributions to gm, allows for the prediction of mi-
cellization properties after simulating a single monomer and a single micelle, thereby
avoiding the need that would otherwise arise for simulations at each possible aggre-
gation number (which would make the CSMT approach entirely impractical). The
analyses required include: (a) determination of radial distribution functions of groups
about the center of mass of the micelle core, for the purpose of dividing surface loca-
tion and head/tail identification, (b) counting of the hydrating contacts in monomer
and micelle environments, for the purpose of computing fractional degrees of hydra-
tion (used in computing the free energies of hydration and dehydration), and (c) the
determination of solvent accessible surface areas about individual surfactant atomic
groups and about the micelle core (used in computing the free energy of hydration).
These calculations have been implemented as a series of scripts and programs which
I authored, and which I refer to as Program ANALYZER. Several routines from the
GROMACS library are utilized in Program ANALYZER.
In Chapter 4, I presented a single-chain, mean-field packing theory219 for deter-
mining the packing free-energy contribution to gm as a function of the surfactant tail,
and micelle shape and size. In Section 4.2, I described how the packing free-energy
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contribution is a positive penalty which arises from the physical confinement of a
surfactant tail within the micelle core due to the hydrophobic driving force. This
confinement necessarily results in a loss of entropy for the chain confined relative to
its free, unconfined state. Additionally, the experimental observation that the micelle
core is liquid-like34 ,1 86 ,21 1 ,2 12 leads to a constaint of constant density (incompressibil-
ity) which provides another penalty. Using the Maximum Entropy Principle, 27 7 I
showed how one can readily derive a probability distribution function for a central
chain, under the influence of a pressure field which enforces the constant density con-
straint (operating as a Lagrange multiplier to the chain volume). This pressure field is
a mean field which represents the effect of all the other chains upon the configurations
of the central chain. Once the pressure field is solved for, I explained how the pack-
ing free energy itself is calculated. However, in order to calculate the pressure field,
one must first specify a model for the degrees of freedom of the central chain itself.
In Section 4.3, I described the Rotational Isomeric State (RIS) theory,2 13 which re-
places continuous dihedral profiles with a set of discrete states representing energetic
minima, and considers bond lengths and angles to be fixed at equilibrium values.
I then provided two examples of useful RIS models, one for linear alkyl chains, 216
and one for branched alkyl chains (limited to chains with branches spaced several
groups apart) .217 My use of a branched alkyl RIS model represents the first time that
branched surfactant tails have been modeled without additional simplifying assump-
tions, such as assuming that the dihedral states of the branch connection to the nodal
carbon are equipotential." 9 Since the RIS model for branched chains is systematic
in its approach, I have been able to extend this model to arbitrarily-spaced branched
chains, using algorithmic generation of the packing models.
In Chapter 5, I brought together the theoretical and simulations-based approaches
described in Chapters 2 to 4 for the purpose of making practical predictions of mi-
cellization properties. In Section 5.2, I introduced a total of 55 linear surfactants
that I would consider, divided into charged (anionic, cationic, and zwitterionic) and
nonionic (ethoxylated and sugar-based) surfactant classes. I discussed the head/tail
identifications obtained from the numerous computer simulations that I performed,
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as well as the various molecular descriptors and their values which I used to model
these surfactants. In Sections 5.3 and 5.4, I discussed the key results of the modeling,
focusing on comparison of predicted cme's to experimental cmc's. This comparison
provides an excellent quantitative test of any micellization theory, due to the ex-
ponential dependence of the cmc on gm. Therefore, small errors in the prediction
of gm, due to errors in any one of the free-energy contributions, would yield large
errors in the cmc. I compared MT and CSMT cmc predictions, and additionally
explored the effect of the solubility model used (to obtain the transfer free energy)
on the results. I found that one particular solubility model was most effective: a
model based on the Gibbs free energy of solution correlations for linear alkanes due
to Abraham, 239 which I augmented with fitting to experimental alkyl arene aqueous
solubility data278 ,27 9 in order to expand the parameter set to include aromatic groups
(labeled the MHA solubility model). In general, the modeling results using the MT
framework and the MHA solubility model yielded good agreement with experimental
cmc's. One exception includes the sulfobetaine zwitterionic surfactants, which, in
the computer simulations, displayed a good deal of head-head association between
the oppositely-charged ammonium and sulfonate regions. Since this effect was not
explicitly modeled theoretically, an underprediction in the cmc's was observed, which
provides a motivation for the development of improvements in the treatment of sur-
factant heads, a direction for future research discussed in Section 7.3.2. Although
the CSMT approach did not outperform the MT approach for the linear surfactants
considered, it did yield the correct trend for the cmc's of a and 3 anomers of both
octyl glucoside and dodecyl maltoside. The MT approach, lacking a sensitivity to
stereochemistry, is unable to discern such subtle effects.
In Chapter 6, I applied the MT and CSMT frameworks to a variety of branched
surfactants, limiting the surfactant head types considered while introducing more va-
riety into the selection of the tails. In Section 6.2, I introduced the 28 branched surfac-
tants that I would consider, divided into three types: the alkyl sulfonates (anionic),
alkyl benzene sulfonates (anionic), and 1-methyl, 4-alkyl pyridiniums (cationic). I
found that the head/tail identifications obtained from computer simulations using
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my dividing surface approach are extremely consistent within each type. I then dis-
cussed the molecular descriptors and their values which are associated with these
identifications. In Section 6.3, I presented cmc and optimal micelle shape, size, and
degree of counterion binding predictions. These branched surfactants were found to
form very squat spherocylinders, indicating that they perhaps prefer a prolate ellipsoid
geometry (a non-regular geometry that is not considered explicitly in my framework).
The cmc results obtained using the MHA solubility model were found to provide the
best agreement with experiment, as in Chapter 5. Finally, I called attention to the
improved predictions of the CSMT model, which consistently resulted in very good
predictions of the cmc, especially in the case of the 1-methyl, 4-alkyl pyridiniums,
where the MT approach yielded a more substantial overprediction.
The key outcome of my modeling efforts in Chapters 5 and 6 include the identifica-
tion of the MHA solubility model as the superior solubility model for use in estimating
the transfer free energy of surfactant tails (and, in the case of the CSMT modeling,
the partial transfer of hydrophobic groups in the surfactant head). Although the MT
approach outperformed the CSMT approach in the linear surfactant study, the results
of both approaches were generally quite good. I identified a few exceptions where the
CSMT approach deviated more drastically from experiment, but identified this as
the result of uncertainty as to which transfer free-energy contributions to assign to
certain groups in the head. In the original publications of this approach, this was also
a concern, specifically in the case of alkyl ethoxylates.1 09 However, in modeling the
branched surfactants, which all possessed compact head groups, the result was quite
clear: the CSMT approach provided improved modeling capabilities, for all surfactant
types considered.
In support of this work, I have assembled additional supplementary material into
Appendices to this Thesis. Next, I will briefly summarize their contents along with
some commentary regarding where they fit into the frameworks that I have developed.
In Appendix A, I describe vector rotations obtained using either Euler angles or
quaternions (preferred when specifying an axis and angle for rotation). I then describe
a two-step method for internal coordinate generation when building molecules up from
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a full specification of the degrees of freedom of a molecule using bond lengths, angles,
and dihedrals. These methods are used in both my packing software and in Program
BUILDER, and are provided here for reference purposes.
In Appendix B, I provide a description of Markov-Chain Monte Carlo techniques
for chain packing. I show how the packing free energy can be decomposed into con-
finement and constraint contributions, each of which can be calculated using separate
Monte Carlo simulations. Computation of the constraint contribution is the most
challenging step, involving use of the Overlapping Distribution Method20 3,280,281 fol_
lowing the solution of the pressure fields. This Monte Carlo approach to determining
the packing free energy becomes necessary for long or highly-branched chains (with
greater than 18 rotatable bonds), since the degrees of freedom for these systems, even
under the RIS approximation, still exceed the memory capabilities of conventional
desktops when performing the usual, full-enumeration approach for chain packing.
The Monte Carlo approach has a very low memory overhead, and begins to solve
faster than the full-enumeration approach at around 16 rotatable bonds.
In Appendix C, I describe the algorithms underlying Program BUILDER, which
I developed to automate the generation of numerically-stable initial conditions for
surfactant micelle simulations. This Program makes use of basic chemical graph the-
ory to build a topology of the bonds, angles, and dihedrals, drawing from a library
of force-field data which I assembled from various sources (specifically, the OPLS-
AA databases of the GROMACS program,'88 ,'190 the publications of Canongia Lopes
and coworkers 191-194 and Anderson and Wilson, 235 and my own novel force-field de-
velopment efforts, described in Appendix E). This Program also implements various
molecular dynamics algorithms, including Velocity Verlet dynamics 282 and Langevin
dynamics. 283 I also include a discussion of random number generation, used in the
packing program for both full-enumeration and Monte Carlo calculations in addition
to the Langevin dynamics in Program BUILDER.
In Appendix D, I derive all the force expressions used in the molecular dynamics
algorithms employed in Program BUILDER. I have included these derivations and
results in this Thesis to serve as reference material for future users and developers
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of my Program. These force expressions, especially for dihedrals, are not frequently
provided, since the potential expressions are simpler in functional form. Nevertheless,
it is the force expressions that are used in the update equations of both the Velocity
Verlet and Langevin dynamics approaches.
In Appendix E, I discuss a variety of ab initio techniques that can be used to
develop force-field parameters for new surfactant structures that may exhibit an in-
complete specification in the existing literature. I present a particular example of
the alkyl benzene sulfonates, which, within the OPLS-AA force field, were not fully
specified.
Finally, in Appendix F, I present a complete summary of the molecular properties
which I made use of in carrying out my MT and CSMT modeling. These include:
(i) atomic weights and van der Waals radii for size determination, (ii) liquid water
density and molarity, used in converting between surfactant mole fractions and con-
centrations, (iii) group contributions to surfactant tail volume, which I parameterized
based on a large set of experimental specific gravity data, 265 converted into molecu-
lar volumes, (iv) estimates of surfactant tail solubilities, obtained from four different
models, with the efficacy of the various models evaluated in Chapters 5 and 6, (v)
estimates of surfactant tail-water interfacial tension, obtained from experimental data
for analogous oils, and (vi) surfactant tail packing free energies, fit to polynomials
and assembled into a library for deployment in MT and CSMT calculations (since
fresh calculation of packing free energies as-needed would be too computationally
expensive for the demands of the end-user).
7.3 Future Research Directions
7.3.1 Library Development for Surfactant Modeling
One of the practical goals of my research has been to create a computational frame-
work that a user can use to rapidly model the micellization of surfactant systems of
interest, in order to make quantitative predictions, explain qualitative trends, and
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to guide formulation and surfactant synthesis efforts. As is perhaps clear from this
Thesis, however, such a framework for predicting surfactant micellization behavior
can be quite involved, incorporating inputs from computer simulations, which require
computer cluster resources, and a statistical-thermodynamic theory for chain packing,
which involves calculations that can also require substantial computing resources. In
order to make the software available to a user who may not possess these resources, it
is critically important to be able to develop libraries of simulation and packing data
for the most common surfactant structures that will be encountered in practice. Even
for users with expertise in computer simulations and modeling, incorporation of data
into a library provides a useful organizing principle, divides up the substantial effort
involved in modeling into manageable, smaller tasks, and provides an opportunity for
the sharing and merging of the data between collaborators.
Expanding Existing Packing Libraries
In Section F.7 of Appendix F, I have provided the details of my current library of
linear and branched surfactants packing data. All possibilities for singly-branched
surfactants with a main chain length of up to C10 have been included, and many ex-
amples involving aromatic rings are also provided. Nevertheless, there is much room
for expansion into: (i) longer-chain surfactants, (ii) surfactants possessing multiple
branches, which becomes a combinatorial problem, (iii) surfactants containing addi-
tional functional groups in the tail (ethers, for example), and (iv) surfactants with
alternative chemistries, including fluorinated and siloxane-based surfactants."
Additionally, I have not yet attempted to compress this data beyond the use of
polynomials for each individual case. It seems likely that homologous series of surfac-
tants will exhibit packing behavior which can be characterized by a single polynomial
with the introduction of functional dependence on, say, branch node and primary and
secondary chain length. Perhaps further investigation will yield a functional form that
allows for accurate interpolation between structures, thereby reducing or eliminating
the need for additional packing calculations when dealing with new surfactants. Such
efforts will likely require a substantial statistical analysis of a rich variety of chain
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types.
Simulations of Cylindrical and Bilayer Aggregates
From a simulations perspective, in this Thesis I have focused on simulations of finite
spheres. Accordingly, my library of CSMT transfer free energies and accompany-
ing fractional degrees of hydration, solvent accessible surface areas, and head/tail
identifications is obtained from this shape, and then assumed to remain valid when
predicting the properties of other micelle geometries. Stephenson and coworkers dis-
cuss the challenge in determining realistic boundary conditions for simulating infinite
cylinders and bilayers using periodic boundaries.' 0 9 However, another challenge arises
in the analysis of these shapes, since several of the analysis routines in GROMACS
will need to be modified and re-compiled in order to support handling of these infi-
nite, periodic geometries. For example, it is necessary to center a simulation about
the simulated micelle, so that it does not drift across a periodic boundary when cal-
culating time-averaged radial distribution functions for groups from the micelle core
center of mass (e.g., in head/tail identifications). Otherwise, if the micelle partially
crosses the boundary, the center of mass will be erroneously calculated as being lo-
cated somewhere in the bulk aqueous solution, due to the emergence of part of the
micelle on the other side of the simulation cell. Centering for finite spheres about
a single point is straightforward. For cylinders and bilayers, however, the centering
must be accomplished along a line and plane, respectively. In addition, flexure of the
cylinder and the bilayer could complicate this procedure. Nevertheless, modeling of
these other micelle shapes is an important priority in establishing how well the results
obtained from spheres can be extrapolated to other shapes.
Direct Use of Simulations to Obtain Micelle Properties
Another interesting use for the simulations data obtained includes performing static
and dynamic analyses of the simulated micelles. Bogusz and coworkers demonstrated
the rich information that can be extracted from molecular dynamics simulations in
their studies of octyl glucoside micelles.9 6' 9 7 One can obtain overall micelle shape and
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size information, including the amount of eccentricity observed in the approximately
spherical micelles, as well as details of the finer structure of the micelle, including av-
erage tail group locations, end-to-end distances, rate constants for changes in dihedral
state, and the sizes of head group clusters and exposed core regions.96 Stephenson
and coworkers have demonstrated how molecular descriptors, such as the head/tail
bond shielded area used in the calculation of interfacial free-energy penalties, can be
determined from these simulations.1 09
Multicomponent Surfactant Systems
A move from single-component surfactant systems to multicomponent systems will
also introduce new challenges. From a packing perspective, I have presented the the-
ory and developed the software to enable the packing of multiple chains of different
types. Polynomials for these systems involve fitting not only to micelle shape and
size, but also to composition. Accurate fits typically require cross-terms within the
polynomial (i.e., terms involving powers of both the radial variable and the composi-
tional variable in a binary system of fixed shape). As the number of chains increases
to three and beyond, the number of parameters needed to accurately fit the pack-
ing data increases substantially (e.g., Goldsipe and Blankschtein used 80 parameters
in their fitting for ternary systems,'4 8 but binary systems typically require only 12
parameters, and single-component systems only four to five).
For multicomponent computer simulations, I have purposefully developed Pro-
gram BUILDER to accommodate multicomponent surfactant micelles. These mi-
celles are constructed according to user specification of an aggregation number for
each surfactant (fixing micelle composition). The surfactants are then distributed
randomly within the micelle, to avoid any initial bias within the simulation. The
MT and CSMT approaches both readily accommondate multicomponent predictions,
and I have presented the underlying thermodynamics in Chapter 2 to reflect this. It
is an outstanding question as to whether simulations of mixed micelles are always
necessary to obtain a composition-weighted transfer free energy. It is possible that an
interpolation between CSMT transfer free energies obtained from pure micelles could
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yield an accurate approximation for a mixed micelle. If this proves true, then the
library of pure micelle simulation data that I have compiled as part of my doctoral
research can be immediately leveraged into mixed micelle calculations.
Force-Field Development for Surfactants
Finally, it is noteworthy that computer simulations of more complex surfactants will
almost necessarily require some amount of force-field development, since even a com-
mon surfactant type such as the alkyl benzene sulfonates required some work in this
area to arrive at a full specification which is compatible with the OPLS-AA force field.
The strategies that I have laid out in Appendix E should be useful in this effort. I
would recommend that eventually all common surfactant types be investigated in this
manner. Some structures that I have not yet considered include the amine oxides,
betaines, dimethyl benzyl ammoniums, and dimethyl ethanol ammoniums. Although
not presented here, I have considered phosphate surfactants, mainly in the context
of fluorinated applications, and force-field parameters are available for common ions
such as carboxylates (soaps). In terms of surfactant tails, a recent paper has called
into question the OPLS-AA force field specification for alkanes when applied to long
chains. 284 In my own investigation, I have also found some problems when simulating
certain long chain C14 and C16 surfactants, where the micelle core may exhibit crys-
talline behavior. I recommend inclusion of these new parameters in future molecular
dynamics simulation modeling using the CSMT approach, after rigorous comparison
to the results obtained in this Thesis for the surfactants possessing shorter chains.
7.3.2 Improving Head Group Modeling
Assessing Head Group Behavior Using Simulations
The underprediction of cmc's observed in modeling the sulfobetaines (see Table 5.12
in Chapter 5) was rationalized in the text as possibly being due to head group inter-
actions between the positively-charged ammonium and negatively-charged sulfonate
groups on adjacent surfactants (illustrated using an equilibrium snapshot of a sulfobe-
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taine micelle in Figure 5-5 of Chapter 5). Recognizing that the main contributions of
a charged surfactant head group involve only the electrostatic and steric contributions
to the free energy of micellization, such interactions between head groups must be
considered in the context of the models of these contributions. Specifically, interac-
tions between charges, such that oppositely-signed charges lie along the same surface
of charge, will reduce the charging free-energy penalty by decreasing the charge den-
sity of that surface (recall that charges are not treated as points, but rather spread
across the surface, such that the presence of oppositely-signed charges will offset each
other). However, this increased head group interaction also increases the effective
head area for the surfactants. From consideration of the sulfobetaines, it is clear that
improved molecular descriptors are needed, for which additional investigation of the
simulation results will be necessary. This particular example clearly illustrates that
simple geometric arguments will not always suffice.
Another area for additional investigation involves the sugar-based surfactants.
According to Bogusz and coworkers, the octyl glucosides exhibit some head group
clustering,96 presumably due to hydrogen-bonding effects. The MT model does not
yet account for this type of interaction between surfactant heads, which would exhibit
a free-energy benefit to association that would offset the steric interactions and the
entropic losses that are also associated with this behavior.
Ethoxylate Head Packing
In Section 5.4.1 of Chapter 5, I showed that, as the ethoxylate chain length of the
alkyl ethoxylate surfactants increases to 10, there is an increased positive deviation
in the theoretical estimates of the modified free energy of micellization, gm. This,
in turn, leads to cmc predictions that are increasingly larger than the experimental
cmc's. This type of deviation indicates that too high of a penalty is associated with
some of the free-energy contribution to gm. Since alkyl ethoxylates are nonionic, and
the cmc overprediction is consistently observed by fixing tail lengths and increasing
the ethoxylate chain length, it is clear from examination of the functional form of gm.
(see Section 2.3 of Chapter 2) that the term responsible for the overprediction is the
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steric free energy. Specifically, the problem arises from the specific scaling law used
to evaluate the head area of ethoxylates of short length (centered on E 6), when it is
implemented for longer ethoxylate chains.
As ethoxylate chain lengths increase, they behave more like polymeric materials,
and the corona region can be visualized as being similar to a grafted polymer brush.12 6
In this case, a hard-disk model for the steric free energy is inappropriate, because
interpenetration between chains reduces the actual steric effect.
To address this situation properly for alkyl ethoxylates with long ethoxylate
chains, I propose to apply the concepts of single-chain, mean-field packing (see Chap-
ter 4) to packing in the head region. Figure 7-1 addresses the free-energy terms that
would replace the steric free energy, with a phenomenological thought process which
involves starting with the ethoxylate head groups after they have been separated from
the tail groups in the original MT approach. A concentration step is performed, re-
sulting in a Gibbs free energy, -gdilution, which can be estimated from experimental
determination of dilution enthalpies.12 6 (Note that the solution should be concen-
trated to reach an average volume fraction of water equal to that encountered in the
polymer brush region, which is an output of the packing calculation that I describe
next.) At this point, the ethoxylate head is moved to the micelle core-water interface,
where a Monte Carlo packing approach similar to that described in Appendix B can
be applied, involving confinement and constraint calculations. The primary difference
here, relative to surfactant tail packing, is that water is present, introducing a need
for consideration of the change in the free energy of mixing between the water and
ethoxylate chains when the ethoxylate chains are dispersed versus when they are teth-
ered. In the dispersed case, the volume fraction of both the ethoxylate and the water
is homogeneous. When tethered, the brush-like nature of the ethoxylate exhibits a
high volume fraction of ethoxylate near the micelle core-water interface, and a low
volume fraction of ethoxylate out towards the maximum-extended length of the chain.
The spatial variation in volume fraction obtained from packing is a function of: (i)
the surface coverage of the ethoxylate groups, (ii) the pressure field used to maintain
constant density, and (iii) the specific mixing thermodynamics model used.149 As in
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Chapter 4, these effects are embodied in a probability distribution function which
governs the behavior of the central chain.
An approach to model the mixture thermodynamics of this inhomogeneous sys-
tem is to assume that, locally, a homogeneous theory for the free energy of mixing,
such as the Flory-Huggins theory,77 ,285 can be used. In this case, space is divided
into concentric layers, a representative volume fraction is obtained for each layer, and
a local contribution to the free energy of mixing is calculated, with the magnitude
of the enthalpic interactions characterized using either a x parameter 77 or a pair-
wise regular solution theory interaction parameter, A.' 39 Calculation of the full free
energy of mixing is then performed by integrating across these thin layers. A more
rigorous approach would be to use a mixing free energy formalism that contains a gra-
dient term, such as the Flory-Huggins-de Gennes approach.286 288 Such an approach
accommodates a spatially-varying volume fraction more directly.
As a final comment on the approach depicted in Figure 7-1, one must be careful
in assessing the confinement free energy when performing packing calculations for
both the surfactant tail and the head. Since these two regions are, in fact, connected,
including an fcon fine term calculated independently will overpredict the effect of the
confinement. What should be done instead is to carry out a confinement calculation
for the entire surfactant molecule, evaluating its allowed configurations as a whole.
In packing a C 12E6 ethoxylate, for example, packing the C12 tail separately from
the E6 head, and then adding the results together, yields an estimate for the net
confinement penalty which is very close to ln(2) kBT higher than that obtained for
C 1 2E6 as an entire molecule, which is the result expected when the number of rejected
configurations has been double-counted.
7.3.3 Improving Tail Group Modeling
Surfactant-Tailored Solubility Model
The results in Chapters 5 and 6 have illustrated that not all models for the aqueous
solubility of oils are appropriate for modeling the aqueous solubility of the surfactant
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Figure 7-1: Schematic of the free-energy terms related to ethoxylate head packing in
the corona region of an alkyl ethoxylate surfactant micelle. In the first step (upper
left), the ethoxylate head group is present at infinite dilution. A concentration step at
constant pressure and temperature (Gibbs free energy), represented as the reverse of
a dilution step with associated experimentally-determined free energy gdilution, results
in a solution containing a volume fraction of water which is equal to the average value
found in the micelle corona region (upper right). A central chain is then identified
and pinned to the micelle core-water interface (depicted as a grey bar in the lower
images), resulting in an entropic penalty due to confinement, fconfine (a Helmholtz
free energy) (lower left). The presence of all the other chains attached to the interface
influences the central chain through a mean field (depicted at the lower right as a blue
gradient background), obtained by enforcing a constant density constraint (assuming
incompressibility) with solvent present as a mobile species. This results in a free-
energy term fconstrain (a Helmholtz free energy), which includes contributions from:
(i) the pressure field, (ii) enthalpic interactions between the ethoxylate chain and the
solvent, and (iii) the translational entropy of the solvent. Note that the constraint
term is a function of the surface coverage, which in turn is determined based on the
shape and size of the particular micelle under consideration. These three free-energy
contributions are expected to replace the usual steric free energy, gt.
277
tails. For linear surfactants, for example, the reason is due to the replacement of
a terminal methyl in the oil case with a methylene group (to be attached to the
head) in the surfactant tail case. Each solubility model presented in Section F.5 of
Appendix F ascribes a different value for the transfer free energies of the methyl and
methylene groups, such that all the models agree fairly well in predicting the solubility
of reference oils, but exhibit differences of 1 kBT or more in assessing the transfer
free energy of a given surfactant chain. Although I was able to identify one particular
solubility model as having a widespread applicability (the MHA solubility model), this
situation illustrates that, perhaps, a solubility model tailored for surfactant modeling
would be an effective alternative. In this case, one would select a set of surfactants
with which to fit new parameter values for CH3, CH2, and other carbon-based groups
to accurately reproduce cmc's, followed by analysis of a set of surfactants which are
not included in the fitting. This type of approach may be necessary for evaluating
proper parameters for groups such as a tetrafunctional C: a brief calculation of a
transfer free energy for Triton X-100 (an alkyl phenol ethoxylate surfactant oxide
possessing a 4-(1,1,3,3-tetramethylbutyl)-phenyl tail) appears not to be sufficiently
negative to reproduce its experimental cmc using the MHA solubility model, perhaps
due to the large positive value for C which I obtained through fitting to aqueous
solubility data for a limited set of highly-branched oils.
Neutral Atom Approach
In Figure 7-2, I present an interesting surfactant structure for consideration: a di-
alkyl dimethyl ammonium surfactant possessing a long primary chain and a shorter
secondary chain emanating from the head group rather than from a branch node.
This is truly a twin-tailed surfactant, since the branch point is in the head region.
In practice, this type of surfactant exhibits a head/tail identification which includes
some of the groups of the secondary chain in the tail. However, since the side chain
is quite flexible, there are many configurations that will fail to satisfy this head/tail
identification, resulting in a packing free energy which can be quite large as a result of
these rejected conformations. However, in examining simulations of surfactants such
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as these, it becomes apparent that the terminal groups of the secondary chain which
are assigned to tail also spend some time extended out into the aqueous solution (dis-
allowed in the packing model). As the side chain is lengthened, eventually there is
enough hydrophobic material to fully integrate the second tail into the core, but, until
that point, the packing model and computer simulations are not in agreement on the
behavior of the surfactant chain, a result of the idealization of the theoretical micelle
to include a sharp micelle core-water interface and a strict head/tail identification.
I have spent some time developing a packing framework to support a more flexible
approach to packing. I refer to those groups which spend part of the time in each en-
vironment (head and tail) as having a "neutral" character. (That is, they are neither
fully head nor fully tail, and are effectively neutral towards this type of assignation.)
My idea for future work is to calculate tail properties as a function of conformation:
if a particular arrangement of the surfactant results in the neutral groups depicted in
Figure 7-2 entering the core region, then they are considered to contribute their full
transfer free energy and volume to the properties of the tail. When these groups leave
the core region, these properties are subtracted from the tail. According to the tech-
niques discussed in Chapter 4, one can develop a probability distribution function by
minimizing the total system free energy subject to constant density constraints. Orig-
inally, the free energy minimized was the packing free energy. In this new proposed
framework, the free energy to be minimized should be the total modified free energy
of micellization, since each free-energy contribution to this term has a dependence on
either the chain conformation or the tail volume (through terms such as the area per
surfactant molecule). However, rather than calculate each free energy term during
the packing process, I have identified a technique that can be used to group together
terms which are not expected to have a large dependence on tail conformation (such
as the electrostatic charging contribution). The result is that a parameter can be
introduced to represent these terms and their collective value, which is unknown at
the time of preparation of the packing results. The key is then to develop the packing
polynomials as done previously, but with an updated probability distribution func-
tion reflecting the neutral atom packing approach, and the addition of a dimension
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Figure 7-2: Conceptualization of the neutral atom packing approach. Pictured at
top is a dialkyl dimethylammonium surfactant with C6 and C12 tails. The primary
tail is integrated into the micelle core, but the secondary tail possesses atomic groups
which spend part of the time in the aqueous environment and part of the time loosely
integrated into the core. Enforcing a strict head/tail identification in packing these
surfactants can lead to high packing free energies. This can be corrected through the
development of a packing approach which enables groups to enter and leave the core
according to a modified probability distribution function obtained by minimizing all
the free-energy contributions to the free energy of micellization with the packing free
energy.
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for fitting based on this grouped parameter. Then, in conducting MT modeling, at
each iteration of the optimizer, this parameter can be directly calculated, and the
estimate for the packing free energy read from the polynomial.
Other systems where this approach may prove valuable include those where the
head/tail identification divides an aromatic ring. In such cases, the tail is hindered
in its rotational freedom due to the requirement that some of the aromatic groups
remain in the head region exclusively. The neutral atom approach would reduce the
packing penalty in these cases, and bring the theoretical modeling more in line with
the simulations, which indicate that groups near the interface are not limited from
traversing the interface.
7.3.4 Modeling of Surfactant-Assisted Solubilization Phenom-
ena
In aqueous systems containing surfactants and sparingly-soluble organic solutes, the
presence of the solutes typically encourages the formation of surfactant micelles at
concentrations which are smaller than the cmc of the surfactant in the absence of
the organic solutes. This is due to the free-energetic benefit derived from encapsulat-
ing all, or part of, the organic solutes within the hydrophobic core of the surfactant
micelles. This process, referred to as solubilization, with the solute referred to as
a solubilizate, is driven by the very same hydrophobic effect that drives the micel-
lization process in the absence of such solubilizates.' 9 An often positive consequence
of solubilization is that the total amount of solubilizate which can be added to the
solution prior to precipitation is increased, because once the solubility limit of the
solute has been reached in the bulk solution, a substantial additional amount of the
solubilizate is present in encapsulated form inside the micelle cores.289 Two quantities
are typically used to quantify the extent of solubilization: (i) the maximum additive
concentration (MAC), which is the total solute concentration that can be added be-
fore the solubility limit is reached (note that the MAC is greater than the solubility
limit for the reason just described), and (ii) a mole-fractional distribution coefficient
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(K), which is the ratio between the mole fraction of solute in the micelle and the
mole fraction of solute in the bulk region of the solution.290
For solubilizates which are amphiphilic (possessing a head and a tail, and whose
solubility limit is below a possible cmc), one can treat the system as a binary sur-
factant system, with the caveat that the conceptual surfactant corresponding to the
actual solubilizate exhibits an MAC. This approach was utilized by Stephenson and
coworkers to study the solubilization of ibuprofen in the anionic surfactant sodium
dodecyl sulfate (SDS), the cationic surfactant dodecyl trimethylammonium bromide
(CTAB), and the nonionic surfactant octaethylene glycol dodecyl ether (C1 2E8 ) .291
The MAC itself can be determined theoretically as a function of the surfactant concen-
tration by increasing the total solubilizate solution concentration until the predicted
monomer concentration reaches the solubility limit. The total solubilizate solution
concentration obtained in this manner is the MAC. (Note that the solubility limit
can also be more directly integrated into the equations, such that the MAC is an
automatic output of the theory, as described by Srinivasan." 9 ) Since the MT the-
ory predicts the mole fractions of all species in both bulk and micelle environments,
calculation of K is also straightforward using the theory.
For solubilizates which are hydrophobic (possessing no head), the situation is
more complicated, because the hydrophobic solubilizates are mobile in the micelle
core (lacking a head group to anchor the molecules at the micelle core-water in-
terface). This has several interesting consequences that must be considered when
conducting packing calculations of the type described in Chapter 4. First, the pres-
ence of mobile entities requires that a radially-dependent entropy of mixing term to
be added to the theory (where radius refers to the usual radius for a sphere, to the
cross-sectional radius for a cylinder, and to the distance from the mid-plane of a
bilayer along the normal direction). Second, the maximum size of the micelle core
is no longer limited by the maximum chain length of the surfactant tail, but rather
by the amount of solubilizate present in the core, because these mobile solubilizates
can fill any void at the center of the micelle which the tails cannot reach at larger
radii, an effect referred to as swelling.119 Finally, the presence of solubilizates that
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exhibit an interfacial tension which is different than that of the surfactant tail can
exhibit a preference, or an antipathy, for the surface. This is determined based on
whether the solubilizate interfacial tension is lower, or higher, than the tail interfacial
tension, respectively.1 20 For example, in comparing benzene and a dodecyl tail, the
benzene/water interfacial tension (34.1 dyn/cm at 25' )292 is less than the dode-
cane/water interfacial tension (52.55 dyn/cm at 250C), where the interfacial tension
of the dodecyl tail is assumed to be the same as that of dodecane, as discussed in
Section F.6 of Appendix F. Assuming that the interfacial tension at the interface can
be computed based on a volume-average weighting in a thin layer near the interface,
the reduction resulting from the presence of benzene near the interface will result
in an excess (i.e., enhancement) of benzene in the interfacial region relative to that
expected if there were no effect on the interfacial tension (e.g., if the solubilizate had
instead been dodecane). 119
The actual location of benzene (or of any other solubilizate) within a micelle core
is referred to as the locus of solubilization. 1 20 Keeping in mind the procedure to de-
termine a packing probability distribution function, discussed in Chapter 4, one can
modify the packing framework to minimize not only the packing free energy, but also
the interfacial free energy, along with the mixing free energy, simultaneously. The
result is a packing framework which has as outputs: (i) the locus of solubilization, as
a function of micelle shape, size, and composition, (ii) the packing free energy, (iii)
the interfacial free energy, and (iv) the mixing free energy. Similar to the packing
polynomials presented in Appendix F, polynomials should be generated for the in-
terfacial free energy and the mixing free energy, both of which would now be directly
coupled to the packing free energy. In fact, a single polynomial could be generated
for the sum of the three free energies, although it is still instructive to consider the
individual contributions of each term to the modified free energy of micellization in
order to interpret the results obtained.
An important application to which the above considerations are relevant involves
solubilizates of environmental relevance. These are the polycyclic aromatic hydro-
carbons (PAH's), which are known to be toxic when present even in exceedingly low
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molar concentrations. One avenue to pollution remediation involves treatment of
contaminated soils with aqueous solutions containing surfactants which can solubilize
these PAH's effectively.293
Starting from the computational framework that I developed in this Thesis to
enable prediction of branched surfactant micellization behavior, it would be valuable
to extend the solubilization work of Srinivasan to the case of branched surfactant sys-
tems. This would provide new strategies to tune surfactant structure - via branched
tail selection - in order to maximize the uptake of solubilizates such as the PAH's
into the micelle core.
7.4 Concluding Remarks
In this Thesis, my goal has been to provide a thorough development and exposition of
a molecular-thermodynamic modeling framework for predicting surfactant micelliza-
tion behavior in dilute aqueous solution. My intention throughout these pages has
been to consistently call attention to the precise nature of the dependence of micel-
lization properties on the surfactant chemical structure. A full understanding of this
molecular aspect of the theory will be necessary in order to proceed with investigations
of: (i) novel surfactants, (ii) mixtures of surfactants, (iii) solutions containing organic
solubilizates, and even (iv) systems involving surface phenomena, since equilibrium
surfactant behavior at surfaces is intimately related to, and at times limited by, the
thermodynamics of bulk solution micellization behavior. By focusing on providing a
systematic treatment of linear and branched surfactant micellization, I hope to have
illustrated how increasingly-complex surfactants can be accommodated and modeled
using this approach, opening the door to a more computationally-assisted, design-
based philosophy for surfactant product formulation in the future. My investigation
of molecular dynamics simulations of surfactant monomers and micelles, and the
role that these simulations can play in a combined computer-simulation/molecular-
thermodynamic approach will hopefully inspire additional efforts in this promising
area. Additionally, I hope that my discussion of single-chain, mean-field theories has
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communicated an excitement which will inspire others to continue to develop and
improve these powerful methods for quantifying the effects of confinement and con-
straint in small systems. Finally, I believe that the knowledge gained from theoretical
and simulations-based modeling is invaluable in understanding the fundamentals of
self-assembly behavior. I anticipate with great interest the future developments in
this challenging field of surfactant science.
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Appendix A
Vector Rotations
A. 1 Overview
In this thesis, vector rotations play a key role in two contexts: (i) chain packing, and
(ii) surfactant and micelle creation in Program BUILDER. The goal of this Appendix
is to clearly present the equations and relationships used in processing these rotations,
as they are implemented in practice.
In the first context, conformations of a chain of atomic groups are most conve-
niently specified using internal coordinates (i.e., bond lengths, angles, and dihedrals),
since potentials are typically formulated in terms of such coordinates and application
of a chain torsional model, such as the Rotational Isomeric State approximation, in-
volves specification of discrete values for the dihedral angles.2 13 Accurate calculation
of chain statistics within some external environment (e.g., a micelle core) requires not
only a suitable representative set of conformations for a chain, but also a sampling
of rigid body rotations for each specific conformation. These rigid body rotations
require knowledge of the Cartesian coordinates of the chain within the coordinate
system of the external environment. For each particular conformation, then, this im-
plies that one must: (a) convert from the specified internal coordinates to Cartesian
coordinates in some convenient molecule-level frame-of-reference, and then (b) sam-
ple the phase space of orientations of the molecule frame-of-reference relative to the
frame-of-reference for the external environment. Task (a) can be accomplished using
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a two-step placement algorithm of the sort outlined at the end of this Appendix, and
task (b) can be accomplished using uniform sampling of Euler angles, as described in
the next section.
In the second context, creation of surfactants and micelles in Program BUILDER
requires specification of intramolecule connectivity (i.e., the molecule "topology") and
an initial set of Cartesian coordinates for each atom in the simulation cell frame-of-
reference. From these, a molecular dynamics simulation using a software package
such as GROMACS may be conducted. Similar to the case of chain packing, de-
velopment of the Cartesian coordinates of a particular surfactant molecule requires
conversion from its internal coordinates; therefore, the same two-step placement algo-
rithm can be used. Following this, a suitable simulations algorithm such as Langevin
Dynamics (see Appendix C) can be used to generate a library of surfactant confor-
mations. In practice, I store these conformations as "frames", or ordered lists of
Cartesian coordinates, with one frame per conformation. Given a library of frames
for a particular surfactant, a micelle can be created by first extracting at random a
number of frames corresponding to the micelle aggregation number, then translating
and rotating each conformation such that the surfactant head-tail axis is oriented
towards the center-of-mass of the micelle (with the head oriented outward), and the
individual surfactants are evenly dispersed on a surface corresponding to the intended
micelle core-water interface boundary. Finally, further action is typically necessary
to eliminate intermolecular atomic group overlaps (which otherwise lead to numerical
instabilities based on the large interatomic forces generated) using molecule trans-
lations ("expanding" the micelle radially and laterally, depending on the geometry).
The large structural gaps that result are then removed through a "compression" step,
where a short molecular dynamics run combined with external forces are used to bring
the surfactants back together in a controlled manner.
In the two contexts mentioned above, 3 x 3 rotation matrices are used to accomplish
all vector rotations. The method for generation of these matrices, however, depends
on the application. Here, I discuss the two techniques that I have used: Euler angles
and quaternions. In practice, I have found that the Euler angle approach is useful in
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packing short chains, where the set of chain conformations is generated in full prior to
solution of the packing equations. In this case, it is quite straightforward to sample
the Euler angles uniformly, thereby uniformly sampling the phase space of chain
orientations. The quaternion approach, which allows specification of an arbitrary
rotation axis and angle, is particularly useful in Monte Carlo chain packing from the
standpoint of proposing orientational moves which satisfy detailed balance.29 4 It is
also useful for the purpose of aligning two vectors: for example, aligning the surfactant
head-tail axis with the radial vector of a micelle. This involves using the dot product
to determine the angle of rotation, and the cross product to determine the axis of
rotation, between the source and destination vectors. Applying the rotation matrix
generated by the corresponding quaternion to all atoms in the surfactant then yields
the desired orientation.
A.2 Rotation Matrices from Euler Angles
In Fig. A-1, a vector to be rotated about the z-axis is first projected onto the x-y
plane, where it has an initial offset of 6 radians. It is then rotated in the direction of
the y-axis (positive rotation) to a new offset of 6 + AO radians. If rx = r, cos 0 and
ry = r, sin 0 are the initial x and y components of vector r, where rp is the length of r
projected onto the x-y plane, the new components after rotation through A6 radians
are related to the old ones through the following relationships:
r'/ = rcos (0 + AO)
= rp [cos 0 cos AO - sin 0 sin AO]
= rX cos A6 - ry sin A, (A.2.1)
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Figure A-1: Illustration of vector rotation about the z-axis from an initial position
(denoted by the dark orange arrow) to a final position (denoted by the dark red
arrow) through an angle AO. (Vector projections onto the x-y plane are shown in
lighter colors.) Here, the initial position is already offset 6 radians from the x-axis.
and
r = rpsin(9+AO)
= r, [sin 0 cos AO + cos 0 sinA9]
= rx sin AO+ ry cos AO, (A.2.2)
where the prime is used to denote the components of the vector after rotation, r'.
Since the z-component is unaffected by this specific rotation, we have
r = rz. (A.2.3)
Expressing the above transformation as r' = A, (AO) r, where Az is a matrix
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representing rotation about the z-axis (a function of AO), we can see from above that
cos AO - sin AO 0
Az (AO) [ sinAG cos A 0 . (A.2.4)
0 0 1
Rotations about the other two axes can be similarly developed as follows: 295
1 0 0
Ax (A) = 0 cosAG - sin A6 , (A.2.5)
0 sin AO cos AO
and
cos AO 0 sin AG
AY (AO) 0 1 0 (A.2.6)
-sin AO 0 cos AG
In Fig. A-2, a typical application of these matrices to the problem of chain packing
is illustrated. Here, we have already computed the Cartesian coordinates of the
conformation of a linear chain (e.g., a linear alkane, where each CH2 or CH 3 group
is represented by a single point in space). We are interested in how this chain packs
within a confinement (e.g., a sphere) when one end is tethered to the surface of
the confinement, representing the real behavior of a surfactant tail within a micelle
core, which is connected to a head group situated just outside the micelle core-water
interface. Such packing calculations are detailed in Chapter 4, but, in short, we
need to convert from the chain coordinate system to the micelle external coordinate
system, and we additionally need to sample the space of all orientations of the chain
robustly enough to generate consistent packing free energies for a particular chain
length, architecture, and micelle geometry.232
My choice of molecule-level frame-of-reference when converting between the in-
ternal coordinates of a conformation and its Cartesian coordinates is such that the
bond vector between the tethered atom group (a dummy group representing the first
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Figure A-2: Illustration of the effect of successive rotations of a chain of atom groups
(circles connected by lines) through the three Euler angles a, #, and -y, where the
chain is tethered at one end to a spherical surface representing an idealized micelle
core-water interface. The coordinate system is positioned at the tethering point such
that the y-axis is normal to the surface. The orientation of the x and z-axes is
arbitrary, but kept consistent for all rotations. The direction of positive rotations is
indicated with a black arrow, and positive angles have been selected for each rotation
in this example. The rotation axis is emphasized with a purple bar. In 1), the initial
chain orientation for a fixed internal chain conformation is shown. Rotation of the
chain about the y-axis by an angle a yields the chain orientation in 2). Successive
rotation about the z-axis by an angle # yields the chain orientation in 3). A final
rotation about the y-axis by an angle -y yields the final chain orientation in 4). Note
that the internal chain conformation is unaffected by these external rotations.
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surfactant head atom) and the first atom directly connected to it lies along the x-axis
direction, with the tethered atom group placed at the origin. (I will refer to this bond
vector as the first bond vector of the chain). The origin of the external coordinate
system of the micelle, for the purposes of single-chain, mean-field packing, is chosen to
be located on the confinement surface directly beneath the tethered atom group (note
that the tethered atom group position need not correspond to the external coordinate
system origin, if a piston-like motion is used). The y-axis of this external coordinate
system is aligned with the surface unit normal vector, which by convention points
away from the enclosed volume, while the x-axis and z-axis are chosen arbitrarily,
but then kept fixed. To align the molecule-level and external coordinate systems, we
require that the first bond vector be reoriented to lie in the -Y direction. Therefore,
we first multiply all internal position vectors by a matrix which swaps axes,
0 1 0
Aswap = -1 0 0], (A.2.7)
0 0 1
leaving the first bond vector (originally in the +X direction) now oriented as desired.
Following this alignment, determination of a new orientation of the chain from spec-
ification of three Euler angles proceeds as follows. In the scheme shown in Fig. A-2,
we first rotate the entire chain about the first bond vector (or, equivalently, rotate
about the y-axis) through the angle a (Step 1). Note that this leaves the first bond
vector unaffected. Next, we rotate the molecule about the z-axis through the angle
# (Step 2), which serves the role of a polar angle for the first bond vector. Finally,
we rotate again about the y-axis through the angle y (Step 3), which serves the role
of an azimuthal angle for the first bond vector. This y-z-y succession of rotations
results in a final external conformation corresponding to the selected (a, #, -Y) Euler
angles (Step 4). It is clear that any relevant rigid body rotation is achievable in this
scheme: the rotations through # and -y allow the first bond vector (when normal-
ized) to sample all points on a unit sphere, and the first rotation through a covers
all possible rotations of the molecule about the first bond vector axis.296 (Note that
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internal rotations about any other bond vector would generally result in the tethered
atom leaving its anchored position.) At this stage, properties of the chain in the given
conformation and orientation may be stored (e.g., the distribution of chain volume
within the micelle core).
The rotations described above are represented mathematically by
Arot (a, ,7) = A, (-) Az (#) Ay (a) (A.2.8)
where the matrices on the right-hand side correspond to those presented in Eqs. A.2.4
and A.2.6, with the substitution of the specified Euler angle for AO. Substituting,
this matrix becomes
cosy 0 sin ] cos# -sin#3 0 cosa 0 sina
Arot = 0 1 0 sin1# cos,# 0 0 1 0 (A.2.9)
L- siny 0 cos y 0 0 1 -sin a 0 cos a
cos y cos # cos a - sin y sin a - cos y sin# cos y cos # sin a + sin y cos a
sin # cos a cos # sin # sin a
- sin -y cos# cos a - cos y sin a sin -y sin# - sin y cos3sin a + cos y cos a
Our final procedure for generating a chain molecule orientation can now be sum-
marized as follows:
Aext = ArotAswap, (A.2. 10)
where
cos y sin# cos y cos # cos a - sin y sin a cos y cos # sin a + sin y cos a
Aext = - cos # sin # cos a sin # sin a
-sin y sin# -sin y cos # cos a - cos -y sin a - sin y cos # sin a + cos Y cos a
(A.2.11)
In chain packing calculations, we want to sample the phase space of orientations
uniformly (i.e., without bias, since the probability of a given configuration will be
modulated instead by the mean-field and conformation internal energy). This requires
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Table A.1: Multiplication Table of Quaternion Basis Elements
1 i j k
1 i j k
i i -1 k -j
j j -k -1 i
k k j -i -1
knowledge of the differential phase volume; that is, how the phase volume changes
with the Euler angle coordinates. As mentioned above, the first bond vector samples
the surface of a sphere, which has a differential surface area proportional to sin #d/3d-y,
or, since sin #d#3 = -d cos 3, proportional to d (cos #) d-y. The rotation about the first
bond vector by a provides a further differential contribution da, such that the phase
volume is proportional to dad (cos #) dy. Uniform random sampling of a and y from 0
to 27r and cos # from -1 to 1 will consequently result in the desired uniform sampling
of phase space. For a brief discussion of uniform pseudorandom number generators,
see Appendix C.
A.3 Rotation Matrices from Quaternions
Another useful method for describing rotations involves the quaternions, which are
numbers possessing four basis elements, 1, i, j, and k, which obey i2  2 = k2
ijk = -1, from which the multiplication table in Table A.1 can be computed.297 Note
the anticommutativity of i, j, and k with each other.
A quaternion q can be represented by four real numbers (qo, qi, q2, q3), such that
q = qo + q1i + q2jd+ q3k, (A.3.1)
where the basis element 1 is suppressed in writing. The norm of a quaternion is
computed as follows:
Iql = qo + q2 + q2 + q. (A.3.2)
Given a normalized rotation axis ' = (n, ny, rn2) and angle 0 (given by the right-
hand rule: if the eye looks in the direction of 'n, a positive rotation is clockwise), the
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quaternion that describes this rotation is given by 297
9 9q o i nx yj+nk (A.3.3)
where it is clear that |ql = 1 from application of Eq. A.3.2, as long as the rotation
axis is normalized.
Given a second quaternion p = (Po, Pi, P2, P3), quaternion multiplication q * p
describes a rotation encoded in p followed by a rotation encoded in q. Writing p and
q in the form of Eq. A.3.1 and utilizing the multiplication table in Table A.1 yields
q * p (qo + q1i + q2j + q3 k) (po + Pli + p2j + pAk)
= (qopo - q1p1 - q2P2 - q3p3) + (A.3.4)
+i (qop1 + q1po + q2ps - q3p2) +
+j (qop 2 - q1p3 + q2po + q3p1) +
+k (qop3 + q1P2 - q2P1 + WOpo) .
Finally, a quaternion may be converted into a rotation matrix according to the
following formula:297
- 2 (q2 + q) 2 (qiq2 - qoq3 ) 2 (q1q3 + qoq 2 )
Arot (q)= 2 (qiq2 + qoq3) 1 - 2 (q2 + q2) 2 (q2q3 - qoq1) . (A.3.5)
2 (qlq 3 - qoq 2) 2 (q2q3 + qoq1) 1 - 2 (q2 + q2)
A.4 Two-Step Internal Coordinate Generation
When developing an internal conformation of a molecule for chain packing, we start
with a complete specification of internal coordinates (i.e., all bond lengths, angles, and
dihedrals). We next specify a molecule-level Cartesian coordinate system, which is
used to report all atom positions in vector component form. Assume that the first four
atoms in the chain are denoted by A, B, C, and D, respectively, with positions rA, lB,
Ec, and TD, bond lengths lAB, 1Bc, ICD, bond angles OABC, 6BCD, and bond dihedral
<ABCD- One can specify a suitable coordinate system through selection of LA =
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(0,0,0), LB = (lAB,0,0), and rC = rB + (lBC cos 9ABC, BCsinOABC, 0). Once these
three positions have been specified, the position of atom D and all subsequent atoms
in the chain can be computed following the two-step rotation procedure described
below and illustrated in Fig. A-3 (where "two step" refers to the number of rotations
required).298
We start by constructing the bond vectors
LAB rB -A (A.4.1)
and
LBC EC B- (A.4.2)
Our goal is to calculate rCD from 1CD, 0 BCD, OABCD, and these two bond vectors.
We begin by creating an initial bond vector rCD, which is set equal to the unit bond
vector between atoms B and C as follows:
0C BC BC. (A.4.3)LCD E 
- IBCI
We need the unit vector normal to the plane containing atoms A, B, and C to
complete a rotation corresponding to 9 BCD. This unit normal is simply given by
= BAB X EBC (A.4.4)n ZAB X BC I
Then, to satisfy 9 BCD, the first step of the two-step process is to generate a
quaternion using Eq. A.3.3, the rotation axis in Eq. A.4.4, and the supplement of
9 BCD. Denoting Eq. A.3.3 as a function Q (@, 0), we have
p = Q (n, (7r - OBCD)) (A.4.5)
To satisfy #ABCD, the second step of the two-step process involves generating a
second quaternion using EBC as a rotation axis and the dihedral angle as the rotation
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AB
ABCD
C
3)
Ara B
BC D
ECD
Figure A-3: Illustration of a two-step process (i.e., involving two rotations) for de-
termining the position of atom D relative to its predecessors A, B, and C. The first
rotation, illustrated in 1), is about the unit normal of the plane containing A, B, and
C through an angle of ir - 0 BCD radians. The second rotation, illustrated in 2), is
about the rBC bond vector (after normalization) through an angle of #ABCD radians.
Following these two rotations, the resulting vector is scaled by lCD and translated to
C, as depicted in 3).
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angle. Specifically,
q = Q (TBC, #/ABCD) (A.4.6)
Applied in order, these two rotations can be represented by the quaternion product
q * p. It now remains to generate a rotation matrix for this product using Eq. A.3.5,
apply it to rLCD, and scale the result by 'CD, as follows:
ECD = lCDArot (q * p) 1:0 (A.4.7)
The position of atom D is then simply given by
ED = LC + lCD. (A.4.8)
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Appendix B
Monte Carlo Techniques for Chain
Packing
B.1 Motivation
The use of Monte Carlo299 techniques in this thesis is motivated by the need to
conduct packing free-energy calculations of the type described in Chapter 4 for long or
highly-branched chains. Here, I present a brief discussion of: (i) the problem of chain
packing, (ii) the typical random sampling method used to solve the packing equations
for short chains, and (iii) the limitations of that method, in order to motivate my use
of more advanced Monte Carlo techniques. 20 3
In Section 4.2.3 of Chapter 4, I presented the derivation of the chain probability
distribution function (pdf) governing the conformational statistics of a surfactant tail
packed in a micelle core under a single-chain mean field (SCMF) approximation. 82
In that system, conditions of constant temperature (T), constant total core volume
(_Vg), and fixed total number of chains (ne) are applied. (Note that I make use of the
index ( to indicate the specific micelle under consideration in a particular packing
calculation - that is, I use ( to index across the various possible micelle shapes, sizes,
and compositions.)
The pdf result, which I obtained in Chapter 4 as Eq. 4.2.42, is equivalent to the
pdf for a canonical ensemble300 supplemented with a second Boltzmann factor due to
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an additional imposed constraint of uniform density throughout the core, motivated
by experimental observations of the fluidity of typical micelle cores.34 ,82 The result
is reproduced here for completeness:
exp (-#ej (wj)) exp (--# DE 7ivi' (WO))pA (w) = , (B.1. -1)Zi
where wi is a particular chain conformation for species i relative to the coordinate
system of the micelle core (i.e., w is a vector representing a full specification of all
atomic positions in the chain), pi is the pdf for the chain, ej is the internal energy
of the chain, vi,i is the volume of the chain in layer I of the micelle core (the volume
of the core is divided into L discrete, concentric layers for modeling purposes), 7r
is the Lagrange multiplier for the constant density constraint in layer 1 (interpreted
as a lateral pressure82), # = 1/kBT is the thermodynamic beta (where kB is the
Boltzmann constant), and Zi is the partition function, which ensures normalization
of the chain pdf pi. The terms pi, ci, and vi, are all functions of wi. The partition
function Zi is computed as follows:
L
Zi= exp (-#ic (w)) exp -# 3rivi, (oi) , (B.1.2)
where the summation is over all possible chain conformations and orientations within
the micelle core.
Given a set of lateral pressure values {7} which lead to satisfaction of the constant
density constraints (see Eq. 4.2.28 in Chapter 4) and full knowledge of Zi, one can
exactly compute the expectation value for any function of chain conformation as
follows:
(X (WO)) = pi (O) X (og) , (B. 1.3)
Wi
where X is the desired function. For example, one may be interested in computing
(e (wi)), the average chain internal energy for species i in the core, or (vj,j (w2)), the
average volume of species i found in layer 1.
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In practice, however, full knowledge of Zi is neither available nor obtainable: the
space of all possible chain conformations is prohibitively large. Instead, one must
sample the space of conformations in some manner, and estimate pi (wi) from this
limited set of samples.
One manner of sampling is, of course, random sampling.203 For example, the
chain model that I employ is one in which bond lengths and bond angles are fixed,
and bond dihedrals are described using the Rotational Isomeric State (RIS) theory21 3
(see Section 4.3 of Chapter 4 for full details). In an approach which I will hereafter
refer to as the "full-enumeration" approach, all possible internal conformations of
a chain are determined through enumeration of the backbone dihedral RIS states.
Within the RIS formalism, a typical treatment of an all-carbon dihedral in a saturated
hydrocarbon (alkane) involves the identification of three local minimum-energy states
which represent the dihedral angles most likely to be adopted by the chain. These
three states replace the full, continuous torsional potential energy profile, discretizing
internal rotations.21 4 '3 01  A linear or branched surfactant tail, possessing ne total
carbon atoms and nm methyl groups, has nc - nm - 1 rotatable bonds of importance.
(Note that bonds connecting to terminal methyl groups, while rotatable, exhibit three-
fold symmetry with respect to energy levels, such that their rotation need not be
considered;216 the connection with the surfactant head is also assumed symmetric.)
For a three-state RIS model, the number of possible conformations is thus Neonf =
3flclm-1. For example, a linear C12 tail has ne = 12, nm = 1, and Neonf =59049. The
sampling procedure is to generate each of these internal conformations once in turn
(no preferential weighting is given); then, given a particular internal conformation,
one samples some of the possible external orientations for the chain in the coordinate
system of the micelle core (with the additional constraint that one end of the chain
be held fixed at the micelle core boundary, where an attachment to the surfactant
head in the real physical process of micelle core packing exists). This orientational
sampling involves uniform random sampling of the three Euler angles according to
the prescription given in Section A.2 of Appendix A. A typical number of external
samples which produces sufficient accuracy is 500 samples per internal conformation
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(see Chapter 4 for a comparison of various levels of sampling). In this manner, the
state-space of chain conformations is uniformly sampled, and p, can be approximated
by computing Zi as in Eq. B.1.2, but with the summation running over the sample
set.
Note that the set of internal conformations and external orientations can be stored
in random-access memory (RAM) during non-linear solution of the density constraint
equations for {7r1}. This has two advantages: (i) avoidance of any requirement to
regenerate the sample set at each step of the non-linear solver, and (ii) allowance of
the use of a numerical Jacobian by the non-linear solver. (My non-linear solver of
choice for this purpose is the HYBRD solver in the MINPACK package. 156)
The drawback of the full-enumeration approach is that uniform sampling of the in-
ternal conformations is wasteful: many high-energy configurations are sampled which
contribute negligibly to Zi in Eq. B.1.2 due to high internal energies (ei (wi)). Sim-
ilarly, uniform sampling of external conformations can also be wasteful: orientations
in which a large amount of chain volume is found in layers with large lateral pres-
sures will also lead to very small Boltzmann factors in Eq. B.1.1. These drawbacks
can ultimately prevent calculation due to resource limitations as nc increases. On a
single 2.4GHz processor, when examining a linear C16 tail (nc = 16, nm = 1, and
Neonj = 4782969) for the three regular geometries of sphere, cylinder, and bilayer,
with 15 core minor radii per shape, the full-enumeration approach requires roughly
20 hours of computational time and 1.5GB of RAM. Each additional rotatable bond
introduces roughly a factor of three increase in the time, with a smaller factor increase
in the RAM due to compression of the data. Beyond perhaps 16-18 rotatable bonds,
the time and memory requirements are too severe for conventional computing.
An alternative approach is to sample the space of conformations non-uniformly.
For this purpose, the Monte Carlo technique of importance sampling - in particular,
application of the Metropolis method"' - is a useful strategy. In the discussion which
follows, I will briefly present the concept of a Markov chain (not to be confused with
the surfactant chains being packed), its use in determining ensemble averages, and
the role of the Metropolis method in equilibrating a Markov chain. In contrast to
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the full-enumeration approach, where conformations are stored in memory in advance
of non-linear solution of the packing constraints, each trial set of {r } requires fresh
sampling of the surfactant chains (i.e., development of a new Markov chain), since
the lateral pressure-volume Boltzmann weighting in Eq. B.1.1 directly impacts the
Metropolis acceptance criterion. This also leads to a practical requirement for an ana-
lytical Jacobian, since numerical Jacobians are typically generated via finite-difference
methods, which would require at least one additional Monte Carlo run per Jacobian
matrix element (in a forward-differencing scheme'16 ). Nevertheless, the benefits of
this approach are substantial for long chains: one finds convergence of expectation
values within a much shorter computational time frame, and an elimination of the
need for large RAM storage space.
B.2 Markov-Chain Monte Carlo
B.2.1 Estimators
One of the primary goals of Monte Carlo approaches is to efficiently estimate expec-
tation values of the type found in Eq. B.1.3, which, when combined with Eqs. B.1.1
and B.1.2, can be written as follows:
(X,) = X. exp(-UA) (B.2.1)
E, exp (-U,)'
where I am making a symbolic replacement of the suffix y for a functional dependence
on wi, to enable a direct comparison to the discussion of importance sampling by
Newman and Barkema.30 o In the context of packing, U, = C, + E F'= Ar1 ,,.
Equation B.2.1 is exact. However, when sampling the space of states t, only a
discrete number of states can practically be sampled. This leads to an estimator for
(X,) of the form300
1i exp(-U)
XM- =(3 ) (B.2.2)
we M i exp ( ,
where M is the total number of samples collected, i indexes the samples, and w,
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is the weighting given to pi in the sampling procedure. During uniform, random
sampling, all w,, are the same, leading to the special case
i X, ep (-#U,)
XM = EjjXep( j(B.2.3)
i exp (-#UJ,i=1 e
which bears a clear similarity to Eq. B.2.1. This is the situation encountered in
the full-enumeration approach to chain packing, and shares all the corresponding
drawbacks.
As long as w,, > 0 for all , when X,, exp (-#U) is non-zero,303 XM will
approach (X,) as M approaches infinity.30 o The origin of Eq. B.2.2 is perhaps more
clearly seen in the integral form of Eq. B.2.1:
f X, exp (-#Ut) dp.f exp (-#U,) dp
Multiplying and dividing within each integral in Eq. B.2.4 by w,, (a weighting
given to p such that w, > 0 for all p when exp (-U,) is non-zero) yields
f X. exp(/ 3 U) dy(Xv) = _ ) . (B.2.5)
A) f wpd p3U
If we define a new variable u, such that du = wdy, and sample u uniformly, rather
than p, then the result is Eq. B.2.2.3 03 (Note that p becomes a function of u for the
purpose of computing X,, U,, and w,,. 20 3)
There is another useful special case for Eq. B.2.2. If the weightings w,1 are
selected such that wi cx exp (-UJ), then
X -- -- _ X,, (B.2.6)M i=
which is simply the mean of the values of X obtained for the samples in the sample
set. Choosing samples such that Eq. B.2.6 holds can be readily accomplished through
the use of Markov chains.3 0 0
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B.2.2 Markov Chains
A Markov chain can be viewed as a sequence of system states obtained through a
discrete-time stochastic process, wherein a state at time t+ 1 (say, state v), is obtained
only from knowledge of the state at current time t (say, state p), based on a set of
transition probabilities P (p -+ v), such that P (p -- v) > 0 and EZ P (p -- v) =
1 (i.e., there is always a next state). 00 ,303 ,304 Each Markov chain is initialized at
t = 0 to some valid initial state according to some initial probability distribution.
Given proper selection of P (p --+ v), there is a notion of a Markov chain coming to
equilibrium over time (a dynamic process 305 ), such that states will begin appearing
in sequence with probabilities proportional to the Boltzmann factors corresponding
to the energies of those states. This corresponds to the case of w,", oc exp (-#U,)
mentioned in the previous section, which thereby allows use of Eq. B.2.6.300
Proper selection of P (p -- v) involves several considerations, as discussed by New-
man and Barkema.30 0
First, all P (p -+ v) should be time-invariant, if an equilibrium following the Boltz-
mann distribution is to be obtained, since the Boltzmann weightings exp (-#U) are
not functions of the Markov chain time coordinate. History beyond the current state
is also not involved.
Second, any state must be accessible from any other state in finite time (i.e., a
condition of ergodicity), since each state with finite energy has a non-zero Boltzmann
weighting. Note that this does not disallow P (At -> v) = 0, but indicates that some
route between y and v, via intermediate states, must exist.
Third, to maintain equilibrium once it is reached, the condition of balance must
be satisfied. This condition can be expressed as a requirement that the probability
of transitioning into a particular state y during a given time step from some state v
is equal to the probability of transitioning out of that state p:
E Z pP (At -+ v) = ZpP (v - A), (B.2.7)
where p, is the equilibrium (infinite-time) probability distribution function (pdf)
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value for state p, and p, is the equilibrium pdf value for state v. Satisfying this
condition at equilibrium implies that the master equation 304
-(, pP (P -- V) + 1 p,P (u --- p) (B.2.8)dt
is equal to zero for all states p. This ensures that, once at equilibrium, equilibrium
is maintained.
Fourth, to guarantee that equilibrium can be reached, a stricter, detailed balance
condition must be satisfied. This condition is written as follows:30 5
pitP (P -+ v) = p'P (v -+ P) . (B.2.9)
As discussed in more detail by Newman and Barkema, this condition equates
the rate of transitions from p to v with that from v to y, which can be shown to
guarantee that an equilibrium is reachable where each time step maintains a fixed
pdf. Otherwise, the concept of limit cycles would be a possibility, where a particular
pdf is obtained every n time steps instead (a form of dynamic equilibrium).30 0
Finally, to ensure that the equilibrium reached follows the Boltzmann distribution
(i.e., describes the canonical ensemble), one can use the Metropolis algorithm. 302
B.2.3 Metropolis Algorithm
Rearranging Eq. B.2.9, one obtains
P ( =V - . (B. 2. 10)P (v -- ) p
To match the canonical ensemble pdf, we require for both i = t and i = v that
p p = .) (B. 2. 11)
E= exp (-U)
Substituting Eq. B.2.11 into Eq. B.2.10, and recognizing that E. exp (-#U,) =
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, exp (-3U,), since y and v are both indexing the same set of states, we find that
P (pi-av)_
p ( exp (-# (UV - U)) (B.2.12)P (u __ P)  .. 2
Next, it is typical to decompose the transition probabilities P into products of a
selection probability g and an acceptance probability A. 3Oo Specifically,
P (p v) =g (p v) A (p v) , (B.2.13)
and
P y ) =g (v y ) A(v y ) . (B.2.14)
If one chooses the selection probabilities to be symmetric, such that
g (P - v) = g (V --+ P) , (B.2.15)
then substitution of Eqs. B.2.13 and B.2.14 into Eq. B.2.12 yields
A ( p -+ v)_
A t v= exp (-# (U, - U)) . (B.2.16)A (u -- p)
It remains to determine a functional form for A (p -* v) which satisfies this ex-
pression. The Metropolis algorithm involves the following particular selection:
A (p -+ v) = exp ( # (Uv - U,)) , if U, > UI (B.2.17)
1, if UV Ut
To verify that Eq. B.2.16 is satisfied, assume that U, < U,,. Then, A (p - v) = 1
and A (v --+ p) = exp (-# (U - U, )), such that Eq. B.2.16 holds. Likewise, if U, >
U,, then A(p -+ v) = exp (-# (U, - U,,)) and A (v --+ p) = 1, such that, again, Eq.
B.2.16 holds. Although alternatives to this scheme exist, the Metropolis algorithm is
typically among the most efficient. 3
Implementation of Eq. B.2.17 requires a high-quality uniform random number
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generator (see the discussion at the end of Section C.6 of Appendix C). One generates
a uniform random number ( on (0, 1). If ( < A (p -* v), the new state is accepted.
Otherwise, the old state is maintained for an additional time step. 203
B.2.4 Proposing Moves for Chain Packing
Given a current state yu, the set of states v for which g (p -+ v) is non-zero represents
the space of moves that the designer of a Monte Carlo algorithm chooses in order to
optimize convergence of the Markov chain to equilibrium and XM to (X,,). If the
moves proposed are too drastic, such that U, > U,, then the proposed states will
be repeatedly rejected, increasing the time to convergence. Within the chain-packing
system there are two main considerations: (i) the internal conformation of a chain,
and (ii) the external orientation of the chain. I have selected three basic moves in
my work: (a) a change in RIS state for a single dihedral angle along the chain (a
"point mutation" where the dihedral for change is randomly selected, and the new
RIS state is also randomly selected), (b) a twist of the chain about a central axis,
through some random angle AO< AOMAX, and (c) a swing of the chain in a random
direction, through some random angle A' < AO'MAX. All three move types satisfy
the reversibility embodied in Eq. B.2.15. I propose one move per Markov chain
time step, according to some pre-determined fraction assigned to each move type and
random draw of a uniform variate from (0, 1) to select the move type. In general, the
goal is a target acceptance ratio near 50%.203 For a more concrete discussion of this
procedure in application, see Chapter 4.
B.3 Computing the Packing Free Energy
B.3.1 Decomposition of fpack
One of the important goals of packing is to determine the free-energy penalty associ-
ated with confining surfactant tails to lie within a micelle core, and constraining them
to remain fluid-like. In Chapter 4, the packing free energy was computed as a differ-
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ence between the final packed state and the initial free, unconfined state, which led to
a term containing a ratio of partition functions for the two states which converges as
the number of external orientations is increased (recall that the internal conformations
are fully-enumerated and cannot be increased in number). This procedure worked be-
cause all chain conformations were considered, including conformations which were
valid only in the free state (e.g., where a group in the tail exceeded the micelle core
interface). Such conformations contribute to the free-state partition function, but not
to the packing partition function.
In the case of Markov-Chain Monte Carlo, the situation is different. We are only
sampling conformations that have a non-zero probability in the packed state. As a
result, we are not able to directly compute a free energy between the free and packed
states. Instead, I introduce a decomposition of the packing free energy which is
equivalent to the old approach, but which is more suitable for Monte Carlo modeling:
fpack = fconfine + fconstrain. (B.3.1)
where fconfine is the free-energy penalty of confinement of a free chain to a bounded
volume, and Fconstrain is the free-energy penalty of constraining that chain to exhibit
a mean distribution of volume which satisfies constant-density constraints.
B.3.2 Calculation of fconfine
The first term, fconfine, involves the entropic penalty that arises from restricting the
number of accessible states of a chain by virtue of imposing a core boundary. In
this case, no particular lateral pressure field is applied (one can envision a constant-
pressure field instead, where there is no preference for any particular arrangement of
chain volume within the core, but the chain must reside completely within the core).
A hybrid method suffices in this situation: moves are proposed to change the internal
conformation of the chain, then a large (constant) number of external orientations
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are performed randomly. The free energy of confinement is then computed as follows:
fconfine = -kBT In ( Zfree ) (B.3.2)
where the ratio Zconfine/Zfree is equal to the fraction of chains that fall within the
core boundary when averaged across, such that fconfine > 0. Note that, for spheres,
cylinders, and bilayers, this ratio is always less than 0.5, since, under the best cir-
cumstances, a flat interface removes at least half of the possible conformations of the
free state, and additional conformations are removed from the remaining half due to
chain flexibility (wherein some configurations can still exceed the interface in spite of
the head-tail connection being appropriately oriented into the micelle core).
B.3.3 Calculation of fconstrain - The Overlapping Distribution
Method
Using a non-linear solver to propose {r1} values, and the procedures in Section B.2 to
generate the appropriate expectation values needed to evaluate the constant density
constraints, a final set of lateral pressures can be obtained which represents conver-
gence to the fully-constrained state. Since the fconfine term above links the free state
to a confined, constant-pressure state, one needs a technique to bridge two systems
with identical geometries but having differing distributions (characterized by differ-
ing {7ri} values - for convenience we can consider the constant-pressure state to be a
zero-pressure state without affecting results, since absolute free energies can be known
only to within an additive constant).
An effective procedure for accomplishing this task is the Overlapping Distribution
Method (ODM).2 03,28 0,28 1 In particular, I follow the discussion of Frenkel and Smit203
in presenting the key equations of the ODM developed by Bennett.281 The discussion
here will be brief - application to practical systems is reserved for Chapter 4.
The partition function of a canonical ensemble is given by
Z, = Jexp (-#U,) dp, (B.3.3)
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where the energy U, is computed as U, = e, + EL 1 jJvtj,, in a packing context (see
Eq. B.1.2 above).
If we have two pdfs labeled 0 and 1 (e.g., differing in {7r,} values), the Helmholtz
free energies are computed as
fi = -kBT In Zl,,, (B.3.4)
and
fo = -kBT In Zo,,. (B.3.5)
The difference in these free energies is simply:
Af = fi - fo = -kBT In Z ,1) (B.3.6)
which can be expanded using Eq. B.3.3, as follows:
Af = -kBT In ' .(-i,,,) (B.3.7)
(f exp (-# Uo,,) dp
We now define a difference in energies between the two pdfs for a particular chain
state p:
AUt= U1,, - Uo,,. (B.3.8)
We can now ask what the probability of a particular AU,, is when running a Monte
Carlo simulation under the {7r, } conditions of pdf 1:
f exp (-#U 1 ,,,) 3 (Ul,, - Uo,, - AU,1) dpP1 (A UM) = - (B.3.9)1l,,
The function in Eq. B.3.9 collects together all of the states where Eq. B.3.8 is
exactly satisfied, via the Dirac delta distribution 6. Equation B.3.9 can be further
manipulated using Eq. B.3.8, as follows:
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P1 (A U) f exp (-,3 (Uo,,, + A U,)) 6 (U1 ,, - Uo,,, - AU1,) dp
Zo,, exp f exp (-#Uot) 6 (U1 ,1 - Uo,,. - AU1 ) dp
z1,, Zo,
=- 'P exp (-#AU,)Po (AUt), (B
z1, 1
.3.10)
where the first step is made possible by the presence of the Dirac delta distribution,
the second step is a trivial manipulation (multiplying and dividing by Zo,,, and the
third step involves an analogous expression to Eq. B.3.9). Next, returning to Eq.
B.3.6, we can now make use of Eq. B.3.10:
Af = -kBT n(zM)
-kBT n (exp (-#AU) Po (AU/1)
P1 (AUl)
=AU, - kBT (In Po (AU1,) - In P1 (AU,))
Rearranging Eq. B.3.11, we find that
In Pi (AU,) = # (Af - AU 1 ) + In Po (AU,). (B.3.12)
We now define two convenient functions:
and
(B.3.13)(0 (A Up) I n Po (A U,) 2 u,2
S(A U1) In P (A U1) + 2A/' (B.3.14)
To compute (0 (AUt) in Eq. B.3.13, one runs a Monte Carlo simulation where
the pdf is set to pdf 0 (say, the constant-pressure situation). For each state generated
in the Markov chain at equilibrium, one computes AU,, and increments a counter in
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(B.3.11)
a histogram of AU, values. Probabilities Po (AU) are determined directly from this
histogram. Similarly, (i (AU,) is computed by running a Monte Carlo simulation
where the pdf is set to pdf 1 (say, the constrained set {wr;}). Again, each state
generated in the Markov chain at equilibrium is followed by computation of AU, and
appropriate binning, from which P1 (AU,) can be computed.
The definitions of the functions in Eqs. B.3.13 and B.3.14 were carefully chosen
by Bennett.281 Upon inserting them back into Eq. B.3.12, we find:
(1 (A UM) 2 = # (Af -AU,) + fo (AU,) + 23Ut, (B.3.15)
which simplifies to
#Af =1 (IAU,) - (0 (AUg) . (B.3.16)
Accordingly, the free-energy difference can be directly calculated as the difference
between (1 and Co. In practice, since each histogram has many points at which this
difference can be evaluated, I use the entire population to first determine statistical
outliers due to poor sampling in any particular AU bin, remove these outliers if they
fail a statistical outlier test, and then average across the remaining bins to arrive
at a value for Af. A variance can also be computed to estimate error. In many
applications, following the removal of outliers, the standard deviation of the mean is
around 0.2kBT.
If the lateral pressures in the confined state are selected to be uniformly zero, the
final relationship for fconstrain becomes:
fconstrain = -kBT In Zconstrain - ur1 (v,, 1) (B.3.17)
Zconfine
where the first term is computed using the ODM (Af), and the second (lateral
pressure-volume) term is computed for the constrained pdf. If the lateral pressures
in the confined state were set to some constant, but non-zero value, an additional
lateral pressure-volume term would be needed in Eq. B.3.17.
As a final comment, the above expressions for fconfine and fconstrain were presented
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in single-component form. Extension to the multi-component case involves comput-
ing the lateral pressures as applied to the whole micelle, then composition-weighting
the individual species fconfine and fconstrain terms. In other words, mixed-chain sys-
tems are assumed to exhibit non-ideality only through the lateral pressure term. See
Eq. 4.2.55 in Chapter 4 for an example of composition-weighting to arrive at a full
expression for the packing free energy.
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Appendix C
Molecular Simulation Algorithms
C.1 Overview and Purpose
In my thesis research, I have made many substantial improvements and new contri-
butions to the combined computer-simulation/molecular-thermodynamic (CS-MT)
framework of Stephenson and coworkers108-110 (see Chapter 3 for a detailed descrip-
tion of this framework). These include: (i) setting solvent accessible surface area
probe radii and atomic van der Waals radii to literature-consistent values, (ii) gen-
erating a procedure for determining surfactant head and tail from simulation, (iii)
introducing statistical replicates to all analyses, (iv) randomizing multi-component
surfactant micelle generation for arbitrary aggregation numbers and compositions
(the original scripts were deterministic and limited to a few fixed compositions), and
(v) creating a full suite of programs for generating and analyzing simulation data (the
original approach involved laborious use of spreadsheets, which was error-prone and
not scalable for large studies). The current CS-MT workflow, which I developed, is
presented in Fig. C-1 as a flowchart.
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Figure C-1: The workflow for a CS-MT calculation (divided into five main Tasks), with associated programs. In Task I, the user
specifies a chemical structure (such as the hybrid fluorocarbon/hydrocarbon phosphodiester shown here), from which a valid
molecular topology file and library of configurations is generated. In Task II, single or multi-component micelles are created
from these configuration libraries for a specified geometry, aggregation number, and composition, in a randomized fashion.
In Task III, micelle (or monomer) simulation files are submitted to a computer cluster, where progress is actively monitored.
In Task IV, analyses of the simulation results yield a head-tail identification, hydration data, and other properties (such as
counterion binding). In Task V, the analysis results are combined with molecular descriptors based on the structure specified in
Task I and provided as input to the CS-MT framework, from which micellization properties are computed. Program BUILDER
is responsible for handling Tasks I and II. The analysis scripts and programs responsible for handling Task IV are collectively
referred to as Program ANALYZER, and the program used for the final CS-MT calculations in Task V is Program CS-PREDICT
(a significantly improved version of the Blankschtein Group Programs PREDICT and MIX2).
The three programs mentioned in Fig. C-1 - Program BUILDER, Program
ANALYZER, and Program CS-PREDICT - all involved a substantial effort to
create. In this Appendix, I will focus on the various algorithms that I selected and
used in the first program mentioned, Program BUILDER. The types of analyses
performed using Program ANALYZER are described in Chapters 5 and 6, while the
theories implemented in Program CS-PREDICT are described in Chapters 2 and 3.
Program BUILDER was conceived and developed to address the need for rapidly
creating micelle topologies in a more randomized way, particularly for multicompo-
nent surfactant micelles. I also have been able to modify the program for use in
force-field parameterization applications (specifically, bond torsion parameterization
- see Section E.2.4 of Appendix E for more details).
When creating surfactant micelles for simulation, there are two main tasks to
perform, represented as Tasks I and II in Fig. C-1, and handled in turn by Program
BUILDER.
In Task I in Fig. C-1, the user specifies the head group of a surfactant of inter-
est, its main chain length, and the details of any branching present (including the
positioning of branches, their lengths, and the stereochemistry of each nodal carbon).
Using chemical graph theory (see Section C.2 below) and a force field, one can cre-
ate a fully-specified molecular "topology" for the surfactant, which is a listing of:
(i) force-field atom types, masses and partial charges for each atom in the molecule,
along with an assigned numbering for the atoms, (ii) all bonds, angles, and dihedrals
present, encoded as lists of two, three, and four atom numbers, respectively, and (iii)
all special non-bonded pairs (e.g., 1-4 pairs in OPLS-AA), encoded as a list of pairs of
atom numbers.190 For a molecular dynamics (MD) program such as GROMACS,189
the force-field parameterization can be either included in the topology explicitly, or
read from a force-field file using the atom types specified. I typically will include
any special force-field overrides or uniquely generated parameterizations explicitly,
rather than add such entries to the force field directly. In this manner, the topology
files generated are transferable to other users of the GROMACS software (since the
force-field files installed by default are thereby unaltered).
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Once a topology has been generated, it becomes possible to create a Cartesian
coordinate representation of the molecule by selecting equilibrium bond lengths and
angles as initial states, and choosing representative dihedral angles (e.g., aromatic
rings, such as benzene, will have an initial sequence of dihedrals of 00 and 1800
that allow for in-plane ring closure, while linear alkanes can be initialized in a trans
configuration, where all C-C-C-C dihedrals are set to 1800). A two-step placement
method (described in Section A.4 of Appendix A) can then be applied to obtain the
Cartesian coordinates of each atom from these internal coordinates.
Given the topology, force field, and initial coordinates, one can then conduct MD
simulations of the molecule in vacuum or other environments (which may require
additional topologies and coordinates to represent, say, solvent molecules in a liquid
system). As suggested by Bogusz and coworkers, 96 one can also build up a library
of surfactant configurations (using Langevin Dynamics to represent solvent collisions
implicitly for a surfactant otherwise modeled in vacuum - see Section C.6 below).
In Task II in Fig. C-1, in which the actual micelle is to be created (requiring
one topology file per unique species present and one set of coordinates specifying
the position of all atoms in the system), user input of the desired micelle shape,
aggregation number, and composition allows Program BUILDER to proceed with
the following four-step method for micelle generation. (Note that no solvent need
be present in executing these steps, and the solvent addition step is delegated to
GROMACS prior to an MD run via the "genbox" command.19 0)
In Step 1, for the aggregation number specified, a set of "attachment points" ap-
proximately equally-spaced on the surface of the micelle geometry of interest are gen-
erated, using a variation of a particle-based method described by Paul Bourke (Univer-
sity of Western Australia) for spheres (see http://paulbourke.net/geometry/spherepoints/
for more information). This involves populating the surface randomly with unit
charges (one per desired attachment point), each connected to either the center of the
sphere, center line of the cylinder, or center plane of the bilayer via damped springs,
with rest length equal to the radial dimensions of the user-specified initial geometry.
(Note that cylinders and bilayers require the additional feature of periodic bound-
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ary conditions in one and two directions, respectively.) A steepest-descent energy
minimization, followed by a short Langevin Dynamics run of this system leads to
rearrangment of the unit charges spatially to maximize the distance between charges,
thereby minimizing the electrostatic potential. The springs ensure constraint of the
unit charges to the surface.
In Step 2, once the positions of the attachment points are computed, they are
filled randomly with surfactant molecules by: (i) drawing surfactant configurations
randomly from the configuration libraries, such that the total count of each surfactant
is preserved in accordance with the target counts determined from the user-specified
overall aggregation number and micelle composition, and (ii) pairing each drawn
surfactant configuration with one unoccupied attachment point (selected randomly),
followed by removing that attachment point from consideration for future draws. The
actual placement of a selected surfactant molecule at an attachment point involves:
(a) translating the coordinates of the drawn configuration, such that an atom iden-
tified in advance as the anchor aligns with the coordinates of the attachment point,
and (b) rotating the surfactant such that its alkyl tail is pointed inwards, towards the
center of the geometry. Restrictions on this random micelle generation process can
be introduced as desired; for example, one may want to ensure that the two leaflets
of a bilayer have equal composition.
In Step 3, an initial micelle configuration generated in the manner described in
Steps 1 and 2 above will likely exhibit atomic "overlaps" between molecules - a
situation which involves two non-bonded atoms on separate molecules being found
close together in space, such that their van der Waals radii overlap significantly. Such
atomic overlaps lead to the generation of large forces within an MD simulation, which
causes numerical instabilities at the typical all-atom simulation timesteps of 1-2 fs.
Therefore, the positions of the centers of mass of the surfactants must be scaled
radially (and also laterally, in the case of cylinders and bilayers), until no overlaps
are found to occur.
In Step 4, a final compression step is needed to address the fact that the micelle
which results from the scaling of surfactant positions outward in Step 3 is usually too
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diffuse to simulate (i.e., there is too much void space in the interior which would be
filled by solvent - leading to the rapid disintegration of the micelle structure). This
compression step involves conducting a special Velocity Verlet Dynamics simulation
(see Section C.5 below), in which the centers of mass of each molecule are given
a "push" towards the center of the micelle geometry. That is, a fictitious velocity
component is added to the velocities of all the atoms in each molecule, where this
component varies depending on a given molecule's position in the micelle - namely,
its distance from the micelle center point (sphere), center line (cylinder), or center
plane (bilayer). The parameters related to the strength of the push are specified
by the user, and the compression step is considered complete when a test probe
representing a solvent molecule fails an insertion test at some threshold level (also
set by the user - typically a requirement of at least 90% insertion failure yields a
suitably "dry" core for simulation). An example of this compression process for a
di-C8,12-alkyldimethylammonium bromide surfactant micelle is shown in Fig. C-2.
Following this four-step procedure, one obtains a micelle which is ready for MD
simulation using GROMACS. The only details that remain include adding explicit
solvent to the simulation box containing the micelle, and performing a subsequent
energy minimization prior to simulation (to reduce the likelihood of numerical insta-
bilities). These aspects are addressed with suitable GROMACS function calls prior
to a full MD run.
In the remainder of this Appendix, I describe the key algorithms used in Pro-
gram BUILDER (mentioned or alluded to in the discussion above), in more detail.
Program BUILDER was used in generating all the monomer and micelle initial con-
figurations and files run as part of the molecular simulations aspect of my Thesis
research. I developed Program BUILDER using Nokia's Qt/C++ platform (un-
der LGPL license). Program BUILDER is currently proprietary software of the
Blankschtein group.
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Figure C-2: Compression of a micelle from an expanded state (top) to a compact state
(bottom) at the end of the micelle generation process in Program BUILDER. The
compact state reduces the likelihood of solvent being inserted into the micelle when
using the genbox command in GROMACS (which fills the simulation cell with explicit
solvent). The micelle shown is composed of 24 di-C8,12-alkyldimethylammonium
bromide surfactants (color code: white - hydrogen, teal - carbon).
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C.2 Topology Generation
Chemical graph theory is the application of graph theory to the description of mole-
cular structures.3 06 A graph G (V, E) consists of a set of vertices, V, together with
a set of edges, E, connecting pairs of vertices, and therefore is well suited for the
description of a molecule, where atoms (vertices) are connected to each other via
bonds (edges). A walk between two vertices Xo, Xk E V consists of a sequence of
vertices {xo, x 1, ... , Xkl, Xk} that link the starting vertex in the sequence, X0 , to the
ending vertex in the sequence, Xk, through edge-connected intermediate (or "inner")
vertices.307 The number of edges traversed in a walk is its length. Special types of
walks include: (i) self-returning walks, where the starting and ending vertices are
the same, (ii) self-avoiding walks (also called paths), where neither edges nor vertices
may be revisited, and (iii) cycles, which are walks where xo = Xk (i.e., self-returning)
and {xo, x1 , ... , Xk1} is a path (i.e., self-avoiding for all but the final vertex).3 06 ,307
(Cycles are often encountered when dealing with molecules containing rings, aromatic
or otherwise). The notion of self-avoiding walks, or paths, is used in definining the
distance between two vertices, which is taken to be the length of the shortest path
between them.3 0 7
Figure C-3 shows two examples of molecular graphs and a related representation,
the rooted tree, which I will describe shortly. The two molecules portrayed are ethane
(carbons at vertices 4 and 5, hydrogens at vertices 1-3 and 6-8) and benzene (carbons
at vertices 1-6, hydrogens at vertices 7-12), where benzene clearly exhibits a cycle
(e.g., the sequence of vertices {1,2,3,4,5,6,1} is a cycle of length 6). In developing
a molecular topology for simulating these two compounds, we must identify bonds,
angles, and dihedrals in these molecules. It should be clear that bonds correspond to a
walk of length 1, angles correspond to a walk of length 2, and dihedrals correspond to
a walk of length 3. Any two vertices which have a distance of three or less, then, must
have a bonded representation within the topology. For benzene, note that vertices
such as 1 and 4 will actually exhibit two dihedrals ({1,2,3,4} and {1,6,5,4}). For rings
with fewer members than 6, it is also possible for two vertices to share multiple types
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of bonded interactions. For example, in tetrahydrofuran - a five-membered ring - any
two atoms in the ring will be connected via a bond angle and a bond dihedral. In my
work, all systems consist of non-cyclic or six-membered cycles only. Therefore, it is
sufficient to determine the minimum distance between any two vertices, and compute
all the unique paths for that distance, for the purposes of completing the topology.
Computing the distance between two vertices can be accomplished readily via the
concept of an adjacency matrix.30 This is an N x N matrix A (G), for a graph G
whose set of vertices V comprises N elements. The elements of A (G) are aij, where
ai3 = 1 if there is an edge in E connecting vertices xi, xz E V, and ai =0 otherwise.
Using ethane in Fig. C-3 as an example, one finds:
1 2 3 4 5 6 7 8
1 0 0 0 1 0 0 0 0
2 0 0 0 1 0 0 0 0
3 0 0 0 1 0 0 0 0
A(G)= 4 1 1 1 0 1 0 0 0 . (C.2.1)
5 0 0 0 1 0 1 1 1
6 0 0 0 0 1 0 0 0
7 0 0 0 0 1 0 0 0
8 0 0 0 0 1 0 0 0
Note that multiplying A (G) by a column vector containing only one non-zero
entry, say at position k, will return a column vector consisting of non-zero entries
only in positions corresponding to vertices directly connected to vertexXk E V via an
edge in E. If one left-multiplies this resulting vector by A (G) again, one obtains a
new result containing non-zero entries for vertices which are two edges away from the
starting vertex (note that this will include the original vertex Xk!). Continuing this
process, one finds that applying the matrix product An (G) to the original column
vector (non-zero entry only for vertex k) will return a vector containing non-zero
entries for all vertices accessible from vertex Xk by a walk of length n. In other words,
if a is an element of An (G) and a -/ 0, xi and xj are connected by a walk of
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2) a *
Figure C-3: Molecular graph (left) and rooted tree (right) for: 1) ethane, and 2)
benzene. Each molecular graph consists of a collection of vertices (blue circles) and
edges (black lines) connecting the vertices. Each rooted tree form consists of a linked
list of nodes (blue circles) starting at the root (here, vertex 1). (The two wavy lines
associated with the rooted tree at bottom right simply indicate that not all the vertices
are being shown, to reduce the size of the diagram for display purposes.) The graph
form is useful for finding and specifying all bonded interactions in a molecule (i.e.,
bonds, angles, and dihedrals), while the rooted-tree form is useful for systematically
determining the Cartesian coordinates for all atoms in a molecule from their internal
coordinates. As demonstrated in 2), molecular graphs may contain cycles, while
trees may not. Therefore, when storing molecules in a tree representation, additional
information must be stored regarding broken connectivity (e.g., that vertex 6 connects
back to vertex 1 in benzene).
324
length n. If one performs successive multiplications of A (G) and records the first
value of n at which a (n 0 for each pair x and xo (i # j), and finds for a particular
pair that n < 3, then that pair has a bonded interaction. It remains to trace the
explicit sequence of vertices that accomplish the walk - this is performed in Program
BUILDER to obtain the list of bonded interactions.
Returning to Fig. C-3, the rooted trees depicted for each molecule are obtained
by selecting a certain atom to be the root vertex. 7 Here, vertex 1 is chosen for this
purpose for both molecules. Then, all vertices connected to vertex 1 via an edge are
listed below vertex 1. Taking these vertices, one then examines all vertices connected
to these by an edge, prohibiting back-tracking to vertices already recorded. The re-
sult is a loss of information regarding cycles within the molecules, but the rooted-tree
representation is particularly effective for building the Cartesian coordinate represen-
tation of a molecule, as it can be converted into a Z-matrix228 representation. Take
ethane for example. Vertex 1 may be placed in space freely. The next vertex placed,
vertex 4, has two degrees of freedom, since it must satisfy the bond length connecting
atoms 1 and 4 (the H-C bond length). The third vertex placed, vertex 5, has one
degree of freedom, since it must respect the 1-4-5, H-C-C bond angle. All vertices
placed subsequently must respect bond lengths, bond angles, and bond dihedrals. For
N atoms, there are 3N positional degrees of freedom, but 3N - 6 constraints, leaving
6 degrees of freedom corresponding to molecular translation and rotation. Program
BUILDER applies this type of technique in building up molecules, with the addi-
tional caveat that all dihedrals are proper (improper dihedrals have three of the four
atoms in the dihedral emanating from a common atom - used to keep rings planar in
some force fields, for example 90 ). For this reason, a placement order of vertex 1, 4,
2 is disallowed for ethane, since subsequent placement of vertex 3 or 5 would require
use of an improper dihedral 1-4-2-3 or 1-4-2-5, where atom 4 is the common atom
from which atoms 1, 2, and 3 or 5 emanate.
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C.3 Velocity Initialization
Using the techniques of Section C.2, it is possible to build up an initial configuration
for the atoms in a surfactant molecule through the use of a rooted tree, and specify the
molecule topology through the analysis of the molecular graph. The sole remaining
requirement for MD simulation is the specification of an initial set of velocities for
each atom (when using the Velocity-Verlet algorithm described in Section C.5, or
the Langevin Dynamics algorithm described in Section C.6 - other time integration
schemes may require a different set of initial conditions).
Given knowledge of the system temperature, initial velocities can be generated
randomly from the Maxwell-Boltzmann distribution, as follows: 202
m- 1/2 1 miv2
p (v__) 
_* exp ' ,Bv (C.3.1)\21ekBT ep 2 kBT)
where p (v.,,) is a normal distribution for ve,i (the velocity of atom i in the x-direction),
with zero mean and standard deviation o- = (kBT/mi)1 / 2, mi is the mass of atom i,
kB is the Boltzmann constant, and T is the specified system temperature. See the
discussion of random number generation in Section C.6 below for a discussion on how
to generate v,, randomly from Eq. C.3.1. The velocities in the y and z directions
follow a distribution identical to Eq. C.3.1, simply requiring substitution of vy,i or
v2,i for v.,,, respectively. 20 2
C.4 Steepest-Descent Energy Minimization
To encourage a numerically-stable simulation, it is useful to precede all MD runs with
an energy-minimization step. This typically involves application of a steepest-descent
algorithm, which adjusts atom positions in a sequence, such that new positions are
generated from current positions and forces, as follows: 190
m+n - m rU ({r"})
rr.
= r"m ± mF. ({r}), (C.4.1)
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where m indexes the steps in the sequence, starting with m = 0 (the initial state), rM is
the position of atom i at step m, U ({fz }) is the total configurational system potential
(a function of the full set of positions {r} of all atoms in the system), F; ({rf}) is
the net force vector acting on atom i (also a function of all atom positions), and rr"
is a positive, step-dependent parameter, equal to the ratio of the maximum change
in position desired by the user per sequence step divided by the absolute value of
the maximum magnitude force component encountered at the given step across all
{Fi }. Consequently, this ensures that all atoms in the system will have a well-defined,
limited change in position, which ensures that atomic overlaps will be resolved in a
stable fashion (compared to the alternative of unbounded displacement at each step).
C.5 Velocity-Verlet Dynamics
Given an expression for the system potential as a function of atomic positions, from
which individual forces on atoms can be derived (see Section D.2 of Appendix D
for the specific example of OPLS-AA188), an algorithm can be selected to integrate
Newton's equations of motion from a supplied initial configuration. For this purpose,
the Velocity-Verlet algorithm 282 is convenient, for two reasons. First, it involves
evaluation of new positions and velocities at identical time points, as opposed to the
Leap-Frog method, in which velocities are evaluated at time points offset from those
for position by half a time step. 203 Second, it involves a convenient initial condition,
requiring initial positions and velocities at a single point in time (in contrast to
the Verlet algorithm,308 which instead requires positions at two time points). The
integrating equations for the Velocity-Verlet algorithm include (to be applied in this
order):282
1
rz (t + At) = ri (t) + vi (t) At + -a. (t) At 2  (C.5.1)
2-
9FAt) Ei (t + At) _ 1 OU ({r (t + At)})
a____(t__+ ___t)__-__--__(C.5.2)mni mi Bri
1
i (t + At) = v (t) + - (a (t) + ai (t + At)) At, (C.5.3)
2
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where At is the integrating time step; ri, vi, and a*, are the vectors for the position,
velocity, and acceleration of atom i, Fi is the net force vector acting on atom i, mi
is the mass of atom i, and U ({r}) is the total system configurational potential, a
function of all the atomic positions in the system. Note that application of Eq. C.5.1
at the first time step requires an initial calculation of Eq. C.5.2 based on the initial
condition (where At = 0). The above equations can also be recast in a slightly more
convenient form:
v_ t= v (t) + a (t) At (C.5.4)
r (t + At) ri(t) + v t + At (C.5.5)
(t) = - 1 +U ({r (t + At)}) (C56)
t= (C.5.6)
At 1
m(t + At) =v t + 2 -a. (t + At) At. (C.5.7)
In addition to eliminating one redundant calculation, this form also allows in-
place updates of acceleration within the program implementation, since Eq. C.5.7,
the velocity update, no longer contains accelerations at two time points.
Errors due to Taylor series truncation in the derivation of the Velocity-Verlet
algorithm yields errors which are 0 (At4 ) for positions and 0 (At 2) for velocities. 203
C.6 Langevin Dynamics
The development of libraries of surfactant configurations is efficiently accomplished
using stochastic dynamics simulations of single monomers in vacuum, where random
vectors are added to both positions and velocities during each time step of the in-
tegration. Note that these random vectors represent an approximation of the effect
of solvent in jostling the monomer at a given temperature, without the computa-
tional cost associated with a full box of explicit solvent.309 In Program BUILDER, I
make use of the Langevin Dynamics algorithm, which has Velocity Verlet-like update
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equations.2 83 That is,
= r + (t) ci (t) At + c2 a; (t) At 2 + orf,i (C.6.1)
= covi (t) + (ci - c2 ) aq (t) At + c2a (t + At) At + oVR,i, (C.6.2)
where 6oR,i and 6 VR,i are the random vectors mentioned, the accelerations are evalu-
ated as in Eq. C.5.2, and the coefficients co, ci, and c2 are computed as follows: 202
CO = e-7^*t (C.6.3)
(1 - CO)
-YAt
= (1-yAt
(C.6.4)
(C.6.5)
where -y is a friction coefficient (collision frequency), which, for the purposes of Pro-
gram BUILDER and monomer configuration generation, is typically set to 5 ps-1,
following the example of Bogusz and coworkers in their study of octyl glucoside sys-
tems.96
The random displacements 6 rR,i and SIR,i in Eqs. C.6.1 and C.6.2, respectively,
follow a bivariate normal distribution.283,310 That is,
W (Wr,i o6iR,i) = 1 x (C.6.6)
873r (FG - H2)3/
G ||6rR,' 2 - 2H (6rR,i ' 6vR,i) + F ||VRi 1 2)
2 (FG-H 2)
where
kT 2 (3 - 4e-0"t + e-2-yAt)F = o,2= At ~ [2 (3 ~ 1
my M- At
V kBT( 
-
2 YAt)
H = 4rvrv kBT _ )
mY (= _ 3 ) 2
(C.6.7)
(C.6.8)
(C.6.9)
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Ki (t + At)
og (t + At)
and a' is the variance in the position term, U2 is the variance in the velocity term, and
cr, is the correlation coefficient between the two randomized terms. Note that each
component of the position and velocity random displacement vectors are correlated,
but the individual components within each vector are independent.283
It then remains to generate orR and oR in accordance with Eq. C.6.6. Sections
C.6.1-C.6.3 which follow briefly describe the procedure.
C.6.1 Generating Random Numbers from a Bivariate Gaussian
Distribution
Given a pair of uncorrelated random numbers, ((1, (2), drawn from a univariate
Gaussian distribution with zero mean and unit variance (see Section C.6.2 below), a
correlated pair of random numbers from a bivariate Gaussian distribution, (', '),
can be readily generated, via 20 2
= (C.6.10)
2= 02 (c12( + (1 - c 2 )1/2 ( 2 ) , (C.6.11)
where af and o- are the variances of the bivariate distribution, and c12 is the corre-
lation coefficient. Letting 1 = r and 2 = v, and computing U2, U2, and c12 using Eqs.
C.6.7-C.6.9 will allow us to populate the components of 6 rR and 6 vR. Specifically,
for each atom, we compute the correlated components of 6 rR and oVR as (1, (2)
individually (i.e., treating the x-axis, y-axis, and z-axis components independently).
C.6.2 Generating Random Numbers from a Normal (Gaussian)
Distribution
The uncorrelated ((, (2) pair needed above can be generated using an algorithm such
as the polar method due to Marsaglia and Bray,31 ' which generates two independent
normal random numbers with each pass. Specifically, this involves:
(1) Generating two uniform random numbers, (i and 2, from (0, 1) using an
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appropriate algorithm (see Section C.6.3 below).
(2) Creating the pair (vi, v2 ) from v1 = 2(1 - 1 and v 2 = 2 2 - 1 (i.e., vi and v 2
are uniform random numbers drawn from (-1, 1)).
(3) If V + v2 >= 1, rejecting the pair, and returning to Step (1); otherwise, going
to Step (4).
(4) Computing (1 = v1 S and (2 v2S, where
( 21n (V2 + o2)) 12 ( .. 2S = - .(C.6.12)2 + v2
C.6.3 Generating Random Numbers from a Uniform Distri-
bution
The generation of random numbers from a uniform distribution in (0,1) - required
for Step (1) in Section C.6.2 - is highly non-trivial,20 3 and it is important to avoid the
bias found in many deficient algorithms.3 1 2 For this purpose, Program BUILDER
employs an open-source implementation of the Mersenne Twister algorithm,3 13 which
is widely recognized as a high-quality, pseudorandom number generator. 3 1 2 This
generator has a variety of properties that are appealing, such as an exceptionally
large period - the number of values in a generated random number sequence prior to
its first repeat - of 219937 - 1, and is found in broad use, including, for example, in
varied Monte Carlo applications, 314 and as the principal random number generator
for the Python programming language. 31 5
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Appendix D
Force Expressions for Molecular
Dynamics Simulations
D.1 Overview
As discussed in Appendix C, molecular dynamics (MD) simulations require the spec-
ification of a force field to model the behavior of molecules within a system as a
function of time. The forces used in modeling are typically conservative, such that
there exists a system potential function from which the forces on individual atoms
can be calculated as
Fi - - , - ,- = - -_ = -V.U, (D.1.1)rz,, &ry,, r Bri - -
where U is the system potential function, F is the force vector operating on atom
i, ri = (r,, rj, rz,j) is the position vector of atom i, and use of the underbar will
signify a vector throughout this Appendix. The system potential function, U, is
configurational in nature: it is a function only of the 3N positional degrees of freedom
for a system containing N atoms.2 0 3 Note that position vectors such as ri require
specification of a frame-of-reference. In my work, this is the Cartesian coordinate
system of the MD simulation box.
The total differential of the system potential function will be found to be quite
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useful in deriving the force expressions in Section D.4 below. Since U is a function of
the individual position vectors r., dU is determined as follows:
N N
dU = dri - d~ri . -Fi) (D. 1.2)
i=1-
where Eq. D.1.1 has been used to arrive at the final expression on the right-hand
side.
In this thesis, I make extensive use of the OPLS-AA force field of Jorgensen and
coworkers188 to carry out simulations of surfactant micelles in aqueous solution. This
force field, as is common practice, includes bonded 1-2 (bond length), 1-3 (bond
angle) and 1-4 (bond torsion) interactions and non-bonded Coulombic and van der
Waals interactions. (Note that I use "1-M", with M = 2, 3, or 4, to indicate that
two atoms are connected through M - 1 intervening bonds on a given molecule.) I
use the OPLS-AA force field both in my own molecular dynamics code (i.e., Program
BUILDER - see Appendix C) and in data production runs using the GROMACS
software package.1 89
In this Appendix, I first present the individual contributions to the OPLS-AA
system potential function, U, followed by a complete derivation of the associated
forces through application of Eq. D.1.2 and direct calculation of dU. These forces
are required to implement any MD time-integration algorithm, such as the Velocity-
Verlet algorithm (see Appendix C), but they are not always fully documented - see,
for example, the GROMACS manual, which is not comprehensive on this point.
Therefore, the explicit use of these expressions in Program BUILDER warrants their
presentation here.
D.2 OPLS-AA System Potential Function
The OPLS-AA force field consists of a set of parameters and functions which enable
calculation of the system potential function, U, given a set of 3N atomic coordinates
and molecular connectivity information (i.e., specification of how atoms are bonded).
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The potential function takes the form188
U = Ubond + Uangie + Udihedral + UCoulombic + UdW, (D.2.1)
comprising the following five potential-energy contributions (in Eqs. D.2.2-D.2.4, the
first form represents the OPLS-AA potential-energy contribution, and the second
form represents an equivalent expression used in GROMACS):
Ubond = [ Kb (b - bo) 2 = ( (b - bo)2 (D.2.2)
bonds bonds
the bond-stretching contribution, where Kb and kb are force constants (kb = 2Kb), b
is the bond length, and bo is the equilibrium (often the ab initio geometry-optimized)
bond length;
Uangle = Ko (0 - 00) 2 = ( (00)2 (D.2.3)
angles angles
the angle-stretching contribution, where Ko and ko are force constants (ko = 2Ko), 0
is the bond angle, and 00 is the equilibrium (often the ab initio geometry-optimized)
bond angle;
4 5
Udihedral = [1 - (1)-)n+1 cos (n#)] = Ccosn (# - Tr)
dihedrals n=1 dihedrals n=O
(D.2.4)
the bond-torsion contribution, where Vn and Cn are series coefficients, and # is the
dihedral angle;
N N - 21
Ucoulombic = E E fij I i (D.2.5)
i=1 j=1 .
the non-bonded, Coulombic electrostatics contribution (in cgs units, with the relative
permittivity set to unity for explicit solvent simulations), where q is the partial charge
of an atom, e is the elementary charge, ri3 is the distance between atoms i and j, and
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fij is defined below; and:
N N - /12 
-
Uvw = Z fi 4cij (\e - (D.2.6)
i=1 j=1 - U -
the non-bonded, van der Waals contribution, in the form of a 12-6 Lennard-Jones
potential,'9 9 where oag and egi are van der Waals parameters, and fij (also utilized
in the Coulombic term) is a function designed to limit calculation of non-bonded
interactions to atom pairs which are not directly bonded.188 Specifically:
0, if i = j, or i and j are 1-2 or 1-3
fi 1 = , if i and j are 1-4 (D.2.7)
1, if i and j are 1-5 or greater, or on two different molecules
where we can see that 1-4 atom pairs, which do have a bonded, torsional contribu-
tion to the system potential, are modeled as possessing a half-strength non-bonded
contribution.
The van der Waals parameters oij and Eij in Eq. D.2.6 are determined from
single-atom properties using geometric mixing rules: 88
a= (Uing)1/2 (D.2.8)
Egy= (egej)1/2 (D.2.9)
In Eq. D.2.4 above, conversion between OPLS-AA series (specifically, Fourier
series) and GROMACS series (specifically, Ryckaert-Bellemans series3 1 1) coefficients
V, and C., respectively, is readily accomplished using the formulas that I supply in
Section D.5. Note that the units of various quantities in GROMACS differ from
those often used in the literature.' 90 Table D.1 summarizes these differences.
I now proceed with a review of some useful vector relationships, which I will make
use of without further comment in deriving the force expressions.
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Table D.1: Comparison of Units in OPLS-AA and GROMACS Potentials.
OPLS-AA GROMACS OPLS-AA GROMACS
Kb, kb (kcal/mol)/A 2  (kJ/mol)/nm2  Vi, C, kcal/mol kJ/mol
b, bo A nm # rad rad
Ko, ko (kcal/mol)/rad2  (kJ/mol)/rad2  o A nm
, 60 degree (0) degree (0) E kcal/mol kJ/mol
D.3 Review of Relevant Vector Relationships
In relating internal to external coordinates in the force-field potential expressions,
various vector dot products, norms, and cross products are encountered. The force
derivations will additionally require computation of derivatives of these products.
Therefore, below, I summarize a few key results for reference, which can be derived
or obtained readily from various engineering texts.16 7 ,317
For the purposes of molecular simulations, we will only require use of three-
dimensional Cartesian vectors, which can be expressed as follows:
a =a + a + a2, (D.3.1)
where ax, ay, and a2 are the components of a in the x-axis, y-axis, and z-axis directions
represented by the basis vectors e, , and 22.
D.3.1 Dot Product
For vectors a and b, the scalar dot product is given by
(D.3.2)
The geometric interpretation of the dot product is
a -b = || Ib cos 0,
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(D.3.3)
a -b = ax bx + ayby + azbz.
0 = arceos ,|a||Ib| (D.3.4)
where 0 is the unsigned and smallest angle between vectors a and b (note that 0 <
0 <i r, due to the range of arecos).
The differential of the dot product is
d (a -b) = a -db+ da - b. (D.3.5)
Other important properties of the dot product include commutativity:
a -b = b -a, (D.3.6)
compatibility with scalar multiplication:
s (a -b) = (sa) - b = a -(sb), (D.3.7)
and distributivity over vector addition:
a - (b+c) = (a -b)+ (a -c). (D.3.8)
D.3.2 Vector Norm
The magnitude, or norm, of a vector a can be expressed in terms of the dot product
as follows:
(D.3.9)
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or
The differential of the vector norm is given by
d (r|) = d(r .r)
1
= d(r-r)
2|Irl
1
I (dr.r+r-dr)
2|r| -- _
r
=- r . I. (D.3.10)|rl
Another important property is that norms are homogeneous of degree 1 (i.e.,
scalars can be "pulled out" of the norm). That is,
|sal = s alI. (D.3.11)
D.3.3 Cross Product
For vectors a and b, the vector cross product in three dimensions is given by
a x b = (aybz - azby, azbx - ax b2, ax by - aybx) , (D.3.12)
where the right-hand side is a vector in ordered-set notation, and use of the right-hand
rule is implied.
The geometric interpretation of the cross product is
a x b al|bIsin 0 ', (D.3.13)
or
6 = arcsin ,x I (D.3.14)
where 0 is the smallest angle between vectors a and b (note that - 1 < 0 < , due to
the range of arcsin). Choice of the normal unit vector, 'K, is by the right-hand rule,
to agree with Eq. D.3.12.
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The differential of the cross product is given by
d (a x b) = da x b + a x db. (D.3.15)
Other properties of the cross product include anticommutativity:
a x b = - (b x a), (D.3.16)
compatibility with scalar multiplication:
s (a x b) = (sa) x b = a x (sb), (D.3.17)
and distributivity over vector addition:
a x (b + c) = (a x b) + (a x c). (D.3.18)
D.3.4 Mixed Dot and Cross Product Expressions
Several mixed dot and cross product expressions will appear in the force derivations
below. This section lists the relevant important expressions that will be used.
Scalar Triple Product
The scalar triple product is formulated as follows:
a - (b x c) = c - (a x b) = b - (c x a), (D.3.19)
with differential
d (a - (b x c)) = da.(bxc)+qa((dbxc)+(bxdc))
= da. (b xc) +a- (db xc) +a -(b x dc)
= da-(b xc)+db-(c xa)+dc-(axb).
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(D.3.20)
Orthogonality of Cross Product and Original Vectors
The orthogonality of a cross product with either of the original two vectors involved
in the cross product is clearly seen:
q - (a x b) = b - (q x b) = 0. (D.3.21)
Vector Triple Product
The vector triple product is formulated as follows:
a x (b x C)= (- - b(q.), (D.3.22)
from which it follows that
(a x b) x (c x d) = c ((a x b) -d) - d ((a x b) -c), (D.3.23)
with the special case
(a x b) x (b x c) =b((a x b) -c).
Dot Product of Two Cross Products
The dot product of two cross products is formulated as follows:
(a x b)-(c x d) - -d(c x (a x b))
= d-(bhc-aq) -q(c -b))
= d-b (c a) - d -a(c -b)
(D.3.24)
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with differential
d ((a x b) - (c x d)) = d(axb)-(c xd)+(axb)-d(c xd)
= (daxb+axdb).(cxd)+(axb)-(dc xd+cxdd)
= (daxb)-(c xd)+(axdb).(cxd)+
+ (aq x b) - (dc x d) + (q x b) - (c x dd)
- (c xd).(bxda)+(c xd).(axdb)+
- (a x b) - (d x dc) + (q x b) - (c x dd)
= da -(b x (c x d)) + db - ((c x d) x a)+ , (D.3.
+dc .(d x (a x b)) + dd - ((a x b) x c)
and the special case
d((a x b) -(b x c)) = da . (b x (b x c)) +
+db - ((b x c) x a + c x (a x b))+
+dc - ((a x b) x b)
D.4 Force Derivations
D.4.1 Internal vs. External Coordinates
In the discussion of the OPLS-AA force field at the beginning of this Appendix, the
potential function in Eq. D.2.1 was described as a sum of various interactions. A
close examination of these interactions, given in Eqs. D.2.2-D.2.6, indicates that all
the variables that affect the potential are "internal", implying that their values are
independent of the simulation box frame-of-reference (i.e., the absolute coordinate
system) selected. These variables include bond lengths (bij), bond angles (Oijk), bond
dihedrals (#ijkl), and interatomic distances rij, for atoms in the system labeled i, j,
k, and 1. (I have added atom labels to b, 0, and # at this stage for clarity.)
In contrast, the formulation of the force in Eq. D.1.1, as utilized during an actual
MD simulation, is expressed in terms of the absolute coordinates of each atom (i.e.,
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25)
(D.3.26)
position vectors ri). For each of the OPLS-AA potential expressions, then, we require
a conversion between internal and external coordinates.
D.4.2 Bond Vector Convention
In all the calculations that follow, I will continue to use the convention introduced at
the beginning of this Appendix of representing atom positions by r subscripted with
a single atom label (e.g., ri for the position vector of atom i). We will find that there
is a need for at most four atom labels, as indicated by the subscripting of the dihedral
angle above, which we will consistently select to be i, j, k, and 1. Vectors between
atoms will be denoted using two labels, such as ri,, where a standard convention will
be followed in which such a vector points from atom i to atom j. In other words,
rI_ = r: - r4, (D.4.1)
and
r3 = r Li - r3 = -r~i. (D.4.2)
The interatomic distances, rij, in Eqs. D.2.5 and D.2.6 are simply calculated as
|rij 1, the norm of r,,,.
Note that the GROMACS manual (as of Version 4.5.4) remains inconsistent on
this point. Specifically, although their Equation 2.1 defines r,. as we have, their
Equation 4.13 has an incorrect sign for the Coulombic force.190
D.4.3 Bond Stretching Forces
The simplest bonded contribution to the system potential function is that due to bond
stretching. In practice, bond lengths are often constrained in an MD data production
run, using a constraint algorithm such as LINCS.195 The purpose of such constraints
is to remove fast oscillations from the system, thereby allowing an increase in the
simulation time step without introducing numerical instabilities into the integration
procedure.190
342
k
.Ekj
ii r.
I I
ri -\ l r-
Figure D-1: Diagram illustrating the definition of the bond length, bij, and the bond
angle, 9 ijk for consecutive atoms i, j, and (in the case of bond angle) k. Absolute posi-
tion vectors (black dotted lines) relative to a fixed coordinate system (blue axes) and
interatomic vectors (red solid lines) between atoms (blue filled circles) are illustrated
for reference.
A typical bond length is pictured on the left in Fig. D-1. Denoted in Eq. D.2.2 as
b, I will use bij here to indicate specifically that we are interested in the bond between
atoms i and j. Likewise, the equilibrium bond length, bo, will be labeled bo,ij, and
the force constant kb,i 3 . In this notation, the potential contribution is given by
Ubond(ij) = kb,ij (bij - bo,ij) 2 . (D.4.3)
We now take the total derivative of Eq. D.4.3. This yields
dUond(ig) = kb,ij (bij - bo,ij) dbij. (D.4.4)
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The bond length is calculated as
bij =
Therefore, its total derivative is given by
dbi = d|I
where Eq. D.3.10 has been used. Substituting this result into Eq. D.4.4, we obtain
dUbond(ij)
= dri - kb,iJ
+dr . (+kb
(bi1 - boij) 1')
,ij (bij - boij)
Comparing Eq. D.4.7 to Eq. D.1.2, we extract the forces acting on each atom in
bond ij. Specifically,
r
_ond(i),i = +kb,i3 (bij - bo,ij) -,
Iri I
r
Fbond(ij),j = -k,ij (bij - bo,ij) - .'
Iri I
and
(D.4.8)
(D.4.9)
Clearly, Enet = Fbond(ij),i + Ebond(ij),j = 0, as desired, since these are internal
forces.
D.4.4 Bond Angle Bending Forces
The next bonded contribution to the system potential function arises from angle
bending. This is commonly modeled using a harmonic potential, although the actual
potential could exhibit some asymmetry.
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iji (D.4.5)
= dr Fi - -, (D.4.6)
- kb,ij (bij - bo,ij) di 1i j
(D.4.7)+ .
rij|
The bond angle is pictured on the right in Fig. D-1. Denoted in Eq. D.2.3 as 0,
I will use 9 ijk here to indicate specifically that we are interested in atoms i, j, and k.
Similarly, the equilibrium bond angle, 0, will be labeled 60,ijk, and the force constant
ko,i3k. In this notation, the potential contribution is given by
1
Uangle(ijk) = 1 ko,ijk (Oijk - 00,ijk )2. (D.4.10)
Taking the total derivative, we obtain
dUangle(ijk) = ko,ijk (9 ijk - 00,ijk) dO 3k. (D.4.11)
The bond angle is calculated by applying the dot product to the vectors ri and
rkj, having a range of 0 < Oijk < 7r. Specifically,
9 ijk = arccos -~i* -k'i) (D.4.12)
Note the direction reversal of the second vector (i.e., igkj, rather than rjk): otherwise,
we would be computing the bond angle supplement.
Letting
U = ij - i -(D.4.13)
in Eq. D.4.12, the total derivative can be found as follows:
dOjk = d arccos (u)
- du, (D.4.14)
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where
du = d
( fjIIkj
1
Iij ikj
1 I
Utilizing Eq. D.3.10, it follows that
I iIIZkjI du drij ' kj + drkJ. !:ij +
-u ri
= (dr1 - dr) - (Lk
+ (dr 3 - drk) - (
)
-U r)T-)+
ij -u kI)
(D.4.16)
-U ij Ii 1:) +
dUangle(ijk) = -koik (Oijk - 60,ijk
V1-u 2 ))du2
Comparison of Eq. D.4.17 with Eq. D.1.2, including substitution of the various
results above, yields the forces on each atom in bond angle ijk. Specifically,
F i = + (D.4.18)ke,igjk (Oik- 0,ik)) ( 7Ei kV 
_ --U2 1L IIZkj ,)
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)
[d (Iri ' ?.ikj )- ud (IrijI Ilkl]
(drji - rk + drk, ' r) + 1*(D.4.15)
I rj + drkj jij I 11 )
Ir~ (~ i IIk)
+dr.. k -UI k +rZi
-J I r.. -I+dr k U I jZkj Ij
H-r kj I r
and
(D.4. 17)
| ij | kj -U 11kjIdjj I+jj Id 'kjI
drij - riZ:kj - U I Z:kj I = j
IZ:jj I
k 9 \ Lkj - U~ -Fk I +r-u !r.i I Lk
-angle(ijk),j + I-k j J
(D.4.19)
and
koik(Ok -Oo0,k) U /I j ri _ 
Eangle(ijk),k + V1 jI2 .lkj (D.4.20)
It can be readily seen that Fe, F +Engelek),+Ej +Eangle(ijk) k 0 holds,
as required.
D.4.5 Bond Torsion Forces
The last bonded contribution that we are interested in is that due to bond torsion,
represented by calculation of a dihedral angle. Specification of a dihedral angle re-
quires four atoms, and therefore requires consideration of three interatomic vectors.
Specifically,
ri = dr,- dr, (D.4.21)
!ii3k =k dr -r (D.4.22)
and
rZkl= dr1 - drk, (D.4.23)
where the rotation is about the bond vector rk. The planes containing (ri, r k) and
(Ljk, Lkl) and sharing rjk have normals
ai = !i2 X Ejk, (D.4.24)
and
12 = Xik r.kl (D.4.25)
The dihedral angle is the signed angle between these two planes, #5 j . The di-
rection of positive dihedral angle is illustrated in Fig. D-2, which provides a few
visual representations of the arrangements of atoms leading to three dihedral angles
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ISijkl = 100 I ijki = 600
4ijkI l 0
i,
Li
Li
Figure D-2: Diagram illustrating the definition of the dihedral angle, #iklk, for con-
secutive atoms i, j, k, and 1, as the angle between the vectors normal to the planes
comprising atoms i, j, and k (plane 1, with normal ni - green) and atoms j, k, and
I (plane 2, with normal n2 - orange). Absolute position vectors (black dotted lines)
relative to a fixed coordinate system (blue axes) and interatomic vectors (red solid
lines) between atoms (blue filled circles) are illustrated for reference.
commonly encountered in the torsional modeling of linear alkanes.213 Briefly, if we
construct a third normal, n3 = ijk x ri (not shown) to create a set of orthogonal axes
(Ejk , n3), rotation of vector n2 from the direction of n, about ryk, and towards
a, yields a positive rotation.
Denoted in Eq. D.2.4 as #, I will use #ijkl here to indicate specifically that we are
interested in atoms i, j, k, and 1. Similarly, the series coefficients C, will be denoted
Cn,ijkl. In this notation, the potential contribution (in Ryckaert-Bellemans form) is
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4ijkl ,..
n1~ I ri j
given by
5
Udihedral(ijkl) = Cn,ijki cos" (#ijkl - 7r) (D.4.26)
n=o
Taking the total derivative of Eq. D.4.26, we obtain
5
dUdihedral(ijkl) = -Cn,ijikln cos"- 1 ($ijkl - ir) sin ($ij - 7r) dkijkl. (D.4.27)
.n=1
There are two geometric relationships that we can use to relate the dihedral angle
to the normal vectors shown in Fig. D-2. Specifically,
#ijkl = arccos - -- , (D.4.28)Ial I Ih~
and
|ni xrn2 |
#ijkl = arcsin -zi .h2 (D.4.29)
n_1|| In2|
Recall, however, that the ranges of the inverse trigonometric functions limit the
values that the calculated angle may obtain. Specifically, arccos allows an angle
between 0 and 7r, while arcsin allows an angle between -1 and z. In order to obtain
the signed dihedral that we are looking for, which may have a value from -7r to 7r,
we instead make use of arctan as follows:
(sin pijkl
= arctan cospc~Jk
= arctan (Ti>
(nl-n2
= arctan , (D.4.30)
where we have let y = Ini x n 2 and x *ni -12. Although arctan as mathematically
defined (with a single argument) has a range between -' and !, programmatic2 2
implementation as atan2(y, x) (with two arguments) yields the desired signed dihedral
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#/jkl . The total differential is still that of aretan. That is,
Sd arctan )
= d1 (y/x)2 d )
= 2 (dy 
-dx).
We must now compute dy and dx. Substituting the definitions of the normals into
y and x, we obtain
y = n x n 2 |
I f X fjk) X (Zjk X ?rkl)
= rjk ((Zij X Zjk) ' 1kl)I
I ?jk I ( (r X jk) ,kl)
= IZjk I i *(i X ^l)
and
x = ni 
- n2
= (r x p1 k) - (jk x rk) .
We now take the total differentials, starting with y, which yields
dy = d (|VekI rIi) . (Ink x rkl) + y( flk Iri) -d (fLjk X rkl) .
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(D.4.31)
(D.4.32)
(D.4.33)
(D.4.34)
Proceeding term-by-term, the first term in Eq. D.4.34 yields
d ( fjkj ni) (Ljk X flkl) = (I~id lljk I + Ijk Irt3) (Ljk x rk)
= ri3d ljkI- (rk X rkl) + drj IijkI (k x rkl)
= dr - 1j k 1~i -(Lk X Tkl)
+ drij - !ijkI (Kjk X !kl)
+ dnri I (-jk X !rkl)
= dr ( 11:j (-ik X !ikl)) +
+drk - __
+drk -I
(Zljk X Kkl - Z: (ni (pjk X
- (k X ) )
(D.4.35)
lkl) )) +
and the second term in Eq. D.4.34 yields
(Vjk ni) ((drjk X rki) + (Zlhk X drkl))
- (- k ( kij) '(r x dnjk) + ( I ri) (Lhk xdrkl))
=dkl k( j x tjk) - dzijk (Ifl:kI L x rkl)
- dr' (IZk j X - xkl) +
+drk (p k X ljkI Kij + k1 X Ijk Ii ) +
+dr, - xI~j . i ~k
Combining these results, we obtain
dy= d -(-jk (Ljk X ik))+
(D.4.36)
+d r -1jk (Ejk x r I) - ( - x + x r +
+dr - Z i -(ts + ra +
kj ( i Zjk X X'rI) 1±+Lik X I Lj k ILij fkl X I ljk IflKJ)
+drl - xI LiX ).
(D.4.37)
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dK - - j Lj'(j x rk)
(Ik ILj - (jk X Erkl)
The total differential for x is given by
dx = d ((ri X KiJk) (ji X ikl))
= dr - (Ej k x (E k x rik)) + (D.4.38)
+drK-k (( k X f'kl) X ri + rkl x (rZi x 3 k)) +
+drkl ((ij X Tjk) x ijk) ,
which, after substituting the definitions of the interatomic vectors, yields
dx = dri - (-rjk x (tyk x rik)) +
+d - (IX X (Lk X EM) + rj x (njk X ?ik1) - U1k X (Lj 3 X fk)) +
+dnk (-j X (X g x rikl) +k x (Li X Lk) +T jk X ( Xij X Zy) +
+drII- (-- 3j X (ryi x Zyjk).
(D.4.39)
Returning to Eq. D.4.31, and substituting in Eqs. D.4.37 and D.4.39, we find
x 2 + y 2
= dri- (-| x ( X ) + (Eij x ( x ) +
IZ~j k - X l kk X rkl) +j Y Zij ( x rkl
+dri - - xr, t xrg-|g i x re;
+ I-dr3  ( k-L(J ' (Zljk X EL)) + jlijk1 I Zjk X iikl + IZjk I Li -k1, + )+
- ((jk x (Tik x rkl)) + (X X x k)) - (Zlkl X (rL xrjk)))
+djk (fi *~k (Z~jk xfkl)) - fljkjI ij X< 1jk - Irjk I !iij x flkl+) +
- Y ((T~jk X (rij X fLjk)) + (Zlkl X (!iij~ X Lj1k)) - (ijX (Zpjk x rikl)))
+dr- (| ( x tys) + ( x (ri3 x k . (D.4.40)
Finally, substituting this result into Eq. D.4.27, and comparing with Eq. D.1.2
yields
Edihedral(ijkl),i ~ ik2 (X k jk kI+ Y k x xjk X (4kl-
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Edihedral(ijkl),j (D.4.42)
Cijk_ X - ( (rj X rkl)) I + r7 k x rk1 + k i xj X +
X 2  + y2 Ilkl I
+Y (- X k x kl) - rij x (fLk x rkl) + ikI X ( X Lik)) 9
fdihedral(ijkl),k (D.4.43)(ik Kj _ Li * !Z~ kl)) - IZjk I ij X Zjk - I Lik I ij~ x< fkl)+
x2 + y2 li
Y ±(-Z~jk X X jk) +rij X (k x kl)- rk X (r 3 X rtjk))
and
Edihedral(ijkl),l = jk + 2 (x k Ikij X Zijki + Y ) jk X i X Zijk))) , (D.4.44)
where Cijkl is a function of #ijkl given by
5
Cijkl ($ijkl) -Cnijklncos"- 1 (pijkl - 7r) sin (ijkl - wr1 . (D.4.45)
.n=1
From ins pection, Enet -=E-dihedral(ijkl),i+Edihedral(ijkl),j+Eihedral(ijkl),k+Edihedra(ijk),1 
-
0, as required.
D.4.6 Improper Dihedral Forces
Improper dihedrals are a special class of dihedral functions used to maintain the
planarity of atoms. Their contribution to the system potential function follows a
harmonic potential form:
12
Udihedral(ijkl) =kg,ijkl ( ijkl - tO,ijkl)21 (D.4.46)
where ijkl indicates the dihedral angle for atoms ijkl, computed precisely as in the
previous section. In this case, the total derivative of Eq. D.4.46 is given by
dUdihedral(ijkl) = k ,ijkl (Cijkl - Oijkl) djk, (D.4.47)
353
and the forces follow Eqs. D.4.41-D.4.44, if Cijkl is defined as follows:
CijkI ( ijkl) = [k,ijk (ijkl - G,ijkl)] (D.4.48)
D.4.7 Coulombic Interaction Forces
In Program BUILDER, the electrostatic contribution to the system potential func-
tion is computed directly from pairwise computation of Coulombic interactions as
follows:
f q3 1
Ucoulombic(ij) (Iri|) = f , (D.4.49)
47reo e, Irij |
where fij is defined as in Eq. D.2.7, (47rEO)- 1 has a value of 138.935485(9) kJ mol 1 nm e-2
(where the unit e is the electronic charge), and the relative permittivity Er is set to 1 in
explicit solvent simulations (i.e., the value for interactions in vacuum). 190 To simulate
small molecules in vacuum using Langevin Dynamics to represent solvent collisions,
Eq. D.4.49 can be readily evaluated for all pairs. However, for larger systems, such as
micelles, the need to limit computational costs leads to the use of a simple cutoff and
neighbor list to determine which pairs of atoms should be evaluated at a given time
step during an MD run. Since the goal of Program BUILDER is to create initial con-
figurations for production software such as GROMACS, no further corrections need
to be applied. Note that GROMACS itself implements more advanced techniques for
handling long-range electrostatic interactions, including particle-mesh Ewald (PME)
summation. 196'1 9 7 The force expressions using this technique are beyond the scope
of this Appendix, but the interested reader can consult the paper by Deserno and
Holm198 for more information.
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Taking the total derivative of Eq. D.4.49, we obtain
dUcoulombic(ij) = q.q3  12d4 7r6o e 1rdI'
_ fij qjq3  1 dr
476 0 E Ir 2 iz I
- dr~. fti qi iilrii) + ' 4
irijI irj I(D.4.50)
+dr~ fi qj qj 1 _ .. O
+c 3 47re0 er rZ" 1 i
Comparison with Eq. D.1.2 yields
Couombic(ij),i 7 0  r 2 (D.4.51)
and
F ~f-. qiq- 1 r~
+co4iombic(ij)- =  2 -, (D.4.52)41TrE0 Er j1 r i _ I
where we can clearly see that Fnet ECoulombic(ij),i + ECoulombic(ij),j = 0, as required.
D.4.8 Lennard-Jones Interaction Forces
The van der Waals contribution to the system potential energy is computed in Pro-
gram BUILDER, similarly to the Coulombic contribution. In other words, for small
molecules, all pairwise contributions may be computed, while larger systems require
use of a cutoff to reduce computational expense. Note that GROMACS employs
a similar cutoff scheme, but provides the option to calculate long-range dispersion
corrections to the energy and pressure. In this Thesis, such corrections are always
used only during production runs.
The van der Waals contribution here takes a Lennard-Jones form. That is,
Uu) = 4Ei ( -I .j I)I)(D.4.53)
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Taking the total differential of Eq. D.4.53 yields
dULJ(ij) = 
__eg 12 
__ 
-
__6d
= 4e- -12 13+6 d (l r)
= dr. (4e 12 - 6 j )+ (D.4.54)
+dr,=- (4e 12 -1 +6- .
Comparison of Eq. D.4.54 with Eq. D.1.2 yields
(ki (i -12 + 6 \~
ELJ(J),i = ~4 eg 12  13 6 ,. ) + (D.4.55)
and
ELJ( = +4e 12 113 - 6 - ,6 (D.4.56)
where Fne= ELJ(i),i + LJ(ij),j = 0, as required.
D.4.9 Damped Mass-Spring Forces
A final force is implemented in Program BUILDER for use in generating micelle
configurations. This force is non-conservative and is not used during production
runs in GROMACS. The force in question corresponds to the damped mass-spring
interaction, which consists of a conservative mass-spring force and a non-conservative
damping force, which together provide some constraint on the motion of an atom to
a region of space. The atom can be viewed as attached via a spring to any specified
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point, p, such as a micelle center-of-mass. This damped force is expressed as follows:' 67
Fspring(ip) = ks,i (Lipj - lo,ip) - + ka,ippip,I Lip I (D.4.57)
where rip = r, - r is the vector pointing from atom i to the point p, vi, = v, - vi
is a similarly defined relative velocity vector, lo,ip is the spring rest length, and k,1,
and kdi, are the spring constant and damping coefficient, respectively.
The natural frequency of the (undamped) spring is given by'17
(D.4.58)
where 'ih is the mass of atom i (see below for a discussion of units). The damping
ratio is given by
Critical damping occurs when (i, = 1,
librium without oscillations. Recall that
in oscillations, while overdamping ((i, >
equilibrium but will not yield oscillations.
kdi (D.4.59)
MiWOoip
which provides the fastest return to equi-
underdamping ((i, < 1) will still result
1) will more slowly return the system to
For critical damping,167
( ,=1= ' = ' .
2miWo,1, 2 fmi k,
In this case,
kaip = 2 Vmihk 8 ,ip.
At this stage, it is useful to examine the units of the various terms in Eq D.4.57:
F kJ 1kJ
[spring(ip) in ,J _ lo0 in nm ->k,,i, in kJ 2,mol - nm mmol - n
Fspring(p) in , ,ip in 
-m kdi, in 2 . 2mol -nm ps _mol - nm
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(D.4.60)
(D.4.61)
and
(D.4.62)
(D.4.63)
WO'ip
From the units of Eq. D.4.61, it follows that
kJ -ps
mol -nm 2
k J
mol - nim
Rearranging Eq. D.4.64 yields
m k J -ps 2[ .i] [=] 2.
mol -nm 2
Equation D.4.65 provides us with the units of the mass term mi:
Si~ kJ - ps2
mi =m .
mnol - nmn2 (D.4.66)
We now wish to relate si to the atomic mass, mi, which has units of g/mol.
Specifically,
= " x [p2] 103 kg.m2/s2] 
x103 [ kg]X (10-12 [])2 x (109 [m])2
~kJ-ps 2 - 1[ g kJ- ps2
_i mol -nm2 Mo1 mol - nm 2) (D.4.67)
Therefore, in terms of magnitudes, it follows that
(D.4.68)
which implies that we may select our damping coefficient as
to achieve critical damping of our spring.
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(D.4.64)
(D.4.65)
kio=2 mkio (D.4.69)
mi ,Ig0I
Mi = me,
D.5 Converting Between Torsional Energy Series
Types
The dihedral (bond torsion) contribution to the system potential energy in the OPLS-
AA force field is cast as a Fourier series,1 88 typically consisting of four coefficients:318
Um# = E f!i1 + (-1)n±1 cos (n#]. (D.5.1)
Expanding Eq. D.5.1 yields
V2+ Cos (0)) + 2 V3- cos (2#)) + (1 + cos (3#)) +2
V
2
cos (4#)).
(D.5.2)
In contrast, in GROMACS, a Ryckaert-Bellemans expression316 is used, as fol-
lows:
U (#) = Cn cos"(- 7r)
n=o
5
= (-1)n C cos"
n=O
(D.5.3)
Expanding Eq. D.5.3 yields
U ($) = Co - C 1 cos + C2cos 2 - C 3 cos 3 + C 4 cos4 - C 5 cos 5 $
1 [CO] + cos $ [-C 1 ] + cos2 4 [C2] + cos3 $ [-C 3] +
+cos 4 0[C4]+ cos $ [-C5].
(D.5.4)
In order to convert between these two expressions, we make use of the following
useful trigonometric identities:
cos (a + #) = cos a cos 3 - sin a sin #, (D.5.5)
(D.5.6)cos (2#) = 2 cos2 g - 1,
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V1
2
cos (3#)
and
co
sin (2#) = 2sin # cos #,
cos 2 0+ sin2 # = 1,
= cos (2# + #)
= cos (2#) cos # - sin (2#) sin #
= 2cos3 # - cos#0 - 2sin2 #5cos#0
= 2 cos 3  - cos # - 2 (1 - cos2 #) cos #
= 4 cos 3 q# - 3 cos #,
s (4#) = cos (2 (2#))
= 2cos2 (2#)-1
= 2(2cos2q0_1) 2
= 8 cos 4 #- 8cos 2 #+ 1.
(D.5.7)
(D.5.8)
(D.5.9)
(D.5. 10)
Returning to Eq. D.5.2, and utilizing Eqs. D.5.5-D.5.10 yields
U!(#) (1+ cos (4)) + ' (1 - [2 cos2 +
+3 (1 + [4 cos 3 4 - 3cos #]) + g (1 - [8 cos 4 # - 8 cos 2 # + 1])
(D.5.11)
+cos2 [-V 2 + 4V4] +
+ cos3 # [2V 3] + cos4 # [-4V4].
We can now compare Eq. D.5.11 to Eq. D.5.4 to obtain the coefficient relation-
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= 1 [ + V2 + V3] + COS (#) [ -- 3] +
ships. Specifically,
CO= V2 + - (V + V3) (D.5.12a)2
C = 1 (-Vi + 3V3) (D.5.12b)
C2 -V 2 + 4V4  (D.5.12c)
C3= -2V 3  (D.5.12d)
C4= -4V 4  (D.5.12e)
C5= 0, (D.5.12f)
which are also available in the GROMACS manual.190
The inversion of the above relations is also useful when comparing GROMACS
values to literature values. Specifically,
3
V = -C3- 2C1 (D.5.13a)2
V2 = -C2 - C4 (D.5.13b)
C3
V3 = (D.5.13c)
C4
V4 = 4 (D.5.13d)v4 - 4
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Appendix E
Development of Force-Field
Parameters
E. 1 Overview
In Section D.2 of Appendix D, I introduced the OPLS-AA force field, developed by
Jorgensen and coworkers188 to model the behavior of organic molecules in liquid sys-
tems. Application of such a force field to a particular solution containing surfactant,
solvent, and ions requires the specification of a set of parameters for: (i) all in-
tramolecular, bonded interactions, including specifying equilibrium bond lengths and
force constants (bond stretching), equilibrium bond angles and force constants (angle
bending), and torsion potential series coefficients and phase angles (bond torsion),
and (ii) all interatomic, non-bonded interactions, including specifying atomic partial
charges (Coulombic interactions) and Lennard-Jones parameters (van der Waals in-
teractions). (Note that, in the OPLS-AA model, atoms participating in the same
bonds or bond angles are disqualified from non-bonded interactions with each other,
and atoms participating in the same bond torsion are assigned a reduced - by one
half - non-bonded interaction with each other.188)
The values for all these parameters are determined from either ab initio calcula-
tions98 191 or fitting to reproduce experimentally-measured properties, which include
enthalpies of vaporization, bulk liquid densities, heat capacities, and isothermal com-
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pressibilities.' 88 In general, these parameters are found to be dependent not only on
the elemental nature of the atoms participating in a given interaction, but also on
their orbital hybridization and specific nearest neighbors (i.e., their chemical func-
tionality). In fact, the parameters need not even be constants in principle - partial
charges, which are often calculated using an electrostatic surface potential fit to ab
initio data, can vary with molecule configuration 94!
To reduce the number of parameters that need to be calculated or fit, a number
of simplifying assumptions are made. For example, the partial charges mentioned
above are usually set to average values based on the most likely configurations of a
molecule (or even just of the geometry-minimized state) .194 Also, bonded interactions
are typically considered on the basis of the atom types participating in the interaction,
where a particular atom type represents an atom of a particular element and orbital
hybridization connected to one or more of a subset of possible neighboring atoms. As
a concrete example, OPLS-AA shares the atom types of the AMBER force field,98
and the atom type CT represents any sp3 (tetrahedral) carbon. Therefore, CT may
represent the carbon in CH4, RCH3 , R 2CH 2, R3CH, or R 4 0, regardless of R (a
generic functional group). Of course, the particular nearest neighbors to CT in R
(more precisely, their atom types) must still be considered when determining specific
bonds, angles, and torsions involving these groups.' 88
Many various functional groups are represented through the existing atom types
and specification of bonded and non-bonded parameters found in the original OPLS-
AA force field.188 In addition, other useful functional groups and related parameters
have been added since (including carbohydrates,2 38 heterocycles, 319 amines,320 esters,
nitriles, and nitro-containing compounds,32 ' and even fluorinated alkanes 32 2 ). Still,
there were gaps in the force field for a number of years which corresponded to the
chemical functionality encountered in certain common surfactant head groups, es-
pecially those involving non-zero net charges or dipoles. (This includes ionic and
zwitterionic surfactants, containing sulfates, sulfonates, tetraalkyl ammoniums, and
betaines.) Furthermore, due to the large number of combinations of atom types
that must be considered when constructing a library of torsional parameters (recall
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that these are four-body interactions), even common existing functional groups in
the forcefield (e.g., ethers and alcohols) are not always fully specified when present
in close proximity on a molecule. This is an issue, for example, with the terminus
of ethoxylate head groups, where the ether oxygen (OS atom type) participates in
a bond torsion with the terminal alcohol oxygen (OH atom type) with two CT car-
bon intermediaries. The resulting OS-CT-CT-OH dihedral is not present in the
OPLS-AA force field (except as an entry for carbohydrates, in the context of a cyclic
ring).
Fortunately, the development of new force-field parameters is a systematic process,1 91
particularly for bonded interactions, where ab initio techniques are most often used.188
There has also been recent interest in the literature in developing new force-field para-
meters for ionic liquids, which have much in common with charged surfactants, often
possessing similar functionality and even alkyl attachments to the charged moieties.
In this thesis, I make extensive use of the force-field parameters developed by Canon-
gia Lopes and coworkers for tetraalkylammonium ions, 192 pyridinium ions,1 93 and sul-
fate and sulfonate ions,' 94 which were validated against experimental data for ionic
liquids. These parameters have been most useful for the modeling of trimethylammo-
nium, pyridinium, sulfate, sulfonate, and sulfobetaine surfactants. Furthermore, these
parameters were developed specifically to be consistent with the OPLS-AA force field,
by using similar procedures for deriving the parameters, and using existing OPLS-AA
parameters to describe interactions involving alkyl groups which are distant from the
functional group of interest (i.e., two or three carbons, or more, away).
Even with this recently expanded set of parameters, there are still cases that re-
quire new force-field parameter development, within the context of OPLS-AA. This
includes the important linear alkylbenzene sulfonate class of surfactants. Here, the
connectivity of the sulfonate directly to the benzene ring precludes use of the sul-
fonate parameters already available, 194 which were designed only to be attached to
linear alkanes, not benzene rings. Note that linear alkylbenzene sulfonate surfactants
with branching at the 4-position have indeed been previously parametrized, but in
the CHARMM force field, rather than OPLS-AA.26 9 Using these parameters directly,
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however, could introduce inconsistencies which, when comparing results between dif-
ferent types of surfactants, with some modeled in OPLS-AA and some modeled in
CHARMM, could complicate the analysis. (It would be difficult to quantify how
much of an observed difference in, say, atomic group hydration was due to the use
of the different force field, lacking explicit models for the molecule in both force
fields.) Additionally, other classes of alkylbenzene sulfonate surfactants have not yet
been studied, including those with alkyl chains at both the 2-position and 5-position.
Hence, I identified a need for developing new force-field parameters for this system.
Using the work of Canongia Lopes and coworkers' 94 as a guide, I assembled several
techniques from the literature and applied them to the linear alkylbenzene sulfonates.
I will use this system as a case study in the following sections to illustrate the tech-
niques.
E.2 Procedures for Force-Field Parametrization
E.2.1 Ab initio Calculations
All the techniques for force-field parametrization that I will present below depend
upon ab initio geometry optimization, to determine either the global minimum po-
tential energy configuration, or the energy-minimized configurations with certain in-
ternal coordinates (such as a dihedral angle) set to fixed values. Given an optimized
geometry (i.e., a set of Cartesian coordinates for each atom), one also needs to be able
to compute the configurational electronic potential energy (a single point energy cal-
culation) and atomic partial charges (through electrostatic surface potential fitting).
For all these tasks, I make use of the Gaussian 03 software package.2 3 4
Gaussian 03 implements a wide variety of model chemistries for the approximate
solution of the Schrudinger equation
HO = E@, (E.2.1)
where H is a molecular Hamiltonian operator, @ is the wavefunction (dependent on
365
electron and nuclei positions and time), and E is the energy of the molecule. Spec-
ifying a model chemistry involves: (i) choosing a level of theory, which refers to the
degree of approximation made in solving a time-independent form of the Schradinger
equation under the Born-Oppenheimer approximation (e.g., Hartree-Fock theory,
Moller-Plesset perturbation theory), and (ii) choosing a molecular orbital basis set.
A molecular orbital (MO) is a function which represents the spatial distribution of
an electron in a molecule. Using a Slater determinant, a closed-shell wavefunction 4
can be related to a set of n/2 MO's (for an even n electrons) and two spin functions
(pairing two electrons per MO). Calculation of any particular MO is performed using
a weighted sum of so-called one-electron basis functions centered on the positions of
the atomic nuclei. These one-electron basis functions are themselves expressed as
linear combinations of primitive gaussian functions.32
To summarize the above discussion, each MO, #i (for i = 1 to n/2), can be
represented as
cp'i xt, (E.2.2)
where the cji are the weights (referred to as molecular orbital expansion coefficients)
assigned to each one-electron basis function, x,. The weights c,,i must be solved for
using a variational principle during the course of calculation. The index y spans all
the basis functions included in the basis set for the atom center of interest. The x,'s
(also called contracted gaussians) are expressed in terms of primitive gaussians as
follows:
x = Zdf,,gP, (E.2.3)
P
where the d,,, are contraction coefficients which weight the primitive gaussians, gp.
The weights d,,, are fixed by choice of basis set. The index p spans all the primitive
gaussians included in the basis set.323
A complete basis set for a particular nuclear center then consists of: (i) specifica-
tion of the number of gp's to be used, (ii) provision of the precise functional form of
each gp (e.g., s, p, d, and f orbitals all exhibit differing radial-dependence), and (iii)
declaration of the d,,, weights. The more primitive gaussians that are included, the
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larger the computational cost. However, larger sets also lead to fewer restrictions on
the position of electrons in space, more accurately representing the behavior of the
real system.23 4 ,323
For the procedures that I will discuss shortly, I follow the strategy of Canongia
Lopes and coworkers191 in performing all geometry optimizations at the Hartree-Fock
(HF) level of theory with a 6-31G(d) basis set. Single-point energy calculations and
electrostatic surface potential fitting are performed using the Moller-Plesset (MP)
perturbation theory,324 which represents an improvement on HF theory by introduc-
ing the effects of electron correlations. Specifically, use of MP2 is recommended,
which is the level of theory obtained by truncating the MP perturbation expansion
after second order (providing the first non-zero correction to the electronic energy).
It is also recommended that MP2 be used in combination with a relatively large basis
set, the cc-pVTZ(-f) basis set, which is the triple-zeta, correlation-consistent basis
set of Dunning, 325,326 modified to remove the f orbitals of heavy atoms and the d
orbitals of hydrogen. 32" This basis set has been found to work very well with MP2
in computing conformational energies, 328 although it is not available by default with
Gaussian 03. To create a custom basis set (.gbs) input file for cc-pVTZ(-f) that can
be used with Gaussian, one can obtain the full cc-pVTZ basis set from the EMSL
Basis Set Exchange329 ,33 0 (online at https://bse.pnl.gov/bse/portal), and remove the
specified orbitals by hand. (Gaussian 03 allows the use of such external, customized
basis sets for any of its standard calculations. 23 4 )
E.2.2 Bond-Stretching Parametrization
Using Gaussian 03,23 directly following a geometry optimization of a molecule (key-
word: OPT), a frequency calculation (keyword: FREQ) can be used to calculate force
constants associated with the potential-energy minimized structure. These force con-
stants are second derivatives of the electronic potential energy, Eeec, of a molecule
with respect to the positional coordinates of its atoms. Note that these force con-
stants have meaning only if the frequency calculation is performed using the same
basis set and theoretical model as the geometry optimization.323
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The force constants form a Cartesian Hessian, H, a 3N x 3N matrix with ele-
ments Hij = O2E/0xioxj, where E is the potential energy of the molecule, and xi
and x are elements of x, the vector containing the 3N total Cartesian coordinate
variables for the N total atoms in the molecule (the elements of x are, in order,
the x, y, and z-coordinates of atom 1, followed by those of atom 2, then atom 3,
etc.). Since H is symmetric, it is stored as a lower-triangular matrix in practice,
containing 3N (3N + 1) /2 total elements. Accessing H from the Gaussian 03 output
requires converting the binary checkpoint file (.chk extension) generated by Gaussian
03 during the FREQ calculation into a formatted, plain-text file (.fchk extension)
using the formchk.exe utility packaged with Gaussian 03 in its root installation di-
rectory. Within the .fchk file, the lower triangular form of H is reported as a vector
under the heading "Cartesian Force Constants", where this vector, h, has elements
(Hu,1 H21 , H 2 2 ,H 3 1 ,1H3 2 , H 3 3 , ... ).
Seminario1 has reported a useful method for extracting the force constants for
bonded interactions from H, including those for bond stretching, angle bending, and
even bond torsion. Note, however, that the bond-torsion force constants are limited
in application, since they are derived using a harmonic potential, which is appropriate
only for small perturbations from the geometry-optimized dihedral angles. That is,
the full bond-torsion potential energy profile as a function of dihedral angle, which
contains multiple energy minima, cannot be reproduced using this method, which
admits only one minimum. A better treatment of bond torsion parametrization can
be found in Section E.2.4 below.
In testing Seminario's approach, I have found the method to work quite well in
terms of achieving close agreement with the bond-stretching force constants already
found in the OPLS-AA force field. However, the angle bending force constants are
not as accurately reproduced, and I prefer instead the use of an empirical correlation
due to Halgren, 2 331 and discussed in Section E.2.3 below (also suggested by Canongia
Lopes and coworkers' 9 4). Therefore, although Seminario's approach has been used by
others to develop a full set of force-field parameters exclusively from the Hessian (see,
for example, the program Hess2FF 332), I use it only in the case of bond-stretching
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parametrization, which I will now describe.
Starting with the Hessian
a2E 82E , 2E
9X 1x1 ax1Dx1  c9XlaX3N
82E 92E . 2E
H = X29X1 4x 2Dx2  0 X28X3N , (E.2.4)
a
2 E ._2E ... 82E
.
9
X3N&X1 aX 3 NDX2 aX3NaX3N
the reaction force vector which arises due to displacements of the atoms of a molecule
in space can be computed as follows:
SF = [6F1,6F 2 ... ,6F 3 N]T = -H6x. (E.2.5)
As an aside, the Hessian matrix H is clearly symmetric, since the order of par-
tial derivatives may be exchanged, and H therefore admits an orthonormal basis of
eigenvectors with corresponding eigenvalues, where each eigenvector represents the
direction of displacement for a normal mode of vibration of the molecule and the
eigenvalues can be construed as harmonic force constants. Seminario thus uses the
symbol [k] in place of H, where k reminds the reader that H acts in this manner on
6x.
The reaction force, 6Ff, on a particular atom p (1 < p < N) due to the dis-
placement of all atoms in the system can be extracted from 6F in Eq. E.2.5 as
, = [F 3 (p- 1 )+1, F 3 (-1)+ 2, F3(p-1)3] T. Note that the vector 6F, can also be com-
puted directly by taking a rectangular, 3 x 3N submatrix of [k], which I will symbolize
as [kp], consisting of the three rows of H indexed by 3 (p - 1) + 1, 3 (p - 1) + 2, and
3 (p - 1) + 3. Furthermore, the reaction force on a particular atom p due to a dis-
placement in atom q (1 < q < N), 6 Fpq, can be computed by taking a square, 3 x 3
submatrix of [k,], which I will call [-kpq], consisting of the values of the three columns
of [kp] indexed by 3 (q - 1) + 1, 3 (q - 1) + 2, and 3 (q - 1) + 3. Then,
6Epq [kpq) 6xq,, (E.2.6)
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where Jzq is the displacement of atom q, corresponding to the 3 (q - 1) +1, 3 (q - 1)+
2, and 3 (q - 1) + 3 entries of 6x. Note that I have absorbed the negative sign found,
for example, in Eq. E.2.5 into the components of [kpq]. This follows Seminario's
notation. 1
The 3 x 3 matrix [kpq] is not generally symmetric (or even normal), due to the
presence of all the other atoms in the molecule. Therefore, its normalized eigenvectors,
v (where m = 1, 2, 3) are not generally orthogonal.
A condition for atoms p and q to be considered bonded is that the three corre-
sponding eigenvalues, Aq, are all positive. If this condition holds, and one assumes
that the potential energy for a bond can be written as a harmonic potential. That is,
1
Ub,pq = Ikb,pq (bpq - bo,pq )2  (E.2.7)
where the subscript b indicates a bond, the subscript pq specifies the particular bond
formed by atoms p and q, kb,pq is the bond force constant, bpq is the bond length in
a given configuration, and bo,pq is the equilibrium (geometry-optimized) bond length,
then Seminario suggests the following form for the bond-stretching force constant:
3
kb,pq = M Ap | - | , (E.2.8)
m=1
where Up' is the normalized bond vector pointing from atom p to atom q. That is,
contributions to kb,pq arise from each eigenvector/eigenvalue pair.1
In Figure E-1, the molecule benzene sulfonate is presented in its geometry-optimized
form, found using the model chemistry HF/6-31G(d) and the OPT keyword in Gaussian
03 (the snapshot shown is taken from the program GaussView, which accompanies
Gaussian 03). These atomic coordinates and model chemistry were used to perform a
FREQ calculation, as mentioned above, from which the Cartesian Hessian matrix was
extracted from the checkpoint file. Application of Eq. E.2.8 with the eigenvalues and
eigenvectors determined for submatrices of this Hessian yielded the results shown in
Table E.1 (converting appropriately from the units used in Gaussian - Hartrees and
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Table E.1: Results for Bond Force Constants in Benzene Sulfonate Using Seminario's
Approach.1
Bond Atom Types Labels kb ( ,o bo (nm)
SY2-CA 12,3 190450.2 0.1798
SY2-02 12,13 558253.8 0.1452
SY2-02 12,14 564415.1 0.1451
SY2-02 12,15 558294.8 0.1452
CA-CA 3,4 353423.8 0.1387
CA-CA 3,2 353770.3 0.1387
Bohr - to the units used in GROMACS - kJ/mol and nm). The atom types in Table
E.1 reflect the atom types used in OPLS-AA, while the labels follow the numbering
shown in Figure E-1. The results displayed are the average values found by taking
(kb,pq + kb,qp) /2 - since [kpq] is only approximately symmetric, there is a minor devi-
ation in the force constants. Furthermore, in applying these results to simulations in
GROMACS, I average the results for all bonds with the same atom types, and use
the resulting values as representive of all bonds of that type. Hence, for the SY2-02
bond type, I use a value of kb = 560321.2 kJ/mol and bo = 0.1451 nm. Finally, note
that the CA-CA bond type is already specified in OPLS-AA. I have included the
results here to demonstrate reasonable agreement with OPLS-AA. Here, the average
value in the vicinity of the sulfur group is kb = 353597.1 kJ/mol and bo = 0.1387 nm.
In OPLS-AA, the values for a generic CA-CA bond are kb = 392459.2 kJ/mol and
bo = 0.14 nm (obtained from the GROMACS OPLS-AA force-field files). To remain
consistent with OPLS-AA, I make use of the OPLS-AA values whenever available.
It is interesting to compare the SY2-CA and SY2-02 bond parametrizations in
Table E.1 to analogous bonds in OPLS-AA. For the class of sulfonamides (R2NS(=0)2R),
the sulfur has atom type SY and the oxygens OY. There is, in fact, an SY-CA bond
specified: kb = 284512.0 kJ/mol and bo = 0.177 nm (obtained from GROMACS). Com-nm2
paring to the SY2-CA bond parameters, where kb = 190450.2 kJ/mol and bo = 0.1798nm2
nm, we see that the SY2-CA bond is less stiff than the SY-CA bond, although
the equilibrium bond lengths are approximately equal. There is also an SY-OY
bond specified: kb = 585760.0 kJ/mo and bo = 0.144 nm (also obtained from GRO-
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Figure E-1: Chemical structure and (arbitrary) atom numbering for benzene sulfonate
using Gaussian 03. The atom numbers are referred to in the text when discussing
force-field parameter development. (Color code: gray - carbon, white - hydrogen,
yellow - sulfur, red - oxygen.)
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MACS). Comparing to the SY2-02 bond parameters, where kb = 560321.2 kJ/mol and
bo = 0.1451 nm, we see excellent agreement. Therefore, it appears that the sulfur-
oxygen bond stiffness is relatively unaffected by the neighboring functional groups,
while the sulfur-carbon bond is more sensitive.
E.2.3 Angle-Bending Parametrization
Halgren2, 331 proposes the following empirical correlation for the angle-bending force
constant to be applied to an angle comprising atoms a, b, and c, which he has demon-
strated fits experimental data for a test set of organic molecules to within 12% rms
error:
ko = 1.75ZaCZe (Rab + Rb)-' a-s exp (-2D), (E.2.9)
where the Z and C constants depend on the atom element (see Table E.2 for a
selection of relevant values from Halgren's work 2 ), Rab and Rbc are the equilibrium
bond lengths between atoms a and b and atoms b and c, respectively (in Angstroms),
9 abc is the equilibrium bond angle (in radians), and D is calculated as follows:
D = (Rab - Rbcs)2  (E.2.10)
(Rab + Rbc) 2 (
The units of ko in Eq. E.2.9 are (mdyn-Z /rad2 , which can be converted into
GROMACS units of (kJ/mol) /rad2 by multiplying ko by Avogadro's number and a
unit conversion factor of 10-21 kJ/ (mdyn-A). Note that special care must be taken
when applying the constants in Table E.2 to angles containing carbon. Tetrahedral
(sp 3 hybridized) carbon (e.g., in linear alkanes) has a C parameter of 0.97, while
carbon in all other forms (e.g., in benzene) has a C value of 1.05. Certain constants
in Table E.2 are not applicable for hydrogen, fluorine, and silicon, since these elements
can only be found either in an angle endpoint (H and F) or in an angle center (Si).
Halgren points out that the expression in Eq. E.2.9 has four key dependencies: (1)
a dependency on elemental composition of the angle, through the constants of Table
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Table E.2: Atomic Constants To Be Used in Eq. E.2.9.
Atom Z C Atom Z C Atom Z C
H 1.44 - N 2.67 1.06 Si - 0.95
C (sps) 2.49 0.97 0 3.12 1.24 P 2.53 1.23
C 2.49 1.05 F 2.67 - S 3.01 1.22
E.2, (2) a dependency on the size of the arms of the angle, through the (Rb + Rbc<
term, such that ko increases as the sum of the bond lengths decreases, (3) a depen-
dency on the equilibrium angle itself, through the 6-2 term, such that ko increases
as Oabe decreases, and (4) a dependency on the asymmetry of the angle, through
the exp (-2D) term, and, more specifically, the formulation of D. Regarding this
last dependency, note that Rab = Rbc (bond length symmetry) yields D = 0, and
exp (-2D) = 1. For asymmetric cases, 0 < D < 1 (since Rab, Rbc > 0), such that
1 > exp (-2D) > 1/e 2 . In other words, bond length asymmetries will decrease ko.
Since usual differences in bond lengths are quite small, this effect is minor.
Using the appropriate values in Table E.2 and applying Eqs. E.2.9 and E.2.10,
I have investigated several angles within benzene sulfonate (see Figure. E-1), which
are summarized in Table E.3 below (equilibrium bond lengths and bond angles are
computed from the geometry-optimized structure in Gaussian 03).
In Table E.3, note the force constant for the SY2-CA-CA angle, with ko = 572.2
(kJ/mol) /rad2 . This force constant is reported by He and coworkers 29 in their
CHARMM implementation as only 83.7 (kJ/mol) /rad2 , although they do not clearly
describe their approach for this aspect of their force-field development. In order to
confirm Halgren's approach, then, in view of this discrepancy, I selected a few existing
ko OPLS-AA values to compare to, which are summarized in Table E.4. For these
cases, equilibrium bond lengths and bond angles were drawn from the source given
in brackets in the final, ko reference column. Note that, in all cases, there is excellent
agreement between the Halgren values and the reported values. Since this includes
an example with sulfur (alkyl sulfonate), I will utilize the Halgren results for benzene
sulfonate.
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Table E.3: Results for Angle Force Constants in Benzene Sulfonate Using Halgren's Correlation. 2
Angle Atom Types Za COb Zc Rab(A) Rbc(A) 9 abc (0) 9 abc (rad) k ( ra"2
02-SY2-02 3.12 1.22 3.12 1.451 1.451 114.1 1.991 1087.9
02-SY2-CA 3.12 1.22 2.49 1.451 1.798 104.3 1.820 907.2
SY2-CA-CA 3.01 1.05 2.49 1.798 1.387 120.2 2.098 572.2
VI,
Table E.4: Additional Results for Angle Force Constants Using Halgren's Correlation. 2
Angle Atom Types Za Cb Ze Rab(A) Rbc( 6 abc (0) 6 abc (rad) k k[R(A( R(A 1di2i 0 rad2
CA-NA-CA 2.49 1.06 2.49 1.34 1.34 120.4 2.101 585.5 586 193]
HC-CT-HC 1.44 0.97 1.44 1.09 1.09 107.8 1.881 274.8 276.1 1..I
CA-CA-CT 2.49 1.05 2.49 1.4 1.51 120.0 2.094 536.1 586.2[333]
CA-CA-CA 2.49 1.05 2.49 1.4 1.4 120.0 2.094 558.8 527.2[320]
02-SY2-CT 3.12 1.22 2.49 1.455 1.792 104.5 1.824 904.9 870.0[1941
E.2.4 Bond-Torsion Parametrization
Parametrization of a missing bond torsional profile requires complete specification of
all other parameters, including: (i) bond-stretching parameters, using either OPLS-
AA values or values derived using Seminario's approach described in Section E.2.2,
(ii) angle-bending parameters, using Halgren's empirical correlation when OPLS-AA
values are unavailable, as described in Section E.2.3, (iii) all known dihedral angles,
using OPLS-AA values, or dihedral angles obtained from other analogous organic
molecules, and (iv) atom partial charges, which may be obtained from the CHELPG
algorithm described in the next section. Note that van der Waals parameters (Lennard
Jones o- and E values) are assumed to be readily available - I have not yet found a
need to develop these parameters myself for any surfactant molecule considered.
The procedure suggested by Canongia Lopes and coworkers,19 4 and previously
used by others in force-field development for OPLS-AA 8s, 32 2 involves conducting a
relaxed potential energy surface scan using ab initio software such as Gaussian 03234
about the dihedral of interest. This implies that the dihedral is advanced in regular
degree intervals (for this work, I use 50, although others have used broader intervals,
such as 100322), and a geometry optimization is conducted for the molecule as a
whole at each step. (In contrast, a rigid potential energy surface scan starts with a
geometry-optimized configuration, and rigidly rotates the dihedral through the same
intervals.) A single-point energy calculation is then conducted at each step, yielding
a curve for Eeec, the electronic potential energy as a function of dihedral angle. This
is the quantum-mechanical (QM) torsional profile.
Then, using the molecular force-field parameters for the molecule (excluding the
missing dihedral of interest) and the geometry-optimized coordinates for each dihedral
step, a potential energy curve is generated (e.g., this can be accomplished in Program
BUILDER - see Appendix C for a discussion of this Program). This is the molecular
dynamics (MD) torsional profile.
Finally, the difference in the QM and MD torsional profiles yields the potential
energy due to the missing torsional parameters. A least-squares fitting technique can
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Table E.5: Ryckaert-Bellemans Potential Coefficients for the 02-SY2-CA-CA Dihe-
dral.
Coefficient Value (kJ/mol) Coefficient Value (kJ/mol)
CO 3.29185 03 -0.35256
C1 0.34603 C4 12.99238
C2 -16.27770 C5 0.00000
be used to obtain the missing parameters. Recalculating the MD torsional profile
then demonstrates close agreement with the QM values.
The curves for the missing dihedral 02-SY2-CA-CA in benzene sulfonate are
shown in Figure E-2. Fitting the Ryckaert-Bellemans form for this bond-torsion
potential energy,
5
UO2-SY2-CA-CA O COs ( - 7r), (E.2.11)
n=o
to the data, recognizing that there are six total dihedrals of this type in benzene
sulfonate and that their angles are offset as the SY2-CA bond is rotated, yields the
coefficients listed in Table E.5.
As a final comment on dihedrals, note that the magnitude of the QC-MD curve
in Figure E-2 is relatively small compared to typical curves encountered in the liter-
ature.194 This is due to the fact that there are three oxygens present and offset from
one another, such that, as one oxygen rotates into the plane of the aromatic ring,
interacting sterically with the hydrogen attached to the aromatic carbon beta to the
sulfonate functional group, the other two oxygens are in more favorable locations. As
a result, the difference between the peaks and troughs of the QC-MD curve is minimal
(less than 0.2 kJ/mol). When one examines the curve of the torsional potential of
He and coworkers2 69 in their CHARMM force-field representation for linear alkylben-
zene sulfonate for a single 02-SY2-CA-CA dihedral, large values in the potential are
encountered (order 30 kJ/mol). However, when all six dihedral angles are properly
accounted for, and added together, the difference between the peaks and troughs is
less than 0.25 kJ/mol, a very comparable result to the one obtained here.
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Figure E-2: 02-SY2-CA-CA torsional potential energy profile for benzene sulfonate.
The QC curve is the quantum chemistry (ab initio) potential energy, the MD curve
is the molecular dynamics potential energy (missing the dihedral of interest), and the
QC-MD curve is the difference between the two (to be fit to develop the missing dihe-
dral parameters). The QC curve has some small amount of error due to convergence
to a tolerance - hence, small spurious features, such as the dip in the QC-MD curve
will at times arise. The fitting function (a truncated cosine series) has a smoothing
effect which eliminates these features.
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Figure E-2: 02-SY2-CA-CA torsional potential energy profile for benzene sulfonate.
The QC curve is the quantum chemistry (ab initio) potential energy, the MD curve
is the molecular dynamics potential energy (missing the dihedral of interest), and the
QC-MD curve is the difference between the two (to be fit to develop the missing dihe-
dral parameters). The QC curve has some small amount of error due to convergence
to a tolerance - hence, small spurious features, such as the dip in the QC-MD curve
will at times arise. The fitting function (a truncated cosine series) has a smoothing
effect which eliminates these features.
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Table E.6: Modified CHELPG Charges for Benzene Sulfonate (Net q = -1).
Label Atom q Label Atom q Label Atom q
1 C -0.165 6 C -0.087 11 H +0.073
2 C -0.026 7 H +0.085 12 S +1.363
3 C -0.110 8 H +0.095 13 0 -0.739
4 C -0.026 9 H +0.095 14 0 -0.739
5 C -0.165 10 H +0.085 15 0 -0.739
For the benzene sulfonate molecule depicted in Figure E-1, the CHELPG charges
computed using Gaussian 03 are those listed in Table E.6 (in units of elementary
charge). These atomic charges have been slightly modified by averaging together
the charges for atoms which should have equal values by symmetry arguments (e.g.,
groups like carbons 1 and 5, hydrogens 7 and 10, or oxygens 13, 14, and 15 in Figure
E-1). The CHELPG charges in these case differed by less than 0.01 in the case of
the oxygens, less than 0.001 in the case of the carbons, and less than 0.0001 in the
case of the hydrogens. Therefore, the effect of using average atomic charge values is
negligible.
Note that the charges in Table E.6 are used only for developing the dihedral para-
meters for the missing 02-SY2-CA-CA dihedral described in Section E.2.4. For pro-
duction runs with linear alkylbenzene sulfonates, the bond-stretching, angle-bending,
and bond-torsion parameters developed using benzene sulfonate are combined with
CHELPG charges developed specifically for the alkylbenzene sulfonate of interest.
This follows the principle of using more basic molecules to parametrize the bonded
interaction parameters needed for the analysis of larger molecules. 98,335 I have devel-
oped three distinct sets of charges for alkylbenzene sulfonate molecules: (i) one for a
linear alkane attached at the 4-position of the ring, (ii) one for a branched alkane at-
tached at the 4-position of the ring (branching at the alpha carbon), and (iii) one for
a linear alkane attached at the 2-position and 5-position of the ring. These systems
are described in detail in Chapter 6.
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Appendix F
Molecular Property Determination
F.1 Overview
For a predictive model of surfactant micellization behavior to be useful, it must be able
to distinguish between similar surfactant chemical structures, since small changes in
structure and atomic composition can demonstrably impact the aggregation process,
as evidenced by a shifting in the critical micelle concentration (cmc) and changes to
the shape and size distribution of micelles formed in solution at various total sur-
factant concentrations."' 3 In the molecular-thermodynamic (MT) theory presented
in Chapter 2, which I have helped develop and refine in order to accommodate the
modeling of branched surfactants, various molecular parameters, or descriptors, are
used to uniquely describe each surfactant considered. Molecular descriptors have been
used in a variety of fields, such as pharmaceutical science and chemistry, to compare
and contrast molecules, draw correlations between molecular structure and activity,
and design novel molecules possessing some pre-determined desired property. These
descriptors can be experimental or theoretical in origin, but always have a well-defined
procedure for their measurement or calculation. 336
In many applications, molecular descriptors are used to develop quantitative
structure-activity relationships (QSAR's), where a statistical technique, such as Prin-
ciple Component Analysis (PCA), is used to create a model based on an existing
experimental dataset which gives preferential weighting to those descriptors which
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best explain the data. In contrast, the use of molecular descriptors within an MT
theory arises from a phenomenological thought process utilized to compute the free
energy of micellization, gmic, for any possible micelle present in solution. The value
of gmic represents the difference between reference-state chemical potentials of the
micelle as a whole and of its individual constituents (i.e., surfactant molecules and
bound counterions) in their dispersed states. Once gmic is known, the aggregation
behavior of the solution can be fully determined.81
The specifics of this thought process are thoroughly discussed in Section 2.3.1 of
Chapter 2, but a key point of relevance to this Appendix is that the thought process in-
volves a conceptual division of a surfactant molecule into so-called head (hydrophilic)
and tail (hydrophobic) regions. The specific molecular descriptors required for MT
modeling, then, are related to these two regions. They include: (i) the cross-sectional
area of the surfactant head, ah, (ii) the valence, z, and the location (relative to the
micelle core-water interface), d2, of each charge in the surfactant head (one charge
for anionic and cationic surfactants, and two charges for zwitterionic surfactants),
(iii) the length of the surfactant head, 1h, (iv) the solubility of the surfactant tail in
water, Staji, (v) the planar interfacial tension of the surfactant tail or its analogous
oil against water, uo, (vi) a Tolman distance, 6, used to provide curvature corrections
to 0o, (vii) the area at the micelle core-water interface shielded by the cross-sectional
area of the bond connecting head and tail, ao, and (viii) the molecular volume of the
tail, Vtail.
This Appendix includes a summary of methods used in determining values for sev-
eral of the above descriptors. In Section F.2, I tabulate a few useful properties related
to the elements most commonly found in surfactant molecules. In Section F.3, I tab-
ulate water densities at various temperatures of interest, and provide corresponding
molarities. In Section F.4, I describe my development of a simple group-contribution
model for molecular volume based on fitting to a sizable set of molecular volumes
derived from D20 specific gravity data (i.e., liquid densities at 20'C divided by the
reference density of water at 40C). In Section F.5, I describe several possible group-
contribution models for tail solubility. In Section F.6, I discuss the procedure that I
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Table F.1: Atomic Weights and Van der Waals Radii for the Elements Most
Commonly Found in Surfactant Molecules
Element Symbol Ar* RVdwT Element Symbol Ar* Rvdw
Hydrogen H 1.008 0.117 Fluorine F 18.998 0.130
Carbon C 12.011 0.175 Silicon Si 28.085 0.210
Nitrogen N 14.007 0.155 Phosphorus P 30.974 0.180
Oxygen 0 15.999 0.140 Sulfur S 32.06 0.180
* Relative atomic weight (amu).3
t Van der Waals radius (nm). Values from Gavezzotti338 (H, C, N, O, and F)
and Bondi339 (Si, P, and S).
use for estimating the tail interfacial tension against water for linear and branched
alkyl tails. Finally, in Section F.7, I provide a listing of packing polynomials appro-
priate for the linear and branched surfactant tails considered in this Thesis.
F.2 Atomic Weights and Radii
In Table F.1, I list the elements most commonly found in surfactant molecules (ex-
cluding their counterions), together with their associated relative atomic weights and
van der Waals radii. In addition to the elements commonly found in most organic
materials (hydrogen, carbon, nitrogen, and oxygen), the element fluorine is found in
fluorinated surfactants, the element silicon is found in siloxane surfactants, the ele-
ment phosphorus is found in classes of surfactants such as the phosphates, and the
element sulfur is found in classes of surfactants including the sulfates, sulfonates, and
sulfoxides.' 2 The relative atomic weights are used in Section F.4 to convert from den-
sity to molecular volume, and were used in the preparation of Section F.5 to convert
experimental solubility data from a weight basis such as ppm (g solute/10 6g solution)
to molar concentration, where necessary. The van der Waals radii are used in the
calculation of solvent accessible surface areas based on computer simulation results,
as described in Chapter 3.
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Table F.2: Density and Molarity of Water at Atmospheric Pressures
T (0C) pHO (g/cm3 ) MH 2O (mol/L) T (0 C) pH2O (g/c 3 ) 3 MH 2O (mol/L)
4 0.9999749 55.508 35 0.9940326 55.178
20 0.9982067 55.410 40 0.9922152 55.077
25 0.9970470 55.345 45 0.99021 54.966
30 0.9956488 55.268 60 0.98320 54.577
F.3 Liquid Water Density and Molarity
The densities and molarities of liquid water at various temperatures are summarized in
Table F.2 for standard atmospheric pressure (1 atm = 101325 Pa) and temperatures
following the ITS-90 temperature scale.3',34  The density of water at 4C was used
to prepare the list of densities in Table F.5 from D20 data. The molarity of water
at 250C was used to compute the group contributions to the transfer free energy in
Table F.9.
The molarity of water in Table F.2 is computed from the density as follows:
[mol PH2 O [ 31[cm 3 ]
MH 2O = M C x 1000 (F.3.1)L MWH2O L '
where PH 2 0 is the liquid density of water, and MWH20 = 18.015& is its molecular
weight (determined using the values in Table F.1).
F.4 Surfactant Tail Liquid Density
The packing free-energy contribution to gmic, described in Section 2.3.7 of Chapter 2
and throughout Chapter 4, requires knowledge of the distribution of volume of a chain
(the surfactant tail) in space as a function of the conformation of that chain. This is
most readily accomplished using an additive group-contribution method, where each
atomic group in the chain has a specified volume, located at a particular point in
space corresponding to some convenient center for the group (typically the center of
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mass of the heavy atom). This is represented symbolically as
v (r) = 5 (r - ra) va, (F.4.1)
a
where v (r) is the volume of the chain at radial position r, a indexes the atomic
groups, Va is the total volume assigned to atomic group a, ra is the radial position
of atomic group a, and 6 is the Dirac delta function (ra is restricted to lie between
r = 0, the radial position of the center of mass of the micelle, and r = R, the radius
of the micelle). Note that the presence of the delta function means that v (r) has
units of volume per length, such that integration across the radial dimension of the
micelle yields the total tail volume. Specifically,
R
Sv () dr = va = vtail. (F.4.2)
a
Note also that, in this discussion, "radius" refers to the radial distance from the
center of a spherical micelle, the perpendicular distance from the central axis of an
infinite cylindrical micelle along a cross-section, or the perpendicular distance from
the midplane of an infinite bilayer micelle.
Strictly speaking, in Eq. F.4.1 the values of Va for individual atomic groups can
be functions of the set of groups present in the molecule and their specific connec-
tivity. As a result, some approaches to predict liquid density make use of topological
indices, which can be calculated from the molecular graph of a compound.34 1 Other
approaches correlate densities to other experimentally-determined properties, includ-
ing critical points.3 42 Here, I will take a simpler approach, where I will assume that
the Va's are only functions of the group identity. That is, the volume for an atomic
group such as CH 2 will be assumed to be a constant across all types of molecules.
The CRC Handbook of Tables for Organic Compound Identification 26 5 provides a
wealth of D20 specific gravity data for linear and branched hydrocarbons, alkylben-
zenes, alcohols, ethers, and many other liquid compounds. The molecular volume of
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each of these compounds at T = 20'C, v2 0 c, can be related to their D 0 values by
MW ,10 [ 0
v2 [A3] __ C[ j] 1024 [ 3 (F.4.3)
* LDiopi4fa L7 ] NAv [(b]
where MWm is the molecular weight of molecule m (determined using Table F.1),
pH2 0 is the density of water at 40C (see Table F.2), and NAv is Avogadro's number
(6.022 x 1023 mol 1 ). Note that p20C = D20p4fC is the density of molecule m at
T = 200C.
Assuming that the molecular volume, Vm, is related to the va values as
Vm = E Va, (F.4.4)
a(m)
where a(m) indicates the set of atomic groups in molecule m (similar to Eq. F.4.2),
one can fit values of Va to reproduce either v20 0C or p20 0C (the results were found
to be essentially the same using a least-squares approach). The results of fitting to
reproduce p20 0c are summarized in Table F.3 and Figure F-1. The full data set used
for fitting can be found in Table F.5. Note that previous modeling efforts focusing on
solely linear surfactants, and thus fitting to linear hydrocarbons, arrived at best-fit
values for Va of 54A 3 for CH 3 and 27A3 for CH 2. If one fixes these values, then fits
the remaining groups represented in Table F.3, the result is Figure F-2. While the fit
for linear hydrocarbons is found to be excellent, the fitting for branched hydrocarbons
is especially poor, due to the assignation of a large volume to each terminal methyl
group. It is advisable, then, to fit the full set of molecules (as in Table F.3), rather
than proceed subset-by-subset.
As a final comment, since specific gravity is a function of temperature, Vm (and
thus the set of va) cannot be expected to hold at all temperatures. The change in
volume with temperature at constant pressure is normally expressed as a volumetric
coefficient of thermal expansion:
av"m = .am (F.4.5)VM (OT ,p
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Table F.3: Group Contributions to Molecular Volume Obtained for Common Tail
Groups at 20*C
Class Moiety va (3) Class Moiety va Z3)
Aliphatic CH3 44 Aromatic CH 24
Aliphatic CH2 29 Aromatic C 6
Aliphatic CH 14 Ether 0 10
Aliphatic C 0 Alcohol OH 17
150.0 200.0 250.0 300.0 350.0
Fitted Volumes (A3 )
400.0 450.0 500.0
Figure F-1: Comparison of molecular volumes derived from experimental D 2 data
with molecular volumes obtained from an additive group-contribution method pro-
posed in the text, where the full set of molecules in Table F.5 are fit simultaneously
to obtain the group contributions. Each black dot represents one molecule, a point
on the blue line represents equivalence between experimentally-derived and fitted vol-
umes, and a point lying between the red dashed lines and the blue line has less than
5% error relative to the experimentally-derived volume. Note the good agreement
obtained without recourse to more advanced group-contribution methods (e.g., those
involving topological indices).
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Figure F-2: Comparison of molecular volumes derived from experimental D"0 data
with molecular volumes obtained from an additive group-contribution method pro-
posed in the text, where linear hydrocarbons are fit prior to the remaining entries in
Table F.5 to obtain the group contributions. Each black dot represents one molecule,
a point on the blue line represents equivalence between experimentally-derived and fit-
ted volumes, and a point lying between the red dashed lines and the blue line has less
than 5% error relative to the experimentally-derived volume. Note the overestima-
tion for a large set of points: these correspond to branched hydrocarbons possessing
multiple terminal methyl groups, indicating too large of a group contribution for CH 3 .
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Table F.4: Values of 103 o,,m for Various Temperatures4
Molecule 200C 500C 100 0C Molecule 200C 500C 1000C
Hexane 1.36 1.51 - Dodecane 0.98 1.02 1.1
Octane 1.14 1.225 1.42 Tetradecane 0.89 0.96 1.035
Decane 1.02 1.095 1.21 Hexadecane 0.855 0.92 0.985
The approximate volume change, Avm, for a change in temperature AT is
Aem ~ av,moVmT, (F.4.6)
Table F.4 contains representative values for av,m for linear alkanes. It can be seen
that av,m for liquid hydrocarbons (and other liquids) is typically around 1 X 10-3/oC.
(Although am does change with temperature, the change is fairly minor.) Consider
that the maximum value for va in Table F.3 is 44A3 . For AT = 50C, AVm due to this
group is 0.2A3 , a minor error. For AT = 40'C, the error is Avm = 1.8A 3 , about 4%
error. Consider a spherical micelle of aggregation number 45 possessing a C1 tail.
The error in aggregation number is approximately 4% at this higher temperature.
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Table F.5: Density Fitting Results
#* Molecule PliqmodeI t PliqCRC I YmoPel c YCRCt0eYI I PliqCRC
Alkane Gases/Liquids Table (Table I(a), pg. 3 in Ref (265])
42 2,2,4-trimethylpentane 0.721 0.692 0.042 263 274 -11
47 2,2-dimethylhexane 0.721 0.695 0.037 263 273 -10
48 2,5-dimethylhexane 0.724 0.694 0.044 262 274 -12
50 2,4-dimethylhexane 0.724 0.700 0.034 262 271 -9
51 2,2,3-trimethylpentane 0.721 0.716 0.007 263 265 -2
53 3,3-dimethylhexane 0.721 0.710 0.016 263 267 -4
54 2,3,4-trimethylpentane 0.724 0.719 0.007 262 264 -2
56 2,3,3-trimethylpentane 0.721 0.726 -0.007 263 261 2
57 2,3-dimethylhexane 0.724 0.712 0.017 262 266 -4
58 3-ethyl-2-methylpentane 0.724 0.719 0.007 262 264 -2
61 2-methylheptane 0.724 0.698 0.037 262 272 -10
62 4-methylheptane 0.724 0.705 0.028 262 269 -7
63 3,4-dimethylhexane 0.724 0.719 0.007 262 264 -2
65 3-ethyl-3-methylpentane 0.721 0.727 -0.008 263 261 2
66 3-ethylhexane 0.724 0.714 0.015 262 266 -4
67 3-methylheptane 0.724 0.706 0.026 262 269 -7
76 2,2,4,4-tetramethylpentane 0.727 0.719 0.010 293 296 -3
79 2,2,5-trimethylhexane 0.729 0.707 0.031 292 301 -9
82 n-octane 0.724 0.703 0.031 262 270 -8
84 2,2,4-trimethylhexane 0.729 0.716 0.019 292 298 -6
87 2,4,4-trimethylhexane 0.729 0.724 0.008 292 294 -2
89 2,3,5-trimethylhexane 0.732 0.722 0.014 291 295 -4
91 2,2-dimethylheptane 0.729 0.710 0.027 292 300 -8
92 2,2,3,4-tetramethylpentane 0.729 0.739 -0.013 292 288 4
93 2,4-dimethylheptane 0.732 0.716 0.022 291 297 -6
95 2,2,3-trimethylhexane 0.729 0.729 0.000 292 292 0
96 4-ethyl-2-methylhexane 0.732 0.723 0.012 291 295 -4
97 3-ethyl-2,2-dimethylpentane 0.729 0.735 -0.007 292 290 2
98 4,4-dimethylheptane 0.729 0.725 0.006 292 294 -2
99 2,6-dimethylheptane 0.732 0.709 0.032 291 300 -9
100 2,5-dimethylheptane 0.732 0.715 0.024 291 298 -7
101 3,5-dimethylheptane 0.732 0.723 0.012 291 295 -4
104 2,4-dimethyl-3-ethylpentane 0.732 0.738 -0.008 291 289 2
106 3,3-dimethylheptane 0.729 0.725 0.006 292 294 -2
107 2,2,5,5-tetramethylhexane 0.734 0.719 0.021 322 329 -7
108 2,3,3-trimethylhexane 0.729 0.738 -0.012 292 289 3
109 3-ethyl-2-methylhexane 0.732 0.731 0.001 291 291 0
111 2,3,4-trimethylhexane 0.732 0.739 -0.010 291 288 3
114 2,2,3,3-tetramethylpentane 0.727 0.757 -0.039 293 281 12
115 4-ethyl-3-methylhexane 0.732 0.742 -0.014 291 287 4
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116 3,3,4-trimethylhexane 0.729 0.745 -0.021 292 286 6
117 2,3-dimethylheptane 0.732 0.726 0.008 291 293 -2
118 3,4-dimethylheptane 0.732 0.731 0.001 291 291 0
119 3-ethyl-3-methylhexane 0.729 0.741 -0.016 292 287 5
120 4-ethylheptane 0.732 0.730 0.003 291 292 -1
121 2,3,3,4-tetramethylpentane 0.729 0.755 -0.034 292 282 10
122 2,3-dimethyl-3-ethylpentane 0.729 0.754 -0.033 292 282 10
125 4-methyloctane 0.732 0.720 0.017 291 296 -5
127 3-ethylheptane 0.732 0.727 0.007 291 293 -2
128 2-methyloctane 0.732 0.713 0.026 291 299 -8
130 3-methyloctane 0.732 0.721 0.016 291 296 -5
131 2,4,6-trimethylheptane 0.738 0.722 0.022 320 327 -7
133 3,3-diethylpentane 0.729 0.754 -0.032 292 283 9
134 2,2-dinethyl-4-ethylhexane 0.736 0.733 0.004 321 322 -1
135 2,2,4-trimethylheptane 0.736 0.727 0.012 321 325 -4
136 2,2,4,5-tetramethylhexane 0.736 0.735 0.001 321 321 0
137 2,2,5-trimethylheptane 0.736 0.726 0.014 321 325 -4
138 2,2,6-trimethylheptane 0.736 0.719 0.023 321 328 -7
139 2,2,3,5-tetramethylhexane 0.736 0.738 -0.002 321 320 1
144 n-nonane 0.732 0.718 0.020 291 297 -6
149 2,5,5-trimethylheptane 0.736 0.737 -0.001 321 321 0
150 2,4,4-trimethylheptane 0.736 0.733 0.004 321 322 -1
151 2,3,3,5-tetramethylhexane 0.736 0.746 -0.013 321 317 4
152 2,2,4,4-tetramethylhexane 0.734 0.747 -0.018 322 316 6
155 2,2,3,4-tetramethylhexane 0.736 0.755 -0.025 321 313 8
156 2,2-dimethyloctane 0.736 0.724 0.016 321 326 -5
157 3-ethyl-2,2,4-trimethylpentane 0.736 0.757 -0.028 321 312 9
158 3,3,5-trimethylheptane 0.736 0.743 -0.009 321 318 3
159 2,3,6-trimethylheptane 0.738 0.734 0.005 320 322 -2
160 2,4-dimethyloctane 0.738 0.725 0.019 320 326 -6
162 d,l-2,5-dimethyloctane 0.738 0.737 0.002 320 321 -1
166 2,3,5-trimethylheptane 0.738 0.741 -0.004 320 319 1
167 2,5-dimethyl-3-ethylhexane 0.738 0.741 -0.004 320 319 1
168 2,4,5-trimethylheptane 0.738 0.741 -0.004 320 319 1
169 2,4-dimethyl-3-isopropylpentane 0.738 0.758 -0.026 320 312 8
170 2,2,3-trimethylheptane 0.736 0.742 -0.008 321 318 3
171 2,4-dimethyl-4-ethylhexane 0.736 0.747 -0.015 321 316 5
172 2,2-dimethyl-3-ethylhexane 0.736 0.749 -0.017 321 315 6
173 2,2,3,4,4-pentamethylpentane 0.734 0.767 -0.043 322 308 14
175 5-ethyl-2-methylheptane 0.738 0.736 0.003 320 321 -1
176 2,7-dimethyloctane 0.738 0.724 0.020 320 326 -6
177 3,6-dimethyloctane 0.738 0.736 0.003 320 321 -1
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178 3,5-dimethyloctane 0.738 0.736 0.003 320 321 -1
179 4-isopropylheptane 0.738 0.741 -0.004 320 319 1
180 2,3,3-trimethylheptane 0.736 0.749 -0.017 321 316 5
181 4-ethyl-2-methylheptane 0.738 0.736 0.003 320 321 -1
182 2,6-dimethyloctane 0.738 0.728 0.014 320 324 -4
183 2,2,3,3-tetramethylhexane 0.734 0.764 -0.040 322 309 13
185 4,4-dimethyloctane 0.736 0.735 0.002 321 322 -1
186 2,3,4,5-tetramethylhexane 0.738 0.757 -0.025 320 312 8
187 5-ethyl-3-methylheptane 0.738 0.737 0.002 320 321 -1
188 3,3-dimethyloctane 0.736 0.739 -0.004 321 320 1
189 4,5-dimethyloctane 0.738 0.746 -0.010 320 317 3
190 3,4-diethylhexane 0.738 0.754 -0.021 320 313 7
191 4-propylheptane 0.738 0.736 0.003 320 321 -1
194 2,3,4,4-tetramethylhexane 0.736 0.764 -0.036 321 309 12
195 2,3,4-trimethylheptane 0.738 0.751 -0.017 320 315 5
196 3-isopropyl-2-methylhexane 0.738 0.751 -0.017 320 315 5
198 3-ethyl-3-methylheptane 0.736 0.750 -0.019 321 315 6
199 2,4-dimethyl-3-ethylhexane 0.738 0.759 -0.027 320 311 9
200 3,4,4-trimethylheptane 0.736 0.757 -0.028 321 312 9
201 3,3,4-trimethylheptane 0.736 0.757 -0.028 321 312 9
202 3,4,5-trimethylheptane 0.738 0.759 -0.027 320 311 9
203 2,3-dimethyl-4-ethylhexane 0.738 0.759 -0.027 320 311 9
205 2,3-dimethyloctane 0.738 0.738 0.001 320 320 0
207 2,3,3,4-tetramethylhexane 0.736 0.769 -0.043 321 307 14
208 3,3-dimethyl-4-ethylhexane 0.736 0.764 -0.037 321 309 12
209 5-methylnonane 0.738 0.733 0.008 320 323 -3
210 4-methylnonane 0.738 0.732 0.008 320 323 -3
211 3-ethyl-2-methylheptane 0.738 0.746 -0.010 320 317 3
212 3,4-dimethyloctane 0.738 0.746 -0.010 320 317 3
215 2,2,3,3,4-pentamethylpentane 0.734 0.780 -0.059 322 303 19
217 3,3-diethylhexane 0.736 0.767 -0.040 321 308 13
218 2-methylnonane 0.738 0.728 0.014 320 325 -5
220 3-ethyl-4-methylheptane 0.738 0.753 -0.019 320 314 6
221 4-ethyl-3-methylheptane 0.738 0.753 -0.019 320 314 6
222 4-ethyl-4-methylheptane 0.736 0.752 -0.021 321 314 7
224 3-methylnonane 0.738 0.733 0.007 320 322 -2
225 3-ethyloctane 0.738 0.740 -0.002 320 319 1
226 4-ethyloctane 0.738 0.740 -0.002 320 319 1
227 3-ethyl-2,2,3-trimethylpentane 0.734 0.781 -0.060 322 303 19
231 2,3-dimethyl-3-ethylhexane 0.736 0.765 -0.038 321 309 12
233 3,4-dimethyl-3-ethylhexane 0.736 0.772 -0.047 321 306 15
234 3,3,4,4-tetramethylhexane 0.734 0.782 -0.062 322 302 20
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239 n-decane 0.738 0.730 0.011 320 324 -4
247 n-undecane 0.744 0.740 0.005 349 351 -2
254 n-dodecane 0.748 0.749 0.000 378 378 0
261 n-tridecane 0.752 0.756 -0.006 407 405 2
265 n-tetradecane 0.756 0.763 -0.009 436 432 4
268 n-pentadecane 0.759 0.768 -0.013 465 459 6
Alkane Solids Table (Table I(b), pg. 8 in Ref [265])
2 n-hexadecane 0.761 0.773 -0.016 494 486 8
Aromatic Liquids Table (Table IV(a), pg. 35 in Ref [265])
1 benzene 0.901 0.879 0.025 144 148 -4
2 toluene 0.900 0.867 0.038 170 176 -6
3 ethylbenzene 0.886 0.867 0.022 199 203 -4
4 1,4-xylene 0.899 0.861 0.045 196 205 -9
5 1,3-xylene 0.899 0.864 0.041 196 204 -8
6 1,2-xylene 0.899 0.880 0.022 196 200 -4
7 isopropylbenzene (cumene) 0.875 0.862 0.016 228 232 -4
8 n-propylbenzene 0.875 0.862 0.016 228 232 -4
9 1-ethyl-3-methylbenzene 0.887 0.865 0.026 225 231 -6
10 1-ethyl-4-methylbenzene 0.887 0.861 0.030 225 232 -7
11 1,3,5-trimethylbenzene (mesitylene) 0.899 0.865 0.039 222 231 -9
12 1-ethyl-2-methylbenzene 0.887 0.881 0.007 225 227 -2
13 tert-butylbenzene 0.864 0.866 -0.003 258 257 1
14 1,2,4-trimethylbenzene 0.899 0.876 0.027 222 228 -6
15 isobutylbenzene 0.867 0.853 0.016 257 261 -4
16 sec-butylbenzene 0.867 0.862 0.006 257 259 -2
17 3-isopropyl-1-methylbenzene 0.877 0.861 0.019 254 259 -5
18 1,2,3-trimethylbenzene 0.899 0.894 0.005 222 223 -1
21 4-isopropyl-1-methylbenzene 0.877 0.854 0.028 254 261 -7
22 2-isopropyl-1-methylbenzene 0.877 0.877 0.001 254 254 0
23 1,3-diethylbenzene 0.877 0.864 0.016 254 258 -4
24 1-methyl-3-propylbenzene 0.877 0.861 0.019 254 259 -5
26 n-butylbenzene 0.867 0.860 0.008 257 259 -2
27 1-methyl-4-propylbenzene 0.877 0.858 0.022 254 260 -6
28 1,2-diethylbenzene 0.877 0.880 -0.003 254 253 1
29 1,4-diethylbenzene 0.877 0.862 0.018 254 259 -5
30 1,3-dimethyl-5-ethylbenzene 0.888 0.865 0.027 251 258 -7
31 1-methyl-2-propylbenzene 0.877 0.874 0.004 254 255 -1
32 2,2-dimethyl-1-phenylpropane 0.858 0.858 0.000 287 287 0
33 1,4-dimethyl-2-ethylbenzene 0.888 0.877 0.012 251 254 -3
35 3-methyl-2-phenylbutane 0.861 0.870 -0.011 286 283 3
37 1,3-dimethyl-4-ethylbenzene 0.888 0.876 0.013 251 254 -3
38 3-tert-butyl-1-methylbenzene 0.867 0.866 0.001 284 284 0
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39 1,2-dimethyl-4-ethylbenzene 0.888 0.874 0.015 251 255 -4
40 1,3-dimethyl-2-ethylbenzene 0.888 0.890 -0.003 251 250 1
41 3-phenylpentane 0.861 0.865 -0.005 286 285 1
42 1-ethyl-3-isopropylbenzene 0.870 0.859 0.013 283 287 -4
43 2-methyl-2-phenylbutane 0.823 0.874 -0.058 301 284 17
44 4-tert-butyl-1-methylbenzene 0.867 0.861 0.007 284 286 -2
45 1-ethyl-2-isopropylbenzene 0.870 0.888 -0.020 283 277 6
46 2-phenylpentane 0.861 0.858 0.004 286 287 -1
47 1,2-dimethyl-3-ethylbenzene 0.888 0.892 -0.005 251 250 1
48 3-sec-butyl-1-methylbenzene 0.870 0.858 0.014 283 287 -4
49 3-isobutyl-1-methylbenzene 0.870 0.854 0.019 283 288 -5
50 d-2-methyl-1-phenylbutane 0.861 0.862 -0.001 286 286 0
51 1,3-dimethyl-5-isopropylbenzene 0.879 0.859 0.023 280 287 -7
53 4-isobutyl-1-methylbenzene 0.870 0.852 0.021 283 289 -6
54 2-sec-butyl-1-methylbenzene 0.870 0.873 -0.004 283 282 1
55 2-isobutyl-1-methylbenzene 0.870 0.865 0.006 283 285 -2
56 1,4-dimethyl-2-isopropylbenzene 0.879 0.874 0.006 280 282 -2
57 1-ethyl-4-isopropylbenzene 0.870 0.858 0.013 283 287 -4
58 d,l-2-methyl-1-phenylbutane 0.861 0.859 0.002 286 287 -1
59 1,2,3,5-tetramethylbenzene 0.899 0.890 0.010 248 250 -2
60 3-methyl-1-phenylbutane 0.861 0.856 0.006 286 288 -2
61 1,3-dimethyl-2-isopropylbenzene 0.879 0.890 -0.012 280 277 3
62 1,3-dimethyl-4-isopropylbenzene 0.879 0.869 0.012 280 283 -3
64 4-sec-butyl-1-methylbenzene 0.870 0.865 0.006 283 285 -2
65 2-tert-butyl-1-methylbenzene 0.867 0.890 -0.026 284 277 7
66 3,5-diethyl-1-methylbenzene 0.879 0.863 0.019 280 285 -5
67 2-butyl-1-methylbenzene 0.870 0.872 -0.003 283 282 1
68 1-ethyl-3-propylbenzene 0.870 0.861 0.011 283 286 -3
69 1,2-dimethyl-4-isopropylbenzene 0.879 0.870 0.011 280 283 -3
71 1,2-dimethyl-3-isopropylbenzene 0.879 0.888 -0.010 280 277 3
72 1-ethyl-2-propylbenzene 0.870 0.874 -0.005 283 282 1
73 1,3-di-isopropylbenzene 0.864 0.856 0.009 312 315 -3
74 1,2-diethyl-4-methylbenzene 0.879 0.876 0.003 280 281 -1
75 1,2-di-isopropylbenzene 0.864 0.877 -0.015 312 307 5
76 1,4-dimethyl-2-propylbenzene 0.879 0.872 0.009 280 282 -2
77 1,2,3,4-tetramethylbenzene 0.899 0.905 -0.007 248 246 2
78 1-ethyl-4-propylbenzene 0.870 0.859 0.012 283 286 -3
79 3-butyl-1-methylbenzene 0.870 0.859 0.013 283 287 -4
80 2,4-diethyl-1-methylbenzene 0.879 0.875 0.005 280 281 -1
81 n-pentylbenzene 0.861 0.858 0.003 286 287 -1
82 3-methyl-3-phenylpentane 0.853 0.875 -0.026 316 308 8
83 1,3-dimethyl-5-tert-butyl-benzene 0.869 0.864 0.006 310 312 -2
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84 1,3-dimethyl-4-propylbenzene 0.879 0.872 0.008 280 282 -2
85 1,2-diethyl-3-methylbenzene 0.879 0.891 -0.013 280 276 4
86 4-butyl-1-methylbenzene 0.870 0.857 0.015 283 287 -4
87 2,5-diethyl-1-methylbenzene 0.879 0.876 0.004 280 281 -1
89 1,3-diethyl-2-propylbenzene 0.866 0.886 -0.022 338 331 7
90 2,6-diethyl-1-methylbenzene 0.879 0.891 -0.013 280 276 4
91 1,2-dimethyl-4-propylbenzene 0.879 0.871 0.009 280 282 -2
92 1,3-dimethyl-5-propylbenzene 0.879 0.861 0.021 280 286 -6
93 2-methyl-3-phenylpentane 0.855 0.868 -0.014 315 311 4
95 1,4-di-isopropylbenzene 0.864 0.857 0.008 312 315 -3
96 1,2-dimethyl-3-propylbenzene 0.879 0.886 -0.008 280 278 2
97 1-tert-butyl-4-ethylbenzene 0.861 0.863 -0.003 313 312 1
98 d,l-3-phenylhexane 0.855 0.860 -0.005 315 313 2
99 2-ethyl-1,3,5-trimethylbenzene 0.889 0.883 0.007 277 279 -2
100 3-ethyl-4-isopropyl-1-methylbenzene 0.872 0.872 0.000 309 309 0
101 5-ethyl-1,2,4-trimethylbenzene 0.889 0.833 0.067 277 296 -19
102 6-ethyl-1,2,4-trimethylbenzene 0.889 0.890 -0.001 277 277 0
103 2-phenylhexane 0.855 0.860 -0.005 315 313 2
104 2-methyl-1-phenylpentane 0.855 0.862 -0.008 315 312 3
105 4-isopropyl-1-propylbenzene 0.864 0.861 0.003 312 313 -1
107 5-ethyl-1,2,3-trimethylbenzene 0.889 0.886 0.003 277 278 -1
108 3-ethyl-1,2,4-trimethylbenzene 0.889 0.895 -0.007 277 275 2
109 1,2,4-triethylbenzene 0.872 0.879 -0.008 309 307 2
113 4-ethyl-1,2,3-trimethylbenzene 0.889 0.902 -0.015 277 273 4
114 1,4-dipropylbenzene 0.864 0.856 0.009 312 315 -3
115 3-methyl-1-phenylpentane 0.855 0.860 -0.006 315 313 2
116 2-propyl-1,3,5-trimethylbenzene 0.881 0.878 0.003 306 307 -1
118 3-tert-butyl-1-isopropylbenzene 0.856 0.851 0.006 342 344 -2
119 1-methyl-3-pentylbenzene 0.864 0.859 0.005 312 314 -2
120 4-tert-butyl-1-isopropylbenzene 0.856 0.866 -0.012 342 338 4
121 2-methyl-2-phenylhexane 0.849 0.874 -0.029 345 335 10
122 2,4-di-isopropyl-1-methylbenzene 0.866 0.866 0.000 338 338 0
123 3-methyl-3-phenylhexane 0.849 0.878 -0.033 345 334 11
124 n-hexylbenzene 0.855 0.857 -0.002 315 314 1
125 3-phenylheptane 0.851 0.861 -0.011 344 340 4
126 2,6-di-isopropyl-1-methylbenzene 0.866 0.877 -0.012 338 334 4
127 5-propyl-1,2,4-trimethylbenzene 0.881 0.887 -0.007 306 304 2
130 2-phenylheptane 0.851 0.861 -0.012 344 340 4
139 1,4-di-sec-butylbenzene 0.854 0.859 -0.006 370 368 2
141 3-ethyl-3-phenylhexane 0.845 0.875 -0.034 374 361 13
145 n-heptylbenzene 0.851 0.859 -0.010 344 341 3
146 1-methylnapthalene 1.027 1.020 0.006 230 231 -1
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151 2-ethylnaphthalene 1.002 0.992 0.010 259 261 -2
152 1-ethylnaphthalene 1.002 1.008 -0.006 259 257 2
153 1,7-dimethylnaphthalene 1.013 1.011 0.002 256 256 0
154 1,6-dimethylnaphthalene 1.013 1.003 0.010 256 259 -3
155 1,3-dimethylnaphthalene 1.013 1.006 0.007 256 258 -2
156 n-octylbenzene 0.847 0.856 -0.010 373 369 4
158 1-isopropylnaphthalene 0.982 0.996 -0.014 288 284 4
159 1,4-dimethylnaphthalene 1.013 1.017 -0.003 256 255 1
160 1,1-diphenylethane 0.976 1.003 -0.027 310 302 8
161 2-isopropylnaphthalene 0.982 0.979 0.002 288 289 -1
162 2-propylnaphthalene 0.982 0.977 0.005 288 289 -1
163 1-propylnaphthalene 0.982 0.992 -0.010 288 285 3
164 1,3,7-trimethylnaphthalene 1.003 1.007 -0.004 282 281 1
165 1-isopropyl-7-methylnaphthalene 0.975 0.983 -0.009 314 311 3
166 n-nonylbenzene 0.844 0.856 -0.014 402 397 5
167 2-butylnaphthalene 0.965 0.967 -0.002 317 316 1
168 2-tert-butylnaphthalene 0.927 0.969 -0.043 332 318 14
169 1-tert-butylnaphthalene 0.927 0.963 -0.037 332 320 12
170 1-butylnaphthalene 0.965 0.977 -0.012 317 313 4
172 n-decylbenzene 0.841 0.856 -0.016 431 424 7
173 1-pentylnaphthalene 0.952 0.966 -0.014 346 341 5
174 2-pentylnaphthalene 0.952 0.956 -0.005 346 344 2
175 n-undecylbenzene 0.839 0.855 -0.019 460 451 9
176 1-hexylnaphthalene 0.940 0.957 -0.017 375 369 6
177 2-hexylnaphthalene 0.940 0.948 -0.008 375 372 3
178 n-dodecylbenzene 0.837 0.855 -0.021 489 479 10
179 1-heptylnaphthalene 0.930 0.949 -0.020 404 396 8
180 2-heptylnaphthalene 0.930 0.941 -0.011 404 399 5
181 n-tridecylbenzene 0.835 0.855 -0.023 518 506 12
182 1-octylnaphthalene 0.922 0.943 -0.022 433 423 10
183 2-octylnaphthalene 0.922 0.936 -0.015 433 427 6
184 1-nonylnaphthalene 0.914 0.937 -0.024 462 451 11
185 2-nonylnaphthalene 0.914 0.930 -0.016 462 454 8
186 1-decylnaphthalene 0.908 0.932 -0.026 491 478 13
Alcohol Liquids Table (Table VI(a), pg. 80 in Ref [2651)
7 2-butanol 0.832 0.807 0.031 148 153 -5
8 2-methyl-2-butanol 0.822 0.809 0.017 178 181 -3
10 2-methyl-1-propanol 0.832 0.802 0.037 148 153 -5
12 d,l-3-methyl-2-butanol 0.827 0.818 0.011 177 179 -2
13 3-pentanol 0.827 0.820 0.008 177 178 -1
14 1-butanol 0.832 0.810 0.027 148 152 -4
15 d,l-2-pentanol 0.827 0.809 0.022 177 181 -4
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16 3,3-dimethyl-2-butanol 0.820 0.818 0.001 207 207 0
17 2,3-dimethyl-2-butanol 0.820 0.821 -0.001 207 207 0
19 2-methyl-2-pentanol 0.820 0.813 0.008 207 209 -2
20 2-methyoxyethanol 0.980 0.965 0.015 129 131 -2
21 2-methyl-3-pentanol 0.824 0.825 -0.001 206 206 0
23 2-methyl-1-butanol 0.827 0.819 0.009 177 179 -2
25 d,l-4-methyl-2-pentanol 0.824 0.807 0.020 206 210 -4
26 3-methyl-1-butanol 0.827 0.809 0.022 177 181 -4
29 2-ethoxyethanol 0.947 0.930 0.019 158 161 -3
30 3-hexanol 0.824 0.818 0.006 206 207 -1
31 2,2-dimethyl-1-butanol 0.820 0.828 -0.010 207 205 2
32 1-pentanol 0.827 0.815 0.015 177 180 -3
34 2,4-dimethyl-3-pentanol 0.821 0.829 -0.009 235 233 2
36 2-isopropoxyethanol 0.925 0.903 0.024 187 192 -5
37 3-ethyl-3-pentanol 0.818 0.839 -0.025 236 230 6
41 2-methyl-1-pentanol 0.824 0.821 0.004 206 207 -1
42 2-ethylbutanol 0.824 0.833 -0.012 206 204 2
44 2-n-propoxyethanol 0.925 0.911 0.015 187 190 -3
46 3-methyl-1-pentanol 0.824 0.824 -0.001 206 206 0
47 4-methyl-1-pentanol 0.824 0.813 0.013 206 209 -3
48 d,l-4-heptanol 0.821 0.818 0.003 235 236 -1
49 1-hexanol 0.824 0.819 0.006 206 207 -1
50 d,l-2-heptanol 0.821 0.817 0.005 235 236 -1
51 2-isobutoxyethanol 0.909 0.890 0.021 216 221 -5
52 2-sec-butoxyethanol 0.909 0.897 0.013 216 219 -3
53 2,4-dimethyl-1-pentanol 0.821 0.793 0.035 235 243 -8
55 2-methyl-1-hexanol 0.821 0.827 -0.007 235 233 2
57 d,l-4-methyl-1-hexanol 0.821 0.824 -0.003 235 234 1
61 2-n-butoxyethanol 0.909 0.919 -0.011 216 214 2
63 2,6-dimethyl-4-heptanol 0.818 0.811 0.008 293 295 -2
75 1-heptanol 0.821 0.822 -0.002 235 235 0
80 d,l-2-octanol 0.819 0.820 -0.002 264 264 0
87 2-ethyl-1-hexanol 0.819 0.833 -0.016 264 260 4
96 2-(2-methoxyethoxy)-ethanol 1.013 1.033 -0.020 197 193 4
98 1-octanol 0.819 0.825 -0.007 264 262 2
100 2-(2-ethoxyethoxy)-ethanol 0.986 1.021 -0.035 226 218 8
101 glycol (1,2-ethanediol) 1.120 1.114 0.006 92 93 -1
104 benzyl alcohol 1.044 1.045 -0.001 172 172 0
105 d,l-1,3-butanediol 0.998 1.005 -0.008 150 149 1
106 d,l-2-decanol 0.816 0.825 -0.011 322 319 3
107 1-nonanol 0.818 0.827 -0.011 293 290 3
108 1,3-propanediol 1.044 1.054 -0.009 121 120 1
Continued on Next Page
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Table F.5 - Continued from Previous Page
#* Molecule Pliq,model t Pliq,CRCt P Vmodelt a CRCt AKPlqCRC ___
111 1-phenyl-n-propyl alcohol 0.983 1.004 -0.020 230 225 5
116 a-isopropylbenzyl alcohol 0.963 0.977 -0.014 259 255 4
118 2-(2-n-butoxyethoxy).-ethanol 0.949 0.955 -0.007 284 282 2
119 1,4-butanediol 0.998 1.017 -0.019 150 147 3
121 1-decanol 0.816 0.829 -0.016 322 317 5
123 3-phenylpropanol 0.983 1.008 -0.024 230 224 6
124 1,5-pentanediol 0.966 0.992 -0.026 179 174 5
128 2-benzyloxyethanol 1.053 1.068 -0.014 240 237 3
131 glycerol 1.243 1.261 -0.014 123 121 2
*Index of molecule in Ref. [265].
tUnits of g/cm 3.
lUnits of A3
F.5 Surfactant Tail Aqueous Solubility
F.5.1 Introduction
In Section 2.3.3 of Chapter 2, I demonstrated that the transfer free-energy contribu-
tion to the free energy of micellization for a particular surfactant is related to the
hypothetical solubility limit of the tail of that surfactant in aqueous solution. This
relationship is described by Eq. 2.3.15, which I reproduce here for convenience:
gtr = kBTIn X,"t, (F.5.1)
where kB is the Boltzmann constant, T is the absolute system temperature, and
X"a,aq is the mole fraction of the surfactant tail at saturation. Assuming that the
surfactant solution is dilute, Eq. F.5.1 can be written as
gtr = kBT In tau,a , (F.5.2)
MH20
where Saol,aq is the solubility of the tail in molar units (henceforth notated simply as
S), and MH 2 o is the molarity of water at the temperature of interest (see Table F.2
for values for MH 2O).
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I describe the solubility limit of the surfactant tail here as "hypothetical" since a
surfactant tail is not a complete or whole molecule. For example, a linear alkyl tail
possesses only one true terminus (i.e., one methyl group), unlike an oil of the same
length (which possesses two methyl groups), since one end of the tail is attached
to the surfactant head. As a result, direct experimental values for S for surfactant
tails do not exist. Instead, S must be calculated based on a group-contribution
method for solubility, where the group contributions have been determined by fitting
to solubility data for a large set of organic molecules. In the discussion below, I
focus on four promising models: (i) a model for linear alkyl tails derived from the
regression equations of Abraham for the Gibbs free energy of solution (MHA),239 (ii)
a variation of the MHA model with different parameter values, which I label MHA2,
(iii) a group-contribution method due to Klopman, Wang, and Balthasar (KWB),'
and (iv) a group-contribution method due to Ktihne, Ebert, Kleint, Schmidt, and
Schuirmann (KEKSS).6 Our group has previously used the MHA model for linear
alkanes. However, extension to branched surfactants requires further parameter fitting
to accommodate nodal carbon groups (i.e., CH and C). In contrast, the KWB and
KEKSS models are already equipped with the group contributions for these groups,
in addition to providing parameters for a variety of other interesting functional groups
(including ethers and alcohols).
Although I focus on four specific models below, there are many others in the
literature that have merit. However, these typically incorporate additional molecu-
lar descriptors, such as octanol-water partition coefficients and melting points,343-345
hydrogen-bond acidity and basicity descriptors, 346 or topological indices,347,348 which
complicate the modeling. The use of a model which depends on physical properties is
also not recommended for the reason that the surfactant tail is not a whole molecule,
and such properties would, as a consequence, also have to be estimated.
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F.5.2 Abraham (MHA/MHA2) Models for Aqueous Solubil-
ity
From experimental data for linear alkanes up to octane, Abraham developed the
following correlation for the Gibbs free energy of solution of the n-alkanes at 250C:239
AGO (liq -* aq) = 2.399 + N (0.887 ± 0.010) [kal (F.5.3)
where N is the number of carbons in the alkane. Equation F.5.3 represents the
difference in reference-state chemical potentials between an oil at infinite dilution in
aqueous solution and the same oil in a pure bulk phase. This is the opposite process
to that described by gtr, and the two expressions are related via
MHA AG (liq aq) [kal -4184 [ 1gtr M01 zq a)Lmlkcali(-54
kBT RT
where R is the gas constant (8.314 j), and T = 298.15K. Inserting Eq. F.5.3
into Eq. F.5.4 and evaluating yields
tH = -4.049 + N (-1.497). (F.5.5)kBT
Assuming that gtr can be represented by a fully-additive group contribution method,
the MHA estimate for gtr is obtained as
MHA MHA91, 
_ tra .(F.5.6)
kBT a kBT
One can then determine the group contributions for CH3 and CH 2 from Eq. F.5.5,
by first rearranging and factoring terms to obtain:
MH A9tr = 2 (-3.522) + (N - 2) (-1.497). (F.5.7)
kBT
Since each n-alkane has two methyl groups and N - 2 methylene groups, comparing
Eqs. F.5.6 and F.5.7 yields g -3 = -3.522kBT and gMHA = -1.497kBT. These
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are the values traditionally used by our group to determine the solubility of linear
alkyl tails,81 and I will refer to the use of these values and Eq. F.5.6 as the MHA
model.
In order to apply this model to branched surfactants and alkyl benzene surfactants,
additional experimental data must be introduced in order to fit the additional group
parameters required. In Section F.5.5 below and, in particular, Table F.9, I present
a dataset used for evaluating the various models for solubility in this Appendix. To
expand the parameter set of the MHA model, I used a least-squares fitting approach
to attempt to reproduce these data, holding the values for CH3 and CH2 fixed to
the results obtained from the Abraham correlation in Eq. F.5.3. The results of this
fitting are presented in Table F.6, together with an alternative model, which I label
MHA2, which I developed using the same set of experimental data, but allowing for
the fresh fitting of all parameters, including CH3 and CH 2. This has the benefit of
including some longer-chain alkanes in the fitting procedure.
Note that the result of parameter fitting for both the MHA and MHA2 mod-
els indicates positive group contributions for CH and C alkane groups. Since each
branching of an alkane chain introduces additional methyl groups, and methyl groups
have the most negative gtr,a values in the set, this seems to indicate that this value
represents too large a contribution in general to the solubility of a molecule. In
the KWB and KEKSS models below, the presence of a constant term in addition
to the group contributions results in a much smaller contribution from the methyl
groups, and negative group contributions from all carbon-based atomic groups. For
the reproduction of whole-molecule solubility data, no one model can be considered
right or wrong: positive contributions simply indicate a different partitioning of the
solubility amongst the groups present. However, since the surfactant tail is not a
whole molecule, the replacement of a terminal methyl with a methylene, for example,
can have a very strong, model-dependent effect on gtr, thereby affecting micellization
predictions. I will revisit this discussion in Section F.5.5.
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Table F.6: Parameters for the Abraham Models
(MHA and MHA2) at 25'C
Description Group gtja A|kB giA 2 BTt
alkane CH 3  -3.522T -4.250
alkane CH 2  -1.4 9 7t -1.195
alkane CH 0.816 2.078
alkane C 3.395 5.544
aromatic CH -1.268 -1.359
aromatic C 0.914 1.733
* Parameters not marked with $are fit to the data
in Table F.9.
t All parameters in this column are fit to the data
in Table F.9.
t Values derived from Ref. [239] (see text).
F.5.3 Klopman, Wang, and Balthasar (KWB) Model for Aque-
ous Solubility
Klopman, Wang, and Balthasar (KWB) developed a model for aqueous solubil-
ity which includes group-contribution parameters for a variety of useful functional
groups.' Their model consists of an additive group-contribution piece, a constant
term applied to all molecules, and an adjustment term which modifies the constant
based on the overall class of molecule (specifically, whether it is an alkane or other
type of hydrocarbon). Their parameters were fit using linear regression to a database
of 469 compounds, from which approximately 25 compounds (about 5% of the set)
were randomly withheld during multiple fitting trials to cross-validate the fit.'
The KWB model can be expressed as
log SKWB COKWB + AKWB + K logS WB, (F.5.8)
a
where COKWB is the additive constant applied to all molecules, AKWB represents the
species-dependent adjustment term, and logS0 IWB is the group contribution of group
a to the base-10 logarithm of the solubility SKWB (where SKWB has units of mol/m 3 ).
Working with Eq. F.5.2, one can derive an expression which relates gt and
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log SKWB:
KW B
9T = - In (100OOMH2o) + (In 10) log SKWB, (F.5.9)
where MH 2 0 is the molarity of water at the temperature of interest (250C) and the
factor of 1000 is needed to convert to mol/m 3
Substituting Eq. F.5.8 into Eq. F.5.9 and grouping constant and group-additive
terms yields:
KWB
kB = - ln (1000M H2 o) l 10KWB + AKWB)]+S[i 0 aKs~WB]
a
(F.5. 10)
Drawing an analogy to Eq. F.5.6, one can construct a group contribution model
for gtKwB as follows
KWB KWB KWB9tr 9tro + E 9'''" (F.5.11)kBT kBT kB
where the constant gtr,o term was not present in the MHA model.
Comparing Eqs. F.5.10 and F.5.11, one finds that
KWB90T = In (1000MH2o) + (In 10) (COKWB + AKWB), (F.5.12)
and
KWB
9tra = (in 10) logSKWB. (F.5.13)kBT
In Table F.7, I have collected values for log S KWB of most relevance to this work
(including a few extra useful groups, such as the alkenes, for future reference). The
constant and adjustment terms can be read from the last three rows of the Table,
where the "log SKWBit value is to be interpreted as (In 10) 0 0KWB and (ln 10) AKWB,
respectively. For 250C, from Table F.2, one has that MH 2 0 = 55.345 mol/L. Using
the appropriate COKWB and AKWB values in Table F.7, and applying Eq. F.5.12,
one obtains ggfB/kBT = -6.256 for alkanes (linear or branched) and g4Bg/kBT =
-3.311 for all other hydrocarbons (e.g, hydrocarbons including aromatic rings or
other functional groups).
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Table F.7: Parameters Derived from the Solubility Model of Klop-
man, Wang, and Balthasar (KWB)5 at 25'C
#* Description Group logS 'Bt gfts/ks
1 alkane CH 3  -0.336 -0.774
2 alkane CH 2  -0.573 -1.319
3 alkane CH -0.606 -1.395
4 alkane C -0.785 -1.808
5 alkene =CH2  -0.687 -1.582
6 alkene =CH- -0.323 -0.744
7 alkene =C-(-) -0.335 -0.770
14 aromatic CH -0.369 -0.850
15 aromatic C -0.494 -1.138
26 alcohol (primary) OH 1.464 3.371
27 alcohol (secondary) OH 1.563 3.599
28 alcohol (tertiary) OH 1.089 2.506
35 ether 0 0.852 1.961
41 amine (secondary) CONH 0.193 0.445
66 A (alkanes) -1.539 -3.543
67 A (all other hydrocarbons) -0.260 -0.598
Co constantO 3.565 8.209
* Entry number in Table I of Ref. [5].
t Group contribution to the base-10 logarithm of the solubility (units
of mol/m 3 ).
* Group contribution to g, calculated according to Eq. F.5.13.
§ Constant terms: Co is applied to all molecules, the "alkane adjust-
ment" is applied to molecules possessing only alkane groups, and the
"other adjustment" is applied to all other hydrocarbons.
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F.5.4 Kuihne, Ebert, Kleint, Schmidt, and Schuurmann (KEKSS)
Model for Aqueous Solubility
The group contribution model for the prediction of the aqueous solubility of organic
molecules developed by Kuhne, Ebert, Kleint, Schmidt, and Schiurmann (KEKSS)
was designed to accommodate solutes that have either a liquid or solid pure state,
and is based on a database of 351 liquids and 343 solids.6 In its most complete form,
the KEKSS model is formulated as
log SKEKSS = 0 0KEKSS + E logSYEKSS + bKEKSS (TM, ASM) ' (TM - T) , (F.5.14)
a
where COKEKSS is a constant applied to all molecules, logS EKSS is the group contri-
bution of group a to the base-10 logarithm of the solubility SKEKSS (where SKEKSS
has units of mol/L), bKEKSS (TM, ASM) is a parameter which depends on the aro-
maticity of the solute, TM is the melting temperature of the solute, ASM is the entropy
of fusion, and T is the absolute system temperature. The term containing bKEKSS in
Eq. F.5.14 is applicable only if TM > T, and taken to be zero otherwise. Since the
oils analogous to the tails of the surfactants studied in this Thesis are liquids at 250C
(oils of chain length C16 and below are liquids at this temperature2 5 ), a simplified
version of Eq. F.5.14 holds:
log SKEKSS = COKEKSS + E logS KSS. (F.5.15)
a
Similar to the case with the KWB model, once can relate gtKEKSS to log SKEKSS
Since the units of SjEKSS are mol/L, the following expression for gEKSS is applica-
ble (derived from Eq. F.5.2):
KE KSS
grK = - In MH20 + (In 10) log SKEKSS. (F.5.16)kBT
As with the KWVB model, one can cast this expression in terms of constant and
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group-additive contributions as
KEKSS KEKSS KEKSS
94, gtr,o + T 9tra T (F.5.17)
kBT kBT kBT
a
Inserting Eq. F.5.15 into Eq. F.5.16, and grouping terms, one finds, in comparing
the grouped terms to the terms on the right-hand side of Eq. F.5.17, that
KEKSS
gr,o =-lnMH2o + (ln 10) Co, (F.5.18)k B
and
KEKSS
ga = (In 10) logSKEKSS (F.5.19)
kBT
In Table F.8, I provide a summary of values for log SKEKSS and gEKSSBT
(obtained via Eq. F.5.19) for atomic groups of particular interest in the study of
surfactant systems. Note that, in the KEKSS model, group contributions are defined
for various fragments, such as an "H attached to any C" and a "C aliphatic single
bonded".6 A given atomic group may contain multiple such fragments. Additionally,
there are various correction terms to be applied based on either the type of fragment
present in a group or the nature of the group as a whole. In preparing Table F.8, I
have added these various terms together in advance, to enable presentation of a single
value for each atomic group. The formulas for these additions are also provided in
Table F.8, and the specific arguments refer to the numbered entries in Table 4 of the
original paper' (e.g., #4 refers to Entry 4, "C aliphatic single bonded"). Note that,
in contrast to the KWB model presented in Section F.5.3, alkyl groups attached to an
aromatic ring are considered to have different properties than alkyl groups in a non-
aromatic hydrocarbon (at least for CH3 and CH2 groups). This will have ramifications
in the study of alkyl benzenes, which I discuss in Section F.5.5 below.
Finally, Eq. F.5.18 is applicable to all molecules; there is no adjustment term
as with the KWB model, since adjustments are made within the group contributions
themselves. At 25'C, M H2O = 55.345 mol/L (from Table F.2), and (ln 10) Co = 0.984
(from the last entry in Table F.8), such that gKEKSS/k T = -3.030.
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Table F.8: Parameters Derived from the Solubility Model of Kihne, Ebert,
Kleint, Schmidt, and Schtirmann (KEKSS) 6 for T = 250C
Formula* Description Group logSEKSS{ grSS kBTt
#4+3(#1)+#53 alkane CH3  -0.823 -1.895
#4+2(#1)+#52 alkane CH2  -0.652 -1.501
#4+#1+#50 alkane CH -0.310 -0.713
#4+2(#50) alkane C -0.154 -0.354
#4+3(#1) alkane (arom.)s CH3  -0.393 -0.905
#4+2(#1) alkane (arom.)5 CH2  -0.466 -1.073
#4+#1+#50 alkane (arom.) CH -0.310 -0.713
#4+2(#50) alkane (arom.) C -0.154 -0.354
#3+2(#1) alkene =CH2  -0.416 -0.957
#3+#1 alkene =CH- -0.488 -1.124
#3+#50 alkene =C-(-) -0.332 -0.765
#5+#1 aromatic CH -0.353 -0.813
#5 aromatic C -0.426 -0.980
#15 alcohol (primary) OH 1.092 2.514
#16 alcohol (secondary) OH 1.212 2.791
#17 alcohol (tertiary) OH 1.074 2.472
#20 ether 0 0.821 1.891
#58 CO constant 0.427 0.984
* Formula for logS EKSS based on entry numbers in Table 4 of Ref. [6].
t Group contribution to the base-10 logarithm of the solubility (units of mol/L).
t Group contribution to gt,, calculated from logS fEKSS according to Eq. F.5.19.
§ Values for alkane groups in alkyl aromatic compounds.
Constant term is applied once per molecule.
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F.5.5 Comparison of the Solubility Models
The individual gt,,a values presented in Tables F.6, F.7, and F.8 cannot be directly
compared between models, since the MHA model lacks a constant term, and the KWB
and KEKSS models have differing units for S (i.e., mol/m 3 and mol/L, respectively)
and differing approaches to adjusting for aromaticity. As a result, only a comparison
of whole-molecule gt, values is informative. In Table F.9, I provide a collection of ex-
perimental values for the aqueous solubility of various organic compounds at 250C (in
mass-based units of mg/L), together with the corresponding gt,/kBT values obtained
from
9t - In ( -M[ ) (F.5.20)kBT 1000 [g] MW [ | M1H20[M1
where MH20 is the molarity of water (obtained from Table F.2 for T = 298.15K),
and MW is the molecular weight of the solute, obtained from the atomic weights in
Table F.1. The remaining columns of Table F.9 provide the model values for the MHA,
MHA2, KWB, and KEKSS models, along with the errors Amodei mode_ expt. Note
that, as discussed in Section F.5.2, the MHA and MHA2 models contain parameters
obtained by fitting to this dataset.
The collection of results in Table F.9 indicate that the MHA, KWB, and KEKSS
models fit the n-alkanes reasonably well (with less than 1 kBT unit of error) up to
and including n-dodecane; in fact, it is worthwhile to note that the variation in the
experimental data itself is at times as large as 0.5 kBT. The MHA2 model presents
more error in the linear alkanes in exchange for reducing the overall sum of squares
error by about a third relative to the MHA model. This represents a limitation in
a model lacking a constant term, since the KWB and KEKSS models have better
fits to the whole set while maintaining a good agreement with the n-alkanes up to
and including n-dodecane. It is also interesting to note that the MHA model fits the
experimental data well for these chain lengths, despite the fact that the Abraham
correlation from which the CH2 and CH3 contributions were derived was based on
chain lengths only up to n-octane. 2 39 This indicates that each additional CH2 group
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added to a chain does, in fact, contribute approximately additively to gtr.
The breakdown in all models for C14 and C16 chains is perhaps not surprising,
given the break in the experimental solubility trend as a function of chain length
observed between C12 and C14, and the fact that all the solubility models discussed
here are strictly linear. Experimentally, it is quite difficult to measure the solubilities
of long chain alkanes with accuracy, since small hydrocarbon colloids can form in
these systems which can skew the results towards an increased observed solubility.349
If the experimental values are indeed accurate, then the MHA2 model demonstrates
the best agreement. The reason for this is that the MHA2 model has CH 3 and CH2
contributions fit with a dataset containing these long chains (i.e., the dataset of Table
F.9).
It is clear that caution should be exercised in modeling surfactants with very
long chain lengths. The transfer contribution could introduce a substantial error into
micellization predictions if the selected model is poor. Fortunately, most of the linear
surfactants studied in Chapter 5 have chain lengths between 8 and 12. As already
mentioned, it appears the models perform well in this regime.
Examining the branched alkane entries, in Table F.9, one observes that all four
models in general fit quite well. The one exception is the fit of 4-methyloctane,
which is consistently underpredicted across all four models, although the MHA and
KEKSS models are in better agreement than the MHA2 and KWB models. In general,
the deviation observed for 4-methyloctane may simply be a result of each of the
four models being developed from datasets containing fairly low-molecular-weight
branched alkanes. Unfortunately, there is a dearth of experimental data for higher-
molecular-weight alkane compounds in the literature, which could have otherwise
been used to improve the fitting or further validate the models.
The MHA, MHA2, and KWB models all demonstrate good agreement for all the
alkyl benzenes considered. The KEKSS model appears to deviate considerably for
the butyl benzenes, which is concerning, since these are still relatively low-molecular-
weight compounds. It could be that the separate handling of alkyl groups in alkanes
and in alkyl benzenes within the KEKSS model is problematic (in contrast to the
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KWB model, where a constant adjustment term is used instead of modifications at
the group-level).
Since many of the compounds in Table F.9 were used in the fitting of the four
models (I fit the MHA and MHA2 models myself to this Table, while many of the
compounds were also used by the authors of the KWB5 and KEKSS6 models), I se-
lected a test set of compounds particularly relevant to the modeling of alkyl benzene
sulfonate surfactant tails. These linear and branched alkyl benzenes are presented
in Table F.10 with experimental solubilities measured by Sherblom and coworkers.3"'
The observation that the KEKSS model does not handle alkyl benzenes well is re-
inforced with this dataset, where gt, values are greatly underpredicted for decane,
undecane, and dodecane-based alkyl benzenes (errors around 3 kBT). The MHA
model is acceptable for decane-based alkyl benzenes, but increases in error as the
chain length increases, while the MHA2 model is better for dodecane, but worse for
decane. In fact, the only model which appears to consistently provide reliable esti-
mates for gt, (with errors less than 1 kBT up to and including dodecane-based alkyl
benzenes) is the KWB model.
Similar to the case with long alkanes, these models tend to break down for tride-
cane and tetradecane-based alkyl benzenes: there appears to be a non-linear break
in the curve representing solubility as a function of chain length, which cannot be
well-represented by the four linear models considered here.
In conclusion, the KWB model appears to provide the most accurate predictions
of whole-molecule solubility. However, it is important to remember that surfactant
tails are not whole molecules, due to their connection with the surfactant head. As a
result, I have chosen to implement all four solubility models within the micellization
framework implemented in Program CS-PREDICT (see Section 2.4.1 of Chapter 2
for a description of this Program). Further comparison of these models in terms of
their effect on micellization predictions is provided in Chapter 5 for linear surfactants
and Chapter 6 for branched surfactants.
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Table F.9: Comparison of Solubility Models I
Ref.* Molecule Sexptt gexPtt MHA§ AMHA g MHA2§ AMHA21 KWB§ AKWB KEKSS§ AKEKSS1
Linear Alkanes (Compiled in Table 2 of Ref. [351])
352 n-pentane 3.84E+01 -11.552 -11.535 0.017 -12.084 -0.532 -11.761 -0.208 -11.322 0.230
353 3.94E+01 -11.527 -0.008 -0.558 -0.234 0.205
278 4.75E+01 -11.340 -0.195 -0.744 -0.421 0.018
352 n-hexane 9.47E+00 -13.129 -13.032 0.097 -13.279 -0.150 -13.080 0.049 -12.823 0.307
353 9.44E+00 -13.133 0.101 -0.147 0.053 0.310
278 1.24E+01 -12.863 -0.169 -0.416 -0.217 0.040
352 n-heptane 2.92E+00 -14.457 -14.529 -0.072 -14.474 -0.017 -14.399 0.057 -14.323 0.133
353 2.23E+00 -14.725 0.196 0.251 0.326 0.402
278 3.36E+00 -14.317 -0.212 -0.157 -0.083 -0.007
352 n-octane 6.58E-01 -16.078 -16.026 0.052 -15.669 0.409 -15.718 0.360 -15.824 0.254
353 4.30E-01 -16.504 0.478 0.836 0.786 0.680
278 8.47E-01 -15.825 -0.201 0.156 0.107 0.001
353 n-nonane 1.22E-01 -17.882 -17.523 0.359 -16.863 1.019 -17.037 0.845 -17.324 0.558
354 2.19E-01 -17.292 -0.231 0.429 0.255 -0.032
354 n-decane 5.18E-02 -18.839 -19.020 -0.181 -18.058 0.781 -18.357 0.482 -18.825 0.014
349 n-dodecane 3.69E-03 -21.662 -22.014 -0.352 -20.447 1.214 -20.995 0.667 -21.826 -0.165
349 n-tetradecane 2.19E-03 -22.334 -25.008 -2.674 -22.837 -0.503 -23.633 -1.299 -24.827 -2.493
349 n-hexadecane 8.97E-04 -23.360 -28.002 -4.642 -25.226 -1.866 -26.272 -2.912 -27.829 -4.469
Branched Alkanes (Compiled in Table 2 of Ref. [351])
352 2-methylbutane (isopentane) 4.77E+01 -11.336 -11.247 0.089 -11.867 -0.531 -11.291 0.045 -10.929 0.407
353 4.79E+01 -11.332 0.085 -0.535 0.041 0.402
278 4.95E+01 -11.299 0.052 -0.568 0.008 0.370
352 2-methylpentane 1.38E+01 -12.756 -12.744 0.012 -13.062 -0.306 -12.610 0.146 -12.430 0.326
353 1.30E+01 -12.816 0.072 -0.246 0.205 0.386
278 1.57E+01 -12.627 -0.117 -0.435 0.017 0.197
Continued on Next Page
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Ref.*_ Molecule [Sait Pt gMHA§ AMHA MHA2§ AMHA2q[ gWB§ AKWBqf KEKSS§ AKEKSSq
3-methylpentane353
278
353
278
353
352
353
278
353
278
353
353
352
353
278
353
353
352
278
353
278
352
278
353
3-methylhexane
2-methylhexane
2,2-dimethylbutane
2,3-dimethylbutane
2,2-dimethylpentane
2,3-dimethylpentane
2,4-dimethylpentane
3,3-dimethylpentane
3-methylheptane
2,2,4-trimethylpentane
2,3,4-trimethylpentane
2,2,5-trimethylhexane
4-methyloctane
1.28E+01
1.78E+01
2.63E+00
4.94E+00
2.53E+00
1.83E+01
2.11E+01
2.37E+01
1.90E+01
2.24E+01
4.39E+00
5.23E+00
4.05E+00
4.40E+00
5.48E+00
5.92E+00
7.90E-01
2.43E+00
2.04E+00
1.36E+00
2.29E+00
1.15E+00
5.38E-01
115E-01
-12.831
-12.496
-14.561
-13.932
-14.599
-12.468
-12.327
-12.211
-12.431
-12.267
-14.050
-13.873
-14.130
-14.048
-13.827
-13.750
-15.896
-14.771
-14.945
-15.355
-14.830
-15.639
-16.395
-17.941
-12.744
-14.241
-14.241
-12.190
-12.456
-13.687
-13.953
-13.953
-13.953
-13.953
-13.687
-15.738
-14.896
-14.896
-15.162
-15.162
-16.393
-16.393
-17.235
0.087
-0.248
0.320
-0.309
0.358
0.278
0.137
0.021
-0.025
-0.189
0.363
-0.080
0.177
0.095
-0.126
0.063
0.158
-0.126
0.049
0.193
-0.332
-0.754
0.001
0.706
-13.062
-14.256
-14.256
-12.651
-12.844
-13.846
-14.039
-14.039
-13.846
-15.451
-14.823
-15.016
-16.018
-16.646
-0.230
-0.566
0.304
-0.324
0.343
-0.183
-0.324
-0.440
-0.413
-0.577
0.204
-0.166
0.091
0.009
-0.212
-0.096
0.445
-0.052
0.122
0.339
-0.186
-0.379
0.377
1.295
-12.610
-13.929
-13.929
-12.479
-12.141
-13.798
-13.460
-13.460
-13.798
-15.249
-14.647
-14.309
-15.966
-16.568
0.221
-0.114
0.631
0.003
0.670
-0.010
-0.152
-0.268
0.290
0.127
0.252
0.414
0.671
0.588
0.367
-0.048
0.647
0.123
0.298
1.046
0.520
-0.328
0.428
1.373
-12.430
-13.931
-13.931
-12.465
-12.037
-13.966
-13.538
-13.538
-13.966
-15.431
-15.074
-14.646
-16.574
-16.932
0.401
0.066
0.630
0.002
0.669
0.003
-0.139
-0.254
0.394
0.230
0.084
0.335
0.592
0.510
0.289
-0.216
0.465
-0.303
-0.129
0.709
0.184
-0.936
-0.180
1.009
Aromatics
278 benzene 1.75E+03 -7.812 -7.606 0.207 -8.151 -0.339 -8.409 -0.597 -7.907 -0.094
278 toluene 5.71E+02 -9.097 -8.946 0.150 -9.310 -0.213 -9.471 -0.375 -8.979 0.117
Continued on Next Page
Table F.9 - Continued from Previous Page
Ref.* Molecule Sexptt g"xpt" gMHA§ AMHAq g MHA
2 § AMHA2% gI<WB§ AKWBq g9KEKSS§ AKEKSSq
278 ethylbenzene 1.76E+02 -10.413 -10.443 -0.030 -10.505 -0.092 -10.791 -0.377 -10.052 0.361
278 o-xylene 2.12E+02 -10.228 -10.287 -0.059 -10.469 -0.241 -10.534 -0.306 -10.052 0.176
278 m-xylene 1.62E+02 -10.502 -10.287 0.215 -10.469 0.033 -10.534 -0.032 -10.052 0.450
278 p-xylene 1.84E+02 -10.369 -10.287 0.082 -10.469 -0.100 -10.534 -0.165 -10.052 0.317
279 isopropylbenzene 6.51E+01 -11.534 -11.652 -0.118 -11.482 0.053 -11.640 -0.106 -10.598 0.936
279 1,2,4-trimethylbenzene 5.88E+01 -11.636 -11.628 0.008 -11.628 0.008 -11.597 0.039 -11.125 0.511
279 1,2,3-trimethylbenzene 7.50E+01 -11.393 -11.628 -0.234 -11.628 -0.234 -11.597 -0.203 -11.125 0.268
279 1,3,5-trimethylbenzene 4.81E+01 -11.838 -11.628 0.210 -11.628 0.210 -11.597 0.241 -11.125 0.713
279 n-butylbenzene 1.18E+01 -13.356 -13.437 -0.082 -12.894 0.462 -13.429 -0.073 -12.198 1.158
279 sec-butylbenzene 1.75E+01 -12.956 -13.149 -0.193 -12.677 0.279 -12.959 -0.003 -11.671 1.285
279 tert-butylbenzene 2.94E+01 -12.439 -12.595 -0.156 -12.266 0.174 -12.827 -0.388 -11.144 1.295
*Reference number for the literature source of the experimental data.
tExperimental value for the aqueous solubility. Units of mg/L.
Derived value for the experimental transfer free energy. Units of kBT.
§Model value for the transfer free energy. Units of kBT. See text for a description of the models.
IDifference between model and experimental transfer free energy values. Units of kBT.
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Table F.10: Comparison of Solubility Models II
Molecule* SexPtt gexPt gMHA§ AMHAq g MHA 2§ AMHA2 KWB§ AKWB1[ KEKSS§ AKEKSS1
n-decylbenzene 11.4 -22.303 -22.419 -0.116 -20.062 2.241 -21.344 0.959 -18.634 3.669
2-phenyldecane 26 -21.479 -22.131 -0.653 -19.845 1.634 -20.874 0.605 -18.107 3.371
3-phenyldecane 38 -21.099 -22.131 -1.032 -19.845 1.254 -20.874 0.225 -18.107 2.992
4-phenyldecane 36 -21.153 -22.131 -0.978 -19.845 1.309 -20.874 0.279 -18.107 3.046
5-phenyldecane 35 -21.182 -22.131 -0.950 -19.845 1.337 -20.874 0.307 -18.107 3.074
2-phenylundecane 8 -22.657 -23.628 -0.971 -21.039 1.618 -22.193 0.464 -19.180 3.477
3-phenylundecane 12 -22.252 -23.628 -1.376 -21.039 1.212 -22.193 0.059 -19.180 3.072
4-phenylundecane 9 -22.540 -23.628 -1.089 -21.039 1.500 -22.193 0.346 -19.180 3.359
5-phenylundecane 10 -22.434 -23.628 -1.194 -21.039 1.395 -22.193 0.241 -19.180 3.254
6-phenylundecane 11 -22.339 -23.628 -1.289 -21.039 1.299 -22.193 0.146 -19.180 3.159
2-phenyldodecane 4 -23.351 -25.125 -1.775 -22.234 1.116 -23.512 -0.162 -20.253 3.098
3-phenyldodecane 7 -22.791 -25.125 -2.334 -22.234 0.557 -23.512 -0.721 -20.253 2.538
4-phenyldodecane 5 -23.127 -25.125 -1.998 -22.234 0.893 -23.512 -0.385 -20.253 2.874
5-phenyldodecane 5 -23.127 -25.125 -1.998 -22.234 0.893 -23.512 -0.385 -20.253 2.874
6-phenyldodecane 4 -23.351 -25.125 -1.775 -22.234 1.116 -23.512 -0.162 -20.253 3.098
2-phenyltridecane 4 -23.351 -26.622 -3.272 -23.429 -0.078 -24.831 -1.481 -21.326 2.025
3-phenyltridecane 4 -23.351 -26.622 -3.272 -23.429 -0.078 -24.831 -1.481 -21.326 2.025
4-phenyltridecane 4 -23.351 -26.622 -3.272 -23.429 -0.078 -24.831 -1.481 -21.326 2.025
5-phenyltridecane 4 -23.351 -26.622 -3.272 -23.429 -0.078 -24.831 -1.481 -21.326 2.025
6-phenyltridecane 4 -23.351 -26.622 -3.272 -23.429 -0.078 -24.831 -1.481 -21.326 2.025
Continued on Next Page
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Molecule* Sexptt gexPt gMHA§ AMHA1 MHA2 § AMHA21 KWB§ AKWB1 g KgEKSS§ KEKSS1
2-phenyltetradecane 4 -23.351 -28.119 -4.769 -24.624 -1.273 -26.151 -2.800 -22.399 0.952
3-phenyltetradecane 5 -23.127 -28.119 -4.992 -24.624 -1.496 -26.151 -3.023 -22.399 0.729
4-phenyltetradecane 4 -23.351 -28.119 -4.769 -24.624 -1.273 -26.151 -2.800 -22.399 0.952
5-phenyltetradecane 5 -23.127 -28.119 -4.992 -24.624 -1.496 -26.151 -3.023 -22.399 0.729
6-phenyltetradecane 4 -23.351 -28.119 -4.769 -24.624 -1.273 -26.151 -2.800 -22.399 0.952
*Systems from Tables IV and V of Ref. [350].
tExperimental value for the aqueous solubility. Units of nmol/L.
IDerived value for the experimental transfer free energy. Units of kBT.
§Model value for the transfer free energy. Units of kBT. See text for a description of the models.
IDifference between model and experimental transfer free energy values. Units of kBT.
F.6 Surfactant Tail-Water Interfacial Tension
The interfacial tension of a surfactant tail against water is needed in order to evaluate
the interfacial free-energy contribution to the free energy of micellization, a penalty
arising from the area of the hydrophobic core remaining exposed to water after transfer
of the surfactant tails into the core droplet. From Section 2.3.6 of Chapter 2, this
term has the following form (shown for a single-component system for simplicity):
fnt = U (a - ao) , (F.6.1)
where a is the curvature-corrected interfacial tension, a is the total interfacial area
per surfactant, and ao is the interfacial area per surfactant shielded from contact
with water by the cross-sectional area of the bond connecting surfactant head and
tail. The curvature-corrected interfacial tension is related to the planar interfacial
tension by8 1"14
4 146
C7= (F.6.2)1 + (S - 1) 6/lc '
where ao is the planar interfacial tension, S is a shape factor, 6 is the Tolman length,
and 1c is the core-minor radius of the micelle (see Section 2.3.6 of Chapter 2 for
more information). Of these four terms, ao and J are dependent on the specific
surfactant tail under consideration, with S postulated to be related to molecular size
(e.g., Puvvada and Blankschtein relate 6 to the fully-extended chain length81 - for
which one could use the value of re reported in the packing polynomials in Table
F.17 of Section F.7). Assuming that 6 can be calculated from geometric arguments,
it remains to calculate ao.
In previous modeling efforts for linear surfactants, a correlation has been devel-
oped for the temperature and chain-length dependence of ao for the n-alkanes from
experimental data.'0 It is then assumed that the value of ao for an n-alkane of equiv-
alent number of carbons to the linear alkyl tail holds for the tail in question.8 The
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correlation is
1.381 (117.99 + 57.868N - T (0.059N + 0.1768))
o0= N,2. (F.6.3)N + 2.4
where N is the total number of carbons in the tail/oil and T is the absolute sys-
tem temperature. Application of a0 to dodecane at T = 293.15K yields uO = 53.04
dyn/cm and at T = 298.15K yields a0 = 52.61 dyn/cm, as compared to the experi-
mental values of 52.78 dyn/cm and 52.46 dyn/cm, respectively. 10
While Eq. F.6.3 is especially useful for linear alkyl tails, it is not clear what sort of
relationship holds for branched alkanes, especially given the general lack of interfacial
tension data in the literature.
When interfacial tensions are unknown, one common equation for their estimation
is the Girifalco-Good-Fowkes equation, 355,356 which is most generally written as
UO,AB = To,A + 'YO,B-2 d0, (F.6.4)
where U,AB is the planar interfacial tension between species A and B, 7Y0,A and '0,B
are the planar surface tensions of pure species A and B in equilibrium with their
vapors, respectively, and 70,A and 70,B are the London dispersion contributions to
'Y0,A and 'YO,B, respectively. Substituting A = water and B = oil, and making the
common assumption that YgOLd ~ 70_,0j (i.e., that the surface tensions of oils are purely
dispersive in nature) ,356 one obtains
U0 = Y0,water + 70,oil - 2 6gwater - r%,oil. (F.6.5)
For water, Fowkes determined an average value of -yo 'water 21.8 dyn/cm at 20'C
based on fitting to experimental data for a small set of known interfacial tensions. 356
Equation F.6.5 is presumed to be an improvement on the original Girifalco-Good
equation, which involves only the various -y but also a fitting parameter, <b:357
O0,AB = 'Y0,A + 'Y0,B - 021 'yO,AyO,B, (F.6.6)
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Table F.11: Surface Tension of Water at Various Temperatures'
T (SC) 'Yowater (dyn/cm) T (0C) 7howater (dyn/cm)
20 72.75 40 69.60
25 71.99 50 67.94
30 71.20 60 66.24
where D is dependent on the functionality of the molecule of interest, with recom-
mended values provided by Demond and Lindner of ( = 0.5595 for aliphatic hydro-
carbons and 1 = 0.7006 for aromatic hydrocarbons.3 58 For the oil/water system, Eq.
F.6.6 is simply
60= '7O,water + 7YO,oi - 2 ( 1,/7D,/water) VToai, (F.6.7)
and it is clear through comparison of Eqs. F.6.5 and F.6.7 that
7d, = (D270,wate,. F.6.8)
Using the Demond and Lindner value of 4 = 0.5595358 and TYO,wate, = 72.75
dyn/cm (see Table F.11), Eq. F.6.8 yields ,water = 22.8 dyn/cm, a slightly larger
number than that proposed by Fowkes.35 ' This is likely a better value to use, if using
an averaged value, since the Demond and Lindner fitting was based on a larger set of
molecules (including alkenes and branched alkanes).
In order to check that y,water can be viewed as a constant, and determine appro-
priate values for this term at temperatures other than 200C, I prepared Table F.12
from surface tension data prepared by the American Petroleum Institute (Project 44)8
and Table F.13 from interfacial tension data collected by Zeppieri and coworkers9 and
Aveyard and Haydon for C14 and C16 oils.' 0 Values for 70water were then calculated
using a rearrangement of Eq. F.6.5:
2
d _,_ate, +_,oil _oYO,wateter, + V/- (F.6.9)
2 '}o,oii )
as summarized in Table F.14.
From Table F. 14, it is clear that there is a monotonic decrease in 7wter not only
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Table F.12: Surface Tensions of Oils
Table F. 13: Interfacial Tensions of Oils Against Water at Various Temperatures
(dyn/cm)9,'10
Molecule 200C 250C 300C 400C 500C 600C
n-hexane 50.80 50.38 49.96 48.92 48.13
n-heptane 51.24 50.71 50.30 49.38 48.55
n-octane 51.64 51.16 50.74 49.84 48.95 48.32
n-nonane 52.06 51.63 51.21 50.27 49.36 48.82
n-decane 52.33 51.98 51.51 50.53 49.78 49.21
n-undecane 52.56 52.25 51.82 50.95 50.11
n-dodecane 52.87 52.55 52.14 51.24 50.43 50.00
n-tridecane
n-tetradecane 53.32 52.92 52.46
n-pentadecane
n-hexadecane 53.77 53.30 52.90
Table F.14: Calculated Values for _-yde at Various Temperatures (dyn/cm)
Molecule 20 0C 250C 300C 400C 500C 600C
n-hexane 22.12 21.80 21.45 20.97 20.13
n-heptane 21.53 21.31 20.93 20.27 19.45
n-octane 21.11 20.83 20.46 19.76 18.99 17.92
n-nonane 20.74 20.41 20.03 19.36 18.61 17.46
n-decane 20.55 20.14 19.81 19.17 18.26 17.15
n-undecane 20.40 19.95 19.59 18.85 18.02
n-dodecane 20.18 19.75 19.36 18.65 17.81 16.60
n-tridecane
n-tetradecane 19.91 19.56 19.21
n-pentadecane
n-hexadecane 19.65 19.34 18.96
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Molecule 20 0C 250C 300C 400C 500C 600C
n-hexane 18.42 17.90 17.38 16.36 15.36 14.33
n-heptane 20.30 19.80 19.30 18.32 17.37 16.43
n-octane 21.76 21.26 20.77 19.80 18.86 17.94
n-nonane 22.92 22.44 21.95 21.00 20.08 19.16
n-decane 23.92 23.44 22.96 22.02 21.09 20.18
n-undecane 24.74 24.27 23.80 22.88 21.96 21.07
n-dodecane 25.44 24.98 24.51 23.60 22.70 21.83
n-tridecane 26.10 25.60 25.20 24.30 23.40 22.50
n-tetradecane 26.60 26.20 25.70 24.80 24.00 23.10
n-pentadecane 27.10 26.70 26.20 25.30 24.50 23.70
n-hexadecane 27.60 27.10 26.70 25.80 25.00 24.20
at Various Temperatures (dyn/cm)8
with increasing temperature, but also with increasing carbon-number. The entire
table is well-described by the linear regression model
d
"7O,water = 51.18 - 2.75 n N - 0.082T, (F.6.10)
where N is the number of carbons in the oil, and T is the absolute system temperature
(the average absolute error is 0.16 dyn/cm, with a maximum absolute error of 0.43
dyn/cm).
The difference between , , watervalues between n-hexadecane and n-hexane is quite
substantial, at about 2.4 dyn/cm up to 300C. The average value at 20'C is about
20.7 dyn/cm, lower than Fowkes' value by 1.1 dyn/cm. The value derived from Eq.
F.6.8 and Demond and Lindner's value for <} is quite close to that for n-hexane,
but overestimates 7'water as chain length increases. What this situation indicates
is that it is unlikely that a single value for -d,wat,. should be applied to branched
alkanes, since linear alkanes themselves demonstrate such markedly different values.
(Note that this discussion has no bearing on the current method for determining the
interfacial tension for linear alkyl tails, since the experimental data is already directly
available.)
To proceed, I examined a large dataset for linear and branched alkane surface
tensions prepared by Needham and coworkers," which I have reproduced in full in
Table F.16 together with a summary of: (i) the number of carbons in the main
chain, (ii) the number of carbons in the total chain, and (iii) the number of branches
present. In Table F.15, which precedes this full dataset, I provide a subset of molecules
containing a maximum of one branch. I have sorted both Tables in order of surface
tension.
I prepared Table F.15 in response to a lack of clear or useful trends in the full
dataset of Table F.16. That is, in the full set, there is a general increase in the
average surface tension for molecules with a given carbon-number, but the spread of
values about this mean also increases. For example, the set of alkanes with 7 total
carbons spans surface tension values from 18.02 to 20.44 dyn/cm (a 2.42 dyn/cm
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span), alkanes with 8 total carbons spans surface tension values from 18.77 to 21.99
dyn/cm (a 3.22 dyn/cm span) and alkanes with 9 total carbons span surface tension
values of 20.04 to 23.87 dyn/cm (a 3.83 dyn/cm span). It is clear that there is
also significant overlap between these sets. Finally, there is no clear correlation with
respect to the number of carbons in the main chain or the number of branches.
However, when one examines the values in Table F.15, where there is a maximum
of one branch on the chain, the spread of values is closer to 1 dyn/cm and the surface
tensions are clearly grouped by carbon number, with no overlap between groups. This
is promising, since my systems are all singly-branched. Based on the lack of experi-
mental data for oil-water interfacial tensions for branched alkanes, and an associated
lack of understanding with regards to the sensitivity of 7,,, to branching, I have
decided to proceed by utilizing Eq. F.6.3, with N set equal to the total number of
carbons in the tail. Based on the similarity in surface tensions of compounds grouped
by carbon-number in Table F. 15, and the fact that application of an equation such as
Eq. F.6.5 serves to diminish the impact of errors in surface tension (assuming 'Y7,water
does not vary too much if carbon-number and temperature is fixed), this appears to
be the best means for moving forward. However, it is important to keep in mind that
the results of Table F.16 indicate that this issue must be revisited if highly-branched
surfactant tails are under consideration.
Table F.15: Surface Tension of Oils I"
Molecule 'expt* Nc,mai Nc,totalt NOb
2-methylbutane 15 4 5 1
n-pentane 16 5 5 0
2-methylpentane 17.38 5 6 1
3-methylpentane 18.12 5 6 1
n-hexane 18.42 6 6 0
2-methylhexane 19.29 6 7 1
3-methylhexane 19.79 6 7 1
Continued on Next Page
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Molecule yexPt* Nc,maint Nc,totait NO
n-heptane 20.26 7 7 0
3-ethylpentane 20.44 5 7 1
2-methylheptane 20.6 7 8 1
4-methylheptane 21 7 8 1
3-methylheptane 21.17 7 8 1
3-ethylhexane 21.51 6 8 1
n-octane 21.76 8 8 0
2-methyloctane 21.88 8 9 1
3-methyloctane 22.34 8 9 1
4-methyloctane 22.34 8 9 1
3-ethylheptane 22.81 7 9 1
4-ethylheptane 22.81 7 9 1
n-nonane 22.92 9 9 0
*Experimental surface tension in dyn/cm.
tNumber of carbons in the main chain.
Number of carbons total.
Number of branches off the main chain.
Table F.16: Surface Tension of Oils 11"
Molecule yexpt* Nc,maint Nc,totait  N§
2-methylbutane 15 4 5 1
n-pentane 16 5 5 0
2,2-dimethylbutane 16.3 4 6 2
2,3-dimethylbutane 17.37 4 6 2
2-methylpentane 17.38 5 6 1
2,2-dimethylpentane 18.02 5 7 2
Continued on Next Page
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Molecule yexpt* Nc,maint Nc,total NOs
3-methylpentane 18.12 5 6 1
2,4-dimethylpentane 18.15 5 7 2
n-hexane 18.42 6 6 0
2,2,3-trimethylbutane 18.76 4 7 3
2,2,4-trimethylpentane 18.77 5 8 3
2-methylhexane 19.29 6 7 1
3,3-dimethylpentane 19.59 5 7 2
2,2-dimethylhexane 19.6 6 8 2
2,5-dimethylhexane 19.73 6 8 2
3-methylhexane 19.79 6 7 1
2,3-dimethylpentane 19.96 5 7 2
2,2,5-trimethylhexane 20.04 6 9 3
2,4-dimethylhexane 20.05 6 8 2
n-heptane 20.26 7 7 0
2,2,4,4-tetramethylpentane 20.37 5 9 4
3-ethylpentane 20.44 5 7 1
2,2,4-trimethylhexane 20.51 6 9 3
2-methylheptane 20.6 7 8 1
3,3-dimethylhexane 20.63 6 8 2
2,2,3-trimethylpentane 20.67 5 8 3
2,2-dimethylheptane 20.8 7 9 2
2,6-dimethylheptane 20.83 7 9 2
2,3-dimethylhexane 20.99 6 8 2
4-methylheptane 21 7 8 1
2,3,4-trimethylpentane 21.14 5 8 3
3-methylheptane 21.17 7 8 1
2,4,4-trimethylhexane 21.17 6 9 3
Continued on Next Page
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Molecule [ iexPt* Nc,maint Nc,totait No)
2,3,5-trimethylhexane 21.27 6 9 3
2,4-dimethylheptane 21.3 7 9 2
2,5-dimethylheptane 21.3 7 9 2
3-ethylhexane 21.51 6 8 1
3-ethyl-2-methylpentane 21.52 5 8 2
2,3,3-trimethylpentane 21.56 5 8 3
3,4-dimethylhexane 21.64 6 8 2
n-octane 21.76 8 8 0
3,5-dimethylheptane 21.77 7 9 2
4-ethyl-2-methylhexane 21.77 6 9 2
2,2,3-trimethylhexane 21.86 6 9 3
2-methyloctane 21.88 8 9 1
2
,2,3,4-tetramethylpentane 21.98 5 9 4
3-ethyl-3-methylpentane 21.99 5 8 2
3,3-dimethylheptane 22.01 7 9 2
4,4-dimethylheptane 22.01 7 9 2
3-methyloctane 22.34 8 9 1
4-methyloctane 22.34 8 9 1
2,3-dimethylheptane 22.34 7 9 2
2,2-dimethyl-3-ethylpentane 22.38 5 9 3
2,3,3-trimethylhexane 22.41 6 9 3
3,4-dimethylheptane 22.8 7 9 2
3-ethyl-2-methylhexane 22.8 6 9 2
2,3,4-trimethylhexane 22.8 6 9 3
2,4-dimethyl-3-ethylpentane 22.8 5 9 3
3-ethylheptane 22.81 7 9 1
4-ethylheptane 22.81 7 9 1
Continued on Next Page
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Molecule 7expt* Nc,maint Nc,totai' NO
n-nonane 22.92 9 9 0
3-ethyl-3-methylhexane 23.22 6 9 2
4-ethyl-3-methylhexane 23.27 6 9 2
3,3,4-trimethylhexane 23.27 6 9 3
2,3,3,4-tetramethylpentane 23.31 5 9 4
2,2,3,3-tetramethylpentane 23.38 5 9 4
3,3-diethylpentane 23.75 5 9 2
2,3-dimethyl-3-ethylpentane 23.87 5 9 3
*Experimental surface tension in dyn/cm.
tNumber of carbons in the main chain.
Number of carbons total.
§Number of branches off the main chain.
F.7 Surfactant Tail Packing Polynomials
In the final section of this Appendix, I provide a listing of packing polynomials ob-
tained using the methodology described in Chapter 4 and the group volumes obtained
in Section F.4. For single species, these polynomials are of the form
£ N-1
fpc -N1cnr,"n (F. 7. 1)
n=O
where {cn} are the N polynomial coefficients used to fit the fpack data (typically
N = 4 provides an excellent fit), and rred is the reduced micelle core radius, obtained
by dividing the micelle core radius by the maximum chain length of the tail being
packed (rrei, obtained through geometrical arguments for the tail in an all-trans con-
figuration). Note that the term "radius" here refers to the radius of a sphere, the
cross-sectional radius of a cylinder, and the half-width of a bilayer. The polynomials
are intended for use with micelles possessing radii between some rmin and rmax. The
value of rmax can exceed rrel by a small amount, due the finite width of the concen-
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tric layers used during packing. As this width approaches zero, rmax approaches rrel
in such cases. In other situations, such as with bilayers, rmax will typically be less
than rre and represents the maximum radius at which the nonlinear solver was able
to determine lateral pressures which satisfy the constant density packing constraints
(please refer to Chapter 4 for explanations of these terms). The value of rmin is usu-
ally determined by the radii selected for packing. The choice of rmin =0.4rrei appears
to be a suitable lower bound, since micelles have not been obtained at such a small
radius during CS-PREDICT calculations.
In Table F.17, I provide the packing polynomial coefficients for n-alkanes, singly-
branched alkanes, and linear and branched alkyl benzenes for use with Eq. F.7.1.
Polynomials for each of the three principal geometries (bilayer, cylinder, and sphere)
are provided. These data are for T = 298.15K, and were obtained by fitting to
the packing results obtained for up to 15 different radii per geometry and molecule,
with 500 external orientational samples taken per internal conformation of the chain,
a gauche energy of o = 500 cal/mol applied, and the head group positioned on
the interface. All other packing parameters (e.g. RIS weightings and bond lengths,
angles, and geometries) are according to the details in Chapter 4.
In order to describe the various molecules compactly in Table F.17, I developed
the following systematic formula representations for these molecules.
For the n-alkanes, I use a formula representation of "CN", where Nc is the total
number of carbons in the chain (e.g., C10 for a 10-carbon alkyl chain).
For singly-branched alkanes, I use a formula representation of "CN (N.SN)",
where Nc is the length of the main chain, N, is the node number at which the branch
emanates, S indicates the stereochemistry of the chain (where S = - indicates the
branch is 120' behind the main chain in terms of dihedral state, and S = + indicates
the branch is 120' ahead of the main chain), and Nb is the length of the branch at
the specified node. As an example, one valid formula representation is C10 (1 - 5),
which indicates a C10 main chain, with a C5 side chain at position 1, connected such
that it is 120' behind the main chain in terms of dihedral angle.
This formula can be readily extended to accommodate additional branches on the
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main chain, or, through recursion, branches off branches. Mixed stereochemistry can
also be specified. In Figure F-3, the branched alkyl tail C8(1 - 5(2 - 1), 6 + 2))
is presented, indicating a C8 main chain attached to the head, with two primary
branches at the 1 and 6 positions: the primary branch at position 1 having a length
of 5 carbons and possessing a secondary branch at position 2 (with length 1), and
the primary branch at position 6 having a length of 2 carbons. The stereochemistry
follows the sign convention already mentioned.
For alkyl benzenes, I use a formula representation of "BNaAN," prepended to
any valid linear or branched alkyl string, where Na indicates the number of aromatic
carbon groups included in the tail, and N, indicates the starting position on the
ring for the chain specification which follows. For example, B3A4C10 indicates a
C10 linear alkyl tail is attached to a benzene ring at position 4 (the head, say a
sulfonate, is at position 1 on the ring), and three of the possible six carbons of the
benzene ring are included in the tail. I assume symmetry of the ring when chains are
attached to the 4-position, such that valid values for Na are 0, 1, 3, 5, and 6. Such
symmetry has always been observed in the head-tail identifications obtained in my
work. Note that packing of a BOA4C10 tail is not equivalent to the packing of a C10
tail, since the benzene ring is explicitly included in the head region in the BOA4C10
case, limiting the available configurations of the tail (head groups are not permitted
to enter the core region, and the presence of the benzene ring decreases the size of the
set of configurations which satisfy these constraints relative to a small head group,
thereby increasing the packing free-energy penalty). In Figure F-3, the branched
alkyl benzene tail B3A4C6(1 - 2) is presented, where a C6(1 - 2) tail is attached to
position 4 of the benzene ring, and three of the benzene ring carbon groups are in
the tail.
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2
1
2
5 6
8
6
B3A4C6(1-2) C8(1-5(2-1),6+2)
Figure F-3: Examples of formula representations for alkyl benzenes and branched
alkanes. The formulas are interpreted as indicated in the Text. Numbering of groups
in the benzene ring and along alkane branches is indicated (color code for numbers:
brown: benzene ring positions, blue: main chain, green: primary branch, red: sec-
ondary branch). A dotted line indicates a bond into the page; a solid wedge indicates
a bond out of the page. The circle labeled H indicates the position of the surfactant
head, while the horizontal blue line indicates the separation between head and tail
regions.
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Table F.17: Packing Polynomials
Formula* Sht rminI rmaxI rre I Co1  C,1  C21  C31
Linear Alkanes
C6
C6
C6
C7
C7
C7
C8
C8
C8
C9
C9
C9
C10
C10
C10
C1l1
C11
C11
C12
C12
C12
C13
C13
C13
C14
C14
C14
C15
C15
C15
C16
C16
C16
3.425
3.425
3.425
3.568
3.568
3.568
4.059
4.059
4.059
4.579
4.579
4.579
5.074
5.074
5.074
5.592
5.592
5.592
6.088
6.088
6.088
6.605
6.605
6.605
7.103
7.103
7.103
7.618
7.618
7.618
8.118
8.118
8.118
8.372
8.372
8.372
9.366
9.812
9.812
10.655
11.162
11.162
11.448
12.593
12.593
12.684
13.318
13.953
13.280
13.979
15.377
14.460
15.221
15.982
15.686
16.512
16.512
15.982
16.870
17.758
17.141
18.093
19.046
18.265
19.280
20.295
7.611
7.611
7.611
8.920
8.920
8.920
10.147
10.147
10.147
11.448
11.448
11.448
12.684
12.684
12.684
13.979
13.979
13.979
15.221
15.221
15.221
16.512
16.512
16.512
17.758
17.758
17.758
19.046
19.046
19.046
20.295
20.295
20.295
-5.6438
4.5315
16.2566
-1.8019
5.1897
16.5908
-4.6043
4.7625
14.5907
-2.1724
4.3281
12.8565
-3.0885
4.9350
13.0166
-2.7000
5.0608
11.9479
-3.1095
4.6440
11.9205
-3.5082
4.9723
12.5447
-1.9560
5.3312
11.9895
-2.3036
4.8351
10.9855
-2.9392
5.1984
11.5662
33.3479
-7.1857
-46.1334
17.8139
-9.2980
-47.9013
32.0488
-7.2636
-40.0597
20.5077
-5.2323
-33.0223
25.8147
-7.4605
-33.7442
24.2921
-8.1237
-29.3401
26.7680
-6.1163
-29.8872
29.2497
-7.3407
-33.0003
21.5505
-9.0539
-30.4537
23.6623
-6.6527
-26.1149
27.3310
-8.0918
-28.6191
-53.9343
4.0357
49.7231
-34.4288
6.0546
52.4951
-57.6628
2.9595
42.6370
-40.4428
-0.0501
33.5017
-50.1555
2.5421
34.5284
-48.5820
3.6405
28.7209
-53.4401
0.4663
30.2667
-58.3282
1.9130
35.2481
-46.1830
4.5899
31.5428
-50.3618
0.8257
25.4973
-57.1919
2.6145
28.9381
28.7774
0.1103
-18.1129
21.5543
-0.3404
-19.4034
33.9524
1.2274
-15.3627
26.1404
2.7448
-11.5058
32.0174
1.8785
-11.9199
32.0163
1.3931
-9.4211
35.3070
3.1054
-10.3728
38.6101
2.6527
-12.8796
32.7470
1.3724
-11.1144
35.6693
3.3681
-8.3530
39.9968
2.7540
-9.8321
Branched Alkanes
C6(1-1) 1 3.425 8.372 7.611 -8.4115 47.6695 -75.9277 40.1802
C6(1-1) 2 3.425 8.372 7.611 5.9646 -10.4985 7.4642 -0.9922
C6(1-1) 3 3.425 8.372 7.611 19.4444 -54.4305 58.3283 -21.1225
C6(1-2) 1 3.425 7.991 7.611 -15.9618 84.8273 -134.5453 71.3344
C6(1-2) 2 3.425 8.372 7.611 7.2409 -13.6319 10.4615 -1.6195
C6(1-2) 3 3.425 8.372 7.611 26.8786 -78.9486 86.4938 -31.7270
Continued on Next Page
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Table F.17 - Continued from Previous Page
Formula* Sht I rmint I rmax I rrelt co c19 c2 c3
C6(1-3)
C6(1-3)
C6(1-3)
C6(1-4)
C6(1-4)
C6(1-4)
C6(1-5)
C6(1-5)
C6(1-5)
C6(2-1)
C6(2-1)
C6(2-1)
C6(2-2)
C6(2-2)
C6(2-2)
C6(2-3)
C6(2-3)
C6(2-3)
C6(2-4)
C6(2-4)
C6(2-4)
C6(3-1)
C6(3-1)
C6(3-1)
C6(3-2)
C6(3-2)
C6(3-2)
C6(3-3)
C6(3-3)
C6(3-3)
C6(4-1)
C6(4-1)
C6(4-1)
C6(4-2)
C6(4-2)
C6(4-2)
C6(5-1)
C6(5-1)
C6(5-1)
C7(1-1)
C7(1-1)
C7(1-1)
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.425
3.568
3.568
3.568
7.611
8.372
8.372
7.611
8.372
8.372
7.991
8.372
8.372
8.372
8.372
8.372
7.991
8.372
8.372
7.991
8.372
8.372
7.991
8.372
8.372
7.991
8.372
8.372
7.991
8.372
8.372
7.991
8.372
8.372
7.991
8.372
8.372
8.372
8.372
8.372
8.372
8.372
8.372
8.920
9.812
9.812
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
7.611
8.920
8.920
8.920
1.3801
8.3275
34.1486
2.2897
8.8699
42.0726
-11.4814
10.0349
49.9987
-11.4036
4.8183
17.2951
-17.3996
5.3144
22.1310
-22.7027
6.3748
34.5304
-12.3664
8.4985
47.4994
-11.3665
4.1565
17.7084
-14.6280
2.5142
27.8416
-15.0780
4.6590
36.9970
-15.1405
4.2949
17.0876
-12.9632
3.7019
23.5937
-5.2995
5.6746
20.8382
-0.1403
6.4808
21.2611
6.6437
-15.8640
-101.0908
3.9352
-15.7660
-125.8643
67.9975
-18.4851
-149.9324
61.6280
-6.3147
-47.7094
92.9031
-6.0190
-63.1005
120.3645
-7.8223
-105.1561
71.8292
-14.5226
-148.5856
62.4995
-3.5966
-49.1102
80.4093
5.3345
-83.2647
81.3607
-1.4722
-111.6249
79.7217
-4.4252
-47.4301
68.9264
-0.2839
-69.0076
31.3307
-10.3132
-60.4937
11.0715
-12.4114
-62.8103
Continued on Next Page
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3
-22.0299
11.6541
110.0608
-19.7719
9.7793
136.9206
-114.3186
12.4286
162.6697
-97.6381
1.7985
50.7554
-149.9115
-0.3461
68.0232
-195.1467
0.2043
116.5426
-120.3340
8.1295
166.0575
-101.5609
-2.2249
52.1199
-131.8066
-15.5226
91.5784
-130.2901
-7.2098
122.4967
-125.8626
-0.6971
50.5982
-107.4813
-6.7793
75.8016
-49.2239
7.6139
66.0005
-24.1750
9.5943
70.0689
20.2070
-1.3681
-40.0815
20.0501
0.1442
-49.7258
64.1666
-0.9354
-59.0885
50.9603
1.4727
-18.3147
79.6170
3.0798
-24.7599
103.7408
3.4833
-43.2773
65.9174
0.2110
-62.0351
53.9265
3.3006
-18.7774
70.2039
9.5012
-33.9086
67.5867
5.9104
-45.3218
64.5122
2.4625
-18.3163
54.1487
5.0839
-28.1744
25.1402
-1.4591
-24.3984
17.1706
-1.6076
-26.2451
Table F.17 - Continued from Previous Page
Formula* Sht rmI [ r re c c 19 c25 c35
C7(1-2)
C7(1-2)
C7(1-2)
C7(1-3)
C7(1-3)
C7(1-3)
C7(1-4)
C7(1-4)
C7(1-4)
C7(1-5)
C7(1-5)
C7(1-5)
C7(1-6)
C7(1-6)
C7(1-6)
C7(2-1)
C7(2-1)
C7(2-1)
C7(2-2)
C7(2-2)
C7(2-2)
C7(2-3)
C7(2-3)
C7(2-3)
C7(2-4)
C7(2-4)
C7(2-4)
C7(2-5)
C7(2-5)
C7(2-5)
C7(3-1)
C7(3-1)
C7(3-1)
C7(3-2)
C7(3-2)
C7(3-2)
C7(3-3)
C7(3-3)
C7(3-3)
C7(3-4)
C7(3-4)
C7(3-4)
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
8.028
9.812
9.812
8.028
9.812
9.812
8.474
9.366
9.812
8.920
9.366
9.812
9.366
9.812
9.812
8.920
9.812
9.812
8.028
9.812
9.812
8.474
9.812
9.812
8.920
9.812
9.812
8.920
9.812
9.812
9.366
9.812
9.812
8.920
9.812
9.812
8.920
9.812
9.812
9.366
9.812
9.812
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
-2.0057
7.3559
26.6582
-3.5212
8.3891
30.9130
-26.2497
9.5655
36.9907
-11.1377
10.1273
42.0110
-6.6886
10.5599
50.7560
-0.2679
5.7890
18.2708
-3.0327
6.3149
24.3635
-16.7906
7.3399
33.5465
-15.2318
8.2330
41.6915
-7.1800
9.5636
50.6534
-3.1836
5.1579
18.3428
-6.5922
4.6704
25.9027
-6.9344
5.6319
37.7140
-7.2866
7.9302
51.6605
Continued on Next Page
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22.3766
-14.2372
-80.5563
32.4384
-16.9800
-92.9475
151.6750
-20.4906
-112.8477
74.2644
-20.7106
-127.9297
49.9696
-20.1832
-158.3650
12.0554
-9.8301
-52.1227
28.6976
-9.8807
-73.1616
102.7595
-12.0010
-104.9973
95.1999
-13.6944
-132.3231
53.5816
-16.9763
-162.8966
27.9272
-7.4498
-52.3274
47.5033
-3.0838
-78.3737
50.2133
-4.6934
-119.0338
50.7897
-12.3344
-168.5997
-45.1116
11.2000
90.6369
-66.3503
13.8166
103.4810
-267.0645
17.8251
126.1166
-138.7893
16.4821
142.1982
-94.1614
14.2545
178.3622
-27.2287
5.7147
56.9554
-58.7703
4.1179
81.7730
-186.5880
5.3590
119.3309
-173.9601
6.2337
150.7993
-103.1438
9.3354
186.6748
-56.2581
2.2361
56.7119
-91.3000
-5.4759
87.5922
-96.6174
-4.9742
135.2295
-93.7682
4.3519
194.3117
31.0680
-1.7204
-34.0046
46.0910
-2.3152
-38.4120
155.3691
-3.6454
-46.8526
86.4725
-2.4639
-52.6165
59.1600
-1.2126
-66.8738
19.4066
0.2208
-21.0294
39.1851
1.6549
-30.6171
110.5959
1.7691
-45.2089
103.5924
1.9036
-57.2150
64.0237
0.7954
-71.2015
36.2102
1.8446
-20.7603
56.5478
5.9515
-32.8610
59.6919
6.2605
-51.3427
55.5167
2.3038
-74.5278
Table F.17 - Continued from Previous Page
Formula* ShI rmint I rmaxt I rret [ co§ cI 1 c c ,3
C7(4-1)
C7(4-1)
C7(4-1)
C7(4-2)
C7(4-2)
C7(4-2)
C7(4-3)
C7(4-3)
C7(4-3)
C7(5-1)
C7(5-1)
C7(5-1)
C7(5-2)
C7(5-2)
C7(5-2)
C7(6-1)
C7(6-1)
C7(6-1)
C8(1-1)
C8(1-1)
C8(1-1)
C8(1-2)
C8(1-2)
C8(1-2)
C8(1-3)
C8(1-3)
C8(1-3)
C8(1-4)
C8(1-4)
C8(1-4)
C8(1-5)
C8(1-5)
C8(1-5)
C8(1-6)
C8(1-6)
C8(1-6)
C8(1-7)
C8(1-7)
C8(1-7)
C8(2-1)
C8(2-1)
C8(2-1)
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
3.568
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
9.366
9.812
9.812
8.920
9.812
9.812
8.920
9.812
9.812
9.366
9.812
9.812
9.366
9.812
9.812
9.366
9.812
9.812
9.640
11.162
11.162
9.640
10.655
11.162
8.118
10.655
11.162
9.133
10.655
11.162
9.640
10.655
11.162
9.640
10.655
10.655
10.147
10.655
10.655
9.640
11.162
11.162
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
8.920
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
-7.8130
5.2418
16.8063
-7.5848
4.1308
21.1680
-9.1041
5.7575
29.5534
-10.6078
5.0728
17.4399
-7.1221
5.4363
23.1169
-4.4667
6.5513
22.6160
-0.3773
5.6828
17.9946
-9.4600
7.0217
21.6374
-2.6083
7.6914
24.6065
3.3237
8.2501
27.2717
-21.1879
8.8010
30.7293
-6.9600
9.2002
38.6083
-9.6186
10.3035
44.4462
-1.3766
5.4738
16.6949
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50.1081
-7.6960
-46.5285
51.4600
-0.6728
-59.9477
58.6593
-5.0850
-87.1554
61.8792
-7.3860
-49.0129
44.8261
-7.0997
-68.5087
30.8485
-13.5106
-68.9017
12.2846
-8.9884
-50.3580
60.9523
-13.5991
-61.9222
28.2418
-15.0739
-70.4515
-2.1493
-15.9561
-78.1008
126.0222
-16.5129
-88.2752
52.7907
-16.1690
-118.6779
65.8242
-19.2856
-138.8820
17.4573
-8.4273
-46.0170
-88.8233
2.7192
49.8305
-94.7057
-8.4462
64.6428
-104.1046
-3.8332
95.5409
-104.0286
2.6737
52.9811
-76.2347
1.3649
76.3688
-53.3985
11.1767
77.8550
-26.2251
4.7463
54.6174
-109.1419
11.1854
67.9339
-60.8626
12.3207
76.8122
-10.6266
12.5632
84.9376
-225.6997
11.8862
95.6837
-103.3040
9.7779
135.7921
-121.7496
13.4854
160.3400
-35.6839
3.5938
49.1985
50.8755
1.5415
-18.1084
55.9326
7.0017
-23.6162
59.1747
5.2325
-35.4259
56.3711
1.3151
-19.4722
41.4794
2.0398
-28.8080
29.6562
-2.5956
-29.5662
18.5353
0.6849
-19.9872
65.6498
-1.9627
-24.9406
44.9671
-1.9826
-28.0001
19.0006
-1.4998
-30.7944
135.1910
-0.5596
-34.5726
68.5130
0.9454
-52.0336
75.3277
-0.8704
-62.1016
23.9163
1.3432
-17.7917
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Formula* Sht rmmn . I reit co c is § I l 1 C2§ C3§
C8(2-2)
C8(2-2)
C8(2-2)
C8(2-3)
C8(2-3)
C8(2-3)
C8(2-4)
C8(2-4)
C8(2-4)
C8(2-5)
C8(2-5)
C8(2-5)
C8(2-6)
C8(2-6)
C8(2-6)
C8(3-1)
C8(3-1)
C8(3-1)
C8(3-2)
C8(3-2)
C8(3-2)
C8(3-3)
C8(3-3)
C8(3-3)
C8(3-4)
C8(3-4)
C8(3-4)
C8(3-5)
C8(3-5)
C8(3-5)
C8(4-1)
C8(4-1)
C8(4-1)
C8(4-2)
C8(4-2)
C8(4-2)
C8(4-3)
C8(4-3)
C8(4-3)
C8(4-4)
C8(4-4)
C8(4-4)
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
9.640
10.655
11.162
9.133
10.655
11.162
9.133
10.655
11.162
9.640
10.655
11.162
10.147
10.655
11.162
9.640
11.162
11.162
10.655
11.162
11.162
9.640
10.655
11.162
10.655
10.655
11.162
10.655
10.655
11.162
10.655
11.162
11.162
10.147
11.162
11.162
10.147
10.655
11.162
10.655
10.655
11.162
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
-12.1297
6.7666
20.5273
-5.3329
7.6279
25.4813
-2.5704
8.0021
29.3761
-8.9610
8.6053
33.4168
-8.3865
10.1193
39.5125
-2.4143
5.0691
15.8770
-12.1744
5.2449
20.3307
-9.6003
6.0678
28.0175
-10.8080
6.8621
36.1248
-16.1453
8.9840
44.1619
-4.8610
4.8344
14.2375
-13.8987
4.4026
18.1066
-12.5573
4.6755
25.5249
-17.9358
6.7566
33.2031
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75.1309
-12.5772
-58.7688
43.8101
-14.4327
-75.0902
30.7749
-14.1329
-87.0227
64.3607
-14.5582
-99.1987
60.2587
-19.3372
-119.7640
23.2210
-7.0491
-42.8880
77.3629
-5.8606
-57.4949
65.0213
-7.2988
-83.4364
71.3065
-8.6741
-111.7345
96.3564
-16.1184
-139.6954
36.4084
-5.8617
-36.6774
84.9563
-1.8331
-48.7699
79.2993
-0.5126
-73.4521
104.4563
-7.9355
-100.2050
-135.1040
8.6055
64.0517
-90.1965
9.8505
82.7942
-70.2380
8.0181
95.7618
-125.8772
6.9499
108.9229
-115.1367
12.8577
132.9781
-47.3952
1.5461
45.0053
-143.4384
-1.5283
61.8794
-124.0737
-1.0480
91.9613
-133.3214
-0.5354
125.4846
-168.7414
9.1970
158.8356
-69.4514
-0.1169
37.4348
-152.6469
-7.3882
50.8018
-144.4993
-11.0186
79.2698
-179.9780
-1.1653
111.2067
80.1221
-0.5178
-23.4597
61.0655
-0.4980
-30.5671
51.4951
0.9250
-35.2469
80.7298
2.0146
-40.0259
71.8115
-0.6590
-49.4271
31.3005
2.3041
-16.0142
86.6121
4.3084
-22.4823
77.0066
4.6435
-34.0431
80.9046
4.8597
-47.1285
95.6969
0.4287
-60.3241
42.9541
3.0686
-12.9875
89.0095
7.0184
-17.8880
85.1646
9.2193
-28.8395
100.0422
4.6793
-41.4922
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Formula* Sht rmint rmaxI rrIt co§ cli C2§ c3
C8(5-1)
C8(5-1)
C8(5-1)
C8(5-2)
C8(5-2)
C8(5-2)
C8(5-3)
C8(5-3)
C8(5-3)
C8(6-1)
C8(6-1)
C8(6-1)
C8(6-2)
C8(6-2)
C8(6-2)
C8(7-1)
C8(7-1)
C8(7-1)
C9(1-1)
C9(1-1)
C9(1-1)
C9(1-2)
C9(1-2)
C9(1-2)
C9(1-3)
C9(1-3)
C9(1-3)
C9(1-4)
C9(1-4)
C9(1-4)
C9(1-5)
C9(1-5)
C9(1-5)
C9(1-6)
C9(1-6)
C9(1-6)
C9(1-7)
C9(1-7)
C9(1-7)
C9(1-8)
C9(1-8)
C9(1-8)
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.059
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
10.147
11.162
11.162
10.147
11.162
11.162
10.655
11.162
11.162
10.655
11.162
11.162
10.655
11.162
11.162
10.655
11.162
11.162
11.448
12.020
12.593
9.731
12.020
12.020
9.731
12.020
12.020
9.731
12.020
12.020
9.731
11.448
12.020
10.875
11.448
12.020
10.875
11.448
12.020
11.448
12.020
12.020
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
10.147
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
-6.9230
4.7424
14.4916
-9.5737
4.3347
16.9187
-15.4878
5.2167
22.4366
-5.9223
4.3412
15.6878
-4.5106
4.8896
20.1524
-1.5369
5.7422
17.6019
-3.7621
5.2322
15.6121
-4.7996
5.9608
19.3419
-11.2334
6.4448
21.2228
-14.0941
6.8191
22.8808
-10.0975
7.3638
25.0031
-18.8807
7.5481
27.9859
-9.2436
7.8514
31.4138
-9.8843
8.5738
35.9512
45.3292
-5.5720
-37.3057
59.8970
-1.7378
-43.3753
88.8921
-3.2965
-60.6709
39.1618
-4.0500
-42.8125
32.2223
-4.5424
-57.8855
16.5480
-10.0564
-49.6411
29.9919
-7.2202
-41.0641
37.9730
-8.9675
-54.5815
74.9440
-9.8128
-59.5629
91.3635
-10.0278
-63.6944
70.4555
-10.9131
-69.3725
116.0082
-9.9984
-79.0156
65.8043
-9.4453
-90.0186
68.1405
-11.0145
-105.7716
-81.2527
-0.4475
37.9599
-105.8725
-7.2258
43.5670
-149.9233
-6.2635
63.0128
-68.9828
-2.2371
45.6346
-57.0419
-2.5753
63.5495
-31.3977
6.4003
53.9898
-55.9650
2.4596
42.7797
-73.0539
4.6483
60.5499
-142.7621
5.0068
65.4782
-173.3524
4.4249
69.4444
-137.8264
4.5263
75.0712
-212.7038
1.8543
86.2761
-127.0425
-0.3077
98.9588
-127.1921
1.2138
118.1318
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47.2093
3.0989
-13.1798
60.3496
6.6234
-14.9375
81.2437
6.3912
-22.3663
39.3233
3.7078
-16.5432
32.3663
4.0469
-23.6565
19.0726
-0.4338
-19.9824
34.9565
1.7548
-15.0532
48.1538
1.1207
-22.6517
92.4015
1.4576
-24.2322
112.0778
2.3100
-25.4012
92.7922
2.8429
-27.2338
131.7804
4.6398
-31.5623
83.5015
5.9915
-36.5326
80.1178
5.1784
-44.4032
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Formula* Sht I rmint I rmaxt r coI ct1 T C21 C3§
C9(2-1)
C9(2-1)
C9(2-1)
C9(2-2)
C9(2-2)
C9(2-2)
C9(2-3)
C9(2-3)
C9(2-3)
C9(2-4)
C9(2-4)
C9(2-4)
C9(2-5)
C9(2-5)
C9(2-5)
C9(2-6)
C9(2-6)
C9(2-6)
C9(2-7)
C9(2-7)
C9(2-7)
C9(3-1)
C9(3-1)
C9(3-1)
C9(3-2)
C9(3-2)
C9(3-2)
C9(3-3)
C9(3-3)
C9(3-3)
C9(3-4)
C9(3-4)
C9(3-4)
C9(3-5)
C9(3-5)
C9(3-5)
C9(3-6)
C9(3-6)
C9(3-6)
C9(4-1)
C9(4-1)
C9(4-1)
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
11.448
12.020
12.593
9.731
12.020
12.020
9.731
11.448
12.020
10.303
11.448
12.020
10.875
11.448
12.020
10.875
11.448
12.020
11.448
11.448
12.020
10.875
12.020
12.593
10.875
12.020
12.593
10.303
12.020
12.593
10.875
12.020
12.593
11.448
12.020
12.020
11.448
12.020
12.593
10.875
12.020
12.593
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
-5.6418
5.1852
14.5789
-5.4768
5.4598
17.9894
-13.9877
6.8205
20.8879
-41.7997
7.2319
23.2125
-25.5103
7.3843
25.7019
-11.3233
7.6123
30.0028
-13.0880
8.8875
34.7635
-2.8660
4.7604
14.0257
-8.0361
4.7609
16.9511
-10.3892
5.2688
22.0451
-8.0143
5.7543
26.6871
-20.7412
6.1934
32.8681
-8.0321
7.4857
36.1042
-2.0103
4.3455
12.4734
39.7739
-7.3370
-37.7993
41.8410
-6.9324
-50.3935
90.5238
-11.5910
-59.1735
239.8375
-11.7443
-65.7775
152.2681
-10.4588
-72.6627
77.9153
-9.4916
-87.2776
85.4744
-13.7219
-104.0088
26.1050
-5.7237
-35.6707
55.9569
-3.7570
-44.6544
70.6147
-3.9706
-61.3850
58.9490
-4.2579
-76.9255
123.3911
-4.3046
-100.2042
58.1416
-8.3756
-107.9326
21.9817
-3.6490
-29.4438
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-73.2542
2.2457
38.7958
-82.1466
0.5880
55.3164
-172.3847
6.5222
64.9667
-431.0182
5.5233
71.8293
-277.9347
2.1580
78.8827
-151.0511
-0.6664
96.3309
-158.7471
4.9964
117.0295
-53.4574
-0.3976
35.8210
-108.5434
-4.6771
45.7424
-137.2306
-5.8657
64.9106
-117.9320
-6.8252
82.9115
-221.2636
-7.9943
113.4745
-112.0765
-2.8231
118.6809
-46.4343
-3.3571
27.9381
44.6132
1.9776
-13.4763
53.8273
3.3020
-20.6048
108.8970
0.9068
-24.1433
254.2237
1.9443
-26.4873
167.4063
4.1368
-28.9138
96.8187
5.9153
-35.8607
97.0136
3.1057
-44.4539
35.7670
3.3444
-12.1837
69.2350
5.9842
-15.8155
87.4754
7.1119
-23.1052
77.0422
8.0899
-29.9822
129.6576
8.9852
-43.3338
70.0666
6.5434
-43.7935
31.7186
4.6971
-8.9432
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Formula* ShtI rent rmat r',t I co I c1c2 c3
C9(4-2)
C9(4-2)
C9(4-2)
C9(4-3)
C9(4-3)
C9(4-3)
C9(4-4)
C9(4-4)
C9(4-4)
C9(4-5)
C9(4-5)
C9(4-5)
C9(5-1)
C9(5-1)
C9(5-1)
C9(5-2)
C9(5-2)
C9(5-2)
C9(5-3)
C9(5-3)
C9(5-3)
C9(5-4)
C9(5-4)
C9(5-4)
C9(6-1)
C9(6-1)
C9(6-1)
C9(6-2)
C9(6-2)
C9(6-2)
C9(6-3)
C9(6-3)
C9(6-3)
C9(7-1)
C9(7-1)
C9(7-1)
C9(7-2)
C9(7-2)
C9(7-2)
C9(8-1)
C9(8-1)
C9(8-1)
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
4.579
11.448
12.020
12.593
10.875
12.020
12.593
11.448
12.020
12.593
11.448
12.020
12.593
11.448
12.020
12.593
11.448
12.020
12.593
11.448
12.020
12.593
11.448
12.020
12.593
11.448
12.020
12.593
10.875
12.020
12.593
11.448
12.020
12.593
11.448
12.020
12.593
11.448
12.020
12.593
11.448
12.593
12.593
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
11.448
-15.8020
3.9827
14.6899
-24.7987
4.3122
19.8134
-8.7838
4.6305
25.0015
-11.0922
5.8940
29.8436
-3.7342
4.2923
12.4308
-8.1503
3.8303
14.5725
-12.2271
3.8198
19.0539
-8.7070
4.7645
24.5549
-6.1748
4.2100
11.9703
-11.1837
3.7464
14.3857
-12.6468
4.7282
19.7646
-3.3649
4.3679
13.0602
-2.5602
4.9530
15.6141
-1.3814
5.0282
15.3373
96.2454
0.1790
-35.5052
145.6134
0.9249
-52.1502
63.3153
1.4630
-69.7984
73.7519
-2.4258
-86.0044
30.6102
-3.5263
-29.0143
55.7900
0.6572
-34.4251
77.2994
2.9651
-48.2135
58.6282
0.3909
-67.2360
42.4182
-3.3384
-27.5708
69.1241
0.7898
-34.3928
76.5436
-1.6215
-52.0617
26.8172
-4.2597
-32.0933
22.9781
-5.2862
-39.9809
16.3669
-6.8983
-40.9263
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-174.9690
-10.6988
33.9838
-261.3806
-13.3446
52.9433
-124.3909
-15.4076
73.7762
-137.3600
-10.5265
92.8729
-60.4327
-3.6169
27.0141
-105.6015
-11.2015
32.0241
-141.0863
-15.9731
47.2066
-107.8587
-12.9182
70.0327
-78.0368
-3.4385
25.6823
-122.8923
-10.8054
32.7529
-133.6072
-8.2425
53.2076
-50.2444
-1.8349
31.6451
-43.3594
-1.1471
40.6540
-32.1650
1.8355
42.8360
103.9753
8.9188
-10.9103
152.7196
10.6945
-18.1184
78.8741
12.0181
-26.2878
82.6207
9.7093
-33.8596
38.6801
4.8210
-8.4589
64.7275
8.9488
-9.9839
83.2872
11.5656
-15.6339
63.8059
10.1234
-24.7658
46.6202
4.4817
-8.1007
70.6246
8.3602
-10.5727
75.0428
7.2462
-18.5365
30.5246
3.5298
-10.6638
26.1659
3.3128
-14.1863
20.2820
1.7750
-15.28173
Table F.17 - Continued from Previous Page
Formula* Sht J rmint [ rmax I rIt J c § c2§ C3§
C10(1-1)
C10(1-1)
C10(1-1)
C10(1-2)
C10(1-2)
C10(1-2)
C10(1-3)
C10(1-3)
C10(1-3)
C10(1-4)
C10(1-4)
C10(1-4)
C10(1-5)
C10(1-5)
C10(1-5)
C10(1-6)
C10(1-6)
C10(1-6)
C10(1-7)
C10(1-7)
C10(1-7)
C10(1-8)
C10(1-8)
C10(1-8)
C10(1-9)
C10(1-9)
C10(1-9)
C10(2-1)
C10(2-1)
C10(2-1)
C10(2-2)
C10(2-2)
C10(2-2)
C10(2-3)
C10(2-3)
C10(2-3)
C10(2-4)
C10(2-4)
C10(2-4)
C10(2-5)
C10(2-5)
C10(2-5)
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5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
11.416
13.318
13.953
11.416
12.684
13.953
9.513
12.684
13.318
10.782
12.684
13.318
10.782
12.684
12.684
11.416
12.050
12.684
11.416
12.684
12.684
12.050
12.684
12.684
12.050
12.684
12.684
11.416
12.684
13.953
11.416
12.684
13.318
10.782
12.684
13.318
10.782
12.684
13.318
11.416
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
0.9426
6.0746
15.4312
-5.8886
7.5495
17.2617
-5.0737
8.0923
20.2433
0.1584
8.7003
21.5297
-2.7350
9.2214
24.6282
-25.2182
11.2078
26.3462
-6.9356
10.1961
28.6653
-8.9363
10.6655
32.0542
-3.8704
11.6659
35.5638
-0.1934
6.1449
14.3671
-9.1390
6.6756
17.0283
-9.1379
7.5848
19.9357
-6.2425
8.3889
21.9580
-15.8872
9.0975
24.8769
6.7176
-10.4863
-40.7121
46.5976
-15.9810
-45.9373
45.2849
-17.2080
-56.8294
19.0690
-18.5853
-59.9975
34.8396
-19.3813
-71.2641
153.9604
-27.5689
-76.2579
56.9179
-20.5643
-83.3629
66.8266
-20.9735
-95.1692
40.1002
-24.1511
-107.4140
12.5982
-11.5838
-37.1273
63.3609
-12.4211
-46.8409
67.2526
-14.9739
-56.2587
53.0663
-17.0849
-62.2024
105.0628
-18.5240
-72.6573
-18.9644
6.4195
42.6289
-92.8978
14.5257
48.5746
-97.5991
15.5219
62.9157
-56.0027
16.6828
66.0902
-83.7029
16.5381
81.0390
-286.2562
28.4062
86.5773
-118.6916
15.7527
94.6462
-132.6371
15.1564
109.2505
-85.3839
19.3780
124.6251
-29.7281
8.2689
38.0304
-122.8148
8.4477
50.8782
-137.5448
11.0873
61.8005
-115.5147
13.0775
68.2744
-205.3707
13.8048
82.2592
16.2600
0.3158
-15.0367
62.4816
-3.2741
-17.1686
71.4345
-3.2648
-23.4225
52.0922
-3.2143
-24.4079
68.3107
-2.4552
-31.0473
179.0405
-8.0313
-33.0925
84.4739
-1.0766
-36.2346
89.1829
-0.5290
-42.3298
60.8636
-2.7720
-48.9304
22.4328
-0.7027
-13.1336
78.9622
-0.2287
-18.7292
93.4953
-0.9309
-22.9197
83.4256
-1.3130
-25.2353
133.6285
-1.0352
-31.5732
Table F.17 - Continued from Previous Page
Formula* Sht [ rmint Irmaxt rylt Co' Ci C2' C39
C10(2-6)
C10(2-6)
C10(2-6)
C10(2-7)
C10(2-7)
C10(2-7)
C10(2-8)
C10(2-8)
C10(2-8)
C10(3-1)
C 10(3-1)
C 10(3-1)
C10(3-2)
C10(3-2)
C 10(3-2)
C10(3-3)
C10(3-3)
C10(3-3)
C10(3-4)
C10(3-4)
C10(3-4)
C10(3-5)
C10(3-5)
C10(3-5)
C1O(3-6)
C10(3-6)
C10(3-6)
C10(3-7)
C10(3-7)
C10(3-7)
C 10(4-1)
C 10 (4-1)
C 10(4- 1)
C10(4-2)
C 10(4-2)
C10(4-2)
C10(4-3)
C10(4-3)
C10(4-3)
C 10 (4-4)
C 10(4-4)
C 10(4-4)
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
11.416
12.684
12.684
12.050
12.050
12.684
12.050
12.684
12.684
11.416
12.684
13.953
12.050
12.684
13.318
11.416
12.684
13.318
12.050
12.684
13.318
12.050
12.684
12.684
12.050
12.684
12.684
12.050
12.684
13.318
12.684
12.684
13 .953
12 .050
12.684
13.318
12.050
12.684
13.318
12.050
12.684
13.318
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12 .684
-5.6730
9.1196
26.9828
-15.5388
10.5217
29.7186
-7.5130
10.5880
33.9866
-1.5238
5.9781
13.9469
-17.8289
6.2549
16.6087
-12.6191
7.1468
20.6907
-11.8658
7.9379
23.9196
-9.2842
8.2589
28.3126
-7.7294
8.6184
31.4901
-5.6165
9.8418
32.8461
-18.0817
6.0350
13.5 176
-24 .5379
6.2222
16.0556
-17.4508
6.6331
19.9314
-11.5952
6.9681
23.6057
50.6795
-16.8148
-78.8535
101.5350
-21.9795
-87.8810
59.0477
-20.2944
-103.2448
19.3615
-11.1014
-35.5476
107.2529
-10.5054
-44.7563
83.1865
-12.7310
-58.5567
80.1617
-14.5785
-69.1597
67.2059
-14.2013
-85.9066
59.1484
-14.0494
-96.3980
47.4391
-18.2108
-97.5803
103.9784
-11.0603
-33. 8167
142 .6397
-9.8826
-42.2160
108.5767
-9.6156
-54.7215
79.1939
-9.3234
-67.1941
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-110.5903
9.8694
89.0355
-193.1724
17.0672
99.9823
-118.8265
13.2765
119.4868
-42.5518
7.2188
35.7796
-195.1642
4.9811
47.4626
-160.6804
6.8796
63.9369
-156.4910
8.3117
76.3069
-134.6841
6.4150
99.1209
-119.8199
5.0121
111.6048
-97.2948
10.7102
109.2061
-180.4943
7.0869
33.6656
-254.7201
3.6545
43.9619
-202.3524
1.6064
58.3462
-154.1900
-0.1079
73.3154
79.6079
1.4126
-34.0741
121.6783
-2.0673
-38.5980
78.5542
-0.0296
-46.9442
30.3814
-0.0582
-12.1468
116.9250
1.6450
-17.0957
102.4162
1.3128
-23.6445
100.7298
1.1604
-28.4389
88.5761
2.5573
-38.8558
79.1198
3.5588
-43.8884
64.4315
0.6994
-41.3739
102.4569
0.0414
-11. 283 1
148 .8356
2.4536
-15.5376
123.5448
4.0654
-21.0924
97.9359
5.3265
-27.0842
Table F.17 - Continued from Previous Page
Formula* Sht I rminI rmxII rre[ t CO Ci1 C25 C3§
C10(4-5)
C10(4-5)
C10(4-5)
C10(4-6)
C10(4-6)
C10(4-6)
C10(5-1)
C10(5-1)
C10(5-1)
C10(5-2)
C10(5-2)
C10(5-2)
C10(5-3)
C10(5-3)
C10(5-3)
C10(5-4)
C10(5-4)
C10(5-4)
C10(5-5)
C10(5-5)
C10(5-5)
C 10(6-1)
C10(6-1)
C10(6-1)
C10(6-2)
C10(6-2)
C10(6-2)
C10(6-3)
C10(6-3)
C10(6-3)
C10(6-4)
C10(6-4)
C10(6-4)
C 10(7-1)
C 10(7-1)
C10(7-1)
C10(7-2)
C10(7-2)
C10(7-2)
C10(7-3)
C10(7-3)
C10(7-3)
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
5.074
12.050
12.684
13.318
12.050
12.684
13.318
12.050
13.318
13.953
12.050
12.684
13.953
12.050
12.684
13.953
12.050
12.684
13.318
12.050
12.684
13.318
12.050
12.684
13.953
12.050
12.684
13.953
12.050
12.684
13.318
12.050
12.684
13.318
12.684
12.684
13.953
12.050
12.684
13.318
12.050
12.684
13.953
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
12.684
-10.2861
7.5242
26.9868
-7.4934
8.9671
31.5266
-6.1340
5.4297
14.1303
-7.8021
6.1942
14.8827
-10.0930
6.0109
17.8505
-9.6983
6.1310
22.4536
-7.8828
7.5030
26.6954
-1.8708
5.8055
13.2643
-3.4669
5.2247
14.0457
-7.7161
5.3427
18.9999
-6.9076
6.3675
23.5444
-7.1469
5.6684
13.2135
-6.8619
5.4198
15.5029
-4.8228
6.6892
17.7344
72.7071
-9.9943
-78.1776
57.3550
-15.2121
-94.1528
43.3952
-8.0509
-36.0862
55.2150
-9.6794
-36.2914
68.9283
-6.6326
-44.6024
67.1051
-5.4572
-61.4675
57.0796
-10.3220
-76.3354
21.5309
-9.9536
-32.8166
32.0188
-5.2775
-33.4105
55.1086
-3.6665
-50.9053
50.4376
-7.0379
-66.8836
47.3534
-9.5888
-32.4676
47.1108
-6.6196
-40.0515
36.7835
-10.6618
-45.0810
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-142.6042
-0.3128
86.1803
-113.8044
7.0106
105.8675
-82.4362
2.1005
36.3301
-107.4708
3.0870
34.8157
-132.8448
-2.9713
43.2960
-128.9284
-5.6804
65.0574
-109.7189
1.1323
83.5587
-45.9467
5.2785
32.3121
-66.7409
-3.1819
31.5480
-105.9618
-6.9752
53.4468
-96.0173
-2.3137
73.1330
-86.1224
5.1145
31.8515
-86.9968
-0.4871
41.4157
-69.0469
4.6907
45.1179
90.7220
5.7302
-32.1985
72.6480
2.0834
-40.3226
51.2621
2.6099
-12.3315
68.1017
2.7572
-11.1553
83.0580
6.1645
-14.0838
80.0001
7.6648
-23.4808
67.6764
4.2512
-31.2224
31.3263
0.8889
-10.7282
44.3685
5.5300
-9.9534
65.5136
7.7390
-19.1659
58.4642
5.3629
-27.2866
51.0059
0.7328
-10.5901
51.8776
3.7586
-14.7376
41.4249
1.3481
-15.4301
Table F.17 - Continued from Previous Page
Formula* Sht rmit rmaxt rrelt  co§ Ci C2§ C3§
C10(8-1) 1 5.074 12.684 12.684 -4.1291 31.6568 -59.5976 36.3720
C10(8-1) 2 5.074 12.684 12.684 5.6606 -9.8392 5.8893 0.1491
C10(8-1) 3 5.074 13.953 12.684 13.6935 -34.9829 35.5805 -12.2989
C10(8-2) 1 5.074 12.050 12.684 -2.3900 22.8871 -44.4238 27.5027
C10(8-2) 2 5.074 12.684 12.684 6.4560 -12.1401 8.7724 -1.2415
C10(8-2) 3 5.074 13.318 12.684 17.1291 -47.7139 52.3663 -19.6927
C10(9-1) 1 5.074 12.684 12.684 -1.4458 17.1399 -34.2725 22.0474
C10(9-1) 2 5.074 13.318 12.684 5.7214 -9.7112 5.3163 0.4969
C1O(9-1) 3 5.074 13.953 12.684 15.0544 -39.9684 41.7586 -14.8631
Linear Alkyl Benzenes
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
3
1
2
5.565
5.565
5.565
6.567
6.567
6.567
7.572
7.572
7.572
5.020
5.020
5.020
6.028
6.028
6.028
7.038
7.038
7.038
4.796
4.796
4.796
5.803
5.803
5.803
6.811
6.811
6.811
4.315
4.315
4.315
5.324
5.324
13.217
14.608
14.608
14.775
16.417
17.238
17.037
18.930
18.930
10.666
13.804
13.804
12.056
15.823
16.576
14.955
17.595
18.474
10.192
13.189
13.189
11.605
15.232
15.957
13.623
17.029
17.880
10.786
11.865
11.865
13.309
13.974
13.912
13.912
13.912
16.417
16.417
16.417
18.930
18.930
18.930
12.549
12.549
12.549
15.069
15.069
15.069
17.595
17.595
17.595
11.990
11.990
11.990
14.506
14.506
14.506
17.029
17.029
17.029
10.786
10.786
10.786
13.309
13.309
-6.7825
5.6112
15.0169
-3.1283
6.1162
12.7948
-10.0664
4.9124
11.0980
1.0504
7.5588
18.3858
0.5966
6.6531
15.9368
0.5549
7.0131
15.6021
0.0801
7.2727
18.6286
3.0911
7.1754
15.9922
2.8464
7.1346
15.5749
-2.1018
5.7838
16.0212
-1.4457
5.9046
47.9076
-8.5240
-41.8004
30.0616
-11.0326
-32.6364
67.0609
-5.3089
-25.4441
9.6495
-13.7488
-50.2825
12.2711
-10.1418
-40.7308
12.9835
-11.7184
-40.3150
18.9454
-10.3186
-49.3741
3.5336
-9.8195
-39.1548
4.8165
-9.5767
-38.2833
28.8612
-5.2530
-41.5190
26.4782
-5.0291
-90.3069
3.3193
46.4674
-62.8663
7.1403
34.3791
-126.8753
-1.5776
24.7702
-25.0676
10.1786
54.7296
-30.4229
5.2111
42.3823
-32.6524
7.2311
42.8876
-41.1809
6.2263
53.9695
-16.0003
5.2557
41.0383
-18.2276
4.7775
41.0272
-53.4154
0.7257
46.1136
-51.3224
-0.2465
55.1941
1.6089
-17.6117
42.3667
-0.0874
-12.4357
78.7360
4.3271
-8.3021
19.2667
-1.5986
-20.2438
23.2881
0.7895
-14.9855
25.4876
0.1238
-15.5667
27.9477
-0.0941
-19.9583
15.1469
0.6312
-14.5545
16.7733
1.0758
-14.9593
31.8783
2.0348
-17.2170
32.2919
2.8583
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B6A4C8
B6A4C8
B6A4C8
B6A4C1O
B6A4C1O
B6A4C1O
B6A4C12
B6A4C12
B6A4C12
B5A4C8
B5A4C8
B5A4C8
B5A4C1O
B5A4C1O
B5A4C1O
B5A4C12
B5A4C12
B5A4C12
B3A4C8
B3A4C8
B3A4C8
B3A4C1O
B3A4C1O
B3A4C1O
B3A4C12
B3A4C12
B3A4C12
B1A4C8
B1A4C8
BlA4C8
B1A4C1O
B1A4C1O
Table F.17 - Continued from Previous Page
Formula* Sht rmin rmax rrel CO 'ci9 C2 C3
B1A4C10 3 5.324 13.974 13.309 14.7498 -36.4832 40.1746 -14.9719
BlA4C12 1 6.334 15.044 15.836 -0.7440 24.5090 -50.6560 33.7889
BlA4C12 2 6.334 15.836 15.836 6.9299 -8.8929 4.7248 0.9067
B1A4C12 3 6.334 16.628 15.836 14.7378 -35.9148 39.2979 -14.5564
BOA4C8 1 4.052 10.637 10.131 -2.7825 28.4399 -51.8366 30.2374
BOA4C8 2 4.052 11.144 10.131 5.5097 -7.5880 4.3982 0.1274
BOA4C8 3 4.052 11.144 10.131 16.1889 -45.2842 50.9926 -19.2791
BOA4C10 1 5.067 12.668 12.668 -1.3601 22.5295 -44.6144 28.1946
BOA4C10 2 5.067 13.301 12.668 5.8399 -7.8268 3.6172 1.0040
BOA4C1O 3 5.067 13.934 12.668 14.6396 -38.2005 41.4414 -15.1685
BOA4C12 1 6.082 14.444 15.205 -1.7432 25.2255 -50.6114 32.7993
BOA4C12 2 6.082 15.205 15.205 5.5551 -6.4740 1.7126 2.0245
BOA4C12 3 6.082 15.965 15.205 13.2911 -33.0495 35.4927 -12.9641
Branched Alkyl Benzenes
B6A4C5(1-3) 1
B6A4C5(1-3) 2
B6A4C5(1-3) 3
B6A4C6(1-2) 1
B6A4C6(1-2) 2
B6A4C6(1-2) 3
B6A4C7(1-1) 1
B6A4C7(1-1) 2
B6A4C7(1-1) 3
B6A4C6(1-4) 1
B6A4C6(1-4) 2
B6A4C6(1-4) 3
B6A4C7(1-3) 1
B6A4C7(1-3) 2
B6A4C7(1-3) 3
B6A4C8(1-2) 1
B6A4C8(1-2) 2
B6A4C8(1-2) 3
B6A4C9(1-1) 1
B6A4C9(1-1) 2
B6A4C9(1-1) 3
B6A4C7(1-5) 1
B6A4C7(1-5) 2
B6A4C7(1-5) 3
B6A4C8(1-4) 1
B6A4C8(1-4) 2
B6A4C8(1-4) 3
B6A4C9(1-3) 1
4.168 1 10.420 1 10.420 1 -12.2162
4.168
4.168
4.569
4.569
4.569
5.142
5.142
5.142
4.569
4.569
4.569
5.142
5.142
5.142
5.565
5.565
5.565
6.129
6.129
6.129
5.142
5.142
5.142
5.565
5.565
5.565
6.129
11.462
11.462
10.851
12.564
12.564
11.569
14.140
14.140
11.993
12.564
12.564
12.212
13.497
14.140
12.521
14.608
15.304
13.790
16.088
16.088
12.854
13.497
14.140
13.217
14.608
14.608
13.024
10.420
10.420
11.422
11.422
11.422
12.854
12.854
12.854
11.422
11.422
11.422
12.854
12.854
12.854
13.912
13.912
13.912
15.322
15.322
15.322
12.854
12.854
12.854
13.912
13.912
13.912
15.322
2.5374
44.6021
0.8592
3.7917
19.3534
-17.1671
4.9161
16.2271
-21.1087
3.8940
38.3740
-17.0674
5.0215
19.3909
0.1478
5.3084
15.8898
0.7494
5.5880
14.3053
-16.5343
5.8828
28.1755
-9.0492
6.2832
22.1716
-7.8170
77.6453
9.9876
-144.8538
11.5144
2.2780
-50.6509
105.0969
-3.8152
-40.9388
121.6033
5.7009
-119.0321
107.8831
-0.6302
-47.5160
16.0418
-3.4541
-37.9771
10.7896
-6.2717
-34.3366
104.4118
-1.1911
-78.2574
66.8122
-4.2537
-58.5594
61.0609
-139.0037
-24.4963
169.4252
-33.7676
-12.5915
52.8052
-191.8381
-4.1084
41.2796
-207.6173
-19.4926
136.1444
-200.4260
-10.9333
46.5698
-44.0177
-6.3343
36.8284
-32.1974
-1.6055
33.8124
-190.5716
-12.0402
83.8612
-132.2512
-7.5467
61.6604
-126.2787
Continued on Next Page 1
441
79.8127
14.4389
-65.9421
26.9213
8.8433
-18.8296
113.5588
5.2102
-14.1906
114.2757
12.5051
-52.2129
120.6160
9.2477
-15.5828
35.2190
7.0124
-12.1565
27.0775
4.6723
-11.4645
112.2032
10.2497
-30.5355
84.6281
8.4516
-22.2949
84.8468
Table F.17 - Continued from Previous Page
Formula* Sht rmint rmaxt rrelt co1  c15 C2§ C3§
B6A4C9(1-3) 2 6.129 15.322 15.322 7.1718 -10.3358 2.4626 3.5502
B6A4C9(1-3) 3 6.129 16.088 15.322 16.7357 -39.0713 37.1723 -12.0766
B6A4C10(1-2) 1 6.567 14.775 16.417 -27.4799 163.0705 -297.6183 177.8354
B6A4C1O(1-2) 2 6.567 16.417 16.417 6.6222 -9.8811 2.9090 3.0400
B6A4C10(1-2) 3 6.567 17.238 16.417 14.9792 -36.0935 35.7718 -12.1291
B6A4C11(1-1) 1 7.124 16.028 17.809 -7.8199 56.7670 -112.3803 73.0516
B6A4C11(1-1) 2 7.124 17.809 17.809 5.7278 -7.2840 -0.0768 4.1702
B6A4C1l(1-1) 3 7.124 18.700 17.809 11.9404 -25.3375 22.0792 -6.3450
B5A4C5(1-3) 1 3.591 8.976 8.976 -15.8541 94.6520 -159.2692 86.6141
B5A4C5(1-3) 2 3.591 9.874 8.976 1.4936 15.7501 -27.7463 13.2756
B5A4C5(1-3) 3 3.591 9.874 8.976 44.9093 -140.9214 166.9253 -66.7226
B5A4C6(1-2) 1 4.015 9.535 10.036 2.3528 5.2531 -20.2898 18.0612
B5A4C6(1-2) 2 4.015 11.040 10.036 4.3040 3.7639 -14.1268 8.7229
B5A4C6(1-2) 3 4.015 11.040 10.036 32.0506 -95.7587 109.8566 -42.7100
B5A4C7(1-1) 1 4.576 9.724 11.440 3.7667 -5.2089 1.7175 4.0312
B5A4C7(1-1) 2 4.576 12.585 11.440 6.4461 -7.3109 0.9156 2.5466
B5A4C7(1-1) 3 4.576 12.585 11.440 14.7210 -31.5468 28.9188 -9.2198
B5A4C6(1-4) 1 4.015 10.538 10.036 -15.3155 94.0955 -160.8913 88.6949
B5A4C6(1-4) 2 4.015 11.040 10.036 3.7009 9.5427 -22.8647 12.4862
B5A4C6(1-4) 3 4.015 11.040 10.036 48.3332 -149.1984 171.7361 -66.8316
B5A4C7(1-3) 1 4.576 10.296 11.440 -13.5080 91.1369 -169.7686 102.5007
B5A4C7(1-3) 2 4.576 12.585 11.440 3.9516 8.3955 -23.5279 14.0520
B5A4C7(1-3) 3 4.576 12.585 11.440 20.8524 -45.2226 40.4989 -12.7714
B5A4C8(1-2) 1 5.020 11.294 12.549 1.2327 14.0629 -40.9715 33.6000
B5A4C8(1-2) 2 5.020 13.176 12.549 8.5568 -13.3900 6.9144 0.7515
B5A4C8(1-2) 3 5.020 13.176 12.549 21.4995 -54.7480 56.9488 -20.6313
B5A4C9(1-1) 1 5.572 11.841 13.931 -8.3883 62.1317 -119.2476 74.9209
B5A4C9(1-1) 2 5.572 14.627 13.931 7.2360 -10.6503 4.8440 1.2873
B5A4C9(1-1) 3 5.572 15.324 13.931 15.9425 -37.1121 36.0789 -12.0727
B5A4C7(1-5) 1 4.576 11.440 11.440 -12.9456 87.1451 -158.9581 93.6127
B5A4C7(1-5) 2 4.576 12.585 11.440 4.5559 8.5343 -25.1428 15.1371
B5A4C7(1-5) 3 4.576 12.585 11.440 35.3439 -96.1183 101.2087 -36.6517
B5A4C8(1-4) 1 5.020 11.921 12.549 -8.3690 66.9379 -132.8122 84.6904
B5A4C8(1-4) 2 5.020 13.176 12.549 8.2240 -8.1394 -2.8782 5.8887
B5A4C8(1-4) 3 5.020 13.804 12.549 29.0639 -75.9400 77.7383 -27.3697
B5A4C9(1-3) 1 5.572 11.841 13.931 -13.3188 94.5754 -185.7389 118.8875
B5A4C9(1-3) 2 5.572 14.627 13.931 8.8465 -12.8611 4.2269 2.8638
B5A4C9(1-3) 3 5.572 15.324 13.931 21.4966 -50.5419 47.4404 -15.2146
B5A4C1O(1-2) 1 6.028 12.809 15.069 3.8046 0.0844 -18.0516 23.0897
B5A4C1O(1-2) 2 6.028 15.069 15.069 8.0467 -12.4936 6.1664 1.2887
B5A4C1O(1-2) 3 6.028 15.823 15.069 19.3611 -48.1577 48.9312 -17.1289
B5A4C11(1-1) 1 6.574 13.970 16.435 1.1129 10.0793 -26.7466 22.0041
Continued on Next Page
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Formula* Sht rmini rmaxt rrelt CO cl1  C2§ CaO
B5A4C11(1-1) 2 6.574 16.435 16.435 6.9952 -9.8070 3.3866 2.2952
B5A4C11(1-1) 3 6.574 17.257 16.435 16.2034 -39.3129 39.5554 -13.6325
B3A4C5(1-3) 1 3.278 8.196 8.196 -12.3581 79.7483 -132.2474 70.5993
B3A4C5(1-3) 2 3.278 9.016 8.196 2.6946 13.7201 -24.1513 11.2295
B3A4C5(1-3) 3 3.278 9.016 8.196 48.3328 -151.0491 182.5575 -74.5331
B3A4C6(1-2) 1 3.684 9.669 9.209 -6.0398 51.9735 -94.6298 54.8376
B3A4C6(1-2) 2 3.684 10.130 9.209 5.9088 0.9244 -10.3304 6.8593
B3A4C6(1-2) 3 3.684 10.130 9.209 21.2049 -45.0909 42.9613 -14.8585
B3A4C7(1-1) 1 4.249 10.622 10.622 0.5096 17.4396 -38.3742 26.0061
B3A4C7(1-1) 2 4.249 11.684 10.622 7.9990 -10.0314 4.1276 1.1510
B3A4C7(1-1) 3 4.249 11.684 10.622 18.9294 -40.8505 37.3140 -11.8001
B3A4C6(1-4) 1 3.684 9.669 9.209 -5.7586 51.6945 -94.4053 54.7849
B3A4C6(1-4) 2 3.684 10.130 9.209 5.0925 6.6226 -18.2469 10.1191
B3A4C6(1-4) 3 3.684 10.130 9.209 50.3553 -152.5102 175.2857 -68.1190
B3A4C7(1-3) 1 4.249 10.090 10.622 -10.2474 77.3437 -143.6640 85.7573
B3A4C7(1-3) 2 4.249 11.684 10.622 8.1403 -6.2487 -3.4003 5.0195
B3A4C7(1-3) 3 4.249 11.684 10.622 31.5611 -82.8345 87.0329 -31.5796
B3A4C8(1-2) 1 4.680 11.115 11.700 -4.9545 47.6307 -90.9983 55.9689
B3A4C8(1-2) 2 4.680 12.870 11.700 11.2364 -21.3135 17.5571 -3.9438
B3A4C8(1-2) 3 4.680 12.870 11.700 27.6367 -72.5781 76.3925 -27.4999
B3A4C9(1-1) 1 5.236 11.780 13.089 0.2882 18.2728 -39.7733 27.4188
B3A4C9(1-1) 2 5.236 13.744 13.089 9.0449 -15.6603 12.4867 -2.5107
B3A4C9(1-1) 3 5.236 14.398 13.089 21.4805 -54.5129 57.0413 -20.3890
B3A4C7(1-5) 1 4.249 10.622 10.622 -7.6338 64.7411 -122.6937 74.3393
B3A4C7(1-5) 2 4.249 11.684 10.622 7.6691 -1.9439 -10.2308 8.2459
B3A4C7(1-5) 3 4.249 11.684 10.622 46.1792 -135.7261 151.3696 -57.1895
B3A4C8(1-4) 1 4.680 11.115 11.700 -1.1027 32.3612 -72.7874 50.6645
B3A4C8(1-4) 2 4.680 12.870 11.700 10.2515 -14.0149 5.8844 1.6396
B3A4C8(1-4) 3 4.680 12.870 11.700 31.2833 -81.2871 84.6531 -30.3665
B3A4C9(1-3) 1 5.236 11.780 13.089 -13.4934 96.3564 -181.5386 111.3934
B3A4C9(1-3) 2 5.236 14.398 13.089 10.5258 -17.5585 11.6771 -0.9260
B3A4C9(1-3) 3 5.236 14.398 13.089 25.6265 -63.5145 63.7953 -21.9627
B3A4C1O(1-2) 1 5.683 12.786 14.207 -9.1856 69.1320 -127.0558 76.6129
B3A4C1O(1-2) 2 5.683 14.917 14.207 8.5308 -11.5777 5.6826 1.0046
B3A4C1O(1-2) 3 5.683 15.627 14.207 20.7101 -48.3879 47.3221 -15.8260
B3A4C11(1-1) 1 6.232 13.242 15.579 4.3006 -2.2312 -5.8996 9.9794
B3A4C11(1-1) 2 6.232 16.358 15.579 8.1823 -12.1574 7.5880 -0.0679
B3A4C11(1-1) 3 6.232 16.358 15.579 18.5297 -45.4114 47.8051 -17.3465
B1A4C5(1-3) 1 3.093 7.217 6.874 -1.5502 31.1085 -61.1410 37.5861
B1A4C5(1-3) 2 3.093 7.561 6.874 10.0541 -18.0399 17.0758 -5.4326
BlA4C5(1-3) 3 3.093 7.561 6.874 56.4203 -184.8620 217.6114 -84.6639
B1A4C6(1-2) 1 3.182 8.352 7.955 -3.0005 37.9119 -71.8949 43.2587
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Formula* Sht rm it rmaxt rrelt  co§ c15 C2 C3
BlA4C6(1-2) 2 3.182 8.750 7.955 10.7278 -20.9133 20.0570 -6.2503
B1A4C6(1-2) 3 3.182 8.750 7.955 30.9366 -90.9472 104.6702 -40.4831
B1A4C7(1-1) 1 3.731 8.861 9.328 1.7750 10.2372 -22.7649 15.5184
B1A4C7(1-1) 2 3.731 10.260 9.328 9.6392 -17.8861 16.2780 -4.5839
B1A4C7(1-1) 3 3.731 10.260 9.328 21.3363 -54.5815 58.5775 -21.5513
BlA4C6(1-4) 1 3.182 8.352 7.955 0.5779 22.8207 -51.5608 35.1635
B1A4C6(1-4) 2 3.182 8.750 7.955 11.4041 -20.6892 17.7022 -4.4958
B1A4C6(1-4) 3 3.182 8.750 7.955 52.0644 -164.5688 190.7415 -73.5752
B1A4C7(1-3) 1 3.731 8.861 9.328 2.0671 14.9818 -41.3702 32.7330
BlA4C7(1-3) 2 3.731 10.260 9.328 9.9658 -16.9576 13.5479 -2.7071
B1A4C7(1-3) 3 3.731 10.260 9.328 29.9285 -85.1475 95.1771 -35.7555
B1A4C8(1-2) 1 4.185 9.939 10.462 -4.9255 47.9331 -90.4527 55.9262
BlA4C8(1-2) 2 4.185 10.986 10.462 8.5461 -12.5373 9.1315 -1.3519
B1A4C8(1-2) 3 4.185 11.509 10.462 21.2483 -53.3770 56.7765 -20.5974
B1A4C9(1-1) 1 4.727 10.635 11.816 4.7948 -4.5300 0.4713 4.1712
B1A4C9(1-1) 2 4.727 12.998 11.816 7.6753 -10.0475 5.7878 0.1455
BlA4C9(1-1) 3 4.727 12.998 11.816 21.4224 -56.7964 62.3847 -23.2235
B1A4C7(1-5) 1 3.731 9.328 9.328 -2.3883 39.1250 -81.7106 54.4918
BlA4C7(1-5) 2 3.731 10.260 9.328 10.6417 -15.9143 9.3869 0.1720
BlA4C7(1-5) 3 3.731 10.260 9.328 42.0709 -124.4259 139.3475 -52.2868
B1A4C8(1-4) 1 4.185 9.939 10.462 -0.7255 29.4446 -65.7193 47.4915
B1A4C8(1-4) 2 4.185 11.509 10.462 8.5361 -9.4150 2.3698 2.7500
B1A4C8(1-4) 3 4.185 11.509 10.462 25.2251 -64.7146 68.5846 -24.6815
B1A4C9(1-3) 1 4.727 10.635 11.816 2.6722 11.9035 -37.9002 33.7600
B1A4C9(1-3) 2 4.727 12.998 11.816 9.1498 -13.6361 8.7035 -0.1393
B1A4C9(1-3) 3 4.727 12.998 11.816 22.6821 -58.8438 63.4398 -23.1159
B1A4C10(1-2) 1 5.193 11.684 12.982 -2.4173 37.1889 -76.9739 52.0734
B1A4C1O(1-2) 2 5.193 13.631 12.982 8.9517 -14.7414 12.2469 -2.4887
BlA4C1O(1-2) 3 5.193 14.280 12.982 18.2503 -43.5309 45.5099 -16.1754
B1A4C11(1-1) 1 5.729 12.174 14.322 3.3268 2.5149 -10.4674 10.1764
B1A4C11(1-1) 2 5.729 15.038 14.322 6.6313 -5.5798 -0.4837 3.1751
B1A4C11(1-1) 3 5.729 15.754 14.322 15.5356 -34.1644 33.7852 -11.3796
BOA4C5(1-3) 1 3.191 6.701 6.382 -5.1231 44.0005 -80.8977 47.7736
BOA4C5(1-3) 2 3.191 7.020 6.382 10.4810 -22.7844 21.4147 -6.1271
BOA4C5(1-3) 3 3.191 7.020 6.382 39.6811 -118.3020 129.3601 -47.3034
BOA4C6(1-2) 1 3.417 7.974 7.594 -14.0935 81.1913 -130.5583 69.2818
BOA4C6(1-2) 2 3.417 8.353 7.594 7.6570 -14.0183 12.0133 -2.7088
BOA4C6(1-2) 3 3.417 8.353 7.594 26.5484 -77.9431 87.0650 -32.4821
BOA4C7(1-1) 1 3.561 8.903 8.903 1.1509 9.4134 -21.6858 15.3445
BOA4C7(1-1) 2 3.561 9.793 8.903 7.2330 -13.7004 12.4586 -3.3139
BOA4C7(1-1) 3 3.561 9.793 8.903 22.0144 -64.6641 73.3932 -27.8231
BOA4C6(1-4) 1 3.417 7.594 7.594 3.0027 5.7625 -23.8784 21.7441
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Formula* Sht rmint rmaxi rrelt CO1  Ci§ C2§ C3§
BOA4C6(1-4) 2 3.417 8.353 7.594 9.3839 -16.9524 12.6938 -1.6868
BOA4C6(1-4) 3 3.417 8.353 7.594 41.9802 -125.9784 138.9203 -51.0729
BOA4C7(1-3) 1 3.561 8.012 8.903 -2.1322 30.8798 -65.5104 45.4035
BOA4C7(1-3) 2 3.561 9.793 8.903 8.3618 -15.4301 12.8275 -2.4354
BOA4C7(1-3) 3 3.561 9.793 8.903 30.4011 -90.5100 101.6165 -38.0101
BOA4C8(1-2) 1 4.052 9.624 10.131 -10.0033 67.7167 -119.6488 69.9941
BOA4C8(1-2) 2 4.052 11.144 10.131 6.1670 -7.5125 3.1882 1.3296
BOA4C8(1-2) 3 4.052 11.144 10.131 21.6243 -61.0093 67.9582 -25.3115
BOA4C9(1-1) 1 4.572 11.430 11.430 -3.7476 33.8420 -60.9313 36.1986
BOA4C9(1-1) 2 4.572 12.574 11.430 5.2919 -5.0651 0.4929 2.1187
BOA4C9(1-1) 3 4.572 12.574 11.430 16.2353 -42.1263 45.2888 -16.4396
BOA4C7(1-5) 1 3.561 8.903 8.903 -8.4406 65.7565 -126.0061 79.3491
BOA4C7(1-5) 2 3.561 9.793 8.903 9.2768 -15.2457 9.7055 0.1156
BOA4C7(1-5) 3 3.561 9.793 8.903 42.3149 -129.1790 145.6360 -54.6271
BOA4C8(1-4) 1 4.052 9.118 10.131 3.4739 1.7329 -17.4987 21.8082
BOA4C8(1-4) 2 4.052 10.637 10.131 7.9797 -13.1320 9.7736 -0.8435
BOA4C8(1-4) 3 4.052 11.144 10.131 26.8910 -75.8740 83.3307 -30.5265
BOA4C9(1-3) 1 4.572 9.716 11.430 -13.3886 90.7042 -169.5779 105.9729
BOA4C9(1-3) 2 4.572 12.002 11.430 5.8642 -5.1812 -0.5760 3.4104
BOA4C9(1-3) 3 4.572 12.574 11.430 19.9270 -52.3106 55.7215 -19.8653
BOA4C1O(1-2) 1 5.067 11.401 12.668 -6.8381 56.4697 -109.8387 70.6639
BOA4C10(1-2) 2 5.067 13.301 12.668 7.1882 -11.3145 7.9201 -0.4015
BOA4C1O(1-2) 3 5.067 13.934 12.668 17.6021 -45.9518 49.6880 -17.9996
BOA4C11(1-1) 1 5.585 13.264 13.962 -1.9807 26.9471 -52.8076 33.9787
BOA4C11(1-1) 2 5.585 14.660 13.962 5.9679 -6.8257 1.6494 2.2732
BOA4C11(1-1) 3 5.585 15.358 13.962 14.5554 -35.3580 36.5406 -12.6927
*Formula representation, as described in the Text.
tShape: 1 = Bilayer, 2 = Cylinder, 3 = Sphere.
TRadii in units of A, as described in the Text.
§Packing polynomial coefficients, as described in the Text. Units of kBT.
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