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Abstract
The Dirac equation was able to unite relativity with quantum mechanics and successfully
describe the behaviour of spin-12 particles. Over the past few decades it has been discovered
that the electronic properties of many materials is also governed by emergent physics akin
to that described by the Dirac equation, these materials are known a “Dirac materials”.
Often there is a deep connection between topology and the appearance of linearly dispersing
electronic bands which result in a material’s Dirac-like physics.
In this thesis we will investigate the impact disorder has on Dirac materials. In
particular we will be interested in the theoretical description of transport properties – such
as the electrical conductivity of a material – that result from their Dirac physics. Dirac
materials provide a fascinating playground for the study of novel quantum mechanical
phenomena, both theoretically and in the lab. As such, many of the examples in this thesis
are the product of close theoretical and experimental collaborations.
We begin this thesis with a detailed overview of the ever-growing class of materials
which obey a Dirac-like description and by introducing many of the concepts used in later
chapters. Having done this we turn to a discussion of disorder. Of particular importance
will be that Dirac electrons are protected from back-scattering off impurity potentials that
retain the symmetries protecting the Dirac point. We will use our knowledge of disordered
Dirac materials to calculate the conductivity of the surface of a topological insulator.
In the second half of this thesis we will discuss three novel phenomena which we
theoretically describe and have been experimentally observed in Dirac materials: Firstly,
we will discuss how it is possible to enable back-scattering in a Dirac material, in a controlled
manner. We will see that this is achieved by the application of a magnetic field in the
plane of a topological insulator’s surface which leads to an anisotropy of magnetoresistance
and, associated to this, a planar Hall effect. Secondly, we will discuss confinement of
Dirac surface states on a very thin nanowire. We will show that the quantisation of the
wave-function around the wire leads to oscillatory behaviour of the resistivity that has
also been experimentally observed. Finally, we turn to 3d Dirac semi-metals, we will show
that their quasi-1d physics in a strong magnetic field leads to a magnetoresistivity that
is strongly dependent on the angle of the applied magnetic field when there are multiple
Fermi-surfaces in the Brillouin zone.
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Kurzzusammenfassung
Die Dirac-Gleichung konnte die Relativitätstheorie mit der Quantenmechanik vereinen und
das Verhalten von Spin-12 -Partikeln erfolgreich beschreiben. In den letzten Jahrzehnten
wurde festgestellt, dass die elektronischen Eigenschaften vieler Materialien durch emer-
gente Freiheitsgrade bestimmt werden, ähnlich denjenigen, die durch die Dirac-Gleichung
beschrieben werden. Diese Materialien sind bekannt als „Dirac-Materialien”. Häufig besteht
ein tiefer Zusammenhang zwischen der Topologie und dem Auftreten elektronischer Bänder
mit linearer Dispersion, die zu einer Dirac-ähnlichen Physik eines Materials führen.
In dieser Arbeit werden wir untersuchen, welche Auswirkungen Unordnung auf Dirac
Materialien hat. Insbesondere werden wir uns mit der theoretischen Beschreibung von
Transporteigenschaften - wie z.B. die elektrische Leitfähigkeit eines Materials - befassen, die
sich aus der Dirac-Physik ergeben. Dirac-Materialien bieten einen faszinierenden Spielwiese
für die Erforschung neuer quantenmechanischer Phänomene, sowohl theoretisch als auch
im Labor. Aus diesem Grund sind viele der Ergebnisse in dieser Arbeit das Produkt enger
theoretischer und experimenteller Zusammenarbeit.
Wir beginnen diese Arbeit mit einem detaillierten Überblick über die ständig wachsende
Klasse von Materialien, auf die eine Dirac-ähnliche Beschreibung zutrifft und und stellen
viele in nachfolgenden Kapiteln verwendete Konzepte vor. Anschließend wenden wir
uns einer Diskussion über Unordnung zu. Von besonderer Bedeutung wird sein, dass
Dirac-Elektronen vor Rückstreuung an Verunreinigungspotentialen geschützt sind, die
die Symmetrien zum Schutz des Dirac-Punktes beibehalten. Wir werden unser Wissen
über ungeordnete Dirac-Materialien nutzen, um die Leitfähigkeit der Oberfläche eines
topologischen Isolators zu berechnen.
In der zweiten Hälfte dieser Arbeit werden wir drei neue Phänomene behandeln,
die wir theoretisch beschreiben und die experimentell in Dirac-Materialien beobachtet
worden sind: Zunächst werden wir diskutieren, wie es möglich ist, die Rückstreuung in
einem Dirac-Material kontrolliert zu ermöglichen. Wir werden sehen, dass dies durch die
Anwendung eines Magnetfeldes in der Ebene der Oberfläche eines topologischen Isolators
erreicht wird,was zu einem anisotropen magnetoresistiven Effekt und damit verbunden
zu einem planaren Hall-Effekt führt. Zweitens werden wir den Einschluss von Dirac-
Oberflächenzuständen auf sehr dünnen Nanodrähten untersuchen. Wir werden zeigen,
dass die Quantisierung der Wellenfunktion um den Draht zu Oszillationen des spezifischen
Widerstands führt, das auch experimentell beobachtet wurde. Schließlich wenden wir uns
3D-Dirac-Halbmetallen zu; wir werden zeigen, dass ihre quasi-1d-Physik in einem starken
Magnetfeld zu einem magnetoresistiven Effekt führt, der stark vom Winkel des angelegten
Magnetfeldes abhängig ist, wenn es mehrere Fermioberflächen in der Brillouinzone gibt.
v
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Introduction
The concept of an electron band, resulting from the underlying periodic lattice structure
of a solid, was first pioneered by Bloch and is potentially the most important concept
in condensed matter physics. On its simplest level, band theory enables us to explain
why some materials are metallic – such as copper – and some materials insulators – such
as quartz –, all we have to do is fill up the bands with the available electrons and see
whether those bands have electronic states remaining at the Fermi-level – leading to a
metal – or whether they are completely full – leading to an insulator. In the second half of
the last century an extensive research focus was put on materials that behave in a manner
somewhere between a metal and an insulator. Such materials are known as semi-conductors
and have bands which are either only just occupied or only just empty. The most prominent
example is of course silicon, a material that most of our modern technology based economy
is built upon. From a practical perspective we are now reaching the limit of how far we
can push these semi-conductors. For instance, the latest computer processor architectures
are as small as just a few dozen atoms in length and nearing the limits of physical viability.
The answer to these practical questions will almost certainly lie in new material types.
Currently leading the race to replace silicon is graphene, a single layer of carbon arranged in
a hexagonal lattice that was first produced in 2005 [1]. The band structure of graphene close
to the Fermi-level consists – as we will see in the next chapter – of two bands that touch at
a single point. Due to its band structure, graphene has an extremely high electron mobility
and heat conductivity, making it an excellent candidate for the post-silicon processors of
the future.
Yet the practical advantages of graphene go hand-in-hand with many fascinating theo-
retical questions. Despite the undeniable usefulness of semi-conductors, from a theoretical
perspective they can largely be thought of as simply poor metals. Many of their electronic
features can still be understood just by considering a model of a low density electron gas.
This means that electrons in both semi-conductors and normal metals are well described by
a quadratic relation between momentum and energy, as found in the Schrödinger equation.
In stark contrast, the band “touching” in graphene leads to a linear dependence of energy
and momentum equivalent to a (massless) Dirac equation better known to high-energy
physics.
Graphene is definitely not the only material with low energy excitations described by a
Dirac-like equation. Another instance can be found on the edges and surfaces of 2d and
3d topological insulators – materials that, as will be explained in the next chapter, act
1
like an insulator in their bulk but have semi-metallic Dirac-like states on their surface. A
further example is the recent realisation of 3d materials with bulk bands crossings at a
single point. The abundance of materials predicted and experimentally realised has lead to
the definition of a new class of materials, the Dirac materials [2], all of which have a
linear dispersions at low energy that touch at a point (or a set of points) in the Brillouin
zone and are well described by a Dirac-like equation.
In the same way semi-conductors were a fillip to technological innovation in the last
century, it is not unreasonable to expect that Dirac materials will have many real-world
applications in the coming decades. That is not, however, the only reason to be interested
in this class of materials. The access to Dirac fermions in a condensed matter setting also
provides the opportunity to probe more fundamental questions about Nature, without the
need for large colliders. For instance the chiral anomaly – the non-conservation of chiral
charge, see next chapter – was predicted to occur in certain 3d Dirac materials [3] and has
(potentially) been observed in real materials [4]. Such anomalies describe how quantum
effects can violate symmetries and play an important role in cosmology and high-energy
physics, providing (at least in part) answers to the question why there is more matter than
antimatter in our universe. Furthermore, the existence of a Dirac-like dispersion is closely
related to topology, in particular the physics of Berry phases that a wave function picks up
when it moves in a closed loop in momentum space. One consequence of the Berry phase
in Dirac matter that will be extremely important for our purposes is that it provides a
“topological protection” of the Dirac electrons, meaning that electrons in Dirac materials
are prohibited from backscattering in the absence of symmetry breaking perturbations.
This thesis will be focussed on the transport properties of Dirac matter and the
closely related physics of disorder, which is always present in real samples. Measuring
the conductivity of a material is one of the most fundamental experiments that can
be performed, yet as we shall see, not only is there a unique transport phenomenology
associated with Dirac materials but such measurements by themselves can reveal much
of their fundamental properties; for instance in Chapter 4 we will show how the above
mentioned topological protection can be lifted in a controlled and measurable manner.
A significant proportion of this thesis is directly in collaboration with experimental
work, showing the direct relevance of the theoretical concepts developed here to real-world
applications. However, this also poses challenges since combining theory and experiment
often requires a more thorough analysis of both and, whilst providing answers, often also
leads to new questions and surprises.
This thesis is written in a format which (hopefully) presents concepts in a logical
progression, such that each chapter is built on the foundations laid in preceding chapters.
As a result most chapters are not based on a single project; when they are this is indicated
at the start of the chapter. The layout is as follows: Chapter 1 will develop the concept
of Dirac materials as a class, providing a broad overview of both theoretical predictions
and experimental realisations. discussing some of their fascinating properties. Chapter 2
2
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provides a largely pedagogical introduction to the influence of disorder, using the surface
of a topological insulator as a working example. In particular we introduce the T-matrix,
which we will make use of in our discussions of phenomena in later chapters. Chapters
3, 4, 5, and 6 will discuss specific theoretical effects in 3d topological insulators (TIs),
all of which have also been experimentally observed. In particular, chapter 3 links in
with the discussion of disorder in chapter 2, showing that a Dirac electron’s protection
from backscattering can be directly measured by quasi-particle interference using scanning
tunnelling spectroscopy. Chapter 4 provides a basis for the next 2 chapters by introducing
transport and calculating the conductivity of a disorder topological insulator surface. In
chapter 5 we provide a method – using an in-plane magnetic field – that lifts this protection
whilst retaining the Dirac physics of the topological insulator surface. In chapter 6 our
discussion moves to thin wires of TI; we will show that the quantisation of the TIs surface
state around such a wire leads to experimentally measurable oscillations in resistivity
as a function of gate voltage. In chapter 7 and 8 we then turn to magnetoresistance
properties of three dimensional Dirac materials. Chapter 7 is again largely pedagogical
in nature, presenting the unique response of a Dirac material to a magnetic field and some
of the resulting phenomena. In chapter 8 we will discuss a specific effect, namely the
enhancement of magnetoresistance in materials with multiple Dirac points in their Brillouin
zone. At the end we provide an overview and discuss avenues for future research. Several
auxiliary calculations are relegated to the appendices.
3

1
Dirac Materials
In the introduction we outlined the definition of Dirac materials as a class of materials
with low energy excitations well described by a Hamiltonian akin to the Dirac equation. In
this chapter we clarify that definition first by discussing the Dirac equation in its general
context as the description of spin-12 relativistic fermions. We then turn to systems where the
Dirac equation appears in a condensed matter setting. Our first example will be graphene
[1, 5, 6], a single layer of carbon arranged in a honeycomb lattice. Having established its
Dirac physics we then proceed to break it and discuss the Haldane model [7], although
in a sense only half a Dirac material, it provides us with a concrete example to develop
many of the concepts of topology that we will require to understand other members of the
Dirac material class. Most notably among these will be the topological insulators, first
predicted by Kane and Mele in graphene [8, 9] and then extended to other 2d materials
and later also to 3d [10–16]. Since these topological insulators and experiments on them
are central to this thesis we also discuss their experimental realisations [17–19]. We then
move to another major subset of the Dirac materials, the Dirac and Weyl semi-metals
[20, 21, 2, 22–25]. These also feature prominently in later chapters and we will once again
discuss both their theoretical foundations and experimental realisations, as well as their
novel surface states. In the penultimate subsection we collect several members of the Dirac
materials class that, while not of immediate relevance to this thesis, nonetheless show the
breadth of Dirac realisations [26–32].
Our central purpose in this chapter is simply to develop an understanding of Dirac
materials that we can draw on in later chapters, in particular in our discussion of several
phenomena that they exhibit. Nonetheless, since there is also a beautiful mathematical
structure underlying the topological features of Dirac materials, this chapter will provide
the salient features of that framework. Many excellent reviews on graphene [6], topological
insulators [14–16], and Dirac materials as a whole [2, 22, 23], already exist and can be
referred to for more detailed discussions. While this chapter is designed to give a taste of
the huge variety of Dirac materials that exist in Nature it is far from a comprehensive list;
indeed the number of members of the Dirac material class has seen a substantial growth in
the last two decades, a growth that shows no sign of abating.
1.1 The Dirac equation
Although the Schrödinger equation’s simplicity makes it a good teaching tool, the Dirac
equation for spin-12 relativistic particles is – arguably – the real cornerstone of quantum
mechanics [33]. Dirac’s accomplishment was not only being able to successfully combine
5
Chapter 1. Dirac Materials
relativity and quantum mechanics, his equation also provided a theoretical explanation
for spin and using it he predicted the existence of anti-matter [34], only discovered
experimentally after Dirac published his seminal paper [35]. The Dirac equation is a 4× 4
matrix equation in 3 spatial and 1 space-time dimension. It can be written in several
equivalent forms, one of the most elegant being
(iℏγµ∂µ −mc 14)ψ = 0, (1.1)
where a sum over the index µ = 0, 1, 2, 3 is implied and we made use of the covariant
4-gradient ∂µ =
(
1
c∂t, ∂x, ∂y, ∂z
)
. Most importantly the objects γµ are 4 × 4 matrices
satisfying the anti-commutation relations {γµ, γν} = 2ηµν14 – the Dirac algebra1 – (where
ηµν is the Minkowski metric2) and the wave-function ψ is a 4-component bi-spinor.3 The
Dirac equation is first order in both space and time putting them on an equal footing, unlike
the Schrödinger equation which is only first order in time. In particular, since the matrices
γµ transform contravariantly and ∂µ covariantly the equation as a whole is invariant under
Lorentz transformations and so consistent with special relativity. A particularly simple
basis for the γ-matrices can be formulated in terms of the 2× 2 Pauli-matrices σi such that
γ0 =
(
12 0
0 −12
)
, & γi =
(
0 σi
−σi 0
)
. (1.2)
Let us now find the solutions of the Dirac equation for a free particle, which without
loss of generality we take to move along the z-direction with momentum pz and have energy
ε. By translational invariance it should be clear that solutions will be plane waves of the
form ψ = (u1,u2)T e−i(εt−pzz/c)/ℏ, where u1,2 are the two 2-spinor components of the full
bi-spinor. Inserting this ansatz wave-function to the Dirac equation, we find the spinors
u1,2must satisfy(
(ε−mc2)1 −ℏσzpz
ℏσzpz −(ε+mc2)1
)(
u1
u2
)
= 0 or equivalently u1,2 =
ℏpzσz
ε±mc2u2,1. (1.3)
The corresponding eigenvalues are ε = ±√ℏ2p2z +m2c4 – the energy formula for relativistic
particles – and we can choose a basis for the four (unnormalised) eigenstates such that
ψ+↑ =

1
0
ℏpz
ε+mc2
0
 , ψ+↓ =

0
1
0
−ℏpz
ε+mc2
 , ψ−↑ =

−ℏpz
−ε+mc2
0
1
0
 , & ψ−↓ =

0
ℏpz
−ε+mc2
0
1
 . (1.4)
1The Dirac algebra is simply a special case of the Clifford algebra in 3+1 dimensions.
2In what follows we will use ηµν = diag(1,−1,−1,−1) but ηµν = diag(−1, 1, 1, 1) is also possible. Since
some people have strong feelings about which definition is best, I apologise if this is not your preference.
3A spinor is a mathematical object that changes sign when rotated by 360o.
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These eigenstates consist of two positive and two negative energy solutions – indicated
by ± superscript –, positive energies correspond to matter and negative to anti-matter.
Additionally each element within a pair of matter or antimatter states has opposite spin –
indicated by ↑ or ↓.
In a condensed matter setting we will be interested in situations where ℏ|pz| ≫ mc2,
known as the ultra-relativistic limit [22]. At first sight this might look like a very high
energy situation, in fact this occurs in a Dirac material because symmetries force the
(effective) mass of the electrons to be zero (or very small, if weakly broken). Within
this limit the eigenstates are said to become chiral. That is to say that they become
simultaneous eigenstates of the helicity operator hˆ = S·p|p| , which is not Lorentz invariant,
and the left- and right-handed chirality operators CˆL/R = ℏ2(1 ∓ γ5), which are Lorentz
invariant. Here the components of the spin S are defined as
Sˆi =
ℏ
2
(
σi 0
0 σi
)
and the matrix γ5 = iγ0γ1γ2γ3 =
(
0 12
12 0
)
. (1.5)
The helicity measures the spin-component in the direction of the particle’s momentum – in
our example above, the z-direction. We actually chose a basis above so that, regardless
of the mass, the eigenstates in Eq. (1.4) are always eigenstates of the helicity operator.
In particular, for pz > 0, the eigenstates ψ±↑ have helicity +ℏ2 and ψ
±
↓ have helicity −ℏ2 .
When the mass vanishes the energy of a state is simply ε = ±|pz| and we see – as claimed
– in this limit our eigenstates from Eq. 1.4 are simultaneous eigenstates of the chirality
operator with a left or right handed chirality equal in magnitude to their helicity. When
the mass is finite, however, the eigenstates of helicity and chirality are no longer the same.
To understand why helicity and chirality eigenstates are not the same for a finite mass, we
start by considering a basis in terms of eigenstates of chirality, these are simply left-handed
state ψL = (uL,−uL)T e−i(εt−pzz/c)/ℏ and right hand state ψR = (uR,uR)T e−i(εt−pzz/c)/ℏ,
where in terms of our spinor basis above uL = 12(u1 − u2) and uR = 12(u1 + u2). In
particular in order to solve the Dirac equation the chiral spinors uL/R must satisfy
(ε+ ℏσ · p)uL = mc2uR and (ε− ℏσ · p)uR = mc2uL. (1.6)
It is now obvious that, for a finite mass, the left-handed and right-handed chiral states are
coupled in the Dirac equation by the mass-energy mc2. The reason that the helicity and
chirality eigenstates match in the ultra-relativistic limit, m = 0, is because this coupling
vanishes and the Dirac equation becomes diagonal in terms of the chiral spinors uL/R.
This special case of the massless Dirac equation is called the Weyl equation, which we will
return to later in the chapter. Of course we could have also understood all of this from a
relativistic perspective since the only way a Lorentz invariant quantity like chirality could
correspond to a non-Lorentz invariant quantity like helicity is if the particle’s mass is zero
such that there is no frame of reference where we can “overtake” the particle.
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We have discovered several features of the Dirac equation that we will see transfer to a
condensed matter setting: 1) At high energies, or low mass, the eigenenergies are linear in
the momentum |p|. 2) The equation is a matrix equation where the basis matrices satisfy
the Dirac algebra. 3) For each positive energy eigenstate a corresponding negative energy
anti-matter eigenstate exists, in a condensed matter context this is known as particle-hole
symmetry.4 4) In the case of massless fermions the spin and momentum are locked such
that chirality and helicity are the same quantity, we will refer to this as spin-momentum
locking. 5) For massive fermions the eigenstates of chirality no longer solve the Dirac
equation, we will see that this is related to whether or not spin-flip scattering is allowed.
1.2 Graphene
Having established the key features of the Dirac equation we now proceed to show how
this can be achieved in a condensed matter setting. The archetypal Dirac material is
graphene [1, 5, 6]. Graphene consists of a single 2d layer of carbon atoms arranged in a
hexagonal lattice (see Fig. 1.1). It is actually this hexagonal lattice that is key and many
other 2d hexagonal materials like silicene, germanene, and others [36–38] have very similar
dispersions.5 The hexagonal lattice is bipartite, consisting of two triangular sublattices –
we will label these A and B, they are indicated by different colours in Fig. 1.1.
1.2.1 Tight binding model
To a good approximation the only free electrons in graphene belong to the half-filled pz
orbital, with z perpendicular to the lattice plane [6]. Since the largest overlap of these
orbitals is with their nearest neighbours and this overlap is isotropic because z lies normal
to the plane, it is natural to assume an isotropic nearest neighbour tight-binding model
HG = t
∑
rA
∑
i=1,2,3
(
c†B(rA + δi)cA(rA) + c
†
A(rA)cB(rA + δi)
)
, (1.7)
where cA (c†A) and cB (c
†
B) are annihilation (creation) operators on the A and B sublattices
respectively; rA = a
√
3
2 (mxˆ + (2n+m) yˆ), with n, m ∈ Z are the lattice sites of the
triangular A sublattice; and the nearest neighbour vectors δi are defined as δ1 = a(1, 0),
δ2 = a2 (−1,
√
3), and δ3 = a2
(
−1,−√3
)
, where a is the lattice constant. These lattice
vectors are shown in Fig. 1.1. The Hamiltonian Eq. (1.7) describes hopping of electrons
from A to adjacent B sites and vice versa.
4Most condensed matter Dirac systems are actually only approximately particle-hole symmetric. For
example we will see the bulk bands can cause a particle-hole asymmetry in 3d topological insulators.
5The key difference between all these materials is the size of the spin-orbit coupling, which is a
perturbation that opens a band-gap at the Dirac points. We will see later that this perturbation is actually
incredibly important in determining the hexagonal lattice’s electronic properties.
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a b
K′
K
Γ
kx
ky
δ1
δ2
δ3
Fig. 1.1 Hexagonal lattice in real space and its Brillouin zone: a) The hexagonal
lattice of carbon atoms that form graphene. The lattice is bipartite with each sublattice
indicated by blue or red. The lattice vectors δ1, δ2, and δ3 are indicated. b) The first
Brillouin zone of the hexagonal lattice. For the nearest neighbour tight binding model
Dirac nodes live at the zone corners, the K and K′ points (labelled and coloured green,
blue respectively).
To diagonalise the Hamiltonian Eq. (1.7) we Fourier transform the operators cA(r)→ ak
and cB(r)→ bk giving
H = t
∑
k∈BZ
(
a†k b
†
k
)( 0 f∗k
fk 0
)(
ak
bk
)
, where fk =
∑
n=1,2,3
eiδn·k. (1.8)
The eigenenergies of the Hamiltonian can now be found by diagonalising it, they are simply
εk = ±|fk| defining a conduction band (+) which is always positive in energy and valence
band (−) which is always negative in energy. The most important feature of the dispersion
εk, shown in Fig. 1.2, are the positions K = 2π3
(
2, 1√3
)
and K ′ = 2π3
(
2, −1√3
)
where the
bands just touch at a point. These K-points correspond to the Brillouin zone corners
as shown in Fig. 1.1 and the energy vanishes here because the three contributions to fk
perfectly destructively interfere.
1.2.2 Emergent Dirac physics
Since the bands in graphene are naturally half-filled, excitation energies are defined with
respect to the band crossing which we define to be ε = 0. In particular to obtain the low-
energy excitations we simply need to Taylor expand about the K-points using k = τK + q,
where we use τ = ±1 since this maps K to K ′ when negative. After expanding the
Hamiltonian we see that it has a distinctly Dirac-like form
HτK = −3at2
∑
k∈BZ,τ
(
a†q,τK b
†
q,τK
)( 0 qx − iτqy
qx + iτqy 0
)(
aq,τK
bq,τK
)
, (1.9)
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Fig. 1.2 Energy dispersion in graphene: The relation, εk, between energy and mo-
mentum for nearest neighbour hopping in graphene. At the Brillouin zone corners, the
K-points, the conduction and valence bands touch. The low energy excitations about the
K-points are well described by a massless 2d Dirac equation.
where we have used the fact that we are entirely free to multiply our creation operators by
any arbitrary phase leaving a phase difference between A and B sublattices. The full 4× 4
Hamiltonian can then be brought into the form of two copies of what we will see is the 2d
Dirac equation6
HG = vF
∑
q
(a†q,K ,a
†
q,−K)
(
(σ · q) 0
0 (σ · q)∗
)(
aq,K
aq,−K
)
, (1.10)
where aq,±K = (aq,±Kbq,±K) is a 2-spinor of the creation operators on each sub-lattice and
for each K-point. The σi are simply the Pauli-matrices and referred to as the pseudo-spin
given their analogy with actual spins. The τ index is called the valley degree of freedom.
It is important to note that there is also double degeneracy due to real spin in all of
these equations, in particular the pseudospin that appears in our Dirac Hamiltonian is not
the real spin; this is not the case for all Dirac materials as we shall see when we discuss
topological insulators.
There are some key differences between our Hamiltonian Eq. 1.10 and the Dirac equation
of Eq. 1.1: First, the Dirac equation is in 3+1 dimensions whereas our Hamiltonian is
explicitly an equation in 2 spatial dimensions. Second, we are limited by a length scale,
the lattice constant a, such that our linear Hamiltonian is only valid for low energies or,
equivalently, small momenta |q| ≪ 1a . Nonetheless, if we now compare these two copies of
the low-energy Hamiltonian H±K = vFσ · q, to the original Dirac equation we see it is the
2d analog and the important features from the end of the last section are all present: 1)
6This description ignores that the bands are actually connected in the high energy regime and so is only
valid for small excitations around the Dirac point.
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The eigenenergies εq = ±vF |q| are linear in momentum q with the speed of light replaced
by the Fermi-velocity vF = −3at2 . 2) There is an underlying matrix structure that obeys
the anticommutation relation {σi, σj} = 2δij , the 2d Dirac algebra. 3) Every positive
energy state has an equivalent negative energy state. Unlike the Dirac equation, where
negative energy states indicated the existence of anti-matter, the physical interpretation is
more clear in graphene as they simply correspond to removing a hole from the occupied
states in the valence band. 4) There is a locking of pseudospin and momentum within each
valley of the form q · σ. 5) We can add a mass by introducing a term of the form mσz in
pseudospin space that acts as mass, the physics of which we now discuss in more detail.
1.2.3 Generating a mass
To end our discussion on graphene we need to consider what symmetries were at play that
forced us to have gapless Dirac points at the corners of the Brillouin zone. In particular
two symmetries were key [22]: Inversion symmetry P and time reversal symmetry T .
Inversion maps one sublattice site to the opposite and one valley to the other since
under its action K → −K. Within our Pauli basis we therefore see that the inversion
operator is given by P = τ1⊗σx, with ⊗ the Kronecker product. Acting this on Eq. 1.10 we
find PH(q)P−1 = H(−q) such that the Hamiltonian is invariant under inversion symmetry,
as expected since graphene’s lattice is inversion symmetric.7
For spinless fermions, time reversal symmetry also maps K → −K and involves
applying Kc, complex conjugation, unlike inversion, however, it has no impact on the
pseudospin and can therefore be written Θ = τ1 ⊗ 12Kc. Once again we find that the
Hamiltonian is invariant under its action ΘH(q)Θ−1 = H(−q), which is expected since we
haven’t applied any magnetic fields.
Now let us consider possible mass-like perturbations that will open a gap at the Dirac
points. Additional terms in the Hamiltonian proportional to σx or σy will simply shift
the position of the Dirac cones. In contrast, a term proportional to 1 ⊗ σz would open
a gap since it is diagonal in the valley index but proportional to σz, the only pseudospin
Pauli-matrix not appearing in our Hamiltonian, Eq. 1.10. Physically such a term creates
an imbalance in the potential between the A and B sublattices. Applying inversion gives
P(12 ⊗ σz)P−1 = −12 ⊗ σz so that the perturbation is not invariant under inversion
symmetry. Conversely in order to allow such a term and create a mass we must break
inversion symmetry. This perturbation is, however, invariant under time reversal meaning
that we only need to break inversion for such a term to occur.
On the other hand we can consider a perturbation creating both an imbalance between
sublattice and valley degrees of freedom, τ3 ⊗ σz. This is not invariant under time-
reversal θ(τ3 ⊗ σz)θ−1 = −τ3 ⊗ σz and so can only occur if time-reversal is broken. This
perturbation is, however, invariant under inversion symmetry. The only remaining mass-like
7This might seem confusing since our labelling of A and B sites in Fig. 1.1 is not inversion symmetric,
however that was simply a labelling and applying inversion of course just maps carbon atoms to carbon
atoms and so inversion is a true symmetry of the lattice.
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K
Breaking time reversal(a) (b)
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Breaking inversion(c)
Fig. 1.3 The Haldane model: a) Adding next nearest neighbour hoppings to graphene,
ν1, ν2, and ν3 (see arrows), with a complex phase dependent on sublattice index breaks
time-reversal symmetry and opens a gap at the Dirac points. b) The mass at the K and
K′ points has opposite sign for the Haldane model. c) In contrast, a sublattice dependent
potential which breaks inversion symmetry causes a mass with the same sign at the
K-points.
perturbations are τ1 ⊗ σz and τ2 ⊗ σz the former breaks inversion symmetry and the latter
time-reversal. Therefore we see that, for spinless fermions, in order to open a gap we
must break either inversion symmetry or time reversal symmetry and our Dirac points
are protected against any perturbations that respect these two symmetries. Additionally,
whether a perturbation breaks inversion or time-reversal symmetry will have a substantial
impact on the type of insulator that occurs when a gap is opened, as we now show.
1.3 The Haldane model
The Haldane model enables us to break time-reversal symmetry in the graphene Hamiltonian
Eq. (1.7) without a net magnetic field [7]. We shall see that the resulting insulating state is
similar to that of the quantum Hall insulator and contains a chiral edge mode. The major
difference between the Haldane model and a quantum Hall insulator is that the total flux
through a unit cell vanishes, meaning that translational symmetry and, associated to this,
Bloch’s theorem still hold.8
1.3.1 Breaking inversion symmetry
Before we discuss Haldane’s Hamiltonian let us start with the perturbation described above
that retains time-reversal symmetry but breaks inversion symmetry. The most obvious
8The Haldane insulator itself is not really a Dirac material. Whilst its edge states are chiral they flow
only in one direction – unlike the ±k of a genuine 1D Dirac system, such as the edge states of the 2D
topological insulators we will see in the next section. Furthermore, although it has been realised in cold
atom experiments [39], it is extremely unlikely that any real material will give rise to a single copy of the
Haldane Hamiltonian. Nonetheless, it is an elegant example of the how the concept of topology can enter
into a condensed matter setting and provides us with a bridge between graphene and topological insulators.
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way to break inversion symmetry is a staggered on-site potential [40]
∆HAB = εA
∑
rA
c†(rA)c(rA) + εB
∑
rB
c†(rB)c(rB), (1.11)
where εA ≠ εB. From the last section this perturbation is of the form M12 ⊗ σz in
terms of the valley and pseudospin, with its “mass” given by the difference in on-site
potentialM = εA−εB2 . After such a perturbation has been added to graphene’s Hamiltonian,
Eq. (1.7), the 2d Dirac equation in each valley takes the form H = vFσ · p+Mσz and has
eigenvalues εk = ±vF
√
k2 +M2. We see that the perturbation, as expected, has opened
up a gap at both K-points and that the mass M has the same sign at the two K-points.
1.3.2 Breaking time-reversal symmetry
We also showed at the end of the last section a perturbation Mτ3⊗ σz breaks time-reversal
but maintains inversion symmetry. It is clear from the form of such a perturbation that
the mass will evidently not be the same at both Dirac points if we are able to break
time-reversal symmetry in a manner that maintains Bloch’s theorem. Haldane’s proposal
to achieve this is a staggered flux throughout the unit cell due to complex second nearest
neighbour hoppings
∆HHal = t′
∑
i=1,2,3
(∑
rA
eiϕc†A(rA + νi)cA(rA) +
∑
rA
e−iϕc†B(rB + νi)cB(rB)
)
+H.c.,
(1.12)
where the next nearest neighbour vectors νi within a unit cell are shown in Fig. 1.3 and can
be obtained by combining two different nearest neighbour vectors such that the hoppings
form a closed loop around a single hexagon, for example ν1 = δ1 − δ2, ν2 = δ2 − δ3, and
ν3 = δ3 − δ1 (see Fig. 1.3). The sublattice dependent phase factor e±iϕ means that, upon
hopping to a next nearest neighbour, the electrons pick up a phase ±ϕ depending on the
direction of the hopping.
After Fourier transforming in terms of creation operators ak and bk on each sublattice,
the full Hamiltonian is the sum of the Hamiltonian of graphene Eq. 1.13 – which only
contributes to the off-diagonals – and the Fourier transform of the Haldane perturbation
Eq. 1.12 – which only contributes to the diagonals – giving
H = t
∑
k∈BZ
(
a†k b
†
k
)( t′
t (eiϕgk + e−iϕg∗k) f∗k
fk
t′
t (e−iϕgk + eiϕg∗k)
)(
ak
bk
)
, (1.13)
where gk =
∑
n e
iνn·k. In particular we can write the Haldane perturbation as
∆HHal = 2t′
∑
i=1,2,3
(
cos(ϕ) cos(k · νi)1+ sin(ϕ) sin(k · νi)σz
)
, (1.14)
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the first term, proportional to 1, is simply a shift of the Dirac point away from zero energy
and the second term, proportional to σz leads to a mass in the Dirac Hamiltonian. Most
importantly the value of this mass is different for each Dirac point. In particular at the K-
and K′-point the mass is t′ sin(ϕ)∑i sin(±K · νi) = ±t′ sin(ϕ)3√3, where (+) corresponds
to the K-point and (−) for the K ′-point.9 In both cases the eigenenergies expanded about
the Dirac points are εk = ±
√
vFk2 + 27t′2 sin2(ϕ).
1.3.3 Chern number
To understand the importance of a Chern number we must start with the concept of a
Berry phase [41, 42].10 Consider a wavefunction |ψk⟩ with a (non-degenerate) energy εk; we
gradually vary k such that |ψk⟩ always undergoes an adiabatic evolution. Now, returning
to the initial position k in some closed loop, Γ, surprisingly the wavefunction does not have
to return to its initial state [44]. Rather, as Berry showed, it can pick up a global phase
γ(Γ) =
∮
Γ
A(k) · dk, (1.15)
where we have defined the Berry connection A(k) = i ⟨ψk| ∇k |ψk⟩ which measures the
phase difference between two states that are infinitesimally separated in k-space. Berry
showed that the total phase accumulated along the path Γ is not dependent on the specific
path taken but on the topological features of the Berry connection enclosed in that path,
as we will now see.
Actually we could have multiplied our state |ψk⟩ by some arbitrary phase eiφk without
any physical consequence. If we do this we see that the Berry connection is a gauge
dependent object, transforming under such a transformation as A′(k) = A(k) +∇kφk,
just like the vector potential of a magnetic field. In fact this analogy holds and we can
define the equivalent of a magnetic field, the Berry curvature, Ω(k) = ∇k ×A(k), which is
gauge-independent and therefore a more physical object. In particular, we are interested in
the integral of this Berry curvature over the Brillouin zone, which defines a non-contractible
loop of k since the Brillouin zone boundaries are periodic. This means the resulting integral
must give us an integer multiple of 2π. The number of multiples n of 2π that are added by
the closed loop around the Brillouin zone is called the Chern number and defined in terms
of the Berry curvature as
n = 12π
∫
BZ
dS ·Ωk, (1.16)
where S surface normal of the Brillouin zone. Just as in Stoke’s theorem, the important
points in the Brillouin zone that contribute to the Chern number are the locations of any
9It should be noted that the real next nearest neighbour coupling ϕ = 0, π result in no mass and only a
shift the Dirac points’ energy. This is because such a coupling breaks neither time-reversal nor inversion
symmetry and, as we showed at the end of the last section, one of these symmetries must be absent if we
are to gap out the Dirac cones.
10Despite the name the “Berry” phase it was actually first discovered by Pancharatnam [43] in 1954 and
then independently and with more prominence by Berry in 1984.
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singularities in Ωk. We see that the Chern number is a measure of the topology of our
system; it is our first example of a topological invariant.
Having established the existence of the Chern number, let us calculate it for both
the inversion and time reversal symmetry breaking perturbations above. We saw the
form of graphene’s Hamiltonian resulting from one of these perturbations11 in terms of
h = (Hx, Hy,M) close to the Dirac point could be written as
H = Hx(k)σx +Hy(k)σy +M(k)σz = h · σ. (1.17)
Evidently any poles in the Berry curvature Ωk must occur at the K-points since away
from the zone corners we can chose the eigenspinor of the Bloch wavefunctions as, for
example, ψk = (M − |h|, Hx + iHy)T without ambiguity. To calculate the contributions of
the Dirac points to the Chern number we expand the vector h close to them obtaining
h = (vFkx, τvFky,MτK), where τ = ±1 is our valley degree of freedom and MτK is the
mass at the K- or K′- point. For the inversion symmetry breaking perturbation HAB the
mass has the same sign at both Dirac points and so, due to the τ factor in front of ky in h,
integrating any choice of eigenspinor over a closed loop around K or K′ will give equal and
opposite contributions to the Chern number so that nAB = 0. In stark contrast MτK had
the opposite sign at each K- and K′-point for the Haldane perturbation HHal. This means
when performing the equivalent closed loop integral around the K and K′-points the valley
index τ and sign of the mass multiply such that the contributions to the Chern number
at both K-points are the same. In particular the Chern number for the Haldane model
is nHal = ±1, with the sign depending on the sign of the masses at the K-points. This is
determined by whether the phase satisfies 0 < ϕ < π or π < ϕ < 2π.
1.3.4 Edge state
We have shown that there is a fundamental topological difference between the insulating state
resulting from an inversion breaking perturbation such as HAB and Haldane’s insulating
state with non-real hopping which has Chern number n = ±1. This topological difference
has a physical consequence, namely, a chiral edge mode at the interface of the Haldane
insulator and any normal, non-topological insulator – for instance the vacuum.
We can model such an interface by a spatially varying mass M(y), where we choose
the mass to change from the Haldane case M(y > 0) = MHτz ⊗ σz to the trivial case
M(y < 0) = Mvacσz → +∞σz at the interface along the line y = 0. For low energies
ε ≪ vF /a, the corresponding eigenenergy equation for the spinor ψkx(y) = e−ikxxφ(y)
from the Hamiltonian in a single valley, Eq. (1.13), has the form [22],(
vFσxkx−ivF τσy∂y + τM(y)σz
)
ψkx(y) = εψkx(y). (1.18)
11We can ignore any terms proportional to 1 since they simply result in equal shifts of the energy for the
valence and conduction band.
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Fig. 1.4 Edge states of the Haldane model and topological insualtors: a) The
Haldane model possesses a single chiral edge mode with an approximately linear dispersion.
For spinful fermions this mode is doubly degenerate. b) The model of Kane and Mele
realises two time-reversal copies of the Haldane model, one for each spin polarisation in
the z-direction. The helical edge modes have opposite Fermi-velocity for opposite spin
polarisations ±sz. c) Edge modes in real space. Top: Since time-reversal symmetry is
broken the edge mode of the Haldane insulator propagates in only one direction, it is
topologically protected by the finite Chern number of the bulk. Bottom: In real space the
chiral edge modes of Kane and Mele’s model are two counter-propagating modes. Although
the net Chern number is zero the edge states are protected by time reversal symmetry
even when perturbations break sz conservation (see next section)
Clearly the very large mass in the vacuum necessitates ψ = 0 in that region. On the
other hand, within the bulk of the Haldane insulator ψkx(y) must satisfy Eq. 1.4 for y > 0
and M(y) = MH . Assuming the mass is substantially larger than the kinetic energy
MH ≫ vFkx and requiring it decays at y →∞, we find ψkx(y) is well approximated by an
eigenspinor of σx and the full unnormalised wave-function has the form
ψkx(y) ≈
(
1
sign(MH)
)
e−ikxxe−
|MH |y
vF , (1.19)
with energy εkx = sign(MH)vFkx. There are several interesting features of this mode: 1)
It is localised to the edge, decaying exponentially into the bulk of the Haldane insulator
– hence the name edge mode. 2) It is chiral with a pseudospin dependent on the sign of
the mass MH . 3) Similarly its dispersion is linear with a Fermi-velocity vF that changes
sign with the sign of the mass. The apperance of edge modes at the boundary between
topological and non-topological states is a generic feature known as the bulk-boundary
correspondence, which states that the number of left moving and right moving modes is
equal to the change in Chern number at the boundary: NR −NL = ∆n.
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1.4 Topological insulators in 2d
In the last section we saw that the Haldane model provides an elegant mechanism that
breaks time-reversal symmetry in graphene and at the same time retains the Bloch physics
required to establish its Dirac nature. The result was an insulator with a non-zero
Chern number and – of particular interest to our discussion of Dirac Hamiltonians – the
establishment of an edge mode at the boundary between the Haldane-insulator and a
trivial insulator. While a phenomenological model like Haldane’s is a nice sandbox for
understanding the potential implications of topology, it is not easily realised in actuality
(outside of artificial cold atom systems [39]). It therefore seems almost an impossibility
that a material could achieve not one but two copies of the Haldane insulator and, in
doing so, retain time-reversal symmetry so that the material is intrinsically topological.
Amazingly that is exactly what Kane and Mele succeeded in finding [8]. Perhaps even
more unexpected is that such a situation is not only possible but the base scenario for
several materials [14].
The next two sections of this chapter deal with exactly these materials, known as
topological insulators. Since in part, or in whole, chapters 2, 3, 4, and 5 will establish many
theoretical and experimental properties of topological insulators, the present discussion is
focussed on their realisation of edge or surface states with a Dirac-like dispersion.
1.4.1 The Kane-Mele Model
In our previous discussion of both graphene and the Haldane insulator we largely ignored
the spin of the electron, since we were not interested in terms that couple to it. In
contrast, Kane and Mele [8] considered a perturbation to the graphene Hamiltonian due to
the relativistic spin-orbit (SO) interaction. In our valley-pseudospin basis above the SO
coupling can be written HSO = ∆SOτzσzsz, where we have introduced yet another Pauli
matrix12, sz, the component of spin perpendicular to the lattice plane. To be precise, SO
coupling enters into the graphene tight-binding Hamiltonian as second nearest neighbour
couplings, similar to the way the Haldane model breaks time-reversal symmetry
H = HG + it′
∑
rA,i
(
c†A,α(rA + νi)s
z
αβcA,β(rA) + c
†
B,α(rB + νi)s
z
αβcB,β(rB)
)
, (1.20)
where summation over the indices α, β are implied.
We see that this perturbation is exactly the term that generated the mass in the
Haldane model, with an extra matrix index from the spin sz. As a result, the SO term
respects both inversion and time reversal symmetry – since the τzσz and sz are both odd
under TR – but still results in an energy gap εk = ±
√
(vFk)2 +∆2SO. Quite incredibly we
have found a realistic Hamiltonian that is the same as the Haldane insulator, with hopping
phases ϕ = π2 for spin-up electrons and −π2 for spin down electrons, thereby realising two
12Using ⊗ for the Kronecker product becomes cumbersome for so many matrices, in what follows all
products of Pauli-matrices imply the Kronecker product.
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Fig. 1.5 Trivial and topological edge states: Due to Kramer’s theorem all edge modes
must be doubly degenerate at TRIMs – in 1d kx = πa and kx = 0 – and have a time reversal
partner in the other half of the Brillouin zone ±kx. a) Trivial edge states are not protected
by time-reversal symmetry and cross the Fermi-level an even number of times between the
TRIMs at 0 and π/a, and so they can be pushed out of the bulk gap. b) Topological edge
states are protected by time-reversal and cross the Fermi-level an odd number of times
between the TRIMs [14].
copies of the Haldane Hamiltonian for each spin-species of electrons. Since the spin-orbit
interaction of Kane and Mele’s model respects all the symmetries of graphene it is not only
a possible perturbation but will be present and the Dirac cones will be (slightly) gapped.
Although we will see later in this section that several materials exist with high SO coupling
and similar properties to Kane and Mele’s model, luckily for its own applications as a
2d Dirac material the actual SO induced gap in graphene is extremely small (∼ 42 µeV
equivalent to ∼ 0.5 K [45]).
1.4.2 Z2 topological insulators
Since Kane and Mele’s model realises two copies of Haldane’s model for each spin species,
this also means that there are two edge states. At the edge between the insulator and the
vacuum, where the mass vanishes, from the Haldane model we see these edge states are
described by the 1d Dirac Hamiltonian
H = vF szσxkx, (1.21)
which has eigenvalues εk = ±vFk, with opposite spins having the opposite sign Fermi-
velocities (see Fig. 1.3). This spin momentum-locking of the real spin of the electron
differentiates the Kane-Mele model and the Dirac Hamiltonian of topological insulator in
general from, for instance, graphene where we saw the Pauli-matrices denoted a pseudospin
resulting from the sublattice degree of freedom.
In the case of the Haldane insulator we saw that the edge state was guaranteed due to a
finite Chern number. The two copies of Haldane’s insulator in Kane and Mele’s model have
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opposite Chern numbers n↓, n↑ and so the system has a net zero Chern number n↑+n↓ = 0,
which had to be the case since time reversal is unbroken. It may therefore seem that any
term coupling these two copies13 will destroy the edge modes. This is actually not the case
and the edges are protected against such perturbations by time-reversal symmetry14 [9].
To understand why the edge modes remain even when a Rashba – or other sz non-
conserving term – is present we need to use Kramers’ theorem which states that the
time reversal operator satisfies Θ2 = −1 for a Hamiltonian of spin-1/2 electrons. Since
our Hamiltonian is invariant under T , if a non-degenerate eigenstate |ψ⟩ existed then it
must also be eigenstate of Θ, such that Θ |ψ⟩ = t |ψ⟩. Applying time-reversal again gives
Θ2 |ψ⟩ = |t|2 |ψ⟩ = − |ψ⟩ which is impossible because it would require |t|2 = −1. Therefore
our original assumption that the eigenstate was non-degenerate had to have been wrong
and all eigenstates of the Hamiltonian must be degenerate [15]. In particular any state
at +k always has a time-reversal partner with opposite spin at −k – together known as a
Kramers pair – unless time reversal symmetry is broken.
Kramers’ theorem is obviously especially important for the points in the Brillouin
zone which time reversal maps to themselves, known as time reversal invariant momenta
(TRIM). At a TRIM Kramer’s theorem enforces that the states are two-fold degenerate and
two-bands must cross or touch. Away from these TRIMs spin-orbit coupling enables this
degeneracy to be split. How the bands connect in-between TRIMs is extremely important
for their stability: If the bands connect as a pair as in Fig. 1.5 then they can be pushed
out of the gap by any perturbation obeying time-reversal symmetry. In contrast, if the
bands disappear into the bulk conduction and valence bands as in Fig. 1.5, they cannot be
removed [14].
From Fig. 1.5 we see that whether the edge state is robust or not can be diagnosed
simply by counting the number of crossings of the Fermi-level in the positive (q ≥ 0)
quadrant of the Brillouin zone. If there are an even number of band crossings then the edge
mode can be eliminated, if there is an odd number the edge is robust unless the perturbation
is so large it closes the bulk band gap. For the 1d edge of our Kane-Mele model, above
the TRIMs are kx = 0 and kx = π/a and our edge mode crosses the Fermi-level in the
positive quadrant only once. This means that any time-reversal preserving perturbation,
even those that lead to a coupling of sz such as the Rashba term above, does not destroy
the edge mode [9].
The stability of the edge mode is a remarkable result: We started with two pairs of
the Haldane model – a system that has a net zero Chern number – and showed that, even
when they couple, the edge state is topologically protected by time reversal symmetry. Of
course the integer valued Chern number – only non-zero when time reversal is broken –
was not the topological invariant guaranteeing us our edge mode. We can also already
13An example of one such perturbation to the Kane-Mele model is a Rashba interaction λzˆ · (s× k) –
which is allowed when z → −z mirror symmetry is broken by, for example, a substrate – this explicitly
breaks sz conservation and links the two copies of the Haldane model [9].
14We will see that this protection comes from the fact the Z Chern number is broken down to a Z2
invariant ν = (n↑ − n↓)/2 (mod 2), with n↑,↓ the individual Chern number of the up and down spins,
respectively [16].
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(a) (b)
Fig. 1.6 Topological insulators in 2d: (a) Four terminal resistance measurements on
HgTe quantum wells. In the bulk band gap and above a critical thickness dc ∼ 6.3nm
a single quantum of conductance G = 2e2/h is measured, characteristic of a clean 1d
state as predicted by Bernevig, Hughes, and Zhang. (b) Scanning tunnelling spectroscopy
measurements on a bismuth bilayer showing the presence of edge states (red) at the
boundary of the bilayer and a bulk Bi-crystal. (a: Reproduced from König, Markus, et al.
"Quantum spin Hall insulator state in HgTe quantum wells." Science 318.5851 (2007): 766-770.[17] b:
Reproduced from Drozdov, Ilya K., et al. "One-dimensional topological edge states of bismuth bilayers."
Nature Physics 10.9 (2014): 664. [47])
see from the fact the number of protected edge states is either 0 or 1, depending on the
number Fermi-level crossings at the edge states, suggests that the topological invariant ν
involved is Z2 in nature. Indeed similar to the Berry curvature we can define the matrix
wmn(k) = ⟨um(k)|Θ |un(−k)⟩ built from the eigenstates |un(k)⟩ that are occupied and
measures the effect of time-reversal on the Bloch states. At the TRIMs – which we label Γi
– the fact that Θ2 = −1 guarantees that the “sewing matrix,” wmn(k) is anti-symmetric. Fu
and Kane [46] showed that δi = Pf[w(Γi)]/det(w(Γi)) = ±1, where Pf[.] is the Pfaffian of
the anti-symmetric matrix, correctly measures whether or not the edge band is protected.
In 2d there are four TRIMs and we can define the topological invariant in terms of the
product (−1)ν = ∏i δi, (for i ∈ TRIMS) [16]. We will see how this extends to 3d topological
insulators in the next section.
1.4.3 Realisations of 2d TIs
As mentioned above, since carbon has a fairly low atomic number, its spin-orbit interaction
is extremely weak and any topological insulator behaviour in graphene – or its heavier
element analogs such as silicene – has still not been conclusively observed. Bernevig,
Hughes, and Zhang (BHZ) [10] realised that heavier elements with much stronger spin-orbit
coupling could achieve a similar band-inversion effect. In particular, bulk HgTe is a zero
band-gap semiconductor with a zincblende structure and has an inversion between its p-
and s- orbital bands. In contrast, CdTe is a trivial insulator with no band inversion but
also realises a zincblende lattice with a slightly larger lattice constant.
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BHZ’s insight was that sandwiching a thin layer of HgTe between two slabs of CdTe
the difference in lattice constants induces strain on the HgTe layer causing it to develop a
gap. Above a critical thickness dc ∼ 6.3 nm the HgTe retains its band inversion of the p-
and s- orbitals and so realises a 2d topological insulator. When the thickness is reduced
below this critical value a phase transition occurs because the band inversion vanishes and
the HgTe layer becomes a trivial insulator. These HgTe wells were very quickly synthesised
by the Molenkamp group [17] who were able to show that, above the critical thickness,
the conductance becomes quantised to 2e2/h when the HgTe layer is tuned so that the
Fermi-energy sits in the bulk band gap, indicating the presence of a 1d gapless edge state
living within the bulk gap and capable of hosting a single quantum of conductance.
Since these first experiments HgTe has become well established as the archetypal
2d topological insualtor. Another 2d topological insulator that has been experimentally
realised is bilayer Bismuth Bi(111) where it was recently possible to directly observe the
edge states by ARPES and STS revealing its Dirac nature [47] (see Fig. 1.6). Finally the
layered material AlSb/InAs/GaSb/AlSb was also predicted [48] to have a small non-trivial
bulk gap and subsequent experiments have found a 2e2/h quantised conductance similar
to HgTe quantum wells and consistent with the existence of topological edge states [49].
1.5 Topological insulators in 3d
The Haldane insulator was simply a type of Chern insulator meaning it is analogous to
the quantum Hall states. Such states can only exist in two dimensions.15 It was quickly
realised that it was possible to generalise the concept of a Z2 topological insulator to
three dimensions [11–13]. Rather than the edge modes of their 2d cousins these materials
host surface states. Just as in the case of a 2d topological insulator, these states appear
at the boundary between the topological insulator and a trivial insulator, however these
semi-metallic modes now cover the full two dimensional surface of the topological insulator.
Unlike the 2d Dirac states of graphene, these surface states are governed by a Dirac
equation where the spin entering the Dirac Hamiltonian is the actual spin of the electron
and will require time-reversal to be broken in order to develop a gap. Again since several
phenomena are discussed in later chapters, our current focus is on the properties and
development of 3d TIs.
1.5.1 Topological invariant(s)
The surface states of a 3d crystal can be labelled by a 2d surface momentum k = (kx, ky).
Just as in the case for 1d edge modes, at time-reversal invariant momenta, Kramers’
theorem forces the surface states to be degenerate. In 2d there are four TRIMs located at
(0, 0), (0, π/a), (π/a, 0), and (π/a, π/a) in the kx-ky plane. As in the case of edge modes, to
ascertain the system’s topology we need to find a way to describe the connectivity between
these 4-points.
15Mathematically they are possible in even spatial dimensions.
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Perhaps the most obvious way to create a 3d topological insulator is to stack layers
of 2d TIs on top of each other [14]. The result is that the 1d Fermi-points of the edge
states are expanded into a Fermi-lines that span the length of the Brillouin zone, with each
branch having opposite spin. The system is therefore topological in one direction – along
the direction of the stacked chiral edges – but not in the direction of the stacking. The
surface state of stacked 2d TIs is therefore not protected against perturbations that couple
different layers – for instance impurities that scatter isotropically in k can cause localisation.
For this reason these types of 3d TIs are known as weak topological insulators. To diagnose
a weak topological insulator we can make use of the same topological invariant ν of the 2d
TI on each surface orientation x, y, z and denote these weak indices by (ν1, ν2, ν3).
There is, however, one more degree of freedom ν0 which is purely three dimensional. Sim-
ilar to how ν in 2d is able to determine the number of 1d Fermi-crossings, ν0 determines the
number of 2d crossings of a Fermi-circle. To be precise, by constructing the same weaving
matrix as in the 2d scenario, wmn(k) = ⟨um(k)|Θ |un(−k)⟩, we can determine all 4 topo-
logical invariant’s νi by once again considering δ(Γi) = Pf[w(Γi)], where Γi now labels the
8 TRIMs of the full 3d system. As expected νi=1,2,3 is the same as considering the product
of the 4 TRIMs of a 2d surface. For instance (−1)ν3 = δ(Γ0,0,π)δ(Γ0,π,π)δ(Γπ,0,π)δ(Γπ,π,π) is
the topological invariant associated with the plane perpendicular to z. The final topological
invariant ν0 is the product of δ(Γi) at all 8 TRIMs (−1)ν0 = ∏i=1,...,8 δ(Γi). Topologi-
cal insulators in 3d are therefore able to be identified by their 4 topological invariants
(ν0; ν1, ν2, ν3).
The topological insulator with ν0 = 1 is special since it is topologically protected in
all directions and, unlike a weak topological insulator, is stable against any time-reversal
preserving perturbations. For this reason it is known as a strong topological insulator. In
particular, its Fermi-surface is closed with a spin-texture that continuously rotates along a
path around the TRIM where the surface bands cross (see Fig. 1.7d).
1.5.2 Surface state Hamiltonian
As was the case for 2d topological insulators, real 3d TI materials require strong spin-orbit
coupling that can create a band inversion in the bulk. We already saw that, due to a strong
SO coupling, Bismuth bilayers are 2d TIs that host 1d surface states. The vast majority
of 3d TIs are also built upon Bismuth with the most prominent realisations being Bi2Se3
and Bi2Te3 which are (1; 000) topological insulators (see Fig. 1.7). These materials have a
complicated crystal structure but the important bulk bands close to the Fermi-energy can
be expressed in terms of the four pz orbitals on a the Bi and X the other element (e.g Se
or Te) |p+z,Bi, ↑⟩, |p−z,Bi, ↓⟩, |p+z,X, ↑⟩, and |p−z,X, ↓⟩. In this basis, the general form of the bulk
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Hamiltonian in terms of the momentum operators p is
H =

Mk A1pz 0 A2p−
A1pz −Mk A2p− 0
0 A2p+ Mk −A1pz
A2p+ 0 −A1pz −Mk
 = τz1Mk + τxσ · p, (1.22)
where p± = px ± ipy [50]. For simplicity, in what follows we consider an isotropic version
so that A1 = A2 = A and assume the mass Mk to be momentum independent.
We repeat a similar procedure as in 2d TIs to look for the 3d TI’s surface states. First
we consider the half-volume z > 0 with a boundary between the TI and the vacuum at
z = 0 and so the wave-function vanishes in z < 0 due to the large excitation gap of the
vacuum. Since translation symmetry is maintained in the x and y directions, kx and
ky remain good quantum numbers. This also informs our choice of ansatz wavefunction
as plane waves in the x- and y- directions and the surface state decaying into the bulk
exponentially in the z-direction, so that
ψ = e−
Mz
A ei(kxx+kyy)
(
ϕ
ξ
)
, (1.23)
where ϕ and ξ are spinors corresponding to the electron spin. Similar to the 2d case, after
inserting this into the Hamiltonian (1.22), we find a relation between the spinors ϕ and ξ
requiring Mϕ = iMσzξ for the mass term to vanish.
Using this relation we can reduce the Hamiltonian to a 2× 2 matrix equation of the
surface state
Hzsurf = vF (kxσx + kyσy)iσz
= vF (kxσy − kyσx), (1.24)
where we defined vF = Aℏ. In the same way that the edge state of a 2d TI realised a
1d Dirac Hamiltonian with a single Dirac cone centered at k = 0 in the edge Brillouin
zone, the surface state of a 3d TI realises a 2d Dirac Hamiltonian with a single Dirac cone
located at k = 0 in the surface Brillouin zone. Once again the Pauli-matrices σ entering
the Dirac Hamiltonian indicate the component of the real spin now within the x-y plane –
or the plane which holds the surface.16 The constant energy contours (CEC) of Eq. (1.24)
are circular and the spin of the electron is locked perpendicular to the momentum k (see
Fig. 1.7d). We will see the important effect that 2d spin-momentum locking has on the
response of the surface state to disorder and in transport in the coming chapters.
Although Eq. (1.24) is an excellent approximation to the surface state Hamiltonian
close to the Dirac point, the full Hamiltonian of a bismuth based topological insulator
contains further terms at higher order in the momentum |k|. There are three major sources
16In chapter 6 we will discuss how the surface states change when we confine a them on a wire.
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(a) (b) (c)
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Fig. 1.7 Surface states of Bi2Se3: (a-b) Band structure of undoped Bi2Se3 measured
by angle-resolved photo-emission spectroscopy (ARPES). (a) The bulk conduction band
(BVB), surface state band (SSB), and bulk valence band (BVB) are labelled. (b) CEC of
the band structure for increasing energies showing the enlargement of the surface state
Fermi-ring from a node at the Dirac point to a hexagon close to the BCB. c) Surface
electronic structure of Bi2Se3 calculated using the local density approximation. Red lines
indicate surface states, blue lines are bulk states. d) Schematic of the spin polarized
surface state dispersion in Bi2X3 TIs (a-b: Reproduced from “Massive Dirac Fermion on the Surface
of a Magnetically Doped Topological Insulator.” Y. L. Chen, et al. Science 329, 659 (2010). [53] c-d:
Reproduced from "Colloquium: topological insulators." Hasan, M. Zahid, and Charles L. Kane. Reviews of
modern physics 82.4 (2010): 3045. [14])
of higher order terms [51]: 1) Close to the Dirac point the Hamiltonian is approximately
particle-hole symmetric, however, as the energy moves away from the Dirac point the bulk
bands break this particle hole symmetry causing a quadratic term E(k) = |k|
2
2m∗1, which is
diagonal in spin-space. 2) The breaking of particle-hole symmetry also causes a curvature
of the surface bands, which can be included in Eq. (1.24) by an effective k dependence
of the Fermi-velocity vF (k) = vF (1 + β|k|2). 3) The surface structures of both Bi2Se3
and Bi2Te3 have 6 fold rotational symmetry, this means that any higher order terms in
|k| must respect this hexagonal symmetry and have the form δHk3 = λ2 (k3+ + k3−), where
k± = kx ± iky. This latter effect is visible in Fig. 1.7b and is especially relevant in Bi2Te3
[52] (see Fig. 1.8).
1.5.3 Realisations of 3d TIs
Despite the concept of topological insulators stemming from 2d TIs and in particular
the Kane-Mele model on graphene, many more 3d TIs have been found than 2d TIs [16].
The first 3D TI was Bi1−xSbx, a strong (1;111) topological insulator. Experiments by
Hsieh et al. [18] found that a ∼ 10% Sb doping resulted in surface states with a total
of 5 band crossings (see Fig. 1.8), indicating the topological nature of the surface states.
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(a) (b)
Fig. 1.8 Surface states of 3d TIs: a) Surface states of the first 3d TI Bi1−xSbx, the
surface band crosses the Fermi-level 5 times indicating the topological nature of the surface
state. b) The surface states of Bi2Te3 measured by scanning tunnelling microscopy, showing
a significant hexagonal warping at higher energies. (a: Reproduced from "A topological Dirac
insulator in a quantum spin Hall phase." Nature 452.7190 (2008): 970. Hsieh, David, et al. [18] b:
Reproduced from "STM imaging of electronic waves on the surface of Bi2Te3: topologically protected
surface states and hexagonal warping effects." PRL 104.1 (2010): 016401. Alpichshev, Zhanybek, et al. [52])
Unfortunately such a large number of surface modes also have the drawback that there are
additional states at the Fermi-energy. As can be seen in Fig.1.8a the bulk gap in Bi1−xSbx
is also extremely small (∼ 25 meV [18]). Both the small gap and the complexity of the
surface states make experimental investigations of Bi1−xSbx difficult.
As mentioned above Bi2Se3 and Bi2Te3 are certainly the most prominent and best
examples of 3d TIs [14]. In particular the almost ideal surface Dirac cones of Bi2Se3
produce excellent ARPES images due to its chemical purity [16, 53], as shown in Fig. 1.7.
In addition Bi2Se3 has a large bulk band gap of ∼ 0.3 eV allowing a wide window of
energies where the physics is surface dominated [16]. Bi2Te3 has a slightly smaller band
gap of ∼ 0.17 eV. As mentioned at the end of the previous section, its main drawback is
a significant distortion of the surface state due to hexagonal warping [52], as shown in
Fig. 1.8b.
Despite its near perfect Dirac cone, Bi2Se3 is actually naturally electron doped and
so has a large bulk conductivity. This can be worked around by mixing various dopings
of Te, Se, and/or Sb to reduce the materials doping and produce bulk insulating samples.
The best insulating 3d TI is Bi2-xSbxTe3-ySey, which will make many more appearances in
later chapters [54].
A smorgasbord of other 3d TI materials, not directly relevant to this thesis, have been
synthesised and predicted. For instance, it is thought that the ever controversial SmB6 is
an exotic Kondo topological insulator [55]. A detailed review of many TI materials in 2d
and 3d can be found in Ref. [16].
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1.6 Dirac and Weyl semi-metals in 3d
So far we have only discussed scenarios where 1d and 2d Dirac Hamiltonians appear in
condensed matter systems. We have seen that symmetries play an important role in
protecting these crossings. For instance, in graphene a combination of time-reversal and
inversion symmetry meant that a mass could only develop if one of these symmetries was
broken. In topological insulators time-reversal by itself provided the equivalent protection.
Perhaps unsurprisingly, band crossings are easier to achieve in 3 dimensions due to the
increased number of tuning parameters. As early as 1929 von Neumann and Wigner [56]
recognised that it is possible to write the general Hamiltonian, up to constants of energy,
of any two band system as
H =
(
H11 H∗12
H12 −H11
)
= Re{H12}σx + Im{H12}σy +H11σz, (1.25)
with H11 ∈ R and H12 ∈ C. The energy of such a system is E = ±
√
H211 + |H12|2. Hence
in order to achieve a band crossing the off-diagonals – representing couplings between
the two bands – must vanish at the same time the diagonal is equal to zero. In total
this means that a band crossing can only occur when three constraints are satisfied
ReH12 = ImH12 = H11 = 0, which is possible to achieve “accidentially” when there are 3
or more parameters – e.g. momenta – to adjust, as occurs in 3 dimensions (or higher). On
the other hand, band crossings only exist in lower than 3 dimensions if further symmetries
enforce a crossing, as we saw in graphene and topological insulators.
1.6.1 Dirac semi-metals
Of course the original high-energy Dirac equation contains a 3 spatial-dimension Hamil-
tonian, which we saw in Eq. (1.6) is chiral in the massless limit. The high energy Dirac
equation, however, is a 4 × 4 matrix Hamiltonian and so describes a 4 band system,
containing two copies of the two band model considered by Wigner and von Neumann in
Eq. (1.25). In the massless limit this matrix Hamiltonian splits into blocks of chirality
such that
HD =
(
0 −σ · p
σ · p 0
)
. (1.26)
The eigenstates of this Hamiltonian are doubly degenerate with eigenvalues E± = ±|p|2
and opposite chiralities. Any term on the diagonal of the Hamiltonian will couple the two
chiralities and result in an energy gap, for the Dirac equation this occurs for a finite mass
and the “gap” is equal to the mass-energy mc2.
A lattice version of this four-band model occurs in, for instance, the material Pb1-xSnxTe
which forms a cubic lattice with a bipartite rock salt structure with a Pb or Sn atom
on one site of the unit cell and Te on the other [26, 27]. Its Brillouin zone is therefore
that of the FCC lattice and it has minimal band gaps at the L-points of this Brillouin
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zone (more information can be found in chapter 8). For our present discussion what is
important is that each L-point’s low energy physics can be described in a 4 component
basis {{|ψ+L,1⟩ , {|ψ−L,1⟩ , {|ψ+L,2⟩ , {|ψ−L,2⟩}, where ± is the sublattice index and 1, 2 indicate
the total angular momentum Jz = ±ℏ2 along the direction between the Γ-point at the center
of the Brillouin zone and the L-point. Due to the crystalline symmetries of Pb1-xSnxTe,
within this basis, the low energy Hamiltonian expanded about a specific L-point has the
form [27]
H = ℏ

m 0 −iv′kz −v(ikx + ky)
0 m v(ikx − ky) −iv′kz
iv′kz −v(ikx − ky) −m 0
v(ikx − ky) iv′kz 0 −m
 , (1.27)
with m depending on the relative doping of Pb and Sn. The eigen-energies of this
Hamiltonian are E± = ±ℏ
√
v2|k|2 +m2 and for a critical doping x ≈ 0.17 the mass m
disappears [27]. In the massless limit we see that each 2× 2 block on the off-diagonals of
the Hamiltonian satisfy the von Neumann-Wigner constraints from Eq. (1.25) at k = 0
and the four bands cross at a point. Such a material, with crossing of 4 bands at a single
point, is known as a 3d Dirac semi-metal. The node that occurs at the crossing of these
4 bands in a 3d system is known as a Dirac point.
1.6.2 Weyl semi-metals
The Hamiltonian of a Dirac semi-metal involves 4 parameters and so, in a similar manner to
the 2d Dirac Hamiltonians we have already seen, can only occur when enforced by additional
symmetries that prevent the coupling of its two 2× 2 Hamiltonians that individually satisfy
the von Neumann-Wigner conditions. Obviously the easiest way to satisfy these conditions
with just two bands would be to look for materials with just a single copy of the blocks on
the diagonal of the high-energy Dirac Hamiltonian, such as
H
(+)
W = +ℏv(σ · k). (1.28)
This Hamiltonian describes what is known as a 3d Weyl semi-metal and by construction
realises a two band crossing with a node at k = 0, known as a Weyl point. The
eigenfunctions in the vicinity of this Weyl point are spinors with an angular dependence
[57]
ψ(θ, φ) =
 sin ( θk2 )
− cos
(
θk
2
)
eiφk
 , (1.29)
where θ is the azimuthal angle and φ the polar angle. This is the same spinor that
describes a spin-1/2 fermion in a magnetic field, which we know results in an Aharnov-
Bohm phase. To see what this means for our Weyl point consider the Berry connection
A(k) = i ⟨ψk| ∇k |ψk⟩ = cos2(θ/2)φˆ. Transforming to Cartesian coordinates and taking
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the curl we find that the Berry curvature is Ωk = kˆ/2k2 [57]. Like we saw in 2d, to find
the Berry phase of a single node we need to integrate this over a sphere around the Weyl
point, the result is a phase of 2π. The natural interpretation is that, just as the flux from a
magnetic field causes an Aharnov-Bohm phase, the Weyl node acts as a source of Berry flux
i.e. a monopole of “magnetic field”, which here is the Berry connection. If instead we had
chosen the opposite sign in front of our two band Hamiltonian – i.e. H(−)W = −ℏv(σ · k) –
we would then find that the Berry phase was −2π, signalling a monopole with the opposite
charge.
The Brillouin zone is a 3-torus which means that the only way that two bands can cross
at one point is if they re-cross at another point or else the bands wouldn’t be periodic.17
As a result Weyl nodes must appear in pairs and these pairs must have opposite chirality.
The net charge of the chirality of all Weyl nodes in the Brillouin zone must therefore add
to zero. That Weyl points always come in pairs is known as the “fermion doubling theorem”
[58]. When a magnetic field is applied, this high energy connection between pairs of Weyl
nodes leads to what is known as the chiral anomaly [23] (we will discuss this and other
magnetoresistance phenomena in 3d Dirac systems in chapter 7).
The doubling theorem also has consequences for the stability of Weyl nodes. If we
could eliminate an individual Weyl point, then its opposite chirality partner would cause
there to be a net charge over the whole Brillouin zone, which is not allowed. Therefore the
only way to eliminate a Weyl point is to adjust parameters such that two points of opposite
chirality are brought together and their charges cancel. Weyl nodes therefore have a quite
different protection from mass formation than the symmetry enforced crossings that we
have seen before. Since it is not protected by symmetry this is known as an “accidental
degeneracy” and is unique to 3 dimensional materials [23].
We have argued that Weyl points always come in pairs. Let’s now consider what
happens when other symmetries are present in the system. For instance if we assume that
a Weyl point appears in the Brillouin zone at a location k0 then time reversal symmetry
requires H(±)W (k+k0) = H
(±)†
W (−k−k0) so that another Weyl point with the same chirality
must appear at −k0. Since Weyl points always come in pairs of opposite chirality, there
must be at least 4 Weyl points in the system if time reversal is present. On the other hand
inversion symmetry requires H(±)W (k + k0) = H
(±)
W (−k − k0), this means a Weyl point of
opposite chirality must appear at −k0 if inversion symmetry is present. If both inversion
and time reversal symmetry are present then it is clear from the above discussion that a
pair of opposite chirality Weyl points must be located at k0 and a pair at −k0, in other
words Weyl points separated in momentum space cannot exist unless either time-reversal
or inversion symmetry is broken and if both are present the only allowed band crossings
are Dirac points [2].
17Of course bands could also cross multiple times, as long as it is in total an even number of crossings.
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(a) (b) (c)
+
-
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Fig. 1.9 Surface states of Weyl semi-metals: a) Schematic of the Fermi-arcs on the
surface of a Weyl semi-metal. The arcs connect the projection of the Weyl nodes onto
the top and bottom surface in the opposite sense. b-c) Fermi-arcs of TaAs measured by
ARPES. The chiral charge of the Weyl points in TaAs is ± 2 leading to two Fermi-arcs on
its surface. (b-c: Reproduced from "Discovery of a Weyl fermion semimetal and topological Fermi arcs "
Science 349.6248 (2015): 613-617. Xu, Su-Yang, et al. [25])
1.6.3 Surface states
In the case of the Haldane model and topological insulators we have seen that a non-trivial
bulk leads to edge modes in 1d and surface modes in 2d. Weyl semi-metals also have surface
states,18 in contrast to these previous examples, the surface states of Weyl semi-metals are
1d Fermi-arcs i.e. the surface states are 2 dimensions lower than their 3d bulk [2]. To see
why, consider a a system with Weyl points at ±k0 which are opposite monopoles of Berry
flux. If we now consider the impact of a surface by taking a cut in a momentum-space – for
ease consider a plane perpendicular to k0 – the location of this plane in the 3d Brillouin zone
will determine its topology; in either the region of the Brillouin zone between +k0 to −k0
or its compliment region between −k0 and k0 there is a net Berry flux and a non-trivial
topology, in the other region there is no net flux and therefore a trivial topology. In
combination the 2d “bulks” of these cuts describe a 1d edge between trivial and non-trivial
regions, with the edge appearing at the projection of one Weyl node onto the surface and
disappearing at the other. On the opposite surface this edge mode connects the two points
in the opposite direction. These Fermi-arcs have been observed experimentally in TaAs19
[25], as shown in Fig. 1.9.
1.7 Other Dirac systems
To end this chapter we briefly discuss other system where Dirac-like excitations appear.
In particular it is important to note that the Dirac equation can describe the low energy
excitations of a variety of systems which are not necessarily electronic in nature.
18Surface states can also occur in so-called topological Dirac semi-metals where the two copies of Weyl
points at a momentum k0 have their topological partners located at −k0. This results in a pair of Fermi-arcs
between the two Dirac points [59].
19Unfortunately both TaAs and the 3d Dirac semi-metal Cd3As2 – arguably two most prominent 3d
Dirac/Weyl semi-metals – require crystal growers to handle arsenic, which is highly toxic.
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1.7.1 Topological crystalline insulators
We discussed in detail how time-reversal symmetry protects the surface states of Z2
topological insulators such as Bi2Se3. It is, however, possible to obtain the same protection
via crystalline symmetries. For instance if a material has a mirror symmetry M then the
Bloch states can be chosen such that the are also eigenstates of M with mirror eigenvalues
±i. The total Chern number can then be represented as the sum of the Chern number
of each eigenvalue N = N+ +N−. Even if N = 0, however, it is possible for the mirror
Chern number NM = N+−N−2 to be a non-zero integer.
In fact we have already seen a material which has a non-zero mirror Chern number
when we considered the Hamiltonian of Pb1-xSnxTe in Eq. (1.27). In Pb1-xSnxTe the mass
m undergoes an inversion as a function of doping x, indicating that either PbTe or SnTe is
topologically non-trivial [26]. The number of band inversions and corresponding number
of surface bands at the Fermi-level is, however, even and so the mass inversion does not
signal the Z2 topology of a standard TI. Rather it is found that SnTe has a non-zero mirror
Chern number, indicating it topologically non-trivial. On the other hand PbTe has mirror
Chern number 0 and is therefore trivial. As in the case of Z2 TIs, the surface states of
topological crystalline insulators – which can only exist on mirror-symmetric surfaces – are
well described by a 2d Dirac Hamiltonian, with each surface containing an even number of
Dirac cones. (More information can be found in [27]).
1.7.2 d-wave superconductors
Over the last 30 years there has been significant theoretical and experimental effort to
understand the high temperature superconductors (HTSC), such as the cuprates. One of
the defining features of these HTSCs is an order parameter ∆k = ∆0(cos(kxa− cos kya) ,
which has a dx2−y2 symmetry rather than the s-wave symmetry of most superconductors
that can be described by a standard BCS theory.
A lot of evidence now points to the cuprates being well described as 2d layers governed
by a Hamiltonian Hd = εkτz +∆kτx, where εk is the electronic dispersion in the normal
state [2]. Here the matrix structure of the Hamiltonian is defined in terms of the Nambu
spinor Ψ = (ψ↑, ψ†↓) and have a total energy Ek = ±
√
ε2k + |∆k|2. In most cuprates the
locations of zeros of the dispersion εk correspond to the location of zeros of the order
parameter ∆k. If we expand about these nodal points in Ek it should be clear that the
Bogliubov quasi-particles obey a Dirac dispersion and that the d-wave superconductors can
also be included in the Dirac materials class (more information can be found in [2, 27, 60]).
1.7.3 Majorana metals
Another example of emergent Dirac physics occurs in the low-energy descriptions of certain
magnetic systems. Certainly the most famous of these is the Kitaev model [32]. The Kitaev
model exists on a honeycomb lattice and induces frustration, a necessary requirement
for spin liquids behaviour, via exchange couplings with an easy-axis dependent on bond
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direction. The nearest neighbour spins follow the Hamiltonian HKit. =
∑
γ KγS
γ
i S
γ
j , where
each γ = x, y, z also indexes one of the 3 bond directions in the honeycomb lattice.
Surprisingly this Hamiltonian can be exactly solved by a mapping of each spin in terms
of four Majorana fermion operators Sγi = ia
γ
i cj [30]. After performing this calculation, the
Hamiltonian becomes a nearest neighbour tight binding Hamiltonian of Majorana’s hopping
on the honeycomb lattice. As such these Majorana’s on the honeycomb lattice form a
“metal” which inherits the same Dirac physics as electrons in graphene. In particular their
low energy excitations are determined by a Dirac equation expanded about the K-points
[30]. More recently it has been shown that other tri-coordinated lattices in 3d can be
solved in a similar manner and, depending on the lattice, are capable of hosting Weyl and
Dirac points, as well as other exotic band structures such as nodal lines [31]. Interestingly,
unlike for complex fermions, due to the peculiar nature of their majorana Weyl points, it
is possible to have a Weyl semi-metal phase in these materials when both time-reversal
and inversion symmetry are present [61]. (More information can be found in [32]).
Summary and outlook
In this chapter we have seen that the Dirac equation appears in many condensed matter
settings. The variety of systems that achieve a Dirac Hamiltonian distinguish them as
a separate class of materials with a unique phenomenology. Many of these materials
are some of the most interesting in modern condensed matter physics, such as graphene
and topological insulators. The presence of a Dirac dispersion also results in many novel
consequences, such as the spin-momentum locking of the surface states of topological
insulators and the unique Fermi-arcs on the surface of Weyl semi-metals. The appearance
of Dirac fermions in condensed matter is also deeply interconnected with topology and
symmetries, which protect the Dirac dispersions from developing a mass.
Now that we have an overview for the remainder of this thesis we switch to a more
detailed discussion of the consequences of disorder in Dirac systems. With a particular
focus on 3d topological insulators and Dirac semi-metals and their transport properties.
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Disorder in Dirac materials
In the previous chapter we found that the Dirac equation governs the low energy
excitations in a wide variety of materials where symmetries and topology enforce the
crossing of two bands close to the Fermi-energy. In this chapter we consider the impact of
disorder in those systems. Disorder is an unavoidable fact of life in real materials1 and
can stem from many sources, for instance impurities – examples include foreign or charged
atoms –, or lattice dislocations – such as surface step edges –, both break the translational
symmetry of the system. The main impact of these defects is to act as scattering centers
for electrons, altering their trajectories as they travel through a material. Ultimately it is
disorder that governs the electronic properties of most metallic states at low temperatures,
such as the transport properties we discuss in chapter 5.
There is, however, another more theoretical reason to consider disorder: The physics of
disordered systems is often significantly more exciting and collective phenomena become
more important. For example, Anderson localisation means that the electrons’ wave-
functions in a one or two dimensional electron gas are localised by the presence of even
a minuscule amount of disorder [62]. The integer quantum Hall effect, which was able
to measure so accurately the von Klitzing constant e2h that it is now a basis of the SI
measurement system [63], actually requires a finite amount of disorder to be visible since
impurities have the effect of both extending the Hall plateaus as a function of magnetic field
and localising the bulk states [64]. This means that disorder is not some undesirable feature
of real world systems but a key component that is often of acute theoretical importance.
In order to have a concrete setting to discuss disorder effects we will consider the
2d surface states of a 3d topological insulator. Although much of our discussion can be
generalised to other materials such as graphene [65] and to three dimensional materials
which we will discuss in chapters 6 and 7. One of the main impacts of the Dirac physics
is its protection from backscattering which we discuss in the first section of this chapter
and introduce for the first time the T-matrix formalism that will be used throughout this
thesis.2 We will then discuss the impact of a finite density of impurities and the concept of
disorder averaging. Having developed the theoretical tool kit to treat disorder, in the latter
parts of this chapter we will calculate the self-energy and density of states of a disordered
surface of a 3d TI.
1Some materials such as the such as the 2d TI HgTe quantum wells in Fig. 1.6 can actually be incredibly
clean [17] but these are the exception rather than the rule. This is also related to the reason why they
exhibit a quantised conductance.
2We will follow a similar format to Ref. [66] but applied to Dirac states rather than an electron gas.
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2.1 Disordered 3d topological insulator surface
The main impact of an impurity on the surface of a topological insulator surface is to
break translation symmetry. In practice what this means is that an impurity enables the
plane-waves that form the eigenstates of a clean TI surface to elastically scatter from a
momentum k to a new momentum k′. To demonstrate this we start with the Hamiltonian
of a clean surface state close to the Dirac point, as described by Eq. (1.24) in the previous
chapter. To this surface we add a single spin-less impurity which acts as a local potential
⟨r| Uˆ |r⟩ ≡ U(r) = u(r − ri)1, for the moment we consider only a single impurity and
therefore without loss of generality we can take the impurity to be located at the origin
ri = 0. We will discuss the impact of a finite density of impurities later.
It is normally easier to perform calculations in momentum-space since the eigenstates
of the clean system can be labelled by their momentum k. On the surface of a topological
insulator it is important to remember that the clean eigenstates also contain a spinor due
to spin-momentum locking which in the conduction (+) and valence (−) bands can be
expressed,
⟨r|k,+⟩ = 1√
2
(
+ie−iθk
1
)
eik·r and ⟨r|k,−⟩ = 1√
2
(
−ie−iθk
1
)
eik·r, (2.1)
where θk is the polar angle in the kx− ky plane with θk = 0 corresponding to k∥kˆx and the
conduction and valence bands have left-handed and right-handed chiralities, respectively.
It should already be clear that the spinor structure of these eigenstates makes them
very different to those of a 2DEG. In particular if we consider the matrix element that
as appears in Fermi’s golden rule of the impurity for a scattering from k to k′ in a single
event we find
| ⟨k,±| Uˆ |k′,±⟩ |2 = |uk−k′ |2 cos
(
θk − θk′
2
)2
, (2.2)
where uk−k′ is the Fourier transform of the real-space impurity potential. Unlike a 2DEG,
where such a matrix element is isotropic and proportional only to |uk−k′ |2, the spin-
momentum locking of the surface state causes an additional angular dependence. In
particular back-scattering k→ −k is completely forbidden and scatterings close to 180o
are strongly suppressed compared with those that preserve the electron’s trajectory. This
is a unique feature of Dirac fermions which are said to be protected from back-scattering.
In general we will consider two different types of impurity potentials: Point-like
impurities, uδq = u0 and screened charged impurities ucq = u0q2+κ20 , where κ0 is the Thomas-
Fermi screening vector and u0 is the strength of the impurity. The former does not have
any k dependence and only the θk angular dependence due to spin-momentum locking
enters the matrix element, the latter strongly prefers small momenta scatterings and will
further reduce the overlap between states on opposite sides of the Fermi-surface.
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Let us now consider what were to happen when we break time-reversal symmetry and
generate a mass term mσz in the surface state Hamiltonian such that Eq. (1.24) becomes
HmSurf = vF (kxσy − kyσx) +mσz. (2.3)
As expected there is now a gap of size 2m and the eigenvalues are ε±k,m = ±
√
v2F (k2x + k2y) +m2.
More importantly the eigenstate’s spinor is no longer an eigenspinor of some combination of
the σx and σy Pauli-matrices. Instead the spin now cants out of the surface plane parallel
to zˆ. This means the surface state is no longer fully topological protected and
| ⟨k,±| Uˆ |k′,±⟩ |2 = |uk−k′ |2
 m2
ε2k,m
+
vFk
2 cos
(
θk−θk′
2
)2
ε2k,m
 , (2.4)
in particular there is a finite back-scattering rate ξ = | ⟨k,±| Uˆ |−k,±⟩ |2 = m2
ε2
k,m
. We also
see, however, that for large energies εk,m ≈ vF |k| ≫ m the protection is approximately
restored. This of course means that graphene, where we showed SO coupling leads to a
small but finite gap in the Dirac spectrum, is still strongly protected from back-scattering
unless the Fermi-energy is very close to the Dirac point (assuming impurities approximately
respect the symmetries of graphene’s Hamiltonian [65]).
2.1.1 The T-matrix
We have seen that a single scattering event described by the matrix elements like ⟨k| Uˆ |k′⟩
already tells us a lot of information about our Dirac fermions in the presence of disorder.
This matrix elements, however, only give us the first order in a perturbative series of
increasing orders of scattering from the disorder potential Uˆ [66]. To find the full effect of
the disorder on the eigenstates |ψ⟩ we need to solve the eigenenergy equation of the clean
Hamiltonian plus the impurity
(Hˆsurf + Uˆ) |ψ⟩ = ε |ψ⟩ . (2.5)
In real space the eigenstates of the full Hamiltonian must satisfy the integral equation
ψ(r) = ψ0(r) +
∫
dr1 G0(r − r1)U(r1)ψ(r1), (2.6)
where ψ(r) are 2-spinors and the (retarded) real space Green’s function G0(r − r′) is the
Fourier transform of
G0(k, ω) = (ω −Hsurf + iδ)−1 = ω + vF (kxσy − kyσx)
ω2 − v2Fk2 + iδ
, (2.7)
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which is a 2× 2 matrix in the Pauli basis of the TI surface. The matrix structure of the
Green’s function encodes the spin-momentum locking of the surface states.3 It should
be clear that this integral equation can be expanded perturbatively in orders of U(r) by
repeated insertions of the full eigenstate ψ(r), leading to the series [66]
ψ(r) = ψ0(r) +
∫
dr1G0(r − r1)U(r1)ψ0(r1) (2.8)
+
∫
dr1dr2 G0(r − r1)U(r1)G0(r1 − r2)U(r2)ψ0(r2) + . . . (2.9)
= ψ0(r) +
∫
dr1dr2G0(r − r1)T (r1, r2)ψ0(r2), (2.10)
where T (r1, r2) is known as the T-matrix. The T-matrix – also a 2× 2 matrix – is the
sum of all terms representing repeated scattering events of the clean system with the
impurity U(r). For calculations it is normally easier to switch to momentum space where
the T-matrix can be expressed in terms of itself and the momentum-space Green’s function
Tk,k′(ω) = uk−k′ +
∑
k1
uk−k1G
0(k1)uk1−k′
+
∑
k1,k2
uk−k1G
0(k1)uk1−k2G0(k2)uk2−k′ + . . .
= uq +
∑
k1
uk−k1G
0(k1)Tk1,k′ . (2.11)
We can express the T-matrix diagrammatically as
Tk,k′(ω) =
k k′
=
k
−
k
′
+
k1
k
− k
1
k
1 −
k ′ +
k1 k2
k
− k
1
k
1
−
k
2 k2 −
k ′ + ..., (2.12)
where the dashed lines represent scattering events and the solid lines Green’s functions.
This diagrammatic representation will be an extremely useful tool in later chapters.
The first order of the T-matrix, which gave us our golden rule matrix elements,
corresponds to weak scattering, meaning that it is valid for low impurity strengths u0
and can be easily calculated for any impurity potential uq. For point-like impurities the
T-matrix is independent of momentum and so the full series can be summed and Eq. (2.11)
simplifies to
T δ(ω) = u0 + u0
∑
q
G0(q, ω)T δ(ω). (2.13)
3The Green’s function and the T-matrix both depend on energy ω, however for clarity of the equations
this index is implied. We can do this because impurity scattering is elastic and so the energy does not
change after each scattering event.
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Taking the continuum limit we find that the T-matrix for point-scatterers is
T δ(ω) = u0
(
ω1− u0
∫
dq
(2π)2G
0(q, ω)
)−1
= u0ω1
1− u02π
Λ∫
0
dk
k
ω2 − v2Fk2
−1
= u01
(
1− u0 ω4πv2F
ln
[
−Λ2
ω2
])−1
, (2.14)
where we introduced the ultra-violet cut-off4 Λ≫ ω and used the fact that the angular
integral over the off-diagonals of the Green’s function is zero [65]. This last fact ensures
that the full T-matrix of a diagonal impurity is also diagonal in spin-space and so the
matrix element ⟨k,±|T (ω) |−k,±⟩ = 0 and back-scattering remains forbidden, even due to
multiple scattering events from the same impurity. At first sight this might seem surprising
since an initial state with momentum k that scatters to an intermediate state at k′ is not
prohibited from then scattering to the state at −k, however, this path is cancelled by an
equivalent path starting at k scattering to −k′ and ending at −k. The net result after
considering all paths, at all orders in the scattering potential, is that the protection from
back-scattering is retained.5
The momentum independence of point-like scatterers is, of course, a special case and
for a general potential uq the full T-matrix has to be calculated numerically, especially
given the added complication of the Green’s function’s matrix structure. Nonetheless, even
for a momentum dependent scatterer, the above argument always holds and for every
possible back-scattering path there is always an equivalent destructively interfering path,
unless time-reversal symmetry is broken either by an external field or by the impurities
themselves – we will see an example of the latter situation in chapter 5.
2.2 Impurity averaging
So far we have only considered a single impurity, of course on the surface of any real
topological insulator there will be a finite density of impurities NimpA = nimp. Unless the
system has been prepared otherwise, it reasonable to assume that the disorder is entirely
randomly distributed and that the full disorder potential is U(r) =∑ri u(r − ri)1, where
the position of the impurity ri is chosen at random from a constant distribution and
i ∈ {1, . . . , Nimp} so that they are completely uncorrelated. We now extend the solution
for scattering of the wave-function from a single impurity, Eq. (2.6), to this finite density
case. Equivalent to considering the full wave-function ψ(r) we can (and will) consider
G(r1, r2), the full Green’s function defined by
G(r, r′) = G0(r − r′) +
∫
dr1 G0(r − r1)U(r1)G(r1, r′). (2.15)
4Physically such a cut-off is just a reminder that our Dirac dispersion is only a low-energy description.
5This protection from back-scattering at all orders ensures that the wave-functions can’t localise and we
can have a genuine two dimensional electronic state [9].
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Performing the same expansion as in the single impurity case, now by repeated insertion of
the free Green’s function, we obtain a perturbative expansion of the full Green’s function
with the nth order term given by [67]
G(n)(r, r′) =
Nimp∑
i1,...,in
∫
dr1 . . . rn G0(r−r1)u(r1−ri1)G0(r1−r2) . . . u(rn−rin)G0(rn−r′),
(2.16)
which has a contribution from all possible combinations of scatterings from n events. For
instance the electron could scatter from n completely different impurities – corresponding
to ri1 , . . . , rin different for every scattering event ((a) below) – or n times from the same
impurity – corresponding to ri1 = · · · = rin being the same for all events ((b) below). For
example some of the 4th order terms – labelling the Green’s function by momentum (see
below) – are:
(a)
r1
k
−
k
1
r2
k
1
−
k
2
r3
k
2
−
k
3
r4
k
3
−
k
′
k k1 k2 k3 k′
(b) k−
k 1
r1
k
1
−
k
2 k
2 −
k
3
k
3 −
k ′
k k1 k2 k3 k′
(c)
r1
k
−
k
1
k
1 −
k
2
r2
k
2
−
k
3
k
3 −
k ′
k k1 k2 k3 k′
(d)
r1
k
− k
1
k
2 −
k
3
r2
k 1
− k
2
k
3 −
k ′
k k1 k2 k3 k′
Given the huge numbers of impurities in macroscopic sized samples and the impossibility
of knowing all of their locations, the expansion of the Green’s function Eq. (2.16) is clearly
not a particularly useful object if one wants to do any actual calculations.
To make progress in solving Eq. (2.16) it is important to recognise that the large
numbers of impurities and the size of the system involved actually work to our advantage.
Kohn and Luttinger realised that a macroscopic sample can be split into subsystems of
a size set by the decoherence length lϕ, which is governed by all scattering processes in
the system and can be interpreted as the distance an electron needs to travel before its
phase is completely randomised. For large systems, here surfaces A≫ l2ϕ, there are still
a macroscopic number of subsystems, such that throughout the sample virtually every
possible impurity configuration within a subsystem is realised [67].
For macroscopic samples, we can therefore (normally) consider the wave-function as
being averaged over all possible impurity distributions, denoted by ⟨.⟩imp. When the
distribution of impurities is uniform this simply means performing the integral 1A
∫
dri
for each impurity position ri. The advantage of this is that translational symmetry is
on average restored to the system. In particular the Green’s function after impurity
averaging is diagonal in momentum k, such that ⟨G(k,k′)⟩imp ≡ G(k) ∼ δk,k′ . This does
not, however, mean that the effects of the impurities are forgotten.
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2.2.1 Kohn-Luttinger expansion
Let us now consider what happens to the n-th order expansion of our Green’s function
in Eq. (2.16) when we impurity average [68]. In particular we want to consider the
contributions to G(k) after Fourier transforming. Each scattering event, rij , contributes to
this Fourier transform a phase eirij ·ki . The impurity average over these phases force the
total incoming and out-going momenta to each impurity to sum to zero, such that〈∑
j
eirij ·ki
〉
imp
= Nimp
A
δΣni ki=0 +
Nimp(Nimp − 1)
A2
δΣmi ki=0δΣnmki=0 +O(n3imp), (2.17)
where due to the large numbers of impurities we can approximate Nimp(Nimp−1)
A2 ≈ n2imp and
similarly for higher order terms in Nimp. This simply says that diagrams where impurity
lines cross as diagram (d) above, have more constraints on the allowed ki and are therefore
at a higher order in impurity density than the if all scattering events were from a single
impurity, as for example diagram (b).
The end result is that the n-th order impurity averaged Green’s function can be
expanded in impurity density
G(k) = nimpG0(k)
(
uq=0 +
∫
dk1
(2π)2 |uk−k1 |
2G0(k1) (2.18)
+
∫
dk1
(2π)2
dk2
(2π)2uk−k1uk1−k2uk2−kG
0(k1)G0(k2) + . . .
)
G0(k)
+ n2impG0(k)
(
uq=0G
0(k)uq=0 + uq=0
∫
dk1
(2π)2 |uk−k1 |
2G0(k1) + . . .
)
G0(k)
+O(n3imp).
Luckily this is much more easily understood diagrammatically where we just need to ensure
the incoming and out-going momenta at all vertices sum to zero. The diagrams above (a-d)
after impurity averaging are:
(a)
q
=
0
q
=
0
q
=
0
q
=
0
k k k k k
(b) k−
k 1
k
1
−
k
2 k
2 −
k
3
k
3 −
k
k k1 k2 k3 k
(c) k−
k
1
k
1 −
k
k
−
k
2
k
2 −
k
k k1 k k2 k
(d)
r1
k
− k
1
k
1 −
k
r2
k 1
− k
2
k
2 −
k
1
k k1 k2 k2 − k1 + k k
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2.3 The self-energy
The key terms in the Kohn-Luttinger expansion, Eq. (2.18), are the irreducible diagrams.
These are all diagrams where a Green’s function’s line cannot be cut in half such as in (b)
and (d), but not (a) and (c). These diagrams allow us to write down the Dyson equation
for the impurity averaged Green’s function – diagrammatically a double fermion line – as
G(k) = G0(k) +G0(k)Σk(ω)G(k) =
k
+
k k
Σ , (2.19)
where we have defined the self-energy Σk(ω), which is the sum of all irreducible diagrams
with the two external G0(k) removed
Σk(ω) =nimp
 q=
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imp).
In the self-energy we recognise the lowest order term in the expansion of impurity density
is simply nimpTk,k, the T-matrix as defined in Eq. (2.11). This lowest order in density
approximation is known as the non-crossing approximation [66], since at these order
there are no diagrams with crossed impurity lines from different scattering centers.
Rearranging the Dyson equation, Eq. (2.19), to solve for the full disorder averaged
Green’s function we obtain
G(k) = (G0(k)−1 −Σk(ω))−1, (2.21)
where we take the matrix inverse. The self-energy is therefore a measure of the broadening
of the eigenstates in comparison to the clean system. In fact we can assign the scattering
time 1τk = −2Tr{ImΣk(ω)} which is the average time between scattering events. Phys-
ically the reason why Σk(ω) = nimpTk,k(ω) at lowest order in impurity density is now
understandable: When the impurities are dilute, the eigenstates are in the vicinity of only
one impurity at a time and scatter from it, potentially multiple times, before moving on
and being influenced by other impurities. We can also make use of the scattering time τk
to define the impurity mean free path lk = vF τk.
It’s worth taking a moment to understand exactly what a “dilute” density of impurities
nimp means in this context. In the Kohn-Luttinger expansion Eq. (2.17) we saw that higher
orders in impurity density nimp lead to more constraints on the momenta ki. At a given
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Fermi-energy the typical momentum is given by the Fermi-momentum kF , as a result
each additional constraint on momentum reduces the available scattering phase space by
∼ 1/kF . On the other hand the typical length scale for scattering is the mean free path
at the Fermi-energy lkF , which is the same as saying the size of the disc in phase space
provided by an impurity has a size governed by 1/lkF . As such there is a competition
between the increase in the size of the scattering phase-space a new impurity provides
and the decrease in phase space caused by the additional constraints on momentum after
impurity averaging, with the ratio given by ∼ 1/(kF lkF ). In general 1/kF is comparable
to a lattice spacing6 and the mean free path is normally several 10s of lattice spacings,
therefore the ratio 1/(kF lkF )≪ 1 and we can safely neglect higher orders in nimp [69].
2.3.1 Self-consistent T-matrix
We have seen that the non-crossing approximation for the self-energy includes all diagrams
involving only a single scatterer and so is proportional to the T-matrix as given in Eq. (2.11).
We can include many more diagrams by returning to our definition of the T-matrix7 and
defining it self-consistently, such that
Σ(ω)
nimp
≈ T δ(ω) = u0 + u0
∑
q
G(q)T δ(ω) = +
q
, (2.22)
where we have replaced the free Green’s function G0(k) with the full impurity averaged
Green’s function G(k), which itself depends on the T-matrix via the self-energy. This is
known as the self-consistent T-matrix approximation.
As discussed above, the T-matrix is diagonal in spin-space at all orders and, as a result,
so is the self-energy Σ(ω) = Σ(ω)1. Therefore we can obtain the self-consistent equation
for the self-energy by re-calculating T-matrix, as in Eq. (2.14), with ω → ω − Σ(ω) [65],
leading to
Σ(ω) = nimpu0
(
1− u04πv2F
[ω − Σ(ω)]ln
[
−Λ2
(ω − Σ(ω))2
])−1
. (2.23)
In general the self-energy in this self-consistent equation must be calculated numerically.
There are, however, two important limits: Weak and strong scattering, which we now
discuss.
6This is not true when we are very close to the Dirac point since there kF → 0. Practically, however, it
is valid except for a very small region of chemical potential close to the Dirac point.
7For the rest of this chapter we will consider point-like scatterers but the discussion can be easily
extended for momentum dependent potentials.
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Fig. 2.1 Self-energy in strong and weak scattering limits: The real and imaginary
parts of the self-energy for point-like scatterers in the self-consistent Born and unitary
limits. (Parameters: nimp = 1/4π, Λ = 10, and vF = 1)
2.3.2 Self-consistent Born approximation
We see from the full Green’s function, Eq. (2.21), that the first term in the T-matrix
expansion nimpu0 can be incorporated into a shift of the energy ω. The next term defines
the self-consistent Born approximation (SCBA) for weak scattering. When u0 is
small the self-energy reduces to
ΣSCBA(ω) ≈ nimpu20
∑
k1
G(q) = nimp
q
, (2.24)
which is the same as Eq. (2.22) but we have replaced the full T-matrix with the bare
potential u0.
Switching to the continuum limit and performing the momentum integral we find
Σ(ω) ≈ nimpu
2
0
4πv2F
[ω − Σ(ω)]ln
[
−Λ2
(ω − Σ(ω))2
]
. (2.25)
As in [65] in the low energy regime, ω ≪ Λe−2πv2F /nimp , we can use a small ω expansion
which gives Σ(ω) ≈ −iΛe−2πv2F /nimp . This means that the self-energy is finite (but very
small), even at the Dirac point8 which we will see in the next section also means the density
of states at the Dirac point is finite.
8As stated above, the non-crossing approximation breaks down at the Dirac point and crossed diagrams
can become important. For weak scattering crossed diagrams in the self-energy are anyway of a higher order.
In particular for calculations of quantities like the conductivity and the density of states such diagrams only
have the effect of renormalising the energy scale Γ0 [65]. In general the NCA is actually able to capture the
qualitative physics – but not quantitative – of the a Dirac system coupled to impurities in the metallic
regime far from the Dirac point as well as in the impurity dominated regime close to the Dirac point [65].
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2.3.3 Self-consistent Unitary approximation
The opposite limit is the limit of strong scattering and is known as the self-consistent
unitary approximation (SCUA) [65]. Here we can neglect unity in the self-consistent
T-matrix equation, Eq. (2.26) giving
Σ(ω) = −nimp
(
1
4πv2F
[ω − Σ(ω)]ln
[
−Λ2
(ω − Σ(ω))2
])−1
. (2.26)
The real and imaginary parts of both the self-consistent unitary and self-consistent Born
approximation are plotted in Fig. 2.26.
2.4 Density of states
Now that we have the machinery to deal with disorder on our topological insulator surface
lets use it to calculate the density of states. This is simply the imaginary part of the full
Green’s function summed over all of momentum space
ρ(ω) = − 1
π
Tr
{
Im
∫
dk
(2π)2G(k)
}
, (2.27)
where we trace over spin-space since we want all states, regardless of spin orientation, at
the energy ω. This is the same integral in Eq. (2.14), using that result, we see that the
density of states is
ρ(ω) = 12π2v2F
Im
{
[ω − Σ(ω)]ln
[
−Λ2
(ω − Σ(ω))2
]}
. (2.28)
If there is no self-energy, corresponding to the clean system, the imaginary part of the
logarithm provides a factor sgn(ω)iπ such that the clean density of states is ρ0(ω) = |ω|2πv2F .
In contrast, the density of states when disorder is present is plotted for the the two
approximations above in Fig. 2.2. We see that in both cases the density of states tracks
that of the clean system and there is a finite density of states at the Dirac point. In
particular the density of states in the SCUA has an impurity dominated regime close to
the Dirac point, where the impurities create a large number of new states [70]. We will
discuss these further in chapter 5.
Summary and outlook
In this chapter we have seen how the presence of impurities alters a topological insulator’s
surface. In particular we introduced the T-matrix, which represents multiple scattering
from an impurity. We also introduced the concept of disorder averaging, this will be
important in enabling us to obtain the conductivity, which we will discuss in chapter 4. As
a pedagogical example we used this T-matrix to calculate the disorder averaged self-energy
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Fig. 2.2 Density of states of a topological insulator in the strong and weak
scattering limit: The density of states for point-like scatterers in the self-consistent Born
and unitary limits. The SCUA has an impurity dominated regime close to the Dirac point,
indicated by a substaintial increase in the self-energy – see chapter 5 for further details.
(Same parameters as Fig. 2.1)
and density of states of the topological insulator surface. We saw that the impurities alter
the density of states and this is highly dependent on the scattering strength of the impurity
potentials. In the following chapters the concepts developed in this chapter will be at the
center of many of our calculations.
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Quasi-particle interference from the
surface of topological insulators
I the previous chapter we saw how the surface states of topological insulators are
protected from back-scattering. As our first foray into the world of disordered surface states,
we consider a direct probe of this back-scattering protection: Quasi-particle interference
(QPI) patterns measured by scanning tunneling microscopy (STM). STM measures the build
up of standing-waves in the local density of states (LDOS) ρ(r, ω) that occur in the vicinty
of a defect. Due to the lack of back-scattering on the surface of a TI, these oscillations
decay much faster than the same oscillations that occur near a defect in a standard 2DEG.
We will show that the Fourier transform of the QPI signal is especially sensitive to even
small amounts of back-scattering, making it an excellent direct experimental probe of
a surface state’s protection. At the end of this chapter we will see that a comparison
of experiment and theory reveals a robust protection from back-scattering as well as
allowing the extraction of the dispersion, scattering contributions, and the screening
length of charged impurities. We therefore show that QPI is not only a good measure of
back-scattering protection, but also a powerful tool for the characterisation of TI surface
states..
3.1 LDOS due to an impurity
In the last chapter we saw that an impurity alters the energy landscape in its vicinity,
breaking translational invariance and causing scattering between different momenta k. In
fact the new eigenstates attempt to minimise the additional energy resulting from the
impurity and ensure the wave-function is reduced at the impurity position ri. For instance,
consider a clean d-dimensional electron gas which has eigenstates that are plane-waves
defined by a wave number k and with eigenenergy E0(k) = E0(|k|). If we now add a
single point-like impurity potential located at ri, in order to reduce their energy at ri some
of the new eigenstates of the clean system plus the impurity must form a superposition
consisting of multiple |k|, described the scattering perturbation theory discussed in the last
chapter. In real space these new states are standing waves localised close to the impurity
and decaying with distance |r| away from the impurity. It is clear that, as the dimension d
increases, a more “efficient” superposition of k states can be formed which is more highly
localised about the impurity. Therefore suggesting that the effect of the impurity decays
faster in real space with higher dimension. The best probe of this decay is the LDOS,
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which measures the square-modulus of the wave-function at an energy ω. It is defined
ρ(r, ω) =
∑
k
|ψk(r, E)|2δ(ω − εk) (3.1)
where ψk(r, E) are the energy eigenstates of the full system, surface and impurity, in
real space which have energies εk. The LDOS of can be directly measured by scanning
tunnelling microscopy (this will be discussed at the end of the chapter).
In a d-dimensional electron gas the oscillations that form around an impurity (in
real-space at large distances |r|) have the form [62]
δρ(r, ω) = ρ(r, ω)− ρ0(ω) ∼
cos
(
2ω
vF
|r − ri|+ ϕ
)
|r|d−1 , (3.2)
where ϕ is a constant phase and ρ0(ω) the LDOS of the clean system. As our intuition in
the above discussion suggested: Close to impurities standing waves form that are centered
at the impurity and decay faster with increasing dimension d.
Since an electron gas is only occupied up to some Fermi-energy EF , these oscillations
in the LDOS also cause oscillations in the charge density, n(r), which is simply the sum
over all states below the Fermi-energy, such that
δn(r) =
∫ EF
0
dω δρ(r, ω) ∼ cos (2kF |r − ri|+ ϕ)|r|d , (3.3)
with kF the Fermi-wave vector. These oscillations in charge density are known as Friedel
oscillations [71, 72]. Although in this chapter we will only be interested in oscillations
of the LDOS, the slow decay of Friedel oscillations in low dimensions will be extremely
important for the discussion of magnetoresistance in Chapter 8, where the application of a
magnetic field causes these oscillations to become effectively one dimensional.
3.1.1 LDOS oscillations on a TI surface
Obviously the lack of backscattering in a Dirac material means an impurity has considerably
less of an effect on the energy eigenstates of a Dirac material. It is important to note that,
since we are considering a local probe, namely the LDOS, the probe does not self-average
over impurity configurations (as, for example, is the case for the conductivity). In fact
the impurity average ⟨δρ(r, ω)⟩imp would be a constant with no r dependence.1 For the
moment we are therefore really considering a single impurity at a fixed position ri (which
we take to be the origin). The Hamiltonian of TI surface and impurity potential takes the
form:
H =
∑
k
vF ψ
†
k(σykx − σxky +mσz)ψk +
∑
k,k′
ψ†kuk−k′ψk′ , (3.4)
1This is certainly not to say that these changes don’t have an impact on any impurity averaged quantities
or probes. As we will see in chapter 8 averages of higher order correlators such as ⟨u0(r)ρ(r′, ω)⟩ do not
vanish and can have a substantial impact on, for example, the conductivity.
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where the spinor ψ†(k) = (c†k,↑, c
†
k,↓) and uk−k′ is the Fourier transform of the impurity
potential u0(r). For the moment we do not allow backscattering and so set m = 0, later we
will show that enabling backscattering has a significant impact on the Fourier transformed
LDOS (FT-LDOS).
In terms of the full real space Green’s function, the LDOS is simply the ρ(r, ω) =
− ImTr G(r, r, ω) [73]. As we saw in the last chapter, however, the real space Green’s
function is normally a rather unwieldy object. It is much easier to consider the FT-LDOS
in terms of the momentum space Green’s function, which gives
ρ(q, ω) = − 1
π
Im
∫
dk
(2π)2Tr G(k − q, ω). (3.5)
Since we are currently only considering a single impurity the full Green’s function is simply
the sum of the free Green’s function and scattering from the impurity [74, 75]
G(k − q, ω) = δq,0G0(k, ω) +G0(k, ω)Tk,k−q(ω)G0(k − q, ω), (3.6)
where Tk,k−q is the the T-matrix from the last chapter.
3.1.2 Point-like scatterer
In chapter 2 we established the full T -matrix of a diagonal point-like scatterer u0(r) =
Uδ(r)1 which can be solved exactly since there is no-momentum dependence. The result
was
T (ω) = U1
1 + i U2v2F ω ln
(
ω
vFΛ
) , (3.7)
where Λ is the ultraviolet cut-off.
Due to the lack of momentum dependence in the T -matrix the full Green’s function,
Eq. (3.6), and the definition of the FT-LDOS, Eq. (3.5), can be used to analytically
calculate the local density of states difference due to the point-like impurity, ρδ(ω) [76]. To
start we expand out the Green’s function, such that
δρS(q, ω) =− 1
π
Im
{
Tr
{∫
dk
(2π)2G
0(k, ω)T (ω)G0(k + q, ω)
}}
= − 1
π
Im {T (ω)Γ(q,Ω)} ,
where Γ(q, ω) =
∫
dk
(2π)2
ω2 + v2fk2 + v2Fk · q
(ω2 − v2Fk2)(ω2 − v2F (k + q)2)
. (3.8)
Such integrals as Γ(q, ω), with a product in the denominator, can be calculated by moving
to imaginary frequencies and using the Feynman parametrisation [75], which involves the
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introduction of an integral over the new variable x, the result is
Γ(q, iω) =
∫ 1
0
dx
∫
d2k
(2π)2
−ω2 + v2fk2 − v2Fk · q
(−ω2 − v2Fk2 − v2F (1− x)q2 + v2F (1− x)2k · q)2
(3.9)
=
∫ 1
0
dx
∫
d2k
(2π)2
−ω2 + v2f (k2 − x(1− x)q2)
(ω2 + v2Fk2 + x(1− x)v2Fq2)2
,
where in the last line we made the shift of k → k + (1− x)q and use of the fact several
components in the denominator are symmetric about x = 1/2 and therefore cancel.
Defining where ∆2 = ω2 + x(1− x)v2Fq2 leaves
Γ(q, iω) =
∫ 1
0
dx
∫
d2k
(2π)2
−ω2 + v2f (k2 − x(1− x)q2)
(∆2 + v2Fk2)2
. (3.10)
We have transformed the integral such that we can trivially perform the angular integral,
leaving only simple integrals over x and k = |k|. The momentum integral results in,
Γ(q, iω) =
∫ 1
0
dx
∫ Λ
0
dk k
2π
−ω2 + v2f (k2 − x(1− x)q2)
(∆2 + v2Fk2)2
= 14πv2F
∫ 1
0
dx
(
−2− ln
(
∆2
Λ2
))
,
(3.11)
where in the last line we used that q ≪ Λ. Finally, performing the x integral and returning
to real frequencies ω → ω + iδ we have the analytic formula for the FT-LDOS difference,
δρS(q, ω) = − 1
π
Im{T (ω)Γ(q, ω)} (3.12)
= 12π2v2F
Im
{
T (ω)
(
− ln
(
−ω2
Λ2
)
− 2 sgn(ω)g(ω) arcTan 1
g(ω)
)}
,
where g(ω) =
√
−1 +
(
2ω
vF q
)2
. Line cuts of the FT-LDOS – with and without broadening,
see below – are plotted for strong and weak scatterers in Fig. 3.1 (red and blue lines,
respectively). We see that δρδ(q, ω) is continuous for all q. It does, however, have a cusp at
|q| = 2ωvF , which is the backscattering vector connecting ±k on the constant energy contour
with energy ω. This cusp, rather than a divergence, at the nesting vector |q| = 2ωvF is
directly related to the lack of backscattering on the TI surface [76]. It has the consequence
the oscillations in the real space LDOS decay as 1/r2, such that in real space
δρS(r, ω) ∼
cos
(
2ω
vF
|r − ri|+ ϕ
)
|r|2 . (3.13)
This decay is much faster than the 1/r decay of a 2DEG.2
2It should be noted that the energy ω is measured from the Dirac point. The LDOS at the Fermi-energy
is simply given by δρS(r, µ).
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Fig. 3.1 FT-LDOS line cuts for various scatterers: Line-cuts of the FT-LDOS
calculated for a weak point-like impurity (red), a strong unitary point-like impurity (blue),
and long-ranged screened Coulomb impurity (green). Dashed lines show the FT-LDOS
without any broadening effects. Solid lines show the broadened FT-LDOS with a finite
self-energy. (Parameters used: 2ω = 1, vF = 1, Σ = iω/20, κ = ω/vF ,Λ = 10ω).
3.1.3 Long-range scatterers
We now consider long-range scatterers, in particular the screened Coulomb potentials
Uq = Uq2+κ20 where κ0 is the screening wave-vector. The calculation of the full T -matrix
for strong scatterers which are not point-like in general must be done numerically [75].
However, in the Born limit the T -matrix is simply Tk,q(ω) = Uq, since the electrons only see
the bare impurity potential. The FT-LDOS due to a weakly scattering Coulomb impurity
is therefore,
δρC(q, ω) = − 1
π
Im{UqΓ(q, ω)} (3.14)
which in is the same as the FT-LDOS due to a (weak) point-like impurity multiplied by
the screened Coulomb potential (see Fig. 3.1).
3.1.4 Effect of quasi-particle broadening
In reality of course the free Green’s function Eq. (2.7) is broadened by other scattering
effects leading to decoherence and a finite self-energy Σ(ω), where the real-part can be
absorbed in a redefinition of the chemical potential. We can include the self-energy in the
FT-LDOS, ρ(ω), by the simple replacement ω → ω − Σ(ω). Fig. 3.1 (solid lines) shows
these broadened line-cuts of the FT-LDOS. The main impact of broadening is to smooth
the divergence in the derivative of the FT-LDOS at q = 2ω/vF . An important consequence
in real space is that the standing waves of the LDOS due to an impurity obtain an extra
decay factor ∼ e−
|Σ(ω)|
vF
|r|. For weak scattering broadening has the impact that there is no
sharp feature in the FT-LDOS at the nesting q-vector and, even for very strong-scatterers,
any cusp is diminished (see Fig. 3.1).
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3.1.5 Magnetic impurities
We now briefly consider a single point like spinful impurity of the form Uα(r) = Uδ(r)σα,
where for simplicity we only consider α = x, so that the impurity’s spin is always pointed in
the x-direction. First weak scattering in the Born limit (as in [75]), such that T x(ω) ≈ Uσx,
results in a FT-LDOS
δρσ(q, ω) = −U
π
Im
{
Tr
{∫
dk
(2π)2G
0(k, ω)σxG0(k − q, ω)
}}
= −2U
π
Im
{ ∫
dk
(2π)2
2(qy − 2ky)
(ω2 − v2Fk2)(ω2 − v2F (k − q)2)
}
(3.15)
= −2U
π
Im
{ ∫
dk
(2π)2
−4ky
(ω2 − v2F (k + q/2)2)(ω2 − v2F (k − q/2)2)
}
= 0,
where in the last line we made the transformation k → k + q/2. This integral vanishes
because it is odd under k→ −k. The same calculation holds regardless of spin direction α.
Hence to first order in the Born expansion a magnetic impurity has no impact on the LDOS
difference. It is important to note that in reality the spinful impurity causes two standing
waves of electrons with opposite spin that are completely out of phase, the net result being
no change in the LDOS, which is the sum over both spin components of the electrons. In
contrast there would be an impact if we considered the spin resolved FT-LDOS which
consider the contribution of a set spin-direction, such a quantity can be measured in STM
by using a magnetic tip.
The calculation above also hold when considering higher order terms in the T -matrix
expansion. For instance is all odd terms in Uα(r) will also vanish since they are proportional
to σα and independent of momentum. On the other hand, even terms are proportional
to the identity, this means such terms act in the same manner as point-like non-spinful
scatterers and cannot cause any new features in the FT-LDOS at a given ω than we already
found.
3.1.6 QPI due to massive Dirac fermions
Although only physically allowed when time reversal symmetry is broken, we now “turn on”
the mass term mσz in the Hamiltonian of the surface states, Eq. (3.4), this is to illustrate
the effects of opening up a backscattering channel between surface states.
The calculation of the FT-LDOS proceeds identically as in the massless case and can
be found in Appendix A. It turns out that the FT-LDOS is simply a sum of massless and
massive terms
ρ(ω) = ρ0(ω˜) + ρm(ω˜), (3.16)
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Fig. 3.2 FT-LDOS line cuts with back-scattering: Line-cuts of the (broadened) FT-
LDOS calculated for a weak point-like impurity and finite back-scattering matrix element
ξ = | ⟨k|U |−k⟩ |2, shown in percent. We see that even a small amount of back-scattering
results in a noticeable peak at the nesting vector q = 2ω/vF . (Same parameters, with a finite
self-energy as Fig. 3.1)
where ω˜2 = ω2−m2 is the energy measured from the bottom of the band – since m results
in a gap of equal size – and the new term in the LDOS due to the mass is,
ρm(ω˜) = − 1
π
Im

2
(
2m
vF q
)2
arcTan 1g(ω˜)
g(ω˜)
 , (3.17)
where once again g(ω) =
√
−1 +
(
2ω
vF q
)2
. We see that the new term due to backscattering
ρm(ω) has a 1/ω divergence at q = 2ω˜vF whereas our original ρ0(ω) only had a cusp at the
equivalent position. In practice what this term means that massive Dirac fermions have
oscillations in the LDOS near an impurity that decay with a leading order 1/rd−1, just
like their Schrödinger cousins.
Since a constant mass term results in a back-scattering matrix element ξ = | ⟨k|U |−k⟩ |2
that changes with energy it is better for our illustrative purpose in Fig. 3.2 to consider
the reverse and set the back-scattering rate ξ constant for all ω, equivalent to setting the
mass m = ω
√
ξ√
1−ξ (see previous chapter). It can be seen in Fig. 3.2 that, with just a small
backscattering rate and even after broadening, the FT-LDOS has a significant peak at the
nesting vector q = 2ω/vF compared to Dirac fermions that are completely protected from
back-scattering.
3.2 QPI from Bi2-xSbxTe3-ySey surfaces
Having calculated the FT-LDOS theoretically we can now interpret the LDOS measured
in real experiments. In particular we will discuss scanning tunneling spectroscopy (STS)
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Fig. 3.3 QPI from the surface of BSTS in real and momentum space: a - c) Real
space images of the LDOS at the ω=0.125, 0.175, and 0.225 eV, respectively. All images
have an area 100 nm × 100 nm. Two types of fluctuations can be distinguished: Longer
fluctuations ∼ 40 nm and energy indepedent can be attributed to surface charged puddles
(see chapter 1). Shorter oscillations reduce in wave-length with higher energy and are due
to quasi-particle interference. d - f) Fourier transforms of the real-space data. A clear
central peak is visible along with a ring which expands with increasing energy.
experiments performed on the bulk-insulating TI Bi2-xSbxTe3-ySey (BSTS). Scanning
tunnelling microscopy works by applying a bias voltage between the tip and the TI surface.
This results in a tunnelling current between the surface and the tip which is proportional
to the LDOS of the TI surface under the tip [73]. In this context the FT-LDOS is known
as quasi-particle interference (QPI).
Impurities near or on the surface of BSTS not only act as scattering centers for
quasiparticle interference (QPI) but also as charged impurities that can lead to the
formation of charge puddles on the surface [77, 78]. Both surface charge puddles and
QPI can be observed simultaneously by measuring scanning tunnelling spectroscopy (STS)
map. In Fig. 3.3 a-c, one can clearly recognize two different fluctuation features: 1) The
broader fluctuations of the order of 40 nm can be attributed to surface charge puddles (see
[77] for further details on these puddles). 2) Regular, shorter wavelength oscillation are
the standing waves in LDOS discussed above. This assignment is further verified by the
fact that only the short wavelength show an energy dependence when increasing the bias
voltage. The Fourier transforms of the real-space LDOS are shown in Fig. 3.3 d - f; in
addition to a strong central peak, an isotropic ring that expands with energy is visible.
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Fig. 3.4 QPI line-scans, comparison of theory and experiment: (Each energy is
shifted by a constant, for clarity) Points: Angular averaged line-scans of the QPI measured
on the surface of Bi2-xSbxTe3-ySey. Solid lines: FT-LDOS calculated theoretically in the
weak scattering limit with no broadening from decoherence. Using ARPES data for the
Fermi-velocity [79] the locations of kinks at 2ω/vF are therefore independent of theory
fitting parameters. The height of the kink is set by an admixture of contributions to the
FT-LDOS from long and short range impurities, we find nSnL = 0.17 gives the best fits. The
decay of the peak close to q=0 is set by the screening length, which we find to be l ∼ 9 nm.
To compare theory and experiment we use the dispersion of BSTS as measured by
ARPES [79], this sets entirely the location of the kink occurring at 2ω/vF . We assume
that the total LDOS change is an admixture of contributions from long-range and short
range scatterers δρ(q) = nSρS(q) + nLρL(q), this sets the height of the kink in Fig. 3.4.
The final fitting parameter is the screening length l = 1/κ0, this sets the width of the
long-range potential, which determines the decay of the FT-LDOS close to q ≈ 0. Several
of these line-scans are shown in Fig. 3.4. The same parameter set is used for all plots and
no broadening is included. To be precise, we find that nSnL ≈ 0.17 and l ∼ 9 nm produce the
best fits. Fig. 3.4 shows the excellent agreement of experiment and theory. In particular the
lack of a substantial peak in the QPI confirms the excellent protection from back-scattering
on Bi2-xSbxTe3-ySey surfaces.
Summary and outlook
In this chapter we used the T-matrix formalism developed in the previous chapter to
calculate the oscillations in the LDOS induced by an impurity on the surface of a topological
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insulator. This relatively simple theoretical calculation was able to reproduce well quasi-
particle interference measurements on the surface of Bi2-xSbxTe3-ySey, revealing the robust
protection from back-scattering of a topological insulator’s surface states. In the next
chapter we will see the impact this protection has on it’s electrical conductivity before, in
chapter 5, describing an experiment which allows us to break this protection.
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4
Transport in Dirac matter
In this chapter we introduce for the first time one of the main themes of this thesis:
Electronic transport. We saw in chapter 1 the ability of angle resolved photoemission
(ARPES) to use the photoelectric effect to measure surface-bands E(k) and diagnose
a sample as a Dirac material. In chapter 3 we saw how another surface measurement,
scanning tunnelling spectroscopy (STS), could directly experimentally probe a topological
insulator’s response to impurities through the LDOS. Unlike these probes, the conductivity
of a material is only an indirect measure of its Dirac physics. Nonetheless, a material’s
conductivity is one of its most fundamental and useful properties. This is evinced by
the fact physicists chose to name topological insulators in reference to their transport
properties. As we will see in the coming chapter, from a theoretical perspective, transport
in Dirac materials is especially interesting as a result of the topological protection of the
Dirac states.
We will first discuss how conductivities can be calculated semi-classically using the
Boltzmann equation. We then switch to the quantum equivalent, the Kubo formula, which
will become our tool of choice in later chapters. As in chapter 2 we will use the specific
example of a topological insulator’s surface as a working example. In the second half of this
chapter we will address some more experimental questions of importance for measuring
surface transport. The first is the concept of compensation which enables the production
of genuinely insulating topological insulators. Second we will discuss how it is possible to
more finely vary the position the Fermi-energy by electrostatic gating.1
Parts of this chapter are discussed in publication 1: “Planar Hall effect from the surface
of topological insulators” Nat. Commun. 8, 1340 (2017). [70]
4.1 Semi-classical transport
When considering electron currents flowing in a metal the key material characteristic is the
conductivity σ, this governs the size of the current density, j = σE, formed when an electric
field E is applied. The Drude formula for conductivity considers electrons as classical ball
bearings in a pinball machine [80]. It predicts the conductivity to be σ = ne2τtrm∗ , where n is
the electron density, m∗ its effective mass, and τtr is transport scattering time. The
transport scattering time is a different quantity than the scattering time τ from chapter
2 since, as we will see, not all scattering events are relevant for transport. The Drude
1We actually already saw in the first chapter that gating was required to push HgTe quantum wells into
their bulk insulating phase and measure the e2/h conductance from their edge states.[17]
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formula is a nice phenomenological model for the conductivity, but the real theoretical
challenge is to calculate τtr and correctly take into account the relevant conservation laws.
We will see later that quantum mechanically this is a matter of vertex corrections,2 but we
will first find that we can ascertain many of the salient features of conductivities by using
a semi-classical Boltzmann description. (The outline of this section follows the similar
derivation for Schrödinger fermions in Ref. [66]).
4.1.1 The Boltzmann equation
The Boltzmann equation describes the evolution of a semi-classical wave packet with its
dynamics encapsulated by the distribution function f(r,k, t), where in our working example
of a disordered TI surface the phase space coordinates are r = (rx, ry) and k = (kx, ky). In
what follows we will assume the clean system is homogeneous and add a very dilute density
of impurities. The dynamics of the distribution function are governed by the Boltzmann
equation
∂f
∂t
+ v · ∇f + ∂k
∂t
· ∇kf = I[f ]. (4.1)
Where the left-hand side is determined by the forces exerted on the electrons and the
right-hand side, I[f ] =
(
df
dt
)
coll
, is known as the collision integral, this takes into account
the rate of change due to collisions of electrons with other objects in the system, for our
purpose this means impurities. We also assume a constant homogeneous electric field E
such that there is no dependence of the distribution function on position r or on time. This
means the first two terms on the left-hand-side can be dropped and f(r,k, t) ≡ f(k). If in
addition no magnetic field perpendicular to the TI surface is then present the remaining
term, the acceleration, is equal to the forces on the electron such that ∂k∂t = −eE, since
the only external force is the electric field.
To determine the right-hand side of the Boltzmann equation we will assume that the
electric field is weak, such that the leading change in the distribution function is its linear
response around an equilibrium position f(k) ≈ feq(k) + f (1)(k). The equilibrium is of
course just the Fermi-Dirac distribution of the electrons f0(k) = nF (ε(k)− µ), with µ the
chemical potential. In general collisions have the effect of relaxing the system back to its
equilibrium distribution f0(k) and we can make the relaxation time approximation
[80]
I[f ] = −f(k)− feq(k)
τtr(k)
= −f
(1)(k)
τtr(k)
(4.2)
where τtr(k) is the scattering rate relevant for transport, as appears in the Drude conduc-
tivity. Within this approximation and inserting the electric field the Boltzmann equation
of Eq. (4.1) is a relation between f (1) and f , such that
eE · ∇kf(k) ≈ eE · ∇kfeq(k) = f
(1)(k)
τtr(k)
, (4.3)
2Mahan sums this up nicely at the start of his chapter on DC conductivities [66]: “The present chapter
is really a chapter about vertex corrections.”
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where on the left hand side we have used that f (1) is a small deviation from the equilibrium
position. Using Eq. 4.3 as an equation for f (1), we obtain the relaxation time approximation
to full distribution function
f(k) ≈ f0(k) + eτtr(k)E · ∇kfeq(k) = f0(k) + evF τtr(k)E · kˆ∂f0(k)
∂εk
. (4.4)
In the final equality, to turn the momentum k derivative into an easier to handle energy
derivative we introduced the velocity vk, which is especially simple in the case of a
topological insulator3 since v(k) = ∇kε(k) = vF kˆ.
We see that the impact of the electric field in Eq. 4.4 on the equilibrium distribution
function is to shift the distribution parallel to the electric field resulting in slightly more
electrons on the one side of the Fermi-surface compared to the other. The net result is
that a current flows with density j. In particular we can calculate this current in terms of
the averaged velocity ⟨v⟩, which is averaged over the distribution function f such that
j = −e⟨v⟩ = −e
∫
d2k
(2π)2 v(k)(f(k)− f0(k)) = −e
2v2F
∫
d2k
(2π)2 τtr(k)kˆ(E · kˆ)
∂f0(k)
∂εk
.
(4.5)
The isotropic Fermi-surface close to the Dirac point and – in this chapter – isotropic
scatterers mean that all quantities are functions of k = |k| only. This enables us to
replace the integral over d2k(2π)2 with an integral over ρ(εk)dεk, where ρ(εk) is the density
of states. We can also take the low temperature limit such that the derivative of the
Fermi-Dirac distribution is ∂f0(k)∂εk ≈ −δ(εk − µ). Including these aspects in Eq. (4.5) we
obtain j∥ = σ(µ)E∥, where j∥ is the component of the current density parallel to the field
and the conductivity is
σ(µ) = 12e
2v2Fρ(µ)τtr(kF ), (4.6)
with kF = µ/vF the Fermi-momentum. This is a generalised form of the Drude formula, for
which we still need to calculate the transport scattering time τtr(kF ) in order to determine
the conductivity of our topological insulator’s surface.
4.1.2 The transport scattering time
Fortunately our discussion of the T-matrix in chapter 2 and the above derivation of the
distribution function f(k) has provided all the tools necessary to calculate the transport
scattering time τtr(kF ). By definition the collision integral I[f(k)] is the rate of scattering
into a state k minus the rate of out-scattering. We know from chapter 2 that such a rate
is governed by the T-matrix’s matrix elements Tkk′ ≡ ⟨k|T |k′⟩, where k′ are the states
being scattered to or from k. The collision integral in the relaxation time approximation is
3Assuming we are close enough to the Dirac point so that the Fermi-surface is isotropic and we can
neglect any additional hexagonal warping terms.
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therefore
−I[f ] = 2πnimp
∫
d2k′
(2π)2 δ(εk − εk′)
[
|Tkk′ |2f(k)(1− f(k′))− |Tk′k|2f(k′)(1− f(k))
]
= f
(1)(k)
τtr(k)
= 2πnimp
∫
d2k′
(2π)2 δ(εk − εk′)|Tk′k|
2[f(k)− f(k′)], (4.7)
where energy conservation is enforced by δ(εk−εk′) because impurities are elastic scatterers.
Inserting our expansion of the distribution function f(k) from Eq. (4.4) we see that all
factors from the distribution functions on both sides of Eq. (4.7) cancel besides Eˆ ·kˆ = cos(ϕ)
and Eˆ · kˆ′ = cos(θ − ϕ), where θ = kˆ · kˆ = θk − θk′ is the angle between the two momenta.
Due to the Fermi-surface and scatterer’s isotropy τtr is only a function of k = |k| and so
without a loss of generality we can choose ϕ = 0. The resulting equation for the transport
scattering time is
1
τtr(k)
= 2πnimp
∫
d2k′
(2π)2 |Tk′k|
2δ(εk − εk′) (1− cos (θ)) . (4.8)
The factor 1− cos (θ) distinguishes the transport scattering time from the scattering time.
It takes into account that scattering events which do not strongly change the angle of
the particle have much less of an impact than larger angle scattering events, such as
back-scattering. The underlying reason for this term is that we need to correctly take
into account conservation laws – as classically enforced by the current continuity equation
e∂j∂t +∇ · j = 0 – which would be violated in its absence. In particular, scattering into the
“beam” of electrons – i.e. parallel to E – does not lead to a decay of current but, if this
term were absent, such scattering events would have falsely diminished the conductivity.
This factor is particularly important for the Dirac surface states of a topological insulator
where, as we saw in chapter 2, at all orders in the T-matrix back-scattering is forbidden
and large angle scattering suppressed. If for simplicity we consider point-like scatterers in
the Born-limit, where we saw that the T-matrix gives | ⟨k|T |k′⟩ |2 = u20 cos2
(
θ
2
)
we find
that the transport scattering time is [81]
1
τtr(kF )
= u20nimpρ(µ)
∫
dθ cos2
(
θ
2
)
(1− cos (θ)) = πu
2
0nimp
2 ρ(µ). (4.9)
This is four times smaller than if there was no topological protection factor from |Tk′k|2,
evincing the fact that protection from back-scattering has a considerable increase on the
mobility of Dirac states. The transport scattering time is also two times smaller than the
bare scattering time τ , which does not include the factor 1− cos (θ). Inserting this into the
conductivity Eq. (4.6) we find that the semi-classical conductivity for point-like scatterers
in the Born limit is a constant [65] – since the density of states factors cancel – such that
σBoltz = e
2v2Fℏ
πu20nimp
, (4.10)
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where we have reinserted ℏ which was set to 1 in the rest of the derivation. This result is
only valid for chemical potentials far from the Dirac point, we will see in the next section
how a more accurate description in the vicinity of the Dirac point can be achieved. The
conductivity is only constant when higher order terms in the T-matrix can be neglected,
in particular for strong scatterers the conductivity develops a dependence ∼ µρ(µ), we will
discuss a scenario with strong scattering in the next chapter.
4.2 Linear response
In the previous section we saw several important features of the conductivity of a topological
insulator:4 1) There is a difference between transport scattering time τtr and scattering time
τ . This was because small angle scattering events have little impact on the conductivity. 2)
Topological protection provides also increased mobility due to the lack of back-scattering
or large angle scattering.
We can put these facts on a more concrete quantum mechanical footing by using linear
response theory.5 In general linear response allows us to calculate the change in expectation
of some operator ⟨O(t)⟩ resulting from the application of a weak external field F coupled
to a force f(t). For instance in our present discussion this will be the current operator in
the α-direction, jˆα, and the gauge field A. The change in the expectation of the operator
O due to the field F is given by [62]
δ⟨O(t)⟩ = i
ℏ
∫ ∞
−∞
dt′θ(t− t′)⟨[O(t),O(t′)]⟩f(t′), (4.11)
where θ(x) is the Heaviside theta. The object iℏθ(t − t′)⟨[O(t),O(t′)]⟩ is know as the
response function, which is just a two-point correlation function. For us the important
response function will be the longitudinal current-current correlation function
παα(t) =
i
ℏ
θ(t− t′)Tr
{
⟨[jα(t), jα(t′)]⟩
}
, (4.12)
where the trace runs over all quantum numbers (i.e. momentum and spin). There is
a a small subtlety here in now calculating the conductivity, this is because the electric
field in terms of the gauge field A is given by E = −∂A∂t or equivalently in momentum
space A(k) = −iE(k)/ω. After also Fourier transforming the current-current correlator
in energy and momentum παα(Ω), the correct (retarded) response function for the static
(DC) longitudinal conductivity is [66]
σαα = − limΩ→0
(
παα(Ω)
iΩ
)
= − lim
Ω→0
( Im[παα(Ω)]
Ω
)
, (4.13)
4Much of the discussion also extends to graphene where there are twice the number of Dirac points.
That said, in graphene, one has to be a more careful about inter-nodal scatterings, which only occur if
impurities are short-ranged, these are not protected protected from back-scattering.
5A derivation of the Kubo formula and discussion of response functions can be found in e.g. Ref. [62].
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where in the last inequality we made use of the fact the current is entirely real in the DC
limit.
Diagrammatically6 the current-current correlation function can be represented as
παα(iΩ) = jˆα jˆα
iωm,k
iωm + iΩ,k
, (4.14)
where the black triangle indicates the inclusion of vertex corrections and ωm are the
Matsubara frequencies, see below. Some diagrams contributing to this expansion are for
instance
(a) jˆα jˆα
k
k
(b) jˆα jˆα
k1
k1 k2
k2
(c) jˆα jˆα
k1+q
k1
k1 k3
k3
k2
k2
(d) jˆα jˆα
k1
k1 k2
k2
k2+q
k1-q
where the impurity lines have been averaged over and we have dropped the frequency index
since scattering is elastic, such that the top and bottom Green’s function lines always
contain iωm and iωm+ iΩ, respectively. The first diagram is the “bare bubble” contribution
and the remaining diagrams are vertex corrections, these link both sides of the bubble
with at least one scattering line. It may appear that the vertex correction terms are of
a higher order and therefore of less relevance. This is actually not always the case, the
reason can be seen in our equation for the semi-classical conductivity, Eq. (4.10), which
we found to be inversely proportional to the impurity density nimp. As such, all terms
inversely proportional to nimp are of equal relevance to the conductivity.
We can determine which terms contribute at order 1/nimp by simple counting argument:
• Each scattering center with at least one scattering line connecting two sides of the
bubble contributes a factor ∼ nimp.
6We must use the full Green’s function G – or at the very least include some self-energy effects – since a
system without a mechanism for current decay could not be resistive.
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• The leading terms in the self-energy Σ(ω) are proportional to nimp so that, after
integrating over the momentum, any pair of Green’s function involving the same
momentum, ki, will contribute a factor ∼ 1/nimp.
If we now use these criteria on these diagrams, we see that the bare bubble, (a), has only a
pair of Green’s functions and so is of order 1/nimp, as expected. Similarly diagrams (b) and
(c) are also of order 1/nimp because they only have integrals over pairs of Green’s function
and these cancel the additional nimp factors from the increased number of scattering centers.
In contrast diagram (d) is of a higher order since the crossing of the scattering lines reduces
the number of completely free momentum integrals to two whilst the two scatterers still
contribute a factor nimp each, this diagram can therefore be neglected for small impurity
densities nimp → 0.
Summing all the diagrams of order 1/nimp we find the low density approximation to
the current-current correlation function is
παα ≈ jˆα jˆα
k
k
+ jˆα jˆα
k1
k1 k2
k2
+ jˆα jˆα
k1
k1 k3
k3
k2
k2
+ . . . ,
(4.15)
where the diamond indicates the full T-matrix, as defined in chapter 2. These are known
as ladder diagrams since each scatterer creates a “rung” between the two Green’s
functions. We will see that these ladder diagrams are extremely important for enforcing
the conservation laws that led to the 1− cos(θ) factor in the Boltzmann equation [66].
4.2.1 Bare bubble
To calculate the bare bubble contribution to the conductivity we need to trace over all
quantum numbers: The Matsubara frequencies ωm = π(2m+ 1)/β with m ∈ Z, and the
momentum k, such that
π(0)αα(iω) =
1
β
∑
ωm
∫
d2k
(2π)2
[
jˆαG(iωm + iω,k)jˆαG(iωm,k)
]
, (4.16)
where the current operator jˆα = e∂H∂k = evF (σy,−σy)α.
Summing over the Matsubara frequencies and performing analytic continuation such
that iω → ω + iδ (see Appendix B for details) we obtain
π(0)αα(Ω) =e2v2F
∫
dω
2πi
∫
d2k
(2π)2
(
nF (ω)Tr
{
σαG(k, ω +Ω+ iδ)σα
(G(k, ω + iδ)− G(k, ω − iδ))}
+ nF (ω − Ω)Tr
{
σα
(G(k, ω + iδ)− G(k, ω − iδ))σαG(k, ω − Ω− iδ)}), (4.17)
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where δ → 0+ indicates the retarded Green’s function G(k, ω) for +iδ and advanced Green’s
function G†(k, ω) for −iδ.7 Taking the DC limit of this response function in Eq. (4.13) for
the longitudinal conductivity we obtain
σ(0)αα = e2v2F Im
∫
dω
2πi
∫
d2k
(2π)2
∂nF (ω)
∂ω
Tr
{
σαG(k, ω)σαG†(k, ω)
}
, (4.18)
= e
2v2F
2π Re
∫
d2k
(2π)2Tr
{
σαG(k, µ)σαG†(k, µ)
}
, (4.19)
where the second line is valid for low temperatures such that ∂nF (ω)∂ω ≈ −δ(ω − µ). We
have dropped terms proportional to σαGσαG and σαG†σαG† which only contribute a small
constant ∼ e2/h conductivity that is negligible for all chemical potentials µ, apart from
very close to the Dirac point, µ ≈ 0, where the non-crossing approximation anyway breaks
down.
Performing the trace and integral over momentum space angle in Eq. (5.18), we are
left with only an easy to perform integral over k = |k|, such that
σ(0)αα =
e2v2F
2π
∫
dk
2π
2k(µ2 + (ImΣ)2)
|(µ− iImΣ)2 − v2Fk2|2
= e2v2F
µ2 + (ImΣ)2
8π|µ||ImΣ| , (4.20)
where we have absorbed the real part of the self-energy ∼ u0nimp into the definiton of µ.
Since the density of impurities is very low and we are far from the Dirac point µ≫ ImΣ
and we can neglect the second term in the numerator for our present discussion. Using the
Born approximation – i.e. Eq. (2.25) from chapter 2 without the self-consistency – the self
energy is ΣB(µ) = −inimpu
2
0|µ|
4v2F
and we find the longitudinal conductivity is
σ(0)αα =
e2v2Fℏ
2πu20nimp
= 12σ
Boltz. (4.21)
We have succeeded in obtaining the same conductivity as we did using the Boltzmann
equation, Eq. (4.10), but with an unwanted extra factor of 1/2. This corresponds exactly
to the factor 2 contributed by the 1 − cos θ in the definition of the transport scattering
time, that we argued was related to conservation laws. It is clear if we want to get the
correct conductivity our calculation needs to be modified in a manner that includes these
conservation laws.
4.2.2 Vertex corrections
The incorrect factor in comparison to the Boltzmann equation might be surprising. In
particular, in every diagram that we calculated in chapter 2 we obeyed all conservation
laws of particle number, momentum (on average), and energy at each vertex. The bare
bubble itself also obeys these conservation laws at all vertices. What is missing, however,
7We will keep the conjugate transpose symbol G†, rather than switch to a notation like GA, to remind
us the Green’s function is a matrix of Pauli matrices.
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are the vertex corrections from ladder diagrams which we argued also contribute the same
order 1/nimp to the conductivity as the bare bubble.
The ladder diagrams create a series of contributions to the conductivity σ(n)αα with the
n-th contribution having n T-matrix lines connecting the two Green’s functions. In general
these have the form
σ(n)αα =
e2v2F
2π Re
∫ ( n∏
i=0
d2ki
(2π)2
)
Tr
{
nnimpσαG(k0, µ)VnσαV†nG†(k0, µ)
}
, (4.22)
where the 2× 2 matrix Vn = ∏ni=1(T (µ)G(ki, µ))n is due to the vertex corrections. Due
to the fact the pair of Green’s functions with ki appear at different points in the string
of matrix products in Eq. (4.22), we cannot trivially perform each momentum integral
separately. Fortunately the trace over the matrices enables us to redefine the same product
in terms of 4× 4 matrices of Kronecker products, such that (see Appendix B)
M =
∫
d2ki
(2π)2G(ki, µ)⊗ G
†(ki, µ) and T = T (µ)⊗ T (µ) (4.23)
and by mapping the Pauli matrices to vectors, for instance σx → (1, 0, 0, 1). Within this
notation the n-th contribution to the conductivity is
σ(n)αα =
e2v2F
2π Re
{
nnimpσαM(TM)nσα
}
. (4.24)
To obtain the full conductivity we need to sum over all ladder diagrams
σαα =
∞∑
n=0
σ(n)αα =
e2v2F
2π Re
{
σαM
(
1+ nimpTM+ (nimpTM)2 + . . .
)
σα
}
= e
2v2F
2π Re
{
σαM
(
1− nimpTM
)−1
σα
}
, (4.25)
where in the second line we have used the geometric sum rule for matrices. The integral
appearing on the diagonals of M is the same as in Eq. (4.20) and all other terms in M
are either zero or do not contribute after taking the left and right vector product with
σα. In particular in the Born limit the T-matrix is replaced by the bare potential such
that T = u201 and the diagonals of M are given by Mii = µ
2
8|µ||ImΣB | =
1
2u20nimp
. The term
governing the vertex corrections is therefore the diagonal nimp(TM)ii = 12 , inserting this
into Eq. (4.25) we obtain for the full conductivity, including vertex corrections,
σαα =
e2v2F
2π Re
{
2σαMσα
}
= 2σ(0)αα =
e2v2Fℏ
πu20nimp
. (4.26)
Which is now exactly the same as we found using the Boltzmann equation in Eq. (4.10),
including the factors due to the conservation laws.
We have managed to find the conductivity of a topological insulator’s surface via two
separate routes: Using the Boltzmann equation and using linear response theory. Since
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(a) (b)
Fig. 4.1 Compensation in 3d topological insulators: (a) Temperature dependence of
Bi2-xSbxTe3-ySey resistivity for various doping compositions. By introducing dopants one is
able to achieve surface dominated transport. (b) Top: Band structure of Bi2-xSbxTe3-ySey
as measured by ARPES for (x, y) = (0, 1), (0.25, 1.15), (0.5, 1.3), and (1, 2). Bottom:
Schematic of the same band structure, showing the change in location of the Dirac point
as a function of doping. (a: Reproduced from "Optimizing solid solutions to approach the intrinsic
topological insulator regime." PRB 84, 165311 (2011). Ren Z., et al. [54] b: Reproduced from "Tunable
Dirac cone in the topological insulator Bi2-xSbxTe3-ySey." Nat.Comm. 3, 636 (2012). Arakane, T et al.
[82]).
scattering in the same direction as the current flow does not diminish it, in both cases we
found that small angle scattering does not contribute to the conductivity. In particular for
the Boltzmann equation this was included through the transport scattering time τtr which
we found to be twice as large as the scattering time τ . In the case of linear response this was
included only when we added the contribution of vertex corrections to the current-current
correlation function. This shows the vital importance of vertex corrections which should
be assumed important unless one can show otherwise [66].
4.3 Tuning the Fermi-energy in real materials
We now switch to a brief discussion of experimental concerns in relation to transport on
3d topological insulator surfaces. To measure the transport properties of a topological
insulator’s surface it is important to isolate the surface conductivity from any contributions
due to the bulk. In a theoretical calculation it is a simple task to ignore the bulk and consider
a perfectly insulating TI where only conduction channels come from the surface states.
In reality the isolation of the surface of a real material is far from trivial. Additionally,
once the surface has been isolated, it is often desirable to measure quantities as a function
of chemical potential. In this section we briefly discuss how both of these issues can be
addressed experimentally.
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4.3.1 Compensation of the bulk
We mentioned in chapter 1 that the archetypal 3d TI, Bi2Se3 is most naturally an n-type
semi-conductor with a slight electron doping of its bulk [16]. Its cousin, Bi2Te3, is generally
p-type. Despite the multitude of topological “insulators” with a single Dirac-like surface
or edge state, the vast majority are actually not very good insulators with some kind of
bulk doping. As such in experimental samples a large bulk conductivity often completely
obscures any contribution from the surface.
In order to fully access a TI’s surface states and associated physics it is therefore
desirable to suppress the bulk occupation by tuning the Fermi energy deep into the bulk
band gap. Luckily semi-conductor physics has taught us various methods to achieve this
[83]. Here we focus on the method relevant to our experiments in the following chapters,
namely, the introduction of charge dopants [16]. These dopants can either accept or donate
electrons from or to ions within the material. Adding the right composition of acceptors
and/or donors to a material can lead to an almost perfect compensation and very little
occupation of the bulk bands.8
Perhaps the most prominent example of a compensated TI that achieves a high bulk
resistivity is Bi2-xSbxTe3-ySey (y ≥ 1) [54]. By varying the composition of Sb – which
provides donors – and Se – which provides acceptors – it is possible to achieve bulk
resistivities of the order of several Ωcm (see Fig. 4.2a), with very good isolation of the
surface contribution at low temperatures. In Bi2-xSbxTe3-ySey compensation has a second
advantage: The position of the Dirac point change its location within the bulk band
gap when dopants are added, as shown in Fig. 4.2b. This enables the Dirac point to be
“engineered” to lie close to the Fermi-level and deep in the bulk gap[82].
4.3.2 Surface gating
Although doping is a sufficient process to ensure that the bulk chemical potential lies close
to the TI’s Dirac point, it does not allow for a fine-tuned adjustment of the surface Fermi
energy. Furthermore, doping varies the chemical composition of a sample which is difficult
to change after fabrication and, even if possible, can change impurity concentrations making
transport properties vary from sample to sample [16].
Instead, because a surface is only two dimensional, it is possible to achieve a large
change in chemical potential through electrostatic gating [86]. A gate works by applying a
voltage across the surface and through this shifting the position of the chemical potential.
In general there are two contributions to the change in the surface’s energy when a gate
voltage is applied: 1) The direct contribution to the change in surface energy ∆µ and 2)
The change resulting from the electron-static potential of the surface’s electron due to
their (geometric) capacitance CG. The gate voltage required to induce a charge Q on a
8Although desirable to increase the ratio of surface to bulk conductivity, adding these donors is not
totally without consequence. Even at full compensation the bulk can contain charge puddles centered
around these dopants[77, 78, 84]. These can even lead to novel resistivity properties of the bulk [85], but
are not of relevance for our current discussion.
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(a) (b) (c)
(d) (e) (f)
Fig. 4.2 Dual surface gating of Bi2-xSbxTe3: . (a) Temperature dependence of
resistivity in a 17-nm-thick Bi2-xSbxTe3 sample at zero gate voltages (VTG = VBG = 0). (b),
(c) Gate-voltage dependencies of longitudinal and hall resistivity at 2 K. (d) Schematics of
the dual-gate Hall-bar device and the measurement configuration. (e), (f) Gate-voltage
dependencies of the Hall conductivity in a perpendicular magnetic field of 9 T at 2 K.
(Reproduced from Publication 1 [70].)
TI’s surface is
VG =
e2∆n(µ)
CG
− ∆µ
e
= Q
CG
+ Q
CQ
, (4.27)
where n(µ) is the electron density, CG is the geometric capacitance of the device, and CQ
the “quantum capacitance” [87]. In almost all experimental situations the energy due to
the geometric capacitance is several orders of magnitude larger than the chemical potential,
such that it is the dominant term and VG ≈ 1CG en(µ). The exception is very close to the
Dirac point where the electron density, n(µ) ≈ µ24πv2F ℏ2 , and the associated electrostatic
energy are both small, meaning that the direct shift of the chemical potential µ by the
gate can become important.
A single gate on top of a surface makes it possible to tune the Fermi-energy through
the Dirac point of that surface. The position of the chemical potential on other surfaces,
however, can still be far from the Dirac point and provide a short-circuiting mechanism
where current can flow between contacts via that surface. It is therefore most desirable to
have a dual gate device which can simultaneously adjust the chemical potential on the top
and bottom surface of the topological insulator [88]. The resistance traces of a Bi2-xSbxTe3
device with surface dominated transport – the same used in the discussion in the next
chapter – is shown in Fig. 4.2, we see that by tuning both gates simultaneously we are
able to ascertain the location of the maximum in resistance since the dual gate provides
great control of the chemical potential of the whole device [70].
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Summary and outlook
We have seen how the conductivity of a disordered topological insulator surface can be
calculated both semi-classically and using linear response theory. In particular we saw the
importance that the angular factor 1 − cos θ in transport scattering time τtrand vertex
corrections within linear response theory, implement the fact that forward or small angle
scattering have little impact on the decay of the current. Finally we discussed some
experimental challenges in measuring surface transport from a topological insulator surface.
In particular we saw how the bulk contribution to conductivity can be reduced using the
concept of compensation and how it is possible to tune the Fermi-energy of a material by
applying a gate and inducing surface charge.
Having established the method to calculate conductivities of a TI surface and how
experiments can be performed, in the next 2 chapters we will implement these concepts in
two different scenarios: In chapter 5 we will see that it is possible to lift the topological
protection of the surface states by applying an in-plane magnetic field. This results in an
anisotropic magnetoresistance which we will calculate theoretically and discuss experimental
measurements of such an effect. In chapter 6 we will see that the finite geometry of a
topological insulator nanowire results in a quantisation of the angular momentum around
the wire. We will show that this quantisation leads to a unique and experimentally
measurable transport fingerprint as a function of chemical potential.
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5
Planar Hall effect from the surface of
topological insulators
We have seen throughout the previous chapters that the surface states of topological
insulators are described by a massless two-dimensional Dirac Hamiltonian and, as a result,
are topologically protected. In particular, we saw in chapter 2 the electron spin-momentum
locking forbade back-scattering from non-magnetic scatterers. In chapter 3 we discussed a
direct consequence of this: The faster 1/r2 decay of LDOS oscillations around an impurity.
In chapter 4 the protection from back-scattering lead to the unique transport properties of
a TI surface, resulting in a conductivity 4 times higher than in the absence of the protection.
In this chapter we describe theoretically and experimentally how it is possible to lift this
topological protection in a controlled manner whilst preserving the Dirac physics of the
TI surface. This is achieved by the application of a magnetic field in the plane of the TI
surface being measured. As a result the magnetoresistance measured in the directions
parallel and perpendicular to this in-plane field is anisotropic and, associated with this
anisotropic magnetoresistance (AMR), is a planar Hall effect (PHE).
The layout of this chapter is as follows: To understand the origin of anisotropic
scattering on a TI surface we first discuss the simplest mechanisms for lifting a TI’s
topological protection and how it is possible to lift this protection in a controlled manner
by an in-plane field. In the majority of this chapter we establish a theory for the resulting
anisotropic magnetoresistance based on a self-consistent T-matrix approximation and Kubo
formula, which were introduced in previous chapters. Having established the theoretical
basis for such an effect we will see that such an affect is found in Bi2−xSbxTe3 thin films.
We will discuss the experimental signatures of this effect and what we can learn from the
experimental results through a detailed comparison of experiment and theory. In particular,
we will show that both theory and experiment have a characteristic “two peak” structure of
AMR as a function of chemical potential and that this can be utilised to ascertain several
pieces of information about the characteristics of the TI surface.
This chapter is based on the publication 1: “Planar Hall effect from the surface of topological
insulators” Nat. Commun. 8, 1340 (2017) and its supplementary material [70].
5.1 Lifting topological protection
Topological protection can be lifted in a variety of scenarios. For example, in a very thin
TI film a significant overlap of the wavefunctions of the top and bottom surface states can
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occur as they penetrate into the bulk of the TI [89]. This overlap results in a Hamiltonian
of the form
Helhyb =
∑
k
ψ†k
[
vF τz(kxσy − kyσx) + ∆τx
]
ψk, (5.1)
where τz = ±1 indicates the surface, such that opposite surfaces have opposite chirality;
the hybridisation ∆ is a measure of the matrix element between the top and bottom
surface, resulting in off-diagonal elements in the 4 × 4 matrix space defined by the τ
and σ matrix products; and ψk are our usual electron spinors, here acting as creation
and annihilation operators. For small ∆ the corresponding wave functions are localised
about one of the two surfaces and on each surface these states have energy eigenvalues
Ehyb = ±
√
v2F (k2x + k2y) + ∆2. As such, in principle any surface hybridisation opens up a
gap at the Dirac point, leading to a loss of topological protection and therefore enabling back-
scattering [90]. In reality however the surface states’ wave functions decay exponentially
into the TI bulk and so only the thinnest of TI films – less than ∼ 10 nm thick for Bi2Se3 –
will have a hybridisation large enough to have any noticable experimental consequences. For
the 17 nm TI films used in the experiment considered in this chapter, surface hybridisation
will be much smaller than any other relevant energy scale and therefore can be safely
neglected.
When considering a single isolated TI surface, as discussed in chapter 1, the surface states
are protected by time-reversal symmetry (TRS). Hence by breaking TRS the topological
protection will be lifted. The most natural way to do this is by applying a magnetic field.
To begin with we consider a field B = Bzˆ perpendicular to the TI surface. The resulting
Hamitonian is
HelB⊥ =
∑
k
ψ†k
[
vF ((kx −Ax)σy − (ky −Ay)σx) + gµBBσz
]
ψk, (5.2)
where A = (Ax, Ay, 0) is the vector potential of the magnetic field and g the g-factor of
the TI surface due to the Zeeman effect. We immediately see that a perpendicular field,
whilst breaking TRS, also changes the Dirac physics of the electrons on the surface in two
important ways: 1) The Zeeman term – which can be unusually large in TIs due to their
large g-factors – acts as a mass of size gµBB in the Dirac Hamiltonian. This means that a
gap is opened in the surface states. As we saw in chapter 2, electron states close to the
bottom of the conductance band or hole states close to the top of the valence band of this
gapped Dirac spectrum will have poor spin-momentum locking. 2) Even more significantly,
the orbital terms due to the vector potential A cause the formation of Landau levels and
results in the well known Hall physics of electrons in a magnetic field (we discuss this in
3d Dirac materials in chapter 7). Whilst breaking TRS with a perpendicular magnetic
field can result in extremely interesting quantum Hall insulator physics, even small fields
completely change the Dirac physics of the surface and so are a poor method for assessing
the lifting of the surface’s topological protection in a controlled manner.
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Although it is not possible to retain the Dirac physics with a perpendicular field, any
magnetic field will break TRS, including a field applied parallel to the TI surface. Since
the vector potential for a parallel magnetic field can be written in the form A = (0, 0, Az),
the Hamiltonian for the surface states in the presence of a parallel magnetic field – for
example in the x-direction i.e. B = Bxˆ – reads
HelB∥ =
∑
k,α,β
ψ†k
[
vF (kxσy −
(
ky − gµBB
vF
)
σx − µ1)
]
ψk, (5.3)
where we have included a chemical potential µ. Therefore a parallel field will not affect
the surface states apart from a shift of the Dirac cone in the momentum space ky →
k˜y = ky − gµBB/vF proportional to the Zeeman coupling gµBB. In particular the shift in
momentum space can be gauged away by an additional phase of the electron operators
ψ(r)→ eigµBBy/vFψ(r) and the Dirac physics of the surface states will be unaffected [70].1
In reality, however, any surface will contain some sort of disorder. The uniform magnetic
field parallel to the surface, whilst having no direct effect on the surface-states themselves,
will have an effect in the vicinity of this disorder. In particular, the impurities themselves
will have a different g-factor, gimp, to the surrounding surface. Therefore, the impurities
generate local magnetic fields at random positions on the surface that are parallel or
anti-parallel to the magnetic field.2 The basic idea explored in this chapter is that these
local magnetic fields can induce spin-flip scattering when the spin of the electron is not
aligned with them, in other words, momenta parallel to the applied magnetic field are no
longer protected from backscattering, whereas momenta perpendicular to the field remain
protected. We see that such a scenario fulfils our quest to find a way to lift the protection
of the surface Dirac fermions without a complete breakdown of the Dirac physics.
To describe the effect of these local magnetic fields, we need to add the magnetised
impurities, located at random positions Ri, to the Hamiltonian of the surface states, giving
HB∥ = H
el
B∥ +
∑
α,β
((ϵ− µ)δαβ − gimpµBσx)d†αdβ +
∑
k,α,i
V e−ikRiψ†αkdα + h.c., (5.4)
where the first term is simply the surface state Hamiltonain Eq. (5.3), the second term
describes a localized resonance with energy ϵ which, in the third term, hybridises with the
continuum states with hybridisation strength V . We have taken the magnetic field to be
in the x-direction. This model is not expected to give a microscopic description of the
actual disorder in the experiment we discuss at the end of the chapter. Nonetheless, it will
provide a minimal model capable of capturing the field-induced anisotropic back-scattering
1One caveat to this statement is that, since time-reversal symmetry is broken, in principle a gapless
surface state is only guaranteed in high-symmetry directions where further symmetries protect the surface
states. For instance, if we consider the (111) surface of Bi2−xSbxTe3 from the experiment considered in this
chapter – which has an R3¯m symmetry – we are only guaranteed a gapless surface state for directions where
a mirror symmetry exists, this means a field applied in the [11¯0] direction and equivalent directions rotated
60o. In practice, however, away from these high symmetry directions any gap will be extremely small.
2The direction of the random fields will depend on the size of the gimp relative to the electron g-factor
but ultimately this direction does not impact the opening of a back-scattering channel discussed later.
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Fig. 5.1 Field induced Spin-flip scattering:
Schematic of spin-flip scattering. Left: When
the field and electron momentum are parallel or
anti-parallel (spin, red arrow, is perpendicular)
magnetised impurities allow spin-flip scattering.
Right: When the field is perpendicular to the
momentum (parallel or anti-parallel to the spin)
back-scattering remains forbidden.
and the interplay of magnetic (spin-flip) and non-magnetic (non-spin-flip) scattering which
allows us to model the lifting of the topological protection.
Of particular importance is that, in the presence of a magnetic field, the impurities
are no longer diagonal in spin-space, but possess a magnetic component due to their
magnetisation along the direction of the in-plane field. Therefore a new scattering channel
is opened up with matrix elements
MBk,k′ = (gimpµBB)2| ⟨k|σx |k′⟩ |2 = (gimpµBB)2 sin
(
θk + θk′
2
)2
, (5.5)
where we use the same notation as in chapter 2. This matrix element is highly anisotropic:
For momenta parallel (anti-parallel) to the magnetic field – here θk = 0o (θk = 180o) –
back-scattering is the dominant scattering direction due to the magnetic component of
the impurity σx. In contrast, for momenta perpendicular to the field – here θk = ±90o
– the matrix element for backscattering is identically zero and so backscattering remains
forbidden in this direction. It is this anisotropy in scattering that is the basis for the AMR.
5.2 Scattering from magnetised resonances
As in previous chapters we will use the T-matrix formalism to model scattering from
disorder. Our surface states will once again be described by the full disorder averaged
Green’s function G(k, µ), with a self-energy discussed below. In previous chapters we
considered impurities that were structureless local potentials U(r − ri). In contrast the
local resonances in the Hamiltonian Eq. (5.4) enable electrons to live on the resonance and
these states on the resonance are then effectively scattered by the continuum of surface
states. We can therefore associate with the resonance its own (free) Green’s function3
= gres0 (µ) = (Ω + µ− ϵ− gµB[B · σ])−1αβ , (5.6)
which is a 2× 2 matrix.
We start by considering the clean surface states, described by the free Green’s function
G0(k, µ) (see chapter 2), scattering off a single resonance [62]. This scattering can be
3We will keep a finite frequency Ω throughout. The reason why will become apparent later.
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represented diagrammatically – after impurity averaging over the impurity’s position – as
k
=
k
+ VV
k k
+ V V VV
k k1 k
+ ...
=
k
+
k k
VV
, (5.7)
where dashed lines are the resonance Green’s function and solid (double lines) the surface
state Green’s function. In the second line we have defined the full Green’s function of
resonance states being scattered by the surface states as
= + VV
k1
+
k1 k2
VV VV + ...
= +
k
VV
, (5.8)
where we integrate over each ki of the surface state Green’s functions.
We see that this diagrammatic expansion is a geometric series, such that summing over
it gives the full Green’s function of the resonance
= gres(µ) = gres0 (µ)(1 + ∆(µ)gres0 (µ) + (∆(µ)gres0 (µ))2 + . . . ) (5.9)
= (Ω + µ− ϵ−∆(µ) + gµB[B · σ])−1. (5.10)
Here we have defined the resonance Green’s function self-energy ∆(µ) – which we call
the “hybridisation function” –, it comes from the resonance states scattering from the
continuum surface states, such that
∆(µ) = V 2
∫
dk
(2π)2G0(k, µ), (5.11)
and is 2× 2 matrix.
Returning to the expansion of the surface states Green’s function in Eq. (5.7) we
recognise that the T-matrix for the surface states is T (µ) = V 2gres(µ), where the factor
V 2 comes from the fact we must hop on and hop off the resonance picking up a factor
V in each direction. In particular the T-matrix is diagonal in spin space at zero-field
but develops an off-diagonal component when the field is turned on. This off-diagonal
component enables the spin-flip scattering discussed above which will be fleshed out below.
5.2.1 Surface state self-energy
We now consider a finite density of resonances nimp. We have seen that, after impurity
averaging, the non-crossing approximation for dilute impurities leads to a surface state
self-energy
Σ(µ) = nimpTkk(ω) = nimpV 2gres(µ), (5.12)
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in terms of the full resonance Green’s function as outlined above. As in chapter 2, we
can further increase the number of diagrams included in this definition by making it
self-consistent. We do this by replacing the free Green’s function G0(k, ω) in the definition
of the hybridisation function with the full disorder averaged Green’s function, such that
∆(µ) = V 2
∫
dk
(2π)2G(k, µ). (5.13)
Let us first consider the zero-field self-energy, setting B = 0. In this case, as in chapter 2,
the angular integral over the off-diagonal components of the Dirac Green’s function cancels
in the self-consistent equation Eq. (5.12), and the off-diagonal components of self-energy
Σ12 are zero. The remaining diagonal element satisfy Σ = Σ11 = Σ22, such that
Σ0(µ) = nimp|V |2
(
Ω+ µ− ϵ+ |V |
2
4πv2F
(ω + µ− Σ(µ)) ln
(
−Λ2
(Ω + µ− Σ(µ))2
))−1
, (5.14)
which is the similar to what we have seen in chapter 2. Three examples of the real and
imaginary part of the zero-frequency self-energy Σ11(µ) are shown in the top row of Fig. 5.2,
these are found by numerically solving Eq. (5.12). At zero frequency, Ω = 0, the equation
has two distinct regimes: (i) A metallic regime, when |µ| is large. Here both real and
imaginary parts of self-energy are small, Σ ∼ 1/µ. (ii) An impurity dominated regime near
the Dirac point, where the self-consistency becomes important.
The on-set of the impurity dominated regime is characterised by a large increase in
the absolute value of the imaginary part of the self-energy; correspondingly, as a result of
Kramers-Kronig relation, there are two maxima in the real part of the self-energy. For the
particle-hole symmetric resonances, ϵ = 0, the self-energy is purely imaginary at the Dirac
point, µ = 0. The energy scale here, Σ(µ = 0) = −iΓ0, defines the width of the impurity
dominated regime. From Eq. (5.14) we see that Γ0 is given by self-consistently solving
Γ0 =
√√√√2πnimpv2F
ln
(
Λ
Γ0
) . (5.15)
This energy scale sets many of the features we will see in the coming sections.
Finally let us distinguish between the strong and weak scattering regimes. In chapter 2
this was set by the strength of the potential fluctuations u0. For the resonances currently
under consideration strong impurity scattering is realised for small ϵ, that is, when scattering
is approximately resonant. An inspection of the denominator in Eq. (5.14) reveals that
strong, approximately resonant impurity scattering is realised when |ϵ| ≲ V 2Γ20/(4πv2f ) = η0.
In contrast, highly off-resonance impurities, ϵ≫ η0, are weak. This means that scattering
from resonances with an energy close to the Dirac point is always effectively strong, only
when the resonance energy ϵ is substantially above or below the energy of the Dirac point
are we in a weak scattering regime [65, 91]. This emphasises the importance of using the
full T-matrix in the calculating the self-energy.
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Fig. 5.2 Self energy and density of states due to resonant impurities: Top row:
The diagonal component of self-energy Σ11(µ) for ϵ/η0 = 0, 2.5, 10 respectively. Middle
row: The off-diagonal component of self-energy Σ12(µ) ∼ (Σ11(µ))2 for B = 0.25η0 and the
same ϵ parameters. Bottom row: density of states. Impurity scattering dominates close
to the Dirac point which leads to distinct features in all quantities. Parameters: Λ = 10,
V =
√
4π.
5.2.2 Density of states
Before we turn the magnetic field on, let us consider the density of states. As in chapter 2,
this is given by the trace of the Dirac Green’s function,
ρ(µ) = − 1
π
Im
{
Tr
∫
d2k
(2π)2G(k, µ)
∣∣∣∣
Ω=0
}
= Im
{
2nimpV 2
πΣ0(µ)
}
, (5.16)
where the second line can be obtained by inserting the self-consistent equation Eq. (5.14)
solved for the hybridization function. The density of states is shown in the final row of
Fig. 5.2. From this we see that in the metallic regime the density of states is linear, as
in the clean system. However, similar to strong scattering discussed in chapter 2, close
to the Dirac point the density of states is strongly affected by the presence of resonances,
with new states created between the bounds of the regime set by the energy scale Γ0. The
transition from the impurity dominated regime to the metallic regime is characterised by
the presence of a minima in the density of states at the location of the peaks in ReΣ11.
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5.2.3 Finite magnetic field
At finite B – which we take in the following discussion to be in the x-direction – the
self-consistent T-matrix equation, Eq. (5.12), becomes a full matrix equation with non-zero
off-diagonals of the self-energy matrix Σ(µ) and hybridization function ∆(µ). The surface
state’s self-energy is now
Σ(µ) = nimpV 2
(
Ω+ µ−∆11(µ)− ϵ gµBB −∆12(µ)
gµBB −∆12(µ) Ω + µ−∆11(µ)− ϵ
)−1
≈ Σ0(µ)1+ gµBB Σ0(µ)
2
nimpV 2
σx,
(5.17)
where the last line is valid for small B and Σ0(µ) is the zero-field self-energy (above).
Examples of the real and imaginary part off-diagonals of the self-energy, Σ12(µ), calculated
numerically at a finite field are shown in the middle row of Fig. 5.2.
In chapter 2 we discussed that the physical interpretation of ImΣ11(µ) is related to the
scattering time 1/τ , including the surface state’s protection from back-scattering. Similarly
the off-diagonal of the self-energy, in particular ImΣ12(µ), is a measure of the spin-flip
scattering rate 1/τs, this is the rate of scattering due to the magnetised component of the
resonances – we saw above such scattering is not protected from back-scattering when the
spin is perpendicular to the field. The ratio of spin-flip to total scattering rate is therefore
1/τs
1/τ =
ImΣ12(µ)
ImΣ11(µ) . Importantly we find from the self-energy in a small finite field, Eq. (5.17),
that ImΣ12(µ) is proportional to Im[Σ11(µ)2] = 2ImΣ11ReΣ11. As a result the peaks we
find in ReΣ11 that occur at the onset of the impurity dominated regime in Fig. 5.2 also
lead to peaks in spin-flip scattering rate.
The maxima in spin-flip scattering will be substantial for scatterers close to resonance
due to the large impurity dominated regime in the strong scattering limit. On the other
hand, in the weak scattering regime, ϵ ≫ η0, the peaks in the spin-flip scattering rate
ImΣ12(µ) will vanish since the impurity dominated regime is exponentially suppressed in
the Born limit, as we also saw in chapter 2.
5.3 Conductivity in a parallel field
We now have all the components required to calculate the conductivity resulting from
these magnetised resonances. The calculation is largely the same as we have performed in
the previous chapter, the crucial physical difference is that the self-energy now contains
off-diagonal components.
Whilst we will include vertex corrections later in our calculation, it is instructive to
first ignore vertex corrections and consider the bare bubble. We saw in the last chapter
that this is given by
σ(0)αα =
e2v2F
2π Re
∫
d2k
(2π)2Tr
{
σαG(k, µ)σαG†(k, µ)
}
, (5.18)
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where the current operator satisfied jˆα = evF (σy,−σx)α. As in the previous sections we
will, without any loss of generality, take the magnetic field to lie in the x-direction such
that σxx = σ∥ is the conductivity parallel to the field and σyy = σ⊥ is the conductivity
perpendicular to the field.
From Eq. (4.20) in the last chapter the conductivity parallel and perpendicular to the
field (taking Ω→ 0) is
σ∥/⊥ = e
2v2F
2π
∫
d2k
(2π)2
|µ− Σ11|2 ± (vFk2∥ − |vFk⊥ − Σ12|2)
|(µ− Σ11)2 − (v2Fk2∥ + (vFk⊥ − Σ12)2)|2
≈ σ0
(
1∓ c2
( ImΣ12
ImΣ11
)2)
, (5.19)
where Σ11 and Σ12 are the diagonal and off-diagonal contributions to the self energy
from the last section. Numerically we find the prefactor c to be 0.8 – 1.2, depending on
parameters. The second equality was derived by using Σ12 ≪ Σ11 and adsorbing the real
part of Σ12 by a shift of ky.
We now discuss the main result of this chapter: The anisotropy of magnetoresistance
induced by the magnetised impurities. Experimentally it is easiest to measure the resistivity
ρ∥/⊥ = 1
σ∥/⊥ and so we will also discuss our theoretical results in terms of resistivities.
From equation Eq. (5.19) we see that the resistivity is higher when the field is parallel
to the current and lower when the field is perpendicular. In particular, the difference in
resistivity is
∆ρ(µ) = ρ∥ − ρ⊥ ≈ c
( ImΣ12
ImΣ11
)2
, (5.20)
where to obtain the last approximation we used that ImΣ12ImΣ11 ≪ 1. We see that this difference
is proportional to the ratio of spin-flip and non spin-flip scattering discussed in the previous
section. The effect is quadratic in B for small B as ImΣ12, the spin-flip scattering rate, is
linear in B for small B.
The ratio of the difference in resistivity ∆ρ(µ) and total resistivity, using the full
self-energy calculated self-consistently, is plotted in Fig. 5.3 (this plot also includes vertex
corrections, see below. There is also an example of averaging over parameters in this plot,
see Appendix C). A clear two-peak structure emerges in the spin-flip scattering rate due to
the maxima in ImΣ12. The asymmetry of the two peaks is controlled by the resonance
energy ϵ. The location of the peaks track precisely the minima in the density of states also
shown in Fig. 5.3, we will see in the next section that this double peak structure allows us
to extract several key pieces of information from experimental measurements of this effect.
5.3.1 Vertex corrections
There is no reason to assume that vertex corrections can be neglected in this case, especially
given the fact our scatterers are so highly anisotropic. As in the last chapter we can calculate
the vertex correction by mapping each pair of Green’s functions and T-matrices to the
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Fig. 5.3 Peaks in AMR as a function of chemical potential: Top: Density of states
for various parameters (see Fig. 5.2 for self-energy, dashed lines are averaged quantities, see
Appendix C). Bottom: Size of anisotropy in magnetoresistance in percent. The locations
of peaks in the AMR correspond to minima in the density of states leading to a clear
two-peak structure. This is can be traced back to peaks in ImΣ12, the spin-flip scattering
rate. (Parameters for solid lines: Λ = 10, V =
√
4π. See Appendix C for details of averaged
parameters, dashed lines.)
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Fig. 5.4 Vertex corrections: (a) The conductivity and (b) dimensionless resistivity
anisotropy with and without vertex corrections for the particle hole symmetric system
ϵ = 0. Vertex corrections approximately double the conductivity in the metallic regime but
have only a small effect near the peaks of the resistivity anisotropy.
4× 4 Kronecker products
M(µ) =
∫
d2k
(2π)2GΩ(k, µ)⊗ G
†(k, µ) and T (µ) = TΩ(µ)⊗ T †(µ), (5.21)
where the subscript Ω indicates that there is a frequency difference of Ω between the first
and second components of this product. As previously, the full conductivity is
σαβ(µ) = limΩ→0Re
{
e2v2F
∫
dω
π
∆nF (Ω)
Ω σ
α(M(1− nimpTM)−1)σβ
}
, (5.22)
where ∆nF (Ω) = nF (Ω) − nF (Ω = 0). We have explicitly left the limit Ω → 0 in our
formula since this must be taken only at the very end of the calculation. If we were to take
the limit Ω→ 0 before inverting the correction factor (1− nimpTM), then we would find
that this matrix is singular at any finite magnetic field. The underlying reason is that the
current operator, jˆα = σα, is of the same form as any magnetisation of the surface parallel
to the field. As a result, a finite magnetisation leads to ⟨jˆα⟩ ̸= 0 and a (non-dissipating)
current flows perpendicular to the magnetic field, even for a vanishingly small electric field.
This leads to a singularity in (1 − nimpTM) since there are components of the matrix
M(1− nimpTM)−1 which describe a dissipationless flow and therefore must be infinite in
the limit Ω → 0. If, however, we leave the limit Ω → 0 until the end of the calculation,
since the contraction of this matrix with σα does not couple to these dissipationless modes,
the true conductivity remains finite.
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The effect of vertex corrections are shown in Fig. 5.4, the vertex corrections approxi-
mately double the conductivity in the metallic regime far from the Dirac point, but for the
ratio ∆ρ/ρ, as plotted in Fig. 5.3, they cause only a small reduction in the vicinity of the
two maxima and no significant qualitative change in the AMR.
5.4 Anisotropic MR and planar Hall effect in Bi2-xSbxTe3
Now that we have demonstrated theoretically that an in-plane field is capable of lifting
protection from back-scattering we turn to the observation of this effect on the surface of real
topological insulators, namely in bulk-insulating Bi2−xSbxTe3 thin films. Experimentally
several challenges must be overcome to obtain clear and clean data of any anisotropy
of resistivity: (1) The topological insulator must actually be an insulator in its interior
so that the surface transport is not entirely washed out by a bulk contribution. (2) To
obtain data on how the effect changes with carrier density we must have control over the
surface chemical potential. (3) We must be able to eliminate any angular dependence
of the resistivity that comes from a misalignment of the magnetic field and topological
insulator surface.
At the end of the last chapter we saw that compensation is capable of drastically
reducing the bulk contribution, solving (1). We also saw that surface gating, in particular
surface gating on both top and bottom surfaces, allows a fine tuning of the chemical
potential and solves (2). In fact Fig. 4.2 from the previous chapter is the same device that
the experiments discussed here are conducted on.
5.4.1 The planar Hall effect
It remains to find a way to eliminate any spurious contribution to the resistivity due to
a misalignment of the sample and the applied magnetic field. A sample misalignment
results in a small component of the magnetic field perpendicular to the TI surface. This
out of plane component B⊥ will result in a standard orbital magnetoresistance (MR) ∆R∗⊥.
Although B⊥ is normally very small, we have also seen that any AMR is small – of the
order of one percent of total resistance – and so the contribution from the orbital MR in a
real experiment can be comparable to the amplitude of the AMR. To make matters worse,
upon rotation of the magnetic-field, B⊥, the projection of B out of the plane, changes with
a period of 180o. When combined with the standard ∆R∗⊥ ∼ B2⊥ behaviour of orbital MR
for small B⊥, a misalignment causes a ∼cos2φ dependence, making it is indistinguishable
from the genuine AMR signal, which has the same dependence. As a result, the amplitudes
of the AMR in actual experiments are not always reliable and may be heavily contaminated
by the resistivity due to sample misalignment.
Luckily, however, there is a way to remove the contribution of a misalignment from
experimental data. In a real experiment the current is measured in a fixed basis in the x-y
plane of the TI surface. This is not, in general, the same basis as the resistivity anisotropy,
which we have seen theoretically is diagonal in a basis along the rˆ∥ and rˆ⊥ directions,
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parallel and perpendicular to the field. To calculate the actual resistivity measured in the
fixed basis of an experiment we can simply need to perform a change of basis, such that
the resistivity matrix becomes(
Ex
Ey
)
=
(
cosφ −sinφ
sinφ cosφ
)(
ρ∥ 0
0 ρ⊥
)(
cosφ sinφ
−sinφ cosφ
)(
jx
jy
)
,
=
(
ρ∥ cos2 φ+ ρ⊥ sin2 φ (ρ∥ − ρ⊥)cosφ sinφ
(ρ∥ − ρ⊥)cosφ sinφ ρ∥ sin2 φ+ ρ⊥ cos2 φ
)(
jx
jy
)
. (5.23)
Assuming a measurement configuration along the x-direction, such that jy = 0, one obtains
ρxx =
Ex
jx
= ρ⊥ + (ρ∥ − ρ⊥) cos2 φ and ρyx =
Ey
jx
= (ρ∥ − ρ⊥) cosφ sinφ. (5.24)
Here ρxx is simply the total resistance plus the ∆ρ AMR discussed theoretically in
the previous section. The other component of resistivity, ρyx, is known as the planar
Hall effect (PHE), which is an off-diagonal “Hall” component of the experimentally
measured in-plane magnetoresistance resulting from the anisotropic resistance [92, 93].
This component is symmetric with respect to the magnetic field and has a 180o periodicity.
On the other hand, the ordinary Hall contribution resulting from a misalignment and
out-of-plane field B⊥, is antisymmetric with respect to B and can be easily removed from
the PHE signal by utilising the data in both positive and negative B. As such, measurement
of the PHE gives the genuine amplitude of ∆ρ = ρ∥ − ρ⊥ with no spurious contribution
from misalignment.
5.4.2 Surface characterisation using the PHE
The PHE and AMR as a function of angle are shown in Fig. 5.5. We see from both the
PHE and AMR as a function of field, Fig. 5.5(a-b), that they are consistent with our theory.
In particular the anisotropy of resistivity is such that ρ∥ > ρ⊥, so that a parallel current
and field has a higher resistivity than in the perpendicular direction. The amplitude of the
PHE is also shown in Fig. 5.5 and should be compared to the same amplitude that was
theoretical calculated in Fig. 5.3. The experimentally measured PHE amplitude shows a
clear two-peak structure, as predicted by our theory. There is a large peak for negative
gate voltages and a smaller peak for positive gate voltage, suggesting that the impurities
do not respect particle-hole symmetry.
We can see that the experimental results from Fig. 5.5 are in excellent qualitative
agreement with our theory in Fig. 5.3. It is also, however, possible to use our theory to
obtain quantitative information about the characteristics of impurities on our Bi2-xSbxTe3
surface. In particular, we have seen that the peaks in the anisotropic resistivity arise
from peaks in the spin-flip scattering rate ImΣ12, with a location set by the width of the
impurity dominated regime µ ∼ ±Γ0. Hence, the location of µ associated with a peak gives
a measure of Γ0. To estimate the chemical potential µ we can use the Hall data – which
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(a)
(b)
(c)
Fig. 5.5 AMR and PHE in Bi2-xSbxTe3: (a) Planar Hall effect as a function of angle
showing the expected cosφ sinφ due to anisotropy of magnetoresistance ρ∥ > ρ⊥. (b)
The magnetoresistance as a function of angle. Again a clear anisotropy can be seen with
ρ∥ > ρ⊥ due to the increased spin-flip scattering. The amplitude of the AMR is, however,
susceptible to misalignment effects. (c) (left axis) the Planar Hall effect amplitude as a
function of gate voltage, showing a clear two peak structure expected from theory. (right
axis) The Hall conductance 1/RH as a function of gate voltage. This is proportional to the
charge density and so can be used to calculate the resulting change in chemical potential,
as shown on the bottom axis.
directly measures the charge density which we have seen n(µ) ∼ µ2. Estimating the Fermi
velocity as 3.9× 105m/s [54, 79] (see Fig. 5.5c), we obtain for our sample Γ0 ∼ 50meV,
corresponding to a transport mean free path vF /Γ0 of ∼ 70Å.
Furthermore, we saw that the amplitude of the resistivity anisotropy is set by the
square of the ratio of the spin-flip and non-spin-flip scattering rate, as in Eq. (5.20). From
the ∼ 1% size of the anisotropy at 14 T we can determine that the spin-flip scattering rate
ImΣ12 is ∼ 10% of all scatterings, in other words the spin-flip transport mean free path is
∼ 700Å. We therefore see that the PHE cannot only give good qualitative agreement with
theory, but a combination of the two allows us to obtain realistic values for the transport
characteristics of the surface.
Summary and outlook
In this chapter we saw that it was possible to lift a topological insulator’s protection from
back-scattering, in a manner which retained the Dirac physics of the surface states, by
applying an in-plane magnetic field. Whilst for the surface states the magnetic field only
led to a shift in momentum-space of the position of the Dirac point, we argued that in
the vicinity of impurities random magnetic fields parallel or anti-parallel to the magnetic
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field would develop. These random fields enable spin-flip scattering when the spin has a
component perpendicular to the field which leads to a anisotropy of resistance, with the
resistance parallel to the field larger than the resistance perpendicular to it. By calculating
the conductivity using linear response theory, including vertex corrections, we found that
the amplitude of this resistivity anisotropy had a characteristic two peak structure as a
function of chemical potential. Experimental measurements of the magnetoresistance in
Bi2-xSbxTe3 find an anisotropy of resistivity, which we argued was best measured using
the planar Hall effect because it enables any sample misalignment effects to be eliminated.
The amplitude of the planar Hall effect in Bi2-xSbxTe3 also showed a two peak structure
and by comparing theory and experiment we were able to ascertain the mean free path
and spin-flip mean free path of the electrons on our Bi2-xSbxTe3 surface.
The controllable lifting of a topological insulator’s protection presents many oppor-
tunities to further probe this effect. The transport experiments in this chapter were a
direct measurement of the resistivity anisotropy but not of the lifting of protection. We
have already seen in chapter 3 that it is possible to directly measure the protection from
backscattering using quasi-particle interference. Unfortunately the magnetised impurities
from this chapter will behave like the magnetic impurities discuss in chapter 3: Whilst
there will be a response of the LDOS it will be opposite for opposite spins, therefore leading
to no overall change in the LDOS. This is not true, however, if one were to measure the
spin-resolved LDOS with an in-plane magnetic field applied, where we would expect a peak
to grow with increasing magnetic field strength is increased and the spin-flip scattering
rate increases.
It is also interesting to consider the effect such magnetised impurities will have on
topological insulator nanowires (see next chapter). This is of particular interest because
it is necessary to thread half a flux quantum along such a wire in order to close its gap,
meaning that some of the most interesting physics in nanowires requires a magnetic field.
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6
Quantum confinement in topological
insulator nanowires
The properties of a topological insulator’s surface state change dramatically when
confined to a finite geometry. For instance consider a cylindrical wire of TI, due to the
π Berry phase, the surface wave function has to obey anti-periodic boundary conditions
around such a wire. This boundary condition results in a half integer quantisation of total
angular momentum and a discrete, spin-degenerate, sub-band structure in terms of the
momentum k along the wire. In this chapter we discuss the consequences this quasi-1D
geometry has on transport properties along the TI wire in the diffusive limit, that is, when
the mean free path is shorter than the length of the wire. In particular we will focus on
these properties as a function of chemical potential, which we have seen in previous chapters
can be easily changed experimentally by applying a gate voltage. We will then compare
our theoretical predictions with such an experiment on very thin wires of Bi2−xSbxTe3.
The layout of this chapter is as follows: First we will discuss the consequences of a
finite geometry on the band-structure of the TI surface and calculate the density of states
and charge density. Having established this we will proceed to add disorder and consider
the conductivity as a function of chemical potential. In the last section of this chapter
we discuss how such wires can be created experimentally and show that our theoretical
predictions agree well with experiment.
This chapter is based on the preprint “Quantum-confined surface channels in bulk-insulating
topological-insulator nanowires” and its corresponding supplementary material.
6.1 Surface states on a wire
6.1.1 A topological insulator wrapped up
Recall from chapter 1 that the most general form of the Hamiltonian for the bulk of a
3D topological insulator is a 4× 4 matrix denoting the 4 states of the pz orbitals on, for
instance, a Bi atom and other element (e.g Se) is
H =

M Apz 0 Ap−
Apz −M Ap− 0
0 Ap+ M −Apz
Ap+ 0 −Apz −M
 = τz1M + τxσ · p, (6.1)
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where k± = px ± ipy. We showed in chapter 1 that for the mass term to vanish on the
surface of the half-volume z < 0, the 4-component spinor {ϕ, ξ}T had to satisfy ϕ = iσzξ.
However there was nothing special in our choice of zˆ as the normal direction and it is easy
to see by symmetry[94, 95] that the spinors on a surface with a local normal nˆ in any
direction must simply satisfy the condition ϕ = i(n ·σ)ξ. This leads to the general surface
Hamiltonian for a curved surface
Hsurf = vF n · (σ × p). (6.2)
In particular we are interested in the case of a cylindrical surface which is infinite in the
x-direction and of circumference 2πRw in the y − z plane. Such a surface has normal
n = {0, sin(ϕ), cos(ϕ)} and the Hamiltonian depends only on momentum around the wire,
pˆϕ = Lˆϕ/Rw = −iℏ∂ϕ/Rw, and momentum along the wire, pˆx = −iℏ∂x,
Hsurf = iℏvF
(
σx
Rw
∂ϕ − (sin(ϕ)σz − cos(ϕ)σy)∂x
)
. (6.3)
This can be simplified by applying a spinor-rotation by ϕ about the x-axis, i.e., the unitary
transformation Ux(ϕ) = exp(−iϕσx/2). The result is the Hamiltonian
H0 = iℏvF
(
σx
Rw
∂ϕ − σy∂x
)
. (6.4)
Importantly, since spinor rotations are 4π periodic, the eigenfunctions of this Hamiltonian
must obey anti-periodic boundary conditions, resulting from Ux(ϕ) = −Ux(ϕ+ 2π). The
wave functions can therefore be written in the general form ψℓ(k) = ei(kx+ℓϕ)ξ, where
the anti-periodic boundary conditions require the total angular momentum to satisfy
ℓ = ±1/2, ±3/2, . . . and ξ is a spinor encoding the spin-structure of the surface state
within this rotated system.
Since ℓ is quantised as a half integer, due to the finite geometry along the circumference
of the wire, the eigenenergies of the Hamiltonian are also quantised and given by
Eℓ,±(k) = ±ℏvF
√
k2 +
(
ℓ
Rw
)2
. (6.5)
The result is a series of doubly degenerate bands with a gap at zero chemical potential
µ, as is shown in Fig. 6.1, the band edge of each band given by εℓ,± = ±ℏvF ℓ/Rw. For
simplicity in what follows εℓ = εℓ,+.
In the presence of a flux Φ threaded along the wire, ∂ϕ is replaced by ∂ϕ − iη with
η = Φ/Φ0 [95]. Although not of direct relevance here, the magnetic field is able to restore
a non-degenerate 1D gapless mode for half integer η [96, 97]. This makes topological
insulator nanowires an excellent candidate to host Majorana zero-modes when coupled to
a superconductor [98–100].
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Fig. 6.1 The sub-bands of a topological insulator wire: (Left) As a function of k
along the wire. Each band is doubly degenerate and the band-edge occurs at k = 0 and
E = εℓ,± = ±ℏvF ℓ/Rw, where ℓ is total angular momentum around the wire. (Right)
The density of states tracks that which is expected from a 2D Dirac Hamiltonian and
divergences at the edge of each sub-band, εℓ, in the picture these divergences are smoothed
out by the presence of a finite amount of disorder.
6.1.2 Density of states and charge density
We now calculate the density of states and charge density of the nanowire without disorder,
both quantities will be important for our theoretical understanding of the transport
properties of the wire and comparison to experiment.
The free retarded Green’s function – which, as we have seen previously, is a matrix –
has the form
G0(µ, k, ℓ) = (µ1−H0(k, ℓ) + iδ1)−1, (6.6)
where we take the matrix inverse. Here δ acts as some overall background scattering
rate resulting from other degrees of freedom (e.g. impurity bands) not described by our
Hamiltonian. It has the effect of broadening the divergence of the density of states at the
bottom of each sub-band.
The local Green’s function of each ℓ resolved sub-band can be calculated analytically
and is given by
∆(µ, ℓ) = 12πRwvF
∫
dk
2πℏG
0(µ, k, ℓ) = − (µ+ iδ)1− εℓσx
4πvFRwℏ
√
ε2ℓ − (iδ + µ)2
. (6.7)
From this local Green’s function we can obtain the local density of states
ρ(µ) = − 1
π
∑
ℓ=± 12 ,± 32 ,...
Im {Tr∆(µ, ℓ)} = 12π2RwvFℏ
∑
ℓ=± 12 ,± 32 ,...
Im{ µ+ iδ√
ε2ℓ − (iδ + µ)2
},
(6.8)
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which, as should be expected, tracks the 2d Dirac density of states ρ2d(µ) = |µ|/2πv2Fℏ2. In
stark contrast to an infinite surface, however, the density of states a TI nanowire diverges
when a band-edge is reached, µ→ εℓ, and a new sub-band is added to the system. The
density of states is shown in Fig. 6.1,
An important quantity for our comparison to experiment will be the charge density
along the wire. This is because, as discussed in chapter 4, it is the charge density which
can be altered in proportion to gate voltage. It is simple to calculate the charge density by
integrating the density of states over energy, such that
n(µ) = 2πRw
∫ µ
0
dµ′ρ(µ′) = − 1
πvFℏ
Im

∑
ℓ=± 12 ,± 32 ,...
√
ε2ℓ − (µ+ iδ)2
 . (6.9)
We see that n(µ) is zero at the Dirac point. For µ > 0 it counts the contribution of all
bands above the Dirac point up to the chemical µ. Correspondingly, for µ < 0 it counts
the charge of all holes contributed by bands below the Dirac point, in other words n(µ) is
negative for µ < 0.
6.2 A disordered TI nanowire
We add disorder to the Hamiltonian Eq. (6.4) by introducing point-like impurity potentials
located at random positions ri, Vi(r) = u01δ(r − ri), where r and ri are 2d coordinates
on the surface of the wire. Since the impurities are spin-diagonal, the above unitary
transformation U(ϕ) to convert Hsurf to the simpler H0 has no effect on the disorder
potential and we can write the disordered system in terms of the simplified Hamiltonian in
the rotated spin-basis
H = H0 +
∑
i
Vi(r)1. (6.10)
6.2.1 T-matrix approximation
The full disorder averaged Green’s function for each sub-band defined by ℓ is
G(µ, k, ℓ) = (µ1−H0(k, ℓ) +Σ(µ))−1, (6.11)
where Σ(µ) is the full self-energy from all scattering processes, including disorder and the
other scattering processes modelled by the factor iδ (see above). After disorder everaging,
the self-energy Σ(µ) is independent of both ℓ and k due to the local nature of the impurities.
To approximate the self-energy contribution due to disorder scattering we use the
full T-matrix calculated at first order in impurity density nimp (i.e. the non-crossing
approximation). As seen in the previous chapters, within this approximation the self-
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energy, which is also a matrix, is
Σ(µ) = nimpu0
〈1− u02πRw
∑
ℓ=± 12 ,± 32 ,...
∫
dk
2πℏvF
G0(k, µ, ℓ)

−1〉
imp
(6.12)
= nimpu0
1− u0 ∑
ℓ=± 12 ,± 32 ,...
∆(µ, ℓ)

−1
.
For small δ, the local Green’s function ∆(µ, ℓ) from Eq. (6.7), only has a substantial
imaginary part for |µ| > εℓ, this means that a conductivity channel only contributes to the
self-energy when the corresponding sub-band has an occupation of electrons (holes) for the
upper (lower) Dirac cone. Further the off-diagonal components of Σ are exactly zero for
diagonal impurities since the off-diagonal contributions of positive and negative ℓ cancel.
The self-energy can also be calculated self-consistently by replacing µ → µ + Σ11
and εℓ → εℓ + Σ12, where Σ11 and Σ12 are the diagonal and off-diagonal components,
respectively. Self-consistency has a similar impact on the self-energy as δ, that is, the
breadth of the peaks in scattering rate become broadened in proportion to the self-energy
itself. Ultimately this means that peaks at high sub-band index become “washed out”
when the self-energy is of the same order of magnitude as the sub-band spacing. This is
not of relevance for the experimental situation discussed here where the mean free path
is several times the wire radius, but would limit the number of peaks seen in thicker or
dirtier wires where the ratio of mean free path and radius can be substantially smaller.
6.2.2 Conductivity
As we have seen in the last 2 chapters, the conductivity is found using the Kubo formula
to calculate the current-current correlation function in linear response. In this instance
we neglect vertex corrections since, as in the last chapter, they are likely only have a
quantitative effect on overall conductivity. Within this scheme the DC conductivity is
given by
σ = e
2v2Fℏ2
π
1
2πRw
∑
ℓ=± 12 ,± 32 ,...
∫
dω n′F (ω)
∫
dk
2πℏTr
(
σyG(ω, k, ℓ)σyG†(ω, k, ℓ)
)
. (6.13)
We can also now consider the contribution of each sub-band ℓ to the conductivity by
writing total conductivity as a sum over each contribution
σ =
∑
ℓ=± 12 ,± 32 ,...
σℓ(µ). (6.14)
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Due to the simple 1d-like nature of the bands the contribution σℓ can in fact be calculated
entirely analytically
σℓ(µ) =
e2vF
(2π)2Rw
1
µ˜Γ11 − ε˜ℓΓ12 Im
{
λ√
ξ
− λ
†√
ξ†
}
(6.15)
≈ θ(µ2 − ε2l )
e2vF
2π2Rw|Γ11|
µ2 − ε2l
µ
√
µ2 − ε2l
,
where Γ = ImΣ is the (spin-resolved) scattering rate, µ˜ = µ+ReΣ11, ε˜ℓ = εℓ+ReΣ12, and
the factors ξ = −(µ+ iΓ11)2 + (εℓ + iΓ12)2 and λ = −ε˜2ℓ − iε˜ℓΓ12 + iµ˜Γ11 + µ˜2 ensure that
a channel only contributes to conductivity when |µ| ≳ εℓ. The approximation in (6.15) is
valid for small self-energies and θ(µ2 − µ2l ) is the Heaviside function.
When chemical potential is varied such that a new sub-band is added, we see from
Eq. (6.15) that there exist two competing effects: 1) The new conduction channels parallel
to the wire provide an additional contribution to the conductivity which can decrease the
resistivity as more charge can be transported and 2) The addition of extra back-scattering
channels reduce the conductivity of all sub-bands, including those which are already
occupied causing an increase the resistivity.
To understand the overall outcome of these effects, which is shown schematically in Fig.
6.2, one should first consider when the chemical potential is tuned to the sub-band edge,
εℓ. Here the new conduction channel has a very small occupation and thus a negligible
contribution to the conductivity. In contrast all sub-bands that are already occupied
experience a sizeable reduction in their conductivity since Γ is substantially larger and
they are able to scatter to the newly available backward moving channels. As such, the
overall effect of the addition of a new band is a decrease in the total conductivity close
to εℓ or, equivalently, a peak in the total resistivity. As chemical potential is varied away
from εℓ, deeper into the sub-band, the total conductivity is able to benefit from the new
conductance channel, allowing the conductivity to increase away from its minimal value
close to εℓ. This increase continues until the next band edge εℓ+1 is reached, at which point
overall conductivity once again decreases due to increased scattering. The result is a series
of equally spaced dips in total conductivity (peaks in resistivity) as a function of chemical
potential with each conductivity dip centered at the position of the sub-band edge εℓ.
6.2.3 Dilution of impurity strength
An important parameter for our theory is u0, the strength of the impurity potential. In
Fig. 6.3 we show the resistivity as function of chemical potential for weak, intermediate and
strong impurity potentials. Only for weak impurity potentials, u0ℏvFRw ≪ 1, peaks occur
at the band edges and particle- and hole doping are almost equivalent. For intermediate
impurity strength, u0ℏvFRw ∼ 1, the curve is highly asymmetric. For
u0
ℏvFRw ≫ 1, the
particle-hole symmetry is restored but instead of peaks one obtains dips.
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Fig. 6.2 Conductivity of a disorder TI nanowire: a, b, Scattering channels (thin gray
arrows) for two positions of µ. When µ is at the bottom of a sub-band, as in panel b, all
other sub-bands scatter at an enhanced rate into the new sub-band due to its diverging
density of states, leading to a pronounced minimum in the conductivity. c, Theoretically-
calculated conductivity as function of µ. Thin black lines display the contribution of each
sub-band labeled by ℓ = ±12 ,±32 ,±52 ,±72 , which add up to give the total conductivity (thick
blue line). The conductivity of all channels shows pronounced minima at µ = ℓℏvF /Rw,
when the chemical potential touches the bottom of a new sub-band.
We will see that only weak u0 fit the data from experiment. This is expected because
the wave-function of the conduction channel wraps around the circumference of the wire,
effectively diluting the impurity by a factor 1/(2πRw). To be precise: Weak scattering can
be defined by u0ρ¯≪ 1, where ρ¯ ∼ 12πvF ℏRw is the typical density of states in the system for
small ℓ. Assuming that the width of the scattering potential is of the order of the lattice
constant a, the weak scattering limit is reached when the amplitude, V0 = u0/a2, of the
scattering potential fulfils V0 ≪ vFaℏ 2πRwa . Since in any experiment the circumference of a
TI wire is many lattice constants – e.g. in the experiments discussed later Rwa ∼ 100 – the
weak scattering limit is generically realised.
6.2.4 Matrix elements between sub-bands
While the main contribution to the peaks at the sub-band edges arised from the diverging
density of states, this effect is further enhance by a matrix-element effect closely related to
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Fig. 6.3Resistivity as a function of chemical potential in the weak, intermediate,
and strong scattering regimes: A weak scatterer, u0ℏvFRw = 0.1, nimp = 20/R
2
w, is shown
as the blue curve. The green curve, u0ℏvFRw = 1, nimp = 2/R
2
w, describes scatterers of
intermediate strength, the red curve, a strong scatterer u0ℏvFRw = 20, nimp = 0.1/R
2
w. Strong
scattering is capable of turning resitivity peaks at sub-band edges into resitivity dips,
however such a situation is unlikely (see text).
the topological protection of TI surface states that has been discussed in previous chapters.
Here the spin orientation is locked to the propagation direction and scattering from k to
−k is prohibited by time-reversal symmetry. As we saw above, in nanowires, ky = ℓ/Rw
is quantized, and the 1D bands are doubly degenerate as for each kx = k, two transverse
momenta, ±ky, are possible. For kx ≫ ky, however, the 2D vectors k = (kx,±ky) and
k = (−kx,±ky) are almost antiparallel, leading to a suppression of the scattering rate by
the factor (ky/kx)2. This matrix element effect (encoded in the 2 × 2 matrix structure
of the T-matrix) substantially suppresses backscattering among occupied channels with
ℓ/Rw ≪ kx relative to the scattering to a newly opened channel with a large ky.
6.3 Quantum confinement in Bi2-xSbxTe3 nanowires
We now discuss the experimental realisation of topological insulator nanowires with the
intention of comparing our theoretical transport predictions to those found in experiments
on Bi2−xSbxTe3. In order to achieve quantum confinement of the surface states which
results in sizeable conductivity effects, any experimental nanowires should be: 1) Bulk
insulating so that the transport effects of the surface are dominant and not “washed out”
by the conductivity of the bulk and 2) The wires must be narrow so that the sub-bands
are well defined in energy, in practice this means that the energy gap between sub-bands
should be much larger than the self-energy of the Dirac quasiparticles, which we will see
for Bi2−xSbxTe3 requires wires thinner than ∼100 nm.
Largely due to these restrictions, previous measurements of TI nanowires have only been
able to indirectly probe the quantized Dirac sub-bands far from the Dirac point [101–106],
mostly from oscillations of resistivity as a function of the magnetic flux Φ threaded through
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Fig. 6.4 Experimental set-up: a) Candidate nanowires from VLS growth b) An SEM
image of device set-up showing the contacts and gate attached to the wire c) Resistance
as a function of temperature. Although for some devices e.g. device 3 the resistance
looks potentially metallic, all 3 devices are bulk-insulating as shown by their gate voltage
dependence. d) An overview of the full experimental set-up.
the wire. This effect arises because, as discussed above, the sub-bands can be shifted in
energy by a magnetic field along the wire and so there is a periodic change in the number of
occupied sub-bands at a set chemical potential [95]. Such oscillations have a period of one
flux quantum ϕ0 = h/e since for integer ϕ/ϕ0 the doubly degenerate sub-band structure is
restored.
6.3.1 Bulk insulating nanowires
Vapour-liquid-solid growth of Bi2−xSbxTe3 using Au nanoparticles can obtain nanowires
with a high crystalline quality and constant diameter between 20 to 100 nm and a length
of several µm. Some of the candidate wires are shown in Fig. 6.4a. After growth these
wires are placed on a gate and contacts are attached to create devices which enable four
terminal measurement of resistivity. In total we will discuss 3 such devices each with radii
Rw of 21.5, 20, and 14.5 nm for devices 1, 2, and 3, respectively. Device 2 is shown in the
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scanning electron microscope image in Fig. 6.4b, which also shows its very thin width of
29 nm. A schematic giving a full overview of the experimental set-up is shown in Fig. 6.4d
In Fig. 6.4c resistance R as a function of temperature T is shown for each of the 3
devices. These present what looks like insulating or metallic behaviour depending on
the device. In fact, all three samples are bulk-insulating and have a chemical potential
in the vicinity of the Dirac point; this is indicated by the clear resistance maximum in
their gate-voltage dependences (see Fig. 6.5), showing that the Dirac point is crossed by
varying gate voltage. The difference in the R(T ) dependence is likely explained by a slightly
different electron density n of the three samples in the absence of gating. We find that the
zero gate dopings are n ≈ −0.2,+0.4,+0.5 nm−1 relative to the Dirac point for devices 1,
2, and 3.
6.3.2 Resistance of real nanowires
We now turn to the experimental feature of relevance for our theoretical discussion, namely
the resistivity (or resistance) as a function of chemical potential or, in practice, gate voltage.
The gate voltage dependence of the resistivity is shown for each of the 3 devices in Fig. 6.5.
We start by discussing the experimental results and then what is required to compare our
theory with these experimental observations.
The resistance traces of Fig. 6.5 show two distinct fluctuation features: Most prominent
are semi-oscillatory features in the gate voltage with amplitudes AI ≈ 5 kΩ (we call these
type I). We will show these are the peaks in resistivity predicted by our theory due to
sub-band crossings. Secondly, smaller fluctuations have amplitudes AII ≈ 0.5 kΩ (type II)
and are time dependent. Our theory does not provide an explanation for these type II
oscillations. It is possible that they are related to the electron-hole puddles that arise due
to the compensation of the wire [84, 85, 78].
On the theoretical side, as in previous chapter 4, it is important to understand exactly
how gate voltage varies the chemical potential. We saw that the relation between gate
voltage and chemical potential has two terms dependent on the Coulomb energy and
chemical potential directly and can be expressed as eVG = e
2
CG
n(µ) − µ, where CG is
the geometric capacitance of the device, e < 0 is the electron charge, µ the chemical
potential, and n(µ) the electron density as calculated in Eq. (6.9). Once again, the
Coulomb contribution dominates for the range of chemical potentials considered in the
experiment. To be more precise, our analysis will show that a change of the gate voltage by
30V leads to changes of the chemical potential by less then 100meV. This means that the
effect of the geometric capacitance dominates by more than two orders of magnitude and
it is safe to approximate VG ≈ 1CG en(µ). As such only one fit parameter, the geometric
capacitance CG, is required to set the positions of the peaks as a function of gate voltage1.
1In principle there is also a loose dependence of peak position on the impurity strength u0. In practice,
however, as was argued previously, u0 is weak meaning that particle-hole symmetry is approximately
conserved or, in other words, the 1st Born approximation - which goes as ∼ u20 is independent of the sign of
u0 and thus particle-hole symmetric – is a good approximation to the full T-matrix
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Fig. 6.5 Gate voltage dependence of resistance for 3 different nanowire devices:
Lower curves show the VG dependence of R observed in devices 1–3 at 2 K; ∆VG = 0
corresponds to the Dirac point of the TI surface state, which was achieved with VG of
−6.0, 30.5, and 19V in devices 1, 2, and 3, respectively. Upper curves in panels are the
theoretically-calculated resistivity. Pronounced maxima should arise at sub-band crossings
(dashed lines).
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Fig. 6.6 Theory vs experimental peak position:Rescaled position of the resistivity
maxima of the three devices (∆VG/V0, see main text) as function of the quantum number
ℓ compared to the theoretically calculated n (in units of 2π/Rw) at sub-band crossings.
It is, however, also possible to reproduce the magnitude of the resistivity effect. It
turns out that a weak scatterer u0 = 0.1vFℏRw, relatively dilute impurities nimp = 20/R2w,
and small Dirac quasi-particle broadening δ = 0.025vFℏ/Rw achieve the ∼ 5 nm/kΩ of the
fluctuations in wire conductivity found experimentally. These values are used in Fig. 6.5.
To give a feeling of the scale of these parameters after the first couple of peaks they
correspond to a typical mean free path of the order of l ∼ 100 nm, which is smaller than,
or approximately equal to, the wire length for all ℓ.
We now discuss the main result of this section, the fit of experiment and theoretical
resistivity/resistance as a function of gate voltage as shown in Fig. 6.5. We find that the
experiment fits our theory well for the capacitances per length of wire: CG = 5.8, 2.0, and
4.1pF/m for devices 1, 2, and 3, respectively. In this Fig. 6.5 , the position of the peaks
are labelled by the angular momentum quantum number ℓ of the added channel. When
the chemical potential reaches the bottom of the first electron or the top of the first hole
band (ℓ = ±12), the charge density is approximately zero in both cases and therefore there
is only a single peak in the center for ℓ = ±12 . For large ℓ, the peak position scales with ℓ2.
It is clear from Fig. 6.5 that our theory can reproduce well the most prominent features
of the experiment, in particular the super-linear dependence of the locations of the type
I peaks in the R(VG) traces. We can actually visualise this agreement further, since the
experimental location of the peaks (indicated by arrows in Fig. 6.5) can be rescaled to a
dimensionless measure of charge density by the scaling factor V0 = 2πeRwCG . These rescaled
positions, shown as function of the sub-band index ℓ in Fig. 6.6, have the advantage that the
peak positions are entirely independent of device characteristics and so can be compared
to the theoretically calculated electron density n at the peak position – which in Fig. 6.6
as shown as a grey line in units of 2π/Rw. It can be seen that the super-linear behaviour
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in the experimentally obtained VG-dependent sub-band crossings is in excellent agreement
with theory, therefore showing that the experiment was able to resolve a direct signature
of the quantum-confined TI surface states.
Summary and Outlook
The observation of quantum confined surface states in the vicinity of a TI nanowire’s
Dirac point presents a wide range of experimental and theoretical opportunities. The most
natural next step is observation of the coupling of the sub-bands to a magnetic field and
closing of the gap at the Dirac point for half-integer flux quanta. The ultimate goal of this
would be access to Majorana zero modes predicted to appear at the end of the wire when
in proximity to a superconductor. If successful this would eventually open the tantalising
possibility of Majorana based quantum computers built upon TI nanowires. Additionally,
access to thin, bulk-insulating, and low electron density wires enables the experimental
investigation of many mesoscopic phenomena such as universal conductance fluctuations
and Klein tunnelling.
Since most previous theoretical studies [96, 107, 106] have considered semi-ballistic
transport in TI nanowires and are largely numerical, there are also several outstanding
questions on the theoretical side in regard to diffusive transport: What happens when a
magnetic field is applied? What are the effects of magnetic (or magnetised impurities)?
Can we understand the full “phase diagram” of magnetic field, impurity strength, and
chemical potential? Moving away from our transport probe of the sub-bands, what are
the effects of puddles and to what extent can these explain the smaller type II oscillations
seen by experiment? Throughout our theory we assumed a circular wire but what is the
impact, if any, of device geometry? Finally since experimental efforts to produce high
quality, thin, bulk-insulating nanowires are still very much in their infancy it is highly
likely that surprises hide around the corner, surprises that will require theoretical answers.
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7
Disordered Dirac materials in a magnetic
field
In this chapter we will consider the impact that a magnetic field has on Dirac fermions.
In particular we will see that Dirac fermions are much more sensitive to magnetic fields than
Schrödinger fermions. Unlike previous chapters we move away from topological insulators
and focus on 3D Dirac materials, although several aspects – e.g. the increased sensitivity
to a magnetic field – also apply to 2d Dirac materials such as topological insulators and
graphene. Nonetheless, of particular interest in both this chapter and the next will be that
3d Dirac materials, as discussed in chapter 1, have a Hamiltonian that makes use of all
three Pauli matrices. Unlike their 2D counterparts they always possess a direction which
is unaffected by the application of a magnetic field and two mutually orthogonal directions,
perpendicular to the magnetic field where the wavefunctions form Landau levels.
Since Dirac fermions are more sensitive to magnetic fields [108] it is much easier to
reach the lowest Landau level – the quantum limit – at experimentally realisable fields.
Entering the lowest Landau level results in several fascinating phenomena due to the
quasi-1d nature of the fermions in the lowest Landau level. In this chapter we will provide
an overview of both the response to disorder and a brief overview of transport properties
of Dirac fermions in a magnetic field. In the following chapter we will use the concepts
developed here to propose a new phenomena in materials with multiple Dirac points.
7.1 Landau levels in 3D Dirac materials
In this section we show the impact that the application of a magnetic field has on 3D
Dirac fermions. Since we will later be interested in materials with multiple Dirac points –
which is anyway enforced when time reversal and inversion symmetry are present – we will
consider the simple model low energy Hamiltonian of a Dirac semi-metal
H = τzvF (σ · (k ±K0), ), (7.1)
with two Dirac nodes located at ±K0 in the Brillouin zone and a particularly simple
Pauli-basis in terms of two sets of matrices σ and τ where a matrix Kronecker product
results in a 4× 4 matrix Hamiltonian. As we saw in chapter 1, each Dirac point is created
from two Weyl Hamiltonians with opposite chirality. If time-reversal or inversion symmetry
is broken the Dirac point can split into two Weyl points resulting in a separation of each
chirality close to ±K0. Clearly it is the case that time reversal is broken in the presence
of a magnetic field, however in practice this splitting is small – of the order of the Zeeman
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energy – and we will neglect it in the present discussion. Finally we note that it is clear
the band cannot continue forever so this Hamiltonian can only be true for low energies
with respect to the Dirac point (or equivalently |k| ≪ |K0|) and there is no requirement
(depending on symmetries) for the matrices or vF to be the same at both Dirac points.
We now discuss the Hamitlonian Eq. (7.1) in the presence of a magnetic fieldB = ∇×A,
where A is the vector potential. We of course have a gauge choice to make for the vector
potential Aˆ; the simplest choice is the Landau gauge A = (By, 0, 0), ensuring that the
magnetic field lies in the z-direction and we pick the x-direction such that the Dirac
node separation K0 = (k0x, 0, k0z) lies in the x-z plane. Although the resulting physics
is independent of gauge, this is a practical choice because this vector potential breaks
translation symmetry in the y-direction only, meaning that the wave-functions remain
plane-waves in the x and z directions.
The magnetic field enters our Dirac Hamiltonian, Eq. (7.1), by minimal coupling to
the momentum operator Pˆ → Pˆ −A resulting in the Hamiltonian (operator)
Hˆ = τz
(
σx
(
Pˆx −Byˆ ± vFK0x
)
+ σyPˆy + σz(Pˆz ± vFK0z)
)
. (7.2)
In the same manner as for Schrödinger fermions, we can define ladder operators a and
a† such that a = 1√2lBB (Pˆx − vFByˆ − vFK0x + iPˆy) where [aˆ, aˆ
†] = 1. In doing so we
have established the quantity known as the magnetic length, lB =
√
c/Be = 26 nm/
√
T
(or simply
√
1/B in our current units). Inserting this definition into the Hamiltonian
operator we find that the off-diagonals of the σ matrices are complex conjugates and the
full Hamiltonian can be written
Hˆ = τz
(
Pˆz ± vFK0z Ω0aˆ†
Ω0aˆ −(Pˆz ± vFK0z)
)
, (7.3)
where Ω0 = vF
√
2/lB ∼ 1/
√
B will determine the Landau level spacing.
Ignoring the Pˆz term for the moment we see that this Hamiltonian squares to that
of the Harmonic oscillator, which we know is solved by the number states |n⟩ of the
lowering operator a defined such that a†a |n⟩ = n |n⟩. This leads us to propose the ansatz
wave-function in terms of these number states, for n ≥ 1 (we will discuss the special case
of n = 0 seperately):
|ψkz ,n;±K0⟩ =
(
|n⟩
|n− 1⟩
)
ei(kz±K0z)z. (7.4)
Operating the Hamiltonian Eq. (7.3) on this state leads to an easy eigenvalue equation
Hˆ |ψkz ,n, τ ;±K0⟩ = τz
(
vFkz Ω0
√
n
Ω0
√
n −vFkz
)
|ψkz ,n;±K0⟩ , (7.5)
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Fig. 7.1 Landau levels of Dirac and Schrödinger materials in a magnetic field:
a) Landau levels of a Dirac material, the spacing between Landau levels decreases with
energy and there are two gapless chiral modes in the lowest Landau level. Due to the level
spacing in a Dirac material, it is possible to reach the lowest Landau level at relatively
small magnetic field (EF shown here is the location of the Fermi-level in Pb1-xSnxSe at 14
T, see next chapter). b) The Landau levels of a Schrödinger material. Levels are equally
spaced and there is a gap to zero energy. For the same magnetic field strength as (a)
multiple Landau levels are occupied [109].
which has doubly degenerate eigenenergies arising from the τz matrix,
En(kz, τ = ±;±K0) = τ
√
(vFkz)2 +Ω20n . (7.6)
We see that the application of a magnetic field leads to the quantisation of the electron’s
energy in terms of n. This is nothing but the well known Landau quantisation of a standard
3d electron gas described by the Schroödinger equation with each n resulting in (doubly
degenerate) Landau level. What is, however, peculiar to Dirac fermions is that the spacing
between Landau levels decreases as ∼ √n−√n− 1, whereas Schroödinger fermions have
Landau levels that are equally spaced (see Fig. 7.1). The practical consequence of this is
that the lower Landau levels can be reached at much lower magnetic fields and experiments
more easily conducted deep in the lowest Landau level [110], n = 0, known as the “quantum
limit”.1
In the above discussion our wave-function was only defined for n ≥ 1 and the the n = 0
state avoided. As hinted by the name “quantum limit”, this state is actually the most
interesting. Since |n− 1⟩ is not defined for n = 0 we need to slightly alter our ansatz for
the lowest landau level wave-function to
|ψkz ,0;±K0⟩ =
(
|0⟩
0
)
ei(kz+K0z)z. (7.7)
1A truly practical consequence is that such experiments can be done with ∼ 14T fields from supercon-
ducting magnetics found in many modern university laboratories and there is no need to resort to the much
rarer and expensive resistive/superconducting-resistive magnetics required to produce larger fields.
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Applying the Hamiltonian operator to this state yields only diagonal terms since a |0⟩ = 0.
The eigenenergy can be read off as E0(kz, n, τ ;±K0) = τkz and is singularly degenerate,
half the degeneracy of the other Landau levels. Strikingly this mode extends to zero-energy
for kz = 0 so will always be occupied, regardless of the magnetic field strength. Finally we
note that the mode is chiral with a different τz index for positive and negative velocities.
As a result, if impurities (or other scatterers) respect the underlying symmetry defining τz,
backscattering from kz to −kz within a Dirac cone is forbidden.
The corresponding wave-functions in real space – which will be especially useful when
calculating Friedel oscillations later in the chapter – are calculated in Appendix D. The
procedure is not dissimilar from that of calculating the eigenfunctions of the Harmonic
oscillator. The result for the lowest Landau level is
ψ0(r) = A0τz
(
1
0
)
e−(kxlB−y/lB)
2/2ei(kz±K0z)zei(kx±K0x)x, (7.8)
with normalisation A0 = 1/(
√
lB
√
πLxLz). We explicitly chose a gauge that maintained
translation symmetry in the x and z direction so unsurprisingly the wave-function in these
directions remains a plane wave. In the y-direction, which had its translation symmetry
broken by the field, we find that for a given kx the wave-function in the lowest Landau
level decays as a Gaussian centred around y = kx.
For the higher Landau levels the nth LL is given by,
ψn(kx; y) =
 AnHn ( ylB − kxlB)
An−1Hn−1
(
y
lB
− kxlB
)  exp{−12
(
y
lB
− kxlB
)2}
ei(kx+k0x)xei(kz+k0z)z,
(7.9)
where Hn(ξ) is the nth Hermite polynomial and the normalisation is given by An =
1/
√
2nn! lB
√
π. We see from the presence of the Hermite polynomials that as the Landau
level index n decreases the wave-functions become less extended in real space, until in the
lowest Landau level they are quasi-one dimensional with a length-scale set by lB in the
directions perpendicular to the field.
7.2 Disordered Landau levels
Having established the eigenstates of clean Landau levels, we now consider the impact of
disorder. We already mentioned in chapter 2 that disorder plays a key role of broadening
the Landau levels that results in experimentally observable quantum Hall plateaus. In this
section we will see that the localisation of the wave-function perpendicular to a magnetic
field dramatically changes the response of electrons to impurities. Of particular interest for
the next chapter will be that the LDOS and corresponding charge density that builds up
around a scatterer is effectively 1 dimensional. As we saw in chapter 3, there is no decay
in oscillations of the LDOS in 1d and the Friedel oscillations decay slowly as ∼ 1/r.
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7.2.1 Disordered 2d Landau levels
To begin with let us consider the impact of disorder on a Landau level in 2d, for example,
the surface state of a topological insulator. The reason for first considering the impact
of disorder in 2d is that, even for a 3d system, each momentum k∥ parallel to the field is
endowed with a degenerate 2d Landau level perpendicular to the field. We will see that
this results in many of the features of the 2d Landau level carrying over to those in three
dimensions. The wave-functions of the 2d Landau levels are identical to those above but
with z = 0.
For the rest of this sub-section we consider a 2d Landau level from a single Dirac cone in
a magnetic field, for instance as occurs on the surface of a topological insulator (neglecting
the Zeeman term) or graphene with long range disorder [111]. The free Green’s function of
a 2d Landau level can be written as an operator
Gˆ0(ω) =
∞∑
n=−∞
|ψn⟩ ⟨ψn|
ω − En , (7.10)
where ψn is the spinor describing the n-th Landau level and |ψn⟩ ⟨ψn| acts as a projector
onto the n-th Landau level.
The LDOS in the vicinity of a single impurity point-like impurity U(r) = u0δ(r)1. As
we saw in chapter 3, the change in the LDOS is given by
δρ(r, ω) = −Im
∫
dr1Tr
{
G0(r − r1)T (r1)G0(r1 − r)
}
(7.11)
= −u0Im
∑
n
∫
dq
2π
dk
2π e
iqx Tr
{
ψn(k; y)ψ†n(k; 0)ψn(k + q; 0)ψ†n(k + q; y)
(ω − En + iδ)2
}
,
where in the second line we have used that impurity scattering is elastic and that there
is some background broadening of the Landau level, set by δ. The imaginary part of the
denominator gives the only energy dependent factor ∼ 2(ω−En)δ(δ2+(ω−En)2)2 , which simply enforces
that we must be close to a Landau level to see any significant change in the density of
states [112–114]. The only spatial dependence comes from the wave-functions themselves,
which in the lowest Landau is particularly easy to calculate since the wave-functions are
Gaussian, such that
δρ(r, ω ≈ 0) ∼ e−
x2+y2
2l2
B . (7.12)
In particular, the oscillatory behaviour of the LDOS that we saw in chapter 3 has completely
disappeared. The reason for this is because the length scale which was set by 1/kF has
been replaced by the magnetic length 1/lB. Later in this section we will be interested in
the charge density that forms around an impurity in a 3d Dirac semi-metal, we will see
there that the only oscillatory behaviour remaining will be parallel to the magnetic field.
Having seen the response of our Landau levels to a single impurity, let’s consider a
dilute density, nimp, of point-like, random, and diagonal impurities. Disorder averaging
leaves the full Green’s function diagonal in spin-space and Landau index since Hermite
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Fig. 7.2 Density of states of a 2d Dirac material in a magnetic field: The density
of states of a single Dirac cone in a magnetic field, e.g. the surface of a topological insulator
(excluding Zeeman contributions) calculated using the self-consistent Born approximation.
For increasing energy ω Landau levels start to merge due to the smaller spacing between
higher LLs, the merging occurs approximately when disorder strength nimpu20 and the
Landau level spacing are equal [111].
polynomials of different orders n are orthogonal. The two diagonal components of the
full disordered Green’s function from the n-th Landau level Gn(ω) = diag{G+n ,G−n }, are
[111, 115]
G+n =
ω − Σ−
(ω − Σ+)(ω − Σ−)− Ω20n
(7.13)
G−n =
ω − Σ+
(ω − Σ+)(ω − Σ−)− Ω20(n+ 1)
, (7.14)
where the the self-energy, Σ = diag{Σ+,Σ−}, is no longer diagonal due to the matrix
structure of the lowest Landau level. We also assume that these impurities are weak, so
that the Born approximation is valid. In this limit the self-consistent Born approximation
to the self-energy is
Σ(ω) = nimpu
2
0
2πl2B
Nc∑
n=0
Gn(ω), (7.15)
where 12πl2B is the clean density of states per spin per Landau level, and Nc is an upper cut
off of the highest Landau level.
As we have seen in previous chapters we can calculate the density of states using
ρ(ω) = − 1
π
∑
kx,n
Tr
{
Im Gn(ω)
}
= − 1
nimpu20π
(
ImΣ+ + ImΣ−
)
. (7.16)
The density of states calculated using the full self-consistent Born approximation calculated
for two values of u20 is shown in Fig. 7.2. The lowest Landau level is broader than the other
Landau levels due to the Green’s function only having a single component on the diagonal
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Fig. 7.3Density of states of a 3d Weyl semi-metal in a magnetic field: The density
of states of a single Weyl point in a magnetic field. Peaks in the density of state occur
with increasing energy ω a the location of new Landau levels. As in the 2d case, Landau
levels become ill defined for energies where the level spacing is of the order of the disorder
strength [116].
corresponding to the energy of the lowest Landau level.2 As energy increases the Landau
levels begin to merge due to the decrease in spacing between them (see red line Fig. 7.2),
this is very different to Schrödinger fermions since Landau levels are equally spaced and, if
the lowest and 1st Landau level are well separated, all other Landau levels are separated
from each other (within the self-consistent Born approximation).
7.2.2 Disordered 3d Landau levels
In an identical manner to the 2d Landau level, we can define the disorder averaged Green’s
function of a 3d Landau level as
Gˆ0(ω, kz) =
∞∑
n=−∞
|ψn⟩ ⟨ψn|
ω − En(kz) , (7.17)
which now contains a dependence on the momentum parallel to the magnetic field kz.
Let us start by calculating the density of states and consider a single Weyl node located
at the origin K0 = 0, of course we have seen in chapter 1 that there must be another Weyl
node located at another point in the Brillouin zone, but for now we assume inter-nodal
scattering can be neglected. The calculation is largely the same as in 2d but with an
additional integral over kz. The full disorder averaged Green’s function for each Landau
2This is not the case for short-range scattering in graphene where inter-nodal scattering makes all
Landau levels equally broad [111].
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level n, Gn(ω, kz) = diag{G+n ,G−n }, is [116]
G+n (kz) =
ω − Σ− + vFkz
(ω − Σ+ − vFkz)(ω − Σ− + vFkz)− Ω20n
(7.18)
G−n (kz) =
ω − Σ+ − vFkz
(ω − Σ+ − vFkz)(ω − Σ− + vFkz)− Ω20(n+ 1)
. (7.19)
Taking the same assumptions about impurities as in 2d we obtain the self-consistent
self-energy equation in the Born limit,
Σ(ω) = nimpu
2
0
2πl2B
∫
dkz
2π Gn(ω, kz). (7.20)
The equation for the density of states in terms of the self-energy is identical to the case
in 2d (see Eq. (7.16)) and is shown for two values of impurity strength in Fig. 7.3. We
see that, in a very similar manner to the topological insulator nanowires, the effective
1d physics of the Landau levels of a Weyl point give rise to oscillations in the density
of states as new Landau levels become occupied. We will discuss these oscillations in
the conductivity later in the chapter that related oscillations in the density of states as
a function of magnetic field, known as “quantum oscillations”, result in the oscillatory
behaviour of response functions, such as the conductivity.
7.2.3 Friedel oscillations in Dirac semi-metals in the quantum limit
To finish our discussion of disorder in Landau levels we calculate the change in the LDOS
and resulting charge density that builds up around an impurity in a 3d Dirac semi-metal.
We will now consider two Dirac points located at ±K0 and write the free Green’s function
Gˆξ,χ0 (ω, kz) =
∞∑
n=−∞
|ψξ,χn ⟩ ⟨ψξ,χn |
ω − Eχn(kz) , (7.21)
where ξ = ± labels the Dirac point and χ = ± the chirality of the state. We focus on the
lowest Landau level so the Eχ0 (kz) = χvFkz.
There are two potential back-scattering channels that will result in a significant change
in charge density: 1) Intra-nodal scattering will strongly depend on the origin of the matrix
structure of the Dirac Hamiltonian. In particular, if the impurities break the symmetries
resulting in this matrix structure. For example, if the matrices arise due to a sub-lattice
index and the impurities are local, then back-scattering will in general be allowed. 2)
Inter-nodal scattering is not generically protected by any symmetry and so will result
in a significant back-scattering channel unless the impurities are long-ranged so that the
overlap between nodes is small (see next chapter). For the moment we will consider a
single point-like impurity at the origin [117, 118]. The resulting local density of states in
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the lowest Landau level is
δρξξ(r, ω) = −Im
∑
χχ′
∫
dr1Tr
{
Gξ,χ0 (r − r1)T (r1)Gξ,χ
′
0 (r1 − r)
}
(7.22)
= Im
∑
χχ′
ρχχ
′
0
∫
dq
(2π)2
dk
(2π)2 e
i(qxx+qzz)ψ0(kx; y)ψ
†
0(kx; 0)ψ0(kx + qx; 0)ψ
†
0(kx + qx; y)
(ω − vFχkz + iδ)(ω − vFχ′(kz + qz) + iδ) ,
where ρχχ
′
0 ∼ ⟨ψξ,χ0 | Uˆ |ψξ,χ
′
0 ⟩ is a constant proportional to the overlap of the chiralities
resulting from the impurity. Luckily we have already seen the perpendicular component in
Eq. (7.11), which results in a Gaussian real space decay. This leaves only the quasi-1d kz
contribution parallel to the field
δρξξ(r, ω) = e
− r
2
⊥
4l2
B Im
∑
χχ′
ρχχ
′
0
∫
dqz
2π
dkz
2π e
iqzz 1
(ω − vFχkz + iδ)(ω − vFχ′(kz + qz) + iδ) .
(7.23)
The integral over kz can be performed as follows: If χ = χ′, meaning that scattering is to
a velocity vF of the same sign, the poles of the the denominator lie in the same half-plane
and the integral is 0. This is as expected, since forward scattering does not cause any
change in the LDOS. On the other hand if χ ̸= χ′ and there is some overlap of the two
chiralities,3 the integral can easily be solved by splitting into partial fractions and, after
taking the imaginary part, we are left with an integral over a δ-function, such that
δρξξ(r, ω) = ρ˜0e
− r
2
⊥
4l2
B
∫
dqz
2π e
iqzz
( 1
2ω + vF qz
− 12ω − vF qz
)
= ρ0e
− r
2
⊥
4l2
B sin
(2ωz
vF
)
,
(7.24)
where ρ0 is a constant. This means the LDOS around an impurity is highly anisotropic:
Parallel to the field the oscillations are those of a 1d system without any decay in real
space.4 Perpendicular to the field the LDOS falls off as a Gaussian with a width set by the
magnetic length lB. This behaviour arises from the peculiar 1d nature of electrons in the
lowest Landau level.
As we saw in chapter 3, the change in the LDOS also results in a change in the charge
density, known as Friedel oscillations. These Friedel oscillations are simply the integral
of the LDOS over energy, up until the Fermi-energy, such that
δnξξ(r) =
∫ µ
−Λ
dωδρξξ(r, ω) = δn0 e
− r
2
⊥
4l2
B
cos(2kF z)
|z| , (7.25)
where kF = µ/vF is the Fermi-momentum and in the 2nd equality we have dropped the
unphysical due to the hard cut-off Λ.
3If the impurities do not cause an overlap and back-scattering is forbidden we are in the same situation
as chapter 3, now with two 1d chiral modes. There can be no singularities in the FT-LDOS but there could
be divergences in derivatives which will lead to a faster decay of any oscillations.
4If we were to include dephasing effects, i.e. a finite self-energy, there will be a decay ∼ the dephasing
length.
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Switching now to the contribution due to inter-nodal scattering between the two Dirac
points located at ±K0 the calculation of the LDOS and charge density is identical. The only
modification comes from the products of wave-functions in Eq. (7.22), since there is a total
phase difference ∆K0 = ±2K0 = (∆K0x, 0,∆K0z) such that δnξ ̸=ξ′(r) = ei∆K0·rδnξξ(r).
In the next chapter we will see how interactions with these oscillations can result in a
strong angular dependence of the magnetoresistance.
7.3 Transport of semi-metals in a magnetic field
Now that we have considered the impact of impurities on the density of states we switch to
a brief discussion of transport properties of semi-metals in a magnetic field. The presence of
Landau levels and their 1d nature for three dimensional systems leads to several fascinating
phenomena, we will discuss just two in this section: The non conservation of chiral charge
when electric and magnetic field are aligned, known as the chiral anomaly and quantum
oscillations of the resistivity.5
7.3.1 Chiral anomaly
We know from Noether’s theorem that continuous symmetries result in conservation laws.
For instance the conservation of charge is a consequence of U(1) invariance, this means
that the system is invariant under multiplication of the wave-function by an arbitrary
phase ψ → eiθψ′. We can associate the conserved quantity n to this conservation law,
which in this case is, of course, the total charge. In chapter 1 we saw that, in the massless
limit, the left and right handed modes of the Dirac equation decouple. This means that
we can independently multiply the left or right-handed components of the wave-function
by an arbitrary phase ψL → eiθLψ′L and ψR → eiθRψ′R [23]. In a similar manner to total
charge we can associate the chiral charges nL and nR with these symmetries such that the
net chiral charge nL − nR should be conserved, if the system is massless. In the case of
two Weyl nodes of opposite chirality this means that the charge on each node should be
conserved.
We saw at the start of this chapter that applying a magnetic field to a Weyl node
results in a single chiral channel in the lowest Landau level, with opposite Weyl nodes
having opposite chirality. It is therefore clear that the conservation of chiral charge cannot
be maintained in the presence of a magnetic field if there is a component of the electric
field parallel to the magnetic field, this is because the electric field slightly reduces the
chemical potential on one node and increases it on the other. In the presence of a term
E ·B the chiral charge is therefore not conserved. In particular the rate of change of chiral
charge on each node can be written as
∂(nL − nR)
∂t
= e
3
2πℏ2E ·B, (7.26)
5Quantum oscillations are not unique to Dirac materials but can provide important information about
the Fermi-surface that we will require in the next chapter.
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Fig. 7.4 Quantum oscillations in the resistivity of a Weyl semi-metal: a) The
resistivity as a function of magnetic field in the self-consistent Born approximation using
the same parameters as Fig. 7.3 (lowest impurity strength). b) The same plots as a function
of the inverse field strength 1/Ω0, using the inverse field strength, maxima are equally
spaced.
of course in a real system such a term is eventually compensated by inter-nodal scatterings.
Since the velocity of the charges on each node have opposite sign, this chiral charge pumping
rate leads to a negative magnetoresistance [119], as we saw when discussing the Boltzmann
equation in chapter 4. Such violations of conservation laws are known as anomalies. In this
case the reason why the apparent conservation of chiral charge is violated stems from the
fact that our low energy description of Weyl nodes ignored their connectivity in through
the bulk [120].
7.3.2 Quantum oscillations in semi-metals
To calculate the conductivity we once again make use of the Kubo formula. As above
we consider a single Weyl cone at the origin, H = σ · p, such that the current operator
is jˆ = evFσ. Ignoring vertex corrections and the negligible contributions from ⟨GG⟩ and
⟨G†G†⟩, the zero temperature transversal conductivity is [116, 121, 122]
σxx(B) =
e2v2F
2πl2B
Re
∞∑
n=0
∫
dkz
2π Tr Im G
+
n Im G−n
}
, (7.27)
where G±n is the disorder averaged Green’s function of the n-th Landau level in Eq. (7.19).
A plot of the resistivity, calculated using the same SCBA result for the self-energy as
in Fig. 7.3 is shown in Fig. 7.4a. We see that the oscillations in the density of states
result in corresponding oscillations in the resistivity as a function of magnetic field. These
oscillations are known as Shubnikov de Haas oscillations [123]. The frequency of these
oscillations is inversely proportional to the magnetic field and set by the Fermi-energy and
it is therefore possible to use these oscillations to measure the Fermi-wave vector (see e.g.
discussion in [16]). We will see in the next chapter that this measurement will be enable
us to predict the location of additional peaks in the experiment that we discuss there.
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Summary and outlook
In this chapter we have seen that one of the unique properties of Dirac materials is their
increased sensitivity to magnetic fields, with Landau level spacings proportional to
√
n.
This enables us to more easily enter the quantum limit of the lowest Landau level. We
also saw that disorder has the effect of broadening Landau levels and leads to quantum
oscillations in the magnetoresistance.
Of particular importance for the next chapter is that, in the quantum limit, the Friedel
oscillations that develop close to an impurity are effectively 1d in nature decaying in real
space as 1/r. In the next chapter we will see how this 1d physics can lead to a unique
magnetoresistance phenomena deep in the quantum limit.
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Transport spectroscopy of 3D Dirac
materials in the quantum limit
In this chapter we turn our focus to a specific transport phenomenon in Dirac and
Weyl semi-metals containing multiple Dirac or Weyl points. In the previous chapter we
showed that a strong magnetic field B causes electrons within each Dirac node to form
effective one-dimensional channels flowing parallel or antiparallel to the field B. The main
idea behind this chapter is that the one-dimensional nature of electron motion deep in
the quantum limit allows for scattering rates that can be controlled very efficiently via
rotation of the magnetic field. More precisely, we will show that there is a strong angular
dependence whenever there exists a scattering process that is sensitive to momentum
transfer. This is because scattering between one dimensional channels is only dependent
on the distance |∆k∥|, the projection of k onto the direction parallel to the magnetic field.
As a result magnetoresistance curves due to this effect can be used to “spectroscopically”
map out the locations of electron pockets within the Brillouin zone.
So that we have a concrete experimental example, we begin this chapter by discussing
the Dirac material Pb1−xSnxSe and angular dependent magnetoresistance experiments
conducted upon it. After outlining theoretically the impact that momentum sensitive
scattering has on magnetoresistance we turn to potential scattering mechanisms. The
most obvious choice for a momentum dependent scatterer is a long-ranged impurity,
however, we will show that such an impurity would need to be extremely broad to cause
an effect as sharply angular dependent as that found in Pb1−xSnxSe. In contrast to long
range impurities, we will show that interactions between incoming electrons and the the
quasi-1d Friedel oscillations, which we saw in the previous chapter, naturally result in
extremely sharp angular dependence of magnetoresistance and predict well the location of
the peaks in Pb1−xSnxSe. While Friedel oscillations can reproduce the positions of peaks in
magnetoreistance they struggle, at all but the largest fields, to reproduce the magnititude
of the effect found in experiments.
8.1 Angular dependent magnetoresistance in Pb1-xSnxSe
As discussed in chapter 1, Weyl nodes always come in pairs as monopoles and anti-monopoles
connected by a quantized Berry flux and are only possible in materials that explicitly break
either inversion or time reversal symmetry [23]. In contrast, it is in principle possible to
have a material with a single Dirac node. Nonetheless, it is commonly the situation that
further symmetries enforce the presence of multiple copies of Weyl- or Dirac nodes. For
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Fig. 8.1 Anisotropic magnetoresistance in Pb1-xSnxSe: (a) The AMR measured
at 1.8 K for a series of fixed magnetic fields. The data are symmetrized with respect
to +z and −z direction to remove the admixture of Hall signal due to misalignment.
Blue curves correspond to fields where the electrons primarily occupy the lowest Landau
level, B ∼ 9T (b) AMR scans at 14 T for various temperatures. Blue curves indicate
temperatures smaller than the spacing between the lowest and first Landau levels i.e. for
these temperatures the vast majority of electrons occupy the lowest Landau level. In both
panels the data are vertically shifted for clarity, dashed lines indicate the positions of magic
angles corresponding to those in Fig. 8.2c, and arrows the position of extra peaks where
the momentum difference between Fermi-pockets is 4kF , as predicted by our theory (see
text).
example, TaAs [24] has 24 Weyl nodes and in Pb1−xSnxSe, the Dirac semi-metal which the
experiments discussed in this chapter are conducted on, there are four Dirac nodes [27].
We saw at the end of chapter 1 that Pb1−xSnxSe (PSS) undergoes a topological phase
transition from a trivial insulator to a topological crystalline insulator as a function of x
at low temperatures, the transition occurring at x ≈ 0.17 [27]. At the phase transition
the bulk band gap of PSS closes forming a Dirac semi-metal with 4 Fermi-pockets at
the L-points of the bulk Brillouin zone (see Fig. 8.2a). The Hamiltonian at L-points was
already presented in chapter 1, Eq. (1.27), the situation currently under consideration is
m ≈ 0.
The experiments discussed here were carried out on a low carrier concentration (1.3×1017
cm−3 per pocket) single crystal of PSS with x = 0.17. The low electron density with
correspondingly small Fermi momenta kF and the large reciprocal space distance∆k ∼ 65kF
between Dirac nodes makes this system ideal to investigate how the momentum-space
geometry affect transport.
The sample was mounted on a single-axis rotational probe so that the direction of the
applied magnetic field can be rotated in the (010) plane with the current along the [100]
axis. As the magnetic field is rotated there is a strong angular dependence of the angular
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Fig. 8.2 Geometry of Pb1-xSnxSe Brillouin zone: a) The positions of the Fermi-
pockets (blue) located at the L-points of the FCC Brillouin zone. Panels b) shows the
geometry of this projection of the 3D Brillouin zone onto the xz plane, in which the
magnetic field is rotated and c) Possible scattering vectors between different Fermi-pockets
in this projected plane. At magic angles, the magnetic field is perpendicular to these
scattering vectors (up to a small correction due to kF , see e.g. Eq. (8.10)) giving rise to
peaks in the resistivity.
magnetoresistance, AMR ≡ (ρxx(ϕ)− ρxx(ϕ = 0))/ρxx(ϕ = 0), which is shown in Fig. 8.1
for a series of different magnetic fields (B) and temperatures (T ). Around ϕ = 0◦, the
AMR shows the standard behaviour following ∼ cos2 ϕ− 1, which arises solely because the
resistivity parallel to the magnetic field is smaller than perpendicular to the field. However,
at around ϕ ≃ 70◦, the AMR starts to deviate from the expected behaviour and AMR
displays several pronounced peaks.
Surprisingly, the most pronounced peak occurs at ϕ = 90◦ when the current flows parallel
to the magnetic field. Naively we expect the lowest resistivity for this geometry since there
is no orbital contribution and electrons can flow freely parallel to the field. The origin of
the peaks cannot be ascribed to some peculiar Fermi surface shape, since the Shubnikov de
Haas oscillations tell us that each Fermi surface is approximately spherical. The prominent
angular dependence can therefore not originate from anisotropies of a single Fermi surface
but is most likely related to the presence of multiple Fermi surfaces. Furthermore, Fig. 8.1b
shows that the AMR changes only weakly as a function of temperature with the sharp
peaks robust for a large range of temperature of 80 K down to the lowest measured
temperatures, this rules out a phase transition [124] as a cause and strongly suggest that
AMR is dominated by impurity scattering.
8.2 Geometry in a magnetic field
To understand the origin of the experimental peaks we need to consider the relevant
geometry of the system after the application of the magnetic field. This is because, as we
saw in the last chapter, parallel to the magnetic field the electrons can move freely, while
perpendicular they perform a cyclotron motion. This means that in the quantum limit –
where motion is essentially 1-dimensional – the Brillouin zone of the quasi-1d system in a
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strong magnetic field is the projection of the Fermi-pockets onto the direction parallel to
the magnetic field (see Fig. 8.2b). The projected distance in momentum space between
two Fermi-pockets, k0∥, changes with the direction of the magnetic field as it is rotated
in the (010) plane of Pb1-xSnxSe. There exist several “magic” angles, where the magnetic
field is perpendicular to the momentum difference k0 between two Dirac nodes (shown in
Fig. 8.2c) at these angles k0∥ vanishes. It is important to realise that these occur not just
between Fermi-pockets within the same Brillouin zone but can also arise from scattering
over several reciprocal lattice vectors.
Indeed for large magnetic fields and low temperatures, several (but not all) of the peaks
occurring in the experimental AMR traces are at these magic angles where the projected
inter-nodal momentum transfer, k0∥, vanishes (dashed lines in Fig. 8.1). This suggests
the origin of the resistivity peaks is a scattering mechanism which can efficiently transfer
momentum in the direction perpendicular to the field but is highly dependent on the
momentum distance between Fermi-pockets parallel to the field.
Since peaks occur at locations where Fermi-pockets overlap one could use this measure-
ment to spectroscopically map out the Brillouin zone of a Dirac or Weyl semi-metal if its
bulk electronic structure was unknown.
8.3 Angular dependent scattering
For the scattering mechanism to be sensitive to the momentum transfer parallel to the field
the scatterer responsible cannot be point-like, e.g. U(r) = u0δ(r − r0), since the Fourier
transform of such an impurity potential is a constant it scatters equally to all momenta.
This sets a strong constraint on the underlying scattering mechanism responsible for the
angular dependence of the magnetoresistance in Pb1-xSnxSe; the scatterer must have a real
space structure that is capable of inter-nodal scattering freely perpendicular to the field
but not parallel.
8.3.1 Long range impurities
The most obvious candidate is a long ranged Gaussian impurity of width a with the form
ULimp(r) = UL0 e−(r−ri)
2/2a2 , where the impurity is centered at ri. Scattering from such
an impurity approximately conserves momentum. Since only the projected momentum
parallel to the field is relevant very deep in the quantum limit, the idea is that a the
Gaussian potential ULimp(r) is capable of scattering between quasi-1d channels only when
the Fermi-pockets are close in the projected momentum space, i.e. scattering is most
efficient close to the magic angles discussed above.
As we saw in previous chapters, the scattering rate can be computed explicitly by
calculating the inter-nodal matrix elements of the Landau level wave-functions with the
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long-range potential, as appears in the Boltzmann equation. This gives
Γkz ,k
′
z
kx,kx
=
〈
| ⟨ψ+kx,kz |U |ψ−kx,k′z⟩ |
2
〉
imp
=M0e−(k
′
x−kx)2l2B/2e−a
2(k′x−kx+k0x)2e−a
2(k′z−kz+k0z)2 ,
(8.1)
where ± indicates states from the Dirac cone at ±k0/2 and we have averaged over the
impurity position ri. From the matrix element Γkz ,k
′
z
kx,kx
we see that, in the true quantum
limit1 lB → 0, the factor e−(k′x−kx)2l2B/2 → 1 and no longer suppresses large momenta
transfers perpendicular to the field. In contrast, parallel to the field, the energy dependence
of kz is always pinned by the Fermi-energy such that kz, k′z = ±kF . This means that the
the transport scattering rate 1
τ jiL
for scattering from Dirac node i to Dirac node j (possibly
in a higher Brillouin zone) due to long-ranged impurities is given by
1
τ jitr
=
∫
dkx
2π
dk′x
2π Γ
±kF ,∓kF
k′x,kx
= 1
τ ji0
e
−a2(∆kji∥ )2−
a2l2
B
(∆kji⊥ )
2
2a2+l2
B ∼ e−
2a4k20
2a2+l2
B
(ϕji−ϕ0)2
, (8.2)
where k0 = |k0j − k0i |, ∆kji∥,± = k0 cosϕji ± 2kF and ∆kji⊥ = k0 sinϕji are the momentum
transfers parallel and perpendicular to the magnetic field, see Fig. 8.2. ϕji denotes the
angle between k0j − k0i and the magnetic field and ϕ0 = ±
(
π
2 ± 2kF
2a2+l2B
2a2k0
)
determines
the position of the peaks. Note that we only considered transitions between modes with
opposite velocity, and therefore |kz − k′z| = 2kF because only those contribute to the
resistivity and are relevant for transport scattering time.
From Eq. (8.2) we see that: (i) There is a peak in the scattering rate at “magic angles”
whenever ϕji ≈ ϕ0. The scattering vector k0j can be located in a higher-order Brillouin
zone (BZ) (for k0i in the 1. BZ), suggesting that a sequence of many such peaks should
exist at the angles defined in Fig. 8.2c. (ii) The position of peaks at these magic angles
can be used to infer the position of the Dirac (or Weyl) nodes in the BZ.
Whilst the scattering rate due to an extended impurity is strongly angular dependent,
in the final approximation of Eq. (8.2) we neglected a factor ∼ exp
(
− l2Bk202a2+l2B
)
. This factor
is unity in the quantum limit lB → 0 when the channels parallel to the field become truly
one dimensional. Away from thise limit, however, the overall size of the effect will be
small unless the magnetic length is smaller than the extent of the impurity lB ≪ a and
the distance between Dirac points is small relative to the magnetic length k0lB ≲ 1. Both
conditions are only fulfilled for very large fields. However, in reality, even for the largest
field strengths used in the experiments 14 T, the magnetic length is a large length scale,
in this corresponds to Pb1−xSnxSe the magnetic length is ∼ 11 lattice spacings. As such it
is unlikely these conditions are fulfilled for realistic field strengths because: 1) the size of
lB means that the first condition requires poor screening and 2) for the second condition
1In this limit the Landau level associated with each kz becomes extremely degenerate, such that there is
a question of whether the material hosts a constant particle density, resulting in a B dependent µ, or a
constant chemical potential, resulting in a B dependent n. When talking of this limit we will assume a
constant chemical potential, this means there is a reservoir of charge that the system can use to fill up the
LLs to maintain µ.
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to be satisfied the Dirac points would need to be very close to each other in momentum
space, this is not the case in our experimental system Pb1−xSnxSe where the Dirac points
are located at the edges of the Brillouin zone, see Fig. 8.2.
8.3.2 Interaction corrections
There is, however, another scattering mechanism which can lead to highly anisotropic
scatterer in our system. We saw in the previous chapter that internodal scattering from
point-like impurities results in Friedel oscillations of the form
δnξξ
′(r) = n0eik0·re−r
2
⊥/2l
2
B
cos(2kF z)
|z| = n0δn
ξξ′
⊥ (r⊥)δn
ξξ′
∥ (z), (8.3)
where in the final equality we have used that the Friedel oscillations are separable. Consider
now the interactions an electron with this Friedel oscillation, which we take to be a contact
interaction V0(r − r′) = V δ(r − r′). The Friedel oscillation then acts as a scatterer itself
[125], such that
δV (r1, r2) = VH(r1)δ(r1 − r2)− VF (r1, r2) (8.4)
where we have defined the Hartree term
VH(r) =
∫
dr′V0(r′)δn(r − r′) = V δn(r) (8.5)
and Fock term
VF (r1, r2) =
1
2V0(r1 − r2)δn(r1, r2) =
1
2V δn(r1)δ(r1 − r2), (8.6)
with δn(r1, r2) the density matrix. The effective potential of the Friedel oscillation is
therefore equivalent to an impurity of the form u(r) = V δn(r−ri), where ri is the location
of the impurity inducing the oscillation. These interaction corrections to the conductivity
from 1d and 2d Friedel oscillations are well known [125–128] and are especially strong in
low dimensions due to their slow decay.
In the case of inter-nodal Friedel oscillations the Fourier transform of the potential
Eq. (8.3) is2
δnξξ
′(q) = n˜0e−(q⊥−k0⊥)
2l2B ln(|2kF − q + k0∥||2kF + q − k0∥|), (8.7)
2The arguments of the logarithms are made dimensionless by a term from the cut-off Λ that is
approximately constant for small q (see previous chapter).
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Fig. 8.3 Scattering from Friedel oscillations: Schematic image showing scattering of
electrons from Friedel oscillations in the lowest Landau level (up to small wave length
oscillations ∼ eik0⊥r⊥). a) Close to magic angles the period of Friedel oscillations is ≈ π/kF
resulting in resonant back-scattering of incoming electrons. b) Away from magic angles the
electrons are incoherently scattered and the effect is substantially smaller.
which we see in the quantum limit lB → 0 becomes truly one dimensional. The leading
order correction to the self-energy is
Σ(k, ω) =
〈
ξ
ξ′ ξ
〉
= u0V n0M⊥
∫
dq
2π
nξξ
′
∥ (k − q)
ω ± vF q , (8.8)
where M⊥ =
〈∫
dqx
2π ⟨ψ
+
kx
|n⊥ |ψ−qx⟩ ⟨ψ+qx |u0 |ψ−kx⟩
〉
=M0e−l
2
Bk
2
0⊥/4 (8.9)
is the impurity averaged matrix element of the perpendicular components, which is simply
the matrix elements of the Landau wave functions with a Gaussian potential with width
a = lB (see above). This correction represents an incoming electron scattering off first
the Friedel oscillation and then impurity center itself. This contribution is non-zero after
impurity averaging because the center of the Friedel oscillation is the impurity which is
scattered off, such that ⟨δn(q)u(q)⟩imp ≠ 0. One may expect that the long range of the
Friedel oscillations will result in a large amount of interference with other oscillations,
however the only terms that survive impurity averaging parallel to the field are scatterings
involving the same impurity, to linear order in impurity density nimp.
From the self-energy we are able to calculate the scattering rate at the Fermi-momenta
kF = µ/vF , such that
1
2τkF
= −ImΣ(µ, kF ) = u0V n0M⊥nξξ
′
∥ (k − kF ) =
1
2τ0
ln(|4kF − k0∥||k0∥|). (8.10)
We see that this rate is has a maxima at two positions, when the projection of the distance
between Fermi-pockets k0∥ = 0, 4kF . The equivalent Friedel oscillation due to the reverse
inter-nodal scattering process will have maxima at k0∥ = 0,−4kF . This means that, in
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Fig. 8.4 Comparison of AMR theory and experiment: a) Plot of theory resistivity
using the scattering time Eq. (8.10), in the quantum limit b) Experiment at 14 T and
1.8 K. Theory predicts the location of peaks in the resistivity at magic angles where the
projected distance between Fermi-pockets vanishes. Additional peaks are expected when
this distance k0∥ = ±4kF , these are indicated by red arrows.
the quantum limit where M⊥ ∼ 1, we expected extremely strong scattering that is highly
dependent on angle. In addition to a peak when the field is perpendicular to the vector
connecting two Fermi-pockets k0, we also expect a second peak when this projected distance
k0∥ = ±4kF . Physically the origin of these peaks comes from angles where the overall
wave-length of the inter-nodal Friedel oscillations is π/kF , when this occurs the Friedel
oscillation resonantly back-scatterers incoming electrons (see Fig. 8.3a), away from these
angles the Friedel oscillation has a period that results in scattering that is off-resonant (see
Fig. 8.3b).
As we saw at the end of the previous chapter, we are able to independently measure kF
using the period of Shubnikov de Haas oscillations, such that it is found kF = 1.6×106 cm−1
which for the distance k0 between the closest Fermi-pockets gives k0 ≈ 65kF our theory
therefore predicts peaks at 86.4o and 93.6o. These are shown by red arrows in Fig. 8.4.
We see that our theory therefore also explains the locations of the side peaks found by
experiment.
Just as for the long-ranged impurities, however, the experiment is not conducted in the
true quantum limit. This means that the matrix element M⊥ resulting from scattering
intra-nodal scattering off the rapidly oscillating gaussian envelope perpendicular to the
field, is extremely small when lBk0⊥ ≫ 1, as is the case even at the highest experimental
fields. Unlike the long-ranged impurities, the Friedel oscillations can still result in a large
scattering rate if there is an additional sharpening of this envelope function along the
line close to r⊥ ≈ 0. We speculate that this sharpening may occur, for example, due to
additional interactions of electrons with themselves or other impurities.
8.3.3 Resistivity in the quantum limit
As discussed in chapter 4, the simplest approximation to the conductivity is the Drude
conductivity σD. From the definition of the scattering time and using the fact that the
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density of states for each k∥ within a single Landau level is given by 1/2πl2B the conductivity
due to either of the scatterers discussed above is given by
σ∥ = NDNS
e2vF τtr(kF )
4π2ℏl2B
, (8.11)
where NS and ND are the number of spins per states and the number of Dirac nodes in
the system, respectively. The resistivity using this formula calculated in the quantum limit
and including the cos2(ϕ) dependence of ρ⊥ is plotted in Fig. 8.4a.
Summary and outlook
In this chapter we saw that Pb1−xSnxSe shows several pronounced resistivity maxima as
a function of the angle of an applied magnetic field. The location of these peaks can be
predicted by simple geometric arguments due to the presence of multiple Fermi-surface
in the Brillouin zone. This is because only the projection of the Fermi-pockets onto the
direction parallel to the field is important in the extreme quantum limit lB → 0. We also
discussed two momentum dependent scattering mechanisms that could give rise to such
maxima in resistivity: Long range impurities and the interactions of incoming electrons
with Friedel oscillations that build up in the vicinity of an impurity. In particular we
argued that, close to angles where the Fermi-pockets are located on top of each other in the
projected space parallel to the field, scattering is approximately resonant. In contrast as
the field is rotated away from these directions the scattering rate is significantly diminished.
Not only does our theory predicts maxima close to these resonant “magic angles” but it is
also capable of reproducing the locations of side-peaks which we predict to occur when
Fermi-surfaces are separated by 4kF .
Surprisingly, the experimentally observed effect is significantly more enhanced than
our theory predicts for even the maximum experimental field strength. This strongly
suggests that either the Friedel oscillations or the Landau levels in Pb1−xSnxSe are more
one dimensional than expected.
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Conclusions and outlook
In this thesis we investigated the impact of disorder on Dirac materials with a particular
focus on transport phenomena. As we have seen throughout, the ever-growing number of
theoretical and experimental systems that are governed by a Dirac-like Hamiltonian provides
a constant stream of novel phenomena, as well as the possibility of resolving many high
energy questions in a condensed matter setting. This incredibly fast pace of development
is evinced by the birth of topological insulators, which went from theoretical prediction to
experimental realisation within just 2 years. Dirac materials not only provide a playground
for novel quantum phenomena, but it is also likely that many future technological advances
will utilise these materials.
An important feature of Dirac materials is their protection from back-scattering when
disorder preserves the symmetries which protect their Dirac cone. We saw that one way
to measure this is to look for the faster decay of oscillations in the local density of states
that form close to an impurity. In particular, it is possible to experimentally observe these
oscillations using scanning tunnelling spectroscopy on the surface of a topological insulator.
By combining theory and experiment we were able to measure this protection and, in doing
so, characterise the surface of the topological insulator.
Having established the robust back-scattering protection provided by a topological
insulator’s surface, we proceeded to break it by the application of an in-plane magnetic
field. Such a field does not destroy the Dirac physics of the surface states but enables
the scattering of electrons with a momentum perpendicular to the field. The result is
an anisotropic magnetoresistance and an associated planar Hall effect which was also
experimentally observed on the surface of Bi2−xSbxTe3 thin films. From a theoretical
perspective it was important to include the vertex corrections of the current-current
correlation function, which encode the conservation laws necessary to correctly calculate
transport properties.
When the surface of a topological insulator is wrapped up to form a thin nanowire, the
surface states have a quantised angular momentum around the wire. As a result the kinetic
energy along the wire is governed by bands with an equal energy spacing. We showed that
these energy sub-bands result in a series of peaks in the resistivity of a topological insulator
nanowire as a function of chemical potential. By comparing our theory with experiments
on very thin wires of Bi2−xSbxTe3 we were able to unambiguously identify the confinement
of the wave-function around the wire.
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Finally, we saw that 3d Dirac materials in a magnetic field become effectively one
dimensional parallel to the field. This is due to the reduction in spacing between Landau
levels in a Dirac material, which enables the system to reach the quantum limit of the lowest
Landau level even for relatively small fields. In this quantum limit the presence of multiple
Fermi-surface in the Brillouin zone, coupled with the effectively 1d Friedel oscillations that
build up around impurities, result in a highly angular dependent magnetoresistance. This
occurred because only the projection of the Fermi-pockets onto the direction parallel to
the field is important in the quantum limit. The highly momentum dependent scattering
that results from interactions of electrons with Friedel oscillations causes an extremely
strong resonant back-scattering close to angles where the Fermi-pockets are located on
top of each other in this projected space and is significantly diminished away from these
angles. Our theory predicts well the locations of peaks in the magnetoresistance seen in
PbxSn1-xSe. Puzzlingly, however, the experimentally observed effect is significantly more
enhanced than our theory expects at the field strengths used in real experiments.
Outlook: At the end of each chapter we have provided a more detailed outlook, here we
will only discuss some of the most exciting prospects for future work:
The controlled breaking of time-reversal symmetry provides a mechanism to lift the
topological protection of a topological insulator. It is interesting to consider further im-
pacts this might have on the surface state, for example, whether it is possible to induce
localisation using this effect. The lifting of protection may also prove important for
nanowires, where the threading of half a flux quantum along the wire leads to the closing
of the surface band gap.
Topological insulator nanowires present one of the most exciting frontiers for novel
physics in Dirac materials. Their relative infancy leaves many unanswered theoretical and
experimental questions unanswered. The most obvious experimental goal is the realisation
of Majorana zero modes at the ends of a wire and the potential manipulation of these modes
to perform quantum computation. In the more immediate future a detailed theoretical
understanding of nanowire’s transport properties in the presence of a magnetic field is
required, including effects such as the magnetised impurities that induced the planar Hall
effect. Also the effects of geometry and charged impurities, which may induce puddles in
the bulk or on the surface of the nanowire, are not yet understood.
The excellent fit of theoretical and experimental peaks in PbxSn1-xSe indicates that the
electronic states and/or Friedel oscillations of 3d Dirac materials are more one-dimensional
than we expect. This clearly calls for an explanation as to why the effect is so strong in
PbxSn1-xSe and whether a similar such effect occurs in other Dirac semi-metals or Weyl
semi-metals.
Of course the most exciting frontier is not the questions we already know about, but
those experimental and theoretical surprises that lie around the corner, waiting to be
discovered.
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A
Quasi-particle interference from massive
Dirac fermions
This appendix calculates the FT-LDOS due to massive Dirac fermions, as given in
chapter 3. The procedure for the calculation is largely identical to that of the massless
case.
In the presence of a finite mass m the free Green’s function has the form
G0(k, ω) =
ω + vF (kxσy − kyσx) +mσz
(ω)2 − v2F (k2x + k2y)−m2
. (A.1)
As in chapter we assume a diagonal impurity potential such that T (ω) = T (ω)1 and the
change in the LDOS can be written
δρ(q, ω) =− 1
π
Im
{
Tr
{∫
dk
(2π)2G0(k, ω)T (ω)G0(k − q, ω)
}}
(A.2)
= −2U
π
Im T (ω)Λ(q, ω) =− 2U
π
ImT (ω)
{ ∫
dk
(2π)2
ω2 + v2fk2 +m2 − v2Fk · q
(ω2 − v2Fk2 −m2)(ω2 − v2F (k − q)2 −m2)
}
.
The calculation proceeds identically to the massless case: switching to matsubra frequencies,
using the Feynman trick and then integral taking the k integral, which now looks like
∫ 1
0
dx
∫
d2k
(2π)2
−ω2 +m2 + v2f (k2 − x(1− x)q2)
(∆2 + v2Fk2 +m2)2
(A.3)
=
∫ 1
0
dx
∫ ∞
0
dk k
2π
−ω2 +m2 + v2f (k2 − x(1− x)q2)
(∆2 + v2Fk2 +m2)2
, (A.4)
where ∆2 = ω2 + x(1− x)v2Fq2 giving
Λ(q) = 14πv2F
∫ 1
0
dx
(
−∆2 +m2
∆2 +m2 +
−Λ2 +∆2 +m2
Λ2 +∆2 +m2 + log
(
∆2 +m2
Λ2 +∆2
))
(A.5)
= 14πv2F
∫ 1
0
dx
(
−1 + −∆
2 +m2
∆2 +m2 + log
(
∆2 +m2
Λ2
))
, (A.6)
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fermions
where we used Λ ≫ q in the final line. This is same as the massless case for m → 0.
Performing the integral gives
Λ(q, iω) = 12πv2F
2 sgn(ω˜)g(ω˜) arcTan 1
g(ω˜) + ln
(−(ω2 +m2)
Λ2
)
+
2
(
2m
qvF
)2
arcTan
(
1
g(ω˜)
)
g(ω˜)
 .
(A.7)
where ω˜2 =
(
2m
qvF
)2
+
(
2ω
qvF
)2
. As before the LDOS difference is simply, after analytic
continuation, ∆ρ(q, ω) − 1π Im T (ω)Λ(q, ω). We see that this is of the form ∆ρ(q, ω) =
ρ0(q, ω) + ρm(q, ω), where ρ0 is the same as the massless result with a renormalised ω and
ρm(q, ω) vanishes at for m→ 0 but is sharply peaked when vF q/2 ≈ ω since here perfect
nesting occurs and there is no protection from backscattering (see chapter 3).
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Matsubara sum and vertex corrections
In this appendix we provide two of the missing details for the derivation of the conduc-
tivity using the the current-current correlator.
Mastubara sum:
This calculation is broadly similar to the one in [66]. The only difference is that there are
two poles in the Dirac Green’s function for negative and position energies.
The first correlation function that contributes to the conductivity is the bubble diagram:
π
(0)
αβ (iΩ) =
1
β
∫
d2k
(2π)2
∑
ωn
Tr⟨jαG(k, iωn + iΩ)jβG(k, iωn)⟩. (B.1)
The Matsubara summation can be computed as follows:
S = 1
β
∑
ωn
Tr⟨jαG(k, iωn + iΩ)jβG(k, iωn)⟩. (B.2)
This sum can be calculated from the contour integral along a circle of radius R→∞ in
the complex plane [66]:∫
dZ
2πi nF (Z)Tr(j
αG(k, Z + iΩ)jβG(k, Z)), (B.3)
where nF (Z) is the Fermi-function and the integral equals the sum plus contributions from
above and below the branch cuts at the energy eigenvalues Z = ϵ+, Z = ϵ−, Z = ϵ+ − iΩ,
and Z = ϵ− − iΩ (note ϵ− will be negative but since we integrate along this branch cut
that has no implications for the calculation). This differs from the same calculation in [66]
due to the positive and negative branches of the Dirac Green’s function. Therefore we can
write the bare bubble correlator as:
S = 2i
∫
dϵ
2π
(
nF (ϵ)Tr(jαG(k, ϵ+ iΩ)jβ
{
G(k, ϵ+ iδ)− G(k, ϵ− iδ)
}
+ nF (ϵ− iΩ)jα
{
G(k, ϵ+ iδ)− G(k, ϵ− iδ)
}
jβG(k, ϵ− iΩ))
)
.
(B.4)
This means the correlation function can be written as:
π
(0)
αβ (iΩ) = 2i
∫
dϵ
2π
∫
d2k
(2π)2
(
nF (ϵ)Tr(jαG(k, ϵ+ iΩ)jβ
{
G(k, ϵ)− G†(k, ϵ)
}
+ nF (ϵ− iΩ)jα
{
G(k, ϵ)− G†(k, ϵ)
}
jβG(k, ϵ− iΩ))
)
.
(B.5)
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Performing analytic continuation we set iω → Ω+ iδ and can calculate the longitudinal
DC conductivity from:
σαα = − lim
Ω→0
Im
(
παα(Ω)
Ω
)
= − lim
Ω→0
Re
{
2e2v2F
∫
dϵ
2π
∫
d2k
(2π)2Tr
(nF (ϵ)− nF (ϵ+Ω)
Ω σ
αG(k, ϵ+Ω)σαG†(k, ϵ)
+ nF (ϵ+Ω)Ω σ
αG(k, ϵ+Ω)σαG(k, ϵ)− nF (ϵ)Ω σ
αG†(k, ϵ+Ω)σαG†(k, ϵ))}.
(B.6)
Since we take the trace over the matrices, in the limit, the real parts of the final two
terms cancel and so they are purely imaginary and do not contribute meaningfully to the
conductivity far from the Dirac point. Hence we arrive at the final equation for the DC
conductivity:
σαα = e2v2FRe
∫
dϵ
2π
∫
d2k
(2π)2n
′
F (ϵ)Tr{σαG(k, ϵ)σαG†(k, ϵ)}. (B.7)
Where n′F (ϵ) is the derivative of the Fermi-function w.r.t. ϵ. At zero temperature this is
just a delta function such that: n′F (ϵ, T = 0) = −δ(ϵ−µ) where µ is the chemical potential.
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Vertex corrections mapping:
Here we prove the mapping of the components that form the vertex correction to the
conductivity, as set out in the main text chapter 4. The first ladder diagram π(1)αβ (iΩ)
written out explicitly in terms of its indices is:
e2v2f
β
∑
k,k′,{ai}
σαa1,a2Ga2,a3(k, iωn + iΩ)Ta3,a4(iωn + iΩ)Ga4,a5(k′, iωn + iΩ)
×σαa5,a6Ga6,a7(k′, iωn)Ta7,a8(iωn)Ga8,a1(k, iωn)
=
e2v2f
β
σαa1,a2M
a2,a3
a8,a1T
a3,a4
a7,a8M
a4,a5
a6,a7σ
α
a5,a6,
(B.8)
where we have defined:
Map,aqai,aj (iωn, iΩ) =
∑
k
Gap,aq(k, iωn + iΩ)Gai,aj (k, iωn) (B.9)
and
T ap,aqai,aj (iωn, iΩ) = Tap,aq(iωn + iΩ)Tai,aj (iωn). (B.10)
As described in the main text these objects map to 4× 4 matrices that are the Kronecker
products of the original matrices. Explcitly writing this out in terms of indices we have:
T ap,aqai,aj (iωn, iΩ) =Tap,aq(iωn + iΩ)Tai,aj (iωn) (B.11)
→ Tap,aq(iωn + iΩ)⊗ Tai,aj (iωn) = T (iωn + iΩ)2(ap−1)+ai,2(aq−1)+aj .
Hence we can write the vertex correction as:
π
(0)
αβ (iΩ) + π
(1)
αβ (iΩ) = π
(0)
αβ (iΩ) +
∑
n
π
(n)
αβ (iΩ)
=
e2v2f
β
∑
iωn
σαM(iωn, iΩ)
∞∑
n=0
(T (iωn, iΩ)M(iωn, iΩ))nσβ,
(B.12)
as in the main text. The calculation then proceeds as set out in the main text.
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C
Parameter averaging in the planar Hall
effect
This appendix follows from chapter 5 on the planar Hall effect. It describes how to
perform the calculation of anisotropic magnetoresistance and density of states, including
vertex corrections, averaged over a finite distribution of parameters. We find that our
conclusions our calculations using a single parameter are robust.
In reality the topological insulator surface from chapter 5 will contain different types
of impurities which are described by a distribution of parameters V and ϵ. To check
the robustness of our description of the experiment, we show in the following that such
distributions do not affect our conclusions.
Within the self-consistent T-matrix approximation, the average over parameters can
directly be implemented by averaging over ϵ and/or V in Eq. (5.12). To perform this
averaging we assume that the distribution of parameters is described by a Gaussian
distribution n(ϵ, V ) with averages ϵ¯ and V¯ , widths ∆ϵ and ∆V , and
∫
n(ϵ, V ) dϵ dV = nimp.
To calculate vertex corrections, Eq. (5.21) has to be replaced by
T (ω,Ω) =
∫
dϵ dV
n(ϵ, V )
nimp
T (ω +Ω)⊗ T (ω). (C.1)
Figure C.1 shows the results of both V and ϵ averaging. We see that the distribution
has no effect on the position of the peaks in δ(µ) = (ρ∥ − ρ⊥)/ρ⊥, which are only slightly
broadened. The height of the peaks in increased due to the enhanced magnetic scattering
arising from impurities with smaller ϵ and V . Most importantly, averaging over impurity
distributions does not affect our interpretation of the anisotropic magnetoresistance put
forward in the main text.
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Fig. C.1 Density of states and AMR for averaged parameters: The density of
states (left) and resistivity anisotropy δ(µ) (right) as a function of chemical potential for a
single type of impurity with ϵ = 2.5η0, V =
√
4π (blue line), a Gaussian distribution of ϵ
values with ϵ¯ = 2.5η0 and width ∆ϵ = η0 (green, dashed), and a Gaussian distribution of
V values with V¯ =
√
4π and width ∆V = V¯ /8 (red, dashed). We see that averaging has
a negligible effect on the density of states and on the position of the peaks in δ(µ). The
peaks are, however, slightly broadened and the size of the peaks increases as impurities
with smaller ϵ and smaller V get magnetized more strongly, leading to enhanced spin-flip
scattering.
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D
3d Dirac Landau level wave-functions
In chapter 7 we have found the Landau level structure of the Dirac Hamiltonian in a
magnetic field. We can use this to explicitly determine the wave-functions in real space, as
used to calculate the Friedel oscillations in the vicinity of an impurity. The procedure is
not dissimilar from that of calculating the eigenfunctions of the Harmonic oscillator. We
begin by make use of the lowering operator to write the differential equation
⟨x| a |0⟩ = −ivF ∂ϕ0
∂x
± vFK0xϕ0 + vF ∂ϕ0
∂y
− vFByϕ0 = 0. (D.1)
Since we know the eigenfunctions of the harmonic oscillator are Gaussians we make use of
the ansatz wave function ϕ0(x, y) = exp(i(kx +K0x)x)φ0(y) which solves this differential
equation when φ0(y) = exp(−(kxlB − y/lB)2/2). The full ground state wave-function in
position space at r = (x, y, z) is therefore
ψ0(r) = A0τz
(
1
0
)
e−(kxlB−y/lB)
2/2ei(kz±K0z)zei(kx±K0x)x, (D.2)
with normalisation A0 = 1/(
√
lB
√
πLxLz). We chose a gauge with translation symmetry
in the x and z direction so unsurprisingly the wave-function in these directions are plane
waves. In the y-direction, where translation symmetry is broken by the field, we find that
the wave-function in the lowest Landau level decays as a Gaussian centered around y = kx.
The higher Landau levels are easily obtained from the lowest Landau level using the
identity ϕn = ⟨x|n⟩ = ⟨x| (a†)n |0⟩ /
√
n! which defines the differential equation
ϕn =
1√
n!
(
−ivF ∂
∂x
− vFK0x − vF ∂
∂y
− vFBy
)n
e−(kxlB−y/lB)
2/2ei(kx+K0x)x
= 1√
n!
(
vFkx − vF ∂
∂y
− vFBy
)n
e−(kxlB−y/lB)
2/2ei(kx+K0x)x.
(D.3)
We recognise the right hand side of this as the same equation as those for the excited
states of the Harmonic oscillator, or equivalently, the generating operator for Hermite
polynomials. It follows that the full wave functions of the nth LL in real-space
ψn(kx; y) =
 AnHn ( ylB − kxlB)
An−1Hn−1
(
y
lB
− kxlB
)  exp{−12
(
y
lB
− kxlB
)2}
ei(kx+k0x)xei(kz+k0z)z,
(D.4)
where Hn(ξ) is the nth Hermite polynomial and the normalisation is given by An =
1/
√
2nn! lB
√
π.
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