Abstract. Maximal angular operator sends a function defined in a sector of the complex plane to a function of modulus obtained by maximizing over all admissible values of the argument for the given modulus. The compositions of the so obtained maximal angular operator with the Poisson, Stieltjes and Laplace transform (in the sectors of their respective ranges) are shown to be bounded (nonlinear) operators from L p to L q for the naturally expected values of p and q.
Suppose g(z) is a complex-valued function defined in the sector
The angular maximal function for g with respect to C (θ 1 ,θ 2 ) is a function R + → [0, ∞] defined as follows:
In this work, we will only deal with continuous (in fact, harmonic) functions g(z), so the question whether g(ρe iθ ) is measurable and in what sense will never arise. Also, in this situation ess sup in (1) can be replaced by sup. For convenience we introduce shorter notation for the angular maximal functions corresponding to the three sectors that will be predominantly used: the plane cut along the real axis C * = C (0,2π) , the upper half-plane H = C (0,π) , and the right half-plane C + = C (−π/2,π/2) :
2. The objects of our study are the angular maximal functions associated with the Poisson transform, the Stieltjes transform, and the Laplace transform.
If f (t) is defined on R + and ∞ 0 f (t)(t + 1) −1 dt < ∞, then the Poisson transform of f is a harmonic function in H (we identify z = x + iy with the coordinate pair (x, y)),
Under the same assumptions, the Stieltjes transform of f is an analytic function in C * ,
(The usage of the name "Stieltjes transform" is common in the case −z ∈ R + .)
The Laplace transform of function f (t) defined on
The angular maximal Poisson transformP sends a function f (t) defined on R into a function of ρ ∈ R + ,
The angular maximal Stieltjes transformŜ sends a function f (t) defined on R + into a function of ρ ∈ R + ,
The angular maximal Laplace transformL sends a function f (t) defined on R + into a function of ρ ∈ R + ,
3. Our goal is to obtain L p estimates for the maximal transformations introduced above. Here the results are formulated; the proofs follow in the subsequent sections.
The key technical result is the weak (1, 1) estimate for the maximal radial Poisson transform.
We use the notation
(Here | · | denotes the Lebesgue measure of a subset of R.)
with constant K 1 independent of f .
An easy corollary, by means of the Marcinkiewicz interpolation theorem, is
where K 2 depends only on p but not on f .
Throwing in the L p boundedness of the Hilbert transform, the maximal theorem for the Stieltjes transform (aka Cauchy integral) is obtained.
where K 3 depends only on p but not on f .
Finally, the maximal theorem for the Laplace transform will be derived by means of Cauchy formula and using an estimate for the Laplace transform observed along rays in the right half-plane. We always assume the familiar relation p
where K 4 depends only on p but not on f .
4. We start the proofs from an easy end, by demonstrating the relations between Theorem 1 and Theorems 2 and 3 stated above. If f ∈ L ∞ (R), then for any x ∈ R and y > 0 the estimate
holds due to the "approximate identity" properties of the Poisson kernel. Hence P f ∞ ≤ f ∞ . This estimate together with (6) immediately leads to (7) due to Marcinkiewicz's theorem. Now, if z ∈ H and f is a function defined on R, then the Cauchy integral
can be written as (P(I + iH)f )(z), where H is the Hilbert transform (convolution with (πt) −1 understood in the principal value sense). Since the operator H is bounded in L p (R) for 1 < p < ∞, we deduce from (7):
For f supported on [0, ∞), the function g is analytic in C * and the estimate identical to the one just obtained holds true for M
5.
To prove Theorem 4, we refer to the following yet unpublished result by the author and A.E. Merzon [2] .
Consider the restriction of the Laplace transform to a ray arg z = θ, where |θ| < π/2:
Thus, L θ is an operator that sends a function defined on R + to a function defined on R + . The result mentioned extends the Hausdorff-Young theorem (which formally corresponds to the limiting cases θ = ±π/2):
where K 5 depends on p, but does not depend on f and θ. We emphasize that the estimate is uniform with respect to θ. If −π/2 < θ 1 < θ 2 < π/2 and f (t) is a simple (finitely-supported, with finitely many values) function defined on R + , then from an estimate Lf (z) = O(z −1 ) uniformly in C (θ 1 ,θ 2 ) the Cauchy representation easily follows:
provided that θ 1 < arg z < θ 2 . Suppose 1 < p ≤ 2 (the case p = 1 is trivial). Using the estimate (11) on both rays of integration and combining it with Theorem 3, we conclude that the inequality
holds for all simple functions f with C independent of f and of θ 1 , θ 2 . Taking the supremum over (θ 1 , θ 2 ) ⊂ (−π/2, π/2), we obtain (9) for simple functions f ; the general case follows by density. (The operatorL is nonlinear; however, we can fix some measurable function θ(ρ) : R + → (−π/2, π/2), then consider the operator f (t) → Lf (ρe iθ(ρ) ); this operator is linear and the standard density argument can be applied; finally we take supremum over all functions θ(ρ), noticing that the constant in the inequality is independent of θ(ρ).)
6. Finally, we prove Theorem 1. Without loss of generality we may assume f ≥ 0.
Suppose for simplicity that the supremum in (5) is attained, specifically -at θ = θ * (R). (The set of all simple functions for which this is true is dense in L 1 (R).) We will estimate the measure of the set
An identical estimate can be obtained for
Denote x * (R) = R cos θ * (R), y * (R) = R sin θ * (R), and δ = δ(R) = R − x * (R). By our assumption, x * (R) ≥ 0. Let us split the Poisson kernel as follows:
where P 1 (t, y) = min(P (t, y), P (δ, y)),
Weak L 1 estimate for g 1 . The Poisson kernel is a convex combination of the normalized characteristic functions of centered segments, and P 1 is a sub-convex combination of those corresponding to the intervals containing the point δ. The precise statement is given by the following lemma.
Lemma 1 Let the function φ y (a), a > δ be defined as
Then ϕ y (a) > 0 on (δ, ∞), ∞ δ ϕ y (a) da < 1, and
Proof. The inequality ϕ y (a) > 0 is obvious, since P 1 (t, y) is monotonely decreasing in t when t > δ. Then,
Let us check formula (12). Since the functions P 1 (t, y) and χ [−a,a] (t) are even (as functions of t), we may assume that t > 0. If t < δ, then χ [−a,a] (t) = 1 for all a ≥ δ and the right-hand side of (12) becomes
If t ≥ δ, then the right-hand side of (12) becomes
as required.
We will obtain separate estimates of the measure of "large value sets" for the functions g 1 and g 2 . Below, λ 1 and λ 2 are some arbitrarily chosen positive numbers. After the separate estimates are obtained, we will specify λ 1 and λ 2 in terms of the threshold value λ from (6).
If g 1 (x, y) > λ 1 , then, due to Lemma 1, there exists a > δ such that 1 2a
With x = x * (R), y = y * (R), δ = δ(R) we get 1 2a
According to the non-centered Hardy-Littlewood maximal theorem, the set of all R for which such an inequality holds, has measure not exceeding
with some universal constant C. It is important that the segments
Weak L 1 estimate for g 2 . We have
.
Therefore, if
Thus, the inequality (14) implies δ 2πy * R > λ 2 f 1 , hence R < δ f 1 2πy * λ 2 .
Note that x * > 0, so 0 < R − δ, hence δ < 2R − δ. It follows that Thus the measure of the set of all such R for which g 2 > λ 2 does not exceed
Put λ 1 = λ 2 = λ/2. If g(R) = g 1 (R) + g 2 (R) > λ, then at least on of the two inequalities holds: g 1 (R) > λ 1 or g 2 (R) > λ 2 . Thus
with C = 2C 1 + π −1 .
The classical theorems of harmonic analysis used in this paper -Marcinkiewicz's theorem, L p -boundedness of the Hilbert transform, properties of the Poisson integral, Hardy-Littlewood maximal theorem -can be found, for example, in [1] .
