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1 Introduction
In this paper, we obtain bounds for the zeros of an analytic function in terms of its
Taylor coefficients. Our starting point is the following:
Theorem 1.1 Suppose that
f (z) =
∞∑
k=0
ak z
k
is analytic in the open unit disk D = {|z| < 1}, with a0 = 0, and w is a zero of f .
Then for each p ∈ (1,∞), we have
|w| 
{
1 +
(∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+ · · ·
)1/(p−1)}−(p−1)/p
. (1.1)
The inequality above still makes sense if the series diverges since, in this case, the
right-hand side is interpreted as zero. This basic bound is very similar in flavor to the
well-known bounds for the roots of a polynomial derived by Cauchy, Lagrange, and
others (see (3.7) and (3.8) below as well as [20]). In fact, the methods developed in
this paper enable us to furnish alternate proofs of many of these classical results, along
with a number of extensions and improvements.
For example, when
f (z) = a0 + a1z + · · · + ad zd
is a polynomial of degree d , the estimate (1.1) yields the lower bound
|w| 
{
1 +
(∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+ · · · +
∣∣∣∣
ad
a0
∣∣∣∣
)1/(p−1)}−(p−1)/p
.
Applying the estimate (1.1) to the reversed polynomial
zd f (1/z) = ad + ad−1z + ad−2z2 + · · · + a0zd
(the roots of which are the reciprocals of those of f ) we obtain the upper bound
|w| 
{
1 +
(∣∣∣∣
a0
ad
∣∣∣∣
p
+
∣∣∣∣
a1
ad
∣∣∣∣
p
+
∣∣∣∣
a2
ad
∣∣∣∣
p
+ · · · +
∣∣∣∣
ad−1
ad
∣∣∣∣
)1/(p−1)}(p−1)/p
. (1.2)
This is the classical result [20, Thm. (27, 4)].
In particular, when p = 2, the inequality in (1.2) can be written as
|w|2  1 +
∣∣∣∣
a0
ad
∣∣∣∣
2
+
∣∣∣∣
a1
ad
∣∣∣∣
2
+ · · · +
∣∣∣∣
ad−1
ad
∣∣∣∣
2
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and is known as the Carmichael–Mason bound. In Corollary 4.3 we will improve this
estimate to
|w|2 
{
1 +
∣∣∣∣
a0
ad
∣∣∣∣
2
+
∣∣∣∣
a1
ad
∣∣∣∣
2
+ · · · +
∣∣∣∣
ad−1
ad
∣∣∣∣
2
}
−
∣∣∣∣
a0
ad
∣∣∣∣
2
{
1 +
∣∣∣∣
a0
ad
∣∣∣∣
2
+
∣∣∣∣
a1
ad
∣∣∣∣
2
+ · · · +
∣∣∣∣
ad−1
ad
∣∣∣∣
2
}−1
and derive other amplifications to the basic bound.
Our methods involve some recent developments in the geometry of the Banach
space p for p ∈ (1,∞). In particular, we rely on a family of inequalities, which
together constitute a sort of Pythagorean theorem for Birkhoff–James orthogonality
on p. The bound (1.1) is derived by factoring out from f a special function that
carries the zero w and whose coefficient sequence enjoys a certain orthogonality-type
property in p. The Pythagorean inequality does the rest. This, we believe, is a novel
approach to the problem of localization of zeros. The advantage to this method is that
it provides multiple avenues for extensions, which we pursue in Sect. 4.
The next section sets forth the notation used in this paper, and introduces some
tools from the geometry of p. Two proofs for the basic bounds for the zeros of
an analytic function are given in Sect. 3. Some quick consequences are identified,
including a number of well known bounds for the roots of a polynomial. The final
section contains some extensions to the basic bound, built on the geometry of p. We
use these results to sharpen some classical bounds for roots of polynomials.
2 Preliminaries
For a fixed p ∈ [1,∞), the space p is defined to be the vector space of sequences
a = (ak)k0 = (a0, a1, a2, . . .)
of complex numbers for which
‖a‖p :=
( ∞∑
k=0
|ak |p
)1/p
< ∞,
and ∞ is the set of sequences a for which
‖a‖∞ := sup{|ak | : k = 0, 1, 2, . . .} < ∞.
The quantity ‖a‖p defines a norm on p which makes p a Banach space. When
p ∈ (1,∞), the space p is uniformly convex [5, p. 117].
We define the shift operator
S : p → p, Sa := (0, a0, a1, a2, . . .),
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and observe that S determines an isometry. For a ∈ p, let a denote the S-invariant
subspace generated by a, that is,
a :=
∨
{a, Sa, S2a, . . .}
where
∨
denotes the closed linear span in p.
The notion of Birkhoff–James orthogonality [1,18] extends the concept of orthog-
onality from an inner product space to a more general normed linear space. Let x and
y be vectors belonging to a normed linear space X . We say that x is orthogonal to y
in the Birkhoff–James sense if
‖x + βy‖X  ‖x‖X (2.1)
for all scalars β. In this situation, we write x ⊥X y. It is straightforward to show that
when X is a Hilbert space, x ⊥ y ⇐⇒ x ⊥X y. The relation ⊥X is generally neither
symmetric nor linear. When X = p, let us write ⊥p in place of the more cumbersome
⊥p . Of particular importance here is the following explicit criterion for the relation
⊥p when p ∈ (1,∞):
a ⊥p b ⇐⇒
∞∑
k=0
|ak |p−2a¯kbk = 0, (2.2)
where any occurrence of “|0|p−20” in the sum above is interpreted as zero [18, Ex. 8.1].
Borrowing from the combination in (2.2) we define, for a complex number z = reiθ ,
and any s > 0, the quantity
z〈s〉 = (reiθ )〈s〉 := rse−iθ . (2.3)
Let us begin by noting some simple properties of this (non-linear) operation which is
tied to Birkhoff–James orthogonality in p. We leave the verification to the reader.
Lemma 2.1 Let p ∈ (1,∞) and p′ = p/(p − 1) be the Hölder exponent of p. Then
for w, z ∈ C, n ∈ N0, and s > 0, we have
(zw)〈p−1〉 = z〈p−1〉w〈p−1〉,
|z|p = z〈p−1〉z,
(z〈s〉)n = (zn)〈s〉,
(z〈p−1〉)〈p′−1〉 = z.
In light of the definition (2.3), for a = (ak)k0, let us write
a〈p−1〉 := (a〈p−1〉k )k0. (2.4)
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Standard functional analysis says that p′ can be isometrically identified with the dual
of p with respect to the bi-linear pairing
(a, b) :=
∞∑
k=0
akbk . (2.5)
If a ∈ p, it is easy to see that a〈p−1〉 ∈ p′ [11], and thus from (2.2),
a ⊥p b ⇐⇒ (a〈p−1〉, b) = 0. (2.6)
Note that ⊥p is, therefore, linear in its second argument when p ∈ (1,∞), and thus
it makes sense to speak of a vector being orthogonal to a subspace of p.
Birkhoff–James orthogonality arises in a natural way in the study of stochastic
processes endowed with an L p structure. These processes include α-stable processes
with α ∈ (1, 2], L p-harmonizable processes, and strictly stationary L p processes.
The orthogonality condition is connected to associated prediction problems, Wold-
type decompositions, and moving-average representations [4,7–11,21].
As we begin to apply the above orthogonality relations to a discussion of the zeros
of an analytic function, it is useful to identify the sequence space p with a Banach
space of analytic functions on D in the following way. For a = (a0, a1, . . .) ∈ p,
consider the power series
f (z) =
∞∑
k=0
ak z
k . (2.7)
Standard estimates with Hölder’s inequality [11] show that the series (2.7) converges
uniformly on compact subsets of D and so f defines an analytic function on D. Thus
we define

p
A :=
{
f =
∞∑
k=0
ak z
k :
∞∑
k=0
|ak |p < ∞
}
and endow pA with the norm
‖ f ‖p =
( ∞∑
k=0
|ak |p
)1/p
.
With this isometric identification of pA with p via Taylor coefficients, i.e.,
a = (ak)k0 ←→ f =
∞∑
k=0
ak z
k,
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we can pass the Birkhoff–James orthogonality from p to pA via
f =
∞∑
k=0
ak z
k, g =
∞∑
k=0
bk zk,
and write
f ⊥p g ⇐⇒ a ⊥p b.
Similarly, we have the identifications
‖ f ‖p = ‖a‖p;
S f (z) = z f (z);
 f  =
∨
{zk f : k  0};
f 〈p−1〉(z) =
∞∑
k=0
a
〈p−1〉
k z
k .
Remark 2.2 We emphasize that for p = 2, ‖ f ‖p is the norm in p of its coefficient
sequence, and not, as the notation might appear to suggest, its norm in any Hardy type
space H p.
Remark 2.3 When p = 2, Parseval’s Theorem shows that each a = (a0, a1, . . .) ∈ 2
can be isometrically identified with an L2(∂D, dθ/2π) function f with Fourier series
representation
f ∼
∞∑
k=0
ake
ikθ .
Furthermore, from (2.2) and Parseval’s theorem, we see that
f ⊥2 g ⇐⇒
∞∑
k=0
a¯kbk = 0 ⇐⇒
∫ 2π
0
f (eiθ )g(eiθ ) dθ
2π
= 0.
Finally, standard theory of Hardy spaces [13] says that 2A can be isometrically iden-
tified, via radial boundary values, with the classical Hardy space H2 of analytic f on
D for which
sup
0<r<1
∫ 2π
0
| f (reiθ )|2 dθ
2π
< ∞.
For w ∈ D and analytic f on D, define
(Qw f )(z) := f (z) − f (w)
z − w . (2.8)
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In most common Hilbert spaces of analytic functions on D (Hardy space, Bergman
space, Dirichlet space) we can “divide out a zero” and still remain in the space. In
technical language, this means that if f is in the space then so is Qw f . The pA spaces
fulfill this property, i.e., for fixed w ∈ D and p ∈ (1,∞),
f ∈ pA ⇒ Qw f ∈ pA. (2.9)
A proof of this can be fashioned from a proof of a similar result from [14, p. 100].
Thus, when f (w) = 0, we can divide out the zero with (z − w) a still remain in pA.
A key ingredient in the final section of this paper is a family of inequalities, analo-
gous to the Pythagorean theorem, for Birkhoff–James orthogonality in p.
Theorem 2.4 Suppose that x ⊥p y in p. If p ∈ (1, 2], then
‖x + y‖pp  ‖x‖pp + 12p−1 − 1‖y‖
p
p
‖x + y‖2p  ‖x‖2p + (p − 1)‖y‖2p.
If p ∈ [2,∞), then
‖x + y‖pp  ‖x‖pp + 12p−1 − 1‖y‖
p
p
‖x + y‖2p  ‖x‖2p + (p − 1)‖y‖2p.
These inequalities have their origins in [2,3,9] with a unified approach in [6,10]. When
p = 2, the four inequalities merely simplify to the familiar Pythagorean theorem for
the Hilbert space 2.
3 Basic Results
In this section, we will derive the basic lower bound (1.1) for the modulus of a zero
of an analytic function, expressed in terms of its Taylor coefficients. The first proof
is elementary. However, for the purpose of obtaining improvements and extensions, a
second proof is presented, using tools from Banach space geometry. We will then show
that the basic result implies a number of classical bounds for the roots of a polynomial.
We will also point out a separation of zeros result.
First, for the elementary proof, suppose p ∈ (1,∞),
f (z) =
∞∑
k=0
ak z
k
is an analytic in the unit disk D, and w = 0 is a zero of f . Then
−a0 =
∞∑
k=1
akw
k .
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Apply Hölder’s inequality to get
|a0| 
( ∞∑
k=1
|ak |p
)1/p ( ∞∑
k=1
|w|kp′
)1/p′

( ∞∑
k=1
|ak |p
)1/p ( |w|p′
1 − |w|p′
)1/p′
.
Now solve for |w| to obtain
|w| 
[
1 +
(∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+ · · ·
)p′/p]−1/p′
.
Though this result must be well-known, we have been unable to locate an original
source. Extensions of classical bounds for the zeros of polynomials to those of con-
vergent power series are mentioned in [22, Sec. 8.7, p. 270]. Looking at the above
derivation, we see that the result can be sharpened if we have an improvement to
Hölder’s inequality. One such improvement is provided, for example, in [24, Cor. 1],
but it does not lead to a tractable bound for |w|.
To create a more fertile environment for extensions of the basic bound, we now
provide a second proof, which utilizes the notion of Birkhoff–James orthogonality in
p, and the associated Pythagorean inequalities.
We first introduce a special function that enables us to connect an analytic function
to an orthogonality condition. For p ∈ (1,∞) and w ∈ D\{0}, define
Bp,w(z) := 1 − z/w1 − w〈p′−1〉z .
Since |w〈p′−1〉| = |w|p′−1 < 1, the function Bp,w is analytic in D. When p = 2
observe that w〈2−1〉 = w¯ and so
B2,w = 1
w
w − z
1 − w¯z , (3.1)
which is just a constant multiple of a Blaschke factor. Using Remark 2.3 and the fact
that |B2,w(eiθ )| = |w|−1 for all θ ∈ [0, 2π ], we see that
∫ 2π
0
B2,w(eiθ )Sk B2,w(eiθ )
dθ
2π
= 1|w|2
∫ 2π
0
eikθ
dθ
2π
= 0, k  1.
Thus, B2,w ⊥2 Sk B2,w for all k  1. It turns out that something analogous holds
when p ∈ (1,∞).
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Lemma 3.1 For each p ∈ (1,∞) and w ∈ D\{0} we have
(i) Bp,w ⊥p Bp,w f for all f ∈ pA with f (0) = 0;
(ii) ‖Bp,w‖p =
[
1 + (1 − |w|
p′)p−1
|w|p
]1/p
.
Proof Since ⊥p is continuous and linear with respect to the second argument, it is
enough to show that Bp,w ⊥p Sk Bp,w for all k  1. Expanding Bp,w as a geometric
series we get
Bp,w(z) =
(
1 − z
w
) ∞∑
j=0
w〈p′−1〉 j z j
= 1 +
∞∑
j=1
w〈p′−1〉( j−1)
(
w〈p′−1〉 − 1
w
)
z j .
According to (2.6), Bp,w ⊥p Sk Bp,w is equivalent to
(B〈p−1〉p,w , Sk Bp,w) = 0, k  1.
By definition, the left side of the above identity is
 :=
[
w〈p′−1〉(k−1)
(
w〈p′−1〉 − 1
w
)]〈p−1〉
+
∞∑
j=1
[
w〈p′−1〉( j+k−1)
(
w〈p′−1〉− 1
w
)]〈p−1〉 [
w〈p′−1〉( j−1)
(
w〈p′−1〉 − 1
w
)]
.
Hence, using the identities in Lemma 2.1, we obtain
 := wk−1
(
w〈p′−1〉 − 1
w
)〈p−1〉
+
∞∑
j=1
[
w j+k−1
(
w〈p′−1〉 − 1
w
)〈p−1〉][
w〈p′−1〉( j−1)
(
w〈p′−1〉 − 1
w
)]
= wk−1
(
w〈p′−1〉 − 1
w
)〈p−1〉
+ wk
(
w〈p′−1〉 − 1
w
)〈p−1〉 (
w〈p′−1〉 − 1
w
) ∞∑
j=1
|w|p′( j−1)
= wk−1
(
w〈p′−1〉 − 1
w
)〈p−1〉 [
1 +
(
ww〈p′−1〉 − 1
) 1
1 − |w|p′
]
= 0.
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To prove (ii), observe that
‖Bp,w‖pp = 1 +
∞∑
j=1
∣∣∣∣w
〈p′−1〉( j−1)
(
w〈p′−1〉 − 1
w
)∣∣∣∣
p
= 1 +
∞∑
j=1
∣∣∣∣w
〈p′−1〉( j−1)
(
w〈p′−1〉 − 1
w
)∣∣∣∣
p
= 1 +
∣∣∣∣w
〈p′−1〉 − 1
w
∣∣∣∣
p ∞∑
j=1
|w|p(p′−1)
= 1 + (1 − |w|
p′)p
|w|p
1
1 − |w|p′
= 1 + (1 − |w|
p′)p−1
|w|p . unionsq
It could be said that Bp,w plays a role in pA analogous to that of a Blaschke factor
in the Hardy class H2. However, the situation is more complicated. See [11] for an
exploration of this idea.
The following asserts that for any a ∈ D, the function (1 − az) behaves in some
way like an “outer” function in the space pA. Recall that g stands for the S-invariant
subspace generated by g.
Lemma 3.2 Suppose that p ∈ (1,∞), g ∈ pA, and a ∈ D. Then g = (1−az)g(z).
Proof By expanding 1/(1 − az) in a geometric series, we see that
g(z) = (1 − az)g(z)
∞∑
k=0
ak zk,
where convergence of the series is in the norm of pA. This shows that g ∈ (1−az)g,
and the claim follows. unionsq
In particular, the lemma above says that f (z) = 1 − az is cyclic for pA, i.e.,
1 − az = pA. Here is our basic set of lower bounds for the zeros of an analytic
function, with the second proof.
Theorem 3.3 Suppose that
f (z) =
∞∑
k=0
ak z
k
is analytic in D, and a0 = 0. If w ∈ D is a zero of f , then
|w| 
[∣∣∣∣
a1
a0
∣∣∣∣ +
∣∣∣∣
a2
a0
∣∣∣∣ +
∣∣∣∣
a3
a0
∣∣∣∣ + · · ·
]−1
(3.2)
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|w| 
[
1 + sup
{∣∣∣∣
a1
a0
∣∣∣∣ ,
∣∣∣∣
a2
a0
∣∣∣∣ ,
∣∣∣∣
a3
a0
∣∣∣∣ , · · ·
}]−1
(3.3)
and
|w| 
[
1 +
(∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+ · · ·
)p′/p]−1/p′
(3.4)
for all p ∈ (1,∞).
Proof Fix p ∈ (1,∞). Since S is an isometry,
S f  =
∨{
zk f : k  1
}
is a (closed) subspace of pA. Write f̂ for the metric projection of f onto S f . Since

p
A is uniformly convex, this metric projection is uniquely defined. Define
f1(z) = f (z)1 − z/w ,
and observe that f1 is analytic in D, f1(0) = a0, and, by (2.8), f1 ∈ pA. If P is the
set of analytic polynomials, then
‖ f ‖p  ‖ f − f̂ ‖p (3.5)
= inf{‖ f + Q‖p : Q ∈ S f }
= inf{‖ f + f Q‖p : Q ∈ SP}
= inf{‖ f (1 + Q)‖p : Q ∈ SP}
= inf{‖ f Q‖p : Q ∈ P, Q(0) = 1}
= inf{‖ f1(z)(1 − z/w)Q(z)‖p : Q ∈ P, Q(0) = 1}
= inf{‖ f1(z)Bp,w(z)(1 − w〈p′−1〉z)Q(z)‖p : Q ∈ P, Q(0) = 1},
where we have used the identity
(1 − z/w) = Bp,w(z)(1 − w〈p′−1〉z).
Now let us invoke Lemma 3.2, using
a = w〈p′−1〉, g(z) = f1(z)Bp,w(z).
The estimates then continue as
= inf{‖ f1(z)Bp,w(z)Q(z)‖p : Q ∈ P, Q(0) = 1}
 inf{|a0| · ‖Bp,w(z)Q(z)‖p : Q ∈ P, Q(0) = 1}. (3.6)
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In the last step, the infimum is taken over a larger set than in the previous one, thus
justifying the inequality. Finally, for any
Q(z) = 1 + b1z + b2z2 + · · · + bN zN
we have
Bp,w(z) ⊥p Bp,w(z)(b1z + b2z2 + · · · + bN zN )
by part (ii) of Lemma 3.1. The chain of estimates from (3.6) may then conclude with
 |a0| · ‖Bp,w‖p
= |a0| ·
[
1 + (1 − |w|
p′)p−1
|w|p
]1/p
.
This gives
(1 − |w|p′)p−1
|w|p 
∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+ · · · .
If the right side diverges, then there is nothing more to prove. Otherwise, a ∈ p.
Writing
M :=
{∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+ · · ·
}1/p
we have
(1 − |w|p′)p−1
|w|p  M
p
(1 − |w|p′)p−1  |w|p M p
(1 − |w|p′)1/p′  |w|M
(1 − |w|p′)  |w|p′ M p′
1
(M p′ + 1)1/p′  |w|.
This proves (3.4). The bounds (3.2) and (3.3) are derived by taking the limits p ↘ 1
and p → ∞, respectively. unionsq
Remark 3.4 The inequalities (3.4) and (1.1) are indeed the same, taking into account
that p′ = p/(p − 1).
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In Theorem 3.3, the function was assumed to be analytic in the disk D of unit radius.
It is easy to extend the result to a disk of any positive radius.
Furthermore, it is straightforward to derive a separation of zeros result, telling us
that any other zero of f can only be so close to a zero at the origin. Indeed, suppose
that
f (z) =
∞∑
k=0
ak z
k
is analytic in the open disk of radius R, centered at the origin, and f has a zero of
order k at the origin. If w is another zero of f , then
|w/R| 
⎡
⎣1 +
(∣∣∣∣
ak+1 R
ak
∣∣∣∣
p
+
∣∣∣∣
ak+2 R2
ak
∣∣∣∣
p
+
∣∣∣∣
ak+3 R3
ak
∣∣∣∣
p
+ · · ·
)p′/p⎤
⎦
−1/p′
.
This result could be compared to the following separation theorem, originating from
Smale [23], for which the origin is assumed to be a simple zero of f :
|w|  3 −
√
7
2
[
sup
{∣∣∣∣
a2
a1
∣∣∣∣
1/1
,
∣∣∣∣
a3
a1
∣∣∣∣
1/2
,
∣∣∣∣
a4
a1
∣∣∣∣
1/3
, . . .
}]−1
.
This bound was derived in an investigation of iterative methods for the location of
zeros. See also Kalantari [19] for further developments in that direction.
Next, we can use Theorem 3.3 to derive upper and lower bounds for the roots of a
polynomial. Let w be a root of the polynomial
P(z) := a0 + a1z + a2z2 + · · · + ad zd
where a0 = 0 and ad = 0. Of course, Theorem 3.3 directly provides lower bounds
for |w|.
On the other hand, we can also apply the theorem to the reversed polynomial
f (z) = zd P(1/z) = ad + ad−1z + ad−2z2 + · · · + a0zd ,
which has the root 1/w, to obtain the upper bounds
|w|  max
{
1,
∣∣∣∣
a1
ad
∣∣∣∣ + · · · +
∣∣∣∣
ad−1
ad
∣∣∣∣
}
(3.7)
|w|  1 + max
{∣∣∣∣
a1
ad
∣∣∣∣ , . . .
∣∣∣∣
ad−1
ad
∣∣∣∣
}
(3.8)
|w| 
{
1 +
[∣∣∣∣
a0
ad
∣∣∣∣
p
+
∣∣∣∣
a1
ad
∣∣∣∣
p
+ · · · +
∣∣∣∣
ad−1
ad
∣∣∣∣
p]p′/p}1/p′
, p ∈ (1,∞). (3.9)
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These are all well-known classical results [20] and Theorem 3.3 furnishes an alternate
proof of them. The inequality (3.7) is Lagrange’s bound while the inequality in (3.8)
is Cauchy’s bound. The result (3.9) is attributed to multiple sources, but when p = 2
it is called the Carmichael–Mason bound:
|w| 
{
1 +
[∣∣∣∣
a0
ad
∣∣∣∣
2
+
∣∣∣∣
a1
ad
∣∣∣∣
2
+ · · · +
∣∣∣∣
ad−1
ad
∣∣∣∣
2
]}1/2
. (3.10)
Actually, more can be said when p = 2. In this case, let w1, w2, . . . , wd be the
roots of P . Then
B = B2,w1 · B2,w2 . . . B2,wd
is the Blaschke product for P , multiplied by 1/w1w2 · · ·wd and a constant of unit
modulus. The proof of Theorem 3.3, carried out with this B, yields the bound
m1m2 · · · md 
{
1 +
∣∣∣∣
a0
ad
∣∣∣∣
2
+
∣∣∣∣
a1
ad
∣∣∣∣
2
+ · · · +
∣∣∣∣
ad−1
ad
∣∣∣∣
2
}1/2
(3.11)
where mk = max{1, |wk |}, k = 1, . . . , d . This is known as Landau’s inequality.
4 Extensions
In this final section, we wish to improve on Theorem 3.3 by sharpening the estimates in
its proof. We will give a number of approaches to doing this. One of these approaches
will be used to obtain a sharpening of the Carmichael–Mason bound from (3.10).
First, let us return to the proof of Theorem 3.3 and observe the loss of information
in the step (3.5) when we use the inequality
‖ f ‖p  ‖ f − f̂ ‖p,
where f̂ is the metric projection of f onto S f . The Pythagorean inequalities from
Theorem 2.4 tell us that
‖ f ‖rp  ‖ f − f̂ ‖rp + K‖ f̂ ‖rp (4.1)
where r and K are the appropriate Pythagorean parameters depending on p. This
obviously provides an improvement over (3.5) except that the additional term ‖ f̂ ‖p
can be very difficult to compute. However, in the discussion below, we can estimate it
when f is a polynomial.
Indeed, for any (closed) subspace M of pA, let PM be the metric projection operator
from pA onto M, that is to say, for each f ∈ pA, PM f is the unique vector satisfying
‖ f − PM f ‖p = inf{‖ f − g‖p : g ∈ M}. (4.2)
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From (4.2) and (2.1) (the definition of Birkhoff–James othogonality), we see that
( f − PM f ) ⊥p PM f. (4.3)
Metric projection is a well-defined and continuous mapping, but it is generally non-
linear. Observe that
f̂ = PS f  f.
Instead of calculating‖ f̂ ‖p, let us instead project f onto the (smaller) one-dimensional
subspace spanned by Sd f , where d is the degree of the polynomial f . With this strategy
in mind, we need the following estimates for projecting onto nested subspaces of pA.
Lemma 4.1 Suppose that M and N are (closed) subspaces of pA, and M ⊆ N .
(i) If p ∈ (1, 2], then
‖PM f ‖2p 
2
p(p − 1)(2p−1 − 1)‖ f ‖
2−p
p ‖PN f ‖pp, f ∈ pA.
(ii) If p ∈ [2,∞), then
‖PM f ‖pp  p(p − 1)(2
p−1 − 1)
2
‖ f ‖p−2p ‖PN f ‖2p, f ∈ pA.
Proof For any p ∈ (1,∞), observe that
‖ f − PM f ‖p  ‖ f − PN f ‖p (4.4)
since, by (4.2), the right side entails taking an infimum over a larger set.
First consider the case when p ∈ (1, 2). Since
f − PM f ⊥p PM f and f − PN f ⊥p PN f,
see (4.3), the Pythagorean inequalities of Theorem 2.4 yield
‖ f − PM f ‖2p + (p − 1)‖PM f ‖2p  ‖ f ‖2p, (4.5)
and thus
(p − 1)‖PM f ‖2p  ‖ f ‖2p − ‖ f − PM f ‖2p.
If 0 < b < a, the Mean Value Theorem says there exists t ∈ (b, a) such that
a p/2 − bp/2
a − b =
p
2
t
p
2 −1  p
2
a
p
2 −1.
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Notice how the exponent p2 − 1 above is negative. With
a = ‖ f ‖2p and b = ‖ f − PM f ‖2p,
the estimate in (4.5) continues as
(p − 1)‖PM f ‖2p  ‖ f ‖2p − ‖ f − PM f ‖2p
 (‖ f ‖pp − ‖ f − PM f ‖pp)2‖ f ‖
2−p
p
p
 (‖ f ‖pp − ‖ f − PN f ‖pp)2‖ f ‖
2−p
p
p
(by (4.5))

(
1
2p−1 − 1‖PN f ‖
p
p
)
2‖ f ‖2−pp
p
(by Theorem (2.13))
and the assertion is verified.
The case when p ∈ (2,∞) is similar. Indeed,
‖ f − PM f ‖pp + 12p−1 − 1‖PM f ‖
p
p  ‖ f ‖pp
and so
1
2p−1 − 1‖PM f ‖
p
p  ‖ f ‖pp − ‖ f − PM f ‖pp
 p
2
‖ f ‖p−2(‖ f ‖2p − ‖ f − PM f ‖2p)
 p
2
‖ f ‖p−2(‖ f ‖2p − ‖ f − PN f ‖2p)
 p
2
‖ f ‖p−2(p − 1)‖PN f ‖2p.
And finally, when p = 2, the claims reduce to the well known Hilbert space case:
‖PM f ‖2  ‖PN f ‖2. unionsq
We plan to apply Lemma 4.1 with
N = S f , M = CSd f.
Here is the calculation of PM f . The projection of f onto Sd f is the vector cSd f ,
where the unique scalar c satisfying
f − cSd f ⊥p Sd f.
By (2.6), this is equivalent to saying
0 = (( f − cSd f )〈p−1〉, Sd f )
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which, in turn is equivalent to
0 = (ad − ca0)〈p−1〉a0 + (−ca1)〈p−1〉a1 + · · · + (−cad)〈p−1〉ad .
One can work this identity as follows:
(ad − ca0)〈p−1〉ca0 = |c|p(|a1|p + · · · + |ad |p)
|ad − ca0|pca0 = |c|p(|a1|p + · · · + |ad |p)(ad − ca0)
|ad − ca0|p = |c|p(|a1|p + · · · + |ad |p)
(
ad
ca0
− 1
)
.
It is clear that c must be of the form
c = ad x/a0
for some x ∈ (0, 1). Substituting and solving for x yields a formula for c in the
following way:
|ad − ad xa0/a0|p = |ad x/a0|p(|a1|p + · · · + |ad |p)
(
ada0
ad xa0
− 1
)
|ad − ad x |p = |ad x/a0|p(|a1|p + · · · + |ad |p)
(
1
x
− 1
)
(1 − x)p = x/|a0|p(|a1|p + · · · + |ad |p)
(
1
x
− 1
)
(
x
1 − x
)p−1
= |a0|
p
|a1|p + · · · + |ad |p
x = |a0|
p′
|a0|p′ + (|a1|p + · · · + |ad |p)p′/p .
Therefore,
c = a
〈p′−1〉
0 ad
|a0|p′ + (|a1|p + · · · + |ad |p)p′/p . (4.6)
We then have the following improvement to Theorem 3.3 in the polynomial case.
Theorem 4.2 Let p ∈ (1,∞) and p′ = p/(p − 1). Suppose that
f (z) = a0 + a1z + · · · + ad zd
is a polynomial of degree d, a0 = 0, and w ∈ D is a zero of f .
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(i) If p ∈ (1, 2], then
[
1 + (1 − |w|
p′)p−1
|w|p
]2/p

{
1 − (p − 1)
[
p(p − 1)(2p−1 − 1)|c|p
2
]2/p}
×
[
1 +
∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+· · ·+
∣∣∣∣
ad
a0
∣∣∣∣
p]2/p
,
where c is given by (4.6).
(ii) If p ∈ [2,∞), then
[
1 + (1 − |w|
p′)p−1
|w|p
]

{
1 − 1
2p−1 − 1
[
2|c|p
p(p − 1)(2p−1 − 1)
]p/2}
×
[
1 +
∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+ · · · +
∣∣∣∣
ad
a0
∣∣∣∣
p]
,
where c is given by (4.6).
Proof Start with equation (4.1) and use Lemma 4.1 to estimate the third term. Then
proceed as in the Proof of Theorem 3.3. unionsq
The skeptical reader might not be convinced that Theorem 4.2 is indeed an improve-
ment of Theorem 3.3. However, if the expressions in curly braces are replaced by 1,
then we get (3.4) of Theorem 3.3; therefore, this is sharper. In particular, consider the
case p = 2, where this simplifies to
1
|w|2  (1 − |c|
2)
{
1 +
∣∣∣∣
a1
a0
∣∣∣∣
2
+
∣∣∣∣
a2
a0
∣∣∣∣
2
+
∣∣∣∣
a3
a0
∣∣∣∣
2
+ · · · +
∣∣∣∣
ad
a0
∣∣∣∣
2
}
,
where
c = a¯0ad|a0|2 + |a1|2 + · · · + |ad |2 .
Substituting yields
1
|w|2 
{
1 +
∣∣∣∣
a1
a0
∣∣∣∣
2
+ · · · +
∣∣∣∣
ad
a0
∣∣∣∣
2
}
−
∣∣∣∣
ad
a0
∣∣∣∣
2
{
1 +
∣∣∣∣
a1
a0
∣∣∣∣
2
+ · · · +
∣∣∣∣
ad
a0
∣∣∣∣
2
}−1
.
By applying this to a reversed polynomial, we obtain the following.
Corollary 4.3 If w is a root of the polynomial
P(z) = c0 + c1z + c2z2 + · · · + cd zd ,
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where cd = 0, then
|w|2 
{
1 +
∣∣∣∣
c0
cd
∣∣∣∣
2
+ · · · +
∣∣∣∣
cd−1
cd
∣∣∣∣
2
}
−
∣∣∣∣
c0
cd
∣∣∣∣
2
{
1 +
∣∣∣∣
c0
cd
∣∣∣∣
2
+ · · · +
∣∣∣∣
cd−1
cd
∣∣∣∣
2
}−1
.
This improves on the Carmichael–Mason bound (3.10).
Here is another approach to using (4.1) to sharpen Theorem 3.3. Let w ∈ D be a
non-zero root of the polynomial f of degree d  2. First, from synthetic division we
may express f (z)/(z − w) as follows:
f (z)
z − w = ad z
d−1
+ (adw + ad−1)zd−2
+ (adw2 + ad−1w + ad−2)zd−3
+ · · ·
+ (adwd−2 + ad−1wd−3 + · · · + a2)z
+ (adwd−1 + ad−1wd−2 + · · · + a2w + a1)
=
d−1∑
j=0
⎛
⎝
d− j−1∑
k=0
ad−kwd−k−1
⎞
⎠ z j .
Thus
f (z)
Bw(z)
= −w f (z)
(z − w) (1 − w
〈p′−1〉z)
= −w
d−1∑
j=0
⎛
⎝
d− j−1∑
k=0
ad−kwd−k−1
⎞
⎠ z j
+ ww〈p′−1〉
d−1∑
j=0
⎛
⎝
d− j−1∑
k=0
ad−kwd−k−1
⎞
⎠ z j+1
= −w
d−1∑
j=0
⎛
⎝
d− j−1∑
k=0
ad−kwd−k−1
⎞
⎠ z j
+ |w|p′
d∑
j=1
⎛
⎝
d− j∑
k=0
ad−kwd−k−1
⎞
⎠ z j
= −w
(d−1∑
k=0
ad−kwd−k−1
)
− w
d−1∑
j=1
⎛
⎝
d− j−1∑
k=0
ad−kwd−k−1
⎞
⎠ z j
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+ |w|p′
d−1∑
j=1
⎛
⎝
d− j∑
k=0
ad−kwd−k−1
⎞
⎠ z j + |w|p′
(
adw
d−1) zd
= −w
(d−1∑
k=0
ad−kwd−k−1
)
− w
d−1∑
j=1
⎧
⎨
⎩
⎛
⎝
d− j−1∑
k=0
ad−kwd−k−1
⎞
⎠ − w〈p′−1〉
⎛
⎝
d− j∑
k=0
ad−kwd−k−1
⎞
⎠
⎫
⎬
⎭ z
j
+ |w|p′
(
adw
d−1) zd .
Indeed, f/Bw must be a polynomial of degree exactly d. For the moment, let us write
f (z)/Bw(z) = α0 + α1z + α2z2 + · · · + αd zd ,
where α0, α1, . . . , αd are the coefficients just derived. Then
f (z) = α0 Bw(z) + α1zBw(z) + α2z2 Bw(z) + · · · + αd zd Bw(z).
The first term on the right is ⊥p to the rest of the sum, and so from (2.1) we have
‖ f ‖rp  |α0|r‖Bw‖rp + K‖α1zBw(z) + α2z2 Bw(z) + · · · + αd zd Bw(z)‖rp,
where r and K are the applicable Pythagorean constants from Theorem 2.4. Repeated
use of the Pythagorean inequality yields
‖ f ‖rp  |α0|r‖Bw‖rp + K |α1|r‖Bw(z)‖rp + · · · + K d |αd |r‖Bw(z)‖rp
= ‖Bw‖rp
(
|α0|r + K |α1|r + · · · + K d |αd |r
)
.
This yields the bound
(|a0|p + |a1|p + |a2|p + · · · + |ad |p
)r/p

[
1 + (1 − |w|
p′)p−1
|w|p
]r/p
×
{
|a0|r +
d−1∑
j=1
K j
∣∣∣∣∣∣
⎛
⎝
d− j−1∑
k=0
ad−kwd−k
⎞
⎠ − w〈p′−1〉
⎛
⎝
d− j∑
k=0
ad−kwd−k
⎞
⎠
∣∣∣∣∣∣
r
+ K d |ad |r |w|r(p′+d−1)
}
.
Dropping the unwieldy middle term in the curly braces leads to the following result.
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Theorem 4.4 Let w ∈ D be a non-zero root of the polynomial f . Then
(1) for p ∈ (1, 2] we have
(|a0|p + |a1|p + |a2|p + · · · + |ad |p
)1/p

[
1 + (1 − |w|
p′)p−1
|w|p
]1/p
×
{
|a0|2 + (p − 1)d |ad |2|w|2(p′+d−1)
}1/2 ;
for p ∈ [2,∞) we have
(|a0|p + |a1|p + |a2|p + · · · + |ad |p
)1/p

[
1+ (1 − |w|
p′)p−1
|w|p
]1/p
×
{
|a0|p+(2p−1 − 1)−d |ad |p|w|p(p′+d−1)
}1/p
.
These inequalities implicitly constitute a lower bound for |w|, since the expression
in square brackets tends to infinity as |w| approaches zero. This is still a modest
improvement over Theorem 3.3. For a simple comparison, apply Theorem 4.4 to the
reversal of
P(z) = c0 + c1z + c2z2 + · · · + cd zd
(i.e., zd P(1/z)) with p = 2 to get
|w|2  |c0|
2 + |c1|2 + |c2|2 + · · · + |cd |2
|cd |2 + |c0|2|w|−2(d+1) .
This is sharper than the Carmichael–Mason bound (3.10).
Let us return again to the proof of Theorem 3.3, with the idea of extracting more
information in the final steps. With that in mind, let f be analytic in D with zeros
w1, w2, w3, . . ., and let P be the collection of polynomials. Then
‖ f − f̂ ‖p = inf{‖ f + Q‖p : Q ∈ S f }
= inf{‖ f (z) + z f (z)Q(z)‖p : Q ∈ P}
= inf{‖Bw1 f1(z)(1 − w〈p
′−1〉
1 z)(1 + zQ(z))‖p : Q ∈ P},
where
f1 = f1 − z/w1 .
As in the proof of Theorem 3.3, this last expression simplifies to
inf{‖Bw1 f1(1 + zQ)‖p : Q ∈ P}.
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Repeated application of the Pythagorean Inequalities yields the lower bound
‖ f − f̂ ‖rp  inf{‖Bw1 f1(1 + zQ)‖rp : Q ∈ P}
 ‖Bw1‖rp(1 + K |c1|r + K 2|c2|r + · · · ),
where (1, c1, c2, . . .) is the coefficient sequence for the optimal value of ‖ f1(1 +
zQ)‖rp, and K and r are once again the Pythagorean constants from Theorem 2.4.
However, we can make the identification
(1 + K |c1|r + K 2|c2|r + · · · ) = ‖1 + c1(K 1/r z) + c2(K 1/r z)2 + · · · ‖rr .
Provided that w2 < K 1/r , we may repeat the above argument, using
f1(K 1/r z) = Bw2/K 1/r (z) f2(K 1/r z)(1 − (w2/K 1/r )〈p
′−1〉z).
This results in the continued lower bound
‖ f − f̂ ‖rp  ‖Bw1‖rp(1 + K |c1|r + K 2|c2|r + · · · )
 ‖Bw1‖rp‖Bw2/K 1/r ‖rr (1 + K |d1|r + K 2|d2|r + · · · ),
where (1, d1, d2, . . .) is the coefficient sequence for the optimal value of ‖ f2(K 1/r z)
(1+zQ)‖rp. Here we used the fact that 1+ K 1/r zQ(K 1/r z) is just a typical member of
{1+ z R(z) : R ∈ P}. Take p ∈ [2,∞) for now, so that r = p and K = 1/(2p−1 −1).
Repeating this argument gives us
‖ f − f̂ ‖pp  ‖Bw1‖pp · ‖Bw2/K 1/p‖pp · ‖Bw3/K 2/p‖pp · ‖Bw4/K 3/p‖pp · · ·
so long as the scaled roots wn/K (n−1)/p lie in D. Let us define
Mp(w) := max
⎧
⎨
⎩1,
[
1 + (1 − |w|
p′)p−1
|w|p
]1/p⎫⎬
⎭ .
Notice that this grows as w gets closer to the origin. We have shown that
‖ f − f̂ ‖pp  Mp(w1) · Mp(w2/K 1/p)Mp(w3/K 2/p)Mp(w4/K 3/p) · · · .
All but finitely many factors are unity, since otherwise the origin would be a limit
point of the zeros of f .
When p ∈ (1, 2], we have r = 2 and K = p − 1. In this situation, a more exact
Hilbert space estimate applies, and the resulting bound is
‖ f − f̂ ‖2p  ‖Bw1‖2p(1 + K |c1|2 + K 2|c2|2 + · · · )
 ‖Bw1‖2p‖B‖22
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where B is the finite Blaschke product with its zeros being those values of w2/K 1/2,
w3/K 1/2, w4/K 1/2,…that lie in D, and rescaled so that B(0) = 1. We have proved
the following improvement to Theorem 3.3.
Theorem 4.5 Suppose that
f (z) =
∞∑
k=0
ak z
k
is analytic in D, and a0 = 0.
(i) If p ∈ (1, 2], and p′ = p/(p − 1), then
{
1 +
∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+ · · ·
}2/p
 ‖ f − f̂ ‖2p

{
1 + (1 − |w|
p′)p−1
|w|p
}2/p (
(p − 1)m
|w1|2|w2|2 · · · |wm |2
)
where w is any zero of f , and w1, w2, . . . , wm are any zeros of f within the disk
(p − 1)1/2D.
(ii) If p ∈ [2,∞), and p′ = p/(p − 1), then
1 +
∣∣∣∣
a1
a0
∣∣∣∣
p
+
∣∣∣∣
a2
a0
∣∣∣∣
p
+
∣∣∣∣
a3
a0
∣∣∣∣
p
+ · · ·
 ‖ f − f̂ ‖pp
 Mp(w1)Mp(w2/K 1/p)Mp(w3/K 2/p)Mp(w4/K 3/p) · · ·
where K = 1/(2p−1 − 1) and w1, w2, w3, . . . , wn are any zeros of f .
Either of these bounds can be further sharpened by the inclusion of an estimate for
‖ f̂ ‖p. Also note that when p = 2 and f (z) = zd P(1/z) is a polynomial of degree d,
we once again get Landau’s Inequality (3.11).
Nothing in Theorem 4.5 requires the zeros {w,w1, w2, . . . , wm} to be distinct.
Thus, let us further observe that Theorem 4.5 provides a sharper lower bound for |w|
than Theorem 3.3, if w is a higher order zero of f .
In summary, this paper presented bounds for the zeros of an analytic function, in
terms of the Taylor coefficients of the function. We introduced a new method, based
on Pythagorean inequalities for Birkhoff–James orthogonality in the sequence space
p. We identified a separation theorem for the zeros of an analytic function. Applied to
polynomials, our results were able to reproduce and improve on some classical bounds
for polynomial roots.
Our reference for the classical results for polynomials was Marden [20]. Ifantis and
Kouris [16,17] also derived bounds for the zeros of analytic functions. Their bounds
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were expressed in terms of the spectral radius of a related Hilbert space operator.
Applied to polynomials, these results also reproduced some classical bounds. More
recently, De Terán, Dopico and Pérez [12] obtained bounds for polynomial roots, based
on various norms of Fiedler companion matrices. Their results in some cases improved
significantly on those arising from classical Frobenius companion matrices. Departing
further in spirit from the classical results, one can obtain bounds for polynomial roots
from recursive and iterative algorithms. See Kalantari [19], Hsu and Cheng [15] and
references therein.
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