Abstract This paper presents a new learning control framework for digital human models in a physics-based virtual environment. The novelty of our controller is that it combines multi-objective control based on human properties (combined feedforward and feedback controller) with a learning technique based on human learning properties (humanbeing's ability to learn novel task dynamics through the minimization of instability, error and effort). This controller performs multiple tasks simultaneously (balance, non-sliding contacts, manipulation) in real time and adapts feedforward force as well as impedance to counter environmental disturbances. It is very useful to deal with unstable manipulations, such as tool-use tasks, and to compensate for perturbations. An interesting property of our controller is that it is implemented in Cartesian space with joint stiffness, damping and torque learning in a multi-objective control framework. The relevance of the proposed control method to model human motor adaptation has been demonstrated by various simulations.
the verification of human factors' issues in industry, which is the general purpose of our work.
In order to evaluate the physical (biomechanical) aspects of working conditions, several software packages have been developed to facilitate ergonomic assessment, such as SAM-MIE [55] , JACK [4] , Ergoman [59] and SANTOSHuman [68, 69] . Simulations computed with these software packages usually rely on kinematic animation frameworks. Such frameworks use either pre-recorded motions obtained by a tracking system and motion capture or interactive manual positioning of the DHM body through a mouse, menus and keyboard. In the first case, simulations are realistic but they require extensive instrumentation of a full-scale mock-up of the future workstation or a similar existing one. They are extremely time consuming because of motion capture data processing [6] . Furthermore, their ability to predict complex human postures and movements for various sizes and dimensions in a timely and realistic manner is strictly dependent on the accuracy of the motion database. In the second case, simulations are clearly subjective (the designer, possibly with no specific skill in ergonomics, chooses arbitrarily a posture or trajectory). Again, they are time consuming (built up like a cartoon) and usually appear unnatural [13] , even though these digital manikins possess semi-automatic controls provided by a set of behaviours, such as gazing, reaching, walking and grasping. These issues do not encourage designers to consider alternative scenarios, which would be beneficial for a comprehensive assessment of the future work situation. Moreover, such software packages are subject to numerous limitations: since they are restricted to static models and calculation, they neglect dynamic aspects. Neither do they consider contact forces between the DHM and objects (at best the designer has to arbitrarily set both contact force magnitude and direction manually). For these reasons, assessment of biomechanical risk factors based on simulations of industrial or experimental situations may lead to real stress underestimation of up to 40-50 % [43] .
A challenging aim therefore consists in developing a DHM capable of performing tasks as an artificial humanbeing through dynamically consistent motions, behaviours and internal characteristics (positions, velocities, accelerations and torques) based on a simple description of the future work task, in order to achieve realistic ergonomics assessments of various work task scenarios at an early stage of the design process.
Human behaviours
To achieve this goal, a multi-objective DHM controller based on human behaviours using simulated physics is presented in this article. In our simulation framework, the entire motion of the human model in the virtual environment is ruled by real-world Newtonian physical and mechanical simulation, along with automatic control of applied forces and torques. To develop this controller, we chose to take into account the following important behaviours of human motor control:
1. spring-like behaviour: Won and Hogan [71] noted that muscle elastic properties and reflexes produce a restoring force to an undisturbed trajectory when the hand is slightly perturbed, as a spring between the hand and the planned trajectory. The mechanical impedance (strength of these spring-like properties) increases with endpoint force [25] or muscle activation [39] and it is adapted to counter environmental disturbances [48] . This behaviour is implemented in the feedback part of our controller. 2. anticipatory capabilities: When a multibody system gets in touch with an object, it is important to make the limb more compliant to avoid "contact instability" [31] . An important conclusion, which consistently emerges from the theoretical analysis, is that mechanics needs a feedforward control. A number of studies have shown that the nervous system uses internal representations to anticipate the consequences of dynamic interaction forces. In particular, Lackner and Dizio [40] demonstrated that the central nervous system (CNS) is able to predict the centripetal and Coriolis forces; Gribble and Ostry [26] demonstrated the compensation of interaction torques during multijoint limb movement. These studies suggest that the nervous system has sophisticated anticipatory capabilities. We therefore need to design accurate internal models of body dynamics and contacts. Generally, a feedforward control model is based on the anticipatory computation of the forces that will be needed to carry out a desired motion plan, without sensory information. The CNS therefore needs an internal representation or an inverse model of the human model and environment.
Fig. 1 Adaptive and Learning controller
This control technique is fast and does not have the instability risk, but has an obvious drawback: the sensitivity to unexpected disturbances. The feedforward control is not able to compensate for perturbations. If these disturbances can be measured, we can make on-the-fly correction of the movement. This method corresponds to the feedback control of our controller. 3. motion error minimization: Shadmehr and Mussa-Ivaldi [61] demonstrated that, trial after trial, the CNS reduces motion error through the compensation of the environmental forces and the feedforward control adaptation. An illustrative example is Kawato's feedback error learning model [37] , based on cooperation between two control mechanisms: a feedback loop, which operates in an initial training phase, and a feedforward model, which subsequently emerges. In this model, a feedback error is used as the learning signal for the feedforward model, which gradually compensates for any dynamic disturbances, and thereby learns an internal model of the body dynamics. This learning control model does not converge in unstable situations [52] , while the controller described in this paper is more adapted to unstable interaction (see [72] and Sect. 9). 4. metabolic cost minimization: the CNS optimizes the arm impedance to achieve a desired margin of stability while minimizing metabolic cost [10] .
Following these human motor control behaviours, we developed a new whole body control based on feedforward and feedback mechanisms ( Fig. 1 ) inspired by the human ability to adapt force and impedance to deal with stable or unstable situations and to compensate for perturbations [24, 72] .
Overview on adaptive and learning control
Adaptive and learning controls found in the literature can be distributed into four groups:
1. Classical adaptive -Gain scheduling [2] -Model reference adaptive control (MRAC) [35] -Self-tuning regulator [3] -Self-oscillating adaptive systems (SOAS) [33] 2. Periodic adaptive/learning -Iterative learning control (ILC) [5] -Repetitive control (RC) [41] -Run-to-run control (R2R) [12] 3. Machine learning -Reinforcement learning [8, 9] 4. Non-symbolic learning tool -Artificial neural network [32] -Fuzzy logic [16] -Genetic algorithms [62] In our study, we wanted to develop an algorithm adapted to unstable interactions, which are inevitable in our context (namely, verification of human factors in industrial work task design). In particular, our case study dealt with the task of clipping small metal parts to a plastic instrument panel of a vehicle [19] . In this work-task, we observed subjects performing the same task repeatedly. When we tried to simulate this task with a DHM, one way to compensate for the repetitive part of the error is to use periodic adaptive/learning control. With this type of controller, a robot performs the same task for numerous iterations, reducing the periodic error at each following trial.
If a task has reproducible dynamics or fixed environment, impedance control is used to impose a desired dynamic behaviour to the interaction between the robot endeffector and the environment [14, 30] . The common control impedance techniques requires a reproducible dynamics (the target impedance model is fixed). For this reason, it is not adapted when the environment changes (the interaction may become unstable).
One possible solution to perform unstable tasks is to increase impedance in order to deal with incorrect force arising from unknown dynamics. Yet, while higher impedance may increase stability in movement task, it may also lead to instability during interactions with a stiff environment.
Common periodic adaptive control learns only force from the feedback error. Thus, it is inefficient in unstable situations because the force will be different in each trial due to noise or external perturbations [70] . In addition, common ILC algorithms do not require a low mechanical impedance to obtain safety and energy minimization [28] .
The algorithm developed below is more adapted to unstable interactions than common ILC algorithms, because it allows to change the force in each trial [11] and to obtain low impedance. Learning the optimal force and impedance appropriate for different tasks can help the robot achieve them with minimum error and least amount of energy (as humans do [23] ).
Digital human model using simulated physics

Model of human body and dynamics
In our study, the human body is kinematically modelled as a set of articulated rigid bodies (Fig. 2) organized into a redundant tree structure, which is characterized by its degrees of freedom (dof). Each articulation can be modelled into a number of revolute joints depending on the function of the corresponding human segment. Our DHM therefore comprises 39 joint dof and 6 root dof, with 8 dof for each leg and 7 for each arm. The root is not controlled. For validation purposes, several DHMs have been dimensioned based on each subject's anthropometry [29] .
The dynamics of the DHM are described as a second-order system as:
M is the generalized inertia matrix;Ṫ is the acceleration in generalized coordinates; N T is the centrifugal and coriolis forces; G is the gravity force in generalized coordinates; L is the matrix to select the actuated degrees of freedom (L = [0 I ] T with 0 the zero matrix and I the identity matrix); τ is the set of joint torques; J is the Jacobian matrix; W is the wrench applied by digital human models on environments (W = [ T F T ] T with the moment in Cartesian space and F the force in Cartesian space).
In the notation of this paper, frames are denoted by subscripts as follows: -min: joint stiffness, damping and feedforward torque required to maintain posture stability and to reduce the systematic deviation caused by the interaction with the environment -d: "desired" values -l: the learned torque, stiffness or damping -ini: the initial torque, stiffness or damping -i: wrench derived from unknown contacts with environment-interaction wrench -ff: feedforward -fb: feedback -ob: object
Contacts model
Simulations were based on the XDE physics simulation module developed at the CEA-LIST (http://www.kalisteo.fr/ lsi/en/aucune/a-propos-de-xde). This module manages the whole physics simulation in real time, including accurate and robust constraint-based methods for contact and collision resolution [45, 46] . Friction effects were modelled in compliance with Coulomb's friction law, which can be formulated as:
with f xy being the tangential contact force, μ the dry friction factor and f z the normal contact force.
Hand model
The hand model, illustrated in Fig. 2 , has 20 dof. To control joint positions θ , we use a simple Proportional-Derivative controller. The desired joint positions θ are a set of desired positions θ d corresponding to different preset grasps.
Adaptive controller based on human behaviours
Corresponding to the above analysis of human motion control, we propose a human-like learning controller ( Fig. 1 ) composed of feedforward and feedback controls, both of which are adapted during movements. This controller is inspired by the works of Yang et al. [72] and Ganesh et al. [24] . The proposed controller can deal with both stable and unstable conditions. The learned stiffness, damping and feedforward torque compensate for external perturbations. This behaviour is similar to human adaptation [65] .
Cartesian controller with joint stiffness, damping and torque learning
We describe a Cartesian controller that, given a target in Cartesian space, learns joint space parameters. An interesting property of this controller is that although it is a Cartesian controller, its impedance is learned and distributed according to the limbs' dynamics. As demonstrated in [44] , to control limb stiffness and stability, the CNS must increase joint stiffness when an external force is applied to the hand. This result is obtained with our controller in Sect. 9.
The desired Cartesian space impedance is:
K is the stiffness matrix; B is the damping matrix;
is the dynamic pseudoinverse matrix with J a full rank matrix; ρ = Sq. S is a matrix to select a part of the actuated degrees of freedom (S = [I 0]) to obtain a dynamic model independent of non-sliding contact forces at known fixed locations in Eq. 1 such as the contacts between the feet and the ground (see Appendix A).
Overall cost function
As explained in Sect. 2, the CNS minimizes the motion error cost M E (t) (Eq. 5) and the metabolic cost M C (t) [10] [to learn impedance and feedforward torque, a human does not spend extra effort (Eq. 6)]. We therefore set our overall cost function C(t) as:
with:
and:
M ρ is the inertia matrix (see Appendix A) and
is the tracking error commonly used in robotics [63] defined as:
with
where SE (3) is the special Euclidian group and se (3) is the Lie algebra of SE(3). δ(H d , H r ) denotes the displacement (position and orientation) error between the desired and current state; δ(V d , V r ) denotes the velocity (linear and angular velocity) error between the desired and current state.
where vec(·) is the column vectorization operator,
ρ and τ min ρ are joint stiffness, damping and feedforward torque required to maintain posture stability and to reduce systematic deviation caused by the interaction with the environment (see Appendix B).
In Eq. 8, the function (t) that adapts stiffness, damping and feedforward torque tends to the minimal value d (t) with a metabolic cost minimization [10] .
To measure stability, we use the motion error cost M E in Eq. 5. If there exists δ > 0 such that
then human interaction with an environment is stable in
DHM torques
Following the important behaviours of human motor control listed in Sect. 2, we propose a DHM controller composed of feedforward and feedback parts that are adapted during trials:
where τ ff is the torque to compensate for DHM dynamics (feedforward part of our controller in Sect. 8.1); τ l ρ (Eq. 16) is the learned feedforward torque that depends on the feedback error.
is the torque to compensate trajectory errors (feedback part of our controller in Sect. 8.2). f c is the contact forces.
W d end is the desired task wrench in Eq. 11 that adapts stiffness and damping in Eq. 8.
The desired task wrench W d
end is computed by using an adaptive proportional-derivative (PD) feedback control law:
K end and B end denote the Cartesian stiffness and damping matrix respectively. As explained in Sect. 5.1, our controller learn joint space parameters using Eqs. 13 and 14. To pass from joint to Cartesian stiffness and damping, we use the Eq. 3. It is important to remember that joint-space and ρ-space are related by the relationship ρ = Sq.
The B ini end is chosen according to:
with B ini ρ being a symmetric positive definite matrix with minimal eigenvalue λ min (B ini ρ ) ≥ λ B > 0. This minimal feedback matrix insures stable and compliant motion control. It corresponds to the mechanical properties of the passive muscles of the human relaxed arm [54] .
Learning laws
In order to vary the mechanical control of a limb over time, the cerebellum plays an important role in the human motor learning process, forming and storing associated muscle activation patterns. According to Smith [64] , stiffness varies throughout the movement. Based on human properties detailed in Sect. 2, stiffness K l ρ (t) and damping B l ρ (t) are adapted as follows:
The forgetting factor of learning γ is defined by:
with positive p and u values. To obtain convergence, we need γ (t) > 0 (see Appendix B). The learning response speed can be tuned through the choice of p and u. If γ (t) is large, torque and impedance learning will be slow; if γ (t) is small, we will obtain slow torque and impedance unlearning.
Unlike the constant value of γ in [24] , the time varying definition of γ in Eq. 15 has the following advantage: when (t) is large, γ (t) is small and vice versa. For this reason, we have a controller that quickly increases torque and impedance during bad tracking performance and quickly decreases torque and impedance during good tracking performance.
The learned feedforward torque is adapted through:
The diagonal learning rate matrices Q K , Q B and Q τ are empirically chosen. In particular we choose Q K > Q τ because human stiffness increases faster than feedforward torque [10] and Q B = Q K /b according to Eq. 11.
Trajectory planner based on human psychophysical principles
A movement can be characterized, independently of the endeffector, by:
-the initial and final points of the trajectory (position and orientation) -obstacle positions (via-points of the trajectory) -duration Experimental study of human movements has shown that voluntary movements obey the following three major psychophysical principles:
-Hick-Hyman's law: the average reaction time T R ave required to choose among n probable choices depends on their logarithm [34] :
-Fitts' law: the movement time depends on the logarithm of the relative accuracy (the ratio between movement amplitude and target dimension) [21] :
where D is the duration time, ϒ is the amplitude, P is the accuracy, and g and z are empirically determined constants. -Kinematics invariance: hand movements have a bellshaped speed profile in straight reaching movements [50] .
The speed profile is independent of the movement direction and amplitude. For more complex trajectories (i.e. handwriting) the same principle predicts a correlation between speed and curvature [51] described as a 2/3 power law:
whereṡ(t) is the tangential velocity, R is the radius of curvature and Z s is a proportionality constant, also termed "velocity gain factor". For this reason, more complex trajectories can be divided into overlapping basic trajectory similar to reaching movements. Such spatio-temporal invariant features of normal movements can be explained by a variety of criteria of maximum smoothness, such as the minimum jerk criterion [22] or the minimum torque-change criterion [67] .
We implemented a modified minimum jerk criterion with via-points to calculate trajectories and avoid obstacles. The original minimum-jerk model in [22] may fail to predict the hand path and can only be applied to average data because it predicts a single optimum movement for given via-points. Unlike the original minimum jerk model, the 2/3 power law can be applied to all movements. The main problem with this method is the formula, which predicts speed from paths. In this study, we therefore chose Todorov's model [66] , which combines the original minimum-jerk model and the 2/3 power law model and uses a path observed in a specific trial to predict the speed profile. Todorov's model substitutes a smoothness constraint for the 2/3 power law (see Appendix C.2). This model is validated and compared to the 2/3 power law in [66] for four tasks with a specified path.
For a given hand path in space, Todorov's model [66] assumes that the speed profile is the one that minimizes the third derivative of position (also named "jerk"):
(20) with r (s) = [x(s), y(s), z(s)]
a 3D hand path and s is the curvilinear coordinate. According to this approach, minimization is performed only over the speed profiles because the path is specified. Formal definition of the inside term of the integral in Eq. 20 is in Appendix C.1.
In the original minimum jerk model [22] , the minimum jerk trajectory is a 5th-order polynomial in t. Using the endpoint constraints, we can compute the coefficients of this polynomial. The trajectory and speed are found by a given set of via-points and thus, the hand is constrained to pass through the via-points at definite times. To calculate the minimum jerk trajectory, it is necessary to give passage times T P , positions x, velocities v and accelerations a. In Todorov's model, the passage times T P are not defined a priori, but are determined by the algorithm explained below.
To find the optimal jerk for any given passage times T P and intermediate points x, Todorov's model minimizes the jerk with respect to v and a by setting the gradient to zero and solving the resulting system of linear equations. To find the intermediate times T P , the method uses a nonlinear simplex method to minimize the optimal jerk over all possible passage times.
In the same way as for translations, the speed profile of a rotation is the one that minimizes the third derivative of orientation (or "jerk"), with a 3D rotation path
In brief, to calculate the minimum jerk trajectory for the rotations and the translations, we need to provide the positions X , the initial and final velocities V and the initial and final accelerations A.
An illustrative example of a minimum jerk trajectory simulation is given in [19] and a comparison between real human data and simulations is given in [20] .
Duration time based on human laws
Duration times are a priori chosen following the 3D Fitt's law proposed in [27] for a pointing task. The reach and position states are similar to a pointing task at trivariate targets, and therefore we use the equation in [27] to calculate movement time D:
ϒ is the distance (or amplitude), θ is the movement angle (the human user's axis of movement), w is the width measured along movement axis, h is the height measured along Z -axis, and d is perpendicular to both (see Fig. 3 ).
Feedforward and feedback control
The optimization framework (see Fig. 4 ) is based on a combined anticipatory feedforward and feedback controls system based on underlying notions of the acceleration-based control method [1, 15] and a Jacobian-Transpose (JT) control method [18, 42, 57] . These controllers are formulated as two successive Quadratic Programming (QP) controllers (Fig. 4) , each of them dealing with a great number of dof and solving simultaneously all constraint equations. The controller is introduced to compute joint torques that achieve different objectives and satisfies different constraints. In our multi-objective control, a task means that a certain frame on the DHM body should be transferred from an initial state to a desired state.
Feedforward
During the feedforward phase, the objectives are:
1. Objective based on acceleration control. This feedforward action compensates for the low frequency, rigid body behaviour of the DHM dynamics. The goal is to minimize the difference between actual acceleration A and desired acceleration A d found by the minimum jerk trajectory planner.
A is expressed in terms of the unknowns of the systeṁ T as:
with J being the Jacobian matrix expressed in its own frame.
Regularization for QP problem:
To regularize the QP problem, we set the desired torque τ d , the desired contact force f d c and the desired accelerationṪ d to zero.
During the feedforward phase, the constraints are:
1. Dynamic equation. As explained in Sect. 2, the CNS is able to predict dynamics. We therefore set the DHM dynamics in Eq. 1 as a feedforward constraint. To help maintain contacts, contact acceleration must be null.
3. Non-sliding contacts. The non-sliding contacts are expressed as a set of inequality constraints. Contact constraints are imposed at contact points between the feet and the ground. The contact force f c should remain within the friction cone. The linearized Coulomb friction model [1] is applied, in which the friction cone of each contact is approximated by a four-faced polyhedral convex cone. The contact constraints are formularized as:
where E c i is the approximated friction cone, and d c i is a customer defined margin vector so that the projection of f c i on the normal vector of each facet of the friction cone should be kept larger than d c i .
We summarize the feedforward phase as:
subject to:
The optimization objective is the same for each task, which is to minimize the error between the variable and its desired value. The objectives are combined in the diagonal weight matrix Q. These values are chosen according to the priorities of different objectives.
With this optimization, we obtain τ ff , f c ,Ṫ .
Feedback
In the feedback part, for each task, we imagine that a virtual wrench is applied at a certain frame on the DHM body to guide its motion towards a given target. These virtual wrenches are computed by solving an optimization problem.
To obtain this, in the feedback phase the objectives are:
1. COM position. The dynamic controller maintains the DHM balance by imposing that the horizontal plane projection of the COM lie within a convex support region [7] . For this COM-tracking objective, we consider only the force component and F d com is obtained by using a PD control in 3 to measure the error between the actual and desired COM positions. (27) where K com and B com are the proportional and derivative gain matrix respectively. 2. End-effector. The end-effector task is used for performing some specific motions. In this paper the objective is to realize point to point movement with the human-based learning controller in Eq. 11. In the feedback phase the constraints are:
1. Static equilibrium. The wrenches are constrained by the static equilibrium of the DHM:
2. Non-sliding contacts
We summarize the feedback phase as:
With this optimization, we obtain F com , W end , f c . The feedback joint torque is equal to:
Results
Our simulation framework requires a PC running a Python 2.7 environment with XDE modules. With a simulation step of 0.01 s the joint torques are calculated in quasi-real-time (computation duration is 1.5 times the simulation duration) on a PC equipped with an Intel Xeon E5630 (12M Cache, 2.53 GHz processor, 24 Gb of RAM).
Several simulations have been made using our new joint stiffness, damping and torque-learning Cartesian controller. A first case-study dealt with a fictional hand task, a second case-study dealt with an experimental assembly task. All simulations consisted of controlling a 45 dof DHM, with 6 dof for the root position and orientation, using actuators/muscle producing joint torques τ in a 6-dimensional Cartesian task space characterized by an interaction external wrench W i end while tracking a minimum-jerk task reference trajectory detailed in Sect. 6. The wrench is derived from the contacts or given by an imposed wrench field.
There are four contact points on each foot. During the experimental task, we observed that torso orientation varied very little. We therefore add an objective to maintain the desired torso orientation equal to its initial orientation.
The optimization weights for the different objectives are: 10 4 for the COM, 5 × 10 3 for the right hand task, 10 1 for the posture, 10 2 for the head, 10 2 for the torso, 10 0 for the contact task and 10 2 for the gravity compensation. These weights are empirically chosen based on the estimated importance and priorities of the different objectives.
The learning rate matrices Q K , Q B and Q τ in [72] have been changed for different applications and they are empirically chosen based on the importance and priorities of the different objectives.
We choose Qk > Q τ because human stiffness increase faster than feedforward torque [10] . The controller parameters are selected as
In [20] , we used this controller to simulate an experimental insert clipping activity in quasi-real-time and applied the simulated postures, time and exertions to an OCRA indexbased ergonomic assessment [53] . Given only scant information on the scenario (typically initial and final operatorpositions and clipping force), the simulated ergonomic evaluations were in the same risk area as those based on experimental human data. In addition, DHM trajectories are similar to real trajectories.
Free hand movement
The first case studied is a point-to-point movement: the right hand goes from the initial right hand position to the insert position. At the start of the simulation, the insert is placed on the table in Fig. 8a , and the DHM body is upright and its arms are along the body. This reproduces the grasping action of the experimental task in [19] .
The movement duration D = 1.3 s is chosen according to the 3D Fitt's law proposed in Sect. 7 for a pointing task. In the first phase (iterations 1-75) interaction wrench is absent. In the second phase (iterations 76-149) a constant perturbation wrench W i end = W ext end is applied to the right hand. In the third phase (iterations 150-225) interaction wrench is absent.
As demonstrated in Fig. 5 , DHM increases its joint stiffness in order to maintain limb stability in the presence of applied external forces at the hand [10, 44] .
We note that the error decreases (see Fig. 6 ) and therefore, initial divergent trajectories become convergent and successful after learning.
We observe similar pattern of stiffness and feedforward torque (Fig. 7) of the experiments in [10] . This is derived from stiffness and damping adaptation to compensate for unstable interaction, without a large modification of the feedforward torque.
We note that the limb stiffness converges to small values when no forces are applied at the hand. The lower-magnitude joint stiffness is typical of a human subject acting with a zero force field [44] .
Simulation of a insertion with a virtual object
In the second case-study, we simulate the insertion task in [19] . The interaction external wrench is derived from the contacts between the insert and the virtual object represented in Fig. 8a . The digital mock-up (DMU) scenario is represented in Fig. 8a . This reproduces the experimental environment in [19] by ensuring geometric similarity. The inputs used to build the DMU scenario are the workplace spatial organization (x, y and z dimensions), inserts and tool descriptions (x, y, z positions and weight) and the DHM position.
In Figs. 8b and 9 and we show the results of the simulation when the right hand goes from the virtual object center x ob to the x = x ob +[0 m, 0.03 m, −0.02 m] position (the reference frame is represented in Fig. 8a) .
Adaptation is simulated for 50 iterations. We note in Fig. 8b that the asymptotic force slightly decreases. We have demonstrated this human behavior by human subject experiments [17] .
Conclusion and future works
In this paper, we have described a multi-objective control of digital human models based on human-being's ability to learn novel task dynamics through the minimization of instability, error and effort. Our controller has been validated with a 45 dof DHM. For this paper, we applied our algorithm to a rather simple case study, of limited impact relatively to the complexity of actual work gestures. In order to confirm the encouraging results and to give the desired genericity to our controller and DHM, we plan to do additional theoretical and practical works.
One improvement will be to enrich prehension simulation. For our case study, we explicitly specified the type of grasp (palmar, pinch, full-handed) and orientation of the object in the operator's hand, according to the final orientation (the object is attached to the hand). In the near future, we plan to introduce prehension functions in our kinematic model. In order not to make our kinematic model heavier (20 segments and 28 additional dof per hand [49] ), we propose to replace the wrist and fingers by a dedicated end-effector whose characteristics (number of joints, types, rotational and translational range) would mimic the dof observed for each type of grasp [47] . For example, this effector would have more dof in pinch mode than in full-handed grasp mode.
Another improvement will involve the parametrization of the controller. Actually, our controller needs several parameters to be set, for instance tasks weights. In our case study, we set those parameters empirically. To improve the genericity of our algorithm, the tasks weights could be automatically calculated without requiring any manual tuning [58] .
Appendix A: Relation between Cartesian space and joint space Using Eqs. 1, the interaction dynamics is:
Given an interaction wrench W i end . In this paper, we treat the DHM control where the floating base is the foot. We consider cases with the foot fixed to the ground. In this way, we obtain a completely actuated DHM with fixed-base robots characteristics. The dynamic model of DHM is:
When the only contact with the ground is the foot and it is the root, we obtain J c L = 0.
Since ρ = Sq and S is a matrix to select a part of the actuated degrees of freedom (S = [I 0]) to obtain a dynamic model independent of non-sliding contact forces at known fixed locations in Eq. 1 such as the contacts between the feet and the ground, we can write the system as: (35) with M ρ = SM q S T , N ρ = S N q S T , G ρ = SG q and J T end,ρ = S J T end,q . From Eq. 35 and since
Since δτ ρ = −K ρ δρ and Eq. 36, we obtain:
Finally, the Cartesian impedance is:
with J † end,ρ the dynamic pseudo-inverse [38] defined as:
It can be similarly obtained
Appendix B: Convergence analysis
B.1 Motion error cost function
The first derivative of M E (Eq. 5) can be calculated as follows:
and 
The relationship between ρ velocity and Cartesian space velocity can be expressed as:
Differentiating Eq. 43, the Cartesian acceleration term can be found as: A = J end,ρρ +J end,ρρ (44) then the equation of robot motion in joint space can also be represented in Cartesian space coordinates by the relationship: Substituting Eqs. 52 and 53 into Eq. 51, we obtain:
According to the definition of (t) and Q, the following properties of vec(·), ⊗ and tr(·) operators:
and using the symmetry of Q −1 K , we obtain:
In the same way, can be found the terms corresponding tõ B andτ .
For these reasons, we can define δ M C (t) = M C (t) − M C (t − D) as: 
To explicit the invariance with respect to rotations and translations of the minimization problem in Eq. 76, we can define uniquely 3D curve [56] by its curvature R(s) and its torsion η(s).
The path r satisfies Frenet's formulas:
From geometry, we know that:
We replacing Eq. 78 in Eq. 76 and we obtain:
n, t and b are orthogonal and thus we obtain:
C.2 Relation to the 2/3 power law
We want to find the relation of Eq. 80 to 2/3 power law.
To obtain this, we define a function:
Z s corresponds to the term multiplying the torsion η in Eq. 80.
We derive Eq. 81 respect to time and we obtain:
The term R (s)ṡ 3 + 3ṡs R(s) is equal to the term multiplying n in Eq. 79. We now substitute Eq. 82 in Eq. 79:
From Eq. 81, we have:
In the 2/3 power law Z 1 3 s = const and Z s = 0 and it is equivalent to setting the coefficient of n of the instantaneous jerk to zero, and the coefficient of b proportional to the coefficient of t.
To demonstrate this, we analyze the 2D power law:
Taking derivatives, we obtain:
The jerk vector points are orthogonal to n and aligned with t. Thus, the jerk along n is zero.
