Abstract-Statistical service has been proposed for service differentiation networks to improve resource utilization. However, it has remained in a challenge to compute end-to-end statistical service bounds for aggregates of regulated flows in a network. In this paper, we develop a generalized statistical traffic envelope, Global Statistical Envelope, which covers not only aggregated traffic of regulated flows, but also a large variety of traffic sources. Based on this characterization, we derive statistical bounds on delay and backlog in a service curve network. The general results are further applied to computing statistical delay bound of aggregated flows regulated by peak rate constrained leaky buckets in a network of rate-latency servers. The effectiveness of our theoretical results is verified by numerical evaluation in terms of providing significantly tight delay bounds.
I. INTRODUCTION
With the explosive growth of multimedia applications and virtual private network services, quality of service provisioning is still a crucial and challenging issue. For service assurance networks, it's a common case that multiple flows are regulated at the ingress node, and then served uniformly as a whole, e.g., Differentiated Services (DiffServ) networks [1] . Also the service measures, e.g., delay and backlog, can be evaluated based on either deterministic or statistical model. Statistical model allows a small fraction of traffic to violate the service bounds, which results in significant improvement in terms of resource utilization upon deterministic model [2] [3] .
For the statistical analysis of service in a network, the development of statistical network calculus [4] has attracted great attentions in recent years. An alternative approach is to use queueing theory, which can offers some accurate results. But it's difficult either to abstract various schedulers or to solve end-to-end service bounds. Moreover, the theoretical results lack of generality since they are associated with specific traffic source and node service. In contrast, statistical network calculus has been shown effective to provide general and tight results of end-to-end statistical service bounds with various traffic sources and schedulers. This is implemented mainly by extending the basic notions of network calculus [5] Arrival Curve and also sometimes Service Curve, to a probabilistic setting However existing studies in the context of statistical network calculus are inefficient or inapplicable to computing statistical service bounds of an aggregate of regulated flows.
Some studies (see [6] and references therein) are based 1-4244-0463-0/06/$20.00 ©2006 IEEE on the notion of arrival curve rather than its probabilistic version. In [6] , the authors computed probabilistic backlog bound at a Packet Scale Rate Guarantee (PSRG) [7] node.
Statistical delay bounds at each node were solved by the delayfrom-backlog property [7] of PSRG model, and then summed up as the end-to-end one. This approach normally leads to overestimation of end-to-end delay bound [8] , and is available for PSRG node rather than more general service curve ones.
Unlike the work in [6] , most of studies are based on various types of statistical traffic envelope, the extension of arrival curve model (i.e., deterministic traffic envelope). A [8] to use Exponentially Bounded Burstiness (EBB) [13] . To is constant. Given a GEE and a deterministic envelope of a flow, the following lemma shows how to construct a GSE.
Lemma I: If a flow with GEE {H',I(T) also has a deterministic envelope A*(T), and 'HO'(T) > A*(T) at T = 1, then
is a GSE of this flow with violation probability a.
Proof 
We begin with computing the local effective envelope (referred to as LEE below) [ 
where Pe = N'Po + Npo, Pe = (N + N')po, o-= N'(ro, and N' =(Nogeg)/2 in detail.
Then we will apply Lemma I in [15] to constructing a GEE from a LEE. That is, given a LEE Sgq of a flow, its GSE can be given by 'Hl (T) = GE9(yT + a), and
where y > 1 and a c (0, ) are both arbitrary. 
C. Discussion
Being General envelopes, GSE, LEE and GEE are all available for bounding probabilistically the aggregated, traffic of regulated flows. However, when they are used, to solve statistical bounds on service measures, next section will show that GSE needs neither the assumption on Gaussian traffic process (as LEE) nor the estimation of busy period (as GEE). Consequently, GSE can be applied to statistical service analysis in more realistic networks.
The formulation of GSE covers the existing EB envelopes. The ones presented in [9] [10] [1 1] are similar to GSE and GEE in terms of being defined from sample path point of view. For any choice of (T, each of them always corresponds to a GSE, and the reverse conversion exists only when W'(T) is specialized with EB type. In contrast, other EB envelopes [8] [12] [13] hold. merely for single r. Theorem 2 in [10] has shown how to convert these pointwise envelopes to the one of sample path view, so is a GSE.
When flow traffic can be expressed by an LB envelope, the formulations of sample path view impose the least constraint on the violation probability function £ ft(o-). That is, f(x) needs merely to be a tail distribution [9] [10]. e. a power function as x-or even the ones decaying slowly. This feature malk;es GSE and the LB envelopes in [9] [10] [11] be available for characterizing non-Gaussian heavy-tailed traffic processes in realistic networks, e.g., a -stable self-similar processes. 
B(t) A(t) -D(t).
For a flow A(t), the system is said to serve this flow with a service curve S(t) if and only if its traffic departure D(t) > A(t) S(t). Here X means min-plus convolution [5] , i.e., f(t)9 g(t) = inf [f(u) + g(t -u)]. The concatenation of multiple Lc[o,t] service curve nodes is also a service curve system. Hence, the results in this section are available for statistical service analysis both at a single node and in a network.
Before the derivation of statistical service bounds, we first present a lemma as below.
Lemma 2: Given an arrival process A(t) and its global statistical envelope W'(T), the following probabilistic inequality holds for any nonnegative function g(t) and any t 0.
Pr{IVT 0 : A(t + T) -A(t) g(t) < 'H(T) 0g(T)} I 1 -(10)
Here 0 means min-plus de-convolution [5] , i.e., f(t)0g(t) ( 1)
Eqn. (11) (14) .
Let T = 0 in Eqn. (13) . That is, for any t 0,
Pr{A(t) -A(t) S(t) (WJ 0 S)(0)} > 1 a (21) The definition of service curve implies B(t) = A(t)-D(t) < A(t) -A(t)OS(t), which together with Eqn. (21) completes the proof of Eqn. (15). Note that D(t+T) A(t+±) and D(t) A(t)®S(t). Then, for anyTr> 0, D(t, t +T) = D(t±+T) -D(t) A(t +±) -A(t) S S(t).
Referring to Eqn. (13) The rate-latency server is fed with an aggregate of independent flows, which have been homogenously regulated by peak rate constrained leaky buckets. The GSE of such an aggregate has been provided by Eqn. (8) . To compute endto-end statistical delay bound, one can consider the equivalent rate-latency server of multiple nodes. This implies that the assumptions on the independence and regulation are needed only at the ingress node. Therefore, the above assumptions do not restrict the results being applied in a multi-node scenario.
Theorem 1 indicates that statistical delay bound with violation probability a can be given by the maximum horizontal deviation between the two curves HcH(t) -t and S(t) -t. Wc(t) shown in Eqn. (8) (9) shows that a and I can be expressed with y and z as follows. The last step is to obtain the optimal d, Let x (Nloga)/2. By y > 1 and ag < a, it's readily to verify that, (1) if x < (I r)RI PI, < R, Ph < R and Ph > R are all possible, (2) if (i0)< x < ( R), either Ph < R or Ph > R holds and Ph < R is impossible, and (3) if x > (I-)R only Ph > R is possible, neither Ph 1 R nor Ph < R holds any more.
Considering Ph < R, ph5 R and p1l > R are the conditions of respectively taking dO, cd I and d92 as cd, we certainly conclude that the optimal ds can be formulated with minidod,d2l, x <(I) dsopt = min di, d2,
where do, d1, and d2 are shown in Eqn. (26), (27) and (28).
V. NUMERICAL EVALUATION In this section, we will evaluate the statistical delay bound, provided, in Section IV by numerical experiments. There are two types of flow in the experiments. Type 1 is specified with P1 = 1.5Mbps, Pi = 0.15Mbps and o-I = 95.4kbits, while type 2 is expressed with P2 = 6.0Mbps, P2 = 0.15Mbps and Cr2 = 10.345kbits. Each rate-latency server node serves a flow aggregate with service rate R = 50Mbps and latency T = 0.08ms. As for a concatenation of H nodes, the equivalent rate-latency server are expressed, with R = 50Mbps and latency T = H x 0.08ms.
End-to-end statistical delay bounds are computed based on Eqn. (29), and simultaneously by the approach introduced in [6] . The former is labeled with GSE in the figures, while the latter is tagged, with SUMDfB by the approach of Sum of Delay-from-Backlog bounds. In particular, SUMDJB curves are attained by Eqn. (5), (16), (17) and (1L8) in [6] . Here the delay jitter bound is taken as the deterministic delay bound from the ingress node to the concered core node. All numerical results are normalized, with respect to the deterministic delay bound dd, which is computed based on Proposition 1.4.1 in [5] . In fact, this paper considers only statistical multiplexing gain of aggregated flows, but no statistical resource sharing among differentiated flow aggregates. The latter is the aim of our ongoing study to relax some constraints in related works.
Mcoreover, in our future work, we are intended to carry out simulations with more realistic traffic and, practical scheduling disciplines to evaluate the theoretical results in this paper. A SUMDfB (a=10-- 
