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Abstract
The presence of companion stars, whether bound or unbound, make correct identification of the planetary hosting
star difficult when a planet has been detected through a photometrically blended transiting event. We present an
approach that uses a combination of light curve analysis and stellar modeling to disentangle eight K2
photometrically blended binary systems that have either a confirmed or suspected planet to identify the probable
host star. The key to our approach is the use of the mean stellar density, calculated using the transit geometry, as a
discriminator. The approach is strongly dependent on the difference in magnitude between the stars and the
observed transit depth, which is corrected by the flux ratio between the two stars. While our approach does not lead
to a definitive result for all systems, we were able to determine the following for the eight systems in this case
study: there are two systems where the primary was highly likely to be the planet-hosting star (>90% likelihood);
three systems where the primary was likely to be the hosting star (>55% likelihood); one system where the
secondary was likely to be the planet-hosting star (>55% likelihood); and two systems where we were uncertain
which star was the planet-hosting star (≈50% likelihood to be either the primary or the secondary). Two systems,
denoted by their EPIC number, EPIC 201546283 and EPIC 201862715, had confirmed planets, K2-27b and K2-
94b, respectively, with radii of 4.0±0.1 and 16.4±2.9 R⊕, respectively.
Key words: binaries: visual – planetary systems – planets and satellites: detection – planets and satellites:
fundamental parameters – stars: fundamental parameters
1. Introduction
The primary focus of the Kepler (Borucki et al. 2010) and
the reinvented K2 (Howell et al. 2014) missions are to detect
and characterize planets by capturing high signal-to-noise time
series photometry of planetary transit of host stars. The Kepler
spacecraft has observed hundreds of thousands of stars, which
includes numerous multi-star systems. The exact number of
multi-star systems within the Kepler data set is uncertain, but it
has been proposed that30%–40% of Kepler host stars (stars
that host one or more planets) are also multi-star systems
(Adams et al. 2012; Adams et al. 2013; Dressing et al. 2014;
Ciardi et al. 2015; Furlan et al. 2017). Likewise, K2 host stars
have a similar fraction of stars with stellar companions as
Kepler and solar-type field stars (Matson et al. 2018). This
fraction appears to be similar to the fraction of solar
neighborhood stars with stellar companions (approximately
46%; Raghavan et al. 2010).
The ability of the Kepler detector to resolve multi-star
systems is limited due to it having a relatively large pixel size
(approximately 4″ on sky.4) The consequence of this design
means that the flux from unknown stellar objects can fall within
the same Kepler pixel resulting in confounding photometry,
known as a blend. If the observed flux from a pixel does
contain two or more stars, then the flux levels for the primary
star (the brighter star in the system) will be inflated by the other
stars in the system. Where a transiting planet has also been
detected, the increased flux levels dilutes the transit depth
leading to an underestimation of the planets radius (Ciardi
et al. 2015). When combined with a planetary mass, under-
estimating a planet’s radius directly impacts the derived bulk
density (Ciardi et al. 2015; Rogers 2015; Furlan & Howell
2017; Hirsch et al. 2017). In addition, if a planetary transit has
been revealed in the photometry, there will be a high level of
uncertainty surrounding which star is the planetary host star.
Determining which star in a Kepler/K2 photometrically
blended signal is the planetary host star requires follow-up
ground-based photometry of each star in the system. This can be
problematic if the stars causing the contamination are close on
the sky, and/or are not bright enough to be resolved, and/or
there is a lack of certainty around the stellar parameters for each
star in the system. Its worth noting that while its reasonable to
assume that stars separated by 1″–2″ on the sky will be
gravitationally bound (Hirsch et al. 2017), non-bound systems
(either foreground or background stars) will also present the same
distortion to the observed flux on the Kepler/K2 detector. We
therefore use the terminology “multi-star system” to denote that
there are two or more stellar objects falling on one Kepler/K2
pixel—the term is not meant to infer that the system is
necessarily bound. High-resolution imaging by ground-based
telescopes has been used to identify blended systems at a
resolution of 0 02. If high-resolution imaging indicates that the
Kepler/K2 photometry is blended and a transiting planet has
been identified then the question still remains—which star in the
multi-star system hosts the planet and what is the true radius of
the planet?
Estimating the true planetary radii from an observed diluted
transit depth is heavily dependent on the difference in
magnitude between the primary star and the remaining stars
in the system and which star in the system the planet orbits
(Ciardi et al. 2015). For example, if a planet is in orbit around
the primary star and there is a large difference in the magnitude
between the host and the companion/s then the planet’s radius
will be slightly underestimated. Similarly, if a planet is in orbit
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around the secondary star and the difference in magnitude is
large, then the estimation of the planet’s radius will be
significantly underestimated.
In this paper, we will investigate an approach to determine
which star in a multi-star system, whether bound or unbound (all
systems are assumed to be unbound), is the planetary host star,
thereby allowing us to correct reported estimations of planetary
radii. For a small selection of K2 planetary hosting stars
(Crossfield et al. 2016), we have laid out an approach to
distinguish which star the planet orbits. A few attempts have been
made to determine which star a planet orbits in multi-star systems
for example, Kepler-13; (Beatty et al. 2017), Kepler-296;
(Barclay et al. 2015) and K2-136; (Ciardi et al. 2018). Ciardi
et al. (2018) used the stellar density as a discriminator for which
star hosts a Neptune-sized planet in a binary system in the
Hyades Cluster; K2-136. Our approach will be to build upon the
approach by Ciardi et al. (2018) with the aim of publishing new
radii for planets located in multi-star systems selected from
Crossfield et al. (2016). We begin by outlining our target
selection in Section 2, present our approach in Section 3 and our
main results in Sections 4 and 5. We discuss our results and
conclude in Section 6.
2. Target Selection
To undertake our case study, we started with the 48 multi-
star systems identified in Crossfield et al. (2016). They form
part of a subset of 196 systems (FGK type stars and late-type M
and K type stars) discovered from the first year of the K2
mission (Campaigns 0–4). These multi-star systems were
identified using follow-up high-resolution ground-based ima-
ging using bandpass filters I and/or J and/or K. Crossfield
et al. (2016) presents a full description of their target selection.
From the 48 multi-star systems, we selected eight multi-star
systems as our final target systems. These systems are treated as
if they are visual binaries and were initially selected if they had
at least one confirmed, or a possible planetary companion, and
excluded false positives; two targets have confirmed planetary
companions and six have possible planetary companions (see
Table 1). The planetary candidate associated with one of our
targets, EPIC 205148699, may be a smaller stellar object
(Crossfield et al. 2016), but we still include this target in our
analysis as it does not affect our outcomes. In addition, the
selected systems had the following stellar and planetary
parameters and their uncertainties (data obtained from Cross-
field et al. 2016 and the ExoFOP Archive5): stellar surface
gravity (log g); metallicity ([Fe/H]); effective temperature
(Teff); and the planets period. These parameters enabled us to
utilize ExoFAST (Eastman et al. 2013), a transit modeling
algorithm based on Mandel and Agol’s (Mandel & Agol 2002)
transit fitting algorithm. Our targets are tabulated in Table 1.
3. The Approach
Our approach in determining which star is the planet-hosting
star utilizes the relationship between the mean stellar density
and the effective temperature. We found the mean stellar
density for each star in our systems using the observed transit
geometry as described in Seager & Mallén-Ornelas (2003) and
then compared our results to model values of the stellar density.
How closely the mean stellar density reflects the modeled
values, estimated from the transit parameter geometry,
determines the likelihood that the planet is associated with
that star.
Section 3 is split into two subsections. First, we present our
methodology for disentangling photometrically blended
sources. This allows the determination of the apparent Kepler
bandpass magnitudes, Kp, for each contributing source in our
binary systems and their flux ratios (the flux ratio is used as a
scaling factor, which is applied to the transit depth to facilitate
the determination of the mean stellar density for our target
stars). Finally, we present our methodology for determining the
effective temperature for the stars in our target systems.
3.1. Determining Mean Stellar Density
3.1.1. Disentangling Photometrically Blended Sources
The consequence of observing a photometrically blended
signal with an embedded planetary transit is that it dilutes the
transit depth and, since the mean stellar density is dependent
on the transit depth, when calculated using transit parameters
(see Equation (4)), it leads to spurious results for the
mean stellar density. Figure 1 clearly shows the impact on
the transit depth compared to the observed transit depth. It
presents phase folded transits of all eight blended target
systems after making an assumption the planet is hosted by
the primary and likewise assuming the planet is hosted by the
secondary. In addition, it is not meaningful to find the mean
stellar density for a blended source, its only meaningful to
find the mean stellar density for each individual star within a
system.
The last panel in Figure 1 (EPIC 211147528) shows that the
normalized flux is negative for the secondary star. This cannot
be the case because even if the planet was the same size or
bigger than the star, then under that scenario, all the light would
be blocked and the normalized flux would be reduced to zero,
not negative. This is clear evidence to support that the planet-
hosting star for the EPIC 211147528 system is the primary.
This was also discussed and shown by Crossfield et al. (2016).
Even though we know that primary star is the host star, we still
included this system in our list of target systems because it is a
good test case to verify our approach at determining the planet
host star (discussed later).
To determine the relative photometric contributions from
each star in our target systems, we measured the relationship
between Kp and the infrared passband magnitude, K by
construction a bivariate brightness distribution between Kp
and K from a subset of all K2 stars. Using the magnitude
difference in the K passband data collected from high-
resolution follow-up imaging, we derived for both stars the
deblended Kepler bandpass magnitudes.
The high-resolution K follow-up imaging of our target
systems was analyzed using the Aperture Photometry Tool
(APT; Laher et al. 2012), which allowed the determination of K
passband magnitude differences between both stars in each of
the target systems, ΔK. From the measured ΔK and the
2MASS Ks magnitudes we derived an apparent real K
magnitude for each star in our target systems using
Equations (1) and (2). The flux ratio was determined using,
= - D ( )( )f f 10 , 1K1 2 2.55 ExoFOP Archive:https://exofop.ipac.caltech.edu/k2/.
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where f1/f2 is the flux ratio. The real apparent K magnitudes
were determined using,
= -
+
⎡
⎣⎢
⎤
⎦⎥( ) ( )m m f f2.5 log
1
1
and 2a1 tot
2 1
= - ( )m m m , 2b2 tot 1
where m1 is the magnitude of the primary, m2 is the magnitude
of the secondary and mtot is the 2MASS Ks magnitude. Figure 2
shows the results of these calculations for all our systems.
With K magnitudes for both the stars in our systems, we use
this information to estimate a value for Kp for both our stars
using the relationship between Kp and K. This relationship was
constructed by using a sample of K2 stars from the EPIC
catalog (Huber et al. 2016), and where possible multi-star
systems were excluded. The initial sample contained a mix of
approximately 250,000 dwarf and giant stars. Since our target
systems are assumed to consist of only dwarf stars, we first
separated the giants from the dwarfs to ensure that our sample
was representative of our target systems. We adopted a similar
approach to that demonstrated in Ciardi et al. (2011); the
sample was split into giants and dwarfs using a surface gravity–
effective temperature Hertzsprung–Russell diagram, via the
following:
.
.
-
- ´ < <-
⎧
⎨⎪
⎩⎪
( )g
T
T
T
log
3.6 if 6500
4.0 if 5000
5.3 2.6 10 if 5000 6500.
eff
eff
4
eff
The separation between dwarfs and giants and is shown in
Figure 3 by the dashed line with the dwarfs located below the
dashed line while the giants are located above. The giant subset
shows a non-physical systematic between effective tempera-
tures of 5000 to 9000 K and surface gravity of 2.5 to
3.5 g cm−3. The systematic is also seen in Huber et al.
(2016). However, since we are only focused on the dwarf
subset this systematic will not effect our results.
We further constrained our sample stars by selecting stars with
effective temperatures between 3000K and 8000K and uncertain-
ties less than 2%, surface gravities with uncertainties less than 5%
and distances with uncertainties less than 10%. We then modeled
these data with a simple linear model to derive an expression
that relates Kp to K. The model coefficients and uncertainties,
shown in the parenthesis, are presented in Equation (3). The
model is also depicted graphically in Figure 4. Using the derived
K magnitudes for our target component stars we were able to
estimate Kp magnitudes,
= +( ) ( ) ( )K K1.12944 0.02889 0.67721 0.33653 , 3p
and uncertainties for each stellar component in the system. The
results are tabulated in Table 2.
3.1.2. Transit Modeling
Before calculating the mean stellar density of our target stars,
the period (P), the transit depth (ΔF), the transit duration (tT),
and the impact parameter (b) needed to be found. To ensure a
Figure 1. Modeled light curve represented by the black line, for the observed phase folded transits, red dots for each of the eight target systems. Also shown, is the
predicted phase folded transits after the flux has been separated making the assumption the planet is in orbit around the primary star, green triangles and second,
assuming the planet is orbit around the secondary stellar object, blue stars. The effect on the transit depth is clearly visible. Also the last panel, EPIC 211147528,
shows clear evidence to suggest that the planet-hosting star is the primary because the normalized flux for the secondary is negative and therefore meaningless.
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self-consistent modeling of the transits across all systems, we
modeled the 30 minute cadence K2 light curves using
EXOFAST (Eastman et al. 2013) with Markov Chain Monte
Carlo analysis. The transit fit parameters are tabled in Table 3
and are similar to the results presented in Crossfield
et al. (2016).
Figure 2. Contrast sensitivity and inset images for our target systems using a K filter observed with either the Keck Observatory Keck II 10 meter adaptive optics
system or Palomar Observatory 5 meter Hale Telescope adaptive optics system. The contamination from the secondary stellar object is clearly visible in all systems.
The 5σ contrast limits for additional companions, in Δm, are plotted against angular separation in arcseconds. The black points represent one step in FWHM
resolution of the image. Images sourced from the ExoFOP Archive (see footnote 2).
Figure 3. The dashed line represents the separation between dwarfs and giants. The dwarfs are colored red and are located below the dashed line while the giants are
blue and are located above the dashed line.
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3.1.3. Mean Stellar Density
Once the relative photometric contribution each star makes
to an observed blended photometric signal and the transit
parameters are known, the task of determining which star is the
planetary hosting star may be determined. We used the mean
stellar density as a discriminator to determine which star is the
planetary hosting star. This was derived for each star in our
target systems using the derived transit parameters, as outlined
by Seager & Mallén-Ornelas (2003). The rational behind using
the mean stellar density is based on the assumption that only
one of the derived stellar densities can be right as the planet
cannot be hosted by both stars in the system unless the planet is
in a circumbinary orbit. Our targets are not in circumbinary
orbits because the periodicity of our target planets are short,
indicating they lie close to their parent stars. If a star has an an
observable planetary transit, Seager & Mallén-Ornelas (2003)
showed that the mean stellar density ρ* can be estimated
directly from the transit parameters:
*
r p p
p
» + D - -
⎧⎨⎩
⎫⎬⎭
( ) [ ( )]
( )
( )
P G
F b t P
t P
3 1 1 sin
sin
,
4
T
T
2
obs
2 2 2
2
3 2
where ΔFobs is the observed transit depth. Equation (4) is
stated as an approximation because we are assuming that
* *
r r ( )Radius Radiusplanet planet 3 (Winn 2010). We note
here that this differs slightly to what was published in Seager
& Mallén-Ornelas (2003) as we believe that in Seager &
Mallén-Ornelas (2003) they used
* * *
r = M R 3 and not
* * *
r p= ( )M R4 3 3 for the mean stellar density.
To determine the mean stellar density for both the primary
and the secondary stars in our target systems, we first assumed
that the planet is in orbit around the primary star and then
likewise that it was in orbit around the secondary star. Both
cases required us to use Equation (4), which depends on
knowing the transit depth, transit duration, period and impact
parameter. The only parameter that varies between the two
cases is the transit depth. To find the correct transit depth for
each case we applied a correction factor to the observed transit
depth. The correction factor was derived by first deducing that
the total observed flux is,
= + ( )F f f , 5obs 1 2
and the transit depth for the primary was found using,
D = + D = + D
⎡
⎣⎢
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟ ( )F
f f
f
F
f
f
F1 , 6p 1 2
1
obs
2
1
obs
where ΔFp is the primary transit depth and the flux ratio, f2/f1,
is the the flux ratio described in Section 3.1.1. Similarly,
making the assumption that the planet is in orbit around the
secondary star, the transit depth was found using,
D = + D = + D
⎡
⎣⎢
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟ ( )F
f f
f
F
f
f
F1 , 7s 1 2
2
obs
1
2
obs
where ΔFs is the transit depth of the secondary star.
Equations (6) and (7) can now be substituted into Equation (4)
to find an expression for the mean stellar density of both the
primary and secondary stars in terms of the observed blended
flux. If we assume the planet is hosted by the primary the mean
Figure 4.Model of K2 dwarf stars showing the relationship between Kp and K.
Table 2
K, Kp Magnitudes and Flux Ratio
EPIC ID Kp Kp Ks Ks Kp(p) Kp(p) Kp(s) Kp(s) f2/f1 f2/f1
System Uncertainty Uncertainty Uncertainty Uncertainty Uncertainty
(mag) (mag) (mag) (mag) (mag) (mag) (mag) (mag)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
201546283 10.74 0.02 14.49 0.02 12.80 0.46 17.05 0.54 0.020 0.013
201862715 9.26 0.02 9.78 0.03 11.13 0.43 11.72 0.44 0.582 0.330
205148699 11.23 0.06 11.39 0.08 13.36 0.47 13.54 0.48 0.849 0.526
206011496 9.34 0.03 12.15 0.03 11.22 0.43 14.40 0.49 0.054 0.032
206061524 11.84 0.02 13.26 0.03 14.05 0.48 15.65 0.51 0.228 0.147
206192335 10.25 0.02 16.56 0.06 12.26 0.45 19.38 0.59 0.001 0.001
210958990 10.94 0.02 12.49 0.02 13.04 0.46 14.79 0.49 0.199 0.124
211147528 10.63 0.02 15.95 0.02 12.68 0.46 18.69 0.57 0.004 0.003
Note. ΔKp magnitude, flux ratio and uncertainties for our target stars. The (p) and (s) subscripts denotes the primary and secondary respectively. Column (1) is the K2
system identification number. Columns (2)–(5) presents K and their uncertainties. Columns (6)–(9) presents Kp and their uncertainties. Columns (10)–(11) is the Kp
flux ratio and their uncertainties.
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While if the planet is hosted by the secondary star the mean
stellar density becomes,
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Equations (8) and (9) can be generalized to include additional
stellar sources. For example, the stellar density for the primary
star in a field which contains n stars is,
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Similarly, the mean stellar density for the secondary in a field
of n stars is,
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To compare our calculated stellar densities, presented in
Table 3, to an expected value, we used the same representative
sample as described in Section 3.1.1 with an additional
calculation to derive their mean stellar densities from their
stellar radii and masses. The radius was calculated using
the Stefan-Boltzman equation, L=σAT4, where A is the
surface area, 4πR2, T is the effective temperature and L is
the luminosity. Determining the luminosity required knowing
the bolometric magnitudes which we found by first calculating
their absolute V magnitude and then converting these
magnitudes into bolometric magnitudes using a bolometric
correction factor. Once the radii had been determined, we
found their stellar masses by using the surface gravity and the
derived radius. Finally, the mean stellar density was modeled
against effective temperature, see Figure 5 and Equation (12)
(sixth-order polynomial model), to determine the expected
mean stellar densities, which we then used to compare with our
target stars.
*
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3.2. Effective Temperature
In order to estimate the mean stellar densities from
Equation (12) (Figure 5), we need to determine the effective
temperature for each of our target stars. We used a combined
approach to determine the effective temperature of the our
primary and secondary target stars. First, where possible, we
used the effective temperature from the second data release of
Gaia.6 and their associated uncertainties. From these data we
were able to obtain the effective temperatures for both stars for
one of our binary systems, EPIC 201862715. Gaia did not
release effective temperatures, or could not resolve the secondary
stars in our remaining seven systems. We therefore assumed that
the reported effective temperature from the Gaia database to be
the primary effective temperatures for the remaining seven
multi-star systems. However, we still needed to find effective
temperatures for the remaining seven secondary stars in our
targets multi-star systems. To achieve this, we modeled the
relationship between the effective temperature and the color
Kp−K, using the same representative sample as described in
Section 3.1.1 and is shown in Figure 6.
The data was fitted with a second-order polynomial and is
shown in Equation (13),
=
-
+
( )
( )
( ) ( )
T C
C
310.85643 24.93115
2639.39248 131.63409
9066.15829 164.22003 , 13
eff
2
where C is the color index Kp−K and the coefficient
uncertainties are reported in the parentheses. The effective
temperatures and there uncertainty are tabulated in Table 4.
4. Determining The Stellar Host
In this section, we present the results of our methodology for
determining the likely stellar host for our target systems, by
comparing the transit derived mean stellar density to the expected
means stellar density for each star in our multi-star systems. As
outlined in detail in Section 3 we will use the stellar density and
the effective temperature of our target stars to determine which
star is likely to be the planets host. This is achieved by
investigating which star in each system best fits the mean stellar
density—effective temperature relation, as shown in Figure 5.
6 This work made use of data from the European Space Agency (ESA)
mission Gaia(https://www.cosmos.esa.int/gaia), processed by the Gaia Data
Processing and Analysis Consortium (DPAC,https://www.cosmos.esa.int/
web/gaia/dpac/consortium). Funding for the DPAC has been provided by
national institutions, in particular the institutions participating in the Gaia
Multilateral Agreement.
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Figure 7 reproduces the mean stellar density—effective
temperature relationship with our target stars overlaid for each
multi-star system. The primary star is represented by an open
circle, while the secondary is represented by a closed circle.
Two out of the eight target systems have confirmed planets,
K2-27b (EPIC 201546283) and K2-97b (EPIC 201862715).
These two systems are displayed in the first two panels of
Figure 7, while the remaining systems represent systems with
possible planetary candidates and are titled by their EPIC ID.
It is clear by visual inspection that both the primary and
secondary, including their uncertainties, of EPIC 205148699 do
not overlap the model and it is therefore difficult to make any
prediction regarding which star is the planet’s host. Of the
remaining seven multi-star systems systems, six appear to have
enough evidence to make a reasonable judgment about which star
is the planet-hosting star. For four systems, EPIC 206011496,
EPIC 206061524, EPIC 206192335, and EPIC 210958990,
strong evidence suggests that the planets are hosted by the
primary, primary, primary, and secondary, respectively. The
evidence for this comes from the stars that are not suspected to be
the planet-hosting star because their uncertainties do not overlap
the model. While the primary stars of EPIC 201546283 and EPIC
211147528 do not have sufficiently large enough uncertainties
not to lie on the model, it is reasonable to assume that the primary
stars in these systems are the planet-hosting stars. The remaining
system, EPIC 201862715, shows no definitive evidence to
suggest which star is the planet-hosting star, despite the
secondary lying directly on the model. Table 5 shows the
number of standard deviations away the primary and secondary
are from the model. The distance to the model was determined by
using the normalized Euclidean distance away the primary and
secondary were from the model. The stellar density and effective
temperature were normalized by dividing by the median.
Figure 6. Relationship between effective temperature and Kp−K. The model,
blue line, is a second-order polynomial.
Table 4
Effective Temperature of Target Stars
EPIC ID Teff(p) Teff(p) Teff(s) Teff(s)
System Uncertainty Uncertainty
K K K K
(1) (2) (3) (4) (5)
201546283 5105 210 4354 409
201862715a 5817 848 5339 252
205148699 5254 141 4827 362
206011496 5390 194 4702 363
206061524 4277 158 4529 384
206192335 5368 160 4094 455
210958990 4934 171 4647 369
211147528 6365 476 4166 439
Note. Effective temperatures for our primary, column (2) and secondary,
column (4) targets stars. Effective temperatures for all the secondary stars were
derived using Equation (13), except for EPIC 201862715, which was obtained
from the Gaia database, denoted by the superscripted letter a. Effective
temperatures for all the primary stars were obtained from the Gaia database.
Also displayed are the uncertainties in effective temperature for the primary
and secondary.
Figure 5. Relationship between stellar density and effective temperature. The model, blue line, is a sixth-order polynomial and shown here to highlight the relationship
between mean stellar density and effective temperature.
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To investigate the results shown in Figure 7 further, we ran a
simulation to test the likelihood that our initial assumptions by
visual inspection were reasonable. We ran a Monte Carlo
simulation, which varied all five parameters in the expressions
for the mean stellar density(ΔF, b, P, tT, f2/f1), Equations (8)
and (9), and the effective temperature to determine how likely it
is for the primary or secondary star to be the planet-hosting
star. We constructed our simulation by constraining the input
parameters to vary between their upper and lower bounds. We
ran the simulation under two scenarios:
1. Assuming that the distribution of values between the
upper and lower bounds of our input parameters and
effective temperature were Gaussian distributed.
2. Assuming that any value between the upper and lower
bounds was equally likely to be selected.
The output of each simulation gave a density and an effective
temperature for the primary and secondary in each system,
which was then used to assess which star lies closest to the
model. The results of the simulation are tabulated in Table 6,
which presents the likelihood that the primary or secondary star
is the planet’s host.
Figure 7. Comparison of mean stellar densities derived from transit fitting to expected mean stellar densities for the given stellar effective temperature Also shown is
the ΔKp magnitude for each multi-star system.
Table 5
Distance Away from Model
EPIC ID σ(p) σ(s)
(1) (2) (3)
201546283 0.37 1.06
201862715 0.08 0.33
205148699 1.13 1.73
206011496 0.21 0.94
206061524 0.22 2.71
206192335 1.19 1.29
210958990 1.34 1.10
211147528 0.42 5.80
Note. Number of standard deviations away from the model.
Table 6
Planet-hosting Likelihood
EPIC ID Primary Secondary Primary Secondary Likelihood
System Normal Normal Even Even
% % % %
(1) (2) (3) (4) (5) (6)
201546283 69 31 70 30 LP
201862715 49 51 50 50 U
205148699 49 51 40 60 U
206011496 62 38 64 36 LP
206061524 77 23 75 25 LP
206192335 95 5 95 5 HLP
210958990 42 58 44 56 LS
211147528 98 2 95 5 HLP
Note. Results of 10,000 simulations run for both normal and evenly distributed
parameter intervals, yielding a likelihood that the planet is hosted by either
the primary or the secondary. LP(>55%)=“Likely Primary,” U(≈50%) =
“Uncertain,” LS (>55%)=“Likely Secondary,” HLP(>90%)=“Highly
Likely Primary.”
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For two systems, EPIC206192335 and EPIC 211147528, the
primary star is greater than 90% more likely to be the planet-
hosting star and is classified as highly likely to be the planet-
hosting star. The result for EPIC 211147528 confirms the
determination of the planet-hosting star found in Section 3.1.1.
For three systems, EPIC 201546283, EPIC 206011496, and
EPIC 206061524, the primary star is greater than 55% more
likely to be the planet-hosting star and is classified as most
likely to be the planet-hosting star. Given that the visual
inspection and the simulation favored the secondary star for
Figure 8. The average Kp difference between the primary and secondary stars by likelihood category. The smaller the difference, the more uncertainty surrounding the
identification of the planet-hosting star. The numbers above each bar represent the total stars in each likelihood bin. The star symbols are the ΔKp for each multi-star
systems.
Figure 9. Sensitivity analysis showing the effect on the normalized distance to the model form the primary and secondary after taking 1000 evenly spaced samples of
the period between the lower and upper error bounds.
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EPIC 210958990, the secondary star is likely to be the planet-
hosting star in this system. Finally, commensurate with our
visual inspection results, two systems, EPIC 201862715 and
EPIC 205148699, show no conclusive evidence regarding
which star is the planet-hosting star and therefore remain
uncertain.
4.1. Factors Influencing the Determination of the Planet-
hosting Star
The limitation of our method of determining the planet-
hosting star is the difference in magnitude between the
secondary and primary star. The magnitude difference directly
impacts the flux ratio, described in Section 3 and hence the
determination of the mean stellar density. As the magnitude
difference approaches zero, the flux ratio approaches one
resulting in the same mean stellar density value for the primary
and the secondary stars, thereby making it impossible to
identify the planet-hosting star. This effect is clearly shown in
Figure 8.
Even if the magnitude difference is high, other factors also
impact the level of uncertainty in determining the planet-
hosting star. Since our methodology is centered around a two
dimensional space, mean stellar density and effective temper-
ature, and both of these dimensions depend on other factors, the
level of accuracy in their determination directly impacts the
level of certainty in determining the planet-hosting star. There
are seven parameters that can confuse the results: the period,
the transit duration, the transit depth, the flux ratio, the impact
parameter, and the effective temperature of the primary and the
secondary stars.
To examine the impact these parameters had on the
determination of the planet-hosting star, we ran a sensitivity
analysis on each parameter. The normalized distance in
density—Teff space from the model to the primary and
secondary after taking 1000 evenly spaced values from the
lower to the upper bound from a parameter, while keeping the
remaining six parameters fixed. This was then repeated a
further six times, but each time we repeated the process, we
choose a different parameter to vary. By doing this, we were
able to see which of the seven parameters created a larger
impact on the determination of the planet-hosting star.
Figures 9–15 present the impact each parameter has on our
target systems.
Figure 9 clearly shows that varying the period between the
upper and lower bounds does not impact the determination of
the planet-hosting star. This makes sense because the
periodicity used in calculating the mean stellar density,
Equations (8) and (9), for the primary and secondary star are
the same (the value of the transit duration, transit depth and
impact parameter are also the same for both the primary and the
secondary star). More importantly, the width of the uncertainty
for the period is very small, only deviating at most by 0.004%
from the actual value. This may not be the case if the
uncertainty on the period for a system is large.
Figure 10 shows the effect the transit duration has on the
determination of the planet-hosting star. For only two of the
eight systems, EPIC 201546283 and EPIC 210958990, varying
Figure 10. Sensitivity analysis showing the effect on the normalized distance to the model form the primary and secondary after taking 1000 evenly spaced samples of
the transit duration between the lower and upper error bounds.
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the transit duration between its lower and upper bounds (transit
duration window) reverses the result. The suspected planet-
hosting star for EPIC 201546283 (likely primary) and EPIC
206192335 (highly likely secondary) reverses for approxi-
mately 15% and 35%, respectively, for the transit duration
window. Also, EPIC 206192335 at the lower bound of the
transit duration window swaps from the primary to the
secondary, but for over 99% of the interval the primary is
revealed as the planet-hosting star. Varying the transit duration
on the remaining five systems had no effect on the outcome of
determining the planet-hosting star. The average uncertainty for
these five stars is approximately half that of the other three stars
indicating that lowering the uncertainty on the transit duration
helps in determining the planet-hosting star.
Figure 11 shows that the observed transit depth (this is not
the transit depth of the primary or the secondary, but the transit
depth derived from modeling the blended light curve) has very
little effect on determining which star is the planet-hosting star.
The relative uncertainty on the observed transit depth ranges
from approximately 1% for EPIC 205148699 to 24% for EPIC
206192335 indicating that even with a relatively high
uncertainty it does not change the outcome.
Figure 12 shows that when varying the flux ratio from its
lower to upper bound, all systems except one, EPIC
206011496, have a high degree of uncertainty surrounding
which star is the planet-hosting star. This can be explained by a
high level of uncertainty on Kepler bandpass flux ratio itself,
with relative errors ranging from approximately 56% for EPIC
201862715 to 68% for EPIC 206192335. The uncertainty in
the flux ratio, as described in Section 3, relies on many factors
that can cause the large degree of uncertainty in the flux ratio
estimate. In addition, the actual value of the flux ratio itself may
be being impacted by additional undetected companion(s).
Figure 13 shows that the determination of planet hosting for
three systems, EPIC 201546283, EPIC 206192335, and EPIC
210958990, is sensitive to the value of the impact parameter.
The remaining systems reveal that the impact parameter has no
impact on the determination of the planet-hosting star. The
relative uncertainty on the impact parameter is high ranging
from approximately 18% to 100%, with the three most
sensitive systems having relative uncertainties of 83%, 67%,
and 53% respectively. EPIC 201862715, EPIC 205148699, and
EPIC 206061524 have higher uncertainties, but the value of the
impact parameter is closer to zero than three sensitive systems,
indicating that the relative uncertainty and limb darkening
confound the determination of the planet-hosting star.
Figures 14 and 15 show the effects of varying the
temperatures of the primary and the secondary stars between
their lower and upper bounds, respectively. Both figures clearly
show that knowing an accurate temperature of the primary and
secondary stars is critical in constraining the determination of
the planet-hosting star. Most systems exist approximately 50%
of the time as either the primary or the secondary being the
planet-hosting star. The exception to this is EPIC 206011496
where it appears that the outcome favors the primary as the
planet-hosting star regardless of whether the primary or the
Figure 11. Sensitivity analysis showing the effect on the normalized distance to the model form the primary and secondary after taking 1000 evenly spaced samples of
the transit depth between the lower and upper error bounds.
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Figure 12. Sensitivity analysis showing the effect on the normalized distance to the model form the primary and secondary after taking 1000 evenly spaced samples of
the flux ratio between the lower and upper error bounds.
Figure 13. Sensitivity analysis showing the effect on the normalized distance to the model form the primary and secondary after taking 1000 evenly spaced samples of
the impact parameter between the lower and upper error bounds.
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secondary star’s temperature is varied. The reason for this can
been seen in Figure 7 where the uncertainty in the effective
temperature and the density on the primary star is very small
and therefore under most cases, will end up being the planet-
hosting star.
To fully realize the method outlined in this article for
determining the planet-hosting star in multi-star systems, the
uncertainty on all the parameters that underpin the method must
be limited. However, two parameters, the effective temperature
of both the primary and secondary stars and the flux ratio are
seen as the most influential parameters in determining which
star is the planet-hosting star. Although, if there is a high
degree of certainty in the effective temperature for one of the
stars, then this may be sufficient for determining whether or not
a star is the planet-hosting star. This is because only one star in
the system can be the planet-hosting star. To control the
uncertainty in the flux ratio and effective temperature, we
recognize the need for additional multiple wavelength high-
resolution observation to enable the precise determinations of
ΔKp and Teff (Furlan et al. 2017; Hirsch et al. 2017).
5. Correcting Planetary Radii
If we calculated the planetary radius from the observed
transit depth for a photometrically blended source,
*D = ( )F R R , 14pb bobs
2 2
where R*b is the pseudo radius of the star and Rpb is the pseudo
radius of the planet, then it would not only underestimate its
true value, but also give an erroneous value because the radius
of the stellar source would be incorrect. Equation (14) is valid
for our systems because we assume that all observed transits
are not grazing (impact parameters are less than 1). We used
the term pseudo to highlight that these values are not the true
values. To determine the planetary radius for our target planets,
we first needed to adjust Equation (14) so it corrects the
observed transit depth to reflect the transit depth of either
the primary or the secondary, depending on which star is the
planet-hosting star. If the planet is hosted by the primary star,
then the radius of the planet can be found by
*= D ( )R F R , 15p p p
2 2
resulting in,
*= + D
⎛
⎝⎜
⎞
⎠⎟ ( )R
f
f
F R1 , 16p p
2
1
obs
2
where ΔFp is the transit depth resulting from the planet
orbiting the primary and R*p is the radius of the primary star.
Likewise if the planet is hosted by the secondary, the radius of
Figure 14. Sensitivity analysis showing the effect on the normalized distance to the model form the primary and secondary after taking 1000 evenly spaced samples of
the effective temperature of the primary between the lower and upper error bounds.
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the planet can be found by
*= + D
⎛
⎝⎜
⎞
⎠⎟ ( )R
f
f
F R1 , 17p s
1
2
obs
2
whereΔFs is the transit depth resulting from the planet orbiting
the secondary and R*s is the radius of the secondary star.
Since we have the observed transit depth and the flux ratio
for our target systems, all that remains is to determine the
radius of the stars identified as being the most likely to host the
planet. The radii of the hosting stars were found by modeling
stellar radius against effective temperature. To construct the
model, we used the same representative sample as described in
Section 3 and as shown in Figure 16. Although the stellar radii
Figure 15. Sensitivity analysis showing the effect on the normalized distance to the model form the primary and secondary after taking 1000 evenly spaced samples of
the effective temperature of the secondary between the lower and upper error bounds.
Figure 16. The relationship between stellar radius and effective temperature for main-sequence dwarf K2 stars. Also shown, dashed lines, are the two Boyajian et al.
(2012) relations. Boyajian et al. (2012) split the parameter space into two sections and is represented by the black and green dashed lines. For higher temperatures,
Boyajian et al. (2012) constrained the model to pass through through an evolution track that included the Sun.
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and effective temperatures presented in Figure 16 were
obtained from the ExoFOP Archive (see footnote 2), it is
noted that these parameters were derived using different
methodologies cited in Huber et al. (2016) and Crossfield
et al. (2016) and therefore may lead to slightly different stellar
parameters. The relationship between radius and effective
temperature was modeled using a third-order polynomial and is
presented in Equation (18). The new planetary radii are shown
in Table 7. We note that this approach was employed by
Boyajian et al. (2012) and the difference between our model
and Boyajian et al. (2012) is shown in Figure 16.
*= ´ ´
- ´ ´
- ´ ´
-
- -
- -
- -
( )
( )
( )
( ) ( )
R T
T
T
6.321 10 3.556 10
9.100 10 5.088 10
4.652 10 2.397 10
7.567 0.372 . 18
11 12
eff
3
07 08
eff
2
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eff
Column 3 in Table 7 presents similar radii compared to those
published on the ExoFOP Archive. The uncertainty in the
planetary radius is primarily driven by the uncertainty stellar
radius. We did not include the uncertainty on the stellar radius,
and the uncertainties shown in column 4 only reflect the
uncertainties associated with the transit depth and flux ratio. In
order to include the uncertainty on the stellar radius in the
determination of the planetary radius, the predictive power of
the model would need to be increased. This would be achieved
by including the surface gravity and/or metallicity of the
planet-hosting star.
6. Discussion and Conclusion
Given that the occurrence rate of multi-star systems is
expected to be high and the exponential rate of exoplanet
detections, there are likely to be numerous multi-star systems
that contain planetary bodies. These planets are expected to be
in circumbinary orbits or in orbits around any or all of the
stellar companions within a system. For example, the system
EPIC 205703094, not included in our sample but identified in
Crossfield et al. (2016), is a binary system that appears to have
had three planets detected by Kepler. This system was initially
included in our sample but rejected because of the lack of
reliability in the light curve modeling. Now that we have
identified a suitable approach for disentangling photometrically
blended transit signals, systems like this one can be analyzed
further to determine planet-hosting stars, the true radii of the
planets, and start to gain an appreciation of the overall system
architecture.
Using our our approach to disentangling photometrically
blended transit signals, we were able to confidently identify the
primary star as the planet-hosting star in two systems, probably
identify four planet-hosting stars (three primary stars and a
secondary star), and were uncertain about two out of the eight
systems.
Figure 8 shows that a strong indicator of the likelihood for
identifying which star in a multi-star system is the planet-
hosting star is the difference in magnitude between the stars in
the system. The higher the magnitude difference, the the greater
the likelihood of determining the planet-hosting star. The
difference in magnitude is related by Equation (1) to the flux
ratio, which was also shown by Figure 12 to strongly impact
the determination of the planet-hosting star. The relative error
on the flux ratio in our study was large, ranging from 56% to
68% and was in part due to the propagation of errors in
converting the photometrically blended Kepler magnitudes to
Kepler magnitudes of the individual stars in each system. To
reduce these errors, further ground-based observations would
need to be carried out. In addition to the follow-up high-
resolution imaging, follow-up ground-based transit observa-
tions should be conducted in the same bandpass. Having all
data in same bandpass would negate the need to convert
between magnitude systems, as was needed in our study, and
therefore reduce the error on the flux ratio.
Furthermore, the accuracy of the effective temperature also
played a key role in determining the planet-hosting star. To
increase the accuracy of the effective temperature, further high-
resolution ground-based follow-up observations need to be
undertaken in different bandpass filters, or stellar spectra need
to be taken to enable the determination of the spectral types of
each star in multi-star systems and hence their effective
temperatures. This would place less emphasis on model-based
determinations.
After the planet-hosting star in a multi-star system has been
identified, the true radius can then be calculated. We calculated,
using either Equation (16) and (17), the radii for our eight
target planets and presented the results in Table 7. Our results
were hampered by the uncertainty in the stellar radius. To
Table 7
Calculated Planetary Radius for Targets
EPIC ID Planet-hosting Star Planet Radius Planet Radius ExoFop Radius ExoFop Radius
System Uncertainty Uncertainty
Earth Radii Earth Radii Earth Radii Earth Radii
(1) (2) (3) (4) (5) (6)
201546283 Primary 4.0 0.1 4.5 0.2
201862715 Secondary 16.4 2.9 13.9 0.3
205148699 Secondary 19.7 3.3 27 0.1
206011496 Primary 1.6 0.1 1.6 0.1
206061524 Primary 5.6 0.4 6.9 0.6
206192335 Primary 1.5 0.2 1.5 0.1
210958990 Secondary 25.0 6.5 19.1 4.2
211147528 Primary 12.8 0.4 15.8 4.6
Note. Planetary radius for planets within our target systems. Column (2) indicates which star is the most probably host. Columns (3) and (4) reveal the calculated radii
using either Equation (16) or (17) and their uncertainties. The uncertainties do not include the uncertainty on the stellar radius. Columns (5) and (6) show the published
values from ExoFOP and there uncertainties.
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reduce the uncertainty in the stellar radius, we would either
need to include in our model (Equation (18)) the surface gravity
and/or metallicity or move away from a model-based approach
and utilize improved stellar radius estimates via follow-up
observations of our planet-hosting stars.
Our approach to disentangling photometrically blended
transit signals can be used not only on Kepler and K2 objects,
but are easily adapted for any ground- or space-based transit
survey. With data expected in late 2018 or early 2019 from the
Transiting Exoplanet Survey Satellite, TESS, our approach is
timely. TESS, an all sky survey, which is estimated to collected
data on 500,000 plus stars in our local neighborhood, will
contain many blended systems, particularly since the pixel area
is approximately 25 times that of Kepler.7
In this paper, we have clearly outlined an effective
methodology for determining the planet-hosting star with:
1. Two out eight multi-star systems (EPIC 206192335 and
EPIC 211147528) having a high likelihood the planet
hosted by the primary,
2. Three out of eight multi-star systems (EPIC 201546283,
EPIC 206011496 and EPIC 206061524) are likely to
have the planet hosted by the primary,
3. One out of eight multi-star systems (EPIC 210958990) is
likely to have the planet hosted by the secondary, and
4. Two out of eight multi-star systems (EPIC 201862715
and EPIC 205148699) uncertain which star hosts the
planet.
This method is sensitive to the difference in magnitude between
the stellar companions in the systems, and further investigation
will need to be done to determine the minimum magnitude
difference threshold for this method to still be effective. In
future work, we plan on determining this threshold and further
enhancing the statistical robustness of the method by testing it
on more than 1000 Kepler and K2 multi-star systems.
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