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We study in this paper the properties of C (n)-almost automorphic and asymptotically
C (n)-almost automorphic functions (a new concept) with values in a Banach space. We
then give a new result related to the existence and uniqueness of an asymptotically almost
automorphic solution of a semilinear fractional differential equation of the form Dαx(t) =
Ax(t)+ F(t, x(t), Bx(t))with t ∈ R, 0 < α < 1, where A generates a family of α-resolvent
family Sα(t) and f satisfies some Lipschitz conditions.
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1. Introduction
In this paperwe study a further insight into the basic properties ofC(n)-almost automorphic functions, a concept recently
introduced by Ezzinbi, Fatajou and N’Guérékata [1] (see also [2] for further investigation). We study these functions in
Sections 2–4.
We also present the new concept of asymptotically C(n)-almost automorphic functions, generalizing the notion of
asymptotically almost automorphic functions introduced by N’Guérékata [3]. The reader may also consult [4] for similar
problems. Section 5 of the paper is devoted to such functions.
Recall that in the recent and interesting paper [5], Jin Liang et al. established a new result about the existence of an
asymptotically almost automorphic mild solution to the integro-differential equation in a Banach space E
u′(t) = Au(t)+
∫ t
0
B(t − s)u(s)ds+ f (t, u(t)), t ≥ 0,
with a non-local initial condition
u(0) = u0 + g(u)
where u0 ∈ E, A and B(t), (t ≥ 0) are densely defined, closed linear operators on E.
As an application to our study of this new class of functions, we will prove the existence and uniqueness of an
asymptotically almost automorphic solution to the semilinear fractional differential equation:
Dαt x(t) = Ax(t)+ f (t, x(t), Bx(t)), t ∈ R, 0 < α < 1,
x(0) = x0 ∈ E, (1)
where B ∈ L(E), the space of all bounded linear operators on the Banach space E, and A is the generator of a α-resolvent
family Sα(t) on E. We will reach our aim using the classical Banach fixed point theorem.
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2. Definitions and basic properties
Throughout this paper, (E, ‖.‖) will be a Banach space. We will use the following notation: fh(t) = f (h + t), where
f : R→ E and h, t ∈ R.
Denote by C(n)(R, E) the linear space of all functions R→ E which have a continuous nth derivative on R. By C(n)b (R, E)
we shall denote the subspace of C(n)(R, E) (briefly: C(n)(E)) consisting of such functions f : R→ E for which
sup
t∈R
(
n∑
i=0
‖f (i)(t)‖
)
< +∞
where f (i) denotes the ith derivative of f , i = 1, 2, . . . , n, and f 0 = f . In the space C(n)b (R, E) (briefly: C(n)b (E)) we introduce
the norm
‖f ‖n = sup
t∈R
(
n∑
i=0
‖f (i)(t)‖
)
, for f ∈ C(n)b (E). (2)
It is well-known that C(n)b (E) equipped with this norm is a Banach space.
Let us first recall some properties of almost automorphic functions. Detailed presentations can be found in [6,7].
Definition 2.1 (S. Bochner). Let f : R 7→ E be a bounded continuous function. We say that f is almost automorphic if for
every sequence of real numbers {sn}∞n=1, we can extract a subsequence {τn}∞n=1 such that:
g(t) = lim
n→∞ f (t + τn)
is well-defined for each t ∈ R, and
lim
n→∞ g(t − τn) = f (t)
for each t ∈ R.
Remark 2.2. The function g in the above definition is measurable, but not necessarily continuous. The range of an almost
automorphic function is relatively compact in E, thus an almost automorphic function is bounded in norm. If the limit in the
definition above is uniform in t ∈ R, then f is almost periodic in the sense of Bohr. So that almost automorphic functions
are more general than almost periodic ones.
Definition 2.3. A continuous function f : R × E 7→ E is said to be almost automorphic if f (t, x) is almost automorphic in
t ∈ R uniformly for all x ∈ B, where B is any bounded subset of E.
If we denote respectively by AA(R, E) and AA(R × E, E), the set of all almost automorphic functions f : R → E and
f : R× E → E, then with the sup norm sup
t∈R
‖f (t)‖ and sup
t∈R
‖f (t, x)‖ respectively, these spaces are Banach spaces.
Definition 2.4. A function f ∈ C(n)(R, E) is said to be C(n)-almost automorphic, (briefly: C(n)-a.a.), if f , f (i) belong to
AA(R, E) for all i = 1, . . . , n.
Denote by AA(n)(R, E) the set of all C(n)-a.a. functions.
Directly from the above definitions it follows that AA(n+1)(R, E) ⊂ AA(n)(R, E). Moreover, putting n = 0, we have
AA(0)(R, E) = AA(R, E).
Lemma 2.5. AA(n)(R, E) ⊂ C(n)b (E).
Proof. Immediate from the above remarks. 
Proposition 2.6. A linear combination of C(n)-a.a. functions is a C(n)-a.a. function. Moreover, let E be a Banach space over the
field K (K = R or C). If f ∈ AA(n)(R, E), ν ∈ AA(n)(R,K) and λ ∈ K, then the following functions are also in AA(n)(R, E)
(i) λf ,
(ii) νf ,
(iii) fa(t) := f (t + a), where a ∈ R is fixed
(iv) h(t) := f (−t), t ∈ R.
Proof. It is straightforward from the definition of C(n)-a.a. functions. 
Theorem 2.7. If a sequence (fk)k∈N of C(n)-a.a. functions is such that ‖fk− f ‖n → 0 as k→+∞, then f is a C(n)-a.a. function.
Proof. From the assumption, it is clear that f ∈ C(n)b (E). Moreover, f (i)k → f (i) uniformly on R for each i = 0, . . . , n. Thus f
is a C(n)-a.a. function. 
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Corollary 2.8. AA(n)(R, E) considered with the norm (2) turns out to be a Banach space.
Proof. In view of Proposition 2.6 and Lemma 2.5, AA(n)(R, E) is a linear subspace ofC(n)b (E). Let (fk), fk ∈ AA(n)(R, E), k ∈ N,
be a Cauchy sequence. Then there exists f ∈ C(n)b (E) such that limk→∞ ‖fk − f ‖n = 0. By Theorem 2.7, f ∈ AA
(n)(R, E), so it is a
Banach space. 
3. Differentiation and integration
The first result in this section gives a sufficient condition which guarantees that the derivative of a function f ∈
AA(n)(R, E) is also a C(n)-a.a. function. We will make use of the following result.
Lemma 3.1 (Theorem 2.4.1 [6]). Let g ∈ AA(R, E) and assume that g ′ exists and is uniformly continuous on R, then g ′ ∈
AA(R, E).
Theorem 3.2. If f ∈ AA(n)(R, E) and f (n+1) exists and is uniformly continuous, then f ′ ∈ AA(n)(R, E).
Proof. In view of Lemma 3.1, f (n+1) ∈ AA(R, E). Hence f being in AA(n)(R, E), it follows that f ′ ∈ AA(n)(R, E). 
Recall nowBohl–Bohr’s type theoremknown from the literature: Let f ∈ AA(R, E) and let the function F : R→ E defined
by F(t) = ∫ t0 f (s) ds; then F ∈ AA(R, E) if and only if its range RF = {F(t) : t ∈ R} is relatively compact in E.
One can extend this result in the following way.
Theorem 3.3. If f ∈ AA(R, E) and the range RF is relatively compact, then F ∈ AA(1)(R, E).
Proof. In view of Bohl–Bohr’s theorem, F ∈ AA(R, E). Moreover, since f is continuous, F ′(t) = f (t) for t ∈ R. Thus
F ′ ∈ AA(R, E) and, consequently, F ∈ AA(1)(R, E). 
Theorem 3.3 is a special case of the following
Theorem 3.4. If f ∈ AA(n)(R, E) and the range RF is relatively compact, then F ∈ AA(n+1)(R, E).
Proof. In view of Bohl–Bohr’s theorem, F ∈ AA(R, E). Moreover, F ′ = f ∈ AA(n)(R, E). That is F ∈ AA(n+1)(R, E). 
Corollary 3.5. If f ′ ∈ AA(n)(R, E) and the range Rf is relatively compact, then f ∈ AA(n+1)(R, E).
Proof. Since f ′ is continuous on R, so
f (t) = f (0)+
∫ t
0
f ′(s)ds for t ∈ R.
In view of Theorem 3.4, f ∈ AA(n+1)(R, E). 
4. Superposition operators
Let E1, E2 be two Banach spaces. We begin this section with
Proposition 4.1. If A : E1 → E2 is bounded linear operator and f ∈ AA(n)(R, E1), then Af ∈ AA(n)(R, E2).
Proof. It is clear that (Af )(n) = Af (n). Then it is enough to apply Corollary 2.1.6, p. 14 in [6] and Definition 2.4 to complete
the proof. 
For every f ∈ AA(n)(R, E1), define the E2-valued function G as follows
G(t) :=
∫ t
0
Af (s)ds,
where A : E1 → E2 is a bounded linear operator.
We have
Corollary 4.2. Let A : E1 → E2 be a bounded linear operator with a relatively compact range, then the E2-valued function G
defined above is in AA(n+1)(R, E2).
Proof. According to Proposition 4.1, Af ∈ AA(n)(R, E2) for every f ∈ AA(n)(R, E1). We also note that RG ⊂ R(A), where R(A)
is the range of the operator A, hence RG is relatively compact. We now complete the proof using Theorem 3.4. 
Remark 4.3. In the Corollary 4.2, note that if the operator A is compact (or of finite rank), the stated result holds.
Now, we shall consider the superposition operator (the autonomous case) acting on the space AA(n)(R, E1).
It is well known (see [6], Th. 2.1.3 v, p. 12) that if f ∈ AA(R, E), then the range Rf = {f (t)|t ∈ R} is relatively compact. It
is apparent that the C(n)-a.a. functions possess the same property.
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We utilize this fact to prove the following result with the Fréchet derivative.
Theorem 4.4. If φ ∈ C(n)(E1, E2) and f ∈ AA(n)(R, E1), then φ ◦ f ∈ AA(n)(R, E2).
Proof. First, let us observe that the result holds for n = 0 (see [7], Th. 1.34, p.15 for almost automorphic functions). Now, we
show that it holds for n = 1.We have (φ ◦ f )′(x) = φ′(f (x))◦ f ′(x) for x ∈ R. Since f ′ ∈ AA(R, E1) and φ′ ◦ f ∈ AA(L(E1, E2)),
so (φ ◦ f )′ ∈ AA(L(R, E2)). Suppose the result holds for n− 1. This implies that φ′ ◦ f ∈ AA(n−1)(L(E1, E2)). Moreover, f ′ ∈
AA(n−1)(R, E1), so (φ◦f )′ ∈ AA(n−1)(R, E2). Moreover, Rφ◦f is relatively compact, so, by Theorem3.4,φ◦f ∈ AA(n)(R, E2). 
Example 4.5. Having Theorem 4.4, one can easily produce examples ofC(n)-a.a. functions. For example, let h(x) = exp f (x),
where f (x) = sin(αx)+ sin(βx), x ∈ R and α, β are incommensurate real numbers (i.e. α and β are relatively prime).
Example 4.6. It is also easy to give examples of the C(n)-a.a. functions which are not C(n+1)-a.a. ones. For example, let
f (x) =

(
x− 2k
pi
)2
if x ∈
[
2k− 2
pi
,
2k+ 1
pi
]
\
{
2k
pi
}
,
0 if x = 2k
pi
,
where k = 0,±1,±2, . . .. One can easily verify that f is periodic with a period Tf = 2pi and f is continuous on R. Thus
f ∈ AA(R, E). Now we observe that f ′(x) exists at each x ∈ R and f ′ is not continuous at x = 2k
pi
, where k = 0,±1,±2, . . .
(cf. [8]). Thus f does not belong to AA(1)(R,R).
5. Asymptotically C(n)-almost automorphic functions
Definition 5.1. A function f ∈ C(n)(R+, E) is said to be asymptoticallyC(n)- almost automorphic if it admits a decomposition
f (t) = g(t)+ h(t), t ∈ R+,
where g : R → E is C(n)-almost automorphic function and h ∈ C(n)(R+, E) with lim
t→+∞ h
(i)(t) = 0, for all i = 0, 1, . . . , n.
Thus, g and h are called, respectively, the principal and corrective terms of the function f .
As an obvious consequence of the above definition and Proposition 2.6 we have
Proposition 5.2. Let f1, f2, f : R+ → E, ν : R+ → R be asymptotically C(n)-almost automorphic. Then f1 + f2, λf for any
λ ∈ R and νf are also asymptotically C(n)-almost periodic.
Now, we prove the following important
Theorem 5.3. The decomposition of an asymptotically C(n)-a.a. function is unique.
Proof. The idea of the proof is similar to that from the proof of Th. 2.5.4 from [6]. Let f : R+ → E be an asymptotically
C(n)-almost automorphic with two decompositions:
f (t) = gj(t)+ hj(t), t ∈ R+, j = 1, 2,
with principal terms g1, g2 and corrective terms h1, h2, respectively. Then for t ∈ R+ and each i = 0, 1, . . . , n, we have
g(i)1 (t)− g(i)2 (t)+ h(i)1 (t)− h(i)2 (t) = 0,
so in view of Definition 5.1,
lim
t→+∞(g
(i)
1 (t)− g(i)2 (t)) = 0, i = 0, 1, . . . , n. (3)
Consider the sequence (n). Since g1− g2 is C(n)-almost automorphic, in view of Definition 2.4 and passing to a subsequence
if necessary, we can extract a subsequence (nk) of (n) such that, for each i = 0, 1, . . . , n,
lim
k→+∞(g
(i)
1 (t + nk)− g(i)2 (t + nk)) = Fi(t) for each t ∈ R
and
lim
k→+∞ Fi(t − nk) = (g
(i)
1 (t)− g(i)2 (t)) for each t ∈ R.
Thus, by (3), Fi(t) = 0 for t ∈ R. Since
0 = lim
k→+∞ Fi(t − nk) = (g
(i)
1 (t)− g(i)2 (t)),
h(i)1 (t) = h(i)2 (t) for each t ∈ R+. The proof is completed. 
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In view of Proposition 5.2 we can consider the set of all C(n)-a.a. functions R+ → E as a linear space. We shall denote it by
AAA(n)(R+, E). Moreover, by Theorem 5.3 the formula
‖f ‖An = ‖g‖n + ‖h‖n (4)
where g and h are the principal and corrective terms of the function f , respectively, defines the norm on the space
AAA(n)(R+, E) (obviously in the case of the norm of the corrective term h, the supremum is taken over R+). We have the
following
Theorem 5.4. AAA(n)(R+, E) considered with the norm (4) is a Banach space.
Proof. Let (fk) be a Cauchy sequence in AAA(n)(R+, E). Then the principal terms of the functions fk : (fk)g form a Cauchy
sequence of C(n)-almost automorphic functions with respect to the norm of the space AA(n)(R+, E). Thus by Corollary 2.8,
there exists g ∈ AA(n)(R+, E) such that lim
k→+∞ ‖(fk)g − g‖n = 0.
Moreover, the corrective terms of the functions fk : (fk)h form a Cauchy sequence in the space C(n)(R+, E). Hence there
exists a continuous function h ∈ C(n)(R+, E) such that lim
k→+∞ ‖(fk)h − h‖n = 0. Since for every k ∈ N limt→+∞(fk)h(t) = 0 and
h(t) = h(t)− (fk)h(t)+ (fk)h(t) for t ∈ R+, lim
t→+∞ h(t) = 0. Thus f := g + h ∈ AAA
(n)(R+, E) and lim
k→+∞ ‖(fk)− f ‖An = 0,
so AAA(n)(R+E) is a Banach space. 
Remark 5.5. From the above it is clear that we obtain the direct topological sum AAA(n)(R+E) = AA(R, X) ⊕ C(n)0 (R+, E)
where C(n)0 (R+, E) is the subspace of functions in C(n)(R+, E) that tend to zero at infinity. In particular C0(R+, E) :=
C
(0)
0 (R+, E).
Theorem 5.6. Let (E1, ‖.‖1), (E2, ‖.‖2) be Banach spaces and let f : R+ → E1 be an asymptotically C(n)-almost automorphic
function. Let φ : E1 → E2 be a mapping of the class C(n). Moreover, assume that there exists a compact set B which contains the
closure of the set {h(t) : t ∈ R+}, where h is the corrective term of f . Then the function φ(f (t)) : R+ → E2 is C(n)-a.a.
Proof. Let f (t) = g(t) + h(t) for t ∈ R+, where g and h are principal and corrective terms of f , respectively. In view of
Theorem 4.4 the function φ(g(t)) is C(n)-a.a. Set Γ (t) = φ(f (t))− φ(g(t)) for t ∈ R+. Obviously Γ is a C(n)-mapping. Let
 > 0. By the assumption that there exists a compact set C which contains the closures of {f (t) : t ∈ R+} and {g(t) : t ∈ R+},
so φ restricted to C is uniformly continuous. Thus, there exists δ = δ() > 0 such that
‖φ(x)− φ(y)‖2,n <  if ‖x− y‖1,n < δ, x, y ∈ E1.
Since lim
t→+∞ h(t) = 0, there exists t0 > 0 such that
‖f (t)− g(t)‖1,n = ‖h(t)‖1,n < δ for t > t0.
Thus, we obtain
‖Γ (t)‖2,n = ‖φ(f (t))− φ(g(t))‖2,n <  for t > t0.
Hence the function φ(f (t)) = φ(g(t))+ Γ (t) is asymptotically C(n)-a.a. 
The last result of this section concerns the integration of asymptotically C(n)-almost automorphic functions.
Theorem 5.7. Let E be a Banach space and f : R+ → E an asymptotically C(n)-almost automorphic function. Consider the
function F : R+ → E defined by F(t) =
∫ t
0 f (s)ds and G : R → E defined by G(t) =
∫ t
0 g(s)ds, where g is the principal term
of f . Assume G has a relatively compact range in E and that
∫ +∞
0 ‖h(s)‖ds < +∞, where h is the corrective term of f . Then F is
asymptoticallyC(n)-almost automorphic; its principal term is G(t)+∫ +∞0 h(s)ds and its corrective term is H(t) = − ∫ +∞t h(s)ds.
Proof. In view of Theorem 3.4, G(t) is C(n)-almost automorphic. Since
∫ +∞
0 h(s)ds exists, G(t)+
∫ +∞
0 h(s)ds is C
(n)-almost
automorphic. Moreover, the functionH isC(n)- mapping and lim
t→+∞H(t) = 0. Since F(t) = G(t)+
∫ +∞
0 h(s)ds+H(t) for t ∈
R+ the proof is complete. 
6. Applications to fractional differential equations
In this section, we will consider AAA(R+, E)with the norm (4).
Definition 6.1. We assume that f ∈ C(n)(R+, E). If α ∈ (m− 1,m), wherem ∈ N, then the Caputo fractional derivative of
order α ∈ (m− 1,m) is the expression
Dαt f (t) =
∫ t
0
gm−α(t − s)f (m)(s) ds, (5)
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where
gβ(t) = t
β−1
Γ (β)
, t > 0, β > 0. (6)
The operator employed in ‘‘inversion’’ of Dα is
Iαt f (t) =
∫ t
0
gα(t − s)f (s) ds, t > 0 (7)
which is called the Riemann–Liouville integral. We are interested in the semilinear differential equation:
Dαt x(t) = Ax(t)+ f (t, x(t), Bx(t)), t ∈ R, 0 < α < 1,
x(0) = x0 ∈ E, (8)
where B ∈ L(E) = L(E, E).
Lemma 6.2 ([9]). Let x ∈ Cm(R+, E) and α ∈ (m− 1,m), m ∈ N and v ∈ C1. Then for t ≥ 0,
• Iαt Dαt x(t) = x(t)−
m−1∑
k=0
tk
k! x
(k)(0);
• Dαt Iαt v(t) = v(t);• lim
t→0+
Dρt x(t) = lim
t→0+
Iαt x(t) = 0.
We refer to [10] for more detail on the relationship between (5) and (7).
Definition 6.3. Let A be a closed and linear operator with domain D(A) defined on a Banach space E and α > 0. Let ρ(A)
be the resolvent set of A. We call A the generator of an α-resolvent family if there exists ω ≥ 0 and a strongly continuous
function Sα : R+ → L(E) such that {λα : Re(λ) > ω} ⊂ ρ(A) and
(λα − A)−1x =
∫ ∞
0
e−λtSα(t)xdt, Re(λ) > ω, x ∈ E.
In this case, Sα(t) is called the α-resolvent family generated by A.
For more details on α-resolvent family, we refer to [11] and the reference therein.
Recall that the Laplace transform of a function f ∈ L1loc(R+, E) is defined by:
L(f )(λ) = f̂ (λ) =
∫ ∞
0
e−λt f (t)dt, Re(λ) > ω,
if the integral is absolutely convergent for Re(λ) > ω.
Consider the following problem:{
Dαt x(t) = Ax(t), t > 0, 0 < α < 1,
x(0) = x0 ∈ E. (9)
Then using the fact that
(̂Dαt x)(λ) = λα x̂(λ)− λα−1x0
we deduce as in [11] that the Laplace transform of the solution of (9)
x̂(λ) = (λα − A)−1 λα−1x0
if (λa − A)−1 exists. This means that (9) is well posed if and only if A is the generator of α-resolvent.
Definition 6.4. Let 0 < α < 1 and A be the generator of α-resolvent family Sα(t). A function x ∈ C(R+, E) is called a mild
solution of (8) if
x(t) = Sα(t)x0 +
∫ t
0
Sα(t − s)f (s, x(s), Bx(s)) ds ∀t ∈ R+. (10)
We make the following assumptions:
• (H1) There exists some constantM, γ > 0 such that the α-resolvent family (Sα(t))t≥0 generated by A satisfies
‖Sα(t)‖L(X) ≤ Me−δt ∀t ∈ R+. (11)
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• (H2) f ∈ AAA(R+× E× E, E) and there exist functionsµ1, µ2 : R+ → R+ andµ1, µ2 ∈ L1(R+) such that for each r ≥ 0
and ‖x‖, ‖y‖, ‖u‖, ‖v‖ ≤ r,
‖f (t, x, u)− f (t, y, v)‖ ≤ µ1(t)‖x− y‖ + µ2(t)‖u− v‖, t ∈ R+.
• (H3)M
(‖µ1‖L1(R+)+ ‖B‖L(E)‖µ2‖L1(R+)) < 1.
Lemma 6.5. Assume that (H1) holds and f ∈ AAA(R+, E). Then the functionΦ defined by
Φ(t) =
∫ t
0
Sα(t − s)f (s)ds
is in AAA(R+, E).
Proof. If f ∈ AAA(R+, E) then f (t) = g(t)+ h(t),with g ∈ AA(R, E) and h ∈ C0(R+, E). We observe that
Φ(t) =
∫ t
0
Sα(t − s)g(s) ds+
∫ t
0
Sα(t − s)h(s) ds,
=
∫ t
−∞
Sα(t − s)g(s) ds−
∫ 0
−∞
Sα(t − s)g(s) ds+
∫ t
0
Sα(t − s)h(s) ds.
We set
G(t) =
∫ t
−∞
Sα(t − s)g(s) ds,
H(t) = −
∫ 0
−∞
Sα(t − s)g(s) ds+
∫ t
0
Sα(t − s)h(s) ds.
Let (sn) ⊂ R be an arbitrary sequence. Since g ∈ AA(R, E), in view of [11] Lemma 3.1, we can say that G ∈ AA(R, E).
Let us show that H ∈ C0(R+, E). Clearly H ∈ C(R, E). And since h ∈ C0(R+, E), we have
∀ > 0 ∃T > 0 such that ‖h(s)‖ ≤  for all s ≥ T .
Therefore
‖H(t)‖ =
∥∥∥∥∫ T
0
Sα(t − s)h(s) ds+
∫ t
T
Sα(t − s)h(s) ds−
∫ 0
−∞
Sα(t − s)g(s) ds
∥∥∥∥
≤ ∫ T0 Me−δ(t−s)‖h‖ ds+ ∫ tT Me−δ(t−s) ds− ∫ 0−∞Me−δ(t−s)‖g‖ ds
≤ M
δ
‖h‖e−δ(t−T ) + M
δ
+ M
δ
‖g‖e−δt .
Hence
lim
t→+∞H(t) = 0.
That is H ∈ C0(R+, E). 
Lemma 6.6. Assume that (H2) holds and u ∈ AAA(R+, E). Then the functions defined by φ1(·) := f (·, u(·), Bu(·)) belong to
AAA(R+, E). Consequently f is bounded function.
Proof. First let us observe that if u(·) ∈ AAA(R+, E) then Bu(·) ∈ AAA(R+, E) since B ∈ L(E) [6]. Hence, we deduce the
results since (H2) holds. 
Theorem 6.7. Let 0 < α < 1. Assume (H1)–(H3) hold.
Then there exists an asymptotically almost automorphic mild solution to (8).
Proof. Choose
r > M‖x0‖ + M
δ
[
sup
s∈R+
‖f (s, 0, 0)‖ + δ (‖µ1‖L1(R+) + ‖B‖L(E)‖µ2‖L1(R+)) r] .
Set Br = {x ∈ AAA(R+, E) : ‖x‖ ≤ r}. Define the operator Q by
(Qx)(t) = Sα(t)x0 +
∫ t
0
Sα(t − s)f (s, x(s), Bx(s)) ds, t ≥ 0.
Take x ∈ AAA(R+, E); then by Lemma 6.5 f (., x(.), Bx(.)) ∈ AAA(R+, E). Hence using Lemma 6.6, we deduce that
F(t) =
∫ t
0
Sα(t − s)f (s, x(s), Bx(s)) ds ∈ AAA(R+, E).
On the other hand we have ‖Sα(t)x0‖ ≤ Me−δt‖x0‖. This implies that lim
t→+∞ Sαx
0 = 0. Consequently, (Qx) ∈ AAA(R+, E).
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For t ≥ 0 we have
‖(Qx)(t)‖ =
∥∥∥∥Sα(t)x0 + ∫ t
0
Sα(t − s)f (s, x(s), Bx(s)) ds
∥∥∥∥
≤ ∥∥Sα(t)x0∥∥+ ∫ t
0
‖Sα(t − s)f (s, x(s), Bx(s))‖ ds
≤ Me−δt ∥∥x0∥∥+M ∫ t
0
e−δ(t−s) (‖f (s, x(s), Bx(s))− f (s, 0, 0)‖ + ‖f (s, 0, 0)‖) ds
≤ M‖x0‖ + M
δ
sup
s∈R+
‖f (s, 0, 0)‖ +M [(‖µ1‖L1(R+) + ‖B‖L(E)‖µ2‖L1(R+)) r]
≤ r.
Thus QBr ⊂ Br .
Now consider the operator Q : Br → Br . Then we have
‖(Qx)(t)− (Qy)(t)‖ =
∥∥∥∥∫ t
0
Sα(t − s) (f (s, x(s), Bx(s))− f (s, y(s), By(s))) ds
∥∥∥∥
≤
∫ t
0
‖Sα(t − s)‖ ‖f (s, x(s), Bx(s))− f (s, y(s), By(s))‖ ds
≤ M
∫ t
0
e−δ(t−s) (µ1(s) ‖x(s)− y(s)‖ + µ2(s) ‖Bx(s)− By(s)‖) ds
≤ M (‖µ1‖L1(R+) + ‖B‖L(E)‖µ2‖L1(R+)) ‖x− y‖AAA .
Since
‖(Qx)(t)− (Qy)(t)‖AAA < Ω ‖x− y‖AAA
withΩ := M (‖µ1‖L1(R+) + ‖B‖L(E)‖µ2‖L1(R+)) < 1, we obtain the result by the Banach contractionmapping principle. 
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