Adaptive signal processing techniques can estimate the directions of arrival (DOAs), ranges, and radial velocities of radar targets with high resolution when applied in the space, frequency, and time domains, respectively. However, the performance of these techniques is limited when they are applied separately in each domain. Recently, adaptive signal processing algorithms based on high-dimensional signal subspaces have been studied extensively. We apply a four-dimensional unitary estimation of signal parameters via rotational invariant techniques (ESPRIT) algorithm for the simultaneous estimation of the DOAs, ranges, and Doppler velocities of multiple targets in an ultra-wideband radar imaging setting and show the effectiveness of the high-dimensional ESPRIT for the near-field imaging of distributed moving targets. The four-dimensional ESPRIT algorithm is demonstrated to be able to separate targets moving in close proximity, whereas the two-and three-dimensional ESPRIT algorithms fail to separate these targets accurately because of their limited resolutions. The application of the high-dimensional ESPRIT to near-field radar imaging covers a wide range of applications that require the measurement of multiple moving targets in close proximity. An example of such an application is radar-based human monitoring. Therefore, the superior resolution of the high-dimensional ESPRIT has the potential to improve the performance of various real-world security and healthcare systems.
I. INTRODUCTION
Recently, radar-based monitoring of human activities has been attracting increasing attention, particularly for use in healthcare and security applications. Unlike camera-based monitoring techniques, radar-based techniques can avoid privacy concerns. Additionally, radar-based systems can measure people through various materials (e.g., building walls, clothing, and bed sheets) and are not affected by lighting conditions. In particular, ultra-wideband (UWB) radar is considered to be promising because it provides high-range resolution that enables near-field imaging.
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One of the most popular radar-based techniques for monitoring human activities is based on micro-Doppler, which is a time-dependent Doppler shift caused by limb motion and obtained through time-frequency analysis. Because this approach requires only a Doppler shift as a function of time, the system does not require antenna arrays or wideband signals. Therefore, the measurement can be implemented using a relatively low-cost system, which has attracted a number of research groups [1] - [9] .
In addition to the Doppler shift, range information can be also used if wideband signals are used. The range-frequency domain expression is also called an inverse synthetic aperture radar (ISAR) image, which exhibits a large amount of information on human activities [10] - [12] . The use of three-dimensional (3D) time-range-frequency domain VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ analysis [13] has also been reported for monitoring human activities.
By introducing multiple antenna elements, spatial resolution can be obtained, realizing human body imaging. Lin and Ling [14] , [15] developed a frequency-domain interferometry technique that separates echoes in the frequency domain using their different Doppler shifts, and estimates the directions of arrival (DOAs) using three antenna elements. Their studies were followed by other research groups [16] - [19] . Because these studies use the Fourier transform to separate multiple echoes in the frequency domain, the echoes cannot be separated if their Doppler velocities happen to be the same. To resolve this issue, frequency-domain interferometry was combined with subspace-based algorithms [20] , [21] . However, these algorithms perform signal filtering separately in multiple domains; first in the frequency domain to estimate the Doppler velocities and then in the spatial domain to estimate the DOAs, and this compromises both the spatial and frequency resolutions.
In radar signal processing, space-time adaptive processing (STAP) [22] , [23] has been studied mainly for far-field targets. In STAP, multidimensional adaptive signal processing is performed simultaneously in the space-time domain. STAP has been shown to be effective for separating multiple radar echoes with high resolution. Conventionally, most STAP approaches are based on the Capon method [24] that is a well-known classic algorithm used to achieve high resolution. The Capon method, however, suffers from a heavy computational burden and limited resolution. Additionally, the exact response of each antenna element must be calibrated in advance, which makes Capon-based STAP difficult to use in practice.
By contrast, the estimation of signal parameters via rotational invariant techniques (ESPRIT) algorithm achieves a higher resolution with a less computational cost because a time-consuming peak search is not necessary. Additionally, ESPRIT does not require information about antenna element responses. Multidimensional ESPRIT algorithms have been intensively studied: Haardt and Nossek [25] applied a 3D ESPRIT algorithm in the space-time domain to estimate two DOAs and a Doppler frequency. Multidimensional ESPRIT has also been proposed for use in wireless communications [26] , [27] . Sakaguchi et al. [26] applied the 3D ESPRIT algorithm in the space-frequency domain to estimate two DOAs and the time of arrival (TOA). A fourdimensional (4D) ESPRIT algorithm was applied in the space-time-frequency domain [27] and two DOAs, the TOA, and the Doppler frequency were successfully estimated using this algorithm. Haardt et al. [28] also developed a parameter estimation technique using a high-order singular value decomposition (SVD), and Raimondi et al. [29] and Sahnoun et al. [30] proposed a multidimensional ESPRIT algorithm based on tensor decomposition. These studies mostly focused on the application of the multidimensional ESPRIT algorithm to wireless communications and far-field target detection using radar. Literature on the use of multidimensional ESPRIT for UWB radar near-field imaging is still scarce, particularly for distributed targets, such as the human body. It is still unclear how much performance improvement can be achieved using multidimensional ESPRIT applied to near-field UWB radar imaging, which is related to recent active research on the noncontact measurement of human activities and patient monitoring.
In this paper, we demonstrate the imaging performance of multiple moving targets located in close proximity using UWB radar and the 4D unitary ESPRIT algorithm in the space-time-frequency domain for the joint estimation of the DOAs (DOA 1 and DOA 2 ), Doppler velocity, and range. Additionally, to improve both the imaging resolution and imaging accuracy, we also introduce a new pairing algorithm to associate signals that are found in the different domains of multiple dimensions. We evaluate the performance of the 4D ESPRIT-based imaging algorithm using simulations and study its resolution quantitatively by comparing it with two other conventional methods: one that uses two-dimensional (2D) ESPRIT and another that uses 3D ESPRIT. Although recent theory-based research has been focused on tensor-based ESPRIT algorithms instead of matrix-based ESPRIT algorithm, we focus on matrix-based multidimensional ESPRIT. Note that recent studies in fast tensor-based approaches for DOA estimation have reported that they provide more accurate DOA estimation than matrix-based methods at the cost of lower complexity [31] . In future studies, we will consider using fast tensor-based approaches for near-field imaging.
The novel aspects of the present paper are as follows: (1) 4D unitary ESPRIT is applied for the first time to UWB radar imaging, assuming its application to the imaging of a human body; and (2) the near-field imaging accuracies of the 2D, 3D, and 4D unitary ESPRIT algorithms are compared to evaluate the importance of the high-dimensional unitary ESPRIT algorithm.
In this paper, we use the following notations: Lowercase a for scalars, uppercase A for matrices, and boldface lowercase a for vectors. Vectors are regarded as one-column matrices. The complex conjugate is denoted by a superscript asterisk a * . The matrix transpose is denoted by a superscript T a T and A T . The matrix conjugate transpose is denoted by a super script H. I n is an n × n identity matrix. The symbols ⊗ and denote the Kronecker product and Khatri-Rao product, respectively. Re{z} and Im{z} denote the real and imaginary parts of complex number z, respectively, where z can be a scalar, vector or matrix. diag{a(i)} N i=1 denotes an N × N diagonal matrix whose entries are all zero except for its main diagonal, where the diagonal entries starting in the upper left corner are a(1), a(2), · · · , a(N ).
II. SYSTEM MODEL A. ARRAY MODEL
In our system, the presence of L point-like targets is assumed, and these targets move within a half space, where y > 0 in the xyz coordinate system. The Doppler velocity and range of the l(= 1, · · ·, L)-th target are denoted by v l and r l , respectively. The Doppler velocity is approximated as the radial velocity from the transmitting antenna (located at the coordinate origin). The DOAs of the l-th target from the z-y and x-y planes are θ l1 and θ l2 , respectively.
A single transmitting element Tx and M 1 ×M 2 receiving elements Rx 1,1 , · · · , Rx 1,M 2 , Rx 2,1 , · · · , Rx M 1 ,M 2 form a uniform rectangular planar array. All elements of the array are located on the x-z plane, where y = 0. The antenna elements are all assumed to have the same omnidirectional beam pattern. All errors caused by sensor imperfections, such as the mutual coupling error, gain-phase error, and position error, are all assumed to be negligible. Fig. 1 shows an example of the system model for M 1 = 3, M 2 = 3, and L = 3. As shown in Fig. 1 , a single transmitting element is located at the origin, whereas the receiving elements are located with a spacing of d in the x and z directions and form a rectangular planar array that is centered at the origin.
The radar system transmits UWB signals at a center frequency of f c with a 3 dB bandwidth W from transmitting element Tx; the reflected echoes are then received by the receiving antenna elements Rx i,j and sampled with a slow-time interval of t and fast-time interval of τ , which corresponds to the range sampling interval r = c τ/2, where c is the speed of light. For simplicity, both multipath and multiple scattering effects are neglected in this paper.
B. SIGNAL MODEL
We assume that all received echoes have the same known waveform. The received signals are sampled in terms of both slow time and fast time, and the signals are then Fourier transformed with respect to fast time. The signals are thus expressed using slow time 0 ≤ t ≤ T and fast frequency 
where µ i (l) is an unknown parameter of the l-th target in dimension i(= 1, 2, 3, 4), s l is the complex-valued amplitude of the l-th target, and n m 1 ,m 2 ,m 3 ,m 4 is additive white Gaussian noise.
Because we assume that all echoes have the same known waveform, the received signal can be modeled as a superposition of multiple amplified and time-shifted template waveforms, and thus means that the template waveform S ref (f ) in the frequency domain can be measured in advance. To measure S ref (f ), an echo waveform from a known target (such as a reflector) located at a known position has to be measured prior to the actual measurement of the unknown targets. The measurement of S ref (f ) is called the calibration stage in the present paper. Using this template waveform measured in the calibration stage, we can perform whitening processing to compensate for the frequency-dependent response using a Wiener filter W (m 4 , η) expressed as
(
By applying W (m 4 , η), we obtain x m 1 ,m 2 ,m 3 ,m 4 as
where η is a parameter related to the signal-to-noise ratio (SNR). After the filtering, the additive noise is white in the time (m 3 ) and space domains (m 1 and m 2 ), but is not white in the frequency domain (m 4 ). We set η = 0 throughout this paper, which corresponds to an inverse filter. As explained in Section IV-A, the transmitted and received signals both have a known Gaussian waveform, where the frequency-dependent radar cross section is not considered for simplicity.
As stated above, the proposed method requires a calibration stage prior to the actual measurement. Therefore, the proposed method is not a generalized method; some information about the environment must be known in advance to accomplish the calibration task.
III. UWB DOPPLER RADAR IMAGING ALGORITHM WITH 4D UNITARY ESPRIT A. 4D UNITARY ESPRIT
In this section, we show how the Doppler velocity, range, and two DOAs (DOA 1 and DOA 2 ) can be estimated simultaneously using the 4D unitary ESPRIT algorithm in the timespace-frequency domain. Although the algorithm described below corresponds to a special case (R = 4) of the R-D unitary ESPRIT algorithm proposed by Haardt and Nossek [25] , the exact procedures are restated here for convenience.
First, we define the unified signal vector x using
x can also be expressed as
where is the Khatri-Rao product, a (µ i (l)) is the steering vector, A i is the steering matrix for dimension i, A is the multidimensional steering matrix, and n is the noise vector.
Each column of the multidimensional steering matrix A is centro-symmetric. Therefore, A can be transformed into the real-valued steering matrix D = Q M T A using the unitary matrix [25] . For any even M = 2n with any positive integer n, unitary matrix Q M is then given by
As stated above, A is transformed into a real-valued matrix using a unitary transformation, which improves computational efficiency compared with the original ESPRIT algorithm using a complex matrix. For any odd M = 2n + 1, unitary matrix Q M is given by
where I n is an identity matrix of size n, and n is the n × n anti-diagonal matrix, which is defined as
The real-valued steering matrix D = Q M T A satisfies the rotational invariance requirement for dimension i = 1, 2, 3, 4 as follows:
where ⊗ is the Kronecker product. If i in Eq. (10) can be estimated, then the 4D estimation parameters µ i (l) can also be estimated using Eqs. (11) and (12) . Next, we explain how i is estimated from the observed x. Parameter estimation using ESPRIT does not work well if the signals from multiple targets are strongly correlated.
Smoothing is known to be an easy and effective processing step for the suppression of signal correlation [25] . As shown in the Appendix, the M sub × M sub correlation matrix R xx is obtained after the application of 4D smoothing. Please note that, as explained in Section II, before inverse filtering, the Gaussian-shaped echo spectrum is not flat in the frequency domain, whereas the noise spectrum is white; after inverse filtering, the echo spectrum becomes flat, whereas the noise becomes non-white. Despite this, the non-whiteness of the noise does not affect 4D unitary ESPRIT significantly because of the 4D smoothing procedure. In this 4D smoothing process, the non-white noise is averaged over different frequencies, which makes the non-white noise whiter to some extent, and thus, the non-whiteness of the raw noise sequence does not greatly affect the ESPRIT algorithm and resultant images.
The eigenvalue decomposition of correlation matrix R xx allows L eigenvectors v 1 , · · · , v L that correspond to the L largest eigenvalues to be extracted. Subspace span(v 1 , · · · , v L ) coincides with an L-dimensional subspace that is spanned by L row vectors of D. Therefore, when the signal eigenvectors are defined as
where ϒ i is estimated by applying a total least squares algorithm [32] to Eq. (19) . Diagonal matrix i is obtained using the eigenvalue decomposition that was applied to ϒ i .
B. ESTIMATION OF THE NUMBER OF TARGETS USING THE MINIMUM DESCRIPTION LENGTH
In the ESPRIT algorithm, the information about the number of targets L is required when extracting L signal eigenvec-
We use the minimum description length (MDL) to estimate the number of targets. The MDL has often been used in (non-multidimensional) adaptive array processing to estimate the number of targets in combination with eigenvalue decomposition of the correlation matrix for DOA estimation [33] , [34] . The MDL-based method used to estimate the number of targets L is explained below. If the correlation can be completely suppressed by smoothing, then eigenvalue λ i of correlation matrix R xx , which is arranged in descending order, satisfies
where σ 2 is the noise power. Therefore, the number of targets L can be estimated by counting the number of eigenvalues that are larger than σ 2 . However, because the number of smoothing operations N is actually finite, the (signal and noise) eigenvalues have fluctuations that depend on N and σ 2 .
To overcome this difficulty, the MDL-based method estimates the number of targets based on the information theoretic criteria used for model identification. Criterion MDL(l) that is used in this paper is given by
where the value of l that minimizes MDL(l) is used to calculate the estimated number of targets asL = arg min l MDL(l).
C. PAIRING EIGENVALUES IN MULTIDIMENSIONAL ESPRIT 1) OVERVIEW OF EXISTING EIGENVALUE PAIRING TECHNIQUES
As explained in the preceding sections, the 4D estimation parameters µ i (l) are obtained independently for each dimension i = 1, 2, 3, 4 using Eqs. (11) , (19) , and (20) . Hence, the ESPRIT procedure produces unpaired estimation parameters. Therefore, for L targets with four parameters (i.e., range, Doppler velocity, DOA 1 , and DOA 2 ), there are (L!) 3 possible combinations. Thus, to achieve accurate imaging, it is necessary to determine the correct combinations among these possibilities.
In 2D ESPRIT, a simple automatic pairing method [35] is widely used. This method uses the fact that both i and ϒ i i = 1, 2, 3, 4 are real-valued. In this method, the eigenvalue decomposition of ϒ i + jϒ j for i, j ∈ {1, 2, 3, 4} is performed as follows:
where ω (ij) i (l) and ω (ij) j (l), which are the real and imaginary parts of the diagonal elements
j , respectively, are the eigenvalues that are paired for the i-th and j-th domains for the l-th target.
However, this method is not applicable to 3D or higher-dimensional pairing. Simultaneous Schur decomposition (SSD) [25] is commonly used as a method for 3D or higher-dimensional pairing; however, SSD is known to suffer from high computational complexity because it requires iterative calculations. As an alternative, the chain pairing (CP) method [26] has been proposed for 3D or higher-dimensional ESPRIT. The CP method has been reported to have lower computational complexity than SSD but pairing accuracy equivalent to SSD. However, the CP method is known to ouput incorrect pairs when multiple identical parameters occur in any of the domains. Therefore, in this paper, we introduce a new algorithm called the improved CP method, which is presented in the following section.
2) PROPOSED MULTIDIMENSIONAL CP METHOD
In this section, we propose an accurate multidimensional CP method called the improved CP method. Specifically, a 4D pairing procedure is provided below. First, the eigenvalue decomposition of Eq. (24) is performed four times for the domain pairs (i, j) = (1, 2), (2, 3), (3, 4) , (4, 1) to calculate (ω (12) 1 (l), ω
2 (l)), (ω
3 (l)), (ω 
1 (l)) for l = 1, 2, · · · , L. Note that these parameters are paired between two domains only in each case, which means that they are not yet associated over all four domains.
To associate these parameters over all four domains, it is necessary to determine the most likely index combinations l 12 , l 23 , l 34 , l 41 , where l = l 12 represents a paired index between domains 1 and 2, and l is used as an independent variable hereafter. Because the parameters are already associated for the adjacent domain pairs (1, 2), (2, 3), (3, 4) , and (4, 1), the number of degrees of freedom is three. To optimize the indices l 23 , l 34 , and l 41 for l = l 12 , the evaluation function l (l 23 , l 34 , l 41 ) is introduced as follows:
The sum of the evaluation functions L l=1 l (l (l) 23 , l (l) 34 , l (l) 41 ) is minimized via a brute force optimization procedure by checking all possible combinations. In each domain, the same index cannot be selected more than once to prevent incorrect association. The possible combinations are given as permutations of the L indices and the number of permutations in each domain is L!, which results in a total of (L!) 3 combinations for three domains while excluding the ordered index l = l 12 . Note that each of the unknown variables of the evaluation function have a superscript (l) because these indices depend on index l. As a result, the optimum indices (l,l (l) 23 ,l Finally, the parametersμ i (l) (l = 1, 2, · · · , L) that are paired over the four domains are obtained using the averaged eigenvalues as follows:
Because the improved CP method calculates L l=1 l (l (l) 12 , l (l) 23 , l (l) 34 ) for all (L!) 3 possible combinations, the computational complexity of this method becomes greater as L increases. However, our signal separation technique using multidimensional ESPRIT is only required when multiple targets are located at almost the same distance from the antenna array. Because the proposed method is designed for a UWB radar system with high-range resolution, it is unlikely to have more than three targets within the same range bin, which means that L is typically two or three at most. Therefore, the computational complexity of the improved CP method is not a problem in practice. 
Algorithm 1 Estimation of

D. ESTIMATION OF THE TARGET POSITION
In the previous section, we explained how to estimate the 4D paired estimation parametersμ i (l). Using Eq. (2) and parametersμ i (l), we can estimate velocityv l , ranger l , and DOAsθ l1 andθ l2 . The 3D position of the l-th targetŷ l is finally obtained as follows:
Algorithm 1 summarizes the algorithm that estimates the 3D positions of L targets. This algorithm is executed every t r (= M 3 t) and we then obtain the target parameterŝ v l (n t r ),θ l1 (n t r ),θ l2 (n t r ),r l (n t r ), andŷ l (n t r ) for n = 1, 2, 3, · · · . The accuracy of these estimates is discussed in the following section.
IV. SIMULATION AND PERFORMANCE EVALUATION A. SIMULATION SETTINGS AND PARAMETERS
We evaluated the multidimensional ESPRIT-based imaging method using simulations. In these simulations, we assumed the presence of a single transmitting element at the origin and a square-shaped planer array with M 1 × M 2 elements, where Nine-channel signals were recorded over a period of t max = 0.95 s, which corresponded to the number of time samples N s = t max / T = 4 × 10 3 . The target positions y 1 (t), y 2 (t) and y 3 (t) (0 ≤ t ≤ t max ) were uniform and spiral motions as follows: 
where r 0 = 0.425 m, r rad = 0.250 m and v 0 = 0.100 m/s. Note that the target positions and motions were selected to simulate one of the worst case scenarios, in which multiple targets could not be separated within any of the range, Doppler, or DOA domains. The received signals were simulated numerically using a ray tracing procedure, in which, we did not consider occurrences of multiple scattering. The SNR was set to SNR = 20 dB, where the SNR is defined as the ratio of the peak signal power to the noise power in the time domain after the application of the filter. Fig. 2 shows the SNR of the signal received by Rx 2,2 as a function of a slow time and range. Fig. 3 shows the SNR of the same received signal as a function of a slow time and Doppler velocity, where the spectrogram was obtained using the short-time Fourier transform (STFT) with a Hann window of size 15.4 ms (= 64 T ). In these figures, the echo signals from the three targets could not be separated either within the range or frequency domains because the range differences between the targets were between 57.0 mm and 68.1 mm, and their differences in Doppler velocity were also larger than the frequency resolution. Hence, these echoes could not be separated, even when using high-resolution UWB radar, without the aid of an adaptive signal processing technique such as ESPRIT.
The number of slow-time samples used for the 4D ESPRIT was M 3 = 64. The frequency band used for the 4D ESPRIT was f c − W e /2 ≤ f ≤ f c + W e /2, where W e = 800 MHz, which is the same as the −3 dB bandwidth W , and the frequency domain interval was f = 200 MHz. Under these conditions, M 4 = W e / f + 1 = 5. Four-dimensional smoothing was then performed with M sub1 = 2, M sub2 = 2, M sub3 = 32, and M sub4 = 3. We set the estimation time interval to t r = M sub3 T = 7.62 ms.
In the above assumption, the theoretical maximum number of targets L max that can be separated using 4D unitary ESPRIT is L max = M sub = 384. However, the actual maximum number of targets L max (≤ L max ) that can be separated depends on the locations and motions of the targets, in addition to the resolution in each dimension, which is limited by multiple factors, such as the echo S/N ratio, correlation coefficient between echoes, and chain pairing accuracy.
B. COMPARISON WITH OTHER ESPRIT-BASED METHODS
In this section, we introduce two other conventional ESPRIT-based methods (denoted by method 1 and method 2) for comparison. Method 1 was proposed by the authors [21] , and applies a STFT to obtain the time-frequency distribution of the received signal. If echoes with different Doppler velocities are separated in the frequency domain, then the two DOAs of each echo can be estimated using the 2-D unitary ESPRIT method in the spatial domain, where the 2D unitary ESPRIT method is applied to each of the significant peaks of the time-frequency distribution. If echoes with similar Doppler velocities cannot be separated in the frequency domain, then method 1 produces incorrect imaging results.
Method 2, however, applies the 3D unitary ESPRIT method in the frequency domain and two spatial domains for joint estimation of the Doppler velocity and two DOAs [25] . These two methods both use the range interpolation method, which is also known as the P1/P2 method, to estimate the range of each target [21] . In methods 1 and 2, the numbers of slow-time samples and numbers of smoothing data samples for the unitary ESPRIT method were both set to the same values as those of the 4D ESPRIT for fair comparison. Additionally, the actual number of targets was assumed to be known for methods 1 and 2, whereas the number of targets was assumed to be unknown for the 4D ESPRIT-based method; this gives a handicap to the 4D method to allow us to evaluate the upper performance limits of methods 1 and 2.
C. DEFINITIONS OF ACCURACY
To evaluate the performance of these methods, the root-meansquare error (RMSE) was used to assess accuracy in terms of the target positionŷ l (k t r ), Doppler velocityv l (k t r ), target ranger l (k t r ), and target DOAsθ l1 (k t r ) andθ l2 (k t r ).
For example, the RMSE ofŷ l (k t r ) was evaluated as follows:
where y j (k t r ) denotes the actual position of the j-th target at time t = k t r , K is the number of updates using the ESPRIT-based methods, andL(k t r ) is the estimated number of targets at time t = k t r . In the two conventional methods, the number of targetsL(k t r ) was always set to three because the number of targets was assumed to be known for these methods. In the 4D method, however, the number of targets was estimated using the MDL-based method that was presented in Section III-B. The RMSEs inv l (k t r ),r l (k t r ),θ l1 (k t r ), andθ l2 (k t r ) were also evaluated using Eq. (34), but with different definitions of the errors: err
l (k t r ), and err (θ 2 ) l (k t r ), rather than err
where v j (k t r ), r j (k t r ), θ j1 (k t r ), and θ j2 (k t r ) denote the actual Doppler velocity, range, and DOAs, respectively, of the j-th target at time t = k t r .
D. PERFORMANCE EVALUATION OF THE THREE IMAGING METHODS
Figs. 4-6 show the imaging results for conventional method 1, conventional method 2, and the 4D method, respectively. In these figures, black lines indicate the actual target position trajectories, whereas circles indicate the estimated positionŝ y l (k t r ) for each time step. As shown in Fig. 4 , the target positions that were estimated using method 1 deviated from the actual trajectories because the gap between the target velocities was too small to allow the targets to be separated in the frequency domain. Simultaneously, Figs. 5 and 6 show that method 2 and the 4D method both estimated the target trajectories more accurately than method 1, although incorrect estimates were also found in these images. The RMSEs for the three methods are provided in Table 1 . Figs. 7-9 show the Doppler velocities that were estimated using conventional methods 1 and 2, and the 4D method, respectively. Targets 2 and 3 with their spiral motions always had almost the same Doppler velocity, whereas target 1 with its uniform motion had a lower Doppler veloc- RMSEs ofv l (k t r ),θ l 1 (k t r ),θ l 2 (k t r ),r l (k t r ), andŷ l (k t r ) for each imaging method.
ity. Therefore, in each figure, we see two lines that show the actual Doppler velocities. Because method 1 attempted to separate the echoes in the frequency domain using the traditional Fourier transform-based spectrum, these echoes could not be distinguished because of the limitations of the frequency resolution of the Fourier transform (Fig. 7) . In contrast, as shown in Fig. 8 , method 2 separated the two Doppler velocities using the 3D unitary ESPRIT method. Surprisingly, however, the accuracy of method 2 was worse than that of method 1 in terms of the Doppler velocity, as shown in Table 1 . This is because the Doppler velocity that was estimated using method 2 had extremely large errors that lay outside the range of Fig. 8 ; these errors were caused by the interference of multiple echoes. By contrast, the accuracy of the 4D method for estimating the Doppler velocity was higher than that of both methods 1 and 2, and the two Doppler velocity curves were estimated accurately, as shown in Fig. 9 . Table 1 shows the remarkable improvement in accuracy of the estimation of all parameters when using the 4D method. The accuracy of the 4D method was 15.6 times higher than that of method 1 and 1.87 times higher than that of method 2. These results indicate that the higher-dimensional ESPRIT method separated multiple radar echoes more accurately than methods 1 and 2, thus achieving higher space-time-frequency resolution. This occurred because even if the echoes cannot be separated in one specific domain, they may still be able to be separated in the other domains. Therefore, the process of joint estimation of multiple parameters (i.e., the range, Doppler frequency and DOAs) is promising for the realization of high-resolution radar imaging.
The RMSEs in estimatingŷ l versus SNR are shown in Fig. 10 . The figure shows that 4D unitary ESPRIT achieved high accuracy even for a relatively low SNR. Fig. 11 shows the RMSEs inŷ l versus the number of time samples M 3 , where SNR was set to 20 dB. This figure shows that regardless of M 3 , 4D unitary ESPRIT achieved the highest accuracy among the three methods. The RMSEs in estimating various parameters using a high-dimensional ESPRIT algorithm and similar techniques were reported in studies [25] , [27] , [30] , [31] .
E. COMPUTATIONAL COMPLEXITY
As stated in the Introduction, multidimensional adaptive signal processing is considered to be impractical in many applications because of its computational complexity, particularly that of multidimensional peak searches. This was the motivation for introducing the multidimensional unitary ESPRIT method used in this study. In this section, we discuss the computational complexity of the 4D method and compare it with the complexities of conventional methods 1 and 2 that were discussed in the previous section.
All three methods require eigenvalue decomposition of the correlation matrix R xx in the unitary ESPRIT method. The number of operations required for eigenvalue decomposition of an n × n matrix is denoted by O(n 3 ) [36] . For method 1, the matrix size of R xx is M sub1 M sub2 × M sub1 M sub2 , and thus n 3 = (M sub1 M sub2 ) 3 = 64. Similarly, for method 2,
The number of operations required increases because of the multidimensionalization involved in the multidimensional ESPRIT algorithms. However, because of the system costs involved, the number of antenna elements cannot be high. Additionally, in real-time applications such as human monitoring in healthcare, the number of slow-time samples must be limited to prevent response delays. Consideration of these factors allows the computational complexity of the 4D method to be maintained within a practical range.
With respect to the number of multiplications, the computational complexities of the Wiener filter and minimum description length are O(M ) and O(L max M 2 sub ), respectively. As long as L max and M sub are assumed to be small, the calculation time for these steps remains small. The computational complexity for the multidimensional CP method was discussed in Section III-C. Fig. 12 shows the average running time of the three algorithms versus the number of time samples M 3 , where the algorithms were executed in MATLAB running on a laptop computer: ASUS ZenBook S UX391UA with an Intel(R) Core(TM) i7-8550U 1.80-GHz processor and 16 GB of RAM. Note that the algorithms could run faster if implemented in a compiled language instead of a scripting language such as MATLAB. The computational time of the high-dimensional ESPRIT algorithm and similar techniques can be found in previous studies [30] , [31] .
V. DISCUSSION
A. SIGNIFICANCE OF SUPER-RESOLUTION IN UWB RADAR IMAGING
The main contributions of this study are as follows: (1) 4D unitary ESPRIT was applied for the first time to the near-field UWB radar imaging of multiple moving targets; and (2) the near-field imaging accuracy of 4D unitary ESPRIT was compared with those of the 2D and 3D unitary ESPRIT algorithms.
Because a human body can be modeled as a collection of multiple scattering centers moving in close proximity, this study's target model can be associated with practical human monitoring applications, including human activity classification and human position tracking. Echoes from human body parts cannot be separated unless a sufficiently high resolution is achieved. In this respect, super resolution techniques (e.g., ESPRIT) are necessary to maximize the functionality of UWB radar systems in such applications. The results of this study suggest the potential efficacy of the 4D unitary ESPRIT algorithm in improving the accuracy and resolution of radar measurement in such applications.
Radar-based human monitoring (e.g., human activity classification and differentiating multiple people in a room) is an increasingly popular application of UWB radar systems, whose performance can be largely improved using 4D unitary ESPRIT. Regarding the example of classifying human activity, the classification accuracy is expected to be improved by using 4D unitary ESPRIT to improve the velocity resolution, which would generate a detailed time-frequency distribution (spectrogram) and allow the accurate classification of human activity. Regarding the other example of differentiating two people, performance is also expected to be improved by enhancing the spatial and velocity resolutions using 4D unitary ESPRIT to separate echoes in the spatial and frequency domains and also to distinguish the micro-Doppler patterns of the people. The application of the 4D unitary ESPRIT algorithm to these human monitoring applications is an important research topic for future studies.
B. NEAR-AND FAR-FIELD RADAR AND SUPER-RESOLUTION
The use of 4D unitary ESPRIT can improve the resolution of both near-and far-field radar measurements. However, high-resolution techniques in the frequency domain generally require both a high S/N ratio and wide bandwidth, which are difficult to achieve in far-field measurement. Far-field radar measurement requires a relatively narrow bandwidth to ensure a sufficient S/N ratio, which limits the use of high-resolution techniques. Additionally, for far-field radar measurement applications, the detectability of targets is often more important than the resolution. By contrast, for targets in the near field, the echo S/N ratio is relatively high, even with a wide bandwidth (e.g., UWB), which allows for the use of high-resolution techniques for the accurate measurement of multiple moving targets. Therefore, the introduction of UWB near-field radar makes it possible to achieve super-resolution imaging. Additionally, as mentioned above, near-field radar measurement has potential applications, such as the measurement of moving human body parts, whereas far-field radar measurement rarely considers multiple targets moving independently in close proximity. This discussion suggests that 4D unitary ESPRIT can play a more important role when applied to near-field radar measurement.
VI. CONCLUSION
In this paper, we applied the 4D unitary ESPRIT algorithm to UWB radar imaging of near-field distributed targets, which enabled the joint estimation of the Doppler velocity, range, and DOAs of targets using MDL-based target number estimation and an improved CP method. We evaluated and compared the imaging accuracies of the 4D, 3D, and 2D algorithms. The two low-dimensional algorithms were based on the 2D and 3D unitary ESPRIT methods. Using numerical simulations with three targets moving in close proximity, we demonstrated that the 4D method improved imaging accuracy by 15.6 and 1.87 times when compared with the two low-dimensional algorithms. These simulation results indicate the remarkable potential of the multidimensional ESPRIT algorithm to achieve high-resolution radar imaging with UWB radar while maintaining the computational complexity within a practical range. The next step of this study will be actual radar measurement using UWB array antennas to experimentally verify the performance of near-field imaging using the 4D unitary ESPRIT algorithm.
APPENDIX 4D SMOOTHING
Correlation matrix R xx after N 1 , N 2 , N 3 , and N 4 smoothing operations in each dimension and the total number of smoothing operations N = N 1 N 2 N 3 N 4 is expressed as follows:
R ( * ) = x n 1 ,n 2 ,n 3 ,n 4 x H n 1 ,n 2 ,n 3 ,n 4 ,
x n 1 ,n 2 ,n 3 ,n 4
x n 1 ,n 2 ,n 3 ,n 4 x n 1 +1,n 2 ,n 3 ,n 4 . . .
x n 1 +M sub1 −1,n 2 ,n 3 ,n 4 x n 1 ,n 2 +1,n 3 ,n 4 . . .
x n 1 +M sub1 −1,n 2 +M sub2 −1,n 3 ,n 4 x n 1 ,n 2 ,n 3 +1,n 4 . . .
x n 1 +M sub1 −1,n 2 +M sub2 −1,n 3 +M sub3 −1,n 4 x n 1 ,n 2 ,n 3 ,n 4 +1 . . .
x n 1 +M sub1 −1,n 2 +M sub2 −1,n 3 +M sub3 −1,n 4 +M sub4 −1
where M subi is expressed as M subi = M i − N i + 1 for i = 1, 2, 3, 4. The orders of M 1 , M 2 , M 3 , and M 4 decrease from M i to M subi for i = 1, 2, 3, 4 through the smoothing process, and the total degree also decreases from M to M sub = M sub1 M sub2 M sub3 M sub4 . Use of the smoothing process is expected to suppress the correlation between signals among the L echoes.
