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Resumen
Introducción— Al conducir, la persona se encuentra 
expuesta a diferentes estímulos que pueden llevar a 
que se ocasione accidentes. Aunque Numerosas pro-
puestas tecnológicas se han presentado para mantener 
monitoreado al conductor, estas han pasado por alto 
el estado anímico en el que este se encuentra, el cual 
podría generar efectos negativos en la capacidad de 
reacción al conducir.
Objetivo— Buscar diferentes alternativas de inteligen-
cia artificial para el análisis permanente de rostros de 
conductores, con el fin de encontrar un buen modelo de 
clasificación de expresión facial (feliz, enojo, sorpresa, 
neutral).
Metodología— La metodología utilizada consiste en 
la selección de una base de datos que es preprocesada, 
para posteriormente entrenar diferentes modelos y rea-
lizar comparaciones de precisión entre ellos.
Resultados— Se logra encontrar una precisión mayor 
al 80% en la detección del estado anímico del usuario. 
Y se logra migrar el modelo a un sistema de monitoreo 
portátil.
Conclusiones— En este caso particular los métodos 
de aprendizaje de maquina tradicionales (machine lear-
ning) consumen menos tiempo a la hora de clasificar, 
sin embargo, estos son superados en precisión por un 
aprendizaje profundo.
Palabras clave— Expresiones faciales; inteligencia 
artificial; aprendizaje de máquina; aprendizaje pro-
fundo; visión artificial
Abstract
Introduction— When driving, any person is 
exposed to different stimuli that can lead to acci-
dents. Although numerous technological proposals 
have been presented to keep the driver monitored, 
these have overlooked the state of mind in which 
they driver is, which could have negative effects on 
the ability to react when driving.
Objective— Find different artificial intelligence 
alternatives for the permanent analysis of drivers’ 
faces, in order to find a good model for classifying 
facial expression (happy, angry, surprise, neutral).
Methodology— The methodology proposed consists 
in the selection of a database that is pre-processed, 
in orden to later train different models and make 
precision comparisons between them.
Results— It is possible to find a precision greater 
than 80% in the detection of the user’s mood and 
then the model is migrated to a portable monitor-
ing system.
Conclusions— In this particular case, traditional 
machine learning methods consume less processing 
time when classifying, however, they are exceeded 
in precision by deep learning.
Keywords— Facial expressions; artificial intelli-
gence; machine learning; deep learning; computer 
vision
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I. IntroduccIón
Al momento de conducir, el ser humano está expuesto a numerosos riesgos que lo pueden lle-
var a perder el control del vehículo, por ello es necesario que el conductor se permita atender 
a más de un estímulo al mismo tiempo para posteriormente seleccionar la información más 
relevante y continuar con su labor. Todo ello debe de realizarse en el menor tiempo posible 
para evitar problemas en el desempeño de la tarea. Sin embargo, existen estados anímicos o 
mentales como la desconcentración que perjudican esta capacidad de reacción, llevando a des-
empeñar las tareas de forma menos efectivas, generando así riesgos en las vías [1]. Tanto el 
enojo como la risa pueden ser distractores a la hora de realizar una tarea que necesita gran 
concentración.
Existen diferentes formas como las autoridades encargadas han buscado reducir los riegos 
de accidentes en las vías. Entre ella se encuentra el uso de retenes y cámaras de foto multas, 
sin embargo, la reducción de riesgos no ha presentado resultados satisfactorios [2]. Por otro 
lado, los recientes avances tecnológicos han permitido a los fabricantes de automóviles incor-
porar en sus vehículos sensores y mecanismos de protección, en donde evitan que conductores 
en mal estado estén tras el volante, lo que ha permitido reducir la accidentabilidad en vehícu-
los de última generación.
la clasificación de los niveles de alerta de un conductor es una necesidad que puede ser 
atendida, ya que ésta determina el tiempo de una persona procesa y reacciona de acuerdo a 
la situación. Aunque parezca que dicha reacción normalmente es inmediata, en realidad el 
tiempo de esta oscila entre 0.5 s y 1 s [3], aunque este intervalo puede variar dependiente del 
estado actual de la persona.
A pesar que para el ser humano resulte una tarea fácil y cotidiana la posibilidad de reco-
nocer una de las cuatro emociones básicas en una expresión, los avances tecnológicos han 
permitido desarrollar diferentes métodos de reconocimiento de expresión por medio de una 
computadora, ya que esto permitiría desarrollar estudios específicos en temas como la publi-
cidad, o la psicología [4]. Uno de estos métodos consiste en la implementación de algoritmos 
inteligentes que aprenden el comportamiento de las expresiones fáciles, para posteriormente 
clasificar la emoción según el posicionamiento de puntos clave en el rostro.
II. Metodología 
Para el correcto desarrollo de este artículo, se aplicó una metodología dividida en diferentes 
etapas, entre las cuales se consultan y exploran diferentes herramientas. En la primera de las 
etapas se definen las expresiones faciales más relevantes que expresa un usuario al momento 
de conducir, especialmente aquellas que generan algún tipo de peligro.
La segunda parte de este artículo, busca una base de datos adecuada que dé solución al 
problema, esta debe de contener diferentes fotografías de rostros o simplemente de personas 
en diversos estados anímicos, para que de esta manera sea posible realizar una clasificación. 
En caso que ninguna base de datos cumpla con la cantidad o características esperadas, se 
optará por realizar una base de datos propia.
Al seleccionar una base de datos que cumpla con los requerimientos, se realizará la próxima 
etapa, la cual consiste en la elaboración de un algoritmo que detecte rostros, con el propósito 
de seleccionar y segregar los puntos de interés facial de cada una de las imágenes. De esta 
manera se logra construir una nueva base de datos modificada de la original, en donde se 
eliminan elementos que no son requeridos para el entrenamiento, por último, se etiquetan de 
acuerdo a la expresión facial y/o estado anímico.
Con una serie de datos relevantes para un entrenamiento, se procede con el entrena-
miento de diferentes algoritmos de aprendizaje de máquina, los cuales se le suministrarán 
diversos datos de entrenamiento para poder evaluar su desempeño y resultados, entre estos 
datos se encuentran los cálculos de los momentos de Hu [9] y los landmarks de cada una 
de las imágenes previamente etiquetadas. De esta manera se busca encontrar una preci-
sión lo suficientemente alta que logre acercarse a los mejores algoritmos de identificación 
de estado anímico.
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A. Expresiones faciales destacadas
Las emociones y/o estados en el que se encuentra un ser humano ha dejado de tener un punto 
de vista negativo, de ser un aspecto a reprimir o evitar ser detectado, a ser consideradas la base 
central de la persona, permitiendo identificar sus deseos, pensamientos, gustos y actitudes [5]. 
Estas emociones pueden ser detectadas de diversas maneras, desde el comportamiento hasta 
cambios físicos de la persona.
En busca de detectar las emociones de una persona, se han desarrollados diferentes estu-
dios que permiten globalizarlas, entre ellos se encuentra el sistema FACS (Facial Action 
Coding System), el cual permite evaluar la expresión a partir de la acción combinada de una 
serie de unidades de acción específicas; entendiendo por unidad de acción la actividad de uno 
o varios músculos faciales que otorguen un cambio en la apariencia facial [6]. Puesto que el 
rostro posee más de 40 músculos, es factible observar los cambios físicos de este para deter-
minar la emoción de una persona, realizando énfasis en puntos específicos que menciona el 
FACS, como lo es el movimiento de las cejas, la posición de los labios y hasta la apertura de 
párpados.
el Sistema de Codificación Facial (FACS), describe los diferentes cambios físicos en el ros-
tro, categorizados en ocho grupos de emociones (feliz, asco, miedo, orgullo, triste, avergonzado, 
sorprendido, enojado), sin embargo, muchas de estas emociones pueden ser confundidas entre 
ellas debido a que los puntos de interés no poseen una variación significativa [7]. Por esta razón 
se limitan a cuatro emociones básicas (feliz, enojo, sorpresa, neutral), que pueden ser inter-
pretadas sin la necesidad de profundizar en aspectos situacionales o factores fuera del rango 
físico, adicionalmente, son emociones que se maneja en cualquier cultura, puede ser identificada 
con facilidad y son expresadas por todo tipo de persona, sin importar su edad o estilo de vida. 
Estas cuatro expresiones, de persistir en el tiempo y presentarse de forma intensa durante la 
conducción, resultan ser un factor de riesgo durante la ejecución de esta actividad [8]. Por ello 
se basará en estas expresiones para entrenar un modelo con el propósito del proyecto.
B. Selección de base de datos
 Una base de datos apropiada para el entrenamiento del algoritmo que se planea realizar, 
debe contener una cantidad basta de fotografías de diferentes personas en diversos estados 
anímicos, sin embargo, esto no basta, es requerido que las personas en esta base de datos per-
tenezcan a diferentes etnias, edades y género, esto debido a que una alta diversidad le permi-
tirá al algoritmo ser más preciso, y detectar puntos faciales de diversos individuos.
Actualmente existen diversas bases de datos libres en internet, entre ellas se encuentra 
“JAFFe” [10], la cual es un conjunto de 217 imágenes pertenecientes a 10 modelos femeninas 
japonesas, las cuales presentan las expresiones fáciles basadas en las principales emocio-
nes. El hecho que represente las emociones faciales más relevantes es de gran ayuda para 
el entrenamiento, sin embargo, solo posee fotografías de 10 individuos, lo que limita mucho 
la diversidad que se busca tener, teniendo en cuenta que todas las imágenes son de cultura 
asiática.
otro de las bases de datos encontradas es “FeI Face database” [11], la cual contiene un con-
junto de fotografías tomadas a 200 individuos en Brasil, en donde se posee la misma cantidad 
de imágenes de hombres y de mujeres, su color de piel, ojos y cabello presenta gran diversidad; 
Por otro lado, las expresiones faciales se limitan a felicidad y neutralidad (seriedad), por lo que 
limitaría el algoritmo de entrenamiento a dos emociones.
ejemplo de esto es la base de datos “Real-world Affective Faces (RAF)” [12], la cual es 
una base de datos de expresiones faciales a gran escala, con alrededor de 10 mil imágenes de 
rostros extraídos de internet, donde poseen gran variabilidad de edad, genero, etnia, posturas 
de cabeza, iluminación y escenarios que permiten suministrar un alto rango de características 
al algoritmo computacional.
Seleccionando la base de datos “RAF”, debido a su variedad de individuos en las imágenes, 
se inicia con la elaboración del algoritmo de procesamiento de imágenes, el cual consiste en 
extraer las características más relevantes que disminuyan la información suministrada para 
el entrenamiento.
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C. Preprocesamiento de imágenes
las imágenes que presenta la base de datos “RAF” no necesariamente se encuentran cen-
tradas en el rostro del individuo (Fig. 1), por lo que, al suministrar este tipo de imágenes a 
un algoritmo de inteligencia artificial, este trataría de encontrar patrones en el fondo, ropa 
o elementos que no son del interés en esta ocasión. Para poder evitar este tipo de problemas, 
es necesario recortar la imagen para extraer únicamente el rostro, sin embargo, visto que el 
tamaño de estas es variable, se requiere editarlo y mantener un estándar en tamaño y tona-
lidad, a este proceso se le conoce como preprocesamiento de imágenes [13].
Fig. 1. ejemplos de imágenes correspondientes a la base de dato “RAF”.
Fuente: Autores.
En la Fig. 2 se logra visualizar el cambio al que fueron expuestas las imágenes de la Fig. 1. 
En ella se logran apreciar el cambio de tamaño y el enfoque realizado en el rostro, sin embargo, 
debido a la cantidad de colores que poseen las diferentes fotografías, basta con realizar una 
transformada a escala de grises para unificar la tonalidad, y tener completamente norma-
lizada la imagen (en color y tamaño). Este proceso se realiza con software libre, en lenguaje 
Python y la librería OpenCV.
Fig. 2. Ejemplo de uso del Algoritmo para selección y normalización de los rostros de cada fotografía de la 
base de datos “RAF”.
Fuente: Autores.
Una vez se encuentre la base de datos normalizada y ordenada, basta con etiquetar cada 
una de las imágenes, en donde se realizan grupo dependiendo de la emoción a la que perte-
nezca, permitiendo entrenar un algoritmo de forma supervisada.
Puesto que el modelo que se busca entrenar, requiere de un alto costo computacional, solo 
se usaran cuatro de las emociones etiquetadas en la base de datos seleccionada (feliz, enojo, 
sorpresa, neutral).
Es posible que la información aportada por cada imagen aun posea datos irrelevantes, por 
ello se reduce dicha información a parámetros mas precisos o simplificados, de esta forma se 
facilita el costo del entrenamiento.
Para realizar diferentes pruebas, se realiza una nueva base de datos en donde únicamente 
se encuentran los puntos de referencia facial, proporcionando información de apertura de boca, 
inclinación de cejas y amplitud de parpados, para ser dibujados en un lienzo negro [14].
De esta forma, se remplaza cada una de las imágenes originales por una correspondiente 
a sus puntos de referencia facial (Fig. 3), creando una nueva base de datos con la que se logra 
realizar las pruebas correspondientes. En donde el algoritmo de aprendizaje, solo tendrá como 
entrada una imagen binaria (blanco y negro), reduciendo significativamente la información, 
resaltando solo las posiciones de las características que según los criterios FACS son funda-
mentales para identificar la expresión del rostro.
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Fig. 3. Ejemplo de Landmarks en rostro (Imagen Binaria).
Fuente: Autores.
Aunque una base de datos de imágenes binarias puede representar un grupo que pueda ser 
aprendido facilmente, es posible simplificar aún más la base de datos para reducir el número 
de entradas en el algoritmo de aprendizaje, por ello se calculan los momentos de Hu usando 
los puntos Landmarks (cualidades como la posición de las cejas, la boca y la nariz), buscando 
la magnitud que representa dichas características con el propósito de reconocer un estado aní-
mico sin importar su inclinación, rotación o tamaño de rostro, por ello se usan las imágenes 
binarias, las cuales tienen resaltadas las posiciones fundamentales del rostro.
D. Algoritmo clasificador
Con un total de tres bases de datos derivadas de una misma, se procede a realizar un algo-
ritmo de inteligencia artificial que este en la capacidad de clasificar la imagen según su estado 
anímico. Para realizar esto, se pretende hacer diferentes pruebas con las diversas bases de 
datos, y determinar que procesamiento de imagen y que algoritmo clasificador es más preciso, 
teniendo en cuenta que cada base de datos posee las mismas etiquetas, y un aproximado de 
cinco mil muestras por cada uno (este número varía según el estado anímico, ya que la base 
“RAF” no posee la misma cantidad de muestra en cada etiqueta).
el primer paso para poder realizar el algoritmo clasificador es dividir la base de datos para 
entrenamiento y prueba. Esto se realiza barajando las diferentes muestras, generando un orden 
aleatorio, de esta manera de extraer el 25% de datos para uso de pruebas y poder obtener una 
medición de la precisión del algoritmo [15].
En el presente trabajo se plantean algoritmos de entrenamiento para los siguientes clasi-
ficadores: vecinos cercanos (Knn), clasificador Bayesiano (naive_bayes), máquinas de soporte 
vectorial (svm), árbol de decisiones (decision_tree), bosques aleatorios (random_forest), percep-
trón multicapa (mlp). Cada uno de ellos fue manipulado en diferentes pruebas para generar un 
resultado preciso, tanteando sus características de forma adecuada.
Iniciando con la elaboración de Knn, en donde se realizaron pruebas con diferentes funciones 
de peso utilizadas en la predicción, adicionalmente se presentaron variaciones en el número 
de vecinos permitidos para su entrenamiento. Las diferentes combinaciones, permitieron una 
precisión mínima de 50%, sin embargo, se obtiene una mejora a 57%, aumentando su número 
de vecinos a 10.
por otro parte, el clasificador Bayesiano, se diseña sin generar prioridad a ninguna de las 
clases, sin embargo, se ajusta la variación más grande de todas las características que se agrega 
para la estabilidad del cálculo en 1e-09, permitiendo que su precisión aumente a 53%.
El algoritmo para el entrenamiento de máquinas vectoriales, se diseña probando diferentes 
funciones de kernel, en donde los mejore resultados se reflejan con una función polynominal 
de grado 2, permitiendo elevar la precisión del algoritmo a un 72%.
en otro orden de ideas, el diseño del árbol de decisiones, se implementa con la función “gini”, 
la cual permite medir la cantidad de divisiones y criterios admitidos en las ramificaciones, 
limitando en dos, el número mínimo de muestras necesarias para su división. Sin embargo, la 
mejor precisión no supero el 57%.
Al igual que el algoritmo anterior, la elaboración de bosques aleatorios presentó mejores 
resultados con una función “gini”, sin embargo, la precisión llego a un 70% implementando un 
número de árboles de hasta 200 ramificaciones.
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luego de un entrenamiento, se procede a conocer su precisión y tiempo de clasificación, guar-
dando registro de cada uno de los resultados.
tabla 1. MachIne learnIng con IMágenes rostro a escala de grIses.








tabla 2. MachIne learnIng con puntos landMarks.








tabla 3. MachIne learnIng con MoMentos de hu.








 Con resultados de aprendizaje de máquina registrados, se procede a usar un algoritmo más 
robusto, buscando aumentar la precisión y evaluando el tiempo de ejecución al clasificar una 
imagen. Se utilizará el Aprendizaje Profundo (Deep Learning) debido a que ha probado ser 
muy eficiente para el aprendizaje de las características y así poder clasificar imágenes, evi-
tando pasos como la extracción de momentos de Hu u otros parámetros sobre forma, textura, 
color, etc., pasos que son aprendidos automáticamente en las capas convolucionales de las redes 
neuronales.
Para su construcción se utiliza una estructura que se ha convertido en una de las más uti-
lizadas en aprendizaje profundo, xception, el cual fue propuesto por el propio François Cho-
llet, el creador y jefe de mantenimiento de la biblioteca Keras [16], la cual es una extensión de 
la arquitectura “Inception” que reemplaza los módulos Inception estándar con convoluciones 
separables en profundidad.
la arquitectura xception tiene 36 capas convolucionales que forman la base de extracción 
de características donde es posible insertar capas completamente conectadas antes de la capa 
de regresión logística, que se explora en sección de evaluación experimental; Las 36 capas con-
volucionales están estructuradas en 14 módulos, todos los cuales tienen conexiones residuales 
lineales a su alrededor, excepto el primer y el último módulo.
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la construcción de la estructura xception en python se realiza mediante la librería Keras, 
añadiendo capa tras capa utilizando la función relu como función de activación no lineal en cada 
capa, adicionalmente, es aquí donde se decide el número da datos de entrada y la cantidad de 
etiquetas de clasificación.
Finalmente se realiza una compilación o retroalimentación del sistema en busca de disminuir 
su error al momento de entrenar el sistema, en donde se suministra los datos de entrenamiento 
(base de datos y etiquetas). En este caso particular se realizan 500 iteraciones para generar 
el mejor resultado posible y poder evaluar la precisión por medio de los datos de prueba, sin 
embargo, solo se utilizará la base de datos de imágenes con rostro a escala de grises, ya que, 
como se mencionó anteriormente, la estructura de aprendizaje profundo aprende automática-
mente los patrones o descriptores que se requieren para su clasificación.
tabla 4. deeplearnIng con IMágenes de rostro a escala de grIses.
Precisión Tiempo Test (segundos)
84% 0.080
Fuente: Autores.
E. Análisis en procesamiento portátil
Se desarrollaron pruebas en dispositivo portátil para poder medir la velocidad de reacción 
de este con los algoritmos previamente entrenados, de esa manera seria posible determinar si 
los tiempos de procesamiento llevan a realizar pruebas dentro de un automóvil.
estas pruebas se realizan en una Raspberry pi, la cual es una pequeña computadora basada 
en una placa de circuito impreso y equipado con un procesador ARM, sistema de video inte-
grado HdMI, conexión ethernet y entradas uSB para conectar periféricos y pantallas. también 
cuenta con un conector para tarjeta Sd mediante el cual se puede dotar al Raspberry pi de la 
capacidad para leer y ejecutar un sistema operativo del tipo Linux [18].
Puesto que la precisión obtenida en los algoritmos de entrenamiento usando imágenes de 
rostro a escala de grises, supera los resultados de los momentos de Hu e imágenes landmarks, 
se procede a realizar la prueba en la Raspberry, únicamente con las imágenes originales en 
escala de grises, lo que permitirá descartar algoritmos de entrenamiento que requieran mayor 
tiempo para clasificar.
tabla 5. pruebas de deseMpeño en raspberry pI con deep learnIng.








III. análIsIs de resultados
Con los diferentes sistemas de clasificación debidamente entrenados, se procede a determinar 
cuál de los algoritmos presenta resultados más óptimos. Según los resultados de las Tabla 1, 
Tabla 2 y Tabla 3, se encuentra que los algoritmos con mayor precisión se encuentran con un 
entrenamiento de imágenes de rostro a escala de grises, en donde solo se extraen los rostros 
de cada una, dando una precisión de hasta 78% con las máquinas de soporte vectorial, la cual 
es un resultado aceptable, si se toma en cuenta los resultados de los concursos elaborados por 
“Kaggel”, reciamente, que llegan hasta un 85% [17], en donde se usa una base de datos más 
completa.
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Aunque la precisión del algoritmo de SVM es la más alta entre las pruebas con aprendizaje 
de máquina, también es necesario destacar que el tiempo de ejecución al usar la base de datos 
de imágenes de rostro a escala de grises es superior en comparación a los demás algoritmos 
de clasificación con las diferentes bases de datos, lo que se genera debido a que la cantidad 
de información procesada es mucho mayor que si se usaran los momentos de Hu o los puntos 
Landmarks.
Los modelos entrenados en Machine Learning presentaron resultados favorables, sin 
embargo, el modelo de deep learning presenta más beneficios en la precisión (84%) sacri-
ficando algo de tiempo de ejecución, aunque, este aumento en tiempo no genera ningún tipo 
de dificultad a la hora de ejecutar el sistema en el procesador portátil (Raspberry), como se 
observa en la Tabla 5.
Fig. 4. Matrix de confusion Deep Learning.
Fuente: Autores.
IV. conclusIones
la base de datos más apropiada para esta aplicación fue la RAF, debido a la diversidad de 
individuos y condiciones en que fueron tomadas las fotografías. Sin embargo, se requirió apli-
car visión artificial para preprocesar las imágenes, extrayendo sólo el rostro y convirtiéndolas 
a escala de grises para facilitar su análisis.
Utilizando código libre, principalmente como base el lenguaje Python y las librerías 
openCV, dlIB, Scikit-learn y Keras, fue posible implementar una solución para detectar 
las cuatro expresiones faciales más importantes durante la actividad de conducción. Esto per-
mitirá implementar este desarrollo en un equipo portable y compacto, sin requerir software 
licenciado, bajando los costos del producto final sin poner en riesgo su precisión y eficiencia.
De los diferentes algoritmos de aprendizaje de máquina tradicionales implementados 
(machine learning), el que presentó mayor precisión fue el perceptrón multicapa, alcanzando 
un 78% y permitiendo que, en un computador personal promedio, se puedan procesar imáge-
nes a velocidad superior a los 30 cuadros por segundo. 
En la búsqueda de una mayor precisión, el aprendizaje profundo logra llegar un 84% (Tabla 
4), y aunque su costo computacional aumenta en comparación a los modelos de maquina tra-
dicional, éste no presenta cambios significativos a la hora de indicar la predicción en un pro-
cesador portable.
Es necesario ajustar la base de datos para poseer la misma cantidad de muestras por 
cada etiqueta, de esta manera es posible que la precisión mejore en cada una (Fig. 4). 
esto puede ser posible con la librería Keras, la cual proporciona funcione para estos casos 
particulares.
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