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Abstract
Let F be a quadratic eld. We obtain the necessary and sucient conditions for an element of
order two in the tame kernel of F to be a fourth power in the tame kernel of F . This enables us
to compute the 8-rank of the tame kernel of F . In the case when F is an imaginary quadratic eld

















Let F = Q(
p
d); d 2Zsquare-free, be a quadratic eld, O
F
the ring of integers of F . We know




can be written as the form f 1; xg, where x has been given







we can give the necessary and sucient conditions for f 1; xg = 
2
n 1





done this for n = 2 in [16] and [17]. The purpose of this paper is to consider the same problem for
the case n = 3. The paper is organized as follows.
Section 2 contains a review of known material, some of which is stated in the form needed here.




, some results are valid for the K
2
group of a general eld. We present the main theorem of the paper, which gives the necessary and








, where F is a
quadratic eld.
Finally, in sections 4 and 5, we apply the results in section 3 to the imaginary quadratic elds and




has been determined for any quadratic
eld whose discriminant has only one odd prime divisor. At the same time the Tate kernel of F is






In this section, we will introduce some notations, recall some known facts, and give some im-
mediate corollaries to known results.
We begin with the following lemma, which is very useful in this paper.
Lemma 2.1(Legendre's Theorem). Suppose that a; b; c are square-free, (a; b) = (a; c) = (b; c) =
































= 0 has a nontrivial















= 1 means that (Z
1



















= 0. Then for




































For any odd prime p, if p j (Z
0















+ t (mod p);




+ t  r (mod p) is solvable. Then by




















= 0. This completes the proof.
3Remark 2.3.1. In view of Lemma 2.2 and the above proof, we see that Z
1
can be chosen depending
only on (Z
0
; w) and d.
From now on, when we say a (quadratic) Diophantine equation is solvable, we always mean that
it has nontrivial solutions.
Let d 6= 0 be an integer. It is convenient for us to use the following notation:
S(d) =

f1;2g; if d > 0;
f1; 2g; if d < 0:
For any abelian group A, let A
2
denote the 2-Sylow subgroup of A, and let
2
A = fx 2 A j x
2
=
1g. Let F be a number eld, O
F
the ring of integers of F , denote by 
 the set of all places of F .
For any } 2 







is the Hilbert symbol with order 2 on F
}






















where u; v are units in Q
2
. For more about the Hilbert symbols, we refer to [12] or [13]. For any
nite place } of F , we use v
}
() to denote the discrete valuation on F with respect to } and 
}
for
the tame symbol at }. For any integer n, put 5
n




j  = 
n





Lemma 2.4 [1]. Let F = Q(
p






can be generated by









NF 6= ;, where u
i
2 Zsuch that u
2
i













Lemma 2.5 [16],[17]. Let F = Q(
p





with u;w 2 Zif 2 2 NF . Then f 1;mg 2 5
2

















































































, if  = 
2
with  2 K
2
F , then the image of  is (1; 1). One
can see that if there are m 2 N and  < 0 such that both (i) and (ii) in Lemma 2.5 are satised,






= f 1; gg. Hence, if
 1; 2 =2 NF , then f 1;mg =2 5
4






for some real quadratic elds in [15]. On the other hand, if  1 or  2 2 NF and there are m 2 N
and  < 0 such that both (i) and (ii) are satised, then one can show that both (i) and (ii) are also
valid for the same m and  . Therefore, we have
4Lemma 2.6. Let F = Q(
p






. If  2 5
4
, then there is an















is solvable if  = f 1;m(u+
p
d)g:
Lemma 2.7 [16],[17]. Let F = Q(
p
d); d 2 Zsquare-free, be a quadratic eld. For any  =
x + y
p




g = f}; j
}















, where  2 S(d)








































= 1. Then there are x; y 2 F

, such that
 = fx; x
2
+ 1gf 1; yg.




Although we will focus on quadratic elds, we rst give some results on symbols in the general
case.
Lemma 3.1. Let F be a eld. Suppose that x; y; c 2 F







































































This completes the proof.
The identities in the following lemma will be used repeatedly.
Lemma 3.2. Let F be a eld. If a 2 F

































with s; t 2 F

, then


















































































































































































. The proof is
complete.
5Corollary 3.3. Let F be a eld, and let a 2 F






















) for some x; y; c; d; e; f 2 F










, then f 1; 1g = 
4
holds for some  2 K
2
F , in
other words, f 1; 1g = 
2
if and only if f 1; 1g = 
4
, where ;  2 K
2
K.
Proof. The result is just a consequence of Lemmas 3.1 and 3.2.
Lemma 3.4. Let F = Q(
p
d) be a quadratic eld.
(i) Suppose m j d. Assume that m > 0 if d > 0 and m  1 (mod 4) if d  1 (mod 8). Then







is solvable for  = 1 or 2.




, where u;w 2 Zand m j d. Assume that mu > 0 if d > 0







is solvable for  = 1 or 2.
































































































= 1 hold for some  = 1 or 2.
Suppose that m  1 (mod 4) or
d
m
 1 (mod 4), then we can take  = 1.
Suppose that d  5 (mod 8) and m  3 (mod 4), then we can take  = 2.
Suppose that d  1 (mod 8), then we must have m  1 (mod 4), hence, we can take  = 1.


































= 1 and (3:2) hold for an  = 1 or 2.


















































= 1 and (3:2) hold.
The proof of (ii) is similar, so we complete the proof.
Lemma 3.5. Let F = Q(
p










2 if } j p;
1 otherwise
if p  1; 7 (mod 8);






 2 if } j p;
1 otherwise
if p  3 (mod 8):




with a; b 2Z. By Lemma 3.2, we have



















. Then it is easy to see that  has the desired property.




with a; b 2Z. We have



















yields the result. The lemma is proved.
Lemma 3.6. Let F = Q(
p
d); d 2Zsquare-free. Suppose that p j d and p  5 (mod 8) is a prime.



















is solvable if d  5 or 7 (mod 8).













2; if } j p;
 1; if } = q
1
;














































= 1 if we want (3.3)






































































































































































































are the prime ideals of O
F
.




















; 2g = 1.






































































 1 (mod q):











  c (mod q
2
)








 c (mod q
i



















A computation shows that

}




  1 (mod }); for any } - pq:
The similar discussion works for the other cases and our lemma is proved.
One can use the same method to show the following
8Lemma 3.7. Let F = Q(
p
d); d 2Zsquare-free, and let d  1 (mod 8). Suppose that m j d with
m > 0.
























2; if } j m;
 1; if } = q
1
;










such that f2;mg = 
2
.

























2; if } j m;
 1; if } = q
1
;










such that f2;mg = 
2
.


















2; if } j m;
i(i
2




such that f2;mgf 1; qg = 
2
.












is solvable if one of the following conditions is satised
(i) d 6 1 (mod 8) or d < 0;




















Proof. This is proved by explicit calculations of Jacobi symbols. We will not go into details.


















































x =  2wng +mqZ
2
0
; y = me;
a = 2wmg + 2nqZ
2
0

















In fact, we have










































































































































































H = x+ y
p
d; G = a + b
p
d:



































































































with r; s 2Z. In this case,


































































Lemma 3.9. Let everything be the same as above. Then by the choice of solutions of (3.4) or











 1; if } = q
1
;






























































. We can assume that




= 1, hence, (e; w) = 1 and (e; q) = 1. Clearly, we can assume




















































































































































































(mod }) holds also for g  h:













(H) = 0 for any } j qZ
0
.
On the other hand, for any prime l j e,
x+ y
p
d  x 6 0 (mod l) and a+ b
p
d  a 6 0 (mod l):
11
It is easy to see that

}
 = 1 if } - q(u+
p
d):

















































 1 (mod }):














q), where c = 1.






























 c (mod q):
It follows that
 2cwngr  2wmgs (mod q); cmer  2nes (mod q):
This is the same as to say that
 cnr  ms (mod q); cmr  2ns (mod q):








and (e; q) = 1. So,
we can assume that 
q
1
 =  1 and 
q
2












=  1. Hence, qO
F
is a prime ideal of O
F
































  1 (mod qO
F
). The lemma is proved.
















































= f 1;mg. We need to compute the tame symbol of .

























(mod }); if } j Z
0
;



















. We can assume that
(d; Z
0
) = 1, hence, (m;Y
0
















































































































































 2 (mod }):




































































































= 0, hence, 
}
 = 1.
If } - d; } - Z
0
, then it is easy to see that 
}
 = 1. This completes the proof.




; u; w 2Zand
for any odd prime divisor p of d; p  1 (mod 8).












































We have the following identities


























































































































E = x+ y
p








































Continuing to use the notations as above, we have



















































; if } j (u+
p
d);
2; if } j m;
1; otherwise:































= 1. In fact, if there is an odd prime l j (;Z
0
), then
l j , since u +  = mZ
2
0









  2gh =    2h(g + h). Hence, l j 2h(g + h), therefore, l j h or l j (g + h). If l j h, then







. Then l j (g; h), is also a contradiction. The above discussion also shows
that (;w)
2












implies that m j . So we can





(F )) = v
}
(F   E) = 1:























. Hence, we obtain that







































As an illustration, we suppose v
}























































































= 1;  j y and  j b, we do not need to consider any } j .

























































































= 1. Suppose that } j Z
0
and i 2Zwith i
2





p, one can verify that it is impossible that both 
p
 = i and 

p
 = i hold at the same
time. This fact will be used later.
Lemma 3.12. Let F = Q(
p

































= 1, we get 
2
= f 1;mg, where m j d or m = n(u +
p







. Hence,  =  with 
2
= 1 as desired. This completes the proof.




with f 1; gg = 
4






(mod }). When we consider the problem if f 1; gg 2 5
4
, in most cases, we can choose  with

}
 = 1. In this case, we can give a criterion for f 1; gg to be in 5
4
or not. So we give the
following




with f 1; gg = 
4
. We call a case the normal case if for




For convenience, we introduce the following notations. For any square-free integer d and i =
1; 3; 5; 7, denote by d
i
the product of all prime divisors of d which  i (mod 8). Note that d
i
= 1








, if d is even,









With several preparatory results, we are now in a position to give our main theorem.
15
Theorem 3.14. Let d be a square-free integer and F = Q(
p


























2 N with (Z
0
; d) = 1 be a solution of (3.6).
(A) Suppose that 2 =2 NF . Then f 1;mg 2 5
4





































; if l j m
3
; l - h
3



























; if l j m
3






















; if l j h
5



















































































; if l j m
5
; l - h
5
.
(B) Suppose that 2 2 NF .
(i) Then f 1;mg 2 5
4






= 1 is permitted) and

























































































































; if l j h
1
:




























= 1 is permitted) and  2 f1g such that for any odd

























































































































; if l j h
1
:
Proof. (A) We divide the proof into the following cases:
Case 1. d 6 1 (mod 8).

































(mod }); if } j Z
0
;
2 (mod }); if } j m;
1 otherwise:
By Lemmas 3.5, 3.6 and 3.7, we see that









































; if } j m
3
;
 1; if } = q
i
;

















are primes corresponding to p
i





check that there is a prime p  1 (mod 4) and 
0

















































































; if } j p;
1; otherwise:
























































 1; if } = p;








Now put the above result and Lemma 3.12 together, we see that f 1;mg 2 5
4
if and only if for


































is solvable for some 
2
2 S( d).




























































































, it is no problem now to check that (3.8) is solvable if and only if the conditions
in (A) hold.
18
Case 2. d  1 (mod 8):
One can easily see that the above method works also for the case d < 0 (d  1 (mod 8)), since

















= 1 or  2) is solvable and










is solvable for 
1
= 1 or  1:
So we assume d  1 (mod 8) with d > 0 below. There are six possibilities altogether. We need
to consider the cases one by one.
(P1) m
5































































































; if } j Z
0
;
2; if } j m;
1; otherwise

















































































; if } j m
5
;
 1; if } = q;

















































































































; if } = qO
F
;
 1; if } = r;
































 1; if } = r;










= f 1;mg. This is the normal case and the same argument just as in the case d 6 1
gives the desired result.

















is a prime. Constructing  as in (P1), one sees that the  has the same property. So









































= f 1;mg. Hence, f 1;mg 2 5
4
if and only if we can nd an element  2 K
2
F







= 1. By Lemma 2.8, there are x; y 2 F

such that
 = fx; x
2
+ 1gf 1; yg since 
4















f 1; qg) = 1 holds for any } 2 
. In other words, 
2





that there is an m j d such that 
2











+ 1)g = f 1;mg. It follows that q(x
2




, where f 2 F

. So q


























. Hence, it is impossible that q is the
sum of two squares in F . So, f 1;mg =2 5
4
:































































; if l j h
5


















































; if l - h
5

































































































































































































































































=  1: This gives the desired result.
Clearly, (P4) is the same as the case d 6 1 (mod 8).










is solvable, the rest is the same as before.
(P6) is the same as (P3). More precisely, in this case, f 1;mg =2 5
4





= f 1;mg) and at least one of the conditions in (A) fails to be true.
21
(B) 2 2 NF .




, then the fact 
4













d)g with n j d. We have dealt with the case where

2





















 1; if } = p;
























= 1, since 2 2 NF . Let m j d with m > 0. Then we always have
fm; 2g = 
2









; if } j m;
1; otherwise:
We also have fu+
p
d; 2g = 
2
. For the tame symbol of , see Lemma 3.9 .
Let us see each case below.
Case 1. d < 0 or d 6 1 (mod 8).









 = 1 or  1. On the other hand, we have fu +
p
d; 2g = 
2








, otherwise 1. Hence, the discussion in the case where d 6 1 (mod 8)
with 2 62 NF is also valid here.
Case 2. d > 0; d  1 (mod 8).
























































































































1) is the normal case.
For (P
0



































= 1; is solvable, the former is the normal case. For the latter,







































































; if } = qO
F
;
 1; if } = r;















=  1 (mod qZ
0




 =  1 only for } = r,




d)g. This is again the normal case.
(P
0







6) are the same as (P3).
Finally, we study if f 1; ng 2 5
4












































1) is the normal case. Regarding u +
p










Now, we complete the proof of our theorem.
Corollary 3.15. Let F = Q(
p
d); d 2 Zsquare-free be a real quadratic eld, and let " be the
fundamental unit of F . If N" =  1, then in Q(
p
 d), f 1; 1g 2 5
4







= 0; then f 1; 1g = 1.




=  4 has a nontrivial solution inZ, hence, we can
take Z
0
= 2. In view of Theorem 3.14, one sees that our result follows.
Remark 3.15.1. The converse of the above corollary is also true if d is odd, more precisely, we










 d) if and only if
N" =  1. See [18] for more in details.




and the Tate kernels of imaginary quadratic fields
In this section, we apply Theorem 3.14 to the imaginary quadratic elds case. We compute




in some cases. For a given number eld (not totally real), it would be an
interesting problem to give an explicit structure of the Tate kernel. In [16], we have done this for
some imaginary quadratic elds. Here we will also deal with this problem in some new cases.
Recall that for a number eld F , the Tate kernel of F is dened to be  = f 2 F

j f 1; g =
1g: For an imaginary quadratic eld F , we know from [20] that [ : F
2













. So it is enough for us to nd such  2 F

.
It is convenient for us to x some necessary notations.







































2 N with (X;Y ) = 1:
Theorem 4.1. Let F = Q(
p











 p (p  1 (mod 16)) 1 1 1
 p (p  9 (mod 16)) 1 1 0  1
 p (p  7 (mod 8)) 1 0 0 u+
p
d
with u+ w  1 (mod 4)
































 2p (p  9 (mod 16)) 1 0 0  1






Remark 4.1.1. Let p be a prime, F = Q(
p







1; if p  1 (mod 16);
0; if p  9 (mod 16)
was rst conjectured by J.Hurrelbrink.




( see [1] and
[4]). It is an easy consequence of [1] that r
2
= 0 for d =  p or  2p with p 6 1 (mod 8).




can be generated by f 1; 1g and f 1; u+
p
dg.












If d =  p or  2p with p  1 (mod 8), then we have X;Y; Z
 1









Let us investigate the two cases individually below.



















is solvable, and we let X;Y; Z
v
2Zwith (X;Y ) = 1
be a solution. By Corollary 3.15, we have f 1; 1g 2 5
4










































= 1. So we obtain from Theorem 3.14
the desired result for this case.
The case d =  2p; p  1 (mod 8). It is clear that f 1; 1g 2 5
2











































































































=  1; then f 1; 1g =2 5
4




, thus u +
p










































d is in the Tate kernel.
This completes the proof.
25




for real quadratic fields
Theorem 5.1. With the same notations as in section 4. Let F = Q(
p
d) be a real quadratic eld.










p (p  1 (mod 8)) 3 1 1












p (p  7 (mod 16))

2 1 1 0
p (p  15 (mod 16)) 2 1 1 1







































are known. In particular, r
2
= 2 and r
4
= 0 if d = p or
2p with p 6 1 (mod 8): For (*), see also [3], [22].
































































































The case d = p  7 (mod 8).













= 1. It follows



















=  1, taking  =  1, we obtain from Theorem 3.14 that r
8
= 1 and r
16
= 0 since  < 0. If










= 1 since  > 0.


























































= 1, otherwise, r
8
= 0.








































= 1; taking  = 1, we










=  1, taking  =  1, we get r
8
= 1 and r
16
= 0.
This proves the theorem.
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