The three-dimensional SU(3) spin model is an effective Polyakov loop model for QCD at nonzero temperature and density. It suffers from a sign problem at nonzero chemical potential. We revisit this model using complex Langevin dynamics and assess in particular the justification of this approach, using analyticity at small µ 2 and the criteria for correctness developed recently. Finite-stepsize effects are discussed in some detail and a higher-order algorithm is employed to eliminate leading stepsize corrections. Our results strongly indicate that complex Langevin dynamics is reliable in this theory in both phases, including the critical region. This is in sharp contrast to the case of the XY model, where correct results were obtained in only part of the phase diagram. ‡
Introduction
The phase structure of QCD as temperature and baryon chemical potential are varied has not yet been determined from first principles [1] . Due to the presence of the sign problem (at nonzero chemical potential the fermion determinant is complex), the cornerstone of numerical lattice gauge theory, importance sampling, is not applicable. In the past decade several approaches have been put forward to access the phase diagram at small quark chemical potentials µ and at temperatures near the transition temperature between the confined and the quark-gluon plasma phase. While in agreement when µ T , none of these methods can be extended to larger µ values (see Refs. [2, 3] for recent reviews). Given that current and upcoming experiments at the Relativistic Heavy Ion Collider at BNL, the Large Hadron Collider at CERN and the Facility for Antiproton and Ion Research at GSI aim to map out the phase boundaries in the QCD phase diagram by colliding heavy ions at relativistic speeds, there is ample motivation to study the sign problem and ways to resolve it, both in QCD and in related theories.
There are several methods which allow the sign problem to be eliminated altogether, but these are not universally applicable. In some theories it is possible to group degrees of freedom together in such a way that the sign problem is manifestly absent. This is the idea behind the meron cluster algorithm [4] and it has been applied recently to random matrix theory at finite chemical potential [5] . A constrained sampling of field space, yielding a joint probability distribution for only a small number of observables, is the notion behind the factorization/density of states/histogram approaches [6] [7] [8] [9] . Sometimes it is possible to reformulate a theory in terms of dual variables in a sign-problem free manner [10, 11] . Recent successful applications of this have been to models derived from QCD in combined strong-coupling and heavy-quark expansions [12] [13] [14] [15] [16] [17] [18] .
In this paper we consider complex Langevin dynamics, a numerical algorithm not relying on importance sampling but instead on a complexification of the degrees of freedom, resulting in new ways to explore field space [19] [20] [21] . We consider the three-dimensional SU(3) spin model at nonzero density, an effective Polyakov loop model which follows from the QCD Lagrangian in a combined strong-coupling and heavy-quark expansion and one of the first QCD-related models addressed with complex Langevin dynamics [22, 23] . Our reason to revisit this model is partly due to the recent discussion of Gattringer, who showed how a reformulation in terms of fluxes eliminates the sign problem [15] . Moreover, given that our understanding of complex Langevin dynamics has steadily improved in the past years [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] , we consider it worthwhile to reconsider the model and apply recently developed tools [31, 32, 34] to assess the applicability of complex Langevin dynamics in detail, something that was not undertaken in the classic papers [22, 23] .
This paper is organized as follows. In the next section we introduce the SU (3) model and summarize some basic results at finite density. The complex Langevin equations are given in Sec. 3. Besides the standard lowest-order discretization, we also describe a higher-order algorithm to eliminate leading stepsize corrections [35] . In Sec. 4 we discuss our current understanding of the applicability of complex Langevin dynamics at finite density and review the various ways in which the outcome of a complex Langevin process can be assessed, in particular when the exact result is not available. Sec. 5 constitutes the main part of the paper. Here we present a variety of numerical results assessing the applicability of complex Langevin dynamics in this model, both in the disordered and the ordered phase. We also demonstrate that the higher-order algorithm eliminates most of the stepsize dependence. Conclusions are drawn in Sec. 6. The higherorder algorithm is discussed in some more detail in Appendix A, while Appendix B can be used to scrutinize the stepsize dependence and criteria for correctness. A brief account of part of this work has appeared in Ref. [36] .
SU(3) spin model
We consider the three-dimensional SU(3) spin model at nonzero chemical potential, with the action [22] 
where
2)
The model can be thought of as an effective dimensionally reduced version of QCD, where Tr U x represents the trace of the Polyakov loop; the U x 's are SU(3) matrices living on a three-dimensional lattice (we use periodic boundary conditions). The first term then represents the gluon contribution with effective coupling β, while the second term represents heavy quarks, with coupling h. Chemical potential favours quarks over anti-quarks, resulting in a complex action, S * F (µ) = S F (−µ * ). The fermion term is a simplified version of the contribution derived in the heavy dense limit [27] . The partition function,
is even in µ due to charge conjugation invariance. Here f denotes the free energy density and Ω is the three-dimensional volume. The phase structure of this theory has been studied in Refs. [22, 23] , using both complex Langevin dynamics and mean-field theory. Recently it has also been investigated using a reformulation of the theory which is sign-problem free [16] . For small h, the theory has a disordered (confined) phase for smaller β values, and an ordered (deconfined) phase for larger β values. The two phases are separated by a first-order phase transition. This is the case for vanishing and small chemical potential. With increasing chemical potential, the transition weakens and turns into a crossover at a critical endpoint. For larger h, there is a crossover only.
We will also consider two closely related models which have a real action, namely the model with imaginary chemical potential, µ = iµ I , and the phasequenched model, obtained by discarding the imaginary part of the action, such that S
In contrast to QCD, the SU(3) spin model does not have a Silver Blaze problem. The Silver Blaze problem [37] refers to the region in the phase diagram where the chemical potential is nonzero but bulk thermodynamic observables, such as the pressure and the density, are µ-independent. This µ-independence requires a precise cancelation which can be highly non-trivial in a numerical approach, as can be seen from studies of the eigenvalues of the Dirac operator [37, 38] . We note here that complex Langevin dynamics has been shown to be able to solve the Silver Blaze problem, in the relativistic Bose gas [28, 29] and in one-dimensional QCD [33] . To see that the Silver Blaze region is absent in this model, consider the density,
A nonzero density induces a difference between Tr U x and Tr U † x . On the other hand, in the Silver Blaze region, n = 0 and Tr U x = Tr U † x . It is clear from the expression above that it is not possible to simultaneously satisfy these conditions when µ = 0, hence the Silver Blaze region is absent.
1 Similarly, the density in the phase-quenched theory,
is nonzero as soon as µ > 0. The severeness of the sign problem is conventionally estimated via the expectation value of the complex phase factor e iϕ = e −S /|e −S | in the phase quenched theory,
1 For completeness, we recall that Tr U x and Tr U † x are both real in the full theory, while at imaginary µ the real parts are equal and the imaginary parts are opposite. In the phasequenched theory, they are real and identical. Note also that the fermion contribution breaks the Z(3) symmetry of the bosonic sector, hence Tr U x and Tr U † x are never strictly zero.
The full and the phase-quenched theory differ as soon as µ is nonzero, which can be seen by performing a Taylor series expansion around µ = 0. To second order in µ, the free energy densities read
with
11)
Discretized complex Langevin dynamics
In order to solve the complex Langevin evolution numerically, we follow Ref. [22] and diagonalize the SU(3) matrices in terms of the angles φ 1,2 , such that
We then have to include the reduced Haar measure and consider the partition function
We note that it is also possible to implement complex Langevin dynamics directly for the SU(3) matrices, see e.g. Refs. [23, 27] . Langevin dynamics provides a stochastic update for the angles φ ax (a = 1, 2), according to 6) where ϑ denotes the Langevin time, K ax is the drift term, and the noise satisfies
When the action and hence the drift terms are complex, the angles do not remain real under the Langevin evolution. We therefore write φ ax = φ R ax + iφ I ax , and consider the following complex Langevin equations, using real noise,
After complexification, we write U −1
x instead of U † x in the remainder. To solve these equations numerically, Langevin time is discretized as ϑ = ǫn, where ǫ is the Langevin time step. The standard algorithm discretizing Eq. (3.6) reads
The contribution to the drift term from the Haar measure requires careful integration. For this we use the adaptive stepsize algorithm of Ref. [30] . It is well-known that Langevin dynamics has finite stepsize corrections, which are linear in ǫ in the lowest-order discretization given above [21] . It is therefore necessary to extrapolate to zero stepsize. In our previous work [27] [28] [29] [30] [31] [32] [33] [34] , we have only considered the lowest-order algorithm. However, motivated by the results to be presented below, we implemented a higher-order algorithm to improve the stepsize dependence. A standard Runge-Kutta scheme, where the drift terms are improved but the noise is kept as above, will not remove the leading stepsize correction [39] . Instead, it is necessary to modify the noise terms as well. We use the algorithm proposed in Ref. [35] for real Langevin dynamics, which is explicit and easy to implement.
3 It takes the following form
Hereα ax (n) is a random variable taken according tõ
while α ax (n) and ξ ax (n) are independent Gaussian random variables with variance 2 and vanishing mean, i.e.,
In Ref. [35] it was shown analytically, for the case of a real drift term, that with this update the remaining correction is O(ǫ 2 ) for a system with one degree of freedom and O(ǫ 3/2 ) for a coupled system. In Appendix A we discuss this algorithm in some more detail.
Justification and criteria for correctness
In the case of a real action, it can be shown that stochastic quantization and Langevin dynamics is equivalent to standard path integral quantization [21] . As is well-known, such a general statement is lacking in the case of a complex action [21] . Indeed, it can occur that under complex Langevin evolution expectation values converge to a wrong result [25, 26, 32, [42] [43] [44] [45] . It is therefore important to be able to judge the outcome of a complex Langevin process using assessments which are general and can be used in a variety of theories, especially when there are no known results to compare with.
The first assessment employs analyticity at small µ 2 : observables, which are even under charge conjugation, should be analytic as a function of µ 2 (in a finite volume) [46, 47] . Results at positive µ 2 can be compared with those where µ 2 < 0, i.e. at imaginary potential, obtained using real Langevin dynamics or any other standard approach. This test is limited to small chemical potentials.
A more formal justification of the complexified dynamics can be found in Refs. [31, 34] . Here we summarize that discussion briefly in order to arrive at the criteria for correctness developed in Ref. [34] . We consider expectation values with respect to the real and positive probability distribution P [φ R , φ I ; ϑ], sampled by the stochastic process,
Here ϑ is the Langevin time. With the help of the Langevin equations for φ R and φ I , one finds the Fokker-Planck equation for
We also consider expectation values with respect to a complex weight ρ[φ; ϑ],
where φ is real and ρ[φ; ϑ] satisfies Employing that the only permissible observables are holomorphic and making use of partial integration, one can show that expectation values with respect to the two densities are equal,
If subsequently one can show that ρ[φ; ϑ] reaches the unique stationary solution ∼ exp(−S) in the limit that ϑ → ∞, the use of complex Langevin dynamics is justified [31] . The equivalence in Eq. (4.5) relies on the ability to do partial integration without receiving contributions from boundary terms, i.e. the distributions should be well localized and decay strongly. It was shown in Ref. [34] that this condition can be expressed as a set of criteria on holomorphic observables O, which take the form
HereL denotes the Langevin operator
which depends on holomorphic degrees of freedom φ. Although it differs from L and L 0 , the action ofL on holomorphic observables agrees with that of L. The expectation value in Eq. (4.6) is taken with respect to the weight P in the limit that the Langevin process has equilibrated (ϑ → ∞). In principle, the criteria (4.6) should be satisfied for a large enough set of holomorphic observables [34] . Adapting this to the model at hand,L reads
We will consider only local observables and denote these as
In terms of the real and imaginary parts, this yields explicitly 
Results and justification
In this section we present a number of results obtained with complex Langevin dynamics. As mentioned earlier, our goal is not deliver a detailed study of critical properties and the phase structure; rather the aim of this study is to assess the reliability of the complex Langevin algorithm, using the criteria discussed in the previous section. The results we show here are obtained using a relatively small value for the fermion coupling, h = 0.02, so that there is a clear transition between the ordered and the disordered phase. We consider β values between 0.12 and 0.139; the critical β value for the fermion coupling we use is around 0.1324 at µ = 0. This is demonstrated in Fig. 1 , where we show Tr (U x + U −1 x ) /2 = Tr U x as a function of β at µ = 0 on a 10 3 lattice. As a first test, we probe the transition by varying µ instead of β. As mentioned above, observables which are invariant under charge conjugation should, in a finite volume, be analytic in µ 2 [46, 47] . This yields the possibility to compare results at positive µ 2 with those at negative µ 2 , corresponding to imaginary potential. Since in this case the action is real, real Langevin dynamics can be used, which is theoretically well founded. In Fig. 2 we show Tr (U x + U −1 x ) /2 as a function of µ 2 for eight different β values. We observe smooth behaviour as µ 2 is increased. This is an indication that complex Langevin dynamics works well. We note that this is true in both phases as well as in the transition region. This is in contrast to the case of the XY model recently studied using complex Langevin dynamics, where correct results were obtained in only part of the phase diagram [32] .
The strength of the transition weakens as µ 2 increases and, vice versa, increases as µ 2 decreases [16, 22, 23] . This can be seen in Fig. 3 , where we show the Langevin time evolution of Tr (U x + U −1 x ) /2 at µ 2 = −0.65 and β = 0.134 (left) and µ 2 = 0.1 and β = 0.132 (right). We observe clear first order behaviour at µ 2 = −0.65, while at µ 2 = 0.1 the transition is much weaker. Next we consider the density as a function of µ in the full and the phasequenched theory. In Fig. 4 we show the density for chemical potentials up to µ = 3.5, at β = 0.125. For this β value the model is in the disordered phase at smaller µ values and in the ordered phase at larger µ values. The densities in the full and phase-quenched theories are similar, but not equal. We recall that there is no Silver Blaze region in this model. This can be seen in the inset, which shows a close-up: the density in the full theory is below the one in the phasequenched theory, but it is nonzero (we have verified that there are no visible finite-size effects remaining). The lines indicate the expected linear dependence of the densities on µ, using the lowest-order Taylor series expansion, see Eqs. (2.9, Using these coefficients yields the straight lines in the inset of Fig. 4 , justifying the results of complex Langevin dynamics.
In Fig. 5 we show Tr U and Tr U −1 as a function of µ in the full theory, using the same parameters as in Fig. 4 . Recall that Tr U and Tr U −1 are both real and that one expects Tr U < Tr U −1 , due to the nonzero density. At small µ, the linear dependence on µ can again be expressed in terms of the coefficients c 1,2 and we find The average phase factor, indicating the severeness of the sign problem, is shown in Fig. 6 for a typical choice of parameters. The lines indicate the behaviour expected at small chemical potential,
As in preceding studies [27] [28] [29] 32 ,33], we have not observed a correlation between the severeness of the sign problem and the efficiency of the complex Langevin algorithm. We also note that the average phase factor behaves in a non-monotonic manner as a function of µ in the transition region. In order to assess complex Langevin dynamics in detail for larger µ values, we now focus on two points in the phase diagram: β = 0.125, µ = 1 in the disordered phase and β = 0.125, µ = 3 in the ordered phase. To control the statistical error we have carried out simulations using a total Langevin trajectory of length 10,000 (after discarding the thermalization stage) in the disordered phase; in the ordered phase fluctuations are smaller and a Langevin trajectory of 5,000 is sufficient. Errors are determined with a jackknife analysis. We have used a number of stepsizes, from ǫ = 0.001 down to ǫ = 0.00005, employing both the standard lowest-order algorithm and the improved higher-order algorithm. The results are collected in Tables 1 and 2 in Appendix B.
In Fig. 7 we show Tr U and Tr U −1 as a function of the Langevin stepsize for µ = 1 (left) and 3 (right). Statistical fluctuations in the disordered phase are larger, even though the Langevin trajectory is twice as long. For the lowestorder algorithm stepsize dependence is clearly visible, as expected. The dotted lines indicate a linear fit using the data at the four smallest stepsizes. In the case of the higher-order algorithm, there appears to be no stepsize dependence at µ = 1 (left) and 3 (right), using both the standard and the improved algorithm. Other parameters as in Fig. 7. visible; the dashed lines indicate the average of the five data points in each case. 4 Importantly, we note that the results from both algorithms are consistent in the limit ǫ → 0, see also Appendix B.
In order to justify these results, we have computed L O (which should be equal to zero), where O = Tr U, Tr U −1 and n. Since these observables are holomorphic, we drop the tilde on the L from now on. Note that Ln is not independent, since n is a linear combination of Tr U and Tr U −1 . The imaginary parts of LO are consistent with zero. The stepsize dependence of the real parts is shown in Fig. 8 for µ = 1 (left) and 3 (right) . Note the different vertical scale: the step- size dependence is stronger in the ordered phase.
5 For the lowest-order algorithm there are again clear finite-stepsize corrections, which vanish in the limit that ǫ → 0. In the case of the higher-order algorithm, finite-stepsize corrections are much smaller or even absent. We find that LO goes to zero in the limit that the stepsize is taken to zero. This observation is a necessary requirement for the applicability of complex Langevin dynamics. Interestingly, larger finite-stepsize corrections correspond to larger deviations of LO from zero. It turns out that this is also seen when using real Langevin dynamics, e.g. in the phase-quenched theory. We conclude therefore that computations of LO yield a sensitive test to quantify finite-stepsize errors.
As a final assessment, we discuss the extent to which the complexified field space is explored. A sufficiently localized distribution in the imaginary field direction is required for the formal justification to hold [31, 34] . In Fig. 9 we show histograms for Re Tr U (left) and Im Tr U (right), obtained by binning the data sampled during the Langevin process, for three different µ values and two lattice volumes at β = 0.125. For real dynamics, i.e. when the angles φ 1,2 are real and U ∈ SU(3), Tr U is complex-valued, taking values in a triangular shape with corners at 3e 2qπi/3 (q = 0, 1, 2). The corresponding boundaries are shown in the figures as vertical dashed lines and the histograms at µ = 0 are contained within these boundaries. After complexification, φ 1,2 are no longer proper angles and the dynamics takes place in the larger group SL(3,C). At nonzero µ, we observe that the SU(3) boundaries are indeed crossed, as required, but that the distribution appears to remain localized (note the vertical logarithmic scale). The tails of the distributions are noisy, as they are visited during the Langevin process very rarely. There is very little volume dependence. We also note that the histograms at µ = 1 (in the disordered phase) resemble the histograms at µ = 0, while at µ = 3 (in the ordered phase) they are significantly different, which is reflected in the larger expectation value of Tr U . The histograms for Im Tr U are symmetric within numerical uncertainty, since Tr U is real. Finally, in Fig. 10 we show the histogram for φ I = {φ At finite µ, nonzero values are generated by the complex drift term. We observe that the distribution drops exponentially, over many decades, before the signal becomes noisy. The straight dashed lines indicate P (φ I ) ∼ e −b|φ I | with b = 35, 45, and are meant to guide the eye. Note that the exponential drop is considerably faster than in the U(1) model studied in Refs. [31, 34] , where b ∼ 2 and complex Langevin dynamics failed. This fast drop and localization of the distribution is another requirement for the applicability of complex Langevin dynamics. 6 
Summary and outlook
In this paper we revisited the SU(3) spin model, an effective dimensionally reduced Polyakov loop model for QCD in the strong-coupling and heavy-quark limit, at nonzero chemical potential. To handle the sign problem we employed 6 An open question is what happens to expectation values of the form Tr U k with k large. These observables contain terms of the form e −kφ I cos(kφ R ) and the presence of the rapidly oscillating cosine should be taken into consideration, see also Ref. [34] .
complex Langevin dynamics, paying special attention to the justification of the method. Using analyticity at small µ 2 (Taylor series expansion and smoothness in µ 2 ), formal criteria for correctness, and localization of distributions in the complexified space, we arrive at the conclusion that complex Langevin dynamics is reliable in both the ordered and the disordered phase, including the critical region. This should be contrasted with the case of the XY model, where correct results were obtained in the ordered phase but neither in the disordered phase nor in the transition region [32] . In the XY model this failure was detected by an apparent lack of analyticity at small µ 2 and the presence of very broad, slowly decaying distributions (as well as by comparing to results obtained in the world line formalism [11] ). We can therefore conclude that the assessments employed here can be used constructively to rule out or support the applicability of complex Langevin dynamics. 7 We emphasize that these tests are generally applicable and not specific to the theory considered here. Besides supporting the results of complex Langevin dynamics, we found that the criteria for correctness are also relevant for real Langevin dynamics, as they show clear sensitivity to finitestepsize effects. In order to eliminate the leading-order stepsize dependence, we have successfully implemented a simple higher-order algorithm and found it to remove essentially all stepsize dependence in the observables.
How can the different behaviour of the XY model and the SU(3) model under complex Langevin evolution be understood? One of the features distinguishing the two is the presence of a non-trivial Haar measure in the SU(3) case. Preliminary results indicate that it is this measure which leads to more controlled complex Langevin dynamics. We hope to come back to this in the near future [48] .
for general nonlinear drift term. For notational simplicity, we use a single degree of freedom φ.
The goal is to solve to higher accuracy
Consider the linear kernel K = −ωφ. The solution of the stochastic process, with vanishing initial conditions, is then given by
indicating the linear stepsize dependence (we always assume ǫω < 1). Ref. [35] proposes the following update
where the coefficients a, b, k and l are to be determined, and the noise satisfies
Straightforward substitution in the case of the linear kernel gives
Noting that
(A.11) We can now determine the coefficients and take
The resulting expectation value is
with a remaining correction of O(ǫ 2 ). The two conditions above do not fully determine the coefficients a, b, k, l. Ref. [35] argues that a further condition
follows from minimizing the local truncation error, which is beyond the scope of the linear example discussed here. In the main part of the paper, the coefficients are taken as
which satisfies the constraints above.
B Tables
In this Appendix we list the results for the stepsize dependence obtained at β = 0.125 and h = 0.02 on a 10 3 lattice, for µ = 1 (Table 1 ) and µ = 3 ( Table 2 ). The total Langevin time is 10,000 for µ = 1 and 5,000 for µ = 3, after discarding the thermalization stage.
Every table shows the real part of the three observables Tr U x , Tr U −1 x and n in the upper part, and the real part of the criteria LTr U x , LTr U −1 x and Ln in the lower part, for both the "lowest-order" and the"improved" algorithm. Here lowest-order algorithm refers to the standard discretization (3.10), which has corrections that are linear in the stepsize; improved algorithm refers to the higherorder algorithm (3.12) of Ref. [35] . In the case of the lowest-order algorithm we performed a linear extrapolation, using the values at the four smallest stepsizes. Since there is very little stepsize dependence left in the case of the improved algorithm, the average is shown. Table 1 , for µ = 3 (ordered phase).
