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Neste trabalho apresentamos um amplo estudo de códigos quˆanticos topológicos,
trazendo inovação para esta área. Inicialmente geramosnovos códigos quânticos tóricos,
dentre os quais se destaca a classe[[d2,2,d]] cujos parâmetros são os melhores até então
apresentados para este tipo de código. Nesta proposta sistematizamos a construção de
códigos tóricos baseados em teoria de grupos e também em análise combinatória. Com
respeito aos códigos quânticos topológicos em superfı́ci s com gênerog≥ 2, apresenta-
mos uma construção baseada em geometria hiperbólica, generalizando a construção de
Kitaev. Reproduzimos e ampliamos a classe de códigos quânticos com distância 3 decor-
rentes de mergulhos de grafos completos em superfı́cies comgêneros especı́ficos obtidos
primeiramente por Bombin e Martin-Delgado, com o diferencial de descrevê-los geome-
tricamente e exibir claramente seus parâmetros. Obtemos ua classe de códigos MDS
(Maximum Distance Separable). Explicitamos em tabelas os melhores códigos para su-
perfı́cies com gênerog = 2,3,4 e 5 obtidos a partir dessa construção, e analisamos esses
resultados.
Palavras-Chave:códigos quânticos topológicos, códigos quânticos t´oricos, códigos




In this work we present an extensive study of topological quant m codes. As a
consequence, new promising ideas, concepts and results arealso presented. First of all,
new toric quantum codes are constructed among which the[[d2,2,d]] class stands out
as the best known so far. This proposed construction of toriccodes is realized based
upon group theory and combinatorial analysis. Regarding the topological quantum codes
in surfaces with genusg ≥ 2, we consider a construction method based on hyperbolic
geometry and so generalizing Kitaev’s construction. We reproduce and enlarge the class of
quantum codes with distance 3 as a consequence of the embedding of complete graphs in
surface with specific genus. This class was first proposed by Bombin and Martin-Delgado.
The latter class is geometrically described and its parameters are explicitly exhibited. We
also obtain a class of MDS (Maximum Distance Separable) codes in surfaces with genus
g = 2,3,4 and 5, obtained by the proposed construction are tabulatedand analyzed.
Key-words: topological quantum codes, toric quantum codes, lattice codes, error-
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2 Códigos Corretores de Erros Cĺassicos 11
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3.4.2 O código de Shor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .49
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4.1 Código Tórico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 70
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6.4 Tesselações e parâmetros dos TQC parag = 4 edh = 4,596. . . . . . . . . . . . . . 122
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O estudo dos códigos corretores de erros que teve sua origemna teoria da informação introduzida
por Shannon em 1948, [68], tem por objetivo transmitir e armazen r dados de maneira confiável, ou
seja, de modo que ao recuperar essa informação, seja poss´ıvel detectar e corrigir erros. Essa teoria
está em plena atividade e com várias aplicações em diferentes áreas, sendo uma delas a teoria de
códigos quânticos corretores de erros cujo objetivo é proteger a informação quântica de erros, como
por exemplo adecoer̂encia.
A construção dos códigos quânticos corretores de errosstá fortemente baseada nas propriedades
de códigos corretores de erros clássicos. Há alguns anosproduz-se códigos quânticos cada vez mais
eficazes permitindo a evolução do estudo da computação quˆ ntica. O primeiro código quântico foi
proposto por Shor em 1995, um análogo quântico para o código de repetição clássico, [70]. Indepen-
dentemente outro código quântico foi proposto por Steanem 1996, [72]. Esses códigos foram depois
aprimorados peloscódigos CSS, definidos por Calderbank e Shor, [15], e Steane [73]. Ainda em 1996,
Gottesman propõe uma classe de códigos mais abrangente chamadacódigos estabilizadores, [38], da
qual os códigos CSS fazem parte. Os códigos estabilizadores baseiam-se em teoria de grupos, um
código nesta classe é um subespaço invariante por um subgrupo Abeliano do grupo de Pauli, chamado
subgrupo estabilizadorcujos elementos são operadores unitários chamadosoperadores estabilizado-
res.
Pode-se, portanto, observar que para o desenvolvimento da teori de códigos quânticos corretores
de erros se faz necessário a compreensão da mecânica quântica, ´ lgebra linear e teoria de grupos. Neste
capı́tulo, inicialmente faremos uma breve revisão de mecˆanica quântica. Em seguida, introduzimos
os pilares da computação quântica e da teoria de codifica-ção quântica, onde ressaltamos uma linha
de estudo conhecida comoc´ digos qûanticos topoĺogicosda qual nossa pesquisa faz parte. Por fim,
descrevemos nosso objetivo e como ele será tratado na tese.
1
2 Capı́tulo 1. Introdução
1.1 A Nova Teoria F́ısica
É comum considerar-se que a mecânica quântica surgiu em 1900 a partir de um artigo publicado
por Max Planck, no qual foi proposto que o processo de produção de luz por um corpo aquecido se
dá através de pacotes de energia, chamadosquanta. Em um dos seus famosos trabalhos em 1905,
Einstein usou a idéia dequantaintroduzida por Planck para mostrar que a luz se propaga na forma
de pacotes de energia, ou melhor, a luz é formada de corpúsculos chamadosfótons. Neste trabalho,
Einstein explica o efeito fotoelétrico, o que lhe rende o Prêmio Nobel em 1921. Antes, porém, já
era conhecido dos estudos de Thomas Young em 1800, que a luz éum f nômeno ondulatório. Em
1909, Einstein publica um artigo em que mostra que as flutuações de energia de radiação exibiam
caracterı́sticas de partı́culas e de onda.
Essas idéias vão de encontro às caracterı́sticas determinı́sticas da fı́sica clássica e por isso causam
desconforto em muitos pesquisadores, inclusive no próprio Einstein. Alguns anos depois, Louis de
Broglie propôs que além da luz, outras partı́culas elementar s da matéria, como elétrons e prótons,
também podem se comportar como ondas. Essa teoria ficou conhecida comodualidade onda-partı́cula
e é premiada com o Prêmio Nobel em 1929. Com isso, a idéia deque átomos e fótons pudessem ter
um caráter ambı́guo, de onda e de partı́cula, ganha ainda mais força.
Em 1907, o fı́sico alemão Werner Heisenberg enunciou o que depois ficaria conhecido como
prinćıpio de incerteza de Heisenberg: é impossı́vel conhecer com precisão a posição e a velocidade
de uma partı́cula ao mesmo tempo. Ou seja, quanto mais se sabede uma dessas grandezas, menos
se sabe sobre a outra. Isso agrava o desconforto diante da teoria quântica. Outras caracterı́sticas
quânticas ainda mais estranhas foram observadas no estudodas partı́culas, como a propriedade de
não-localidade, a qual Einstein se referia como uma “ação fantasmagórica à distância”.
Assim mesmo a fı́sica quântica foi formalizada e até hoje ´e questionada por alguns pesquisadores.
Porém, não há como negar o sucesso dessa teoria em prever ocomp rtamento de sistemas fı́sicos.
Muitos nomes, além dos já citados, contribuı́ram para o surgimento dessa nova teoria: Niels Bohr,
Erwin Schrödinger, Max Born, John von Neumann, Paul Dirac,Wolfgang Pauli, Richard Feynman, J.
S. Bell, entre outros ilustres.
Um dos principais fenômenos observados na mecânica quântica, e completamente estranho para a
mecânica clássica, é que a energia deve ser quantizada. Dı́ decorre o nome “quantum” que em latim
significa quantidade.
Define-se, portanto, como mecânica quântica o estudo dos sistemas fı́sicos nos quais os efeitos
quânticos são relevantes. Isso ocorre em dimensões próximas ou abaixo da escala atômica, tais como
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moléculas, átomos, elétrons, prótons e outras partı́culas subatômicas, e também ocorre em situações
de escalas macroscópicas, como nos casos dasupercondutividade superfluidez. Em geral, a es-
cala que regula a manifestação dos efeitos quânticos é cnhe ida como oraio de Bohr. Portanto, a
mecânica quântica generaliza a mecânica clássica e forn ce descrições exatas para muitos fenômenos
anteriormente inexplicados.
Observe que os sistemas fı́sicos não são estacionários,ou seja, cada sistema ocupa um estado em
um determinado instante e então evolui para outro estado. As leis da fı́sica devem descrever como
ocorre essa evolução. No formalismo da mecânica quântica, o estado de um sistema em um dado
instante de tempo pode ser representado de duas formas principais: por uma função de onda ou por um
vetor num espaço vetorial complexo chamadovetor estado. A notação usada em mecânica quântica
para representar o vetor estado é chamadaket, |·〉, e foi introduzida por Dirac. Essas representações de
estados de um sistema são completas e equivalentes, e as leis da mecânica quântica descrevem como
vetores de estado e funções onda evoluem no tempo. Estes objetos matemáticos abstratos permitem
o cálculo da probabilidade de se obter resultados especı́ficos em um experimento concreto. Para
compreender tais cálculos é necessário o conhecimento dalguns fundamentos de álgebra linear, tais
como os conceitos de operador, autovetor e autovalor.
Essencialmente, a mecânica quântica é uma estrutura matemática para o desenvolvimento de uma
teoria fı́sica. A conexão entre o mundo fı́sico e o formalismo da mecânica quântica é dado pelos
Postulados da Meĉanica Qûantica, [56].
Postulado 1
A qualquer sistema fı́sico isolado existe associado um espaço vetorial complexo com produto interno
(ou seja, um espaço de Hilbert), conhecido como espaço de estados do sistema. O sistemaé comple-
tamente descrito pelo seu vetor de estado, um vetor unitário no espaço de estados.
Postulado 2
A evoluç̃ao de um sistema quântico fechadóe descrita por uma transformaç˜ o unit́aria. Ou seja, o
estado|ψ〉 de um sistema em um tempo t1 est́a relacionado ao estado|ψ ′〉 do sistema em t2 por um
operador unit́ario U que depende somente de t1 e t2:
|ψ ′〉 = U |ψ〉.
Postulado 2’
A evoluç̃ao temporal do estado de um sistema quˆ ntico fechadóe descrita pela equaç˜ o de Schr̈odin-






Nessa equaç̃ao,ℏ é uma constante fı́sica chamada constante de Planck, cujo valoré determinado expe-
rimentalmente. Na pŕatica,é comum absorver o fatorℏ dentro de H, efetivamente convencionando-se
ℏ = 1. H é um operador Hermitiano conhecido como Hamiltoniano do sistema.
Postulado 3
As medidas qûanticas s̃ao descritas por determinados operadores de medida{Mm}. Esses operadores
atuam sobre o espaço de estados do sistema. Oı́ndice m se refere aos possı́veis resultados da medida.
Postulado 4
O espaço de estados de um sistema fı́sico compostóe o produto tensorial dos espaços de estados dos
sistemas individuais.
O primeiro postulado estabelece a arena na qual se desenvolva mecânica quântica. O segundo
postulado mostra como o estado de um sistema quântico evolui com o tempo, ou seja, mostra qual
a relação entre estados em dois instantes de tempo diferentes de um sistema quântico fechado. A
dinâmica desse sistema é dada pela equação de Schrödinger, e portanto por transformações unitárias.
O postulado 3 explica como extrair informações de sistemas quˆ nticos. Finalmente, o quarto postulado
estabelece como espaços de estados de sistemas quânticosdiferentes devem ser combinados para
formar sistemas compostos.
Foi mencionado que um dos principais aspectos da fı́sica quˆantica é a dualidade onda-partı́cula.
Essa caracterı́stica de onda foi interpretada por Max Born cmo uma medida de probabilidade de
se encontrar a partı́cula em uma determinada posição em umdeterminado tempo. Isso leva a uma
propriedade quântica muito peculiar chamadasuperposiç̃ao.
Umasuperposiç̃ao de estadośe obtida quando se soma todas as possibilidades de estados para uma
determinada partı́cula. A superposição também é um estado, ou seja, uma partı́cula que se encontra
em um estado de superposição está fazendo tudo o que é possı́vel ela fazer. Classicamente, isso é um
absurdo.É como se a partı́cula pudesse estar simultaneamente em várias posições diferentes.
O sistema fica numa superposição de estados até que umaobservaç̃aoou medidaseja feita. Ao se
fazer uma medida, uma única possibilidade é selecionada eesta será a única ocorrência do sistema.
Todas as outras possibilidades que estavam acontecendo no sistema simplesmente desaparecem, ou se
anulam, e o estado observado passa a ser o único real. Assim,a uperposição é a possibilidade de um
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objeto quântico assumir uma combinação de probabilidades que seriam mutuamente excludentes de
acordo com a nossa intuição clássica.
Em 1935, Albert Einstein, Boris Podolsky e Nathan Rosen publicaram um artigo onde acreditavam
demonstrar que a teoria quântica não era completa, [26]. Oargumento usado era que faltava algum
“elemento de realidade”. Esse elemento usado como critério pelos autores funcionava como uma
propriedade que deveria existir independentemente da medida realizada no sistema. Após 30 anos,
foi comprovado experimentalmente que essa idéia não era válida. A chave para essa invalidação
experimental é conhecida comodesigualdade de Bell. A conclusão desse fato é que o mundo não é
localmente realı́stico, [56]. Isso leva a outra caracterı́s ica quântica espantosa, a não-localidade. Tal
caracterı́stica possibilita a criação de conjuntos de partı́culas que apresentam fortes correlações entre
suas propriedades. Partı́culas que apresentam essa propriedade são ditasemaranhadas. Ou seja, as
propriedades de um estado emaranhado estão armazenadas noestado como um todo, e não em cada
partı́cula individual, não importando a distância entreel s. Consequentemente, qualquer interação
com um estado emaranhado, como por exemplo, uma medida, afetsimultaneamente tudo que está
emaranhado com ele.
Essa propriedade abre um novo mundo de possibilidades em termos de informação e computação.
Uma das principais aplicações do emaranhamento está relacionada à criptografia quântica, que explora
a não-localidade quântica para transmitir mensagens comsegurança absoluta. Outra aplicação é a pos-
sibilidade de transportar a informação quântica de um lugar para outro sem que ocorra o deslocamento
através de um meio fı́sico. Esse processo é conhecido comoteletransporte qûantico. Recentemente,
em janeiro de 2009, foi publicado um artigo na revistaSciencepelo grupo do Joint Quantum Institute,
no qual é descrito o teletransporte de um estado quântico diretamente de um átomo para outro por uma
distância significativa, [59]. Esse experimento descreveum teletransporte com 90% de eficiência na
recuperação da informação original.
1.1.1 A unidade de informaç̃ao quântica
A unidade de informação quântica é obit quântico, mais comumente chamadoqubit. Um qubit
pode assumir além dos estados|0〉 e |1〉, todos os outros estados correspondentes às combinações
lineares desses dois estados. Isso equivale às superposic¸ões de|0〉 e |1〉.
Podemos escrever um estado de superposição para um qubit na forma
|ψ〉 = α|0〉+β |1〉,
ondeα,β ∈ C e a restrição|α|2+ |β |2 = 1 deve ser satisfeita.
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Essa superposição de estados significa que o estado|ψ〉 está simultaneamente nos estados|0〉 e
|1〉. Após a medida, o estado deve colapsar para|0〉 ou |1〉 com suas respectivas probabilidades,|α|2
e |β |2.
Pode-se se ter a falsa idéia de que um estado em superposiç˜ao pode conter uma quantidade infinita
de informações, porém ao se medir o qubit o resultado sempre será um estado|0〉 ou |1〉. No en-
tanto, pode-se manipular a superposição até que a medidaseja feita em um momento mais oportuno,
resultando em um melhor aproveitamento dessa propriedade.
No caso geral, o estado|ν〉 comn qubits, é uma superposição dos 2n estados|00. . .0〉, |00 . . .1〉,
. . . , |11. . .1〉, onde a sequência dentro de cadaketé a representação binária dos números 0,1, . . . ,2n−






























A representação matricial é conveniente para compreender as operações que estão sendo realiza-
das.
1.1.2 Vantagens que a mecânica quântica pode trazer para a computaç̃ao
A necessidade de uma computação baseada em propriedades quˆ nticas existe por diversas razões.
Segundo a lei de Moore, a cada 18 meses a capacidade de processamento dos computadores dobra,
enquanto os custos permanecem constantes. De fato, isso vemse confirmando, e atualmente o tama-
nho dos componentes já se aproxima da escala atômica onde as leis quânticas devem ser respeitadas.
Outra razão está relacionada a complexidade computacional. Devido às propriedades quânticas, como
superposição e emaranhamento, imagina-se que um computador quântico possa ser mais eficiente do
que um computador convencional. Isto é, supõe-se que um computador quântico use menos passos
computacionais para a realização de tarefas. Dentro da classificação de complexidade computacional,
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a computação quântica encontra-se em uma classe chamadaBQP (Bound-error, quantum, polyno-
mial time). Essa classe inclui todos os problemas da classe P(Polynomial time) e também alguns
outros problemas da classe NP (Nondeterministic polynomial time), como o problema da fatoração
de inteiros em componentes primos. Esse problema foi resolvido pelo algoritmo de Shor com ganho
exponencial de velocidade, [69]. Sem dúvida um resultado impressionante.
Além do algoritmo de Shor, outro algoritmo quântico que demonstra a eficiência que carac-
terı́sticas quânticas podem proporcionar à computação é o algoritmo de Grover que faz uma busca em
uma lista de dados com ganho quadrático de velocidade sobreos algoritmos usados em computação
clássica, [43]. Apesar de não ser um resultado tão impressionante em termos de velocidade, é bastante
importante devido a sua aplicação em outros problemas. Uma das razões dessa melhora na velocidade
se deve a possibilidade de se avaliar paralelamente a mesma função para diversas variáveis.
Outro problema que só poderá ser resolvido em um computador quântico é a simulação de sistemas
quânticos. Por esses motivos, não há como negar a necessidade da construção de tais computadores,
bem como as pesquisas em computação e informação quântica. Atualmente, existem várias propostas
experimentais para a construção de um computador quântico. Porém, esse trabalho é bastante árduo
devido às diferenças entre a informação quântica e a informação clássica. Uma dessas dificuldades é a
fragilidade da informação quântica. Interações do sistema com o ambiente a sua volta podem destruir
os estados de superposição provocando a perda de informac¸ão. Esse processo é chamadodecoer̂encia.
1.2 A Teoria dos Ćodigos Qûanticos Corretores de Erros
A decoerência pode destruir as caracterı́sticas quânticas. Esse problema pode ser contornado
isolando-se bem o sistema do ambiente que o cerca. Porém, para sistemas maiores, esta tarefa é
bastante complicada. Uma maneira de superar essa dificuldade é usando códigos quânticos corretores
de erros. Esses códigos funcionam codificando os estados quânticos de forma a torná-los resistentes à
ação do ruı́do, e depois decodificando-os no momento em quese d seja recuperar os estados.
Os códigos quânticos corretores de erros têm sua construção fortemente estruturada nos códigos
lineares clássicos. Porém, existem algumas diferençasfundamentais entre informação clássica e
informação quântica que devem ser contornadas, tais como a impossibilidade de copiar um qubit
arbitrário e o fato de medidas destruirem a informação quântica, impossibilitando sua recuperação.
Dentro da classe de códigos estabilizadores, uma linguagem lt rnativa, usando topologia, foi in-
troduzida por Kitaev. Sua proposta foi usar certas propriedad s de partı́culas confinadas em um plano
para realizarcomputaç̃ao qûantica topoĺogica. Esse nome se deve ao fato de que essas propriedades
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estão relacionadas àtopologiado sistema fı́sico. Assim, deformações contı́nuas causadas pelo ambi-
ente não seriam capazes de alterar tais propriedades, e então t rı́amos naturalmente uma computação
quântica tolerante à falhas.
Kitaev inicia esse estudo com oscódigos t́oricos, [48]. Para construir esses códigos, qubits são
associados às arestas de um reticulado quadrado de um toro.Assim, o número total de arestas fornece
o comprimento do código. Os operadores estabilizadores estão relacionados com os vértices e faces
desse reticulado, os qubits codificados são dados de acordoc m gênero da superfı́cie, no caso o toro,
e a distância do código é determinada pelo grupo de homologia da superfı́cie. Esses códigos podem ser
generalizados para uma classe conhecida comocódigos qûanticos topoĺogicos, considerando outras
superfı́cies orientáveis bidimensionais diferentes do tor .
M. Freedman e D. Meyer, em [31], construı́ram códigos sobreplano projetivoRP2, seguindo
os mesmos princı́pios da construção dos códigos tóricos de Kitaev. Além desses trabalhos, outros
códigos quânticos topológicos foram apresentados em [13], cujos autores Bombin e Martin-Delgado
consideram uma nova visão do código de Kitaev e, a partir disso, propõem uma melhora do compri-
mento do código tórico além de mostrar uma classe de códigos quânticos com distância 3 resultantes
de mergulhos de grafos completos em superfı́cies com gêneros co respondentes.
1.3 Proposta da tese
A visão dos códigos tóricos lançada por Bombin e Martin-Delgado abre espaço para o estudo dos
códigos quânticos tóricos relacionando-os a uma área j´ conhecida da teoria de codificação clássica,
oscódigos reticulados. A partir dessa conexão é possı́vel obter uma quantidade incontável de novos
códigos quânticos tóricos, utilizando ferramentas mate ´ ticas como teoria de grupos e combinatória.
Essa é a primeira parte da proposta de estudo desta tese.
Além disso, propomos o estudo e construção de códigos quânticos topológicos em superfı́cies
com gênerog≥ 2 de modo similar à construção de Kitaev. Anterior a este trabalho, apenas a classe
de códigos descrita por Bombin e Martin-Delgado em [13] apresentava parâmetros de códigos em su-
perfı́cies com gênero maior que um, apesar de Kitaev em [48]mencionar a possibilidade da existência
de tais códigos. Porém, o caminho usado aqui difere do caminho usado por Bombin e Martin-Delgado.
Nossa proposta de construção segue os passos usados na construção de Kitaev, contudo levando
em consideração a geometria relacionada às superfı́cies com gênerog≥ 2, ageometria hiperb́olica.
Apesar das diferenças que esta geometria tem da geometria Eucl diana, é possı́vel seguir naturalmente
o processo de construção utilizando as propriedades e relações particulares da geometria hiperbólica.
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1.4 Descriç̃ao da tese
Devido a esse trabalho estar na interface de áreas como engenharia, matemática e fı́sica, existe a
necessidade de revisão de conceitos e teorias de todas essas áreas. Assim, sua organização é dada da
seguinte maneira:
O Caṕıtulo 2 estabelece o objetivo de estudo dos códigos corretores de erros, a estrutura ma-
temática dos códigos lineares que formarão a base para a teori dos códigos quânticos corretores de
erros.
No Caṕıtulo 3, inicialmente é feita uma ampla revisão da mecânica quântica, suas propriedades e
estrutura algébrica. Em seguida, são estabelecidas as ditinções entre informação quântica e clássica,
e finalmente são apresentados os códigos quânticos corretores de erros, com destaque para os códigos
de Shor, os códigos CSS, e os códigos estabilizadores.
O Caṕıtulo 4 é dedicado à computação quântica topológica e aos códigos quânticos topológicos
existentes na literatura. Neste capı́tulo é apresentada aqu sipartı́cula nyonutilizada para a realização
desse tipo de computação. Lembramos que, apesar de estarmo trabalhando na interface da fı́sica,
nosso interesse não é aprofundar conceitos fı́sicos, massi deixá-los claros o suficiente para a com-
preensão deste trabalho.
Apresentamos nossos primeiros resultados noCaṕıtulo 5 referente à construção de novos códigos
quânticos tóricos. Para isso, fazemos uma revisão de reticulados, formas quadráticas e álgebra abs-
trata.
O Caṕıtulo 6 apresenta a construção de códigos quânticos topológic s em superfı́cies compactas
com gênerog ≥ 2. Para essa construção se faz necessária a revisão de gem tria hiperbólica, e de
conceitos como tesselações hiperbólicas, modelos planares, caracterı́stica de Euler, entre outros. Este
capı́tulo encerra-se com uma discussão sobre os códigos obtidos, inclusive a reprodução de outros
códigos descritos na literatura, e a apresentação em tabelas de tais códigos para superfı́cies com gênero
g = 2,3,4 e 5.
Finalmente concluı́mos o trabalho com uma avaliação dos resultados e os possı́veis trabalhos de-
correntes.
Capı́tulo 2
Códigos Corretores de Erros Clássicos
Em 1948, o matemático Claude. E. Shannon publicou dois trabalhos que deram origem a teoria da
informação. Possivelmente, uma das principais contribuições do trabalho de Shannon foi a definição
matemática do conceito de informação. Através dos teoremas de codificação para canais sem ruı́do e
para canais ruidosos, ficam estabelecidas as condições para a tr nsmissão de informação através de um
canal de comunicação, [68]. O primeiro desses teoremas quantifica os recursos fı́sicos necessários para
armazenar a informação fornecida por uma fonte. Já o segundo, quantifica a informação que pode ser
transmitida com confiabilidade através de um canal com ruı́do. Neste último teorema, Shannon mostra
que a probabilidade de erro na decodificação é arbitrariamente pequena se a taxa de transmissão de
informaçãoR(expressa em bits por segundo) for menor que a capacidade do canalC (também expressa
em bits por segundo).
Apesar do teorema de codificação para canais com ruı́do garantir a existência de códigos que
podem atingir um limitante superior para a proteção contra erros, não fica evidenciado quais os códigos
que podem ser utilizados para alcançar esse limitante. A pesquisa em busca de tais códigos deu origem
à teoria dos ćodigos corretores de erros.
Neste capı́tulo é feita uma breve revisão da teoria dos códigos corretores de erros clássicos a fim
de facilitar o entendimento da teoria dos códigos quânticos corretores de erros definido no capı́tulo 3.
Para esta revisão foram usadas as referências [11, 44, 50,51, 52, 61].
2.1 Códigos Corretores de Erros
Os códigos corretores de erros estão presentes em nosso dia-a-dia. Um exemplo muito simples
disso é o nosso idioma. Considere o alfabetoA da lı́ngua portuguesa composto de 26 letras, espaço
em branco, o c cedilha e as vogais acentuadas. Uma palavra da lı́ngu portuguesa pode ser considerada
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como um elemento do conjuntoA27, onde 27 é o comprimento da palavra mais longa desse idioma.
Matematicamente, a lı́ngua portuguesa pode ser vista como um subconjunto próprioC de A27. Su-
ponha que, ao escrever uma palavra, produz-se a sequência dletras “cathorro”. Como essa palavra
não é um elemento deC , percebe-se que houve um erro. Neste caso, a correção é simple , pois no
conjuntoC , existe uma palavra muito parecida com essa, a saber “cachorro”. Porém, se a palavra
“pato”for escrita erroneamente como “gato”ou como “rato”,não é possı́vel detectar o erro, já que
essas três palavras existem no conjuntoC . Portanto, do ponto de vista dos processos de codificação e
decodificação, esse não é um código muito eficiente, [44].
O processo de transmissão de informação resume-se a informação vinda de umafontee destinada a
um receptor, através de um meio conhecido comocanal. Se o canal não tem ruı́do, então a informação
enviada será recebida sem alteração, porém na práticauı́do é adicionado à informação resultando na
introdução de erros pelo canal. A finalidade do código é det ctar e talvez corrigir esses erros.
Ao utilizar redes sem fio, ao ouvir um CD ou assistir um DVD, ou mes o quando se fala ao te-
lefone, faz-se uso de códigos corretores de erros. Um código desta classe, basicamente, acrescenta
dados adicionais a cada informação que deve ser transmitida ou armazenada, de maneira que ao re-
cuperar essa informação, seja possı́vel detectar e corrigir e ros. Por exemplo, considere um tabuleiro
de xadrez e a peça que representa orei. O rei se move do centro de uma casa para o centro de outra
casa contı́gua nos sentidos Norte, Sul, Leste e Oeste. As direções nas quais o rei pode se mover são
codificadas pelos elementos do conjunto{0,1}×{0,1} da seguinte maneira:
Norte→ 00 Leste→ 10
Sul → 01 Oeste→ 11
Essa codificação é chamadacódigo de fonte. Suponha que desejamos movimentar o rei através de um
controle remoto e que o sinal no caminho sofra interferência. Por exemplo, envia-se a mensagem 01,
porém a mensagem recebida é 00. Dessa forma, o rei se desloca para o norte em vez de ir para o sul.
Para evitar esse tipo de problema pode se recodificar as palavras de modo a introduzir redundância
que permita detectar e corrigir erros. Considere a seguinterecodificação:
00→ 00000 10→ 10110
01→ 01011 11→ 11101
Novamente suponha que a direção para a qual o rei deve se deslocar seja o sul, ou seja, a informação
enviada é 01011, porém a mensagem recebida é 01111. Nestecaso ´ possı́vel detectar o erro quando
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se compara a mensagem recebida com todas as possı́veis palavras do código e percebe-se que esta
não pertence ao código. Além disso, a palavra do código que tem menor número de componentes
diferentes da mensagem recebida é 01011, que é exatamentea mensagem enviada. Portanto, é possı́vel
corrigir o erro.
Observe que nesse exemplo, os dois primeiros bits na recodificação, são os bits originais do código
de fonte, e os bits restantes são as redundâncias introduzidas. Esse novo código é chamadocódigo
de canal. Esse procedimento pode ser esquematizado na Figura 2.1 querepresenta um modelo de um
sistema de comunicação tı́pico.









Figura 2.1: Sistema de comunicação.
Nessa linguagem, podemos dizer que os códigos corretores de erros transformam o código de fonte
em código de canal, de modo a detectar e corrigir erros na recepção, e decodificam o código de canal
em código de fonte.
Matematicamente um código corretor de erros, ou simplesmente CCE, é definido em seguida.
Definição 1 Considere um conjunto finito K chamado alfabeto. Um código corretor de errosC é um
subconjunto pŕoprio qualquer de Kn, para algum ńumero inteiro n.
Voltando ao exemplo da lı́ngua portuguesa, vimos que não foi possı́vel detectar o erro entre as
palavras “pato”e “gato”pois além de serem palavras muito parecidas pertencem ao mesmo conjunto.
Intuitivamente, o conceito de distância entre essas palavras é utilizado quando se diz que essas são
palavras parecidas. Matematicamente, a definição de distânc a entre duas palavrasv e w pertencentes
a um mesmo códigoC é dada peladistância de Hammingque é exatamente o número de posições
nas quais as duas palavras diferem. Formalmente, a distância de Hamming entre dois elementos
v = {v1,v2, . . . ,vn},w = {w1,w2, . . . ,wn } ∈ C é definida como
d(v,w) = |{i;vi 6= wi ,1≤ i ≤ n}|,
onde|{·}| denota a cardinalidade do conjunto{·}.
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Definição 2 A dist̂ancia ḿınima de um ćodigoC é dada por
d = min{d(v,w);v,w∈ C ,v 6= w}.
Definição 3 O peso de um vetor arbitrá io não-nulov ∈ Kn é a dist̂ancia dev ao vetor todo nulo0,
ou seja,
ω(v) := min|{i : vi 6= 0}|.
Logo, o peso mı́nimo de um códigoC é dado por
ω(C ) := min{ω(x) : x ∈ C \{0}}.
A importância da distância mı́nima na determinação de bons códigos está relacionada à habilidade
de correção de erros como pode ser observado no seguinte teorema.
Teorema 1 [44]SejaC um ćodigo com dist̂ancia ḿınima d. Ent̃ao,C pode detectar até d−1 erros
e corrigir até t erros, onde t= ⌊d−12 ⌋.
Decorre que, quanto maior for a distância mı́nimad do códigoC , maior será sua capacidade de
detecção e correção de erros.
Dentre os códigos corretores de erros destacam-se duas classes, quais sejam, a doscódigos de
bloco e a doscódigos emárvore. Um código de bloco divide a sequência contı́nua de dı́gitos de
informação na entrada do codificador em blocos dek sı́mbolos e opera nesses blocos independente-
mente de acordo com o código usado. Cada possı́vel bloco de informação é associado a uman-upla
de sı́mbolos de canal, onden > k. O resultado é transmitido, corrompido pelo ruı́do, e decoificado
independentemente dos outros blocos. Ao passo que um código em árvore opera na sequência de
informação sem dividi-la em blocos individuais. O codificador para um código em árvore também re-
cebe blocos dek sı́mbolos de informação e produz uma sequência codificada de blocos den sı́mbolos.
Entretanto, cada bloco codificado não depende somente dos blocos de mensagens dek sı́mbolos cor-
respondentes na unidade de tempo atual. Também vai depender demblocos de mensagens anteriores.
Portanto, ao contrário dos códigos de bloco, o codificadorde um código em árvore tem uma memória
m.
O nome “código em árvore” deve-se ao fato que as regras de codificação para esse tipo de código
são melhor descritas através de um grafo em árvore. Uma importante subclasse desses códigos é a
classe dos códigos convolucionais que são mais simples deimpl mentar que outros tipos de códigos
em árvore, [61].
2.2. Códigos de Bloco 15
Entre as duas classes de CCE, a classe dos códigos de bloco tˆem uma teoria mais desenvolvida
devido ao fato de estar relacionada à estruturas matemáticas relativamente bem-entendidas. Quanto
a capacidade de correção de erros, os códigos de bloco e oscódigos convolucionais são similares e
possuem as mesmas limitações fundamentais, [61]. Em particul , o teorema de Shannon para canal
discreto com ruı́do é satisfeito para ambos os tipos de códigos.
Como a construção dos códigos propostos neste trabalho bseia-se na teoria clássica de códigos
de bloco, não será aprofundada a revisão de códigos em árvore.
2.2 Códigos de Bloco
Como mencionado anteriormente, os códigos de bloco são car cterizados por serem códigos sem
memória. Considere um alfabetoK comq sı́mbolos. Identificamos esse alfabeto com os elementos
do corpoFq. O codificador para um código de bloco divide a sequência deinformação em blocos
dek sı́mbolos, onde cada um desses blocos é representado por uma k- plau = (u1, . . . ,uk) chamada
mensagem. No total, existemqk mensagens diferentes. Após a divisão da sequência de informação,
o codificador transforma cada mensagemu em uma n-uplav = (v1, . . . ,vn) de sı́mbolos discretos
chamadapalavra-ćodigo. Se cada uma dasqk mensagens distintas é transformada em uma palavra-
código, então existem tambémqk palavras-código diferentes. Esse conjunto formado porqk palavras-
código de comprimenton é chamadocódigo de blococom parâmetros(n,k). Algumas vezes a notação
usada para o código é(n,k,d), onded é a distância mı́nima do código.
Em geral,q é uma potência de um primop, e o caso mais comum em códigos é quandoq = 2,
conhecido comobinário. Neste caso,F2 = {0,1}, e os elementos 0 e 1 são chamadosbits.
A taxa do ćodigo é dada pela razãoR= kn, e pode ser interpretada como o número de sı́mbolos
de informação entrando no codificador pelo número de sı́mbolos transmitidos. Nesse processo, cada
palavra-código depende unicamente da mensagem de entradacorrespondente, e por isso dizemos que
o codificador é sem memória.
Para um código ter uma palavra-código distinta associadaa cada mensagem enviada, é preciso que
k < n ou R≤ 1. No caso dek < n, osn−k sı́mbolos restantes são os sı́mbolos de redundância. Par
uma razãoRconstante, mais sı́mbolos podem ser adicionados aumentando o comprimenton do bloco.
O grande desafio é escolher os sı́mbolos de redundância quepermitam uma transmissão confiável
através de um canal com ruı́do.
Em geral, bons códigos são longos e por isso torna-se impraticável descrevê-los através de listas
de palavras-código. Para contornar esse problema, o caminho usual é associar aos códigos estruturas
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matemáticas que facilitem a execução das operações decodificação e decodificação. Neste sentido, a
principal classe dos códigos de bloco é a doscódigos lineares.
2.2.1 Ćodigos lineares
Considere um código de bloco comqk palavras-código e comprimenton. Sek en são relativamente
grandes, então teremos dificuldade quanto ao espaço para armazenar essas palavras-código. Nesse
sentido, códigos de bloco com uma estrutura linear são mais pr´ ticos e reduzem a complexidade do
codificador.
Definição 4 Um ćodigo de bloco de comprimento n com qk palavras-ćodigoé um ćodigo linear(n,k)
se suas qk palavras-ćodigo formam um subespaço de dimensão k do espaço vetorial de todas as n-
uplas sobre o corpoFq.
Observe que um código linear pode ser visto como um subgrupodo grupo aditivo(Fnq,+), por esse
motivo os códigos lineares são também conhecidos comoc´ digos de grupo.
A estrutura linear nos permite fazer algumas observaçõesqu serão muito úteis. Uma dessas, é
que a distância mı́nimad entre palavras-código distintas é igual ao peso mı́nimo de t as as palavras-
código não nulas deC , isto é,d = ω(C ).
Outra vantagem de trabalhar com códigos lineares é que como C é um subespaço vetorial de
dimensãok, podemos exibir uma baseB = {v1,v2, . . . ,vk} paraC . Assim, qualquer palavra-código
v = (a1,a2, . . . ,ak) ∈ C pode ser escrita como combinação linear dos vetores da base, ou eja,
v = a1v1+a2v2+ . . .+akvk,
ondeai ∈ {0,1,2, . . . ,q−1} e a soma é realizada móduloq.
Qualquer conjunto de vetores formando uma base para o subespaçoC pode ser usado como as
linhas de uma matrizG, chamadamatriz geradorado código. O espaço das linhas deG é o código
linear C , e qualquer palavra-código é uma combinação linear daslinhas deG. Se a dimensão do
espaço vetorialC é k, então o número de linhas deG é igual ak, pois as linhas deG são linearmente
independentes, ou seja, o posto de G ék. AssimG é uma matrizk×n.
SeB = {v1,v2, . . . ,vk} é uma base ordenada de um códigoC , então a matriz geradoraG deC









vk1 vk2 · · · vkn

 .
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Qualquer correspondência um-a-um entre ask-uplas e as palavras-código pode ser usada como um
procedimento de codificação, porém a mais natural é
v = u ·G, (2.1)
ondeu é umak-upla de sı́mbolos de informação a serem codificadas e an-uplav é a palavra-código
correspondente.
Como essa matriz depende da escolha da base, então ela não ´e u iv camente determinada porC .
Entretanto, duas matrizes geradas por um mesmo código podem ser obtidas uma da outra por meio
de uma sequência de operações, tais como: permutação de duas linhas, multiplicação de uma linha
por um escalar não nulo e adição de um múltiplo escalar deuma linha a outra. Assim, toda matriz
geradoraG é equivalente a uma matriz na forma escalonada das linhas, eportanto, equivalente a uma
matriz da formaG = (Ik | P) chamadamatriz de forma sisteḿatica da matriz geradora, ondeIk é a
matriz identidade de ordemk eP é uma matrizk× (n−k).
Existe uma descrição alternativa de códigos também através de matrizes. Novamente, considereC
um subespaço de dimensãok, seu complemento ortogonalC⊥ formado por todos os vetores ortogonais
aC , é um espaço vetorial de dimensãon−k, e portanto pode ser usado como um código linear. Uma
matrizH de poston−k cujo espaço linha éC⊥ pode ser considerada uma matriz geradora paraC⊥.
Então uman-uplav é uma palavra-código deC se, e somente se, ela for ortogonal a todo vetor linha
deH, isto é,
vHT = 0. (2.2)
SeC é um código(n,k), entãoC⊥ é um código(n−k,k). C eC⊥ são chamadoscódigos duais.
Assim, se um código é o espaço linha de uma matriz, seu dualé o espaço ortogonal, e vice-versa.
Dizemos que um códigoC éauto-dualseC contém seu dual.
A matriz geradora do código dualH de ordem(n−k)×n, é chamadamatriz verificaç̃ao de pari-
dadedo códigoC .
Note que a equação (2.2) é satisfeita para todov ∈ C , em particular, é satisfeita para osk vetores
da base da matrizG. Essask equações podem ser expressas como
G ·Ht = 0.
Computacionalmente é menos complexo verificar se uma palavra-códigov pertence a um código
C através da equação (2.2) do que mostrar que o sistema den equações comk incógnitas dado pela
equação (2.1) admite solução.
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Existe uma maneira simples de achar uma matriz verificaçãode paridade para um código se uma
matriz geradora é dada na forma sistemática. SeC é o espaço linha da matrizG = (Ik | P), entãoC
é o espaço ortogonal deH = (−PT | In−k), ondeIn−k é a matriz identidade de ordemn−k e PT é a
matriz transposta deP.
Definição 5 Dado um ćodigoC com matriz verificaç̃ao de paridade H, a sı́ndrome de um vetorv∈Fnq
é o vetor Hvt .
A sı́ndrome é um argumento usado para fazer a correção de erros em códigos lineares.
A expressãopadrão de errodenomina a diferença entre a palavra-código recebida e a palavra-
código enviada. Em um código linearC com parâmetros(n,k), considere um padrão de erroe∈ Fnq.
ComoC é um subgrupo, entãoe+C = {e+v | v ∈ C } é uma classe lateral deFnq.
Estabeleça uma tabela da seguinte maneira:
• a primeira linha da tabela deve conter todas as palavras-código deC , começando com a palavra
toda nula.
• Dasn-uplas deFnq que não foram usadas, escolha aquela com menor peso e chame-a dee1. A
segunda linha da tabela será composta pela classe laterale1+C .
• A j-ésima linha da tabela é formada pela classeej + C , ondeej é sempre escolhido como a
n-upla emFnq de menor peso que ainda não foi usada.
• Esse procedimento termina quando todas as palavras deFnq tenham sido usadas.
A Tabela 2.1 determinada assim é chamadarr njo padr̃ao.
v1 = 0 v2 v3 · · · vkq
e1 e1+v2 e1+v3 · · · e1+vkq
e2 2+v2 e2+v3 · · · e2+vkq
...
...
... · · · ...
eqn−k eqn−k +v2 eqn−k +v3 · · · eqn−k +vqk
Tabela 2.1: Arranjo padrão.
Algumas observações importantes devem ser feitas sobre oarranjo padrão. Cada palavra aparece
uma única vez na tabela. Duas palavras estão na mesma classe lateral se, e somente se, possuem a
mesma sı́ndrome. A primeira coluna da tabela é formada pelas al vras de peso mı́nimo dentro de
cada classe, e são denominadas osl ı́deresdas classes laterais.
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Uma regra de decodificação pormáxima verossimilhançapara um código linear é completamente
descrita pelo arranjo padrão. O receptor utiliza o arranjopadrão para decodificar uma palavra recebida
da seguinte maneira:
• recebidov, calcule sua sı́ndrome;
• ache o padrão de erroecorrespondente a essa sı́ndrome na tabela;
• v−e é a palavra-código.
Para um código(n,k) sobreFnq uma lista completa consiste deq
n palavras ao passo que a lista dada
no arranjo padrão tem apenasqn−k palavras e suas sı́ndromes. Mesmo assim, na prática bons c´odigos
são longos e fazer o arranjo padrão ainda é impraticávelpara alguns casos.
2.2.2 Par̂ametros de qualidade de um ćodigo
Existem muitos critérios para determinar a qualidade de umcódigo. Entre esses critérios destaca-
mos olimitante de Singletone o limitante de Hamming.
O peso mı́nimo de um código está relacionado à matriz verificação de paridade segundo o teorema
abaixo.
Teorema 2 [44]Seja H a matriz verificaç̃ao de paridade de um códigoC . O peso ḿınimo deC é
igual aω se, e somente se, quaisquerω −1 colunas de H s̃ao linearmente independentes e existemω
colunas de H linearmente dependentes.
SejaC um código linear com parâmetros(n,k). Usando a matriz na forma sistemática, decorre do
teorema 2 a desigualdade
d ≤ n−k+1 (2.3)
conhecida comolimitante de Singleton.
Definição 6 Um ćodigo que satisfaz com igualdade o limitante de Singleton´ chamado MDS (Maxi-
mum Distance Separable).
SeC é um código MDS, então seu código dualC⊥ é também MDS.
Em seguida são definidoscódigos perfeitosecódigos quasi-perfeitos.
Definição 7 Um ćodigoé perfeito se os lı́deres das classes laterais em seu arranjo padrão correspon-
dem a todos os padrões de erro de peso menor ou igual a t, onde t= ⌊d−12 ⌋.
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Definição 8 Se os ĺıderes das classes laterais de um arranjo padrão de um ćodigoC correspondem a
todos os padr̃oes de erro de peso menor ou igual a t, alguns de peso t+1 e nenhum com peso maior
que t+1, ent̃ao esse ćodigoé um ćodigo quasi-perfeito.
Um código perfeito corretor det erros pode corrigir todos os erros de peso menor ou igual at
e nenhum de peso maior quet. Enquanto um código corretor det erros quasi-perfeito pode corrigir
todos os erros de peso menor ou igual at, alguns erros de pesot +1 e nenhum de peso maior quet +1.
Portanto, um código quasi-perfeito corrige mais erros do que um código perfeito.
Se imaginarmos uma esfera pequena em torno de cada uma das palavras-código de um código,
sendo cada esfera de mesmo raio, onde o raio é um número inteir , então dizer que um código é
perfeito é equivalente a dizer que as esferas de raiot em volta das palavras-código são disjuntas, e
que juntas contém todos os vetores de comprimenton. Similarmente, um código quasi-perfeito é
equivalente a dizer que as esferas de raiot + 1 em volta das palavras-código podem se sobrepor, e
juntas contém todos os vetores de comprimenton.
SejaC um código linear de comprimenton contendoM = qk palavras-código e que corriget
















(q−1)t vetores. Por outro lado, o
número total de vetores no espaço dasn-uplas éqn. Logo, fica estabelecido olimitante de Hamming
ou limitante de empacotamento por esferas.






















Um código perfeito satisfaz o limitante de Hamming com a igualdade.
Tanto os códigos perfeitos quanto os quasi-perfeitos sãoraros, sendo este último encontrado com
mais freqüência.
Um código de grupo binário é chamadoótimo se sua probabilidade de erro é a menor possı́vel
entre todos os códigos de grupos binários com os mesmos parâmetrosn e k. Uma consequência disso
é que todo código quasi-perfeito (quando existe para dados n ek) se constitui em um código ótimo.
Outro parâmetro que demonstra a qualidade de um código é asua taxa de informaçãoR. Quanto
mais próxima de 1 melhor. Além disso, já foi mencionado que anto maior a distância mı́nima do
código, melhor é a capacidade de correção dele.
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2.2.3 Exemplos de ćodigos de bloco
Destacamos alguns exemplos de códigos de bloco que serão usad s posteriormente para a definição
de códigos quânticos.
Exemplo 2.1 Código de Repetiç̃ao de 3 bits
Um ćodigo de repetiç̃ao é um ćodigo simples para proteção de bit contra erros que possam ser
introduzidos no canal. A id́eia é fazer ćopias do bit de informaç̃ao da seguinte forma:
0→ 000
1→ 111.
Admitindo que o receptor saiba que o processo de codificação usado foi o de repetição, de posse
dos tr̂es bits recebidos ele deverá decidir qual bit foi enviado originalmente. Por exemplo, suponhamos
que um bit foi codificado e enviado de acordo com a exemplificac¸ão ima, e que o receptor tenha
recebido“101”. Ent̃ao, ele entenderá que o segundo bit foi trocado, e decidirá que o bit enviado foi
“1”. Por ém, se dois bits forem trocados, ele provavelmente irá decidir pelo bit de informaç̃ao errado.
Em um canal BSC (canal simétrico bińario), a probabilidade de inverter o bit transmitidoé p> 0.
Ou seja, o bit seŕa transmitido sem erro com probabilidade igual a1− p. Usando o ćodigo de
repetiç̃ao de tr̂es bits, a probabilidade de erro passa de p para pe = 3p2−2p3, se p< 12. Logo a
codificaç̃ao torna a transmiss̃ao mais confíavel.
Neste exemplo, um bit de fonte foi codificado em um sı́mbolo de canal de três bits. Ou seja, a taxa
desse ćodigoé 13.
O código de repetiç̃ao tem umáotima capacidade de correção de erro, poŕem transmite apenas
um digito de mensagem por bloco, ou seja, a taxa de informação é baixa.
Exemplo 2.2 Código de Hamming
O código de Hamming corrige um erro é importante devido a facilidade de codificação e
decodificaç̃ao Aĺem disso, esté um ćodigo perfeito. Vejamos o caso binário.
Para que um ćodigo linear bińario seja capaz de corrigir todos os padrões de erro de uḿunico
erro de canal, as colunas de sua matriz verificação de paridade H devem ser distintas e não-nulas.
De fato, se houver uma coluna toda nula, um erro nessa posiçã ñao afetaŕa a śındrome e portanto,
não seŕa detect́avel. Por outro lado, se houver duas colunas iguais, então erros nessas posições ser̃ao
indistingúıveis. Assim, se H tem m linhas, então existem somente2m−1 colunas livres, a saber os
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representantes bińarios de1,2, . . . ,2m−1. Logo, um ćodigo bińario de HammingHm de comprimento
2m−1, para m≥ 2, tem como matriz verificaç˜ o de paridade H a matriz cujas colunas consistem de
todos os vetores binários ñao-nulos de comprimento m, cada um aparecendo uma´ nica vez e em
qualquer ordem. Portanto,Hm é um ćodigo(2m−1,2m−1−m,3).
Por exemplo, considere um código de Hamming com m= 3, ent̃ao seus par̂ametros s̃ao (7,4,3) e




0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1

 .




0 1 1 1 1 0 0
1 0 1 1 0 1 0
1 1 0 1 0 0 1

 .
Observe que os códigos de bloco e convolucional conhecidossão baseados no conceito de distância
de Hamming. Entretanto, adistância de Lee, embora não seja amplamente usada, é mais natural para
certos tipos de canais.
O peso de Leede uman-upla(an−1, . . . ,a1,a0), ai escolhido no conjunto{0,1, . . . ,q−1}, ondeq






onde|ai | = ai , se 0≤ ai ≤ q2 ou |ai | = q−ai , se
q
2 ≤ ai ≤ q−1. A distância de Leeentre duasn-uplas
é portanto, definida como o peso de Lee de sua diferença, [61].
Paraq= 2 eq= 3 as distâncias de Lee e Hamming coincidem, enquanto que paraq> 3, a distância
de Lee entre duasn-uplas é maior ou igual a distância de Hamming entre elas.
Exemplo 2.3 Códigos reticulados s̃ao um exemplo de códigos de bloco. Em [36]́e mostrado que
códigos close-packed ou códigos perfeitos podem ser obtidos através de uma tesselaç˜ o em um reti-
culado do toro por translaç̃oes de esferas de Lee de raio t.
Figura 2.2: Esferas de Lee de raiot = 1,2,3.
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É posśıvel mostrar que para todo inteiro positivo t dado, existe umcódigo corretor de t erros
perfeito, na ḿetrica de Lee, cujo comprimento da palavra-códigoé n= 2, sobre o alfabeto de inteiros
módulo q= 2t2+2t +1, [11].
Capı́tulo 3
Códigos Qûanticos Corretores de Erros
Este capı́tulo tem por objetivo fazer uma apresentação geral da teoria dos códigos corretores de
erros quânticos. Antes, porém, é necessário ter um entendim nto dos conceitos centrais da computação
quântica e de como se deu seu desenvolvimento. Começamos co um apanhado histórico da evolução
da computação quântica na Seção 3.1. Na Seção 3.2 revisamos os principais conceitos e propriedades
da mecânica quântica que são importantes para a computac¸ão quântica. Na Seção 3.3 apresentamos
a estrutura algébrica da computação quântica. A Seção 3.4 é dedicada a teoria dos códigos quânticos
corretores de erros, além disso apresentamos os principais ódigos que deram origem a essa área de
pesquisa. E finalmente na Seção 3.5 detalhamos a classe doscódigos estabilizadores, da qual a nossa
proposta é um caso particular.
3.1 Panorama Hist́orico
A fı́sica qûanticaou meĉanica qûanticasurgiu na primeira metade do século XX em meio a uma
crise na fı́sica. As teorias fı́sicas conhecidas até então, n o conseguiam explicar vários resultados
de experimentos envolvendo átomos, e à medida que os estudos sobre átomos se aprofundavam mais
ineficiente elas se tornavam.
Apesar da mecânica quântica parecer estranha por não conc rdar com a nossa intuição, essa teoria
tem mostrado enorme sucesso em prever o comportamento observado dos sistemas fı́sicos. Os cálculos
e os experimentos comprovam a precisão dessa teoria que é aplicad desde os estudos sobre o interior
do Sol, passando pela estrutura de átomos, fusão nuclear nas estrelas, supercondutores, estrutura do
DNA, até as partı́culas elementares da Natureza, [56].
A computação quântica baseia-se em propriedades quânticas, porém segue o mesmo caminho an-
teriormente trilhado pela computação que conhecemos hoje. A computaç̃ao clássica, como ficou co-
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nhecida agora, teve suas bases teóricas estabelecidas em 1936 por Alan Turing quando este descreveu
matematicamente a noção abstrata do computador program´avel. Esse modelo ficou conhecido como
máquina de Turing, e sua propriedade fundamental é que qualquer problema computacional solúvel
por qualquer outro computador pode ser resolvido em uma máquin de Turing. Ou seja, se um algo-
ritmo pode ser realizado em algum tipo de computador, entãoexistirá um algoritmo equivalente para
uma máquina de Turing universal que realiza exatamente a mesma tarefa. Essa afirmação é conhecida
comotese de Church-Turing.
Depois do artigo de Turing surgiram os primeiros computadores construı́dos a partir de compo-
nentes eletrônicos. O crescimento dessa área se deu de maneira extraordinária graças a tecnologia de
miniaturização dos transistores. Em 1965, Gordon Moore estab leceu uma lei que ficou conhecida
comoLei de Mooreque diz que a cada 18 meses a capacidade de processamento dos computadores
dobra, enquanto os custos permanecem constantes. Essa lei tem se confirmado até hoje, porém exis-
tem limites fı́sicos para a redução do tamanho dos componentes. Acredita-se que por volta de 2020
o limite de miniaturização dos transistores terá sido alcançado, já que tais transistores não podem
ser menores do que um átomo. Na verdade, a tecnologia atual utilizada na fabricação de computa-
dores já encontra problemas devido ao tamanho dos componentes, pois na escala atômica os efeitos
quânticos passam a interferir no funcionamento desses. Esse é um dos motivos para se pensar em uma
computação baseada em caracterı́sticas quânticas.
Outra justificativa para estudar a computação quântica ´e que devido às propriedades quânticas
imagina-se que um computador quântico possa ser maiseficientedo que um computador convencional.
Essa noção de eficiência está relacionada acomplexidade computacional, ou seja, o número de passos
computacionais básicos necessários para resolver um dado problema. Essa área de pesquisa tenta
estimar como o número de passos computacionais depende do tipo e do tamanho do problema.
Quando um algoritmo para resolver um certo problema utilizauma quantidade de passos que
cresce em tempo polinomial em relação ao tamanho do problema, dizemos que este problema tem
uma solução eficiente. Por exemplo, para multiplicarmos doi números den dı́gitos cada, usando o al-
goritmo da multiplicação, precisamos de aproximadamenten2 operações simples. Por outro lado, para
fatorar um número em seus componentes primos, os métodos mais avançados conhecidos em máquina
de Turing gastam um tempo que aumenta exponencialmente com onú ero de dı́gitos. Para esses ca-
sos, onde o crescimento da complexidade computacional é expon ncial, dizemos que o problema não
tem uma solução eficiente. A mecânica quântica tem propriedades que podem vir em auxı́lio a essa
dificuldade, como asuperposiç̃ao de estados que veremos na subseção 3.2.1.
Os problemas que os computadores clássicos podem resolverem tempo polinomial formam a
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classe P (Polynomial time) de complexidade. Por exemplo, o problema de ir de uma cidade para a outra
a partir de um certo mapa rodoviário comn cidades. Para um valor den grande, o número de passos
computacionais necessários para resolver o problema aumenta comn2. Outra classe de problemas é
conhecida como NP (Nondeterministic polynomial time), e éformada pelos problemas cujas soluções
são facilmente verificadas, ou seja, uma vez encontrada umasolução, ela pode ser reconhecida como
correta no tempo polinomial, mesmo que seja difı́cil encontrar tal solução. A classe P está contida na
classe NP, e esta última contém um grande número de problemas de interesse prático. Por exemplo,
a fatoração de um número den dı́gitos em seus fatores primos. Se tivermos a solução, será fácil
verificar se ela é de fato a resposta em tempo polinomial, bastando para isso multiplicar os fatores
primos. Por outro lado, já foi mencionado que encontrar essa re posta requer uma complexidade de
ordem exponencial. O problema de fatoração se encontra naclasse NP, e acredita-se que ele não
pertença a classe P, pois não se conhece nenhum algoritmo em c mputação clássica que seja capaz de
resolvê-lo em tempo polinomial. Os problemas NP mais difı́ceis formam outra classe chamada NP
completo. Por exemplo, o problema de colorir todos os paı́ses de um dado mapa, usando apenas três
cores, sem que paı́ses vizinhos sejam da mesma cor. Se for encontrado um algoritmo eficiente para
qualquer um dos problemas dessa classe, então o algoritmo pode ser adaptado para resolver também
todos os outros problemas NP. Dispor de tal algoritmo significa que a classe P seria igual à classe NP.
Essa é uma discussão que divide muitos especialistas em computação.
A computação quântica se encaixa nesse panorama da complexidade em uma classe chamada
BQP (Bound-error, quantum, polynomial time). Essa classe ´e formada pelos problemas que podem
ser resolvidos eficientemente por computadores quânticos, isso inclui todos o problemas P e também
alguns outros problemas NP, como o da fatoração e o problema do logaritmo discreto. No entanto,
outros problemas NP e todos os NP completos estão fora da classe BQP, ou seja, um computador
quântico não seria capaz de solucioná-los em tempo polinomial. Por outro lado, a classe BQP pode
ir além da NP, o que significa que os computadores quânticospodem resolver certos problemas mais
rapidamente que os computadores clássicos e ainda verificar a resposta. Além dessas classes, existe
também a classe PSPACE formada pelos problemas que um computador convencional pode resolver,
porém utilizando um número exponencial de passos. Note que, as classes NP e BQP estão contidas na
classe PSPACE. Por esses, e outros motivos que veremos adiante, a computação quântica parece ser
tão promissora.
Depois de observar que computadores clássicos tinham grandes dificuldades para simular sistemas
quânticos, mesmo os mais simples, o fı́sico Richard Feynman, em 1982, propôs pela primeira vez a
idéia de um computador baseado nos princı́pios da mecânica quântica, [28]. No entanto, a atual
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concepção de um computador quântico deve-se ao fı́sico David Deutsch, [23]. Ao tentar consolidar
a tese de Church-Turing quanto às teorias fı́sicas, ele perceb u que o aparato computacional a ser
usado deveria se basear nos princı́pios da mecânica quântica. A conjectura de Deutsch, de que um
computador universal é suficiente para simular eficientemente um sistema fı́sico arbitrário, ainda não
foi provada, nem refutada.
Após Deutsch descrever um computador quântico, houve muitos avanços na pesquisa sobre a
capacidade desses computadores. Alguns resultados mostraram uma discreta vantagem desses sobre
os computadores clássicos, porém um resultado obtido pelo matemático Peter Shor em 1994 deu
força a idéia de que computadores quânticos seriam de fato m is eficientes do que os computadores
clássicos. O algoritmo de Shor é o mais famoso e promissor resultado em termos da velocidade
de um computador quântico, isso porque ele resolve um problema prático muito mais rapidamente
do que os algoritmos conhecidos até então. Shor mostrou que usando caracterı́sticas quânticas, um
computador quântico seria capaz de fatorar um número comn dı́gitos com uma quantidade de passos
computacionais que cresce polinomialmente emn, [69]. Como já foi mencionado, em computadores
convencionais, os melhores algoritmos conhecidos exigem recursos que crescem exponencialmente.
O problema da fatoração de inteiros em componentes primosé famoso no mundo matemático, e
tem sua principal aplicação prática em criptografia, como por exemplo, em esquemas de codificação
de dados usados por bancos ou em páginas da internet. Isso explica o impacto do trabalho de Shor.
Devido ao enorme sucesso desse algoritmo, muitos pesquisadore entraram na busca por outros al-
goritmos quânticos eficientes. A principal descoberta depois do algoritmo de Shor foi feita em 1996
pelo matemático Lov Grover. O algoritmo proposto por Grovefaz uma busca numa base de dados,
encontrando ı́tens especı́ficos que tenham propriedades pré-determinadas, [43]. No caso clássico, para
encontrar um item em uma lista deN ı́tens, ondeN cresce exponencialmente à medida que o tama-
nho do problema aumenta, são necessárias cerca deN operações. O algoritmo de Grover, usando
propriedades quânticas, resolve esse mesmo problema com apenas
√
N operações, o que representa
um número muito menor de passos. Apesar de oferecer somenteum ganho quadrático de veloci-
dade, esse é um avanço significativo, especialmente por setratar de um algoritmo bastante usado em
outros problemas. Uma caracterı́stica de muitos algoritmos quânticos e que pode ser observada nos
algoritmos de Shor e Grover, é a possibilidade de avaliar funções f (x) para diferentes valores dex
simultaneamente, tal particularidade é conhecida comoparalelismo qûantico.
Ao longo da última década pesquisadores mostraram que algoritmos semelhantes e mais modes-
tos, são o limite para muitos outros problemas, [67]. A pesquisa sobre novos algoritmos quânticos
continua, no entanto não é apenas nessa linha que se desenvolve a pesquisa em computação quântica.
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Em 1984, os fı́sicos Charles Bennett e Gilles Brassard desenvolv ram o primeiro protocolo de cripto-
grafia quântica, possibilitando trocas de mensagens com segurança absoluta, [9]. O esquema envolve
a troca de partı́culas quânticas de luz (fótons). Na década de 1990, a propriedade quântica conhecida
comoemaranhamentofoi bastante investigada no sentido de ser utilizada para solucionar problemas
de processamento de informação. Seguiu-se uma quantidade enorme de trabalhos publicados nesse
tema. Em 1991, Artur Ekert demonstrou como utilizar o emaranhamento para distribuir chaves crip-
tográficas imunes à espionagem, [27]. Em 1992, Charles Bennett e Stephen Wiesner mostraram como
transmitir dois bits clássicos de informação, transmitindo somente um bit quântico, um resultado co-
nhecido comocodificaç̃ao superdensa, [10]. Em 1993 uma equipe internacional formada por seis
colaboradores explicou como é possı́vel deslocar estadosquânticos de um lugar para outro, mesmo
quando não existe um canal de comunicação, usando o emaranhamento, em um processo conhecido
comoteletransporte qûantico, [55]. E muitas outras aplicações estão sendo estudadas.
Por outro lado, em 1995 Benjamin Schumacher enunciou um análogo quântico do teorema da
codificação para canais sem ruı́do de Shannon, [66], e pôddefinir o “bit quântico” como um recurso
fı́sico tangı́vel, dando origem àteoria da informaç̃ao qûantica. A importância dessa nova área atraiu
investimentos de governos e também da indústria. Hoje a teoria quântica de correção de erros está bas-
tante desenvolvida, e permite que um dia os computadores quˆanticos operem efetivamente na presença
de ruı́do, além de permitir também a comunicação de canais quˆ nticos ruidosos de forma confiável.
A grande dificuldade de efetuar uma computação quântica está envolvida com uma propriedade
quântica da superposição. A grosso modo, a superposiç˜ao de estados permite que um objeto quântico
assuma várias posições ao mesmo tempo até ser feita umaobservaç̃ao ou medida. Imediatamente
após a medida, uma única posição é selecionada e o objeto passa a se comportar como um objeto
clássico. Enquanto o objeto está em um estado de superposição é possı́vel manipular esse estado e
obter vantagens computacionais, porém basta uma simples obs rvação e essa informação colapsa para
uma única posição, consequentemente perdendo a superposição. Isso torna a informação quântica
bastante vulnerável.
Esse processo de desaparecimento das superposições é chamadodescoer̂enciaou decoer̂encia. A
decoerência é o fenômeno de decaimento de estados em superposições e se deve a interação entre os
sistemas e o ambiente que o cerca. Para evitar esse tipo de probl ma e preservar os estados quânticos
é necessário isolar bem o sistema do resto do mundo. Essa taref n˜ o é tão complicada para siste-
mas pequenos, entretanto para sistemas maiores torna-se muito difı́cil. Para contornar esse problema
podemos usar a teoria de informação quântica.
Durante uma computação clássica são cometidos pequenos erros que passam desapercebidos por-
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que são monitorados e corrigidos através de códigos corretores de erros antes que o resultado che-
gue ao receptor. Porém, a decoerência dificulta que um process semelhante possa ser feito no caso
quântico, pois qualquer observação durante o processo destrói a superposição.
Em teoria esse problema pode ser solucionado através doscó igos qûanticos corretores de erros
(ou simplesmente QECC). A correção quântica de erros mostra que a teoria da informação quântica é
um referencial útil para estudar o mundo, pois são necess´ario esquemas para anular as perturbações
que podem destruir os frágeis estados quânticos. A construção de tais códigos está fortemente baseada
nas propriedades de códigos lineares clássicos. Shor propôs o primeiro QECC, um análogo quântico
para o código de repetição clássico, [70]. Independentemente outro código quântico foi proposto por
Steane em [72]. Esses códigos foram depois aprimorados pelcódigos CSS, definidos por Calderbank
e Shor, [15], e Steane [73]. Em [38], Gottesman propõe uma classe de códigos mais abrangente
chamadacódigos estabilizadores, da qual os códigos CSS fazem parte. Veremos mais sobre esses
códigos nas seções 3.4 e 3.5. Muitos outros trabalhos nessa área estão sendo desenvolvidos desde que
Shor possibilitou a correção quântica de erros.
Esse modelo de computação quântica é baseado no modelo adotado pela computação clássica, mas
existem outros modelos tais como, computação quântica baseada em medidas e computação quântica
adiabática, [32].
Atualmente, as pesquisas na área de computação quântica se dividem em dois caminhos: a cons-
trução de um computador quântico real e a formulação dos pr gramas que serão executados nesse
computador. Nesta última, muitas pesquisas estão sendo desenvolvidas em busca de algoritmos, pro-
tocolos de criptografia e correção de erros. Quanto à construção de um computador quântico, o oti-
mismo inicial sofreu um certo abalo devido às dificuldades para contornar os problemas de fragilidade
da informação quântica e o caráter quase inevitável deerros de inicialização. Porém houve vários
avanços na construção dos primeiros protótipos. Hoje acomputação quântica se encontra num ponto
semelhante ao que se encontrava a computação clássica nadécada de 1930. Muitas tecnologias estão
sendo estudadas, mas ainda não há uma proposta completamente definida.
De qualquer maneira, seja qual for a proposta experimental par a construção de um computa-
dor quântico, esta deve satisfazer duas condições básicas: permitir acesso ao sistema e impedir que
interações com o ambiente venham a destruir rapidamente as superposições. Além dessas condições,
existem também outros problemas como, por exemplo, fazer com que o sistema seja escalonado. As
principais propostas experimentais que estão sendo atualmente investigadas são: os pontos quântico,
ressonância magnética nuclear, átomos de fósforo de silı́cio, armadilhas de ı́ons, supercondutores,
entre outras. Para um aprofundamento neste assunto sugerimos as referências [14, 32, 56].
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Enquanto isso, podemos começar a desfrutar de algumas tecnologias associadas a essa pesquisa
bem antes de conseguirmos construir um computador quântico de porte. Algumas delas são: a criação
e uso de partı́culas emaranhadas que permitem a utilização da criptografia quântica com segurança
absoluta, também estão sendo testados vários outros protocol s de comunicação que utilizam sis-
temas quânticos de modo eficiente, e a produção de materiais dispositivos sofisticados em escala
nanoscópica que estão sendo produzidos, [32].
Apesar de todas as dificuldades que a computação quânticatem enfrentado, não há como negar
sua importância e a necessidade de que as pesquisas continuem. A principal motivação é que em
um computador quântico poderemos simular sistemas quânticos. Esse problema é fundamental para
áreas como quı́mica e nanotecnologia, e sua importância pode ser comprovada se observarmos que
alguns Prêmios Nobel têm sido concedidos mesmo para avanc¸os parciais nessa área, [67]. Além
dessa inquestionável aplicação, ainda temos os ganhos computacionais promovidos pelos algoritmos
de Shor e Grover.
Vale lembrar que apesar das aparentes limitações desses computadores, não há nenhuma razão que
demonstre sua inviabilidade. Finalizamos essa seção citndo Scott em [67]: “As limitações aumentam
nossa crença de que a computação quântica será possı́vel afinal - porque quanto mais uma tecnologia
proposta se parece com uma caricatura da ficção cientı́fica, mais céticos nos tornamos”.
3.2 Meĉanica Quântica
“Pode-se dizer com segurança que ninguém entende a mecânica qûantica.”
-Richard Feynman
As teorias fı́sicas baseadas nos estudos de Newton, e outrospesquisadores, conhecida agora como
fı́sica cĺassicaou meĉanica cĺassica, não foram eficazes ao tentar explicar a natureza do mundo em
escala atômica. Isso porque objetos tão pequenos são diferentes de objetos grandes aos quais a fı́sica
clássica está acostumada. O ponto a partir do qual um objeto é considerado “pequeno” e seu comporta-
mento torna-se diferente, depende de uma propriedade fundament l da Natureza, a constante universal
ℏ conhecida comoconstante de Planck, que aparece na maioria das equações quânticas.
Ao contrário da mecânica clássica, a mecânica quântica ão é intuitiva, parece estar em desacordo
com o que estamos acostumados a observar. No entanto, é a única teoria capaz de explicar o compor-
tamento da matéria em escala atômica, e além disso, muitas previsões dessa teoria se aplicam também
com sucesso a objetos macroscópicos, o que torna o domı́niode aplicação da mecânica quântica muito
maior do que o mundo microscópico.
32 Capı́tulo 3. Códigos Quânticos Corretores de Erros
Nesta seção descreveremos os principais aspectos de duaspropriedades fundamentais da mecânica
quântica que são importantes para a computação quântica, a saber asuperposiç̃aoe oemaranhamento.
3.2.1 A propriedade da superposiç̃ao
Conhecemos ainterfer̂enciacomo uma propriedade das ondas, que ocorre quando perturbac¸ões
de diferentes fontes se encontram e se combinam somando em algu as regiões e subtraindo ou can-
celando em outras. Essas perturbações são também chamadasamplitudes. A interferência requer
distribuições extensas e sobrepostas. A fı́sica clássidescreve as partı́culas como algo com posição
bem-definida e que não produzem interferência. Ao passo que na fı́sica quântica as partı́culas são
descritas como ondas, e podem apresentar os efeitos da interferência.
Quando um resultado pode ser obtido por várias maneiras diferentes, umamplitudeé associada
a cada uma dessas possı́veis maneiras. A amplitude pode ser positiva ou negativa, com os diferentes
percursos podendo se somar ou subtrair, até mesmo se anular, uns com os outros e resultar em inter-
ferência, como ocorre com as ondas. Por esse motivo, a amplitude é freqüentemente chamadafunç̃ao
onda.
Ao multiplicar a amplitude por si mesma, obtemos umadistribuição de probabilidades, que indica
qual a probabilidade de uma partı́cula se encontrar em uma determinada posição. Se as diferentes am-
plitudes se combinam em certas regiões, então aumenta a prob bilidade de se encontrar partı́culas nes-
sas regiões. Por outro lado, se em alguns lugares as amplitudes se cancelam mutuamente, então a pro-
babilidade de se encontrar partı́culas nesses lugares diminui. A menos que a probabilidade seja zero, e
nesse caso pode-se dizer com certeza que a partı́cula não seencontra nesse estado, não é possı́vel dizer
em que estado a partı́cula estará. Porém, se existir um número muito grande de partı́culas, é possı́vel
dizer com bastante precisão o lugar onde essas partı́culasestão.
Em suma, a mecânica quântica se refere a partı́culas comoestadoseamplitudes. Quando se eleva
ao quadrado uma amplitude, obtém-se umadistribuição de probabilidadeque fornece aprobabilidade
de se obter um dos vários resultados ao se fazer umaobservaç̃ao. O valor obtido em cada observação
parece ser aleatório e imprevisı́vel, mas se forem feitas muitas observações, o resultado médio pode
ser previsto com precisão.
Umasuperposiç̃ao de estadośe obtida quando se soma todas as amplitudes. Isso significa que
partı́cula está fazendo tudo o que é possı́vel. Classicamente, isso é um fato contraditório.É como se
a partı́cula pudesse estar simultaneamente em várias posições diferentes. Além disso, a interferência
mostra que as probabilidades estão todas presentes e influenciam umas às outras.
O sistema fica numa superposição de estados até que umaobservaç̃aooumedidaseja feita, ou seja,
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até que se olhe o que o sistema está fazendo. Ao se fazer isso, uma única possibilidade é selecionada
e esta será a única ocorrência do sistema. Todas as outraspossibilidades que estavam acontecendo
no sistema simplesmente desaparecem, ou se anulam, e o estadobservado passa a ser o único real.
Mas a possibilidade observada não é obtida através de umaescolha. Na verdade, ela é determinada
pelas probabilidades dos vários estados quânticos. As amplitudes proporcionam as probabilidades dos
diferentes resultados, mas não estabelecem o que vai acontecer. Isso é puro acaso, e somente é fixado
após feita uma observação.
A seleção de uma única possibilidade e a redução de todas as outras amplitudes, é conhecido como
o problema da medida. Este é um problema muito diferente de outros comportamentos quânticos, e
existem várias “respostas” para ele, mas nenhuma é universalmente aceita. Convencionalmente, a
mecânica quântica afirma que quando for possı́vel que coisas diferentes aconteçam em um sistema
fı́sico, haverá uma amplitude associada a cada uma dessas possibilidades e a soma de todas as ampli-
tudes resulta em uma superposição de estados, podendo haver interferência entre as amplitudes indi-
viduais. Não havendo influências externas, as amplitudesse alterarão de maneira suave e previsı́vel de
modo que ao se fazer uma medida chega-se a um valor correspondnte a uma dessas amplitudes e as
demais desaparecerão. Imediatamente após a medida, o valor da mplitude passa a ser uma quantidade
conhecida.
Assim, a superposição, uma das principais caracterı́sticas de objetos microscópicos que seguem as
regras da mecânica quântica, é a possibilidade de um objeto quântico assumir uma combinação pecu-
liar de probabilidades que seriam mutuamente excludentes de acordo com a nossa intuição clássica.
Pode-se dizer que na mecânica quântica tudo que não é proibido, é compulsório, inclusive processos
classicamente impossı́veis, tais como a penetração de partı́cul s através de uma estreita barreira de
energia. Esse fato é possı́vel porque a amplitude associada a possibilidade de uma partı́cula penetrar
tal barreira não é nula, apesar de ser menor. Isso dá margea uma pequena probabilidade para que
a partı́cula possa aparecer do outro lado da barreira, tendoaparentemente atravessado uma barreira
aparentemente intransponı́vel, esse processo é chamadotunelamento.
Depois de definir a superposição, vejamos como essa caracterı́sti a quântica pode ajudar na com-
putação. Na computação clássica temos apenas dois estados, 0 e 1, e apenas um deles pode ser usado
por vez. Já na computação quântica, a superposição nos permite ser mais versáteis. Temos vários
estados que podem ser usados simultaneamente até que seja fita uma medida. Isso possibilita pro-
cessamentos fortemente paralelos. Entretanto, para que essa propriedade seja usada com eficiência é
preciso manipular esse estado de superposição para que o resultado da medida traga ganho computaci-
onal. Em geral, as manipulações vão alterar as amplitudes associadas a cada posição, e a medida final
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vai revelar a partı́cula em alguma das posições com uma probabilidade que só depende das amplitudes
de probabilidades imediatamente antes da medida. Enquantoevitarmos medir a posição, essas ampli-
tudes “fluem” da maneira que quisermos, assim como uma onda pode mudar de forma. Ao medirmos
a posição destruı́mos a superposição, e a partı́cula volt a se comportar classicamente. Enfatizamos
que uma partı́cula nunca aparece dividida entre posições, ma sempre em uma posição ou na outra,
como é esperado que uma partı́cula faça.
O algoritmo de Shor é um exemplo do uso eficiente de manipulac¸ões em um estado de superposição,
e é devido a isso que este algoritmo oferece um ganho computacional de ordem exponencial.
Ao mesmo tempo que as superposições podem fornecer vantagem computacional, foi visto na
Seção 3.1 que a decoerência é uma das principais dificuldades na construção de computadores quânticos.
Para que essa vantagem seja de fato aproveitada é necessário ntender como um número relati-
vamente pequeno de operações quânticas pode ser equivalnte um número muito maior de passos
computacionais clássicos. A manipulação do estado de sup rposição, que é um passo computacional
absolutamente quântico, está por trás desse fato.
Exemplo 3.1 Neste exemplo consideramos partı́culas como eĺetrons e f́otons para compreender al-
gumas propriedades das partı́culas.
Elétrons (ou f́otons) t̂em associados a eles uma função onda, ou amplitude, e esta amplitudeé
uma superposiç̃ao de todas as coisas que essas partı́culas poderiam estar fazendo. No entanto, tais
part́ıculas s̃ao totalmente id̂enticas umas com as outras, e por isso não h́a como saber quando dois
elétrons (ou f́otons) permutaram. Isso significa que a função onda total seŕa uma superposiç̃ao de
todas as amplitudes para as quais um par diferente tenha sidotrocado.
Sabemos que a probabilidade de se fazer uma observação é dada pelo quadrado da sua função
onda ent̃ao, é claro que este valor ñao seŕa alterado quando duas partı́culas s̃ao permutadas. Entre-
tanto, j́a foi dito que a amplitude pode ser positiva ou negativa, issosignifica que a amplitude pode
mudar de sinal quando duas partı́culas trocam de lugar e ainda assim a probabilidade não ser alte-
rada. É como multiplicar a amplitude por−1. A mudança de sinal parece um detalhe sem maiores
conseqûencias, mas isso não é totalmente verdade. As partı́culas para as quais a amplitude muda de
sinal quando duas delas são permutadas, s̃ao chamadasférmions. Um exemplo de partı́culas do tipo
férmion s̃ao os eĺetrons. H́a tamb́em as part́ıculas cujas amplitudes não mudam nunca quando elas
são permutadas, essas são conhecidas comobósons. Os f́otons s̃ao exemplos de bósons. O fato do
sinal de uma amplitude mudar ou não quando duas partı́culas trocam de estado realmente importa
para um sistema de partı́culas. Isso porque, devido ao Princı́pio de Exclus̃ao de Pauli, ñao se pode
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ter dois f́ermions no mesmo estado. Por exemplo, os elétrons podem ser de dois tipos:spin-up espin-
down. De acordo com o prinćıpio de exclus̃ao de Pauli se um estado já tiver um spin-up, no mesmo
estado śo podeŕa haver mais um spin-down. O spin pode ser usado para codificarbits qûanticos. Ao
contrário dos f́ermions, os b́osons ñao obedecem a esse princı́pio, e portanto, se dois bósons estiverem
no mesmo estado e permutarem de lugar, realmente não fará diferença alguma.
Mais informações sobre partı́culas elementares pode serencontrada em [1].
3.2.2 A propriedade de emaranhamento
Nesta subseção apresentamos uma das mais inacreditáveis c racterı́sticas quânticas, oemara-
nhamento. Tal caracterı́stica possibilita a criação de conjuntosde partı́culas que apresentam fortes
correlações entre suas propriedades. A essa propriedade´ dado o nome denão-localidade qûantica,
um termo que indica que os resultados parecem depender do queestá sendo medido em vários locais
ao mesmo tempo.
Estados emaranhados são caracterizados por serem bem definidos apenas como um todo, ou seja,
todas as suas propriedades estão armazenadas nas caracterı́sticas globais do estado, e não em cada
partı́cula individual, não importando a distância entreeles. Assim, qualquer interação com um estado
emaranhado, como por exemplo, uma medida, afeta simultaneamente tudo que está emaranhado com
ele. A definição formal de emaranhamento quântico é dadana próxima seção, pois é necessário
algumas definições e notações que só serão apresentadas lá.
O emaranhamento é um recurso fı́sico quantificável que permite executar tarefas de processamento
de informações. A importância dada a essa propriedade écomparada a importância da energia, da
informação, da entropia ou de qualquer outro recurso fundamental da Natureza. Ainda não existe uma
teoria completa sobre emaranhamento, porém os progressosfeitos nesse estudo apontam na direção
de aplicações surpreendentes na computação e informac¸ão quântica, [56].
Uma das principais aplicações do emaranhamento está relacionada à criptografia quântica, que ex-
plora a não-localidade quântica para transmitir mensagens com segurança absoluta. Outra aplicação é
no teletransporte quântico, como vimos na seção anterior. Há ainda aplicações em codificação de da-
dos de forma mais robusta contra erros, sincronização mais efic ente de relógios distantes, autenticação
bancária, etc.
3.3 Informação e Computaç̃ao Quântica
“Information is physical.”
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-Rolf Landauer.
Ao contrário do que possa parecer, a informação não é algo abstrato, ou puramente matemático. A
informação é uma entidade concreta, uma manifestaçãofı́sica. A concretude da informação quântica
respeita as leis da fı́sica quântica, assim como a informac¸ão clássica respeita as leis da fı́sica clássica.
No entanto, por esse ser um assunto ainda em desenvolvimento, existe uma confusão no que diz
respeito ao conceito de informação quântica. O termo “informação quântica” é usado tanto para as
operações relacionadas com o processamento da informação por meio da mecânica quântica, como
também para o estudo das tarefas básicas no processamentoda i f rmação quântica. O primeiro caso
inclui aplicações tecnológicas como computação quântic , teletransporte quântico, entre outros. Já o
segundo, é análogo ao termo “teoria da informação clássic ”, [56].
Nesta seção apresentamos a unidade fundamental da informação quântica e suas interpretações,
bem como a execução da computação quântica através deportas lógicas quânticas. Para isso, fazemos
uma revisão de alguns conceitos de álgebra linear.
3.3.1 O bit quântico
A unidade fundamental da informação clássica é obit, que pode assumir dois estados: 0 ou 1.
Analogamente, a unidade da informação quântica é obit quântico ou qubit que pode assumir dois
estados:|0〉 e |1〉, e como vimos na seção anterior, também pode existir em uma superposição dos
estados|0〉 e |1〉. A notação “|·〉” é conhecida comonotaç̃ao de Dirac, e nesta forma recebe o nome de
ket. Apesar de parecer incomum para matemáticos e engenheiros, essa notação para estados quânticos
adotada pelos fı́sicos é padrão.
Os qubits são objetos fı́sicos. Por exemplo, um qubit pode ser uma partı́cula como um elétron,
onde umspin up representa o estado|1〉, um spin downrepresenta o estado|0〉, e os estados em
superposição de|0〉 e |1〉 envolvem simultaneamentespin upe spin down, [67]. Entretanto, iremos
descrever os qubits como objetos matemáticos com certas propriedades. Assim, a teoria geral não
dependerá de nenhum sistema quântico especı́fico.
Matematicamente, um qubit é um vetor em um espaço vetorialcomplexo bidimensional com pro-
duto interno, ou seja, um vetor no espaço de Hilbert. Uma maneir de representar um qubit é através
de uma seta apontando para um local sobre uma esfera. Essa esfera é conhecida comoesfera de Bloch
(Figura 3.1). Enquanto bits são representados apenas comouma seta apontando para cima no caso do
estado 1, e uma seta apontando para baixo para indicar o estad0, na esfera de Bloch o pólo norte equi-
vale ao estado|1〉, o pólo sul equivale ao estado|0〉, e os outros locais na esfera são as superposições
dos estados|0〉 e |1〉, [55]. A esfera de Bloch permite a visualização de muitas operações sobre qubits
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Figura 3.1: Esfera de Bloch.
A propriedade da superposição faz parecer que um qubit pode c nter uma quantidade infinita de
informações, devido ao fato de suas coordenadas poderem codificar uma sequência infinita de dı́gitos.
No entanto, essa conclusão é falsa, pois não há como extrair essa informação do qubit. Independen-
temente do tipo de mensuração, a medida de um qubit resultará sempre em um estado|0〉 ou |1〉. Se
o qubit estiver em um estado de superposição, a medida o far´ colapsar para algum estado especı́fico.
Mesmo assim, foi visto que essa propriedade é muito importante para a computação quântica.
Um estado de superposição para um qubit pode ser escrito naform
|ψ〉 = α|0〉+β |1〉,
ondeα,β ∈ C são as amplitudes dos estados|0〉 e |1〉, respectivamente, e satisfazem a condição
|α|2+ |β |2 = 1,
uma vez que|α|2 e |β |2 são as probabilidades de se encontrar os estados|0〉 e |1〉, respectivamente,
ao se medir o qubit|ψ〉, e como sabemos, a soma das probabilidades deve ser sempre igual a um.
Essa superposição de estados significa que o estado|ψ〉 está simultaneamente nos estados|0〉 e
|1〉. Após a medida, o estado deve colapsar para|0〉 ou |1〉 com suas respectivas probabilidades.
Os estados|0〉 e |1〉 formam uma base ortonormal deC2, chamadabase computacional.
Classicamente, ao considerar dois bits, obtemos quatro estados diferentes: 00, 1,10,11, que cor-
respondem respectivamente às representações binárias dos números 0,1,2 e 3. Analogamente, um sis-
tema quântico com dois qubits possui quatro estados na basecomputacional:{|00〉, |01〉, |10〉, |11〉}.
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Além disso, um par de qubits pode existir também em superposiçã desses quatro estados da seguinte
forma
|η〉 = α|00〉+β |01〉+ γ|10〉+δ |11〉,
com
|α|2+ |β |2+ |γ|2+ |δ |2 = 1.
No caso geral, o estado|ν〉 comn qubits, é uma superposição dos 2n estados|00. . .0〉, |00. . .1〉,
. . . , |11. . .1〉, onde a sequência dentro de cadaketé a representação binária dos números 0,1, . . . ,2n−











O estado|ν〉 pertence ao espaço vetorial complexo 2n dimensional.
3.3.2 Álgebra linear
Nesta subseção faremos uma breve revisão de alguns conceitos básicos de álgebra linear sob a
notação padrão utilizada na mecânica quântica. Para um profundamento maior nesse assunto sugeri-
mos as referências [56, 64, 78].



















A representação matricial é conveniente para compreender as operações que estão sendo realiza-
das, porém quando temos muitos qubits fica impraticável escrever em forma de matriz.
Em seguida definiremos operadores lineares e as principais caracterı́sticas relacionadas a eles,
além das operações de produto interno e produto tensorial.
Definimos umoperador linearentre os espaços vetoriaisV eW como uma aplicaçãoA : V →W,
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Em geral, usa-seA|v〉 para denotarA(|v〉). Dizemos que um operador linearA é definido no espaço
vetorialV, seA é um operador linear deV emV. O operador identidadeIV é definido pela equação
IV |v〉 ≡ |v〉 para todo|v〉 ∈V. A composição de dois operadoresA : V →W eB : W → X, ondeV,W e
X são espaços vetoriais, é dada por(BA)|v〉 = B(A|v〉) = BA|v〉.
Uma maneira equivalente, e mais conveniente, de descrever os operadores lineares é através de
suas representações matriciais. SejaA : V → W um operador linear entre os espaços vetoriaisV
e W, e suponha que{|v1〉, |v2〉, . . . , |vm〉} e {|w1〉, |w2〉, . . . , |wn〉} sejam bases deV e W, respecti-
vamente. Então, para cadaj ∈ {1,2, . . . ,m} existem números complexosA1 j ,A2 j , . . .An j tais que
A|v j〉 = ∑i Ai j |wi〉. Assim, a matriz correspondente ao operadorA é aquela cujas entradas são os
valoresAi j .
























Esses operadores formam um grupo multiplicativo não-abeli no G . Veremos a importância desses
operadores durante todo o trabalho.
Chamamos atenção para a notação de Dirac para um vetor dual. O dual de um vetor|v〉 ∈ Cn é o
vetor transposto de|v〉 cujos elementos são trocados pelos seus conjugados, e é denota o por〈v| que
é a notação de Dirac conhecida comobra. Assim,
〈v| = (|v〉)†,
onde † significa a conjugação transposta.
Como foi mencionado, um qubit é um vetor em um espaço vetorial complexo bidimensional com
produto interno. ConsidereV um espaço vetorial e|v〉, |w〉 ∈ V. Definimos o produto interno〈·|·〉 :
V ×V → C por
〈v|w〉 = (|v〉)†|w〉.




Os espaços de interesse para a computação quântica e informação quântica são espaços vetoriais
complexos de dimensão finita dotados de produto interno, ouseja, espaços de Hilbert. Portanto, os
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dois termos, espaço vetorial com produto interno e espaçode Hilbert, serão usados como termos
equivalentes no restante do trabalho.
Operadores lineares também podem ser representados através do produto interno usando o que é
conhecido como “representação de produto externo”. Seja|v〉 e |w〉 vetores dos espaços vetoriais com
produto internoV eW, respectivamente. O operador linear|w〉〈v| deV emW é dado por:
(|w〉〈v|)(|v′〉) ≡ |w〉〈v|v′〉 = 〈v|v′〉|w〉.
Um autovetorde um operador linearA em um espaço vetorial é um vetor não-nulo|v〉 tal que
A|v〉 = λ |v〉, ondeλ é um número complexo conhecido comoautovalordeA, correspondente a|v〉.
Todo operadorA tem pelo menos um autovalor e um autovetor correspondente. Oautoespaçocor-
respondente a um autovalorλ é o conjunto de vetores com autovaloresλ acrescido do vetor nulo.
Verifica-se que esse é um subespaço vetorial do espaço ondeA atua.
Umarepresentaç̃ao diagonalde um operadorA em um espaço vetorialV é uma representa-çãoA=
∑i λi |i〉〈i|, em que os vetores|i〉 formam um conjunto de autovetores ortogonais deA, com autovalores
correspondentesλi. Um operador é ditodiagonaliźavelse possui uma representação diagonal.
Definição 9 Seja A um operador linear no espaço de HilbertH . Chamamos de operador adjunto
ou conjugado Hermitiano de A emH , e denotado por A†, o único operador tal que para todos os
vetores|ν〉, |ω〉 ∈ H ,
(|ν〉,A|ω〉) = (A†|ν〉, |ω〉).
Da definição, segue que(AB)† = B†A†. Por convenção, o adjunto de um vetor|ν〉 é |ν〉† ≡ 〈ν|. Assim,
(A|v〉)† = 〈v|A†. Note também que,(A†)† = A.
Em termos de representação matricial de um operadorA, a conjugação Hermitiana transforma
a matriz deA em sua conjugada transposta, ou seja, emA† = (A∗)T , onde “∗” indica conjugação











Definição 10 Dizemos que um operador linear Aé Hermitiano ou auto-adjunto se A= A†.
Destacamos uma importante classe de operadores Hermitianos co hecida comoprojetores. SejaV
um espaço vetorial com dimensãod eW um subespaço deV com dimensãok. Usando o processo de
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Gram-Schmidt é possı́vel construir uma base ortonormal|1〉, |2〉, . . ., |d〉 deV, tal que|1〉, |2〉, . . .|k〉






Pode-se verificar que esta definição independe da base|1〉, |2〉, . . .|k〉 deW. Da definição segue que,
|v〉〈v| é Hermitiano para qualquer|v〉, de modo queP é Hermitiano. Ocomplemento ortogonaldeP
é o operadorQ ≡ I −P que é um projetor sobre o espaço|k+ 1〉, . . . |d〉. A ação de projeção deP
resultará no processo de medida quântica.
Diz-se que um operadorA énormalseA†A = AA†. Assim, um operador Hermitiano é normal. Se
um operadorA é tal queA†A = AA† = 1, então esse operador é ditounitário. Note que, os operadores
de Pauli são Hermitianos e unitários.
Definiremos abaixo oproduto tensorial, que é uma forma de juntar espaços vetoriais para obter
um outro espaço vetorial maior. Esse procedimento é muitoútil para a descrição da mecânica quântica
de sistemas com muitas partı́culas.
SejamV eW espaços de Hilbert de dimensõesmen, respectivamente. O produto tensorialV⊗W é
um espaço vetorial de dimensãomn, cujos elementos são combinações lineares de produtos tensoriais
|v〉⊗|w〉 dos elementos|v〉 ∈V e |w〉 ∈W. Em particular, o produto tensorial de bases ortonormais de
V eW é uma base deV ⊗W. Pode-se escrever|vw〉 ou |v〉|w〉 em vez de|v〉⊗ |w〉.
ConsidereV eW espaços vetoriais. O produto tensorial deve satisfazer asseguintes propriedades:
• z(|v〉⊗ |w〉) = (z|v〉)⊗|w〉 = |v〉⊗ (z|w〉), onde|v〉 ∈V, |w〉 ∈W ez∈ C;
• (|v1〉+ |v2〉)⊗|w〉 = |v1〉|w〉+ |v2〉|w〉, onde|v1〉, |v2〉 ∈V e |w〉 ∈W;
• |v〉⊗ (|w1〉+ |w2〉) = |v〉|w1〉+ |v〉|w2〉, onde|v〉 ∈V e |w1〉, |w2〉 ∈W.
SeA eB são operadores, respectivamente, emV eW, pode-se definir o operadorA⊗B emV ⊗W
por
(A⊗B)(|v〉⊗ |w〉)≡ A|v〉⊗B|w〉,
para todos os elementos|v〉⊗|w〉 ∈V ⊗W. Mostra-se queA⊗B é de fato um operador linear atuando
emV ⊗W. Além disso, qualquer operador linearC : V ⊗W →V ′⊗W′ pode ser representado como
uma combinação linear de produtos tensoriais de operadoresA : V →V ′ e B : W →W′. Pode-se usar





b j |v′j〉⊗ |w′j〉) = ∑
i j
a∗i b j〈vi|v′j〉〈wi |w′j〉.
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Todas as outras noções como operador adjunto, unitário eHermitiano, são naturalmente estendidas
paraV ⊗W.
Ainda introduzindo algumas notações,|ψ〉⊗n e A⊗n significam os produtos tensoriais de|ψ〉 e de
A, por eles mesmosn vezes.
Essa discussão sobre produto tensorial pode se tornar maisclara usando uma representação matri-
cial conhecida comoproduto de Kronecker.





A11B A12B · · · A1nB





Am1B Am2B · · · AmnB

 ,
ondeAi j é o elemento localizado na linhai e coluna j da matrizA e cada termoAi j B denota uma
sub-matrizp×q cujos elementos são os produtos deAi j por cada elemento da matrizB.








































Outra definição importante que será usada nos próximos capı́tulos se refere às relações de comutação
entre os operadores lineares.
Definição 12 Sejam A e B dois operadores lineares em um mesmo espaço vetorial. Definimos o
comutador entre A e B como
[A,B] = AB−BA.
Se[A,B] = 0, dizemos que A e B comutam. Analogamente, podemos definir o ant c mutador como
{A,B} = AB+BA.
Se{A,B} = 0, dizemos que A e B anticomutam.
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O comutador e o anticomutador nos proporcionam algumas importantes propriedades de pares de
operadores. Talvez a principal seja a conexão entre o comutador e a propriedade de diagonalização
simultânea de operadores.
Teorema 4 (Teorema da diagonalizaç̃ao simultânea) [56]Sejam A e B operadores Hermitianos.
[A,B] = 0 se, e somente se, existir uma base ortonormal tal que A e B sejam ortonormais nesta base.
Neste caso, diz-se que A e B são simultaneamente diagonalizáveis.
Ou seja, duas matrizes que comutam entre si são simultaneame te diagonalizáveis. Assim, pode-
mos medir o autovalor de uma delas sem destruir os autovetores da outra.
Pode-se verificar facilmente que as relações de comutaç˜ao para os operadores de Pauli são:
[σx,σy] = 2iσz, [σy,σz] = 2iσx, [σz,σx] = 2iσy.
E as relações de anticomutação para os mesmos são:
{σi,σ j} = 0
parai 6= j, i = 1,2,3.
Como havia sido prometido na subseção 3.2.2, abaixo definimos formalmente um emaranhamento
quântico.
Um estado de dois qubits pode ou não ser o resultado do produto tensorial de estados de um qubit.
Considere os estados de um qubit|ψ〉= α|0〉+β |1〉 e |ϕ〉= γ|0〉+δ |1〉, ondeα,β ,γ,δ ∈C. O estado
definido pelo produto tensorial de|ψ〉 e |ϕ〉 é:
|ψ〉⊗ |ϕ〉 = (α|0〉+β |1〉)⊗ (γ|0〉+δ |1〉)
= αγ|00〉+αδ |01〉+βγ|10〉+βδ |11〉. (3.1)
Um estado de dois qubits genéricoa|00〉+b|01〉+c|10〉+d|11〉 é da forma 3.1 se, e somente se,
a = αγ, b = αδ ,
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Assim,ad= bc. Portanto, um estado de dois qubits, em geral, não é o produto tensorial de estados de
um qubit. Quando isso acontece, dizemos que o estado está emar nhado. Por exemplo, o estado|10〉




























é um estado emaranhado, pois não pode ser escrito como produto tensorial de estados de um qubit.

















conhecidos como estados de Bell ou pares EPR (Einstein - Podolsky - Rosen). Estes estados servem
como unidade básica de emaranhamento em muitas aplicações de criptografia quântica.
Em geral, um estado|ν〉 em um espaço vetorial é dito emaranhado se não puder ser escrito como
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0 0 0 12
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




















⊗ [0 1] .
Paran qubits, um estado emaranhado, conhecido comoestado GHZ, é dado por
1√
2
(|00. . .0〉+ |11. . .1〉).
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3.3.3 Portas qûanticas
Assim como os circuitos de computadores clássicos contémfios e portas lógicas que transportam
e manipulam a informação, um computador quântico é construı́do a partir de um circuito quântico
contendo também fios e portas lógicas quânticas que transportam e manipulam a informação quântica
de um lado para outro.
A inicialização da computação quântica é feita com a preparação de alguns qubits iniciais com os
dados de entrada do problema. As portas lógicas sobre o sistema quântico operam sequencialmente
nos qubits de acordo com o algoritmo, mudando as amplitudes que descrevem a superposição. Depois
da aplicação das portas lógicas, o resultado da computac¸ão é obtido através de medidas em alguns
qubits pré-escolhidos.
Para um bit clássico, a única porta não trivial é conhecida omo portaNOT cuja operação trans-
forma 0 em 1, e 1 em 0. Para muitos bits clássicos, temos as portas l´ gicasAND, OR, XOR, NAND e
NOR, cujas ações são descritas na Tebela 3.1. Um importante resultado mostra que qualquer função
sobre bits pode ser computada a partir da composição somente d portasNAND, portanto dizemos que
esta é uma portauniversal.
bit de entrada AND OR XOR NAND NOR
00 0 0 0 1 1
01 0 1 1 1 0
10 0 1 1 1 0
11 1 1 0 0 0
Tabela 3.1: Portas lógicas para dois bits.
No caso quântico também temos a portaNOT dada pela matriz de PauliX, conhecida como
operadorbit flip, que transforma|0〉 em |1〉 e |1〉 em |0〉. A ação deX no estado de superposição












A propriedade linear é geral na mecânica quântica, e muito bem embasada experimentalmente.
Do contrário, comportamentos não-lineares poderiam levar a paradoxos tais como viagens no tempo,
comunicação mais rápida do que a luz e violação das leisda termodinâmica, [56].
Podemos descrever as portas quânticas sobre um qubit por matrizes 2×2. É importante observar
que a condição|α|2+ |β |2 = 1 para um estado quântico|ψ〉 = α|0〉+β |1〉 também deve ser satisfeita
pelo estado|ψ ′〉= α ′|0〉+β ′|1〉 após a aplicação da porta lógica, ou seja,|α ′|2+ |β ′|2 = 1 . Portanto a
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matriz que representa a porta lógica deve ser unitária. Essa é a única condição imposta sobre as portas
quânticas. Assim, qualquer matriz unitária especifica umporta lógica quântica.
Pode-se concluir que as matrizes de Pauli são portas lógicas quânticas. Em especial, a portaZ,
conhecida comoperador phase flip, age trocando o sinal do estado|1〉
Z|0〉 = |0〉
Z|1〉 = −|1〉.
Não existe uma porta análoga a essa no caso clássico.
Outra porta para um qubit, muito importante, é conhecida como porta de Hadamard, cuja repre-









Essa porta transforma o estado|0〉 no estado|+〉 = 1√
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(|0〉+ |1〉) e o estado|1〉 no estado|−〉 =
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A porta de HadamardH permite colocar um qubit num estado de superposição dos val res|0〉 e |1〉
com amplitudes iguais.
Na Tabela 3.2 mostramos como as portas para um qubit,X,Z e H, agem.
bit de entrada X Z H
|0〉 |1〉 |0〉 |+〉
|1〉 |0〉 −|1〉 |−〉
Tabela 3.2: Portas quânticas para um qubit.
Uma importante porta lógica quântica para mais de um qubité aNOT-controlada, ou simplesmente
CNOT. Essa porta tem dois qubits de entrada, conhecidos comoqubit de controleequbit alvo. A porta
CNOT age no qubit alvo, trocando-o de|0〉 para|1〉 e de|1〉 para|0〉, se o qubit controle for o estado
|1〉. Se o qubit controle for colocado no estado|0〉, nada acontece com o qubit alvo, veja Tabela 3.3.
Outra maneira de descrever a portaCNOT é vê-la como uma generalização da porta clássicaXOR:
|a,b〉 → |a,b⊕a〉, onde⊕ é a adição módulo 2. Também podemos representar a portaCNOT através
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1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 .
Note que essa matriz é unitária. O fato de qualquer porta quântica ser uma matriz unitária, implica
que sua inversa também é uma matriz unitária, então elassão empre reversı́veis, ou seja, uma porta
quântica pode sempre ser invertida por outra porta quântica.
Existem outras portas quânticas interessantes, porém esta porta é, sem dúvida, especial, pois qual-
quer porta lógica quântica de múltiplos qubits pode ser obtida a partir da portaCNOT e portas de um
qubit. Portanto, a portaCNOT é universal.
Outro fato sobre a portaCNOT é que ela pode produzir um estado emaranhado. Considere o estad
|00〉. Após a aplicação do operadorH ⊗ I em |00〉, obtemos o estado1√
2
(|00〉+ |10〉). Em seguida,
aplicando neste estado a portaCNOT obtemos o estado de Bellβ|00〉.
3.4 Códigos Qûanticos Corretores de Erros
Nesta seção apresentamos ateoria dos ćodigos qûanticos corretores de erros(QECC), que pro-
tegem a informação quântica do ruı́do. O processamento da informação quântica é descrito como
uma série de operações unitárias e medidas em alguns sistemas fı́sicos. Foi visto na Seção 3.1 que
interações com o ambiente em volta desses sistemas provocam a decoerência, além disso, imperfeições
nas operações também podem prejudicar o processamento da informação. Para garantir que um com-
putador quântico funcione de fato, temos que superar essesob táculos. Para isso, foram desenvolvidas
a teoria dos ćodigos qûanticos corretores de errose ateoria da computaç̃ao qûantica tolerantèa fa-
lhas.
Os códigos quânticos corretores de erros funcionam codifiando os estados quânticos de forma a
torná-los resistentes à ação do ruı́do, e depois decodifi ando-os no momento em que se deseja recu-
perar os estados. Na subseção 3.4.1 revisamos os aspectosg rais da correção de erros e os desafios
conceituais que devem ser superados no caso das correçõesquânticas de erros. A subseção 3.4.2 mos-
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tra o código de Shor que é o exemplo mais simples de códigosquânticos corretores de erros e servirá
para uma generalização dessa teoria na subseção 3.4.3.Por fim, na subseção 3.4.4 são apresentados
os códigos CSS.
3.4.1 Desafios conceituais
Vimos no primeiro capı́tulo que, a idéia básica para proteger uma mensagem contra os efeitos do
ruı́do em um canal é a adição de informação redundante.Assim, mesmo que alguma informação seja
corrompida pelo ruı́do, é possı́vel detectar e corrigir erros a ponto de recuperar a mensagem original.
Ainda neste capı́tulo, veremos que os QECC têm sua construc¸ão fortemente estruturada nos códigos
lineares clássicos. Porém, existem algumas diferençasfundamentais entre informação clássica e
informação quântica que deverão ser contornadas.
Uma dessas diferenças é aimpossibilidade de copiar um qubit. No exemplo 2.1 é apresentado
o código de repetição. Naturalmente, a primeira coisa a se pensar seria implementar o código de
repetição quanticamente. No entanto, isso não é possı́vel devido aoteorema da ñao-clonagem. Esse
teorema afirma que é impossı́vel fazer uma cópia perfeita dum estado quântico arbitrário desconhe-
cido. De fato, suponha que tenhamos copiado os estados|ψ〉 e |ϕ〉, ou seja,
|ψ〉 −→ |ψ〉⊗ |ψ〉 |ϕ〉 −→ |ϕ〉⊗ |ϕ〉.
Temos que,
|ψ〉+ |ϕ〉 −→ |ψ〉⊗ |ϕ〉+ |ψ〉⊗ |ϕ〉.
Por outro lado,
|ψ〉+ |ϕ〉 −→ (|ψ〉+ |ϕ〉)⊗ (|ψ〉+ |ϕ〉).
Porém,|ψ〉⊗ |ϕ〉+ |ψ〉⊗ |ϕ〉 6= (|ψ〉+ |ϕ〉)⊗ (|ψ〉+ |ϕ〉).
Em geral, dada uma base ortonormal, é possı́vel copiar os estados da base, mas não é possı́vel
copiar corretamente as superposições desses estados.
Outra diferença é quem umúnico qubit podem ocorrer erros diferentes de forma contı́nua. Ou
seja, um erro no estadoα|0〉+β |1〉 pode mudarα e β por uma quantidadeε, e estes pequenos erros
podem se acumular ao longo do tempo. Além disso, os erros do tipo phase-flipnão ocorrem no caso
clássico, esses são erros graves, pois podem transformarestado|+〉 no estado|−〉.
Finalmente, a última diferença fundamental que destacaremos aqui, é que asmedidas destroem
a informaç̃ao qûantica. Na correção clássica de erro, é possı́vel observar e corigir erros na saı́da
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do canal e decidir qual o procedimento a ser adotado. Enquanto a observação em mecânica quântica
geralmente destrói o estado quântico sob observação, oque impossibilita sua recuperação.
Mesmo com essas diferenças, foi possı́vel desenvolver a correçã quântica de erros introduzindo
novas idéias para que os códigos quânticos de correções de rros possam funcionar.
3.4.2 O ćodigo de Shor
Veremos agora alguns exemplos de códigos quânticos corretores de erros.
Um código qûantico corretor de errośe uma função de um espaço de Hilbert 2k-dimensional em
um espaço de Hilbert 2n-dimensional, ondek < n. As palavras-código são os vetores no espaço 2n-
dimensional. Adistância ḿınima d de um QECCC é a menor distância de Hamming entre duas
palavras-código distintas. Um QECCC com comprimenton, dimensãok, e distância mı́nimad é
chamado código[[n,k,d]]. Um código com distância mı́nimad pode corrigirt erros ocorridos nos
qubits de uma palavra-código, ondet = ⌊d−12 ⌋. Em suma, QECC codificamk qubits emn qubits para
proteger os dados se erros ocorrerem em quaisquert d ssesn qubits, onden,k e t são valores que
dependem do código usado, [56].
Código corretor de erros bit flip
Suponha que qubits sejam enviados por um canal que os mantéminalterados com probabilidade
1− p e os inverte com probabilidadep. Ou seja, o estado|ψ〉 é levado paraX|ψ〉 com probabilidade
p, ondeX é a matriz de Pauli conhecida também como operadorbit flip. Esse canal é chamado canal
bit flip ou deinvers̃ao de bit. O códigobit flip que mostraremos agora protege qubits contra os efeitos
de ruı́do deste canal.
Considere o estado de um qubitα|0〉+ β |1〉. Suponha que esse estado seja codificado com três
qubits:α|000〉+β |111〉. Podemos escrever essa operação de modo conveniente como
|0〉 → |0L〉 ≡ |000〉
|1〉 → |1L〉 ≡ |111〉,
(3.2)
onde a notação|0L〉 e |1L〉 indica os estados lógicos|0〉 e |1〉 e não o “zero” e o “um” fı́sicos. As-
sim, as superposições de estados da base são levadas nas superpo ições correspondentes nos estados
codificados.
Suponha que o estado inicialα|0〉+ β |1〉 tenha sido perfeitamente codificado comoα|000〉+
β |111〉. Cada um dos três bits é enviado através de uma cópia indepe nte do canalbit flip. Ad-
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mita que um erro tenha ocorrido em no máximo um qubit. Desejamos corrigir o erro sem perder a
superposiçãoα|000〉+β |111〉. O procedimento de correção de erro para recuperar o estado original
é dividido em dois estágios.
Primeiramente, devemos realizar uma medida sobre o estado quântico que irá detectar erro, caso
haja algum. O resultado dessa medida é asındrome de erro. Para o canalbit flip existem quatro
sı́ndromes de erro correspondentes aos seguintes operadores de projeção:
P0 = |000〉〈000|+ |111〉〈111|
P1 = |100〉〈100|+ |011〉〈011|
P2 = |010〉〈010|+ |101〉〈101|
P3 = |001〉〈001|+ |110〉〈110|
Por exemplo, suponha que ocorreu um errobit flip no primeiro qubit, ou seja, em vez do estado
|ψ〉 = α|000〉+β |111〉 o estado obtido após a transmissão é|ψ ′〉 = α|100〉+β |011〉. A medida da



















0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0





〈ψ ′|P1|ψ ′〉 = |β |2+ |α|2 = 1.
Essa sı́ndrome está associada ao erro no primeiro qubit. Sefor feito o cálculo da sı́ndrome, nesse caso,
para os demais projetores, os resultados serão 0.
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Enfatizamos que a medida da sı́ndrome não altera o estado, pois a sı́ndrome contém informação
somente sobre qual erro ocorreu, mas não diz nada a respeitodas amplitudesα eβ . Ou seja, medindo
a sı́ndrome não estamos destruindo informação sobre o estado quântico em geral.
O segundo passo é utilizar o valor da sı́ndrome para determina qual o procedimento de recuperação
do estado inicial. Por exemplo, se a sı́ndrome de erro for 1, ou seja, se um erro ocorreu no primeiro
qubit, então devemos inverter o qubit novamente aplicandoo operadorX, e assim obtemos exatamente
o estado inicial|ψ〉 = α|000〉+β |111〉.
As possı́veis sı́ndromes de erro e seus correspondentes procedimentos de correção são dados na
Tabela 3.4.
śındrome procedimento
0 não faça nada
1 inverta o primeiro qubit
2 inverta o segundo qubit
3 inverta o terceiro qubit
Tabela 3.4: Sı́ndromes de erros.
Esse procedimento de correção de erro funciona perfeitamnte, se a inversão ocorrer em no máximo
um dos três qubits. A probabilidade de que isso aconteça é1−3p2 +2p3. Logo, a probabilidade de
erro é 3p2−2p3, exatamente como no caso clássico do código de repetição. Assim como no caso
clássico, desde quep < 12, a codificação e a decodificação aumentam a confiança na proteção do
estado quântico.
Entretanto essa análise de erro não é completamente adequada. Com efeito, estados quânticos
existem em um espaço contı́nuo, e pode acontecer de um erro cor omper um estado de forma ı́nfima
enquanto outros podem destruı́-lo totalmente. Por exemplo, o operadorX não afeta o estado|+〉, mas
inverte os estados|0〉 e |1〉.
Isso pode dificultar o processo de recobrimento dos erros e, consequentemente sua correção.
Porém, existe uma interpretação alternativa da medida de sı́ndrome que faz uso do conceito de ob-
servável.
Definição 13 [56] Uma medida projetiváe descrita por um observá el M, queé um operador no




onde Pm é o projetor sobre o autoespaço de M com autovalor m. Os possı́vei resultados da medida
correspondem aos autovalores m do observável. Medindo-se o estado|ψ〉, a probabilidade de se
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obter o resultado ḿe dada por
p(m) = 〈ψ|Pm|ψ〉.




No modo alternativo de correção de errobit flip, em vez de medirmos os projetoresP0,P1,P2 e
P3, executamos duas medidas, primeiro através do observável Z1Z2 = Z⊗Z⊗ I e, em seguida, do
observávelZ2Z3 = I ⊗ Z⊗ Z. Cada um desses observáveis tem autovalores±1 e, portanto, cada
medida fornece um único bit de informação em um total de dois bits de informação. A primeira
medida deZ1Z2 compara o primeiro e o segundo qubits, para verificar se eles são iguais. Para ver isso,
note que
Z1Z2 = (|00〉〈00|+ |11〉〈11|)⊗ I −|01〉〈01|+ |10〉〈10|)⊗ I .
Se o resultado for+1, então os dois qubits são iguais, e se o resultado for−1 então, os dois qubits são
diferentes. Analogamente,Z2Z3 compara os valores do segundo e terceiro qubits, resultandoem+1
se eles forem iguais e−1 se forem diferentes. A partir dos resultados das duas medidas, determina-se
se ocorreu um erro em algum qubit, e em caso positivo, em qual qubit. Na Tabela 3.5 listamos as
possibilidades dessas medidas.





Tabela 3.5: Resultados das medidas deZ1Z2,Z2Z3.
Outros possı́veis conjuntos de observavéis que podem ser usados para a medida das sı́ndromes são:
Z1Z3,Z2Z3 eZ1Z2,Z1Z3.
Algo importante a ser observado é que nenhuma medida nos fornece qualquer informação sobre as
amplitudesα eβ do estado quântico codificado, e, portanto, nenhuma medidadestrói as superposições
dos estados quânticos que desejamos preservar ao usarmos este código.
Detectado o erro, o passo seguinte é corrigi-lo. Obviamente, se nenhum erro ocorreu, nada se tem
a fazer. Porém, se as sı́ndromes indicarem que ocorreu um erro em algum qubit, devemos aplicar o
operadorX sobre o qubit onde esse erro ocorreu, e assim fazemos a correc¸ão.
Como no caso clássico do código de repetição de três bits, esse código tem distânciad = 3 e é
capaz de corrigirt = 1 erro.
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Código corretor de erro phase flip
O códigobit flip não apresenta inovação significativa sobre os códigos clássi os de correção.
Veremos agora um canal ruidoso mais interessante conhecidocom canalphase flipou de inversão de
fase para um qubit.
Esse canal preserva o qubit com probabilidade 1− p, e inverte a fase dos estados|0〉 e |1〉 com
probabilidadep. Ou seja, o operadorphase flip Z, é aplicado ao qubit com probabilidadep > 0,
levando o estado|ψ〉= α|0〉+β |1〉 paraZ|ψ〉= α|0〉−β |1〉. Ressaltamos que não existe equivalente
clássico para esse canal. Contudo, existe uma forma simples de transformar o canal de inversão de
fase em um canal de inversão de bit. Para isso, usaremos a base conjugada{|+〉, |−〉}. Nessa base, o
operadorZ troca|+〉 por |−〉 e vice-versa.






(|0〉+ |1〉) |−〉 = 1√
2
(|0〉− |1〉).
As operações de codificação, detecção de erro e recuperação são realizadas da mesma maneira que
no caso do canalbit flip, porém em relação à base{|+〉, |−〉}. Esta mudança de base é obtida através
da aplicação da porta de Hadamard sobre a base computacional {|0〉, |1〉}.
Para o processo de codificação, primeiro devemos codificarcada qubit de informação em três
qubits, similarmente ao que foi feito para o caso bit flip. Em seguida, aplicamos a porta de Hadamard
sobre cada um dos qubits.
A operação de codificação pode ser escrita na base computacional como:





(|000〉+ |001〉+ |010〉+ |011〉+ |100〉+ |101〉+ |110〉+ |111〉)





(|000〉− |001〉− |010〉+ |011〉− |100〉+ |101〉+ |110〉− |111〉)
Apesar do código de repetição de três bits não aparecerexplicitamente nessa operação, ele está pre-
sente na distribuição dos sinais antes de cadaket.
A detecção de um eventual erro é realizada aplicando-se as mesmas medidas projetivas do canalbit
flip, porém conjugadas por portas de Hadamard:Pi →P′i ≡H⊗3PiH⊗3, ondei = 0,1,2,3. Equivalente-
mente, medidas de sı́ndromes podem ser realizadas medindo-se os observáveisX1X2 = H⊗3Z1Z2H⊗3
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e X2X3 = H⊗3Z2Z3H⊗3. A medida do observávelX1X2 compara os sinais do primeiro e segundo qu-
bits, enquanto a medida deX2X3 compara os sinais do segundo e terceiro qubits. Por exemplo,se
temos estados como|+〉|+〉⊗ (·) ou |−〉|−〉⊗ (·), o resultado da medida deX1X2 é +1. Por outro
lado, a medida desse observável resulta em−1 se temos estados do tipo|+〉|−〉⊗ (·) ou |−〉|+〉⊗ (·).
Todas as possibilidades de resultados das medidas e os poss´ıveis erros detectados são mostrados na
Tabela 3.6.





Tabela 3.6: Resultados das medidas deX1X2,X2X3.
Outros conjuntos de observavéis poderiam ser utilizados:X1X3,X2X3 eX1X2,X1X3.
Para a correção de erros phase flip podemos aplicar os mesmos operadores usados no canal bit flip,
porém conjugados pela matriz de Hadamard. Por exemplo, se fi d tectada uma inversão no sinal em
um qubit na posiçãoi, basta aplicar o operadorZ = HXH sobre o qubiti para fazer a correção.
O códigophase fliptem as mesmas caracterı́sticas do códigobit flip. Em particular, os critérios
para o aumento da proteção, em comparação com o caso em que o código não é aplicado, são os
mesmos. Além disso, esse código também tem distânciad = 3 e corriget = 1 erro.
O código de Shor[[9,1,3]]
Vimos que é possı́vel construir um código que detecta e corrige errosbit flip e outro que detecta e
corrige errosphase flip. Veremos agora um código que é capaz de corrigir um erro quˆantico arbitrário.
O código de Shorcom nove qubits, é uma combinação dos códigos de três qubits para os canaisbit
flip ephase flip.
Primeiramente, codificamos o qubit usando o códigophase flip:
|0〉 → |+++〉
|1〉 → |−−−〉.








O resultado é um código de nove qubits, com estados lógicos dados por:





[(|000〉+ |111〉)(|000〉+ |111〉)(|000〉+ |111〉)] (3.3)





[(|000〉− |111〉)(|000〉− |111〉)(|000〉− |111〉)]. (3.4)
O código de Shor não contradiz o teorema da não-clonagem,uma vez que uma palavra-código
arbitrária é uma superposição dos dois estados lógicos.
Esse método de codificação usando nı́veis organizados hierarquicamente é conhecido comocon-
catenaç̃ao, e é uma maneira bastante útil de se obter códigos novos a partir de códigos conhecidos.
O código de Shor é capaz de proteger contra erros de invers˜ao de bit e inversão de fase em qualquer
qubit. Suponhamos, sem perda de generalidade, que um errobit flip ocorreu no primeiro bloco de três
qubits. Podemos detectá-lo através da medida dos observ´aveisZ1Z2 e Z2Z3, e corrigi-lo aplicando o
operadorX no qubit onde ocorreu o erro. Analogamente, se um erro desse tipo ocorrer no segundo ou
terceiro blocos de qubits, podemos identificar o qubit corrompido fazendo a medida dos observáveis
Z4Z5 e Z5Z6, Z7Z8 e Z8Z9, respectivamente. Em geral, não sabemos em que bloco exatamente o
possı́vel erro ocorreu, por isso é necessário realizar a medida desses seis observáveis.
Agora, considere que um errophase flipocorreu no primeiro qubit. Este erro troca a fase do
primeiro bloco de três qubits. Observe que, seja qual for o qubit corrompido do bloco de três qubits,
o efeito do erro é o mesmo. O observávelX1X2X3X4X5X6 compara os sinais do primeiro e do segundo
blocos de três qubits, e o observávelX4X5X6X7X8X9 compara os sinais do segundo e do terceiro blocos
também de três qubits, da mesma forma que no casobit flip se comparava o sinal de dois qubits.
Por exemplo,(|000〉− |111〉) e (000〉− |111〉) têm o mesmo sinal em ambos os blocos, enquanto
(|000〉− |111〉) e (000〉+ |111〉) têm sinais diferentes. De posse das medidas desses observ´aveis, é
possı́vel determinar em qual bloco de qubits ocorreu o erro de inversão de fase e depois corrigi-lo
aplicando o operadorZ sobre qualquer um dos qubits desse bloco.
Observe que, o fato dos erros do tipoZ provocarem o mesmo efeito em qualquer qubit de um bloco
de três qubits no código de Shor está relacionado à propriedade de não-localidade, ou emaranhamento,
pois o errophase fliṕe identificado no bloco como um todo e não em cada qubit do bloco. Isso ocorre
porque o qubit lógico não é codificado localmente. Por outo lado, o ruı́do é local, portanto isso
aumenta a proteção contra o ruı́do.
Com esse código ainda é possı́vel corrigir um errobit flip ephase flipocorrendo no mesmo qubit,
ou seja, o operadorZX é aplicado a esse qubit corrompido. Basta aplicar os dois prcedimentos
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descritos acima. Note que, esses procedimentos são independent s. Porém, o código de Shor não
corrige um erro de inversão de bit e um erro de inversão de fase se eles ocorrem em qubits diferentes.
Ressaltamos que o código de Shor é melhor que os códigos clás icos de repetição no sentido de
fazer uma busca por erros mais apurada. Na verdade, o códigode Shor além de proteger contra
inversões de bit e de fase sobre um qubit, ele também protege estados quânticos contra a ação de erros
completamente arbitrários, desde que apenas um qubit sejaafetado, [56]. Verifica-se que embora os
erros possam ocorrer de forma contı́nua em um qubit, todos podem ser corrigidos corrigindo-se apenas
um subconjunto discreto de erros; todos os outros erros possı́veis ficarão automaticamente corrigidos.
A discretização de erros é fundamental para explicar a efic´ cia das correções quânticas.
Destacamos os principais aspectos do código de Shor:
• Medir as sı́ndromes não implica em medir os qubits. Os errosunitáriosX eZ podem ser inverti-
dos sem que se conheça a informação codificada. Fazendo uma analogia com códigos clássicos,
essa caracterı́stica se assemelha ao processo de decodifica¸ão cl´ ssica quando a mensagem re-
cebida do canal é projetada sobre uma classe lateral do arranjo p drão e a inversão do erro é
feita pela palavra de peso mı́nimo.
• A codificação é não-local, enquanto os erros são locais. A nformação é armazenada em vários
qubits correlacionados, e os erros supõe-se que sejam locais. Assim, o|0L〉 e o |1L〉 são obtidos
com probabilidade12 ao se medir um dos nove qubits do código de Shor. Se, eventualmente, o
ambiente em volta do sistema “medir” um dos qubits, a informação codificada não será preju-
dicada, já que a informação não está contida totalmente m um qubit. Portanto, a informação
codificada não é vulnerável a influências locais.
• O código de Shor pode corrigir um erro arbitrário ocorridoem um qubit.
• Erros do tipoZ têm o mesmo efeito em qubits diferentes dentro do mesmo bloc.
Baseado nas idéias do código de Shor pode-se construir códigos de correção de erro que podem
corrigir erros em mais de um qubit.
3.4.3 Teoria qûantica da correç̃ao de erro
Nesta seção mostramos como as idéias introduzidas pelo código de Shor podem ser naturalmente
generalizadas para nos fornecer uma estrutura geral para o estudo da correção quântica de erro. São
apresentadas ascondiç̃oes para correç̃ao qûantica de erro. Uma estrutura que satisfaz tais condições
nos fornece uma base que permite encontrar bons códigos de correção.
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Em linhas gerais, estados quânticos são codificados por operações unitárias em um código quântico
de correção que é definido como um subespaçoC de algum espaço de Hilbert maior. O projetor so-
bre o espaçoC será denotado porP. Após a codificação, ruı́do é adicionado no canal, em seguida é
realizada a medida de sı́ndrome para diagnosticar o tipo de erro que ocorreu. Uma vez que isso tenha
sido determinado, uma operação de recuperação é realizad para retornar ao estado original. A idéia
básica é que sı́ndromes de erros diferentes correspondema subespaços ortogonais e não-deformados
do espaço de Hilbert. A razão desses subespaços serem ortogonais, é que do contrário, não pode-
riam ser distinguidos pela medida da sı́ndrome. Além disso, o subespaços devem ser versões não-
deformadas do espaço de codificação original, no sentidode que os processos de erro que mapeiam
diferentes subespaços devem levar os estados codificados (ort gonais) a outros estados ortogonais a
fim de que se possa corrigir o erro.
Faremos duas suposições gerais: o ruı́do é descrito por uma operação quânticaε, e o procedimento
completo de correção de erro é efetuado por uma operação quânticaR que preserva o traço, a qual é
denominadaoperaç̃ao de correç̃ao de erro. A operaçãoR é responsável pela detecção e recuperação
do erro. Para que a correção seja considerada bem sucedida, ´ necessário que, para qualquer estadoρ
cujo suporte pertence ao subespaço do códigoC a seguinte equação seja satisfeita
(R ◦ ε)(ρ) ∝ ρ.
O sinal∝ é usado no lugar do sinal de igualdade porque algumas vezes pod ocorrer da operaçãoε não
preservar o traço. Como a etapa de correçãoR deve ser bem-sucedida com probabilidade 1, exige-se
queR preserve o traço.
As condições para correção quântica de erro formam um conjunto simples de equações que podem
ser verificadas para determinar se um dado código de correçã de fato protege o estado contra um tipo
particular de ruı́doε. Essas condições são utilizadas para construir uma grande quantidade de códigos,
e ainda para investigar algumas propriedades gerais de códigos quânticos de correção de erros.
Teorema 5 [56]SejaC um ćodigo qûantico, e P um projetor sobreC . Sejaε uma operaç̃ao qûantica
com elementos de operação {Ea}. Uma condiç̃ao necesśaria e suficiente para a existência de uma
operaç̃ao de correç̃ao de erroR corrigindoε sobreC é que
PE†aEbP = αabP (3.5)
para alguma matriz Hermitianaα de ńumeros complexos.
Os elementos de operaç˜ o {Ea} do rúıdo ε são chamados de erros, e se existir tal operação R,
diz-se que{Ea} constitui um conjunto de erros corrigı́veis.
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Observamos no código de Shor que, sendo possı́vel corrigire ros do tipoX e do tipoZ, então
também é possı́vel corrigir a combinação desses dois erro . O próximo teorema mostra que combina-
ções lineares de erros corrigı́veis também podem ser corrigidos pelas operações de correçãoR.
Teorema 6 [56]SejaC um ćodigo qûantico eR a operaç̃ao de correç̃ao de erro para recuperação
de um processo de ruı́do ε com elementos de operação {Ea}. SejaF uma operaç̃ao qûantica com
elementos de operaç˜ o Fb que s̃ao combinaç̃oes lineares dos elementos Ea, istoé, Fb = ∑amabEa para
alguma matriz de ńumeros complexos mba. Resulta que a operaç˜o de correç̃ao de erroR tamb́em
corrige os efeitos do processo de ruı́doF sobre o ćodigoC .
Em vez de falarmos de classes de processos de errosε corrigı́veis por um códigoC e operações de
correçãoR, podemos falar deoperadores de erro(ou simplesmenterros) {Ea} que são corrigı́veis.
Os teoremas acima implicam que, dados um código quânticoC e operações de correçãoR que corri-
jam erros{Ea}, qualquer processo de ruı́doε cujos elementos de operação sejam combinações lineares
dos erros{Ea} serão corrigidos também porR.
Em suma, para combater oc ntinuumde possı́veis erros que podem ocorrer sobre um qubit é
suficiente vencer a batalha contra um conjunto finito de erros, as quatro matrizes de Pauli, pois essas
formam uma base para o espaço vetorial das matrizes 2×2. Heuristicamente, pode-se dizer que essas
quatro matrizes são todos os possı́veis erros que podem ocorrer em um qubit: nenhum erro (I ), um erro
bit flip (X), um errophase flip(Z), e ambos os erros (Y). Para sistemas de dimensão mais alta usa-se
como conjunto de erros, o grupo de Pauli den qubits que será definido na próxima seção. Fazendo
uma analogia com o caso clássico, a correção de erros paraistemas analógicos é extremamente difı́cil,
porque, em princı́pio, existe um número infinito de diferentes sı́ndromes de erros. Enquanto a correção
digital de erros para o processamento de informação clássi a envolve somente um número finito de
sı́ndromes de erro, o que a torna mais eficaz. Surpreendentemt , a correção quântica de erro é muito
mais parecida com a correção digital clássica do que a correção analógica clássica, [56].
Códigos degenerados
Relembrando o efeito dos erros do tipoZ sobre as palavras-código do código de Shor, definimos
uma classe de códigos quânticos bastante interessante chmadacódigos degenerados, cuja propriedade
fundamental é a impossibilidade de distinguir em que qubitocorreu determinado erro, já que o efeito
do erro é igual para diferentes qubits. Isso não ocorre noscódigos clássicos, pois erros em diferentes
bits necessariamente implicam em diferentes palavras corrompidas. Essa caracterı́stica dos códigos
quânticos degenerados tem vantagem e desvantagem. Por um lado, algumas técnicas de demonstração
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usadas classicamente em limites para correção de erros ficam invalidadas. Por exemplo, o limitante
de Hamming que veremos a seguir. Por outro lado, esses códigos são capazes de “empacotar” mais
informação do que os códigos clássicos, pois erros distinto não necessariamente levam o espaço do
código para espaços ortogonais, e é possı́vel, embora aind não tenha sido provado, que essa capaci-
dade extra permita que os códigos degenerados sejam capazes de armazenar a informação quântica de
maneira mais eficaz do que os códigos não-degenerados.
Limitante qu ântico de Hamming
Como vimos no Capı́tulo 1, o limitante de Hamming é um critério para determinar se um dado
código com certas caracterı́sticas existe ou não, e se o limitante for satisfeito com igualdade o código
então será perfeito. Infelizmente, o limitante quântico de Hamming é aplicável somente a códigos
não-degenerados, mas ele aponta para algumas idéias de como devem ser os limites gerais. Suponha
que um código não-degenerado seja usado para codificark qubits emn qubits, de forma que ele possa
corrigir erros em qualquer subconjunto comt ou menos qubits. Suponha que ocorramj erros, onde





possı́veis conjuntos de posições onde o erro pode ocorrer. Para cada
um desses conjuntos existem três tipos de erros possı́veis, X,Y eZ, que podem ocorrer em cada qubit.










Note quej = 0 corresponde ao caso em que nenhum erro ocorre em qualquer umdos qubits; esse é o
“erro” I . Para codificark qubits de forma não-degenerada, cada um desses erros deve corresponder a
um subespaço ortogonal com 2k dimensões. Como todos esses subespaços devem estar contidos em








3 j2k ≤ 2n (3.6)
Essa desigualdade é chamadalimitante qûantico de Hamming.
Em particular, parak = 1 et = 1, o limitante de Hamming torna-se:
2(1+3n) ≤ 2n
que só será satisfeita paran≥ 5. Portanto, um código não-degenerado para codificar um qubit contra
qualquer tipo de erro não pode ter menos de cinco qubits. De fato, existe o código quântico de cinco
qubits que atinge o limitante de Hamming.
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Como nem todos os códigos quânticos são não-degenerados, o limitante quântico de Hamming é
mais útil como uma regra prática para decidir sobre a existˆ ncia de códigos quânticos. Até o momento
não se conhece códigos que violem o limitante de Hamming, nem mesmo códigos degenerados.
Limitante qu ântico de Singleton
O limitante quântico de Singleton estabelece um limite para a capacidade dos códigos quânticos
de correção de erro. Qualquer código quântico que codifiquek qubits emn qubits, capaz de corrigir
erros em quaisquert qubits, deve satisfazer a relação
n≥ 4t +k. (3.7)
Em particular, o menor código de um qubit capaz de corrigir erros arbitrários sobre um qubit
satisfaz
n≥ 4+1 = 5.
Comot = ⌊d−12 ⌋, então o limitante quântico de Singleton pode ser reescrito omo
n−k≥ 2(d−1). (3.8)
3.4.4 Ćodigos CSS
Um exemplo de uma ampla classe de códigos quânticos de correçã de erros são os códigos CSS
(Calderbank - Shor - Steane) que formam uma importante subclasse dos códigos estabilizadores que
veremos na próxima seção.
SejamC1 e C2 códigos clássicos lineares(n,k1) e (n,k2), tais queC2 ⊂ C1 e C1 e C⊥2 corrigem







onde a soma é realizada módulo 2. Sejax′ um elemento deC1 tal quex− x′ ∈ C2. Mostra-se que
|x+C2〉 = |x′ +C2〉, e portanto o estado|x+C2〉 depende somente da classe lateralC1/C2 a qualx
pertence. Além disso, sex e x′ pertencem a diferentes classes laterais deC2, resulta que para nenhum
y,y′ ∈ C2 ocorrex+ y = x′ + y′, e consequentemente|x+C2〉 e |x′ +C2〉 são estados ortogonais. O
código quântico CSS(C1,C2) é definido como o espaço vetorial gerado pelos estados|x+C2〉 para
todox∈C1. O número de classes laterais deC2 emC1 é |C1|/|C2|, logo a dimensão de CSS(C1,C2) é
|C1|/|C2| = 2k1−k2. Portanto, o código CSS(C1,C2) tem parâmetros[[n,k1−k2]].
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Código de Steane
Destacamos agora um exemplo de um código CSS construı́do a partir do código de Hamming
(7,4,3), apresentado no exemplo 2.2.
Para simplificar, denotaremos o código de Hamming(7,4,3) porC. ConsidereC1 ≡C eC2 ≡C⊥.
Para que tenhamos um código CSS, é necessário queC2 ⊂ C1. Com efeito, por definição, a matriz







1 0 0 0 0 1 1
0 1 0 0 1 0 1
0 0 1 0 1 1 0
0 0 0 1 1 1 1

 .
Observe que, o espaço gerado pelas linhas deH[C2] contém estritamente o espaço gerado pelas
linhas deH[C1] e, como os códigos são os núcleos deH[C2] e H[C1], conclui-se queC2 ⊂ C1. Além
disso,C⊥2 ≡ (C⊥)⊥ ≡ C, portantoC1 e C⊥2 são códigos com distância 3, capaz de corrigir erros em
um bit. ComoC1 é um código(7,4) eC2 um código(7,3), conclui-se que CSS(C1,C2) é um código
quântico[[7,1]], capaz de corrigir erros em um único qubit, ou seja, um código [[7,1,3]].
3.5 Códigos Estabilizadores
A teoria de correção quântica de erros apresentada na sec¸ão anterior fornece critérios para correção
de erros, mas não fornece um método de construção de taiscódigos. Veremos agora uma classe de
códigos quânticos, desenvolvida por Gottesman, que compreende os códigos de Shor e CSS. Es-
ses códigos, chamadoscódigos estabilizadores, têm sua construção baseada nos códigos lineares
clássicos, no sentido de fazer uso de operadores que são analogi s das matrizes verificação de paridade.
Para isso, exploramos as propriedades de grupo fornecida pelo conjunto de operadores de Pauli. Para
maiores informações sobre esse assunto sugerimos ao leitor as referências [18, 38, 39, 40, 41, 56, 62].
Para um único qubit, o grupo de Pauli consiste de todas as matrizes de Pauli junto com os fato-
res multiplicativos±1 e±i, ou seja,G = {±I ,±iI ,±X,±iX ,±Y,±iY,±Z, ±iZ}. Esse conjunto de
matrizes forma um grupo, de ordem 16, sob a operação de multiplicação matricial. O grupo de Pauli
geral, den qubits, é definido como todas as matrizes formadas pelos produtos tensoriais de ordemn
das matrizes de Pauli, com fatores multiplicativos±1 e±i.
Porém, podemos desconsiderar os valores imaginários desse grupo. Apesar deσy ∈ Gn ter com-
ponentes imaginárias, seσy aparecer um número par de vezes no produto tensorial, os coeficientes
serão reais, e seσy aparecer um número ı́mpar de vezes os coeficientes nas palavras-código podem ser
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imaginários. Contudo, Rains mostrou que sempre que um código complexo existir, existe também um
código real com os mesmos parâmetros, [39].
Para contornar esse problema, alguns autores consideram











, satisfazendoY2 = −I . Então os operadores±I ,±X,±Y,±Z = ±{I ,X, Y, Z}
são os elementos de um grupo de ordem 8. Portanto, o grupo de Pauli de n qubits será o grupo
G = ±{I ,X,Y,Z}⊗n de ordem 22n+1.
Os elementos do grupo de PauliGn satisfazem as seguintes propriedades:
• CadaM ∈ Gn é unitário, ou seja,M−1 = M†;
• Para cadaM ∈ Gn, temosM2 = ±I ≡ ±I⊗n. Se o número deY’s no produto tensorial é par,
entãoM2 = I , e se o número deY’s no produto tensorial é ı́mpar, entãoM2 = −I ;
• SeM2 = I , entãoM é Hermitiano (M = M†); seM2 =−I , entãoM é anti-Hermitiano (M =−M†)
• Quaisquer dois elementosM,N ∈ Gn comutam ou anticomutam,MN = ±NM.
O grupo de Pauli é usado para caracterizar os QECC. Considere o spaço de HilbertH com 2n
dimensões e o grupo de Pauli den qubitsGn. Denote porSum subgrupo abeliano do grupo de Pauli de
n qubitsGn. Assim todos os elementos deSagindo emH podem ser simultaneamente diagonalizados.
Define-se ocódigo estabilizadorCS⊆H associado aScomo o autoespaço simultâneo com autovalor
1 de todos os elementos deS. Ou seja,
C = {|ψ〉;M|ψ〉 = |ψ〉 ∀M ∈ S}.
O grupoS é chamadoestabilizadordo código, uma vez que preserva todas as palavras-código,e
seus elementos são chamadosoperadores estabilizadores. Estados quânticos, e portanto, códigos
quânticos, são descritos de forma mais compacta atravésdos operadores que o estabilizam.
Não é qualquer subgrupoSdeGn que pode ser utilizado como estabilizador para um espaço vetorial
não-trivial. Duas condições devem ser satisfeitas porS, são elas: os elementos deSdevem comutar, e
−I não pode ser um elemento deS. De fato, suponha que o vetor não-nulo|ψ〉 ∈CS, e sejamM,N∈S.
Então,M eN são produtos tensoriais das matrizes de Pauli, possivelmente com um fator de fase global
multiplicativo. Como as matrizes de Pauli comutam ou anticomutam entre si, segue queM eN devem
comutar ou anticomutar. Para verificar a primeira condição v mos supor queM e N anticomutam.
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Por hipótese,−NM = MN, e portanto−|ψ〉 = −NM|ψ〉 = MN|ψ〉 = |ψ〉, ou seja|ψ〉 = 0. Para
estabelecer a segunda condição, note que, se−I ∈ S, então−I |ψ〉 = |ψ〉, ou seja,|ψ〉 = 0.
O grupoSpode ser descrito de maneira mais compacta através de seus geradores. Um conjunto
de elementos independentes deS, {M1, . . . ,Ml}, geraSse todo elemento deSpode ser escrito como
um produto dos elementosM1, . . . ,Ml . Dessa maneira, o grupoS pode ser caracterizado por seus
geradores{Mi}. Assim, para ver se um vetor em particular é estabilizado por S, é preciso apenas
verificar se o vetor é estabilizado por seus geradores.
Afirmaç ão 1 Se S tem n− k geradores, então o espaço do ćodigoCS tem dimens̃ao 2k, ou seja,CS
codifica k qubits.
Demonstraç̃ao: Com efeito, sejam{M1,M2, . . . ,Mn−k} os geradores deS. Como vimos, para cada
M ∈ S tem-seM2 = I , do contrárioM teria autovalor diferente de+1. Para cadaM 6= ±I existe
pelo menos umN ∈ Gn tal queN anticomuta comM. Daı́, os autovalores+1 e−1 ocorrem com
probabilidades iguais. Começamos a nossa demonstraçãoconsiderandoM = M1. Temos queM1|ψ〉=
|ψ〉 se, e somente se,M1N|ψ〉 = −NM1|ψ〉 = −N|ψ〉. Isto é,N estabiliza autoestados associados
aos autovalores+1 e autoestados associados aos autovalores−1 deM1 com probabilidades iguais.
Portanto, temos12(2
n) = 2n−1 estados mutuamente ortogonais tais queM1|ψ〉 = |ψ〉.
Agora, sejaM2 ∈ Gn tal queM2 6= ±I ,±M1 e comuta comM1. Existe umN ∈ Gn que comuta com
M1 e anticomuta comM2. Assim,N preserva o autoespaço associado ao autovalor+1 deM1 e, dentro
desse espaço, altera na mesma proporção os autoestados associados aos autovalores+1 e−1 deM2.
Logo, o espaço satisfazendo
M1|ψ〉 = M2|ψ〉 = |ψ〉.
tem dimensão 2n−2.
Seguindo esse processo, sejaM j ∈ Gn independente de{M1,M2, . . . ,M j−1} e que comuta com
todo Mi , i = 1, . . . , j − 1, então existe umN que comuta comM1,M2, . . . ,M j−1 e anticomuta com
M j . Portanto, no espaçoM1 = M2 = . . . = M j−1, M j tem tanto autovetores associados ao autovalor+1
quanto autovetores associados aos autovalores−1. Cada vez que adicionamos um gerador, a dimensão
dos autoespaços simultâneos é dividida ao meio. Então,comn−k geradores, a dimensão do espaço é
(12)
n−k2n = 2k.
Os n− k geradores do estabilizadorS funcionam como osoperadores verificaç̃ao de paridade
de um código. Ou seja, são os observáveis que medimos paradiagnosticar os erros. Por exemplo,
digamos que uma informação foi codificada. SeMi = 1 para todoi, (i = 1,2, . . . ,n−k) , então não é
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detectado nenhum erro. Porém, seMi = −1 para algumi, então o estado da informação está contido
em um autoespaço ortogonal ao subespaço do código, consequent mente um erro será detectado.
Sejaε = {Ea} ⊂ Gn o conjunto de erros que desejamos corrigir. Um operador erroEa pode ser
escrito em termos dos elementos do grupo de Pauli. Em particul , Ea comuta ou anticomuta com um
gerador particularM do estabilizadorS. SeEa comuta comM temos,
MEa|ψ〉 = EaM|ψ〉 = Ea|ψ〉,
para|ψ〉 ∈ CS. Logo, o erroEa preserva o valorM = 1. Porém, seEa anticomuta comM temos,
MEa|ψ〉 = −EaM|ψ〉 = −Ea|ψ〉.
Ou seja, o erro troca o valor deM, e pode ser detectado através de uma medida deM.
Em alguns casos é útil definir aśındrome de erro para um código estabilizador. Para geradores
estabilizadoresMi e errosEa, seja fM : Gn → Z2 dada por
fM(Ea) =
{
0, se [M,Ea] = 0
1, se {M,Ea} = 0
e f (Ea) = ( fM1(Ea), . . . , fMn−k(Ea)). Então f (Ea) é uma sequência binária de(n−k)-bits. Para fazer
a operação de correção de erro para um código estabilizador, devemos medir os autovalores dos ge-
radores do estabilizador. O autovalor de cadaMi é (−1) fMi (Ea), que nos dará a sı́ndrome de erro. Se
o código é não-degenerado, então osfMi (Ea) serão distintos para todoEa ∈ ε e medindo osn−k ge-
radores é possı́vel diagnosticar o erro completamente, ouseja, cada erro tem uma sı́ndrome diferente,
de modo que a sı́ndrome indica exatamente o erro que ocorreu.Porém, se o código é degenerado,
então existem erros distintos com sı́ndromes iguais, e portant , as sı́ndromes apontam qual conjunto
de erros degenerados ocorreu.
Mais geralmente, existe uma condição a ser satisfeita pelo estabilizador que é suficiente para que
um erro seja detectado e corrigido. Uma variação do Teorema 5 diz que dadoε espaço de erros agindo
em um espaço de HilbertH , então um subespaçoC deH é um QECC corrigindo os errosε se, e
somente se, para todoEa,Eb ∈ ε e |ψ〉 ∈ C normalizado, temos que
〈ψ|E†aEb|ψ〉 = αab,
ondeαab é independente de|ψ〉, [40]. Isso é verdade se uma das seguintes condições for satisfeita:
1. E†aEb ∈ S.
2. Existe umM ∈ Sque anticomuta comE = E†aEb.
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Com efeito, se o item 1 ocorrer então,〈ψ|E†aEb|ψ〉= 〈ψ|ψ〉= 1 para|ψ〉 ∈CS. E se o item 2 ocor-
rer, então〈ψ|E†aEb|ψ〉= 〈ψ|E†aEbM|ψ〉=−〈ψ|ME†aEb|ψ〉=−〈ψ|E†aEb|ψ〉, portanto〈ψ|E†aEb|ψ〉=
0, [62].
Assim, um código estabilizador que corrige o conjunto de erros{ε} é um espaçoCS fixado por um
subgrupo abelianoSdo grupo de PauliGn, onde (1) ou (2) é satisfeito por cadaE†aEb comEa,Eb ∈ ε.
O código é não-degenerado se a condição (1) não é satisfeita para qualquerE†aEb.
O subgrupo abelianoS com n− k geradores define 2n−k autoespaços simultâneos. Qualquer um
desses autoespaços pode ser escolhido como espaço de codifica¸ão. Cada um desses autoespaços gera
um código, e todos esses códigos são equivalentes no sentido de que diferem somente no rotulamento
dos qubits e na escolha da base utilizada para a descrição dos mesmos. Portanto, o estabilizador de
um código pode ser transformado no estabilizador de outro código por permutação dos qubits junto
com um produto tensorial de transformações de um qubit.
Como o estabilizadorSé um subgrupo abeliano deGn, os operadores deGn que não comutam com
todos osMi ∈SmapeiamCS em seu complemento ortogonal, consequentemente são errosd tectáveis.
Entretanto, existem muitos elementos deGn que comutam com todoM ∈ S mas não pertencem aS.
Operadores com esta caracterı́stica preservam o subespaço de codificaçãoCS, mas não agem trivial-
mente sobre ele, podendo corromper a informação. Por exemplo, suponha queE†aEb comuta com todo
elemento do estabilizador mas não está nele. ComoEa|ψ〉 e Eb|ψ〉 têm a mesma sı́ndrome, pode-
mos interpretar erroneamente um erroEa como um erroEb; o efeito do erro junto com a tentativa em
corrigi-lo nos faz aplicarE†bEa ao dado, o que pode causar dano.
O pesode um operador de Pauli é o número de fatores no tensor que difer eI . Um código
estabilizador com distânciad tem a propriedade que cadaE ∈ Gn com peso menor qued, pertence
ao estabilizador ou anticomuta com algum elemento dele. Sobesse aspecto, se o estabilizador não
contém elementos de peso menor qued, ntão o código é não-degenerado. Para que um código corrija
t erros, sua distância deve ser pelo menosd = 2t +1, e um código com distâncias+1 pode detectars
erros ou corrigirserros em locais conhecidos, [62].
Uma outra maneira de caracterizar os códigos estabilizadores é utilizando conceitos de teoria de
grupos como centralizador e normalizador. Podemos definir oconjunto de elementos deGn que co-
mutam com todos os elementos deScomo ocentralizador C(S) deSemGn. Devido às propriedades
de S e Gn, pode-se mostrar que o centralizador é igual aonormalizador N(S) de S em Gn, onde o
normalizador é definido como o conjunto de elementos deGn que fixamSsob conjugação. De fato,
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para quaisquerA∈ Gn eM ∈ S, temos
A†MA = ±A†AM = ±M.
Como−I 6∈ S, segue que
A∈ N(S) ⇔ A∈C(S),
donde,N(S) = C(S), [39].
Observe que,S⊆ N(S). SeE ∈ N(S)−S, então paraM ∈ Se |ψ〉 ∈ CS, temos
ME|ψ〉 = EM|ψ〉 = E|ψ〉,
logoE|ψ〉 ∈ CS. ComoE 6∈ S, existe algum estado emCS que não é fixado porE. Temos queE difere
de um elemento deSpor uma fase total, e portanto não será um erro detectávelpor sse código.
Assim, podemos afirmar que um código quântico com estabiliz dorSdetecta todos os errosE que
pertencem aSou anticomutam com algum elemento deS.
A distância de um código quântico éd se, e somente se,N(S)−Snão contém elementos de peso
menor qued. Dizemos que o código é degenerado seS t m elementos diferentes da identidade de
peso menor qued. Caso contrário, dizemos que o código é não-degenerado.
O código de Shor revisitado
Do ponto de vista de estabilizadores, o códigobit flip de três qubits é um código quântico[[3,1,3]]
onde o estabilizador éS= 〈Z1Z2,Z2,Z3〉 e as palavras-código|0L〉 e |1L〉 são autovetores com autova-
lores+1 dos geradoresZ1Z2 eZ2,Z3, [56].
Observe que todo produto tensorial de dois elementos do conjunt de errosε = {I ,X1,X2, X3}
anticomuta com pelo menos um dos geradores deS(exceto para a identidade). Logo,ε é um conjunto
corrigı́vel para esse código.
Como vimos, a detecção de erros é feita através da medidados geradores deS. Por exemplo, se
ocorreu um erroX1 então os autovalores deZ1Z2 e Z2Z3 são−1 e+1, respectivamente. Se o erroX2
ocorreu, temos que os resultados da medida da sı́ndrome são−1 e−1. Se ocorreu o erroX3, então
temos como resultados+1 e−1. Obviamente,I nos fornece como resultados+1 e+1. Em cada um
desses casos, a correção é feita aplicando-se a operaç˜ao inversa ao erro indicado.
Similarmente, podemos ver o código phase flip sob o aspecto dc´ igos estabilizadores. Temos
que o estabilizador éS= 〈X1X2,X2X3〉, e o conjunto de erros corrigı́veis éε = {I ,Z1,Z2,Z3}. Além
disso, as relaçõesMi |uL〉 = |uL〉 e Z̄|uL〉 = (−1)u|uL〉, ondeu = 0,1 e i = 1,2, são satisfeitas para as
palavras-código|0L〉 e |1L〉.
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Agora vejamos o código de Shor em termos do formalismo estabilizador. O código de Shor é um
código quântico estabilizador[[9,1,3]] cujo estabilizadorS tem oito geradores, veja a Tabela 3.7.
Nome Operador
M1 Z Z I I I I I I I
M2 I Z Z I I I I I I
M3 I I I Z Z I I I I
M4 I I I I Z Z I I I
M5 I I I I I I Z Z I
M6 I I I I I I I Z Z
M7 X X X X X X I I I
M8 I I I X X X X X X
Z X X X X X X X X X
X Z Z Z Z Z Z Z Z Z
Tabela 3.7: Geradores e operações lógicas do código de Shor.
Como vimos na Seção 3.4.2, o código de Shor corrige todos os tip s de erros de um qubit. Isso
pode ser comprovado para todos os operadores de Pauli com pesenor ou igual a dois. Ou seja, esse
código tem distância três. Por exemplo, digamos que ocorreram erros de um qubitX1 eY4. O produto
X1Y4 anticomuta comZ1Z2, logo não pertence ao normalizadorN(S). Da mesma maneira verifica-se
que todos os produtos de dois erros do conjunto de erros ou pertenc m aSou anticomutam com pelo
menos um elemento deS. Segue que o código de Shor pode corrigir um erro arbitrário em um qubit.
Podemos ver que as palavras-código|0L〉 e |1L〉 em (3.3) e (3.4), são autovetores com autovalores
+1 de todos os geradoresMi , i = 1, . . . ,8. Além disso, cada operador deGn que fixa |0L〉 e |1L〉
pode ser escrito como produto dos geradoresMi ’ . O grupo formado por esses operadores é o grupo
estabilizadorS.
O código CSS e o ćodigo [[7,1,3]] revisitados
SejamC1 e C2 códigos clássicos lineares(n,k1) e (n,k2) tais queC2 ⊂ C1 e ambos,C1 e C⊥2 ,






Essa matriz verificadora corresponde ao estabilizador do c´o igo CSS(C1,C2), [56].
Para ver que isso define um código estabilizador, é necess´ario que a matriz verificadora satisfaça
a condição de comutatividadeHC⊥2





De fato, pode-se verificar que esse é exatamente um código CSS(C1,C2), e que ele é capaz de corrigir
erros arbitrários emt qubits.
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O código de sete qubits de Steane é um exemplo de código CSS, cuja matriz verificadora de
paridade é 

0 0 0 1 1 1 1 0 0 0 0 0 0 0
0 1 1 0 0 1 1 0 0 0 0 0 0 0
1 0 1 0 1 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 1 1 0 0 1 1
0 0 0 0 0 0 0 1 0 1 0 1 0 1


A codificação dos operadoresZ eX para o código de Steane é definida por:
Z ≡ Z1Z2Z3Z4Z5Z6Z7; X ≡ X1X2X3X4X5X6X7.
O código de cinco qubits
O tamanho mı́nimo de um código quântico que codifica um único qubit de forma que qualquer erro
no seu estado codificado possa ser detectado e corrigido é cinco. O código[[5,1,3]] satura o limitante
quântico de Hamming e, portanto, é um código quântico perfeito. Os geradores do estabilizador e as
operações lógicasZ eX do código de cinco qubits são mostrados na Tabela 3.8.
Nome Operador
M1 X Z Z X I
M2 I X Z Z X
M3 X I X Z Z
M4 Z X I X Z
Z Z Z Z Z Z
X X X X X X
Tabela 3.8: Geradores e operações lógicas para o código[[5,1,3]].
Capı́tulo 4
Códigos Qûanticos Topoĺogicos
O computador quântico pode ser bastante promissor, poréma decoerência resultante das interações
entre o sistema e o ambiente que o cerca e os erros sistemáticos em transformações unitárias são
problemas que dificultam a construção de tais computadores. Para construir um computador quântico
é necessário que a informação quântica seja protegidadurante o processo de computação, isso é o que
chamamos decomputaç̃ao toleranteà falhas. Por exemplo, a correção quântica de erros, introduzida
por Shor é uma forma de realizar computação quântica tolerante à falhas.
Existem muitas idéias para a construção de um computadorquântico, uma dessas é acomputaç̃ao
quântica topoĺogica, que propõe usar certas propriedades de partı́culas confinadas em um plano. Pode
parecer uma teoria estranha, mas essas propriedades já foram observadas na prática em uma área
denominadafı́sica do efeito Hall qûantico. Atualmente, outros experimentos estão sendo propostos e
executados na esperança de se obter uma computação quântica topológica rudimentar.
Para evitar as interações entre o sistema e o ambiente circundante, o caminho mais natural seria
isolar os qubits de suas vizinhanças, porém ao se considerar um número grande de qubits esse passa a
ser um desafio muito difı́cil. A computação quântica topol´ gica propõe um caminho alternativo onde
estados quânticos dependem de propriedades topológicasde um sistema fı́sico. Assim, deformações
contı́nuas causadas pelo ambiente não seriam capazes de alterar tais propriedades, e então terı́amos
naturalmente uma computação quântica tolerante à falhs.
Essa computação é realizada por meio de “cordas” entranc¸ad s que representam o movimento
da partı́cula no espaço-tempo. As partı́culas envolvidasnes e processo não são de um tipo comum,
elas possuem certas propriedades matemáticas especiais esão conhecidas comoanyons, cujo nome
nada tem a ver com os “ânions” (ı́ons de carga negativa). A idéia e usar tais partı́culas para realizar
computação quântica tolerante à falhas partiu originalmente do fı́sico Alexei Yu Kitaev em 1997, [48].
Entretanto, a possibilidade de usar topologia para esse propósit foi considerada antes por Michael H.
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Freedman em 1988, e publicada apenas em 1998.
Iniciamos esse capı́tulo apresentando o código tórico deKita v na Seção 4.1. Na Seção 4.2 mos-
tramos como pode se realizar computação quântica tolerante à falhas através de anyons. A Seção 4.3
mostra outros códigos quânticos topológicos em superf´ıci s com gênerog = 0 eg = 1, baseados nas
idéias de Kitaev.
4.1 Código Tórico
Os códigos tóricos descritos inicialmente por Kitaev, associam qubits às arestas de um reticulado
quadrado de um toro. Esses códigos podem ser generalizadosp ra uma classe mais ampla, osc´ digos
quânticos topoĺogicos(ou simplesmente TQC), considerando outras superfı́cies or ntáveis bidimen-
sionais diferentes do toro. Os códigos TQC formam uma subclasse dos códigos estabilizadores.
Intuitivamente, um reticulado noRn é um conjunto infinito de pontos dispostos de forma regular.
Formalmente, um reticuladoΛ é definido como um subconjunto discreto infinito deRn que forma
um grupo aditivo sob adição usual de vetores. Aqui iremos considerar o reticulado quadrado gerado
pelos vetoresu = (1,0) e v = (0,1). Um toro é uma superfı́cie orientável com gênero um, ou seja,
é equivalente a uma esfera com uma “alça”. Nas Seções 5.1.1 e 6.2 aprofundaremos os conceitos
de reticulado e toro. Um toro planar pode ser descrito como umq adrado cujos lados opostos são
identificados. Então, entenda um reticulado quadrado no toro como um ladrilhamento por quadrados
unitários no toro planar (Z×Z), como mostrado na Figura 4.1.
f
v
Figura 4.1: Reticulado quadrado do toro.
Considere um reticulado quadradol × l no toro. SejamV,E e F o conjunto dos vértices, arestas
e faces do reticulado, respectivamente. Os qubits estão emcorrespondência um-a-um com as arestas
do reticulado. Como cada aresta pertence simultaneamente aduas faces do reticulado, temos que
|E| = 2l2, ou seja, o comprimento do código én = |E| = 2l2 qubits.
Os operadores estabilizadores, por sua vez, estão associados aos vértices e às faces do reticulado.
Dado um vérticev∈V o operador vérticeAv é definido como o produto tensorial deσx correspondendo
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a cada uma das quatro arestas que temv como vértice comum e o operador identidade agindo nos
qubits restantes. Analogamente, dada uma face∈ F, o operador faceBf é definido como o produto
tensorialσz correspondendo a cada uma das quatro arestas que formam o bordo da facef e o operador




σ δ ( j∈Ev)x Bf =
⊗
j∈E
σ δ ( j∈E f )z , (4.1)
ondeδ é o delta de Kronecker.
Esses operadores são de fato operadores estabilizadores.CadaAv e Bf é Hermitiano e tem auto-
valores±1. Além disso, operadores vérticeAv obviamente comutam uns com os outros assim como
operadores faceBf . Apesar deσx e σz anticomutarem, como operadores face e operadores vértice
possuem duas ou nenhuma aresta em comum, segue queAv eBf comutam.
Portanto, o código tórico é o subespaçoC do espaço de HilbertH com 2n = 22l
2
dimensões, que
é fixado pelos operadoresAv eBf :




Av = 1 e ∏
f
Bf = 1. (4.3)
Assim, um operador vértice pode ser escrito como um produtoos demais operadores vértice, assim
como um operador face também pode ser escrito como um produto dos demais operadores face. Logo,
existem 2l2−2 geradores do estabilizadorSformado pelos operadoresAv eBf . Como vimos na Seção
3.5, seS temn−2 geradores, então a dimensão do código é 22 = 4, ou seja,C codificak = 2 qubits.
O número de qubits codificados está relacionado com o número de ciclos fundamentais da superfı́cie,
[63, 31], no caso do toro temos dois ciclos, o paralelo e o meridiano, e por issok = 2. Ou ainda, o
número de qubits codificados é igual a 2g, e como o gênero do toro é 1, entãok = 2.
Antes de definir a distância de um código tórico, temos queintroduzir alguns conceitos de teoria
de homologia, [7, 34]. Uma1-cadeiaé uma aplicação que fixa um elemento deZ2 a cada aresta do
reticulado. Em um abuso de linguagem, usaremos também o term para nos referir ao conjunto de
todas as arestas que são fixadas ao valor 1 por essa aplicaç˜o. Analogamente, uma0-cadeiae uma
2-cadeiasão definidas como as aplicações correspondentes que fixam um elemento deZ2 aos vértices
e às faces do reticulado, respectivamente. Assim, uma 1-cadeia forma um espaço vetorial sobreZ2,
onde a soma de duas cadeias é, intuitivamente, uma união das arestas contidas nas duas 1-cadeias. Da
mesma forma, 0-cadeia e 2-cadeia também formam espaços vetoriais.
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O operador linearbordo∂ pode ser definido de uma 1-cadeia à uma 0-cadeia, e de uma 2-cadeia
à uma 1-cadeia. Sejamv0,v1,v2 os vértices de uma face triangular, ob rdode uma aresta∂ (v0,v1)
é a 0-cadeiav1−v0, e o bordo de uma face∂ (v0,v1,v2) é a 1-cadeia∂ (v0,v1)+∂ (v1,v2)+∂ (v2,v0),
considerando a orientação da face. Define-se umciclo como uma cadeia cujo bordo é trivial. Um
ciclo é ditohomologicamente trivialse pode ser escrito como o bordo de uma 2-cadeia. Do contrári,
o ciclo é chamadohomologicamente ñao-trivial.
Lembramos que um operador de Pauli que não comuta com os operad r s estabilizadores é um erro
detectável, enquanto que um operador de Pauli que comuta com todos os operadores estabilizadores
preserva o subespaço codificador. Por outro lado, um operador que comuta com o estabilizador mas
não pertence a ele pode corromper a informação. Assim, a distˆ ncia de um código estabilizador é o
peso do operador de Pauli de menor peso que preserva o subespaço codificador e não age trivialmente
nele. Vejamos isso em termos de ciclos.
Qualquer operador de Pauli pode ser expresso como um produtotens rial deX’s (e I ’s) vezes
um produto tensorial deZ’s (e I ’s). O produto deZ’s e I ’s define uma 1-cadeia, onde arestas cujo
operadorZ age correspondem ao valor 1 e arestas cujo operadorI age correspondem ao valor 0.
O operador definido por esse produto trivialmente comuta comtodos os operadores face, e comuta
com um operador vértice se, e somente se, um número par deZ’s agem nas arestas adjacentes ao
vértice. Portanto, essa 1-cadeia é na verdade um ciclo. Similarmente, o produto tensorial deX’s e I ’s
trivialmente comuta com os operadores vértice, e comuta com um operador face se, somente se um
número par deX’s agem nas arestas contidas na face. As arestas no reticulado du l nas quaisX age
formam um ciclo do reticulado dual.
Assim, um operador de Pauli que comuta com o estabilizador docó igo pode ser representado
como um produto tensorial de operadoresZ agindo em um ciclo do reticulado, vezes um produto
tensorial de operadoresX agindo em um ciclo do reticulado dual.
Em um reticulado, o interior de um ciclo homologicamente trivial pode ser “ladrilhado” por faces
da tesselação, e assim um produto tensorial de operadoresZ agindo nas arestas deste ciclo pode ser
escrito como um produto de operadores faces que o compõe, e prtanto está contido no estabilizador.
Como vimos, esse tipo de operador age trivialmente sobre o c´odigo. O mesmo acontece com o ope-
rador formado por produtos tensoriais deX agindo num ciclo homologicamente trivial no reticulado
dual.
Em geral, qualquer elemento do estabilizador pode ser escrito como um produto tensorial de ope-
radoresZ agindo em um ciclo homologicamente trivial do reticulado vezes um produto tensorial de
operadoresX agindo em um ciclo homologicamente trivial do reticulado dual. Conclui-se que o
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espaço gerado pelos operadores que agem em ciclos homologicamente triviais é identificado com o
estabilizador.
Por outro lado, se um produto de operadoresZ corresponde a um ciclo homologicamente não-
trivial, então este operador ainda comuta com o estabilizador porém, não está contido nele. Logo a
distância do código tórico é o peso do operador correspondente a um ciclo homologicamente não-
trivial, de menor peso. Ou seja, a distância mı́nima deC ´ o mı́nimo entre o número de arestas
contidas no menor ciclo homologicamente não-trivial do reticulado e o número de arestas contidas no
menor ciclo homologicamente não-trivial do reticulado dual. Lembrando que o reticulado quadrado
l × l é auto-dual, ou seja, esse número de arestas é igual para oreticulado e o reticulado dual, segue
que o menor desses caminhos corresponde aos eixos ortogonais d reticulado ou do reticulado dual







Figura 4.2: Os ciclosC eC′ são homologicamente triviais no reticulado e no reticulado dual, respec-
tivamente. Os demais ciclos são homologicamente não-triviais no reticulado e no reticulado dual.
Realiza-se a correção de um erro aplicando o operador de Pauli de peso mı́nimo.
Em qualquer sistema quântico local com diferença de massa, existe umestado baseque é o estado
onde não existem partı́culas. No plano o estado base é único, porém em uma superfı́cie bidimensional
com topologia não-trivial, o estado base é degenerado, e ograu de degeneração depende da topologia,
[63].
No caso do toro, considere os dois ciclos fundamentais que denotar mos porC1 e C2, e defina
operadores unitáriosT1 e T2 que descrevem o processo de criação de um par de partı́culas (anyone
anti-anyon), onde oanyonse propaga emc1 ec2, respectivamente, antes do par se aniquilar. Assim,T1
e T2 preservam o estado base do sistema, pois ambos comutam com o Ha iltonianoH que descreve
o sistema, e portanto, podem ser simultaneamente diagonalizados. Contudo,T1 e T2 não comutam
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1 T2T1 = e
−i2θ I ,
ondeeiθ é a fase de permutação deanyon (veja Seção 4.2.2). Note que, o caminho descrito por
T−12 T
−1
1 T2T1 é equivalente a um processo no qual umanyondá uma volta em torno de outro no
sentido horário. Uma volta no sentido horário equivale a du s permutações sucessivas no sentido
horário, representada pela fasee−i2θ . Portanto,T1 eT2 não comutam, exceto paraθ = 0 eθ = π .
ComoT1 é unitário, então seus autovalores são fases. Sejaα ∈ [0,2π) um autoestado deT1 com
autovaloreiα . Assim,T1|α〉 = eiα |α〉. AplicandoT2 ao autoestado deT1 temos,
T1(T2|α〉) = ei2θ T2T1|α〉 = ei2θ eiα(T2|α〉).
Suponha queθ seja um múltiplo rotacional de 2π , ou seja,θ = π pq , ondep e q são inteiros positivos
primos entre si (p < 2q). EntãoT1 deve ter pelo menosq autovalores distintos.T1 agindo emα gera
uma órbita comq valores distintos. ComoT1 comuta com o Hamiltoniano, no toro o estado base do
sistema anyônico deve ter grau de degeneração igual a um múltiplo de q. Verifica-se que o grau da
degeneração é exatamenteq, [63]. Em uma superfı́cie de gênerog, existem operadores análogos aT1
e T2 associados a cada uma dasg “alças”, então o grau de degeneração topológica torna-seqg.
No modelo de Kitaev, será mostrado na Seção 4.2.3 que existem dois tipos de partı́culas, então
existem dois tipos de operadoresT1, digamosT1,v e T1, f , e dois tipos de operadoresT2, T2,v e T2, f .
Os comutadores sãoT−12, f T
−1
1,v T2, f T1,v = −1 = T−12,v T−11, f T2,vT1, f . Assim,T1,v e T2,v podem ser simul-
taneamente diagonalizados e interpretados como os operador s lógicosZ1 =
⊗
j∈E σ
δ ( j∈C1, f )
z e Z2 =
⊗
j∈E σ
δ ( j∈C2, f )
















E o grau de degeneração é 4. O estado base deH0 coincide com o subespaço protegido do código.
Todos os estados excitados são separados por uma diferença d energia∆E ≥ 2, devido a diferença
entre os autovalores dos operadores estabilizadores ser igual a dois.
Os operadores que compõem o HamiltonianoH0 são locais. Medir um desses operadores requer
uma computação quântica, mas devido ao fato de cada um desses operadores envolver poucos qubits
(4 qubits) no bloco do código, e desses qubits estarem próximos uns dos outros, a medida pode ser
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executada realizando poucas portas quânticas. Isso facilita a potencial implementação fı́sica desses
sistemas reticulados. Ao contrário dos códigos topológicos, os operadores estabilizadores em códigos
não-topológicos são geralmente não-locais.
Com essas caracterı́sticas Kitaev consegue mostrar que, apesar desses códigos não serem bons
códigos no sentido de não atingirem o limitante de Hamming, eles proporcionam algumas vantagens
diante de problemas como decoerência (veja Seção 4.2.3). A probabilidade de erro tende a zero na
mesma proporção queexp(−al).
Essa construção não é restrita a reticulados quadrados. Além disso, pode-se considerar um reti-
culado em uma superfı́cie bidimensional qualquer. Para superfı́cies de gênerog, 2g qubits podem ser
codificados, pois a cada “alça” adicionada, existem dois novos ciclos de homologia, e daı́, existem
dois novosZ’s lógicos.
4.2 Computaç̃ao Quântica Topológica
Uma das principais aplicações da correção quântica deerros é a computação quântica tolerante à
falhas, ou seja, a proteção da informação quântica durnte o processo dinâmico da computação. A
computação quântica tolerante à falhas permite manteri alterado um estado quântico por um tempo
suficiente para completar um cálculo computacional, desdeque a taxa de erro seja constante. Essa taxa
de erro é a probabilidade de decoerência de um qubit codifica o por unidade de tempo. Veremos nesta
seção que é possı́vel implementar a computação de forma a bitrariamente boa, mesmo com portas
lógicas defeituosas, desde que a probabilidade de erro porporta esteja abaixo de um determinado
limiar constante, [56].
A computação clássica também pode ser feita tolerante `falhas, porém desnecessária devido a
suas portas lógicas serem suficientemente seguras para isso. A informação clássica é armazenada em
um meio magnético, que provém de spins de átomos individuais, onde cada spin é bastante sensı́vel
à flutuações térmicas. Os spins interagem uns com os outros e tendem a ser orientados na mesma
direção. Se algum spin se move na direção oposta, as forc¸as de interação movem-no de volta para
a direção dos demais. Pode-se dizer que erros estão sendocorrigidos no nı́vel fı́sico, [48]. Surge a
dúvida se algo semelhante seria possı́vel fazer no caso quˆantico.
A partir disso, Kitaev propõe uma computação quântica tolerante à falhas baseada em propriedades
de partı́culas conhecidas comoanyonsque só são possı́veis em um mundo bidimensional. O hardware
nesse modelo terá uma resistência natural a falhas.
Nesta seção veremos os aspectos gerais da computação quântica resistente à falhas, as propriedades
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particulares dosanyonsque permitem tal computação, e a maneira como é realizadaa computação
através deanyons.
4.2.1 Aspectos gerais de tolerância à falhas
A idéia central da computação quântica tolerante à falhas é computar diretamente com estados
quânticos codificados, de tal forma que a decodificação n˜ao seja necessária. Suponha que seja dado um
circuito simples. O ruı́do atua em cada um dos elementos que compõem esse circuito: na preparação
do estado, nas portas lógicas quânticas, na medida na saı́da, e até mesmo na transmissão da informação
ao longo dos fios. Para combater os efeitos do ruı́do, cada qubit do circuito original é substituı́do por
um bloco de qubits codificados, usando um QECC. Além disso, cada porta do circuito original é
substituı́da por uma rotina que implementa uma porta codifica a, que por sua vez atua no estado
codificado. Uma maneira de evitar o acúmulo de erros é realizar correções de erro periodicamente no
estado codificado. Mas só isso não é suficiente, pois as portas codificadas podem causar a propagação
de erros, e as correções de erro em si podem introduzir erros nos qubits codificados. Para evitar
isso, as portas codificadas devem ser cuidadosamente projetadas, de modo que uma falha qualquer
durante o procedimento para sua codificação se propague somente em um número pequeno de qubits
em cada bloco de qubits codificados, permitindo que o procedimento de correção seja eficaz. Esses
procedimentos para codificar portas são chamadosresi tentes̀a falhas. De modo semelhante, deve-se
ter cuidado no projeto do procedimento de correção para n˜o introduzir muitos erros nos dados.
Além de portas quânticas codificadas, a computação quântica também precisa de procedimentos
de medida e de preparação de estados tolerantes a falhas. Sabemos que as medidas são usadas para
codificar, ler os resultados da computação, diagnosticara sı́ndrome nas correções, e preparar estados
auxiliares para a construção de portas, e portanto, as medidas são cruciais para a computação quântica
tolerante à falhas. Um procedimento para medir um observáv l em um conjunto de qubits codificados
é resistente à falhas se uma falha de um único componente do procedimento resultar no máximo em
um erro em um qubit em cada bloco de qubits na saı́da do procedimento. Além disso, exige-se que,
se somente um componente falhar, o resultado da medida deve ter probabilidade de erroO(p2), onde
p é a probabilidade de falha em qualquer um dos componentes. Esse último requisito é extremamente
importante, pois o resultado da medida pode ser usado para controlar outras operações no computador
quântico e, se ela estiver incorreta, o erro pode se propagar, fetando muitos qubits em outros blocos
de qubits codificados. Diz-se que um procedimento para preparar um estado codificado é tolerante à
falhas se uma falha em um único componente do procedimento rsultar no máximo em um erro em
um qubit em cada bloco de qubits ao final do procedimento.
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Portanto, a resistência a falhas de um certo procedimento ´e a propriedade de que, se apenas uma
componente do procedimento falhar, ocorrerá apenas um erro em cada bloco de qubits codificados na
saı́da, [56].
É possı́vel implementar eficientemente a computação quântica em escala arbitrária desde que o
ruı́do em portas quânticas individuais esteja abaixo de umcerto limiar constante.
Teorema 7 (Teorema do Limiar)[56]Um circuito qûantico contendo p(n) portas pode ser simulado
com probabilidade de erro de no máximoε usando
O(poli(logp(n)/ε)p(n))
portas no seu hardware, com probabilidade de falha de cada componente no ḿaximo igual a p, desde
que p seja menor que um limiar p< plm, e supondo-se condições razóaveis para o rúıdo no hardware.
Uma estimativa superficial para esse limiar éplm ≈ 10−4, contudo, cálculos mais sofisticados
fornecem valores na faixa 10−5−10−6, [56].
A idéia é realizar operações resistentes a falhas diretam nte sobre os estados codificados, interca-
lando com etapas de correção de erros, levando a uma redução na probabilidade de ocorrência de erro
de p paraO(p2).
Uma maneira de reduzir ainda mais essa probabilidade é concatenar códigos várias vezes e criar
procedimentos resistentes à falhas hierárquicos. O teorema do limiar não afirma a possibilidade de
proteger a computação quântica contra os efeitos de ruı́o totalmente arbitrário. As hipóteses fisica-
mente razoáveis a que o teorema se refere são sobre o tipo deruı́do que ocorre em um computador
quântico, e uma arquitetura computacional disponı́vel para ermitir que o seu resultado se aplique.
4.2.2 Anyons
Vimos na Seção 3.2 que para partı́culas idênticas no espaço de três dimensões, comum na fı́sica, a
permutação dessas partı́culas são representadas de duas maneiras. Se as partı́culas são bósons, então
uma permutação entre duas partı́culas é representada pelo operador identidade agindo na função de
onda, ou seja, a função de onda é invariante, e dizemos quea partı́cula obedece as estatı́sticas de
Bose. Se as partı́culas são férmions, então uma permutac¸ão dessas é representada pela multiplicação
por (−1), ou seja, a função de onda troca o sinal, e dizemos que a partı́cul obedece as estatı́sticas
de Fermi. Estatı́stica de um sistema é a propriedade que descrev como o vetor estado do sistema se
transforma sob a troca de duas partı́culas, [63].
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A estatı́stica de partı́culas idênticas em uma, três ou mais dimensões, é um conceito bem esta-
belecido. Já para duas dimensões, uma variedade consideravelmente rica de tipos de estatı́sticas de
partı́culas é possı́vel. A permutação de partı́culas idênt cas, neste caso, pode mudar a função de onda
por uma multiplicação de faseiθ que toma outros valores além de 1 e−1. Ou seja, o fator de
multiplicação pode se tornar um número complexo qualquer.
Da mesma forma que ocorria com o fator de fase−1, a multiplicação da função de onda por um
fator complexo não tem efeito sobre as propriedades mensuráveis da partı́cula individual. A fase pode
alterar o modo pelo qual duas ondas complexas interferem.
Partı́culas indistinguı́veis em duas dimensões não sãobós ns nem férmions, são o que se conhece
como “quasipartı́culas” e se comportam de maneira muito semelhante à das partı́culas e antipartı́culas
da fı́sica de altas energias. Essas quasipartı́culas são conhe idas poranyons, e esse nome se deve ao
fato do fator de multiplicação poder ser “qualquer” (any)úmero complexo.
Pode-se pensar queanyonssejam apenas uma construção teórica, mas eles também s˜ao realizações
fı́sicas de sistemas reais que podem ser estudadas em laboratórios. Alguns experimentos recentes
indicam que osanyonsexistem em certas estruturas semicondutoras planares especiai , resfriadas até
perto do zero absoluto e imersas em campos magnéticos intenos. Umgás bidimensional de el´ trons
pode existir na interface de duas placas semicondutoras de arseneto de gálio. Os elétrons se movem
livremente nas duas dimensões da interface, mas são impedidos de se mover na direção ortogonal à
camada, que os tiraria do plano. Em um campo magnético suficientemente forte e em temperatura
extremamente baixa, e se os elétrons no material são suficientemente móveis, o gás bidimensional
de elétrons atinge um estado base profundamente emaranhado que é separado de todos os estados
excitados por um intervalo de energia diferente de zero, [63]. Por exemplo, no caso doefeito Hall
quântico fraciońario as excitações no gás de elétrons se comportam como part´ıcul s dotadas de apenas
uma fração da carga do elétron. Outras excitações carreg m unidades de fluxo magnético consigo,
como se o fluxo fosse parte integrante de sua estrutura, [19].Uma confirmação experimental de que
as quasipartı́culas do estado Hall quântico fracionáriosãoanyonsfoi obtida por Vladimir J. Goldman,
Fernando E. Camino e Wei Zhou em 2005.
A razão deanyonsexistirem somente em duas dimensões é que em um mundo tridimens onal
existe a propriedade topológica que diz que um caminho fechado nesse espaço pode ser suavemente
contraı́do a um ponto. Portanto, a fase topológicaeiθ adquirida pela função de onda quando duas
quasipartı́culas são permutadas é 1 ou−1, poisθ = 0 ou θ = π . Já em duas dimensões, não existe
essa propriedade, logo qualquer valor deθ ´ possı́vel em princı́pio, [63]. Esta caracterı́stica está
relacionada com o conceito fı́sico conhecido comoefeito Ahoronov - Bohm.
4.2. Computação Quântica Topológica 79
Em duas dimensões, é necessário saber em que direção ocorre a permutação de duas partı́culas: se
elas seguem percursos horários ou anti-horários. Os doispercursos alternativos são topologicamente
distintos, pois não é possı́vel deformar continuamente um percurso horário em um anti-horário sem
cruzar trajetos e as partı́culas envolvidas colidirem. Assim, a fase adquirida pela função de onda
depende dessa propriedade.
Anyonspodem ser de dois tipos: abelianos e não-abelianos. Por exemplo, suponhamos que haja
trêsanyonsenfileirados, ocupando as posições A, B, C. Primeiramente, permutemos osanyonsloca-
lizados nas posições A e B. Em seguida, troquemos osanyonsem B e C. O resultado é uma função
de onda modificada por algum fator de fase. Suponhamos agora que primeiro se permutem osanyons
em B e C, e depois em A e B. Se a função de onda resultante tem o mesmo fator de fase que a ante-
rior, osanyonssão denominados abelianos. Se os fatores dependem da ordemem que se realizam as
permutações, eles são não-abelianos. Para a construção de um computador quântico topológico pes-
quisadores acreditam que se deve usaranyonsnão-abelianos, [54]. Esta propriedade significa que a
ordem em que as partı́culas são permutadas é importante, edecorre do fato de que, paraanyonsdesse
tipo, o fator que modifica a função de onda é uma matriz de n´umeros, e o resultado da multiplicação
de matrizes depende da ordem em que elas são colocadas.
4.2.3 Computaç̃ao anŷonica
Kitaev mostra que um sistema quântico bidimensional com excitações anyônicas pode ser conside-
rado um computador quântico. As transformações unitárias são obtidas através decordasentrançadas
conhecidas comolinhas do universo, que representam os movimentos dessas excitações uma em volta
da outra. Tal computação é tolerante à falhas por sua natureza fı́sica.
qubit
Figura 4.3: Movimento de anyons no espaço-tempo.
Uma computação quântica poderia ser realizada da seguint maneira: primeiro criam-se pares de
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anyonsenfileirados, cada par se parece bastante com uma partı́culae s a antipartı́cula correspondente,
ambas nascidas de energia pura. Em seguida, os pares deanyonssão movimentados um em volta do
outro, em uma sequência cuidadosamente determinada. A linha do universo de cadaanyoné como
um fio, e o movimento dosanyons, conforme eles são permutados, entrança os fios (Figura 4.3). A
computação quântica é codificada nesse entrançamento, que contém o estado final dosanyons, [19].
A medida pode ser feita unindo as excitações em pares e observando o resultado de suas fusões.
Em seguida explicaremos cada uma das etapas dessa computação:
1. Criação de pares deanyons;
2. Evolução (transformações unitárias);
3. Medida.
Criação de pares deanyons
É impossı́vel criar uma única partı́cula. Contudo, é possı́vel criar um par de partı́culas da seguinte
forma
|ψz(t)〉= Sz(t)|ξ 〉 |ψx(t ′)〉 = Sx(t ′)|ξ 〉,




σ δ ( j∈t)z Sx(t ′) =
⊗
j∈E









Figura 4.4: Cordas e partı́culas.
No caso de|ψz(t)〉= Sz(t)|ξ 〉, são criadas duas partı́culas nos pontos finais da cordat, veja Figura
4.4. Tais partı́culas encontram-se nos vértices do reticulado, e são chamadaspart́ıculas do tipo-z
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ou cargas eĺetricas, porque carregam carga elétrica. No segundo caso, são gerdas duas partı́culas
nas extremidades da cordat ′, ou seja, essas partı́culas estão nas faces do reticulado esão chamadas
part́ıculas do tipo-xou fluxos magńeticos, porque carregam fluxo magnético. Os operadoresSz(t) e
Sx(t ′) são chamadosoperadores corda. Note que, esses operadores comutam com todo operadorAv e
Bf , exceto com aqueles que correspondem às extremidades da corda. O estado|ψz(t)〉 depende apenas
da classe de homotopia do caminhot, enquanto o operadorSz(t)|ξ 〉 depende det.
Qualquer configuração de um número par de partı́culas do tipo-ze um número par de partı́culas do
tipo-x pode ser realizada. Podemos conectar o par de partı́culas por cordas em um caminho qualquer.
Cada uma dessas configurações define um subespaço 4g-dimensional no espaço de HilbertH . Esse
subespaço é independente das cordas, porém um vetor particular Sa1(t1) . . .Sam(tm)|ξ 〉 depende de
t1, . . . , tm. Portanto, se desenharmos essas cordas em um caminho topologicamente diferente obtemos
outro vetor no mesmo subespaço de 4g dimensões.
Se uma partı́cula do tipo-x se move em torno de uma partı́cula do tipo-z (no sentido anti-horário),
começando e terminando no mesmo ponto (veja Figura 4.5), então seu estado inicial
|ψinicial 〉 = Sz(t)|ψx(q)〉
torna-se
|ψ f inal〉 = Sx(c)Sz(t)|ψx(q)〉 = −Sz(t)Sx(c)|ψx(q)〉 = −Sz(t)|ψx(q)〉 = −|ψinicial 〉,
pois Sx(c) e Sz(t) anticomutam eSx(c)|ψx(q)〉 = |ψx(q)〉. Portanto, a função de onda total adquire
um fator de fase−1. Isso não ocorre se as partı́culas são do mesmo tipo. Comojá foi mencionado,
a ação não-trivial do operador descrito acima causa um efeito que só é possı́vel ocorrer em sistemas
bidimensionais (efeito Ahoronov-Bohm).
Assim, dada uma partı́cula, podemos saber de que tipo ela é fazendo com queanyonsde teste
sejam movidos em volta desta partı́cula e observando se houve troca de fase.
Evolução
Como foi mencionado no inı́cio deste capı́tulo, Michael H. Freedman já havia considerado a pos-
sibilidade de usar a topologia para computação quântica. Su s idéias baseavam-se na relação entre
“invariantes de nós” e fı́sica quântica de uma superfı́cie bidimensional evoluindo no tempo. A possi-
bilidade de criar um sistema fı́sico desse tipo, e de se realizar uma medida adequada sobre ele, fará
com que o invariante de nó seja computado aproximadamente,de maneira automática, em vez de se
fazer um cálculo longo e inconveniente em um computador convencional.






Figura 4.5: Uma partı́cula tipo-x movendo-se em torno de umapartı́cula tipo-z.
Vimos que a permutação das partı́culas entrançam suas linhas do universo e existe uma ação não-
trivial no vetor estado da partı́cula. Existe uma interpretação topológica desses entrançamentos rela-
cionada ateoria dos ńos. Mais especificamente, essa é uma representação fı́sicado hamadogrupo
de braidou grupo de tranças. O estado quântico den partı́culas pertence a um espaço de Hilbert
que evolui como uma representação unitária do grupo debraid Bn. Essa estrutura matemática des-
creve todas as maneiras como uma dada fileira de fios pode ser entrançada. Qualquer entrançamento
pode ser produzido a partir de uma série de operações elementares em que dois fios adjacentes são
movimentados, seja no sentido horário, seja no anti-horário.
Suponha quen partı́culas ocupamn posições ordenadas 1,2, . . . ,n arranjadas em uma linha. De-
note porσ1 uma permutação no sentido anti-horário das partı́culasque inicialmente ocupavam as
posições 1 e 2, denote porσ2 uma permutação no sentido anti-horário das partı́culascujas posições
iniciais eram 2 e 3, e assim por diante. Qualquertrança ou braid pode ser construı́do com uma su-
cessão de permutações de partı́culas vizinhas, ou seja,σ1,σ2, . . . ,σn−1 são os geradores do grupo de
braid Bn, desde que satisfaçam as seguintes relações:
1. σiσ j = σ jσi se|i − j| ≥ 2
2. σiσi+1σi = σi+1σiσi+1.
Essas relações estão representadas na Figura 4.6. A primeira relação significa que permutações de
pares disjuntos de partı́culas comutam. A segunda relação é onhecida comoequaç̃ao de Yang-Baxter,
e também podemos escrevê-la como
(R⊗ I)(I ⊗R)(R⊗ I) = (I ⊗R)(R⊗ I)(I ⊗R), (4.5)
4.2. Computação Quântica Topológica 83
ondeR é uma matriz eI é a matriz identidade com a mesma ordem deR, veja Figura 4.7. Na Figura
4.6 pode-se observar que ambosσ1σ2σ1 e σ2σ1σ2 descrevem um processo no qual as partı́culas nas








σ−11 σ1 = 1
σ1σ2σ1 = σ2σ1σ2
σ1σ3 = σ3σ1








Figura 4.7: Equação de Yang-Baxter.
Um entrançamento é uma aplicação linear associada a cada cruzamento elementar, e é conhecido
comooperador braiding. Também pode ser visto como uma matriz, chamada matrizbra ding. Uma
solução unitáriaR para a equação de Yang-Baxter pode ser vista topologicamente como uma matriz
braiding ou quanticamente como uma porta universal, [47]. Toda sequência possı́vel de manipulações
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de anyonscorresponde a um entrançamento, e vice-versa. Por sua vez,cada entrançamento corres-
ponde a uma matriz que resulta da combinação de todas as matrizes que representam as permutas de
anyons, [19].
Como o grupo debraid é infinito, tem-se um número infinito de representações unitárias irre-
dutı́veis, e de fato existe uma quantidade infinita de represntações unidimensionais. Osanyonsabeli-
anos são as partı́culas indistinguı́veis que evoluem comou a representação unidimensional do grupo
de braid. Com efeito, nas representações unidimensionais, cada geradorσ j de Bn é representado
por uma faseσ j = eiθ j . Portanto a relação de Yang-Baxter torna-seeiθ j eiθ j+1eiθ j = eiθ j+1eiθ j eiθ j+1,
o que implica queeiθ j = eiθ j+1 ≡ eiθ , ou seja, todas as permutações são representadas pela mesma
fase. Por outro lado, no grupo debraid também existem representações não-abelianas que sãode
dimensão maior que 1. As partı́culas indistinguı́veis quese transformam como tais representações
são osanyonsnão-abelianos. Para obter uma computação quântica tolerante à falhas deve-se operar
anyonsnão-abelianos, [63, 48].
Medida
Para obter a leitura do resultado da computação, devemos medir os estados dosanyons. Se eles
estiverem muito distantes, a medição é impossı́vel. Então, eles precisam ser aproximados aos pares.
Grosso modo, verifica-se se os pares se aniquilam perfeitamen e, como deve ocorrer com antipartı́culas
verdadeiras, ou se eles deixam resı́duos de carga e fluxo, o que revela como seus estados foram alte-
rados pelo entrançamento a partir da situação exata de antipartı́culas que iniciaram.
Enfatizamos que um computador quântico deanyone um computador quântico convencional têm
potência computacional equivalente, segundo um teorema prov do por M. Freedman, A. Kitaev e Z.
Wang, [30].
Erros em uma computação quântica topológica podem ocorrer se flutuações térmicas produzirem
um par extra deanyonsenroscados no entrançamento da computação antes de se aniquilarem mutua-
mente. Entretanto, a probabilidade de ocorrência dessa interferência diminui exponencialmente con-
forme aumenta a distância percorrida pelosanyons. A taxa de erros pode ser minimizada mantendo-os
suficientemente distantes. Além disso, o processo de gerac¸ão térmica é suprimido nas baixas tempe-
raturas em que um computador topológico poderia operar. Assim, pode-se alcançar qualquer precisão
desejada com a construção de um computador suficientementgrande, mantendo osanyonsbem afas-
tados no entrançamento, [19].
Entretanto, a computação quântica topológica ainda está no inı́cio. Ainda não se demonstrou a
existência dosanyonsnão-abelianos, e a mais simples das portas lógicas ainda está s ndo construı́da.
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Se for mostrado queanyonsnão-abelianos de fato existem, então computadores quântico topológicos
terão a chance de superar os projetos mais convencionais nacorrida para ir de qubits e portas lógicas
até máquinas completas, pois a probabilidade de erro cai expon ncialmente conforme a temperatura é
baixada e a escala de tamanho cresce. Esse fator exponencialé a principal contribuição da topologia,
e não tem nenhum análogo nas abordagens mais tradicionaisda computação quântica.
4.3 Outros Códigos Qûanticos Topoĺogicos em Superf́ıcies com
Gênerog = 0 e g = 1
De uma maneira geral, pode-se utilizar a construção de Kitaev em outras superfı́cies bidimensio-
nais para obtenção de códigos quânticos topológicos corretores de erros. Apresentamos nessa seção
códigos quânticos topológicos construı́dos no plano projetivo RP2 e códigos tóricos sob uma nova
interpretação dos códigos de Kitaev.
4.3.1 Ćodigos sobre o plano projetivo
A partir da construção de Kitaev, M. Freedman e D. Meyer, em[31], construı́ram códigos sobre
o plano projetivoRP2. Nesse trabalho eles mostram quatro códigos distintos, umcom parâmetros
[[15,1,3]], e três com parâmetros[[9,1,3]], dentre os quais um é equivalente ao código de Shor de
nove qubits.
Como no plano projetivo existe apenas um ciclo fundamental,segue quek = 1. O comprimento
do código é dado pelo número de arestas (n = |E|), assim como no código de Kitaev, e a distância
é o número de arestas contidas no menor ciclo homologicamente não-trivial. Os operadores também
são definidos de modo semelhante aos operadores de Kitaev. Ilustraremos a construção de Freedman
e Meyer com o código[[9,1,3]] equivalente ao código de Shor.
A Figura 4.8 mostra uma celulação deRP2 com nove arestas, definindo um código que codifica
um qubit em nove. Nesse diagrama, pontos antı́podas no cı́rculo são identificados. Note que, o com-
primento de ambos os ciclos mı́nimo fundamental e mı́nimo fundamental dual é 3, portantod = 3.
Verifica-se que esse código é equivalente ao código de Shor comparando seus operadores estabiliza-
dores.
4.3.2 Ćodigos t́oricos [[d2 +1,2,d]]
Em [13], Bombin e Martin-Delgado consideram o código de Kitaevl × l como aregião fundamen-
tal de um reticulado do toro, que chamaremos de sub-reticulado pra não confundir. Translações dessa
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Figura 4.8: Código[[9,1,3]] equivalente ao código de Shor.
região fundamental resultam no reticulado quadrado do toro Z×Z, veja Figura 4.9. Os parâmetros e
propriedades do código tórico permanecem os mesmos. Além disso, podemos interpretar a distância
mı́nima do código como sendo o menor número de arestas do reticulado dual entre duas regiões funda-
mentais distintas. Na Figura 4.9 essas regiões são demarcadas pelas retas em negrito e têm a marcação
X como um representante.
Para definir seus códigos, Bombin e Martin-Delgado utilizam outro sub-reticulado regular para
tesselar o toroZ×Z, veja Figura 4.9. Esse novo sub-reticulado tem esferas de Lee de raior como
região fundamental. Como foi mencionando no exemplo 2.3,l esferas de Lee de raiot, em duas
dimensões, podem ser usadas para tesselar o torol × l , ondel = 2t2+2t +1 et = 1,2, . . ., [36]. Logo
essa tesselação pode ser estendida para o reticuladoZ×Z. Este sistema de reticulados usado em [13]
fornece códigos com parâmetros[[d2+1,2,d]] que demandam um pouco mais da metade do número
de qubits e mantém as mesmas propriedades do código original de Kitaev, como por exemplo, os










Figura 4.9: Reticulados do código de Kitaev e do código de Bombin e Martin-Delgado comd = 3.
Capı́tulo 5
Novos Ćodigos Qûanticos T́oricos
No capı́tulo 3, foi mostrado que uma nova interpretação docó igo de Kitaev, proposta por Bombin
e Martin-Delgado, proporciona uma melhora significativa qunto ao comprimento do código, resul-
tando em uma melhor taxa de codificação. Esta abordagem baseia-se em uma nova região fundamental
do reticulado regular, e mantém as mesmas propriedades doscó igos de Kitaev.
A partir disso, vimos que é possı́vel gerar vários outros códigos quânticos tóricos de acordo com
a possibilidade de cobrir o reticulado quadrado do toro, pordeterminados formatos ou regiões fun-
damentais. Esses formatos são conhecidos comopoliminós 1, [37], união de uma certa quantidade
de quadrados unitários. Classicamente, os poliminós jáforam usados para determinar códigosclose-
packed, [36], que são códigos definidos por tesselações de um reticulado através de translações de
um determinado poliminó. Lembramos que uma tesselação ´e uma cobertura do plano completo por
polı́gonos (neste caso, por poliminós) iguais sem superposições, encontrando-se somente ao longo de
arestas completas ou em vértices (veja Seção 6.2).
Nossa proposta utiliza a estrutura algébrica de grupos e também a estrutura de ideais de anéis de
inteiros Gaussianos para gerar um método de obtenção de tais t sselações. Também mostramos uma
maneira ainda mais geral de obter essas tesselações através de uma abordagem combinatorial. Dentre
esses códigos é possı́vel identificar diversas classes decódigos tóricos, inclusive reproduzir os códigos
de Kitaev e Bombin e Martin-Delgado. Com respeito ao comprimento do código e taxa de codificação,
obtivemos uma classe de códigos[[d2,2,d]] melhor que os anteriores.
Na Seção 5.1 apresentamos a relação entre formas quadr´atic s e reticulados, e definimos poli-
minós. A Seção 5.2 é dedicada ao problema de determinar ess s novas tesselações por poliminós de
um ponto de vista algébrico, além disso reproduzimos as classes de códigos tóricos conhecidas e apre-
1Em inglês o termo usado é poliomino que é uma generalizaç˜ o de domino e foi inventado por Solomon W. Golomb
em 1953. Em português o termo é uma generalização de dominó, portanto dizemos poliminó.
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sentamos novas classes. Na Seção 5.3 abordamos o mesmo problema através de um ponto de vista
combinatorial, por meio de determinante de matrizes quadrad s 2×2.
5.1 Formas Quadŕaticas, Reticulados e Polimińos
Antes de propor a construção de códigos quânticos tóricos, se faz necessário uma breve revisão de
conceitos matemáticos como formas quadráticas, reticulados e poliminós. Para maiores informações,
sugerimos as referências [20, 37, 75].
5.1.1 Formas Quadŕaticas e Reticulados
Uma forma quadráticaQ emn variáveis, é um polinômio homogêneo de grau dois
Q = a11x
2




ai j xix j ,
ondeai j ∈ R. FazendoX = (x1, . . . ,xn)T eA = {ai j} uma matrizn×n, podemos escrever
Q = XTAX.
O estudo das formas quadráticas é muito antigo, desde os gregos, passando por Fermat e La-
grange, entre outros. Particularmente, estamos interessado na forma quadráticax2 + y2, ondex e y
são números inteiros. O problema de um inteiro poder ser expresso como uma soma de quadrados de
inteiros do tipox2 +y2 foi tratada originalmente no Teorema de Pitágoras. Por volta de 1621, Fermat
conjecturou e comprovou que um número primop pode ser escrito como a soma de dois quadrados
inteiros se, e somente se,p = 2 ou p é do tipo 4κ + 1. Euler demonstrou definitivamente esse re-
sultado por volta de 1754. A teoria geral de todas as formas qudráticasax2 + bxy+ by2 deve-se a
Lagrange que deu inı́cio a classificação de formas quadráticas relacionando-as a geometria de certos
pontos regularmente espaçados no plano, osreticulados, [75].
Os reticulados têm sido bastante utilizados na teoria das comunicações. Sua principal aplicação
está relacionada ao problema de codificação de canal, queé equivalente ao problema de empacota-
mento de esfera. Em geral, reticulados podem ser usados paraa construção de códigos emn dimensões
para o problema de codificação de canal ou para quantizaç˜ao de vetoresn-dimensionais.
Como foi mencionado no capı́tulo 4, um reticuladoΛ é um subconjunto discreto infinito deRn
que forma um grupo aditivo sob adição usual de vetores.
SeΛ é um reticulado em um espaçon-dimensional, então existem vetores linearmente indepen-




xiνi , ondexi ∈ Z. Tal
conjunto de vetoresβ = {ν1,ν2, . . . ,νn} é chamado umabasedeΛ, [75].
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Figura 5.1: ReticuladoZ2 gerado porν1 e ν2.
Umaregião fundamentalpara um reticuladoΛ é um bloco de construção que quando transladado
muitas vezes pelos elementos deΛ preenche o espaço completo com apenas um ponto do reticulado
em cada cópia. Existem diferentes formas de escolher uma base e uma região fundamental para um
reticuladoΛ, mas o volume da região fundamental é unicamente determinado porΛ, [20]. O volume
da região fundamental é|det(B)|, ondeB é a matriz quadrada formada pelos vetores da baseβ de um
reticulado.
Por exemplo, o reticuladoΛ = Z2 é gerado pelos vetoresν1 = (1,0) e ν2 = (0,1) com região





. Então,det(B) = 1. Ou seja, uma região
fundamental do reticuladoZ2 é um quadrado com área 1.
Formas quadráticas fornecem uma linguagem alternativa para estudos de reticulados, especial-
mente conveniente para investigar propriedades aritméticas, [20].
Em termos gerais, sejaΛ um reticulado no espaçon-dimensionalRn, com vetores baseν1, . . . ,νn,
formando as linhas de uma matriz geradoraB. Um vetor reticulado qualquerξ = (ξ1, . . . ,ξn)∈Λ pode
ser escrito comoξ = x1ν1 + . . .+ xnνn = xB, ondexi são inteiros ex = (x1, . . . ,xn). A norma desse







xix jνi · ν j = xBBTxT = xAxT = f (x), onde a norma é
definida comoN(ξ ) = ξ ξ T eA = BBT é chamada uma matrizGramparaΛ. Visto como uma função
dasn variáveisξ1, . . . ,ξn, f (x) é uma forma quadrática associada ao reticulado.
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. Assim uma forma quadrática
associada ao reticulado hexagonal éx21 + x1x2 + x
2
2. Já o reticulado cúbicon-dimensionalZ
n tem
como matriz geradora a matriz identidade de ordemn, In, e a forma quadrática correspondente é
x21 +x
2
2 + . . .+x
2
n, [20].










A expressãopoliminó foi inventada em 1953 por Solomon W. Golomb. O termo polimin´o é uma
generalização de “dominó” o formato que inclui dois quadrados com tamanhos iguais e um lado em
comum. Um dominó tem somente o formato de um retângulo. Um tro inó é um poliminó formado
por três quadrados e existem dois formatos de trominós, assim como existem quatro formatos de
tetrominós, doze pentominós e trinta e cinco hexominós distintos, e assim por diante, [37].
Padrões poliminós são exemplos de geometria combinatoral, ramo da matemática relacionada
com as maneiras na qual formatos geométricos podem ser combinados. A princı́pio poliminós tinham
um caráter mais próximo a matemática recreativa, porémjá foram usados em codificação clássica para
obtenção de códigosclose-packed. Um códigoclose-packedcorresponde a qualquer tesselação de um
toro m×m por translações de um dado formato poliminó, [36].
Um modelo especial de poliminó é a esfera de Lee. Um reticulado quadrado do torom×m pode
ser tesselado porm esferas de Lee de raiot = 1,2, . . ., desde quem= 2t2+2t +1, [36]. Esse tipo de
tesselação foi usada para gerar códigos clássicos perfeitos, como vimos no exemplo 2.3, cujo padrão
de correção de erros é simétrico, [36]. Por outro lado, amesma tesselação também foi usada para
determinar códigos quânticos[[d2+1,2,d]] em [13].
5.2 Conjunto dos Representantes dos Polimińos - Uma Aborda-
gem Algébrica
Algebricamente, podemos caracterizar o código de Kitaev como o conjunto de classes laterais do
grupo quocienteZ2/mZ2 ∼= Zm×Zm. As identificações dos lados opostos da região delimitada por
Zm×Zm resulta na identificação com o toro plano. A área associada ao reticuladoZm×Zm é m2, e
como cada aresta pertence simultaneamente a duas faces quadradas o reticulado, temos 2m2 arestas,
ou seja, constata-se quen = 2m2 qubits. Além disso, os qubits a serem codificados estão relcionados
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aos ciclos fundamentais da superfı́cie, e portantok= 2, e a distância mı́nima do código por ser definida
como o número de arestas no menor ciclo homologicamente não-trivial, donded = m.
Agora, observando a Figura 4.9 sob o ponto de vista de Bombin eMartin-Delgado, o código
passa a ser definido na região fundamental que transladada cobre todo o reticulado. Assim, temos
que o comprimento do código passa a ser o número de arestas da região fundamental, levando em
consideração que não se deve contar duas vezes uma mesma ar sta; dimensão do código ék = 2,
pois depende da topologia da superfı́cie; e a distância do có igo, se observada na região fundamental,
equivale a distância entre duas regiões vizinhas. Então, se considerarmos qualquer tesselação do toro
dada por translações de uma região fundamental, ou melhor, de um poliminó, podemos definir um
código quântico associado a essa região similarmente aoque foi feito em [13].
A princı́pio, qualquer tesselação pode ser considerada pr a construção de tais códigos, desde
que a área do poliminó divida a área do reticulado quadrado Zm×Zm. Ou seja, a área do poliminó
deve ser igual a um divisor dem2. Observe que, param igual a um número primo, os únicos divisores
são 1 (caso trivial) em, além do próprio número. Por estarmos interessados em uma construção
mais geral possı́vel, iremos então considerar apenas os cas onde o poliminó tem área igual am. Por
exemplo, param= 5 a Figura 5.2 mostra dois modelos de poliminós que tesselamo reticuladoZ5×Z5.
Encontrar esses formatos é um problema combinatorial. A importância do formato dos poliminós está
relacionada aos padrões de correção de erros do código,[36].
Podemos tornar o problema de encontrar os poliminós da tesselação mais sistemático se deter-
minarmos o conjunto de representantes desses poliminós, denotados nas figuras pela marcaX. Esses
pontos são dados pelas coordenadas(x,y)∈Zm×Zm e nos indica onde deve haver um poliminó, o que
facilita a construção da tesselação. Por exemplo, na Figura 5.2 os representantes são dados pelas co-
ordenadas(0,0),(2,1),(4,2),(1,3) e (3,4). Para resolver esse problema, propomos uma abordagem























Figura 5.2: Duas representações de regiões com área 5.
Esse conjunto de representantes corresponde a um código reticulado clássico que é um subconjunto
de pontos de um reticuladoΛ. Ou seja, é um subespaço vetorial deZm×Zm ou mais precisamente um
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Zm-módulo, que denotaremos porA . Obviamente, para que a área do poliminó sejam, cardinalidade
deA deve serm.
Sabemos que a forma quadrática associada ao reticuladoZm×Zm é dada porx2 + y2. Baseados
nisso, usaremos a igualdadex2+y2 = mpara encontrar os vetores reticulados(x,y) ∈A comx,y∈Z.
Isso implica que a área do poliminó é de fatom. Através da soma usual de vetores, é possı́vel achar
todos os elementos deA , mas observe que a operação deve ser realizada módulom, para que os pontos
estejam dentro do reticuladoZm×Zm. Essa operação corresponde ao deslocamento dex unidades
horizontalmente ey unidades verticalmente nas células do reticulado. Sex ou y for negativo, o sinal
negativo indica o deslocamento no sentido oposto.
Note que, o conjunto dos representantes dos poliminós podeser visto também como um sub-
grupo do grupo aditivo(Zm× Zm,+), e com isso podemos trabalhar com a estrutura de grupo.
Nas proposições 1 e 2 veremos que, sex e y são relativamente primos tais quem = x2 + y2, então
A = 〈(x,y)〉, do contrário,A = 〈(x,y),(−y,x)〉.
Proposiç̃ao 1 Se x e y s̃ao inteiros primos entre si, então a ordem do grupo gerado pelo elemento
(x,y) é m, ou seja, o(〈(x,y)〉) = m.
Demonstraç̃ao: Obviamente, temos quemx= my= 0, e portantom(x,y) = (0,0). Agora, suponha que
existeτ ∈N, com 0< τ < m, tal queτ(x,y) = (0,0). Entãoτx= τy= 0. Comox ey são relativamente
primos, então existem inteirosα e β tais quexα + yβ = 1. Segue queτ = τxα + τyβ = 0, o que
contradiz a hipótese 0< τ < m. Logo,m= o(〈(x,y)〉).
O resultado vale para todo par(x,y) tal quemdc(x,y) = 1. Em particular, vale quandomdc(x,y) =
1 em= x2 +y2. Obviamente, sex 6= 0 ey = 0 entãoo(〈(x,y)〉) = o(x) = x, ou sex = 0 ey 6= 0 então
o(〈(x,y)〉) = o(y) = y.
Os seguintes fatos são facilmente demonstrados:
1. Semdc(x,y) = δ 6= 0 entãomdc( xδ ,
y
δ ) = 1.
2. Sem= x2 +y2 e mdc(x,y) = δ 6= 0, comx 6= 0 ey 6= 0, entãoδ divide m, uma vez queδ | x e
δ | y, e assimδ | x2 e δ | y2. Logo,δ | (x2 +y2) = m. Portanto, o quocientem/δ faz sentido.
Proposiç̃ao 2 Se x e y ñao s̃ao relativamente primos, então o(〈(x,y)〉) = mδ , ondeδ = mdc{x,y}.









y0δ ) = (mx0,my0) = (0,0).
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Agora, suponha por absurdo que exista 0< τ < mδ tal queτ(x,y) = (0,0). Assim,τx = τy = 0, e
0< τδ < m. Por outro lado, comomdc{x,y}= δ , então existemα,β ∈Z tais quexα +yβ = δ . Logo,
τxα +τyβ = τδ , daı́τδ = 0 contradizendo a hipótese 0< τδ < m. Conclui-se queo(〈(x,y)〉) = mδ .
Observe que o resultado vale quandomdc(x,y) 6= 0 divide m. Em particular, vale quandom =
x2+y2.
Como desejamos que|A | = m, então nos casos em quex e y são relativamente primos, onde
m= x2 + y2, consideramos o grupoA igual ao grupo cı́clico〈(x,y)〉. Nos casos ondex e y não são
relativamente primos, ou sejamdc(x,y) = δ 6= 0,1, então iremos considerar o grupoA igual ao grupo
gerado por dois elementos〈(x,y),(−y,x)〉 cuja cardinalidade ém.
Enfatizamos que nos casos ondem= x2 +y2 commdc(x,y) = 1, temos que o conjunto dos repre-
sentantes dos poliminós,A , é um código perfeito no sentido de ter apenas um representant X em
cada linha ou coluna, [21].
Conhecido o subespaço formado pelos representantes, é posı́vel escolher os poliminós que podem
tesselar o reticulado e definir o código quântico associad. O comprimento do código proposto é dado
pelo número de arestas do poliminó. Como o poliminó tem áream, e cada aresta pertence simultanea-
mente a duas faces quadradas do reticulado original do toro,tem s que a quantidade efetiva de arestas
é n = 2m. A dimensão do código ék = 2 devido a este código ser construı́do no toro. E a distância
mı́nima do código é dada pela menor distância entre dois representantes de poliminós distintos, ou
seja, é o número mı́nimo de arestas no reticulado dual entre dois representantes dos poliminós. Segue
que essa distância é dada pordM = |x|+ |y|, e é conhecida comodistância de Mannhein. Portanto, os
parâmetros dos códigos quânticos gerados por essas tesselações são[[2m,2,dM]].
Enfatizamos que para cada tesselação de um reticuladoZ2m, poliminó pode ter formatos dife-
rentes, porém os parâmetrosn,k e d não se alteram, ou seja, o código quântico gerado é o mesmo.
Entretanto, o formato do poliminó influencia no padrão de correção de erros. De uma maneira ge-
ral, podemos considerá-lo como a junção de dois quadrados: x× x com y× y. No entanto, pode-se
encontrar outros poliminós que tesselam o mesmo reticulado, esse é um problema de geometria com-
binatorial. Decidir qual o melhor formato para o poliminó depende do tipo de grafo associado ao canal
discreto sem memória, por exemplo, se o canal for simétrico então é melhor usar poliminós simétricos
em relação à marcaX (nem sempre isso será possı́vel), porém se o canal não forsimétrico, então é
melhor escolher um poliminó mais adequado.
Com essa construção é possı́vel reproduzir códigos tóricos já existentes, assim como gerar classes
novas.
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5.2.1 Reproduç̃ao dos ćodigos de Bombin e Martin-Delgado
Quandom = 2t2 + 2t + 1, parat = 1,2,3, . . ., reproduzimos os códigos de Bombin e Martin-
Delgado. Com efeito, sem = 2t2 + 2t + 1, então podemos escrevê-lo como soma de quadrados da
seguinte formam = (t + 1)2 + t2. Ou seja,x = t + 1 e y = t. Assim, x e y são primos entre si,
portantoA = 〈(x,y)〉. Segue qued = |t +1|+ |t| = 2t +1, en = 2m= 2(2t2+2t +1) = 4t2+2d =
4(d−1)
2
4 + 2d = (d−1)2 + 2d = d2 + 1. Portanto[[d2 + 1,2,d]]. O formato do poliminó pode ser a
junção de quadrados como visto anteriormente ou pode ser também a esfera de Lee de raiot utilizada
em [13].
Exemplo 5.1 Se m= 5, ent̃ao asúnicas soluç̃oes para x2+y2 = 5 são x=±2 e y=±1 ou vice-versa.
Sem perda de generalidade, digamos queA = 〈(2,1)〉, ou seja,A = {(0,0),(2,1),(4,2),(1,3) e
(3,4)}. Note que as operações s̃ao feitas ḿodulo 5. Esses elementos representam os poliminós, que
neste caso, podem ser as esferas de Lee de raio t= 1 ou tamb́em podem ser quadrados2×2 junto
com quadrados1×1, veja Figura 5.2. Como d= |2|+ |1|= 3, obtemos um ćodigo[[10,2,3]].
5.2.2 Reproduç̃ao dos ćodigos de Kitaev
Quandom é um quadrado perfeito, as únicas soluções param = x2 + y2 sãox = ±√m,y = 0
ou vice-versa. Sem perda de generalidade, consideramosA = 〈(√m,0),(0,√m)〉. Marcando os
representantes no reticulado obtemos poliminós quadrados
√
m×√m. Temos que os parâmetros dos
códigos sãon = 2m, k = 2 e d = |√m|, logo n = 2d2. Portanto reproduzimos os parâmetros dos
códigos tóricos de Kitaev[[2d2,2,d]].
Exemplo 5.2 Para m= 4, temos que aśunicas soluç̃oes para4 = x2 + y2 são x= ±2 e y= 0 ou
vice-versa. Sem perda de generalidade, considere x= 2 e y= 0. O vetor(2,0) nos proporciona
duas marcasX no reticulado,(2,0),(0,0), enquanto o vetor(0,2) produz as marcas em(0,2),(0,0).
ComoA deve ser um subgrupo, então a soma dos seus elementos també pertence aA , ou seja,
A = {(0,0),(2,0),(0,2),(2,2)}. Os polimińos s̃ao definidos como quadrados2×2, veja Figura 5.3.
Contando o ńumero de arestas do poliminó temos que n= 8. Além disso, pode-se verificar que a
distânciaé d= |2|+ |0| = 2. Logo, temos um código[[8,2,2]].
5.2.3 Nova classe de códigos t́oricos [[d2,2,d]]
Considere agora os valores dem que são o dobro de um quadrado perfeito, ou seja,m= x2 +x2.
Neste caso, o conjunto dos representantes dos poliminós égerado por dois elementos(x,x) e (−x,x).









Figura 5.3: Código de Kitaev[[8,2,2]].
Temos qued = 2x e n = 2m= 2(2x2) = 4x2 = d2. Logo obtemos um código tórico com parâmetros
[[d2,2,d]]. Em termos de taxa de codificação este código é melhor queos anteriores,k/n = 1/d. Um
dos possı́veis poliminós neste caso é um retângulo 2x×x. Esses poliminós não são simétricos quanto
ao representanteX, por isso esse tipo de código pode ser útil em um canal não simétrico.
Exemplo 5.3 Seja m= 8. Temos que aśunicas soluç̃oes para8 = x2 + y2 são x,y = ±2. Sem
perda de generalidade, considere x= y = 2. Assim,A = 〈(2,2),(−2,2)〉 = {(0,0),(2,2), (4,4),
(6,6),(6,2),(2,6),(0,4),(4,0)}. Os polimińos podem ser quadrados2×2 juntos a quadrados2×2,
ou seja, um ret̂angulo4×2. Obtemos um ćodigo [[16,2,4]]. Na Figura 5.4 mostramos dois modelos













Figura 5.4: Duas representações do código[[16,2,4]].
5.2.4 Outras classes de códigos t́oricos
Podemos obter várias classes novas de códigos tóricos impondo condições ax e y ou m. Por
exemplo, se considerarmos os valores dem tais quem = x2 + y2, ondey = x− 2. Temos qued =
dM = 2x−2 en = 2m= 2(x2+(x−2)2) = 2(2x2−4x+4) = 4(x2−2x+2). Substituindo o valor de
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Assim, obtemos a classe de códigos[[d2 + 4,2,d]]. Mais geralmente, se considerarmosy = x− ς ,
temos a classe de códigos[[d2+ ς2,2,d]].
Pode-se encontrar outras classes de códigos tóricos se assumirmos que um dos valoresx ou y
seja igual a 1. Digamosy = 1. Assim,d = dM = x+ 1 e n = 2m= 2(x2 + 1) = 2[(d− 1)2 + 1] =
2(d−1)2 +2. Resulta na classe de códigos[[2(d−1)2+2,2,d]]. Em geral, sey = ς , então obtemos
a classe de códigos[[2(d− ς)2+2ς2,2,d]].
Sex for um múltiplo dey, por exemplo,x = 2y, temos qued = dM = 3y e n = 2m= 2(5y2) =
10y2 = 10d
2




Assim como essas classes, podemos encontrar muitas outras de acordo com as condições sobre
x,y em.
5.2.5 Anel de inteiros Gaussianos
Outra maneira de obter sistematicamente o conjunto de representantes de poliminós é utilizando
a estrutura algébrica de anel. Entretanto, como essa estrutura é mais restritiva do que a de grupo,
obtemos menos códigos.
Considere a aplicação
η : Z2m → Zm[i],
dada por(x,y) 7→ x+y· i, ondeZ[i] = {x+y· i;x,y∈ Z} é o anel de inteiros de Gauss. Considerando
o grupo aditivo(Z[i],+) e a operação de soma realizada módulom, temos queη é um isomorfismo.
O anelZ[i] não foi escolhido de modo aleatório. A partir de um métodogerado por Minkowski
pode-se obter reticulados noRn através de um homomorfismo, conhecido como homomorfismo ca-
nônico, de um corpo de númerosK do Rn, de modo que a imagem de um ideal não-nulo do anel de
inteirosIK(Z) por este homomorfismo seja um reticulado de poston n Rn. Os reticulados obtidos
dessa maneira dependem diretamente do anel de inteiros de umcorpo de números. Os principais
parâmetros desse reticulado podem ser obtidos via teoria algébrica dos números, através de proprie-
dades deK, [65].
Considere o caso particular quandoK = Q[i] é a extensão quadrática deQ associada ao inteiro livre
de quadrados−1. Seu grupo de GaloisG é formado por dois elementosσ1 e σ2, ondeσ1(x+y· i) =
x+y · i e σ1(x+y · i) = x−y · i, para todox,y∈ Q. O anel de inteirosZ[i] deQ[i] é conhecido como
anel de inteiros de Gauss, e tem normaN(x+y · i) = x2 +y2, que é a forma quadrática associada ao
reticulado quadrado. O reticulado obtido a partir deZ[i] é o reticulado quadradoZ2. Observe que
(Z[i],+, ·,N) é um domı́nio Euclidiano, e portanto todo ideal deZ[i] é principal. Além disso, se um
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ideal deZ[i] for um ideal primo, então será um ideal maximal, [76].
Classicamente, subconjuntos finitosAp[i]⊂ Z[i] comp elementos, ondep≡ 1(mod4), foram usa-
dos como alfabetos de códigos, [57]. Esses subconjuntosAp[i] correspondem aos quocientesZ[i]/I ,
ondeI é um ideal primo deZ[i], e podem ser vistos como um corpo isomorfo aFp, o corpo de Galois
de ordemp.
SeA = 〈(x,y)〉 commdc(x,y) = 1, então a imagem deA pelo isomorfismoη é um idealI de
Z[i], comm elementos. De fato,A = 〈(x,y)〉 implica queI = 〈z〉, ondez= x+ y · i. Ou seja,I
é um ideal principal de ordem. Sem= p é um primo ı́mpar tal quep ≡ 1(mod4), temos queI
é um ideal primo e, portanto, é maximal, ou seja,I é o maior ideal emZ[i] que contém o conjunto
de representantes dos poliminós. Além disso, o quocienteZ[i]/I é um corpo, estrutura algébrica
bastante utilizada para definir códigos clássicos.
Em Z2m, para encontrarmos os valores dex y fazemos a forma quadráticax
2 + y2 ser igual a
m. Analogamente, emZ[i], fazemos a normaN(z) = x2 +y2 ser igual am e encontramos os valores
de x e y. Os representantes no reticulado correspondem às coordenadas quando partimos da célula
(0,0) e deslocamosx unidades horizontalmente ey unidades verticalmente nas células do reticulado.
Se algum valor dex e y for negativo, então o deslocamento é feito no sentido opost . Note que, as
operações emZ[i] são realizadas módulom para restringirmos o reticulado aZm×Zm.
5.3 Conjunto dos Representantes dos Polimińos - Uma Aborda-
gem Combinatorial
Dado um reticuladom×m, do ponto de vista combinatorial, o problema de determinar ovet r







As linhas da matriz A definem o deslocamento nas células do reticulado para determinar os repre-
sentantes dos poliminós da seguinte maneira: a unidades para a direita e b unidades para baixo; e c
unidades para a direita e d unidades para baixo. Se algum desses valores for negativo, o deslocamento
é feito no sentido oposto. Essa operação também pode servista como soma usual de vetores módulo
m, onde consideramos o conjunto de vetores gerado por(a,b) e por(c,d).
Assim, obtemos um conjunto dem vetores reticulados que correspondem aos representantes dos
poliminós,A . Se mudarmos os valores de a, b, c e d de forma quedet(A) = m, o conjunto de
representantes dos poliminós permanece commelementos, porém podem estar em posições diferentes
no reticulado. Logo, cada conjunto de posições nos fornece uma tesselação por poliminós que podem
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ser diferentes. Apesar do formato do poliminó não influenciar nos parâmetros do código quântico,
a posição dos representantes influencia no próprio format do poliminó e na distância do código.
Além disso, a distância agora deve ser observada no reticulado. Em alguns casos será dada pord =
min{|a|+ |b|, |c|+ |d|}, porém existem casos onde a distância efetiva é menor queeste mı́nimo.





tem determinante 3. Note que d= min{|3|+
|3|, |1|+ |2|} = 3, porém na Figura 5.5 pode-se verificar que d= 2. Neste caso, temos um código
[[6,2,2]]. Obtemos o mesmo conjunto de representantes, portanto o mesmo ćodigo[[6,2,2]], se tomar-














Existem alguns casos que recaem nos mesmos valores obtidos através da abordagem algébrica, a






Neste caso, a distância mı́nima do código é a distância de Mannheim. Podemos reproduzir da mesma
forma os códigos de Kitaev, Bombin e Martin-Delgado, a classe [[d2,2,d]] e as demais classes da
subseção 5.2.4.






det(A) = 5 e os vetores reticulados que representam os poliminós s̃ao (0,0),(2,1),
(4,2),(1,3) e (3,4).






det(A) = 4 e os vetores reticulados são (0,0),(2,0),(0,2) e (2,2).





. Logo, det(A) = 8 e os vetores
reticulados que representam os poliminós s̃ao (0,0), (2,2), (4,4), (6,6), (6,2), (2,6), (0,4), (4,0).
Se considerarmos a e b da matriz A como sendo respectivamenteos valoresx e y obtidos através
do método algébrico, comdc(x,y) = 1, a partir da relaçãoxd−yc= mpodemos determinar todos os
possı́veis valores para c e d. Todas essas soluções, exceto as triviais, onde c ou d assumem os valores
côngruos a 0(mod m), nos dão o mesmo conjunto de representantes, isto é,〈(x,y)〉 = 〈(c,d)〉.
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Exemplo 5.8 Para m= 5, vimos no Exemplo 5.1 que uma solução para(x,y) é(2,1). Ent̃ao considere
(a,b) = (2,1). Assim,2d−c = 5, e algumas possı́veis soluç̃oes para(c,d) são (−3,1),(−1,2),(1,3)





com esses valores de c e d tem determinante 5. O conjunto de
vetores reticulados gerados por(−3,1),(−1,2),(1,3) ou (3,4) é igual ao conjunto de vetores reticu-
lados gerados por(2,1), lembrando que as somas são feitas ḿodulo5. Portanto, obtemos o código
[[10,2,3]] do Exemplo 5.1.
Através do método combinatorial é possı́vel cobrir casos que não são possı́veis de ser reproduzidos
algebricamente. Por exemplo, param = p um primo ı́mpar tal quep = 4κ + 3. Esses valores não
podem ser escritos como soma de quadrados, na verdade obedecem a outras formas quadráticas, ou
melhor, pertencem a outros anéis de inteiros e por isso têmuma norma diferente da soma de quadrados.
Por esse motivo não podem ser realizados em um reticulado quadrado, pois anéis de inteiros diferentes
dos anéis de inteiros Gaussianos correspondem a reticulados diferentes, como por exemplo reticulados
hexagonais no caso dos anéis de inteiros de Eisenstein - Jacobi. Entretanto, isso não impede de
conseguirmos uma matriz do tipoA com determinantem e assim realizar o código.
Exemplo 5.9 Veja que m= 7 pode ser obtido da forma quadrática x21+3x
2
2, ou ainda, um elementoς
com norma N(ς) = 7 pertencente ao anel de inteiros de Eisenstein - Jacobi,Z[ω], cuja normaé dada
por N(ς) = x2+xy+y2, paraς = x+y·ω, ondeω = 1+i
√
3
2 . Esteé um caso onde não podemos aplicar





que tem detA= 7 nos fornece os vetores
reticulados(0,0),(2,1),(4,2),(6,3),(1,4),(3,5), (5,6) que definir̃ao uma tesselação por polimińos.
Tais polimińos podem ser formados pela junção de um quadrado1×1 e um ret̂angulo2×3. Assim


















Nos casos ondem= p é um primo ı́mpar do tipop= 4κ +3, o conjunto dos representantes obtidos
através desse método combinatorial, possui apenas um únicoX em cada linha ou coluna, portanto é um
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código perfeito no sentido de [21], e a distância mı́nima do código decorrente desse processo coincide
com a distância de Mannhein.
Na verdade, essa abordagem combinatorial é bastante amplae pouco se pode fazer para tentar
analisá-la por inteiro. São problemas combinatoriais apresentando dificuldades em decidir quais os
possı́veis valores para a, b, c e d, qual a melhor distribuição dos representantes ou ainda quais os
melhores poliminós a serem usados. As duas últimas respostas só podem ser dadas de acordo com o
tipo de canal sendo considerado.
Capı́tulo 6
Códigos TQC em Superfı́cies Compactas com
g≥ 2
É possı́vel generalizar a construção de códigos quânticos opológicos (TQC) para superfı́cies com
gênerog≥ 2, [48]. No entanto, essa generalização, quando feita na liter tura, é definida sobre mer-
gulhos de células de grafos em superfı́cies, [12]. Esse modelo de construção não deixa claro o tipo de
tesselação usada e nem quais os códigos possı́veis de serem g rados. Nossa proposta de construção de
tais códigos segue exatamente os mesmos passos da construc¸ão de Kitaev, levando em consideração
a geometria associada às superfı́cies. Além disso, é possı́vel exibir todos os possı́veis códigos para
cada superfı́cie. Para simplificar o texto, a menos de menç˜ao contrária, escreveremos superfı́cie para
indicar uma superfı́cie compacta orientável.
Uma das principais motivações para desenvolver esse trabalho se deve aos resultados obtidos em
[16, 17, 71] que mostram que o desempenho, medido em termos deprobabilidade de erro, de um
sistema de comunicações utilizando constelações de sinais (modulação digital) em espaços com cur-
vatura negativaK < 0, ou equivalentemente, em variedades bidimensionais com gênerog≥ 2 impli-
cando na caracterı́stica de Euler negativa, é melhor do queem spaços com curvaturaK ≥ 0. Como a
modulação digital pode ser vista como uma classe de códigos, então conjectura-se de que os códigos
corretores de erros mais eficientes oriundos de variedades bi imensionais com gênerog ≥ 2 possam
ser construı́dos.
Na Seção 6.1 fazemos uma breve revisão de geometria hiperbólica, visto que essa é a geometria
associada às superfı́cies com gênerog≥ 2. Na Seção 6.2 mostramos como obter um modelo planar da
superfı́cie e apresentamos o modelo que será usado na constru¸ão sendo proposta. A Seção 6.3 mostra
como determinar as tesselações do modelo planar. Na Seç˜ao 6.4 apresentamos a construção dos novos
códigos, e as tabelas de todos os possı́veis códigos gerados em superfı́cies com gênerog= 2,3,4,5. A
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Seção 6.5 mostra que a construção em consideração reproduz o código tórico de Kitaev e uma classe
de códigos obtidos a partir de mergulhos auto-duais de grafos completos em superfı́cies apresentada
em [13]. Além disso, ampliamos essa classe de códigos.
6.1 Geometria Hiperbólica
Em superfı́cies com gênerog ≥ 2, a geometria a ser considerada é ageometria hiperb́olica. A
diferença entre a geometria hiperbólica e a geometria Euclidiana é que a primeira deixa de satisfazer
o quinto postulado de Euclides, o axioma do paralelismo. Nesta seção revisamos alguns conceitos
básicos de geometria hiperbólica necessários para o desenvolvimento desse trabalho. Para uma revisão
mais aprofundada desse assunto sugerimos as referências [46, 8, 80].
Consideramos dois modelos de geometria hiperbólica: osemi-plano superior, H2 = {z= x+ iy ∈
C | Im(z) > 0}, e odisco de Poincaŕe, D2 = {z∈ C | |z| < 1}.






é conhecido comoplano hiperb́olico ou plano de Lobachevski. E essa métrica é chamadamétrica
hiperb́olica.
A partir da equação (6.1), é possı́vel definir os conceitos de comprimento hiperbólico e distância
hiperbólica.
Definição 14 Sejaσ : [a,b]→ H2 um caminho diferenciável por partes,σ(t) = {z(t) = x(t)+ iy(t)∈















Definição 15 A dist̂ancia hiperb́olica entre dois pontos quaisquer z,w∈ H2 é dada por
d(z,w) = in f (h(σ)), (6.3)
onde óınfimoé considerado sobre o conjunto dos caminhosσ ligando z a w emH2.
Em [46] mostra-se qued é de fato uma métrica.
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Observa-se quef é uma aplicação injetiva, e qued∗ dado por
d∗(z,w) = d( f−1(z), f−1(w)) (z,w∈ D2) (6.5)
é uma métrica emD2, e pode ser identificada com a métrica derivada da diferencial ds= 2|dz|
1−|z|2 . Com
essa convenção,f é uma isometria de(H2,d) em (D2,d). Isso nos permite trabalhar com o modelo
mais adequado de acordo com a necessidade. A vantagem do modelo d disco de Poincaré é que
por este ser um subconjunto limitado do plano Euclidiano, émais conveniente para a visualização do
plano hiperbólico. Por outro lado, o modelo do semi-plano superior nos permite usar coordenadas
cartesianas nos cálculos.
A fronteira deH2, é dado por∂H2 = R∪ {∞}, e é caracterizado pela propriedade da distância
hiperbólica desses pontos a qualquer ponto no plano hiperbólico ser infinita, por isso o conjunto desses
pontos é chamadopontos no infinitoou ćırculo no infinito. Já a fronteira deD2 é∂D2 = {z∈ C : |z|=
1} chamadoćırculo principalou tambémćırculo no infinito.
Geod́esicassão caminhos com o menor comprimento hiperbólico ligandodois pontos distintos.
EmH2 as geodésicas são semi-cı́rculos e semi-retas ortogonais ao eixo realR = {z∈ C | Im(z) = 0}.
Enquanto as geodésicas emD2 são segmentos de cı́rculos Euclidianos ortogonais a∂D2, em particular
seus diâmetros. Quaisquer dois pontosz,w ∈ H2 podem ser ligados por uma única geodésica, e a
distância hiperbólica entre estes pontos é igual ao comprimento hiperbólico do único segmento de
geodésica que os liga, [46].
Uma propriedade que diferencia a geometria hiperbólica daEuclidiana é que dado uma geodésica
L e um pontoz∈ H2 não pertencente aL , existe mais de uma geodésica passando porz que não
intersectaL. Ou seja,H2, de fato, não satisfaz o quinto postulado de Euclides.







se essa integral existir.
No entanto, para determinar a área de um triângulo hiperb´olico podemos usar o teorema de Gauss-
Bonnet que mostra que a área hiperbólica de um triângulo hiperbólico depende apenas de seus ângulos.
Lembramos que ôangulo hiperb́olico entre duas geodésicas emH2 com intersecção no pontoz é o
ângulo (Euclidiano) entre os vetores tangentes às geodésicas, e a soma dos ângulos internos de um
triângulo hiperbólico é menor queπ .
Teorema 1 (Gauss-Bonnet) Seja∆ um triângulo hiperb́olico comângulos internosα,β ,θ . Ent̃ao a
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área de∆ é dada por
µ(∆) = π −α −β −θ .
Os próximos conceitos são necessários para a definiçãode um grupo Fuchsiano, que por sua vez
é importante devido ao fato do emparelhamento de lados de umpolı́gono hiperbólico (modelo planar
de superfı́cies, que veremos na Seção 6.2) ser realizado pelos elementos de um tal grupo.







coma,b,c,d ∈ R e det(A) = 1. Esse grupo é conhecido comogrupo unimodulare é denotado por
SL(2,R).





ondea,b,c,d ∈ R tal quead−bc= 1. Podemos representar uma transformação de Möbius por ma-
trizes do tipo±A, ondeA ∈ SL(2,R). Assim, a composição de duas transformações corresponde
ao produto de duas matrizes, a transformação identidade corr sponde a matriz identidadeI2, e a
transformação inversa à matriz inversa. Ogrupo projetivo especial linear, denotado porPSL(2,R), é
o grupo multiplicativo de transformações de Möbius, equivalentemente,PSL(2,R) ∼= SL(2,R/〈±I2〉.
As transformações de Möbius dividem-se em três classesdistintas: eĺıptica, parab́olica e hi-
perb́olica. A classificação destas transformações depende dafunç̃ o traço de Tdefinida porTr(T) =
[tr(A)]2 = [tr(−A)]2, ondeT é uma transformação de Möbius correspondente ao par de matrizes
±A ∈ SL(2,R) e tr(A) é a função traço usual de matrizes. Pode-se verificar queessa função é bem
definida. Assim, paraT ∈ PSL(2,R)\ I2, tem-se que:
(i) T é elı́ptica se, e somente se,Tr(T) < 4;
(ii) T é parabólica se, e somente se,Tr(T) = 4;
(iii) T é hiperbólica se, e somente se,Tr(T) > 4.
Outra maneira de classificar as transformações de Möbiusé através dos pontos fixados pela trans-
formação. SejaT uma transformação de Möbius, dizemos que
(i) T é elı́ptica se tem um ponto fixo emH2 e nenhum em∂H2;
(ii) T é parabólica se tem um ponto fixo em∂H2 e nenhum emH2;
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(iii) T é hiperbólica se tem dois pontos fixos em∂H2 e nenhum emH2.
SeT fixa três ou mais pontos, entãoT é a identidade, e portanto fixa todo ponto.
As transformações de Möbius são homeomorfismos e preservam a distância hiperbólica emH2.
Assim, o grupoPSL(2,R) é um subgrupo do grupo de todas as isometrias deH2, denotado por
Isom(H2). Consequentemente, qualquer transformação emPSL(2,R) leva geodésica em geodésica.
Outro fato importante é que transformações de Möbius s˜ao transformaç̃oes conformes, ou seja, pre-
servam ângulos. Disso segue que a área hiperbólica é invaria te sob todas as transformações em
PSL(2,R).
O grupoPSL(2,R) pode ser visto como um espaço topológico em que cada transfo maçãoT ∈
PSL(2,R), T(z) = az+bcz+d , é identificada com o ponto(a,b,c,d) ∈ R4. Assim, como um espaço to-
pológico, podemos identificarSL(2,R) com o subconjunto deR4, X = {(a,b,c,d)∈R4|ad−bc= 1}.
Definindo a aplicaçãoδ : X → X por δ (a,b,c,d) = (−a,−b,−c,−d), vemos queδ é um homeo-
morfismo e além disso,δ junto com a identidade formam um grupo cı́clico de ordem doisag ndo em
X.
A topologia emPSL(2,R) é definida como o espaço quociente
PSL(2,R) ≃ SL(2,R){±δ} ,
onde a norma emPSL(2,R) é induzida doR4: para cadaT ∈PSL(2,R), T(z) = az+bcz+d , comad−bc= 1,
definimos
‖T‖ = (a2+b2 +c2 +d2) 12 .
T está bem definida. Portanto,PSL(2,R) é um espaço topológico com respeito à métrica‖T −S‖.
Similarmente, o grupoIsom(H2) é também um espaço topológico.
Definição 16 Um subgrupoΓ ⊂ Isom(H2) é discreto se a topologia induzida emΓ é uma topologia
discreta, istóe, seΓ é um conjunto discreto no espaço topológico Isom(H2).
Definição 17 Um grupo Fuchsianóe um subgrupo discreto de PSL(2,R).
Uma famı́lia{Mα | α ∈ Ω} de subconjuntos deX indexados por elementos de um conjuntoΩ é
chamada localmente finita se para qualquer subconjunto compactoK ⊂ X, Mα ∩K 6= /0 para apenas
uma quantidade finita deα ∈ Ω. Considere um espaço métricoX e um grupoG de homeomorfismos
deX. Dizemos que um grupoG age propriamente descontinuamente emX se a G-órbita de qualquer
pontox∈X, G(x) = {T(x) : T ∈G}, é localmente finita. Assim, grupos Fuchsianos são caracterizados
no seguinte teorema.
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Teorema 2 [46]Γ ⊂ PSL(2,R) é um grupo Fuchsiano se, e somente se,Γ age propriamente descon-
tinuamente emH2.
Definição 18 Seja X um espaço ḿetrico e Γ um grupo de homeomorfismos agindo propriamente








T(intF̃) = /0, ∀ T ∈ Γ−{Id},
onde int̃F é o conjunto de pontos interiores dẽF.
A famı́lia {T(F̃) : T ∈ Γ} é chamadatesselaç̃aodeX.
A área de uma região fundamental, se finita, é um invariante numérico do grupo.
SejaΓ um grupo Fuchsiano ez1 ∈ H2 tal queT(z1) 6= z1 para todoT ∈ Γ\ {id}, entãoDz1(Γ) =
{z∈H2 | d(z,z1)≤d(z,T(z1)), ∀ T ∈Γ} é uma região fundamental deΓ, chamadaregião de Dirichlet.
6.2 Modelo Planar de uma Superf́ıcie
Para generalizar a construção de Kitaev dos códigos tóricos em superfı́cies compactas com gênero
g≥ 2, precisamos primeiro selecionar um polı́gono hiperbólico P′ que irá funcionar como o modelo
planar da superfı́cie, e depois precisamos determinar suaspossı́veis tesselações{p,q}. Nesta seção
trataremos do problema de escolher o modelo planar da superfı́cie.
Antes porém, se faz necessário uma breve revisão de alguns conceitos básicos de topologia de
superfı́cies. Para uma revisão mais aprofundada desse assunto ugerimos as referências [77, 29].
Um poĺıgono hiperb́olico P′ com p′ lados, ou ump′-gon, é um conjunto convexo fechado consis-
tindo dep′ segmentos de geodésicas hiperbólicas. A intersecção de duas geodésicas é chamadavértice
do polı́gono. Ump′-gon cujos lados têm o mesmo comprimento e os ângulos internos são iguais, é
chamado ump′-gon regular.
Uma tesselaç̃ao regular do plano Euclidiano ou hiperbólico, é uma cobertura de todo plano
por polı́gonos regulares, todos com o mesmo número de lados, sem superposições de tais polı́gonos,
encontrando-se somente ao longo de arestas completas ou em vértices. Denotamos uma tesselação re-
gular por{p,q}, ondeq polı́gonos regulares comp lados encontram-se em cada vértice. Em particular,
sep = q a tesselação é ditaauto-dual.
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Considere uma tesselação regular{p,q}. Podemos observar que o ângulo interno de ump-gon em
um vértice deve ser2πq , e se considerarmos o polı́gono dividido emp triângulos, então o ângulo que
está no centro do polı́gono será2πp , enquanto os demais serão
2π










(p−2)(q−2) = 4. (6.7)
Para esta equação existem três soluções reais, ou seja, existem três tesselações regulares no plano
Euclidiano. A saber, tesselações formadas por quadrados{4,4}, por hexágonos regulares{6,3} e por
triângulos equiláteros{3,6}.










(p−2)(q−2) > 4. (6.8)
Existem infinitas soluções para esta inequação. Portant , existem infinitas tesselações regulares no
plano hiperbólico. Por exemplo, sep = q, então temos todas as tesselações auto-duais{p, p}, com
p > 4.
Gostarı́amos de chamar atenção para a notação. O polı́gon regular hiperbólico que servirá de
modelo planar da superfı́cie, e que será denotado porP′, é o polı́gono associado com a região funda-
mental da tesselação{p′,q′}, ou seja,P′ é um polı́gono comp′ lados ondeq′ polı́gonos comp′ arestas
encontram-se em cada vértice. Enquanto a tesselação{p,q} dentro deP′ tem como região fundamen-
tal um polı́gono hiperbólico regular, denotado porP, com p lados ondeq polı́gonos comp lados se
encontram em cada vértice. A área desses dois polı́gonos estão relacionadas pela equação (6.13).
Um importante invariante topológico que usaremos nessa seção é acaracteŕıstica de Euler. Dada
um região compactaX, podemos tesselar essa região com um número finito de cópias de um dado
polı́gono. A caracterı́stica de Euler deX, denotada porχ(X), é dada por
χ(X) = V −E +F, (6.9)
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ondeV denota o número de vértices dessa tesselação,E denota o número de arestas eF denota o
número de faces (ou seja, o número de polı́gonos). Outra maneira de estabelecer a caracterı́stica de
Euler é através do gênerog deX, e entãoχ(X) é dada por
χ(X) = 2−2g. (6.10)
Note que, no caso de uma tesselação regular, se contarmos asq arestas em cada um dosV vértices,
teremos contado cada aresta da tesselação duas vezes. Analogamente, se contarmos todas asp arestas
correspondendo ao bordo de cada uma dasF faces da tesselação, teremos contado cada aresta da
tesselação duas vezes. Portanto, a seguintes igualdadessão satisfeitas,
qV = 2E = pF. (6.11)
Por exemplo, se considerarmos uma única face da tesselaç˜ao, ou seja, um polı́gonoP com p lados,
entãoF = 1,V = p/q eE = p/2.
6.2.1 Geraç̃ao de uma superf́ıcie a partir de um polı́gonoP′
Uma superfı́cie topológica compactaM pode ser obtida de um polı́gonoP′ por pares de arestas
(ou lados) identificadas, uma vez que as condições de comprimento e ângulo sejam satisfeitas.
A operação de identificação de pares de lados de um polı́gono hiperbólicoP′ é formalmente de-
finida como uma transformação de emparelhamento de lados.De de que o comprimento dos lados
sejam iguais, uma transformação de emparelhamento de lados é uma isometriaγ 6= Id de um grupo de
isometrias que preserva orientaçãoΓ, levando um ladosdeP′ a outro ladoγ(s) = s′ deP′. E também,
γ−1 ∈ Γ\ {Id} levaγ(s) = s′ a s. Assim, dizemos que os ladoss e s′ são emparelhados. Ses é iden-
tificada coms′, e s′ é identificada coms′′, entãos é identificada coms′′. Tal cadeia de identificação
pode ocorrer também com vértices, e então chamamos um conjunt maximal{v1,v2, . . .vk} de vértices
identificados de umciclo de v́ertices.
Mais especificamente, sejamΓ um grupo de isometrias que preserva orientação eD um polı́gono
(ou uma região de Dirichlet) paraΓ. Assumimos que todos os vértices deD estejam dentro deH2.
Uma transformação de emparelhamento de lados é uma isometria que preserva orientaçãoγ ∈ Γ\{Id}
que identifica um lados∈ D com outro lados′ = γ(s) ∈ D. Note que cada vérticev∈ D é aplicado
a outro vértice deD sob uma transformação de emparelhamento de lados associado a um lado cuja
extremidade év. Cada vérticev deD tem dois lados e ∗s deD com extremidadev. Denotamos por
(v,s) um vérticev e um lados deD com extremidadev, e por(v,∗s) o par do vérticev e o outro lado
∗s com extremidadev. Considere o seguinte procedimento:
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• (i) Sejav = v0 um vértice deD e sejas0 um lado com uma extremidade emv0. Sejaγ1 uma
transformação de emparelhamento de lados associada ao lado s0. Assimγ1 levas0 a um outro
lados1 deD.
• (ii) Sejams1 = γ1(s0) ev1 = γ1(v0). Isso fornece um novo par(v1,s1).
• (iii ) Agora considere o par(v1,∗s1). Esse é o par consistindo do vérticev1 e o lado∗s1.
• (iv) Sejaγ2 a transformação de emparelhamento de lados associada ao lado∗s1. Então,γ2(∗s1)
é um lados2 deD e γ2(v1) = v2, um vértice deD.
• (v) Repita o processo acima indutivamente. Veja Figura 6.1.




































Como existe um número finito de pares(v,s), esse processo de aplicação de uma transformação
de emparelhamento de arestas seguida de uma aplicação∗ deve eventualmente retornar ao par inicial
(v0,s0). Sejaλ > 0 o menor inteiro para o qual(vλ ,∗sλ ) = (v0,s0). A sequência de vérticesv0 →
v1 →·· ·→ vλ−1 é o ciclo de vértices, e a transformaçãoγλ γλ−1 · · ·γ2γ1 é chamada umatransformaç̃ao
de ciclo eĺıptico. Como a quantidade de pares de vértices e lados é finita, ent˜ o xiste apenas uma



























Um emparelhamento de lados deP′ define umespaço de identificaç˜ o SP′. Esse espaço de
identificação tem uma função distância que coincide com a distância hiperbólica para regiões sufi-
cientemente pequenas no interior deP′, tornando-o uma superfı́cie hiperbólica quando os ângulos de
cada ciclo de vértices somam 2π .
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Note que o número de lados deP′ é par, uma vez que os lados são identificados aos pares. Poderia-
se ter um número ı́mpar de lados, porém um lado teria que seridentificado consigo mesmo, adicio-
nando um vértice no meio desse lado, mas esse não é o caso emconsideração. SeP′ é um 2-gon, então
existem apenas duas possibilidades para a identificação de lados. Uma delas nos dá uma esfera e a
outra o plano projetivo. Similarmente, seP′ é um 4-gon, as possı́veis identificações de lados resultam
na esfera, plano projetivo, toro ou garrafa de Klein, e essasuperfı́cies podem ser realizadas geome-
tricamente como superfı́cies Euclidianas. Todas as outrassuperfı́cies compactas podem ser realizadas
geometricamente como superfı́cies hiperbólicas.
Pode-se mostrar que qualquer superfı́cie topológicaSP′ não homeomorfa a uma esfera é homeo-
morfa a uma superfı́cieSP∗ para qualP∗ tem um único ciclo de vértices. Assim, podemos assumir que
P′ tem um emparelhamento de lados particularmente simples. Portant , qualquer superfı́cie compacta
pode ser realizada geometricamente, [77].
De acordo com o teorema de Killing-Hopf (veja Ref. [77]) qualquer superfı́cie hiperbólica conexa
completa é da formaH2/Γ, ondeΓ age propriamente descontinuamente emH2, ou seja,Γ é um grupo
Fuchsiano.
Do teorema de Killing-Hopf, desde queSP′ é completo, ou seja, cada segmento geodésico em
SP′ pode ser estendido indefinidamente, podemos expressarSP′ como um quocienteS
2/Γ,R2/Γ, ou
H2/Γ. Pode-se mostrar queSP′ é completo seP′ é compacto, [77]. Assim, espaços de identificação
de polı́gonos compactos podem ser realizados por superfı́cies geométricas.
Por outro lado, uma superfı́cie compactaS2/Γ,R2/Γ, ouH2/Γ, é o espaço de identifica-ção de um
polı́gono na geometria correspondente. A esférica (S2/Γ) e a Euclidiana(R2/Γ) são os casos mais
simples entre os espaços de identificações.
As superfı́cies hiperbólicasH2/Γ obtidas como espaços de identificação de polı́gonos sãoaquelas
para as quaisΓ é finitamente gerado. ComoΓ é gerado por transformações de emparelhamento de
lados e um polı́gonoP′ tem apenas uma quantidade finita de lados, entãoΓ é finitamente gerado se
P′ é uma região fundamental paraΓ. A recı́proca é verdade, basta construir uma região fundamental
poligonal para um dadoΓ finitamente gerado.
Assim, uma superfı́cie hiperbólica compactaH2/Γ é o espaço de identificação de um polı́gono se
o polı́gono é uma região fundamental paraΓ. Uma condição necessária e suficiente para um polı́gono
ser uma região fundamental é a seguinte.
Condição de lado eângulo [77]: Se um polı́gono compacto P′ é uma regĩao fundamental para um
grupo de isometrias que preservam orientação Γ deS2 (superf́ıcie esf́erica), R2 (plano Euclidiano),
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ouH2 (plano hiperb́olico), ent̃ao
(i) Para cada lado s de P′ existe uḿunico lado s′ de P′ tal que s′ = γ(s), paraγ ∈ Γ;
(ii) Dado um emparelhamento de lados de P′, para cada conjunto de vértices identificados, a soma
dosângulos tem que ser igual a2π . Esse conjuntóe um ciclo de v́ertices.
Teorema 8 (Poincaŕe) [77] Um poĺıgono compacto P′ satisfazendo as condições de lado êanguloé
uma regĩao fundamental para o grupoΓ gerado pelas transformações de emparelhamento de lados
de P′, eΓ é um grupo Fuchsiano.
6.2.2 Classificaç̃ao topológica de superf́ıcies
Toda superfı́cie geométrica é da formaS2/Γ,R2/Γ, ou H2/Γ, assim o problema de classificação
de superfı́cies é trocado pelo problema de classificaçãodos gruposΓ. Uma maneira de distinguir
superfı́cies hiperbólicas é usando topologia. Superfı́ci s podem ser distinguidas topologicamente por
seu gênero.
Como vimos, superfı́cies topológicas podem ser obtidas como espaço de identificaçãoSP′ de
um polı́gonoP′, e seP′ não é homeomorfo aS2, entãoP′ pode ser escolhido a ter um único ciclo
de vértices. Usamos esse fato para classificar as superfı́cies não-esféricasSP′ mostrando que todas
tais superfı́cies são obtidas de polı́gonos cuja identificação de lados é dada naforma normal. As
superfı́cies com diferentes formas normais são não-homeomorfas.
Denotamos as arestas identificadas no bordo deP′ pela mesma letra, por exemploa. Quando as
arestas são diretamente opostas, denotamo-as pora,a−1.
Na forma normal cada superfı́cie compacta orientável é homeomorfa a um espaço de identificação








g . No primeiro caso,
SP′ é dito ter gênero 0, no último casoSP′ tem gênerog. O gênerog pode ser informalmente definido




i no bordo deP
′ dá origem
a uma alça. O gênero é o invariante que distingue topologicamente as superfı́cies. Uma construção
mais detalhada da forma normal pode ser encontrada em [77].
Classificaç̃ao geoḿetrica das superf́ıcies
Quando superfı́cies geometricamente orientáveis são construı́das na forma normal, qualquer su-
perfı́cie de gênero 0 torna-se uma esfera (elı́ptica), qualquer superfı́cie de gênero 1 torna-se um toro
(Euclidiano), e superfı́cies com gênero≥ 2 tornam-se umg-toro (hiperbólica). Reciprocamente, toda
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superfı́cie hiperbólica compacta orientável é de gênero ≥ 2, ou equivalentemente, sua caracterı́stica
de Euler é um número par negativo, devido a equação (6.10).
SejaM = H2/Γ uma superfı́cie hiperbólica compacta.M pode ser realizada como o espaço de
identificaçãoSP′ de um polı́gono convexoP′ (a região de Dirichlet para o grupoΓ). A área desse
polı́gono é uma propriedade geométrica que distingue tais superfı́cies. De fato, sejaP′ um polı́gono
com p′ arestas, ou ump′-gon, ou seja, a região fundamental da tesselação{p′,q′}. Do teorema de























= −2π (V −E +F)
= −2πχ(S) = −2π(2−2g)
= 4π(g−1), (6.12)
ondeV = p′/q′ e E = p′/2.
6.2.3 Critério para escolha do poĺıgonoP′
Vimos que uma superfı́cie compacta pode ser obtida de um pol´ıgonoP′ se este satisfaz a condição
de lado e ângulo, e portanto o teorema de Poincaré, ou seja,P′ ´ uma região fundamental para o grupo
FuchsianoΓ formado pelas transformações de emparelhamento de ladosdeP′.
SeP′ é uma face da tesselação{p′,q′}, podemos concluir que
• p′ deve ser um inteiro par;
• considerando a caracterı́stica de Euler da superfı́cie (6.9) e (6.10) e as identificações de lados de
P′, temos queV = p
′
q′ , E =
p′
2 eF = 1. Portanto,p
′ deve ser par e divisı́vel porq′.
Assim, e lembrando que tesselações Euclidianas devem satisfazer (6.7) enquanto tesselações hiper-
bólicas devem satisfazer (6.8), concluı́mos que seq′ for par, entãoq′ = 4,8,12, . . ., ou seja,q′ = 4r,
parar = 1,2,3, . . .. Logo, p′ deve ser da forma(2r ′−1)q′, r ′ = 1,2,3, . . .. E seq′ for ı́mpar, então
q′ = 2r + 1, e portantop′ = 2(2r ′ − 1)q′, onder, r ′ = 1,2,3, . . .. Note que, para cada valor deq′,
variando o valor der ′, obtemos ump′ diferente. Mostramos alguns exemplos de possı́veis tesselações
cuja face gera uma superfı́cie compacta na Tabela 6.1.
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Pode-se classificar essas tesselações em função do gênero, como é visto na terceira coluna da Ta-
bela 6.1,{4g,4g}, {4g+2,2g+1}, {8g−4,4} e{12g−6,3}, entre outras. As tesselações auto-duais
do tipo{4g,4g}, para o objetivo de gerar constelações de sinais geometricamente uniformes, são as
tesselações menos densas, pois apresentam menos pontos no reticulado, consequentemente os pontos
são mais distantes uns dos outros. As outras tesselaçõessã usadas para obtenção de reticulados mais
densos, dentre as quais a tesselação do tipo{12g−6,3} é a mais densa, [79].
Tabela 6.1: Polı́gonos que geram superfı́cies compactas.




















Assim, para cada tipo de polı́gono proveniente de um dos modelos {4g,4g}, {4g+ 2,2g+ 1},
{8g−4,4} e {12g−6,3} é possı́vel obter a superfı́cie de gênerog de acordo com a transformação
de emparelhamento de lados do polı́gono. Por exemplo, o grupo de Klein (veja Ref. [77]) é uma
superfı́cie de gênero 3 gerada a partir de um 14-gon que é uma face da tesselação{14,7} ({4g+2,2g+
1}) no plano hiperbólico, onde os lados são identificados pela relaçãoγi : s2i+1 7→ s2i+6, e a soma dos
ı́ndices des é realizada módulo 14, (Fig. 6.2). Note que, como esse 14-gon com a transformação de
emparelhamento de lados dada, satisfaz o teorema de Poincaré, é uma região fundamental paraΓ, onde
Γ é o grupo consistindo das transformações de emparelhamento d lados. Neste exemplo, obtemos
sete (2g+1) transformaçõesγi e dois ciclos de vértices cuja soma dos ângulos é igual a 2π . Quando
mudamos o tipo de tesselação mudamos também as transformações de emparelhamento de lados, e
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consequentemente o número dessas transformações e o número de ciclos de vértices.́E claro que
podemos ter para a mesma tesselação tipos diferentes de transformações que podem gerar a mesma
superfı́cie. Haja visto que a transformação na forma normal é sempre possı́vel.
Figura 6.2: Grupo de Klein - um 14-gon com tesselação{7,3} dentro.
Teoricamente, qualquer polı́gono que gere uma superfı́ciecompacta pode ser usado na construção
de tais códigos. Porém, usaremos um critério para a escolha d nosso modelo planar de superfı́cies.
Como foi visto no capı́tulo 3, a distância mı́nima de um códig TQC está relacionada com os ciclos
homologicamente não-triviais da superfı́cie. Para que tenhamos a maior distância permitida, iremos
considerar polı́gonosP′ para os quais podemos identificar lados opostos. Isso é possıvel para polı́gonos
4g-gon provenientes de tesselações do tipo{4g,4g}. De fato, considereγ : S→ S, dada porγ(si) =
si+2g, ondeS= {s1, . . . ,s4g} é o conjunto de lados deP′, i = 1,2, . . . ,4g, e a soma dos ı́ndices des
é realizada módulo 4g. Tal isometriaγ realiza o emparelhamento de lados opostos deP′, veja Figura
6.3. Comop′ = q′ = 4g, o único ciclo de vértices obtido dessas transformações de emparelhamento de
arestas tem a soma dos ângulos internos igual ap′ q
′
2π = 2π , portantoP
′ satisfaz o teorema de Poincaré.
Note que, para esse modelo, existem 2g transformações e apenas um ciclo de vértices.
Nas referências [45, 53, 58] é possı́vel observar que outros polı́gonos gerados a partir de tesselações
mais densas não são capazes de satisfazer o teorema de Poincaré com transformações que emparelham









Figura 6.3: Transformação de emparelhamento de ladosγ(si) = si+2g.
6.3 Tesselaç̃ao{p,q}
Similarmente à construção de Kitaev, queremos determinar todas as possı́veis tesselações{p,q}
do polı́gonoP′. Para isso devemos determinar as soluções da equação
µ(P′) = nf µ(P), (6.13)
onde as tesselações hiperbólicas devem satisfazer a seguinte desigualdade(p− 2)(q− 2) > 4. Na
equação (6.13)µ(P′) denota a área do polı́gonoP′ associado com a região fundamental da tesselação
{p′,q′}, µ(P) denota a área do polı́gono associado com a região fundament l da tesselação{p,q},
e nf (número de faces da tesselação) é um inteiro positivo. Note que, dada uma tesselação{p,q}, a
tesselação dual{q, p} tem que satisfazer as mesmas condições anteriores.
As tesselações obtidas a partir da equação (6.13) satisfazem o Teorema 3 de Edmonds, Ewing e
Kulkarni, [25]. Portanto, estas são de fato todas as possı́vei tesselações deP′.
Teorema 3 [25]SejaM uma superf́ıcie fechada e sejam p,q,V,E,F inteiros positivos tais que
V −E +F = χ(M), (6.14)
pF = 2E = qV. (6.15)
Então os seguinteśıtens s̃ao satisfeitos:
• (Exist̂encia):Existe um{p,q}-padrão emM consistindo de F faces de p-lados, E arestas e
V vértices cada um com valência q; exceto quandoM é o plano projetivo,{p,q} = {3,3},
V = F = 2, e E= 3;
• (Geometrizaç̃ao): Um{p,q}-padrão emM pode ser realizado geometricamente;
• (Classificaç̃ao): Um {p,q}-padrão na esfera ou no plano projetivóe único. Para todas as
outras superf́ıciesM os{p,q}-padrões emM são classificados por classes de conjugação de
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subgrupos isomorfos ao grupo fundamental deM nos grupos de Schwarz estendidos(p,q,2)-
tri ângulo.
Como um exemplo, considere novamente o grupo de Klein. Ele éum 14-gon e pode ser tesselado
com um conjunto de 24 heptágonos regulares idênticos, ou altern tivamente, com um conjunto de 56
triângulos equiláteros. Essas duas tesselações são duais uma da outra, no sentido que os vértices de
uma tesselação correspondem às faces da outra. Ou seja, o14-gon é tesselado pela tesselação{7,3}
(veja Figura 6.2) e por sua tesselação dual{3,7}. Observe que a área do 14-gon é igual a área dos 24
heptágonos e a área dos 56 triângulos equiláteros.












A partir dessa equação (6.17), e lembrando quenf deve ser um inteiro positivo, podemos explicitar
todas as tesselações deP′ atribuindo valores possı́veis ap e q (veja Tabelas 6.2, 6.3, 6.4 e 6.5 como
exemplos).
6.4 Construç̃ao de Ćodigos Qûanticos Topoĺogicos
Podemos definir formalmente um código quântico topológic da seguinte maneira.
Definição 19 SejaM uma superf́ıcie compacta e{p,q} uma tesselaç̃ao deM com E arestas, V
vértices e F faces. Dados um vértice v∈V e uma face f∈ F, definimos os operadores Av como o pro-
duto tensorial deσx correspondendo a cada aresta tendo v como um vértice comum e os operadores Bf
como o produto tensorial deσz correspondendo a cada aresta formando o bordo da face f . Um código
quântico topoĺogicoC com comprimento n= |E|, com estabilizadorS = {Av| v∈V}∪{Bf | f ∈ F},
codifica k= 2g qubits (se a superfı́cie ñao tem bordo) e sua distânciaé d= min{δ ,δ ∗}, ondeδ denota
a dist̂ancia do ćodigo na tesselaç̃ao{p,q}, enquantoδ ∗ denota a dist̂ancia ćodigo na tesselaç̃ao dual
{q, p}.
Assim, para gerar os códigos TQC em superfı́cies com gênero g≥ 2, precisamos definir os opera-
dores estabilizadores. Definidos esses operadores, podemos determinar os parâmetros do código.
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6.4.1 Operadores e par̂ametros
Como na construção de Kitaev, dado um vérticev da tesselação, o operador vértice age não tri-





σ δ ( j∈Ev)x ,
ondeEv denota o conjunto de arestas tendov como um vértice comum.
Similarmente, dada uma facef da tesselação, o operador face age não trivialmente nosp qubits




σ δ ( j∈E f )z ,
ondeEf denota o conjunto das arestas que formam o bordo def . Portanto, o código é dado por
C = {|ψ〉 : Av|ψ〉 = |ψ〉, Bf |ψ〉 = |ψ〉 ∀ v, f}.
Da equação (6.13), temos quenf é o número de faces da tesselação{p′,q′} de P′. Como cada
aresta desta tesselação pertence a duas faces simultaneament , ao todo temosn = nf p/2 arestas, ou
qubits. Note que,n deve pertencer aZ+.
Os operadoresAv e Bf são os operadores estabilizadores deste código. Com efeito, Av e Bf são
operadores de Pauli e são mutuamente comutativos. Além disso, cada aresta é fronteira de duas faces
ou tem dois vértices como extremidades, o que implica que cada aresta é contada duas vezes quando
consideramos o produto de todos os operadores vértice ou face. Assim:
∏
v
Av = 1 and ∏
f
Bf = 1. (6.18)
Um operador vértice e um operador face podem ser expressos como o produto dos demais operadores
do mesmo tipo. Conclui-se deste fato que existemnf − 1 operadores face independentes env− 1
operadores vértice independentes, ondev ´ o número de vértices da tesselação{p,q} deP′. Assim,
temosnf +nv−2 geradores do grupo estabilizador. Consequentemente, o c´odigo deve codificark =
n− (nf +nv−2) qubits.
Note que, o número de vértices da tesselação coincide com o número de faces da tesselação dual,
entãonv = nf p/q. Da equação (6.16) temos
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2g−2 = n−nf −nv
2g = n−nf −nv +2.
Portanto, o número de qubits codificados ék = n−nf −nv + 2 = 2g, e a dimensão do códigoC é
22g = 4g.
Substituindo o valor denf dado em (6.17), emn = nf
p
2 , obtemos o valor den em função dep,q
e g. Então, para cada tesselação{p,q}, a taxa assintótica do códigok/n é dada pork/n→ pq−2p−2qpq
quandog→ ∞.
6.4.2 Dist̂ancia do ćodigo
Lembramos que a distância de um código estabilizador é o ps do operador de Pauli de menor
peso que preserva o subespaço do código e age não-trivialmente sobre o mesmo. Em termos de um
código tórico, a distância é o mı́nimo entre o número dearestas contidas no menor ciclo homologica-
mente não-trivial da tesselação ou da tesselação dual, [22].
Para TQC em superfı́cies com gênerog≥ 2, a distância é similar à distância do código tórico.O
que se deseja é procurar o menor ciclo homologicamente não-trivial da tesselação ou da tesselação
dual. Tais ciclos em ump′-gon são dados pelas geodésicas de menor comprimento que ligam os la-
dos identificados deP′. Em termos de arestas da tesselação deP′, o menor ciclo homologicamente
não-trivial é o caminho sobre as arestas que mais se aproxima das geodésicas de menor comprimento.
Assim, a distância do código será o mı́nimo entre o número d arestas do menor ciclo homologica-





Figura 6.4: Comprimento hiperbólico(2a) da menor geodésica ligando lados identificados deP′.




Figura 6.5: Comprimento da aresta(c) da tesselação{p,q}.
Com argumentos de trigonometria hiperbólica, é possı́vel calcular facilmente a distância entre os
lados emparelhados deP′. Esta distância, denotada pordh, é o comprimento hiperbólico da geodésica
ortogonal comum a estes dois lados, (Fig. 6.4), e é dada por






Essa equação é obtida da relação cosha enβ = cosα (veja página 147 Ref. [8]), onde nesse caso
α = β = π/4g.
Como a distância do código, denotada aqui pordTQC, deve ser dada em função das arestas da
tesselação{p,q} deP′, obtemos um limitante inferior para tal distância dividindo o valor dedh pelo
comprimento da aresta,l(p,q), da região fundamental da tesselação{p,q}, ou seja,dTQC≥ dh/l(p,q),







Essa expressão pode ser obtida pela regra do cosseno, coshc = cosα cosβ+cosγsenαsenβ , ondec corresponde a
aresta da tesselação{p,q}, (Fig. 6.5).
Assim, dTQC = ⌈ dhl(p,q)⌉. Como os valores del(p,q) são invariantes, edh depende somente do
gênero, segue quedh/l(p,q) → ∞ quandog→ ∞. Note que,n = nf p2 → ∞ quandog→ ∞. Contudo,
a razãok/dTQC não diverge necessariamente quandog → ∞ devido ao valor dedTQC crescer mais
rapidamente do quek, ek não ser limitado.
6.4.3 Tabelas de ćodigos qûanticos topoĺogicos
O limitante inferiordh/l(p,q) da distância de um código definido sobre uma superfı́cie compacta
de gênerog depende da escolha da tesselação{p,q} deP′. Quanto menor o comprimento hiperbólico
da aresta da tesselação, maior será o limitante.
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Da Equação (6.13) ou (6.17) podemos determinar todas as possı́veis tesselações de{p,q} deP′.
Embora tenhamos uma extensiva lista de possı́veis códigos, apresentamos nas Tabelas 6.2, 6.3, 6.4
e 6.5, os mais importantes códigos TQC em superfı́cies com gênero 2,3,4 e 5, respectivamente. Os
parâmetros considerados nessas tabelas são: a tesselação{p,q} deP′; número de faces da tesselação,
nf ; o comprimento da aresta da tesselação,l(p,q); o limitante inferior da distância do código,dh/l(p,q);
os parâmetros do código[[n,k,dTQC]], onden denota o número de qubits,k denota o número de qubits
codificados, edTQC é a distância mı́nima do código.
Note que, os maiores valores dos limitantes inferiores das distâncias estão associados às tesselações
{3,7} e {7,3}. Todavia, a distância mı́nima do código é o mı́nimo entreos valoresdh/l(3,7) e
dh/l(7,3). Consequentemente, a tesselação{3,7} limitará a distância mı́nima do código resultante.
Infelizmente, esse código tem taxa baixa. Por outro lado, atesselação{4,5} e sua tesselação dual
{5,4}, em geral, têm a mesma distância enquanto mantém uma boa taxa. Como uma consequência,
o código gerado pela tesselação{4,5} e seu dual, é considerado o melhor código, pois em termos
gerais, a tesselação{4,5} mostra-se a melhor em relação a distância e taxa. As tesselações auto-duais
apesar de apresentarem uma boa taxa, têm um dos menores valop ra a distância. Por outro lado, os
códigos definidos em tesselações auto-duais tem menor complexidade computacional. Uma possı́vel
aplicação para os códigos definidos em tesselações quenão são auto-duais é que os mesmos podem
ser usados quando há necessidade de proteção desigual.
A distância do código tórico cresce de acordo com o compriento da aresta do toro plano, en-
quanto a distância em códigos de superfı́cie com gênerog ≥ 2 cresce em função do gênero da su-
perfı́cie.
Enfatizamos que a taxa assintótica do código ék/n = pq−2p−2qpq edTQC→ ∞ quandog→ ∞.
Na Tabela 6.6 fazemos uma comparação entre as taxas dos cóigos com distânciad = 3,4, e 5
para gênerog = 1,2,3,4, e 5. Observe que existem TQC cujas taxas de codificação sãomelhores
que as do código tórico, quando a distância é fixada. Além disso, a taxa efetiva do código derivado
das tesselações{4,5} e {5,4} quandog = 2, ou seja[[20,4,3]], é a mesma taxa do código perfeito
[[5,1,3]] (g = 0) e do código[[10,2,3]] (g = 1) obtido em [13].
Note que, existe TQC com distânciad = 5 somente em superfı́cies com gênerog≥ 4. Além disso,
códigos quânticosMDScom parâmetros[[(2g+ 2), 2g, 2]], parag = 2,3,4,5, ..., são mostrados em
cada uma das tabelas. Todos os códigos apresentados nas Tabelas 6.2, 6.3, 6.4 e 6.5 respeitam o
limitante quântico de Hamming, porém não o atinge.
O mais importante dessa construção é que com cálculos simples é possı́vel explicitar todo código
quântico topológico sobre uma superfı́cie qualquer com gênerog≥ 2. A partir das tabelas de códigos
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pode-se procurar por classes especiais de códigos.
Tabela 6.2: Tesselações e parâmetros dos
TQC parag = 2 edh = 3.0571.
{p,q} nf l(p,q) dh/l(p,q) [[n,k,dT QC]]
{3,7} 28 1.0906 2.8033
{7,3} 12 0.5663 5.3989 [[42,4,3]]
{3,8} 16 1.5286 2
{8,3} 6 0.7270 4.2049 [[24,4,2]]
{3,9} 12 1.8551 1.6480
{9,3} 4 0.8192 3.7319 [[18,4,2]]
{3,10} 10 2.1226 1.4403
{10,3} 3 0.8792 3.4773 [[15,4,2]]
{3,12} 8 2.5534 1.1973
{12,3} 2 0.9516 3.2125 [[12,4,2]]
{4,5} 10 1.2537 2.4384
{5,4} 8 1.0613 2.8806 [[20,4,3]]
{4,6} 6 1.7628 1.7343
{6,4} 4 1.3170 2.3214 [[12,4,2]]
{4,8} 4 2.4485 1.2486
{8,4} 2 1.5286 2 [[8,4,2]]
{5,5} 4 1.6850 1.8144 [[10,4,2]]
{6,6} 2 2.2924 1.3336 [[6,4,2]]
Tabela 6.3: Tesselações e parâmetros dos
TQC parag = 3 edh = 3.9833.
{p,q} nf l(p,q) dh/l(p,q) [[n,k,dT QC]]
{3,7} 56 1.0906 3.6526
{7,3} 24 0.5663 7.0347 [[84,6,4]]
{3,8} 32 1.5286 2.6059
{8,3} 12 0.7270 5.4788 [[48,6,3]]
{3,9} 24 1.8551 2.1472
{9,3} 8 0.8192 4.8625 [[36,6,3]]
{3,10} 20 2.1226 1.8767
{10,3} 6 0.8792 4.5307 [[30,6,2]]
{3,12} 16 2.5534 1.5600
{12,3} 4 0.9516 4.1857 [[24,6,2]]
{3,14} 14 2.8982 1.3744
{14,3} 3 0.9928 4.0123 [[21,6,2]]
{3,18} 12 3.4382 1.1585
{18,3} 2 1.0359 3.8453 [[18,6,2]]
{4,5} 20 1.2537 3.1771
{5,4} 16 1.0613 3.7533 [[40,6,4]]
{4,6} 12 1.7628 2.2597
{6,4} 8 1.3170 3.0246 [[24,6,3]]
{4,8} 8 2.4485 1.6269
{8,4} 4 1.5286 2.6059 [[16,6,2]]
{4,12} 6 3.3258 1.1977
{12,4} 2 1.6629 2.3954 [[12,6,2]]
{5,5} 8 1.6850 2.3640 [[20,6,3]]
{5,6} 6 2.1226 1.8767
{6,5} 5 1.8764 2.1228 [[15,6,2]]
{5,10} 4 3.2338 1.2318
{10,5} 2 2.1226 1.8767 [[10,6,2]]
{6,6} 4 2.2924 1.7376 [[12,6,2]]
{6,9} 3 3.1614 1.2600
{9,6} 2 2.4887 1.6006 [[9,6,2]]
{8,8} 2 3.0571 1.3030 [[8,6,2]]
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Tabela 6.4: Tesselações e parâmetros dos
TQC parag = 4 edh = 4,596.
{p,q} nf l(p,q) dh/l(p,q) [[n,k,dT QC]]
{3,7} 84 1.0906 4.2144
{7,3} 36 0.5663 8.1165 [[126,8,5]]
{3,8} 48 1.5286 3.0067
{8,3} 18 0.7270 6.3215 [[72,8,4]]
{3,9} 36 1.8551 2.4775
{9,3} 12 0.8192 5.6104 [[54,8,3]]
{3,10} 30 2.1226 2.1653
{10,3} 9 0.8792 5.2276 [[45,8,3]]
{3,12} 24 2.5534 1.8000
{12,3} 6 0.9516 4.8295 [[36,8,2]]
{3,15} 20 3.0486 1.5076
{15,3} 4 1.0070 4.5639 [[30,8,2]]
{3,18} 18 3.4382 1.3367
{18,3} 3 1.0359 4.4368 [[27,8,2]]
{3,24} 16 4.0374 1.1384
{24,3} 2 1.0638 4.3204 [[24,8,2]]
{4,5} 30 1.2537 3.6658
{5,4} 24 1.0613 4.3306 [[60,8,4]]
{4,6} 18 1.7628 2.6073
{6,4} 12 1.3170 3.4899 [[36,8,3]]
{4,7} 14 2.1408 2.1469
{7,4} 8 1.4491 3.1717 [[28,8,3]]
{4,8} 12 2.4485 1.8771
{8,4} 6 1.5286 3.0067 [[24,8,2]]
{4,10} 10 2.9387 1.5640
{10,4} 4 1.6169 2.8424 [[20,8,2]]
{4,12} 9 3.3258 1.3819
{12,4} 3 1.6629 2.7639 [[18,8,2]]
{4,16} 8 3.9225 1.1717
{16,4} 2 1.7073 2.6919 [[16,8,2]]
{5,5} 12 1.6850 2.7277 [[30,8,3]]
{5,10} 6 3.2338 1.4212
{10,5} 3 2.1226 2.1653 [[15,8,2]]
{6,6} 6 2.2924 2.0049 [[18,8,3]]
{6,12} 4 3.7556 1.2238
{12,6} 2 2.5534 1.8000 [[12,8,2]]
{8,8} 3 3.0571 1.5034 [[12,8,2]]
{10,10} 2 3.5796 1.2839 [[10,8,2]]
Tabela 6.5: Tesselações e parâmetros dos
TQC parag = 5 edh = 5,0591.
{p,q} nf l(p,q) dh/l(p,q) [[n,k,dT QC]]
{3,7} 112 1.0906 4.6390
{7,3} 48 0.5663 8.9343 [[168,10,5]]
{3,8} 64 1.5286 3.3097
{8,3} 24 0.7270 6.9585 [[96,10,4]]
{3,9} 48 1.8551 2.7272
{9,3} 16 0.8192 6.1757 [[72,10,3]]
{3,10} 40 2.1226 2.3835
{10,3} 12 0.8792 5.7543 [[60,10,3]]
{3,12} 32 2,5534 1.9813
{12,3} 8 0.9516 5.3162 [[48,10,2]]
{3,14} 28 2.8982 1.7456
{14,3} 6 0.9928 5.0959 [[42,10,2]]
{3,18} 24 3.4382 1.4714
{18,3} 4 1.0359 4.8838 [[36,10,2]]
{3,22} 22 3.8576 1.3115
{22,3} 3 1.0570 4.7861 [[33,10,2]]
{3,30} 20 4.4944 1.1257
{30,3} 2 1.0765 4.6998 [[30,10,2]]
{3,54} 18 5.6828 0.8902
{54,3} 1 1.0918 4.6336 [[27,10,2]]
{4,5} 40 1.2537 4.0352
{5,4} 32 1.0613 4.7670 [[80,10,5]]
{4,6} 24 1.7628 2.87
{6,4} 16 1.3170 3.8415 [[48,10,3]]
{4,8} 16 2.4485 2.0662
{8,4} 8 1.5286 3.3097 [[32,10,3]]
{4,12} 12 3.3258 1.5212
{12,4} 4 1.6629 3.0424 [[24,10,2]]
{4,20} 10 4.3785 1.1555
{20,4} 2 1.7275 2.9286 [[20,10,2]]
{5,5} 16 1.6850 3.0025 [[40,10,4]]
{5,6} 12 2.1226 2.3835
{6,5} 10 1.8764 2.6961 [[30,10,3]]
{5,10} 8 3.2338 1.5644
{10,5} 4 2.1226 2.3835 [[20,10,2]]
{6,6} 8 2.2924 2.2069 [[24,10,3]]
{6,7} 7 2.6293 1.9241
{7,6} 6 2.3884 2.1182 [[21,10,2]]
{6,9} 6 3.1614 1.6003
{9,6} 4 2.4887 2.0328 [[18,10,2]]
{6,15} 5 4.2104 1.2016
{15,6} 2 2.5827 1.9588 [[15,10,2]]
{7,14} 4 4.1520 1.2185
{14,7} 2 2.8982 1.7456 [[14,10,2]]
{8,8} 4 3.0571 1.6548 [[16,10,2]]
{12,12} 2 3.9833 1.2701 [[12,10,2]]
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Tabela 6.6: Códigos com distânciasd = 3,4 e 5.
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6.5 Reproduç̃ao de Ćodigos Conhecidos
Com a construção proposta é possı́vel reproduzir o código de Kitaev definido no toro, considerando
a geometria Euclidiana. Também é possı́vel reproduzir c´odigos em superfı́cies com gênerog ≥ 2
obtidos em [13].
6.5.1 Ćodigo tórico de Kitaev revisitado
O código tórico pode ser obtido a partir da construção proposta neste trabalho. Para isso, basta
considerarg = 1. Obviamente a determinação da área ocorre de maneira dife ente e mais simples por
se tratar do espaço Euclidiano.
Considere um reticulado quadradol × l do toro, onde a aresta do reticulado é uma unidade de
medida. Temos que, a área do polı́gono 4-gon que define o toroé A = l2, enquanto a área da face da
tesselação{4,4} dentro do 4-gon éAi = 1. Da equação (6.13), segue quenf = l2. Portanto, o número









que coincide com o número de arestas obtido em [48].
Observe que o menor ciclo homologicamente não-trivial no reticulado quadrado do toro é exata-
mente a geodésica de menor comprimento entre lados identificados do quadrado que também coinci-
dem com os eixos coordenados do toro plano. Assim, a distânca é o comprimento do lado do polı́gono
(quadrado), segue qued = l . Portanto, os parâmetros do código tórico são[[2d2,2,d]].
6.5.2 Classe de ćodigos com dist̂ancia 3 em superf́ıcies com ĝenerog≥ 2













quando consideramos o mergulho de grafos completosKs, paras≡ 1 mod4, em superfı́cies com
gênero apropriado.
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Um grafo finitoG consiste de um conjunto finitoVG de vértices, um conjunto finitoEG de arestas
e uma função incidênciaIG que associa a cada arestae um conjunto de extremidadesVG(e) contendo
um ou dois elementos do conjunto de vérticesVG. Um grafo é chamadosimplicial se ele não possui
auto-malhas ou múltiplas arestas. Um grafo simplicial é chamadocompletose todo par de vértices é
adjacente, ou seja, eles são as extremidades da mesma aresta. Um grafo completo coms vértices é
denotado porKs.
Um grafo é ditomergulh́avelem uma superfı́cieM se ele pode ser desenhado emM sem que exista
cruzamento de arestas. O gênero de um grafo é o menor gênero de qualquer superfı́cie na qual o grafo
pode ser mergulhado, e é denotado porχ(G). O mergulho de um grafo é dito orientável seM é uma
superfı́cie orientável. Para maiores informações sobre grafos sugerimos a referência [42].
O dual de um mergulho de um grafo em uma superfı́cie é obtido considerando o interior de cada
face do mergulho original como um vértice de um novo grafo mergulhado. Se duas faces são adjacen-
tes ao longo de uma aresta no grafo original, ligamos as duas face (agora vértices do novo grafo) com
uma nova aresta cruzando a aresta original ao longo da qual asduas faces são adjacentes. O mergulho
resultante do novo grafo na mesma superfı́cie é chamado o dual do mergulho original, e se o grafo
dual é isomorfo ao original, então o mergulho original e o novo são ditosauto-duais.
SejamV,E e F respectivamente o número de vértices, arestas e faces em um ergulho orientável
auto-dual deKs. Pode-se mostrar que se o mergulho é feito em uma superfı́cie com gênerog, então









Assim, a caracterı́stica de Euler desse grafo é dada porχ(Ks) = s− s.(s−1)2 +s. Comoχ(Ks) = χ(M) =
2−2g, temosg = (s−1)(s−4)4 . Portanto, um tal mergulho pode existir somente ses≡ 0 ou 1mod4,
[60].






de arestas do polı́gono resultante do mergulho do grafo completoKs em uma superfı́cie compacta com




















Alguns exemplos são mostrados na Tabela 6.7, cuja distânca mı́nima édTQC.
Da Tabela 6.7, note que a sequência ems dada por 4, 5, 8, 9, 12, 13, 16, 17, 20, 21,· · · é a união
de duas progressões aritméticas:m = 4+(m−1)4= 4mebm = 5+(m−1)4= 4m+1, comm≥ 1.
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GrafoKs - s Gênero -g [[n,k,d]]
4 0 [[6, 0, 4]]
5 1 [[10, 2, 3]]
8 7 [[28, 14, 3]]
9 10 [[36, 20, 3]]
12 22 [[66, 44, 3]]
13 27 [[78, 54, 3]]
16 45 [[120, 90, 3]]
17 52 [[136, 104, 3]]
Tabela 6.7: Códigos quânticos topológicos derivados demergulhos de grafosKs em superfı́cies com-
pactas.
A sequênciabm fornece os códigos topológicos propostos em [12], enquanto sequênciam, m> 1,
gera uma nova classe de códigos quânticos topológicos, destacados em negrito na Tabela 6.7.
Para saber quais as tesselações que dão origem a esses códigos, bserve que, em [13] temos
n = s(s−1)/2,























Portanto, são tesselações auto-duais{s−1,s−1}. Veja alguns exemplos nas Tabelas 6.8 e 6.9
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Tabela 6.8: Códigos derivados de mergulhos de grafos segundo a sequênciam.
s g nf {p,q} dh l(p,q) dh/l(p,q) [[n,k,dTQC]]
8 7 8 {7,7} 5,7465 2,7201 2,1126 [[28,14,3]]
12 22 12 {11,11} 8,05 3,7926 2,1226 [[66,44,3]]
16 45 16 {15,15} 9,4824 4,4604 2,1259 [[120,90,3]]
20 76 20 {19,19} 10,5308 4,9533 2,126 [[190,152,3]]
Tabela 6.9: Códigos derivados de mergulhos de grafos segundo a sequênciabm.
s g nf {p,q} dh l(p,q) dh/l(p,q) [[n,k,dTQC]]
9 10 9 {8,8} 6,4674 3,0571 2,1155 [[36,20,3]]
13 27 13 {12,12} 8,4601 3,9833 2,1239 [[78,54,3]]
17 52 17 {16,16} 9,7716 4,596 2,1261 [[136,104,3]]
21 85 21 {20,20} 10,7546 5,0591 2,1258 [[210,170,3]]
Conclus̃oes
O interesse em codificação quântica, com ênfase em códigos e superfı́cies, é o ponto de partida
desse trabalho que pode ser dividido em dois resultados princi a s: a construção de novos códigos
quânticos tóricos e a construção de códigos quânticos topológicos em superfı́cies compactas com
gênerog≥ 2. Em ambas as construções obtemos importantes classes decódigos quânticos.
Em relação aos códigos quânticos tóricos, observou-se que seria possı́vel ampliar seu estudo e, por-
tanto, gerar muitos novos códigos desse tipo, se relacion´ssemos a eles conhecimentos de reticulados
e formas quadráticas. Assim, através de uma abordagem alg´ brica e usando o conceito de poliminó, já
usado para códigos clássicos, foi possı́vel gerar um método de obtenção de códigos tóricos por meio
da tesselação do reticulado quadrado do toro por translac¸ões desse poliminó. Códigos definidos dessa
maneira mantém as mesmas propriedades dos códigos de Kitaev, como a localidade dos operadores
estabilizadores, e continuam sendo definidos no reticuladoZ2 que é ortogonal e auto-dual.
O modelo do poliminó usado na tesselação determina o padrão de correção de erros do código. Por
exemplo, as esferas de Lee de raior, na métrica de Lee, proporcionam códigos cujo padrão de crr ¸ão
de erros é simétrico, porém existem outros poliminós que podem ser utilizados para os casos onde o
canal não seja simétrico. Assim, pode-se determinar o código que melhor se adapta ao problema.
Além de reproduzir classes de códigos já conhecidas, esse método permite encontrar outras classe
de códigos tóricos, como por exemplo a classe[[d2,2,d]] que é a melhor em termos de comprimento
do código, e consequentemente a melhor quanto à taxa de codificação.
A segunda parte desse trabalho apresenta uma generalizaç˜ao d construção de códigos quânticos
topológicos de gênero 1 para gênerosg ≥ 2. Essa generalização segue naturalmente da geometria e
da topologia associadas a essas superfı́cies. Os fundamentos dessa construção estão enraizados na
estrutura geométrica relacionada as superfı́cies cujo gˆenero ég≥ 2, a saber a geometria hiperbólica,
e nas conexões estabelecidas entre o modelo planar das superfı́cies compactas e suas tesselações. A
partir da determinação do modelo planar da superfı́cie e das tesselações possı́veis para esse modelo,
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tornou-se possı́vel a caracterização dos códigos através dos operadores estabilizadores. Em particular,
a determinação da distância como uma aproximação por meio de arestas do comprimento do menor
ciclo homologicamente não-trivial, usando cálculos de trigonometria hiperbólica, mostrou ser a parte
mais delicada da definição dos códigos, contudo constatou-se ser esta uma excelente aproximação.
Enfatizamos que essa construção, apesar de usar conceitos d geometria hiperbólica e topologia de
variedades bidimensionais, permite obter códigos realizando cálculos simples e rápidos.
Para uma melhor visualização, foi explicitado nas Tabelas 6.2, 6.3, 6.4 e 6.5 os códigos em su-
perfı́cies compactas com gênerosg = 2,3,4 e 5, respectivamente, cujas distâncias sãod ≥ 2. Ob-
servando essas tabelas foi possı́vel verificar que certas tesselações fornecem códigos com melho-
res parâmetros e taxas, ou seja, é possı́vel encontrar classes de bons códigos. Em geral, a taxa de
codificação converge para uma constante diferente de zeroqu depende apenas da tesselação selecio-
nada. Além disso, a distância mı́nima do código cresce a mdida que aumenta o gênero da superfı́cie.
Dentre os códigos gerados no capı́tulo 6, encontramos uma classe de códigos MDS, além de re-
produzir e ampliar a classe de códigos com distância 3 apresentada em [13]. Alguns desses códigos
são explicitados nas Tabelas 6.8 e 6.9. A Tabela 6.6 mostra que o se comparar os os códigos tóricos
da literatura com os códigos das tabelas anteriores, a taxadesses últimos podem ser melhores quando
a distância é fixada.
Outra observação pertinente aos códigos obtidos dessa con trução, é que para tesselações que não
são auto-duais os códigos gerados possuem proteção desigual inerente.
Partes desse trabalho foram apresentadas em congressos internacionais, a saberIEEE Information
Theory Workshop 2008em Porto, Portugal, [2], eFifth International Conference of Applied Mathe-
matics and Computing 2008, em Plovdiv, Bulgária, [3], cujo artigo foi publicado na revistaInternati-
onal Journal of Pure and Applied Mathematics, [5], revisada e indexada pela Mathematical Review e
ZENTRALBLATT MATH. Além disso, referente à construçãode códigos quânticos topológicos em
superfı́cies compactas com gênerog≥ 2, foi publicado um artigo na revistaJournal of Mathematical
Physics, [4], que foi selecionado depois peloVirtual Journal of Quantum Information. Atualmente
aguardamos a resposta da revistaSIAM Journal on Discrete Mathematicssobre o artigo relacionado à
construção de novos códigos tóricos.
Sugest̃oes para Futuras Pesquisas
Para dar prosseguimento a este trabalho, sugerimos os seguintes tópicos:
• Com respeito aos códigos quânticos tóricos, pode-se analis r lgumas relações combinatoriais
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no sentido de estabelecer melhor as condições para a gerac¸ão de códigos dessa classe.
• Ainda dentro dessa classe de códigos, pode-se aprofundar oestudo de subclasses de códigos
com melhores taxas e limitantes.
• Em relação aos códigos quânticos topológicos, muitasoutras classes, como a classe de códigos
com distância 3 decorrentes de tesselações auto-duais,podem ser encontradas e estudadas.
• A construção de classes de códigos em superfı́cies com gˆenerog≥ 2 similarmente à construção
dos códigos tóricos usando poliminós.
• Avaliar as probabilidades de erros desses códigos.
• A construção de códigos quânticos topológicos em superfı́cies não-compactas com gênerog≥ 2
é uma outra possibilidade de estudo.
• Considerar a aplicação do método de construção de códigos quânticos topológicos em questões
abertas no campo da correção de erro topológica, como a vers˜ o topológica do resultado sobre
a existência de bons códigos quânticos em [15].
• O estudo de códigos topológicos para qubitsq = 2 em superfı́cies não-orientáveis, e qudits com
q > 2.
Comentário Final
É conhecido que a pesquisa em áreas de fronteira da ciênciaproduzem conhecimento, tecnologia e
crescimento para um paı́s. A exemplo do que ocorre em outros paı́ses com estudos mais avançados em
teoria de codificação quântica, a parceria entre matemática, fı́sica e teoria de informação e codificação,
podem render bons resultados práticos. Uma boa base em matemática e em teoria de codificação
podem auxiliar no entendimento de propriedades fundamentais para a construção de códigos quânticos
e suas implementações.
Esta é a quarta tese de doutorado da Unicamp abordando temasrelacionados à teoria de codificação
quântica. Anteriormente, foram defendidas as teses sobrec´ digos convolucionais quânticos concate-
nados por Antônio Carlos Aido de Almeida, [6], sobre estudode emaranhamento quântico com base
em teoria da codificação clássica por Wanessa C. Gazzoni,[33], e sobre métodos de construção de
códigos quânticos CSS e conexões entre códigos quânticos e matróides por Giuliano G. La Guardia
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[49]. Espera-se que estes quatro trabalhos incentivem a pesquisa nessa área e proporcionem conheci-
mento e tecnologia para o paı́s.
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