Abstract. We construct a monoidal category C w,v which categorifies the doublyinvariant algebra
Introduction
A quantum cluster algebra is a non-commutative q-deformation of a cluster algebra which is a special Z-subalgebra of a rational function field with a set of generators grouped into overlapping subsets, called clusters, and a procedure which makes new clusters, called mutation. The (quantum) cluster algebras appear naturally in various studies of mathematics including representation theory of Kac-Moody algebras. Let g be a Kac-Moody algebra of symmetric type and U q (g) its quantum group. We take an element w of the Weyl group W. It was shown in [3] that the quantum unipotent coordinate algebra A q (n(w)) associated with U q (g) and w has a quantum cluster algebra structure. It turned out that the intersection of the upper global basis and A q (n(w)) is a basis of A q (n(w)) ( [15] ). On the other hand, it was proved that there is a cluster algebra structure inside the coordinate ring of a Richardson variety. For w, v ∈ W with v ≤ w, one can consider the open Richardson variety R w,v which is the intersection of the Schubert cell and the opposite Schubert cell attached to w and v respectively. It was shown in [17] that, when g is of finite ADE type, the coordinate algebra C[R w,v ] contains a subalgebra with the cluster algebra structure coming from a certain subcategory of module category of a preprojective algebra which is determined by w, v. The cluster variables of the initial cluster are given by the irreducible factors of the generalized minors determined by w ≤j and v ≤j for j ∈ J w,v (for these notations, see (5.5)). A quantization of the coordinate algebra C[R w,v ] was studied in [18] in the aspect of quantum cluster algebras.
The quiver Hecke algebras (or Khovanov-Lauda-Rouquier algebras) were introduced to categorify the half of a quantum group ( [13, 14, 21] ). The algebras have special quotients, called cyclotomic quiver Hecke algebras, which provide a categorification of irreducible integrable highest weight modules ( [4] ). It was shown in [1, 21] that cyclotomic quiver Hecke algebras of affine type A are isomorphic to cyclotomic Hecke algebras. In that sense, the quiver Hecke algebras are a vast generalization of Hecke algebra in the direction of categorification. When the quiver Hecke algebra is symmetric and the base field is of characteristic zero, the upper global basis corresponds to the set of isomorphism classes of simple modules ( [22, 25] ).
Let R(β) be the symmetric quiver Hecke algebra corresponding to a quantum group U q (g) of symmetric type and denote by R-mod the category of graded R-modules which are finite-dimensional over the base field k. It was proved in [7] that there is a monoidal subcategory C w of R-mod which provides a monoidal categorification of A q (n(w)) as a quantum cluster algebra. The determinantial modules M(λ, µ) are a key ingredient for the monoidal categorification. They are simple R-modules determined by a dominant integral weight Λ and λ, µ ∈ WΛ with λ ≤ µ, which correspond to the unipotent quantum minors under the categorification. The determinantial modules defined by a reduced expression w and R-matrices among them give a quantum monoidal seed in C w . This monoidal categorification gave a proof of the conjecture that any cluster monomial is a member of the upper global basis up to a power of q 1/2 . In this paper, we construct a monoidal category C w,v associated with Weyl group elements w and v as a subcategory of R-mod for an arbitrary quiver Hecke algebra. The results on convex orders and cuspidal modules obtained in [24] play a key role in proving properties on C w,v . Let ∆ + (resp. ∆ − ) be the set of positive roots (resp. negative roots) and set Q + := i∈I Z ≥0 α i and Q − := −Q + . For an R(β)-module M, we define W(M) := {γ ∈ Q + ∩ (β − Q + ) | e(γ, β − γ)M = 0}, W * (M) := {γ ∈ Q + ∩ (β − Q + ) | e(β − γ, γ)M = 0}.
For w, v ∈ W, let us denote by C w,v the full subcategory of R-mod whose objects M satisfy for any (i 1 , . . . , i l ) ∈ I β with β ∈ Q + ∩ wQ + \ {0} and any (j 1 , . . . , j l ′ ) ∈ I γ with γ ∈ Q + ∩ vQ − \ {0}. Theorem 2.20 tells that the Grothendieck ring of C w,v is equal to A w,v under the categorification, which implies that A w,v forms a subalgebra of A q (n) Z[q,q −1 ] . The subalgebra A w,v can be understood as a q-deformation of the doubly-invariant algebra N ′ (w) C[N] N (v) , where N is the unipotent radical, N ′ (w) = N ∩ (wNw −1 ) and N(v) = N ∩ (vN − v −1 ) (Remark 2.19). The category C w,v contains special determinantial modules related to w and v. Fix a reduced expression w of w and define w ≤k and v ≤k by (4.2) and (4.3) for k = 1, . . . , ℓ(w). It is proved in Proposition 4.8 that the determinantial modules M(w ≤k Λ, v ≤k Λ) are contained in C w,v for any dominant integral weight Λ. We then show that the determinantial modules M(w ≤k Λ, v ≤k Λ) commute with each other (Theorem 4.10). When the quiver Hecke algebra R is symmetric, we compute the degree of R-matrices between them in Theorem 4.12 as follows:
for 1 ≤ k < j ≤ ℓ. When specialized at q = 1, the determinantial modules M(w ≤k Λ, v ≤k Λ) correspond to the generalized minors associated with w ≤k and v ≤k which provide the initial cluster in the coordinate ring C[R w,v ] of the open Richardson variety in [17] . Note that the coordinate ring C[R w,v ] is a localization of the doublyinvariant algebra
by a subset of such generalized minors ([17, Theorem 2.12]). It is expected that our category C w,v gives a monoidal categorification of a quantization of the cluster algebra arising from R w,v given in [17] .
Suppose that g is of finite ADE type. Then S. Kato ([11] ) constructed the Saito reflection functors for w, v ∈ W such that s i w > w and s i v > v, Thus, when w, u, v ∈ W such that w = vu and ℓ(w) = ℓ(v) + ℓ(u), there is a category equivalence between C w,v and C u . After finishing the paper, it was proved by S. Kato ([12] ) and P. J. McNamara ( [19] ) independently that the reflection functors are monoidal, which implies that Conjecture 5.5 is true (Remark 5.6).
The paper is organized as follows. In Section 1, we review quantum groups, quiver Hecke algebras and results on the convex preorders given in [24] . We also prove several lemmas on properties of convex preorders. In Section 2, we construct and investigate the categories C w,v and the algebras A w,v , and prove the main theorem for C w,v and A w,v . Section 3 contains a review on R-matrices and new lemmas for proving the formula of the degree of R-matrices between the determinantial modules. In Section 4, we show the commuting property on M(w ≤k Λ, v ≤k Λ) and give a formula to compute the degree Λ(M(wΛ, vΛ), M(w ≤k Λ ′ , v ≤k Λ ′ )) of R-matrices when the quiver Hecke algebra is symmetric. Section 5 specializes to the case of finite ADE types. We show that there is a category equivalence between C s i w,s i v and C w,v for w, v ∈ W with s i w > w and s i v > v, which yields a category equivalence between between C w,v and C u when w, u, v ∈ W such that w = vu and ℓ(w) = ℓ(v) + ℓ(u).
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1. Preliminaries 1.1. Quantum groups. Let I be an index set. A Cartan datum (A, P, Π, Π ∨ , (·, ·)) consists of (1) a free abelian group P, called the weight lattice, (2) Π = {α i | i ∈ I} ⊂ P, called the set of simple roots, (3) Π ∨ = {h i | i ∈ I} ⊂ P ∨ := Hom(P, Z), called the set of simple coroots, (4) a Q-valued symmetric bilinear form (·, ·) on P which satisfies (a) (α i , α i ) ∈ 2Z >0 for i ∈ I,
is a generalized Cartan matrix, i.e., h i , α i = 2 for any i ∈ I and h i , α j ∈ Z ≤0 if i = j, (d) Π is a linearly independent set, (e) for each i ∈ I, there exists Λ i ∈ P such that h j , Λ i = δ ij for any j ∈ I.
We denote by ∆ + the set of positive roots and set
We write ht(β) = i∈I k i and supp(β) = {i ∈ I | k i = 0} for β = i∈I k i α i ∈ Q + .
The Weyl group W associated with the Cartan datum is the subgroup of Aut(P) generated by {s i } i∈I given by
For w ∈ W, the expression w = s i 1 · · · s i ℓ is called a reduced expression if ℓ is minimal among all such expressions, and we set ℓ(w) := ℓ. For w, v ∈ W, we write w ≥ v if there is a reduced expression of v which appears in a reduced expression w as a subexpression. Let U q (g) be the quantum group associated with the Cartan datum, which is an associative algebra over Q(q) generated by e i , f i (i ∈ I) and q h (h ∈ P ∨ ) with certain defining relations (see [2, Chap. 3] for details). For β ∈ Q, U q (g) β is the weight space of U q (g) with weight β and we set wt(x) = β for x ∈ U q (g) β . We denote by U + q (g) (resp. U − q (g)) the subalgebra of U q (g) generated by e i (resp. f i ) for i ∈ I. For n ∈ Z ≥0 and i ∈ I, we set e
We denote by U
for i ∈ I and n ∈ Z ≥0 . Similarly we define U
The definitions of the category O int (g) of integrable U q (g)-modules and crystal bases can be found in [2, 8] . For a left U q (g)-module M, we denote by M r the right U q (g)-module {m r | m ∈ M} with the right actions defined by
For a dominant integral weight Λ ∈ P + , we denote by V q (Λ) the irreducible highest weight module with highest weight Λ. There is a unique non-degenerate symmetric bilinear form ( , ) such that
where u Λ is the highest weight vector of V q (Λ). This bilinear form induces the nondegenerated bilinear form
It was known that every integrable U q (g)-module in O int (g) has a crystal base. In particular, the irreducible highest weight modules V q (Λ) for Λ ∈ P + have crystal bases. Let us recall the notion of a crystal. Definition 1.1. A crystal is a set B together with maps wt : B → P, ϕ i , ε i : B → Z ∪ {∞}, and e i , f i : B → B ∪ {0} which satisfy the following:
We denote by B(∞) the crystal of U − q (g) in which ε i and ϕ i are given as
gives another crystal structure with
We define the quantum coordinate ring A q (g) by 
The tensor product U
for homogeneous elements x 1 , x 2 , y 1 , y 2 ∈ U + q (g). We define the Q(q)-algebra homomorphism ∆ n :
We set
Defining the bilinear from ·, · :
. This is called the unipotent quantum coordinate ring. Note that there is a Q(q)-algebra isomorphism between A q (n) and
Let e i and e * i ∈ End(A q (n)) denote the endomorphisms induced by the right multiplication and the left multiplication of e i on U
where B(A q (n)) is the crystal basis of A q (n) which is isomorphic to B(∞).
Definition 1.5. For Λ ∈ P + and µ, ζ ∈ WΛ, we define a (generalized ) quantum minor ∆(µ, ζ) and a unipotent quantum minor D(µ, ζ) as follows:
Recall that for λ, µ ∈ P, we write λ µ if there exists a sequence of real positive roots
When Λ ∈ P + and λ, µ ∈ WΛ, the relation λ µ holds if and only if there exist w, v ∈ W such that λ = wΛ, µ = vΛ and v ≤ w. 
Lemma 1.7 ([7, Lemma 9.1.5]). Let Λ ∈ P + and µ, ζ ∈ WΛ with µ ζ and i ∈ I.
Quiver Hecke algebras. Let k be a field. For i, j ∈ I, we choose polynomials
where t i,j;−a ij ,0 ∈ k × .
For β ∈ Q + with ht(β) = n, set
Note that the symmetric group S n = s k | k = 1, . . . , n − 1 acts on I β by place permutations. Definition 1.8. For β ∈ Q + , the quiver Hecke algebra R(β) associated with A and (Q i,j (u, v)) i,j∈I is the k-algebra generated by
satisfying the following defining relations:
The algebra R(β) has the Z-graded algebra structure defined by
We denote by R(β)-Mod the category of graded R(β)-modules with degree preserving homomorphisms. We set R(β)-mod to be the full subcategory of R(β)-Mod consisting of the modules which are finite-dimensional over k, and set R(β)-proj to be the full subcategory of R(β)-Mod consisting of finitely generated projective graded R(β)-modules. We denote R-Mod := β∈Q + R(β)-Mod, R-proj := β∈Q + R(β)-proj, and R-mod := β∈Q + R(β)-mod. The objects of R-Mod are sometimes called R-modules. For simplicity, we write "a module" instead of "a graded module".
We denote by q the grading shift functor, i.e. (qM N) denotes the space of degree preserving module homomorphisms. We set deg(f ) = k for f ∈ Hom R(β) (q k M, N), and define
We sometimes write R for R(β) in Hom R(β) (M, N) and HOM R(β) (M, N) for simplicity.
For ν ∈ I β and ν ′ ∈ I β ′ , let e(ν, ν ′ ) be the idempotent corresponding to the concatenation ν * ν ′ of ν and ν ′ , and set 
For β ∈ Q + and M ∈ R(β)-Mod, we define wt(M) = −β and, for i ∈ I and a self-dual simple R(β)-module M,
up to a grading shift,
up to a grading shift.
Then the set of the isomorphism classes of self-dual simple R-modules together with the quintuple (wt, ε i , ϕ i , E i , F i ) forms a crystal which is isomorphic to the crystal B(∞) ( [16] ). We sometimes ignore the grading shift when using E i and F i if there is no afraid of confusion. The trivial R(0)-module of degree 0 is denoted by 1. We remark that, for a simple R-module M,
We also can define
in the same manner as above if we replace the roles of e(α i , β) and R(α i )•− with the ones of e(β, α i ) and −•R(α i ).
We denote by K 0 (R-proj) and K 0 (R-mod) the Grothendieck groups of R-proj and R-mod respectively. Then we have the categorification theorem for U
Let λ ∈ Λ − Q + and set β = Λ − λ, n = ht(β). We define the cyclotomic quiver Hecke algebra
hν n ,Λ n e(ν). We denote by R Λ (λ)-Mod the category of graded R Λ (λ)-modules. We also denote by R Λ (λ)-proj and R Λ (λ)-mod the category of finitely generated projective graded R Λ (λ)-modules and the category of graded R Λ (λ)-modules which are finite-dimensional over k, respectively. Their morphisms are homomorphisms homogeneous of degree zero. We write R Λ -proj :
They are exact functors, and they give a categorification of V q (Λ).
For n ∈ Z ≥0 , the algebra R(nα i ) acts on (F Λ i ) n and (E Λ i ) n and we define
Then we obtain exact functors:
Then the following lemma is an easy consequence of the theory of sl 2 -categorification due to Rouquier ([21] ).
Lemma 1.11. Let Λ ∈ P + and λ ∈ WΛ such that n := h i , λ ≥ 0. Then we have category equivalences, quasi-inverse to each other:
In this subsection, we review the notion of convex preorders introduced in [24] , and show some of their properties.
Definition 1.12. (i)
A preorder on a set X is a binary relation on X satisfying (a) x x for any x ∈ X, (b) if x y and y z for x, y, z ∈ X, then x z. (ii) A preorder on a set X is total if, for any pair (x, y) of elements of X, we have either x y or y x. (iii) For a preorder , we say that x and y are -equivalent if x y and y x. An equivalent class for is called -equivalence class. (iv) We write x ≺ y (resp. x ≻ y) if x y and x y (resp. x y and x y). (v) For subsets A and B, we write A B if a b for any a ∈ A and b ∈ B. We also define A ≺ B, A ≻ B, etc., in a similar manner.
For preorders and
′ on X, we say ′ is a refinement of if x ≺ y implies x ≺ ′ y. Definition 1.13. A face is a decomposition of a subset X of an R-vector space into three disjoint subsets
where span R S is the R-vector space spanned by S and span R ≥0 S is the subset of span R S whose elements are linear combinations of S with non-negative coefficients.
Note that span R ∅ = span R ≥0 ∅ = {0} by the definition. One can prove the following lemma easily. Lemma 1.14. Let (A − , A 0 , A + ) be a decomposition of a subset X in an R-vector space. Then the following are equivalent:
Note that Lemma 1.14 tells that our definition of a face of ∆ + is equivalent to that given in [20] .
Remark 1.15. Let (A − , A 0 , A + ) be a decomposition of a subset X in an R-vector space. If there exists a linear functional f such that
is a face and A − and A + are finite subsets, then there exists such a linear functional f . Definition 1.16. Let V be an R-vector space and let X be a subset of V \ {0}.
(i) A convex preorder on X is a total preorder on X such that, for anyequivalence class C, the triple ({x ∈ X | x ≺ C}, C, {x ∈ X | x ≻ C}) is a face.
(ii) A convex preorder on X is called a convex order if every -equivalence class is of the form X ∩ l for some line l in V through the origin.
Note that a convex order is not an order on X. It is an order on the image of X by the projection V \ {0} → (V \ {0})/R × . The lemma below follows immediately from Definition 1.16 and Lemma 1.14.
Lemma 1.17. Let V be an R-vector space and let be a convex preorder on X ⊂ V \ {0}.
(i) If β, tβ ∈ X for some t ∈ R, then β and tβ are in the same -equivalence class.
(ii) If α, β, γ ∈ X with α + β = γ and α ≺ γ, then γ ≺ β. (iii) If α, β, γ ∈ X with α + β = γ and γ ≺ β, then α ≺ γ.
Lemma 1.18. Let V be an R-vector space and let be a convex preorder on X ⊂ V \ {0} such that span R ≥0 X ∩ (−span R ≥0 X) = {0}. Let C be a -equivalence class and set
Let β be an element of span R ≥0 C ′ for some -equivalence class C ′ .
(i) If β can be written as β = β 1 + β 2 for some β 1 ∈ span R ≥0 (C − ∪ C) and some non-zero
This tells that β
which is a contradiction to the fact that β 2 = 0.
(ii) can be proved in the same manner as above.
Lemma 1.19. Let n, m be positive integers such that 1 < m ≤ n, and V = R n . We define
and set H + = {x ∈ H | x 1 > 0} and H 0 = {x ∈ H | x 1 = 0}. We define the total preorder on H as follows:
(a) H 0 is a -equivalence class, and H + ≺ H 0 , (b) for x, y ∈ H + , we define x ≺ y ⇐⇒ there exists k such that 2 ≤ k ≤ m and
Then is a convex preorder on H. Moreover dim span R (C) < dim V for any equivalence class C.
Proof. It is obvious that is a total preorder on H. Let C be a -equivalence class. We set
Let us show that
Note that any equivalence class C is either H 0 or
Then one can easily show that (1.3) holds.
Lemma 1.20. Let V be an R-vector space, and a convex preorder on X ⊂ V \ {0}. For each -equivalence class C let C be an arbitrary convex preorder on C. Let ′ be the binary relation on X defined as follows:
x ′ y if either x ≺ y or x and y belong to the same -equivalence class C and x C y. Then ′ is a convex preorder on X.
Proof. It is obvious that ′ is a total preorder on X. We shall show that ′ is a convex preorder. Let C 0 be a ′ -equivalence class. Then C 0 is contained in some -equivalence class C. Then
Then we can write
for some y ± ∈ span R ≥0 (B ± ) and some z ± ∈ span R ≥0 (C ± ). Since x − − x + and z + − z − are contained in span R (C), we have
which implies y − = y + = 0. Hence
Proposition 1.21. Let V be a finite-dimensional R-vector space, and let X be a subset
For any convex preorder on X, there exists a convex order on X which refines .
Proof. Let be a convex preorder on X. We set n := dim V . We shall use induction on n. We first assume that X itself is only one -equivalence class. Since the assertion is obvious if n = 0, we assume n ≥ 1. Since span R ≥0 (X) = V , there exists a non-zero linear functional f 1 such that
2 (R ≥0 ) and f 1 and f 2 are linearly independent. Continuing this process to n, we can find an isomorphism
, where H is given in Lemma 1.19. Let be the convex preorder on X induced by the convex preorder on H. Since dim span R (C) < n for any -equivalence class C, the induction hypothesis implies that there exists a convex order C on each C. Thanks to Lemma 1.20, we obtain a desired convex order on X by refining by the C 's.
We now assume that X is not a -equivalence class. Since dim span R C < n for any -equivalence class C, every -equivalence class C has a convex order C by the induction hypothesis. Using Lemma 1.20, we obtain the assertion by refining by
As span R ≥0 c(X) \ {0} is simply connected, we can define arg : c(X) → R, which is unique up to a constant function. We set arg c := arg •c : X −→ R. Proof. It is obvious that c is a preorder on X. Without loss of generality, we may assume that 0 ≤ arg c x ≤ π for any x ∈ X by Definition 1.22. We take a -equivalence class C. Let t := arg c x for x ∈ C, and
Since arg c y < t for y ∈ span R ≥0 C − \ {0} and arg c x = t for x ∈ span R C \ {0}, we have arg c (y + x) < t. This implies
In the same manner, one can prove
Therefore the triple (C − , C, C + ) is a face, which completes the proof.
The following proposition was informed to us by Peter McNamara.
Proof. It is easy to see that c :
We define the total preorder on ∆ + by
We now show that is a convex preorder on ∆ + .
we have
k (0)) divides ∆ + into C − and C ∪ C + (resp. C − ∪ C and C + ). Thus, the triple (C − , C, C + ) satisfies the conditions in Lemma 1.14, which tells the triple is a face.
We now take β ∈ ∆ + ∩ w∆ + and let C denote the -equivalence class containing β.
and
By the definition of c, we have
By Lemma 1.23, the triple (C − , C, C + ) is a face. Therefore, is a convex preorder on ∆ + .
We sometimes denote by w a convex order which refines the convex preorder corresponding to w given in Proposition 1.24 if we need to emphasize the reduced expression w.
Categorification of Doubly-invariant algebras
2.1. Cuspidal decomposition. In order to recall the notion of cuspidal decomposition, we introduce the following notations.
We have W * (M) = β − W(M) by the definition. Note that 0, β ∈ W(M) if M = 0. From the definition, we have the following lemma.
Lemma 2.2. Let M and N be R-modules. Then
The following proposition is a consequence of [24, Proposition 3.7] .
Let us fix a convex order on ∆ + in this subsection. We set
Note that β ∈ Z >0 ∆ + if and only if β ∈ Q + ∩ span R C for some -equivalence class C of ∆ + .
We can extend the convex order on ∆ + uniquely to the convex order on Z >0 ∆ + as follows: For β, β ′ ∈ Z >0 ∆ + , there are -equivalence classes C and C ′ such that β ∈ span R ≥0 C and β ′ ∈ span R ≥0 C ′ . Then
for any -equivalence class C of Z >0 ∆ + , there is a unique α ∈ ∆ min + such that C = Z >0 α.
Remark 2.5. The cuspidal modules in our definition are called semi-cuspidal in [24] .
By Lemma 1.17, a simple R(β)-module L is cuspidal if and only if (ii) For n ∈ Z >0 , L(β) •n is simple and isomorphic to L(nβ) up to a grading shift.
We write d instead of d for simplicity when there is no afraid of confusion. Note that we have
Then we have the following proposition.
where t w = − i<j and w −1 (i)>w −1 (j) (β i , β j ).
(
is simple. Moreover, we have
For m, n ∈ Z ≥0 , we denote by w[m, n] the element of S m+n defined by
The following proposition generalizes [7, Proposition 10. . Let M ∈ R(β)-mod and N ∈ R(γ)-mod, and set m = ht(β) and n = ht(γ). Suppose that
Proof. For β 1 ∈ W(M) and γ 1 ∈ W(N) such that β = β 1 + γ 1 , we have
Hence we have β 1 = β and γ 1 = 0. This implies that
which gives (i). Moreover, the map
where the last equality follows from (i).
Lemma 2.13. Let M t be an R(β t )-module for 1 ≤ t ≤ n and let 2 ≤ k ≤ n. If
Proof. It follows from the transitivity of the induction and restriction.
is unmixed for any 2 ≤ k ≤ h.
Proof. Note that
By Proposition 2.12, we conclude that ((
is unmixed, we get the desired result by Lemma 2.13.
Let I β be the set of sequences (β 1 , . . . , β h ) with h ≥ 1,
We define a total order on I β as follows: 
, and
Note that lex and rev are total preorders on the set of -cuspidal decompositions of all simple R-modules.
Proof. (i) follows from Lemma 2.11.
(ii) Assume that (β 1 , . . . , β h ) = (β
allows us to write
Note that, by Lemma 2.2,
If γ 2 = 0, then we have β Case (l-b) We now suppose that there is k ∈ Z >0 such that β j = β ′ j for any j < k and
By Lemma 2.14 we have
Then the assumption Res
Therefore, by Case (l-a), we conclude that (β
We now shall prove that (β ′ 1 , . . . , β ′ t ) ≺ rev (β 1 , . . . , β h ). The proof is similar to the case of ≺ lex . Case (r-a) Suppose that β h = β ′ t . Then, in the same manner as above, we have
We write β
Otherwise, β h and β ′ t are in the same -equivalence class. Thus, β ′ t = pβ h for some p < 1, which implies (β ′ 1 , . . . , β ′ t ) ≺ rev (β 1 , . . . , β h ). Case (r-b) We now assume that there is k ∈ Z >0 such that β h−j+1 = β ′ t−j+1 for any j < k and β h−k+1 = β t−k+1 . Let γ = β − k−1 j=1 β h−j+1 . Since
By Case (r-a), we can conclude that (β 
2.2.
Categories C w,v . For w ∈ W, we denote by C w the full subcategory of R-mod whose objects M satisfy
Similarly, for v ∈ W, we define C * ,v to be the full subcategory of R-mod whose objects N satisfy
For M ∈ C w and N ∈ C * ,v , it is obvious that
which implies
By Proposition 2.3, we have the following equivalences:
For w, v ∈ W, we define C w,v to be the full subcategory of R-mod whose objects are contained in both of the subcategories C w and C * ,v . By the construction, we have the following proposition. Lemma 2.17. Let w ∈ W and i ∈ I.
Proof. (i) Suppose that L ∈ C w and s i w > w. Then α i ∈ ∆ + ∩ w∆ + , which tells that
(ii) Suppose that L ∈ C * ,w and s i w < w. Then α i ∈ ∆ + ∩ w∆ − , so we have
The following proposition gives a membership condition on the categories using the cuspidal decomposition. Proposition 2.18. Let w = s i 1 s i 2 · · · s i ℓ be a reduced expression of w ∈ W. We denote by a convex order on ∆ + which refines the convex preorder with respect to w given in Proposition 1.24, and set β ℓ = s i 1 · · · s i ℓ−1 (α i ℓ ). We take a simple R-module L and set
by Lemma 2.2. Thus we have L ∈ C w . We assume that L ∈ C w . By Lemma 2.11, we have
Since β ℓ is largest in ∆ + ∩ w∆ − , we have β ℓ γ 1 .
(ii) Suppose that γ h ≻ β ℓ . Since γ h is smallest among γ k 's, Lemma 2.2 tells
which implies L ∈ C * ,w . We now assume that L ∈ C * ,w . It follows from Lemma 2.11 that
Since any positive root in ∆ + ∩ w∆ + is larger than β ℓ , we obtain γ h ≻ β ℓ .
We now revisit the unipotent quantum coordinate ring
for any sequence (i 1 , . . . , i l ) ∈ I β with β ∈ Q + ∩ wQ + \ {0} (resp. β ∈ Q + ∩ wQ − \ {0}). For w, v ∈ W, we define
Remark 2.19. Let G be a reductive algebraic group over C and g its Lie algebra. We fix a maximal torus H of G and take a Borel subgroup B and its opposite Borel subgroup B − containing H. We denote by N and N − the unipotent radicals of B and B − respectively, and n and n Note that C[N] is isomorphic to the dual of U(n). We consider the doubly-invariant algebra
which was introduced in [17] . Then we have
By the PBW theorem, we have
Hence, we have
Similarly, we have
which implies that
for any β ∈ Q + ∩ wQ + \ {0} and γ ∈ Q + ∩ vQ − \ {0} .
This tells that the ring
consisting of all elements f such that e i 1 · · · e i l f = 0 and e * j 1 · · · e * jt f = 0 for all (i 1 , . . . , i l ) ∈ I β with β ∈ Q + ∩ wQ + \ {0} and all (j 1 , . . . , j t ) ∈ I γ with γ ∈ Q + ∩ vQ − \ {0}. Therefore, A w,v can be thought of as a quantum deformation of
Theorem 2.20. Let w, v ∈ W.
(1) The following conditions are equivalent:
The following conditions are equivalent:
Proof. We first deal with the case (i) (1) and (ii) (a) together.
We shall show that all of four spaces coincide. By the definition, we have
Thus it suffices to show that K ⊂ A and C ⊂ K.
Inclusion K ⊂ A: Let M be a simple R(β)-module in C w . We take a sequence (i 1 , . . . , i l ) ∈ I γ with γ ∈ Q + \ wQ − . By (2.5), we have Inclusion C ⊂ K: Let be a convex order on ∆ + which refines the convex preorder corresponding to a reduced expression of w given in Proposition 1.24.
Let f be an element in C. We shall show that f ∈ K. By Theorem 1.9, f can be written as
for some non-zero a k ∈ Z[q, q −1 ] and some self-dual simple R-modules M k which are not isomorphic to each other. We may assume m > 0. Without loss of generality, we may assume that
It follows from Lemma 2.11 and Proposition 2.15 that, for j = 1, . . . , m,
By (2.2), we can write γ 1 = nα for some n ∈ Z >0 and some α ∈ ∆ min + . (a) Suppose that α ∈ ∆ + ∩ w∆ − . By (2.6) and the definition of the convex order , we have
which implies f ∈ K.
(b) Suppose that α ∈ ∆ + ∩ w∆ + . (b1) Assume first that α is an imaginary root. Then, γ 1 = cα ∈ ∆ + ∩ w∆ + . Letting d = ht(γ 1 ), we have
By (2.7), Res γ 1 ,...,γ h (M j ) is zero or is isomorphic to an outer tensor product of simple modules. Thus the set
is linearly independent. It follows from Res γ 1 ,...,γ h (M 1 ) = 0 that
which is a contradiction to the non-vanishing assumption on a 1 . Therefore we conclude that f ∈ K.
(b2) Assume now that α is a real root. We set µ = −wt(f ) = −wt(M j ) ∈ Q + . We set
Then for j > b we have either β j = mα for some m < n or β j ≺ α. Then by Proposition 2.15, we have
•n up to grading shift. Let us take (i 1 , . .
Thus we obtain A = B = C = K.
In a similar manner as above, one can prove (i) (2) and (ii) (b). Assertion (ii) (c) follows immediately from (ii) (a) and (ii) (b).
(ii) By specializing at q = 1, the same properties as in Theorem 2.20 (i) hold for
. Indeed, the same proof of Theorem 2.20 can be applied by replacing the categories of graded modules over quiver Hecke algebras with their non-graded versions. The constant c in (2.8) becomes then a positive integer. Note that the analogue of (2.9) at q = 1 still holds. 
Thus, the algebra involution * of R(β) gives an equivalence of two categories C w,v and C vw 0 ,ww 0 , where * : R(β) → R(β) is given by
Here n = ht(β) and ν denotes the reversed sequence (ν n , ν n−1 , . . . , ν 2 , ν 1 ) of ν = (ν 1 , . . . , ν n ).
R-matrices
3.1. Strongly commuting pairs. In this subsection, we assume that the quiver Hecke algebra R is arbitrary. For simple R-modules M and N, we say that M and N strongly commute or M strongly commutes with
where ψ denotes the anti-automorphism of R(β) which fixes the generators. We say that a simple module
Thus, if two simple modules M and N strongly commute, then we have
Lemma 3.1. Let M and N be simple R-modules. Suppose that M and N strongly commute. Then we have
i N up to a grading shift and it is simple.
(ii) can be proved in the same manner as above by replacing the role of E i with the one of E * i .
Lemma 3.2. Let M and N be simple R-modules and i ∈ I.
up to grading shifts, which implies that ε i (M ∇ N) = m + n.
(ii) can be proved in the same manner as (i).
3.2.
Normalized R-matrices. We recall the notions of affinizations and R-matrices for symmetric quiver Hecke algebras introduced in [5] . Note that they have been generalized to arbitrary quiver Hecke algebras in [10] . Let β ∈ Q + and m = ht(β). For k = 1, . . . , m − 1 and ν ∈ I β , the intertwiner ϕ k ∈ R(β) is defined by
Then {ϕ k } 1≤k≤m−1 satisfies the braid relation. Hence, for w ∈ S m , the element ϕ w := ϕ i 1 · · · ϕ i ℓ does not depend on the choice of a reduced expression w = s i 1 · · · s i ℓ of w. Let M be an R(β)-module with ht(β) = m and N an R(β ′ )-module with ht(β ′ ) = n.
can be extended to the R(β + β ′ )-module homomorphism (up to a grading shift)
Definition 3.3. The quiver Hecke algebra R(β) is said to be symmetric if Q i,j (u, v) is a polynomial in u − v for any i, j ∈ I.
We now assume that R(β) is symmetric. Then the generalized Cartan matrix A is symmetric. In this case we assume (α i , α i ) = 2 for any i ∈ I.
Let z be an indeterminate. For an R(β)-module M, the R(β)-module structure on the
β and admissible j, k. For non-zero R-modules M and N, we set R
where s is the largest integer such that
it the normalized R-matrix. Then, we have the intertwiner (up to a grading shift)
Mz,N z ′ by specializing at z = z ′ = 0, which never vanishes by the definition.
Definition 3.4. Let M and N be simple R-modules. We set 
up to grading shifts. In the same manner, we have
which yields the assertion by Proposition 3.5.
Proposition 3.7. Let M and N be simple R-modules. Suppose that one of M and N is real.
,
where
(i) By [7, Proposition 10.1.5], we have
Using the R-matrix r M,N , we have (ii) can be proved in the same manner as above. 
we have the assertion by applying Proposition 3.7 to L(i) and M.
Determinantial modules
From now until Lemma 4.9, we assume that A is arbitrary. Let Λ ∈ P + and λ = wΛ for w ∈ W. Recall the cyclotomic quiver Hecke algebra R Λ in (1.1). Take a reduced expression w = s i 1 · · · s i l of w. We define
Note that λ is an extremal weight of V q (Λ). By Lemma 1.11, R Λ (λ) is Morita equivalent to k, and M(λ, Λ) is a simple module.
By the definition, we have Moreover, its isomorphism class is unique.
Proof. The uniqueness is obvious by Theorem 1.9. Let us write µ = uΛ with u ∈ W. We shall argue by induction on ℓ(u). If ℓ(u) = 0, then it is obvious. Hence we may assume that there exists i ∈ I such that u ′ :=s i u < u. Set µ ′ = u ′ Λ. Then, by induction hypothesis, there exists a self-dual simple module M(λ, µ ′ ) such that
is a simple module and it satisfies the desired condition.
One can show easily that
for any λ, µ ∈ WΛ with λ µ.
(ii) For λ, µ ∈ WΛ with λ µ, M(λ, µ) is real.
Proof. The assertion follows immediately from Lemma 1.6. Proof. The assertion follows from the equivalence of the following statements:
Lemma 4.4. Let Λ ∈ P + . Let λ, µ ∈ WΛ with λ µ. Let u λ ∈ V (Λ) be the extremal weight vector of weight λ.
Theorem 4.5. Let Λ ∈ P + and let w, v ∈ W.
Then we have
(ii) Let M = M(wΛ, vΛ). We take β ∈ W(M). Then, Lemma 4.4 (i) tells that wΛ + β ∈ wt(V (Λ)).
Since Λ + w −1 β ∈ wt(V (Λ)) and Λ is the highest weight of V (Λ), we have w −1 β ∈ Q − , which implies that β ∈ wQ − . Thus we have M ∈ C w .
We now take γ ∈ W * (M). It follows from Lemma 4.4 (ii) that vΛ − γ ∈ wt(V (Λ)).
As Λ − v −1 γ ∈ wt(V (Λ)), we have v −1 γ ∈ Q + . Thus we have γ ∈ vQ + , which implies M ∈ C * ,v .
The following proposition is proved in [7, Theorem 10.3 .1] when the quiver Hecke algebra is symmetric. Proposition 4.6. Let Λ ∈ P + and assume that λ, λ
Proof. Assume that w, x, y, z ∈ W such that z ≤ y ≤ x ≤ w. Then Theorem 4.5 implies that (i) Case λ ′′ = Λ. Set λ ′ = yΛ. We shall prove the assertion by induction on ℓ(y). When y = 1 it is obvious. Otherwise take i ∈ I such that y ′ := s i y < y. Then
has a simple head. By the definition we have an epimorphism
On the other hand we have an epimorphism
Hence M(λ, Λ) is equal to the simple head of M(λ, yΛ)•M(yΛ, Λ).
(ii) Reduction to the case λ ′′ = Λ. Assume that λ ′′ = Λ. Then there is i ∈ I such that n := − h i , λ ′′ > 0. By induction on ht(Λ − λ ′′ ), we may assume that the assertion holds for s i λ ′′ . Therefore, we have a homomorphism
It is obvious that the composition does not vanish, and hence it is an epimorphism.
where v is a convex order corresponding to a reduced expression v given in Proposition 1.24.
(ii) We take a reduced expression w = s i 1 · · · s i ℓ of w ∈ W. Then the sequence obtained
(ii) By Proposition 4.6, there exists an epimorphism
Hence (ii) follows from (i).
Let w, v ∈ W with v ≤ w and fix a reduced expression w = s i 1 s i 2 · · · s i l of w. For k = 1, . . . , l, we set
We shall define v ≤k and v ≥k for k = 1, . . . , l by (4.3)
Here we set
Proposition 4.8. Let Λ ∈ P + and w, v ∈ W with v ≤ w. We fix a reduced expression
where w ≤k and v ≤k are defined in (4.2) and (4.3).
Proof. Note that M(w ≤k Λ, v ≤k Λ) ∈ C w ≤k ⊂ C w follows from Theorem 4.5. Hence it remains to prove W * M(w ≤k Λ, v ≤k Λ) ∈ vQ + . Assume that β ∈ W * M(w ≤k Λ, v ≤k Λ) . Then Lemma 4.4 (ii) implies that
Hence it is enough to show that if β ∈ Q satisfies condition (4.4), then we have β ∈ vQ + . We shall prove it by induction on ℓ(w) + ℓ(v).
Since it is obvious when k = 0, let us assume that k > 0. Set i = i 1 .
(1) Case s i v > v. We have α i ∈ v∆ + . Set w ′ := s i w < w and v ′ := v. We define w 
Hence we obtain β ∈ vQ + + mα i ⊂ vQ + . 
We assume that R(β) is symmetric in the rest of this section.
Lemma 4.9. Let i ∈ I and let λ, µ ∈ WΛ with λ µ for Λ ∈ P + . If h i , λ ≤ 0 and h i , µ ≥ 0, then M(λ, µ) strongly commutes with L(i).
Proof. By the construction, we have ′ ∈ P + and w, v ∈ W with v ≤ w. We fix a reduced expression
Proof. By replacing w and v with w ≤j and v ≤j , it is enough to show that M(wΛ, vΛ) and M(w ≤k Λ ′ , v ≤k Λ ′ ) strongly commute. We shall show it by induction on l. Let i = i 1 . We assume first that v ≤1 = id. Then s i v > v and s i v ≤k > v ≤k for any k. As h i , wΛ ≤ 0 and h i , vΛ ≥ 0, M(wΛ, vΛ) and M(w ≤k Λ ′ , v ≤k Λ ′ ) strongly commute with L(i) by Lemma 4.9. As
by the induction hypothesis on l, E Proof. We use induction on l := ℓ(w) + ℓ(v). As it is obvious that the assertion holds if either l = 0 or k = 0, we assume that l > 0 and k > 0. Let i = i 1 . Then we have 
Finite ADE types
In this section, we assume that A is of finite ADE type. Then any corresponding quiver Hecke algebra R is isomorphic to a symmetric quiver Hecke algebra. We assume further that the base field k is of characteristic 0. Under this assumption, the set of the isomorphism classes of simple R-modules corresponds to the upper global basis of A q (n) ( [22, 25] ).
For i ∈ I, we define i R-mod (resp. R i -mod) to be the full subcategory of R-mod whose objects M satisfy ε i (M) = 0 (resp. ε * i (M) = 0). Note that the categories i R-mod and R i -mod are stable under taking subquotients, extensions, convolution products and grading shifts. It was proved in [11, Proposition 3.5] that there exist reflection functors 
