In this paper, we present an approach for acquiring textured 3D models of room-sized indoor spaces using a quadrocopter. Such room models are for example useful for architects and interior designers as well as for factory planners and construction managers. The model is internally represented by a signed distance function (SDF) and the SDF is used to directly track the camera with respect to the model. Our solution enables accurate position control of the quadrocopter, so that it can automatically follow a pre-defined flight pattern. Our system provides live feedback of the acquired 3D model to the user. The final model consisting of a textured 3D triangle mesh can be saved in several standard CAD file formats.
INTRODUCTION
The ability to quickly scan a 3D model of a room or factory floor has many potential applications: For example, craftsmen can read of from such room models the size of a window or its height directly from the model. Furthermore, interior designers can illustrate the effects of decoration using such models, and potential buyers of an apartment can get a better impression of the real estate. While it was recently demonstrated that scanning a room with a hand-held sensor is feasible (Newcombe et al., 2011; Whelan et al., 2012; Bylow et al., 2013) , quadrocopter-based scanning (Huang et al., 2011) has several advantages: First, scanning can be performed fully automatically and no human intervention is required. Second, it is possible to scan larger rooms (for example, industrial production halls) from above which might not be possible from the ground. Third, it is possible to use quadrocopters to scan inaccessible or dangerous buildings, e.g., after an earthquake.
In this paper, which is an extension of our recent work (Bylow et al., 2013) , we first present our approach on 3D scanning using an RGB-D camera that (1) provides accurate pose information in real-time and (2) estimates a dense, textured 3D model of the scene. We demonstrate that our approach is fast, accurate, and robust enough to control the position of a quadrocopter and thus to generate a dense 3D model of a room fully automatically. Our approach relies on an RGB-D camera that yields dense depth images at video frame rate. While our current implementation relies on GPU support provided by an external ground station, we are working towards a scalable CPU implementation that will allow us to perform all computations onboard the quadrocopter.
While feature-based approaches to the structure-from-motion problem can be successfully applied to quadrocopter imagery and This work has partially been supported by the DFG under contract number FO 180/17-1 in the Mapping on Demand (MOD) project. control, the resulting feature maps are typically sparse and thus not well suited for a visually pleasant 3D reconstruction (Agarwal et al., 2009; Weiss et al., 2012; Engel et al., 2012) . Therefore, we advocate to represent the scene geometry in a dense grid using a truncated signed distance function (Curless and Levoy, 1996) similar as in the famous KinectFusion approach (Newcombe et al., 2011) . While KinectFusion uses ray tracing to generate a point cloud in each frame and the iterated closest point (ICP) algorithm for subsequent alignment, we present in this paper a novel method that allows us to directly compute the camera pose based on the signed distance function.The key idea behind our approach is that the correct camera pose should minimize the value of the signed distance function evaluated at the backprojected points of the depth image. Furthermore, we fuse color information in an additional 3D voxel grid to generate a texture for the model. Figure 1 (bottom) shows two views on the model acquired in this way from our lab space.
We employ an AscTec Pelican quadrocopter that we equipped with an Asus Xtion Pro Live sensor (see image at the top of Figure 1 ). An external ground station equipped with an Nvidia GeForce GTX 560 performs camera tracking and 3D reconstruction in real-time, and sends the estimated position back to the quadrocopter at 30 fps with a delay of approximately 50 ms. We integrate the position estimate using an extended Kalman filter and perform position control using LQR control (Weiss et al., 2012) . To evaluate our algorithm, we performed various flight patterns and measured the deviation from the desired route. Furthermore, we acquired 3D models of several rooms to demonstrate its applicability. Additionally, we evaluated our algorithm on a publicly available benchmark . We found that our algorithm outperforms the KinectFusion implementation of the point cloud library (PCL) in terms of accuracy and robustness. Furthermore, we found that our approach yields a comparable performance in comparison to the RGB-D SLAM system . In contrast to these methods, our solution outputs a color-textured 3D model of the scene and is significantly faster.
This paper is an extension of our recent work (Bylow et al., 2013) in which we provide a more detailed evaluation of our quadrocopter experiments. In particular, we measured the position accuracy of a quadrocopter while hovering and path following using our approach. Furthermore, we provide additional scans that we acquired using the quadrocopter.
RELATED WORK
Simultaneous localization and mapping refers to both the estimation of the camera pose and mapping of the environment. This requires a suitable representation of the scene geometry, and the choice of this representation strongly influences the efficiency of pose estimation and map optimization.
Laser-based localization and mapping approaches often use scan matching or the iterated closest point algorithm (ICP) (Besl and McKay, 1992) to estimate the motion between frames. Graph SLAM methods use these motion estimates as input to construct and optimize a pose graph (Kümmerle et al., 2011) . Typically, these methods render a joint map only after pose graph optimization, and this map is generally not used for further pose optimization. The resulting maps are often represented as occupancy grid maps or octrees (Wurm et al., 2010) and are therefore well suited for robot localization or path planning. Henry et al. (2010) were the first to apply the Graph SLAM approach to RGB-D data using a combination of visual features and ICP. A similar system was recently presented by and extensively evaluated on a public benchmark . In this paper, we compare the performance of our approach to the RGB-D SLAM system and demonstrate that we achieve more detailed reconstructions and higher frame rates at a comparable pose accuracy. Newcombe et al. (2011) recently demonstrated with their famous KinectFusion approach that dense reconstruction is possible in real-time by using a Microsoft Kinect sensor. To represent the geometry, Newcombe et al. employ a signed distance function (SDF) (Curless and Levoy, 1996) and use ICP in a coarse-to-fine manner to estimate the camera motion. For each image, the algorithm first renders a point cloud from the SDF at the previous pose using ray tracing and subsequently aligns this with the next depth image. Point correspondences are found using projective data association (Blais and Levine, 1993) and the point-to-plane distance (Chen and Medioni, 1992) . As the original implementation is not available and no benchmark evaluation is provided, we compare our approach to the KinFu open-source implementation as available in the point cloud library (Kin). We show in this paper that our approach outperforms KinFu in terms of speed and accuracy.
While ICP only minimizes the error on point clouds, several approaches have recently appeared that minimize the photometric http://svn.pointclouds.org/pcl/trunk/ error (Steinbrücker et al., 2011; Kerl et al., 2013a) or combinations of both (Tykkälä et al., 2011; Kerl et al., 2013b) , however without subsequent 3D reconstruction. Whelan et al. (2012) recently integrated these methods with the KinectFusion approach and demonstrated that superior tracking performance can be achieved, however without evaluating the global consistency of the resulting model.
While our approach on dense tracking and 3D reconstruction was first introduced in (Bylow et al., 2013) , we provide in this paper a more in-depth evaluation of the resulting accuracy and stability when used with an autonomous quadrocopter. In particular, we evaluate the accuracy of keeping a particular position and following a pre-defined scanning trajectory. Furthermore, we provide scans from additional scenes to demonstrate its robustness and applicability in practice.
QUADROCOPTER-BASED 3D MODEL ACQUISITION
In this section, we explain how we acquire the 3D model of a room using an RGB-D camera mounted on a quadrocopter. As our approach currently requires a GPU to achieve real-time processing, we connected the RGB-D camera directly to a work station using a USB cable and perform all computations off-board. The estimated camera pose is then sent back to the quadrocopter and used for data fusion and position control which runs onboard the quadrocopter.
Live Dense 3D Reconstruction
In the following, we briefly explain how we track the camera pose and generate the dense 3D model. We kept this section intentionally short and refer the interested reader to (Newcombe et al., 2011; Bylow et al., 2013) for more details on signed distance functions, the KinectFusion algorithm, and our recent extensions.
Preliminaries In each time step, we obtain a color image and a depth image from the Kinect sensor, i.e.,
We assume that the depth image is already registered on to the color image, so that pixels between both images correspond. Furthermore, we require a signed distance function (SDF), a weight function, and a color function that are defined for each 3D point p ∈ R 3 within the reconstruction volume:
The SDF represents the distance of each point to the closest surface, i.e., D(p) = 0 holds for all points p lying on surface, D(p) < 0 for free space, and D(p) > 0 for occupied space.
In the following, we treat IRGB , IZ , D, W , and C as continuous functions, but we represent them internally as discrete pixel/voxel grids (of size 640×480 and 256×256×256, respectively). When access to a non-integer value is needed, we apply bi-/tri-linear interpolation between the neighboring values. We assume the pinhole camera model, which defines the relationship between a 3D point p = (x, y, z) ∈ R 3 and a 2D pixel x = (i, j) ∈ R 2 as follows,
Here, fx, fy, cx, cy refer to the focal length and the optical center of the camera, respectively. In reverse, given the depth z = IZ (i, j) of a pixel (i, j), we can reconstruct the corresponding 3D point using
In each time step, we first estimate the current camera pose ξ given the current depth image IZ and SDF D, and subsequently integrate the new data into the voxel grids. We represent the current camera pose using twist coordinates, i.e.,
These Lie algebra coordinates form a minimal representation and are well suited for numerical optimization. Twist coordinates can be easily converted to a rotation matrix R ∈ R 3×3 and translation vector t ∈ R 3 (and vice versa) when needed (Ma et al., 2003) .
Finally, we assume that the noise of the Kinect sensor can be modeled with a Gaussian error function, i.e.,
In principle, the noise of the Kinect (and any disparity-based distance sensor) is quadratically proportional to the distance, i.e., σ ∝ z 2 true . However, in our current implementation, we assume a fixed σ over all pixels.
Camera pose estimation Given a new depth image IZ and our current estimate of the SDF D, our goal is to find the camera pose ξ that best aligns the depth image with the SDF, i.e., each pixel of the depth image should (ideally) map onto the zero crossing in the signed distance function. Due to noise and other inaccuracies, the depth image will of course never perfectly match the SDF (nor will our estimate of the SDF be perfect). Therefore, we seek the camera pose that maximizes the observation likelihood of all pixels in the depth image, i.e.,
where R = R(ξ) is a short hand for the current camera rotation, t = t(ξ) for the camera translation, and xij = ρ(i, j, IZ (i, j)) for the reconstructed 3D point to keep our notation uncluttered. Note that a circular motion constraint is not imposed in the estimation process. By taking the negative logarithm, we obtain
To find its minimum, we set the derivative to zero and apply the Gauss-Newton algorithm, i.e., we iteratively linearize D(Rxij + t) with respect to the camera pose ξ at our current pose estimate and solve the linearized system.
Note that KinectFusion pursues a different (and less effective)
approach to camera tracking, as it first extracts a second depth image from the SDF that it then aligns to the current depth image using the iteratively closest point algorithm (ICP). As this requires an intermediate data association step between both point clouds, this is computationally more involved. Furthermore, the projection of the SDF onto a depth image looses important information that cannot be used in the iterations of ICP. To evaluate the performance of both approaches, we recently compared (Bylow et al., 2013) our approach with the free KinFu implementation in PCL on publicly available datasets . The results are presented in Tab. 1 and clearly show that our approach is significantly more accurate.
Updating the SDF After the current camera pose has been estimated, we update the SDF D, the weights W , and the texture C similar to (Curless and Levoy, 1996; Bylow et al., 2013) . We transform the global 3D coordinates p = (x, y, z) of the voxel cell into the local frame of the current camera p = (x , y , z ) = R (p − t). Then we compare the depth of this voxel cell z with the observed depth IZ (π(x , y , z )),
As d obs is not the true distance but an approximation, d obs gets increasingly inaccurate the further we are away from the surface. Furthermore, the projective distance is inaccurate when the viewing angle is far from 90
• onto the surface as well as in the vicinity of object boundaries and discontinuities. Therefore, we follow the approach of Curless and Levoy (1996) by truncating the distance function at a value of δ and defining a weighting function to express our confidence in this approximation:
A visualization of these functions is given in Fig. 2 .
Experimentally, we determined δ = 0.3m to work well for our application. To interpret this number, notice that δ expresses our prior about the average thickness of objects in the scene. As our primary objects of interest are things such as walls, cabinets, chairs, and tables, such a prior seems reasonable. In our experiments, we found that larger δ lead to more stable tracking but less accurate reconstructions, while smaller δ generally lead to more accurate reconstructions with more details, but reduced stability, i.e., a diverging map after jumps in the flight behavior. We believe that this instability can be explained as follows: Imagine the quadrocopter has built up the SDF up to a distance of δ from the observed surface. When the quadrocopter now jumps forward by a distance of δ, the SDF does not contain any useful information http://svn.pointclouds.org/pcl/trunk/ anymore to recover the camera pose. In our flight experiments, we observed (occasionally) translational jumps of up to 0.08m, so that δ = 0.3m is a reasonable choice.
We update each voxel cell with (global) 3D coordinates (x, y, z) according to
where c = IRGB (π(x , y , z )) is the color from the RGB image.
Both steps (the estimation of the camera pose and updating the voxel grids) can be easily parallelized using CUDA. With our current implementation, the computation time per frame is approximately 27ms on a Nvidia GeForce GTX 560 with 384 cores, and runs thus easily in real-time with 30fps.
Visualization With the algorithm described above, we obtain an estimate of the signed distance and color for every cell of the voxel grid. To display this model to the user, we copy the data every two seconds from the GPU to the CPU (which consumes 60ms) and run a threaded CPU implementation of the marching cubes algorithm (Lorensen and Cline, 1987) . The mesh generation takes around between 1000 and 1500ms on a single CPU core. The resulting triangle mesh typically consists of approximately 200.000-500.000 vertices (and faces), that we display together with the estimated camera trajectory to the user using OpenGL.
Quadrocopter Control Figure 3 shows the flow diagram of the control architecture used in our approach (Weiss et al., 2012) . The low level processor (LLP) provides the attitude control for the platform. The high level processor (HLP) runs the extended Kalman filter and position/velocity control at 1KHz, and accepts velocity commands and waypoints. The error controller is a LQR controller for each axis. The feed forward model allows the quadrocopter to quickly reach the waypoint and reduces overshoot. It is possible to specify the approach speed and accuracy with which the quadrocopter should reach the goal location. The onboard PC running ROS supplies the HLP with the visual pose estimates and waypoints at 30Hz. The dense tracking and 3D reconstruction module runs on an external workstation with a GPU that is directly connected to the RGB-D camera on the quadrocopter and the onboard PC.
QUADROCOPTER EXPERIMENTS
In this section, we present the results of our experiments evaluation. First, we provide an evaluation of the flight stability and accuracy when the quadrocopter is controlled using the poses from our approach. Second, we present and discuss the 3D models that we obtained in different indoor environments using our approach.
Flight Accuracy
In all of our experiments, we initialized the map with the quadrocopter standing on the ground. From then onward, the visual pose estimate from our approach is fed into the EKF and used for position control. To initiate take-off, we send a positive velocity in z-direction to the position controller. After the quadrocopter reaches a certain height, we switch to waypoint control.
In our first experiment, we started the quadrocopter as described and commanded a single way point as its goal location. Figure 4 shows the result. As can be seen from this plot, the quadrocopter is able to accurately maintain the desired goal location. In particular, we measured an average standard deviation of 2.1cm during hovering.
In our second experiment, we provided a rectangle as the flight plan to the quadrocopter. As can be seen from Fig. 5 , the quadrocopter closely follows the generated waypoints. Furthermore, we could repeat this procedure for several minutes without noticing any degradation of the 3D model or the flight stability.
3D Scans
We used our approach to scan three different rooms to verify the stability, robustness, and applicability of our approach.
The first room, shown in Fig. 1 , is our quadrocopter lab. It has a kitchen unit in front, several cabinets with little structure and texture on the right, and tables on the left. The quadrocopter performed an autonomous take-off and followed a pre-defined motion along a half-circle. As can be seen from the two images in the bottom row, the reconstructed 3D model provides a good impression of the scene. An architect or interior designer could clearly use this model to measures the size of the room or other distances. Furthermore, as can be seen from the top-down view, there is only little drift: The opposing walls (which have never been observed simultaneously) are mostly parallel.
Furthermore, we scanned a normal office in our lab with four workspaces, see Couch corner in our lab. In this experiment, a human pilot specified the waypoints during scanning. The quadrocopter approached these waypoints using our approach. Top: Image from external camera. Bottom: Reconstructed 3D models from side view and top view. the robot, consisting of a rectangular motion in combination with a 270
• turn. The estimated trajectory is visualized on top of the reconstructed models in the bottom row.
Finally, we scanned the couch space in our lab as shown in Fig. 7 . In this experiment, we used the assisted flight mode, i.e., a pilot specified the waypoint manually with the remote control, while the quadrocopter used the estimated pose to approach this pose. This mode has the advantage that this solution is more flexible, as the pilot can specify additional waypoints while the room is being scanned. In contrast to manual flight, the cognitive load of the pilot is greatly reduced as only a waypoint has to be specified and no control commands have to be issued.
CONCLUSION
In this paper, we have presented a novel technique to acquire high-quality 3D models of rooms using an autonomous quadrocopter. We incrementally construct a signed distance function of the scene and estimate the current camera pose with respect to the SDF. In our experiments, we demonstrated that camera pose estimation is fast, accurate, and robust enough to be used for position control of an autonomous quadrocopter. We acquired various 3D models of office rooms in our lab to demonstrate the validity of our approach. The resulting 3D models are valuable for various tasks, including interior design, architecture, or refurnishing work.
Despite these promising results, there are several aspects remaining for future work. First, we would like to investigate whether similar results can be obtained with stereo cameras. This would allow us to scan outdoor scenes, for example, on construction sites. Second, we are currently working on a CPU implementation that can run in real-time (but at a reduced resolution) on board the quadrocopter. Third, we solely use the reconstructed 3D model at the moment to display it to the user. However, it could also be used during assisted flight, e.g., to avoid collisions. Moreover, it would be interesting to generate the next waypoint based on autonomous exploration using the partial map.
