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FIG. S1 Comparison of our estimates for the neutral mutation rates to in vitro estimates by Abram et al. (2010) . Error bars for the estimates are standard deviations over 100 patient bootstraps. Error bars for the values from Abram et al. (2010) are standard deviations of binomial sampling noise (low-frequency mutations were observed only 1-2 times in that study). 
Fitness cost estimates as a function of conservation in subtype B. This analysis in analogous to Fig. 2 "Sat" but we estimated separated for each of the 12 mutations. The general picture is the same as in Fig. 2 , but some mutations appear to be slightly more or less suppressed than the average. The most conserved bin of genomic sites is not expected to be accurate using the "Sat" method because saturation happens too fast (see dashed dark blue line of Fig. 2A ). The left panels show how correlation improves as fitness costs are estimates using data from more and more patients. The right panels show a scatter plot of fitness cost vs cross-sectional diversity using data from all patients for one of the proteins. The top panels show costs for nucleotide mutations, the bottom panels for amino acid mutations (and highlight HLA associated or protective sites, (Bartha et al., 2013; Carlson et al., 2012) ).
FIG. S5
Uncertainty of the fitness costs estimates for various regions of the genome, one region per panel. To estimate the uncertainty of our fitness cost estimates, we selected sites with fitness estimates in narrow windows indicated by the vertical lines. We then reestimated the fitness costs of these sites in 100 bootstrap resamplings of the 10 patients. The resulting distributions of fitness cost estimates approximate the uncertainty of the original estimates and are shown as histograms in the same color as the vertical lines. In most cases, the bootstrap distributions are contained within two-fold of the original estimate. There are three reasons why no perfect correlation is expected. First, cell culture fitness determinations are sensitive to costs above 3-5% whereas our in vivo method is accurate between 0.1% and 10% approximately. This makes the two approaches nicely complementary in scope. Second, cell cultures are not perfect models of the viral dynamics in a patient, hence some selective pressures might differ. Third, one limitation of our study is that for each site we do not test for a specific mutation, so a few discrepancies might be due to this methodological difference. In cases when Rihn et al. (2015) tested more than one mutation at a site, the same cost from our table was reused. To further test the significance of the correlation, we repeated the correlation analysis several times after reshuffling sites and costs and found no significant correlation in those cases. FIG. S9 Fitness estimates at synonymous * sites are well correlated (in sliding 100 bp windows) with group M diversity * * , but correlation with RNA structure prediction by Siegfried et al. (2014) and Sükösd et al. (2015) is weaker and limited to a few regions. Pronounced peaks of the correlation between diversity and fitness costs at synonymous positions coincide with overlapping reading frames (marked in black in the top part of the figure) and known regulatory elements (marked in red). The strongest correlation is observed in the central and 3' poly purine tracts, around the overlap of gag and pol, and in the 3' LTR. The genome wide correlation (given in the legend) is highly significant in all cases but low for RNA structure predictions.
* Synonymous sites are defined here as those at which the transition does not result in in an amino acid change in gag, pol, vif, vpu, env, and nef. * * The graph reports the negative correlation with group M diversity such that the null expetation is positive correlation in all cases. FIG. S10 Fitness cost estimates using a probabilistic model of mutation trajectories ("KL", see below) are consistent with the estimates from the saturation behavior of average trajectories ("Sat") and single site estimates ("Pooled harmonic mean"). The "Sat" and "Pooled harmonic mean" curves are the same as in Fig. 2 , the "KL" curve uses the estimate method based on minimization of Kullback-Leibler divergence (see below). The "Sat" estimate averages mutation frequencies, which saturate at levels inversely proportional to the fitness costs. Hence this method essentially estimates a harmonic mean of selection coefficients and agrees well with the harmonic mean of site specific estimates ("Pooled"). The harmonic mean is dominated by the smallest selection coefficients in group. In contrast the arithmetic mean of fitness costs is dominated by the largest values and is much larger than the harmonic mean. This spread reflects the diversity of fitness costs among the sites used for averaging within each conservation group.
-

Estimation of selection coefficients by Kullback-Leibler divergence minimization
In addition to the two modelling methods presented in Fig. 2 , "Sat" and "Pooled", we tested a third approach that exploits the time information of samples (like the "Sat" method) but also models the temporal correlations of SNV frequencies (see Fig. S10 ). These correlations are not accounted for in the "Sat" fitting procedure which simply fits average values for each bin.
We capture the correlation structure of the SNV frequency trajectories by modelling the full probability distribution P (x) of observing all SNVs from all times at a certain combination of frequencies:
where t indicates each time point and i each conservation group. We combine all SNP trajectories (summed minor derived states) of all sites within one conservation group into x, separately for each patient. We approximate the joint probability distribution P (x) by a theoretical distribution W (x) that is the solution of the stochastic equation (1) with a constant diffusive noise term η(t) to make it mathematically tractable
where D defines the noise intensity. The solution of eq. (1) under these simplifying assumptions is a multivariate Gaussian distribution:
where K is the covariance matrix of SNP frequencies. Mean and covariance of W (x) are given respectively by
We now want to estimate the parameters s and D from the data while keeping µ, the mutation rate, fixed at the measured value 1.2 · 10 −5
per day per site. To this end, we construct an empirical distribution of SNP frequency trajectories as a multivariate Gaussian with mean and covariances obtained by averaging the data across sites:
Here k is the site/position index, thex designates average minor SNV frequency in the conservation group analysed, t i and t j are time points along the trajectory, and L is the number of sites used in the average. Mean and covariance fully determine the empirical Gaussian distribution, so we can extract the best model parameters by minimizing the distance of this distribution and the theoretical one. A convenient measure of the divergence between the two distributions is so-called Kullback-Leibler divergence, defined as
Averaging over the empirical distribution P (x) is now equivalent to averaging over sites, which allows us to write the KullbackLeibler divergence (KL) as
Finally, we notice that for different conservation groups, the KL is additive. We can thus sum over all conservation groups to estimate all s and D parameters simultaneously (one s and one D per group). The resulting values for s are shown in Fig. S10 as the "KL" curve and is in good agreement with the two previous methods used to estimate average fitness costs.
