Abstract-We introduce a new class of end-to-end learnable models wherein data processing nodes (or network layers) are defined in terms of desired behavior rather than an explicit forward function. Specifically, the forward function is implicitly defined as the solution to a mathematical optimization problem. Consistent with nomenclature in the programming languages community, we name our models deep declarative networks. Importantly, we show that the class of deep declarative networks subsumes current deep learning models. Moreover, invoking the implicit function theorem, we show how gradients can be back-propagated through declaratively defined data processing nodes thereby enabling end-to-end learning. We show how these declarative processing nodes can be implemented in the popular PyTorch deep learning software library allowing declarative and imperative nodes to co-exist within the same network. We provide numerous insights and illustrative examples of declarative nodes and demonstrate their application for image and point cloud classification tasks.
INTRODUCTION
M ODERN deep learning models are composed of parameterized processing nodes (or layers) organized in a directed graph. There is an entire zoo of different model architectures categorized primarily by graph structure and mechanisms for parameter sharing [27] . In all cases the function for transforming data from the input to the output of a processing node is explicitly defined. End-toend learning is then achieved by back-propagating an error signal along edges in the graph and adjusting parameters so as to minimize the error. Almost universally, the error signal is encoded as the gradient of some global objective (or regularized loss) function and stochastic gradient descent based methods are used to iteratively update parameters. Automatic differentiation (or hand-derived gradients) is used to compute the derivative of the output of a processing node with respect to its input, which is then combined with the chain rule of differentiation proceeding backwards through the graph. The error gradient can thus be calculated efficiently for all parameters of the model as the signal is passed backwards through each processing node.
In this work we propose an entirely new class of end-toend learnable model, which we call deep declarative networks (DDNs). Instead of explicitly defining the forward processing function, nodes in a DDN are defined implicitly by specifying behavior. That is, the input-output relationship for a node is defined in terms of an objective and constraints in a mathematical optimization problem, the output being the solution of the problem conditioned on the input (and parameters). Importantly, as we will show, we can still perform back-propagation through a DDN by making use of implicit differentiation. Moreover, the gradient calculation does not require knowledge of the method used to solve the optimization problem, only the form of the objective and constraints, thereby allowing any state-of-the-art solver to
• S. Gould and D. Campbell be used during the forward pass. DDNs subsume conventional deep learning models in that any explicitly defined forward processing function can also be defined as a node in a DDN. Furthermore, declaratively defined nodes and explicitly defined nodes can coexist within the same end-to-end learnable model. To make the distinction clear, when both types of nodes appear in the same model we refer to the former as declarative nodes and the latter as imperative nodes. To this end, we have developed a reference DDN implementation within PyTorch [33] , a popular software library for deep learning, supporting both declarative and imperative nodes.
We present some theoretical results that show the conditions under which gradients can be computed and the form of such gradients. We also discuss scenarios in which the exact gradient cannot be computed (such as non-smooth objectives) but a descent direction can still be found allowing stochastic optimization of model parameters to proceed. These ideas are explored through a series of illustrative examples and tested experimentally on the problems of image and point cloud classification using modified ResNet [24] and PointNet [34] architectures, respectively.
The decisive advantage of the declarative view of deep neural networks is that it enables the use of classic constrained and unconstrained optimization algorithms as a modular component within a larger, end-to-end learnable network. This extends the concept of a neural network layer to include, for example, geometric model fitting, such as relative or absolute pose solvers or bundle adjustment, model-predictive control algorithms, expectationmaximization, and structured prediction solvers to name a few. Moreover, the change in perspective can help us envisage variations of standard neural network operations with more desirable properties, such as robust feature pooling instead of standard average pooling. There is also the potential to reduce opacity and redundancy in networks by incorporating local model fitting as a component within larger models. For example, we can directly use the (often nonlinear) underlying physical and mathematical models rather than having to re-learn these within the network.
Importantly, this allows us to provide guarantees and enforce hard constraints on representations within a model (for example, that a rotation within a geometric model is valid or that a permutation matrix is normalized correctly). Furthermore, the approach is still applicable when no closed form solution exists, allowing sophisticated approaches with nondifferentiable steps (such as RANSAC [20] ) to be used internally. Global end-to-end learning of network parameters is still possible even in this case.
Since this is a new approach, there are still several challenges to be addressed. We discuss some of these in this paper but leave many for future work by us and the community. Some preliminary ideas relating to declarative networks appear in previous works (discussed below) but, to the best of our knowledge, this paper is the first to present a general coherent framework for describing these models.
BACKGROUND AND RELATED WORK
The ability to differentiate through declarative nodes relies on the implicit function theorem, which has a long history whose roots can be traced back to works by Descartes, Leibniz, Bernoulli and Euler [38] . It was Cauchy who first placed the theorem on rigorous mathematical grounds and Dini who first presented the theorem in its modern multivariate form [15, 26] . Roughly speaking, the theorem states conditions under which the derivative of a variable y with respect to another variable x exists for implicitly defined functions, f (x, y) = 0, and provides a means for computing the derivative of y with respect to x when it does exist.
In the context of deep learning, it is the derivative of the output of a (declarative) node with respect to its input that facilitates end-to-end parameter learning by backpropagation [27, 35] . In this sense the learning problem is formulated as an optimization problem on a given error metric or regularized loss function. When declarative nodes appear in the network, computing the network output and hence the loss function itself requires solving an inner optimization problem. Formally, we can think of the learning problem as an upper optimization problem and the network output as being obtained from a lower optimization problem within a bi-level optimization framework [4, 39] .
Bi-level optimization (and the need for implicit differentiation) has appeared in various settings in the machine learning literature, most notably for the problem of metalearning. For example, Do et al. [13] consider the problem of determining regularization parameters for log-linear models formulated as a bi-level optimization problem. Domke [14] addresses the problem of learning parameters of continuous energy-based models wherein inference (equivalent to the forward pass in a neural network) requires finding the minimizer of a so-called energy function. The resulting learning problem is then necessarily bi-level. Last, Klatzer and Pock [25] propose a bi-level optimization framework for choosing hyper-parameter settings for support vector machines that avoids the need for cross-validation.
In computer vision and image processing, bi-level optimization has been used to formulate solutions to pixellabeling problems. Samuel and Tappen [36] propose learning parameters of a continuous Markov random field with bi-level optimization and apply their technique to image denoising and in-painting. The approach is a special case of energy-based model learning [14] . Ochs et al. [31] extend bilevel optimization to handle non-smooth lower-level problems and apply their method to image segmentation tasks.
Recent works have started to consider the question of placing specific optimization problems within deep learning models [3, 7, 22] . These approaches can be thought of as early attempts at developing specific declarative components. Gould et al. [22] summarize some general results for differentiating through unconstrained, linearly constrained and inequality constrained optimization problems. In the case of unconstrained and equality constrained problems the results are exact whereas for inequality constrained problems they make use of an interior-point approximation. We extend these results to the case of exact differentiation for problems with non-linear equality constraints.
Amos and Kolter [3] also show how to differentiate through an optimization problem, for the specific case of quadratic programs (QPs). A full account of the work appears in Amos [2] . Along the same lines Agrawal et al. [1] report results for differentiating through the more general case of cone programs. In both cases (quadratic programs and cone programs) the problems are convex and efficient algorithms exist for finding the minimum. We make no restriction on convexity for declarative nodes but still assume that an algorithm exists for evaluating them in the forward pass. Moreover, our paper establishes a unified framework for viewing these works in an end-to-end learnable modelthe deep declarative network (DDN).
There have also been several works that have proposed differentiable components based on optimization problems for addressing specific tasks. In the context of video classification, Fernando and Gould [17, 18] show how to differentiate through a rank-pooling operator [19] within a deep learning model, which involves solving a support vector regression problem. The approach was subsequently generalized to allow for a subspace representation of the video and learning on a manifold [8] .
Santa Cruz et al. [37] propose a deep learning model for learning permutation matrices for visual attribute ranking and comparison. Two variants are proposed both relaxing the permutation matrix representation to a doublystochastic matrix representation. The first variant involves iteratively normalizing rows and columns to approximately project a positive matrix onto the set of doubly-stochastic matrices. The second variant involves formulating the projection as a quadratic problem and solving exactly.
Lee et al. [28] consider the problem of few-shot learning for visual recognition. They embed a differentiable QP [3] into a deep learning model that allows linear classifiers to be trained as a basis for generalizing to new visual categories. Promising results are achieved on standard benchmarks and they report low training overhead in that solving the QP takes about the same time as image feature extraction.
Last, Márquez-Neila et al. [29] investigate the problem of imposing hard constraints on the output of a deep neural network using a Krylov subspace method. The approach is applied to the task of human pose estimation and demonstrates the feasibility of training a very high-dimensional model that enforces hard constraints, albeit without improving over a softly constrained baseline.
NOTATION
Our results require differentiating vector-valued functions with respect to vector arguments. To assist presentation we clarify our notation here. Consider the function f (x, y, z) where both y and z are themselves functions of x. We have
by the chain rule of differentiation. For functions taking vector arguments, f : R n → R, we write the derivative vector as
For vector-valued functions f : R → R m we write
More generally, we define the derivative Df of f : R n → R m as an m × n matrix with entries
Then the chain rule for h(x) = g(f (x)) is simply
where the matrices automatically have the right dimensions and standard matrix-vector multiplication applies. When taking partial derivatives we use a subscript to denote the formal variable over which the derivative is computed (the remaining variables fixed), for example D X f (x, y). For brevity we use the shorthand
T . When no subscript is given for multi-variate functions we take D to mean the total derivative with respect to the independent variables. So, with x as the independent variable, the vector version of Equation 1 becomes
DEEP DECLARATIVE NETWORKS
We are concerned with data processing nodes in deep neural networks whose output y ∈ R m is defined as the solution to a constrained optimization problem parameterized by the input x ∈ R n . In the most general setting we have
where f : R n × R m → R is an arbitrary parameterized objective function and C ⊆ R m is an arbitrary constraint set (that may also be parameterized by x).
1
To distinguish such processing nodes from processing nodes (or layers) found in conventional deep learning models, which specify an explicit mapping from input to output, we refer to the former as declarative nodes and the latter as imperative nodes, which we formally define as follows.
Definition 4.1: (Imperative Node
). An imperative node is one in which the implementation of the forward processing 1 . In practical deep learning systems inputs and outputs are generally one or more multi-dimensional tensors. For clarity of exposition we consider inputs and outputs as single vectors without loss of generality.
Parameterized data processing nodes in an end-to-end learnable model with global objective function J. During the forward evaluation pass of an imperative node (top) the input x is transformed into output y based on some explicit parameterized functionf (·; θ). During the forward evaluation pass of a declarative node (bottom) the output y is computed as the minimizer of some parameterized objective function f (x, ·; θ). During the backward parameter update pass for either node type, the gradient of the global objective function with respect to the output DY J is propagated backwards via the chain rule to produce DX J and DΘJ.
functionf is explicitly defined. The output is then defined mathematically as
where θ are the parameters of the node (possibly empty).
Definition 4.2: (Declarative Node).
A declarative node is one in which the exact implementation of the forward processing function is not defined; rather the input-output relationship (x → y) is defined in terms of behavior specified as the solution to an optimization problem
where f is the (parameterized) objective function, θ are the node parameters (possibly empty), and C is the set of feasible solutions, that is, constraints. Figure 1 is a schematic illustration of the different types of nodes. Since nodes form part of an end-to-end learnable model we are interested in propagating gradients backwards through them. In the sequel we make no distinction between the inputs and the parameters of a node as these are treated the same for the purpose of computing gradients.
Learning
We make no assumption about how the optimal solution y is obtained in a declarative node, only that there exists some algorithm for computing it. The consequence of this assumption is that, when performing back-propagation, we do not need to propagate gradients through a complicated algorithmic procedure from output to input. Rather we rely on implicit differentiation to directly compute the gradient of the node's output with respect to its input (or parameters). Within the context of end-to-end learning with respect to some global objective (i.e., loss function) this becomes a bilevel (multi-level) optimization problem [4, 10] , which was first studied in the context of two-player leader-follower games by Stackelberg in the 1930s [39] . Formally, we can write minimize J(x, y) subject to y ∈ arg min u∈C f (x, u)
where the minimization is over all tunable parameters in the network. Here J(x, y) may depend on y through additional layers of processing. Note also that y is itself a function of x. As such minimizing the objective via gradient descent requires the following computation
The key challenge for declarative nodes then is the calculation of Dy(x), which we will discuss in Section 4.3. The higher-level objective J is often defined as the sum of various terms (including loss terms and regularization terms) and decomposes over individual examples from a training dataset. In such cases the gradient of J with respect to model parameters also decomposes as the sum of gradients for losses on each training example (and regularizers).
A simpler form of the gradient arises when the lowerlevel function f appears in the upper-level function J as the only term involving y. Formally, if J(x, y) = g(x, f (x, y)) and the problem is unconstrained (that is, C = R m ), then
. This amounts to a variant of block coordinate descent on x and y, where y is optimized fully during each step, and in such cases we do not need to propagate gradients backwards through the declarative node. The remainder of this paper is focused on the more general case where y appears in other terms in the loss function (possibly through composition with other nodes) and hence calculation of Dy is required.
Common sub-classes of declarative nodes
It will be useful to consider two very common cases of the general setting presented in Equation 7 . The first is the unconstrained case,
where the objective function f is minimized over the entire m-dimensional output space. The second is when the feasible set is defined by p arbitrary equality constraints,
Note that in all cases we can think of y as an implicit function of x, and will often write y(x) to make the inputoutput relationship clear. We now show that the gradient of y with respect to x can be computed for these and other special cases without having to know anything about the algorithmic procedure used to solve for y in the first place.
Back-propagation through declarative nodes
Our results for computing gradients are based on implicit differentiation. We begin with the unconstrained case, which has appeared in different guises in several previous works [22] . The result is a straightforward application of Dini's implicit function theorem [15, p19] applied to the first-order optimality condition D Y f (x, y) = 0.
Lemma 4.3: Consider a function
Assume y(x) exists and that f is second-order differentiable in the neighborhood of u = y(x).
Then for H nonsingular the derivative of y with respect to x is
Proof. Our proof follows Gould et al. [22] expressed for the case of vector x. For any optimal y, the first-order optimality condition requires D Y f (x, y) = 0 1×m . Transposing and differentiating both sides with respect to x we have
which can be rearranged to give
when D
is non-singular. In fact, the result above holds for any stationary point of f (x, ·) not just minima. However, for declarative nodes it is the minima that are of interest. Our next result gives the gradient for equality constrained declarative nodes, making use of the fact that the optimal solution of a constrained optimization problem is a stationary point of the Lagrangian associated with the problem.
Lemma 4.4: Consider functions
Assume that y(x) exists, that f and h = [h 1 , . . . , h p ] T are second-order differentiable in the neighborhood of u = y(x), and that D Y h(x, y) = 0 p×m . Then
where
Proof. By the method of Lagrange multipliers [5] we can form the Lagrangian
Assume y is optimal for a fixed input x. Then there exists a λ such that the Lagrangian is stationary at the point (y, λ).
Here both y and λ are understood to be functions of x. Thus
where the first m rows are from differentiating L with respect to y (that is, D Y L T ) and the last p rows are from differentiating L with respect to λ (that is, D Λ L T ). Now observe that at the optimal point y we have that either D Y f (x, y) = 0 1×m , that is, the optimal point of the unconstrained problem automatically satisfies the constraints, or D Y f (x, y) is non-zero and orthogonal to the constraint surface defined by h(x, y) = 0. In the first case we can simply set λ = 0 p . In the second case we have (from the first row above)
for A defined above. Now, differentiating the gradient of the Lagrangian with respect to x we have
For the first row this gives
and for the second row we have
Therefore
where all functions are evaluated at (x, y). We can now solve by variable elimination [6] to get
with A, B, C, and H as defined above.
While λ must satisfy the condition in Lemma 4.4, it can be computed explicitly using
for
. Thus given optimal y we can find λ.
Although the result looks expensive to compute, much of the computation is shared since H −1 A T is independent of the coordinate of x for which the gradient is being computed. Moreover, H need only be factored once and then reused in computing H −1 B for each input dimension, that is, column of B. And for many problems H has structure that can be further exploited to speed calculation of Dy.
Simpler equality constraints
Often there is only a single fixed equality constraint that does not depend on the inputs-we consider such problems in Section 5.2-or the equality constraints are all linear. The above result can be specialized for these cases.
Corollary 4.5: Consider functions
Assume that y(x) exists, that f (x, u) and h(u) are secondorder differentiable in the neighborhood of u = y(x), and that D Y h(y(x)) = 0. Then Given this simpler form of the gradient for declarative nodes with a single equality constraint, one might be tempted to naively combine multiple equality constraints into a single constraint, for exampleh(x, u) The following result is for the common case of multiple fixed linear equality constraints that do not depend on the inputs (which has also been reported previously [22] ).
Corollary 4.7:
Consider a function f : R n × R m → R and let A ∈ R p×m and d ∈ R p with rank(A) = p define a set of p under-constrained linear equations Au = d. Let Fig. 2 : Geometry of the gradient for an equality constrained optimization problem. The unconstrained gradient Dyunc(x) is corrected to ensure that the solution remains on the constraint surface after gradient descent with an infinitesimal step size.
Assume that y(x) exists and that f (x, u) is second-order differentiable in the neighborhood of u = y(x). Then
Geometric interpretation
Consider, for simplicity, a declarative node with scalar input x (n = 1) and a single equality constraint (p = 1). An alternative form for the gradient from Lemma 4.4, which lends itself to geometric interpretation as shown in Figure 2 , is given by
where v = −H 
Relationship to conventional neural networks
Deep declarative networks subsume traditional feedforward and recurrent neural networks in the sense that any layer in the network that explicitly defines its outputs in terms of a differentiable function of its inputs can be reduced to a declarative processing node. The following lemma formalizes this notion.
Lemma 4.8:
Letf : R n → R m be an explicitly defined differentiable forward processing function for a neural network layer. Then we can alternatively define the behavior of the layer declaratively as
Proof. The objective function f (x, u) =
2 is strongly convex. Differentiating it with respect to u and setting to zero we get y =f (x). By Lemma 4.3 we have H = I and B = −D Xf (x), giving Dy(x) = Df (x).
Of course, despite the appeal of having a single mathematical framework for describing processing nodes, there is no reason to do this in practice since imperative and declarative nodes can co-exist in a network.
Composability. One of the key design principles in deep learning is that models should define their output as the composition of many simple functions (such as y =f (g(x))). Just like conventional neural networks deep declarative networks can also be composed of many optimization problems arranged in levels as the following example shows:
Here the gradients combine by the chain rule of differentiation as one might expect: (27) where
Non-smooth objective and constraints
Lemma 4.4 showed how to compute derivatives of the solution to parameterized equality constrained optimization problems with second-order differentiable objective and constraint functions (in the neighborhood of the solution). However, we can also define declarative nodes where the objective and constraints are non-smooth (that is, nondifferentiable at some points). To enable back-propagation learning with such declarative nodes all we require is a local descent direction (or Clarke generalized gradient [9] ). This is akin to the approach taken in standard deep learning models with non-smooth activation functions such as the rectified linear unit, y = max{x, 0}, which is nondifferentiable at x = 0.
2 We explore this in practice when we consider robust pooling and projecting onto the boundary of L p -balls in our illustrative examples and experiments below.
2. Incidentally, the (elementwise) rectified linear unit can be defined declaratively as y = arg min u∈R n
h(y) < 0 y 1 y 2 y 3 Fig. 3 : Illustration of different scenarios for the solution to inequality constrained deep declarative nodes. In the first scenario (y1) the solution is a local minimum strictly satisfying the constraints. In the second scenario (y2) the solution is on the boundary of the constraint set with the negative gradient of the objective pointing outside of the set. In the third scenario (y3) the solution is on the boundary of the constraint set and is also a local minimum.
Inequality constrained declarative nodes
Gould et al. [22] addressed the question of computing gradients for inequality constrained problems by approximating the inequality constraints with a logarithmic barrier [6] and leveraging the result for unconstrained problems. An alternative approach is to analyze the different types of solutions that may exist for inequality constrained problems (see Figure 3) . For the purpose of discussion we consider a deep declarative node with a single inequality constraint
where both f and h are smooth. We consider three scenarios. First, if the solution y strictly satisfies the constraint, that is, h(x, y) < 0, then we must have D Y f (x, y) = 0 and can take Dy(x) to be the same as for the unconstrained case. Second, if the constraint is tight at the solution, that is, h(x, y) = 0 but D Y f (x, y) = 0 then we can take Dy(x) to be the same as the equality constrained case. Last, if the constraint is tight and D Y f (x, y) = 0 then Dy(x) is undefined. In this last scenario we can choose either the unconstrained or constrained gradient in order to obtain an update direction for back-propagation similar to how functions such as rectified linear units are treated in standard deep learning models.
Non-unique solutions
In the development of deep declarative nodes we have made no assumption about the uniqueness of the solution to the optimization problem. Indeed, many solutions may exist and our gradients are still valid. Consider for now the unconstrained case (Equation 11). If D 2 Y Y f (x, y) ≻ 0 then f is strongly convex in the neighborhood of y. Hence y is an isolated minimizer (that is, a unique minimizer within its neighborhood), and the gradient derived in Lemma 4.3 holds for all such points. Nevertheless, when performing parameter learning in a deep declarative network it is important to be consistent in solving optimization problems with multiple minima to avoid oscillating between solutions as we demonstrate with the following pathological example. Consider y ∈ arg min u∈R 0 subject to (y − 1)
which has solution y = 1 ± x and, by inspection,
Depending on the choice of optimal solution the gradient of the loss being propagated backwards through the node will point in opposite directions, which is problematic for end-to-end learning.
is singular then y may not be an isolated minimizer. This can occur, for example, when y is an over-parameterized descriptor of some physical property such as an unnormalized quaternion representation of a 3D rotation. In such cases we cannot use Lemma 4.3 to find the gradient. In fact the gradient is undefined. There are three strategies we can consider for such points. First, reformulate the problem to use a minimal parameterization or introduce constraints to remove degrees of freedom thereby making the solution unique. Second, make the objective function strongly convex around the solution, for example by adding the proximal term 
XY f (x, y). As a toy example, motivated by the quaternion representation, consider the following problem that aligns the output vector with an input vector x = 0 in R 4 ,
which has solution y = αx for arbitrary α > 0. Here we have D
2 xx T , which is singular (by the matrix inversion lemma [21] ). Fixing one degree of freedom resolves the problem, which in this case is easily done by forcing the output vector to be normalized:
Alternatively we can compute the Moore-Penrose pseudo-
which is the same gradient as the constrained case where the solution is fixed to have α = 1/ x 2 for this problem.
ILLUSTRATIVE EXAMPLES
In this section we provide examples of unconstrained and constrained declarative nodes that illustrate the theory developed above. For each example we begin with a standard operation in deep learning models, which is usually implemented as an imperative node. We show how the operations can be equivalently implemented in a declarative framework, and then generalize the operations to situations where an explicit implementation is not possible, but where the operation results in more desirable model behavior.
Robust pooling
Average (or mean) pooling is a standard operation in deep learning models where multi-dimensional feature maps are averaged over one or more dimensions to produce a summary statistic of the input data. For the one-dimensional case, x ∈ R n → y ∈ R, we have
and
As a declarative node the mean pooling operator is
While the solution, and hence gradients, can be expressed in closed form, it is well-known that as a summary statistic the mean is very sensitive to outliers. We can make the statistic more robust by replacing the quadratic penalty function φ quad (z) = 1 2 z 2 with one that is less sensitive to outliers. The pooling operation can then be generalized as
where φ is a penalty function taking scalar argument and controlled by parameter α. For example, the Huber penalty function defined as
is more robust to outliers. The Huber penalty is convex and hence the pooled value can be computed efficiently via Newton's method or gradient descent [6] . However, no closed-form solution exists. Moreover, the solution set may be an interval of points. The pseudo-Huber penalty [23] ,
has similar behaviour to the Huber but is strongly convex so the optimal solution (pooled value) is unique. The Welsch penalty function [12] is even more robust to outliers flattening out to a fixed cost as |z| → ∞,
However it is non-convex and so obtaining the solution y(x) is non-trivial. Nevertheless, given a solution we can use Lemma 4.3 to compute a gradient for back-propagation parameter learning.
Going one step further we can defined the truncated quadratic penalty function,
In addition to being non-convex, the function is also nonsmooth. The solution amounts to finding the maximal set of values all within some fixed distance α from the mean. The objective
is not differentiable at points where there exists an i such that |y(x) − x i | = α, in the same way that the rectified linear unit is non-differentiable at zero. Nevertheless, we can still compute a gradient almost everywhere (and take a onesided gradient at non-differentiable points).
The various penalty functions are depicted in Table 1 . When used to define a robust pooling operation there is no closed-form solution for all but the quadratic penalty. Yet the gradient of the solution with respect to the input data for all robust penalties can be calculated using Lemma 4.3 as summarized in the table.
L p -sphere or L p -ball projection
Euclidean projection onto an L 2 -sphere, equivalent to L 2 normalization, is another standard operation in deep learning models. For x ∈ R n → y ∈ R n , we have
and Dy(x) = 1
As a declarative node the L 2 -sphere projection operator is
While the solution, and hence gradients, can be expressed in closed-form, it may be desirable to use other L p -spheres or balls, for regularization, sparsification, or to improve generalization performance [32] , as well as for adversarial robustness. The projection operation onto an L psphere can then be generalized as
where · p is the L p -norm. For example, projecting onto the L 1 -sphere has no closed-form solution, however Duchi et al. [16] provide an efficient O(n) solver. Similarly, projecting onto the L ∞ -sphere has an efficient (trivial) solver. Given a solution from one of these solvers, we can use Lemma 4.4 to compute a gradient. For both cases, the constraint functions h are nonsmooth and so are not differentiable whenever the optimal projection y lies on an (n − k)-face for 2 ≤ k ≤ n. For example, when y lies on a vertex, changes in x may not have any effect on y. While the gradient obtained from Lemma 4.4 provides a valid local descent direction (Clarke generalized gradient [9] ), it can be modified to prefer a zero gradient at these plateau dimensions by masking the 
The gradient of the estimate for a robust mean over a vector of values for various penalty functions φ(z; α) when it exists. The robust estimate is found as y(x) = arg min u∈R f (x, u) with f (x, u) = n i=1 φ(u − xi; α). The first plot (row 2) shows the penalty function, the second plot (row 3) shows an example f (x, u) for x = (−2α, 2α) ∈ R 2 . Plots have been drawn at different scales to enhance visualization of shape differences between the penalty functions. Despite not being able to solve the problem in closed form for most penalty functions, given a solution the gradient Dy(x) can still be calculated. Notice the similarity in gradient forms due to the objective f being composed of a sum of independent penalties, each penalty symmetric in x and y. Moreover, the Huber and truncated quadratic have exactly the same gradient form (when it exists) even though their solutions may be different. Under some conditions Huber and Welsch may result in a zero D 2 Y Y f and, hence, an undefined gradient. However, we did not see this in practice. More importantly, computation of the Welsch gradient is sensitive to numerical underflow and care should be taken to appropriately scale the wi's before dividing by their sum. gradient, and thereby becoming identical to the gradient obtained by numerical differentiation methods.
The various constraint functions and gradients are given in Table 2 . When used to define a projection operation, only the L 2 case has a closed-form solution. Nonetheless, the gradient of the solution with respect to the input data for all constraint functions can be calculated using Lemma 4.4 as summarized in the table.
We can also consider a declarative node that projects onto the unit L p -ball with output defined as
where we now have an inequality constrained convex optimization problem (for p ≥ 1). Here we take the gradient Dy
• p to be zero if x p < 0 and Dy p otherwise. In words, we set the gradient to zero if the input already lies inside the unit ball. Otherwise we use the gradient obtained from projecting onto the L p -sphere.
AUTOMATIC DIFFERENTIATION
The forward processing function for some deep declarative nodes (such as those defined by convex optimization problems) can be implemented using generic solvers. However, arguably the more interesting nodes will require specialized solvers for their forward functions. Even so, the gradient calculation in the backward pass can be implemented using generic automatic differentiation techniques whenever the objective and constraint functions are twice continuously differentiable (in the neighborhood of the solution). For example, the following Python code makes use of the autograd package to compute the gradient of an arbitrary unconstrained deep declarative node with twice differentiable objective f at minimum y given input x.
Python Code 1 import autograd . numpy as np 2 from autograd import grad , j a c o b i a n If called repeatedly (such as during learning) the partial derivative functions fY, fYY and fXY can be pre-processed and cached. And of course the gradient can instead be manually coded for special cases and when the programmer chooses to introduce memory and speed efficiencies. We provide full Python and PyTorch reference implementations and examples at http://deepdeclarativenetworks.com.
EXPERIMENTS
We conduct experiments on standard image and point cloud classification tasks to assess the viability of applying declarative networks to challenging computer vision problems. Our goal is not to obtain state-of-the-art results. Rather we aim to validate the theory presented above and demonstrate how declarative nodes can easily be integrated into non-trivial deep learning pipelines. To this end, we implement the pooling and projection operations from Section 5. For efficiency, we use the symbolic derivatives obtained in Tables 1 and 2 , and never compute the Jacobian directly, instead computing the vector-Jacobian product to reduce the memory overhead. All code is available at http://deepdeclarativenetworks.com.
For the point cloud classification experiments with robust pooling, we use the ModelNet40 CAD dataset [40] , with 2048 points sampled per object, normalized into a unit ball [34] . Each model is trained using stochastic gradient descent for 60 epochs with an initial learning rate of 0.01, decaying by a factor of 2 every 20 epochs, momentum (0.9), and a batch size of 24. All models, variations of PointNet [34] implemented in PyTorch, have 0.8M parameters. Importantly, pooling layers do not add additional parameters.
The results are shown in Tables 3 and 4 , for a varying fraction of outliers seen during training and testing (Table 3) or only during testing, that is trained without outliers (Table 4). We report top-1 accuracy and mean Average Precision (mAP) on the test set. Outlier points are sampled uniformly from the unit ball, randomly replacing existing inlier points, following the same protocol as Qi et al. [34] . The robust pooling layer replaces the max pooling layer in the model, with the quadratic penalty function being denoted by Q, pseudo-Huber by PH, Huber by H, Welsch by W, and truncated quadratic by TQ. The optimizer for the last two (non-convex) functions is initialized to both the mean and the median, and then the lowest local minimum selected as the solution. It is very likely that RANSAC [20] search would produce better results, but this was not tested. For all experiments, the robustness parameter α (loosely, the inlier threshold) is set to one.
We observe that the robust pooling layers perform significantly better than max pooling and quadratic (average) pooling when outliers are present, especially when not trained with the same outlier rate. There is a clear trend that, as the outlier rate increases, the most accurate model tends to be more robust model (further towards the right).
For the image classification experiments with L psphere and L p -ball projection, we use the ImageNet 2012 dataset [11] , with the standard single central 224 × 224 crop protocol. Each model is trained using stochastic gradient descent for 90 epochs with an initial learning rate of 0.1, decaying by a factor of 10 every 30 epochs, weight decay (1e-4), momentum (0.9), and a batch size of 256. All models, variations of ResNet-18 [24] implemented in PyTorch, have 11.7M parameters. As with the robust pooling layers, projection layers do not add additional parameters.
The results are shown in Table 5 , with top-1 accuracy, top-5 accuracy, and mean Average Precision (mAP) reported on the validation set. The projection layer, prepended by a batch normalization layer with no learnable parameters, is inserted before the final fully-connected output layer of the network. The features are pre-scaled according to the formula 2 3 median i f i p where f i are the batch-normalized training set features of the penultimate layer of the pretrained ResNet model. This corresponds to scaling factors of 250, 15, and 3 for p = 1, 2, and ∞ respectively, and can be thought of as varying the radius of the L p -ball. The chosen scale ensures that the projection affects most features, but is not too aggressive.
closed-form, smooth, non-smooth (C 0 ), non-smooth (C 0 ), unique † solution isolated solutions isolated solutions 2 onto Lp-spheres for p = 1, 2 and ∞. Despite not being able to solve the problem in closed form for L1 and L∞ constraints, given a solution the gradient Dy(x) can still be calculated. While Dy(x) provides a valid local descent direction in all cases, the gradient can be altered to prefer a zero gradient along plateau dimensions by zeroing the rows and columns corresponding to the zero (L1) or non-zero (L∞) elements of DY h(y). This gradient D z y(x) is obtained by masking Dy(x) with pp T for L1 orpp T for L∞, where p = |DY h(y)| is treated as a Boolean vector.
† Except for x = 0 where the solution is non-isolated (the entire sphere). For L1 and L∞ the solution is unique when x is outside the ball but can be non-unique for x inside the ball.
TABLE 3:
The effect of robust pooling layers on point cloud classification results for the ModelNet40 dataset [40] , with varying percentages of outliers (O) and the same rate of outliers seen during training and testing. Outliers points are uniformly sampled from the unit ball. PointNet [34] is compared to our variants that replace max pooling with robust pooling: quadratic (Q), pseudo-Huber (PH), Huber (H), Welsch (W), and truncated quadratic (TQ), all trained from scratch. Top-1 accuracy and mean average precision are reported. The results indicate that feature projection improves the mAP significantly, with a more modest increase in top-1 and top-5 accuracy. This suggests that projection encourages a more appropriate level of confidence about the predictions, improving the calibration of the model. 
CONCLUSION
In the preceding sections we have presented theory and practice for deep declarative networks. On the one hand we developed nothing new-argmin can simply be viewed as yet another function and all that is needed is to work out the technical details of how to compute its derivative. On the other hand deep declarative networks are a new way of thinking about network design with expressive processing functions and constraints but without having to worry about implementation details (or having to back-propagate gradients through complicated algorithmic procedures).
By facilitating the inclusion of declarative nodes into end-to-end learnable models, network capacity can be directed towards identifying features and patterns in the data rather than having to re-learn an approximation for theory that is already well-established (for example, physical system models) or enforce constraints that we know must hold (for example, that the output must lie on a manifold). As such, with deep declarative networks, we have the potential to create more robust models that can generalize better from less training data (and with fewer parameters).
As with any new approach there are some shortcomings and much still to do. For example, optimization problems with multiple solutions can create difficulties for end-to-end learning and more theory needs to be developed around non-smooth objective functions. We have presented some techniques for dealing with problems with inequality constraints but there are many other avenues to explore. Along these lines it would also be interesting to consider the tradeoff in finding general descent directions rather than exact gradients and efficient approximations to the forward processing function, especially in the early stages of learning.
Finally, the fact that deep declarative nodes provide some guarantees on their output suggests that a principled approach to analyzing the end-to-end behavior of a deep declarative network might be possible. This would be especially useful in deploying deep learned models in safety critical applications such as autonomous driving or complex control systems. And while there are many challenges yet to overcome, the hope is that deep declarative networks will deliver solutions to problems faced by existing deep neural networks leading to better robustness and interpretability.
