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The evaluation of Atomic Polar Tensors and Born Effective Charge (BEC) tensors
from Density Functional Perturbation Theory (DFPT) has been implemented in the
CP2K code package. The implementation is based on a combined Gaussian and plane
waves approach for the description of basis functions and arising potentials. The
presence of non-local pseudo-potentials has been considered as well as contributions
arising from the basis functions being centered on the atoms. Simulations of both
periodic and non-periodic systems have been implemented and carried out. Dipole
strengths and infrared absorption spectra have been calculated for two isomers of
the tripeptide Ser-Pro-Ala using DFPT and are compared to the results of standard
vibrational analyses using finite differences. The spectra are then decomposed into
five subsets by employing localized molecular orbitals/ maximally localized Wannier
functions and the results are discussed. Moreover, group coupling matrices are em-
ployed for visualization of results. Furthermore, the BECs as well as partial charges
of the surface atoms of a periodic (101) anatase (TiO2) slab have been investigated
in a periodic framework.
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Vibrational infrared (IR) spectroscopy is a powerful and ubiquitous tool for the charac-
terization of compounds1. It has been applied by researchers to many different classes of
molecules and materials2 and used to probe a system’s structure3. Used as a fingerprint
technique, IR spectra compared to reference spectra aid in identification of compounds. Ap-
plying group theory and computational studies makes it possible to draw conclusions about
the structure of a molecule from the IR absorption intensities. For gas phase calculations,
the analysis of vibrationally induced changes of a system’s electric dipole moment allows
for the prediction of IR absorption intensities. In the case of condensed phase systems, an
equivalent analysis of the bulk macroscopic polarization and dielectric properties leads to
the Born effective charge (BEC) tensor4,5, which is referred to as the atomic polar tensor
(APT) in the chemistry literature for non-periodic systems6,7.
The partition of spectroscopic results into contributions originating from different sub-
systems (e.g. molecules in a liquid, parts of a molecule or solid state compound) is desirable
for achieving a thorough understanding of the spectra, factors determining the spectroscopic
fingerprints and associated behaviour of the studied system. In order to be able to analyze
electron densities as obtained by electronic structure methods, localized molecular orbitals
(LMOs) have been actively researched and proven to be useful to intuitively describe and
understand the nature of chemical bonds and corresponding properties8,9. For periodic sys-
tems the tool of maximally localized Wannier Functions (MLWFs)10, which is closely related
to the Berry phase formalism11, has been pioneered by Marzari and Vanderbilt12.
We present a computational approach for the analytic calculation of APTs and BECs
based on the Gaussian and plane waves (GPW) approach for both the non-periodic case and
large condensed systems. The calculations rely on density functional perturbation theory
(DFPT) to efficiently calculate the APTs/BECs which is described in Section 2 of the
manuscript. Moreover, the analysis of simulated IR absorption spectra using LMOs/MLWFs
is described. The method has been implemented in the CP2K code package allowing for the
simulation of large condensed systems. The computational details are presented in Section
3. We then apply the method to two isomers of a tripeptide and present a subset analysis
to determine how the contributions to the IR spectrum arise and how they differ for the
two isomers in Section 4A. Furthermore, we present the BEC tensors and derived partial
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charges of an anatase (TiO2) slab’s surface atoms and discuss the results in Section 4B.
II. THEORY
A. Density Functional Perturbation Theory
In the GPW implementation of CP2K the total Kohn–Sham (KS) energy functional is
defined as13









where P is the density matrix and n(r) is the electron density in real-space as a function
of the electronic coordinate r. The contributions to the total energy are the kinetic energy of
a one-particle system Ekinetic, the external potential energy Eext, the electrostatic potential
energy EES, and the exchange–correlation energy Exc. The KS equations are solved in a





eigenvalue is stated as
HC = SCE, (2)
where H and S denote the Hamiltonian and overlap matrix in the atomic orbital basis
respectively, C are real valued KS-MO (molecular orbital) coefficients and E is the matrix
containing the energy eigenvalues. For the periodic case we only consider the Γ point for the
solution of Eq. 2. A perturbation can be applied to the total KS energy using a perturbation











here for convenience the notation X(1) = ∂X
/
∂Rλβ for perturbed quantities (with respect to
atom λ in Cartesian direction β) and X(0) for unperturbed quantities. The matrices in the
generalized eigenvalue problem of Eq. 2 can be expanded up to first order in the perturbation
as
X = X(0) + τX(1). (4)
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In the perturbative approach, keeping only terms of first order in τ the Sternheimer
equation is recovered15,16:
S(0)C(1)E(0) −H(0)C(1) = H(1)C(0) − S(0)C(0)E(1) − S(1)C(0)E(0). (5)
Rewriting Eq. 5 in terms of matrix elements, where the indices µ, ν go over atomic basis














H(1)µν δjk − S(0)µν E
(1)







As has been discussed previously in the literature17,18, the matrix elements corresponding
to unoccupied-unoccupied blocks of the perturbed MO coefficients do not contribute to
changes in the electron density or total energy. Instead only the occupied-unoccupied blocks
have to be considered for the solution of the Sternheimer equation. Because of this, the term
E
(1)
jk vanishes and does not have to be considered in the solution. Following the approach
in Refs.19,20, the computational cost can be reduced significantly by applying the projection





















where the indices j, k only go over the occupied orbitals. This set of coupled linear
equations with dimensions (Nbasis ×Nocc) can be solved by an iterative method such as pre-
conditioned conjugate gradients. During the iterative solution the orthogonality of the trial
solution with respect to the occupied state manifold is enforced20,21. The matrix elements of
the unperturbed Hamiltonian and overlap matrix have their usual definitions, while for the
perturbed quantities the derivatives with respect to nuclear coordinates have to be carried







































where δλµ signifies that the basis function χµ is centered on atom λ. The zeroth order










can be partitioned into the one-electron
4

























































































































and two-electron operators. The matrix elements of the one-electron core Hamiltonian con-
tribution derivative H
(1)



























































where T is the kinetic energy operator. The explicit treatment of core electrons is avoided
by the introduction of an external potential in terms of pseudopotentials VPP corresponding
to matrix elements H
(0)
ext,µν in the Hamiltonian matrix. The pseudopotentials are split into
a local (V locPP ) and non-local (V
nl
PP) part. The arising integrals of Gaussian types functions
can be evaluated analytically. Details of the implementation using Goedecker–Teter–Hutter
(GTH)-type pseudopotentials22 are presented in the appendix A.
The matrix elements of the two-electron operators H
(0)
Hxc,µν are the Hartree potential
and the exchange-correlation potential. Within CP2K they are evaluated via a plane wave
scheme in reciprocal space and real space respectively13, which is explained in more detail in












































































































where VHartree and Vxc are the Hartree and exchange-correlation potential respectively, n
(1)
is the perturbed electron density, n
(1)
core is the Gaussian core-charge distribution and ǫxc is
the exchange-correlation kernel. In the braket notation the integration variable is r. An
expression for the perturbed electron density n(1) can be derived from the density matrix
formulation
5














































































































































where we from now on give explicitly the superscript for basis functions. We consider
shortly an equivalent formulation of DFPT23–25 in order to derive the full expression of
the perturbed density matrix P (1). The differentiation of the MO coefficients C(0) can be
expressed as a linear transformation U (1) such that23
C(1) = C(0)U (1). (13)























ij are the overlap matrix and Hamiltonian matrix elements respectively
in the MO basis, and Ei are the energy eigenvalues. As explained above, the occupied-virtual
contributions of Eq. 15 are efficiently calculated by solving Eq. 7 and avoiding the sum over










































































































































































































































where the index j goes over all occupied MOs, k goes over all MOs and the indices ρ, σ
go over all basis functions and all quantities have the same definitions as before. In the first
step, the sum over all MOs is split into a sum going over the virtual orbitals and a sum
going over the occupied orbitals. The first term is then identified as the occupied–virtual
block of Eq. 15 and rewritten as coefficients C(1) using Eq. 13. The second term follows
from inserting Eq. 14.
B. Properties from DFPT
According to the (2n+1) rule for variational methods the calculation of (2n+1)th order
derivatives of the variational KS energy only requires the knowledge of the nth order change
in the eigenvectors due to a perturbation19. For example the force on a nucleus λ (−∇λEKS)
is directly accessible from the ground state solution of the KS equations. Higher order
quantities like the dynamical matrix20 (Ωλα,κβ) or the APTs P
λ
αβ on the other hand require


















where κ, λ are indices and denote nuclei, α, β are Cartesian coordinates, Mλ and R
λ are
the mass and position of nucleus λ respectively, ε is the electric field strength and µ is the
expectation value of the electric dipole moment.
In the electric dipole approximation, for non-periodic systems, and by applying the double
harmonic approximation, the dipole strengths of a vibrational transition can be obtained
from calculations of the electric dipole moment and its derivative with respect to nuclear
7

























































































































coordinates in the APT formalism26. The dipole strength Di of the fundamental transition
















































where P λ is the APT of nucleus λ, Si is the mass-weighted transformation matrix from
Cartesian to normal mode coordinates which can be retrieved from the dynamical matrix
Ω. In the double harmonic approximation, the IR intensities can be evaluated by deter-
mining the derivatives numerically via a finite differences formula26 or by carrying out the
differentiation analytically using DFPT which we had used previously for other types of
spectroscopy29–35. The APTs can be represented as 3× 3 matrices for each nucleus and are
defined in terms of an electronic contribution Eλαβ and a nuclear contribution N
λ
αβ











where µel is the expectation value of the electronic contribution to the total electric dipole
moment while µnuc =
∑
λ ZλR
λ is the contribution of the nuclei, where Zλ is the charge of
the λ-th nucleus. The nuclear contribution to the APTs is evaluated trivially as Zλδαβ. In





and the expression for the electronic contribution to the APTs becomes (see Ref.36 for a





































where we used the symmetry of P
(0)
µν , the expression for the perturbed density matrix P (1)
is given in Eq. 17 and all symbols have their usual meaning. The APTs can be validated by
8

























































































































two sum rules36. First, the acoustic sum rule:
∑
λ
P λαβ = 0. (24)
The expression corresponds to a collective displacement of all atoms in the system. The
electric dipole should not change for such an operation and as such the sum is equal to zero
for all combinations of α and β, within numerical noise. Alternatively, the sum rule can be
enforced for all APTs in the system as done in Ref.37. The APTs can also be interpreted
as atomic partial charges and together with the nuclear positions related to the expectation












where ǫijk is the Levi-Civita symbol and the relation is fulfilled for any pair of α and β.
C. Periodic Boundary Conditions
In CP2K, the GPW scheme allows for the efficient and accurate treatment of both molec-
ular systems and periodic systems. For condensed phase simulations, periodic boundary
conditions are usually imposed on the system. The position operator r is ill-defined in pe-
riodic boundary conditions and instead one can rely on the Berry phase approach38,39. The
standard approach to obtain LMOs is the transformation of KS orbitals to MLWFs via an
unitary transformation U applied to the MO coefficients such that the MO coefficients of





Generally, the geometry of the simulation cell is described by the 3 × 3 matrix h =
[a1,a2,a3] that consists of three column vectors. In case of a cubic simulation cell with side






































































































































































The MLWFs are localized around the Wannier centers and decay rapidly with the distance
from the center defined in Eq. 27. The Wannier functions are translational images of each
other. As a result only the periodic images in the home cell need to be considered when
calculating expectation values12. Because the transformation fromMOs to MLWFs is unitary
the expectation values of Hermitian operators do not change when substituting the MO
coefficients. The localization of orbitals allows not only for a clearer visual analysis of the
electronic structure but also for the assignment of orbitals to atoms or bonds, by comparing
the coordinates of each Wannier center to the structure. In our DFPT implementation
and the analysis of its results, we assume that the ground state transformation matrix is
sufficient for the localization of perturbed orbitals26,32,40.
By choosing subsets of MLWFs and separating the contributions to the APTs from each
























where the density matrix elements (PWFs,µν) for subsets resulting from MLWFs are de-





























The expression contains mixed terms arising from different subsets. We employ Eq. 29
for the subset analysis of the isomerized tripeptide system described in the results section.
III. COMPUTATIONAL DETAILS
Based on previous work and initial implementation for the analytical calculation of APTs
and BECs by one of the authors41 the analytical calculation of APTs has been finalized and
included together with the subset analysis in a development version of the CP2K code
package, which is based on a combination of Gaussian type basis sets and plane wave grids
for the description of electron densities and occurring potentials13. All the structures were
optimized until the forces were smaller than 0.0001 a u . The vibrational analyses for the
10

























































































































retrieval of normal mode coordinates as well as the response calculations were then carried
out using the same level of theory and computational settings. The calculations were carried
out using the PBE42 exchange–correlation functional. GTH pseudopotentials22,43,44 were
used in combination with DZVP-MOLOPT(-SR)-GTH and TZVP-MOLOPT-GTH basis
sets45,46.
The DFPT calculations are sensitive to the convergence criterion of the self-consistent-
field (SCF) procedure. The SCF cycle was considered to be converged when the norm of
MO coefficients changed by less than 10−8. The sum rules (Eqs. 24 and 25) were satisfied
within numerical noise. The plane wave cutoff was set to 500Ry for the molecular system
and 400Ry for the metal oxide. The conversion of quantities from real space to reciprocal
space and vice-versa is efficiently carried out using the FFTW library47. Grimme’s DFT-D3
dispersion correction was applied48. In calculations of the metal oxide, the correction for an
artificial electric dipole across the slab as proposed by Bengtsson49 was tested and did not
change the obtained results. Also, periodic boundary conditions were only imposed in the
condensed system.
The IR intensities are given by Eqs. 20 or 29, where the elements of the APTs P λαβ are
calculated either based on finite differences or via DFPT. The transformation matrix Sλβ,i
as well as the vibrational frequencies were obtained from the dynamical matrix given in
Eq. 18. The spectra were broadened using a Lorentzian line shape with a full width at half
maximum of 7 cm−1. The step size for the vibrational analysis was set to 0.01 Bohr radii. In
the CP2K code package, the Hessian matrix is calculated by a three point central differences
formula which is applied to the analytic first derivatives of the energy, i.e. the forces13. The
Hessian matrix can in principle also be determined analytically via DFPT. By diagonalizing
the dynamical matrix Ω, the normal mode vectors and the corresponding frequencies are
obtained as the eigenvectors and eigenvalues respectively1.
11



























































































































The implementation was validated by comparing numerical and analytical calculations
of P λαβ for of a set of test molecules. In the second column of Table I we present the relative
differences between the diagonal elements of the APTs calculated by finite differences and









P λαβ,DFPT − P λαβ,num.
)2
. (30)
The results are largely in agreement. For a set of homonuclear diatomics we calculated




αβ. The means of the diagonal values are Cl2 (-0.001), F2
(-0.004), H2 (0.001), Li2 (-0.012), N2 (0.0), Na2 (0.003) and P2 (0.0). All values are within
an acceptable range of the correct value zero. The second sum rule (Eq. 25) is satisfied as
well for all systems.
12

























































































































TABLE I. The table compares the APTs retrieved by DFPT and finite differences for a set of small
systems. Shown in the second column are the mean relative differences of the diagonal elements
of the APTs in each system. In the third column the RMSD considering all elements according to
Eq. 30 is given. Out of the 22 molecules only for PH3 do the numerical and analytical APTs have
a large relative difference although the RMSD is comparable to the others.


















































































































































B. Subset analysis of Ser-Pro-Ala
(a)
(b)
FIG. 1. Shown on the left are the chemical sketches of the cis-isomer (a) and the trans-isomer (b)
of the tripeptide made up of Serine (red), Proline (yellow) and Alanine (purple). The peptide bond
between Serine and Proline is highlighted in green, while the peptide bond between Proline and
Alanine is highlighted in blue. The colors of the bonds and atoms correspond to the subsets chosen
for the analysis and also to the line colors in Figures 4 and 5. The black arrow highlights the bond
which is rotated between both isomers. The corresponding optimized geometries are shown on the
right. Black spheres correspond to carbon, white spheres to hydrogen, red spheres to oxygen and
blue spheres to nitrogen atoms.
As a model system, the cis and trans-isomers of the tri-peptide Serine-Proline-Alanine
(Ser-Pro-Ala) were investigated. Steric hindrance in the amino acid Proline leads to an
energetic preference for the trans peptide bond50,51. All organisms possess the prolyl iso-
merase enzyme, which interconverts the peptide bond’s isomers, and often plays a crucial
role in the catalysis of protein folding. For reviews please refer to Refs.50,51. In previous IR
absorption studies of poly-proline compounds the cis-trans isomerization has been observed
experimentally52–54.
14

























































































































We present the IR intensities of the model system. A decomposition into subsets has
been carried out for further analysis. Five subsets were defined as shown in Figure 1,
corresponding to the three amino acids and both peptide bonds. We then compare the
subset contributions corresponding to the amide groups’ stretching and bending vibrations.
The IR absorption spectra were calculated using finite differences and DFPT. All calculations
were carried out employing the PBE functional, DZVP-MOLOPT and TZVP-MOLOPT basis sets
and the same convergence criteria. The intensities retrieved by finite differences and DFPT
match up to an RMSD of 10−7. Employing the larger basis set leads to a shift of frequencies,
while the intensities do not change considerably. In the following we will use only the spectra
corresponding to the PBE/TZVP-MOLOPT level of theory in the analysis.
FIG. 2. Shown are the simulated IR absorption spectra of the cis (red) and trans-isomers (green)
in the frequency region of 1000 cm−1 to 2000 cm−1 of the Ser-Pro-Ala peptide obtained by using
DFPT for the APTs.
The spectra of both isomers obtained by using DFPT for the APTs in the frequency
region of 1000 cm−1 to 2000 cm−1 are plotted together in Figure 2. Multiple regions in which
the spectra differ considerably can be identified. In the subsequent analysis we will focus on
the bands around 1650 cm−1.
In Figure 3 we show the spectra of both conformers in the frequency range of 1630 cm−1
to 1730 cm−1. They consist of two bands corresponding mostly to vibrations of the atoms
in the peptide bonds. In the more complicated spectrum of the cis-isomer, the band arising
from normal modes at 1638 cm−1 and 1646 cm−1 is due to the symmetric stretching of the
15

























































































































FIG. 3. Shown are the simulated IR absorption spectra of the cis (red) and trans-isomers (green)
in the frequency region of 1630 cm−1 to 1730 cm−1 of the Ser-Pro-Ala peptide obtained by using
DFPT for the APTs. Five vibrational modes fall into this range for each of the isomers resulting
in four strong bands in each molecule.
NCC group and the stretching mode of the C––O bond in the peptide bond between Serine
and Proline (highlighted in green in Figure 1) as well as a bending mode of the NH2 group in
the Serine subset (highlighted in red in Figure 1). The band at 1660 cm−1 is due to similar
symmetrical stretching motions as the normal mode of 1638 cm−1 and additionally due to
an asymmetric stretching motion of the COOH group in the Alanine subset (highlighted
in purple in Figure 1). The last band at 1705 cm−1 is due to an equivalent symmetric
stretching motion of the C––O bond and CCN group in the peptide bond connecting Proline
and Alanine (highlighted in green in Figure 1). In the spectrum of the trans-isomer, the
first band due to the normal mode at 1655 cm−1 corresponds to the same motion as the
band at 1660 cm−1 of the cis-isomer. Similarly, the normal mode at 1709 cm−1 in the trans-
isomer corresponds to the normal mode at 1705 cm−1 in the cis-isomer. The spectra in the
frequency region of 1620 cm−1 to 1680 cm−1 differ strongly between both conformers as they
correspond to vibrations of the isomerized peptide bond (highlighted in green in Figure 1)
and can be used to differentiate the two isomers. The band at 1705 cm−1 and 1709 cm−1,
respectively, on the other hand is very similar as it corresponds to vibrations of essentially
the same structure.
In the decomposed spectra shown in Figure 4 and in Figure 5 it can be seen that the
16

























































































































FIG. 4. Shown are the decomposition of IR intensities of the trans-isomer in the frequency range
of 1630 cm−1 to 1730 cm−1 into the dominant contributions. Two features can be made out in
the spectrum of the trans-isomer. At 1655 cm−1 there is a band corresponding to vibrations of
the peptide bond connecting Serine and Proline and at 1709 cm−1 there is an absorption band
corresponding to vibrations of the other peptide bond connecting Proline and Alanine. The sum
of the 6 most intense subset contributions is shown as a dashed yellow line. The total IR intensity
is shown as a dashed black line. The labels PB(Pro, Ala) and PB(Ser, Pro) refer to the subsets
defined as the peptide bonds between Proline and Alanine and between Serine and Proline. The
label Pro - PB(Pro, Ala) refers to subset interactions of Proline with the peptide bond towards
Alanine and equivalently for Ser - PB(Ser, Pro) and PB(Ser, Pro) - PB(Pro, Ala).
main contributions to the band at 1705 cm−1 and 1709 cm−1 respectively come from the
subset defined by the peptide bond between Proline and Alanine. For the trans-isomer, the
four contributions which together account for 98% of the IR intensity of this band are the
mentioned peptide bond subset and its interactions with the Proline subset, Alanine subset
and the other peptide bond subset. Similarly, the IR intensity of the band at 1655 cm−1 is
mostly due to the subset defined as the peptide bond connecting Serine and Proline and its
interaction with the Serine subset. By adding more subset interactions to the spectrum, the
difference between the total intensity and sum of contributions (the dashed black and yellow
lines in Figure 4) decreases - although not monotonically. Both lines match up to 1% when
eleven subsets are considered.
The decomposed spectrum of the cis-isomer is shown in Figure 5. Similar to the spectrum
of the trans-isomer, the band at 1705 cm−1 is mostly due to the subset defined as the peptide
bond between Proline and Alanine and its interactions with the Proline subset and Alanine
17

























































































































FIG. 5. Shown are the decomposition of IR intensities of the cis-isomer in the frequency range
of 1630 cm−1 to 1730 cm−1 into the 5 strongest subset contributions. Two features can be made
out. At 1638 cm−1 to 1660 cm−1 there is a band corresponding to vibrations of the peptide bond
connecting Serine and Proline and at 1705 cm−1 there is an absorption band corresponding to
vibrations of the other peptide bond connecting Proline and Alanine. The labels are analogous to
Figure 4.
subset. The geometry of the cis-isomer is much bulkier than that of the trans-isomer such
that there are more subset interactions involved in the IR intensity of the bands around
1650 cm−1. For this reason, 12 subset interactions would need to be included to reduce the
deviation between the sum of subset contributions and the total intensity to 8%. In that
case, the Proline subset and its interactions with other subsets as well as interactions over
larger distances between the Serine and Alanine subsets need to be considered. For the sake
of clarity, only the five strongest contributions are shown, resulting in a mean deviation of
23%.
By decomposing a spectrum, the strongest contributions to the total spectrum can be
highlighted and explained not only in terms of the normal mode corresponding to each fre-
quency, but also in terms of contributions from subsets of atoms and interactions thereof. In
the present system it can be seen that the strongest contributions arise not from interactions
between subsets, corresponding to terms DsiD
t
i , where s 6= t (see Eq. 29), but from intra-
subset interactions DsiD
s
i . The next largest contributions originate from the interaction of
directly neighbouring subsets, while interactions of subsets far away from each other play a
limited role, as one would expect. Still, depending on the system, a large number of weaker
contributions might add up to give a significant fraction of the total intensity.
18



























































































































FIG. 6. Left: Shown are the chemical sketches of the cis-isomer (a) and trans-isomer (c), where
different sets of atoms are labelled. Right: The normalized group coupling matrices corresponding
to the strongest subset interactions, contributing to the band at 1660 cm−1 and 1655 cm−1 respec-
tively in the spectra shown in Figure 4 (d) and Figure 5 (b) are plotted. The labels of the axes
correspond to the labels in the chemical sketches.
Looking closer at the contributions to the dipole strengths of both vibrational modes
corresponding to the band at 1660 cm−1 and 1655 cm−1 respectively, the spectrum can be
further decomposed into the contributions originating from individual atoms and their cou-
plings. The normalized group coupling matrix of the largest atomic contributions for each
molecule is shown in Figure 6 in analogy to the visualization scheme proposed by Hug for
Raman optical activity spectra55.
As stated previously, the geometry of the cis-isomer is much bulkier than the geometry of
the trans-isomer. Because of this the group coupling matrix of the cis-isomer does not only
19

























































































































have significant contributions on a straight line (corresponding to tightly coupled individual
atoms) or on the diagonal (corresponding to strong contributions from individual atoms).
Instead, apart from the last column, couplings of all involved atoms have a significant
contribution to the IR intensity of the vibrational mode corresponding to the frequency of
1660 cm−1. The atoms with the largest contributions to the total intensity represent the
molecule’s backbone, starting from the nitrogen atom (labeled N) in the Proline subset and
following towards the Serine subset’s carboxy group. The carbon atoms labeled C3 and C5
in the top sketch of Figure 6 in the Alanine subset also give relevant contributions. Because
of this, the clear assignment of the mentioned band to one of the subgroups proves difficult.
In the bottom part of Figure 6 the normalized group coupling matrix of the trans-isomer
is shown. It looks quite different compared to the one of the cis-isomer discussed above. The
carbon atom labeled C1 in the peptide bond that connects the Serine and Proline, together
with its couplings to the surrounding atoms in the peptide bond as well as the Serine and
Proline subsets, leads to all of the largest contributions to the band at 1655 cm−1. The
decomposition shown in Figure 4 works especially well for this reason, as the interactions
are much more localized in one subset. The MLWFs that are localized in and around the
peptide bonds are shown in the appendix C.
20

























































































































C. Born effective charges of anatase (TiO2)
(a) (b)
FIG. 7. Shown is the optimized structure of the (101) surface of titanium oxide (TiO2) in the
anatase form from the top (a) and from the side (b). The slab consists of 6 layers of titanium
atoms. The lower layers are rendered as big spheres while the top layer is shown in the ball-and-
stick representation. A unit of five surface atoms can be repeated in all directions in order to
retrieve the periodic surface. Violet and red spheres are oxygen atoms, silver and yellow spheres
are titanium atoms. The partial charges of the highlighted atoms were calculated using DFPT and
are presented in Table II.
As a second model system a periodic crystal structure of TiO2 in its anatase form was
analyzed. Similar studies were carried out previously for bulk TiO2
56–58 using a local density
approximation (LDA) functional59. We present the BECs P λ and resulting partial charges
Qλ of the surface atoms in an anatase slab. The crystal structure was optimized using
the PBE42 functional, which has been proven to provide results in excellent agreement
with experiments60,61. The optimized geometry of the (101) surface is shown in Figure 7.
The simulation cell has a volume of 20.44 Å× 11.33 Å× 20.00 Å and consists of 216 atoms.
Periodic boundary conditions were applied in all directions, leaving a vacuum area in the
z-direction, in order to analyze the partial charges of the surface atoms. In the following, the
charges are reported as multiples of the positive elementary charge e. The partial charges
can be computed from the BECs as62
21

































































































































The partial charges of atoms at the surface as obtained by DFPT are lower than the
reported values for the bulk structures of TiO2 polymorphs
56–58, which is presumably, among
others, also due to the use of the PBE functional instead of an LDA functional and the
presence of under-coordinated oxygen and titanium atoms. The oxygen atoms labelled as
1 and 4 (see Figure 7) are bound to three titanium atoms each and carry a partial charge
of −0.6 e and −0.5 e respectively. The oxygen atom labelled as 5 and carrying a charge of
−0.6 e sticks out of the surface and is bound only to two titanium atoms (each with charges
1.2 e and 1.3 e). For both titanium atoms (labelled 2 and 3 in Figure 7) we recover very
similar partial charges of 1.33 e and 1.18 e respectively. The five-fold coordinated atom 2
carries a slightly larger charge than the six-fold coordinated atom 3.






1 O -0.548 -0.987 -0.435 -0.610
2 Ti 1.166 1.358 1.482 1.335
3 Ti 1.196 1.055 1.274 1.175
4 O -0.584 -0.655 -0.295 -0.512
5 O -0.998 -0.456 -1.196 -0.610
TABLE II. The diagonal elements of the APTs (the BECs) of the atoms highlighted in Figure 7
and the averages of their eigenvalues Qλ are presented.
The BECs of each surface atom are presented below. Because of the anatase surface’s low
symmetry, the BECs are generally not isotropic and as such not necessarily diagonalizable.
By comparing the BECs of different atoms of the same kind, the differences of their com-
ponents can be explained by the atoms’ surroundings. The diagonal elements correspond
to changes of the electric dipole moment caused by a displacement in the same direction as





















































































































































































The atoms labelled 1 through 4 in Figure 7 form an irregular quadrilateral, where the
bonds between atoms 1 and 2 (bond length 2.00 Å) as well as 3 and 4 (bond length 1.92 Å)
are parallel to the x-axis and of similar length. As such the components Pxx of both oxygen
atoms’ BECs and titanium atoms’ BECs respectively differ only slightly. The bonds between
the pairs of atoms 1 and 3 (bond length 1.96 Å) and atoms 2 and 4 (bond length 2.00 Å)
have a non-zero angle with respect to the y-axis giving rise to asymmetric Pxy and Pyz APT
elements. The diagonal elements Pyy of the atoms 1 and 3 have a similar magnitude as
opposed to the elements of the corresponding atoms 2 and 4, while the Pzz components of
















The oxygen atom labelled as 5 has a unique surrounding as it is located at a step of
the surface and is bound to only two titanium atoms. Compared to the BECs of the other
two oxygen atoms in the highlighted unit, the P 5xx component has similar magnitude since
the environment in this direction is similar. The environments in the y- and z-direction on
the other hand differ strongly and as such no straightforward comparison of the remaining
components is possible, although it can be seen that the magnitude of the P 5yy and P
5
zz
components appear to be opposite to the components in the other oxygen atoms.
Since the partial charges of atoms in molecules and crystals are not observables, there
has been some debate about the charges which would be expected of titanium and oxygen
in TiO2 polymorphs and other materials in general. In an idealized ionic picture the oxi-
dation states are assumed to be Ti4+ and O2– corresponding to a non-covalent description
of bonding63. Recently, by carrying out DFT as well as wave-function based simulations,
Koch and Manzhos64 found that titanium in TiO2 polymorphs might be better described
by being in the oxidation state Ti3+. Comparisons of absolute values for the partial charges
have to be carried out carefully since they depend strongly on the employed model and the
meaning which is attributed to them63.
23


























































































































We have presented an implementation for the analytic calculation and analysis of
APTs/BECs based on DFPT for non-periodic and condensed periodic systems. The use
of LMOs or MLWFs respectively makes it possible to divide the studied structure into
subsets and to analyze each subset’s contribution to the IR spectrum. This has also been
applied to group coupling matrices for visualization of subset contributions. The method
has been implemented in the highly efficient CP2K program package, which is based on
a combined Gaussian and plane waves approach, which allows for the simulation of large
systems. The analytic calculation, as opposed to the use of a finite difference formula, makes
the calculation independent from the choice of parameters such as the step size, results in a
higher accuracy and makes possible the in-depth analysis and interpretation of the results
not accessible otherwise. The consistency of the method has been verified using a set of
small molecules as well as sum rules, which are satisfied for the demonstrated systems.
As an example of subsystem studies, we have presented the results for two conformers of
the tripeptide Serine-Proline-Alanine. The IR spectra allow for the differentiation between
the two isomers by looking at the bands in the frequency range associated with vibrations
of carbon double bonds (C––O, C––N, C––C)65 from 1600 cm−1 to 1800 cm−1. In this region
of the spectrum, the peptide bonds are the main contributors to the IR intensities. The
electronic structure of the Proline group is influenced by the isomerization. Because of
this, couplings of different sets of atoms inside the described subsets have the strongest
contributions to the IR intensities in each isomer which has been visualized with group
coupling matrices. Furthermore, the group coupling matrices make the influence of the
systems’ geometries on the electronic structure more apparent. Additionally, for a periodic
anatase slab structure, BECs and the corresponding partial charges have been determined,
shedding light on the surface’s properties.
The presented approach is an efficient way for the simulation and interpretation of vi-
brational IR spectra as well as the determination of BECs. The contributions to IR spectra
can be investigated in terms of couplings between subsets of atoms or selected bonds, by
making use of the calculated Wannier centers. The choice of subsets depends on the in-
vestigated system and question at hand. The investigation of more involved systems such
as solute–solvent interactions, adsorbate–surface interfaces or metal complexes may provide
24

























































































































interesting insights into the interaction of couplings, even in dynamic simulations.
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Appendix A: Pseudopotential terms
The GTH pseudopotentials consist of a local part V locPP and a non-local part V
nl
PP. The
local part is split again into the short-ranged (SR) and long-ranged (LR) contribution. The
long-ranged term is chosen such that it cancels exactly with the potential of the Gaussian
charge distribution. The remaining short-ranged term is parametrized by a set of coefficients
CPPi and α
PP and given by13













The derivative of the pseudopotential with respect to nuclear coordinates of atom ζ,
∇ζV locSR , is calculated by making use of the basis set derivatives that are also required for the
















































where the basis functions χµ and χν are centered on the atoms λ and κ respectively
and the potential is centered on atom ζ. The non-local part of the pseudopotentials V nlPP is





























where the indices l,m go over the angular momentum quantum numbers and hij is an
interaction matrix fitted to results of relativistic density functional calculations. The ma-
























is used to relate derivatives of the basis functions to derivatives
of the pseudopotential.
Appendix B: Real space and reciprocal space
The integrals of Gaussian type orbitals are efficiently computed analytically by employing
the Obara-Saika recurrence formulas66, while the integrals involving the exchange-correlation
26

























































































































potential are evaluated numerically in real space. The calculation of the Hartree integrals
of Eq. 10 on the other hand are carried out in reciprocal space. The Hartree potential





|r − r′| (B1)





where Ω is the volume of the simulation cell and G are the reciprocal lattice vectors. The






ñ(G) exp(ir ·G) (B3)
and vice-versa. The electron density is defined in terms of real valued Gaussian-type
basis functions which are collocated onto the plane wave grid, while the core charge density
is computed directly in reciprocal space. The exchange-correlation potential and the second
derivative of the exchange-correlation kernel of Eq. 10 are calculated directly in real space
and integrated numerically.
27

























































































































Appendix C: Localized orbitals
FIG. 8. The 19 MLWFs localized around the peptide bonds and in the Proline subset in the
trans-isomer.
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FIG. 9. The 19 MLWFs localized around the peptide bonds and in the Proline subset in the
cis-isomer.
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