A three-dimensional (3 D) multiple-relaxation-time (MRT) and a 3 D single-relaxation-time (SRT) lattice Boltzmann (LB) models are proposed for the solid-liquid phase change. The enthalpy conservation equation can be recovered from the present models. The reasonable relationship of the relaxation times in the MRT model is discussed. Both One-dimensional (1 D) melting and solidification with analytical solutions are respectively calculated by the SRT and MRT models for validation.
discussion in Section 4.
Model description

The enthalpy conservation equation with incompressible flow
The energy conservation equation with incompressible flow can be written as:
where t is the time, x i is the Cartesian spatial coordinate, C p is the specific heat at constant pressure, T is the temperature, u i is the velocity, and λ is the thermal conductivity.
In addition, the enthalpy h can be expressed as
where f l is the liquid phase volume fraction, L is the latent heat of phase change, and the reference enthalpy h 0 equals to 0 J kg -1 at 0 K.
Eq. (2) can be recovered from the LB models proposed in this paper via the Chapman-Enskog expanding, which means that our models are alternative numerical methods to solve Eq. (2).
SRT model for 3 D solid-liquid phase change
The kernel of the LB model is the evolution of the microscopic particle distribution function. The microscopic particle velocities are discretized to seven lattice velocities for the three-dimensional solidliquid phase change LB model in this paper. The seven lattice velocities are defined as: 
where c = δ x /δ t is the lattice constant.
For D3Q7 (3 dimension 7 discrete lattice velocities), the lattice velocities satisfied the relations as follows:   (4) The evolution equation in the velocity space spanned by e α is: (5) where Ω|g(x,t)〉 is the collision operator.
According to the Bhatnagar-Gross-Krook (BGK) approximation, the collision operator for the SRT model is [14] :
The relaxation times for all the components of the distribution function are uniform in the SRT model.
The equilibrium distribution function is defined as:
x u e (7) where C p,ref is the reference specific heat at constant pressure, and the lattice sound speed c sT equals to
In addition, the weight factor ω α is given as:
Calculating the zeroth-, first-and second-order moment of the equilibrium distribution function respectively, we obtain: 6 
The distribution function g α and the derivatives of the time can be expanded as follows:
Substituting Eq. (11) into Eq. (10), we can rewrite Eq. (10) on the δ t and δ t 2 scales respectively: eq (1) 0 1 :
substitute Eq. (12) into Eq. (13):
1 0 1 1 :
Calculating the zeroth-order moment of Eq. (10) on the δ t scale, we obtain:
Analogously, the zeroth-order moment of Eq. (10) on the δ t 2 scale is:
Using Eq. (9) and (12) , and neglecting the high order term, we can derive the first-order moment of 
Combining Eq. (15) with Eq. (18), we can obtain the target macroscopic enthalpy conservation equation:
where the thermal diffusivity χ equals to:
MRT model for 3 D solid-liquid phase change
The SRT model is popular in the LB community owing to its simplicity. However, it suffers from some obvious shortcomings. For instance, the SRT model is severely numerical instable when the relaxation time is close to 0.5. The MRT model has attracted much attention since 2000 [19, 20] , which have a better numerical stability than the SRT model. In the MRT model, the streaming processes of distribution functions are also carried out in the velocity moment spanned by the discrete lattice velocities shown in Eq. (3). However, in contrast to the SRT model, the collision of each distribution function with respective relaxation time is completed in the moment space in the MRT model, which can be written as:
where the distribution function and the relaxation matrix in the moment space can be expressed respectively as:
  0  1  2  3  4  5  6 diag , , , , , ,
The transformation matrix N, which connects the velocity space with the moment space, can be expressed as [59]: 
The equilibrium distribution function in the moment space is defined as:
,0 ,0
The evolution equation in the MRT model, to which applied the Taylor series expansion, can be rewritten as:
where E α = Me α M -1 .
As the beginning of the Chapman-Enskog expansion, n is expended as:
Substituting Eq. (27) into Eq. (26), after some algebraic operation, we obtain:
:
The conserved moment n 0 satisfies n 0 (1) = n 0 (2) = … =0.
With the help of Eq. (26), the equations connected with n 0 in Eq. (28) and Eq. (29) can be written as:
Using Eq. (28), we rewrite Eq. (31):
With combining Eq. (30) and Eq. (32), the macroscopic enthalpy conservation equation can be recovered as:
where the thermal diffusivity χ is defined as:
The relationship of the relaxation times in the MRT model
The seven relaxation times on the main diagonal of the relaxation matrix make the MRT model flexible in application. However, if the relaxation times are selected irrelevantly, numerical deviations will appear [60, 61] . Especially, the aforementioned circumstance will cause the numerical diffusion across the solidliquid phase interface in the solid-liquid phase change simulation [55] . In order to eliminate this error, we will determine the relations between the relaxation times in the present MRT model via the analysis of melting case dominated by the conduction. For convenience, only the z-direction conduction is considered. The initial temperature equals the melting temperature. Five lattices are chosen in the analysis. As shown in Fig. 1 , the middle lattice i 0 is the phase interface. The left-hand side (LHS) of the phase interface is liquid phase while the right-hand side (RHS) of the phase interface is solid phase at the melting temperature.
Fig. 1 Illustration of five lattices used in the relationship analysis of seven relaxation times
After the collision in the moment space, the distribution functions at space i and time t + 1 in the velocity space can be expressed as: 
After some algebraic manipulations, we can deduce three equations form Eq. (35) and Eq. (9): 1  , 1  , 1  , 1  , 1  ,  ,  ,  ,  ,  0  3  4  5  6  5  0  3  4  5  6   ,  ,  5 , r e f
In the solid phase 
Owing to 0 < σ 5 < 2, namely -1 < 1 -σ 5 < 1, Eq. (39) is satisfied when:
T equals T m at the phase interface and in the solid phase (i ≥ i 0 ). Using Eq. (40), we can reduce Eq. (37) to:
, r e f m 1 2
, r e f m
Similarly, -1 < 1 -σ 1 < 1, the solution of Eq. (41) is:
T i0+1 equals T m and h i0+1 equals h m for i ≥ i 0 + 2. Substituting Eq. (40) into Eq. (38), we obtain:
, r e f m 1 1
According to Eq. (43), if g 1 i-1,t+1 is not equal to 0.5ω T C p,ref T m , the error term (the RES of Eq. (43)) will transfer from i 0 + 1 into i 0 + 2, which makes the enthalpy at i 0 + 2 equals h m + the error term rather than h m . In order to eliminate the deviation, we now focus on the lattice i 0 + 1. Using Eq. (9) and Eq. (7), we can deduce g 1 at i 0 :
After substituting Eq. (44) into Eq. (38) and some algebraic manipulations, we deduce:
From Eq. (43) and Eq. (45), it can be seen that the error term at lattice i 0 + 1, the RHS of Eq. (45), come from the lattice i 0 . Further, the error term at lattice i 0 + 1 transfers to lattice i 0 + 2. Then, the error term at lattice i 0 + 2 rises to the surface:
The source of the deviation at lattice i 0 + 2, clearly seen in Eq. (46), comes from lattice i 0 which is the phase interface. The error term will continue to spread from the phase interface to the depths of the solid phase. According to Eq. (45), the method to strangle the deviation at lattice i 0 + 1 is:
MRT model for fluid flow
The D3Q19 MRT model for fluid flow proposed by d'Humieres and Krafczyk et. al [20] is used in the liquid phase domain. The details about this model can be found in Ref. [20] . For the sake of readers' convenience, brief introduction will be made in this section.
The nineteen lattice velocities are defined as:
The evolution of the distribution function is divided into the collision in the moment space and the streaming in the velocity space, which are expressed as follows, respectively:
where the transformation matrix M can be written as: 
The relaxation matrix Λ is as follows:
  diag 0, , ,0, ,0, ,0, , , , , , , , , , , 
The equilibrium distribution function is defined as: 2  2  2  2  eq  2  2  2   T  2  2  2  2  2  2  2   2  2  2  2  2  2   2  2  3  2  11  1, 11 19 ,3 , , , 
The forcing term |FF〉 in the moment space can be written as: 2  2  2  2   T   2  2  2  2  2   2  2  2  2  3  2  38  11  0, , , 
The Boussinesq approximation is adopted in the liquid phase domain. Therefore, the external force F here is the buoyancy force, which is given as:
where ρ ref is the reference density at the reference temperature T ref . g is the gravitational acceleration.
Moreover, β is the volumetric expansion coefficient.
The macroscopic physical quantities can be calculated as:
The continuity equation and the momentum equation recovered from this model can be respectively written as:
where the kinetic viscosity and the bulk viscosity are respectively defined as:
Numerical examples
1 D melting and solidification dominated by conduction
In order to validate the present SRT and MRT models, we will compare our results in three axis directions (x, y, z) of the Cartesian coordinate with the analytical solutions in this section. 1 D melting and solidification problems which have the analytical solutions are selected as the targets in the Section 3.1.1 and 3.1.2, respectively. If one dimension is at x direction, the periodic boundary conditions will be implemented at y and z directions.
melting in a half-space with the initial temperature equalling the freezing point
In this section, melting in a half-space is considered, which is illustrated in Fig. 1 . Initially, the solid in a half-space is at the melting temperature T m = 0. When t = 0, the temperature at x/y/z = 0 is raised to T h = 1, and maintained for t > 0. The analytical solution of this problem can be written as [62] :
where i refers to x, y, z. X(t) is location of the phase interface at time t, which can be calculated as:
The liquid phase Stefan number Ste l = C p,l (T h -T m )/L. 0.564, 1.012 and 6.9, respectively. In another word, this present MRT model is competent to calculate the solid-liquid phase change when the relaxation time τ varies from 0.564 to 6.9 (or more than 6.9). On the other hand, the SRT model suffers some problems. As Fig. 3 (c) and (d) shows, though the results of SRT model is in good agreement with the analytical solution with τ = 1.012, the temperature and the liquid phase fraction distributions calculated by the SRT deviate from the analytical solution when τ = 0.564 and 6.9. For τ = 0.564, the temperature at solid phase is -0.00152 rather than the correct T m = 0. In addition, the deviation for τ = 6.9 appears at the phase change interface, which is more obvious. The reason can be found in Section 2.4, which has been mentioned in Ref. [55] . When τ = 1.012 (≈ 1), Eq.
(47) is approximate satisfied. Therefore, the deviation term is eliminated. However, τ = 0.564 or 6.9 (<< 3.1.2 Solidification in a half-space with the initial temperature more than the freezing point
The initial temperature of the case in Section 3.1.1 equals the melting temperature. More generally, the initial temperature in this section is more than the freezing point. The computational domain is also illustrated in Fig. 1 . The initial temperature of the half-space is T 0 = 1, while the melting point T m equals 0. The temperature at x = 0 maintains at T l = -1 when t > 0. The analytical solution of this problem can be expressed as [62] :
where i refers to x, y, z. The parameter k is calculated as:
The As shown in Fig. 4 (a) , the results of case (a) at t = 0.5, 3 and 12 are in good agreement with the analytical solutions. For many phase change materials, the specific heat at constant pressure and the thermal conductivity of the solid phase are different from those of the liquid one. Therefore, case (2) is used to check the ability of the MRT model to deal with phase change materials with different thermophysical parameters in solid phase and liquid phase. As shown in Fig. 4 (b) , the temperature distributions at time Fig. 6 (b) . The quantitative results are presented in Fig. 6 (c) and (d) . The present phase interface is reasonably consistent with the analytical result cited in Ref. [63] and the numerical results found in Ref. [53] and [63] . Moreover, the present isotherm distributions are also in good agreement with the numerical results from Ref. [63] and [53] . 
where l c is the characteristic length, ΔT is the temperature difference between the high temperature boundary and the low temperature one of the natural convection, and t is time. ΔT equals T h -T m and l c equals 1 in this case. The values of Ra, Pr, and Ste are listed at Table 1 , whose values are as same as those in the case in Ref. [54] for validation. The temperature distributions, streamlines (black lines), and phase interfaces (white line) obtained by the present MRT model and those from Ref. [54] at Fo = 4, 10, 20 are both shown in Fig. 8 . Initially, owing to the weak strength of the convection, the conduction is dominant in heat transfer, which causes the phase interface is approximately vertical at Fo = 4. With time going, the convection becomes more and more strong. Then, the conduction has not the final say. The heat transfer is dominated by both convection and conduction. The phase interface is obviously bent by the convection. Comparing Fig. 8 (a) , (c), and (e) with Fig. 8 (b), (d) , and (f), we can find that the present results are qualitatively consistent with those obtained by the model in Ref. [54] . Furthermore, the quantitative verification is also made. The average Nusselt number Nu along the left wall at the xz plain is defined as: Fig. 9 (a) shows the average Nusselt number along the left wall versus Fourier number obtained by the present model, that from Ref. [64] , and that reported in Ref. [54] . Moreover, the average liquid phase fraction versus Fourier number is also calculated, as shown in Fig. 9 (b Initially, the phase change material filled in the cubic cavity is solid, whose temperature is uniform and equal to the melting temperature. Three cases are calculated in this section, whose grid sizes and dimensionless parameters are listed in Table 2 . The similar situation is also found in case 2 and case 3. The value of Pr, the ratio of momentum diffusivity to thermal diffusivity, decides whether the flow dominates the heat transfer or not [65] .
Therefore, as illustrated in Fig. 11 (a) , (b), (c) and (d), (e), (f), the vortices in case 2 are stronger than those in case 1, which causes that the vortices are unsteady in case 1. In case 2, the heat flux entering from the left wall swims with the flow. In addition, quantitative results, shown in Fig. 12 , are used to make analysis more authentic. The stronger vortices near the left wall in case 2 result in that the average Nu along the left wall is higher than that of case 1, as Fig. 12 (a) shows. According to the explanation in Ref. [56] , if the temperature in the melting zone is not very uniform, higher average Nu along the hot wall, owing to higher Pr, will lend to higher melting speed, as shown in Fig. 12 (b) .
As illustrated in Fig. 11 (d) , (e), (f), (g), (h), and (i), the melting speed of case 3 is higher than that of case 2, which is also quantitatively found in Fig. 12 (b) . When the Pr and the Ste is constant, the convection is enhanced with increasing Ra, which increases average Nu along the hot wall (see Fig. 12 (a)) and accelerates the melting process (see Fig. 12 (b) ). 
