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Abstract
The perceived motion of two added sinusoidal gratings of similar amplitude and spatial frequency but different orientations is
often coherent. However, when either relative grating contrast or frequency are varied, perception may transform to a motion
transparency. For plaids, both multiplicative and additive transparent percepts are reported. To explain perception, several
computational models of motion transparency are proposed. The most general model considered is, however, a quadratic form
with five unknowns. To stabilize the transparent model, additional constraints are introduced so that two velocities may be
detected from the motion of plaid patterns. It is shown how this model may be realised by a two-layer (linear) feedforward
network and how network learning paradigms may be used to explain some facets of visual perception. To describe the motion
of plaid patterns there is an ambiguity because computational models of both coherent and transparent motion may be used to
detect image velocity. In view of this competition between models, the issue of model selection is addressed; especially for cases
where two or more models fit the image measurements without a residual error. The computational approach that is proposed
affords one explanation why perception selects transparency in favour of coherence for plaid patterns by adjustments of relative
grating contrast and frequency. © 1998 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Computational models that lead to the detection of
visual motion may be drawn from a multitude of
different representations (Reichardt, 1961; Horn and
Schunck, 1981; Haralick and Lee, 1983; Adelson and
Bergen, 1985; Van Santen and Sperling, 1985; Heeger,
1987; Uras, Girosi, Verri and Torre, 1988; Fleet and
Jepson, 1990; Simoncelli, Heeger and Adelson, 1991;
Barman, Haglund Knutsson and Granlund, 1991;
Johnston, McOwan and Buxton, 1992; Clifford and
Langley, 1996b). Each one of these models detects a
single-valued motion signal using a variant of one
standard method that is either correlation, energy or
derivative based. Collectively, these (first-order) models
assume that image intensity is conserved over time, or
equally that the non-zero power of the image signal lies
on plane that is constrained to pass through the origin
of the Fourier domain (Heeger, 1987; Fleet, 1992).
There are, however, certain classes of signal referred
to as second-order (or non-Fourier) stimuli, that violate
these assumptions yet perception may still detect a
reliable motion signal (Chubb and Sperling, 1988;
Zanker, 1993). To account for perception of these
stimuli, several authors (Chubb and Sperling, 1988;
Wilson, Ferrera and Yo, 1992) have proposed models
of motion processing that rely upon two-channels. The
first channel detects motion according to one of the
standard methods. The second channel also detects
motion using a standard method, but this channel
differs from the first channel because a deliberate non-
linearity is introduced into the signal before it is pro-
cessed for motion detection. However, these extended
ideas as originally posed lacked the computational the-
ory enjoyed by first order models of motion detection.
Leading towards a computational theory for second-
order motion, Fleet and Langley (1994) introduced the
idea that many idealised second-order stimuli may be
characterised in terms of planes of (symmetrical) non-
zero power that do not pass through the origin of the
Fourier domain. They showed that power oriented in
this way can occur with multiplicative signal combina-
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Fig. 1. Additive and multiplicative plaids. (A) and (B) show two sinusoidal gratings of equal magnitude of spatial frequency but different
orientation. (C) An image produced from the multiplication of (A) and (B). Two (added) luminance gratings may be seen. (D) An image produced
by the sum of (A) and (B). A vertical carrier and a horizontal contrast envelope may be seen. (E) Fourier power spectrum of (C). The ellipses
shown in dotted lines represent the filter bandwidth. The filter is sensitive to just one component. (F) Fourier power spectrum of (D). Here, the
filter responds to both components.
tions such as those caused by multiplicative transpar-
ency or occlusion boundaries; signal combinations that
are often used to study perception for second-order
signals (Chubb and Sperling, 1988; Victor and Conte,
1992). The purpose of this paper, is to extend their
work towards computational algorithms of second-or-
der motion, with the long term view leading towards
the realisation of these models in a neural circuitry (see
Langley & CliVord, 1999). In this way, it is hoped that
the ongoing research presented here will illustrate the
three different levels at which an information process-
ing device must be understood (Marr, 1982).
A number of computer-based models have focused
upon the detection of motion transparency (Bergen,
Burt, Hingorani and Peleg, 1990; Shizawa and Mase,
1990, 1991; Langley, Fleet and Atherton, 1992). The
computational goal of these models is to detect two or
more local velocities from the image intensity measure-
ments. Models of motion transparency extend the idea
that a single-valued velocity may be represented by a
plane in frequency space by adding further degrees of
freedom (DoF) so that the underlying model can detect
two or more such planes. There are, however, two
concerns: (i) the models only detect a motion transpar-
ency when the two moving signals are added together.
They ignore the issue that many physical transparencies
arise from multiplicative sources (Beck, 1984; Fleet,
1992; Fleet and Langley, 1994); and (ii) conditions
where the image has too few DoF to constrain the
transparent models. Here, several models may explain
the image data and one is faced with the problem of
selection.
These issues are illustrated by one’s percept of mo-
tion for plaid patterns. A plaid is defined by the sum-
mation of two (moving) sinusoidal gratings that differ
in orientation. Moving plaids may appear coherent or
transparent (Adelson and Movshon, 1982). More inter-
estingly, plaids are perceived transparent in two differ-
ent ways. There is a linear transparency where the
individual sinusoidal components move independently
(Adelson and Movshon, 1982; Welch and Brown, 1990;
Stoner, Albright and Ramashandran, 1990; Farid and
Simoncelli, 1994, 1995) or a multiplicative transparency
where a contrast envelope moves independently to its
carrier grating (Derrington and Badcock, 1985; Chubb
and Sperling, 1988; Turano and Pantle, 1989; Fleet and
Langley, 1994). The perceptual differences can be seen
in Fig. 1. To appreciate why a difference occurs one can
consider the response of linear bandpass filters. As
indicated in Fig. 1, a single bandpass filter may be
sensitive to either one or two of the plaid’s sinusoidal
gratings. When a filter is sensitive to two gratings, the
filter’s phase and amplitude responses reflect the carrier
and envelope (Appendix A). This may explain the
multiplicative appearance. On the other hand, when the
two sinusoids differ markedly in spatial frequency a
filter may be sensitive to one grating only which may
the explain the additive appearance. These ideas form
the basis of the models considered in this paper.
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Fig. 2. Ambiguity of motion information expressed in the Fourier domain. The Fourier domain may be used to show models of: (A) multiplicative
transparency (6p, 6g); (B) additive transparency (61, 62); (C) a combination of additive:multiplicative transparency. The black circles represent the
Fourier spectra of two sinusoidal gratings. The lines that pass through the black circles represent the orientations of non-zero power that constrain
each transparent model. The dotted ellipses represent the bandwidth of a linear spatio-temporal filter. Notice for models (A) and (C), that the
signal power lies inside the passband of the linear filter.
To illustrate these points further, Fig. 2a depicts a
model of multiplicative motion transparency (Fleet and
Langley, 1994). The purpose of this model is to detect
the orientation of the centroid of power (the phase
velocity), and the local orientation of power (the ampli-
tude velocity). In Fig. 2a, these velocities are, respec-
tively, represented by 6p and 6g. Fig. 2b shows a model
of additive transparency (Shizawa and Mase, 1990;
1991). This model detects the orientation (i.e. the arctan-
gent of velocity) of two lines of non-zero power that pass
through the origin of the Fourier domain. The two
transparent velocities are denoted by 61 and 62. Fig. 2c
shows another model that is a combination of the
previous two ideas. From the figure one should notice
that each model can explain the two DoF from plaid
patterns. In 2-d motion, a coherent velocity may also be
determined. Hence, there are four different models that
may be used to explain plaid motion. A central issue then,
is to explain how perception favours one of the several
models mentioned for these stimuli.
The goals of this paper are 4-fold. First, the ideas
forwarded by Fleet and Langley (1994) are extended
towards the detection of motion transparency under both
additive and multiplicative signal combinations. Second,
one of these models is implemented as an artificial neural
network. The work presented here is preliminary but
essential so that a wider perspective of the ideas may be
taken. Third, the properties of the models are demon-
strated. Finally, the models are discussed in relation to
two established models of plaid motion: one proposed in
Wilson et al. (1992), Wilson and Kim (1994) and the
other in Simoncelli et al. (1991), Heeger and Simoncelli
(1992); Simoncelli (1993); Simoncelli and Heeger (1998).
2. Spatio-temporal bandpass filters
After processing by a quadrature bandpass filter, the
representation of a plaid image like the one shown in Fig.
1d is direct. This is because the plaid’s carrier and
envelope correspond to the filter’s amplitude and phase
response. This relationship between a filter’s phase and
amplitude response and first and second-order signals
was discussed in detail by Fleet and Langley (1994). Their
approach is outlined briefly here. The real and imaginary
parts of the bandpass filter’s response (R(x, t)r irˆ)
may be represented mathematically by the convolution
of an image signal (I(x, t)) with a complex quadrature
bandpass filter (C(x, t)):
R(x, t)I(x, t)C(x, t)r(x, t) exp(jf(x, t)) (1)
where r(x, t)
r2 rˆ2 is the amplitude, and
tan f(x, t) rˆ:r the phase. The phase and amplitude
velocities may be isolated by differentiating the logarithm
of the bandpass filter’s response and setting the real and
imaginary parts to zero as in:
d
dt
ln R(x, t)02
fx(x, t)upfy(x, t)6pft(x, t)0 (2)
rx(x, t)uery(x, t)6ert(x, t)0 (3)
Here [up, 6p ], [ue, 6e ] refer to phase and amplitude
velocities, respectively.
Eqs. (2) and (3) each have two DoF. In the event that
only one DoF is available from the image (one sinusoidal
grating), then a unique velocity may not be determined.
The image is supposed to suffer from the aperture
problem (Marr, 1982) and the model is degenerate.
A number of computational methods may be used to
detect image velocity under degenerate conditions so that
2
d
dt

(
(x
u
(
(y
6
(
(t
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a model of image velocity is well-posed. One is to
introduce a priori information to constrain the model’s
parameters. For example, it could be assumed that
image velocities are small (Simoncelli et al., 1991).
Mathematically, these assumptions may be represented
in a model by a Lagrange multiplier (or a Bayesian
prior). The Lagrange multiplier is used to weight the
model’s unknown parameters to a pre-assumed value.
To solve for the model’s unknowns a compromise is
taken (often posed as a least-squares minimisation)
between the a priori assumptions and the image mea-
surements. Another approach, is to select a subspace of
a model’s parameters (a sub-model). The idea here is to
match the model’s number of unknowns to the DoF of
the measurements (Barman et al., 1991). This paper
combines both ideas. For each model and sub-model
considered, the unknowns are determined subject to
prior constraints and then assigned a certainty value
(Appendix B). The model with the highest certainty is
used to reflect perception. The advantage here is that one
may determine the decision boundaries between models
and hence predict visual perception.
3. Transparent models
In this section, a number of models are considered.
The models are divided into two categories defined as:
(i) constrained; or (ii) unconstrained models of motion
transparency. Constrained transparent models are linear
in their combination of image measurements and the
model’s unknowns. Unconstrained transparent models
(as posed here) are nonlinear because they are quadratic
forms. The aim, is to show how two stable motion
signals may be detected from moving plaid images. This
is a problem because plaids have too few DoF to solve
uniquely for the unknowns in these transparent models.
3.1. Constrained transparent models
One extension of the model given by Eqn. (2) was
forwarded by Fleet and Langley (1994). They showed,
that the envelope velocity (ue, 6e) may be detected from
the model:
fxuefy6eftC0 (4)
where the unknown C is a constant. This model requires
three DoF to determine its unknowns. Hence, two
component plaids are degenerate according to this
model. To detect the phase, envelope and coherent
velocity from this model one can undertake a Singular
Value Decomposition (SVD) as outlined in Appendix B.
From the SVD the phase velocity (up, 6p) is defined by
(Barman et al., 1991):
up 
fxft
(fx2 fy2)
, 6p 
fyft
(fx2 fy2)
. (5)
the unknowns may be determined by combining the
respective elements from the singular vector associated
with the dominant singular value according to Eq. (5).
Similarly, a 1-d envelope’s velocity may be estimated
using Eq. (5) but taken from the corresponding elements
of the second dominant singular vector (Langley and
Fleet, 1995). Finally, a coherent motion for two compo-
nent plaids may be estimated using the elements from
Eq. (2) taken from the two dominant singular vectors of
the SVD. If the image is composed of two sinusoidal
gratings that are parallel in spatial orientation, but differ
in temporal frequency then the coherent model again
degenerates. However, the image still has two DoF. One
should note, however, that these two DoF may be better
explained by a phase and a 1-d envelope velocity (Fig.
2a).
Fleet and Langley (1994) showed that a bandpass
filter’s phase and amplitude responses may be regarded
as separate sources of motion information. Given their
independence, a model of transparency may be obtained
by stacking the derivatives of amplitude and phase
according to:<fx
0
·
fy
0
·
0
rx
·
0
ry
·
=
ˆ
ˆ
ˆ
˘
¨
up
6p
ue
6 e
ˆ
ˆ
ˆ
˙
É
 
<f t
r t
·
=
(6)
The four unknowns (ue, 6e, up, 6p) may be estimated by
the least-squared methods outlined in Appendix B.
Because phase information is consistent with the struc-
ture of a plaid carrier, while the amplitude is consistent
with the contrast envelope, this model may detect multi-
plicative (nonlinear) transparencies. This model is a
relative of the two-channel model proposed by Wilson
and Kim (1994) (see also Langley et al., 1996, 1998).
Assuming the independence of scale and orientation
by combining phase derivatives from filters with differ-
ent center frequency tunings, then a similar class of
model to the one shown in Eq. (6) can be constructed for
additive transparencies:<f1x
0
·
f1y
0
·
0
f2x
·
0
f2y
·
=
ˆ
ˆ
ˆ
˘
¨
u1
61
u2
62
ˆ
ˆ
ˆ
˙
É
 
<f1t
f2t
·
=
(7)
where the subscripts ix, iy have been used to denote a
difference in frequency tuning and (u1, 61, u2, 62) refer to
the unknowns.
To achieve stability for the models given by Eqs. (6)
and (7) two further constraints may be introduced based
upon the idea of orthogonal trajectories (Burton, 1965;
Hoffman, 1966). For Eq. (7) they are:
f1x61f1yu10, f2x62f2yu20. (8)
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These constraints assume that image velocity is zero
along the two filter’s contours of constant phase. In
Appendix B, it is shown how these additional con-
straints may be introduced into a model. With these
additional constraints, the four unknowns in the trans-
parent model may be solved uniquely because there are
now four DoF. This model may detect the individual
velocities of the two plaid components.
In the next section, the transparent models do not
assume an independence of filter phase:amplitude or
scale. Omitting this assumption increases the DoF re-
quired by a model of transparency by one.
3.2. Unconstrained transparent models
Shizawa and Mase (1990; 1991) posed derivative
constraints based upon cascades of the motion con-
straint equation: one for each of the transparent mo-
tions. They assumed that the image signal (I(x, t)
F(x, t)G(x, t)) was composed from the sum of two
translating signals. This gave the constraints: (
(x
u1
(
(y
61
(
(t
 (
(x
u2
(
(y
62
(
(t

I(x, t)0
(9)
Ixxu1u2Ixy(u162u261)Iyy6162Ixt(u1u2)
Iyt(6162)Itt0 (10)
where the two image velocities are represented by [u1,
61] and [u2, 62].
Using a phase-based approach, Langley et al. (1992)
forwarded a similar constraint from bandpass filters
that required only one order of differentiation. Rather
than cascade the derivatives of the motion constraint
equation, they assumed that only one velocity could be
detected within the passband of linear bandpass filters.
In a phase-based representation this lead to:
(fxu1fy61ft)(fxu2fy62ft)0 (11)
fx
2 u1u2fxfy(u162u261)f2y6162fxft(u1u2)
fyft(6162)f t20 (12)
as a variation on the theme of transparent model
proposed by Shizawa and Mase.
3.3. Models of multiplicati6e transparency
The model considered here combines both ap-
proaches just mentioned. It is based on an implicit
logarithmic nonlinearity followed by a multiple motion
model. Let the input be a product of two (positive-val-
ued) moving signals, as in I(x, t)G(x, t)F(x, t). The
velocities of G and F are given by the vectors [u1, 61]%
and [u2, 62]%. The main mathematical constraints arise
from the spatiotemporal gradients of the logarithm of
the input (Langley and Fleet, 1994, 1996; Langley,
1997): (
(x
u1
(
(y
61
(
(t
 (
(x
u2
(
(y
62
(
(t

log I(x, t)0
(13)
which leads to the following differential constraint:
u1u2
IIxxIx2
I2
 (61u262u1)
IIxyIxIy
I2
6162
IIyyIy2
I2
 (u1u2)
IIxtIxIt
I2
(6162)
IIytIyIt
I2

IIttI t2
I2
0
(14)
Let L denote the vector of measurements and
[x %, 1]% [u1u2, (61u262u1), 6162, (u1u2), (6162), 1]%
the vector of unknowns. The notation Lxx
IIxxIx2
I2
etc. will be used for brevity.
The unconstrained transparent models require five
DoF to solve for the unknowns; two to take into
account the aperture problem for each transparent sur-
face, and a final component obtained from the mixed
term (61u262u1). The mixed term is used to determine
the correct combination of velocities. The two transpar-
ent velocities represented by the vector x are calculated
from:
u1,2
x49
x424x1
2
, 61,2
x59
x524x3
2
.
(15)
where it can be noted that there is only one combina-
tion of the velocity vectors ui, 6i that is equal to the
unknown x2 (61u262u1) (Shizawa and Mase, 1990;
1991).
Introducing a stage of frequency selective bandpass
filtering before the logarithmic transformation enables
the model to detect both additive and multiplicative
motion transparencies. Another way to detect additive
transparency is to change the subtraction for a summa-
tion in the model given by Eq. (14). This gives:
u1u2
IIxxIx2
I2
 (61u262u1)
IIxyIxIy
I2
6162
IIyyIy2
I2
 (u1u2)
IIxtIxIt
I2
(6162)
IIytIyIt
I2

IIttI t2
I2
0
(16)
which is a linear combination of the models proposed
by Shizawa and Mase (1990; 1991) and Langley et al.
(1992) (cf. Eqs. (10) and (12)).
The multiplicative transparent model highlights a
general concern with respect to the choice of the band-
pass filter. When processing a multiplicative transpar-
ency, a narrowband filter may introduce distorsion.
This is because multiplicative transparencies are often
broadband stimuli (Fleet and Langley, 1994). If the
filter is broadband, then these distortions may be re-
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duced, but one could not expect to detect additive
transparencies from a single model of multiplicative
transparency. For this case, a compromise must be
sought but is an issue beyond the scope of this paper.
Note, however, one could detect additive and multi-
plicative transparencies using two models from the
constraints given by Eqs. (10) and (14).
Detecting transparency for plaids is interesting using
an unconstrained transparent model because there are
only two DoF but the model has five unknowns. The
unknowns are combined in a nonlinear manner because
the models are quadratic forms. A consequence of the
nonlinear combination is that solutions for image veloc-
ity may not reflect the true motion of the image signals;
especially when Lagrange multipliers are used as linear
weights to solve for the model’s unknowns. The un-
knowns could be solved using nonlinear optimisation
and exploiting inequality constraints to obtain feasible
solutions (Press, Teukolsky, Vetterling and Flannery,
1992). Two examples of the inequality constraints that
might be used are:
(u1u2)2 (6162)2\0,
(u162u261)2 (u1u26162)2\0. (17)
However, it is unclear at present whether this ap-
proach can yield feasible solutions that correlate with
visual perception. As an alternative, the idea of orthog-
onal trajectories may be used. Using Eq. (14) as an
example, this leads to an additional set of constraints
and the linear system of equations:
ˆ
ˆ
ˆ
˘
¨
(
(x
u1
(
(y
61
(
(t

(
(y
u1
(
(x
61
ˆ
ˆ
ˆ
˙
É
< (
(x
u2
(
(y
62
(
(t
,

(
(y
u2
(
(x
62
=
log I(x, t)0
From the outer-product vector multiplication one
obtains four equations which may be compressed into
three by summing the two off-diagonal terms. This
gives:
Lxxu1u2Lxy(u162u261)Lyy6162Lxt(u1u2)
Lyt(6162)Ltt0 (18)
2Lxy(u1u26162) (LyyLxx)(u162u261)
Lyt(u1u2)Lxt(6162)0 (19)
Lyyu1u2Lxy(u162u261)Lxx61620 (20)
For plaids, each of the above equations has two
DoF. Their collection leads to an over determined
system (although one is always redundant) and the
detection of motion transparency. The model detects
transparency in the normal direction for each 1-d image
structure. To calculate the model’s parameters and
confidence measure, each of the above constraints was
assigned a Lagrange multiplier (l) and then collected
into a single least-squares system according to:
F(x)L %[x %, 1]%2lB %x2lC %x2 (21)
and minimised by setting dF(x):dx0. The unknowns
for the model may be determined using the methods
outlined in Appendix B, directly from the image mea-
surements or using linear optimisation as shown in
Appendix D. The vectors B, C refer to image measur-
erments obtained from Eqs. (19) and (20), respectively.
A coherent motion may be obtained from a transpar-
ent model if it can be assumed that u1u2 and 6162
and adding further constraints. Other models, however,
may be formed from second-order derivatives. For
example, the constraint: (
(x
i
(
(y
j
(
(t
k
 (
(x
u
(
(y
6
(
(t

log I(x, t)0
(22)
gives:
ˆ
˘
¨
Lxx
Lxy
Lxt
Lxy
Lyy
Lyt
ˆ
˙
É
u
6
n
ˆ
˘
¨
ux
uy
ut
6x
6y
6 t
ˆ
˙
É
Lx
Ly
n
ˆ
˘
¨
Lxt
Lyt
Ltt
ˆ
˙
É
0
(23)
and may lead to the detection of the image velocity
gradients (ui, 6i) (Hibbard, 1997).
Eqs. (10), (14), (23) and (54) show that the first and
second-order image derivatives may be combined in
different ways to detect motion coherence, additive and
multiplicative transparency and the affine transforma-
tions. Hence, a wider issue faced by the visual system
could be to decide which combination of image mea-
surements and unknown parameters most reflect the
spatial and temporal changes of image intensity over
time: the problem of model selection.
3.3.1. The wa6e-equation
There is one interesting consequence of multiplica-
tively transparent models. Let us assume that the image
may be expressed by two identical 1-d structures mov-
ing to the left and right as in:
I(x, t)F(x6t)F(x6t) (24)
this function is a solution of the classic wave equation:
(2I
(x2

1
62
(I
(t2
(25)
Drawing upon an analogy to a vibrating string (Boas,
1983), exact solutions may be found by the substitution
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Fig. 3. Feedforward regression networks. (A) A single-layered neural network that detects a coherent motion according to Eq. (54). (B) A
two-layered motion transparency network equivalent to Eq. (21). The weight l was fixed. Each network takes its input from a common set of
image derivatives. The desired output of each network (D) is zero.
I(x, t)G(x)T(t) giving:
I(x, t)cos kx cos 6t, I(x, t)sin kx sin 6t. (26)
where k is a constant that satisfies:
1
G
d2G
dx2
 k2.
Eqs. (26) are clearly space-time separable. An example
of a function given by Eq. (24) is a counter-phase flicker
grating whose Fourier spectra is shown in Fig. 2c.
Eq. (24) is balanced according to Qian, Anderson and
Adelson (1994). They reasoned that a percept of transpar-
ency required unbalanced motion signals (i.e. two differ-
ent signals moving in opposite directions). An alternative
explanation could suppose that balanced signals are
space-time separable (or approximately so). Rather than
interpreting balanced signals as a motion transparency,
one could reason that the visual system prefers to interpret
these stimuli as one static and one flickering pattern; a
model that equally explains the image information and
one that arises naturally from multiplicative transparen-
cies.
3.3.2. Coherent sub-models
The assumptions of space-time separability lead to two
linear sub-models that may be obtained from the uncon-
strained transparent model. Assuming that I(x, t)
G(x7 t)T(t), then velocity 7 may be detected by the
sub-model:Lxx
Lxy
Lxy
Lyy
n61
62
n

Lxt
Lyt
n
0 (27)
Moreover, if the image is given by I(x, t)
G(x)T(x7 t) then the sub-model:
Lxt61Lyt62Ltt0 (28)
would be appropriate. From this, it can be seen that the
unknowns taken from an unconstrained transparent
model may be linearised for a restricted range of motion
signals, as in constrained transparent models defined
earlier.
4. Artificial neural networks for transparency
The unconstrained transparent model required a solu-
tion to two quadratic equations to determine the two
unknown velocities. This is a concern for neural represen-
tations. Conveniently, however, Eqs. (18) to (20) may be
expressed in quadratic form:
[w1 w2 1]ˆ
˘
¨
Lxx
Lxy
Lxt
Lxy
Lyy
Lyt
Lxt
Lyt
Ltt
ˆ
˙
É
ˆ
˘
¨
W1
W2
1
ˆ
˙
É
z,
[w1 w2]
 Lyy
Lxy
Lxy
Lxx
nW1
W2
n
z1,
[w1 w2 1]
ˆ
˘
¨
2Lxy
LyyLxx
Lyt
LyyLxx
2Lxy
Lxt
Lyt
Lxt
0
ˆ
˙
É
ˆ
˘
¨
W1
W2
1
ˆ
˙
É
z2.
(29)
where the connection weights (wi, Wi) may be used to
reference one velocity per layer (e.g. w1ul, w261), and
z, z1, and z2 refer to residual errors. A regression network
that depicts these computations is shown in Fig. 3b. In
these feedforward networks, the summing units are linear
unless specified. The desired responses are set to zero.
These networks may be trained using a linear variant of
the backpropagation algorithm (Rummelhart and Mc-
Clelland, 1986; Langley and Burgess, 1998). For example,
the output z2 is given by:
z2
 %2
i1
Hi WiH3
2
, H1Lxxw1Lxyw2Lxt.
(30)
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where Hi refers to the output of the ith hidden unit.
The network shown in Fig. 3b may be trained by
minimising:
E(t)z2lz12lz22l1W2l1w2 (31)
and changing the connection weights according to:
DWi h
(E(t)
(Wi
, Dwj h1 %
i
(E(t)
(Hi
(Hi
(wj
. (32)
where l, l1 refer to Lagrange multipliers, and h, h1
refer to the gain coefficients. Eqs. (32) are summed
across all the relevant input and output units according
to Eq. (31). As an example:
(E(t)
(W1
 h(H1zl(I1z1J1z2)l1W1) (33)
where I1, J1 refer to the hidden units taken from the
first layer of the network lines that correspond to the
additional constraints introduced into the model.
Each of the transparent models considered in this
paper, when represented by an artificial neural network
may be extended to include spatial smoothing con-
straints by adding further layers (Horn and Schunck,
1981; Poggio and Girosi, 1990). Spatial integration is
required to account for the influence of the image
borders to perception (Wallach, 1935). However, a
detailed analysis of such a network and indeed neural
correlates of motion networks like the ones just consid-
ered (Wang, Mathur and Koch, 1990) is, however, a
subject of further research.
The convergence of the connection weights for sta-
tionary signals are equivalent to the computational
methods outlined in Appendix B. These computational
methods do, however, provide a convenient tool from
which motion algorithms can be developed and tested.
Because of this, the implementations discussed in the
next section have used the methods given in Appendix
B rather than the feedforward regression networks out-
lined here.
5. Computational demonstrations
In this section, two of the proposed models of trans-
parency are used to detect the velocity of moving plaid
patterns. The purpose of these experiments is to illus-
trate the properties of these models and how they may
relate to perception and theories of perceptual
processes.
5.1. 1-d Motion transparencies
Here, both additive and multiplicative models of
plaid transparency are considered for 1-d signals. The
purpose of these experiments is to show that several
models may explain the image data, but that some
models are more plausible than others.
Following Langley et al. (1992), Langley and Burgess
(1998) and extending Eq. (4), consider a phase-based
model of motion transparency that assumes that image
velocity may be described by two lines of non-zero
power not constrained to pass through the origin of the
Fourier domain. The model is obtained from Eq. (4) by
cascading the product of two such constraints as in:
(fx61ftc1)(fx62ftc2)0 (34)
fx
26162fxft(6162)f t2fx(61c262c1)
ft(c1c2)c1c20 (35)
where the 6i ’s refers to the transparent velocities and
the ci ’s are intercepts. The elements from this extended
model may be decomposed into two sub-models as:
fx
2u1u2fxft(u1u2)f t20 (36)
fxueftC0 (37)
Eq. (36) is a model of additive transparency while Eq.
(37) is a model of multiplicative transparency. From
Fig. 2 it can be deduced that each of these sub-models
could explain plaid transparency for 1-d signals. Also,
both sub-models degenerate to a phase velocity defined
by:
up 
ft
fx
(38)
Each of the model’s unknowns were determined sep-
arately. To decide between a transparent or phase
velocity, the geometric mean of the singular values of
the model’s regressors was determined. The model with
the largest geometric mean was used (as a certainty
measure) to reflect perception.
The image was pre-processed by 12 Gabor functions
and their first-order derivatives sampled at 15° intervals
over space and time. The bandwidth of the Gabor
functions was 1.2 octaves. The magnitude of the fre-
quency tuning of Gabor functions was equal to the
carrier frequency of the plaid. During these simulations,
the filter amplitude responses were used as weights to
determine each model’s unknowns. Velocity vectors
were sampled at 3 pixel intervals over space and time.
Lagrange multipliers were omitted during these
experiments.
5.2. Results
Fig. 5a shows the velocities detected from the multi-
plicative transparent model. The figure shows that the
contrast envelope’s velocity was only detected near the
troughs. The velocities that were detected from the
model of additive transparency are shown in Fig. 5b.
However, the geometric mean for this model was much
lower than the phase velocity and so only a phase
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Fig. 4. Example images. (A) The addition of two gratings with equal contrast. (B) The same image used in (A) but drawn from two gratings with
unequal contrast: I(x, t)cos 2p:8(1.1x0.1t)0.25 cos 2p:8(0.9x0.1t). In (B), one can see that the spatial orientation of the contrast
envelope is the same as (A) but the orientation of the carrier has been altered towards the orientation of the grating with the highest contrast.
velocity was selected. To explain this, Fig. 5B shows
that the two additive velocities were similar (because
the two plaid components are similar in orientation).
Therefore, the transparent model’s regression matrix
would have been ill-conditioned (nearly singular) and
its geometric mean small. Hence, the phase velocity was
the preferred model in this case.
The experiments were repeated using the image
shown in Fig. 4b. For both models, the velocity esti-
mates were similar to Fig. 5c. Here, neither of the
geometric means for the transparent models were
greater than the ones determined for the phase velocity
and so only a phase velocity was detected by each
model.
5.3. Conclusion
The models considered here demonstrate the ambigu-
ity of motion information. The multiplicative model
also shows that a single-channel model may be used to
detect the motion of (some) second-order signals (Fleet
and Langley, 1994). Interestingly, Fig. 5a shows that
there was a spatial variation in the velocities that were
detected by the multiplicative model. This spatial varia-
tion may be explained from the amplitude responses
obtained by filtering the image shown in Fig. 4a with
Gabor functions. In the region of the envelope’s
troughs, Gabor filter amplitude responses are bi-modal
as a function of the filter’s spatial orientation (Ap-
pendix A). However, the same filter’s amplitude re-
sponses are uni-modal at the locations of the envelope’s
peaks. Bi-modality provides evidence for several local
orientations or velocities (Langley and Atherton, 1991;
Jasinschi, Rosenfield and Sumi, 1992). It suggests that
the filtered image signal has the two DoF required to
determine the unknowns for a transparent model. That
an envelope’s motion may only be perceived in the grey
regions of its troughs was reported by Johnston and
Clifford (1995). They also found that the perceived
speed of a contrast envelope was less than a luminance
grating of a similar spatial frequency and speed. Al-
though not addressed here, an account for this observa-
tion is given in the next section.
6. Coherent motion
Models of coherent motion given by Eq. (2), or as
posed as a degeneracy for a transparent motion model
(Appendix B) share a common framework but differ by
virtue of the initial filtering stages (Fleet and Jepson,
1990; Simoncelli et al., 1991; Fleet, 1992; Heeger and
Simoncelli, 1992). To outline the response of a coherent
model Eq. (4) was used. As mentioned, this model may
detect both the coherent, phase (vector sum) and envel-
ope velocities directly from the dominant singular vec-
tors of an SVD. An iterative procedure was introduced
into this model based upon a gradient descent (Eqs. (55)
and (56)). To ensure stability during a gradient descent
procedure, contrast normalisation is required (Heeger,
1992; Langley & CliVord, 1999) so that the model’s
singular values are less than unity and that convergence
may be assured. Lagrange multipliers were also intro-
duced into the model of coherent motion (Appendix B).
The purpose of these experiments is to show how
iterative and Lagrangian estimation techniques may be
used to explain certain facets of visual perception.
6.1. Results
Fig. 6a shows the direction of motion detected by the
model (for a plaid pattern) as a function of the number
of iterations used by the gradient descent alg-
orithm. The plaid’s parameters were taken from
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Fig. 5. Detected 1-d velocities. (A) Image velocity detected from Fig. 4a from a multiplicative transparent model. The figure shows the dominant
velocity (either phase or envelope) that was detected by the model. (B) The two image velocities detected from the additive transparent model.
(C) Phase velocities obtained from both additive and multiplicative models.
Burke and Wenderoth, (1993a,b). The angular separa-
tion of the two plaid components was 10°, their speed
was 3.32 and 3.06 pixels per frame and the direction of
the coherent velocity was 90°. For these images, the
plaid’s velocity did not bisect the direction of motion of
its two components and was therefore type II3. An
example of type II motion is shown in Fig. 11. For this
image sequence, Burke and Wenderoth reported that
perception was biased by 17° from the coherent velocity
to the phase velocity. The magnitude of the Lagrange
multiplier required to replicate this bias was approxi-
mately 10% of the sum of Gabor filter amplitude re-
sponses that were used as weights when solving for the
model’s unknowns. Under the same conditions, the
model of Wilson and Kim (1994) gave a direction bias
of 25°. Fig. 6a shows that this bias was close to the
direction of the phase velocity (vector sum). Fig. 6a
shows how, as the number of iterations increased, that
the direction of plaid motion changed from the phase
towards the coherent velocity. Fig. 6a also shows, that
the Lagrange multiplier introduced a bias into the
detected velocity of the plaid.
To illustrate the coherent model further, a number of
velocity estimates were determined for the plaid shown
in Fig. 4a (used as a moving spatial image rather than
a 1-d space-time image). The plaid’s coherent velocity
was always in the vertical direction, so that the carrier’s
velocity was zero. Fig. 6b shows that the velocity error
for image sequences like these increased as the compo-
nent orientation differences decreased.
6.2. Conclusion
The coherent model discussed here, is broadly equiv-
alent to the one forwarded by Simoncelli et al. (1991)
but has introduced an iterative procedure to solve for
the coherent velocity. Yo and Wilson (1992) showed
that over small time durations, perceived velocity for
a type II plaid starts in the direction of the phase
velocity and then smoothly changes towards the coher-
ent velocity. Iterative methods based upon a gradient
descent share these features (Jennings, 1985) because
they exhibit the property that first takes into account
the variance of a model’s largest singular value (the
phase velocity) and then the smaller singular values
which leads to the coherent velocity. For type I plaids,
the two singular values taken from a coherent model
are either similar in magnitude and:or the coherent and
phase velocities are nearly parallel. Under these circum-
stances, a coherent model does not exhibit a significant
bias in direction. This is because the Lagrange multi-
plier has the greatest effect when the velocity of an
image signal lies in a direction where the spatial power
is low.
If the visual system has adapted to optimise its
performance, perhaps because of communication band-
width limitations (Laughlin, 1994; Clifford and Langley
1996a,b) or a priori knowledge of the statistics of
internal noise (Barlow, 1962) then optimization leads to
biased estimates. The Bayesian framework (or equiva-
lently the Lagrangian approach used here) proposed by
Simoncelli et al. (Simoncelli et al., 1991; Simoncelli,
1993) provides a mathematical tool that allows one to
optimise the detection of velocity given that the a priori
distribution of image velocities is known. Simoncelli et
al. also assumed that the measurement noise was addi-
3 See Wilson et al. (1992) for definitions of type I and type II
motion.
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Fig. 6. Plaid velocities detected from the coherent model. (A) When solving for the unknowns of a coherent model by iteration, the direction of
motion was first biased towards the phase velocity (top horizontal line) and then slowly converged towards the coherent motion (bottom
horizontal line). (B) Plaid velocities are shown as a function of component orientation difference. The image sequence was given by I(x,
t)ccos(kx)cos(dk(xy)wt). The magnitude of each component’s spatial and temporal frequency was fixed. In the figure, both envelope
and phase velocities refer to their respective normal directions of motion.
tive and manifested in the temporal derivatives. Some
evidence for this is forwarded in Appendix C. There, it
is explained how the direction of motion orthogonal to
the phase velocity is the one most sensitive to noise,
and hence the Bayesian prior (or Lagrange multiplier).
These ideas lead to two predictions: (i) significant
biases in perceived direction for type II plaids; and (ii)
significant biases in the perceived magnitude of velocity
when a plaid’s motion is encoded primarily by the
frequency difference signal or the envelope (Fig. 6b,
Fig. 10). Evidence supporting these predictions was
reported by Burke and Wenderoth (1993a,b). It is
consistent with Thompson (1982) who found that the
perceived speed of a sinusoidal grating was related to
contrast. Moreover, in 1-d motion Johnston and Clif-
ford (1995) found that contrast envelopes were per-
ceived to move slower than luminance gratings of
similar spatial frequency and speed. This may be ex-
plained by a biased model of motion transparency: one
that introduces Lagrange multipliers. This is because an
envelope velocity has low power. Finally, the spatial
orientation of the contrast envelope determined by the
model was veridical. This was expected because the
Lagrange multipliers that were introduced are unbiased
in spatial orientation. Notably, McOwan and Johnston
(1996a,b) found that the perceived spatial orientation of
an envelope was on the whole veridical.
7. Transparent plaids
Moving plaid images are perceived as coherent when
the combined image velocity vector is small, and when
the two 1-d sinusoids (either multiplied or added) are
similar in contrast, temporal and spatial frequency but
orthogonal in spatial orientation (Welch and Brown,
1990; Kim and Wilson, 1993; Farid and Simoncelli,
1994; Wilson and Kim, 1994; Farid and Simoncelli,
1995). If these conditions are not met, then plaids may
be perceived as transparent.
The final experiments were intended to explain why
plaid patterns may be perceived as coherent and:or
transparent. To simulate perception, certainty measures
for the models of phase, coherent and transparent
velocity were determined under different conditions;
specifically, relative component speed, orientation and
contrast.
Motion coherence and transparency was detected
using the unconstrained transparent model given by Eq.
(14). For these experiments, the pre-processing filters
were DoG smoothing kernels and their first and second
order derivatives. A total of two different DoG filters
were used with peak tuning frequencies that were two
octaves apart so the model could detect motion trans-
parency for both first and second-order signals. Image
measurements were taken over a small spatial area to
ensure some numerical stability when solving for the
model’s unknowns. The magnitude of the Lagrange
multiplier used to stabilize the transparent model was
unity. Lagrange multipliers were omitted for the phase
(1-d) and coherent models.
7.1. Results
Figs. 7 and 8 show theoretical curves that depict
certainties for motion coherence, transparency and a
unitary (phase) 1-d velocity under conditions of addi-
tive and multiplicative transparency The curves show
that the interpretation of transparency was preferred
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Fig. 7. Motion certainties for coherence, additive transparency and phase (1-d) velocity. We varied: (A) Image speed. The two sinusoidal gratings
were equal in contrast and orthogonal in spatial orientation. (B) Relative grating contrast. The coherent velocity was fixed at 0.707 pixels per
frame. The two gratings were orthogonal in spatial orientation. (C) Relative orientation. The magnitude of spatial frequency and temporal
frequency was fixed. The grating’s speed was also fixed at 0.3 pixels per frame. For these experiments each grating’s spatial frequency differed by
2 octaves.
for high component speeds. For changes in relative
contrast (Fig. 7b) or modulation depth (Fig. 8b) the
certainty value for transparency increased relative to
the certainty measure for coherence. Hence, a transpar-
ent interpretation was more likely as relative contrast
decreased (Welch and Brown, 1990). For some of the
conditions shown in Fig. 7b, a perceptual bi-stability
might be expected because the certainty values for
coherence and transparency were similar in magnitude.
Finally, manipulations of orientation showed that
transparency was most likely for small component ori-
entation differences and opposing temporal frequencies.
From these figures, the model makes the strong predic-
tion that the percept of transparency was most likely
when two (parallel) 1-d signals with different contrast
and spatial frequency moved across the image with a
large relative velocity.
For multiplicative transparencies, Fig. 8 shows that
the phase velocity was assigned the highest certainty
under almost all conditions. For multiplicative signal
combinations, it should be noted that the phase velocity
is one of the detected transparent velocities. But, a 1-d
phase velocity was introduced into these simulations
because the models proposed here are local. Rather
than default to the phase velocity (e.g. when one com-
ponent’s contrast was zero) it is most likely that the
visual system combines spatial information across dif-
ferent regions to yield a coherent motion vector
(Watanabe and Cole, 1995). Under these circumstances,
the visual system need not consider problem of ‘model
selection’ between the phase and the coherent velocity.
The phase velocity was introduced into these simula-
tions to emphasise that a motion vector may still be
detected from a translating 1-d signal. As has been
mentioned, the spatial integration of motion signals is a
topic of further research.
7.2. Conclusion
These simulations correlate with the factors known
to affect the coherent:transparent percept of plaid pat-
terns. In particular, plaid transparency is predicted
when the component orientation differences are small,
but differ markedly in contrast and speed (Welch and
Brown, 1990; Farid and Simoncelli, 1994; Wilson and
Kim, 1994, Farid and Simoncelli, 1995). This result is
plausible. Consider (as an example) two gratings that
are equal in spatial orientation, differ in spatial fre-
quency and move at different velocities. The regression
matrix for a coherent model would be degenerate and
thus deliver a low certainty measure. However, the
image has two DoF. These DoF could be explained by
a 1-d transparent model because the unknowns are well
conditioned through the introduction of additional con-
straints. Interestingly, as shown in Appendix B, these
certainty measurements reflect stability. This leads to
the view that the visual system will select a simple but
stable interpretation of the image information.
Another way to prefer one model from a selection of
models (by introducing more Bayesian priors) is to
choose the one with the smallest residual error
(MacKay, 1995). A comparison of Eqs. (60) and (63)
shows that a model’s certainty measurement as used
here and its residual error are related. Naturally, given
the problem of model selection there will be certain sets
of circumstances where two or more model certainty
values are equal and there will be uncertainty with
respect to the choice of model. For plaid stimuli, per-
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Fig. 8. Motion certainties for coherence, multiplicative transparency and phase (1-d) velocity. The image was defined by I(x, t)csin(x2,
t)(1m cos(x2, t)), where m refers to the envelope’s modulation depth and c is a constant. We varied: (A) Image speed. Modulation depth was
unity and the envelope and carrier orthogonal in spatial orientation. (B) Modulation depth for fixed speed. The orientation difference between the
carrier and envelope was fixed at 90°. (C) Relative orientation. The magnitude of spatial frequency and temporal frequency was fixed. Modulation
depth was unity. Each l-d structure moved at at 1.0 pixel per frame. The envelope spatial frequency was fixed at 1:8 of the spatial frequency of
the carrier.
ception is often bi-stable which could reflect this feature
(Victor and Conte, 1992; von Grunau and Dube, 1993).
Fig. 9b shows a schematic diagram of Wilson and
Kim’s (1994) two-stage model of plaid transparency.
Their model has two channels. One channel detects the
motion of a plaid’s carrier and the other channel the
contrast envelope. The two pathways may be combined
to give a coherent motion signal by a vector summa-
tion. Wilson and Kim’s model will only detect transpar-
ency between an envelope and carrier if the differences
in orientation of the two signals is greater than 90°.
With respect to plaids patterns whose two components
move with equal speed the transparent model proposed
here broadly agrees with the model of Wilson and Kim
(1994). But for coherent motion, the model explains
why the two plaid components must be similar in
contrast and moving at slow speeds (Farid and Simon-
celli, 1994). The model proposed here, also predicts that
transparency is most likely when the two 1-d compo-
nents are spatially parallel and when the relative veloc-
ity of the two components is large; even if both signals
are moving in the same direction. For small relative
velocities, however, one would predict motion capture
(Gurney and Wright, 1996).
The logarithmic transformation did introduce addi-
tional distortion products into the processed signal:
especially when the plaids were composed from two
gratings with equal magnitude of spatial frequency and
contrast (Kim and Wilson, 1993, 1996). Taub, Victor
and Conte (1997) have noted that distortion products
introduced by filtering nonlinearities lie on the velocity
plane that corresponds to the coherent motion signal.
As would be expected, these distortion products in-
creased the certainty value for coherence when the
plaid’s two gratings were equal in contrast and fre-
quency. Hence, the model suggests that transparency is
a likely percept when a plaid’s two components, or the
carrier and contrast envelope are markedly different in
spatial frequency.
The model as posed does not provide an account for
the direction repulsion found for two square-wave grat-
ings (Dube, Von Granau, Gurnsey and Kwas, 1994) or
contrast envelopes (Kim and Wilson, 1996)4. However,
direction repulsion is a feasible solution from the model
given by Eq. (18). To see this, one is required to replace
Eqs. (19) and (20) with:
Lxy
2
(u162u261)Lxx61620 (39)
Lxx(u162u261)2Lxy6162Lxt(6162)0 (40)
Solving for the two unknown velocities yields two
motions in opposite directions when the orientation of
component gratings bisect the vertical axes. These con-
straints are, however, sensitive to the absolute orienta-
tions of the component gratings.
While Dube et al. (1994) report that direction repul-
sion depends upon the relative velocity and contrast of
square-wave gratings, our preliminary experiments sug-
gest that the percept of direction repulsion also depends
upon absolute orientation and absolute contrast. We
have found that plaids are most likely to be seen
transparent and repel when the coherent velocity is
4 To detect a direction repulsion for the stimuli used by Kim and
Wilson (1996) would probably require a three-fold transparent model.
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Fig. 9. Models of coherent plaid motion. (A) Simoncelli et al. (1991) Gradient motion model. (B) Wilson and Kim (1994) Two-channel motion
model.
vertical, composed of square-wave gratings of low con-
trast that bisect the vertical axis, and are temporally
interleaved. Direction repulsion may also be induced
into one or two gratings that differ in spatial frequency
by motion adaptation (Langley, Anderson and Ab-
bonizio, 1998). This suggests that motion adaptation
may explain the perceived direction repulsion for plaid
patterns (Schrater and Simoncelli, 1998). However,
given that transparency for plaids occurs at high speeds
(Farid and Simoncelli, 1995) it is plausible that other
factors play a role. There are two candidate explana-
tions.
 Spatial aliasing or an irregularity of spatial sam-
pling in the cone mosaic (Coletta, Segu and Tiana,
1993). Coletta et al., reported that high spatial fre-
quency gratings oriented at 945° that extend into
the peripheral retina appear to move either in a
vertical or horizontal direction. Thus, square-wave
gratings oriented at 945° may repel because of
additional DoF introduced into the processing of
the image signal through inhomogeneous spatial
sampling, aliasing or bandpass filtering.
 Inhibition by the coherent motion signal as a result
of motion adaptation or eye pursuit afternystagmus
(Chaudhuri, 1991). Here, inhibition by a coherent
motion signal may explain direction repulsion for
transparent plaids: again because of additional in-
formation introduced into a transparent model.
This idea may be introduced into a model as an a
priori constraint because it supposes that motion
transparency and coherent velocities are unlikely to
be co-aligned. This may explain direction repulsion
for noise patterns when perceived as a motion
transparency as was reported by Hiris and Blake
(1996).
Further empirical research is required to clarify
these predictions.
8. Models of coherent motion
As mentioned, there are two established models of
(coherent) plaid motion. The model of Wilson and Kim
(1994) and Simoncelli et al. (Simoncelli et al., 1991;
Heeger and Simoncelli, 1992; Simoncelli, 1993). The
models are summarised in Fig. 9. Two empirical studies
allow one to decide which model reflects motion pro-
cessing. First, Welch (1989) showed that the speed
discrimination of plaid patterns can be predicted from
individual sinusoidal components. Interestingly, the di-
rection of coherent motion used for Welch’s experi-
ments were precisely the direction one would expect to
be encoded by the second-order channel in Wilson et
al.’s model (Fig. 10). Therefore, one might not expect
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Fig. 10. Reconstruction of Welch’s moving plaids. (A) Spatial image used by Welch. (B) Intersection of constraints (IOC) reconstruction of the
coherent motion Vt from components Vs1 and Vs2.
such a close tie between component and plaid pattern
speed thresholds if there was an intermediate non-lin-
earity that preceded the non-linear channel (Hibbard
and Langley, 1998). Further evidence can be drawn
from Burke and Wenderoth (1993a,b). An example of
an image that they used is also shown in Fig. 10a. The
biases in perceived direction that they found are shown
in Fig. 11. Note first, however, that an IOC construc-
tion can be applied to the individual components or the
plaid carrier and envelope. When the carrier and envel-
ope are orthogonal; the IOC construction and a vector
sum of carrier and envelope velocities predict the same
velocity. For similar image sequences, Burke and Wen-
deroth (1993a,b) reported biases in perceived direction
that approached 17°. Therefore, the model of Wilson et
al. (1992) cannot account for the perceived direction
biases solely from a vector summation of linear and
non-linear channels for these signal combinations.
The model of Heeger and Simoncelli (1992) is gradi-
ent-based but incorporates an a priori model of the
distribution of velocities posed in a Bayesian frame-
work. The model provides an account for biases in
plaid patterns when two components differ markedly in
contrast (Stone, Watson and Mulligan, 1990; Simon-
celli, 1993), and under type II motion conditions (Si-
moncelli, 1993; Langley and Fleet, 1995). This model
does not require an explicit second-order channel. But
the model cannot account for the time course of per-
ceived direction for type II plaids (Yo and Wilson,
1992). It has been reasoned, that the time course of
perceived direction for plaids can be explained by a
gradient descent algorithm. Hence, many aspects of
motion perception for coherent plaids may be explained
by gradient-based models of velocity detection; a fea-
ture embodied by the artificial network representations
considered earlier in this paper.
8.1. Future directions
There are, however, some aspects of motion percep-
tion that will require a modification of gradient based
models. For example, over a relatively short time inter-
val, Clifford and Langley (1996b) have shown that the
magnitude of perceived velocity for sinusoidal gratings
declines by about 10%. They showed that these data
could be modelled by a Reichardt motion detector
whose temporal weights were modified over time. The
models presented in this paper did not adapt in this
way. Interestingly, the purely temporal terms (e.g. ft
from Eq. (2)) do not contribute significantly in higher
order models of motion processing. Instead they could
contribute in an adaptive strategy with some advan-
tages. Temporal adaptation, if represented as a rotation
or shearing of the spacetime coordinate frame so that
average image velocity is effectively reduced, would be
expected to increase the relative magnitude of the spa-
tial compared to temporal measurements. This strategy
could have two benefits: (i) reducing errors introduced
by temporal differentiation (Fleet and Langley, 1995);
and (ii) reducing the generalised variance when solving
for the unknown image velocities and thus enhancing
velocity discrimination.
An adjustment of a filter’s weights over space time
and:or prior expectations, may also help to explain
why the percept of transparency for plaid patterns
(following motion adaptation) is enhanced (Alais, Van-
dersmagt, Verstraten and Vandegrind, 1996). This is
because adaptation when posed in this way would be
expected to change the certainty measurements for each
model and consequently, influence perception.
It should be stressed that the models proposed here
were local. They did not taken into account the spatial
integration of motion signals. Interestingly, Watanabe
and Cole (1995) have suggested that the spatial propa-
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Fig. 11. Biases in perceived direction for type II plaids. (A) An IOC construction from the velocity of a contrast envelope (Ve) and a carrier (Vc).
This leads to a coherent velocity given by just Vt. Vp indicates the perceived direction of motion. The difference in orientation between Vp and
Vt indicates the biases in perceived plaid direction reported by Burke and Wenderoth (1993a; 1993b). (B) The same IOC velocity shown in (A)
but drawn from the individual components Vs1 and Vs2.
gation of motion signals by the visual system is about
30°:s. They reasoned that a locally-connected, iterative
network model could explain their data; a feature that
resembles the iterative motion algorithm of Horn and
Schunck (1981). In the future then, one would expect to
see many more models of visual processing that take
into account the adaptive properties of visual percep-
tion.
9. Summary
Fleet and Langley (1994) reasoned that second-order
stimuli occur primarily from a multiplicative combina-
tion of image signals caused by multiplicative transpar-
encies and occlusion boundaries. This view leads one to
consider logarithmic transformations.
A logarithm applied to the product of two positive-
valued functions is equivalent to the sum of the loga-
rithm of the two individual functions; it linearises the
nonlinear product of two signals into a linear sum. The
implication is that the nonlinearity required to detect
second-order signals is logarithmic. A transformation
that encompasses squaring nonlinearities that are cen-
tral to some established models of second-order pro-
cessing (Chubb and Sperling, 1988; Wilson et al., 1992).
In this paper, it has been shown that an initial stage
of bandpass filtering helps additive transparencies to be
detected from a multiplicative model of transparency.
Hence, a single-channel model may be constructed that
can process first and second-order motion transparen-
cies. Shizawa and Mase (1990; 1991) have offered a
different perspective. They showed how the second-or-
der derivatives of image intensity may be used to detect
additive transparencies. Interestingly, both first and
second-order image derivatives may be re-combined in
different ways so that coherent, additive:multiplicative
transparencies and the affine velocities may be detected;
it leads to the view that one problem faced by the visual
system is to determine how the image measurements
should be collected to deliver perception. This intro-
duces the problem of model selection; implicating mul-
tiple motion channels, i.e. one channel per model.
Computational models of visual processing are de-
generate if there is insufficient information to determine
the model’s parameters. One prediction that follows
from an underspecified model is ambiguity. Using the
motion of plaid patterns as an example, it has been
reasoned that ambiguity may explain perceptual bi-sta-
bilities because of competition between visual models
with similar certainties (Victor and Conte, 1992; von
Grunau and Dube, 1993). It has also been proposed
that the visual system may be thought to select a model
that describes visual perception according to two crite-
rion: (i) The number of DoF that may be detected from
the image signal (subject to the constraints placed upon
visual processing and a priori assumptions); and (ii) the
stability of each model’s unknowns: features that em-
body Ockham’s razor (MacKay, 1995). Clearly, these
ideas may be tested by empirical investigation.
As an example, McOwan and Johnston (1996b)
showed that the superposition of two image sequences;
each with dots moving in opposite directions (but ori-
ented orthogonally to each) gave a combined percept of
local rotations even though each image sequence was
seen individually as a motion transparency. They rea-
soned that one interpretation of these stimuli could
have been a 4-fold motion transparency (as well as
rotation); yet subjects consistently reported local rota-
tions. From this, they supposed that the visual system
exploits high-level grouping processes to determine mo-
tion transparency. However, rotation stems from a
model with up to eight unknowns (Eq. (23)) while an
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unconstrained 4-fold model of transparency has four-
teen. Therefore, by Ockham’s razor, it is perhaps not
surprising that perception reflected rotation rather than
transparency.
Leading towards representations of a neural cir-
cuitry, it has been shown how an unconstrained trans-
parent model may be implemented as a two-layered
feedforward network, and how this network represents
one image velocity per layer. Networks like these adjust
their connection weights iteratively; a feature that may
explain the time course of perceived direction for type
II plaids (Langley and Fleet, 1995). Adaptive strategies
may also explain the time course of motion adaptation
(Clifford and Langley, 1996b), the integration of mo-
tion signals across the visual field (Watanabe and Cole,
1995) and direction repulsion (Langley & CliVord,
1999). They provide a clear avenue of investigation for
emerging models of motion processing; especially since
adaptation has received only scant attention in the
modelling literature.
There are clearly, a multitude of different representa-
tions that may detect image motion for both first and
second-order signals. Some of these models follow the
conventional ideas of two-channels (Chubb and Sper-
ling, 1988; Wilson et al., 1992). But these views may be
misleading. The distinction between models should
rather be posed at the level of the computational the-
ory: what is being computed and why (Marr, 1982).
This is because the computational theory and con-
straints placed upon an information processing system
determines the algorithm. Whether the visual system
processes second-order signals in the conventional sense
by two-channels remains controversial (but see Lang-
ley, et al., 1998). The perspective offered in this paper,
follows Fleet and Langley (1994) by suggesting, that
two channels are not a central requirement for second-
order processing, but that multiplicative models of mo-
tion transparency are.
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Appendix A. Filtered sinusoidal plaid patterns
The convolution between a plaid image and a
quadrature bandpass filter may be expressed by:
R(x, t)a1 e
j(k1xv1t)a2 e
j(k2xv2t). (41)
If the filter is a Gabor function then:
a1:exp


(k0k1)2
s2

(v0v1)
s2
n
,
a2:exp


(k0k2)2
s2

(v0v2)
s2
n
. (42)
with [k0, v0] the filter center frequency tuning, and s a
constant related to bandwidth. If the Euclidean dis-
tance between the filter’s peak tuning and one of the
grating’s frequency is large, and the filter’s bandwidth
small then one of a1, a2:0. Following Mandel (1974),
one can write the amplitude and phase components of
the filter response as:
R(x, t)r(x, t) exp[jf(x, t)]
r(x, t)
a12a222a1a2 cos 2(DkxDvt)
f(x, t)
arctan
a1 sin (k1xv1t)a2 sin (k2xv2t)
a1 cos (k1xv1t)a2 cos (k2xv2t)

(43)
where k(  (k1k2):2 and v¯ (v1v2):2, is the mean
frequency, and Dk (k1k2):2 and Dv (v1v2):2
are referred to as difference frequencies.
The instantaneous phase derivatives of Eq. (41) are:
fx(x, t)k( Dk
 a22a12
r0
2(x, t)

,
ft(x, t)v¯Dv
 a22a12
r0
2(x, t)

. (44)
When a1a2 the above reduces to:
fx(x, t)k( , ft(x, t)v¯.
with:
f(x, t)arctan
cos (DkxDvt)
cos(DkxDvt)
ej(k( xv¯t)

,
r(x, t)
2 a1cos(DkxDvt). (45)
From the above two equations the phase part is un-
defined when cos(DkxDvt)0 and highlights the
occurance of phase singularities (Fleet and Jepson,
1993). The above equations show that the phase deriva-
tives are given by the weighted average frequencies of
the input. Hence, when a1"a2 the phase derivatives are
biased towards the orientation of the grating with the
highest contrast.
The amplitude component of the response may be
written directly by the partial derivatives of r(x, t) in
Eq. (43):
rx(x, t)4Dka1a2 sin 2(DkxDvt):r(x, t) (46)
rt(x, t)4Dva1a2 sin 2(DkxDvt):r(x, t) (47)
From this it is easy to show that the ratio of spatio-
temporal derivatives are constant and given by rt:rx
Dv:Dk. That is, unless biased the envelope orientation
is independent of relative grating contrast.
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Fig. 12. Filter amplitude response. The figure shows a Gabor filter’s
amplitude response, plotted as a function of time (t) and orientation
(F) obtained by processing the image shown Fig. 4a. Notice, that
along the time axis, the filter amplitude response may have two peaks
as a function of orientation. This occurred at the location of the
envelope’s troughs.
proposed in this paper an SVD of the image measure-
ments was taken (Barman et al., 1991). This transfor-
mation was used because it allows one to determine in
a convenient way, the available DoF from processed
images. Because an SVD is a linear transformation this
section may be ignored. Consider the vector L of
measurements taken according to Eq. (14) that are
collected into an ixj matrix A. The singular value
decomposition is given by AUL1:2W% where the
columns of U, W are orthonormal and L1:2diag[l11:2,
l2
1:2,…, ln1:2] is a diagonal square-root matrix. The sin-
gular values (li) may be used to estimate the number of
DoF from the image measurements. The singular vec-
tors (wi) may be used to estimate the unknowns from a
computational model. Let A(k*)Sk1k* lk1:2ukw%k be the
ixj matrix of rank k* formed from the k* largest
singular values, and singular vectors of A. Then A(k*) is
the rank k* least-squares approximation of A and the
minimum of:
%
I
i1
%
J
j1
(aijmij)2Tr[(AM)(AM)%] (51)
for all matrices M of rank k* or less (Seber, 1984). The
matrix A is partitioned as:
A [U(k*) U(nk*)]
L11:2
0
0
L2
1:2
n
[W(k*) W(nk*)]% (52)
The respective matrices of signal and residuals are given
by:
A(k*)U(k*) L11:2W%(k*),
AA(k*)U(nk*) L21:2W%(nk*). (53)
B. Submodels of coherent motion
From Eq. (14), there are three combinations of sec-
ond order derivatives that may be used to estimate
coherent motion. They are:
IIxxIx2
I2
u
IIxyIxIy
I2
6
IIxtIxIt
I2
0
IIxyIxIt
I2
u
IIyyIy2
I2
6
IIytIyIt
I2
0
IIxtIxIt
I2
u
IIytIyIt
I2
6
IIttI t2
I2
0 (54)
For the model of coherent motion, the first two equa-
tions in (54) were estimated from the SVD of A. So
n6 and (k*)2. This gives the model5:L11:2
0
0
L11:2
nwi1
wi2
wi2
wi3
wi4
wi5
nx
1
n
M
x
1
n
h (55)
Let the two plaid gratings be equal in magnitude of
contrast and frequency but differ slightly in orientation.
Let the filter center frequency be equal to the magni-
tude of the carrier spatiotemporal frequency. At a
spatial peak in envelope (E(xp, tp)) cos(DkxDvt)1.
The filter amplitude response is:
E(xp, tp) (a1a2)2 (48)
It can be shown that this is a maximum when the
filter and plaid carrier are co-aligned in orientation.
The amplitude is smallest, however, when filter and
plaid carrier are oriented orthogonally. When the image
signal is sampled at the envelope trough (E(xt, tt)), the
filter amplitude is:
E(xt, tt) (a1a2)2 (49)
Here, the amplitude response can be approximated by a
DoG:
E(u, u1, xt, tt):u1
d
du
exp


u2
S2
n
(50)
where u refers to the orientation of the Gabor filter
relative to the plaid carrier and u1 the difference in
orientation between components. S is a constant. Sta-
tionary points occur when u0 and u9
2. The
first stationary point is a minima, while the second and
third are maxima. Fig. 12 shows a surface plot of
(Gabor) filter amplitude responses as a function of
orientation (p, p) and time (t) for the image shown
in Fig. 4a. Note that at the location of the envelope
troughs, the filter response is bi-modal which suggests
that two DoF are available.
Appendix B. Singular value decomposition
To estimate the unknowns for each of the models
5 Including all three constraints increases certainties for coherent
motion at higher speeds.
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where h is a residual, and i1 or 2. Here wi1 refers to
the elements of Lxx and wi2 the elements of Lxy, etc. The
minimum of:
Kxb2x %SpxQ (56)
was determined, where M [K, b] and Q is again a
residual. For a coherent model Sp is a zeroth-order
regulariser and x [u, 6 ]%.
In this paper, additional constraints have been intro-
duced by adding the assumption that for a 1-d signal,
image velocity is zero along the lines of constant image
intensity. This assumption when combined with a model
of coherent velocity based upon second-order derivatives
of the image function gives:
Lxx6Lxyu0, Lxy6Lyyu0. (57)
which may be used to define a zeroth-order regulariser
by:
Sps
 Lyy2 Lxy2
Lxy(LxxLyy)
Lxy(LxxLyy)
Lxx2 Lxy2
n
(58)
where s is a Lagrange multiplier. Some manipulation
gives:
[(1s)K%KsgI]xK%b: [K%KsgI]xK%b0
(59)
where gSLxx2 Lyy2 2Lxy2 w112 w132 2w122 . For a
model linear in its parameters, the introduction of
zeroth-order regularisers (Simoncelli et al., 1991) or
exploiting the principle that velocity is zero along lines
of constant image intensity (for a 1-d image signal) may
be seen as similar computations.
The model’s unknown parameters (x) may be deter-
mined from:
x  [K%KSp ]1K%b,
Q
detM%MSp 
detK%KSp 
 (mk*)s2. (60)
where m refers to the number of measurements taken and
s2 the unbiased estimate of the variance. Note, a small
value of Q implies that the model is a good fit. This
requires that the third row and column of the matrix
M%M:0: a null vector. This will occur when the regres-
sion matrix K%K is of full rank, the variation K%K is large
by comparison to the variation of the measurements, and
the measured temporal derivatives are small in magni-
tude. To determine the unknowns for each model follow-
ing the SVD, an iterative method given by Barnett (1990)
was used. Let YK  [K%K]1K% denote the Moore–
Penrose generalised inverse. The inverse may be obtained
by iteration:
Yk1Yk [2IKYk ], x Kb. (61)
where Y0pK% and p is a small scalar.
An estimate of the generalised variance of the model’s
Fig. 13. Temporal frequency error required to explain perceived
direction biases: for plaids are plotted as a function of the plaid
carrier’s temporal frequency (taken from Burke and Wenderoth
1993a; 1993b). Because the plaid speed was fixed, and the carrier
orthogonal (in spatial orientation) to the envelope, reducing the
velocity of the carrier increases the velocity of the envelope.
unknowns is given by:
detcov(x) s
2
mk*
det[K%KSp ]1 (62)
The model with the smallest generalised variance implies
one whose stability is highest. Equally, one could con-
sider the model with the most variance. To do this, a
confidence measure C(HK, b) was obtained from the
geometric mean of the model’s singular values and
vectors (Knutsson, 1982; Barman et al., 1991)6:
C(Hi K, b)
(k*) detK%KSp 1:(k*)
SiliC
(63)
where SiliTr(A%A) and C is a constant. Eq. (63) may
be regarded as a test statistic that the matrix A%A has a
simple form like A%Adiag(l, 0, l, 0, 0, 0) (Seber, 1984),
and l is large. This measure was used because it reflects
the stability of a model’s parameters while at the same
time reducing the number of Lagrange multipliers (or
Bayesian priors) required to decide between models
(MacKay, 1995).
The 1-d (phase) velocity (up, 6p) used to obtain the
curves shown in Figs. 7 and 8 was taken from the model:
up
Lxt
LyyLxx
, 6p
Lyt
LyyLxx
. (64)
The unknowns and the certainty measure (C(Hp K, b))
were calculated from the SVD using:
up
w14
w11w13
, 6p
w15
w11w13
,
C(Hp K, b)
w11w13
SiliC
(65)
6 The certainty measure is interpreted as the confidence in the
model hypothesis Hi given the data K, b.
K. Langley : Vision Research 39 (1999) 87–108106
Appendix C. Plaid motion
Consider a plaid composed of two gratings close in
orientation and equal in their magnitude of spatial
frequency. The motion constraints are:k1
k1
dk2
dk2
nu
6
n
 
v1h
v2
n
(66)
where (h) is a relative error in temporal frequency,
and ki, vi refer to the component spatial and tempo-
ral frequencies. Solving for velocity gives:
u
 (v2v1)
2k1

h
2k1
, 6
v1v2
2dk2

h
2dk2
. (67)
From the above, u is the phase velocity. The velocity,
6 is obtained from the spatial and temporal differ-
ences (the envelope velocity). It is this latter term that
is most sensitive to noise because it is normalised by
the difference spatial frequency.
From the data of Burke and Wenderoth (1993a,b),
the temporal error (h) required to account for the
perceived direction of plaid patterns was calculated.
These errors are shown in Fig. 13. The error was
slightly higher for type II than type I motion. This
was expected, because for type I motion temporal er-
rors will average and therefore appear smaller in mag-
nitude. The average value for h was determined to be
0.5°. Burke and Wenderoth (1993a,b) suggested that a
component spatial repulsion up to 10° was required
to account for their subject’s bias in perceived direc-
tion. Therefore, it is suggested that a temporal error
is a likely explanation for the perceived direction bi-
ases for plaid patterns reported by Burke and Wen-
deroth (1993a,b).
In Fig. 13 the IOC velocity denoted by type IIb
refers to cases where velocity was encoded primarily
by the envelope (Fig. 10). Under the definition for-
warded by Wilson et al. (1992) this motion would be
referred to as type I. A new definition was used here
to take into account the case where the IOC velocity
was in a direction normal to the envelope orientation.
Here perceived direction biases may be small, but one
would expect to find large biases in the magnitude of
perceived velocity. Type IIa refers to Wilson et al.’s
usual definition of type II motion. Hence, a type I
motion refers to a IOC motion in a direction similar
to the phase velocity, a type IIb motion refers to an
IOC velocity in a direction similar to the envelope
velocity, and type IIa refers to an IOC velocity that
combines both phase and envelope velocities.
Appendix D. Linear optimisation
Throughout this paper, a least-squares minimisation
has been proposed to detect motion transparency for
plaid patterns. Clearly though, unconstrained trans-
parent models are also degenerate when they are com-
posed of three or four sinusoidal gratings. For these
cases, unique solutions may not be detected. To see
this, one should note that there are three ways to fit a
1-d phase velocity and a coherent velocity model for
images composed of three sinusoidal gratings. In the
absence of unique solutions, one is restricted to feasi-
ble solutions. To this end, a feasible solution may be
obtained by estimating the model’s parameters from a
linear combination of the constraints given by Eqs.
(18) and (20). This method is based upon linear opti-
misation. It leads to the function G(x) defined by:
G(x)
x %x
2
l %1(K%xb)l %2B%xl %3C%x

g
2
(l12l22l32) (68)

(G(x)
(l %1
K%xbg1l1,
(G(x)
(l %2
B%xgl2,

(G(x)
(l %3
C%xgl3, (69)

(G(x)
(x %
xKl1Bl2Cl3. (70)
where L [K%, b ]% refer to the image measurements.
Each li are n l vectors representing Lagrange multi-
pliers, and n refers to the available DoF (i.e. 2, 3, or
4). g is a scalar Lagrange multiplier. By setting each
partial derivative to zero, the model’s unknown vector
(x) may be determined from:
ˆ
ˆ
ˆ
˘
¨
I
K%
B%
C%
K
gI
0
0
B
0
gI
0
C
0
0
gI
ˆ
ˆ
ˆ
˙
É
ˆ
ˆ
ˆ
˘
¨
x
l1
l2
l3
ˆ
ˆ
ˆ
˙
É
 ˆ
ˆ
ˆ
˘
¨
0
b
0
0
ˆ
ˆ
ˆ
˙
É
,
x  [K B C]ˆ
˘
¨
K%K
B%K
C%K
K%B
B%B
C%B
K%C
B%C
C%C
gIˆ
˙
É
1
ˆ
˘
¨
b
0
0
ˆ
˙
É
.
(71)
Linear optimisation has an advantage over the method
of least-squares used in this paper. For example, if the
image has three or four DoF and all of Eqs. (18–20)
were used by the method of least-squares then the
model of transparency could be overdetermined and an
optimal solution may not be obtained. This problem
would not occur with a linear optimisation as outlined
here because the method allows one to estimate the
Lagrange multipliers themselves.
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