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Abstract
The imaging of weak magnetic fields has been an important area of both research and tech­
nology. It continues to be an area that requires further research due to its potential wealth
of applications. One magnetic field imaging technique that has risen in popularity these last
few years is called a Quantum Diamond Microscope (QDM). The QDM uses the fluores­
cence from negatively charged Nitrogen Vacancy defect centers (NV) in diamond to image
magnetic fields due to their usability at room temperature and pressure and high sensitivity
to magnetic fields. NV­s are fluoresced with a low­power ∼ 594 nm laser, the NV­s can also
change into a dark, non­fluorescing, state, where they can remain on a timescale of several
seconds. The change of state can be exploited to switch the fluorescence of NV­s off, in a
stochastic manner, and it will look as if they are blinking. Combining the NV­s’ blinking
together with their sensitivity to magnetic fields allow them to be used as sensors capable
of imaging magnetic fields with super resolution. The objective of this Master Thesis is to
build a microscope capable of performing Optically Detected Magnetic Resonance (ODMR)
on NV­ centers. Furthermore, the microscope will be used to carry out Stochastic Optical
Reconstruction Microscopy (STORM) to obtain super resolution by exploiting the switch­
ing of NV­ to its dark state. The final goal is to combine the two and attempt to do super
resolution magnetic field imaging.
The main part of this thesis work involve the building of a combined bright­field and confo­
cal microscope. To carry out STORM, a very sensitive photodetector must be implemented.
For this purpose, both a Photomultiplier Tube (PMT) and a Si amplified photodetector was
tested. Furthermore, the confocal pinhole must be optimized and aligned and a XYZ­piezo
stage was installed for doing Confocal Laser Scanning Microscopy (CLSM). A LabVIEW
program was developed to perform CLSM, and other programs in both LabVIEW and MAT­
LAB were modified and implemented for the setup. For the confocal imaging, the focused
laser spot on the sample was calculated to be 1460±30 nm and the number of NV­s in the
focused volumes of the two diamond samples used in this work were estimated to be 2400
NV­s and 12 NV­s. Confocal imaging has been demonstrated and the B field has been mea­
sured for 6 different ODMRmeasurements. Unfortunately it was not possible to demonstrate
the blinking of NV­s and further carry out STORM. It was found the PMT and Si amplified
photodetector used had too much inherent noise to observe the NV­ blinking. It is suggested
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Research on magnetic fields and their applications has paved the way for today’s technol­
ogy; Hard Disk Drives (HDD) use magnetic sectors as 1s and 0s to store information [1]
and have been invaluable for technological progress [2], even as newer forms of information
storage, like Solid State Drives (SSD) are designed. Electrical motors, like the Permanent­
magnet Synchronousmotor (PMSM) have furthered the research on electric vehicles [3] that
are being used today, and there is research being done on electric aircrafts [4] as a result of
this. Magnetic Resonance Imaging (MRI) , is being used to map the blood oxygenation in
the brain [5] and has been an important part of research on the brain within the medical field.
The discovery of Giant Magnetoresistance (GMR), a material’s resistivity was decreased
due to a magnetic field [6], in 1988 paved way for new research within magnetic fields, like
spintronics [7]. Spintronics is a field of technology where the spin of the electron carries
the information, and not the charge. The discovery of GMR showed its importance by being
awarded the Nobel Price in Physics in 2007.
The research and implementation of magnetic imaging have been able to advance several
areas of research and remain an important field of science. Imaging of weak magnetic fields
at the nanoscale is an important area of research due to its potential wealth of applications in
science and technology [8]. Several prominent techniques are available for imagingmagnetic
fields; Magnetic Force Microscopy (MFM), Superconducting Quantum Interference Device
(SQUID) microscopy and Magneto­Optical Kerr Effect (MOKE) imaging [9]. MFMs are
widely used due to their extremely high spatial resolution for imaging, but they suffer from a
small field of view, < 100 μm , limited resolution of the magnetic field, > 10 µT, and the fact
that they provide the absolute value of the field [10]. SQUIDmicroscopes, on the other hand,
have excellent magnetic field resolution, > 500 fT/
√
Hz, but the spatial resolution in room
temperature is quite poor, > 150 μm [11]. MOKE imaging is not suitable for reconstructing
the magnetic vector field reliably [12].
2 1. Introduction
1.2 Quantum diamond microscope
1.2.1 Optically detected magnetic resonance
Recently, another method of imaging weak magnetic fields has gained popularity in usage
called Quantum Diamond Microscopy (QDM) [9]. The QDM takes advantage of the prop­
erties of Nitrogen Vacancies NV in diamond to detect magnetic fields. An NV refers to a
part of the structure in a diamond lattice, where a carbon atom has been substituted with a
nitrogen atom and one of the neighboring carbon atoms has been replaced with a vacancy.
A QDM uses a negatively charged nitrogen atom in its NVs, written as a NV­, as this gives
the NVs fluorescent properties that is highly sensitive to strain and thermal, electronical,
and magnetical changes. Unless specified otherwise, the NV­ is the defect center referred to
when using simply ”NV” for the rest of this Master Thesis.
Due to this sensitivity to magnetical changes, the QDM can perform Optically Detected
Magnetic Resonance (ODMR) on the NVs to image magnetic fields. NVs will be explained
more in­depth in Subsection 1.2.2 and Chapter 2. Optically detected implies that the mag­
netic resonance is detected optically by the light emitted from the fluorescence of the NV.
Magnetic resonance refers to a a phenomenon where magnetism causes an excitation, or a
resonance, in the sample [13]. This resonance can cause a change in the fluorescence of the
NV. Thus, using ODMR, the magnetic field of the sample can be imaged.
ODMR for NVs is performed using radiation of Microwaves (MW). Radiating NVs with
a MW resonant to the magnetic field on the NV, causes a decrease in fluorescence intensity.
While performing ODMRwith the QDM, there is an interest in obtaining sub­diffraction lim­
ited resolution with the magnetic field imaging. This can be done through combined ODMR
with Stochastic Optical Reconstruction Microscopy (STORM), which will be explained in
Section 1.3.
1.2.2 Nitrogen vacancy defect centers
At the ground level, NVs have three states important for their magnetic imaging properties.
These states will be referred to as ”0”, ”+1” and ”­1”, where the latter two can be considered
degenerate at Normal Temperature and Pressure (NTP). NTP means a temperature of 20 °C
and a pressure of 1 atm. Radiating the NVs with MWs of a characteristic frequency, the NVs
can go from the 0 state to the ±1 states. The fluorescence is of a different wavelength when
the NVs are in the ±1 states, and can therefore be filtered away, causing the fluorescence
intensity measured to decrease. The NVs’ sensitivity to magnetic fields comes from the
fact that the ±1 states will split in proximity to a magnetic field. The MW frequencies will
therefore also split. The distance between the two MW frequencies is proportional to the
magnetic field. This is how NVs can be used to image magnetic fields.
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1.2.3 State of the art of NV ODMR
QDM has risen in popularity in the last few years as a technique for mapping out weak mag­
netic fields [9]. One of the simplest ways of measuring magnetic fields with a QDM is by
doing broadband imaging. Broadband imaging uses a wide range of theMWs for the ODMR.
It goes through these frequencies, radiating the sample, from the lowest to the highest fre­
quency with a given spacing. This enables broadband imaging to investigate several values
of the magnetic field strength at once, imaging the entire magnetic field from the sample.
Narrowband imaging, on the other hand, only uses a single frequency of the microwave to
radiate the sample and is therefore not as important as broadband imaging for QDMs.
This paragraph will list some of the important results that have come from QDM broad­
band imaging. Using a QDM, the magnetic field from a small wire has been imaged. From
these measurements, they measured the projection of the magnetic field along the four crys­
tallographic directions, and from there reconstructed the magnetic field and obtained the
vectorial representation of the field [14]. The QDM’s magnetic field imaging has been taken
advantage of to reconstruct the current density distribution. This revealed the current flow
features of sub­µm defects in graphene, and supports that this technique can be used for other
2Dmaterials as well [15]. The QDM can also be used on living cells, due to it working under
NTP. It has been used to reconstruct images of the vector component of the magnetic field
generated from chains of magnetic nanoparticles produced in the bacteria MTB. Supporting
that QDMs can be used to map magnetic signals within cells and cellular networks [16].
The results explained in these papers, and the results obtained by imaging with QDMs, sup­
port the importance of research on QDMs and imaging of magnetic fields. Many of the
current QDMs are resolution limited optically due to diffraction. We hope to further both
research and technology by designing a QDM with high spatial resolution optically.
1.3 Sub­diffraction­limited optical imagingwith fluorescence
By itself, the spatial resolution of the bright­field imaging of the QDM is limited by diffrac­
tion, on par with an optical microscope. Optical bright­field imaging is the simplest mi­
croscopy technique where the sample is illuminated, and the light transmitted through the
sample is used to create an image of the sample.
Obtaining sub­diffraction limited resolution, or “super­resolution”, in narrow­field, or con­
focal, imaging has been something researchers have accomplished and been improving for
years. Imaging through fluorescence, like for example Stimulated EmissionDepletion (STED),
capable of resolving 35 nm in the far­field, [17], and Ground­State Depletion (GSD) [18],
capable of resolving 15 nm in far­field, has been an important part of this research and has
helped push optical imaging below the diffraction limit. Both approaches achieve super­
resolution by limiting the spatial area within the laser focus. STED does this by using Stim­
ulated Emission (SE) to reduce the fluorescence in the outer areas of the focus. Meanwhile
GSD achieves this by depleting the ground state emission of the molecules on the edge of
the focus.
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Another fluorescent optical imaging technique that can provide super­resolution and has led
to a wealth of applications is called Stochastic Optical ReconstructionMicroscopy (STORM)
[19]. STORM takes advantage of the stochastic properties of fluorescence to obtain sub­
diffraction resolution in confocal imaging. For a given fluorophore, STORM functions like
this: The stochasticity of fluorescence ensures that only some of the fluorophores will flu­
oresce at the same time. A camera will then image these fluorophores and for each image,
the optically resolvable fluorophores will be pin­pointed and saved. Optically resolvable
means that the fluorescence from the fluorophore does not overlap with that of any other NV
centers. By imaging the same area several times, new fluorophores will be pinpointed for
each image and by repeating this process enough times, an image of the fluorophores can be
recreated with spatial super­resolution [19].
The STORM technique can be implemented to other microscopes that image fluorescence. It
has therefore been proposed that the STORM technique can be implemented in a QDM to ob­
tain super­resolution for the magnetic field measurements from ODMR [20]. The approach
to obtain STORM with a QDM wil be explained in detail in Section 2.1.6.
1.4 Thesis Objective and Workflow
The objective of this Master Thesis is to implement STORM in a QDM to obtain optical
super­resolution imaging of NVs while performing ODMR. To accomplish this, we will first
perform ODMR with a QDM to measure magnetic fields. This will be carried out using a
bright field QDM setup with a ComplementaryMetal Oxide Semiconductor (CMOS) camera
for imaging and signal detection. Then we will add another optical path for the microscope,
implementing a more light sensitive detector, with also a higher readout speed compared to
the camera. We will then try to accomplish STORM with this new optical path specifically
optimized for STORM.
Lining up the optical path was the first step of this Master Thesis. After that, the camera
was used to image the fluorescence from the NVs, and from this image minimize the laser
spot on the surface of the diamond. Afterwards, the more light sensitive detector, the PMT,
was added in a different light path, which could be swapped to using a flip­up mirror. A
pinhole was added in front of the PMT, and the signal detected by the PMT was maximized
using a lens in front and behind the pinhole. Lastly, for the microscope setup, an XYZ­piezo
stage setup was added to the sample holder, and ND filters were added to reduce the laser
power. Codes were also written or modified. The script used to calculate the laser spot size
and the LabVIEW program for measuring the detector’s output were modified for our setup.
Lastly a code was written to perform confocal imaging using the XYZ­piezo stage setup.
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1.5 Thesis Outline
Chapter 2 goes in­depth on the theoretical background behind the QDM by going through
the physics of NVs to explain their sensitivity to magnetic fields and their ”blinking” prop­
erty used for the STORM. Lastly, microscopy and the theory behind the microscope will
be explained. Chapter 3 explains the experimental setup of the QDM, what parts, like the
objective, the camera and laser, are used in the microscope and the justification to use them.
Chapter 4 describes the protocols, data collection methods and how the data was analyzed.
The software, programs and scripts used will be explained and motivated. Chapter 5 will
go through the experimental results found and the calculations of the results. Chapter 6 dis­
cusses and analyses the results and the work done. Finally Chapter 7 gives the conclusion of




This chapter presents the physics of the Nitrogen Vacancy (NV) in diamonds. The physical
and energy structure of the NVswill be the focus and how to use NVs as a sensor. The chapter
will therefore start by explaining the physics of NVs, where the structure of an NV in the
diamond lattice together with its energy diagramwill be used to explain howNVs can be used
as a sensor for magnetic fields, using Optically Detected Magnetic Resonance (ODMR). In
this section, Stochastic Optical Reconstruction Microscopy (STORM) together with ODMR
with NVs will be explained through the physics of fluorescence and the NVs, enabling sub­
diffraction limited imaging of the spin of the NVs. Microscopy will be briefly explained
next, with focus on resolution and confocal imaging. The chapter will continue with going
through some optical physics, specifically regarding lenses and fluorescence. Theory on
Photomultiplier Tube (PMT) will be explained afterwards. Then the theory related to lasers,
including how to calculate the size of a laser spot and physics regarding pinholes for the
confocal setup, will be explained. The chapter will end by showing the equations for some
simple statistics necessary for the instruments and coding: the Standard Deviation (SD) and
variance.
2.1 The nitrogen vacancy defect center in diamond
The diamonds used in this project were all synthetic diamonds. Diamonds made in a lab­
oratory with low levels of impurities, compared to natural diamonds made by geological
processes [21, 22]. The main reason for using synthetic diamonds is to have customizable
single crystals with low purity and low cost [22, 23]. For the purpose of NVs, especially
the amount of nitrogen, or lack thereof, used in the manufacturing of the diamond is im­
portant. There are two different types of synthetic diamonds, divided into the process used
to make them: High­Pressure High­Temperature (HPHT) [21] and Chemical Vapor Deposi­
tion (CVD) diamonds [24, 23]. The diamonds used in our project were all CVD diamonds.
HPHT diamonds are formed by applying high pressure and high temperature to change the
equilibrium between diamond and graphite so diamond is the most stable [23]. CVD dia­
monds are made by having the template for diamond as a substrate and then adding carbon
onto the substrate to create a synthetic diamond.
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2.1.1 Nitrogen vacancy structure
The atomic structure of the NV in diamond is shown in Figure 2.1. In simple terms, with the
structure of diamond, replace one atom in its unit cell with a nitrogen atom. Then replace
either of the four adjacent atoms with a vacancy [25]. For the diamond structure, the NVs
only have four different orientations in the unit cell, as shown in Figure 2.2. The atoms that
are a part of this center is then: The vacancy, its 3 adjacent carbon atom and the adjacent
nitrogen atom. The 3 C atoms contribute with one electron to the NV center each while the
N atom contributes with an electron pair [8].
Figure 2.1: The diamond unit cell with an NV shown
in the top left. Carbons are shown in black, the Nitro­
gen in red and the vacancy is shown as the missing car­
bon atom. The blue arrow shows the direction of the
NV quantization axis, from the vacancy to the Nitrogen
atom.
Figure 2.2: The four possible
orientations an NV can have.
This direction is equal to the NV
quantization axis.
A neutral NV defect center will therefore have 5 electrons to place into orbitals, while a
negatively charged NV will have 6 electrons. A neutral NV is referred to as an NV0 and
a negatively charged is referred to as an NV­, or simply ”NV” in this Master Thesis. Both
of these NVs are fluorescent, but the fluorescence of the NV0 has less intensity and is blue­
shifted from the fluorescence of the NV­, as shown in Figure 2.4 [26]. The Zero Phonon
Line (ZPL) for these two defect centers is 575 nm and 637 nm for the NV0 and the NV­
respectively. The ZPL is the wavelength where an excitation occurs without the assist of a
phonon [27].
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Figure 2.3: The different states the NV can
switch between. Starting in ms=0, it can
be excited through MW radiation, shown
with the blue arrow, to the ms= ±1 state.
From both of these states, the NV can be
excited through light, shown in the yellow
arrows. Both of these states decay back to
their ground state by emitting light, shown
by the red arrows. Finally the NV­ can be
changed to the NV0 when its electron gets
excited into the conduction band. From the
NV0, light can again excite it back to theNV­
state. Figure taken from [20].
Figure 2.4: The emission spectrum of NV
centers, with NV­ in red, NV0 in orange
and experimental measurement with both in
black. The spectrum shows a clear ZPL at
575 nm for NV0 and 637 nm for NV­. Fig­
ure taken from [26].
2.1.2 Nitrogen vacancy density
To calculate the NV concentration per volume when the amount of Nitrogen used in the man­
ufacturing is known, previous measurements are used as basis to make an Equation. The
previous measurement is based off measurements and calculations done by A. M. Edmonds
et al. [28]. They had a Nitrogen value of ≈ 0.1 ppb used in the CVD manufacturing of the
diamond. From their own results, they estimated that 0.5% of the Nitrogen present during
the manufacturing of the diamond became NVs [28]. The NV concentration of the diamond
will therefore be ⩽ (0.2− 0.5) · 10−3 ppb. From their results, this will then correspond to an
average of⩽ 10− 30 NVs in a 10× 10× 4 µm3 volume. With these values a simple equation
can be made to estimate the NVs in a volume:
NNV
V · ppb ≈
30 NVs
400 µm3 · (5 · 10−5)ppb = 150( NVs/µm
3) · ppb. (2.1)
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2.1.3 Nitrogen vacancy electronic structure
From Figure 2.1 of the NV defect center, the structure is not a linear structure. It has a C3
rotational axis, but only one through the nitrogen and vacancy, and no other rotational axes.
It has no horizontal mirror planes, but has three vertical mirror planes. This shows that the
NV defect center in diamond has a C3v point group [29, 30].
With the point group of the NV now known, Linear Combination of Atomic Orbitals (LCAO)
can be performed to find the reducible representation of the NVs [31, 30]. A reducible repre­
sentation is a matrix that can, in some way, be further reduced, or shortened. The reducible
representation of the NV s is used to find the irreducible representation (irrep) of the system.
The irrep is used in LCAO to find the energy order of the orbitals to the system.
To find the irrep, the symmetry operations for C3v need to be found, which can be found
in the C3v character table shown in Table 2.1 [29]. From the character table, these operations
can be found: E, the identity, 2C3v, the rotation along its main axis, and 3σv, the mirror plane
through the vertical axis [29]. To find out howmuch each of the operations contributes to the
reducible representation, the number of bonds that are unmoved for each operation is found,
shown in the final line of Table 2.1. From the reducible representation, the values next to
the irreps of the C3v character table, A1, A2, E, shown in Table 2.1, need to be used to find
the irrep of the NVs. From Table 2.1, showing the NV’s reducible representation, their irrep
becomes: ΓNV = 2A1+2E. This is because of the values to the right ofA1 andE from Table
2.1: [1, 1, 1] and [2, −1, 0] respectively. If 2 of A1 and 2 of E are summed up by column:
1st: 2 ·1+2 ·2 = 6, 2nd: 2 ·1−2 ·1 = 0 and 3rd: 2 ·1+2 ·0 = 2, the reducible representation,
[6, 0, 2] is recreated.
Table 2.1: C3v point group table with the reducible representation for NV centers, ΓNV, at the
end.
C3v E 2C3 3σv Basis components
A1 1 1 1 z x2 + y2, z2
A2 1 1 ­1 Rz
E 2 ­1 0 (x, y)(Rx, Ry) (x2 − y2, xy)(yz, xz)
ΓNV 6 0 2
With the irrep now known, the orbitals for the system can be found, written from lowest to
highest energy: A′1, A1 and Ex,y, where the E orbitals are degenerate [8]. Filling in electrons
from the bottom, with a negatively charged NV center, fills up the A′1 and A1 orbitals, and
places an electron in each of the two Ex,y orbitals. This is the ground state for the system and
is the 3A2 state, a triplet. This triplet 3A2 state is shown in Figure 2.3 as the lowest energy
state to the left. The system’s excited state is then the 3E state [8]. The transition between
these two states is the 637 nm ZPL for NVs, which is what makes NVs fluorescing. The
energy levels are even further separated within these two states, due to the spin interaction.
They both have a lower­level ms = 0 state and two higher­level ms = ±1 states [8], shown
in Figure 2.3 as the states above ”±1”. The energy required to excite the state from ms = 0
to ms = ±1 is MWs with frequency: D = 2.87 GHz. The importance of this splitting will
be discussed more below.
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Transitions between energy levels can only occur if the spin is conserved. The transition
3A2 → 3E is spin­conserved as both states are triplets. Transitions that change the spin are
forbidden. There is another state that lies between the 3A2 and 3E states, but it is a singlet,
1A1. Therefore the transition 3E → 1A1 is also a forbidden transition, under normal circum­
stances. However, research has shown, both theoretical predictions and empirical tests, that
the transition from a triplet to a singlet can occur due to Intersystem Crossing (ISC), if the
system is in one of the higher spin levels, ms = ±1 [8]. The ISC is shown in Figure 2.3 as
the grey arrow. There is still research being done on the transitions that occur after this ISC
[8, 32]. The currently most likely theory shows the transitions 3E2 → 1A1 → 1E1,2 → 3A2.
The transition in the middle of this chain, 1A1 → 1E1,2 emits light with a ZPL at 1042 nm.
The two states with spin quantum number ms = ±1 are almost degenerate at standard con­
ditions [8]. The difference in energy is negligible. The introduction of a magnetic field, on
the other hand, will split the two states further apart, bringing one of them lower and the
other higher. The splitting of these states is shown in the Ground­state Hamiltonian to the
system, which will be explained further in Subsection 2.1.4 [8], where the splitting of the
states is shown to be dependent on the direction of the magnetic field. Why the direction
of the B field matters to the system is due to the ”NV defect quantization axis”. The blue
arrow shown in Figure 2.1, the vector pointing from the vacancy to the N­atom, is the NV
defect quantization axis. The magnitude of the B field affecting the NV is dependent on the
projection of the B field onto the NV defect quantization axis [8].
When in proximity to a B field, these ms = ±1 states will split, as mentioned above. When
they split, their resonant frequencies will also split from being degenerate to being one lower
and one higher energy. They will split symmetrically around their original resonant fre­
quency, 2.87 GHz. The distance between these two resonant frequencies can be used to
calculate the strength of the B field [8], which will be explained in Subsection 2.1.4. MWs
can be used excite the NV into ms = ±1, then light can be used to excite the states from the
3A2 state to the 3E state. As the system is in the ms = ±1 state, ISC can occur that changes
the fluorescing light from 637 nm to 1042 nm. By filtering out the 1042 nm light using a
cut­off filter, and measuring at which frequencies the intensity of the 637 nm light decreases,
Optically Detected Magnetic Resonance (ODMR) can be performed [8, 9]. The next section
will explain how through this ODMR, the magnitude of the B field can be calculated.
2.1.4 The ground state Hamiltonian of NVs
The Hamiltonian of a system is an operator equal to the total energy of the system. As the
Hamiltonian is the sum of both the potential and the kinetic energy of all the parts of the
system, the operator can be used to calculate changes in the system. For the NV defect
center, the ground state spin Hamiltonian for the system is shown in Equation 2.2 [8], if
hyperfine interaction with nearby nuclear spins in the diamond is ignored.
H = hDS2z + hE(S2x − S2y) + gµBB · S, (2.2)
where: z is the NV quantization axis, explained above, h is Planck’s Constant, D and E are
the zero­field splitting parameters, Sx, Sy and Sz are the Pauli matrices, g ≃ 2.0 is the Landé
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g­factor, µB is the Bohr magneton and B is the magnetic field.
The important part of Equation 2.2 for this Master Thesis is that the ground state Hamilton
shows that the NV’s energy has a change when in proximity to magnetic B fields. Equa­
tion 2.2 also gives the change in frequency for the magnetic resonance of the NVs through:
±gµBB. By assuming that (ν± − D)2 >> E2 from Equation 2.2, and choosing to mea­
sure the magnetic field along the NV quantization axis, as that is the axis important for NV
fluorescence, we obtain that the change in resonant frequency is equal to Equation 2.3:
ν± ≈ ±gµBBNV /h. (2.3)
The plus­minus notation comes from the fact that one ms state decreases in energy and the
other increases. As the two frequencies are found through ODMR, the only unknown in
Equation 2.3 is the strength of the magnetic field, and this is how the strength of the magnetic





Equation 2.4 shows that the NV fluorescence is dependent on the projection of the B field
onto the NV defect quantization axis. As NVs can have four orientations, shown in Figure
2.2, this means that the four orientations will split with a different magnitude, and four differ­
ent resonant frequencies, ν±, can be obtained. These correspond to the four crystallographic
directions in the crystal, which can be transformed to a full vectorial representation of the
magnetic field [14].
2.1.5 Nitrogen Vacancy blinking
The NVs can not only be switched between theirms states and their excited and ground state,
but an NV can also be swapped to its neutral NV0state, and back into NV­ [20]. This is il­
lustrated in Figure 2.3 [20] on the right side, where the grey background visualizes the NV0
as the ”dark” state. The NV states are swapped by illuminating the NVs with light within
the spectral range, ≈ 500...637nm. This is because the electron from the excited NV­ gets
excited into the conduction band. Similarly, NV0 can be recombined to NV­ by capturing
an electron from the valence band, while the NV0 is in its excited state [33]. By switching
between these two states, the system can go from the higher intensity NV­ fluorescence to
blue­shifted, lower intensity NV0 fluorescence, as shown in the emission spectrum in Figure
2.4 [26]. By filtering away as much of the NV0 emission as possible, the NV­ will become
the on­state of the system, with high intensity fluorescence, and the NV0 will become the
dark state of the system, with low intensity fluorescence.
The charge state swapping is dependent on the laser wavelength. Therefore the choice of
wavelength of the laser used to illuminate the NVs decide the ratio of the on­time versus
off­time, where on­time is when the NVs are in the NV­ state and off­time when they are
in the NV0 state [20]. The equation for the ratio is shown in Equation 2.5. In the region of
interest, this ratio is inversely proportional to the wavelength of the laser to the power of a
constant ’A’, which is an unknown variable [20]:
r =
τon
(τon + τoff )
∝ λ−AL , (2.5)
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where: r is the ratio between the on­time (τon) and the off­time (τoff ), τon is the on­time in
seconds, τoff is the off­time in seconds, and λL is the wavelength of the laser. At λL = 580
nm the ratio is r ≈ 0.3, at λL = 594 nm, the ratio is r ≈ 0.1, and at λL = 610 the ratio is
r < 0.05 [20] .
The wavelength only changes the ratio between the on­ and off­times. The on­ and off­times
themselves depend upon the laser intensity. In this too the on­ and off­times are inversely
dependent upon the laser intensity: τon, τoff ∝ I−2L [20]. At laser intensities around IL ≈ 1
kW/cm2, an approximate equation for calculating the on­time can be found, as shown in





where: IL is the laser intensity in kW/cm2. Equation 2.6 shows that a laser intensity of IL = 1
kW/cm2 gives an on­time of τon ≈ 2 s.
Figure 2.5: The photon flux (1/s) and radiant flux (fW) of an NV dependent on the excitation
power from a laser with 532 nm. At ∼34 µW excitation power, the radiant flux is ∼ 18±3
fW. Figure taken from [34].
The photon and radiant flux of an NV excited by a laser with 532 nm is shown in Figure 2.5.
This figure shows expected fluorescent power from a single NV dependent on the excitation
power. The easiest settings and setup to use to see NV blinking is to have an on­time ratio
of r = 0.1 and an on­time of τon = 2 s [20]. This corresponds to a wavelength of λL = 594
nm and a laser intensity of IL = 1 kW/cm2. This causes the NVs to be on for roughly 2
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s, and then stay off for another 20 s. This makes the NVs look like they are blinking, and
changing parameters to obtain the optimal setup for observing the blinking of these NVs is
the majority of the work in this Master Thesis.
2.1.6 Stochastic optical reconstruction microscopy
The blinking of NVs is a stochastic process, as it has a chance to go over to NV0 from
NV­. Stochastic Optical Reconstruction Microscopy (STORM) is a microscopy technique
that uses the stochastic properties of fluorescence to obtain sub­diffraction optical imaging
[19]. STORM functions by first recording an image with several fluorophores, like NVs.
Through the illumination of the laser, with an intensity below the saturation level, only some
of these fluorophores will activate and the camera will register their fluorescence. STORM
requires that only a single fluorophore is fluorescing in each image [19]. To make sure of
this, the intensity of each image is measured, and the amount of fluorophores in the image
is calculated. From there, only the images with one fluorophore is saved. By continuously
illuminating the fluorophores with the laser, over time different fluorophores will be active
and images of each one will be saved. To obtain super resolution from these images, the flu­
orescence center of each of these images is calculated. This is done by using all the photons
from the image to calculate the center of the fluorescence. By doing this for every image
taken, i centers with position [xi, yi] will be found, where i is the amount of fluorophores in
the focus. The new locations for the fluorophores in the image will have a resolution higher
than the diffraction­limited resolution [19].
The position of theNVs can be decidedwith sub­diffraction­limited position, through STORM
explained above, and their spin spectral information can be found through the ODMR [20].
STORM will be performed as mentioned in the previous paragraph, but ODMR will be per­
formed at the same time. This is done by finding the resonance frequencies of the NVs in
the focus first, using conventional ODMR, briefly explained at the end of Subsection 2.1.3.
After the resonance frequencies have been found, the camera will continuously take images
with exposure time equal to the on­time of the NVs, while theMW emitter will cycle through
the resonance frequencies, synced up with the cameras images. One image equals one reso­
nance frequency. For two NVs in the focus, there will be four resonance frequencies: ν1, ν2,
ν3, ν4. The resonance frequency belonging to each of the NVs will be mirrored, so one NV
has the lowest ν1 and the highest ν4 frequency, and the other has the two frequencies in the
middle: ν2 and ν3. The fluorescence centers of the NVs will be calculated for each of these
resonant frequencies, obtaining four in total. Then, within the same image, add the location
distributions for the first NV, ν1 and ν4, and subtract the location distributions for the second
NV, ν2 and ν3, and an image will be obtained showing both sub­diffraction­limited position
of both of the NVs together with the NVs’ spin spectral information [20].
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2.2 Microscopy
Microscopy is the area of research about magnifying objects that are too small to be visible
to the naked eye. Microscopy has been an invaluable part of several research areas, espe­
cially within biology [35]. Three of the biggest types of microscopy are optical, electron and
scanning probe microscopy. Optical microscopy uses light and lenses to enhance the size
of the image of the object, which will be detailed in Subsection 2.3.1 [36]. Electron micro­
scopes use magnetic fields to focus an electron beam, similar to lenses and a beam of light
for optical microscopes, to investigate a sample [36]. Both the auger and the secondary elec­
trons can then be used to obtain information about the sample. Scanning probe microscopy
uses a probe with a tiny tip, sometimes as small as a single atom in diameter, to scan over the
surface of a sample and obtain information about the sample through the interaction between
the probe and the sample [36].
Optical microscopy is the focus of this Master Thesis, and within optical microscopy we
have two main types: far­field and confocal microscopy. Far­field microscopy images the
entire sample at once, meanwhile confocal microscopy images a tiny part of the sample, a
pixel, at a time until the entire sample has been imaged [36]. The most common type of far­
field microscopy is bright­field microscopy. Bright­field microscopy is imaging a sample by
shining a light on the sample, often from below, and then looking at the resulting image from
the transmitted image [36]. Dark­field microscopy is another common far­field microscopy
technique, though not as common as bright­field. Dark­field is the same as bright­field, but
the 0th order of the diffracted light, so the light going straight through, is removed and the 1st
order and higher diffracted light is imaged instead. Diffraction will be explained in the next
section. Dark­field microscopy is especially useful because of how it increases the contrast
in the image [36].
2.2.1 Diffraction and resolution
Diffraction is the phenomena that occurs when light bends around another object [37]. From
Huygen’s Principle, this occurs due to every single point of the wavefront, the propagating
wave, can be considered to be its own point source for the wave [37]. Therefore, when the
light wave comes into contact with a small slit, every part of the wave passing through the
slit can be considered its own point source. The diffraction pattern after this slit is dependent
on the phase difference between these point sources, when they reach a screen, or a cam­
era, afterwards. This phase difference is caused by different length travelled by each point
source, and maxima will occur where all of these point sources are in phase. The distance
between these maxima is therefore dependent on the wavelength of the light, causing diffrac­
tion to be dependent on the wavelength of the light used. As diffraction is the main limiter to
resolution, this causes resolution to be dependent on the wavelength as well, which will be
seen in Equation 2.7. Microscopy is all about magnifying small objects, as explained at the
start of this section, and therefore diffraction becomes important as the objects to magnify
get smaller.
Because of diffraction, there is a size for far­field microscopy where two objects will become
indistinguishable. This is called the diffraction limit [38]. The diffraction limit decides what
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is the theoretical highest resolution a microscope can have. There are several equations for
calculating the lateral resolution of a microscope, the distance two objects can have between
each other and still be distinguishable. The Rayleigh diffraction limit is shown in Equation
2.7 [36, 39, 40].
d = 0.61
λ




where: d is the distance between the two objects, λ is the wavelength of the light, n is the re­
fractive index of the medium, and θ is the half­angle of the spot where the light is converging.
The angle and refractive index have been combined into a single variable called the Numeri­
cal Aperture (NA), and is specific for each microscope. The term ”super­resolution” is used
to refer to setups that manage to go beyond the diffraction limit and obtain sub­diffraction­
limited resolution [41].
2.2.2 Confocal imaging
When imaging fluorescent samples with optical imaging, confocal microscopy is widely
used as a way to increase the resolution, compared to far­field microscopy [42]. Confocal
imaging is done by focusing a laser to a small point on a sample. The laser causes the
sample to fluoresce [43] and this fluorescence signal is then focused onto a pinhole so only
the fluorescence in focus is kept [44]. For Confocal Laser Scanning Microscopy (CLSM)
the focused laser will illuminate and excite the sample point by point, in a rasting scanning
matter. A sensor will measure the intensity of the fluorescence at each of these positions
[36]. The intensity of each position becomes a single pixel in the finished image fromCLSM.
Airy Unit
Figure 2.6: The Airy disk simulated from the
squared Sombrero function using MATLAB. The
Airy Unit is drawn in with the blue arrow.
The size of each of these pixels com­
pared to the sample is dependent on the
size of the focused laser spot on the
sample [36]. The distance moved be­
tween each pixel should be ∼ 3 times
smaller than the objective lens’s resolu­
tion. This is to satisfy Nyquist’s sam­
pling frequency [45], explaining that
sampling needs to be at least twice the
sampling frequency to accurately recre­
ate the signal. Confocal imaging is a
great tool for imaging fluorescent sam­
ples due to how simple the setup is,
how high the resolution is and how cus­
tomizable the setup can be. The draw­
back of confocal imaging is that it re­
quires a fluorescent sample, there is
a huge loss of the fluorescence signal
[46] and the imaging is time consum­
ing [36].
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When the confocal spot is as small as it can be, diffraction limited, it will take the shape
of an Airy Disk, due to diffraction [47]. An Airy Disk can be seen in Figure 2.6, a spot with
a maximum in the middle with waves of minima and maxima alternating around it. The size
of the central maximum, the width between the first two minima, of the Airy Disk can be
defined with the Airy Unit (AU), as shown in Figure 2.6 with the blue arrow.
Only the central maximum is desired to be used for confocal imaging, to improve the resolu­
tion from brightfield microscopy. The spot is therefore focused onto a pinhole to remove all
the signal apart from the central maximum. Howmuch of the spot, both axially and laterally,
passes through the pinhole is dependent on the size of the pinhole compared to the AU [48].
In general, the smaller the pinhole, the less of the spot both axially and laterally get through
the pinhole. Ideally, a pinhole will be between 1 and 0.5 times the size of a spot’s AU in
the pinhole plane. Pinholes and their effect on the resulting image is discussed further in
Subsection 2.4.4.
2.2.3 Fluorescence
Fluorescence is a material’s property to absorb light or other electromagnetic waves, and
then to release that absorbed energy by emitting light of a different wavelength [41, 44].
Fluorescence occurs because the energy of the radiating light is of an appropriate energy
order to excite the electronic state to its excited state. Fluorescence is the property when
this excitation and relaxation do not include a change in the spin multiplicity of the electron
[44]. When the spin multiplicity changes, it is called phosphorescence [49]. In fluorescence,
the wavelength of the emitted light is usually of a longer wavelength than the excitation
light. This is due to the excitation light often has an energy slightly higher than the exact
distance between the energy levels, to excite as many of the fluorescent atoms, or parts, as
possible. The emitted light will therefore be of a lower energy, meaning a lower frequency
from E = hv [50], where E is the energy, h is Planck’s constant and v is the frequency. The
lower frequency therefore means a longer wavelength due to λ = c
v
2.3 Optics
Optics is the part of physics about visible light, ultraviolet light and infrared light [37]. Light
is both a particle, photon, and an electromagnetic wave. An electromagnetic wave is a wave
that moves in a direction, Z, and has an electric field and a magnetic field that oscillate per­
pendicular to each other and the Z­direction [37]. Light’s properties as a wave is the focus
of optics.
The theory in this Master Thesis will use the geometrical optics assumption. The geometri­
cal optics assumption assumes that light travels in straight lines [37] and ignores the wave
nature of light. Therefore interactions such as diffraction, explained in Section 2.2.1, will be




Lenses are transparent materials, usually made of glass, that either converges or diverges a
beam of light [37]. For focusing light, converging the light, a convex lens is used. When
light passes through a medium, the light gets bent slightly inside of the medium. This change







where: θ1 and θ2 are the angles of incidence for material 1 and 2 respectively, and n1 and
n2 are the refractive indices of material 1 and 2 respectively. Angles of incidence is the an­
gle between the beam of light and the normal from the material, where the light hits. The
refractive index is a number for the speed of which light passes through a material and is
calculated as n = c/v, where c is the speed of of light in vacuum and v is the speed of light in
the material. Vacuum has a refractive index of 1 and air has a refractive index of ∼1.0003,
and will therefore assumed to be ∼1 [37].
A lens can be used to change the perceived size of an object [37]. For a convex lens, if
the object’s position is further away than the lens’s focal length, u > f , where u is the dis­
tance between the object and the lens, and f is the focal length of the lens, then a real image
will be created. A real image is an actual image that can both be seen by a person and be
projected onto a screen. A real image is upside down, as shown in Figure 2.7. A virtual
image occurs when the object’s position is closer than the lens’s focal length, u < f . A
virtual image is an image that does not in fact exist in that position, but has been refocused
again either by a lens or your retina to create a real image afterwards. Magnifying glass, for
example, use virtual images to magnify the size of the object it is focusing on.
To calculate the magnification of the image of an object, several equations will be shown
first. First, to calculate the effect a lens has on a beam of light, in air, the lens equation is
used, as shown in Equation 2.9. This equation is used to find the focal length of a lens. The
focal length of a lens is important as it can be used to calculate the magnification of a lens














where: f is the focal length of the lens, n is the refractive index of the lens material, R1 is
the radius of curvature closest to the light source, R2 is the radius of curvature furthest from
the light source and d is the thickness of the lens. If a lens is significantly thin compared to
the radii of curvature of the lens, meaning d << R1R2, Equation 2.9 can be simplified to the
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where: v is the distance from the object to the lens, and u is the distance from the lens to the
image. u uses positive sign for real images and negative sign for virtual images. Lastly we
get to Equation 2.12, the equation to calculate the magnification of the image. Equation 2.12













Figure 2.7: Example of how a real image can be formed with a thin lens. The length of




A camera can be used as the screen to visually show a real image created through optics, as
explained in Subsection 2.3.1. The main type of camera used for imaging today is the Com­
plementary Metal Oxide Semiconductor (CMOS) camera [52]. When light hits the CMOS,
the CMOS converts the charges to voltage per pixel [53], instead of all of them at once as a
package.
2.4.2 Photomultiplier tube
A Photomultiplier Tube (PMT) is a category of highly sensitive photon detectors [54, 55].
PMTs are known for their high gain, low noise and high frequency. However this also makes
them sensitive to background noise and stray light. PMTs also have a relatively low thresh­
old of incident light power which can saturate the PMT. If exposed to light power above this
saturation threshold, the PMT’s performance can be worsened or ruined.
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PMTs work by letting the incident photons strike a photocathode. The photocathode will
emit primary electrons due to the photoelectric effect [54]. The photoelectric effect occurs
when an electron absorbs a photon with more energy than its binding energy. This can cause
the electron to be ejected from the material. The primary electrons are then directed to dyn­
odes using electrodes. The primary electron will hit the dynode, causing it to emit several
lower energy, secondary electrons, multiplying the amount of electrons. The dynodes are de­
signed so the secondary electrons will hit the next dynode. Each subsequent dynode is held
at a more positive potential than the previous, causing each electron to hit the next dynode
with the energy of a few hundred eV [56]. This causes each secondary electron to multiply
to several secondary electrons with each dynode. By having several dynodes in the PMT, the
amount of electrons can be multiplied by factors upwards to 2 · 107 [54]. When all the elec­
trons hit the anode at the end, a large current pulse will be generated, that’s easily detectable
by equipment such as an oscilloscope.
2.4.3 Laser
A ”laser” originally rose from the term ”Light Amplification by Stimulated Emission of Ra­
diation” [57]. The simplest form of a laser consists of 3 parts: A pump, to apply energy to
the laser, a gain medium, to amplify the photons and a pair of mirrors, one highly reflective
and one partially reflective [58, 59]. The light will travel back and forth between the two
mirrors, passing through the gain medium with each pass and generating more photons. In
this medium stimulated emission occurs, creating the laser light. The pump will keep apply­
ing energy to the system to allow the system to keep going, even as some of the light escapes
the laser through the partially reflective mirror.
Stimulated emission is a different type of light emission from electrons, compared to normal,
or spontaneous, emission [60]. Stimulated emission occurs when a photon interacts with an
already excited electron and causes the electron to relax to its ground state by emitting a pho­
ton of the same phase, frequency, polarization and direction of travel as the incident photon
[37, 60]. As there are more electrons in the ground state compared to electrons in the excited
state, at equilibrium, to obtain stimulated emission this needs to be swapped. By having
more electrons in the excited state, stimulated emission will become favourable compared
to absorption of the photon and spontaneous emission.
The light from a laser is useful due to the high coherence of the light [37, 60]. Coherence of
light is a term used to measure how much the beam changes over time, temporal coherence,
and over distance, spatial coherence. Temporal coherence is a measure of how much the
beam changes throughout its propagation direction: How much the phase of the laser shifts
over time travelled. Spatial coherence is a measure of how much the beam profile changes at
a given location: If the intensity of the beam is similar for every location with a given radius,
r. The high temporal coherence of lasers cause them to have a narrow band, narrow enough
for lasers to be considered to be of a single wavelength. The high spatial coherence of lasers
cause them to widen slowly, they stay a narrow beam for a long distance. Both the temporal
and spatial coherence are important, the temporal to choose the specific wavelength of the
light we need, and the spatial coherence so the intensity of the beam is predictable.
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2.4.4 The laser spot
A laser beam is usually assumed to have a Gaussian distribution [61]. A Gaussian distribu­
tion is shown in Figure 2.8. A laser can be assumed to be Gaussian due to its high spatial
coherence, meaning that the intensity of the laser perpendicular to its propagation direction
follows a Gaussian distribution.










Figure 2.8: The standard Gaussian distribu­
tion with µ = 0 and σ2 = 1.0. The Y­axis is
the probability density and X­axis is µ ­ xσ2.




















Figure 2.9: The standard Gaussian distribu­
tion shown in Figure 2.8, but with the width
at 4 times the standard deviation drawn in.
When a laser is focused into a spot, the size of the spot, its diameter, can be calculated, and
calculating this spot size is an important part of this Master Thesis. The size of the spot is a
measure of how small, and how well focused, the laser beam is. The spot size can further be
used to calculate when the spot is diffraction­limited, and to know how many NVs there are
in the spot [20]. The intensity of a Gaussian beam in the spot dependent on the radius from








where: I(r) is the intensity dependent on the radius, I0 is the maximum intensity of the spot,
r is the radius out of the center of the spot, and w is the width of the spot. Equation 2.13 is
what enables lasers to be assumed to be Gaussian, as it gives a similar plot shown in Figure
2.8. By choosing r = w in Equation 2.13, this is where the radius equals the width of the
spot, a representation of the intensity of the beam width can be acquired:




Equation 2.14 shows that the intensity of the beam width is 1
e2
times the total intensity of the
spot. Since 1
e2
≈ 0.13534 ≈ 13.5% means that the beam diameter is approximately equal to
the width of the spot at 13.5% of the spot’s maximum intensity.
As it is a Gaussian distribution, a representation for the width of the beam depending on the
Full­Width at Half Maximum (FWHM) of the beam can be acquired. By choosing I(r) = I0
2
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for Equation 2.13, the intensity of the beam at 50% of the max, 2r will be the FWHM of
the beam and the equation can be simplified, showing that the width of a Gaussian beam is





FWHM ≈ 1.7 · FWHM. (2.15)
For a perfect Gaussian beam, the 1
e2
width is the samewidth as 4 times the Standard Deviation
(SD) of the Gaussian distribution. This comes from the nature of the Gaussian distribution.
This can therefore be used to also calculate the width of the beam and takes the 2­dimensions
of the beam into consideration, and not just a single dimension, causing the calculations to
be more accurate. The beam width drawn in for 4 times the SD of a Gaussian distribution
slice is shown in Figure 2.9. This is therefore the ISO standard for calculating the with of a
Gaussian laser [64]. To calculate the spot when knowing the SD in the X­ and Y­directions,
in pixels, Equation 2.16 is used:
dspot = 2(σX + σY ) · pnm/pixel, (2.16)
where: dspot is the width of the spot in nm, σX and σY are the SDs in pixels of the Gaussian
fit in X­ and Y­directions respectively, and pnm/pixel is the size of the image projected onto
the camera for each pixel nm/pixel.
2.4.5 Pinhole image
With an equation for the width of the beam, and having an Equation to calculate between
FWHM and the width at 1/e2 of the maximum, Equation 2.15, the full 3D image after the
pinhole can be calculated [48].
To calculate the Airy Unit (AU) [65], shown in Figure 2.6, from an objective lens, The
Rayleigh Criteria, Equation 2.7, can be used, with the introduction of the magnification of
the objective lens. Equation 2.17 shows how the AU is calculated [66]:
AU = 0.61 · λem · MNA , (2.17)
where: AU is the Airy Unit in nm, λem is the emission wavelength from the fluorescent sam­
ple, M is the magnification of the objective lens, and NA is the Numerical Aperture of the
objective lens, in the case there is only one lens.
The FWHM of the axial­resolution of a diffraction limited spot is equal to the depth of an
image that passes through a pinhole. The FWHM of the axial­resolution from an objective







where: λex is the wavelength of the excitation light, n is the refractive index, and A(PH) =
(0.64−0.88) is a factor that’s multiplied to the equation depending on the pinhole size [38]. At
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pinhole sizes PH < 0.25 AU, where PH is the pinhole size and AU is the Airy Unit, A = 0.64.
At pinhole sizes, 1 < PH <∞, A = 0.88. At pinhole sizes between this, the appropriate value
between these two is chosen.
To calculate the full volume of the signal that gets passed through the pinhole, calculated
through the width of the beam and the depth of the image after the pinhole, a simplification
is made. The beam focus is assumed to be cylindrical rather than diverging out above and
below the focus. This is to make the calculations easier and is an acceptable assumption
as the beam diverges slowly at these short lengths, and the depth after a pinhole follows a
Gaussian curve as well, decreasing the intensity at top and bottom [38]. The volume of a
cylinder is calculated through Equation 2.19:






where: 4σlat is the width (w) of the beam at 4σ, and 4σaxi is the depth of the image calculated
through Equation 2.18 and Equation 2.15.
2.5 Statistics
In Subsection 2.4.4 the SD is used to calculate the width of the spot, as shown in Equation
2.16. The statistics regarding SD and variance will therefore be detailed mathematically
in this Section. Gaussian fits were also explained in Subsection 2.4.4, and so Subsection
2.5.2 starts by showing a statistical example of comparing a fitted value to the real value
through the least squares method. This comparison can further be used to compare fits to
mathematically find the best fit.
2.5.1 Standard deviation
The Standard Deviation (SD, or σ) is a common tool used in statistics to calculate the spread
of a set of values compared to their mean [67]. It is relatively easy to calculate the SD of
a set of values, as shown in Equation 2.20. Therefore SD is a simple tool to compare the






|Ai − µ|2, (2.20)
where: σ is the standard deviation, N is the number of data points, Ai is data point i and µ is








The variation of a set of values compared to their mean can also be calculated, and is a
measure of the squared deviation between the value and its mean. The equation for variation






|Ai − µ|2, (2.22)
where: σ2 is the variance.
2.5.2 Other statistics equations
Whenmaking a fit to a group of data, oneway to calculate the best fit is to use the least squares
method. The least squares method calculates the sum of of the square of the difference
between the actual data point and the fitted data point, as shown in Equation 2.23 [67]. The
least squares method then compares this fit to another fit to see which fit had the smallest







(yi − ŷi)2, (2.23)
where: S is the sum of squares estimate, yi is data point i, and ŷi is the data point fit for yi.
A method called the Root Mean Square (RMS) can be used to calculate a value similar to the
mean in Equation 2.21. The convenient part about the RMS is that it calculates how much a








where: xRMS is the RMS, and xn is data point n.
Chapter 3
Experimental setup
This chapter lists and explains all of the equipment used in our setup to image the fluores­
cence from NVs, focus the fluorescence onto a pinhole and detect the signal behind the pin­
hole with a sensitive detector to detect the blinking of a single NV, to later perform STORM.
It will also explain the equipment necessary to perform ODMR on the NVs, which can be
performed at the same time as STORM. It explains our reasoning for using each of the parts,
how they function in our microscope and their relevant properties. The chapter starts by list­
ing the properties of the ultra­pure Chemical Vapor Deposition (CVD) diamond samples used
as our NV samples. After that, a schematic of our setup and a list of all of our equipment are
shown. The properties of the camera, PMT and the Si amplified photodetector in our setup
are explained afterwards. Then our choice of laser, followed by the mirrors and lenses used
to route the optical path, will be explained. The reasoning for our optical filters, both the
shortpass and longpass filters and the Neutral Density (ND) filters, will be explained. The
chapter ends with our choice of pinhole size and piezo stages.
3.1 Diamonds
The two ultra­pure diamonds used in this Master Thesis were both Chemical Vapor Deposi­
tion (CVD) diamonds bought from Element Six. The first diamond was a ”bright” diamond
named ”SC Plate CVD 3.0x3.0mm, 0.25mm thick, <100>, PL”, while the second diamond
was a dimmer diamond named ”EL SC Plate 2.0x2.0mm, 0.50mm thick”. The properties
of the two diamond samples are listed in Table 3.1. The bright sample was bright due to a
higher Nitrogen content and hence a higher density of NVs. The bright sample had a Nitro­
gen concentration of < 1 ppm while the dim sample had a concentration of < 5 ppb used in
the manufacturing. As previously stated in Subsection 2.1.2, typically only < 0.5% of the N
used in the CVD process gets incorporated into the diamond as NVs [28]. This means that
the bright sample had an NV concentration of < 5 ppb and the dim sample had a concentra­
tion of < 0.03 ppb, yielding a nearly 2000 times larger NV concentration in the bright sample
over the dim.
To increase the amount of fluorescence from the NVs that is measured by our camera and
sensor, the two single­crystal diamonds were coated in a reflective layer of aluminium. This
was done so the NV fluorescence that would not be captured by our objective lens would in­
stead be reflected back to the objective lens by the reflective layer. We did this in the hopes
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Table 3.1: The properties of the two diamonds.
Bright sample Dim sample
SC Plate CVD EL SC Plate
Nitrogen conc. [ppb] < 1,000 < 5
NV conc. [ppb] < 5 < 0.03
Dimensions [mm] 3.00 x 3.00 x 0.25 2.0 x 2.0 x 0.50
Edge orientation <100> <110>
Face orientation {100} {100}
Side 1, Roughness Polished, Ra < 30 nm Polished, Ra < 5 nm on {100} face
Side 2, Roughness Lapped, Ra < 250 nm Polished, Ra < 5 nm on {100} face
that more of the fluorescence from the diamonds would reach the sensor and cause a NV­
and the NV0. The dim diamond was only coated across half of its surface to compare the
fluorescence with and without the coating.
3.1.1 Fluorescent samples
In addition, we used two other fluorescent samples apart from the single­crystal diamonds: A
sample of nanodiamonds originally dispersed in water, but dried on a coverslip, and a sample
of Rhodamine 640 Perchlorate. Both of the samples were wedged between to coverslips with
ProLong Gold [48]. This was done so the samples would have the same refractive index
throughout the entire sample. The nanodiamond sample was from Carbodeon and did not
have any extra Nitrogen implemented into them, so the NV centers that could be detected
from them had to be created naturally in the diamonds. The nanodiamonds had a crystal
size of 4.0 ­ 6.0 nm, and the solids in the dispersion were ≥97 wt.%. When we prepared the
nanodiamonds sample, we added a few drops of distilled water to dilute the sample, before
letting the sample air dry.
Figure 3.1: The structure of Rhodamine 640 Perchlo­
rate. Figure taken from Exciton’s sheet on the com­
pound [68].
Figure 3.2: The fluorescence spec­
trum of Rhodamine 640 Perchlo­
rate. Black graph shows absorption
and blue shows emission spectrum.
Figure adapted from [69].
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For the Rhodamine sample, the structure of the fluorescent molecule is shown in Figure 3.1
[68], while spectra is shown in Figure 3.2 [69]. The Rhodamine fluorescence’s intensity
is several orders of magnitude higher than the NV’s. Therefore, even though most of the
fluorescence was filtered away, the signal was still extremely high compared to the NVs’.
The Rhodamine samples were used to test the confocal setup.
3.2 Microscope setup
The microscope equipment used in this Master Thesis is listed and motivated in this Section.
This is to give the properties of our equipment, justify our choice of equipment and to make
our experiments reproducible. The main equipment of the microscope setup is listed in Table
3.2, to give a quick overview of the equipment. A schematic of the setup used in this Master
Thesis can be seen in Figure 3.3. Photos of the setup are also provided and are shown in
Figures 3.4 ­ 3.6.
Table 3.2: Short explanation of the microscope equipment.
Equipment name Description
Laser A laser with wavelength 594 nm and
maximum power 5 mW.
Beam expander Used to widen the laser­beam, to allow it to cover
the entire back­aperture of the objective lens,
to obtain as high resolution as possible.
CMOS camera A camera to image the image plane.
PMT (Photomultiplier tube) A photomultiplier tube to measure photons,
a highly sensitive instrument used to measure the
small changes in fluorescence from the NVs’ blinking.
4 metallic mirrors Silver mirrors with high % of reflection designed to
steer the optical path.
Flip­up mirror A metallic mirror like the previous ones,
but able to be lifted up or down to let the light­path
travel to the CMOS camera or the PMT as needed.
Dichroic mirror A mirror that allows both transmission and reflection.
Used to guide the laser to the objective lens, then to guide
the fluorescence to the CMOS camera and the PMT.
Objective lens Used to focus the laser to a point on the sample.
Then used to make the fluorescence parallel.
2 Focusing lenses Used to focus the fluorescence on the CMOS camera
and PMT.
Shortpass filter Shortpass filter with cut­off wavelength 750 nm.
Longpass filter Longpass filter with cut­on wavelength 650 nm.
Neutral Density (ND) filters Filters used to reduce the power of the laser.


















Figure 3.3: A schematic of the setup used in this Master Thesis.
Figure 3.4: Setup shown from the side. The filters, ”Filter 1” and ”Filter 2” are shown in the
front together with the flip­up mirror and the camera on the right. The optical beam­path for
the photodetector is shown in the middle. The MW antenna can be seen over the diamond
on the left.
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Figure 3.5: Setup from the sample side showing the beam­path, theND filter, the beamsplitter
and the expander lens, ”Lens 1” on the left. The piezo stages, the objective lens, with the
dichroic mirror underneath and the leans to make the beam parallel, ”Lens 2”, in the middle.
The first filter, ”Filter 1”, on the right.
Figure 3.6: Setup inside box shown from above. The laser with the ND filter and beamsplitter
on the top. The sample, piezo stage and the photodetector beam­path in the middle. The two
optical filters, ”Filter 1” and ”Filter 2”, and the camera beam­path on the bottom.
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3.2.1 Imaging and sensing
A CMOS camera, MC050MG­SY, from XIMEA was used for optically imaging both the
sample and the NV fluorescence. The camera can be seen in Figure 3.3 as ”Camera”. The
properties of the camera is listed in Table 3.3. The camera had an important role in allowing
us to do brightfield imaging, to see the sample plane, and giving a visual of the fluorescence
and it was critical in the work of minimizing the laser spot size.
Table 3.3: The properties of the XIMEA camera.
Properties Resolution Pixel size [µm] Max Frames per second [fps]
Values 5 MP (2464 x 2056 pixels) 3.45 76
As we needed a more light sensitive detector than the camera to detect the NV blinking,
explained in Subsection 2.1.5, a new optical path was introduced. This path can be seen in
Figure 3.3 as the path to the left after the ”Flip­up mirror”, ending at the ”Detector”. The
”Detector” was two different photodetectors, first a Photomultiplier Tube (PMT), then later
changed to a Si amplified photodetector from Thorlabs. The theory of PMTs was explained
in Subsection 2.4.2. The PMT outputs a current, relative to the incident light power, which
is measured by the PC through a National Instruments (NI) card, a ”NI PCI­MIO­16E­4 (NI
6040E)”
The PMT used in this Master Thesis was a Hamamatsu H7827­012 PMT. Its spectral re­
sponse range was from 300 ­ 850 nm and its frequency bandwidth was from DC ­ 200 kHz.
The frequency bandwidth is the range of frequencies that a device can operate at. The current­
to­voltage conversion factor was 0.1 V/µA and its max output was 10 V. At 700 ± 50 nm
and 105 gain, the PMT had an anode radiant sensitivity of ∼ 0.14± 0.05 V/nW. 700± 50 nm
was our spectral range, as we used a 650 nm longpass filter and a 750 nm shortpass filter,
and the NVs emit fluorescence in that entire region, as shown in Figure 2.4 [26]. The gain
of the PMT could be controlled by a ”control voltage”, a voltage applied to the gain control
of the PMT. The recommended control voltage range of the PMT was 0.5 ­ 1.1 V, which
corresponded to a gain of ∼ 1.5 · 103 − 4.5 · 105. At the highest control voltage, 1.1V, the
anode radiant sensitivity for our fluorescence of 700± 50 nm became: 0.6± 0.2 V/nW
The lowest detectable power of this PMT was found by measuring the background of the
PMT with the lights off at night, over 40 s. The mean, SD and the variance from the mea­
surement was then calculated, shown in Table 3.4. The lowest detectable power was then
calculated as when the input power was equal to the SD of the background, 0.0177 mV:
P =
0.0177 mV
0.6± 0.2 V/nW = 30± 10 fW, (3.1)
giving a lowest detectable power of 30 ± 10 fW. The high uncertainty comes from the un­
certainty in the responsivity, as the PMT has a logarithmic scale for its responsivity.
The second detector used in thisMaster Thesis was a photodetector fromThorlabs, a ”PDF10A”
Si amplified photodetector with fixed gain. This detector had a much lower frequency band­
width, DC ­ 20 Hz, but a much higher gain: 1.0 · 1012 V/A. The responsivity of the photode­
tector at 700 ± 50 nm was ∼ 0.48 ± 0.03 A/W. To calculate the detector’s output voltage at
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specific wavelengths depending on the incident light power, the Equation 3.2 was used.
VOUT = POPT · ℜ(λ) ·G, (3.2)
where: VOUT is the output voltage, POPT is the incident light power, ℜ(λ) is the responsivity
of the detector at wavelength λ, and G = 1.0 · 1012 V/A is the gain. For our setup we used
λ = 700± 50, so responsivity became: ℜ(700± 50 nm) ≈ 0.48± 0.03 A/W.
The theoretical lowest measurable power of this detector at its most sensitive wavelength, ∼
950 nm, was found through its Noise­Equivalent Power (NEP). The NEP indicates the in­
coming power, dependent on the frequency, that will have a magnitude in volts equal to the
detector’s noise, which we will use as this detector’s lowest detectable power [70]. The NEP
listed by the manufacturer was 1.4 fW/
√
Hz. This NEP has to be multiplied by the square
root of the frequency from the the frequency bandwidth, that is the closest to the frequency
used in the measurement. So if 15 Hz was used, the NEP would be multiplied by
√
15 Hz,
but for any frequency > 20 Hz, the NEP is multiplied by
√
20 Hz instead [70]. So for our
measurements, we get:




20 Hz = 6.3 fW. (3.3)
The responsivity of the detector at ∼ 950 nm was ∼ 0.58 A/W. Comparing this to our re­
sponsivity of ∼ 0.48± 0.03 A/W, increases the lowest detectable power to:
PLowest ≈ 6.3 fW
0.58 A/W
0.48± 0.03 A/W = 7.6± 0.2 fW. (3.4)
This is still not the final NEP, unfortunately, as the overall output voltage noise for the de­
tector was higher than listed as well. By the manufacturer the output voltage noise was spec­
ified as ∼6.5 mVRMS, but from our measurements, the detector used in this Master Thesis
was shown to have an overall output voltage noise of ∼26 mVRMS instead, ∼4 times higher
than the specified one. This causes the lowest detectable power of this detector to be ∼4
times higher as well: ∼ 30.5 ±0.9 fW.
The lowest detectable signal and information of the background of the two sensors are listed
in Table 3.4. Both of the detectors end up having almost the same lowest detectable power,
but the Si photodetector had a much lower uncertainty in the value. The Si photodetector
was also vastly easier to work with and detected a lot less background from the laser than the
PMT, which increases the lowest detectable power of the PMT. The SD and variance of the
noise from the PMT was, on the other hand, much lower than the SD and the variance of the
noise from the Si­Photodetector. As mentioned in Subsection 3.2.1, the PMT also had high
incident saturation power, meaning that high power light would ruin the detector, causing it
to be harder to work with. Because of this, the Si­Photodetector was used as our main sensor.
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Table 3.4: The voltge mean, SD and variance of the background together with the lowest
detectable signal of the PMT and the Si amplified photodetector. The lowest detectable
signal is calculated as the input power where the voltage will equal the noise.
PMT Si amplified photodetector
Background mean [mV] ∼0.19 ∼13.2
Background SD [mV] 0.0177 7.47
Background variance [mV] 0.000312 55.7
Lowest detectable power 30±10 fW 30.5±0.9 fW
3.2.2 Laser
The laser used to excite the NVs to generate fluorescence was a 5 mW, 594.0 nm laser. The
laser is shown in Figure 3.3 as ”594nm”. It was a laser from Coherent, with the code 31­
2230­000. A diffraction limited spot from a 594 nm laser can be calculated from the Rayleigh
criteria, Equation 2.7. The diffraction limited spot was therefore calculated to be 259 nm for
our laser, meaning that our laser spot should have ideally been as close to 259 nm as possible.
A laser with low power was chosen because the optimal laser intensity in the spot needed to
be∼1 kW/cm2, as discussed in Subsection 2.1.5. The choice of a wavelength of 594 nm was
because this gave an NV­ to NV0 on­time ratio, r, of r ≈ 0.1. The laser intensity set to ∼
1 kW/cm2 gives an on­time of ∼2 s. These settings give the best settings for detecting NV
charge state switching [20].
3.2.3 Mirrors
A dichroic mirror was used to reflect the laser to the objective lens and to let only the NV
fluorescence transmit back through the mirror. The dichroic mirror is shown in Figure 3.3
as ”Dichroic mirror”. The mirror was a ”DMLP550” longpass dichroic mirror with a 550
nm cut­on wavelength. According to the mirror’s specifications > 95% of the fluorescence
should be transmitted through the mirror at a 45° angle.
A flip up mirror of polished silver, shown in Figure 3.3 as ”Flip­up mirror”, was placed
in the optical path after the optical filters to choose whether to direct the signal to the camera
or the detector.
4 silver mirrors were used to route the optical path. These mirrors were not illustrated in
Figure 3.3 for simplicity. All 4 mirrors had a reflectance of ∼ 95%. One was used to route
the laser to the objective lens, before the dichroic mirror, two to route the NV fluorescence
to the camera, and a final mirror after the flip­up mirror to route the NV fluorescence to the
detector.
3.2.4 Lenses
As getting a small as possible spot was important, an oil immersion objective lens with 100x
magnification and highest NA, 1.40, from Olyumpus was used. The object lens is shown
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in Figure 3.3 as ”Object lens”. It was an oil immersion lens where the oil had a refractive
index of 1.52. The lens fully compensated for both spherical and chromatic aberrations in
our region of interest. It had a back aperture diameter of 7 mm.
To obtain the smallest spot size possible, the back aperture of the objective lens needs to
be fully illuminated with a parallel beam. Because of this, the beam of our laser had to be
expanded, and made as parallel as possible. One way to expand the beam is with a beam
expander, which expands the beam through optics inside of it. The other way is to use two
lenses, one to focus the beam right in front of it, causing it to diverge quickly afterwards,
and then use a second lens afterwards, at the wanted beam­width, to make the beam parallel.
This can be seen in the setup diagram shown in Figure 3.3 as ”Lens 1” and ”Lens 2”. ”Lens
1” was a ”C560TME­B” lens from Thorlabs, and had a NA of 0.18 and a focal length of
13.86 mm. ”Lens 2” had a long focal length, ∼ 250 mm. A beam expander from Thorlabs,
BE02­05­A, was used in place of Lens 1 and Lens 2 at first. The beam expander we used
had a magnification of 2x ­ 5x, where the 5x zoom, gave the smallest laser spot size.
Three lenses were used to focus the NV fluorescence, one to focus the image from the objec­
tive lens onto the camera, shown as ”Lens 3”, one to focus the same image onto the pinhole,
”Lens 4”, and one after the pinhole to focus the remaining signal onto the sensor, ”Lens 5”
in Figure 3.3. The focusing lens for the camera, ”Lens 3”, was positioned so the top to the
bottom of the camera image was 59±1 µm. The lenses focusing on the pinhole and sensor,
”Lens 4 and 5” were positioned to maximize the NV fluorescence detected by the sensor.
3.2.5 Optical filters
The laser­light reflected from the diamond and the fluorescence from the NVs got filtered
by a shortpass and a longpass filter. A shortpass filter reflects back all light above a certain
wavelength, the cut­off wavelength, and allows transmission of light below the wavelength.
A longpass filter reflects back all light up to a certain wavelength, the cut­on wavelength,
and allows transmission of light above the wavelength.
The setup used a shortpass filter with cut­off wavelength 750 nm, ”FEL0750 Longpass Fil­
ter” from Thorlabs. The shortpass filter can be seen in Figure 3.3 as ”Filter 1”. The choice
of this filter was to cut off as much light as possible after the main fluorescence spectrum
of the NV centers, shown in Figure 2.4 [26]. Thereby giving the microscope as much of the
light from the NV centers as possible while removing as much background as possible. The
longpass filter was of a premium type, where the transmission was more uniform and closer
to 100%. The longpass filter can be seen in Figure 3.3 as ”Filter 2”. The initial filter used
was a longpass filter with cut­on wavelength of 600 nm, ”FELH0600 Hard­Coated Shortpass
Filter” from Thorlabs. This filter was chosen so as much of the NV0 and NV­ fluorescence
spectra would pass through to the PMT and camera. This was so seeing the NVs go from
the NV­ state to the NV0 state was as easy as possible. Further discussion concluded that it
would be easier to see the blinking of the NV­s going to NV0 if as much of the NV0 fluores­
cence spectrum as possible was filtered out. The state change to NV0 would then cause the
signal to go closer to 0, compared to not filtering away the NV0 spectrum. The longpass fil­
ter was then changed to one with a cut­on wavelength of 650 nm, ”FELH0650 Hard­Coated
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Shortpass Filter” from Thorlabs.
The Neutral Density (ND) filters were needed in the setup to reduce the power of the laser
before the light was focused on the diamond. The ND filters were not shown in Figure 3.3
due to simplicity, but as shown in Figures 3.5 and 3.6, the ND filters were placed between
the laser and ”Lens 1”. ND filters are filters that will reduce the intensity of the transmitted
light be reflecting a certain % of it back, dependent on the strength of the filter. The ND
filters were used to reduce the power per square centimeter of the focused spot of the laser,
which decides the NV­s’ on­time, explained in Subsection 2.1.5. The optimal value for this
project was 1 kW/cm2, which gives an average on­time of 2 s, as explained in Subsection
3.2.2 [20]. To obtain 1 kW/cm2, we used an ND filter with Optical Density (OD) 0.5, an
ND filter with OD 0.2 and a Beamsplitter from Thorlabs, ”EPB2 70­30”, slightly tilted. This
reduced the power of our laser, in the spot, from 440±10 µW to 34±1 µW.
3.2.6 Pinhole
The pinhole can be seen in Figure 3.3 as ”Pinhole”. To decide on the size of the pinhole to
be used in this Master Thesis for the confocal setup, the Airy Unit (AU) of the setup first had
to be calculated. By using Equation 2.17 with λem = 700± 50, M = 100 and NA = 1.4, AU
could be calculated:
AU = 0.61 · 700± 50 nm · 100
1.4
= 30± 2 µm. (3.5)
With an AU of 30 ± 2 µm, we decided upon using a PH of d = 30 µm. This put us approx­
imately in the 1AU < PH < ∞ range, meaning we could use A ≈ 0.88 for Equation 2.18
to calculate the FWHM of the axial resolution, and therefore depth, as explained in 2.4.5.
Combining Equation 2.15 with Equation 2.18, the width at 1/e2 maximum can be calculated,
which is approximately equal to the 4σaxi, 2waxi ≈ 4σaxi:





= 957 nm, (3.6)
showing that in our setup we had a depth resolution of approximately 957 nm.
3.2.7 Piezo stages
Three piezo stages, connected to be able to move in the X­, Y­ and the Z­direction, were
used as the sample­holder. The piezo stages were not shown in Figure 3.3 for simplicity, but
is seen in Figure 3.5. The X­, and Y­stages were connected to the PC through a three stage
piezo controller, allowing them to be moved for the confocal setup. The instrument used to
connect the sensors to the PC only had two analog outputs, so the Z­stage was only operated
manually. The stages could move 20 µm with a voltage of 75V applied to them. Using the
piezo stages, the sample could move in all three dimensions with sub micrometer precision.
An open­loop piezo controller from Thorlabs was used to amplify the voltage from the PC
to the piezo stages, with 75 V as its max voltage. 1 V applied to the piezo controller would
therefore result in the stages moving 2 µm.
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3.2.8 Optically detected magnetic resonance setup
The ODMR setup was not included in Figure 3.3, but the antenna used for the MW radiation
can be seen in Figure 3.4. Themicrowave generator used to performODMRwas a SynthHD:
10MHz ­ 15 GHz Dual Channel Microwave Generator, fromWindfreak Technologies. With
frequency it had a resolution of 0.1 Hz, and a range of ­50 dBm to +20 dBmwith a steplength
of 0.01 dB. An amplifier from Mini­Circuits, a ”ZRL­3500+” low noise amplifier, was used
to boost the MW radiation. It had a range of 700 ­ 3,500 MHz, with a typical noise figure of
3.2 db and a typical gain of 17 dB at around 2,870 MHz. A small coaxial wire was used as
the antenna to direct the MWs right on top of the diamond.
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Chapter 4
Description of protocols
This chapter describes the codes used to read out the various signals, and to perform ODMR
onNVs. The chapter starts with aMATLAB script, used to calculate the size of the laser spot.
Then the two main LabVIEW codes will be explained, the continuous voltage single input
code based off of the example LabVIEW code used to measure the signal from the detectors
on demand, and the more complex confocal imaging code used to perform confocal imaging
on the NVs in our diamond samples. The chapter ends with a short description of the various
smaller, less important, but frequently used scrips and codes used in this Master Thesis.
4.1 MATLAB
4.1.1 Laser spot script
The script used to calculate the size of the laser spot was modified from ”Fit 1D and 2D
gaussian to noisy data” made by Manuel A. Diaz [71]. The code was modified to calculate
the first SD of the spot instead of the FWHM and how it imported the image, sectioning the
image to the spot and normalizing it. We used the camera’s software to take the image of the
spot needed for this code. A block diagram of the code is shown in Figure 4.1 highlighting
what the user needs to input, what the code does and what the code outputs.
The code starts by importing the .png image into an array and then reducing its size by
cutting out only the area around the spot. This area needs to be found manually, done the
easiest way by simply turning a small area of the array back into an image and see if it is
the spot. The code then normalizes the array, subtracting the min­value of the array from
the entire array and then dividing the array by its new max value. The code then attempts to
make a Gaussian fit of the spot using the initial parameters input.
The code will check if the fit is good using the least squares method shown in Equation
2.23. If the fit is not good: It will change the parameters and make another fit. If the fit
is good: It will keep this Gaussian fit and it will create a 3D surface, ”surf”, image of the
Gaussian fit together with the spot image in one window. In another window it will show
the spot image with a line going through the spot’s center in two perpendicular directions.
Above the image, the value of each pixel in the first line is plotted and the same is done for
the perpendicular line, shown on the right. This window also shows the calculated σX and
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σY of the spot, the SD values used to calculate the spot size using Equation 2.16.
Figure 4.1: Block diagram of the script, ”Laser Spot Script”, for calculating the size of the
spot from an image. Blue squares show what the user needs to input, purple squares are the
code running and green squares are the outputs of the code shown on the two windows when
the code is finished. This code was modified from MATLAB Central File Exchange: ”Fit
1D and 2D gaussian to noisy data” made by Manuel A. Diaz [71].
4.2 LabVIEW
Laboratory Virtual Instrument Engineering Workbench (LabVIEW), is a graphical program­
ming tool focused on data acquisition and processing [72]. Instead of standard programming
of writing the code, in LabVIEW, the coding is done by drawing wires between the func­
tions or routines, called a Virtual Instrument (VI). LabVIEW can be split between the front
and the back panels, the front panel is what the user sees and interacts with, while all the
programming is at the back panel.
4.2.1 Single input program
A LabVIEW program was used to read the signal from the sensor using a National Instru­
ments (NI) card, PCI­MIO­16E­4 (PCI­6040), mounted in the PC. The LabVIEW example
program ”Voltage ­ Continuous Input” and NI­DAQmxwere used as the baseline for the data
acquisition program. A block diagram of the program is shown in Figure 4.2, highlighting

























Figure 4.2: Block diagram of the program, ”Single Input”, for continuously measuring sam­
ples from the detector using LabVIEW. Blue squares show what the user needs to input,
purple squares are the program running, green squares are outputs to the front panel of Lab­
VIEW and red squares are file outputs.
A channel is first created using the Create Virtual Channel VI. The max and min voltage
is chosen here by the user. The smaller the voltage interval, the higher the resolution. The
channel chosen is the channel for the Analog Input (AI) of the NI card that the detector is
connected to. This task is next moved to the Timer VI, where the mode ”continuous samples”
is set, and the frequency and the amount of samples is set from the user’s input. This task is
then wired to the Logging VI that logs the measured voltages in a .tdms file.
The task is then wired to the Start VI. The task is wired into a ”While” loop that will only
stop if the ’Stop’ button, on the LabVIEW front panel, is clicked or if an error has occurred.
While this loop is running the program will continuously measure samples from the detector
and graph them onto the front panel. The program will also do a running calculation of the
VP­P, the VRMS , the SD and the variance of the samples until the program stops. After the
loop the task is stopped and cleared. Lastly the program will check if any errors occurred.
4.2.2 Confocal imaging program
A LabVIEW program was used for the confocal imaging done in this Master Thesis. The
measurements were carried out using the continuous measurement described in Subsection
4.2.1. This section will focus on the analog output section of this code and explain the dif­
ference in the input section of this program, compared to the previous program. A block
diagram of this program is shown in Figure 4.3, highlighting what the user needs to input,
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Figure 4.3: Block diagram of the ”Confocal Imaging” program used in this master thesis.
Blue squares show what the user needs to input, purple squares are the code running, green
squares are outputs to the front panel of LabVIEW and red squares are file outputs. The red
arrows show a loop that will run until they are done.
The input and output codes are run parallel until they reach the data acquisition part, and
the AI half of this section is identical as in Subsection 4.2.1. A channel is created for the
output using the Create Virtual Channel VI. Two outputs are used for the X­ and Y­stages.
Parallel to this, a spreadsheet file is generated with four columns: X­stage voltage, Y­stage
voltage, start time and end time. The analog output section is wired to the Start Task VI and
the analog output, input and the previously generated file’s path are all wired into three while
loops.
The inner loop runs first, and its job is to measure the voltage of the input. It measures
the voltage together with the timestamp of the measurement over a time­period chosen by
the input of the user. Then this measured voltage is saved in a matrix indicating which
pixel it is. After this while loop has run for its set time, the task is ended as that stops the
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acquisition. The task, and the data acquisition, restarts every time the middle loop runs once.
The middle and outer while loops are used to change the voltage of the X­ and Y­stages
respectively. The X­stage is moved from 0 V to its max voltage in the middle loop before
the Y­stage is moved one step in the outer loop. After the X­stage has moved from 0 V to its
max voltage, the next iteration of the while loop has the X­stage go from its max voltage to
0 V. With each iteration of the middle while loop, the X­stage voltage, the Y­stage voltage,
the loop’s start time and the loop’s end time are all appended to the previously generated
spreadsheet file, to log the change in the stages’ voltage. At the end the tasks are ended and
cleared, and the matrix with the input voltage of each pixel is written to a spreadsheet. Lastly
the code checks for any errors.
4.3 Smaller scripts and programs
Several extra smaller codes were used in this Master Thesis. A MATLAB script was used to
calculate an estimate of the FWHM and the width at 1/e2 intensity, which will be explained
in Subsection 4.3.1. A LabVIEW program building upon the Single Input program from
Subsection 4.2.1, for having two inputs, one for the sensor and a laser reference, which will
be explained in Subsection 4.3.2. Lastly there was a program for finding the intensity of the
camera image over time, which will be explained in Subsection 4.3.3.
4.3.1 FWHM and 1/e2­width script
The two programs for calculating the FWHM and the width at 1/e2 of the maximum intensity
functioned identically, apart from at what intensity they calculated the width. The FWHM
code will therefore be used as example.
As with the Laser Spot Script explained in Subsection 4.1.1, the first the script did was im­
port the image and then normalizing the image in the same way as in the Laser Spot Script.
Following that the script found the pixel, or pixels, in the spot that had the maximum value.
Then the script looked at the first pixel in the same row as the pixel with the maximum value
that had an intensity above 50% of this maximum value. It then did the same, but with the
last pixel with an intensity above 50%. It did this for each pixel that had the maximum value,
for both rows and columns and then listed all the calculated widths. The second script sim­
ple swapped 50% of the maximum intensity with 1/e2 of the maximum intensity. This script
was short and simple, but also had a high uncertainty. Therefore it was only used to compare
with the spot sizes from the Laser Spot Script, explained in Subsection 4.1.1.
4.3.2 Double input
The LabVIEW program for double input was written nearly identical to the Single Input
program from 4.2.1. Because of this only the changes between the two programs will be
explained.
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Instead of creating a single virtual channel, a channel for both the sensor and the reference
each were created. Both of the signals were averaged after a measurement, not only the
signal. After a measurement, both the signal and the reference were divided by their first
measurement. This was done as a form of normalization, so only the change of intensity
was measured. Then the averaged signal was divided with the averaged reference. Lastly all
three of these averaged values were plotted together: the signal, the reference and the signal
divided by the reference. Because of the initial normalization, all three of these values were
within a small distance of each other and could be plotted together.
4.3.3 Camera code
The camera code was used to measure the intensity of the entire image over time. This was
done to test if the camera could be used to sense the NV blinking. This code was written in
PYTHON and used XIMEA’s own PYTHON API to control the camera through the code.
The start of the code opened the camera, so settings could be set. All settings were first
set to default to turn off Auto Exposure and Gain (AEG). Then the exposure time and the
gain were set to what the user wrote. The Look­Up Table of the camera was set to default,
and then the how many pictures the code was to take was set. The camera was then set to
”Open” and then ”Start” to start the data acquisition. While the code was running the camera
would save the images either as an array, where the values were the intensities, or as images
on your computer. If the images were saved as an array the code would calculate the total
intensity of all the pixels of each image and only save that value. If only the averages were
saved, the code would graph the average intensities over time. Otherwise the images would
have to be imported into MATLAB to calculate the intensities over time.
Chapter 5
Experimental results
This chapter presents the experimental results from this Master Thesis and some calculations
of the results. This chapter showcases the various methods used to attempt to detect NV
blinking, and shows how the spot needs to be smaller, and a photon counting detector is
needed to detect this blinking, but everything else is working. The chapter starts by showing
the results from measurements that were necessary to the experiments later on. The first is
the FOV of the camera and the size of each picture in the sample plane. Afterwards the results
start by showing how the laser spot size was calculated, how it was shown to be 1460±50 nm,
and the laser intensities used to obtain a 2 s on­time of the NVs. The approximate NVs in the
spot of the two diamonds were also calculated to be∼2400 for the bright and∼12 for the dim
diamond. After that, this chapter will explain why both the camera and the PMT were both
not sensitive enough and too difficult to use, to find NV blinking. Then measurements from
the Si amplified photodetector will show why the dim sample with the aluminium coating
was the sample used to attempt observing NV blinking, and then two measurements will
show that NV blinking could also not be detected with the Si amplified photodetector in our
setup. Then the results from the confocal imaging will be shown, where two measurements
will show how the confocal code can detect areas of higher intensity fluorescence. Two
measurements also show that the laser or detector cause the intensity to decrease over time.
Lastly results are shown to prove ODMR can be performed on the setup.
5.1 Camera image size
To measure the final magnification of the camera image, to calculate the laser spot size later,
a micrometer ruler for microscopes from Thorlabs, model ”R1L3S2P”, was used. This ruler
consists of stripes with a spacing of 10 µm between each, with a full length of 1 mm. By
imaging this micrometer in bright­field, the camera’s Field of View (FOV), the maximum
height of the camera image, and the size of the image projected onto each pixel can be cal­
culated. Through Figure 5.1, the height of the camera image, and its FOV, was found to be
59±1 µm. With a pixel height of 2056 pixels, the size of the image projected onto each pixel
can be calculated:
59± 1 µm
2056 pixels = 28.7± 0.5 nm/pixel. (5.1)
The value calculated in Equation 5.1, 28.7± 0.5 nm/pixel, will be used to calculate the laser
spot size later, shown in Figure 5.4.
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Figure 5.1: The image used to find the FOV of the optical microscope. Almost six 10 µm
lines go from the bottom to the top of the image, giving the image a height of 59±1 µm.
5.2 Laser spot size and NVs in spot
An optical power meter from Thorlabs, ”PM100D”, with a photodiode power sensor of
”S121C”, was used tomeasure the intensity of the laser at the position of the sample. Through
this power meter it was measured that the laser intensity fluctuated by±4%. The power me­
ter was also used to measure the power of the laser right after the objective lens, in the laser
spot. This is the measured optical power that is listed for the laser in this Master Thesis, in
Table 5.1 for example. The importance of knowing the intensity of the laser for NV blinking
is explained in Subsection 2.1.5.
An image of the spot can be seen in Figure 5.2 and a heat image of the same spot in Figure 5.3.
This is an image of the smallest spot obtained in this Master Thesis. A heat image showing
how the σs in the X­ and Y­directions, σX = 12.5 pixels and σY = 12.1 pixels respectively,
from this spot were calculated is shown in Figure 5.4. This figure, together with Figure 5.5,
which is a 3D surface image of the spot together with its Gaussian fit, were generated by
the Laser Spot Script explained in Section 4.1.1. Using Equation 2.16, this small spot was
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calculated to be 1410±50 nm:
dspot = 2(12.5 pixels+ 12.1 pixels) · 28.7± 0.5 nm/pixel = 1410± 50 nm. (5.2)
Figure 5.2: A camera image of
the spot with the dim sample with
aluminium coating.












Figure 5.3: A heat image of the spot normalized to max
255 and min 0.
The calculated size of this spot and 3 other measurements are shown in Table 5.1. As the
difference in focus between these images were so small, the average of these spots was used
as the real spot size, calculated to be 1460±50 nm.
Table 5.1: The spot size calculated from four images of slightly different Z­positions, where
all four were within 1 µm of each­other, with the average of the spot sizes at the end.
σX [pixels] σY [pixels] Spot size [nm]
1st image 12.7 12.5 1440±50
2nd image 13.3 13.2 1520±50
3rd image 12.9 12.6 1470±50
4th image 12.5 12.1 1410±50
Average 12.8 12.6 1460±50
With the size of the spot as 1460±50 nm and the depth calculation from Equation 3.6, we






957 nm = 3.21 µm3. (5.3)
The NVs in the spot for each of the samples can then be calculated through the volume
calculated as 3.21 µm3, from Equation 5.3, and Equation 2.1:
NBright ≈ 150 NVs/(µm3 ppb) · 5 ppb · 3.21 µm3 = 2400 NVs. (5.4)
NDim ≈ 150 NVs/(µm3 ppb) · 0.025 ppb · 3.21 µm3 = 12 NVs. (5.5)
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Figure 5.4: The result of the Laser Spot Script, from Subsection 4.1.1, showing the spot in the
center together with two circles indicating 1σ and 2σ out from the center. The Gaussian fit in
two perpendicular directions is shown, the first above and the second on the right. The SD in
the X­ and Y­directions were calculated to be: σX = 12.5 pixels and σY = 12.1 respectively.
With the bright sample averaging approximately 2400 NVs in the spot, it is immediately
obvious that this sample is unfit to detect a single NV blinking, which is necessary to per­
form STORM. The dim sample however, averages approximately 12 NVs in the spot, which
unfortunately is still several NVs, but not too many to make it impossible to detect a single
NV blinking. With a 2 s on­time, on average there will be at least one NV on at all times,
indicating that detecting a single NV blinking would be easier if the spot was diffraction
limited.
The size of the laser spots with the two different laser beam expansion methods, explained
in Subsection 3.2.2, are shown in Table 5.2. The table clearly shows that using two lenses
to expand the laser is significantly better than using a beam expander. The Table also shows
the measured laser power in the spot and the calculated laser intensity in kW/cm2 for both
of the methods. The laser intensity is calculated simply by dividing the spot size the laser
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(1.07± 0.09 kW/cm2)2 = 1.8± 0.6 s. (5.6)
The uncertainty from the on­time calculations are in the range of±0.3 s. This means that the
on­burst from the NV­s are not set to a static 2 s, but can be at least from 1.7 ­ 2.3 s, which
needs to be kept in mind when looking for the NV blinking.
Table 5.2: The spot sizes in nm and the laser power used for the two different methods used
to expand the laser beam in this Thesis.
Spot size [nm] Laser power [µW] Intensity [kW/cm2] On­time [s]
Beam expander 1950±70 65±3 1.07±0.09 1.8±0.3
Two mirrors 1460±50 34±1 1.00±0.07 2.0±0.3
Figure 5.5: A 3D surface image of the spot from 5.4, normalized to Y­axis max 1 and min
0. This is the second figure generated by the Laser Spot Script from Subsection 4.1.1. The
Gaussian fit, in blue, is plotted together with the spot, the heat image inside the Gaussian.
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5.3 Detecting NV fluorescence and blinking
5.3.1 Camera
A measurement using the camera to try to observe NV blinking is shown in Figure 5.6 and
a measurement of the background is shown in Figure 5.7. Figure 5.6 shows a clear decline
in the signal from the camera during the first ∼40 measurements. Due to the consistent de­
crease, it would be impossible to notice the NV blinking in this area, due to their low power
shown in Figure 2.5 and the first 40 measurements were therefore not shown in the results
in the subsequent tests. This is shown in Figure 5.7, where the graph starts at measurement
40.
The straight lines in Figures 5.6 and 5.7 are measurements where the settings changed mid­
measurements, causing them to either go far above or far below themax orminmeasurements
respectively. The straight lines are averages of the entire measurement, excluding the mea­
surements they replaced, to make the measurements at least usable. Unfortunately we did
not find out how to fix this problem. Furthermore, the noise in the intensity measurements
from the camera was too high to be able to detect the blinking of the NVs. Because of the
unstable settings, the varying noise, as shown in the peak around measurement 60 of Figure
5.7, and how time­consuming the measurements with the camera were, work on attempting
to measure NV blinking through the camera was discontinued in favour of the more sensitive
detectors.
Figure 5.6: 16­bit camera code of NVs with
the first 40 measurements. The X­axis is the
measurement number and the Y­axis is the
summed intensity of all of the pixels in the
image in 104.
Figure 5.7: Background camera measure­
ment without the first 40 measurements. The
X­axis is the measurement number and the Y­
axis is the summed intensity of all of the pix­
els in the image in 104.
5.3.2 Photomultiplier tube
The measured average background signal of the PMT was measured to be 0.19±0.02 mV, as
shown in Table 3.4. The PMTwas the first detector after the camera used to attempt detecting
NV blinking. The background signal and noise measurement used to calculate this is shown
in Figure 5.8.
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Figure 5.8: Measurement of the background noise from the PMT at night with the lights off.
The difference in signal from background to the signal from the diamond in focus was too
small to observe it in the LabVIEW program. This signal could only be found by looking at
the laser instead of the fluorescence. This was done by using high ND filters, > 3.0 OD filters,
in front of the laser and by removing the shortpass filter, causing the PMT to measure the
laser instead of the NV fluorescence. After finding the max value for the laser, the shortpass
filter was re­inserted and the ND filters were removed. Any tiny change to the system would
cause the signal to become so low that it was impossible to find again. Due to how much
work was needed to find the signal from the NVs after every measurement, the Si amplified
photodetector was preferred and used as the main detector instead. The PMT had a much
bigger detecting area than the Si photodetector, which caused it to measure the background
from the laser easily. Therefore the strength of the ND filters would change the measured
laser background, and the PMT’s noise, causing its noise to be higher than listed in Table 3.4
and be less reliable than the Si photodetector’s noise.
5.3.3 Si amplified photodetector
The detector used after the PMT was a Si amplified photodetector listed as a ”Femtowatt
photoreceiver” from Thorlabs. This meant it had an extremely high sensitivity, being able to
detect signals down into the femtowatt range, which is the same order of magnitude as the
NV fluorescence, as shown in Figure 2.5 [34]. The noise of the Si photodetector was listed
as ∼6.5 mVRMS in the datasheet of the detector, as explained in Subsection 3.2.1 . Using an
oscilloscope to measure the voltage from the Si photodetector with the detector covered and
in darkness, the oscilloscope measured a voltage of ∼27 mVRMS. An example of the mea­
surement of the background noise of the Si photodetector used to calculate this mVRMS is
shown in Figure 5.9. This increased noise also decreased the sensor’s sensitivity by increas­
ing the lowest measurable power from 6.3 fW to 30.5±0.9 fW. This unfortunately drowned
the NV blinking inside of the noise of the detector, as will be demonstrated.
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Figure 5.9: Measurement of the background noise from the Si photodetector, where the Y­
axis is in mV and the X­axis is in seconds.
The signal from the fluorescence was quite high with the Si photodetector, compared to
the background, as can be seen in Table 5.3. The mean background being 13.2 mV and the
signal about 886.9 mV without any ND filters. With appropriate filters to have a 2 s on­time,
the mean signal was ∼120 mV. The high signal compared to the background most likely
came from having a spot with several NV centers in it.
In Figures 5.9 ­ 5.12 a selection of measurements for the Si photodetector are presented.
Figure 5.9 shows a measurement of the background of the photodetector when the laser is
on, but with the flip­up mirror down, so the signal goes to the camera, but the background
from the laser is still there. The range was set to 0 ­ 1 V, the rate set to 20 Hz and averag­
ing was turned off. Figure 5.10 shows a measurement of the bright sample with aluminium
coating and a second measurement with a 0.5 OD ND filter in front of the laser. Figure 5.11
shows two similar measurements, but with the dim sample and of the area not covered by
the aluminium coating. Figure 5.12 also shows two similar measurements, but of the area
covered by the aluminium coating. This figure also shows that the sample with the best sig­
nal was the dim diamond with the aluminum coating, reaching 800 mV with no ND filters,
several times higher than any other measurement.
To attempt detecting NV blinking with the Si photodetector, the dim diamond coated with
aluminium was chosen, as explained in the previous paragraph. Two ND filters, a 0.5 OD
and a 0.2 OD, and a beamsplitting mirror were placed in front of the laser. The beamsplitting
mirror was used as its reflectance was dependent on its angle, and it could therefore be used
to finetune to laser intensity after the ND filter. We obtained an on­time of 2 s through this,
and the resulting measurement is shown in Figure 5.13. The blue signal from the figure was
done as the previous measurements, while the red signal had the sample rate set to 20,000 Hz
and the number of samples averaged set to 1,000 samples. Unfortunately, in both of these
measurements the noise of the sensor was too high to detect any NVs going from NV0 to
NV­.
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Figure 5.10: Voltage measurements from the bright sample with the photodetector, where
the Y­axis is in mV and the X­axis is in seconds. (a) Measurement of the bright sample with
the aluminium coating. (b) Added 0.5 OD ND filter after the laser.





Figure 5.11: Voltage measurements from the dim sample with the photodetector, where the
Y­axis is in mV and the X­axis is in seconds. (a) Measurement of the dim sample without
the aluminium coating. (b) Added 0.5 OD ND filter after the laser.








Figure 5.12: Voltage measurements from the dim sample with the photodetector, where the
Y­axis is in mV and the X­axis is in seconds. (a) Measurement of the dim sample with the
aluminium coating. (b) Added 0.5 OD ND filter after the laser.
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Figure 5.13: Voltage measurements from the dim sample with the photodetector, where the
y­axis is in mV and the x­axis is in seconds. The dim sample with the silver coating was
used. A 0.5 OD ND filter, a 0.2 OD ND filter and a beamsplitting mirror was used to obtain
∼2s on­time for the NVs. (a) Measurement setting same as previous ones, 20Hz and no
averaging. (b) Sample rate set to 20,000 Hz while averaging every 1,000 samples.
Table 5.3: The mean voltage, the SD and the variance of the Si amplified photodetector
measurements from Figures 5.9­5.13. All the means are including the background in this
table.
Measurement Mean [mV] SD [mV] Variance [mV]
Figure 5.9, 13.2 7.47 55.7
Background measurement
Figure 5.10 blue signal, 107.5 7.80 60.9
Bright sample with silver coating
Figure 5.10 orange signal, 42.5 7.98 63.6
Same as previous, but added 0.5 ND filter
Figure 5.11 blue signal 187.6 8.00 64.0
Dim sample without the silver coating
Figure 5.11 orange signal, 67.2 7.80 60.9
Same as previous, but added 0.5 ND filter
Figure 5.12 blue signal, 810.1 8.25 68.1
Dim sample with the silver coating
Figure 5.12 orange signal, 254.4 8.10 65.9
Same as previous, but added 0.5 ND filter
Figure 5.13 blue signal,
Measurement with 2 s on time with: 121.8 7.49 56.1
dim sample, silver coating, 20 Hz
Figure 5.13 red signal, 4.21 17.8
Same as above, but with: 119.6
20 kHz and averaging every 1,000 samples
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Table 5.3 shows the mean, the SD and the variance of the measurements shown in Figures
5.9 ­ 5.13. Both the SD and the variance of the last measurement, with averaging, is lower
than the previous measurements, which were mostly similar. The decrease in intensity from
adding the 0.5 OD ND filter was ∼61% for the bright sample, ∼64% for the dim sample
without the coating and ∼69% for the dim sample with the coating.
As no measurement was able to detect any NVs going from NV­ to NV0, it was concluded
that a more sensitive detector and a smaller spot size was required to detect the blinking.
Without the NV blinking, STORM could not be performed and is therefore not shown in this
Master Thesis. The next parts will therefore focus on the results from the confocal imaging,
and ODMR being performed, demonstrating that the remaining parts to perform STORM
with ODMR is in place.
54 5. Experimental results
5.4 Confocal imaging
The confocal imaging can be used to probe the sample to detect which areas of the sam­
ple have increased or decreased fluorescence, and from there, which areas have a higher or
lower density of NVs. One of the reasons we performed confocal imaging was in the hopes
of finding a spot with fewer NVs, to make observing the blinking easier.
(a)
(b)
Figure 5.14: Confocal image of a 2.5x2.5
µm2 area on the nanodiamond sample. (a)
a heat image of the area and (b) a surface
image. The intensity is shown in volts.
(a)
(b)
Figure 5.15: Confocal image of a 1x1 µm2
area on the nanodiamond sample centered on
the peak from Figure 5.14. (a) a heat image
of the area and (b) a surface image. The in­
tensity is shown in volts.
An example of a heat image after a confocal scan on a 2.5x2.5 µm2 area is shown in
Figure 5.14a and a 3D surface image of the same image, is shown in Figure 5.14b. This was
done on the nanodiamond sample to detect areas with different NV fluorescence. A clear
peak in intensity can be seen at the start of Figure 5.14 followed by a decrease around it. The
confocal imaging setup is more sensitive to NV fluorescence than the camera. Therefore, if
when looking at the camera, going from one area to another area, there is no visual change in
the fluorescence intensity, but a change can be seen in the confocal setup, then that indicates
5.4 Confocal imaging 55
that the area has a higher density of NVs. It is important to check visually with the camera
before making a conclusion, as sometimes obstructions, and diffractions from them, can be
the reason for the signal change. A close­up of the peak can be seen in Figure 5.15.
(a)
(b)
Figure 5.16: A 5x5 µm2 confocal image of
the intensity of the fluorescence from the
Rhodamine sample decreasing over time due
to long exposure from the laser. (a) a heat
image and (b) a surface image. The inten­
sity is shown in volts.
(a)
(b)
Figure 5.17: A 5x5 µm2 confocal image of
the intensity of the fluorescence from the
Rhodamine sample decreasing over time due
to long exposure from the laser, taken in re­
verse. (a) a heat image and (b) a surface im­
age. The intensity is shown in volts.
There is a clear trend of decreasing intensity from the start to the end of Figure 5.14. This was
not caused by the piezo stages moving the sample out of focus, as the initial pixel at 0x0 also
had decreased intensity when measured again. The signal decreased over time rather than
over distance. This can be seen even clearer from Figures 5.16 and 5.17. The two figures
imaged fluorescence from the sample Rhodamine 640 Perchlorate, explained in Subsection
3.1.1, which has fluorescence intensity of several orders of magnitudes higher than NVs.
There were two differences between the two figures. One was the position, they measured
two different areas, and the second was direction, the second figure, Figure 5.17, was taken
in reverse, starting from max voltage, with the piezo stages. The second figure was focused
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in the initial pixel of 0x0, where it had an intensity of ∼ 0.26 V both proving that the piezo
stages were not moving the sample out of focus and that this was not the real shape of the
Rhodamine samples. These results were reproducible on any area of the sample.
5.5 Optically detected magnetic resonance of NVs
To demonstrate ODMR, 6 measurements were done using the camera, with different B field
strength. The first measurement had no B field, but the subsequent measurements had
stronger and stronger B field. The fluorescence spectra of the 6 measurements is shown
in Figure 5.18, where each measurement is shifted 0.04 A.U. vertically for visibility. An
example of the BNV calculation using Equation 2.4, is shown:
BNV ≈
(2866± 2− 2874± 2)MHz · h
2gµB
≈ 0.14± 0.04mT. (5.7)
The frequency peaks, ν±, together with the calculated BNV strength for all 6 measurements
is shown in Table 5.4.


































Figure 5.18: 6 measurements of our ODMR setup with different B field strength. Each
subsequent measurement’s fluorescence has been increased by 0.04 A.U. for visibility.
Table 5.4: The first peak, ν­, the second peak, ν+, the interval between them, (v+ ­ v­), and
the calculated BNV field from Equation 2.4 from 6 measurements of our ODMR setup with
different B field strength, shown in Figure 5.18.
Measurement ν­ [MHz] ν+ [MHz] (v+ ­ v­) [MHz] Calc. BNV field [mT]
No field 2870±1 2870±1 0 0
Very weak field 2866±1 2874±1 8±2 0.14±0.04
Weak field 2856±1 2884±1 28±2 0.50±0.04
Medium­weak field 2856±1 2884±1 28±2 0.50±0.04
Medium field 2846±1 2896±1 50±2 0.89±0.04
Strong field 2822 ±1 2920±1 98±2 1.75±0.04
Chapter 6
Discussion of results
This chapter will present the discussion of the results presented in Chapter 5. It will be
a discussion on why NV blinking was not detected in this Master Thesis, by comparing
our setup to other groups’ setups. The chapter will start by discussing the reason for the
intensity of the fluorescence from the different samples used in this Master Thesis. Then
the results from the camera will be discussed, why the Gaussian fit does not always give
an accurate calculation of the spot size, what made the FOV calculations hard to find, and
why the camera could not be used to detect NV centers will be explained in detail. Then
the difficulties with the laser and the spot will be discussed. The measurements from the
PMT and the Si amplified photodetector will be next, explaining why our detectors were not
sensitive enough to detect NV blinking. Confocal imaging will be explained as well, the bug
in the code will be addressed as well as the decrease in intensity over time and the difficulties
of making confocal images. Lastly the ODMR results will be discussed.
6.1 Diamond samples
The bright diamond sample was measured to have a lower voltage with the photodetector
compared to the dim sample, even though both had the silver coating above it, shown in
Table 5.3. This could be because the bright sample had two different interfaces between the
diamond and the coverslip. Only about half of the bright diamond sample was properly glued
to the cover slip, while the other half had some air between the diamond and the cover slip.
The bright sample also had a spot that was bigger, but slightly dimmer.
The calculated NVs in the spot for the bright and dim sample were ∼ 2400 and 12 NVs
respectably. To detect a single NV blinking we wanted as few NVs as possible in the spot,
so the dim sample was by far the better alternative, as it had an NV density approximately
2000 times lower than the bright diamond. The aluminium coating would not only reflect
the NV fluorescence back, but also reflect more of the laser back to the detectors as well,
causing the laser to pass through the diamond twice. This could possibly cause the laser to
excite more NVs than calculated from the spot or cause the NVs to be radiated by a higher
intensity than 2 kW/cm2, causing their on­time to be lower than 2 s. The calculated spot size
both with and without the coating gave similar results, indicating that the coating did not
cause more NVs in the image plane to be excited.
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6.2 Analysis of camera
6.2.1 The Gaussian fit
To find the diameter of the spot, a Gaussian fit had to be made. This Gaussian fit could either
end up being a good fit, or a bad fit, usually dependent on the shape of the spot. For the dim
sample, both with and without the coating, the Gaussian fit fit the spot well. For the bright
sample, on the other hand, the Gaussian fit only fit well for around the bottom half of the
spot, as shown in Figure 6.1. The max of the Gaussian was far below the peak, nearly 30%
lower. This would make the 1/e2 value of the Gaussian far lower than it should have been,
and therefore making the calculated spot size larger than in reality. The dim spot without the
coating had a low intensity compared to the bright pixels in the camera, as shown in Figure
6.2. The Gaussian fit is a good fit, but the high single­pixel peaks in the same area as the
spot can cause the calculations and the fit to be off. Even so the spot sizes calculated for both
with and without the coating for the dim spot were within the uncertainty of each other.
Figure 6.1: A 3D surface image of the bright
spot together with the Gaussian fit.
Figure 6.2: A 3D surface image of the dim
spot without the coating together with the
Gaussian fit.
6.2.2 Camera code
The camera would randomly change its image to be slightly brighter or darker at certain
times while taking images, as shown by the straight, averaged lines in Figures 5.6 and 5.7.
This slight change in intensity could also be seen when using the camera’s application, where
the image would go slightly brighter or darker for a short while, often < 1 s, before reverting
to normal. All of the camera’s settings were chosen manually at that time, with all other
automatic settings like gain and exposure, turned off. The cause of this change in intensity
is still not known.
The measurements using the camera as shown in Figures 5.6 and 5.7 were done by sum­
ming over every pixel in the image, causing the measurements to have high noise. The
measurements could have been improved by setting the camera to only take images of the
exact position of the spot. The problem with this, however, was that the code would take
longer and longer to start the acquisition the smaller the area of the image. When choosing
an area that only included the spot, the code would take 10 minutes before it would start
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measuring. Together with having to remove the first ∼40 measurements made the camera
code spend too much time to do a single measurement that it was simply not feasible to figure
out what was causing the change in intensity as explained in the previous paragraph, and so
trying to measure NV blinking with the camera was abandoned.
6.3 Analysis of the photodetectors
The sensitivity for both of the detectors used in this Master Thesis were roughly equal, with
both detectors having a lowest detectable signal of ∼ 30 fW. The PMT had a much higher
uncertainty to this value however, with an uncertainty of ±10 fW compared to the Si pho­
todetector with±0.9 fW. The noise from the Si photodetector was also predictable and would
stay close to the mean signal, causing the signal to have a clear change when the detector was
detecting a signal. Both the detectors’ signals could be averaged, but the PMT’s signal was
necessary to average to see the signal. Because of this, only the Si photodetector showed
a measured signal of ”0 V”. Because of this, it could be seen when the Si photodetector
was measuring a signal lower than its lowest detectable signal, as its lowest measured signal
would be higher than 0 V. Whereas this could not be done with the PMT. When measuring
the same confocal image with both detectors, it could be seen that the Si photodetector had
less noise in its images. These were the reasons why the Si photodetector was chosen over
the PMT.
The calculated minimum detectable signal for the Si photodetector was 30.5±0.9 fW af­
ter taking the wavelength from the NVs’ emission and the higher measured mVRMS into
consideration. Comparing the excitation power of our laser of ∼34 µW to Figure 2.5 [34],
gives the NVs a radiant flux of ∼ 18±3 fW, if excited by a 532 nm. This radiant flux is
the fluorescence in all directions of the diamond so we can assume that our sensor will see
at most 50% of this fluorescence, probably less as this does not take into consideration the
fluorescence difference between the NV0 and NV­. Our detector therefore needs to have a
minimum detectable signal of < 9±2 fW, which unfortunately is about 3 times lower than
for our Si photodetector. This is the main reason why we never saw any NV blinking in this
Master Thesis.
Our results could have been better if our photodetector had ∼6.5 mVRMS, as that would
give a minimum detectable signal of ∼8.4 fW. Comparing this to < 9±2 fW, shows that
the photodector might have been able to detect NV blinking, though it would have been a
challenge. Therefore the detector most likely capable of detecting the difference between
NV­ and NV0 should be a photon counting sensor. Previous research groups [20] also used
photon counting sensors and our results could have been better if we had used one instead.
The main advantage the PMT had over the Si photodetector was its sample rate of 200 kHz
compared to the Si photodetector’s 20 Hz, as they had similar sensitives, as shown in Sub­
section 3.2.1. With this high sample rate, attempts to do photon counting was done with the
PMT. For each measurement, usually 20k samples, the amount of samples that were above
a certain threshold, chosen to be slightly above the mean, would be counted and this would
be plotted for each measurement. Unfortunately this counting did not lead anywhere as the
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PMT’s sensitivity was too low and the resulting graph looked nearly identical to the graph
averaging the samples. This idea was then also abandoned as a proper photon counting sen­
sor would be required to properly use this technique.
Photon counting was also tried with the photodetector, but unfortunately as the photode­
tecor’s sampling rate was 20 Hz it had far fewer samples to work with, 5 samples at best.
This caused the photon counting code to vary wildly between 0 and 5 making it unreliable
at showing any kind of result. When doing photon counting at higher samples and sampling
rate, the resulting graph was similar to the averaged graph as well, similar to the PMT result.
6.4 Additional challenges for observing NV blinking
Therewere several smaller, extra challenges involved in observing theNVblinking, that need
to be addressed. The next paragraph addresses the ND filters, the second; the uncertainty in
the on­time, the third; a possible reflection in our system, and the fourth; the photodetector
imaging. All of these made detecting NVs harder and they need to be taken care of before
NV blinking can be observed.
Table 5.3 shows a different decrease in signal from the addition of the 0.5 OD, 32% transmit­
tance, ND filter, from the three samples. The bright sample’s intensity decreased by ∼61%
while the dim sample decreased with∼64% without the coating and∼69% with the coating.
The ND filters’ transmittance is dependent on the incident angle of the light, adding finetun­
ing needed to obtain the appropriate laser power.
Based on calculations, the on­time had an uncertainty of ±0.3 s, or ±15%. This gave a
rather high uncertainty on the on­time of the NVs due to how sensitive they are to the inten­
sity of the laser. The laser varying by ∼ ±4% at all times even after an hour of heating up
causes the on­time to change during the measurements. This made it even harder to find the
blinking of the NVs due to the changing on­time.
When expanding the beam using the two mirrors, two spots could be seen in the camera.
These two spots could be seen with both diamond samples. After removing all but the nec­
essary objects in the beam path it was clear that the reflection either came from the dichroic
mirror or the objective lens. When adding the second lens after the lens used to expand the
beam, the two spots could be seen moving towards each other. The two spots ended up being
in the exact same position in the camera at the same time as the laser was parallel after the
second lens. This became the main way to align the second mirror in the end. Due to this,
however, there is a chance that there is a reflection in the setup, reducing the quality of our
measurements.
The alignment of the sensor after the pinhole only took the intensity of the signal into consid­
eration. It is therefore not known if the sensor is in fact looking at the spot while it is in focus
and not when it is somewhat out of focus. This was brought to attention as the camera and
sensor use different heights for the Z­stage for when they are in focus and have the highest
signal respectively. The intensity of the fluorescence should be dependent on the amount of
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NVs that are illuminated by the laser, and it is therefore a possibility that the detector could
be receiving signal from more NVs than estimated from the camera. It seems unlikely, how­
ever, that the sensor is not looking at the spot in focus. Unfortunately the camera cannot be
used to image this as the entire image is focused onto a spot on the photodetector.
6.5 Confocal imaging discussion
The confocal program in this Mater Thesis functions well, is quite flexible and takes good
images, as shown in Figures 5.14a and 5.15a. The only issue with the confocal imaging was
that there was a slight problem with the the rows. All the odd­numbered rows had their mea­
sured value moved one X­value higher, one pixel to the right, while all the even­numbered
rows had their measured value moved one X­value lower, one pixel to the left. This can be
seen in Figures 5.14 and 5.15, as the intensity peak from the NVs is going left and right on
the X­axis, when it should be a straight line. This problem can be fixed in post­processing,
however, with the loss of the values from the leftmost and rightmost columns.
Due to the long averaging time it took over an hour to capture a confocal image of 5x5
µm2. This causes one image to take over one hour to make. The problem with spending a
long time imaging, is that sometimes the intensity of the fluorescence can change over time,
or the sample can move out of focus due to drift of temperature variations. As an example
illustrating this particularly well, see Figures 5.16 and 5.17. The reason for the change in
intensity of the fluorescence over time is not known as it can either be the intensity of the
laser reducing over time or the sensitivity of the sensor reducing over time. For the NVs, the
decrease in signal could be from heating of the sample from the laser. The NVs are not only
sensitive to magnetic fields, but also to temperature [9]. This is however unlikely to be the
cause of the massive decrease in signal showed in Figures 5.16 and 5.17. For the those two
figures, with the Rhodamine sample, the signal of the Photodetector could be seen decreasing
by the second if there were no ND filters between the laser and the sample. By placing higher
OD ND filters in front of the laser, the decrease in intensity became slower. The two figures
used the highest filter, 2.0 OD, that could be used while still detecting the signal from the
Rhodamine. By moving the sample to a new area, the intensity would immediately go back
to its initial intensity and then start decreasing again, indicating that the laser is the reason
for the decrease in signal over time.
The diamond­crystal samples were hard to get proper confocal images of as they had small
particles covering the fluorescent ones, making the confocal images of them look like we
were falsely finding clear fluorescent crystals, when in reality, as could be seen by the cam­
era, there was just something in the way stopping the fluorescence. Because of this we
decided to change the samples used to prove the confocal imaging worked to test again.
The Rhodamine sample, confocal image shown in Figures 5.16 and 5.17, had an easier struc­
ture for performing confocal imaging, but as is clear by the Figures, it had a high decrease in
fluorescence over time. This could be because of bleaching of the sample [73]. Whether the
Rhodamine sample is being photobleached or not can be checked by imaging the same area
again after turning off the laser for some time. On the other hand, Rhodamine’s fluorescence
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intensity was several orders of magnitude higher than the diamond with the coating with the
same laser power, even though neither the laser nor the filters were optimal for Rhodamine,
as can be seen from Figure 3.2 [68]. Confocal imaging is therefore possible with this setup,
but a trial run should be ran beforehand, to make sure the intensity will not decrease over
time.
6.6 Analysis of the ODMR measurements
The results from the ODMR measurements, shown in Table 5.4, show that the BNV field can
be estimated from the width between the two intensity minima, as shown in Equation 5.7.
The results from the ”Weak field” and the ”Medium­weak field”, shown in Table 5.4 and
as the two middle graphs in Figure 5.18, give a similar value of the BNV, ∼0.50±0.04 mT.
The graphs are also visually right next to one another, but they were done as two separate
measurements. The uncertainties could put them as having different B field during the mea­
surement, but it could be that the measurement was done on the same B field. When the B
field is extremely low, BNV ≈ 0.14±0.04 mT, the magnetic resonance peaks blends into one
another, as shown in the 2nd to bottom graph in Figure 5.18. Due to resolution on the MW




The objective of this Master Thesis was to build an optical Quantum Diamond Microscope
(QDM) capable of taking sub­diffraction­limited confocal images as well as reconstructing
a sample’s magnetic field. The setup of this QDM has nearly been finished with the camera,
the confocal setup, the laser and the sample all being ready. The coding has also been written
and is ready, as can be seen by Figures 5.14 and 5.15. ODMR has also been performed, as
shown in Figure 5.18.
A lot of options have been investigated to accomplish observing a single NV blinking. The
spot has been focused down to a ∼1460 nm spot, severely decreasing the amount of NVs in
the spot.
Several sensors including the camera, a PMT and a Si amplified photodetector have been
implemented and tested to try to detect the NV blinking. Unfortunately all detectors inves­
tigated have been proven to not be sensitive enough to be able to detect NV blinking.
All of the programs have been prepared for obtaining sub­diffraction­limited confocal imag­
ing, apart from the post­processing needed for STORM to distinguish single NVs.
7.2 Further work
The first thing that needs further work, is that the laser spot needs to be focused to a diffraction­
limited spot, ∼ 259 nm, explained in Subsection 3.2.2. This project needs the minimum
amount of NVs possible in the spot, to be able to detect a single NV blinking. Matthias
Pfender et.al. [20] had a spot of ∼ 600 nm, so that size should be aimed for first.
Changing the detector to a photon counting sensor to detect NV blinking is the second thing
that has to be done. Buying a photon counter with high sensitivity. Set up the photon counter,
change the code to accommodate the photon counter and then make sure the laser intensity
is correct for the NVs to have a 2 s on­time. Single NV blinking should then be possible to
be measured with the setup.
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After a single NV has been measured turning on and then off again, measurements of known
samples will be next, to prove the setup is correct and works. After those measurements, the
measuring of unknown magnetic samples can begin. 2D nanomagnets’ magnetic field can
then be imaged and reconstructed.
Appendix A
MATLAB script
The main MATLAB script used in this Master Thesis was the Laser Spot Script from Sub­
section 4.1.1, modified from ”Fit 1D and 2D gaussian to noisy data” made by Manuel A.
Diaz [71]. A block diagram for the code is shown in Figure 4.1. The script is shown starting
next page, where the output from the code is two images shown in Figures 5.4 and 5.5 from
Experimental Results, Chapter 5.




• —Open CMOS image—
• Isolate the spot
• —–Parameters—–
• —Build numerical Grids—
• —Fit—
• —Plot Data—
clear all; % memory
close all; % windows
—Fitting Functions—
Coeficients A convention:
% A = [Amplitude, x0, x-Width, y0, y-Width, Angle(in Radians)]
%
% X-data convention:
% X is of size(n,n,2) where
% X(:,:,1) : x-coordinates,
% X(:,:,2) : y-coordinates.
———————–
% 1. 2D Gaussian function ( A requires 5 coefs ).
g = @(A,X) A(1)*exp( -((X(:,:,1)-A(2)).^2/(2*A(3)^2) + (X(:,:,2)-A(4)).^2/(2*A(5)^2)) );
% 2. 2D Rotated Gaussian function ( A requires 6 coefs ).
f = @(A,X) A(1)*exp( -(...
( X(:,:,1)*cos(A(6))-X(:,:,2)*sin(A(6)) - A(2)*cos(A(6))+A(4)*sin(A(6)) ).^2/(2*A(3)^2) + ...







% data = double(dataInit) - min(double(dataInit(:)));
% data = data ./ max(data(:));
Isolate the spot
middle = [940, 805];
% 68 x 70 are the max values for 1180, 960 middle.
% maxWidth = (a lot), minWidth = 1112
% maxHeight = 1030, minHeight = 840
widthVariable = 80;
heightVariable = 80;
indexWidth = (middle(1) - widthVariable : middle(1) + widthVariable);




imageOut = double(imageOutInit) - min(double(imageOutInit(:)));
imageOut = imageOut ./ max(imageOut(:));






eta = 0.087; % laser eff.
powerDensity = 0.2; % mW/um2 (10 kW/cm2 -> 0.1, 3 kW/cm2 -> 0.03)
binning = 4; % CMOS binning
pxPerum = 1/0.0287; % pixels/um
n = width-1; m = height-1; % n x m pixels area/data matrix
A0 = [1,0,12,0,12,0]; % Inital (guess) parameters
InterpMethod='nearest'; % 'nearest','linear','spline','cubic'















case 'dont', [A,resnorm,res,flag,output] = lsqcurvefit(g,A0(1:5),X,S,lb(1:5),ub(1:5));
case 'fit', [A,resnorm,res,flag,output] = lsqcurvefit(f,A0,X,S,lb,ub);
otherwise, error('invalid entry');
end
disp(output); % display summary of LSQ algorithm
% Calculate laser power requirements
w_x = A(3)/pxPerum;
w_y = A(5)/pxPerum;
S_spot = pi*w_x*w_y*1*1*binning*binning; % 1sigma radius
tot_laser_power = powerDensity*S_spot/eta;
Local minimum possible.
lsqcurvefit stopped because the final change in the sum of squares relative to









lsqcurvefit stopped because the final change in the sum of squares relative to
its initial value is less than the value of the function tolerance.
<stopping criteria details>
Optimization stopped because the relative sum of squares (r) is changing
by less than options.FunctionTolerance = 1.000000e-06.
'
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—Plot Data—
Plot 3D Data and Fitted curve
hf1=figure(1); set(hf1,'Position',[1000 200 700 400]);
switch FitOrientation
case 'dont', C=del2(g(A,Xh)); mesh(xh,yh,g(A,Xh),C); hold on
case 'fit', C=del2(f(A,Xh)); mesh(xh,yh,f(A,Xh),C); hold on
end
surface(x,y,S,'EdgeColor','none'); alpha(0.5);
colormap('jet'); view(-60,20); grid on; hold off
% Plot sample pixels data
hf2=figure(2); set(hf2,'Position',[20 20 800 740]);
subplot(4,4,[5,6,7,9,10,11,13,14,15]); imagesc(x(1,:),y(:,1),S);
colormap('jet');
% Output and compare data and fitted function coefs
text(-n/2-5,m/2+20.0,
sprintf('\t Amplitude \t X-Coord \t SigmaX \t Y-Coord \t SigmaY \t Angle'),'Color','black');
text(-n/2-5,m/2+25.0,
sprintf('\t %1.3f \t %1.3f \t %1.3f \t %1.3f \t %1.3f \t %1.3f',A),'Color','red');




% generate points along _horizontal & _vertical axis
vy_h=M*(vx_h-A(2))+A(4); hPoints = interp2(x,y,S,vx_h,vy_h,InterpMethod);
vx_v=M*(A(4)-vy_v)+A(2); vPoints = interp2(x,y,S,vx_v,vy_v,InterpMethod);
case 'dont', A(6)=0;
% generate points along _horizontal & _vertical axis
vy_h=A(4)*ones(size(vx_h)); hPoints = interp2(x,y,S,vx_h,vy_h,InterpMethod);
vx_v=A(2)*ones(size(vy_v)); vPoints = interp2(x,y,S,vx_v,vy_v,InterpMethod);
end
% plot lines































% Plot cross sections
dmin=1.1*min(S(:)); xfit=xh(1,:); hfit=A(1)*exp(-(xfit-A(2)).^2/(2*A(3)^2));
dmax=1.1*max(S(:)); yfit=yh(:,1); vfit=A(1)*exp(-(yfit-A(4)).^2/(2*A(5)^2));
subplot(4,4,[1,2,3]); xposh = (vx_h-A(2))/cos(A(6))+A(2);
plot(xposh,hPoints,'r.',xfit,hfit,'black'); grid on; axis([-n/2,n/2,dmin,dmax]);
subplot(4,4,[8,12,16]); xposv = (vy_v-A(4))/cos(A(6))+A(4);
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Appendix B
LabVIEW programs
The Front and Back panels of the main LabVIEW programs used in this Master Thesis are
shown in this section. Single Input explained in Subsection 4.2.1 is shown in Section B.1 as
Figures B.1 and B.2. Confocal Imaging explained in Subsection 4.2.2 is shown in Section
B.2 as Figures B.3 and B.4. The numbered squares on the left in the back panels of Figures
B.2 and B.4 show the ”False” cases of the corresponding case structures. The left, or initial,
section of the back panel of the Confocal Imaging code is omitted. The Channel VI and
Timing VI were added in for visual reasons in Figure B.4. This is because the beginning
through the ”Logging Settings” of the Single Input code is identical to the initial section of
the Confocal Imaging code. The initial section of the Confocal Imaging code is therefore
shown in Figure B.2.
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