The grid and the mesh of trees (or MOT) are among the best-known parallel architectures in the literature. Both of them enjoy e cient VLSI layouts, simplicity of topology, and a large number of parallel algorithms that can e ciently execute on them. One drawback of these architectures is that algorithms that perform best on one of them do not perform very well on the other. Thus there is a gap between the algorithmic capabilities of these two architectures.
(a) (b) Figure 1 : A seven-node complete binary tree (a), and the two-dimensional mesh-connected trees obtained from it (b), denoted MCT 2 (7). 1 
Introduction
Grids and meshes of trees (or MOT) are among the best-known interconnection networks devised. Grids are very e cient in computations that require nearest neighbor communication in a lattice space. Meshes of trees perform better with algorithms that require data broadcasting in the rows or columns. Neither one of these networks is very e ective in the application domain of the other. In this paper, we propose a new network that bridges the gap that exists between these two classes of networks. We call this new network the Mesh-Connected Trees (MCT). The most important feature of the MCT network is that it can perform the grid algorithms as e ciently as the grid, and the MOT algorithms as e ciently as the MOT, up to constant (and small) factors of slowdown, without increasing the asymptotic VLSI area complexity of these networks. In particular, it contains the MOT as a subgraph, and emulates the grid via embedding with dilation 3 and congestion 2. These capabilities make the proposed network extremely useful for large classes of computations, because there is a vast number of algorithms in the literature that have been developed for grids and meshes of trees. Readers not familiar with these algorithms may refer to 14] for a rich collection of such algorithms.
The MCT network is the multidimensional cross product of complete binary trees. Informally, the N r -node r-dimensional MCT, denoted as MCT r (N), is obtained from the N r -node r-dimensional grid by replacing the linear connections along each grid dimension by the connections of an N-node complete binary tree. Figure 1 shows the 49-node 2-dimensional mesh-connected trees, MCT 2 (7) . We use the notation MCT to refer generically to the class of networks that we call mesh-connected trees, while we use MCT r (N) when we refer speci cally to the N r -node r-dimensional mesh-connected trees.
While the MCT network is not more powerful than the hypercube, it can be made as powerful as the hypercube provided that the MCT network is built with a large-enough number of dimensions. This fact aside, we do not propose the MCT network to be built with a large number of dimensions, even though the bandwidth will be higher with the higher number of dimensions. The MCT network, even with a few dimensions, has large enough bandwidth to be considered as a low-cost alternative for general-purpose parallel computers. For many algorithms that we considered (see Section 8) , the MCT architecture with a few dimensions have the same running time complexity as the hypercube implementations of these algorithms.
We start our study of the MCT by showing that it has logarithmic diameter and a large bisection width. Subsequently, we examine the embedding capabilities of the MCT and show optimal embeddings for various networks. We then develop a shortest-path routing algorithm from an arbitrary source to an arbitrary destination, as well as a broadcasting algorithm with optimal running time. We also analyze the number of vertex-disjoint paths between arbitrary pairs of vertices. We then turn our attention to the layout area required by the MCT network. We show that the layout area required by the MCT is the same as the area required by the MOT (within a constant factor), and for more than two dimensions this area is the same as the area required by the grid. Therefore, the signi cant computational power of the MCT comes at no additional cost over those of the grid or the MOT.
Among the signi cant contributions of this paper is the introduction of a simple variant of the basic MCT architecture. If we connect the leaves of the complete binary tree by a straight line (see Figure 7) , and then construct the product graph of this extended tree, the resulting graph has all the capabilities of the regular MCT, and it also contains the corresponding-size torus as a subgraph. This is a signi cant improvement over that of the plain MCT which can only embed the grid with dilation cost 3 and congestion cost 2. Note that the cost of this extension will be negligible, since all the nodes of the MCT architecture can be build identically, and the unused I/O ports at the leaves can be used to realize these connections. All the theoretical analyses given here for the basic MCT architecture can be extended to this variant easily. We therefore focus much of our discussion on the basic MCT graph rather than this extension.
Finally, we brie y address the complexity of several representative algorithms running on the MCT. We nd that the asymptotic running time complexities of these algorithms on the MCT architecture are same as those of well-known algorithms developed for the hypercube. 
Related work
The cross product operation has been used as a common framework to study interconnection networks and as a way for de ning new interconnection networks with interesting properties 1, 9, 17, 20]. Baumslag and Annexstein 1] obtained some general o -line permutation routing algorithms for product networks. El-Ghazawi and Youssef 9] studied the connectivity of product networks with respect to the connectivity of their factor networks. They obtained lower bounds in the connectivity of product networks and presented an adaptive fault-tolerant routing algorithm for them. Rosenberg 17] introduced the product of de Bruijn graphs as a potential parallel architecture and analyzed several of its computational properties. He showed that the product of de Bruijn networks contains rings, grids, complete binary trees, and meshes of trees as its subgraph. It can also emulate butter ies, shu e-exchange and de Bruijn graphs with low dilation and congestion. Youssef 20] de ned new product networks by combining the hypercube with various other networks.
Efe and Fern andez 5] explored multidimensional \homogeneous" product networks, i.e. product networks whose factor graphs are all isomorphic. General results were derived regarding structural and embedding properties of homogeneous product networks, and these results were applied to three speci c cases. In our knowledge the MCT network rst appeared there as a potential candidate for a parallel architecture.
De nitions
In this paper a network is seen as an undirected graph, whose vertices represent processors and whose edges represent bidirectional links between the processors. We use the terms graph and network interchangeably. Several properties of the MCT are derived from those of the complete binary tree, we therefore list relevant properties of the latter graph.
De nition 1 The h-level complete binary tree, T(h), is the graph whose vertices comprise the set f1; :::; 2 h ? 1g and whose edges connect each vertex u < 2 h?1 with the vertices 2u and 2u + 1.
The number of vertices of T(h) is 2 h ? 1. We will often denote this value as N (i.e. h is log(N + 1)).
The vertex labeled 1, at level 1, is the root of the tree. Vertices of the tree at some level j are numbered from 2 j?1 to 2 j ? 1, inclusive. The vertices at level h are the leaves of the tree. Note that the parent vertex of a node u can be obtained as b u e-node graphs. The minimum vertex degree of T(h) is 1 (for the leaves) and the maximum vertex degree is 3 (for internal nodes).
Finally, T(h) is k-partitionable for k = 2 i , 0 i h ? 1. A graph is said to be k-partitionable if it contains k disjoint isomorphic subgraphs which are consistent with its class de nition. Partitionability of a graph is an useful attribute, as it implies a recursive partitioning for subproblems of computations on the architecture.
We denote a vertex of the MCT r (N) by an r-tuple x = x r?1 :::x 1 x 0 , where the index position i refers to dimension i, and x i indicates a vertex in T(h), the factor graph. A formal de nition of the MCT is presented below.
De nition 2 The N r -node r-dimensional mesh-connected trees, MCT r (N), is the graph whose vertices comprise all the r-tuples x = x r?1 :::x 1 x 0 , such that, for 0 i r ? 1, every x i is a vertex of T(h), and the pair (x; y) de nes an edge in MCT r (N) if and only if x and y di er in exactly one index position i and (x i ; y i ) is an edge in T(h).
Note that a dimension-i tree is the tree de ned by those vertices of MCT r (N), all of whose labels di er only in the ith index position.
An embedding of a \guest" graph G into a \host" graph H is a mapping of the vertices of G into the vertices of H, and a mapping of the edges of G into paths in H connecting the images of the vertices incident to the edge. The main cost measures used in embedding e ciency are the following:
Load is the maximum number of vertices of G mapped to any vertex of H. Dilation is the maximum path length in H representing an edge of G. Congestion is the maximum number of paths (that correspond to the edges of G) that share any edge of H.
In this paper we focus on unit-load embeddings and use the dilation and congestion costs to evaluate the embedding e ciency.
Structural Properties
It can be easily seen that the MCT r (N) has N r vertices. Its number of edges can be computed as follows: MCT r (N) contains N r?1 copies of the complete binary tree T(h) along each dimension (remembering that h = log(N +1)). There are r dimensions, and T(h) has N ?1 edges. Therefore MCT r (N) has rN r?1 (N ?1) edges.
A highly desirable characteristic of a network is a small and xed vertex degree. A xed vertex degree allows easy network expansion, while a small vertex degree implies small cost for communication channels built within each node. The MCT r (N) has a minimum vertex degree of r and a maximum vertex degree of 3r. In any implementation, r can be kept small if desired without limiting the growth of the network, because arbitrarily large MCT networks can be built by using correspondingly large trees at each dimension. Hence, the number of dimensions of the MCT may be kept small and xed without sacri cing the expandability.
The rst set of formal results that we present involve the diameter and the bisection width of the MCT. We now show that this upper bound is tight by presenting two nodes in MCT r (N) whose distance is exactly 2r(h?1). As the diameter of T(h) is 2(h?1), there are at least two nodes, say u; v, in T(h) that are at distance 2(h ? 1). Consider a shortest path from the node x = x r?1 :::x 1 x 0 to the node y = y r?1 :::y 1 y 0 , where x i = u, and y i = v for all 0 i r ? 1. The problem of nding a path between x and y can be seen as the problem of transforming the label of x into the label of y by only traversing edges of MCT r (N). From De nition 2 we know that the traversing of an edge of MCT r (N) a ects only one index position of the label. As label changes must be consistent with the adjacencies of T(h), the shortest way to transform the ith index position from x i to y i is to follow the shortest path from x i to y i along the dimension i tree. Since the shortest path from x to y must traverse r trees with a path of length 2(h ? 1) on each, the distance from x to y is exactly 2r(h ? 1) .
From this, it follows that the diameter of the MCT is logarithmic in the number nodes. Proof: To prove the theorem, we construct an embedding of the N r -node directed complete graph into MCT r (N), such that each edge of the graph is mapped to a path in MCT r (N). We show that, in that embedding, any edge of MCT r (N) is contained in at most N r?1 (N 2 ? 1)=2 of these paths. It is known that the bisection width of the N r -node directed complete graph is (N 2r ? 1)=2, when N is odd. Therefore, the bisection width of MCT r (N) has to be at least N 2r ?1 N r?1 (N 2 ?1) , because otherwise we could get a bisection of the complete graph by removing less edges than the value of its bisection width.
We construct the above mentioned embedding as follows. We initially map the nodes of the directed complete graph to the nodes of MCT r (N) one to one. Then, we map the edges of the complete graph to paths in MCT r (N) as follows: we map the edge from the node mapped to x = x r?1 x r?2 :::x 0 to the node mapped to . This large bisection width of the MCT, coupled with the logarithmic diameter, make it an attractive architecture.
Another important structural property for any network is the partitionability. A partitionable network adapts better to di erent problem sizes, or it may be used to simultaneously solve several problems. high degree of partitionability is not surprising, taking into account the partitionability of complete binary trees.
Embedding Properties
Embedding properties are among the most important properties of a network, because they transfer the computational power of a guest network to a host network. Among the well-known and important networks, the torus, and the grid can be embedded into the MCT with constant dilation and congestion. These results are interesting because several other powerful networks such as the shu e-exchange, de Bruijn, butter y, cube-connected cycles, or Bene s networks, require logarithmic dilation to embed the grid or torus 2]. Next, we show that the MCT is more powerful than the grid by showing that the MCT cannot be embedded into the grid with constant dilation. We recall from 5], additionally, that the mesh of trees (or MOT) network is a subgraph of the MCT. Thus it can perform every computation that the MOT can without any slowdown. We also improve the embedding of complete binary trees into the MCT originally presented in 5]. We conclude by demonstrating a dilation-2 congestion-1 embedding of the MCT into the hypercube.
4.1
Embedding the grid and the torus It was shown in 14, page 470] that the N-node cycle can be embedded into any N-node tree with dilation cost 3 and congestion cost 2. Here we rst strengthen this result by showing that dilation 3 and congestion 2 is the best that can be achieved when embedding the N-node cycle into the N-node complete binary tree.
Lemma 1 Any embedding of the N-node linear array into the N-node complete binary tree T(h), where h 5, requires at least dilation cost 3 and congestion cost 2.
Proof: First, consider the dilation cost. For the sake of eventual contradiction, suppose that there exists a dilation-2 embedding of the N-node linear array into T(h), where h 5. Such an embedding implies a traversal of all the nodes of T(h) with movements of at most distance 2 from one node to another so that each node of the tree is visited only once. In this context, we say that a node is \reachable" from another if the distance between them is at most 2.
If we remove the h?3 top levels of a tree T(h), where h 5, we obtain 2 h?3 disjoint subtrees isomorphic to the one shown in Figure 2 . For instance, when h = 5 four of these subtrees are obtained by removing the 2 top levels. Since any traversal of T(h) has only one starting node and only one ending node, at least 2 of these subtrees are traversed by entering from the top and exiting from the top. Now assuming that the tree of Figure 2 is such a subtree, we focus on the behavior of the traversal.
First note that it is not possible for the traversal to enter and exit the subtree of Figure 3 more than once. This is because there are only three external nodes \reachable" from the nodes of this subtree: the parent of a, the sibling of a, and the grandparent of a. If, for example, it were possible to traverse the subtree in Figure 3 by entering and exiting twice, this would imply that four external nodes are reachable from the nodes of this tree, which is not the case. Therefore every node in the subtree has to be visited the rst time when the subtree is being traversed.
Since the traversal enters from the top, the rst visited node has to be one of a, b, or c. Also, the last visited node has to be one of a, b, or c. It is easily seen that we cannot have one of b or c as the rst visited node and the other as the last. This is because there is only one external node reachable from b or c (it is the parent of a). So the only case that needs to be examined is entering the subtree at a and exiting at one of b or c.
If a is the rst visited node, the next node is either in the subtree rooted at b or in the subtree rooted at c. In any case, to go from one subtree to the other the traversal needs to visit both of b and c in order to limit the dilation at 2. Since at least one of these must be saved as the exit node, a contradiction has been reached and there is no way to traverse T(h) with dilation cost 2, and the dilation of any embedding must be at least 3.
To prove that the congestion cost must be at least 2, we observe that the N-node binary tree has N+1 2 nodes (leaves) with degree 1, while the linear array has only two nodes with degree 1. Then, several nodes of the linear array must be mapped to the leaves of the tree. When such a node of the linear array is assigned to a leaf, its two neighbors must be mapped in a way that shares the edge connecting the leaf to its parent. Therefore the congestion must be at least 2.
This result shows that the method of embedding the linear array into the complete binary tree in 14] is optimal. We can use this result to construct an embedding for the N r -node r-dimensional torus into MCT r (N) as follows: we rst embed the N-node cycle into the N-node complete binary tree with dilation cost 3 and congestion cost 2. Then, by using De nition 2, we construct the MCT r (N). This construction automatically induces an embedding for the N r -node r-dimensional torus into MCT r (N) with dilation cost 3 and congestion cost 2. The next result addresses the optimality of these dilation and congestion costs for the embedding of the grid into the MCT graph. The same result also applies for torus since the grid is a subgraph of the torus.
Theorem 3 Any embedding of the N r -node r-dimensional grid into MCT r (N) requires at least dilation cost 2 and congestion cost 2.
Proof: Consider the number of nodes with vertex degree exactly r. In MCT r (N) there are ( N+1 2 ) r nodes with degree exactly r (these correspond to the leaves of the factor binary tree). In the grid there are only 2 r nodes with degree exactly r (these correspond to the end-points of the factor linear array). All the remaining N r ? 2 r nodes of the grid have larger vertex degrees. Therefore, for N > 3, several grid nodes must be mapped to MCT nodes with smaller degree. Once such a grid node is mapped to an MCT node with lesser degree, at least one neighbor of the grid node must be mapped with dilation 2 and congestion 2.
This theorem shows that the congestion of the simple embedding method described above is optimal. Dilation of this embedding di ers from the proven lower bound by one unit. After considering the problem in some detail, we conjecture that the dilation of 3 may also be optimal, although the theorem above only bounds the dilation as being at least 2.
Later, we will show in Section 7 that simple extensions made in the basic topology of the MCT allow reducing these constants to unity. Even without such extensions, the above embedding is much better than any embedding of the n-node grid into the de Bruijn or the shu e-exchange graphs that require (loglog n) dilation 2], or into the butter y, cube-connected cycles, or Bene s networks that require (log n) dilation 2, 14] . This high cost in embedding a graph as important as the grid reduces the practical value of these networks, and favors the MCT network.
We also note that the question of whether the torus or the grid can be embedded into the MOT with constant dilation and constant congestion is currently open. It seems plausible, therefore, that such and embedding will probably be complex, should it exist. The simple embeddings that we have obtained for the MCT network also favors it over the MOT.
The next theorem establishes that the grid is not very good at emulating the MCT. Since the MCT graph can emulate the grid with constant slowdown, it follows that the MCT is computationally more powerful than the grid. Theorem 5 allows us to view the MCT as a hierarchy of nested interconnected meshes of trees of di erent sizes, so that it may be adapted to solve multiple problems, or tailored to a particular size. Figure 3 shows the two-dimensional MOT networks contained in MCT 2 (7) . Note that in this gure there are two MOT networks contained, one with four leaves for each tree (shown in dark nodes) and one with two leaves for each tree (shown in empty nodes, ignoring the center node). Note also that the largest MOT that can be embedded into MCT r (N) has (N r ) nodes. This fact will be used in Theorem 10 to obtain a lower bound on the layout area required by the MCT. 4.3 Embedding the complete binary tree As an example, Figure 4 shows the embedding method for r = 2. The complete binary tree subgraph of the MCT obtained in this theorem is the largest possible when r = 2, but for r > 2, larger trees can be embedded with constant dilation and constant congestion. We use Theorem 6 here to obtain an embedding of a larger complete binary tree than that embedded by Theorem 6 itself. In order to simplify the proofs we will rst distinguish special sets of nodes in any MCT network as follows. We now de ne a new class of graphs that is going to be useful in this section. We do not give a special name to these graphs, we instead use a short notation to identify them.
De nition 5 TT(l; r; N) is the graph obtained by connecting the roots of N r copies of T(l) in the MCT r (N) pattern, i.e. TT(l; r; N) is obtained by \hanging" a complete binary tree, T(l), at each node of MCT r (N).
First we show that T(l + 5) can be embedded into TT(l; 2; 7) with constant dilation and congestion and that this embedding has particular properties. These properties are used to obtain the subsequent results which show how to embed T(3r ? b r 2 c) in MCT r (7) by iteratively using this rst embedding. Finally, by combining this result and Theorem 6 the general result is obtained in Theorem 7.
Lemma 2 T(l + 5) can be embedded into TT(l; 2; 7), where l 2, with dilation 3 and congestion 3. In this embedding the root of the embedded tree coincides with the root of the MCT 2 (7) subgraph of TT(l; 2; 7) and the edges incident to the root are embedded with dilation 1 and congestion 1.
Proof: Figure 5 .(a) shows a subgraph of TT(l; 2; 7). In this gure, dark nodes represent T(l) trees collapsed into supernodes for the purpose of a suitable abstraction for the discussion below. Large empty nodes represent roots of other T(l) trees, and small empty nodes represent their immediate children in their T(l) trees. The subtrees rooted at small empty nodes are ignored. It can be easily checked that any edge in Figure 5 .(b) corresponds to a path of length not more than 3 in Figure 5 .(a). Dilation 3 edges are those that connect the large dark nodes to small empty nodes in Figure 5 .(b). It can be also easily seen that the maximum congestion of 3 is found in some of the edges connecting large empty nodes with small empty nodes in Figure 5 .(a) (the reader can trace the connections sharing the edge from the large empty node to the small empty node at center-right of Figure 5.(a) ).
Since the tree of Figure 5 .(b) has 6 levels and each dark node represents a collapsed l-level tree, we have obtained an embedding of T(l + 5) into TT(l; 2; 7), where the dilation and the congestion costs are 3. From the gure it is easily veri ed that the root of the embedded tree coincides with the root of the MCT 2 (7) subgraph and that the edges incident to the root of the tree are mapped to the edges of TT(l; 2; 7) with unit dilation and congestion.
The properties of the embedding highlighted in the statement of the lemma are needed in order to iteratively apply the embedding (in the next lemma) without increasing the congestion of the global embedding. Lemma 3 T(3r ? r?1 2 ) can be embedded into MCT r (7), where r is odd, with dilation 3 and congestion 3. In this embedding the root of the embedded tree is the root of MCT r (7) and the edges incident to the root of the embedded tree have dilation 1 and congestion 1.
Proof: We prove the claim by induction in the number of dimensions, r. The initial condition, r = 1, is trivially veri ed, since MCT 1 (7) is isomorphic to T(3). In the induction step we have to show that, given an embedding of T(3k ? k?1 2 ) into MCT k (7) as speci ed, it is possible to embed T(3(k + 2) ? (k+2)? 1 2 ) into MCT k+2 (7) .
Note that by removing all the edges along dimensions k and k +1 from MCT k+2 (7) we obtain 49 disjoint copies of MCT k (7) . From the induction hypothesis, we can embed a disjoint copy of T(3k ? k? 1 2 ) into each of these copies. The root of the embedded tree has label x = x k?1 :::x 1 x 0 , where x i = 1 for 0 i k ? 1, and the edges incident to the root are edges of MCT k (7) . Now consider only the roots of the embedded trees and reconnect them along dimensions k and k + 1. The graph so obtained contains the nodes of MCT k+2 (7) of the form x = x k+1 x k x k?1 :::x 1 x 0 , where x i = 1 for 0 i k ? 1, and is isomorphic to MCT 2 (7).
Each node in the above graph is the root of an embedded complete binary tree. Then, considering again the whole graph, we have obtained an embedding of TT(3k ? k?1 2 ; 2; 7) into MCT k+2 (7) , where the MCT 2 (7) subgraph and the rst two levels of the trees are embedded with dilation 1 and congestion 1. Since the embedding method of Lemma 2 only changes this part of the TT graph, it can be applied here to obtain an embedding of the (3k ? k?1 2 + 5) = (3(k + 2) ? (k+2)? 1 2 )-level complete binary tree into MCT k+2 (7) with dilation 3 and congestion 3.
From Lemma 2, the root of the embedded tree is the root of the MCT 2 (7) subgraph, that is of the form x = x k+1 x k x k?1 :::x 1 x 0 , where x i = 1 for 0 i k + 1, and the edges incident to this root have dilation 1 and congestion 1.
Lemma 4 T(3r ? b r 2 c) can be embedded into MCT r (7) with dilation 3 and congestion 3. In this embedding the root of the embedded tree is the root of MCT r (7).
Proof: If r is odd the above lemma can be trivially applied and the claim follows. The case of even r requires a little more elaboration.
Note that by removing all the dimension-(r ? 1) edges we obtain 7 disjoint copies of MCT r?1 (7) . Since r is even r ? 1 is odd and the above lemma can be applied to each copy. Then T(3(r ? 1) ? r? 2 2 ) can be embedded into each copy with its root in the node x = x r?2 :::x 1 x 0 , with x i = 1 for 0 i r ? 2.
We can now connect the roots of the embedded trees with a dimension-(r?1) tree. This tree has 3 levels and each of its leaves is the root of a (3(r ? 1) ? r? 2 2 )-level tree, and hence we have found an embedding of T(3r ? r 2 ) into MCT r (7) . Since the dimension-(r ? 1) tree connects the roots of the 7 copies and the root of the complete binary tree embedded is the root of this tree, the root of the embedded tree is the node x = x r?1 :::x 1 x 0 , with x i = 1 for 0 i r ? 1, root of MCT r (7). Proof: Note that if we remove the 2 lowest levels from every tree along each dimension in MCT r (N) we obtain a graph isomorphic to MCT r (2 h?2 ? 1). Similarly, if we remove the h ? 3 top levels from every tree along each dimension we obtain a disconnected graph formed by 2 r(h?3) disjoint copies of MCT r (7) . In the rest of this proof we will pay special attention to the two subgraphs of MCT r (N) so identi ed. In particular, we rst show how to embed a (r(h ? 3) + 1)-level tree into the rst subgraph whose leaves are the leaves of MCT r (2 h?2 ? 1). Then, we show how to embed a (3r ? b r 2 c)-level tree into each copy of MCT r (7) so that the root of the tree is the root of the copy. The combination of both embeddings into MCT r (N) yields the desired embedding.
We rst recall that Theorem 6 shows that MCT r (N) has a subgraph isomorphic to T(r(h ? 1) + 1). By construction, the leaves of this tree are also leaves of MCT r (N). The direct application of Theorem 6 to MCT r (2 h?2 ? 1) allows to obtain a subgraph of this graph isomorphic to T(r(h ? 3) + 1) and whose leaves are the leaves of MCT r (2 h?2 ? 1).
Lemma 4 shows how to embed T(3r ? b r 2 c) with congestion 3 and dilation 3 into each copy of MCT r (7) so that the root of the tree is the root of the copy. Combining this result with the previous one we have The complete binary tree that the above theorem embeds into MCT r (N) is the largest possible for r 3 and very close to the largest (when not the largest) for small values of r. For instance, MCT 9 (7) has enough nodes to contain a 25-level complete binary tree and the above theorem embeds a 23-level tree. 4.4 Embedding the MCT into the hypercube We close this section by showing how to embed the MCT r (N) graph into the (hr)-dimensional hypercube, where h = log(N + 1). Since the MCT architecture is topologically much simpler than the hypercube, the embedding method presented here may be used as a suitable abstraction for developing parallel algorithms for the hypercube architecture. Proof: In 10] it is proven that the (N + 1)-node double-rooted complete binary tree is a subgraph of the (N + 1)-node h-dimensional hypercube. This mapping implies an embedding of T(h) into the (N + 1)-node hypercube with dilation 2 and congestion 1.
From 5] we know that if G can be embedded into H with dilation d and congestion c, then the rdimensional product of G can be embedded into the r-dimensional product of H with dilation d and congestion c. Since the rh-dimensional hypercube can be considered as the r-dimensional product of 2 h -node hypercubes, the claim follows.
Routing Algorithms and Parallel Paths
Here we consider shortest-path routing from a single node to a single node, and broadcasting from a single node to all the nodes in MCT. For permutation routing, algorithms developed in 1] may be easily adapted for the MCT architecture.
Shortest path routing
We recall the labeling of the vertices of T(h) as de ned in Section 2. The root of T(h) is labeled 1. For any internal node labeled u, its left child is labeled 2u and its right child is labeled 2u + 1. Based on these labels, a simple algorithm to nd the rst edge of the shortest path from a vertex u to a vertex v, u 6 = v, can be derived 16]. Let u b and v b be the binary representations of the labels assigned to u and v, respectively, where leading zeroes have been removed. If u b is not a pre x of v b , the rst edge of the path from u to v connects u with its parent vertex. If u b is a pre x of v b , then remove these bits from v b and consider the leftmost remaining bit. If this bit is 0 the rst edge of the path connects u and its left child. If the bit is 1 the rst edge connects u and its right child. By applying this process in a greedy fashion the path between any pair of vertices in T(h) can be found. For instance, Figure 6 shows the path between the vertices u b = 100 and v b = 1101 in T(4).
The algorithm to nd the shortest path in MCT r (N) is a simple extension of the shortest path routing algorithm for T(h). The shortest path from any node x to any node y in MCT r (N) is obtained by simply applying the shortest path routing algorithm described for the tree T(h) along each dimension where the labels of x and y di er. By an argument similar to that used in the proof of Theorem 1, the reader can easily show that the path generated is a shortest path. In fact, several shortest paths may be found if we apply the above algorithm to the dimensions in di erent orders.
Broadcasting
The broadcasting of a message is the process of sending a message from a given node to every node in the network. Initially, the source node sends a copy of the message to the root node in its dimension-0 tree.
The root then broadcasts the message in its dimension-0 tree. After at most 2(h ? 1) steps each of the N nodes in the tree has a copy of the message. The same process is then repeated for dimension-1 trees. This second process takes 2(h ? 1) steps and at the end of it N 2 nodes have a copy of the message. The process continues dimension by dimension and, after using all the dimensions, every node in the network has a copy of the message. The process takes at most 2r(h?1) steps and the algorithm can be implemented centralized or distributed. Note that if the \root" of the MCT (i.e. the node with label 1 1) is the source of the broadcast operation then the algorithm can be completed in half the time. Proof:(Sketch) In the interest of brevity, we give a sketch of the basic idea of proof. A detailed proof that identi es these paths is available in 6]. We proceed by induction on the number of dimensions r. For r = 2, the claim can be veri ed by inspecting Figure 1.(b) . Suppose that the claim is true for r ? 1 dimensions.
The case for r dimensions follows by showing that each additional dimension increases the vertex degrees by at least one and at most 3. More speci cally, there is a new vertex-disjoint path for each increment of the vertex degree of the node with the lesser degree.
Several facts follow immediately from this result. 
VLSI Layout Area
We show in this section that the VLSI layout area required for the MCT network is asymptotically same as the optimal area given for the MOT in 19, 13] . The layout of the MCT also meets the area required for grids when r > 2. As in the earlier papers, our analyses assume that the MCT network has a bounded vertex degree (i.e. r is xed). This assumption is reasonable since a concrete implementation has a xed number of dimensions, and this does not limit the modular growth of the network. An n-node graph is said to be strongly f(x)-separable either if it has only one node or if by removing at most f(n) edges it is divided into two graphs with the same number of nodes (within one), both strongly f(x)-separable. MCT r (N) can be separated into two graphs as above by removing the edges incident to any dimension-0 root. This isolates the roots of dimension 0, which are distributed evenly between the two subgraphs. The number of edges removed is 2N r?1 + (r ? 1)(N ? 1)N r?2 = O(N r?1 ). Given that the number of nodes is N r , strong separability is satis ed in this step.
We can apply the same procedure to divide each subgraph in halves. Any edge incident to a dimension-1 root is removed and these roots are distributed between the two subgraphs. If we denote the number of nodes of MCT r (N) as n, the above bounds can be rewritten as (n 2(r?1)=r ), for r > 2, and (n log 2 n), for r = 2. These bounds are the same as those obtained for the MOT with bounded number of dimensions 19, 13] and for the grid with more than two dimensions 15]. These facts show that there is no additional asymptotical complexity cost incurred for the increased power of the MCT. 7 An Extension of the Basic Network Consider connecting the leaves of the complete binary tree as shown in Figure 7 . We denote the resulting graph as XT(h), where again h denotes the height of the tree. Justi cation for this extension is quite easy: in a modular implementation, all the nodes could be designed with the same number of I/O channels, and the unused channels at the leaves could be used to connect the leaves in this fashion. The next result shows that if we build the MCT graph with these trees as the factor graph, the resulting extended MCT network, denoted MCXT, contains the torus as a subgraph. This is a much better result than the embedding obtained in Section 4.1. Note that, if there is a Type-RL path that exits at the leftmost leaf, it can be converted into one which exits at the rightmost leaf. Once we show that these paths exist, we construct the claimed Hamiltonian cycle by recursively combining them together.
We proceed by induction on the height of the tree. For h = 2, XT(2) is just a triangle and all three types of paths above are contained in it. Therefore assume that these paths exist in XT(h ? 1) , where h > 1. To study the case for XT(h), note that the root of XT(h) connects two such XT(h ? 1) graphs.
The Type-LL path for XT(h) is obtained as: the Type-LR path in the left subtree of the root (entering from the left), followed by the root, followed by the Type-RL path (exiting from the right) in the right subtree.
The Type-LR path for XT(h) is obtained as: the Type-LL path in the left subtree of the root, followed by the Type-LR path in the right subtree, followed by the root.
The Type-RL path is obtained by reverse listing the Type-LR path.
This completes the proof that all three types of Hamiltonian paths exist in XT(h) for any h. The Hamiltonian cycle for XT(h) is obtained as: Type-LR path in the left subtree of the root (entering from the right), followed by the root, followed by the Type-RL path in the right subtree (exiting from the left), and nally connecting this exit node to the entry node in the left subtree.
Parallel Algorithms for the MCT Network
Although the MCT network is conceptually simple, it is able to execute a variety of algorithms very e ciently. First of all, there is a large number of algorithms developed for grids, and the ability of MCT to emulate grids with dilation cost 3 and congestion cost 2 implies that it can execute these grid algorithms with constant slowdown. Moreover, we know from Theorem 11 that when the extended tree structure of Figure 7 is used as the factor graph, the corresponding product graph will contain the same-size grid as a subgraph. In this case, no slowdown is needed and all the grid algorithms in the literature can be directly executed on the proposed architecture. Since e cient algorithms that utilize the grid architecture are too numerous, we will not attempt to cite them here.
Besides grid algorithms, the class of computations that bene t from the proposed architecture are those that use frequent broadcasting capability from one node to the rest of the nodes in a dimension. Typical computations with this structure are graph algorithms such as minimum-weight spanning trees, shortest paths, connected components, etc. On the N r -node r-dimensional grid architecture, these computations require at least (rN) running time due to the (rN) diameter of the grid. The MOT is more e cient for these computations since it reduces the running time to O(r logN), matching the running time of hypercubes for similar computations (see 14] for a survey of these results). For the MCT architecture, one of the coauthors of this paper has investigated several algorithms in . The result shown for graph algorithms applies for the computation of minimum-weight spanning trees, connected components, transitive closure, and all-pairs shortest paths. In all the cases in Figure 8 , the number of data points is equal to the number of processors, which is N r .
Summation of numbers is representative of a large class of computations requiring binary associative operators; such as AND, XOR, Min, Max, etc. Without increasing the asymptotic running time, the algorithm can be converted to pre x computations which has several other applications 12]. The given running time of O(r logN) is optimal since, due to the well-known fan-in theorem, N r numbers cannot be summed in less time than this.
Matrix-matrix multiplication arises frequently in many applications. The algorithm has running time O(r logN), which is optimal and the same as the time required by other networks such as the MOT and the hypercube. It is also much more processor e cient than the MOT which requires (r + 1)N r ? rN r?1 processors as opposed to N r processors required by the MCT.
The MCT network is surprisingly e cient for sorting although it does not appear to have a structure suitable for sorting in the rst instance. If r is xed and N varies, the given running time reduces to O(N) to sort N r keys which is optimal for the MCT because the bisection width is (N r?1 ), and in the worst case O(N r ) values may need to cross the bisection of the network. This running time matches that of the best known algorithms given for N r -node r-dimensional grids when r is xed. If N is xed and r varies (e.g. in the hypercube N = 2 xed but r varies), then the running time reduces to O(r 2 ) which matches the asymptotic complexity of well-known deterministic algorithms running on the hypercube. A more detailed discussion of sorting in the MCT as well as other product networks is given in our recent paper 8].
Graph algorithms cited above represent another important class of computations. It is shown in 7] that these problems can be solved in O(r 2 log 2 N) time in MCT r (N), with the adjacency matrix (or the weight matrix as the case may be) stored one entry per processor. The given running time matches those of the best known algorithms for the grid if r is xed, and for the hypercube if N is xed. 9 
Conclusions
In this paper we have analyzed many important properties of a new network called the mesh-connected trees. We have shown that the mesh-connected trees network has several interesting structural characteristics, including simplicity of growth, logarithmic diameter, and a large bisection width. Although the meshconnected trees network is not more powerful than the hypercube, for all the SIMD algorithms we considered, the running time on the MCT matches the running time of well-known hypercube algorithms. Its easier implementation and signi cant computational power make it more desirable when the full bandwidth of the hypercube is not required. For several computations only a small number of hypercube links are used at a time. In such cases, the proposed MCT architecture matches the power of the hypercube, and the lower implementation cost makes it more desirable.
We have also shown that the mesh-connected trees network is capable of performing algorithms developed for the torus, the grid, and the mesh of trees. This has considerable value because of the large number of algorithms that have been developed for these networks 14] . This capability also favors the mesh-connected trees in comparison to many of the other well-known networks like the shu e-exchange, de Bruijn, butter y, cube-connected cycles, and the Bene s networks which cannot host the grid with constant dilation 2, 14] .
Additional desirable properties of the mesh-connected trees include e cient routing algorithms and fault tolerance. Finally, these advantages are obtained without any increase in the asymptotical complexity of the layout area bounds over the grid (with at least 3 dimensions) or the MOT (with any number of dimensions), and with signi cantly less area complexity than the shu e-exchange and de Bruijn graphs.
