SUMMARY. The generalized additive model is extended to handle negative binomial responses. The extension is complicated by the fact that the negative binomial distribution has two parameters and is not in the exponential family. The methodology is applied to data involving DNA adduct counts and smoking variables among ex-smokers with lung cancer. A more detailed investigation is made of the parametric relationship between the number of adducts and years since quitting while retaining a smooth relationship between adducts and the other covariates.
Introduction
Cigarette smoke contains a complex mixture of carcinogens, some of which are capable of binding to DNA after metabolic activation within the cell. Once bound to DNA, these carcinogen-DNA complexes, called adducts, are thought to elicit mutational changes. Several recent studies have found a relationship between adduct levels and cancer (Schut and Shiverick, 1992; Wogan, 1992; Tang et al., 1995) . It is thought that the mechanism by which cigarette smoking causes cancer is at least in part due to adduct formation in the p53 gene (Denissenko et al., 1996 (Denissenko et al., , 1997 Kure et al., 1996) .
Since high adduct levels are associated with cancer, they could potentially be used as a good marker for cancer risk. Knowing who is at high risk could lead to early clinical diagnosis of cancer and thus to better survival rates. Unfortunately, measuring adduct levels is very expensive. The focus of this paper is to model the number of adducts from smoking variables, which can be measured cheaply and easily.
Considerable overdispersion has been found in adduct models. In a previous study using this dataset (Wiencke et al., 1999) , a negative binomial model was used to estimate the number of adducts as a linear function of smoking variables. However, the relationship between the number of adducts and some of the covariates is nonlinear. Generalized additive modeling (GAM) (Hastie and Tibshirani, 1990 ) is a flexible and powerful regression technique since it allows for the effect of each covariate to be modeled as an unspecified smooth function rather than as a rigid parametric function. Presently, GAM models only allow for standard exponential family likelihoods, which is a limitation when the data are overdispersed.
Many methods for dealing with overdispersion within a generalized linear models (GLM) (McCullagh and Nelder, 1989) context have been used. For count data that might be modeled by a Poisson distribution in the absence of overdispersion, quasilikelihood (Wedderburn, 1974; McCullagh and Nelder, 1989, Section 9. 3) extends the GLM framework by allowing the variance to be a constant times the mean. Alternatively, the mean of the Poisson distribution can be modeled to have a gamma distribution, which means the marginal distribution of the number of adducts is negative binomial and the variance increases with the mean (Lawless, 1987) . Other methods include extended quasi-likelihood methods (Nelder and Pregibon, 1987) and double exponential families (Efron, 1986) .
Methods for handling overdispersion within a CAM context have not been well developed. A quasi-likelihood approach based on introducing a multiplicative overdispersion parameter could be used (e.g., Fan, Heckman, and Wand, 19951 , but this may have limitations in handling overdispersion in practice. Yee and Wild (1996) propose a general class of multiparameter generalized additive models based on smoothing splines but provide little detail on handling overdispersed count data using, e.g., the negative binomial distribution.
In this paper, we extend the GAM framework to allow for the mean number of adducts, given the covariates, to have a negative binomial distribution. This has a number of advantages over a quasi-likelihood approach in this application. While quasilikelihood is efficient if overdispersion is modest (Cox, 1983) , in this case, the variance is more than 100 times larger than the mean, suggesting that the quasi-likelihood approach would not be optimal. Furthermore, a plot of the absolute value of the Pearson residuals versus the fitted values in a GAM model with Poisson likelihood suggests that the variance increases with the mean (Figure l Lambert and Roeder (1995) .
In Section 2, we describe the nature of the data and the models we consider. Section 3 describes the algorithms for fitting these models. In Section 4, we briefly describe the method of weighted polynomial smoothing. We give details of implementation in Section 5 . In Section 6, we discuss semiparametric, or partial linear, models and conclude with analysis of the adduct data in Section 7.
Data and Models
We intend to model the number of DNA adducts as a negative binomial variable so will start by describing this distribution. The data consist of the number of polyaromatic hydrocarbon adducts and smoking information (age of smoking initiation, years of smoking, cigarettes smoked per day, and years since quitting) for a set of ex-smoking lung cancer patients. 2.1 Negative Binomial Likelihood Let Y1, . . . , Y,, be a set of count data. The negative binomial model for these data is defined by where p, = E(Y,) and k is a shape parameter. Under this model, the variance of yZ is p7 + p : / k . Note that, for large k , the model approaches the Poisson model.
Writing this in exponential family format, the log likelihood
If k were known, this would be an exponential family.
For a given k , the log likelihood for p = ( P I , .
where c ( Y , k ) is a function of the Y,'s and k.
For a given p, the log likelihood for k is 
This model can be extended to a generalized linear model by allowing the link function q , which is a function of the mean p i , to be linear in the covariates, i.e., qi = g{p(Xi)} =
The generalized additive models framework extends this by allowing nonlinearity in the relationship between 7 and the covariates, i.e., qi = g{p(Xi)} = a+ CfZl f j ( X i j ) , where each f j is a smooth function.
To fit the negative binomial model for Y given covariates X, several link functions q are possible. The canonical link has the disadvantage that 77 must be negative. This leads to problems when using iterative methods to fit a generalized additive model. To overcome this problem, we use the log link. A comparison of the Poisson model, the negative binomial model with the canonical link, and the negative binomial with the log link is given in Table 1. We can write the model as E(yZ I X,) = p(Xi) = exp{a + CjdZl fj(Xij)} and fit it iteratively, as described in more detail in subsequent sections. Here we briefly describe the idea. k can be estimated by maximizing the log likelihood for k given in (l), using the current estimates of p. For any k , fitting the model involves Fisher's scoring, which comes from a Taylor
In the GLM framework, in which 7 = g(p) = a + CfZl &Xj, p can be estimated by regressing Z on X with weights W = l/var(Z). We would then use 8 to update our estimate of p and iterate between estimating 0 and p (McCullagh and Nelder, 1989, p. 40) . In the GAM framework, instead of regressing Z on X with weights W , the residuals, 2, are iteratively smoothed on each X , with weights W and are centered in a process called backfitting.
Algorithms for Model Fitting
Hastie and Tibshirani (1990) explain how an exponential family GAM can be fit via a combination of two algorithms known as backfitting and local scoring. The beauty of this approach is that fitting can be done through a series of 
single predictor (weighted) scatterplot smooths, and so the smoothing component can be handled through a single routine. In this paper, we use local polynomial fitting for this task.
The negative binomial model is only an exponential family when k is known. Therefore, the methodology of Hastie and Tibshirani (1990) can be used to fit the model for a given k . Conversely, if p is known, estimation of k reduces to an ordinary maximum likelihood problem, the maximization of We propose fitting both k and p by iterating between these two processes. Such an approach might be called alternating profile likelihood and will reduce to backfitting in the least squares case.
(1).
The structure of the full algorithm is as follows. Iterate the alternating profile likelihood algorithm. Each iteration requires implementation of the local scoring algorithm.
Iterate the local scoring algorithm. Each iteration requires implementation of the backfitting algorithm for a weighted additive model.
Iterate the backfitting algorithm for a weighted additive model. Each iteration requires a weighted local polynomial smooth. We now describe the three outer algorithms. Weighted local polynomial smoothing is described in Section 4. For ease of reading, some of the details such as convergence criteria are postponed until Section 5.
The Alternating Profile Likelihood Algorithm
Step 0: Initialize f .
Step 1: Obtain ei = &+Cy=l f j ( X j i ; p j h j ) , a fitted generalized additive model, using the negative binomial likelihood with k 7 k using the local scoring algorithm and set /li = eqa.
Step 2: Set k = argmaxk t ( k , /l).
Step 3: Repeat steps 1 and 2 until convergence.
The Local Scoring Algorithm
-. .
Step 0: Initialize 6 = In(Y), fl = . . . = fd == 0.
Step 1: Set = & + C: ,
6 ) / e 6 , and 6 = 2 and fit the w-weighted additive model with dependent variable 2 and independent variables X I , . . . , Xd.
Step 2: Repeat step 1 until convergence.
Let Y and X,, j = 1,. . . , d , each be n x 1 vectors. Let S y denote the smoother matrix for a w-weighted local polynomial regression of Y on X j with bandwidth hj and degree pj .
The details of Sy are described in Section 4. The following algorithm describes how to fit the w-weighted additive model,
The Backfitting Algorithm for Weighted Additive Models
Step 0: Let 6 and fj, j = 1,. . . , d , be some initial values.
Step 1:
is the mean of the smooth
S~U -~l , where and 1 is the vector of ones.
Weighted Local Polynomial Scatterplot Smoothing
We now give a brief description of the method by which a scatterplot may be smoothed using local polynomial fitting. Detailed descriptions of this approach to smoothing can be found in Wand and Jones (1995) and Fan and Gijbels (1996) . However, this section does describe the extension to weighted scatterplot smoothing, which is not normally discussed in literature on local polynomial fitting. In practice, significant gains in speed are realized by binning the data onto a fine grid and working with the corresponding counts. A full explanation of this approach is given in Fan and Marron (1994) .
Details of Implementation
We now fill in the implementational details that were omitted in Sections 3 and 4.
Convergence Criteria
Following Hastie and Tibshirani (1990, p. 141) , convergence of the local scoring and backfitting algorithms was assessed through evaluation of the criterion A : = C3d,l llfywf;ld(j/C$=l llj~ldll, where = (CFZl f2(xi))1/2, the length of the vector f . We used a default stopping rule for the iterations of A falling below 0.01. Buja, Hastie, and Tibshirani (1989) and Opsomer and Ruppert (1997) provide conditions under which the backfitting algorithm converges. According to their theory, the potential hindrance to convergence is multicollinearity and nonlinear forms of relatedness (concurvity) among the predictors. When analyzing the adduct data with all four covariates, we did experience problems with convergence of the backfitting algorithm. Although A fell below 0.1, it failed to get below 0.01. A graphical check showed that the functions oscillated between two practically identical sets of curves. So while strict mathematical convergence was not obtained (according to the above convergence criterion), we are satisfied that convergence in a practical sense was obtained. Buja et al. (1989) and Hastie and Tibshirani (1990, pp. 124-125) proposed a modified backfitting algorithm that is more efficient when data art: correlated, although this has not been explored.
Banned Local Polynomial Smoothing
All scatterplot smooths were obtained using a binned implementation of the local linear kernel smoother over a set of 401 equally spaced grid points. The kernel is the normal kernel truncated to the interval [-4,4] . To avoid problems with sparse design, we used a locally adaptive bandwidth chosen so that the 100a% of the scatterplot data were contained in the kernel window, where 0 < 01 < 1. We refer to cy as the span.
Choice of the Span
While the adoption of a span-based locally adaptive bandwidth reduces the bandwidth selection problem to a single parameter, we are still faced with the problem of its choice. Although there has been a considerable amount of research into automatic bandwidth selection during the past 15 years, most of it has been confined to simple single predictor models with little work done on the practicalities of bandwidth selection for additive models. Recently, Opsomer and Ruppert (1998) developed an automatic algorithm for choosing the bandwidths in additive models but did not treat the generalized case. Because of the immaturity of automatic bandwidth selection for generalized additive models, we chose the span so that all unweighted smooths have 4 d.f., defined to be the trace of the smoother matrix, and made judicious adjustments to these smoothing parameters based on the graphical output.
Standard Error Bars
Pointwise standard error bars at Ic = f were obtained using the methodology advocated by Hastie and Tibshirani (1990, Section 6.8 .2) based on linearization arguments. The details are given there, but essentially it involves an estimation of the asymptotic covariance matrix based on the covariance of the working response variable (denoted by 2 in the local scoring algorithm) at Convergence. In the parametric model in which the negative binomial mean is linear in the covariates, /j and k are asymptotically independent. This is approximately true in the negative binomial additive model, which implies that estimation of k does not affect the standard error bars for the mean.
Semiparametric Models
In a semiparametric or partial linear generalized additive model, we could model q = g(p) = /30 + C , l l p , X , +
~, d _ , , +~ f 3 ( x 3 ) .
We report an estimate of p = P O , . . . , ~d , motivated by the backfitting algorithm (Hastie and Tibshirani, 1990 , Section 6.7), which, in the unweighted case, is the estimator given by Green et al. (1985) . In our notation,
where X , is the parametric part of the design matrix (1, X i , . . . X d , ) , 2 is the adjusted dependent variable, and W-l is the variance of 2, where W is the diagonal weight matrix. S& is the weighted generalized smoothing matrix resulting from a smooth on X(,), where X ( p ) refers to all the X ' s except X,. Thus, S g ) Z is the vector of fitted values resulting from smoothing 2 on X ( p ) with weights W , and S g ) X p is the matrix of fitted values from the smooth of each ( X i E X,) on X(,). Note that SE) is the same matrix in both cases (Opsomer and Ruppert, 1999) . Since S g ) could not be calculated explicitly, we computed Sw X and S g ) Z by backfitting. In the model g(p) = Xp/3,
This estimator can be derived from added variable plots (Weisberg, 1985 , Section 2.4), specifically from a weighted regression of the residuals from the weighted regression of 2 on X @ ) , on the matrix of residuals from the weighted regression of each ( X , E X,) on X ( p j . The GAM analog to this, given in (2), is approximately equivalent to doing a weighted regression of the residuals from a weighted smooth of 2 on X(,) on the matrix of residuals from the weighted smooth of each ( X , E X,) on X(,). An alternative estimator to p that involves squaring the smoother matrix is asymptotically superior to (2) (Green et al., 1985) , but little difference was found between the two estimators in an application (Hobert et al., 1997) . We could not calculate the alternative since we could not calculate S g ) explicitly.
The variance based on the estimator of /3 in (2) can be approximated by s r ( / 3 ) = { X F W ( I -S&)X,}-'. This variance is exact only if S c ) can be written as the product of a smoothing matrix S and W , where S is symmetric and idempotent (all of which are true in the semiparametric GLM case when S = H g ) . The semiparametric models were fit in a separate S-PLUS program.
Analysis of Adduct Data
The adduct dataset consists of data from ex-smokers, all of whom had lung cancer. We modeled the number of polyaromatic hydrocarbon adducts from four variables: age of smoking initiation (age.start), years of smoking (cig. Overdispersion is a common phenomenon (McCullagh and Nelder, 1989, p. 124) . One estimate of overdispersion, used in quasilikelihood, is e2 = X 2 / ( n -p ) (McCullagh and Nelder, 1989, p. 328) , where X2 is the sum of the Pearson residuals, X = C (yi. -f i i ) 2 / V ( f i i ) , and ( n -p ) is the residual degrees of freedom for the model. Under a Poisson model, 62 would be one, whereas in the adducts dataset k2 = 98.7. In the negative binomial model, the variance for an observation with mean pi is p i + p : / k . Under a Poisson model, k would be CQ, whereas in the adducts dataset k = 0.89. The considerable overdispersion in this dataset suggests that variables not included in the model influence the number of adducts.
Plots from the negative binomial model with smooth functions for all four covariates (Figure 2 ) indicate that people who start smoking at a young age tend to have more adducts, after controlling for the other variables. This suggests that, in young smokers for whom the lung is still growing, adducts are either formed more rapidly than in mature lungs or adducts formed at that time are less able to be removed later than adducts formed in mature lungs (Wiencke et al., 1999) . For years since quitting, it appears that the number of adducts declines linearly on a log scale for 8-10 years, then either rises slightly before declining slightly or remains relatively constant. These interpretations should be taken with caution since we are using cross-sectional data to make longitudinal interpret at ions.
2
We were interested in exploring more fully a semiparametric model in which the relationship between the number of adducts and yrs.quit is modeled parametrically and the relationships between the number of adducts and the other covariates are modeled nonparametrically. We fit two piecewise linear regression (broken stick) models for yrs.quit and are interested in comparing the relationship between the number of adducts and yrs.quit using a smooth fit for yrs.quit to fits from broken stick models with one and with two breaks, respectively, while allowing for smooth fits for the other covariates. Although the fits from both broken stick models are within the standard errors from the fully smoothed model, only the model with one break appears to reasonably approximate the smooth fit (Figure 2) .
For a model with one break, we used a break at 9 years, which was the location of the breakpoint based on visual inspection of the smooth plot. Defining (yrs.quit -9)+ to be yrs.quit if yrs.quit > 9 and 0 otherwise, we parameterized this model as g ( p ) = PO + Plyrs.quit + Pz(yrs.quit -9)+ + . . ., where . . indicates smooth functions of the other variables. Under this model, the estimated slope for the first 9 years (Pi) was -0.1017 with SE = 0.0580. The difference in slopes between the two time periods ( 0 2 ) was 0.1006 with SE = 0.0667. This gives weak evidence of a changepoint at 9 years (pvalue = 0.14). Under this model, the number of adducts declines by 9.67% per year for 9 years, then remains almost constant after that. Under this model, 40.04% of the original number of adducts would remain after 9 years.
To evaluate how well the negative binomial GAM model fit the data, we plotted the absolute value of the Studentized standardized deviance residuals versus the fitted values on the 7 scale (McCullagh and Nelder, 1989, p. 398 ) from a negative binomial adduct model with a broken stick relationship for yrs.quit (break at 9 years), a quadratic relationship for cig.time, and linear relationships for cig.per.day and a g e . s t a r t . For comparison, we plotted the same quantities from the quasi-likelihood, overdispersed Poisson model of the same form (Figure 1 ). The plot from the quasi-likelihood model shows that the variance of the residuals clearly increases with the fitted values. The plot from the negative binomial model shows much less heteroscedasticity but shows a clustering of points with large negative residuals corresponding to people with adduct counts of zero. We conclude that the negative binomial model is an improvement over quasilikelihood for this data.
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RESUME
Le modhle additif g6nBralis6 est Btendu pour prendre en compte les rhponses binomiales n6gatives. L'extension est compliqu6e par le fait que la distribution binomiale n6gative a deux parametres et n'est pas dans la famille exponentielle. La mkthodologie est appliquCe 8. des donnees concernant la frkquence des "adduits'' sur 1'ADN et les variables likes au tabagisme chez des ex-fumeurs avec un cancer du poumon. Une investigation plus detaillee est faite sur la relation paramCtrique entre le nombre d' "adduits" et les annkes depuis l'arrgt, alors que l'on conserve une rela.tion lissee entre les "adduits" et les autres covariables.
