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Abstract Given a large ensemble of interacting particles, driven by nonlocal interac-
tions and localized repulsion, the mean-field limit leads to a class of nonlocal, non-
linear partial differential equations known as aggregation-diffusion equations. Over
the past fifteen years, aggregation-diffusion equations have become widespread in
biological applications and have also attracted significant mathematical interest, due
to their competing forces at different length scales. These competing forces lead to
rich dynamics, including symmetrization, stabilization, and metastability, as well as
sharp dichotomies separating well-posedness from finite time blowup. In the present
work, we review known analytical results for aggregation-diffusion equations and
consider singular limits of these equations, including the slow diffusion limit, which
leads to the constrained aggregation equation, and localized aggregation and vanish-
ing diffusion limits, which lead to metastability behavior. We also review the range
of numerical methods available for simulating solutions, with special attention de-
voted to recent advances in deterministic particle methods. We close by applying
such a method – the blob method for diffusion – to showcase key properties of the
dynamics of aggregation-diffusion equations and related singular limits.
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1 Introduction
Many phenomena in the life sciences, ranging from the microscopic to macro-
scopic level, exhibit surprisingly similar structures. Behavior at the microscopic
level, including ion channel transport, chemotaxis, and angiogenesis, and behavior
at the macroscopic level, including herding of animal populations, motion of human
crowds, and bacteria orientation, are both largely driven by long-range attractive
forces, due to electrical, chemical or social interactions, and short-range repulsion,
due to dissipation or finite size effects.
Various modeling approaches at the agent-based level, from cellular automata
to Brownian particles, have been used to describe these phenomena. To pass from
microscopic models [60, 83, 87] to continuum descriptions requires analysis of the
mean-field limit, as the number of agents becomes large [33, 52, 54, 101, 103]. This
approach leads to a continuum kinematic equation for the evolution of the density
of individuals ρ(x, t) known as the aggregation equation,
∂ρ
∂ t
+∇ · (ρu) = 0, u =−∇W ∗ρ , (1)
where W :Rd −→R is a symmetric interaction potential. Typical examples of inter-
action potentials W are given by repulsive-attractive power laws
W (x) =
|x|A
A
− |x|
B
B
, 2≥ A> B>−d, (2)
or Morse potentials [87],
W (x) =−CAe−|x|/`A +CRe−|x|/`R , C =CR/CA > 1, `= `R/`A < 1, C`d < 1.
The continuum equation (1) may also be modified to include linear or nonlinear
diffusion terms, which arise from two possible modeling assumptions: noise at the
level of interacting particles (linear diffusion) or scaling hypotheses on a repulsion
potential that depend on the inter-particle distance (nonlinear diffusion) [32, 127,
141]. The latter case can be seen via the following formal argument: take Wν =
W +2νδ0 with W an attractive potential. In this case, Wν induces strongly localized
repulsion of strength ν , along with a nonlocal attractive force via the potential W .
Formally, the corresponding PDE is given by
ρt = ν∆ρ2+∇ · (ρ∇(ρ ∗W )) . (3)
This equation can be obtained from particle approximations [32, 38, 127] in a limit
in which the potential has a repulsive part that becomes concentrated at the origin as
the number of particles increases, with an overall mean-field scaling for the forces.
See [55] and the references therein for the rigorous relation between (1) and (3).
Incorporating either linear or nonlinear diffusion into the aggregation equation
(1), we arrive at a partial differential equation of the form
Aggregation-diffusion equations: dynamics, asymptotics, and singular limits 3
∂ρ
∂ t
=−∇ · (ρu) = ∇ · [ρ∇(U ′ (ρ)+W ∗ρ)] ,
where the function U(ρ) determines the type of diffusion. In particular, U(s) =
s logs corresponds to linear diffusion and U(s) = sm/(m−1), m > 0 corresponds
to nonlinear diffusion [143]. Nonlocal partial differential equations of this form are
becoming widespread in both modeling and theory, and a key question from the bi-
ological perspective is how to identify the proper mechanisms for collective motion
among the many potential equations describing the behavior [62, 113, 125].
In this chapter, we consider a class of partial differential equations with nonlocal
interactions and nonlinear diffusion, known as aggregation-diffusion equations
ρt = ∆ρm+∇ · (ρ∇(ρ ∗W )),m≥ 1. (4)
Formally, equations of this form have a gradient flow structure with respect to the
Wasserstein metric d2 on the space of probability measures with finite second mo-
mentP2(Rd) [3, 66, 107, 128, 144]. In particular, defining the free energy
E[ρ] =
1
m−1
∫
Rd
ρmdx︸ ︷︷ ︸
Sm[ρ]
+
1
2
∫
Rd
ρ(ρ ∗W )dx︸ ︷︷ ︸
W [ρ]
, (5)
one may rewrite the aggregation diffusion equation (4) as
dρ
dt
=−∇d2E(ρ), ∇d2E(ρ) =−∇ ·
(
ρ∇
δE
δρ
)
, (6)
where ∇d2 denotes the gradient with respect to the Wasserstein metric and ∇
δE
δρ
denotes the first variation of the free energy with respect to ρ . The first term in the
free energy (5) is the entropy Sm[ρ], which gives rise to the diffusion term, where
we use the convention 1m−1ρ
m−1 = logρ for m = 1. The second term in the energy
(5) is the interaction energy W [ρ], which gives rise to the aggregation term.
An archetypical example of aggregation-diffusion equation (4) is the Keller-
Segel model of chemotaxis in mathematical biology, which describes the collec-
tive motion of cells (usually bacteria or slime mold) that are attracted by a self-
emitted chemical substance [109]. Let ρ(x, t) denote the population density of a cell
colony on a two dimensional surface subject to Brownian motion, and assume these
cells have an additional drift velocity due to their tendency to move towards higher
concentrations of a chemical attractant c(x, t). The cells themselves are continually
emitting this chemical attractant, and it diffuses across the surface and decays with
rate α . This leads to the following system of parabolic equations:{
ρt = ∆ρ−∇ · (ρ∇c),
εct = ∆c−αc+ρ.
(7)
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In fact, the same equation was also proposed by Patlak, as a mathematical model for
random walk with persistence and external bias [130].
Since the chemical attractant reaches its equilibrium much faster than the bacteria
density, it is common to take ε → 0, simplifying the second equation so that (7)
becomes a parabolic-elliptic system. This simplification allows us to write c=−W ∗
ρ , where W is the Newtonian potential (if α = 0) or the Bessel potential (if α > 0).
Finally, substituting c into the first equation gives us a single equation for ρ(x, t)
in the form of (4) with m = 1. Variations of the Keller-Segel model, such as the
consideration of volume effects, lead to a range of aggregation-diffusion equations
of the form (4), see [40].
We begin in section 2 by reviewing analytical results for aggregation-diffusion
equations, focusing on conditions that ensure solutions are globally well-posed or
blow-up in finite time. The majority of these analytical results consider interaction
kernels of one of the following forms:
• Power-law kernel:
Wk(x) =
{ |x|k
k if k 6= 0
ln |x| if k = 0. (8)
• Integrable kernel: W ∈ L1(Rd).
In both cases, the associated free energy functional plays an important role in the
study of well-posedness of solutions and properties of steady states. Formally taking
time derivative along a solution, we deduce
d
dt
E[ρ] =−
∫
Rd
ρ
∣∣∣∣∇( mm−1ρm−1+ρ ∗W )
∣∣∣∣2 dx≤ 0.
This energy dissipation inequality (in the integral form) can be made rigorous for
weak solutions and can also be seen as a consequence of the equation’s underlying
Wasserstein gradient flow structure. We begin, in subsection 2.1, by considering the
classical Keller-Segel equation in two dimensions, providing heuristic arguments
illustrating the dichotomy between well-posedness and finite time blowup, as well as
summarizing rigorous results. We then discuss the case for more general aggregation
diffusion equations in subsection 2.2 and consider long time behavior of solutions
in subsection 2.3.
In section 3, we consider singular limits of aggregation diffusion equations in
two limiting regimes. We begin in subsection 3.1 by considering the slow diffusion
limit, as the diffusion exponent m→+∞, which leads to the constrained aggregation
equation. Then, in subsection 3.2, we discuss singular limits that affect the balance
between aggregation and diffusion, causing solutions to exhibit metastable behavior.
In subsection 3.2.1, we consider the localized attraction limit, and in subsection
3.2.2, we consider the vanishing diffusion limit.
In section 4, we review recent work on numerical methods for aggregation dif-
fusion equations, including the recent blob method for diffusion, developed by Car-
rillo, Craig, and Patacchini [55]. We conclude in section 5 by applying this numeri-
cal method to illustrate properties of the singular limits discussed in section 3.
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2 Well-posedness, steady states, and dynamics
We now give a brief overview of analytical results for aggregation diffusion equa-
tions (4), describing conditions that ensure well-posedness or finite-time blow-up
of solutions , existence or non-existence of steady states, and long time behavior
of solutions. We begin in section 2.1 by considering the classical two-dimensional
Keller-Segel equation, where the interaction kernel in equation (4) is given by the
Newtonian potential, W (x) = 12pi ln |x|. The analysis in this particular case will serve
as a guideline to understand the equation’s behavior for more general interaction ker-
nels. In section 2.2, we review results classifying well-posedness and finite blow-up
for general interaction kernels. Finally, in section 2.3, we discuss the steady states
and dynamics of solutions in the diffusion-dominated regime.
2.1 Keller-Segel equation with linear diffusion in R2
We begin with the classical Keller-Segel equation,
ρt = ∆ρ+∇ ·
(
ρ∇
( 1
2pi
ln |x| ∗ρ
))
in R2× [0,T ). (9)
As the primary interest of the present work is aggregation diffusion equations of the
form (4), we will not discuss the vast literature on the parabolic-parabolic Keller-
Segel equation; see instead [15, 98].
A fundamental property of the Keller-Segel equation is that solutions are subject
to a remarkable dichotomy depending on their mass M =
∫
ρ(x)dx. In particular,
solutions exist globally in time if M > 8pi , whereas they blow-up in finite time when
M < 8pi . The fact that the critical value of the mass is 8pi can be seen from the fol-
lowing formal scaling argument, which we will generalize to a range of interaction
kernels W in the following section 2.2.
As described in the introduction, the Keller-Segel equation (9) is formally the
Wasserstein gradient flow of the energy
E[ρ] =Sm[ρ]+W [ρ] =
∫
R2
ρ logρdx+
1
4pi
∫
R2
ρ(ln |x| ∗ρ)dx. (10)
In particular, solutions of the Keller-Segel equation are characterized by the fact
that they move in the direction of steepest descent of the energy (10). Given ρ ∈
L1 ∩L∞(Rd), consider the following dilation of ρ , which concentrates the density
while preserving its mass:
ρλ (x) := λ 2ρ(λx), λ  1.
Then, E[ρλ ] and E[ρ] are related in the following way:
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E[ρλ ] =Sm[ρλ ]+W [ρλ ] = (Sm[ρ]+2M logλ )+
(
W [ρ]− M
2 logλ
4pi
)
= E[ρ]+M logλ
(
2− M
4pi
)
.
Consequently,
lim
λ→∞
E[ρλ ] =
{
+∞ when M < 8pi,
−∞ when M > 8pi.
Thus, when M < 8pi , it is not energy favorable for the solution to concentrate to a
δ -function, so one expects global well-posdness. On the other hand, when M > 8pi ,
it is possible for the solution to blow-up in finite time.
Motivated by this formal argument, we now summarize the rigorous results.
Subcritical mass, M < 8pi
Global well-posedness for subcritical mass was obtained by Blanchet, Dolbeault,
and Perthame [31, 86], improving an an earlier result of Ja¨ger and Luckhaus [105],
which showed global existence for smaller mass. The key idea behind this approach
is to use the logarithmic Hardy-Littlewood-Sobolev inequality [48]∫
R2
ρ logρdx+
2
M
∫
R2
ρ(ρ ∗ ln |x|)dx≥−C(M). (11)
Combining (11) with the fact that M < 8pi and the energy decreases along solutions,
E[ρ(t)]≤ E[ρ0], one can obtain an a priori upper bound of the entropy
∫
ρ logρdx.
This uniform in time equi-integrability allows one to use iterative arguments to up-
grade the bound to a uniform L∞ bound, ensuring global well-posedness.
In addition to global well-posedness, long-time behavior for solutions with sub-
critical mass has also been well studied. Blanchet, Dolbeault, and Perthame [31]
showed that the solution will indeed follow the scaling of the heat equation as t→∞,
converging to a self-similar profile in the rescaled variables. Furthermore, the rate
of convergence is exponential [30, 44, 90].
Supercritical mass, M > 8pi
In the case of supercritical mass, any initial data ρ0 ∈ L1+((1+ |x|2)dx) will ex-
perience finite-time blow-up [31, 86]. This was proved by Blanchet, Dolbeault, and
Perthame by tracking the evolution of the second moment M2[ρ(t)] :=
∫
ρ(x, t)|x|2dx.
During the existence of the solution, one has
d
dt
M2[ρ(t)] = 4M
(
1− M
8pi
)
,
so that the second moment becomes negative in finite time, indicating that the so-
lution must break down by this time. Note that the above virial argument does not
give the nature of the blow-up. Subsequent studies showed that solutions must con-
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centrate at least 8pi of their mass into a single point at the blow-up time [12,137], as
well as considering finer properties of the blow-up profile [97, 133, 136].
Critical mass, M = 8pi
At the critical mass, the free energy functional E[ρ] is invariant under dilations, and
there exists a one-parameter family of steady states ρ¯λ (x) := Mpi
λ
(λ+|x|2)2 , all with
infinite second moment, which are the unique global minimizers of the free energy,
up to a translation. While solutions of the Keller-Segel equation exist globally in
time [29], solutions with finite initial second moment exhibit an infinite time aggre-
gation that is stable under perturbations [92]. On the other hand, if the initial data
has infinite second moment and is sufficiently close to a stationary solution ρ¯λ , then
it converges to ρ¯λ , with quantitative rate [27, 47].
2.2 Well-posedness v.s. blow-up for general interaction kernels
We now describe how the same dichotomy that separates global well-posedness
from finite time blowup for solutions of the classical Keller-Segel equation can
be adapted to general aggregation diffusion equations (4), in arbitrary dimensions.
We begin by considering the case of attractive power-law kernels Wk of the form
(8). Since blow-up occurs locally near a specific point, the regimes of global well-
posedness vs. finite time blowup are primarily determined by the singularity of in-
teraction kernel near the origin. We conclude by discussing results for more general
interaction kernels.
As in the Keller-Segel equation case, let us again consider the behavior of the
free energy functional E[ρ] under mass-preserving dilation ρλ (x) = λ dρ(λx). As
before, both the entropy Sm[ρ] and the interaction energy Wk[ρ] possess simple
homogeneity properties under this transformation:
Sm[ρλ ] =
{
λ (m−1)dSm[ρ] if m> 1,
Sm[ρ]+dM logλ if m = 1,
(12)
and
Wk[ρλ ] =
{
λ−kWk[ρ] if k 6= 0,
Wk[ρ]−M2 logλ if k = 0.
(13)
Comparing the scaling properties ofSm and Wk for different values of diffusion
exponent m and interaction range k motivates the consideration of three regimes,
separated by the critical diffusion exponent mc = 1−k/d. We now summarize what
is known in each regime, regarding well-posedness vs. blowup.
Diffusion dominated regime, m> mc
In the diffusion dominated regime, Calvez and Carrillo [40] and Sugiyama [139]
considered the Newtonian potential in arbitrary dimensions d ≥ 3, proving global
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well-posedness and a uniform-in-time L∞ bound for any initial data ρ0 ∈ L1 ∩
L∞(Rd). Bedrossian, Rodrı´guez, and Bertozzi generalized this result to general
power-law kernels that are no more singular than Newtonian, 2−d ≤ k≤ 0 [13,14].
For kernels that are more singular than Newtonian, −d < k < 2−d, Zhang recently
proved that solutions remain globally bounded if either k > 1−d or m< 2 [148].
Aggregation dominated regime, 1≤ m< mc
In the aggregation-dominated regime, most results consider the case when the inter-
action potential is Newtonian, k = 2−d. Sugiyama proved that for arbitrarily small
mass M > 0, there exist solutions with mass M that blow up in finite time [139] . On
the other hand, Bedrossian showed that, if the initial data is sufficiently flat (even
if the mass is large), solutions exist globally, and dissipate with porous medium
equation scaling as t→ ∞ [10].
Subsequently, Bian and Liu showed that solutions with small Lp(Rd) norm,
p = d(2−m)2 , exist globally in time, where p is chosen so that diffusion and ag-
gregation are balanced under the scaling that keeps the Lp norm invariant [25]. The
special case m = 2d2+d was studied further by Chen, Liu, and Wang, who showed
that solutions with small Lp norm exist globally, whereas solutions with large Lp
norm must blow-up in finite time [71]. Chen and Wang then generalized this result
to all 2d2+d < m < 2− 2d [72] . Finally, for general interaction potentials that are no
more singular than Newtonian, 2−d ≤ k ≤ 0, Bedrossian, Rodrı´guez, and Bertozzi
showed that there exist solutions with arbitrarily small mass that blow up in finite
time [14].
Fair competition regime, m = mc
In the fair competition regime, aggregation diffusion equations exhibit a dichotomy
in terms of the mass of solutions that is similar to the classical Keller-Segel equation
in R2. In this case, the Hardy-Littlewood-Sobolev inequality with optimal constant
C(k,d), ∫∫
Rd×Rd
ρ(x)ρ(y)Wk(x− y)dxdy≤C(k,d)M2−mc‖ρ‖mcmc
plays the same role as the logarithmic Hardy-Littlewood-Sobolev inequality (11)
for the Keller-Segel equation. In particular, combining this inequality with the fact
that the free energy functional decreases along solutions gives a critical value of
the mass Mc = Mc(k,d), for which one has an a priori bound on ‖ρ‖mc if M < Mc,
which then leads to uniform in time L∞ bound. The results on well-posedness v.s.
blow-up can be summarized as follows:
- Subcritical Mass, M < Mc. Blanchet, Carrillo, and Laurenc¸ot proved that, for
Newtonian interaction k = 2−d, solutions remain bounded globally in time [28],
and there exists self-similar solutions decaying in time with the porous medium
equation. Bedrossian, Rodriguez, and Bertozzi generalized this result to power-
law kernels no more singular than Newtonian, 2− d ≤ k ≤ 0. Furthermore,
Bedrossian proved that, under certain conditions of the initial data, solutions de-
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cay to the self-similar spreading solutions of the porous medium equation with
an explicit convergence rate [10].
- Supercritical Mass, M > Mc. For kernels that are no more singular than New-
tonian, there exist solutions with mass M that blow-up in finite time [14, 28].
Bedrossian and Kim showed that, in the Newtonian case k = 2− d, all radial
solutions blow up in finite time [11]. However, it remains unknown whether all
non-radial solutions must also blow up.
- Critical Mass M = Mc In the Newtonian case, Blanchet, Carrillo and Laurenc¸ot
showed that solutions are globally well-posed, and their L∞ norm is globally
bounded in time [28]. Furthermore, there is a family of compactly supported
stationary solutions that are dilations of each other and all of which are global
minimizers of the free energy. Calvez, Carrillo, and Hoffmann extended the latter
result to general power-law interaction potentials −d < k < 0 [41, 42]. Finally,
in the Newtonian case, Yao showed that every radial solution with compact sup-
port will converge to some stationary solution in this family [146], though the
asymptotic behavior of non-radial solutions remains unclear.
General interaction potentials
We close this section by discussing what is known about well-posedness of aggrega-
tion diffusion equations for general interaction potentials W , which are not necessar-
ily of power-law form. If the interaction potential is purely attractive, Bedrossian,
Rodrı´guez, and Bertozzi fully develop the well-posedness theory for kernels with
singularity up to and including Newtonian [13,14]. On the other hand, if the interac-
tion potential is a repulsive-attractive power-law potential (2) for A≥ 2−d, Carrillo
and Wang prove a global-in-time L∞ bound for all m≥ 1, under the assumption that
solutions exist locally in time [70].
General well-posedness results were recently obtained by Craig and Topaloglu,
without any assumptions on the specific structure of the attractive and repulsive parts
of the interaction potential [82]. In particular, under weak regularity assumptions on
the interaction potential, which roughly correspond to being no more singular than
the Newtonian potential, they prove that solutions of aggregation diffusion equations
exist and provide sufficient conditions for global in time uniqueness. In particular,
this extends the existence theory for power-law interaction kernels Wk(x) = |x|k/k to
include unbounded initial data, as long as it belongs to domain of the energy, ρ0 ∈
D(E), as well as obtaining existence for repulsive-attractive power-law potentials
(2), 2≥ A> B≥ 2−d, complementing previous work by Carrillo and Wang.
2.3 Steady states and dynamics in the diffusion-dominated regime
In this subsection, we restrict our attention to the diffusion-dominated regime, where
global well-posedness is known. The following questions naturally arise: Are there
stationary solutions for all masses? And if so, are they unique up to translations? Do
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they determine the long time asymptotics of solutions? In this section, we review
the existing work on these questions. We begin, in section 2.3.1, by showing how
the same dilation scaling argument that separated global well-posedness from finite
time blowup in the diffusion vs. aggregation dominated regimes leads to a second
dichotomy in terms of existence of global minimizers. For kernels that grow at least
as fast as a power-law Wk at infinity, global minimizers exist for m in the diffusion
dominated regime. On the other hand, for globally integrable interaction kernels, the
value of m does not depend on the specific structure of the kernel at hand, and the
critical diffusion exponent mc = 2 separates existence from nonexistence of global
minimizers. In section 2.3.2 we summarize the precise statements of these results,
and in section 2.3.3, we discuss in which regimes it is known that solutions of ag-
gregation diffusion equations asymptotically converge to these steady states.
2.3.1 A formal scaling argument: power-law kernels vs integrable kernels
Due to the gradient flow structure of aggregation diffusion equations with respect to
the energy E[ρ(t)], a natural approach for studying long time behavior of solutions
is to begin by finding global minimizers of the energy. As explained in section 2.2,
considering the energy’s scaling under dilations ρλ (x) = λ dρ(λx) reveals that in
the diffusion-dominated regime, it is not energy favorable for the density to become
concentrated. Consequently, if the energy lacks a global minimizer for a given mass,
it must be due to lack of compactness — that is, there is a minimizing sequence
{ρn}n∈N which is not tight, up to translation.
As in the case for well-posedness vs. blowup, considering the scaling of the en-
ergy under dilations reveals a dichotomy separating integrable kernels and kernels
that grow like a power-law at infinity. In the pure power-law case Wk, −d < k ≤ 0,
equations (12) and (13) for the scaling of the energy show that, when m > mc :=
1− k/d, E[ρλ ] is increasing as λ → 0+. In other words, it is not energy favorable
for the mass to spread to infinity. Thus, for power-law kernels Wk in the diffusion
dominated regime, we expect a global minimizer for any given mass. Furthermore,
if the kernel grows faster than a power law Wk at infinity, then the long range at-
tractive interactions are even stronger, and a similar scaling argument immediately
yields that, for any m≥ 1, we again expect a global minimizer for any mass.
On the other hand, if W is a globally integrable kernel, the interaction energy
W [ρ] scales differently. In particular, we obtain
W [ρλ ] =
λ d
2
∫
Rd
ρ(ρ ∗W˜λ )dx, W˜λ (x) = λ−dW (λ−1x).
If W is integrable, then as λ → 0, W˜λ approaches a Dirac mass in distribution, and
for bounded and continuous densities ρ , limλ→0+ λ−dW [ρλ ] = 12 (
∫
Wdx)
∫
ρ2dx.
As a result, for 0< λ  1, we obtain
W [ρλ ] =
λ d
2
(∫
Rd
Wdx
)∫
Rd
ρ2dx+o(λ d).
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Comparing this with the scaling forSm[ρλ ] from equation (12), we formally obtain
that m= 2 is the critical power separating the energies for which it is favorable (m<
2) vs. unfavorable (m > 2) for the mass to spread to infinity. Thus, we expect this
critical exponent to also determine non-existence vs. existence of global minimizers.
At the critical power m = 2, the balance between diffusion and aggregation is
more delicate. In this case,
E[ρλ ] = λ d
∫
Rd
ρ2dx
(
1+
1
2
∫
Rd
Wdx
)
+o(λ d).
Therefore, if
∫
Rd Wdx < −2 , we formally expect existence of global minimizers,
whereas
∫
Rd Wdx>−2 leads to non-existence.
2.3.2 Existence / non-existence of global minimizers
We now turn to the precise statements of what is known concerning existence
vs. non-existence of global minimizers. Note that once one obtains existence of
a global minimizer, applying Riesz’s rearrangement inequality directly yields that
such global minimizer must be radially decreasing for all purely attractive kernels.
If the interaction potential is a power-law Wk, −d < k ≤ 0, and m is in the
diffusion-dominated regime, m > mc := 1− k/d, then for any mass M, there ex-
ists a global minimizer for the energy E[ρ] in the class
Y := {ρ ∈ L1+(Rd)∩Lm(Rd),‖ρ‖1 = M,
∫
Rd
xρ(x) = 0}.
Lions was the first to show this, in the case the interaction is potential is Newto-
nian and d ≥ 3, via a concentration compactness argument [116,117]. Subsequently,
Bedrossian generalized the result to all purely attractive potentials no more singular
than Newtonian potential [9]. Carrillo, Castorina, and Volzone extended the result
to the Newtonian potential in two dimensions [50]. For kernels more singular than
Newtonian, recent work by Carrillo, Hoffmann, Mainini, and Volzone showed ex-
istence of global minimizers for power law kernels Wk with −d < k < 2− d. Fur-
thermore, the same work proved that, for all power law kernels −d < k ≤ 0, global
minimizers are compactly supported [64].
If W is a integrable, bounded, and purely attractive kernel, Bedrossian showed
that, for all m> 2 and any mass M, there exists a global minimizer of (5) [9]. At the
critical power m = 2, existence vs. non-existence of global minimizers depends on
the value of
∫
Wdx. Bedrossian and Burger, Di Francesco, and Franek showed that,
for any mass, a global minimizer of (5) exists if and only if
∫
Wdx<−2 [9,35]. Sub-
sequently, Kaib showed that for 1 < m < 2, there is a compactly supported global
minimizer if−∫Wdx is sufficiently large [108]. More recently, Carrillo, Delgadino,
and Patacchini showed that, for m = 1, there is no steady state (thus no global min-
imizer) for any bounded interaction kernel [58].
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We conclude by observing that, in all the above results where W is no more
singular than the Newtonian potential at the origin, whenever a global minimizer for
a given mass is known to exist, standard arguments ensure that it must be a steady
state in the weak sense. For power-law kernels more singular than Newtonian, in
the diffusion-dominated regime, Carrillo, Hoffmann, Mainini, and Volzone showed
that global minimizers are steady states for all 1−d ≤ k < 2−d; for more singular
kernels, −d < k < 1− d, they also show that, under additional constraints on m,
global minimizers have sufficient regularity to be steady states [64].
2.3.3 Steady states and dynamics
Once existence of a global minimizer is known, it is natural to ask whether it is
a global attractor of the evolution equation. Note that a necessary condition for
this to be true is that steady states are unique, up to a translation. Compared to
the existence theory, much less is known about uniqueness of steady states. Using
continuous Steiner symmetrization techniques, Carrillo, Hittmeir, Volzone, and Yao
showed that, for purely attractive kernels, all stationary solutions in L1+ ∩ L∞(Rd)
are radially decreasing [63]. Therefore, if the kernel is attractive, it suffices to study
the uniqueness question among the radial class of functions.
In the particular case of the Newtonian interaction potential, uniqueness of steady
states among radial functions was first shown by Lieb and Yau [115], using the
specific structure of the Newtonian kernel to obtain an explicit ordinary differen-
tial equation for the mass distribution function of solutions. For general power-law
kernels in the diffusion-dominated regime, uniqueness of steady states is known
when d = 1 [64] but remains unclear for higher dimensions, aside from the Newto-
nian case. For integrable, purely attractive kernels, Kaib and Burger, Di Francesco,
and Franek proved uniqueness of steady states at the critical power m = 2 when∫
Wdx < −2 using the Krein-Rutman theorem, under the additional assumptions
that W is smooth and W ′(r) vanishes only at 0 [35, 108]. Aside from these special
cases, the uniqueness of steady states remains open.
We close by reviewing what is known about the dynamics of solutions in the
diffusion-dominated regime—in particular, when solutions converge to the previ-
ously described steady states and global minimizers. Formally, if uniqueness of
steady states, up to translation, is known for a given mass, one would expect that
any solution would converge to a translation of it. On the other hand, if there are
no global minimizers, one would expect the solution to spread to infinity. How-
ever, in practice, long-time asymptotics are only known in special cases. Clarifying
the precise conditions on the interaction kernel that lead to convergence towards
equilibrium or spreading to infinity is a challenging open problem related to sharp
conditions on the confinement of the mass.
For the Newtonian potential in two dimensions in the diffusion-dominated regime
m > 1, Carrillo, Hittmeir, Volzone, and Yao showed that every solution with finite
initial second moment must converge to a (unique) stationary solution, which has
the same mass and center of mass as the initial data [63]. The proof relies on a
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global-in-time bound of the second moment, leveraging the structure of the two
dimensional Newtonian potential. When d ≥ 3, although the uniqueness of steady
states is also known [63], without any uniform-in-time mass confinement bounds, it
is unclear how to show that the mass cannot escape to infinity as t→∞. However, in
the case of radial solutions, Kim and Yao succeeded in showing that that all radial
solutions converge to the global minimizer exponentially fast, by building sub/super
solutions for the mass concentration functions [112] .
For an integrable, purely attractive kernel, at the critical power m = 2, Di
Francesco and Jaafra obtained the following results on the asymptotic behavior in
dimension one [85]. If
∫
RWdx<−2, then the (unique) steady state is locally asymp-
totically stable in 2-Wasserstein distance, and if
∫
RWdx>−2 (where non-existence
of global minimizer is known), all solutions with finite energy must decay to zero
locally in L2 and almost everywhere in R as t → ∞. When m 6= 2, also in dimen-
sion one, numerical results by Burger, Fetecau, and Huang suggest that solutions are
attracted to the global minimizer when m > 2 (with some coarsening and metasta-
bility, see next section), and when 1<m< 2, the steady states (if any) have a limited
basin of attraction [36].
3 Singular limits
We now turn from the well-posedness theory and long-time behavior discussed in
the previous sections to consider dynamics of solutions of aggregation diffusion
equations in two limiting regimes. In section 3.1, we consider the behavior of so-
lutions in the slow diffusion limit, sending the diffusion exponent m→ +∞. In this
case, the effect of diffusion transforms into a hard height constraint on the density,
leading to the constrained aggregation equation. In section 3.2, we consider sin-
gular limits that affect the balance between aggregation and diffusion, leading to
metastable behavior, as solutions spend long time scales converging towards a local
equilibrium, before quickly transitioning to converge to a global equilibrium.
3.1 Constrained aggregation and the slow diffusion limit
We begin by considering the behavior of solutions of aggregation diffusion equa-
tions as the diffusion exponent m→ +∞. Formally, this leads to an aggregation
equation with a height constraint ρ ≤ 1 on the density,{
ρt = ∇ · (ρ∇(ρ ∗W )) if ρ < 1,
“ρ ≤ 1 always.” (14)
This relation between the above constrained aggregation equation and aggrega-
tion diffusion equations can be formally understood by noting that the diffusion
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exponent m≥ 1 controls the strength of diffusion at different heights of the density.
Since
lim
m→∞ρ
m =
{
0 for ρ < 1,
+∞ for ρ > 1,
in the m→ ∞ limit, the diffusion term ∆ρm vanishes in the set {ρ < 1}, whereas it
becomes strong enough in the set {ρ > 1} to prevent the density from growing above
height 1. In what follows, we will clarify the sense in which we enforce the height
constraint. (See Figure 1 for a numerical illustration of how degenerate diffusion
with m large approximates a height constraint.)
For various partial differential equations with a degenerate diffusion term ∆ρm,
it is well known that the asymptotic limit m → ∞ imposes a height constraint
ρ ≤ 1, and the evolution of the free boundary ∂{ρ = 1} is often determined by
a Hele–Shaw type free boundary problem. In particular, for the porous medium
equation ρt = ∆ρm, this is known as the Mesa Problem, and it has been proved
that the solution pair (ρm, pm) (where pm := mm−1ρ
m−1 is the pressure) converges
as m→ ∞ to a solution of the Hele–Shaw problem [39, 93, 94]. More recently, the
analogous limit has been considered for the porous medium equation with growth
ρt = ∆ρm +ρΦ(pm), where the limiting equation describes the growth of a tumor
with a restriction on the maximal cell density [110, 124, 131, 132].
Another viewpoint for understanding the m→ ∞ limit in the case of aggregation
diffusion equations is through the gradient flow formulation. Recall that the aggre-
gation diffusion equation (4) is formally the Wasserstein gradient flow of the free
energy functional
Em[ρ] =
1
m−1
∫
Rd
ρmdx+
1
2
∫
Rd
ρ(ρ ∗W )dx =:Sm[ρ]+W [ρ].
For any fixed ρ , it is easy to check that limm→∞Em[ρ] = E∞[ρ], which is given by
the constrained interaction energy
E∞[ρ] =
{
1
2
∫
Rd ρ(ρ ∗W )dx if ‖ρ‖L∞ ≤ 1
+∞ otherwise.
Thus we formally expect the slow diffusion limit of aggregation diffusion equations
should correspond to the Wasserstein gradient flow of E∞[ρ], which is indeed the
constrained aggregation equation (14). In fact, this is the precise sense in which we
impose the height constraint “ρ ≤ 1 always.”
In the case when the nonlocal interaction energy 12
∫
Rd ρ(ρ ∗W )dx in E∞ is re-
placed by a local potential energy
∫
ρ(x)V (x)dx, with a λ -convex potential V (x),
the gradient flow for E∞ was introduced by Maury, Roudneff-Chupin, Santambro-
gio, and Venel as a model for pedestrian crowd motion [122, 123]. They showed
that this gradient flow satisfies the transport equation ρt +∇ · (ρv) = 0 in the weak
sense, where the velocity field v(·, t) is given by the L2 projection of ∇V onto the
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set of admissible velocities that do not increase the density in the saturated zone
{ρ(·, t) = 1}. Building upon this work, Alexander, Kim, and Yao showed that the
gradient flow of E∞ (with local potential V ) can be approximated by the gradient
flows of Em, i.e. nonlinear Fokker-Planck equations, as m→ ∞, proving conver-
gence in the Wasserstein distance with an explicit rate depending on m [1] .
Building upon this work in the local case, Craig, Kim, and Yao studied the gradi-
ent flow of the constrained interaction energy E∞, when W is an attractive Newtonian
interaction potential [80]. Craig showed that the energy E∞ is ω-convex, ensuring
that its gradient flow is well-posed and can be quantitatively approximated by the
discrete time Jordan-Kinderlehrer-Otto scheme [78,107]. Craig, Kim, and Yao then
showed that a patch solution of the constrained aggregation equation (where the ini-
tial data is given by a characteristic function) remains a patch for all time, and the
evolution of the patch boundary satisfies a Hele-Shaw type free boundary problem.
In addition, in two dimensions, these patch solutions converge to a characteristic
function of a disk in the long-time limit. A key element in the proof was the approx-
imation of the constrained aggregation equation by a sequence of nonlinear Fokker-
Planck equations in the slow diffusion limit, where the local potential V depended
on the choice of initial data. However, for nonconvex interaction potentials, includ-
ing the Newtonian interaction potential W under consideration, convergence of ag-
gregation diffusion equations to the constrained aggregation equation as m→ +∞
remained open.
More recently, Craig and Topaloglu [82] proved that minimizers and gradient
flows of Em do converge to minimizers and gradient flows of E∞ in the m→ ∞
limit for a general class of interaction potentials W , including both attractive and
repulsive-attractive power-law potentials with singularity up to and including the
Newtonian potential. This work was largely inspired by the following related ques-
tion in geometric shape optimization: can we characterize set-valued or patch min-
imizers E∞, i.e. minimizers which are of the form ρ = 1Ω for Ω ⊆ Rd of volume
M? When the interaction potential is a repulsive-attractive power law (2), competi-
tion between the attraction parameter A and the repulsion parameter B determines
existence, nonexistence, and qualitative properties of minimizers, providing a coun-
terpoint to the well-studied nonlocal isoperimetric problem [74]. Due to the fact
that solutions of aggregation diffusion equations approximate the constrained ag-
gregation equation in the slow diffusion limit, numerical simulations of aggregation
diffusion equations for large m can be used to explore qualitative properties of set-
values minimizers of E∞. (See Figures 2 and 4 for numerical simulations illustrating
critical mass behavior.)
Several open questions remain for the height constrained aggregation equation,
stemming from the fact that posing the equation as a Wasserstein gradient flow of-
fers only a very weak notion of solution. In the particular case of the attractive
Newtonian interaction potential with patch initial data, Craig, Kim, and Yao’s result
provides a true characterization in terms of a partial differential equation [80]. It
remains open whether this result can extended to more general initial data, building
on recent work in the local case [110, 111, 124]. An obstacle is the very low regu-
larity of solutions and the variety of possible merging phenomena that may occur
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as the solution interacts with the height constraint. (See Figure 3 for a numerical
illustration of possible merging behavior.) Likewise, it is unknown how to extend
this result to more general interaction potentials.
3.2 Singular limits and metastability
As a counterpoint to the previous section, which considered singular limits under
which the effect of diffusion transforms into a height constraint, in the section, we
consider singular limits affecting the balance between aggregation and diffusion,
leading to various types of metastability behavior. In the absence of diffusion, much
is known about the long-time behavior of solutions of the aggregation equation,
ρt = ∇ · (ρ∇(ρ ∗W )), (15)
for both purely attractive interaction potentials W and interaction potentials that
are repulsive at short length scales and attractive at longer length scales. Solutions
approach compactly supported stationary states, and the regularity of these equi-
libria is determined by the the repulsive strength of the interaction potential at the
origin [6, 37, 57, 61]. Furthermore, solutions may experience either finite or infi-
nite time blow-up, concentrating at Dirac masses or on other lower dimensional
sets [19–23, 59].
A natural question is how robust this behavior is under different perturbations,
and in particular, how asymptotics are affected by the addition of linear or nonlinear
diffusion. When are the above described stationary states preserved? And if steady
states exist, how stable are they?
The appearance of metastable behavior in nonlinear aggregation-diffusion equa-
tions is apparent from numerical simulations when the interactions have nearly fi-
nite radius of perception, i.e. when the interaction kernel decays quickly at +∞
[36,51,56,89]. Moreover, for compactly supported attractive or repulsive-attractive
interaction potentials with nonlinear diffusions, clustered solutions can form and the
support of steady states can contain several disconnected components. [2,125]. Can
the local effect of the nonlinear diffusion as repulsion lead to clusterization for fully
attractive potentials? If the fully attractive potential satisfies W ′(r)> 0 everywhere,
then we know that all steady states must be radially decreasing [63], so this effect
cannot happen for large times. So, can this clusterization happen as a metastable
behavior in the dynamics?
While these questions remain mostly open, we now describe two different di-
rections of recent progress. First, we will consider metastability that appears for
porous medium diffusion (m = 2) when the attraction potential is localized via dila-
tion. Next, we will discuss metastability of aggregation diffusion equations for linear
diffusion (m = 1) as the amount of diffusion vanishes, analogous to the well-known
vanishing viscosity limit in classical fluids equations.
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3.2.1 Metastability in the localized attraction limit
We begin by considering the behavior of aggregation diffusion equations when the
interaction potential localizes as δ → 0,
ρt = ν∆ρm+∇ · (ρ∇(ρ ∗Wδ )), m> 1, Wδ (x) = δ−dW (δ−1x), 0< δ  1. (16)
For simplicity, we consider the case when W is a bounded, strictly attractive inter-
action kernel. The attraction of Wδ localizes as δ → 0, since the dilation decreases
attractive forces in the long range and increase them in a δ -neighborhood.
For this class of equations, Carrilllo, Hittmeir, Volzone, and Yao showed that,
if a stationary state exists, it must be radially decreasing [63]. However, numerical
results illustrate that the dynamical solution develops into non-radially decreasing
clusters which are approximate steady states, where the length scale of each cluster
goes to zero as δ → 0. Eventually, these clusters coalesce into a single cluster, which
ultimately converges to a radially decreasing steady state; see Figures 5 and 6. Sim-
ilar metastability phenomena have been observed for fixed δ > 0 in several related
numerical studies [36, 51, 56]. The structure, duration, and existence of metastable
states is strongly dependent on the smoothness of the interaction kernel W and the
size of the diffusion coefficient ν . In particular, Figure 7 illustrates how increasing
the diffusion exponent can prevent the formation of steady states, and Figures 9
and 10 illustrate that a singularity in the interaction kernel W can also inhibit their
formation.
Little is known about how the time scales of this metastability behavior relate
to the localization parameter δ , the diffusion exponent m > 1, the diffusion coeffi-
cient ν , and the choice of interaction potential W . However, in the special case of
aggregation-diffusion equations on a bounded interval, with no-flux boundary con-
ditions, one can show that, for initial data given by a constant function, the length
scale of the bumps in the resulting metastable state can be computed by analyzing
the instability of the constant solution.
3.2.2 Metastability and the vanishing diffusion limit
A natural context in which to examine robustness of solutions of the aggregation
equation (15) under perturbations is to consider behavior of aggregation diffusion
equations, with a small amount of linear diffusion,
ρt = ν∆ρ+∇ · (ρ∇(ρ ∗W )) in Rd . (17)
On one hand, for λ -convex interaction potentials W , classical Γ -convergence tech-
niques yield that solutions of (17) converge to solutions of the inviscid aggregation
equation (15) as ν → 0, on any bounded time interval [0,T ] [3, 138]. Furthermore,
Cozzi, Gie, and Kelliher extended this result to the case when W is the attractive
Newtonian potential, on any time interval [0,T ], as long as the corresponding the
inviscid solution remains well-defined [76].
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On the other hand, the analogous convergence result fails in the long time limit
for all smooth, bounded attractive kernel W . For such kernels, solutions of the in-
viscid aggregation equation (15) always concentrate to one or more Dirac masses as
t → +∞: the solution converges to a single Dirac mass if ρ0 is initially within the
perception range of W , otherwise it may cluster into multiple delta functions [126].
However, Carrillo, Delgadino, and Patacchini recently showed that, for all such in-
teraction kernels, equation (17) has no steady states for any ν > 0 [58]; see Figure 8.
Consequently, there is no hope of proving convergence to any nonzero equilibria as
t→ ∞ for any ν > 0. (Note that this result on nonexistence of steady states strongly
uses the boundedness of W and non-compactness of Rd).
Therefore, when the interaction potential W is bounded, equation (17) illustrates
a typical example of non-commutative double limits: ν → 0 and t → ∞. For small
ν > 0, we expect solutions to remain close to the equilibrium of the inviscid aggre-
gation equation (15) for a large time interval [0,T ], but to eventually dissipate away.
Consequently, numerical simulations of (17) for small ν > 0 may be quite mislead-
ing: it may appear that solutions are converging towards a stationary state before
eventually becoming evident that mass is spreading at an extremely slow rate. It is
still unknown how this time scale depends on ν > 0 and how solutions dynamically
transition from near the inviscid steady states to then glue together and spread to
+∞ [38].
Related metastability behavior has also been observed for interaction kernels that
are unbounded away from the origin. For example, Evers and Kolkolnikov discov-
ered that, in the case of the repulsive-attractive interaction potential W (x) = x
4
4 − x
2
2
in d = 1, the effect of the diffusive regularization in equation (17) is to produce
a extremely slow equilibration of the weights between the two stable points of the
dynamics. To see this, recall that for the inviscid aggregation equation (15), any con-
vex combination of Dirac masses at distance one apart is a stationary solution (since
W ′(x) = x3− x has a zero at x = 1), and the mass need not be evenly distributed.
However, for all ν > 0, solutions of the aggregation diffusion equation (17) seek to
equilibrate mass. Numerical simulations indicate that there is a unique equilibrium
for all ν > 0, which converges as ν→ 0 to two Dirac masses with equal weight; see
Figure 11. Still, proving uniqueness of equilibria for the ν > 0 case and understand-
ing the timescales on which these effects take place remains entirely open.
4 Numerical methods
As described in the previous sections, two key themes in the analysis of aggregation
diffusion equations are the gradient flow structure and the competition between local
and nonlocal effects. The gradient flow structure provides Lyapunov functionals,
stability estimates, and a natural framework for considering singular limits, as in
the case of the vanishing diffusion limit or the slow diffusion to height constraint
limit. The delicate balance between aggregation and diffusion equations leads to a
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range of asymptotic behavior, from global existence to finite time blowup, and rich
structure of equilibrium configurations.
The same key themes arise in the development of numerical methods for aggrega-
tion diffusion and height constrained aggregation equations. Due to the competition
between aggregation and diffusion or aggregation and a height constraint, numerical
methods must be able to cope with solutions with very low regularity and to per-
form well enough globally in time to accurately approximate equilibrium profiles.
With regard to the Wasserstein gradient flow structure, numerical methods must at a
minimum respect the space to which solutions belong — preserving positivity and
conserving mass — as well as ideally reproducing the energy decreasing property
and the rate of energy decrease.
One of the first numerical methods developed for aggregation diffusion equations
directly leveraged the Wasserstein gradient flow structure, and in particular, a time
discretization of the gradient flow problem due to Jordan, Kinderlehrer, and Otto
[107]. In analogy with the implicit Euler method for approximating gradient flows
in Euclidean space, a Wasserstein gradient flow (6) with initial data ρ0 ∈P2(Rd)
may be approximated by solving the sequence of infinite dimensional minimization
problems,
ρn = argmin
ν∈P2(Rd)
{
1
2(t/N)
d22(ν ,ρ
n−1)+E(ν)
}
, n = 1, . . . ,N. (18)
Under weak regularity and coercivity assumptions on E, we have
lim
N→+∞
d2(ρN ,ρ(t)) = 0,
where ρ(t) is the solution of the Wasserstein gradient flow at time t [3]. Further-
more, provided that the energy satisfies generalized convexity requirements, such
as λ -convexity or ω-convexity, one may obtain quantitative estimates on the rate of
convergence [3, 46, 77, 78].
A first benefit of using the JKO scheme numerically is that, by definition of the
sequence, the energy is decreasing in ρn, which provides automatic stability es-
timates along the sequence. Furthermore, since the minimization problem is con-
strained over P2(Rd), this approach conserves mass and preserves positivity of
solutions. More generally, the JKO scheme can be easily extended to any initial data
with mass
∫
ρ0 = M > 0 by replacing P2(Rd) with the set of finite measures with
mass M and finite second moment. Finally, since this approach to numerical meth-
ods most closely respects the equation’s underlying gradient flow structure, such
methods are a natural choice for simulating singular limits of aggregation diffusion
equations, including height constrained aggregation equations [17, 49].
As the JKO scheme (18) is already discrete in time, to apply it numerically, one
simply needs to determine a method for discretizing the infinite dimensional mini-
mization problem (18) in space. The key difficulty is computing the Wasserstein dis-
tance term accurately and efficiently. One of the first techniques took advantage of
the Monge formulation of the Wasserstein term, discretizing the space of Lagrangian
20 Jose´ A. Carrillo, Katy Craig, and Yao Yao
maps via finite difference [67, 88] or finite element approximations [69], or directly
using a discretization of the Monge-Ampe´re operator [18]. A more recent approach
is to leverage the Benamou-Brenier dynamical reformulation of the Wasserstein
distance, which can then either be discretized via Benamou and Brenier’s origi-
nal ALG-2 method [16, 17] or via modern operator splitting techniques [56, 129].
Aside from these two main approaches, several other methods for discretizing the
Wasserstein term have also been applied to simulate aggregation diffusion equa-
tions [26, 43, 96, 145], including, most recently, using the Kantorovich formulation
of the Wasserstein distance, with entropic regularization to improve computational
efficiency [49].
A second common approach to developing numerical methods for aggregation
diffusion equations is to discretize the equations directly via classical Eulerian
methods, based on similar schemes for related hyperbolic, kinetic, and degenerate
parabolic equations. Leveraging the analogy with degenerate diffusion equations,
Carrillo, Chertock, and Huang developed a finite volume method for aggregation
diffusion equations [24, 51]. Building on this, recent work by Bailo, Carrillo, and
Hu proposes and implicit in time fully discrete entropy decreasing finite volume
schemes for general aggregation-diffusion equations [5]. Alternatively, using the
analogy with hyperbolic conservation laws, Sun, Carrillo, and Shu proposed a finite
element method, using a dicontinuous Galerkin approach with gives higher order
convergence to smooth solutions [140]. For the particular case of attractive Newto-
nian aggregation, Liu, Wang, and Zhou introduced a change of variables by which
the equation shares structural similarities with Fokker-Planck equations and used
this to develop an implicit in time finite difference scheme [119]. Each of the previ-
ous methods preserves positivity of solutions, and numerical experiments indicate
they also succeed in dissipating energy, providing stability for numerical solutions
and allowing the methods to accurately capture asymptotic behavior.
A third approach to numerical methods for aggregation diffusion equations, and
the approach most closely related to the microscopic interacting particle system
underlying the partial differential equation, is to consider particle approximations
for aggregation diffusion equations. Much of the existing work in this direction
has leveraged the structural similarity between aggregation diffusion equations and
equations from classical fluids, particularly the Navier-Stokes equation in vorticity
form [22, 79]. In the absence of diffusion, the simplest type of particle method for
the aggregation equation
ρt = ∇ · (ρ∇(ρ ∗W )) in Rd , (19)
proceeds by discretizing the initial datum ρ0 as a finite sum of N Dirac masses,
ρ0 ≈ ρN0 =
N
∑
i=1
δximi, xi ∈ Rd , mi ≥ 0, (20)
where δxi is a Dirac mass centered at xi ∈Rd , and then evolving the locations of the
Dirac masses according to the velocity field from equation (19),
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ρN(t) =
N
∑
i=1
δxi(t)mi, x˙i =−∑
j 6=i
∇W (xi− x j)m j. (21)
For W ∈ C1(Rd), the particle solution ρN(t) is then a weak solution of the ag-
gregation equation (15) with initial data ρN0 , and in particular, it is a Wasserstein
gradient flow of the interaction energyW [ρ], so that the energyW [ρ] automatically
decreases along ρN(t). Furthermore, results on the mean-field limit for the aggre-
gation equation (15) ensure that, for a range of λ -convex or power law interaction
kernels W , as the approximation of the initial data improves, ρN0
d2−→ ρ0, the particle
solution converges to the exact solution of the aggregation equation ρN(t) d2−→ ρ(t)
on bounded time intervals [53, 59, 102]. The particle method (21) provides a semi-
discrete numerical method, and in order to obtain a fully discrete scheme, one may
use a variety of fast solvers to integrate the system of ODEs.
In order to develop methods with higher-order accuracy and capture competing
effects in repulsive-attractive systems, recent work has considered enhancements of
standard particle methods inspired by techniques from classical fluid dynamics, in-
cluding vortex blob methods and linearly transformed particle methods [45,79,95].
Bertozzi and the second author’s blob method for the aggregation equation obtained
a higher order accurate method for singular interaction potentials W by convolv-
ing W with a mollifier ϕε(x) = ϕ(x/ε)/εd , ε > 0. In terms of the Wasserstein
gradient flow perspective this translates into regularizing the interaction energy
(1/2)
∫
ρ(W ∗ρ)dx as (1/2)∫ ρ(W ∗ϕε ∗ρ)dx.
To extend particle methods to aggregation diffusion equations, one has to con-
front a fundamental obstacle: unlike in the pure aggregation case, solutions of ag-
gregation diffusion equations with particle initial data (20) do not remain particles.
One way to address this issue is to simulate the aggregation and diffusion terms
separately, via a splitting scheme, using a classical finite volume method for the dif-
fusion term [147]. Another natural approach in the case of linear diffusion (m = 1)
is to consider a stochastic particle method, in which Brownian motion is added to
the differential equation for the motion of the particles (21) [99, 102, 104, 120]. The
main practical disadvantages of such stochastic methods is that the simulations must
be averaged over a large number of runs to compensate for the randomness of the
approximation and such methods have not been extended to the case of degenerate
diffusion m> 1.
More recently, two deterministic particle methods for aggregation diffusion equa-
tions have been introduced, inspired by classical particle-in-cell methods in fluid,
kinetic, and plasma physics equations [73, 75, 84, 114, 118, 121, 134, 135]. The first,
due to Carrillo, Huang, Patacchini, Sternberg, and Wolansky, approximates one di-
mensional aggregation diffusion equations by discretizing the energy using non-
overlapping balls centered at the particles [65, 68]. The second, due to Carrillo,
Craig, and Patacchini, extends naturally to all dimensions d ≥ 1 by considering a
regularization of the energy similar to Craig and Bertozzi’s blob method for the
aggregation equation, leading to a blob method for diffusion [55].
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We now turn to a precise description of this blob method for diffusion, which
we apply in the next section to generate our numerical examples. Given a Gaussian
mollifier ϕε(x), the regularized energy is defined by
Eε(ρ) =
∫
(ϕε ∗ρ)m−1
m−1 dρ+
1
2
∫
(W ∗ρ)ρ.
Unlike gradient flows of the original aggregation diffusion energy E(ρ) defined in
equation (5), gradient flows of Eε(ρ) for ε > 0 with particle initial data remain par-
ticles for all time, and the evolution of the particles is determined by the following
system of ordinary differential equations
x˙i =−
N
∑
j=1
∇W (xi− x j)m j +
N
∑
j=1
∇ϕε(xi− x j)m j
(
N
∑
k=1
ϕε(x j− xk)mk
)m−2
(22)
+
(
N
∑
j=1
ϕε(xi− x j)m j
)m−2( N
∑
j=1
∇ϕε(xi− x j)m j
)
. (23)
As ε → 0, Carrillo, Craig, and Patacchini show that, for any lower-semicontinuous
interaction potential W , the regularized energies Eε Γ -converge to the unregular-
ized energy E for all m ≥ 1. Furthermore, for W λ -convex and m ≥ 2, they show
that gradient flows of the regularized energies Eε are well-posed. Finally, provided
that sufficient a priori estimates hold along the flow, gradient flows of the regularized
energies converge to the solution of the aggregation diffusion equation with initial
data ρ0 as ε → 0 and d2(ρN0 ,ρ0)→ 0. More recently, Craig and Topaloglu have
demonstrates numerically that this method also provides a robust approach for sim-
ulating aggregation diffusion equations, by sending the diffusion exponent m→+∞
as the regularization and the discretization of the initial data are refined [82].
5 Simulations via the blob method for diffusion
In this section, we apply the blob method for diffusion to illustrate several proper-
ties of the singular limits discussed in section 3. We begin in section 5.1 by describ-
ing the details of our numerical implementation, which include various refinements
over previous works, such as regridding to reduce the number of particles required
for convergence [55, 82]. In section 5.2, we provide several numerical examples
of the slow diffusion limit and properties of the constrained aggregation equation,
particularly critical mass behavior relating to open problems in geometric shape op-
timization [34, 82, 91]. In section 5.3, we give numerical examples illustrating the
relationship between singular limits and metastability behavior, both as aggregation
becomes localized and as diffusion vanishes.
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5.1 Numerical implementation
We now describe our numerical implementation of the blob method for diffusion,
which we perform in Python, using the Numpy, SciPy, and Matplotlib libraries [100,
106, 142]. As explained in the previous section, there are two key steps in the blob
method for diffusion: first, one must approximate the initial data ρ0 by a sum of
Dirac masses (20); then, one must evolve the locations of those Dirac masses by
solving a system of ordinary differential equations (22-23).
We begin by describing the approximation of the initial data (20). In the follow-
ing, we typically consider examples in which the solution is entirely supported on
the spatial domain [−1,1]. Unless otherwise specified, we approximate the initial
data on the computational domain [−1.1,1.1] by partitioning the domain into N in-
tervals and placing a Dirac mass at the center of each interval, weighted according
to the integral of the initial data over the interval. We let h denote the width of these
initial intervals.
In order to solve the system of ordinary differential equations (22-23), we take
the mollifier ϕε to be a Gaussian
ϕε(x) =
1
(4piε2)d/2
e−|x|
2/4ε2 .
We then solve the system of ordinary differential equations using the SciPy solve_ivp
implementation of the backward differentiation formula (BDF) method. Similarly to
analogous work on blob methods in the fluids case [4], we observe that the numer-
ical error due to the choice of time discretization is of lower order than the error
due to the regularization and spatial discretization. When the interaction kernel W
has a Newtonian or stronger singularity (e.g. W (x) = |x| or W (x) = log |x| in one
dimension), we also mollify the interaction potential by convolution with the molli-
fier, as Bertozzi and the second author demonstrated this provides higher order rates
of convergence [79].
In order to pass from the particle approximation
ρN(t) =
N
∑
i=1
δxi(t)mi
to a density that can be compared with exact solutions and visualized, we convolve
our particle approximation with the mollifier ϕε , leading to the following approxi-
mate density, that is defined on all of Euclidean space:
ρε,N(x) =
N
∑
i=1
ϕε(x− xi(t))mi. (24)
As in previous work on the Euler equations [7, 8] and the aggregation equation
[79], we observe the fastest rate of convergence if the regularization parameter ε
scales according to the initial grid spacing h according to
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h1−p ≤ ε, for 0< p 1. (25)
In the fluids community, it is well known that this relationship (25) between the
interparticle distance and the regularization needs to hold globally in time for the
numerical simulation to agree well with exact solutions. In previous work on aggre-
gation and aggregation diffusion equations [55, 79, 82], this was accomplished by
taking the spatial discretization h very small. In the present work, we accomplish
this by using the formula for the approximate density (24) to re-initialize our parti-
cle approximation (20) whenever the maximum interparticle distance exceeds 1.5h.
Numerical examples illustrate that such remeshing is much more computationally
efficient than taking h very small.
In the following numerical examples, we choose our initial data to be given by
characteristic functions or Barenblatt profiles, which we define as follows
1Ω (x) =
{
1 if x ∈Ω
0 otherwise.
ρα(x,τ) = τ−dβ
(
κ− β
2
(
α−1
α
)
τ−2β |x|2
)(α−1)−1
+
, β =
1
2+d(α−1) ,
with α > 1, τ > 0, and κ = κ(α,d)> 0 chosen so that
∫
ρα dx = 1.
5.2 Numerical examples: height constrained aggregation
We begin with several numerical examples illustrating the slow diffusion limit and
properties of the height constrained aggregation equation. See section 3.1 for a dis-
cussion of this singular limit and the constrained aggregation equation.
In Figure 1, we consider the repulsive attractive interaction kernel W (x) =
|x|4/4− |x| with degenerate diffusion, illustrating how the asymptotic behavior of
the solution depends on the diffusion exponent m for three different choices of mass
of the initial data. For all three choices of the mass, we observe that, once the diffu-
sion exponent reaches m = 800, the degenerate diffusion acts effectively as a height
constraint. In each case, the mass of the initial data determines whether the height
constraint is active. Motivated by this result, in all future simulations, we approxi-
mate a height constraint via degenerate diffusion with diffusion exponent m = 800.
We compute the equilibrium profile in Figure 1 by solving the aggregation diffusion
equation with initial data given by a multiple of a Barenblatt profile Mρ2(x,0.15),
where M determines the mass. We compute the evolution up to time T = 6.0, with
maximum time step size k = 10−3. We discretize the domain with N = 1000 parti-
cles for m = 2 and N = 500 particles for m> 2, and we regularize the diffusion and
singular interaction terms with ε = 0.9.
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Equilibria for Varying Diffusion Exponent, W (x) = |x|4/4−|x|
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Fig. 1 We simulate asymptotic behavior of aggregation diffusion equations with repulsive attrac-
tive interaction kernel and for varying diffusion exponents. In all three examples, diffusion expo-
nent m = 800 is sufficient to impose the height constraint. The mass of the solution determines
whether the height constraint is active.
In Figure 2, we illustrate the long time behavior of solutions to the height con-
strained aggregation equation for the same repulsive attractive interaction kernel
and masses considered in Figure 1. To simulate the height constraint, we take
m = 100 for mass 0.6 and m = 800 for masses 1.0 and 1.4. In the left column,
we plot the trajectories of particles computed via the blob method. In the right
column, we plot the reconstructed density. For small mass 0.6, the equilibrium is
in a liquid phase (|{ρ∞ = 1}| = 0); for large mass 1.4, the equilibrium is in a
solid phase (|{ρ∞ = 1}| =
∫
ρ∞); and an intermediate phase exists for mass 1.0
(0< |{ρ∞ = 1}|<
∫
ρ∞). This agrees with previous numerical simulations of height
constrained equilibria [81], as well as analytical results on the existence of set val-
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ued minimizers [34, 91]. See Figure 4 for further analysis of how equilibria of the
height constrained problem depend on the mass, and in particular how the strength
of the short range repulsion affects this relationship.
Constrained Aggregation: Evolution to Equilibrium, W (x) = |x|4/4−|x|
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mass = 1.4
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Fig. 2 We simulate evolution to equilibrium of height constrained aggregation equations with a
repulsive attractive interaction kernel. The small mass equilibrium is in liquid phase, the large mass
equilibrium is in solid phase (a characteristic function on a set), and in between the equilibrium is
in an intermediate phase.
In Figure 3, we simulate the evolution to equilibrium of the height constrained
aggregation equation with attractive Newtonian interaction. We observe different
possible merging behaviors as the density reaches the height constraint. On the left,
we consider initial data given by the sum of two Barenblatt profiles (0.3)ρ2(x,0.01)
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centered at ±0.5. In this case, the bumps first hit the height constraint and then
merge. On the right, we consider initial data given by the sum of two Barenblatts
(0.15)ρ2(x,0.01) centered at x = 0.1 and x = 0.5 and a characteristic function
(0.9)1[−0.2,0.2](x) centered at x = 0.7. In this case, merging begins before the height
constraint becomes active. We compute the evolution with a maximum time step
size k = 10−4, discretizing the domain with N = 400 particles and regularizing the
diffusion and singular interaction terms with ε = 0.99.
Constrained Aggregation: Evolution to Equilibrium, W (x) = |x|
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Fig. 3 Evolution to equilibrium of height constrained aggregation with Newtonian interaction for
two choices of initial data, illustrating different possible merging behavior as density reaches height
constraint.
In Figure 4, we illustrate equilibria of the the height constrained aggregation
equation for repulsive attractive interaction kernel W (x) = |x|4/4−|x|p/p, showing
how these equilibria depend on the repulsion exponent p and the mass of the solu-
tion. For strong short range repulsion, as in the cases p= 0 and p= 1, we observe the
following behavior as the mass increases: the equilibrium is initially in liquid phase
(|{ρ∞ = 1}|= 0), transitions to an intermediate phase (0< |{ρ∞ = 1}|<
∫
ρ∞), and
ultimately reaches a solid phase (|{ρ∞ = 1}| =
∫
ρ∞), where it is a characteristic
function on an interval. However, for weaker short range repulsion, as in the case
p = 2, we observe that the equilibrium is in the solid phase for all sufficiently small
masses, then transitions to an intermediate phase, and ultimately returns to a solid
phase. This provides numerical evidence that Lieb and Frank’s result on the exis-
tence of liquid phase equilibria for interaction kernels that are at least as singular
as the Newtonian potential is sharp, in that it requires this strength of short range
repulsion in order to hold [91].
To compute the equilibrium profiles illustrated in Figure 4, we compute so-
lutions of aggregation diffusion equations for m = 800 with patch initial data( M
2.1
)
1[−1.05,1.05], where the scalar M determines the mass of the initial data. The
maximum time for which we compute the evolution depends on the value of p and
the mass of the initial data, as described in Table 1. For p = 0, we take spatial dis-
cretization and regularization N = 300 and ε = 0.99. For p = 1, we take N = 500,
ε = 0.9. For p = 2, we take N = 600, ε = 0.85.
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Constrained Aggregation: Equilibria for Varying Masses, W (x) = |x|4/4−|x|p/p
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Fig. 4 We illustrate how the mass of the initial data affects the equilibrium configuration. For p= 0
and p= 1, as the mass increases, the equilibrium transitions from a liquid phase to an intermediate
phase to a solid phase. However, for p = 2, the equilibrium begins in solid phase, transitions to
an intermediate phase, and then returns to solid phase. This provides numerical evidence that Lieb
and Frank’s result on the existence of liquid phase equilibria for singular interaction potentials is
sharp, in the sense that it requires this strength of short range repulsion in order to hold [91].
Table 1 Values of maximum time T and minimum time step k for each simulation in Figure 4.
p = 0 p = 1 p = 2
mass T k
1.5 1 10−3
1.7 1 10−3
1.9 1 10−3
2.1 0.25 10−4
2.3 0.25 10−4
mass T k
0.6 12 10−3
0.8 6 10−3.5
1.0 6 10−3.5
1.2 3 10−3.5
1.4 3 10−3.5
mass T k
0.7 28 10−4
0.9 20 10−4
1.1 12 10−4
1.3 12 10−4
1.5 2.5 10−5
1.7 0.75 10−5
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5.3 Numerical examples: metastability
We now turn to numerical examples illustrating metastability behavior in singular
limits, considering both localized aggregation and vanishing diffusion. See section
3.2 for a discussion of the interplay between singular limits and metastability.
Initial Dynamics for Varying Interaction Range, W (x) = e−x2/4δ 2/
√
4piδ 2
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Fig. 5 For aggregation diffusion equations with porous medium diffusion (m= 2), the localization
of the interaction kernel δ affects the number of clusters in each metastable state.
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In Figure 5, we consider the initial dynamics of solutions for a localized, attrac-
tive Gaussian interaction potential. The diffusion is of porous medium type m = 2,
weighted with diffusion coefficient ν = 0.25, as in equation (16). In each case, we
take the initial data to be 1[−.6,.6], with N = 600 particles, regularization ε = 0.9,
and maximal time step k = 10−4. For δ = 0.02, we briefly observe the formation of
six bumps, before two quickly merge and form a metastable five bump configura-
tion. Next, for δ = 0.03, we observe the formation of a metastable state with four
bumps, which at time 0.1 quickly transitions into a second metastable state with
three bumps. For δ = 0.04, a three bump metastable state emerges immediately, and
for δ = 0.05, the solution forms a two bump metastable state. Note that none of
these numerical examples illustrates convergence to equilibrium, since in each case,
the equilibrium must be radially decreasing, as discussed in section 3.2.1 [63].
Metastability for Varying Interaction Range, W (x) = e−x2/4δ 2/
√
4piδ 2
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Fig. 6 When a purely attractive interaction kernel is localized, with porous medium diffusion
(m = 2), solutions of aggregation diffusion equations can form long-lived metastable states. In
the case δ = 0.04, the two bump metastable state lasts two orders of magnitude after the dynamics
numerically appear to stabilize, and in the δ = 0.05 case, the two bump metastable state lasts three
orders of magnitude after apparent stabilization. Both solutions ultimately converge to a radially
decreasing stationary state.
In Figure 6, we compute the convergence to equilibrium for two examples from
the previous figure: δ = 0.04 and δ = 0.05. In the former case, the intermediate
two bump metastable state is preserved on a timescale of order ∆ t ∼ 20, before a
near instantaneous transition to a single bump steady state. In the latter case, the two
bump steady state, which Figure 5 showed to form by time t = 0.15, is preserved
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past time t = 120 before rapidly transitioning to a single bump equilibrium. The long
lived metastable state in the δ = 0.05 case can be easily confused numerically with
a steady state. Indeed, it was only the theoretical result ensuring that the equilibrium
configuration must be radially decreasing that prompted us to run the simulations
three orders of magnitude after the dynamics seem to stabilize (t ∈ [0.15,125.00]).
Metastability for Varying Diffusion Coefficient, W (x) = e−x2/4(.05)2/
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Fig. 7 For aggregation diffusion equations with porous medium diffusion (m = 2), varying the
diffusion coefficient ν leads to a variety of metastable profiles, ranging from one to three bumps,
with duration varying more than two orders of magnitude, from t = 0.6 to t = 120.
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We again consider metastable behavior in Figure 7, this time considering an at-
tractive Gaussian interaction kernel with fixed localization δ = 0.05 and varying the
diffusion coefficient ν for the porous medium type diffusion (m = 2). As in the pre-
vious examples, the structure and duration of the metastable steady states depend
strongly on the competition between the aggregation and diffusion terms. In each
case, we take the initial data to be 1[−0.6,0.6], and we choose N = 500 particles, with
regularization ε = 0.9, and maximal time step k = 10−4. For ν = 0.15 in Figure 7,
we observe a three bump metastable state, a two bump metastable state, and ulti-
mately a one bump steady state, which is reached by time t = 2.5. For ν = 0.25,
we recover the fourth example from Figure 5, which is unique in that it is not until
approximately t ∼ 120 until the metastable steady state subsides and the solution
reaches a radially decreasing profile. For ν = 0.35, the solution has a two bump
metastable state and a one bump steady state, which is reached by time t = 0.6, and
for ν = 0.45, the solution remains radially decreasing for all time and approaches a
one bump steady state by time t = 2.5. For ν > 0.5, DiFrancesco and Jaafra showed
that steady states do not exist, as all solutions decay to zero locally in L2(Rd) [85].
Metastability for Linear Difusion, W (x) = e−x2/4(.1)2/
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Fig. 8 For aggregation diffusion equations with a small amount of linear diffusion (m= 1,ν = 0.2),
we observe rapid convergence to a single bump metastable state (top), followed by very slow
spreading as the bump diffuses away (bottom).
In Figure 8, we consider how linear diffusion affects metastability behavior in
aggregation diffusion equations. As in the previous Figure 7, we consider an at-
tractive Gaussian interaction kernel with fixed localization δ = 0.1 and diffusion
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coefficient ν = 0.2. Similarly to the porous medium case, we observe rapid con-
vergence to a metastable state, in this case forming a single bump. However, unlike
in the porous medium case, a steady state does not exist [58]. Instead, we observe
that the metastable state spreads slowly as the bump diffuses away. In our simula-
tion, we take the initial data to be 1[−0.6,0.6], and we choose N = 500 particles, with
regularization ε = 0.9, and maximal time step k = 10−3.
Metastability Equilibrium for Varying Interaction Range, W (x) = log(|x/δ |)/δ
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Fig. 9 For aggregation diffusion equations with a singular, attractive interaction kernel and porous
medium diffusion (m = 2), the strong short range aggregation prevents the solution from forming
distinct, metastable clusters, as observed in Figure 5).
In Figure 9, we consider the behavior of localized aggregation with a singular
interaction potential. Unlike in Figure 5, in which we considered smooth Gaussian
interactions, the strong short range aggregation prevents the solution from breaking
apart into distinct clusters and causes the solution to quickly approaches a radially
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decreasing equilibrium. In each simulation, we consider porous medium diffusion
m = 2 with diffusion coefficient ν = 0.4, and we take N = 500, ε = 0.9, and the
maximum time step k = 10−5. We consider the initial data 1[−0.5,0.5] and restrict to
the computational domain [−0.55,0.55].
Evolution to Equilibrium for Varying Interaction Range, W (x) = |x|/δ 2
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Fig. 10 Unlike in the cases of aggregation diffusion equations with either a Gaussian or logarithmic
localized interaction kernel (see Figures 5 and 9), for a Newtonian interaction kernel, the qualitative
dynamics remain the same as the scale of the interaction varies: solutions with radially decreasing
initial data remain radially decreasing for all time.
In Figure 10, we investigate the competition between aggregation and porous
medium diffusion m = 2 as the interaction localizes for a third choice of interaction
kernel: the attractive Newtonian potential. In terms of its singularity at the origin,
this kernel lies between the very singular logarithmic kernel from figure 9 and the
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smooth Gaussian kernel from Figure 5. However, unlike in both of these cases,
we observe that the solution remains radially decreasing for all times, quickly ap-
proaches a single bump steady state. We do not observe any metastability behavior.
For each simulation, we consider diffusion coefficient ν = 0.1, N = 600, ε = 0.9,
and the maximum time step k = 10−5. We consider the initial data 1[−0.9,0.9].
In our final example, Figure 11, we illustrate metastability behavior for aggre-
gation diffusion exponents with the repulsive attractive interaction kernel W (x) =
|x|4− |x|2 and various types of diffusion. For diffusion exponent m = 1, weighted
with diffusion coefficient ν = 0.0752/2, we recover the metastability behavior ob-
served by Evers and Kolokolnikov [89]: a solution that is initially given by charac-
teristic functions with weight 0.2 centered at −0.6 and weight 0.3 centered at 0.4
quickly smooths to two bumps of unequal weights and then equilibrates slowly over
time. We take N = 600 particles, with regularization ε = 0.99, and maximal time
step k = 10−3. Interestingly, the equilibration behavior appears to be driven entirely
by particles with extremely small mass on the tails of the bumps and is therefore
nearly indistinguishable at the particle level.
Next, in Figure 11, we consider diffusion exponent m = 2, weighted with diffu-
sion coefficient ν = 0.0752/2 and observe that the solution starting from character-
istic functions with unequal weights does not symmetrize: the larger mass on the
right hand side is preserved asymptotically. However, when we increase the diffu-
sion exponent to ν = 0.01 in the third simulation, the solution symmetrizes quickly.
In both cases, we take N = 800 particles, with regularization ε = 0.99, and maximal
time step 10−3.
In the fourth simulation of Figure 11, we contrast the previous examples of de-
generate diffusion m = 1,2 with the height constrained aggregation equation. Nat-
urally, without the mechanism of diffusion to spread mass, the unequal distribution
of mass in the initial data is preserved asymptotically. We discretize the interval
[−0.9,0.7] with N = 600 particles, with regularization ε = 0.85, and maximal times
step k = 10−4.
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Fig. 11 For a repulsive-attractive interaction kernel and linear diffusion (m= 1), solutions quickly
evolve to a metastable state of two bumps with unequal mass and then the mass between the two
bumps slowly equilibrates over time; see [89]. For quadratic diffusion (m= 2), the solution quickly
forms two unequal bumps, which do not symmetrize for small diffusion coefficient (ν = 0.0752/2),
but do symmetrize for larger diffusion coefficient (ν = 0.01). For the height constrained problem,
the solution does not equilibrate, as there is no diffusion to mediate this process.
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