Abstract In most climate simulations used by the Intergovernmental Panel on Climate Change 2007 fourth assessment report, stratospheric processes are only poorly represented. For example, climatological or simple specifications of time-varying ozone concentrations are imposed and the quasi-biennial oscillation (QBO) of equatorial stratospheric zonal wind is absent. Here we investigate the impact of an improved stratospheric representation using two sets of perturbed simulations with the Hadley Centre coupled ocean atmosphere model HadGEM1 with natural and anthropogenic forcings for the 1979-2003 period. In the first set of simulations, the usual zonal mean ozone climatology with superimposed trends is replaced with a time series of observed zonal mean ozone distributions that includes interannual variability associated with the solar cycle, QBO and volcanic eruptions. In addition to this, the second set of perturbed simulations includes a scheme in which the stratospheric zonal wind in the tropics is relaxed to appropriate zonal mean values obtained from the ERA-40 re-analysis, thus forcing a QBO. Both of these changes are applied strictly to the stratosphere only. The improved ozone field results in an improved simulation of the stepwise temperature transitions observed in the lower stratosphere in the aftermath of the two major recent volcanic eruptions. The contribution of the solar cycle signal in the ozone field to this improved representation of the stepwise cooling is discussed. The improved ozone field and also the QBO result in an improved simulation of observed trends, both globally and at tropical latitudes. The Eulerian upwelling in the lower stratosphere in the equatorial region is enhanced by the improved ozone field and is affected by the QBO relaxation, yet neither induces a significant change in the upwelling trend. 
Introduction
It is now well established that there has been a warming of the Earth's surface and lower atmosphere over the past 50 years with an accompanying cooling of the stratosphere (Intergovernmental Panel on Climate Change 2007 Fourth Assessment Report, henceforth AR4). An important test of climate models is how well they are able to reproduce observed changes in the atmosphere, particularly those in the past three decades during which extensive satellite observations have become available. Inherent in all analyses of both model simulations and observations is the problem of distinguishing human-induced changes from those that might have occurred naturally, associated for example with solar variations, volcanic activity and the natural internal variability of the climate system.
Ozone loss in the stratosphere in recent decades is thought to be a major contributor to the observed stratospheric cooling (e.g. Shine et al. 2003; Ramaswamy et al. 2006; Eyring et al. 2006) , tropopause height increase (e.g. Santer et al. 2003; Seidel and Randel 2006) and also Southern Hemisphere (SH) surface temperature and circulation changes (Thompson and Solomon 2002; Gillett and Thompson 2003) . Despite the growing evidence for the influence of stratospheric ozone on temperature trends, many of the simulations of recent climate assessed by the AR4 did not include an ozone trend (Cordero and Forster 2006) . Among the simulations that did include a trend, the simulations conducted by the UK Met Office Hadley Centre used a zonal mean ozone climatology with superimposed trends (Stott et al. 2006 ). However, well-known ozone variations associated with, for example, the solar cycle (e.g. Randel and Wu 2007) , the quasi-biennial oscillation (QBO; e.g. Gray and Pyle 1989; Baldwin et al. 2001) , volcanic eruptions (Randel and Wu 1995) as well as internal variability due to e.g. changes in wave driving were not included. Thus, although irradiance changes associated with the 11-year solar cycle and volcanic eruptions (direct effects) are specifically represented in many of the climate models and fed through to the models' radiation schemes, the indirect effects due to the associated ozone changes are not represented (e.g. Stott et al. 2001) .
The recent observational study of Thompson and Solomon (2009) suggested that the stepwise cooling of the lower stratosphere observed in the aftermath of the volcanic eruptions of El Chichón in February/March 1982 and Mt. Pinatubo in June 1991 (Pawson et al. 1998; Seidel and Lanzante 2004 ) is primarily caused by the radiative and ozone effects of volcanic aerosol. Interannual ozone variations associated with the 11-year solar cycle, volcanic eruptions and the QBO cause corresponding variations in heating rates and hence temperature changes in the lower stratosphere which may influence the troposphere (Haigh 2003; Crooks and Gray 2005; Haigh et al. 2005) . Recent model studies have suggested that the inclusion of more realistic ozone variations may be an important factor in the accurate simulation of the solar cycle influence (Austin et al. 2008; Gray et al. 2009 ), the effects of which could be underestimated by models that do not include these processes in the past (Stott et al. 2003) .
In addition, the models employed for the AR4 do not generally include the QBO (see Randall et al. 2007, Sect. 8.4.9) , which means that stratospheric variability, particularly in the tropical region, will be severely underestimated. There is some evidence that changes in lower stratospheric equatorial temperatures associated with the QBO influence the underlying troposphere (e.g. Collimore et al. 1998 , 2003 , Giorgetta et al. 1999 Baldwin et al. 2001) . Also high latitude changes of the stratospheric polar vortex are thought to impact mid and high latitude tropospheric weather and climate, for example through changes in the North Atlantic Oscillation and position of the jet stream (Thompson and Wallace 2000; Coughlin and Tung 2001; Baldwin et al. 2003; Dall'Amico and Egger 2007) . Stenchikov et al. (2004 Stenchikov et al. ( , 2006 have shown that inclusion of the equatorial QBO influences the high latitude volcanic response in the stratosphere and also at the surface.
The goal of this paper is to investigate the impact of observed ozone variability and the QBO on stratospheric temperature trends in climate simulations of the late 20th century of the type conducted for the AR4. In Sect. 2, the model and methodology are described. Section 3 describes highlights of the results of this study that concern variability and trends in the stratosphere. A discussion of changes in variability and trends at the tropopause and in the troposphere, particularly near the surface, will be described in a separate paper (Dall'Amico et al. 2009 ). Section 4 summarises our conclusions.
Model simulations

The model
The study employed the Hadley Centre global environmental model version 1 (HadGEM1) described by Martin et al. (2006) , Ringer et al. (2006) and . The horizontal resolution of the atmospheric component is 1.25°latitude by 1.875°longitude and the model has 38 vertical levels from the surface to about 39 km. The oceanic component of the model has a horizontal resolution of 1°(the meridional resolution is 1°between the poles and 30°latitude, from which it increases smoothly to 1/3°at the equator) and 40 vertical levels.
In this paper, we compare an ensemble of reference climate simulations, referred to as the 'baseline', with two ensembles of perturbed simulations. The simulations cover the 25-year period between 1 December 1978 and 1 December 2003 and include changes in well mixed greenhouse gases, tropospheric and stratospheric ozone, aerosols, land use, solar irradiance and stratospheric volcanic aerosols. The implementation of these forcings into the model is described in detail in Stott et al. (2006) and summarised in the next section. The representation of stratospheric ozone used in the perturbed sets of simulations is described in Sect. 2.2 and in Appendix A and B. All ensembles included three members each and used the same set of three initial conditions derived as follows. A set of three pre-industrial states were taken 85, 330 and 550 years into a long control run with pre-industrial greenhouse gas concentrations described in Stott et al. (2006) . Given that about two model centuries elapsed between the sampling of each of these pre-industrial states, both the atmospheric (including soil) and the oceanic (including sea ice) states may be considered to represent unrelated distinct states of the climate system. The time of these restart files was then reset to 0 UTC on 1 December 1859 and all-forcings simulations were started from these pre-industrial initial conditions, leading to the atmospheric and oceanic states for 1 December 1978.
'Baseline' simulations
The set-up of the baseline simulations includes natural (solar irradiance variations and volcanic eruptions) as well as anthropogenic forcings (changes in greenhouse gas concentrations, aerosol emissions and ozone trends) and is described in detail in Stott et al. (2006) . The only differences between our baseline simulations and the simulations for the corresponding time period described in Stott et al. (2006) arise from a different computing environment and some recent minor bug fixes.
Concentrations of CO 2 , CH 4 , N 2 O and a subset of halocarbon species up to the year 2000 are specified from the 'Ensemble-based Prediction of Climate Change and their Impacts' research theme (RT) 2A Web site (available at http://www.cnrm.meteo.fr/ensembles/) and concentrations after 2000 follow those specified by the 'Special Report on Emission Scenarios' A1B scenario (Nakicenovic and Swart 2000) .
The atmospheric component of HadGEM1 includes the fully interactive modelling of atmospheric aerosols, represented by sulphate, black carbon, biomass smoke and sea salt ). Volcanic forcing is represented by a sulphate aerosol mass mixing ratio derived from Sato et al. (1993 Sato et al. ( , 2002 , averaged over four equal-area latitudinal zones (90°-30°S, 30°-0°S, 0°-30°N, 30°-90°N) and spread evenly across the model levels above the tropopause (see Stott et al. 2006 Stott et al. , their page 2768 . The time series is dominated by the explosive eruptions of El Chichón and Mt. Pinatubo. We note that while the variations in optical depth are included, the ozone changes associated with the volcanic eruptions are not.
A similar partial treatment of the solar forcing is also included i.e. the solar irradiance changes are prescribed but the associated ozone changes in the baseline simulations are not. Estimates of the annual mean total solar irradiance (TSI) changes from Solanki and Krivova (2003) are employed. The incoming solar shortwave radiation is partitioned in the model across six spectral bands covering the wavelength range 0.2-10 lm (Stott et al. 2006; Martin et al. 2006; . To take changes in spectral distribution of irradiance into account, a fit was made to the estimated spectral distribution change of Lean et al. (1995) , and the fraction of irradiance in each of the model shortwave bands varied as the TSI varied (see Stott et al. 2006 for further details).
The model does not include an interactive chemistry scheme and therefore ozone concentrations required in the radiative calculations are externally imposed. Up to 1990, The SPARC (Stratospheric Processes and their Role in Climate) monthly mean ozone trend dataset was employed (Randel and Wu 1999; Kiehl et al. 1999 ; see also the SPARC Newsletter article by Karoly 2000) . After 1990, the imposed ozone trends assumed a linear relationship between effective equivalent stratospheric chlorine (EESC) and ozone changes (Daniel et al. 1995) . The burdens of ozone-depleting halogens contributing to EESC were assessed as in Montzka et al. (1999) . The top panel of Fig. 1 shows the baseline ozone at 30 hPa for the modelled period 1979-2003. This ozone time series is very smooth with almost identical repeated annual cycles and no interannual variations apart from the trends. Tropospheric ozone fields were computed using an offline chemistry transport model (Collins et al. 1997) coupled to the atmospheric component of HadGEM1, with sea ice and sea surface temperatures taken from earlier HadCM3 results (see Stott et al. 2006 for further details).
'Baseline?ozone' simulations
In the first ensemble of perturbed simulations, the 'baseline?ozone' simulations, the set-up is the same as for the baseline except for the use in the stratosphere of an improved ozone dataset which includes observed variability. In the second ensemble of perturbed simulations, the 'baseline?ozone?QBO' simulations, the set-up is the same as for the 'baseline?ozone' and in addition to the observed zonal mean stratospheric ozone distributions, the zonal wind in the tropics is relaxed to appropriate QBO values obtained from the ERA-40 re-analysis (Uppala et al. 2005) . Although the baseline?ozone simulations include the QBO in ozone, this part of the QBO, in isolation, will generate only a modest QBO in other components. estimated that the diabatic warming generated by the ozone QBO contributes approximately 25% of the temperature QBO and 10% of the zonal-wind QBO.
In the 'baseline?ozone' simulations, instead of the usual ozone climatology plus superimposed trends, the stratospheric part of the imposed ozone distributions is from a time series recently developed from a variety of satellite observations 1 from a variety of different instruments.
2 Data were employed from SME (solar mesosphere explorer) Thomas et al. 1984) , SAGE II (stratospheric aerosol and gas experiment) (McCormick et al. 1989) , HALOE (halogen occultation experiment) (Russell et al. 1993) , MLS (microwave limb sounder) (Livesey et al. 2003) , merged SBUV (solar backscatter ultraviolet instrument) and TOMS data (TOMS & SBUV web site for merged dataset: http://hyperion.gsfc.nasa.gov/ Data_services/merged) (Heath et al. 1975) ; the data merger is described in Stolarski and Frith (2006) . The middle panel of Fig. 1 shows the time series of this new ozone dataset at 30 hPa. In this dataset, there is substantial interannual variability evident at all latitudes-note e.g. the effect of the SH sudden warming event of September 2002. This provides the model with an improved time series of ozone that includes the possibility of interannual variability associated with e.g. the 11-year solar cycle, volcanic eruptions and the QBO. These simulations can be considered as a modelling counterpart of the recent observational study by Thompson and Solomon (2009) .
The middle panel of Fig. 1 reports the improved ozone timeseries at 30 hPa. Tropical ozone values in the improved ozone dataset (middle panel of Fig. 1 ) are generally higher than the baseline ozone (top panel) by about 1 ppmv. The differences in mean ozone between the panels in Fig. 1 [the bottom panel reports the Randel and Wu (2007) dataset] may be associated with the strong vertical gradients in ozone mixing ratio at 30 hPa. Comparisons at a single pressure level will be prone to highlighting small differences in the vertical profile between different datasets. Also different approaches towards vertical interpolation between different grids may affect the vertical distribution as discussed in Appendix B. Note that in the lower stratosphere, global negative ozone trends over the time period considered are stronger in the baseline ozone dataset than in the improved ozone. Figure 2 reports differences in climatological ozone distributions for January (upper panel) and July (lower panel). The improved ozone dataset prescribed in the perturbed sets of simulations has higher ozone concentrations in the tropics in the range 20-30 km height as well as above 20 km in Northern Hemisphere (NH) mid-high latitudes in January and in SH mid-high latitudes in July. The baseline dataset has higher ozone values in the tropics above 30 km. The changes in climatological ozone seen in Fig. 2 have a significant impact, as evident from Fig. 3 which shows the corresponding differences in January and July temperatures and zonal winds. In Fig. 3 , the information is limited to grid boxes where the differences are significant with a P value smaller than 0.100 according to a t test conducted in the following way. The variance of an ensemble-mean value is one-third of the variance calculated across the values from the three ensemble members. The number of degrees of freedom is estimated from the data as in von Storch and Zwiers 1999, Sect. 6.6.5. The null hypotheses are that the ensemble-mean zonal mean temperatures and zonal winds are consistent across the two sets of simulations. The P value represents the chance of obtaining such a difference if the null hypothesis is true. Note that the changes penetrate into the tropical troposphere which warms by about 0.4 K in the 7-15 km height range. The changes in zonal wind profile are mainly associated with changes in location and strength of the easterly and westerly stratospheric jets. This could be a response to changed heating distributions due to different climatological ozone distributions or it could be an indirect response to the changed ozone variability which can also influence wave propagation and hence jet strength and position. However, the internal variability s (i.e. the standard deviation of the ensemble members around their The new ozone time series is described in detail in Appendix A. Appendix B describes how the tropospheric ozone of the baseline dataset and the stratospheric part of the new ozone time series were merged to produce the dataset used for the perturbed set of simulations. 2 The original dataset included a tropospheric ozone climatology which was adjusted to match the TOMS (total ozone mapping spectrometer) satellite observations of total column amounts. mean) does not change significantly between the baseline, s = 0.165 K, and the baseline?ozone simulations, s = 0.154 K, as can be seen in the upper panel of Fig. 4 for the global mean temperature at 30 hPa. This also applies to the dynamically more active Arctic region 3 in boreal winter (lower panel), with s = 3.075 K for the baseline runs and s = 3.531 K for the baseline?ozone simulations. Hence, the changes in the imposed ozone fields do not appear to have significantly affected the internal variability of stratospheric temperatures, despite the fact that the improved ozone fields have much greater variability than those employed in the baseline runs. This suggests that interannual variability in ozone plays only a small role in driving internal variability in temperature.
Since the improved ozone dataset has been compiled using multiple instruments and techniques, there is explicit information from the SBUV and MLS instruments in the years immediately after the El Chichón and Mt. Pinatubo eruptions. Note that some SBUV tropical data are missing for about a year after the El Chichón eruption and a climatology had to be used to fill in missing data. For a 2-year period following the Mt. Pinatubo eruption, the SAGE-II data and some of the tropical HALOE data are unavailable. The Randel and Wu (2007) ozone dataset (bottom panel of Fig. 1 ) used only the SAGE-I and II datasets and therefore had a 2-year data gap after both eruptions. Because of these gaps, Randel and Wu employed a multiple regression technique that evaluated the trend, solar cycle and QBO variations using the available data periods and then reconstructed the full time series using these regression coefficients. As expected from the regression method employed, the time evolution is relatively smooth and shows less interannual variability than the ozone data employed in the current study (middle panel).
'Baseline?ozone?QBO' simulations
In addition to including the dataset with observed stratospheric ozone variability described in the previous section, in the 'baseline?ozone?QBO' simulations, the zonal winds in the stratosphere are relaxed towards the appropriate monthly mean zonal mean values taken from the ERA-40 re-analysis (Uppala et al. 2005) , thus generating a realistic QBO. The approach is similar to that first employed by Gray and Ruth (1993) , see also Hamilton (1998) and Pascoe et al. (2005) . At the end of each time-step the increment to the zonal wind is modified in the following way: Fig. 3 Climatological differences between the baseline?ozone and the baseline ensemble-mean zonal mean temperature (left panels) and zonal wind (right) for January (upper panels) and July (lower). The information is limited to grid boxes where the differences have a P value below 0.100. The black contour lines give the 0.050 and 0.010 P value isolines (thin and thicker, respectively, contour values in %)
where Dt is the timestep, u is the zonal wind at any grid point and h is the height in km. The relaxation rate a depends on height and latitude with
where d is the length of the day and u is the latitude angle in degrees (u = 0 at the equator) with
2 ! so that the relaxation time scale at the equator decays smoothly from 4.3 days at 18.5 km toward 0.5 days at 40 km. This height-dependence of the relaxation time scale is similar to that employed by previous studies (Gray and Ruth 1993; Pascoe et al. 2005) in order to achieve a realistic wind evolution. No relaxation is applied at model levels below 18.5 km. The reference zonal mean zonal wind value at the equator " u ERA-40 h; t ð Þ is estimated from ERA-40 in the following way. The value at the specified height is interpolated in time between the ERA-40 monthly mean values of the adjacent mid-months which in turn had been interpolated in height between the values at the two pressure levels above and below the model's height level in question. The conversion of ERA-40 pressure levels to height values employed the mean geopotential heightat equatorial latitudes derived from the second half of the ERA-40 dataset (i.e. since 1980). A Gaussian latitudinal profile was imposed on the wind relaxation where
2 ! which provides a fairly realistic latitudinal distribution confined primarily to the tropical region (see e.g. Baldwin et al. 2001) . Both the choice of b and of c have been empirically adjusted in order to achieve a latitudinal extent of the QBO similar to the observed one (e.g. Pascoe et al. 2005, their Fig. 5 ). Figure 5 shows the time series of monthly mean zonal wind in the equatorial region at 50 hPa from the baseline, baseline?ozone and baseline?ozone?QBO simulations. As expected, the baseline and baseline?ozone simulations have very little interannual variation and remain easterly at all times.
Results
Temperature variability
At 30 hPa, the time series of ensemble-mean global mean temperature of the baseline simulations (blue line in the top panel of Fig. 6 ) shows a rather smooth cooling only interrupted by the volcanic eruptions. In contrast, the ) at 30 hPa averaged over the equatorial region from the baseline (blue tones), the baseline?ozone (grey tones) and the baseline?ozone?QBO simulations (orange tones) baseline?ozone (grey line) and baseline?ozone?QBO simulations (red line) are characterised by a stepwise cooling. Table 1 reports the linear 7.25 year temperature trends for the two post-volcanic time periods, excluding the data from the first 2 years following the onset of the eruptions. 4 In the baseline simulations, both post-eruption temperature trends are negative and correspond to the cooling rates induced by ozone depletion and changes in well-mixed greenhouse gases , see the WmggO3 curve in their Fig. 3b) . However, the baseline?ozone and baseline?ozone?QBO simulations show positive trends, which gives rise to a step-like feature. We conduct a t test to test the null hypothesis that the ensemble-mean trend of either set of perturbed simulations after the El Chichón eruption is the same as the trend in the baseline simulations. The null hypothesis can be rejected at the 5% level for the baseline?ozone simulations and at the 10% level for the 'baseline?ozone?QBO' simulations (see Table 1 ). In the aftermath of the Mt. Pinatubo eruption, only the baseline?ozone ensemble-mean trend is not consistent with the baseline trend (at the 5% level).
The difference in behaviour between the baseline and baseline?ozone simulations is even more evident in the tropical region (upper middle panel of Fig. 6 ). The baseline simulation shows a decline between 1980 and 1995, interspersed by the volcanic responses, followed by a fairly constant value from 1995 onward. The baseline?ozone ensemble-mean, on the other hand, shows a steady increase from 1984 to 1990 and is interspersed by weaker volcanic responses. The baseline?ozone?QBO simulation follows the baseline?ozone simulation except with an easily identifiable QBO signal superimposed. The superposition of the El-Chichón response and a positive QBO phase is evident, which serves to enhance the peak in 1982 when compared with the baseline?ozone simulation. Similarly, the negative QBO phase in 1993 and 1994 enhances the sharp decline in the baseline?ozone simulation after the Pinatubo eruption (top and upper middle panels of Fig. 6 ).
In the extratropical regions (lower middle and bottom panels of Fig. 6 ), there is large year-to-year variability such that it is hard to see differences in the reproduction of a step-like feature. We note the presence of a QBO-like Fig. 7 show that the step-like cooling feature is present also in global mean temperature time series at 10 hPa (top panel), 30 hPa (upper middle panel, note the expanded vertical scale with regards to the top panel in Fig. 6 ) and 50 hPa. The step-like cooling feature is most evident at 30 hPa and 20 hPa (not shown). The baseline versus baseline?ozone trend differences after both volcanic eruptions are significant at the 5% level only at 30 hPa.
In the bottom panel of Fig. 7 , modelled temperatures are sampled as if measured by channel 4 (T4) of the Microwave Sounding Unit (MSU) instrument. The T4 temperature obtained from the Remote Sensing Systems analysis of MSU data (Mears et al. 2003 ; http://www.remss.com) is also shown for comparison (thick black line). The improved ozone appears to make the absolute agreement with the MSU T4 worse. Note that this effect would be hidden if one plots only anomalies and not absolute values. Such increasing offsets do not mean that an improvement is flawed but are often associated with compensating effects and approximations made in the previous version of the model in order to achieve a better agreement with observations. Therefore we concentrate our quantitative analysis on trends, rather than absolute values. Table 2 provides the relevant trends for MSU T4 and modelled trends when temperatures are sampled according to the T4 weighting function. While both sets of simulations using the improved ozone data give a T4 trend after the El Chichón eruption (approximately 1984-1990 ) which is consistent with MSU's, the trend in the baseline simulations is significantly different at the 5% level whereby observations are treated as a single realization of the climate system in our t-tests (see the t test description in Sect. 2.3). While the baseline simulations do not capture the observed T4 temperature trend after the El Chichón eruption, in the aftermath of the Mt. Pinatubo eruption (approximately 1993-1999) , all three sets of simulations give T4 trends that are consistent with MSU's. Overall, the stepwise changes induced by the improved ozone dataset are most significant at 30 hPa but the T4 weighting function is distributed over a rather deep layer of the atmosphere with maximum amplitude at about 55 hPa. This, together with the reduced stratospheric cooling rate since the Pinatubo eruption, are likely the main reasons why the ensemblemean trends from all sets of simulations are consistent with the observations in the 1993-2000 period. Lanzante and Free (2008) show a systematic difference between radiosonde observations and the mean of an ensemble of GCM calculations in the period after the Mt. Pinatubo eruption, in the 100-50 hPa layer. Since there is no apparent significant difference between MSU4 and the radiosondes in this period (Randel et al. 2009 ), we conclude that the model used here (HadGEM1) is performing significantly better than the ensemble-mean in Lanzante and Free (2008) , even in the baseline runs. Overall, the values in Table 2 suggest that improving the ozone in the stratosphere leads to an improved modelled trend, especially over the time period 1984-1991 (when the baseline disagrees with MSU T4). This result on the possible role of ozone variability in contributing to the step-like time evolution of global mean stratospheric temperatures is supported by the recent observational study of Thompson and Solomon (2009, see their Fig. 1c ).
There are a series of contenders to explain the observed stepwise cooling: the thermal inertia of the oceans following the cooling induced by volcanic aerosols, the solar cycle in irradiance, the indirect effect of volcanic eruptions and the indirect solar cycle through changes in ozone. Ramaswamy et al. (2006) imposed in their model simulations the Randel and Wu (2007) ozone dataset (bottom panel of Fig. 1) , which included the QBO and the solar cycle signal. Ramaswamy et al. suggest (p. 1140 , see their Fig. 3 ) that the cooler temperatures in the post-eruption years that give rise to the step-like feature in the lower stratosphere are due to a large extent to the thermal inertia of the oceans, implying a slower recovery of the surface and troposphere temperatures which in turn reduces the upwelling longwave radiation, thus cooling the lower The first 7.25 years cover the time period until the onset of the Mt. Pinatubo eruption. The first column reports the eruption. The second column reports the ensemble-mean trend for the baseline simulation. The remaining columns report the ensemble-mean trends for the baseline?ozone and the baseline?ozone?QBO simulations as well as the P values from a t test where the null hypothesis is that the trend in the perturbed simulations is consistent with the baseline trend stratosphere. They also suggest that the timing of the volcanic eruptions with respect to the solar cycle is likely to be important, noting that there was a solar minimum phase in both the post-eruption years which implies reduced shortwave heating at this time. According to Table 2 , the baseline 1984-1991 trend is not consistent with the observed T4 trend, while the trends of both perturbed simulation sets are. This does not support a major contributory role to the step-like feature from either the thermal inertia of the oceans or the solar cycle in irradiance, since both factors were included in the baseline simulations. An alternative mechanism was proposed by Thompson and Solomon (2009) , who compared the observed T4 time series with both its regression onto total ozone and its residual, concluding that the step-like time evolution of global stratospheric temperatures is entirely consistent with the competing radiative and chemical effects of volcanic aerosol on stratospheric climate. Both of these effects are present in the baseline?ozone simulations, which captures the step-like feature, while the baseline simulations include only the radiative effect. This therefore suggests that the chemical (ozone) effects of the volcanic eruptions may be important. On the other hand, Ramaswamy et al. (2006) also simulated the stepwise cooling feature, even though their ozone dataset excluded the 2 years of data after each eruption. This suggests either that the chemical effect of the volcanic eruptions is not the major factor in the stepwise cooling, or that this chemical effect lasts longer than 2 years and is still strong enough to be important even after this time has elapsed. The role of volcanoes is also reinforced by consideration of the chemistry driving partitioning of NO 2 and NO x and also ClO and Cl y after a volcanic eruption, which persists longer than the aerosol radiative effect (Susan Solomon, personal communication; Solomon et al. 1996, their Fig. 6 ; Solomon 1999, plate 6).
Finally, a third possible factor to explain the stepwise cooling feature is the 11-year solar cycle modulation of ozone that is included in the baseline?ozone simulations but is not present in the baseline simulations. Both volcanic eruptions coincided with a period of solar maximum. Ozone amounts are greater during solar maximum than solar minimum, so there is an increase during the transition from solar minimum to solar maximum (Randel and Wu 2007) e.g. from 1985 to 1990 and from 1995 to 2000. Temperatures will therefore increase through the associated heating and the positive temperature trend after each of the eruptions may be partly associated with this. There is also some evidence of decline in tropical temperatures in the baseline?ozone after 2000, which may be associated with the transition towards solar minimum. The inclusion of the 11-year solar cycle in ozone amounts is common to both this study and the Ramaswamy et al. (2006) study, and both reproduced the stepwise cooling feature, which suggests that it may be a contributing factor. However, direct attribution would require further simulations, outside the scope of this study, in which the solar cycle signal is carefully removed from the ozone time-series employed in the baseline?ozone simulations. Eyring et al. (2006, p. 11 ) compared chemistry climate model hindcasts and suggested that the stepwise cooling was reproduced by those models which included the solar cycle in irradiance as well as chemical and direct radiative effects from volcanic aerosol.
The climate models assessed by the AR4 tend to overestimate the observed volcanic warming (Cordero and Forster 2006) . The post-El Chichón warming of MSU T4 is about 0.80 K and the baseline ensemble-mean warms 0.36 K more than MSU T4 (see bottom panel of Fig. 7) . The post-Mt. Pinatubo warming of MSU T4 is about 1.35 K and the baseline exceeds this figure by 0.52 K. The magnitude of volcanic warming is reduced in the baseline?ozone simulations after both eruptions, with a difference from MSU of 0.22 and 0.29 K for El Chichón and Mt. Pinatubo, respectively. This shows that improving the ozone dataset may help reduce the magnitude of volcanic warming in model simulations. The warming in the baseline?ozone?QBO simulations after El Chichón is 0.35 K larger than in MSU's T4 and is thus greater than the baseline?ozone warming. In contrast, after Mt. Pinatubo the warming in the baseline?ozone?QBO simulations, with 0.21 K on top of the warming in MSU's T4, is smaller than in the baseline?ozone simulations. This is in both cases a likely effect of the temperature signal associated with the different QBO phases following the two eruptions (see also Angell 1997) . This behaviour of the three sets of simulations applies to all levels from 20 to 70 hPa (see Fig. 7 ). At 10 hPa, there is no warming following El Chichón in the perturbed sets of simulations and the warming following Mt. Pinatubo is similar across the three sets of simulations. Table 3 reports global temperature trends over the period 1979-1999 in the lower stratosphere. The trend derived from each set of simulations is compared to the observed trend, whereby temperature trends from the RATPAC-A (Free et al. 2005) and HadAT2 (Thorne et al. 2005) radiosonde observations have been averaged. Note that in this section, the time-interval, the averaging of temperature trends from the two radiosonde datasets and the averaging over latitude belts are consistent with the study by Cordero The first column reports the eruption. The second column reports the observed MSU T4 trend. The remaining columns report the ensemble-mean trends for each set of model simulations as well as the P values from a t test where the null hypothesis is that the modelled trend is consistent with the observed (MSU) trend The first column reports the pressure in hPa. The second column reports the observed average radiosonde trend. The remaining columns report for each set of model simulations the ensemble-mean trend and the P values resulting from a t test where the null hypothesis is that the modelled trend is consistent with the observed one and Forster (2006; see right hand panel of their Fig. 8 and their Fig. 9 ). The baseline?ozone?QBO simulations do generally better than the other sets of simulations at capturing the observed trends, their trend being consistent with the observed one at all levels except 30 hPa where the P value is 0.050. The baseline?ozone simulations improve on the baseline at all levels except 50 hPa, but their trends are consistent with the observations only at 70 hPa. The baseline simulations perform particularly badly at 30 hPa where the baseline?ozone simulations do better although not as well as the baseline?ozone?QBO. Table 4 reports stratospheric temperature trends in the 30°S-30°N region over the period 1979-1999 in the stratosphere (as in Fig. 9 of Cordero and Forster 2006) . The baseline?ozone?QBO again does best at capturing the observed trends, their trend being the only one to be consistent with the observations at all levels. The baseline simulations perform poorly.
Temperature trends
Both globally and also in the 30°S-30°N region, simulated trends are smaller than those observed in every case, except at 70 hPa in the baseline?ozone?QBO simulations. However, given that our most realistic set of simulations, the baseline?ozone?QBO, reproduces trends that are consistent with the radiosonde trends in every case except globally at 30 hPa, it is difficult to assess whether this underestimate is meaningful at all and if it were, to what extent it is associated with observational or model uncertainties. Although large uncertainties remain due to internal variability and observational uncertainty, our study suggests that both the improved ozone dataset and the QBO relaxation have a beneficial effect on the simulation of observed trends over this time period. This is an important result in the light of Cordero and Forster's (2006) study, which showed that there are significant differences between observations and AR4 model trends, particularly in the upper tropical troposphere. This result may also be a hint that the observed trends over this particular time period may be partly subject to ozone variability and the QBO. ) at 70 hPa in the equatorial region Fig. 9 As Fig. 3 but for climatological differences between the baseline?ozone and the baseline ensemble-mean zonal mean vertical velocity for January (upper panel) and July (lower) The first column reports the pressure in hPa. The second column reports the observed average radiosonde trend. The remaining columns report for each set of model simulations the ensemble-mean trend and the P values resulting from a t test where the null hypothesis is that the modelled trend is consistent with the observed one 3.3 Equatorial upwelling Figure 8 shows the time evolution of the ensemble-mean Eulerian vertical velocity at 70 hPa over the equatorial region. The baseline ensemble-mean values (blue line) are at around 0.08 mm s -1 . The baseline?ozone simulation shows increased values of about 0.14 mm s -1 , i.e. the values are approximately doubled. The reason for such a stronger upwelling in the baseline?ozone simulations is hard to diagnose. According to Fig. 9 , which shows the climatological difference in equatorial upwelling between the baseline?ozone and baseline simulations, the differences are significant and positive between 17 and 30 km both in January and July, with values around 0.10 mm s -1 . This suggests that the increased upwelling is to some extent associated with the changed climatological distribution of ozone. This increase could be partly due to increased tropical ozone heating in these atmospheric layers and the balance between this radiative heating and upwelling in the steady thermodynamic equation. The baseline?ozone? QBO ensemble-mean (red line) shows quasi 2-year variations that are large compared to other variability and are likely influenced by the induced meridional circulation required to maintain the temperature in thermal wind balance with the imposed QBO. We note that the 70 hPa level (*16.9 km) shown in Fig. 8 is about one and a half model levels below the lowest level at which the zonal wind relaxation is applied (about 18.8 km) and, indeed, there is still evidence of the QBO influence as low as 85 hPa (not shown), which illustrates the downward influence of the QBO. The baseline?ozone time series in Fig. 8 does not show such an obvious QBO variation in tropical upwelling, since the only source of this variation is through the ozone QBO which has a much weaker impact . Thompson and Solomon (2009) argued that changes in total ozone alone cannot account for the observed latitudinal dependence of the T4 trend over and that the discrepancy is likely to arise from a positive trend in the meridional overturning circulation through wave driving. While we have seen that the change in background ozone climatology is associated with a change in equatorial upwelling, all sets of our simulations show a very small positive vertical velocity trend (Fig. 8) which are consistent with each other. Only the positive trend of the baseline is significantly different from zero and only at the 10% level (P value of 0.053). While a positive trend in upwelling is expected in runs with increasing greenhouse gas forcing in the first half of the 21st century (Butchart and Scaife 2001), we do not find a robust signal in our simulations for the 1979-2005 period. Note that over such a short time period, the natural variability in the stratosphere is large compared with any potential change in overturning circulation. Overall, our results show that the improved ozone distributions do not induce significant trends in the upwelling, suggesting that any change in upwelling is unlikely to be driven solely by ozone changes, which is consistent with the conclusion of Thompson and Solomon (2009) .
Conclusions
In this paper, we study the impact of improvements in the representation of ozone variability and the QBO in the stratosphere on stratospheric temperature trends in simulations of the coupled ocean atmosphere model HadGEM1 with natural and anthropogenic forcings for the period. In the baseline?ozone simulations, the stratospheric zonal mean ozone climatology with superimposed trends (used in the baseline simulations) is replaced with an observed dataset including interannual variability. In addition to this, in the baseline?ozone?QBO simulations a QBO relaxation is applied to stratospheric zonal winds. The extent to which such improvements have influenced the lower stratosphere is examined this paper. Impacts on the tropopause layer and the troposphere below are discussed in a separate paper (Dall'Amico et al. 2009 ).
The stepwise cooling of the lower stratosphere observed in the aftermath of the two major recent volcanic eruptions is captured only by the perturbed sets of simulations which use the improved observed ozone dataset. A comparison of our three sets of simulations with the study by Ramaswamy et al. (2006) highlights the role of the ozone response to changes in UV radiation associated with the solar cycle in contributing to the simulation of the stepwise cooling. This effect is absent in the simulations that do not reproduce the stepwise cooling but is the main common feature across the simulations that do.
The baseline?ozone?QBO simulations do best at capturing observed temperature trends in the lower stratosphere over the 1979-1999 period, when averaged both globally and in the 30°S-30°N region. This highlights the role played by variability in ozone and the QBO in reducing discrepancies between models and observations although observational uncertainties and internal variability are also contributors to differences between models and observations. At the same time, this result may hint that trends over this time period are possibly subject to interannual variations in the stratosphere.
The improvements in the ozone data employed also have the effect of almost doubling the equatorial upwelling in the lower stratosphere, illustrating the sensitivity of the equatorial upwelling to the background ozone amounts. The QBO relaxation has the effect of modulating modelled lower stratospheric upwelling in the equatorial region. In agreement with Thompson and Solomon (2009) , the observed ozone changes do not induce significant trends in the equatorial upwelling, so that the cause of any observed changes should be looked for elsewhere. For the stratosphere, the SAGE-II, MLS, HALOE and SBUV satellite instruments are the main data source. Their combination achieves data coverage over the region 215-0.1 hPa. Prior to 1985, the only data included in the time series are from SBUV and TOMS. SBUV consists of measurements from several different satellites, and those measurements have been combined by taking into account drifts and differences between satellites (details are given in Stolarski and Frith 2006) . The retrievals have been examined more recently than for SAGE-I. Hence the SBUV choice for the early period. Further, SBUV provides global coverage where there is sunlight, as opposed to one latitude for a day in a month as from SAGE (which is a solar occultation instrument). From 1985 to 1991, SAGE-II data are also included. After 1991, MLS and HALOE are added. For the period after the El Chichón eruption, SBUV data processing excluded data that was deemed aerosol contaminated, which means that some tropical data are missing for about a year after the eruption, but they are not missing globally. To make a continuous timeseries, a climatology had to be used to fill in missing data. For a 2-year period following the eruption of Mt. Pinatubo, the SAGE-II data drops out, as does some of the tropical HALOE data.
The SBUV and TOMS data are from the version 8 merged dataset (http://code916.gsfc.nasa.gov/Data_services/ merged/) which have been adjusted to account for satellite differences over the period from late 1978 to the present. At heights above 0.1 hPa SME data are available for the period [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] . Only data for the height region 0.14 hPa to about 0.0015 hPa were employed (SME data are available for the stratosphere but they are of poorer quality). Above 0.0015 hPa the UK Universities Global Atmospheric Modelling Programme (UGAMP) ozone climatology , see http://badc.nerc.ac.uk/ data/ugamp-o3-climatology) which is valid for the period 1985-1989 was employed. It was scaled to match SME at the top of the SME range. Note that no diurnal effects were included in the data compilation.
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The first step in developing the ozone time series was the construction of a monthly mean zonal mean climatology for the period 1993-2000 with a 5°resolution. Prior to merging the SAGE-II, HALOE, MLS and SBUV data to form the stratospheric component of the climatology, the data were scaled to match HALOE observations, based on comparisons when coincidences were available. Reliable satellite data go up to 0.1 hPa, essentially everything above that was based on the SME and UGAMP climatologies. Data were scaled to match HALOE because HALOE had the best overlap with all the assorted datasets. Published accuracy for all the satellite instruments is on the order of 5-10%. The resulting changes to the SAGE values were less than 5% throughout the bulk of the stratosphere but were as much as 20% in the mesosphere at 0.1 hPa. Changes to MLS were less than 5%, except at 0.22 and 0.32 hPa where they were 8%. Changes to SBUV were less than 3%, except near 2 hPa where the change was 10-20%. The sign of the correction was positive for SAGE-II and MLS, and the sign varied with altitude for SBUV. This combination of SAGE-II, HALOE, MLS and SBUV data provides coverage from 215 to 0.1 hPa. SBUV data was only used as high as 1 hPa. Because SME data were not available for the 1990-2000 period, the available pre-1990 data were used and scaled to match the SAGE-II ? HA-LOE ? MLS ? SBUV average at 0.1 hPa on a globallyaveraged basis before appending to the top of the zonal climatology. Similarly, the UGAMP climatology which is valid for the period 1985-1989 was scaled to match SME at the top of the SME data range, before being appended. 5 Sunrise and sunset data from the solar occultation instruments were averaged together on a monthly basis. HALOE shows little difference between sunrise and sunset measurements. (HALOE measurements only go up to 0.1 hPa, SAGE to *0.5 hPa). The diurnal variation (see Allen et al. (1984) , is modelled to be *10% at 50 km (1 hPa), 25% at 60 km (near 0.1 hPa) and 40% at 80 km (near 0.01 hPa). The published accuracy for the solar occultation instruments is 5-10%. Rusch et al. (1990) compared SME (with a varying time of observation) and SAGE II sunset values at 1 hPa and dealt with the diurnal correction, and found a maximum correction of 6% in summer (with the solar occultation measurement higher than the daytime measurement).
The UGAMP climatology used SBUV, SAGE II, SME airglow and TOMS, and ozonsondes, and was valid for [1985] [1986] [1987] [1988] [1989] . Shifts were just applied to make the two averages consistent. The SME yearly average climatology was based on all the SME data available (both airglow and UV instruments), the satellite ran from [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] . Below 215 hPa, a scaled version of the KNMI (The Royal Dutch Meteorological Institute, Dutch: Koninklijk Nederlands Meteorologisch Instituut) climatology (Fortuin and Kelder 1998) was appended and then additionally adjusted to match the climatological total column ozone for the 1990s from the TOMS instrument.
Once the monthly mean climatology was developed, the time series could be constructed. Firstly, the SAGE-II, HALOE, SBUV and MLS data were binned on a 5°latitude grid, and then averaged on a monthly basis. After doing this, there were many points with missing data. Initial filling was done via interpolation across latitude or time if only one point was missing between two points with data. With more missing points, the climatology was used to fill in, scaled based on the ratio between the endpoints of the existing data and the climatology. For example, if March and April 1993 were missing, then the climatology was multiplied by the ratio of February and May 1993 with the February and May climatology and the resulting values used. Polar regions were filled in using the previously constructed climatology scaled by the observed total ozone for any given month from TOMS. Above 1 hPa, the climatology was scaled according to the ratio of the observed column between 1 and 2 hPa and the climatological column between 1 and 2 hPa. The troposphere was filled in by scaling the mean climatology to match the deficit in ozone column needed to match the TOMS data. The whole dataset was then checked on a profile-by-profile basis looking for discontinuities, and those found were adjusted, keeping the column within 3% of the observed TOMS column. As for the vertical coordinate system, the original coordinate for the ozone measurements varies according to the instrument. Initially there were pressure data for MLS, HALOE and SBUV, and altitude data (including pressure information) for SAGE II. Before combining datasets, everything was put on a set of standard pressure levels that corresponded with the UARS (Upper Atmosphere Research Satellite) standard pressure levels used by MLS and HALOE. The altitude range is from the surface to 0.01 hPa for the total combined set. Pressure ranges vary for the different instruments used.
by the absorption of solar radiation by ozone in the upper stratosphere. Also, by replacing the stratospheric component of the imposed ozone fields with the new improved dataset, the total column amounts in the baseline and the perturbed simulations will not be identical.
