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Abstract 
Rota's conjecture about n bases in a rank n matroid is solved for n = 3. 
1. Introduction 
It is well known that there exist strong connections between bracket or 
determinantal identities and basis-exchange properties in matroid. For example, 
the weak(strong) basis-exchange axiom in matroid can be regarded as the com- 
binatorial analogue of the Laplace expansion for determinants. Based on the insight 
that matroid theory descends combinatorially from projective invariant heory [8], 
Rota has made a series of conjectures about basis-exchange properties in matroid. The 
following one he made in 1989 is what we concern in this paper. 
Conjecture. Given n bases, BI, B2,..., Bn, in a general matroid of rank n, there is a way 
to arrange the order of the elements of each basis independently, say, B t = 
{xl.t,xt,2 ..... xl.n}, B2 = {x2. t, x2.2 ..... x2.~} ..... B~ = {x,.t,x~.2 .... xn.,}, such that 
B'~ = {x~.t, x2.~,...,x,,~},B'2 = {xt,2,x2,2 .... ,x,.2} ..... B', = {xl,n, x2.~ ..... x,,,} are 
n bases. 
Besides being interesting in its own right, the truth of this conjecture would 
strongly support an other conjecture Rota made about bracket identity [6]. Further- 
more, this conjecture implies Dinitz conjecture [4] which has been open since 
the 1930's. Surprisingly, there was no answer whether this conjecture is true even 
for small n except he trivial case when n = 2. In this paper, we provide the proof 
for n = 3. 
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2. Theorem and proof 
Lemma (White [10]). Let B 1 and B 2 be bases in a matroid G, and let AI c_ B1. Then 
there exists a subset A2 ~ B2 such that (BI - AI) ~ A2 and (B2 - A2) u A1 are both 
bases. 
Theorem. Let M be a matroid of rank 3. X={x l ,x2 ,x3} ,  
Z= {zl,z2,z3} are three bases ofM.  Let 
A = 
Y = {Yl,Y2, Y3}, 
I X1 X2 1 X3 
Yl Y2 Y3 • 
Z1 Z2 Z3 
There is a way to rearrange the order of the elements of each row in A independently, so 
that each column of the new matrix A' is also a basis of M. 
Proof. In the following text, S means the closure of S, where S is a set. 
Case 1: Suppose there are two parallel points in the set X w Y u Z; without loss of 
generality, say rank(xl,yl) = 1, and let Xl = Yl without harm. For Y3 in Y, by the 
lemma, there exists some x~,~/2.3/), say x3, such that R = (X \x3)w {Ya} and 
S = (Y\Y3) w {x3} are two bases. Similarly, for xl in R, there exists some zi, say zl, 
such that both T= (R\Xl) w {zl} and U = (Z \z l )  ~; {xl} are also two bases. For 
Y2 in S, there exists some zi,~12.3}), say z2, such that V= (S\y2)w {z2} and 
W = (U\z2) w {Y2} are two bases. The algorithm is as follows: 
XI )C IX21RIx IX21X3 Y3 T Iz1 1 I x x 2  Y3 T el X2 Y31 
A Y Yl Y2 ~ S : X 3 . X3 x3 Yl Y2 Yl z2 Y3 Yl Y2 S ~ V 
Z z I 22 z 3 Z z 1 z 2 7, 3 U x 1 z 2 z 3 W 1 Y2 z3 
In each step, the three rows are bases. Thus, the final arrangement is 
Xl X2 
A'= Y2 Ya Yl • 
2 3 Z1 Z2 
Case 2: Suppose there exist two bases in {X, Y,Z} such that the join of two 
points in one basis is equal to the join of two points in another basis; without 
loss of generality, let us say y2 v Y3 = z2 v z3. In this case, Y3 and zl are inde- 
pendent since Y3 e {z2, z3}. For Y3 in Y, by the lemma, there exists some x~ in X, 
say x3, such that both R =(X\x3)u  {Y3} and S= (Y\y3)u {x3} are bases. 
Similarly, for zl in Z there exists some x~,.ll.2}~, say Xl, such that both 
T= (R \x l )  w {zl} and U = (Z \z l )  u {xl} are bases since Y3 e {z2,z3}. Now, 
consider bases S= {yby2,x3} and U= {xl,z2,z3}. For {yl,x3} in S, by the 
lemma, there exist Xx and some z~,.~2.3}j, say z3, such that both 
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V=(S\{y l ,  xs})u(x l , z3}  and W=(Uk{x l , zs})w {yl, x3} are bases since 
Y2 ~ {z2,z3}. The algorithm is as follows: 
A x Exl x2 1 Exl x2 y31 z z y3 z s Z yz x  z v sT Ez1 x2 1 x yl yz x3 yz w vT E x2 y31 yl xz yz x  z
In each step, the three rows are bases. Thus, the final arrangement is 
[ -x~ x2 1 X3 A '= Y2 Y3 Yl • 
....z3 z1 z 2 
Case 3: Suppose case 1 and case 2 do not hold. As before, for Y3 in Y, we can find 
some Xg in X, say x3, such that both R = {xl,x2,Y3} and S = {yl,Y2,X3} are bases. 
Consider the following four bijections from X to Y: 
f.. 
xl -o Yl) 
X2 -~ Y3 , 
X3 ~ Y2 
X1 
g: x2 
X3 
~y3) 
---I. Yl , 
-*  Y2 
h: 
Xl --* Y2) 
X2 --* Y3 , 
X3 ~ Yl 
X1 
e: X 2 
X3 
--* Y3 
--* Y2 
--, yl 
Claim. Among these four bijections, there exists a special one ~b(~b ~{ f,#, h, e}) such 
that for every i~{1,2,3}, {zi,xj, dp(x~)} is a basis for some je{ l ,2 ,3},  where j 
depends on i. 
Proof. First of all, any two points in X w Y w Z are independent since 
case 1 has been excluded. If the claim is wrong, then there exist at least two 
bijections, say g and h without loss of generality, such that some element 
in Z, say zl, is in {x~,g(x~)} n {x.h(xl)} for every ie{1,2,3}. Thus, we have 
21 E {Xl,Y3} (3 {x2,Y3}, but R = {Xl, X2,Y3} is a basis, hence rank(zl,y3) = 1, i.e., 
zl and Y3 are dependent. Contradiction! So we have proved the claim. [] 
Proof of the theorem (continued). Let this special bijection ~b =f  without 
harm and let A = {xl,yl}, B = {x2,Y3} , C = {x3,Y2}. Assume the theorem fails. 
(i) If there are two elements in Z such that they can form two bases with two sets in 
{A,B,C}; without loss of generality, let us say {zl,A} and {z2,B} are bases, then 
{z3, C} is a dependent set because we assume the theorem fails. By the above claim, we 
know either {z3, A} or {z3, B} is a basis, say {z3, A} is a basis (the other case is similar). 
Then {z~,C} is also a dependent set since we assume the theorem fails. Thus, 
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{zl, z3} _c C, which is equivalent o say {zl,z3} = C because they have the same 
dimension. Hence, {z2, C} is a basis. With bases {z3,A} and {z2,C}, we know {zl,B} 
must be a dependent set. With bases {zl,A} and {z2,C}, we know {z3,B} must be 
a dependent set. Therefore, {zl,z3} =/~, which implies X2~{ZI,z3}. Similarly, 
{Zl,Z3} = C also implies x3 E {zl,z3}. Thus, x2 v x3 = zl v z3. We get a contradic- 
tion with the fact that case 2 has been excluded. 
(ii) If the condition of(i) does not hold, then by the claim, there exists a set D (D = A 
or B or C) such that Z __q D, which is absurd. 
Combining (i) and (ii), we have proved the theorem. [] 
Note added in proof. The Dinitz conjecture was solved recently by Fred Galvin 
(University of Kansas) after this paper was accepted for publication. 
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