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Abstract—Emergency response is one of the most pressing
problems faced by communities across the globe. In the last
fifty years, researchers have developed statistical, analytical,
and algorithmic approaches for designing emergency response
management (ERM) systems. In this survey, we present models
for incident prediction, resource allocation and dispatch con-
cerning urban emergency incidents like accidents and crimes.
We highlight the strengths and weaknesses of prior work in
this domain and explore the similarities and differences between
different incident types. Finally, we present future research
directions. To the best of our knowledge, our work is the first
comprehensive survey that explores the entirety of ERM systems.
I. INTRODUCTION
Effective emergency response management (ERM) is a chal-
lenge faced by communities across the globe. First responders
need to respond to a variety of incidents, such as fires, traffic
accidents, and crimes. They must respond quickly to incidents
to minimize the risk to human life [1, 2]. Consequently,
considerable attention in the last several decades has been
devoted to studying emergency incidents and responses. Data-
driven models can help reduce both human and financial loss,
as well as improve design codes, traffic regulations, and safety
measures. Such models are increasingly being adopted by
government agencies. Nevertheless, emergency incidents still
cause thousands of deaths and injuries, as well as result in
losses worth more than billions of dollars directly or indirectly
each year [3]. This is in part due to the fact that emergency
incidents (like accidents, for example) are perhaps inevitable in
the modern world, and also because of the mismatch between
the number of incidents and the number of responders.
The overall pipeline for ERM can be divided into four major
components: 1) mitigation, 2) preparedness, 3) response, and
4) recovery [4, 5]. Mitigation involves sustained and contin-
uous efforts to ensure safety and reduce long-term risks to
people and property. It also involves understanding where and
when incidents occur and designing predictive models of both
risk and spatial-temporal incident occurrence. Preparedness
involves creating infrastructures that enables emergency re-
sponse management. This stage involves selecting stations for
housing responders, ambulances, and police vehicles as well
as designing plans for response. The third phase, arguably the
most crucial, involves dispatching responders when incidents
happen or are about to occur. Finally, the recovery phase
ensures that the broader community or impacted individuals
can cope with the effects of incidents. While much prior
work in ERM has studied these problems independently,
these stages are inter-linked. Frequently, the output of one
stage serves as the input for another. For example, predictive
models learned in the preparedness stage are used in planning
response strategies. Therefore, it is crucial that ERM pipelines
are designed keeping the intricate inter-dependencies in mind.
In this survey, we cover prior work on some of the most widely
explored approaches that fall into the categories of mitigation,
preparedness, and response, and we explain how the overall
ERM pipeline functions.
One way to categorize emergency incidents is by their
frequency of occurrence. The first kind involves the more
frequent incidents and addressing them is a part of day to
day operations of first-responders. Examples of such incidents
include crimes, accidents, calls for medical services, and
urban fires. The second category consists of the comparatively
less frequent incidents, which include natural calamities like
floods and cyclones. While response management to disasters
is an active area of research and extremely important for
communities, we focus on principled approaches to address
frequent urban incidents.
Our primary reason to focus on urban emergency incidents
is simply the alarming frequency of their occurrence. Globally,
about 3,200 people die every day from road accidents alone,
leading to a total of 1.25 million deaths annually [6]. In fact,
it is noted that without appropriate measures, road accidents
are set to be the fifth largest cause of death worldwide by
2030 [7]. Calls for emergency medical services (EMS) are
also a major engagement for first-responders, and there are
more than 240 million1 such calls made annually in the United
States alone [8]. Therefore, it is imperative that we design
principled approaches to understand the spatial and temporal
characteristics of such incidents and investigate algorithmic
methods that can mitigate their effects.
Another important and frequent type of incident that plagues
urban areas are crimes. While crimes share common charac-
teristics with other urban incidents in some ways, they are
a fundamentally different problem in others. For example,
similar to accidents, once a crime incident is reported, response
must be dispatched as soon as possible. Further, responding to
1This includes all calls made to the emergency number 911.
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2Figure 1: Typical Emergency Dispatch Helpline Model
crimes also suffers from a shortage of resources. For example,
the United States experiences over a million violent crimes
and over eight million property crimes a year, but it has only
nine-hundred thousand law enforcement personnel in total [9].
The major difference between crimes and other emergency
incidents is that the former is caused by deliberate and planned
actions by individuals or groups, unlike the latter. The United
Nations office on drugs and crime presents a detailed report
about the current crime situation in the world and highlights
that for many countries, crimes related to homicides, drugs,
burglary, and robbery are on the rise [10]. Also, emergency
responders are often shared in urban areas; for example,
it is common for police vehicles to attend to accidents in
conjunction with ambulances. Consequently, it is crucial to
understand the requirements and dynamics of ERM systems
pertaining to crimes, along with accidents and EMS calls.
Our goal is to review existing work on urban emer-
gency incidents and understand commonalities and differences
among them in order to provide a unified perspective on
ERM systems. There are comprehensive reviews on crash
prediction models [11, 12, 13], emergency facility location
approaches [14] as well as dispatch strategies [15]. In par-
ticular, the doctoral thesis of Kiattikomol [13] and the work
by Lord and Mannering [16] provide particularly insightful
summaries of crash prediction models. There are detailed
reviews on crime prediction approaches as well [17, 18, 19,
4, 20, 21]. However, to the best of our knowledge, there is
no comprehensive study that links prediction models from
different incident types like accidents and crimes, investigates
covariates of relevance, and discusses planning approaches
comprehensively. We treat the ERM system in its entirety
and relate predictive models with algorithmic approaches in
mitigation and planning. This survey provides a framework
for future research on integrated emergency incident pipelines
for smart and connected communities.
II. SYSTEM MODEL
We study the problem of optimally responding to emergency
incidents in urban areas. Incidents are reported to central emer-
gency response agencies, which have streamlined mechanisms
for processing the request. For example, in the United States,
the emergency helpline calls are placed by dialing 911. We
show the steps that follow such a call in Fig.1 [22]. The call
is appended with automatic name and location information
(ANI/ALI), and patched to a trained telecommunicator. The
telecommunicator analyzes the situation and the type of re-
sponse needed (police, EMS, or fire, for example). In some
cases, such as those requiring cardiopulmonary resuscitation
(CPR), guidance might be provided through the phone before
first-responders reach the scene. The call is then transferred
to the concerned agency (the police or fire department) by a
computerized mechanism. The agency then uses its computer-
aided dispatch (CAD) system to dispatch a responder to the
scene. This set of events defines an ERM system, and it
governs the pipeline of incident response, including detecting
and reporting incidents, monitoring and controlling a fleet of
response vehicles, and finally dispatching responders when
incidents occur. In many cases, there could be more than one
central body governing this pipeline for an urban area; for
example, ambulances and police cars might be dispatched from
different authorities.
The agents, who respond to incidents like crimes and
accidents include ambulances, police vehicles, and fire trucks,
among others. We refer to such agents as responders. Re-
sponders are typically equipped with devices that facilitate
communication to and from central control stations. In many
cases, especially in the US, responders like ambulances are
equipped with computational devices like laptops as well.
Once an incident is reported, responders are dispatched by
a human agent to the scene of the incident (guided by
some algorithmic approach like a CAD system). This process
typically takes a few seconds.2 but can be longer if dispatchers
are busy.
Each responder is allocated to a specific depot, which are
stations located at various points in the spatial area under con-
sideration. Once a responder has finished servicing an incident,
it is directed back to its depot and becomes available to be re-
dispatched while en route. An exception to this paradigm is
patrol vehicles, which are deployed on specific routes to deter
crimes. A key aspect, that plays an important role in dispatch
algorithms is that if there are any free responders available
when an incident is reported, then one must be dispatched to
attend to the incident. This constraint is a direct consequence
of the bounds within which emergency responders operate, as
well as of the critical nature of the incidents. If an incident
takes place and there are no free responders available, then
the incident typically enters a waiting queue and is attended
to when a responder becomes free.
The components of ERM that we focus on are shown
in Fig. 2. ERM pipelines typically use data from historical
incidents and environment, including weather, geometry of
roads, traffic patterns, and socio-economic data. We divide an
ERM system into four major types: 1) predictive models about
incident occurrence, 2) models for environmental features like
traffic and weather, 3) allocation models to optimize the spatial
locations of responders and stations, and 4) dispatch models
to create algorithmic approaches to respond to incidents when
they occur. The components are intricately linked, and the
performance of each component plays a crucial role in the
performance of the overall ERM pipeline.
Incident prediction models form the basis of an ERM
system. In order to mitigate the effects of incidents, it is
important to understand where and when such incidents occur.
Incident models are typically designed using historical incident
data, but such models often use historical environmental data
2This is based on our communication with fire departments in the United
States [23]; time taken to dispatch responders presumably varies across the
globe.
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as well; for example, it is common for crime prediction
models to use socio-economic data and for accident prediction
models to use traffic data. Allocation models are then used to
allocate responders in time and space in anticipation of future
incidents. Finally, allocation and prediction models are used
to create dispatch models, which can be thought of as a policy
that guides real-time response.
Significant prior work has focused on understanding and
designing algorithmic approaches for each of the modular
components. This article studies models for incident predic-
tion, allocation, and dispatch. While we do not discuss models
of relevant environmental factors, they are important to the
development of the overall pipeline.
We focus this survey on two major types of incidents:
accidents and crimes. The reason for such a categorization
is two-fold. First, most prior work in incident analysis has
focused on accidents and crimes. Second, these two types of
incidents exhibit the characteristics of emergency response in
general. Accidents represent the category of incidents where
EMS services are essential and efficient response is mandatory.
There is also no strategic interaction between the the person
involved in the accident and first-responders. Crimes represent
incidents where the strategic interaction is plausible and sec-
ondary objectives of prevention and deterrence are important.
Much of our discussion on accidents can be broadened to EMS
calls in general, but focusing on one particular type allows
us to discuss various technical approaches involved in greater
detail.
III. FORMULATION
We start by defining the formulation of incident prediction
and planning problems that we use throughout this survey.
Given a spatial area of interest S the decision-maker ob-
serves a set of samples (possibly noisy) drawn from an
incident arrival distribution. These samples are denoted by
{(s1, t1, k1, w1), (s2, t2, k2, w2), . . . , (sn, tn, kn, wn)}, where
si, ti and ki denote the location, time of occurrence, and re-
ported severity of the ith incident, respectively, and wi ∈ Rm
represents a vector of features associated with the incident.
These features can be spatial, temporal, or spatio-temporal as
discussed in section IV-B . The features capture covariates
that potentially affect incident occurrence. For example, w
typically includes features such as weather, population density,
and time of the day. The most general form of incident
prediction can then be stated as learning the parameters θ
of a function over X conditioned on w. We denote this
function by f(X | w, θ). The random variable X represents
a measure of incident occurrence such as count of incidents
(the number of incidents in S during a specific time period) or
time between successive incidents. The decision-maker seeks
to find the optimal parameters θ∗ that best describe D. This
can be formulated as a maximum likelihood estimation (MLE)
problem or an equivalent empirical risk minimization (ERM)
problem.
We review prior work focused on modeling the function
f(X | w, θ). There have been many different approaches for
modeling f . It can be modeled as an explicit probability den-
sity or mass (e.g., Poisson distribution), or a function that does
not strictly conform to such definitions (e.g., a linear regression
approach with X being the dependent variable. Nonetheless,
such functions typically have probabilistic interpretations, and
we present different approaches to modeling f in section IV.
We highlight different modeling choices for both accidents
and crimes and highlight similarities and differences. Then,
we focus on the vector w. Arguably, the most crucial part in
learning a model over incident occurrence involves choosing
w, and we review various covariates in section IV-B.
The next step in an emergency response pipeline is to
plan in anticipation of incidents. This involves stationing
responders spatially and dispatching them as incidents occur.
This process can be broadly represented by the optimization
problem maxy G(y | f), where y represents the decision
variable (which typically denotes the location of emergency
responders in space), G is a reward function chosen by the
decision-maker, and f is the model of incident occurrence. For
example, G might measure the total coverage (spatial spread)
of the responders, or the expected response time to incidents.
Therefore, given f , the decision-maker seeks to maximize
the function G. While this formulation accurately represents
planning models for accidents, response against crimes is
tricky. This is because police allocation affects the underlying
distribution of crime. In other words, the decision variable
y affects f , but f determines the choice of y. This circular
dependency makes it challenging to deploy police units. We
4focus on this challenge and show how it has (or at times has
not) been tackled in prior work.
There are two major paradigms for modeling the response
problem. First, the planning problem can be represented as a
stochastic control process. For example, the planning problem
can be formulated as a Markov decision process (MDP) [24].
This is particularly relevant for problems seeking to find
policies for dispatch. The aim is to find an optimal policy
(control choices for every possible state of the system) that
maximizes the expected sum of rewards. The other approach
is to directly model the planning problem as an optimization
problem according to a specific measure of interest (for
example, a lot of prior work has focused on maximizing the
coverage of emergency responders).
IV. INCIDENT FORECASTING
We divide the discussion on incident forecasting into three
major parts – a) approaches to incident prediction, b) pre-
dicting incident severity, and c) features used in incident
prediction.
A. Approaches to Incident Prediction
Prior work has involved learning spatial-temporal models of
incident occurrence. From our definition of incident prediction
models described in section III, forecasting models correspond
to the function f . We review literature from accident prediction
and crime prediction separately, and then identify similarities
and differences.
1) Accident Prediction: An important method in incident
prediction is known as ‘crash frequency analysis’, which uses
the frequency of incidents in a specific discretized spatial area
as a measure of the inherent risk the area possesses [25].
Deacon, Zegeer, and Deen [25] identified key questions that
practitioners should answer while designing predictive models
for incident occurrence, and their work is still relevant to
decision-makers and policy designers. This approach also
forms the basis of hotspot analysis [26, 27], which is widely
used today as a relatively simple and fast method to visualize
incident data. A shortcoming of frequency analysis is that it
neglects fluctuations in incident occurrence, and requires a
large volume of incident data to infer accurate characteristics
of occurrence [28, 29]. Nonetheless, the core idea behind
frequency analysis continues to be in use today; although it
is common to use it in conjunction with other covariates of
relevance and frame the overall problem as a regression model.
One of the earliest regression models used to model incident
occurrence involved multiple linear regression models with
Gaussian errors [30, 31]. However, modeling accident count
by linear regression can be inaccurate, as the response variable
is discrete and strictly positive. In addition, it has also been
shown that linear regression models fail to model the sporadic
nature of emergency incidents [32, 33]. Linear regression
models with multiplicative effects have also been investigated
but have shown to be inaccurate compared to with other
models [32]. The development of more advanced models
has, therefore, made linear models almost obsolete, although
occasionally it is still used [34]. The reason for its use is
unclear. In fact, we recommend decision-makers to carefully
evaluate the shortcomings of such models before deploying
them in the field; Miaou and Lum [32] presented an extremely
detailed and insightful investigation in this regard. Rakha
et al. [35] revisited this problem recently, and used data
aggregation techniques to satisfy assumptions made by linear
regression. While such an approach has shown performance
on par with other regression models (Poisson regression, for
example), the authors admit that it needs further validation
before it is widely adopted.
The inaccuracies of linear regression and the suitability
of Poisson models for count data led to the widespread use
of Poisson regression for modeling incident data [31]. Each
incident is considered a result of an independent Bernoulli
trial. Given that all the trials are generated by the same
stochastic process, the series of trials can be modeled by a
binomial distribution. As the number of trials becomes large
and the probability of success is very small, the probability
distribution over the count of incidents takes the form of a
Poisson distribution [36]. To accommodate the feature vector
w, Poisson regression assumes that the logarithm of the
expected value of the distribution is a linear combination of
w. This methodology has been used extensively for emergency
incident analysis [37, 38, 39, 33, 32].
An issue with using Poisson regression is that the expected
value of the response variable (count of incidents) equals
its variance. This is typically not the case with crash data,
which is over-dispersed, meaning that the variance of the data
is greater than its mean [36]. Also, there are examples of
incident data being under-dispersed as well [40]. Therefore,
the broader argument against the use of Poisson regression
is that it can accommodate neither under- nor over-dispersed
data. An approach to accommodate over-dispersion is to use
Poisson-hierarchical models [41]. Poisson-Hierarchical models
(as well as Poisson models) fall under the broader category
of generalized-linear models (GLM), which is a family of
distributions used widely in statistics and machine learning.
From this family, the Poisson-gamma (also called negative
binomial) and Poisson-lognormal models are particularly rel-
evant. The Poisson-gamma is a Poisson distribution whose
mean parameter follows a gamma distribution. It has been
shown that the Poisson-gamma model fits crash data better
than Poisson models, and it has been extensively used for crash
prediction [42, 43, 44, 45, 46, 47]. While the Poisson-gamma
model solves the problem of over-dispersion, it performs
poorly on under-dispersed data and is particularly problematic
to use with small sample sizes and with data with low sample
mean [48, 49]. The Poisson-lognormal model is the same as
Poisson-gamma model, but it uses the lognormal distribution
for the mean parameter rather than the gamma distribution
[50, 51, 52, 53]. The lognormal distribution is a heavy tail
distribution and provides more flexibility for over-dispersion.
Recently, the Poisson-inverse-gamma model has been used
in crash modeling [54]. However, such models do not have
closed-form MLE solutions to unlike Poisson-gamma models
[16].
Despite the success of Poisson and Poisson-hierarchical
models, a common shortcoming is that both models fail to
5adequately handle the prevalence of zero counts in crash data
[36]. A remedy to this problem is to use zero-inflated mod-
els, and both zero-inflated Poisson and zero-inflated Poisson-
gamma models have been used to model accident data [55,
56, 57]. Zero-inflated models can be described as having
dual states, one of which is the normal state, and the other
the zero state. The excess zeros that cannot be explained by
standard count-based models can then be considered to have
arisen due to the presence of a separate state. Zero-inflated
models result in improved statistical fit to accident data. Lord,
Washington, and Ivan [36] note that most prior works justify
the use of zero-inflated models by improved likelihood, and
therefore automatically assume that crash data is generated by
a dual-state process (except work by Miaou and Lum [32],
which uses a zero-inflated model to justify misreporting of
incidents). In effect, they argue that using a zero-inflated model
automatically results in the assumption that fTrue is a dual-
state process, which governs the generation of incidents. Then,
through empirical data and simulations, they show that excess
zeros could arise due to various other factors like low traffic
exposure and the choice of spatial and temporal scales by the
model designer. As a result, it is not clear if the statistical
backing to using dual-state models is accurate or not. In
our opinion, the work by Lord, Washington, and Ivan [36]
is particularly profound, and the argument that statistical fit
should not be the only consideration for fitting models to crash
data (and other data in general) is extremely cogent.
A somewhat different approach in predicting emergency
incidents is to directly model inter-incident time as a function
of relevant covariates. In this case, the variable X corresponds
to the time between consecutive incidents. Mukhopadhyay
et al. [58] describe an example of such models by using
uncensored (parametric) survival models to estimate time
between accidents. It has been since used to model different
incident types [59, 60, 61]. A key advantage of such methods
is that planning problems are often modeled as continuous-
time processes, and as a result, the incident prediction models
can be easily used by planning models.
While time-based models are not the most commonly used
approaches to model the occurrence of crashes, continuous-
time models are often used to predict the duration of crashes
and the delay that crashes cause in traffic and congestion.
While estimating traffic delay is crucial to the overall planning
problem [62, 63, 64, 65, 66], it is outside the scope of this
paper.
Bayesian methods [67, 68] are often used for parameter
estimation. Such models result in a distribution over pa-
rameters rather than point estimates, which can result in
greater robustness to outliers and small sample sizes [69]. The
empirical Bayes method (also known as maximum marginal
likelihood) has been used in traffic engineering [70, 71, 72,
73] (the method as applied to crash prediction is explained
particularly well by Hauer et al. [74]). Bayesian modelling
techniques have also been used to assess potential risk factors
of spatial regions [75, 59] and to estimate expected crash
frequencies [76].
Hierarchical Bayesian estimation (also known as full
Bayesian models) of safety performance models have also
been explored in the last two decades [51, 52, 48, 77, 78, 79].
Recently, the Poisson-gamma and Poisson-lognormal models
have also been estimated using Bayesian methods [42, 43, 80,
44, 45, 46, 47, 50, 53, 54]. A caveat regarding Bayesian mod-
els is the role that the choice of priors play in the predictive
models. The underlying information for designing priors might
be available from previous models, engineering judgement,
etc., and prior distributions can also be chosen to be non-
informative or weakly informative. An important investigation
in this context, specifically regarding crash prediction, was
done by Song et al. [81], who study the performance of
various Bayesian multivariate spatial models with different
prior distributions. It was shown that using the non-informative
prior may result in a high bias for the dispersion parameter
for small numbers of observations [82].
With improved sensor technology and easier storage, data-
mining methods have successfully been used for crash predic-
tion. Random forests [83, 84], support vector machines [85, 86,
87], and neural networks [88, 89, 90, 91] have recently been
used to model crashes. Bayesian neural networks have also
been explored, specifically to account for over-fitting of neural-
networks in crash modeling [92]. Deep learning techniques
have also been used in various studies [93, 94]. One specific
model that is of interest to practitioners was developed by Bao,
Liu, and Ukkusuri [94], who used a spatio-temporal convolu-
tion long short-term memory network (LSTM) to predict short-
term crash risks, including propagation of traffic congestion
[95]. While the network structure was a combination of various
complex networks, the accuracy of hourly predictions was
limited, which highlight the inherent difficulty of predicting
crash frequency at low temporal and spatial resolutions. It also
makes a case against the use of complex models in this domain
because are harder to generalize.
Dynamics of urban environments change frequently. As a
result, it is important that such changes are taken into account
by forecasting methodologies. This consideration applies to
all models created for emergency incidents. Recently, the
development of online models for predicting accidents has
been explored, which can work with an incoming stream
of data and update the model continuously based on new
information [60].
2) Crime Prediction: Crime prediction has generated sub-
stantial interest over the last decades. There are two major
perspectives for predicting crimes. The first seeks to measure
the likelihood of crime occurrence given a set of environmental
(spatio-temporal) features. The second seeks to predict the
likelihood that a specific individual is likely to be an offender.
We choose to focus only on the former category; the latter
is outside the scope of this survey. Predictive policing has
faced numerous ethical issues in the recent years. In 2016,
an investigative journalism agency ProPublica reported about
the inherent bias that can arise in predictive policing tools. It
spoke about one such tool that had been used to identify the
likelihood of individuals committing future crimes [96]. While
this was disputed by the designers of the algorithm, it created a
channel of widespread discussion and analysis on how such al-
gorithmic approaches need to be evaluated. The ethical issues
regarding predictive policing are well-summarized in prior
6work [97, 98, 99]. Mukhopadhyay et al. [100] recently showed
that algorithmic approaches to predictive policing (even the
ones that model the likelihood of a set of environmental
conditions to be susceptible to crimes) increase the likelihood
of police interaction with citizens. It is important that such
effects be carefully considered before implementing policies.
In this survey, our focus is solely on the technical aspects of
predictive methods.
Approaches to model the likelihood of crime occurrence
can further be sub-divided in four groups: 1) purely spatial
models, which identify spatial features of previously observed
crime, such as hot spots (or crime clusters), 2) spatial-temporal
models, which attempt to capture dynamics of attractiveness
of a discrete set of locations on a map, 3) risk-terrain models,
which identify key environmental determinants (risk factors) of
crime and create an associated time-independent risk map, and
4) game-theoretic models, which seek to identify the strategic
interaction between people who intend to commit crimes and
law enforcements authorities [4, 101, 102]. In each of the these
categories, extensive research has been made to understand the
occurrence of crimes.
Spatial techniques have been extensively used to identify
hot-spots of criminal activities. Levine et al. [103] present an
accurate sub-categorization and an extremely detailed review
of spatial methods used in crime prediction. We use the
same ideas but present a more coarse grouping. A straight-
forward way to find hot-spots is to discretize the spatial area
of interest S, and then identify locations that have the most
number of reported incidents. Such an approach is called
point-based clustering. It is also possible to find hot-spots
dynamically by maintaining an exogenous search parameter
that lets the decision-maker decide the granularity of the
clusters [104, 105]. Another way to find hot-spots involves
clustering the spatial area under consideration by a partitioning
algorithm, like the well-known k-means algorithm [103, 106,
107, 108, 101, 109]. While the k-means algorithm has been
used extensively in crime mapping, it suffers from two well-
known issues. First, the number of clusters must be spec-
ified beforehand. Second, the algorithm performs poorly at
identifying non-convex shaped clusters [110]. As a result,
density based methods such as the density based spatial
clustering algorithm (DBSCAN) and kernel density estimation
(KDE) have been used for crime mapping [111, 112, 113].
Hierarchical clustering has also been used to learn hot-spots,
in which smaller clusters are aggregated into larger clusters
iteratively based on an appropriate similarity measure [58].
Crime counts in discretized regions can also be modeled using
count data, which seek to learn a distribution for the number
(or frequency) of crime incidents, similar to accidents. Both
Poisson and negative-binomial models have been used in this
regard [114, 115, 116].
An alternative approach, risk-terrain modeling, seeks to
identify and study quantifiable environmental factors as de-
terminants of spatial crime incidence, rather than looking at
crime correlation [117]. Risk Terrain Modeling started as a tool
to identify behavioral settings for crimes in the city of New
York but has been adopted by many law enforcement agencies
to combat crime. Caplan and Kennedy [118] analyse specific
risk factors for fourteen different types of crimes, along with
specific case-studies from the field. It is a particularly useful
resource for practitioners, not only for implementing risk-
terrain models but also to identify useful covariates for other
types of models.
A limitation of approaches that focus only on spatial map-
ping is that they ignore the temporal dynamics of crimes.
Prevailing theories of crime suggest strong temporal corre-
lation between crimes. For example, the well-known repeat
victimization describes elevated risks of crime incidents fol-
lowing an initial incident [119, 120], and the theory of broken-
windows suggests that tangible signs of past crime occurrence
result in increased risk of future occurrences [121]. As a
result, it is crucial to take into account the temporal dynamics
of crimes. To this end, there has been significant work to
create approaches that consider the spatio-temporal dynamics
of crimes in its entirety.
An important branch of such models was presented by Short
et al. [122], who proposed using a spatio-temporal differential
equation model to capture spatial and temporal crime cor-
relation. Later, self-exciting point-processes were also used
to capture spatio-temporal clusters in crimes [123]. Leading
indicator models have also been used in this regard, which
identified temporal and spatial correlation with historical data
to predict future crimes [124]. A disadvantage of such models
is that they do not naturally capture crime covariates. One
way to model the spatial-temporal patterns in crimes is to
identify spatial and temporal separately and then use the
combined model. This general paradigm was used to create the
dynamic spatial disaggregation approach (DSDA) [125], which
combines an autoregressive model to capture temporal crime
patterns, and spatial clustering techniques to model spatial
correlations. A model recently proposed by Mukhopadhyay
et al. [101] combines hierarchical clustering and survival anal-
ysis to learn a continuous-time model over crime occurrence. It
outperformed the DSDA as well as game-theoretic approaches
and is fairly intuitive to understand.
An orthogonal approach to crime prediction involves study-
ing the strategic interaction between law enforcement author-
ities and people who commit crimes, formulating the crime
prediction problem as a game. The paradigm of Stackelberg
games [126] has been used extensively in crime prediction.
Stackelberg games incorporate a leader-follower model, which
makes it particularly suitable for modeling crimes. In such
a model, it is assumed that the defender allocates resources
(typically police patrols) first, and the follower (people with
malicious intention of committing crimes) observes the de-
fender’s strategy and plans accordingly. Stackelberg games
have been used to deploy air marshals in flights [127], protect
biodiversity in conservation areas [128], and screen passengers
in airports [129]. An extension to this paradigm, known as
green security games, models the repeated interaction between
criminals and law enforcement agencies by extending the
leader-follower paradigm to multiple rounds [130, 131]. In
such games, the attacker behavior in previous rounds can be
used to make better policing decisions in subsequent rounds.
This notion of strategic interaction can also be used to capture
how criminals potentially respond to arbitrary predictive mod-
7els [4]. Recently, the field of robustness in crime prediction
methods has also received attention. A potential issue with
forecasting crimes is that people with malicious intentions of
committing crimes can potentially change their preference over
spatial locations in response to deployed patrols. Recently,
Mukhopadhyay et al. [100] designed a principled framework
for ensuring that arbitrary predictive models (with a convex
likelihood function) are robust against such shifts. However,
such models can potentially increase the interaction of police
with citizens, and it is important to evaluate the effects of such
approaches before deploying them in practice.
B. Feature Selection
1) Features in Accident Prediction: An important part
of developing predictive models is feature engineering. The
accuracy of models depends highly on the selected features,
and as a result, they should be chosen strategically. Features for
accident prediction can be categorized into temporal, spatial,
or combination of both. For example, one can choose to use
time of day as a feature in order to understand how it affects
accident rates. This is an example of a temporal feature. The
geometry of a specific road segment, on the other hand, is a
spatial feature, as it is a characteristic property of a particular
spatial unit. Spatio-temporal features measure spatial proper-
ties that change with time. For example, traffic congestion in
a specific part of the city falls under this category since it is
characterized by both space and time. Generally, the features
available for crash analysis are restricted to the information
on the crash report, weather and environmental conditions,
roadway geometry, and traffic information. It is also possible to
categorize features into static or dynamic [132], but we choose
to follow the categorization with respect to spatio-temporal
characteristics of the features.
i) Temporal Features: Weather [133, 58, 132] and visibility
range [134] have been proven to be useful in predicting acci-
dent rates, especially features like fog, rain, and snow. Weather
data can also include seasonality features, temperature, light,
etc. Time of day and day of week are also important predictors
of accident rates [58, 135, 132].
ii) Spatial Features: Roadway geometry is also known to be
an effective predictor of crash frequency [136, 54, 137, 138].
In particular, the number of the lanes, width of the lanes,
features regarding shoulders as well as horizontal turns and
slopes [52, 139], the presence of uncontrolled left-turn lane,
the presence of bus stops, median widths, speed limit [54,
135], and features specific to intersections [135, 138] are
important covariates to consider in crash prediction models.
road infrastructure [42] and socio-economical features [140]
are also studied to be important such as density of the bars in
the region.
iii) Spatio-Temporal Features: Spatial-temporal incident
correlation is an important predictor of future incidents. For
example, areas that have typically experienced a relatively
high concentration of incidents in the recent past are more
likely to have incidents in the future [58, 61, 60]. Traffic
congestion also plays a crucial role since its combination with
other features may cause different effects. For example, traffic
congestion naturally increases the likelihood of one specific
type of accident (rear-end crash) [141], while there have been
studies showing that congestion has no or negative effect on
crash frequency [142, 143]. The other features, which fall into
this category and are different representations of congestion,
include peak hour [132], traffic volume [92], and average
speed of vehicles [141].
2) Features in Crime Prediction: Similar to accidents,
feature engineering in crime prediction is also crucial. We use
a similar categorization for features used in crime prediction.
As with crime prediction models, covariates used in such
models can be divided into features pertaining to individuals
and features pertaining to environmental conditions. We only
focus on the latter since the former is outside the scope of this
paper.
i) Temporal Features: The correlation between weather and
crime occurrence was studied as early as the beginning of
the twentieth century [144], and it has since been studied
extensively [145, 146, 147, 148, 149, 101]. The effect of
weather has been shown to differ on different types of crimes.
Lauritsen and White [149] study this systematically, and their
work is particularly relevant for policy makers and model
designers. Time of day is also commonly used as a covariate
to predict crime [150, 151, 101]. There are counter-examples
of this effect as well; for example, Bernasco, Ruiter, and
Block [152] found no effect of time of day on street crimes
in the city of Chicago. We recommend that model designers
evaluate the effects of specific covariates on their region of
interest.
ii) Spatial Features: The effect of socio-demographic vari-
ables on crime occurrences is well-explored. This includes the
effect of establishments like liquor availability [153, 154, 155,
101], presence of pawn shops [156, 157, 158], and homeless
shelters [159, 101, 160], as well as socio-economic features
like population density, income levels, and unemployment
rate [161, 162, 163, 101]. The well-known approach of Risk
Terrain Modeling (RTM) seeks to use geographic mapping
with specific spatial risk covariates like the presence of bars,
foreclosures, etc. [164]. RTM has been successfully used in
multiple cities in the United States.
iii) Spatial-Temporal Features: The most important spatial-
temporal feature used in crime is locations and times of
previous incidents. This feature is ubiquitous, and almost all
prediction approaches model future crime occurrence using
correlation with historical crime data. Another feature of
relevance is police presence, but its use in prediction models
is somewhat rare. This is intuitive, since one of the goals
of prediction algorithms is to deploy police patrols. As a
consequence, using the decision variable of the overall ERM
pipeline as part of the underlying prediction algorithm creates
a circular dependency. Nonetheless, it has been used in crime
prediction models; for example, Mukhopadhyay et al. [101]
use police patrol data in different spatial-temporal resolutions
to predict future crimes. A summary of features used in
accident and crime prediction models is shown in Table I.
An important consideration in using these temporal features
in prediction models is that one must design appropriate
prediction models for the features themselves. For example,
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Features in Accident Prediction
Temporal Features Spatial Features Spatio-Temporal Features
Weather
Visibility
Time of Day
Day of Week
Roadway Geometry
Speed Limit
Left Lane Characteristics
Shoulder Characteristics
Intersection Characteristics
Number of Lanes
Traffic Congestion
Prior Incident Occurrence
Features in Crime Prediction
Temporal Features Spatial Features Spatio-Temporal Features
Weather
Time of Day
Day of Week
Time of Year (Season)
Population Density
Housing Density
Income Levels
Education Levels
Liquor Stores
Pawn Stores
Homeless Shelter
Unemployment Rate
Proximity to Schools
Police Presence
Prior Incident Occurrence
Crime Spillover
consider the role of weather in predicting accidents. In order
to design effective policies, the decision-maker must be able to
forecast accidents, which in turn makes it important to forecast
weather. This form of forecasting is beyond the scope of this
paper.
C. Incident Severity
Prediction of severity of incidents is usually defined in the
context of accidents and crashes. Severity of accidents actually
plays a crucial role in planning approaches for allocation as
well as for dispatching resources when incidents occur. Natu-
rally, decision-makers plan to prioritize incidents with higher
severity over the ones with relatively lower severity. Since it is
difficult to gauge the severity of an incident based on a call for
assistance, it is common in practice to dispatch the responder
closest to the scene of the incident. However, understanding
spatial and temporal patterns in severity and its relationship
with incident occurrence models is crucial in planning. Under-
standing covariates that affect severity, and creating models for
predicting severity of crashes have attracted a lot of attention.
While there are different definitions of severity, it can usually
be categorized into five levels: 1) no-injury or just property
damage, 2) possible injury, 3) non-incapacitating injury, 4)
incapacitating injury, 5) and fatal [165]. Most of the prior work
in severity prediction has focused on using similar ordinal
categorization of severity. Savolainen et al. [165] present
an extremely detailed review regarding severity of accidents,
which is self-contained, complete, and comprehensive. Much
of this section is informed by their work; we identify crucial
insights from it and also focus on models that have been
introduced since then.
Let incident severity be represented by the random variable
K. From the perspective of the formulation in section III,
designing models for incident severity can be represented
in two ways. First, there is significant work on creating
marginal models over severity. These models have the form
h(K | w, θ), where h is a distribution over K, w is a set
of covariates that impact incident severity, and θ denotes the
model parameters. Note that w could include information
about the crash itself, such as information from post-crash
reports. The other approach is to model a joint distribution that
governs incident occurrence and the resulting in severity. In
this scenario, given incident data, the decision-maker seeks to
learn a joint distribution over incident occurrence and severity,
which can be represented by h(X,K | w, θ).
The relationship between traffic flow and accident severity
is well-explored [166, 167, 168, 169, 170]. Crash severity has
been explored using multinomial logit and probit models [171,
172, 173, 174], decision trees [175], random forests [176, 177,
178], and neural networks [179, 180].
To account for correlation between crash frequency and
severity, one natural way is to learn an independent regression
model for each category of severity, and multiple regression
models [181, 182, 81] as well as neural networks [183] have
been used to this end. Although such a paradigm captures
inherent correlation (to some extent) between incident arrival
and severity, it does not model an explicit joint distribution.
Mukhopadhyay et al. [58] present an approach that forms
a bridge between marginal and joint models. They assume
that the joint distribution can be decomposed into a marginal
distribution over incident arrival, followed by a conditional
distribution over severity given incident arrival.
In the last two decades, there has also been significant
interest in jointly modeling incident arrival (frequency) and
severity [182, 52, 51, 76, 184]. This includes multivariate
Poisson regression [182] and multivariate Poisson log-normal
regression models [51]. Pei, Wong, and Sze [184] model the
joint distribution explicitly and use a fully Bayesian approach
to learn the model. While such models are promising, a
crucial (potential) limitation is identified out by Savolainen
et al. [165]. Jointly modeling crash arrival and severity limits
the use of data related to the specific crash while learning the
model. On the other hand, marginal models can use detailed
post-crash data to infer insights about severity [165].
Finally, there are two orthogonal directions of work in
severity prediction that can be combined with both marginal
models or joint models. The first approach is rather recent
and focuses to identify spatial relationships between different
levels of severity [140]. The other approach seeks to tackle
inherent heterogeneity in crash data by identifying clusters
9of incidents (not necessarily spatial) to better understand the
relationship between crash data and covariates [185, 186, 187].
D. Key Takeaways
Having discussed prediction models in context of both
accidents and crimes, we now summarize key takeaways.
There are two major differences between predictive models for
the two categories of incidents. First, in practice, it appears
that there is a significantly greater focus on spatial models
that create risk maps for crime prediction than in accident
prediction. We hypothesize that this is primarily due to the
simplicity and use of such models in designing patrol routes.
Another major difference is the lack of strategic modeling
in accident prediction. This is fairly straight-forward, since
accidents are not caused by deliberate planning, there is no
need for strategic models in the context of crash prediction.
Despite the differences, there are key similarities too. There
are modeling paradigms that work well for both crimes and
crashes. First, arrival models (distributions over frequency,
count or inter-arrival time) over a discretized spatial area,
such as Poisson regression, negative-binomial models and
survival analysis have been used widely in both contexts.
Online models are needed in all forms of emergency response,
since urban environments change frequently. The use of data-
mining is increasingly gaining more popularity in both fields.
Also, hierarchical clustering has shown to balance spatial
heterogeneity and model variance while predicting both crimes
and accidents. Finally, the choice of covariates has been shown
to be of utmost importance.
We recommend practitioners, model designers, and planners
to:
1) Be aware of advances made in predictive modeling in the
context of different types of incidents.
2) Seek the help of domain experts (researchers, fire-fighters,
policemen, etc.) to design the feature space w, which is
a crucial factor in the performance of predictive models.
3) Start by using well-defined paradigms that have been
shown to work on multiple datasets, and are backed by
assumptions that are statistically sound.
4) Be aware of flaws and shortcomings of models, and care-
fully evaluate the possible costs of inaccurate predictive
models.
5) In case of crime prediction, be aware of inherent biases
in historical crime data and evaluate the consequences of
using such models that increase the interaction between
citizens and law-enforcement authorities.
We combine our experience in designing ERM pipelines
with prior work in this field and summarize steps that practi-
tioners and model designers should take in Fig 3.
V. RESPONDER ALLOCATION AND DISPATCH
There are two crucial steps in an ERM system that come
into effect after the decision-maker gains an understanding of
when and where incidents happen. These involve allocating
resources (also referred to as the stationing problem [188])
in expectation of incidents and dispatching resources when
calls for service are received. While prediction problems are
primarily formulated as learning problems, allocation and
response are commonly modeled as optimization problems.
As discussed in section III, an allocation or response problem
can be represented as maxy G(y | f), where y represents
the decision variable, G is a reward function chosen by the
decision-maker, and f is the model of incident occurrence.
For allocation problems, y typically refers to the location of
emergency responders in space. For response problems, the
decision variable is a mapping between responders and specific
calls for service.
The distinction between allocation and response problems
can be hazy since the solution to the allocation problem
implicitly creates a policy for response. For example, consider
an algorithm that ambulances have been allocated to stations
across the city in a manner that minimizes expected response
times to incidents according to an incident arrival model f .
Now, when an incident occurs in the jurisdiction of a specific
station, naturally, a responder (if available) is dispatched from
the station, without the need for an explicit dispatch model.
While this is generally true for allocation models, there are
finer subtleties involved. As noted by Mukhopadyay et.al. [58,
61, 60], implicit response strategies are not always optimal.
For example, consider a situation where an incident occurs
close to a station that has no available responders. Should the
incident enter a waiting queue? How does the potential severity
of the concerned incident affect this decision? If a nearby
station has a free responder, should it be dispatched? How do
response time guarantees from the allocation model change
in such scenarios? Answering such questions is critical for
an efficient ERM system. This section discusses algorithmic
approaches to both allocation and response.
A. Allocation and Response – EMS
We first introduce the metrics used to allocate emergency
response stations and responders. The three most common
metrics are coverage [189, 190, 191], distance between facili-
ties and demand locations [60], and patient survival [192, 193,
194]. Coverage measures the proportion of spatial locations
that are within some predefined distance of the responders (or
depots). Of the three metrics, it is the most straightforward to
examine, since coverage for a particular demand node (which
is a discretized spatial unit that can potentially generate calls
for service) is generally binary. The demand node is considered
covered by some facility if it is within the predefined distance,
and otherwise considered to be uncovered. It also lines up well
with the broader objective of many EMS providers, which is
to limit the number of calls that are responded to late, i.e. that
have a response time higher than some threshold (the distance
often serves as a proxy for the response time, for example
see Mukhopadhyay et al. [58]). These factors contributed to
coverage being a prevalent metric in early EMS allocation
research.
The distance between potential demand nodes and their
nearest facilities is another metric that can be used for opti-
mization of the spatial distribution of stations and responders.
These metrics are more difficult to use since they are not
binary, but recent advances in computational capability have
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made them more accessible. Both coverage and distance
to potential demand locations actually approximate the true
objective of EMS policies, which is increasing patient sur-
vival. Erkut, Ingolfsson, and Erdog˘an [192] argued that it is
more appropriate to use expected patient survival directly by
incorporating a survival function that captures the relationship
between response times and survival rates.
Most early ERM allocation approaches modeled the allo-
cation problem as an integer or linear optimization problem
[189, 190, 191]. These models are relatively straightforward
and can be solved by a large body of optimization techniques.
Exact methods such as branch-and-bound have been applied
to small instances of the problem [195, 196] but do not easily
scale to realistic environments. As a result, most prior work
relies on heuristic approaches, such as genetic algorithms [197,
198] and tabu search [191, 198, 199, 200]. Recently, decision
theoretic models such as Markov decision processes (MDPs)
have gained traction as efficient solution methods have evolved
[201, 60].
Early allocation approaches also generally tackled static
allocation. Facilities are assumed to be immobile, so the model
determines the optimal locations for the facilities without
allowing for temporal redistribution. In such models, respon-
ders are often used synonymously with facilities. The two
seminal static facility allocation models are the Location Set
Covering Problem (LSCP) [189] and the Maximal Covering
Location Problem (MCLP) [190]. Both models have similar
assumptions, including that stations act independently, re-
sponse is deterministic, that at most one ambulance is at each
facility, and that there is one type of ambulance. The primary
difference between the two is in the optimization objective.
LSCP finds the least number of facilities that cover all demand
nodes, while MCLP maximizes the demand covered by a given
number of facilities. LSCP can be useful for planning a lower
bound on the number of facilities needed for a given coverage
standard, while MCLP better captures the constraints of real
world use cases where the number of facilities is heavily
constrained by cost. It is also common to introduce constraints
on secondary objectives like waiting times in optimization
problems that seek to maximize coverage. For example, Silva
and Serra [202] and Mukhopadhyay et al. [58] define optimiza-
tion frameworks for maximizing coverage with upper bounds
on waiting times, and can accommodate different levels of
incident severity.
There are a number of extensions to LSCP and MCLP, many
of which relax some of their strong assumptions. Aly and
White [203] consider a spatially continuous demand model,
rather than the discrete demand nodes. Jia, Ordo´n˜ez, and
Dessouky [197] introduce different quality levels for facilities
(which can represent each facility’s available services or equip-
ment), with demand points having different coverage con-
straints for each level. Erkut, Ingolfsson, and Erdog˘an [192]
incorporated a survival function into the optimization function
of MCLP which maps response times to survival rates.
LSCP, MCLP, and many of their extensions all have a
common shortcoming in that they assume deterministic system
behavior in regards to response. Resources at a facility are
considered to be always available, and the models assume that
a station is able to service all demand nodes that it covers. This
is not realistic, as in the real world there are finite resources
at each station, and calls from a specific demand node might
need to be answered by a station other than the closest one.
For example, it is common for other stations to respond to
a call if the closest one is busy. One way to address this is
by increasing the number of stations that cover each demand
point, i.e. using a multiple coverage metric.
A key example is the Double Standard Model (DSM) [191],
which incorporates two distance standards r1 and r2, where
r1 < r2. The model adds the constraint that all demand
must be covered within r2, similarly to LSCP, ensuring that
each point has some coverage. It also specifies that some
proportion α of the demand is covered within r1. Given those
constraints, the objective is to maximize the demand covered
by at least two stations within r1. Essentially, this maximizes
the demand nodes that have nearby facilities while ensuring
that all demand nodes have adequate coverage. While this
approach helps mitigate the issue of station unavailability,
there can still be situations where both facilities covering some
demand point are busy. Accounting for such situations requires
modeling facility availability explicitly.
There is a large body of research on probabilistic coverage
models, which model the stochastic nature of station availabil-
ity. Two foundational probabilistic models are the Maximum
Expected Covering Location Model (MEXCLP) and Maxi-
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mum Availability Location Problem (MALP). MEXCLP was
introduced by Daskin [204] and extends MCLP, modifying
the optimization function to account for station availability. It
assumes that each facility has the same probability of being
busy, which simplifies computation but does not accurately
represent the real world where facilities near incident hot spots
are unavailable for a greater proportion of the time. Also,
it inherits many of the assumptions of MCLP, and assumes
that facilities act independently. MALP, proposed by Revelle
and Hogan [206], maximizes the demand covered by facilities
with some exogenously specified probability. The first version,
MALP-I [206] is similar to MEXCLP in that it assumes equal
probabilities for being busy for facilities. MALP-II [206],
however, removes this assumption. The busy fractions are
instead computed as a ratio between the demand generated
by demand points and the availability of facilities covering
them.
There have been several extensions to the above probabilis-
tic models to relax some of their simplifying assumptions
and make them better match the real world. TIMEXCLP,
developed by Repede and Bernardo [207], introduces tem-
poral variations in travel times between points to MEXCLP.
Adjusted MEXCLP (AMEXCLP) [208] relaxes MEXCLP’s
assumption that facilities are independent by treating them as
servers in a hypercube queuing system [209] with equal busy
factions. The Queuing Probabilistic Location Set Covering
Problem (QPLSCP) [196] makes a similar extension to MALP
by computing each individual facility’s busy fraction using a
queuing model and feeding them into MALP-II.
An alternate approach to modeling allocation and response
problem is to model the problem as a stochastic control
problem, and then optimizing over the set of control choices to
maximize expected reward. The most commonly used model
in this regard is the Markov decision process (MDP). A
variety of models and approaches have been explored in this
space. Keneally, Robbins, and Lunday [210] modeled the
optimal dispatch problem as a continuous-time MDP, and used
canonical policy iteration to solve the problem. A shortcoming
of such a model is that it assumes memoryless transitions,
which reduces the computation of state transitions to closed-
form expressions. Real-world transitions are not necessarily
memoryless, and this was addressed by Mukhopadhyay et.al.
[61], who formulate the problem as a semi-Markovian decision
problem (SMDP) instead, and use a simulator to estimate the
transition probabilities. However, it does not scale to real-
world problems. An approach to alleviate this problem is to
focus on finding an action for the current state of the world
instead of seeking a policy for the entire state-space using
Monte Carlo Tree Search (MCTS) algorithms as Shown by
Pettet and Mukhopadhyay in [60].
Recently, a potential shortcoming of algorithmic dispatch
approaches has been pointed out which is important to ponder
over. Based on conversations with first responders, Pettet
et al. [188] point out that the moral constraints in emergency
response dictate that the nearest responder be dispatched to the
scene of an incident. This observation explains why algorith-
mic approaches to response often do not get implemented in
the field. Pettet et al. [188] create an approach to optimize over
the spatial distribution of responders between incidents, while
always dispatching the closest available responder to attend
to incidents. This process alleviates two major issues. First, it
does not waste crucial time after an incident has occurred
to optimize over which responder to dispatch. Second, the
moral constraint of always sending the closest responder to
an incident is not violated. It remains to be seen if such an
approach gets accepted by first-responders and is tested in the
field.
B. Allocation and Response – Crimes
Response pertaining to crime can be broadly split into two
categories: response to specific service calls and response
to create deterrence [211, 212]. This combination of proac-
tive policing and reactive response makes police patrolling
particularly difficult. The consequences of proactive policing
are debatable though; experimental results from two famous
studies done in Kansas City [213] and Newark [214] showed
that varying police presence had no effects on crime rates.
Nonetheless, proactive patrolling is a major undertaking of
most police departments [215, 212, 216] because of two
reasons. First, proactive policing helps with the maintenance
of police presence and enhances the role of police and helps in
secondary objectives like recover stolen automobiles, maintain
traffic regulations [217]. Secondly, nonexperimental studies
have demonstrated the use of proactive policing in reducing
crime rates [218, 219].
We discuss responder placement with respect to policing
in both ways. We start by discussing algorithmic approaches
to proactive policing, with the goal of deterrence. Then, we
discuss allocation algorithms to better prepare responders to
service calls efficiently.
Early work in using algorithmic approaches to create de-
terrence focused on maximizing the probability of police
patrols intercepting a crime in progress. Chelst [220] used
heterogeneous weights and duration for different types of
crimes and solved the resulting optimization problem by
iteratively assigning patrols to regions ranked by the objective
function. Olson and Wright [211] formulate patrol dynamics
in a specific region (or street segment) as a Markov chain, and
use the formulation to maximize interceptions.
An alternate approach to proactive policing is called hot-
spot policing. It specifically seeks to direct proactive policing
towards clusters of crime that show clearly elevated fre-
quency of incidents than others [221, 222]. Hotspot-policing
is arguably the most widely technique used for of proactive
policing today. Indeed, a survey conducted in 2008 in the USA
revealed that about 90% of the police departments used some
form of hotspot-policing (a total of 176 departments were
surveyed) [221, 223]. Braga et al. [221] present a detailed
summary of hotspot-police policing and highlight that there
is strong evidence that supports its efficacy in dealing with
clusters of crimes. In general, the use of GIS techniques and
visual analytics has increased in proactive policing [224, 225,
226].
Similar to predictive models for crime, an orthogonal ap-
proach to crime prediction involves modeling the strategic
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interaction between patrols and criminals. As mentioned in
section IV, the most commonly used game-theoretic formu-
lation in this context is the Stackelberg game model, which
has been widely used to create patrol policies [227, 228,
229]. Several variations exist for such models as well. For
example, patrolling security games [230] take into account
the possibility that resources could be mobile; green security
games are played over multiple rounds and take into account
information availability for crimes like poaching and illegal
fishing [231, 232, 233]. Models for opportunistic crimes have
also been explored in this regard, which use dynamic Bayesian
networks to model the interaction between criminals and
patrols [234, 235].
There are some important caveats that must be alluded
while discussing proactive policing. First, such an approach
to policing might result in diffusion of crimes to nearby
areas [221], which calls for creating robust models of incident
prediction [100]. Secondly, the possible adverse effects of
increased interactions of police with citizens have also been
widely discussed and studied [236, 237, 238, 239, 240, 241,
242]. We refrain from discussing this in detail, since this
review is specifically focused on the algorithmic aspects of
ERM systems. Nonetheless, we urge practitioners to carefully
consider citizens’ expectations and possible effects of proac-
tive policing before implementing it in practice.
The second type of police response is reactive. Patrols need
to respond to specific calls for service. From an algorith-
mic perspective, a response of this kind is very similar to
ambulances responding to accidents but has some important
differences. First, ambulances often need to transfer people
affected by accidents to hospitals, which might not be the case
for police patrols. This is a constraint that must be taken into
account while planning response strategies for ambulances;
police patrolling algorithms can relax the constraint. Second,
ambulances responding to accidents do not affect future dis-
tribution of accidents, while police patrols might impact the
future distribution of crimes. While this constraint is usually
not taken into account while planning police patrols, there are
exceptions.
A report prepared by Chaiken and Dormont [217] for
government bodies pertaining to urban development in the
United States is one of the earliest works on police response.
It provides an extremely nuanced treatment for patrol allo-
cation, and has served as a building block for future work
(for example, [58]). It considered the effects of service calls
being missed due to unavailability and the use of queuing
models, down-times experienced by responders, and the effect
of different levels of severity on police patrols. The use of
multi-server queuing models have also been explored to model
police dispatches, since in practice, it is common for more
than one police car to attend to an incident [243]. The most
widely used approach in designing reactive police patrols has
primarily focused on expected response time to incidents, by
explicitly minimizing it, placing acceptable upper bounds on
time to service [244], or evaluating risk of violating response
time guarantees [245]. The explicit effect of reactive patrols on
future crime distribution has also been considered. Mukhopad-
hyay et al. [101] model the response problem as a two-stage
optimization problem, which is solved by iterative stochastic
programming.
C. Key Takeaways
Allocation and response models are a crucial component
of ERM pipelines, and a variety of algorithmic approaches
have been used for allocating responders in anticipation of
crimes and accidents. The most apparent difference between
stationing responders for crimes and accidents is the consid-
eration of secondary objectives like deterrence. Ambulances,
by the sole virtue of their presence, cannot deter or prevent
accidents. On the other hand, a major engagement of police
departments is to perform proactive patrolling to deter crime.
Patient survival is also a vital consideration that ambulances
need to take into account while designing response models,
since ambulances need to transport patients to medical facil-
ities, which in turn increases the overall service time. This
effect is naturally manifested in the choice of objectives and
variables for allocation models. Despite this difference, there
are high-level similarities in response modeling that apply
to all emergency incidents (especially in reactive response).
Models focusing on increasing coverage and reducing wait-
times are common objectives that have been widely used in
practice. We recommend model designers and practitioners to:
1) Be well-versed with the different objectives that have
been used in response and allocation models, and care-
fully choose the one that suits the specific needs of the
concerned area.
2) Seek the help of domain experts (researchers, fire-fighters,
policemen, etc.) to understand problems that responders
face in the field. For example, the nearest ambulance
might be heading in the opposite direction from the
demand node on a highway, without the scope of making
a turn. This makes it important to consider features that
might not be intuitive to researchers.
3) Seek to bridge the gap between theoretical models and
realistic environmental constraints. For example, there
is a rich body of work that makes the assumption
that the environment in which ERM systems operate is
static. While such assumptions simplify computational
challenges, they might not truly capture the dynamics of
actual ERM pipelines.
4) Static models fail to take into account the changing
dynamics of urban areas. As a consequence, there is a
need to create online models for emergency response.
5) Be aware of flaws and shortcomings of models, and care-
fully evaluate the possible costs of inaccurate predictive
models.
6) In the case of crime patrolling, be aware that proactive
policing increases the interaction between police and
citizens. It is crucial that the effects of such models be
considered and evaluated.
VI. CHALLENGES AND OPPORTUNITIES
The field of designing emergency response pipelines has
seen tremendous growth in the last few decades. Several
factors have contributed to this growth. Wider availability of
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data, the development of data-driven methodologies, increased
cognizance, dependence and trust over algorithmic approaches
by governments, and increase in computational power are a
few reasons for this growth. However, there are still challenges
in this field that need to be addressed. As we have pointed out,
an EMS pipeline consists of an intricate combination of several
components for its smooth functioning. There is a strong need
for more research groups to: i) study EMS pipelines in their
entirety, and consider the broader impact of their modular work
on ERM systems, ii) consider and acknowledge the challenges
and constraints that first responders face in the field, and
iii) iteratively develop ERM tools by having first responder
organizations in the loop. There are nuances that describe
such needs throughout this paper. For example, an improved
statistical fit for the prediction models does not necessarily
mean an overall improvement for the ERM pipeline if the un-
derlying model does not capture the true dynamics of incident
occurrence. There is also a need for researchers to make their
data and tools available to both the research community and
ERM organizations. In a comprehensive review of statistical
methods of crash prediction, Lord and Mannering [16] pointed
out that the wider availability of data is extremely promising
for the field of crash prediction. This is particularly true now.
Vast volumes of real-time data are now available from electric
scooters, automobiles, ambulances, and police patrols. There is
also wider coverage of sensors like video-cameras throughout
urban areas. This promise of increased availability of richer
data holds true not only for incident data but also for data
regarding covariates that potentially affect incident occurrence,
like traffic congestion. The net result of an increased stream of
data promises a finer understanding of the effect of covariates
on incident occurrence. This benefit can be utilized by sharing
data and algorithmic approaches between research groups and
first responders.
Urban dynamics of crashes and crimes are continuously
changing, and both fields hold opportunities. The increase
in the number of automobiles and the arrival of autonomous
vehicles in the markets across the globe presents the scope of
re-evaluating existing models of crash occurrence and design-
ing newer models that accommodate the changing landscape.
Litman [246] lists the various additional planning constraints
that need to be taken into account while developing transit
systems that can accommodate autonomous vehicles, as well
as additional causes for crashes, like software failure and in-
creased overall travel volume. The potential risk factors caused
by the interaction between autonomous and non-autonomous
vehicles also pose challenges [247] and the need to design
newer models of incident prediction.
Crimes also evolve continuously. However, we think that
the biggest challenge in crime prediction comes from under-
standing and evaluating the effects of predictive policing, and
possible bias that such methodologies present. The AI Now
Institute, an organization dedicated to evaluate and understand
the social implications of artificial intelligence pointed out
the no public safety organization should use black-box AI
models, due to ethical concerns [248]. This calls for work
in interpretable models of prediction, rather than black-box
models [249]. Another potential area of future work involves
understanding the robustness of crime prediction models, and
more modeling as well as empirical trials are required to
better understand the benefits as well as shortcomings of such
approaches.
Incident response also poses fresh challenges and opportu-
nities. First, there is a need to combine the different metrics
used in designing dispatch and allocation models. There are
several interesting threads of research (cooperative coverage,
survival metrics, gradual coverage decay, incorporating mul-
tiple resource types with different functionalities, etc.) that,
to the best of our knowledge, have not been combined and
evaluated together. Also, there has not been much focus on
explicitly incorporating measures of patient survival directly
in response models. We think that it is crucial that patient
survival be studied in more detail and included as a part
of objective functions for optimization approaches used in
designing allocation and dispatch systems.
A recent development in emergency response systems has
been the computational ability of agents. Most modern am-
bulances and police vehicles are now equipped with laptops,
which presents the scope of fast and decentralized decision-
making, a particularly exciting area for multi-agent systems.
Decentralized decision-making has been explored in the con-
text of urban ERM systems [59], but such approaches are
probably more relevant for disaster scenarios like floods and
hurricanes, where agents might lose connectivity to the central
decision-making authority. Algorithmic approaches to aid the
strategic redistribution of responders between incidents is
extremely promising. While post-incident planning presents
many technical challenges, such approaches rarely get imple-
mented in the field. Inter-incident planning, on the other hand,
respects the inherent challenges that emergency response faces.
As urban areas grow and witness a rise in population density,
the need to design principled approaches to aid emergency
response grows as well. This survey identifies how the field
has evolved over the last few decades, with the view to aid
researchers, policy-makers and first-responders in designing
better ERM pipelines.
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