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BOUNDED CORRECTORS IN ALMOST PERIODIC
HOMOGENIZATION
SCOTT ARMSTRONG, ANTOINE GLORIA, AND TUOMO KUUSI
Abstract. We show that certain linear elliptic equations (and systems)
in divergence form with almost periodic coefficients have bounded, almost
periodic correctors. This is proved under a new condition we introduce
which quantifies the almost periodic assumption and includes (but is not
restricted to) the class of smooth, quasiperiodic coefficient fields which sat-
isfy a Diophantine-type condition previously considered by Kozlov [18]. The
proof is based on a quantitative ergodic theorem for almost periodic func-
tions combined with the new regularity theory recently introduced by the
first author and Shen [4] for equations with almost periodic coefficients. This
yields control on spatial averages of the gradient of the corrector, which is
converted into estimates on the size of the corrector itself via a multiscale
Poincare´-type inequality.
1. Introduction
1.1. Motivation and informal summary of results. We consider uniformly
elliptic equations with almost periodic coefficients, taking the form
(1.1) −∇ ⋅ (a (x)∇u) = 0 in U ⊆ Rd.
The coefficient field a ∶ Rd → Rd×d is assumed to satisfy, for every x, ξ ∈ Rd,
(1.2) ξ ⋅ a(x)ξ ≥ ∣ξ∣2 and ∣a(x)∣ ≤ Λ,
where Λ ≥ 1 is a given parameter. It is also assumed to be uniformly almost
periodic, that is,
(1.3) lim
R→∞
ρ1(a,R) = 0,
where here and throughout the paper we denote, for each R > 0 and bounded,
continuous function f ∶ Rd → R,
(1.4) ρ1(f,R) ∶= sup
y∈Rd
inf
z∈BR
sup
x∈Rd
∣f(x + y) − f(x + z)∣ .
Uniform almost periodicity in the sense above is equivalent to limits (in L∞(Rd))
of sequences of trigonometric polynomials (see [9] or [17]). Notice that an L-
periodic function f satisfies ρ1(f,R) = 0 for every R ≥ L√d.
The study of (1.1) when U is a very large domain falls into the realm of
homogenization. This paper is focused on the question of the boundedness of
correctors, a central topic in homogenization and closely related to the issue
of obtaining rates of convergence for homogenization. Our main result asserts
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the existence, for each unit vector e ∈ ∂B1, of a bounded (and hence almost
periodic) solution φ of the equation
−∇ ⋅ (a(x) (e +∇φ(x))) = 0 in Rd
under certain quantitative ergodic assumptions on a(⋅) stated below.
This paper contains the first improvement of the results of Kozlov [18],
now nearly four decades old yet still unsurpassed, who proved the existence
of bounded correctors for quasiperiodic coefficients satisfying certain smooth-
ness and non-resonance (Diophantine) conditions. Kozlov’s work was still the
only positive result on the existence of bounded correctors outside of the pe-
riodic setting (where the result is of course trivial). He lifted the corrector
equation to a sub-elliptic problem on the higher dimensional torus which he
solved thanks to a higher-order Poincare´ inequality implied by the Diophantine
condition. His ideas have been used in similar contexts in homogenization, see
for example [12].
Our method is very different from that of Kozlov and applies to more general
coefficient fields. In particular, in addition to recovering his result, we are
able to identify the first class of almost periodic coefficients which are not
quasiperiodic but for which bounded correctors exist. Our approach is inspired
by recent advances on corresponding problems in stochastic homogenization,
which we quickly describe now.
In a series of papers, the second author and Otto [15, 16] and the second
author, Neukamm and Otto [14] proved new estimates on the (approximate)
correctors under some strong mixing assumptions on the random coefficient
field a(⋅). Their strategy can be roughly summarized in three steps:
(I) Introduction of a differential calculus with respect to the coefficient field
a, which we informally denote by ∂a, which possesses two important
properties: (i) ∂a quantifies ergodicity and (ii) the differential calculus
is compatible with the PDE in the sense that if u is a solution of the
PDE with coefficients a, then ∂au is itself solution of a similar PDE.
(II) Prove higher-regularity results for the approximate correctors φε (which
are defined by (3.10) below). Roughly what is needed is an L∞ bound
on ∇φε. This makes it possible to transfer ergodic information from the
coefficient field to the gradients of the solutions.
(III) From (I) and (II), deduce bounds on spatial averages of the gradients of
the approximate correctors and then “integrate” these to obtain bounds
on the oscillation of the approximate correctors themselves.
In [15, 14, 16], the differential calculus is based on Glauber derivatives and
the ergodicity properties are quantified by functional inequalities on the proba-
bility space such as the spectral gap or logarithmic Sobolev inequalities. Higher
regularity estimates for the approximate correctors are proved using this differ-
ential calculus and exploiting the specific structure of the corrector equation,
while the final step is obtained by combining (I) and (II) and using estimates
on Green’s functions.
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The fundamental difference between the random setting treated in the papers
mentioned above and the almost periodic setting is the origin of cancellations:
in the random setting, cancellations occur due to the decorrelation properties
of a at large distances, whereas in the almost periodic setting, they occur due
to the correlation properties of a at large distances. Nevertheless, our strategy
of proof in the almost periodic setting follows these three steps.
In the case of almost periodic coefficients, the role of ∂a is played by a “dif-
ference operator” which we denote by ∆yz and which measures the sensitivity
of functions X of the almost periodic coefficient field a(⋅) with respect to trans-
lations of a(⋅) and therefore monitors the long-range correlations of X . The
difference operator ∆yz and the associated (standard) quantification ρ1 of al-
most periodicity (cf. (1.4)) is too coarse of a measure of ergodicity for what we
need. To refine the quantification of ergodicity in the almost setting, we iterate
the difference operator ∆yz to any order, see (1.6) below (in the spirit of the Ho-
effding decomposition in sensitivity analysis). This gives rise to a new modulus
(which we call ρ∗(a, ⋅), based on a family ρk(a, ⋅), see (1.9) and (1.8)) which
quantifies the almost periodicity of a(⋅) and controls the rate of convergence in
the ergodic theorem (see Proposition 2.1 below). The difference operator ∆yz
and its iterates define a suitable calculus for PDEs with almost periodic co-
efficients. In particular, the function ∆yzφε is a solution of an equation with
almost periodic coefficients, see (3.18).
As far as step (II) is concerned, a regularity theory has already been proved
by Shen and the first author in [4] (see Proposition 3.1 below). This is an exten-
sion of the one developed in the periodic case by Avellaneda and Lin [6, 7]. The
method of proof in [4] was however different and also based on recent advances
in stochastic homogenization, in particular the new quantitative arguments for
Lipschitz regularity originating in [5] and further developed in [3, 13]. See also
the earlier works [19, 20] which developed a Ho¨lder regularity theory.
The combination of the Lipschitz regularity theory and the difference calcu-
lus of step (I) allows us to transfer the quantitative almost periodic assumptions
from a to ∇φε in the form of (3.23). An application of the quantitative ergodic
theorem (Proposition 2.1) yields control of spatial averages of ∇φε and this
is integrated using a multiscale Poincare´ inequality (Proposition 3.4) to give
bounds on the oscillation of φε. If the rate in the ergodic theorem is sufficient,
then we deduce that oscRd φε is bounded uniformly in ε ∈ (0,1] and thus the
existence of a bounded corrector by sending ε→ 0.
This string of arguments therefore gives a sufficient condition for the exis-
tence of a bounded corrector in terms of the decay of the modulus ρ∗(a, ⋅) of the
coefficients. To apply this theory to Kozlov’s class of quasiperiodic coefficients,
for example, it is necessary only to check that the Diophantine condition (and
sufficient smoothness) implies that ρ∗(a, ⋅) decays sufficiently fast. Indeed it
does, as we show in Section 4, where we actually obtain the results for a strictly
larger class of almost periodic coefficient fields.
We remark that, while we use scalar notation throughout the paper, the
arguments work essentially verbatim in the case of systems.
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1.2. Quantitative almost periodicity. In this subsection we introduce the
quantitative almost periodic conditions under which we prove our main results.
We begin with some notation. Given f ∶ Rd → Rk and y, z ∈ Rd, we define
Tzf(x) ∶= f(x + z)
and the difference operator
(1.5) ∆yzf(x) ∶= 1
2
(Tyf(x) − Tzf(x)) = 1
2
(f(x + y) − f(x + z)) .
Then the quantity ρ1(f,R) defined in the previous section can be written as
ρ1(f,R) = 2 sup
y∈Rd
inf
z∈BR
∥∆yzf∥L∞(Rd) .
This quantity is a natural way to quantify the almost periodic assumption (at
least for uniformly almost periodic functions) and it has been used already for
example in [2, 20] to obtain quantitative estimates in almost periodic homoge-
nization.
Our purposes require a more refined quantitative measurement of almost
periodicity. The reason is that ρ1(a,R) is bounded below by cR−1, even in the
best (non-periodic) situations such as the quasiperiodic case with a Diophantine
condition (see Section 4 below). Unfortunately, the assumption ρ1(a,R) ≲ R−1
does not imply the existence of bounded correctors. This motivates us to
consider higher-order versions of ρ1, which are defined in the following way,
where we use ∥ ⋅ ∥ = ∥ ⋅ ∥L∞(Rd) for brevity:
ρ2(f,R) ∶= sup
y1∈Rd
inf
z1∈BR
sup
y2∈Rd
inf
z2∈BR
max{∥∆y2z2∆y1z1f∥ , ∥∆y1z1f∥ ∥∆y2z2f∥} ,
ρ3(f,R) ∶= sup
y1∈Rd
inf
z1∈BR
sup
y2∈Rd
inf
z2∈BR
sup
y3∈Rd
inf
z3∈BR
max{∥∆y3z3∆y2z2∆y1z1f∥ , ∥∆y2z2∆y1z1f∥ ∥∆y3z3f∥ ,
∥∆y3z3∆y1z1f∥ ∥∆y2z2f∥ , ∥∆y3z3∆y2z2f∥ ∥∆y1z1f∥ ,
∥∆y1z1f∥ ∥∆y2z2f∥ ∥∆y3z3f∥ }.
In order to define ρk for higher k ∈ N, it is (unfortunately) necessary to develop
some notation to keep track of the combinatorics.
Let Tk = ((y1, z1), . . . , (yk, zk)) ∈ (Rd ×Rd)k be a k-tuple formed by couples(yj, zj) ∈ Rd×Rd. For a function f ∶ Rd → Rm×n, m,n ∈ N, we define a difference
operator ∆Tk acting on f by
(1.6) ∆Tkf(x) =∆ykzk⋯∆y1z1f(x) .
In what follows, we need to control composite quantities of L∞(Rd;Rm×n)-
norms of differences, and for this we need a proper way to describe partitions
of {1, . . . , k}. Let Pj,k, j ∈ {0,1, . . . , k}, stand for a set of increasing ordered
subsets of {1, . . . , k} with j members. In other words, for j > 0 we define
Pj,k ∶= {ζ ∈ {1, . . . , k}j ∶ ζi < ζi+1 ∀i ∈ {1, . . . , j − 1}}
and, for j = 0, we set P0,k = ∅. By abuse of notation, we also think of ζ ∈ Pj,k
as being ordered subsets of {1, . . . , k}. Then, for ζ ∈ Pj,k, we denote by ζc the
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unique member of Pk−j,k such that {1, . . . , k} = ζ ∪ ζc. By ∣ζ ∣ we denote the
number of elements in ζ ∈ Pj,k, i.e., ∣ζ ∣ = j. For Tk as above and for ζ ∈ Pj,k
we denote by the j-tuple ζ(Tk) the set ((yζ1, zζ1), . . . , (yζj , zζj)) for j > 0, and
if ζ ∈ P0,k, we set ζ(Tk) = ∅ and ∆ζ(Tk)f = 1. Furthermore, we let Pk stand for
the family of subsets (ζ1, . . . , ζk) ∈ Pj1,k ×⋯×Pjk,k with ∑ki=1 ji = k.
We are now ready to define two central concepts of the paper. For a given
f ∈ C(Rd;Rm×n), m,n ∈ N, and Tk = {(y1, z1), . . . , (yk, zk)} we define
(1.7) Gk(f,Tk) ∶= max
(ζ1,...,ζk)∈Pk
{ k∏
j=1
∥∆ζj(Tk)f∥L∞(Rd;Rm×n)} ,
that is, the maximum is taken over all (increasing, ordered) partitions of Pk.
Finally, we define ρk, for each k ∈ N and R ≥ 1, by
(1.8) ρk(f,R) ∶= sup
y1∈Rd
inf
z1∈BR
⋯ sup
yk∈R
d
inf
zk∈BR
Gk (f, ((y1, z1), . . . , (yk, zk))) .
The main justification that ρk(a,R) is a good quantification of the almost
periodicity assumption comes in Section 2 where we use it to obtain a quan-
titative ergodic theorem for almost periodic functions, a key ingredient in our
arguments. On the other hand, the ρk’s are useful in our context because, as
will show in Subsection 3.3, we can essentially estimate ρk(∇φ,R) for a correc-
tor φ in terms of ρk(a,R). To show that φ itself is bounded, it suffices to have
ρk(a,R) ≲ R−1−δ for some δ > 0.
The modulus ρk(a,R) tends to decay faster in R as k becomes larger, but
the prefactor constants become larger in k. Indeed, in the case of (sufficiently
smooth) quasiperiodic coefficients with frequencies satisfying a Diophantine
condition, we have an (essentially sharp) bound like ρk(a,R) ≲ CkR−ck (see
Section 4). In the general almost periodic case, we will not have power-like
decay in R of any ρk(a,R). Therefore, to obtain the necessary estimates, it is
necessary to choose k depending on R. This motivates us to define
(1.9) ρ∗(a,R) ∶= inf
k∈N∩[1,R]
Ckk!ρk (a, k−1R) .
The constant C in (1.9) depends on the parameters in the assumptions (besides
the assumption on ρ∗) and can be computed by an inspection of the proofs.
The main quantitative ergodicity assumption that we make on the coefficients
is therefore that there exists an exponent δ > 0 and a constant K ≥ 1 such that,
for every R ≥ 1,
(1.10) ρ∗(a,R) ≤KR−1−δ.
In Section 4, we give a general class of almost periodic coefficients satisfy-
ing (1.10) which is strictly larger than the set of quasiperiodic coefficients
satisfying a Diophantine condition. In fact, under Kozlov’s condition, it is easy
to show that the modulus ρ∗(a,R) decays faster than any finite power of R.
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1.3. Main results. Before giving the statement of the main result, we review
the assumptions on the coefficient field. We require that a ∶ Rd → Rd×d sat-
isfy (1.2) and (1.10) as well as, for some K ≥ 1, γ ∈ (0,1] and κ > 5
2
and every
x, y ∈ Rd and R ≥ 1,
(1.11) ∣a(x) − a(y)∣ ≤K ∣x − y∣γ .
and
(1.12) ρ1(a,R) ≤K (logR)−κ .
The latter two assumptions are purely technical. We make them in order to
directly apply the regularity theory developed in [4], since the assumption is
made in that paper, rather than reprove the needed estimates using only (1.10).
Indeed, while we do not give the details here, we expect that, by the methods
of [4], a decay assumption like ρ∗(R) ≲ R−θ for some θ > 0 (or even a weaker
Dini-type condition) would suffice to yield Lipschitz and W 1,p estimates of
the sort proved in [4] (and summarized below in Proposition 3.1). Even the
Ho¨lder condition (1.11) can probably be removed, as the regularity estimates
can survive in an appropriate form without it (see [5]).
For brevity, here and throughout the paper we collect all the constants in
these assumptions by denoting
data ∶= (d,Λ,K, δ, κ, γ) .
We next present the main result.
Theorem 1.1. Suppose that the coefficient field a satisfies (1.2), (1.10), (1.11)
and (1.12). Then, for each unit vector e ∈ ∂B1, there exists an almost periodic
function φ ∈W 1,∞(Rd) satisfying the equation
−∇ ⋅ (a(x) (e +∇φ)) = 0 in Rd.
Moreover, there exists a constant C(data) <∞ such that
(1.13) sup
Rd
∣φ∣ ≤ C.
We believe that Theorem 1.1 cannot be improved in terms of ρ∗(a,R), that
is, an assumption ρ∗(a,R) ≲ R−1 does not imply the existence of a bounded
corrector. We do not however justify this belief by constructing an example
here. On the other hand the required decay of ρ∗ is a weak enough condition
that is satisfied by a class of coefficients that includes some almost periodic
functions that are not quasi-periodic, see discussion Section 4. In addition, the
arguments in this paper do yield bounds on the sublinear growth of φ under
the weaker condition (than (1.10)) that, for some θ ∈ (0,1],
ρ∗(a,R) ≤KR−θ.
In this case we can show, by inspecting the arguments in Subsection 3.3, that,
for every α > 0, there exists C(α,data) ≥ 1 such that the (possibly unbounded)
corrector φ satisfies, for every R ≥ 1,
(1.14) sup
x∈Rd
sup
y∈BR(x)
∣φ(x) − φ(y)∣ ≤ CR1−θ+α.
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In terms of homogenization, an estimate like (1.13) implies an O(ε) rate
of convergence in homogenization. For example, if we denote the effective
coefficients by a and U ⊆ Rd is a smooth domain, g ∶ U → R is sufficiently
smooth and uε, u ∈ g +H10(U) are solutions of
−∇ ⋅ (a(x
ε
)∇uε) = 0 and −∇ ⋅ (a∇u) = 0 in U,
then we have the estimate
∥uε − u∥L∞(U) ≤ O(ε)
where the implicit prefactor constant depends only on (data, U, g). Moreover,
one can use the corrector to obtain estimates on the two-scale expansion (away
from boundary layers): for any p <∞ and V ⋐ U ,
∥uε − u − ε∇u ⋅Φ( ⋅
ε
)∥
W 1,p(V )
≤ O(ε),
where Φ is the vector (φe1, . . . , φed) of correctors in the unit directions and the
prefactor constant depends additionally on p and V . Similarly, an estimate
like (1.14) for the sublinear growth of the corrector implies the same estimates
summarized above but with O(εθ−) in place of O(ε). The proofs of these
facts are identical to those in the periodic case and thus very classical (see, for
example [8] or [6]), so we do not give the details here.
Finally, we mention that the existence and boundedness of higher-order cor-
rectors can also be established using the arguments in this paper, justifying
more terms in the a priori two-scale expansion in homogenization. The state-
ment is roughly that for each k ∈ N, a kth order corrector exists and is bounded
under the assumption that ρ∗(a,R) ≲ R−k−δ for some δ > 0.
1.4. Outline of the paper. In the next section, we present a quantitative
ergodic theorem for almost periodic functions in terms of the ρk defined in
Section 1.2. This is separate from the rest of the paper and is of independent
interest. In Section 3 we give the proof of Theorem 1.1. In Section 4 we give
examples of almost periodic coefficient fields satisfying our assumptions and
prove the sharpness of our results.
2. Quantitative ergodic theorem for almost periodic functions
The next proposition is a quantitative ergodic theorem for uniformly almost
periodic functions. It roughly gives a convergence rate for the spatial averages
of an almost periodic function to its mean where, motivated by Proposition 3.4
in Section 3.2 below, we express spatial averages in terms of heat flow. While we
expect that results of a similar flavor are known, perhaps by Fourier methods,
we could not find a similar statement in the literature. Here and throughout
the paper, Φ denotes the standard heat kernel
(2.1) Φ(x, t) ∶= (4pit)− d2 exp (−∣x∣2
4t
) .
In the following statement, we use a slightly different way of measuring
almost periodicity from the ρk’s defined in (1.8). Compared to ρk, in view of
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future applications, we need to relax the L∞ norm to a hybrid between L1 and
L∞ norms. On the other hand, we only need to use one term in the maximum
in the definition of ρk. We denote the unit cube by Q ∶= [0,1]d and define, for
f ∈ L1
loc
(Rd), R ≥ 1 and k ∈ N:
(2.2) ω(f,Tk) ∶= sup
z′∈Rd
∫
B1(z′)
∣∆Tkf(x)∣ dx
and
(2.3) ωk(f,R) ∶= sup
y1∈Rd
inf
z1∈BR
⋯ sup
yk∈R
d
inf
zk∈BR
ω(f, ((y1, z1), . . . , (yk, zk)))).
We shall prove in Subsection 3.3 that ρk essentially controls ωk in our appli-
cations to homogenization, cf. (3.23). If f ∶ Rd → Rk is a uniformly almost
periodic function in the sense that f is continuous, bounded and ρ1(f,R) → 0
as R →∞, then f has a mean value which we denote by ⟨f⟩. It is characterized
for example by the fact that
⟨f⟩ = lim
R→∞
⨏
BR
f(x)dx.
We refer to [9] for more on almost periodic functions.
Proposition 2.1. Assume f ∈ L1
loc
(Rd) is uniformly almost periodic in the
sense that
(2.4) ρ1(f,R)→ 0 as R →∞.
Let u be the solution of the Cauchy problem⎧⎪⎪⎨⎪⎪⎩
∂tu −∆u = 0 in Rd × (0,∞),
u(⋅,0) = f in Rd.
Then there exist constants C ∈ [1,∞) and c ∈ (0,1], depending only on d, such
that, for every k ∈ N and t ∈ [k,∞),
(2.5) osc
Rd
u(⋅, t) ≤ Ck inf
R≥1
(ωk(f,R) + exp(− ct
kR2
) sup
z′∈Rd
∥f∥L1(B1(z′)))
and
(2.6) sup
Rd
∣∇u(⋅, t)∣ ≤ Ck inf
R≥1
(t− 12ωk(f,R) + exp (− ct
kR2
) sup
z′∈Rd
∥f∥L1(B1(z′))) .
Proof. We first prove Proposition 2.1 in the case k = 1 before obtaining the
statement for general k ∈ N by an induction argument. For convenience, we
denote ∥f∥ ∶= sup
z′∈Zd
∥f∥L1(z′+Q) ≤ C sup
z′∈Rd
∥f∥L1(B1(z′)).
Note that for all t ≥ 0, u(⋅, t) is uniformly almost periodic (this can be seen
using formula (2.7) below).
Step 1. The proof in the case k = 1. We use the representation formula
(2.7) u(x, t) = ∫
Rd
f(y)Φ(x − y, t)dt,
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where Φ is the heat kernel defined in (2.1). Fix t ≥ 1, y1 ∈ Rd and R ≥ 1. Select
z1 ∈ BR such that, with T1 = ((y1, z1)),
sup
z′∈Rd
∫
B1(z′)
∣∆T1f(x)∣ dx ≤ ω1(f,R).
Observe that, for every m ∈ N,
∣∆T1∇mu(0, t)∣ = ∣∫
Rd
∆T1f(x)∇mΦ(x, t)dx∣
= ∣ ∑
z′∈Zd
∫
z′+Q
∆T1f(x)∇mΦ(x, t)dx∣
≤ ∑
z′∈Zd
∥∇mΦ(x, t)∥L∞(z′+Q) (∫
z′+Q
∣∆T1f(x)∣ dx)
≤ Cω1(f,R) ∑
z′∈Zd
∥∇mΦ(x, t)∥L∞(z′+Q) .
Since t ≥ 1, standard estimates for the heat kernel give
∑
z′∈Zd
∥∇mΦ(x, t)∥L∞(z′+Q) ≤ C(m + 1)∫
Rd
∣∇mΦ(x, t − 1
2
)∣ dx.
Using the bounds
∫
Rd
∣∇mΦ(x, t)∣ dx ≤ t−m2 (C(1 +m))m2 ,
which are proved below in Lemma 2.2, we obtain
∣∆T1∇mu(0, t)∣ ≤ Cω1(f,R)t−m2 (C(1 +m))m2 +1 .
Arguing in a similar way, we also have the crude bound
(2.8) sup
x∈Rd
∣∇mu(x, t)∣ ≤ C∥f∥t−m2 (C(1 +m))m2 +1 .
Next we observe that since z1 ∈ BR,
∣∇mu(z1, t) −∇mu(0, t)∣ ≤ R sup
x∈Rd
∣∇m+1u(x, t)∣ ≤ R osc
x∈Rd
∇m+1u(x, t),
where we used that ⟨∇m+1u(⋅, t)⟩ = 0 since u(⋅, t) is uniformly almost periodic.
Since y1 ∈ Rd was arbitrary, the triangle inequality and the three previous
inequalities yield
(2.9) osc
x∈Rd
∇mu(x, t) ≤ Cω1(f,R)t−m2 (C(1 +m))m2 +1 +CR osc
x∈Rd
∇m+1u(x, t).
Iterating (2.9), we obtain, for every m ∈ N, using in addition (2.8) to close the
expression:
osc
x∈Rd
u(x, t)
≤ Cω1(f,R)m−1∑
n=0
(C(1 + n)R2
t
)
n
2 (1 + n) +C∥f∥(C(1 +m)R2
t
)
m
2 (1 +m).
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We next choose m and R to minimize the expression on the right side. We
proceed by first selecting m to be the largest positive integer such that
CR2t−1(1 +m) ≤ 1
2
,
with m = 0 if no such positive integer exists. If m ≠ 0, this yields for all
0 ≤ n ≤m,
(C(1 + n)R2
t
)
n
2 (1 + n) ≤ (1 + n) exp(n
2
log
C(1 +m)R2
t
)
≤ (1 + n) exp(−n
2
log 2) ≤ C exp(−n
4
log 2),
so that (CR2t−1(1 +m))m2 (1 +m) ≤ C exp (−cR−2t)
and
m−1
∑
n=0
(CR2t−1(1 + n))n2 ≤ C.
For m ≠ 0 this gives us the bound
osc
x∈Rd
u(x, t) ≤ Cω1(f,R) +C∥f∥ exp (−cR−2t) ,
which also trivially holds if CR2t−1 > 1, that is, for m = 0. This completes the
proof of (2.5) for k=1. For (2.6) with k = 1, we proceed similarly: by induction,
we get
sup
x∈Rd
∣∇u(x, t)∣
≤ R−1ω1(f,R)m−1∑
n=1
(CR2t−1(1 + n))n2 (1 + n) + (CR2t−1(1 +m))m2 (1 +m)∥f∥
and then notice that the same choice of m also gives
m−1
∑
n=1
(CR2t−1(1 + n))n2 (1 + n) ≤ CRt− 12 .
This completes the proof of the proposition in the case k = 1.
Step 2. We now argue that the statement of the proposition for general
k ∈ N follows by iterating the conclusion for k = 1 obtained in the first step.
We assume that the conclusion holds for some k ∈ N and demonstrate it for
k + 1. We fix t ≥ k + 1.
Let y ∈ Rd and choose z ∈ BR so that
ωk(∆yzf,R) ≤ ωk+1(f,R).
According to the induction hypothesis, we have
osc
Rd
∆yzu(⋅ , ( k
k + 1) t) ≤ Ck (ωk(∆yzf,R) + exp(−
c
kR2
( k
k + 1) t) ∥∆yzf∥)
≤ Ck (ωk+1(f,R) + 2 exp(− ct(k + 1)R2)∥f∥) .
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It is clear that, by (2.4), u (⋅, s) is uniformly almost periodic for each s > 0 in
the sense that ρ1(u(⋅, s),R)→ 0 as R →∞. Therefore u(⋅, s) has a mean value
and ⟨∆yzu(⋅, s)⟩ = ⟨Tyu(⋅, s)⟩ − ⟨Tzu(⋅, s)⟩ = ⟨u(⋅, s)⟩ − ⟨u(⋅, s)⟩ = 0.
We deduce that ∥∆yzu(⋅, s)∥ ≤ oscRd ∆yzu(⋅, s) and therefore obtain
∥∆yzu(⋅ , ( k
k + 1) t)∥L∞(Rd) ≤ Ck (ωk+1(f,R) + 2 exp(−
ct
(k + 1)R2)∥f∥) .
Taking the supremum over y ∈ Rd, we get
(2.10) ω1 (u(⋅ , ( k
k + 1) t) ,R) ≤ Ck (ωk+1(f,R) + 2 exp(−
ct
(k + 1)R2)∥f∥) .
Note that the crude bound (2.8) above implies that, for every s ≥ 1,
∥u(⋅, s)∥L∞(Rd) ≤ C∥f∥.
Using this, (2.10) and the proposition for k = 1 proved in the previous step, we
get, for every s ≥ 1,
osc
Rd
u(⋅ , ( k
k + 1) t + s) ≤ C infR≥1(ω1 (u(⋅ , (
k
k + 1) t) ,R) +C exp(−
cs
R2
) ∥f∥)
≤ Ck+1 inf
R≥1
(ωk+1(f,R) + exp(− ct(k + 1)R2)∥f∥
+ exp(− cs
R2
) ∥f∥).
Applying this to s = t/(k + 1), we obtain (2.5) for k + 1. The proof of (2.6) for
k + 1 is similar. The proposition now follows by induction. 
To complete the proof of Proposition 2.1, we must prove the following lemma.
This is surely well-known, but since we could not find a reference, we include
a complete argument for the convenience of the reader.
Lemma 2.2. For every n ∈ N and t > 0,
∫
Rd
∣∇nΦ(x, t)∣ dx ≤ (Ct−1(1 + n))n2 .
Proof. By rescaling, it suffices to establish the lemma for t = 1/4. Denote
ϕ(x) ∶= exp (− ∣x∣2) = pi d2Φ(x, 1
4
) .
Step 1. We derive an expression for ∇nϕ. Recall that the sequence of Hermite
polynomials {Hn(t)}n∈N is given by the recursion formula
{Hn+1(t) = 2tHn(t) − 2nHn−1(t), n ∈ N,
H0(t) = 1, H1(t) = t.
They satisfy the expression
Hn(t) = (−1)n exp(t2) dn
dtn
(exp(−t2)) .
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It follows then that we may express the derivatives of ϕ in terms of Hn(t) by
( ∂
∂x1
)n1 ⋯( ∂
∂xd
)nd ϕ(x) = ϕ(x) d∏
j=1
Hnj(xj).
Thus
(2.11) ∣∇nφ(x)∣ ≤ ϕ(x) ∑
n1+⋯+nd=n
∣ d∏
j=1
Hnj(xj)∣ .
Step 2. We claim that, for every m,n ∈ N,
(2.12) Im,n ∶= ∫
∞
−∞
∣t∣m ∣Hn(t)∣ exp (−t2) dt ≤ Cn (1 +m + n)m+n2 .
By a routine computation, it is easy to check that this estimate holds for m ∈ N
and n ∈ {0,1}. Indeed, we have
I2m,0 ≤m!√pi
and I2m,1 = I2m+1,0. The recursion formula for Hn(t) gives the bound
Im,n+1 ≤ 2Im+1,n + 2nIm,n−1 for all m,n ∈ N,
and from this we can easily check that the estimate holds form ∈ N and n = n0+1
provided it holds for m ∈ N and n ∈ {n0 − 1, n0}. We therefore obtain (2.12) by
induction.
Step 3. We complete the argument. Using (2.11) and (2.12) with m = 0, we
compute
∫
Rd
∣∇nϕ(x)∣ dx ≤ ∑
n1+⋯nd=n
dn
d
∏
j=1
∫
∞
−∞
∣Hnj(t)∣ exp (−t2) dt
≤ ∑
n1+⋯nd=n
Cn ((1 + n)n2 .
Since the number of elements in the sum is
n!
d!(n − d)! ≤ nd ≤ (Cd)n ≤ Cn,
the proof is complete. 
3. Quantitative weak convergence
In this section, we prove Theorem 1.1. We work with the standard regular-
ization of the corrector equation
ε2φε −∇ ⋅ (a(x) (e +∇φε)) = 0 in Rd.
We call φε the approximate correctors. We proceed by obtaining estimates on
φε and its gradient and eventually passing to the limit ε → 0. The argument
has roughly three steps: (i) use the regularity theory developed in [4] to esti-
mate ωk(∇φε,R) in terms of ρk(a,R), thereby transferring quantitative ergodic
information from the coefficients directly to the gradients of the approximate
correctors; (ii) apply the ergodic theorem in the form of Proposition 2.1 to get
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control of spatial averages of ∇φε; and (iii) apply a functional inequality (Propo-
sition 3.4 below) to obtain pointwise control of φε which will be independent
of the parameter ε.
We set up the proof in the next two subsections by introducing the main
ingredients for steps (ii) and (iii). In Section 3.3 we present the main argument.
3.1. Regularity theory. A regularity theory for periodic homogenization was
developed by Avellaneda and Lin [6, 7] using compactness methods. Their
arguments require the existence of a bounded corrector and hence are not ap-
plicable in our setting. Recently, a new quantitative argument was introduced
by the first author and Smart [5], in the context of random homogenization,
which does not require compactness or bounds on correctors. This lead to the
development of a regularity theory for homogenization in the almost periodic
case [4] in addition to the stochastic setting [3, 13].
The major ingredients we need from the regularity theory are uniform Lips-
chitz and Caldero´n-Zygmund estimates proved in [4]. These give us the control
on the gradient of the approximate correctors required to apply Proposition 2.1.
The statements here are given in a slightly more general form than what is
presented in [4]. The modifications which are needed are explained below in
Remark 3.2. In what follows, p∗ is the Sobolev exponent p∗ ∶= dpd+p , defined for
any p ∈ [1,∞), and p∗ ∶= dp
d−p
, which is defined for p < d. We also take d∗ to be
any finite exponent and p∗ =∞ if p > d.
Proposition 3.1 ([4, Theorems 4.6 and 5.1]). Assume a ∶ Rd → Rd×d satis-
fies (1.2) and (1.11) and that the modulus ρ1 defined in (1.4) satisfies, for
some M ≥ 1 and β > 5
2
,
ρ1(R) ≤M (logR)−β for every R ≥ 2.
Let R ≥ 1, p ∈ [2,∞), α ∈ (0,1], f ∈ Lp(BR;Rd), g ∈ Lp∗(BR) and u ∈ H1(BR)
be a solution of the equation
−∇ ⋅ (a(x)∇u(x)) = g +∇ ⋅ f in BR.
Then there exists C(p,M,β, d,Λ, γ) ≥ 1 such that
(3.1) (⨏
BR/2
∣∇u(x)∣p)
1
p
≤ C ( 1
R
(⨏
BR
∣u(x)∣2 dx)
1
2 + (⨏
BR
∣f(x)∣p dx)
1
p +R(⨏
BR
∣g(x)∣p∗ dx)
1
p∗ )
and, if f ∈ C0,α(BR) and g ∈ Lq(BR) for some q > d, then, with C depending
additionally on α and q, we have
(3.2) sup
x∈BR/2
∣∇u(x)∣
≤ C ( 1
R
(⨏
BR
∣u(x)∣2 dx)
1
2 +Rα [f]C0,α(BR) +R(⨏
BR
∣g(x)∣q dx)
1
q) .
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Remark 3.2. The estimates in the above proposition were stated and proved
in [4] in the case g = 0. However, this is no less general Proposition 3.1, in view
of the fact that any g ∈ Lq(BR) can be written as
g = ∇ ⋅ g
where g ∶= −∇u ∈ W 1,q(BR) and u ∈ W 2,q(BR) is the solution the Dirichlet
problem
{ −∆u = g in BR,
u = 0 on ∂BR.
Indeed, by the standard Calderon-Zygmund and Sobolev estimates, we have,
in the case q = p∗,
(⨏
BR
∣g(x)∣p dx)
1
p ≤ CR(⨏
BR
∣g(x)∣p∗ dx)
1
p∗
and, for q > d, denoting α′ ∶= 1 − d
q
,
Rα
′ [g]C0,α′(BR) ≤ CR(⨏
BR
∣g(x)∣q dx)
1
q
.
In both estimates, the constant C depends only on d and q. Therefore we can
absorb the g into the divergence of the vector field.
For the remainder of this section, we assume the hypotheses of Theorem 1.1
are in force. We next put the regularity estimates in a form more suitable for
our analysis.
Lemma 3.3. Fix p ∈ [2,∞). There exists C(p,data) ≥ 1 such that, for every
ε ∈ (0,1], f ∈ Lp
loc
(Rd;Rd), g ∈ Lp∗
loc
(Rd) and u ∈ H1
loc
(Rd) satisfying
(3.3) ε2u −∇ ⋅ (a(x)∇u) = g +∇ ⋅ f in Rd,
we have the estimates
(3.4) sup
z′∈Rd
(⨏
B1/ε(z
′)
∣∇u(x)∣p dx)
1
p + ε sup
Rd
∣u∣
≤ C sup
z′∈Rd
⎛
⎝(⨏B1/ε(z′) ∣f(x)∣
p
dx)
1
p + 1
ε
(⨏
B1/ε(z
′)
∣g(x)∣p∗ dx)
1
p∗ ⎞
⎠ .
Moreover, in the case that f ∈ C0,α
loc
(Rd;Rd) and g ∈ Lq
loc
(Rd) for some α ∈ (0,1]
and q > d, we have the estimate
(3.5) ∥∇u∥L∞(Rd) ≤ C sup
z′∈Rd
⎛
⎝ε−α [f]C0,α(B1/ε(z′)) +
1
ε
(⨏
B1/ε(z
′)
∣g(x)∣q dx)
1
q⎞
⎠ ,
with the constant C depending additionally on α and q.
Proof. In view of Remark 3.2, we can assume g = 0. Test the equation (3.3)
with uψ2, where ψ ∈ C∞0 (Rd) to get
1
2
ε2∫
Rd
u2ψ2 dx + 1
4 ∫Rd ∣∇u∣2ψ2 dx ≤
3
4
Λ2∫
Rd
u2∣∇ψ∣2 dx + 4∫
Rd
∣f ∣2ψ2 dx.
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Taking first ψ ≡ ψ̃, ψ̃(x) = exp(−R−1∣x− z′∣), with z′ ∈ Rd and R = 2Λ/ε, we see
that the first term on the right can be absorbed to the first term on the left,
and we arrive after straightforward manipulations to the inequality
(3.6) sup
z′∈Rd
(ε2⨏
B2/ε(z
′)
u2 dx + ⨏
B2/ε(z
′)
∣∇u∣2 dx) ≤ C sup
z′∈Rd
⨏
B1/ε(z
′)
∣f ∣2 dx.
We now fix z ∈ Rd and take 1/ε < Rj+1 < Rj ≤ 2/ε such that Rj −Rj+1 ≤ 2−j−2/ε
and R0 = 2/ε. Denote, in short, BRj = BRj(z). Letting wj ∈ H10(BRj) solve−∆wj = ε2u in BRj , the equation of u takes the form
−∇ ⋅ (a(x)∇u) = ∇ ⋅ (f +∇wj) in BRj .
By the standard Calderon-Zygmund theory (as in Remark 3.2) we have that
(3.7) (⨏
BRj
∣∇wj ∣p dx)
1
p
≤ C (⨏
BRj
(ε∣u∣)p∗ dx)
1
p∗
for any p ≥ 2. Combining this with (3.6) gives us for p = 2 that
(⨏
BR0
∣∇w0∣2 dx)
1
2
≤ C sup
z′∈Rd
(⨏
B1/ε(z
′)
∣f ∣2 dx)
1
2
.
Next, an application of Proposition 3.1 together with a covering argument
shows that
(3.8) (⨏
BRj+1
∣∇u∣p dx)
1
p
≤ C2jd/p ⎛⎝ε(⨏BRj ∣u∣
p
dx)
1
p + (⨏
BRj
∣f ∣p dx)
1
p⎞
⎠ ,
and we get by Sobolev-Poincare´ inequality and Ho¨lder’s inequality that
(⨏
BRj+1
∣u∣p∗ dx)
1
p∗
≤ C2jd/p ⎛⎝(⨏BRj ∣u∣
p
dx)
1
p + 1
ε
(⨏
BR
∣f ∣p dx)
1
p⎞
⎠ .
We can now start iteration with p ≡ pj, where p0 = 2 and pj = p∗j−1 for j ∈ N.
Then, after finitely many steps, we may conclude by Morrey’s inequality that
sup
BRj
∣u∣ ≤ C ⎛⎝(⨏BR0 ∣u(x)∣
2
dx)
1
2 + 1
ε
(⨏
BR0
∣f ∣p dx)
1
p⎞
⎠ .
with any p > d. Applying (3.6) once more leads to
sup
BRj
∣u∣ ≤ C
ε
sup
z′∈Rd
(⨏
B1/ε(z
′)
∣f ∣p dx)
1
p
Inserting this into (3.8) and iterating to reach any arbitrary p > d concludes the
proof of (3.4). The proof of (3.5) follows from the previous estimate and (3.2).

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3.2. Multiscale Poincare´ inequality. The following functional inequality
can be compared to [1, Proposition 6.1]. It gives an estimate for the oscillation
of an arbitrary bounded and Lipschitz function in terms of the spatial averages
of its gradient on every scale (and the spatial averages are given in terms of
convolution against the heat kernel).
Proposition 3.4. For every u ∈W 1,∞(Rd),
osc
Rd
u ≤ 2∫
∞
0
sup
y∈Rd
∣∫
Rd
∇u(x) ⋅ ∇Φ(y − x, t)dx∣ dt.
Proof. Select g ∈ L1(Rd) such that
(3.9) ∫
Rd
g(x)dx = 0.
Consider the solution w of the Cauchy problem
⎧⎪⎪⎨⎪⎪⎩
∂tw −∆w = 0 in Rd × (0,∞),
w(⋅,0) = g in Rd.
Observe that, for every t > 0, we have w(⋅, t) ∈ C∞(Rd) ∩L1(Rd). Define
φ(t) ∶= ∫
Rd
u(x)w(x, t)dx
and compute
d
ds
φ(s) = ∫
Rd
u(x)∂tw(x, s)dx
= ∫
Rd
u(x)∆w(x, s)dx
= −∫
Rd
∇u(x) ⋅ ∇w(x, s)dx.
Inserting the representation formula
∇w(x, t) = ∫
Rd
g(y)∇Φ(x − y, t)dy
we obtain
d
ds
φ(s) = ∫
Rd
g(y)∫
Rd
∇u(x) ⋅ ∇Φ(x − y, t)dxdy
and then
∣ d
ds
φ(s)∣ ≤ ∫
Rd
∣g(y)∣ ⋅ ∣∫
Rd
∇u(x) ⋅ ∇Φ(x − y, t)dx∣ dy
≤ ∥g∥L1(Rd) sup
y∈Rd
∣∫
Rd
∇u(x) ⋅ ∇Φ(x − y, t)dx∣ .
By (3.9), we have
lim
t→∞
∥w(⋅, t)∥L∞(Rd) = 0.
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Thus
∣∫
Rd
u(x)g(x)dx∣ = ∣∫ ∞
0
d
ds
φ(s)ds∣
≤ ∥g∥L1(Rd)∫ ∞
0
sup
y∈Rd
∣∫
Rd
∇u(x) ⋅ ∇Φ(x − y, t)dx∣ dt.
Taking the supremum over g ∈ L1(Rd) satisfying (3.9) and ∥g∥L1(Rd) ≤ 1, we get
osc
Rd
u ≤ 2∫
∞
0
sup
y∈Rd
∣∫
Rd
∇u(x) ⋅ ∇Φ(x − y, t)dx∣ dt.
This completes the proof of the proposition. 
3.3. The proof of Theorem 1.1. In this subsection, we study the approx-
imate correctors φε which, for a fixed unit vector e ∈ ∂B1, are the unique
bounded and almost periodic solutions of the equation
(3.10) ε2φε −∇ ⋅ (a(x) (e +∇φε)) = 0 in Rd.
The existence and uniqueness of φε in the class of bounded and uniformly
almost periodic functions is standard. See for instance [20, Section 5].
We begin with some essentially well-known and basic estimates on the ap-
proximate correctors which follow from Proposition 3.1.
Lemma 3.5. There exists C(data) ≥ 1 such that, for every ε ∈ (0,1],
(3.11) ε ∥φε∥L∞(Rd) + ∥∇φε∥L∞(Rd) ≤ C.
Proof. The proof is similar to the proof of Lemma 3.3, but the gradient bound
requires a slight variation in the argument. As in the derivation of (3.6) above,
an integration by parts using an exponential cutoff function gives the bound
(3.12) ε2 sup
z∈Rd
⨏
B1/ε(z)
∣φε(x)∣2 dx ≤ C.
We may therefore apply (3.1) with g = −ε2φε to the function x ↦ e ⋅ x + φε(x)
to obtain, for every p ∈ [2,∞), r ∈ (0,1] and z ∈ Rd,
(⨏
Br/ε(z)
∣∇φε(x)∣p dx)
1
p
≤ C ⎛⎝1 + ε(⨏B2r/ε(z) ∣φε(x)∣
p∗ dx)
1
p∗ ⎞
⎠ .
The Poincare´ inequality yields
(⨏
Br/ε(z)
∣φε(x)∣p dx)
1
p
≤ C ⎛⎝
1
ε
+ (⨏
B2r/ε(z)
∣φε(x)∣p∗ dx)
1
p∗ ⎞
⎠
Applying this to the sequence defined recursively by p1 ∶= 2∗ and pj+1 ∶= p∗j and
stopping after a finite number of iterations at the first j for which pj ≥ d + 1,
we obtain
(⨏
B
1/(2j ε)
(z)
∣φε(x)∣d+1 dx)
1
d+1
≤ C
ε
.
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Now we apply (3.2) with g = −ε2φε to the function x ↦ e ⋅ x + φε(x) to obtain,
for every z ∈ Rd,
∥∇φε∥L∞(Bc/ε(z)) ≤ C.
Taking the supremum over all z yields
∥∇φε∥L∞(Rd) ≤ C.
The estimate for ε ∥φε∥L∞(Rd) follows from the previous estimate and (3.12). 
For future reference, we remark that
(3.13) ⟨φε⟩ = 0.
Indeed, we have
ε2 ∣⨏
BR
φε(x)dx∣ = 1
R
∣⨏
∂BR
a(x)(e +∇φε(x))dHn−1(x)∣ ≤ C
R
→ 0 as R →∞.
The next step is to apply the regularity results in Lemma 3.3 to obtain an
almost periodic modulus for the gradients of the approximate correctors. This
lemma lies at the heart of the section and is the motivation for the definition
of ρk in the introduction. Before formulating it, we define an auxiliary quantity
to control Lp-norms obtained via a recursive summation formula for differences.
To this end, for (y, z) ∈ Rd×Rd, set first F1(a, ((y, z))) ∶= ∥∆yza∥L∞ , and define
then recursively
(3.14) Fj(a,Tj) ∶= ∥∆Tja∥L∞ +
j−1
∑
m=1
∑
ζ∈Pm,j
∥∆ζc(Tj)a∥L∞ Fm(a, ζ(Tj))
for j-tuple Tj = ((y1, z1), . . . , (yj , zj)). It is easy to see by induction that we
have a rough bound
(3.15) Fk(a,Tk) ≤ 2kk!Gk(a,Tk)
for all k ∈ N and Tk ∈ (Rd × Rd)k. Here the quantity Gk(a,Tk) is defined by
(1.7) in Section 1. Indeed, to prove (3.15), we assume inductively that the sum
in Fi(a, ζ(Tk)) has at most 2ii! terms, which is certainly true for i = 1. Since
Pm,k consists of ( km) different partitions, we see by the definition of Gk(a,Tk)
and induction assumption that
∑
ζ∈Pm,k
∥∆ζc(Tj)a∥L∞ Fm(a, ζ(Tj)) ≤ ( km)2mm!Gk(a,Tk) ≤ 2mk!Gk(a,Tk) ,
and thus
Fk(a,Tk) ≤ ∥∆Tka∥L∞ +
k−1
∑
m=1
2mk!Gk(a,Tk) ≤ 2kk!Gk(a,Tk) ,
showing the induction step.
The following lemma can be compared to [11, Lemma 4.1 & Proposition 4.6]
in the random setting (with ∆xy replaced by the Glauber derivative).
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Lemma 3.6. Fix α ∈ (0, 1
2
] and p ∈ [1,∞). Then there exists C(α,p,data) ≥ 1
such that, for each k ∈ N, ε ∈ (0,1], s ∈ [1,1/ε], Tk = ((y1, z1), . . . , (yk, zk)) ∈(Rd ×Rd)k,
(3.16) sup
z′∈Rd
(⨏
Bs(z′)
∣∆Tk∇φε(x)∣p dx)
1
p ≤ Ck(sε)−αFk (a,Tk) ,
where Fk is defined in (3.14).
Proof. The proof is by induction on k ∈ N. We fix ε ∈ (0,1]. We denote
ζj ∶=∆Tjφε.
for all Tj = ((y1, z1), . . . , (yj , zj)) ∈ (Rd × Rd)j and j ∈ N. In what follows, we
make use of the product rule for translations and differences:
(3.17) ∆yz(f ⋅ g) =∆yzf ⋅ Tyg +∆yzg ⋅ Tzf.
Step 1. The proof for k = 1. Observe that ζ1 satisfies the equation
(3.18) ε2ζ1 −∇ ⋅ (Tz1a∇ζ1) = ∇ ⋅ ((∆y1z1a) (e + Ty1∇φε)) in Rd.
Applying (3.4) and (3.11), we obtain, for any q ∈ [p ∨ 2,∞),
sup
z′∈Rd
(⨏
B1/ε(z
′)
∣∇ζ1(x)∣q dx)
1
q
≤ C ∥∆y1z1a∥L∞(Rd) ,
where the constant C depends on q in addition to (d,Λ). We furthermore have
(⨏
Bs(z′)
∣∇ζ1(x)∣p dx)
1
p ≤ (∣B1/ε(z′)∣∣Bs(z′)∣ ⨏B1/ε(z′) ∣∇ζ1(x)∣q dx)
1
q
= (εs)− dq (⨏
B1/ε(z
′)
∣∇ζ1(x)∣q dx)
1
q
,
and hence we obtain
sup
z′∈Rd
(⨏
Bs(z′)
∣∇ζ1(x)∣p dx)
1
p ≤ C (εs)− dq ∥∆y1z1a∥L∞(Rd) .
Taking q =max{p, dα−1} ≤ C(α,p, d,Λ) yields the result for k = 1.
Step 2. For readability, we give the proof in the case k = 2 first before
presenting the argument for general k ∈ N in the next step.
Iterating the product rule (3.17) gives
∆y2z2∆y1z1(f ⋅ g) =∆y2z2∆y1z1f ⋅ Ty1+y2g +∆y2z2∆y1z1g ⋅ Tz1+z2f(3.19) +∆y2z2Ty1g ⋅∆y1z1Tz2f +∆y2z2Tz1f ⋅∆y1z1Ty2g.
Applying the previous identity to f = a and g = (e + ∇φε) and taking the
divergence of both sides, we obtain an equation for ζ2:
ε2ζ2 −∇ ⋅ (Tz1+z2a∇ζ2) = ∇ ⋅ f2 in Rd,
20 S. ARMSTRONG, A. GLORIA, AND T. KUUSI
where the vector field f2 is given by
f2 ∶= ( (∆y2z2∆y1z1a) (e + Ty1+y2∇φε) + (∆y1z1Tz2a) (∆y2z2Ty1∇φε)
+ (∆y2z2Tz1a) (∆y1z1Ty2∇φε) ).
By (3.11) and the result of the previous step we obtain
(⨏
B1/ε(z
′)
∣f2(x)∣q dx)
1
q
≤ ∥∆y2z2∆y1z1a∥L∞(Rd) ∥e + Ty1+y2∇φε∥L∞(Rd)
+ ∥∆y1z1a∥L∞(Rd) (⨏
B1/ε(z
′)
∣∆y2z2Ty1∇φε(x)∣q dx)
1
q
+ ∥∆y2z2a∥L∞(Rd) (⨏
B1/ε(z′)
∣∆y1z1Ty2∇φε(x)∣q dx)
1
q
≤ C ∥∆y2z2∆y1z1a∥L∞(Rd) +C ∥∆y1z1a∥L∞(Rd) ∥∆y2z2a∥L∞(Rd) .
Applying thus (3.4) and the previous estimate we get, for any q ∈ [p,∞),
sup
z′∈Rd
(⨏
B1/ε(z
′)
∣∇ζ2(x)∣q dx)
1
q
≤ C ∥∆y2z2∆y1z1a∥L∞(Rd) +C ∥∆y1z1a∥L∞(Rd) ∥∆y2z2a∥L∞(Rd)
As in the previous step, taking q ∶=max{p, dα−1} yields (3.16) for k = 2.
Step 3. We now argue for general k ∈ N. Iterating the product rule (3.17)
k − 1 times leads to the following identity, which generalizes (3.19) to k ≥ 2:
(3.20) ∆Tk(f ⋅ g) =
k
∑
j=0
∑
ζ∈Pj,k
(∆ζc(Tk)Tzζ1+⋯+zζj f) ⋅ (∆ζ(Tk)Tyζc1+⋯+yζck−j g) ,
where we recall the definitions of Pj,k and ζc from Section 1. Using the previous
identity with f = a and g = e+∇φε and taking the divergence of both sides, we
obtain the following equation for ζk:
(3.21) ε2ζk −∇ ⋅ (Tz1+⋯+zka∇ζk) = ∇ ⋅ fk in Rd,
where fk is the vector field given by
fk ∶= (∆Tka) (e + Ty1+⋯+yk∇φε)
+ k−1∑
j=1
∑
ζ∈Pj,k
(∆ζ(Tk)Tzζ1+⋯+zζja) ⋅ (∆ζ(Tk)Tyζc1+⋯+yζck−j∇φε) ,
We now make a strong induction hypothesis and assume
(3.22) sup
z′∈Rd
(⨏
B1/ε(z
′)
∣∆Tj∇φε(x)∣q dx)
1
q
≤ CjFj(a,Tj)
for all j-tuples Tj = ((y1, z1), . . . , (yj , zj)) and for all j ∈ {1, . . . , k − 1}. Indeed,
by Step 1 this holds for k = 2. We then claim that (3.22) continues to hold
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for k > 2 as well. To this end, using the strong induction assumption (3.22)
for j ∈ {1, . . . , k − 1} together with (3.11), we apply the triangle inequality to
obtain
(⨏
B1/ε(z
′)
∣fk(x)∣q dx)
1
q
≤ C ∥∆Tka∥L∞ +
k−1
∑
j=1
C
j ∑
ζ∈Pj,k
∥∆ζc(Tk)a∥L∞ Fj(a, ζ(Tj)) .
By the definition of Fk(a,Tk) we have that
k−1
∑
j=1
∑
ζ∈Pj,k
∥∆ζc(Tk)a∥L∞ Fj(a, ζ(Tj)) ≤ Fk(a,Tk) ,
and hence
sup
z′∈Rd
(⨏
B1/ε(z
′)
∣fk(x)∣q dx)
1
q
≤ (C +Ck−1)Fk(a,Tk) .
The equation (3.21) for ζk, together with (3.4), implies that
sup
z′∈Rd
(⨏
B1/ε(z
′)
∣∇ζk(x)∣q dx)
1
q
≤ C sup
z′∈Rd
(⨏
B1/ε(z
′)
∣fk(x)∣q dx)
1
q
≤ C (C +Ck−1)Fk(a,Tk) .
Thus we may take C = 2C, where C is as in the above inequality. Since Tk was
arbitrary, we have proven the induction step. We finish the proof arguing for
s ∈ [1,1/ε] similarly as in Step 1. 
Applying supyk∈Rd infzk∈BR⋯ supy1∈Rd infz1∈BR to both sides of (3.16) and re-
calling (3.15), yields, for every α > 0,
(3.23) ωk(∇φε,R) ≤ Ckk!ε−αρk(a,R),
with the constant C depending only on (α,d,Λ).
We next combine (3.23) with Propositions 2.1 and 3.4 to deduce that the
approximate correctors are nearly bounded pointwise, independently of ε, and
that mesoscopic spatial averages are small.
Lemma 3.7. Fix α > 0. Then there exist a constant C(α,data) ≥ 1 and some
time t∗(data) ∼ 1 such that, for every ε ∈ (0,1] and t ≥ t∗,
(3.24) sup
x∈Rd
∣φε(x)∣ ≤ Cε−α,
(3.25) sup
y∈Rd
∣∫
Rd
∇φε(x) ⋅ ∇Φ(y − x, t)dx∣ ≤ Cε−αt−1− δ2 ∣log t∣ 1+δ2 + t−100 ,
and
(3.26) sup
x∈Rd
∣∫
Rd
φε(y)Φ (x − y, ε−α) dy∣ ≤ Cεαδ3 ,
where δ > 0 is as in (1.10).
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Proof. Fix α > 0 and ε ∈ (0,1] and denote
u(x, t) ∶= ∫
Rd
φε(y)Φ (x − y, t) dy.
According to Proposition 3.4, for every t0 ≥ 1, we have by the semi-group
property of the heat kernel
osc
Rd
u(⋅, t0) ≤ ∫ ∞
0
sup
y∈Rd
∣∫
Rd
∇u(x, t0) ⋅ ∇Φ(y − x, t)dx∣ dt
= ∫
∞
0
sup
y∈Rd
∣∫
Rd
∇φε(x) ⋅ ∇Φ(y − x, t + t0)dx∣ dt.
According to the second conclusion (2.6) of Proposition 2.1, (3.11) and (3.23)
(with αδ/15 in place of α), we obtain, for every k ∈ N and t ≥ k,
sup
y∈Rd
∣∫
Rd
∇φε(x) ⋅ ∇Φ(y − x, t)dx∣ ≤ sup
y∈Rd
∣∇∫
Rd
∇φε(x)Φ(y − x, t)dx∣
≤ Ck inf
R≥1
(t− 12ωk(∇φε,R) + exp(− ct
kR2
) ∥∇φε∥L∞(Rd))
≤ inf
R≥1
(t− 12ε−αδ/15Ckk!ρk(a,R) +Ck exp(− ct
kR2
)) .
Set t∗ = inf{t ≥ 2 ∶ t log(Ct) ≥ c100}. For each t ≥ t∗ and for each k in the range
N ∩ [1, 1
10
c
1
2 t
1
2 ∣ log(Ct)∣− 12 ], which implies t ≥ k by definition of t∗, we estimate
the infimum on the last line above by taking R = 1
10
c
1
2 t
1
2 ∣ log(Ct)∣− 12k−1 ≥ 1.
This yields
(3.27) sup
y∈Rd
∣∫
Rd
∇φε(x) ⋅ ∇Φ(y − x, t)dx∣
≤ t− 12 ε−αδ/15Ckk!ρk (a, 1
10
c
1
2 t
1
2 ∣ log(Ct)∣− 12k−1) + t−100.
Taking the infimum over all k ∈ N ∩ [1, 1
10
c
1
2 t
1
2 ∣ log(Ct)∣− 12 ] (for which we thus
have t ≥ k) and using the definition of ρ∗ and assumption (1.10), we get, for
every t ≥ t∗,
sup
y∈Rd
∣∫
Rd
∇φε(x) ⋅ ∇Φ(y − x, t)dx∣
≤ Cε−αδ/15t− 12ρ∗ (a, 1
10
c
1
2 t
1
2 ∣ log(Ct)∣− 12) + t−100
≤ CKε−αδ/15t−1− δ2 ∣log t∣ 12+ δ2 + t−100 .
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Combining these and integrating, using also the Lipschitz bound (3.11), we get
for all t0 ≥ t∗
osc
Rd
u(⋅, t0) ≤ ∫ ∞
0
sup
y∈Rd
∣∫
Rd
∇u(x, t0) ⋅ ∇Φ(y − x, t + t0)dx∣ dt(3.28)
≤ Cε−αδ/15 ∫
∞
0
((t + t0)−1− δ2 ∣log(t + t0)∣ 12+ δ2 + (t + t0)−100) dt
≤ Cε−αδ/15t−2δ/50 .
Recalling from (3.13) that ⟨φε⟩ = 0, we may take t0 = ε−α to obtain (3.26).
To obtain the first conclusion (3.24), we use (3.11) and (3.28) with t0 = t∗ ∼ 1
and the fact that αδ/15 ≤ α to get, for each x ∈ Rd,
∣∫
BR(x)
φε(z)Φ(z − x, t∗)dz∣
≤ ∣∫
Rd
φε(z)Φ(z − x, t∗)dz∣ +Cε−1 ∣∫
Rd∖BR(x)
Φ(z − x, t∗)dz∣
≤ Cε−α +Cε−1 exp (−cR2) .
Taking R ∶= C ∣1 + log ε∣ 12 yields
∣∫
BR(x)
φε(z)Φ(z − x, t∗)dz∣ ≤ Cε−α.
Since 1
2
≤ ∫BR(x)Φ(z−x, t∗)dz ≤ 1, we may again use the Lipschitz bound (3.11):
∣φε(x)∣ ≤ 2 ∣∫
BR(x)
φε(x)Φ(z − x, t∗)dz∣
≤ CR + ∣∫
BR(x)
φε(z)Φ(z − x, t∗)dz∣
≤ C ∣1 + log ε∣ 12 +Cε−α
≤ Cε−α.
This completes the proof. 
The next step is to obtain an almost periodic modulus for φε itself.
Lemma 3.8. Fix α ∈ (0, 1
2
]. There exists C(α,data) ≥ 1 such that, for every
ε ∈ (0,1], k ∈ N, and Tk ∈ (Rd ×Rd)k,
∥∆Tkφε∥L∞(Rd) ≤ Ckε−αFk(a,Tk) +Cεαδ6 ∧1.
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Proof. Fix α ∈ (0, 1
2
] and x0 ∈ Rd. Applying Jensen’s inequality together
with (3.16) with s = 1/ε, we obtain, for every 1 ≤ q < p <∞,
(⨏
B
ε−α/2
(x0)
∣∆Tk∇φε(x)∣q dx)
1
q
≤ (⨏
B
ε−α/2
(x0)
∣∆Tk∇φε(x)∣p dx)
1
p
≤ ( B1/ε(x0)
Bε−α/2(x0) ⨏B1/ε(x0) ∣∆Tk∇φε(x)∣
p
dx)
1
p
≤ Ckε− d(1−α/2)p Fk(a,Tk).
Taking q = d + 1 and p =max{d + 1,2d(1 −α/2)/α} so that d(1−α/2)
p
≤ α
2
, we get
(⨏
B
ε−α/2
(x0)
∣∆Tk∇φε(x)∣d+1 dx)
1
d+1
≤ Ckε−α2Fk(a,Tk).
By Morrey’s inequality,
(3.29) osc
B
ε−α/2
(x0)
∆Tkφε ≤ Ckε−αFk(a,Tk).
To turn the estimate of the oscillation into one for the supremum, we use
sup
B
ε−α/2
(x0)
∣∆Tkφε∣ ≤ osc
B
ε−α/2
(x0)
∆Tkφε +
∣∫B
ε−α/2
(x0)
∆Tkφε(y)Φ(x0 − y, ε−α/2)dy∣
∫B
ε−α/2
Φ(y, ε−α/2)dy .
The second term on the right side may be estimated using (3.26) together with
∫
B
ε−α/2
Φ(y, ε−α/2)dy ≥ c,
and
∫
Rd∖B
ε−α/2
(x0)
∣φε(y)∣Φ(x0 − y, ε−α/2)dy ≤ Cε−1∫
Rd∖B
ε−α/2
(x0)
Φ(x0 − y, ε−α/2)dy
≤ Cε100,
and combining then the result of this calculation with (3.29) we get
sup
B
ε−α/2
(x0)
∣∆Tkφε∣ ≤ Ckε−αFk(a,Tk) +Cεαδ/6∧100.
Taking the supremum over x0 ∈ Rd, we get
sup
Rd
∣∆Tkφε∣ ≤ Ckε−αFk(a,Tk) +Cεαδ/6∧100 . 
We now turn our attention to the differences of the approximate correctors
at two successive dyadic scales. We introduce the function
ψε(x) ∶= φε(x) − φ2ε(x).
Observe that ψε is the solution of the equation
(3.30) ε2ψε −∇ ⋅ (a(x)∇ψε) = 3ε2φ2ε in Rd.
We next apply Propositions 3.4 and 2.1 to get pointwise estimates on ψε.
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Lemma 3.9. There exists C(data) ≥ 1 such that, for every ε ∈ (0,1],
(3.31) sup
x∈Rd
∣ψε(x)∣ ≤ Cε δ8∧ 14 .
Proof. Observe that, for every α ∈ (0, 1
4
], there exists C(α,data, d,Λ) ≥ 1 such
that, for every ε ∈ (0,1],
(3.32) sup
x∈Rd
∣∇ψε(x)∣ ≤ Cε1−α
Indeed, in view of the equation for ψε and (3.24), this is immediate from (3.5)
in Lemma 3.3.
By Proposition 3.4 and the fact that ⟨ψε⟩ = 0,
(3.33) sup
x∈Rd
∣ψε(x)∣ ≤ osc
x∈Rd
ψε(x) ≤ 2∫ ∞
0
sup
y∈Rd
∣∫
Rd
∇ψε(x) ⋅ ∇Φ(y − x, t)dx∣ dt.
The gradient bound in (3.32) and Lemma 2.2 give, for every t > 0,
sup
y∈Rd
∣∫
Rd
∇ψε(x) ⋅ ∇Φ(y − x, t)dx∣
≤ C ∥∇ψε∥L∞(Rd)∫
Rd
∣∇Φ(x, t)∣ dx
≤ Cε1−αt−1/2 .
Thus, for tε ∶= ε4α−2 with α ∈ (0,1/4], we get
∫
tε
0
sup
y∈Rd
∣∫
Rd
∇ψε(x) ⋅ ∇Φ(y − x, t)dx∣ dt ≤ Cε1−αt1/2ε = Cεα .
For the large scales we may use the triangle inequality and (3.25) as follows:
sup
y∈Rd
∣∫
Rd
∇φε(x) ⋅ ∇Φ(y − x, t)dx∣ ≤ Cε−αt−1− δ2 ∣log t∣ 1+δ2 + t−100 .
A similar bound naturally holds for φ2ε. Thus we get
∫
∞
ε−1
sup
y∈Rd
∣∫
Rd
∇ψε(x) ⋅ ∇Φ(y − x, t)dx∣ dt
≤ Cε−α∫
∞
ε−1
(t−1− δ2 ∣log t∣ 1+δ2 + t−100) dt ≤ Cε−α+ δ4 .
Combining the estimates above and choosing α = δ
8
∧ 1
4
finishes the proof. 
We now complete the proof of Theorem 1.1 by summing the previous lemma
over dyadic scales.
Proof of Theorem 1.1. We may assume that δ ≤ 1. According to Lemma 3.9,
for each n,m ∈ N, we have
sup
x∈Rd
∣φ2−n−m(x) − φ2−n(x)∣ ≤ n+m∑
k=n+1
sup
x∈Rd
∣ψ2−k(x)∣ ≤ C ∞∑
k=n+1
2−
kδ
8 ≤ C2−nδ8 .
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Similarly, by (3.32),
sup
x∈Rd
∣∇φ2−n−m(x) −∇φ2−n(x)∣ ≤ n+m∑
k=n+1
sup
x∈Rd
∣∇ψ2−k(x)∣ ≤ C n+m∑
k=n+1
2−
k
2 ≤ C2−n2 .
Thus {φ2−k}k∈N is Cauchy in W 1,∞(Rd) and there exists φ ∈ W 1,∞(Rd) such
that
∥φ − φ2−n∥W 1,∞(Rd) ≤ C2−nδ8 ∧n2 → 0 as n→∞.
It follows immediately that φ satisfies (1.13).
To prove that φ is uniformly almost periodic, it suffices to notice that it is the
uniform limit of uniformly almost periodic functions. Alternatively, we display
a quantitative proof which gives more information. Applying the bound
∥φ − φ2−n∥L∞(Rd) ≤ C2−nδ8 ,
(which is proved above) and then Lemma 3.8 with α = 1
2
, we get
ρ1(φ,R) ≤ ρ1(φε,R) +C2−nδ8
≤ C2nαρ1(a,R) +C2−nαδ6 +C2−nδ8
≤ C2n2 ρ1(a,R) +C2−nδ12 .
Taking the infimum over n ∈ N, we get
ρ1(φ,R) ≤ C inf
n∈N
(2n2 ρ1(a,R) + 2−nδ12 ) .
The limit as R →∞ of the right side is clearly zero. Moreover, if ρ1(a,R) has
power-like decay in R, then so does ρ1(φ,R). This completes the argument. 
4. Examples
In this section, we give some examples of almost periodic coefficient fields
which satisfy the quantitative ergodic assumptions (1.10) and (1.12), starting
with a discussion of quasiperiodic functions.
Recall that a quasiperiodic function f ∶ Rd → R is one that takes the form
f(x) = F (M(x))
for some n ∈ N, a 1-periodic F ∶ Rm → R and linear map M ∶ Rd → Rm. We will
not distinguish between M and the matrix M = (mij) which gives the linear
map. We refer to M as the winding matrix and the function F as the lifted
function.
Note that ρ1(f,R) can be bounded using only information about ∥∇F ∥L∞(Rm)
and M . Indeed, it is clear by the periodicity of F that, for every R ≥ 1 and
y, z ∈ Rd,
(4.1) ∥∆yzf∥L∞(Rd)
≤ ∥∇F ∥L∞(Rm) max
i=1,...,m
∣((My)i mod 1) − ((Mz)i mod 1)∣ .
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Taking the infimum over z ∈ BR and then the supremum over y ∈ Rd to get
ρ1(f,R) ≤ ∥∇F ∥L∞(Rm) sup
y∈Rd
inf
z∈BR
max
i=1,...,m
∣((My)i mod 1) − ((Mz)i mod 1)∣ .
The second factor on the right side above depends only on M ; we denote it by
σ(M,R) ∶= sup
y∈Rd
inf
z∈BR
max
i=1,...,m
((My −Mz)i mod 1) .
We henceforth also write ∥My −Mz∥∞ ∶= maxi=1,...,m ((My −Mz)i mod 1) for
short. Since ∆yzf is also quasiperiodic with the same winding matrix M and
with lifted function ∆My,MzF , we find that
∥∆y2z2∆y1z1f∥L∞(Rd) ≤ ∥∇(∆My1,Mz1F )∥L∞(Rm) ∥My2 −Mz1∥∞.
Finally, applying (4.1) to ∇F gives that
∥∇(∆My1,Mz1F )∥L∞(Rm) ≤ ∥∇∇F ∥L∞(Rm) ∥My1 −Mz1∥∞.
Putting these together, we get
∥∆y2z2∆y1z1f∥L∞(Rd) ≤ ∥∇∇F ∥L∞(Rm) ∥My1 −Mz1∥∞∥My2 −Mz2∥∞
and using this together with (4.1) again, we get
ρ2(f,R) = sup
y1∈Rd
inf
z1∈BR
sup
y2∈Rd
inf
z2∈BR
max{∥∆y2z2∆y1z1f∥ , ∥∆y1z1f∥ ∥∆y2z2f∥}
≤ sup
y1∈Rd
inf
z1∈BR
sup
y2∈Rd
inf
z2∈BR
max{
∥∇∇F ∥L∞(Rm) ∥My1 −Mz1∥∞∥My2 −Mz2∥∞,
∥∇F ∥2L∞(Rm) ∥My1 −Mz1∥∞∥My2 −Mz2∥∞}
=max{∥∇∇F ∥L∞(Rm) , ∥∇F ∥2L∞(Rm)}σ2(M,R).
This argument can obviously be continued to an arbitrary order and we obtain,
for every k ∈ N,
(4.2) ρk(f,R) ≤ σk(M,R) max
n1 ,...,nk
k
∏
j=1
∥∇jF ∥nj
L∞(Rd)
,
where the maximum is over all n1, . . . , nk ∈ N with k =∑kj=1 jnj.
This reduces the task of bounding ρk(f,R) to one of estimating σ(M,R),
which lies in the realm of discrepancy theory [10]. It is here that the Diophan-
tine condition for the matrix M appears naturally.
Given an exponent θ > 0 and a constant A > 0, we say that M satisfies
D(θ,A), and we write M ∈ D(θ,A), if
(4.3) ∣ei ⋅M tz∣ ≥ A ∣z∣−θ , ∀i ∈ {1, . . . , d}, z ∈ Zm ∖ {0}.
The following proposition, which bounds σ(M,R) for M ∈ D(θ,A), is proved
in [20, Section 8] using the Erdo¨s-Turan-Koksma inequality. The argument
actually follows well-known methods in discrepancy theory, it is very close to
the proof of [10, Theorem 1.80].
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Proposition 4.1. If (4.3) holds, then there exists a universal C <∞ such that,
for all R ≥ 1 and M ∈ D(θ,A),
(4.4) σ(M,R) ≤ CA− 1mR− 1m(θ+1) (logR)m−1m .
In [20], the constant C in Proposition 4.1 is allowed to depend on (m,θ)
and the dependence on A is not made explicit. However, an inspection of the
proofs there and of [10, Theorem 1.80] (using in particular the exponential
dependence in m of the constant in the Erdo¨s-Turan-Koksma inequality) one
arrives at the result as stated above.
As a consequence of (4.2) and Proposition 4.1, if the lifted function F belongs
to Ck(Rd) and M ∈ D(A,θ), then we obtain the estimate
ρk(f,R) ≤ C (A,k, ∥F ∥Ck(Rm))R− km(θ+1) (logR)k(m−1)m .
Thus if F ∈ Cn(Rm) for some n > m(θ + 1), we obtain, for any δ < δ0 ∶=
n/m(θ + 1) − 1 > 0,
ρ∗(f,R) ≤ Cnn!ρn(f,R) ≤ C(n, ∥F ∥Cn(Rm))R−1−δ.
This confirms (1.10) for Kozlov’s class of quasiperiodic coefficients and gives
a more precise estimate of the degree of smoothness required for F . Obvi-
ously (4.2) and (4.4) for n = 1 also give (1.12). If in fact F ∈ C∞(Rd), then we
obtain that ρ∗(f, ⋅) decays faster than any power: for every s ≥ 1,
ρ∗(f,R) ≤ C (s, ∥F ∥C⌈sm(θ+1)⌉(Rm))R−s.
We next generalize the above discussion to the case m = ∞ and thereby
obtain conditions on which almost periodic coefficient fields, which are not
necessarily quasiperiodic, may satisfy (1.10) and (1.12). Recall (see [9]) that a
general uniformly almost periodic function f ∶ Rd → R may be written in the
form
f(x) = F (M(x))
for a continuous function F ∶ R∞ → R which is 1–periodic in each entry andM ∶
Rd → R∞ is a linear map. We identify R∞ with the set of sequences of real
numbers indexed by N. For each m ∈ N, we let Pm ∶ R∞ → Rm denote the
projection onto the first m terms of the sequence. We measure the dependence
of F in terms beginning with the (m + 1)th term by setting
χm(F ) ∶= sup
x∈R∞
∣F (x) − F (Pmx)∣ .
Note that f is quasiperiodic if and only if χm(F ) = 0 for some finite m, so
we can think of χm(F ) as a measure of how well f can be approximated by
quasiperiodic functions.
We now suppose that F ∈ C∞(R∞) with all derivatives bounded uniformly.
We suppose that, for every m ∈ N, there exists θm > 0 and Am > 0 such that
PmM ∈ D(Am, θm). It follows then from the above analysis that
(4.5) ρk(f,R) ≤ inf
m∈N
(χm(F ) +CA− kmm R km(θm+1) (logR) k(m−1)m ) .
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This leads to the estimate
ρ∗(f,R) ≤ inf
k∈N
(Ckk! inf
m∈N
(χm(F ) +CA− kmm R km(θm+1) (logR) k(m−1)m )) .
Therefore a sufficient condition for (1.10) is
(4.6) inf
k∈N
(Ckk! inf
m∈N
(χm(F ) +CA− kmm R km(θm+1) (logR)k(m−1)m )) ≤ CR−1−δ.
This may not seem very explicit, but one sees a very natural interplay between
finite dimensional (quasiperiodic) approximation and the nonresonance condi-
tions. One can give more explicit sufficient conditions for (1.10) by showing
that (4.6) is implied by decay conditions on the coefficients in the Fourier series
for f . (Recall that an arbitrary almost periodic function admits a Fourier se-
ries, see [9].) We leave this as an exercise. One obtains an analogous condition
for (1.12) from (4.5) with k = 1. Therefore, it seems to be natural to use ρ∗(a, ⋅).
In particular, the arguments in this paper actually give the first algebraic rates
of convergence in homogenization for almost periodic coefficients which do not
belong to Kozlov’s quasiperiodic class.
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