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Let Rm denote some m-dimensional real linear space. If x E RnL and x = 
(Xl ,...I xm) then x > 0 means that xi >, 0, i = l,..., m; however, x <y 
when y - x: > 0, ! x ( z (I X, j ,..., ! X~ I). If A is an m x m matrix then 
A > 0 means that all elements of the matrix A are non-negative. We denote 
by p(B) the spectral radius of the matrix A, Ry ‘! [x : .x E R”“, x > 01. 
Let E be a Banach space with the norm Ij * Ij and let [I .I be a generalized 
norm in E the values of which lie in RT such that there exist the numbers 
6, > 0, B, > 0 satisfying the condition b, j&4&m < [[ x 11 < b, ~[L/x&~ for 
any x E E. We denote by C(I, E) the class of all continuous functions defined 
in I ‘L [0, a] with range in E. Suppose the given operator P : I x C(I, E) -+ E 
has the property: if x E C(I, E) and y(t) = P(t, x(a)), t ~1, then y E C(I, E). 
We consider in the space C(I, E) an equation of general form 
x(t) = P(t, x(e)). 0) 
The special cases of equation (I) are the functional equations (in the narrow 
sense--see [Sj), the Volterra integral equations, the Fredholm integral 
equations, the integral-functional equations and others. Also the differential 
equations,. the differential-functional equations and in particular the differ- 
ential equations with a deviated argument of the neutral type can be reduced 
to an equation of the form (1). 
Generally speaking, the existence theorems of the solution of the equation 
(1) are proved by the use of one of the three fundamental methods (see [2], 
[Gl, l-101, Cl 11): th e method of succesive approximations, the method based on 
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the theory of nonexpansive operators and on the method exploiting the 
compactness of the operator P-often by the application of the well-known 
Schauder fixed-point theorem. 
The proofs of the convergence of successive approximations of equation (1) 
are often based on the monotone property of the operator P or on the con- 
vergence of successive approximations produced by an comparative operator 
Q associated with the operator P-a simple example of a proof of this type is 
the use of the well-known Banach fixed-point theorem. This last method is 
called the comparative method, we note that this method gives also the 
uniqueness of the solution of equation (1). 
The methods mentioned above have an extensive bibliography. In particular 
the last one has been considered among others in [I]-[9], [lo]-[14]. 
In the present paper we shall deal with the comparative method mentioned 
above to investigate equation (1). The purpose of this paper is to analyse the 
class of comparative operators .Q associated with the operator P and having 
the properties sufficient to ensure the existence, uniqueness, and the con- 
vergence of successive approximations for equation (1) in I. 
By the introduction in the space E of the generalized norm, we obtained 
a result better and more general than that of [3], [g], [9], but the method used 
in this paper is the same as the method of paper [9]. Our results in this paper 
are nonlocal and more precise than those of [14]. 
1. GENERAL ASSUMPTIONS AND THEOREMS 
For carrying out the above mentioned analysis, we introduce the assump- 
tions and we formulate the fundamental facts. 
Assumption A. Suppose that: 
10 there exists an operator 52 : 1 x C,(I, Ii:) -+ R”i , (Cs(1, R”;) denotes 
the class of all vector functions upper semicontinuous on I), which has the 
following properties: 
(a) if u E C(I, Rflf) and v(t) = Q(t, u(o)>, then v E C(I, Ry); 
(b) if u, 21 E C(1, R’;“) and u(t) < v(t), then 
w, 4.)) < Q(4 4’>>, tE-I; 
then tc if tin E W R3, ~~+~(t) < un(t) and limn+, ~,,$(f) = u(t), t ~1, 
n-+x Q;2(4 4-N = Q(t, u(.>>, t E 4 1 
20 the inequality 
lP% 4-N - Jv? r(*)>II G w7 u4-> - Y(.)II)s 
holds for any X, y E C(1, E), t EL 
(2) 
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Assumption B. Suppose that 
lo for a given vector function h E C(I, I?:) there exists a solution 
g E C(l, Ry) of the inequality 
Q!(4 g(-1) + h(t) < g(t), tEI, (3) 
20 in the class of vector functions satisfying the condition 0 < g(t) <g(t), 
t E I, the function g, g(t) E 0, t E I is the only upper semicontinuous solution 
of the inequality 
In order to prove the existence of a solution of equation (l), we define the 
sequence (x,} by the relations 
%+1(t) = w, %(*>>? n = 0, l,..., t EI, (5) 
where x0 is an arbitrarily fixed element of C(I, E). 
To prove the convergence of the sequence (x,, 1 to the solution E of equation 
(l), we define the sequence (h4,) by the relations 
(6) 
We get the following 
LEMMA 1. If Assumption B and the condition 10 of Assumption A are 
satisfied, then 
0 d &+1(t) < g,(t) <g(f), t EI, n = 0, l,..., 
and 
g, =z 0 for n3 co, 
where the sigrz z denotes the uniform convergence in I. 
17) 
Proof. Relation (7) we get by induction. The convergence of the sequence 
(g,j is implied by (7). The limit of this sequence satisfies the inequality (4) 
and by Assumption B, it must be equal zero identically. The uniform con- 
vergence of (g,} follows from Dini’s theorem. 
LEMMA 2. Ifh(t) z [P(t, so(.)) - x0(t)], Assumptions A and B are satisfied, 
a& if the sequences {x?J, {gJ are defined by relations (5) and (6), respectively, 
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afzd if z is a sohtiolz of equation (1) such that @x(t).-- x0(t)] < g,,(t), t E I, therz 
the estimations 
[xn+p(t) - m(t)] < g,(t), t EI, n, p = 0, l‘.., (8) 
UN - %Wll e &2(t), t E I, n = 0, l..., (9) 
hold true, 
Proof. The proof is very simple, it runs by induction. According to (2) 
we have by induction, 
L%io - &)n d &J(t>, p = 0, l,..., t EI, 
and 
u%z+D+l (t) - %,,(a G qt, b,,,(.) - %(.)l), %P = 0% L..., 
hence and by induction we get (8). Similarly, the estimation (9) is easily 
obtained by induction. 
From Lemmas 1, 2 it follows 
THEOREM 1.[7]. If A sum pt ions A and B are satisfied, thpn there exists a 
continuous solution 5 of equation (1). The sequence (x,} defined by (5) cowverges 
in I uniformly to Z, and the following estimations 
uw - Gdt)B d &e(t), t EI, n = 0, l,..., hold. 
The solution 3 of (1) is unique in the class of functions satisfying the con- 
dition [x(t) - x,,(t)] < g(t), t E I. 
In order to formulate a theorem on the continuous dependence of a solution 
of equation (I) on the right-hand side, we consider the second equation 
r(t) = W,Y(.)), (10) 
where the operator G has the same properties as P. 
THEOREM 2 [7]. If Assumption A is satisfied, and 
lo % and 3 are solutions of equations (1) and (lo), respectively, 
20 there exists a solution g* of (3) with h replaced by h”, 
h”(t) g UP@, 3(-N - 8(-M, 
then 
uw - rcqn G g*(t), i!EI. 
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It follows from the considerations above that the fundamental idea in the 
treatment of equation (1) or its special cases is to associate the operator P to an 
operator Q satisfying the inequality (2) and such that the Assumption B is 
fulfilled. If this is carried out, then the existence and uniqueness problem and 
convergence of successive approximations defined by formula (5) for equation 
(1) is solved. 
The purpose of this paper is to give conditions under which the operator Q 
defined by the formuia 
W, g(*>) = i K,(t) sff”” g(s) ds + i h(t) g(Pi(t>), (11) 
j=l i=l 
where Ki , Xi are non-negative, continuous matrix-functions and aj ,& are 
continuous functions on I, satisfies Assumption B. 
It is clear that these conditions will be sufficient for the e,xistence and 
uniqueness of the solutions and the convergence of succesive approximations 
for equation (1) if the operator P satisfies the condition (2) with the operator 8 
defined by formula (11). 
Remark 1. It is obvious that Assumption B is fulfilled if 
however this condition is too restrictive and further on, we give conditions 
weaker than this one. 
2. THE MAIN LEMMA 
LEMMA 3. If h E C(I, RI;“), Ki , A, E C(I, R$, i.e., K,(t) = [K;“(t)], 
hi(t) = [A:“(t)], Kjp”, hf’” E C(I, R+), p, s = l,..., m, olj , pi E C(I, I), aj(t), 
/$($) E [O, t], t EI, j = l)..., Y, i = l,..., v, (the case r, v = + 00 is possible), 
&y(t) s f i . . . i jQ. . . . . iyt)/$(gP . . . . ““@)) < fco, t EI, (12) 
n-o it‘1 in=1 
FUNCTIONAL EQUATIONS IN A BeANACH SPACE 303 
where 
/so(t) = t, gyi”“(t) = ~““‘~“(pi,+,(t)), 
J-unity matrix, and S E C(I, R”;), s E C(I, Rf), then 
(a) there exists g, E C(I, Ry) being the unique solution of the equation 
+ f i . . . i “i,l s..., “(t) h(Q . ..- k@)), tE1, (14) 
a==0 i,=l i,=l 
in the class of bounded, non-negative and measurable vector functions 
defined in I (this class we shaII denote by M(I, Ry)), and 
(b) the function go is the unique solution of the equation 
g(t) = i K,(t) j-“(‘) g(s) ds + i h(t) g(Pi(t)) + WI, 
j=l 0 i=l 
in the class 
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(c) the function g, g(t) = 0, t ~1, is the unique solution of the 
inequality 
.&At) d i Wt> joa’(f’g(s~ d  + i Ut> g(Pdt)), t EI, (17) 
j=l i=l 
in the class J&,(1, R’:). 
Proof. First we prove (a). Let us note that if g E M(1, Rn,“) is the solution 
of equation (14) then g E C(I, Ii:). This fact follows from the uniform 
convergence of series (12). Thus we shall prove that equation (14) has a 
unique solution in C(1, R’J. 
We introduce the generalized metric 
with 
d(g, v) = m;x e-Lt I g(t) - O(t)], g, Q) E C(I, RT), 
L > p (syp %). 
Now we can prove that the operator A defined by the right-hand side of 
equation (14) is the generalized contraction. 
Indeed, from the inequality e yt - 1 ,< yet for y E [0, 11, t > 0, we have 
< + sup F d(g, v). 
I 
ru’ow from the theorem on the generalized contractions (see [4]) follows the 
first assertion of (a). 
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Condition (15) we get from the following estimation 
+ -f f . . . i jp; . . . . . h(t) q/p; s... A‘(t)) 
n=lr iI4 in=1 
This completes the proof of part (a). 
Now we prove (b). At first we find that any solution of equation (14) is a 
solution of equation (16). Indeed, if g* is a solution of equation (14), then we 
have 
g*(s) ds - i h(t) g*(Pi(G - W 
i=l 
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= g*(t) - i q(t) r.“““’ g”(s) ds 
j=l 
- go & *-- i$l P;""'~"(t) h(~""'~*(t)) =- 0. 
II 
If g E IW~(~, I?:) is a solution of equation (16), then by induction we obtain 
easily the following relation 
T k-l Y 
,&) = 1 c c ... i q ,..., “yt>I;;(@ ,..., in(q) iff~(@~p-“-ia) f(s) ds 
i=l la=0 Q=l in=1 
k-l Y 
+ c c . . . i "2'..., &a(t) qpfl. . . . . Gft)) 
n=o iIS1 i,=l 
k = 1, 2 )...) t EI. 
Sinceg E M&, Ry), then for some c > 0 we have 
now according to (15) we infer 
it1 -.- & x~‘...‘i”(t)~(~~.“‘i”(t)) zg 0 if k -+ 03. 
1 
If we let k -+ co in relation (18) we get 
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i.e., 2 is the solution of equation (14), but this equation has only the solution 
go > thus g? = go , and (b) is proved. 
Finally we prove (c). Put 
n,(s~l-4r(t)) 
gk+l(t) = f: f i *-* i A~““‘yt) K,(~~--“(t)) l &s(s) *s> 
j=ln=O il=l i,=l 
k = 0, l,..., t EI. 
Because go is the solution of the equation (14) and S(t) 3 0 we easily infer 
that 
0 < &+1W d &c(t), k = 0, l,,.., t E-I, 
and 
.!?I6 =f 0 if k+co. 
In fact, if g(t) = 1 imk+m gk(t), t F I, then the function g satisfies the homo- 
geneus equation corresponding to equation (14), but such equation according 
to (a) has only the trivial solutiong(t) = 0. 
Now if g’ E &&(I, Ry) is a solution of inequality (17), then by induction 
we get 
k = 1, 2,..., t ~1. 
We have for some c E R, , g”(t) < ego(t), t E I. From here together with 
relation (1.5), we find that ,$ satisfies the inequality 
‘T 02 Y .r,(B~l--~nit)) 
g’(t) < c c 1 --- i q--“i”(t) Iq~~-“~(t)) j i?(s) *s 
j=lla=O i+ in=1 '0 
< cgo(t>. 
But from this relation it follows 
0 d d(t) < %m, n =o, l,..., tE1, 
finally by letting 12 ---f 00 we conclude g”(t) = 0. The Lemma is proved. 
Remark 2. If Y = 1, v = 1, cd(t) dz q(t), B(t) 2 /3&), h(t) dz h,(t), 
K(t) ‘z K,(t), t E 1, then we have the case considered in [8]. Know the 
sequences {A,} and {&J in Lemma 3 are defined by the relations 
PO(t) = t, /%a+&) = Pmz(t))> n = 0, l,..., t EI, 
&J(t) = J, &+1(t) = fi VkW~ n = 0, I,..., t EI, 
k=O 
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and the conditions (12) and (13) are of the form 
Remark 3. If the assumptions of Lemma 3 are fulfilled also for 
L E C(I, KY) and 44 < J+), 
then the suitable solution gb of equation (14) with R instead of 12 established in 
Lemma 3 is in the class &?,(I, FT) p ro d uced by go the only solution of 
equation (16) with h replaced by k. 
This fact follows immediately from the proof of part (b) of Lemma 3. 
3. SOME REMARKS AND FURTHER LEMMAS 
(a) If we assume that 
01~ , ,Bi E [0, I], Ai, &-constant matrix, i = l,..., Y, j = l,..., r, then the 
conditions (12) and (13) in Lemma 3 can be replaced by the following 
(13’) 
We note that now 
/3fy”i”(t) < t fi ,&., , jp*...& ; (t) d t fi ha, n = 1, 2 ,...) t EI. 
1=1 Z=l 
(b) If xi(t) < Ai , K,(t) < tKj , wj(t) < a$, Pi(t) ,( /Ii * t, i = I,..., 
v, j = I)...) T, 
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then the conditions (12), (13) can be replaced by (12’) and 
(13”) 
(c) If hi(t) < tXi , K,(t) < Kj , q(t) < cxj . t, /J(t) < pi . t, and 
,k& < 1, h(t) < t . H, t ~1, H > 0, i == l,..., y, j = l,... I r, then (12) and (13) 
are both fulfilled. 
(d) If h&t) < hi 9 K,(t) < tKj 3 Pi(t) < pit, ai < ajt, a < 1, 
j-1 ,..., Y, i = l,..., V, then (12) and (13) is replaced by (12’) and by 
(13”) 
(e) If A,(t) < Ai , K,(t) < Kj , /3&t) < pf ’ t”, olj(t) < olj . t, C7 < 1, 
j = 1, . . . . r, i = l,..., Y, then (12), (13) is replaced only by 
(f) Finally, if we suppose (19) and h(t) < tp . H, t E I, for some p > 0 
and vector H > 0, then (12) and (13) are both fulfilled if 
with p = min (1,~). 
However, we can obtain a better result. We have 
LElbIMA 4. If h E c(I, R'r), olj , /$ E c(I, I), j = I,..., I', i = I,.,., V, Ud 
the colzditions (19) are fuljilled, moreover ;f h(t) < tP . H, t E I, for some 
p > 0, vector H 3 0, and p(~~=, &Q) < 1, then the assertion of Lemnu 3 
holds if both the classes M(I, RT) and &f,(I, RT) are replaced by the dass 
vp(I, RY), 
whwe c-real number. 
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Proof. We introduce the generalized metric 
d,(g, v) 22 m?x e-Lt I g(t) i v(t)t 
g, v E V; 3 V,(I, Ry) n C(1, R+“. 
We prove that the operator A (defined by the right-hand side of equation (14)) 
maps the Vi into itself and is a generalized contraction in Vi if 
Indeed, if g E Vg , we get 
= P (J - i a:&)-’ (cl& a;Kj + J) H, 
i=l 
because 
Hence, it follows that there exists cs > 0 such that 1(Z4g)(t)[ < c#‘H, t ~1, 
thus Ag E 1’; . 
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Further we get 
eL.sP max , e-Ls 
I 
1 g(‘) ; ‘(‘)I ) ,js 
thus we see that A is a generalized contraction in VG . Further the proof of 
Lemma 4 runs as that one of Lemma 3. 
We want to point to the case where both conditions (12) and (13) in 
Lemma 3 are superfluous. 
LEMMA 5. If h E C(I, RT), Ai , Kj E C(I, Rf), h-being nmdecreusi?~, 
a$ , pi E C(I, I), q(t) < t, /q(t) < yip) * t, 0 < y&) < 1, t El; j = l)..., r, 
i = l,..,, v, (Y, v < +a), n(t) --f 0 if t 3 0 and h($) < p*h(t), t E I, fofor 
som.e q > 0 then the assertion of Lemma 3 holds. 
Proof. We prove that under the assumptions of Lemma 5 both series (12) 
and (13) are convergent. 
Let hi = max hi(t), we have 
I 
,yl.....i 
n “(Q < fj Ai, 
Z=l 
and 
P il.... .%+1(t) n+1 
< yi,+l(p; ?..., in(q) /!y$ .. . . yt)* 
Because yi(t) < 1, i = I,..., v, t ~1, then we get &~*.*~~~~(t) =CC 0 if n --+ CO, 
and therefore there exists no such that 
yi,+l(p.... ‘m(t)) 6 c min [ 1 
( 
1 1lq < 
1 + PC& 4) ’ -3 -I- PC& Ai) ) 1 
for n > n, and t E I, i = l,..., v. 
505/16/z-8 
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From this we have 
B 
il).... %+1(t) < @$..&(t), 
TL+1 n>n,, tEI, 
and consequently, 
Finally, we get 
5 i . . . 2 6 ....lyt) /@$I *.... in@)) 
n=O ilsil i,-1 
but 
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Similarly, we prove that 
d m;x Pa0 ~l.....~~+Q) (i hJ0 [Jl - (1 + p (2 hi))-l($& 4)l-l 
i=l i=l 
and that the second condition of (13) holds. 
Thus the proof of Lemma is finished. 
4. THEOREM ON THE EXISTENCE AND UNIQUENESS 
From Theorem 1 and Lemma 3 follows 
THEOREM 3. If 
x, y E C(I, E), t E I, and the assumptions of Lemma 3 are satisjied with h(t) = 
[P(t, x0(.)) - x,(t)], then there exists a unique soZutio?z x of equation (1) satisfying 
the condition 
uw - TM G .&)7 fEIm 
The solution z is the limit of the sequence {x~} defined by (5). 
Now the following question arises: for what operators P the condition (20) 
if fulfilled? The example of such operator is that one defined by the right- 
hand side of the equation 
x(t) = F (4 ~o’l’t’f&, s, x(s)) ds,..., ~mr?W, s, 4s)) ds, 4%W,.--, ~(8.W) 7 
(21) 
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where FE C(I x ET+, E), f E C(P x E, E) and they satisfy a suitable 
Lipschitz condition. 
Remark 4. (a) If Y = v = 1, then equation (21) is reduced to the following 
one 
x(t) = F (t, (?i(t. s, 44) 6 4-W)). 
This equation was considered in [SJ. 
(b) If fjt, s, X) = X, then the equation (21) has the form 
x(t) = F (t, j-O’1” x(s) ds ,..., ~;“‘x(s) ds, x(&(t)) ,..., x(&t))), 
such equation results from the neutral differential-functional equation 
y’(t) = W, rMW-> ~b&)>, Y’cPlc~)>Y~~ Y’t/w>)9 
with the initial condition y(0) = y’(0) = 0 (see [3], [15]). 
(c) The particular case of equation (21) is also the functional equation 
(see 151, i?l) 
40 = W> 4PdW., 4kW))). 
In order to formulate the effective theorem concerning equation (21), we 
introduce the following 
Assumption C. * We assume that 
lo aj , /$ E C(I, I), aj(t), Pi(t) E [0, t], j = l,..., r, i = l,..., V, 
2O there exist matrix-functions kj, 5, X, E C(I, Rf), j = I,..., r, i = 
1 ,..., v, such that 
UW, zl, ,..., z+- , q I..., v,) - F(t, q ,..., c,. , @I ,..., q)] 
uj$, s, u) - fj(4 4 qll < hj@>[U - 21, j = l,..., Y (23) 
for t ~1, uj , vi, iij, ci, u, ii~ E, j = l,..., I, i = l,..., V. 
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Put 
K,(t) = h,(t) &(t), j = l,..., Y, 
h(t) = [F (t, S,“(t)jl(t, s, x0(s)) ds ,..., 
t E I, where x0 is an arbitrarily fixed element of C(I, E). 
Let us define the sequence (xm> by the relations 
x,+,(t) = F (t, j-o?&. s, x&N d--~.., 
I 
a,(t) 
fT(4 s, XT&)) ds, &2(&(~))F.9 
0 
%wN) ) 
n = 0, l)...) t EI. 
Now from Theorem 1 and Lemma 3 we infer 
(24) 
v-5) 
THEOREM 4. If Assumption C and the conditioas (12), (13) are satisjied 
z&h Kj and h dejined by (24) and if S E C(I, R”,“), s E C(I, Rf), t!zen there 
exists a solution ST E C(I, E) of equation (21) having the property 
U”qt) - 4,n < g&), t EI, n = 0, I,..., 
where x, is dejked by (25) and 
&+I@) f- w* &d-N 
= 2 K,(t) $” g&) ds + i b(t) g.n(Pi(t!>, n = 0, l,..., t EI. 
%I. i=l 
Moreover the soIution x is unique in the class X(1, E), where 
X(A E) z u [x : x E WI, J-0, !I+) - xo(t)B < cgo(t)l, 
C>O 
(M(I, E) is th e c ass 1 of all strongly measurable functions defined in I with 
range in E). 
Proof. By the assumptions of the theorem, Assumption B is satisfied, 
since by Lemma 1 we get g, 3 0. Now the proof of the existence part of the 
theorem follows from the relations 
Ux,+&) - %z(Q G &L(t), n, p = 0, l)..., 
which results by induction (see the proof of Theorem 1). 
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The unique part of the theorem follows immediately from (c) of Lemma 3. 
Indeed, if we suppose that there exists another solution 2 of the equation (21) 
belonging to X(1, E), then we easily infer that [X - ZJ E A&(1, R$) and 
[cc(t) - f(t)] < il J&(t) $,) [z(s) - a(s)] ds 
now by (c) of Lemma 3, we conclude that [s(t) - Z(t)] = 0. Thus the proof 
of the theorem is completed. 
Lemma 4 implies 
THEOREM 5. If Assumption C afzd condition (19) with Kj , h, j = I,..., P 
dejined by (24) aye ful$lled, and if k(t) < t” . H, for some p > 0 and vector 
H 3 0, 
(26) 
then the msertion of Theorem 4 holds. 
The proof of this theorem remains the same as the proof of Theorem 4. 
Remark 5. The following example [14] 
x(t) = agl x ($3 t EI, (27) 
shows that condition (26) is essential. For this equation, condition (26) has the 
form Cy=, (1/2i)9 < 1 and it is fulfilled if p > 1. In view of Theorem 5, 
there exists only one solution x(t) E 0 of equation (27) in the class of functions 
satisfying the condition [x(t)] < t”M, M > O-vector, for t ~1, but for 
p = 1, the condition (26) is not fulfilled and in this case each function x(t) = 
c . t is a solution of equation (27). 
Rqark 6. If R” = RI, then we can take [XI = 11 s 11 and it is the case 
which was considered in [9]. 
If E = Rm and we take [IX] = 1 x j, then we get the results better than those 
given in [9], because for any matrix h we have p(h) ,( 11 h ]I for any matrix 
norm I/ /] and there exist matrices for which the strong inequality holds. 
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5. CONTINUOUS DEPENDENCE OF THE SOLUTION ON THE 
RIGHT-HAND SIDE OF EQUATION (21) 
Let us now consider another equation 
y(t) = P (t, j-oal”)jl(t, s, y(s)) ds ,..., 
where p, fj , Zj , /?i have the same properties as F, fi , CQ, pi, j = I,..., T, 
i = l,..., V. 
Let 7 be a solution of equation (28). 
Put 
w(t) g [F (t, 1’1” fi(t, s, y(s)) ds ,..., 
and let q E C(I, I??) be such that 
Put 
t EI. (3oj 
4tj = max(q(t), w(t), h(t)). 
From Theorem 2 and Lemma 3 follows 
THEOREM 6. If Assumption C, the relations (24) and conditions (12), (13) 
of Lemma 3 are satisfied with lz replaced by t%, then there exists a continuous, 
non-negative solution 8 of the equation 
g(t) = i q(t) f+ g(s) 03 + i h(t) gWj) -I- w(t), (311 
j=l 0 i=l 
such that 
Proof. Let sb be the solution of equation (31) with w(tj replaced by h(t). 
Put 
fJo@) = &Tow, 
318 KWAPISZ AND TURO 
By induction, we get 
From this, in view of Lemma 3, we see that the sequence {zJ~} is convergent 
to v, v < &I , which satisfies equation (3 1). Further, we get easily by induction 
that 
uw - ml < 4), t EI, n = 0, l,... . 
Now if n + 00, we infer the assertion of the theorem. 
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