We present determinations of the total to selective extinction ratio R V and visual extinction A V values for Milky Way stars using ultraviolet color excesses. We extend the analysis of Gnaciński & Sikorski (1999) by using non-equal weights derived from observational errors. We present a detailed discussion of various statistical errors. In addition, we estimate the level of systematic errors by considering different normalization of the extinction curve adopted by Wegner (2002) . Our catalog of 782 R V and A V values and their errors is available in the electronic form on the World Wide Web.
Introduction
The extinction curve describes how the extinction changes with the wavelength. Extinction is due to the presence of dust grains in the interstellar medium and its characteristics are different in a diffuse interstellar medium as compared to a dense interstellar medium. Thus, the knowledge of extinction curve is necessary to deredden magnitudes and colors of astronomical objects and to understand the physical properties of dust grains. Cardelli, Clayton, & Mathis (1989, hereafter CCM) derived a mean extinction law (for 0.12 µm < λ < 3.5 µm) that depends on only one parameter R V = A V /E(B − V ). They considered the sample used in the ultraviolet (UV) extinction study of Fitzpatrick & Massa (1990) based on International Ultraviolet Explorer extinction curves of 45 reddened Milky Way OB stars. CCM searched for the corresponding optical and near-infrared (UBVRIJHKL) photometry from the literature. Finally they used the intrinsic colors of Johnson (1966) for the appropriate spectral types to determine the extinction. They obtained the following one-parameter family of curves that represents the UV to infrared (IR) extinction law in terms of R V :
where x = 1/λ, and a(x) and b(x) are the wavelength-dependent coefficients. Equation (1) is very powerful because it allows one to determine the extinction in some spectral region based on the extinction in a different spectral region, given that one knows R V .
The R V parameter ranges from about 2.0 to about 5.5 (with a typical value of 3.1) when one goes from diffuse to dense interstellar medium. In this formalism R V therefore characterizes the dust properties in the region that produces the extinction. Many authors used this parameter to study extinction, e.g.: Jenniskens & Greenberg (1993) searched for a relation between R V and other parameters that characterize the extinction curves; Cecchi-Pestellini et al. (1995) studied the role of R V as the main regulatory agent of the penetration of radiation inside dark clouds; Fitzpatrick (1999) discussed different methods to deredden the data and obtained a new estimate of the extinction law in terms of R V . Gnaciński & Sikorski (1999, hereafter GS) applied a χ 2 minimization to compute the R V values for a sample of stars with UV extinction data using the linear relation (1). A similar method with weights was used by Ducati, Ribeiro, & Rembold (2003) to determine R V and A V toward a sample of stars with known color excesses in UBVRIJHKL.
Here we extend the method used by GS in order to obtain improved R V values for the lines of sight toward a sample of stars with known extinction data in the UV. The structure of this paper is the following. In §2 we discuss the theoretical basis of our R V derivation. In §3 we describe our data sources. We present the results and assess the consistency between different samples and theoretical approaches in §4 . Finally in §5 we discuss our results and comment on the future work.
Theoretical considerations
The interstellar dust grains span a wide range of sizes from a few Angstroms to a few micrometers. In general, they reduce the intensity of the transmitted beam by two physical processes: absorption and scattering. The extinction is the result of these two processes. The apparent magnitude m of each star as a function of wavelength may be written as
where M , d and A represent absolute magnitude, distance and total extinction, respectively, and subscripts "red" and "comp" denote 'reddened' and 'comparison' stars, respectively. The extinction as a function of λ may be obtained by comparing corresponding stars paired according to spectral properties. In principle, the 'comparison' star should be of the same spectral classification as the 'reddened' star, but with a negligible extinction.
If the reddened star and the comparison star have the same spectral classification it also means that they have very similar intrinsic spectral energy distributions. Thus we have M λ,red = M λ,comp . We also assume that A λ ≡ A λ,red ≫ A λ,comp . The magnitude difference obtained from equation (2) and (3) is therefore:
The quantity 5 log(d red /d comp ) is a constant term and may be eliminated by normalizing with respect to extinction difference in two standard wavelengths λ 1 and λ 2 :
Generally, the extinction curves are normalized with respect to the B and V passbands in the Johnson (1966) system:
where
is the observed color and (m λ − m V ) 0 is the intrinsic color (by construction equal to the color of the 'comparison' star).
It is possible to obtain the absolute extinction by using the total to selective extinction ratio:
Then:
CCM, for computational reasons, divided the complete extinction curve (equation 1) into three wavelengths regions and fitted the extinction law as a function of x = (1µm)/λ: -infrared (0.3 ≤ x ≤ 1.1), -optical/NIR (1.1 ≤ x ≤ 3.3), -ultraviolet and far-ultraviolet (3.3 ≤ x ≤ 8.0). For every wavelength, the coefficients a(x) and b(x) from equation (1) 
For 3.3 ≤ x ≤ 8.0:
where:
Gnaciński & Sikorski (1999) compute R V values using equations (1) and (8) and by minimizing the quantity:
The right side of equation (13) is a second order polynomial (parabola) of R V with the minimum:
This formula is right when the errors in E(λ i − V )/E(B − V ) are identical for all bands. Our data (see §3) have errors that differ from band to band, so we use an improved χ 2 , weighted by the observational errors. Ducati et al. (2003) suggested the following χ 2 for independent minimization with respect to R V and A V :
where w λ i are the weights associated with each band. We use a related but different approach which stems from the fact that in addition to UV bands we also use E(B − V ) as our input data. We normalize our color excesses with
, we minimize the following χ 2 with respect to R V only:
Setting w λ i ≡ 1/σ 2 i and minimizing equation (16) with respect to R V we find:
and
The error terms on the right side of equation (19) are described in Table 1 . In equation (18) we assumed for simplicity that the errors in E(λ i − V ) and E(B − V ) are independent. However, the values of ǫ(λ − V ) and their errors for different bands are not independent. To get a good idea about the errors in R V we compute them in two ways. First, we calculate the maximum error in R V , which is the straight sum of errors coming from different sources:
Then we obtain the error in quadrature which would properly describe total uncertainty if the errors from different sources were uncorrelated:
Neither description (20) nor (21) is strictly correct: the real error in R V lies likely between these two estimates.
By definition:
where the second equality is a consequence of equation (17). Therefore the maximum error in A V is given by 2 :
The error in quadrature is given by:
Data
We use the data taken from the Savage et al. (1985) catalog of ultraviolet color excesses
for stars of spectral types B7 and earlier. The UV measurements are taken from Astronomical Netherlands Satellite (ANS) data (Wesselius et al. 1982 ) and consist of observations in five UV channels with central wavelengths: λ = 1549, 1799, 2200, 2493, and 3294Å.
The sources of the data used to obtain E(λ − V ) as given by equation (25) and their errors are listed in Table 1 . We also consider another type of error: a 'mismatch error', which is caused by 2 We note that the analysis of GS is equivalent to ours if weights meet the following conditions: i∈[1,N bands ]
where C is a constant. From equation (18) we conclude that this condition is in conflict with σ[E(λi − V )] = σ[E(B − V )] assumed by GS. If we ignore this conflict and force both conditions, then:
The results reported in Table 1 of GS suggest that they used the above formula rather than their equation (8).
the fact that the reddened star and the comparison star may have slightly different colors. Meyer & Savage (1981) give in their section 2c, Table 1B ultraviolet color excess errors which include errors associated with spectral type misclassification (mismatch error) and errors in the intrinsic colors. We adopt their values for this total additional source of error, and we record them under the name of mismatch error. Figure 1 shows the histograms of the E(λ i − V ) errors for the five ultraviolet bands which we obtain using equation (19) . The errors are completely dominated by the mismatch errors which results in a few spikes observed in each panel. The errors adopted by GS and marked by vertical lines are shown for comparison.
From the Savage et al. (1985) catalog we exclude some lines of sight using the same method of selection as GS. It means that we exclude the lines of sight that have E(B − V ) < 0.1, and the ones with E(λ − V )/E(B − V ) > 8. This selection results in 923 lines of sight considered previously by GS. In addition, we also exclude those stars that do not have spectral type classification, because for them we are not able to assign the mismatch errors. This last cut reduces the number of lines of sight we consider to 782. Figure 2 shows the sky positions of the stars in our sample. The sample contains stars of spectral type B7 and earlier and this is the reason for which almost all the stars lie in the Galactic plane at low latitudes.
Results

The catalog of R V and A V values
By using the method described in §2 we compute for our sample the R V and A V values listed in Table 2 . Here we present only the first 20 objects from our sample. The complete table is available in electronic form and on the World Wide Web 3 . In the first column we list the names of stars, in the second and third the galactic coordinates, then the E(B − V ) values taken from Savage et al. (1985) catalog; in the remaining columns we list the R V and A V values with their errors obtained using formulae (17)-(24).
Our determination of R V values with their errors is made using the GS method improved through the consistent treatment of observational errors. Figure 3 shows the good agreement between the R V values obtained with GS unweighted method and the weighted method applied here. In our case, the R V values are not so different between the two methods because our adopted errors in ǫ(λ i − V ) are of the same order in the five UV wavelengths. However, it's important to notice that typical errors in R V are very different between the two methods (mostly due to the mismatch errors considered here). Figure 4 shows the same points as in Figure 2 , but now different colors mark different values of R V with R V increasing from red to blue. As expected most lines of sight have R V of about 3.1. This may be also seen in Figure 5 which shows R V values as a function of galactic coordinates. The circular red points are the mean values of R V for the data binned every 30 • and every 1 • for the Galactic longitude and latitude, respectively. These mean values do not differ a lot one from another but some sky anisotropy is also quite apparent. Figure 6 shows the histogram of the R V values derived here. The weighted mean of R V values is 3.13 ± 0.02.
Analysis of systematic errors
We consider systematic errors in extinction curve determination that can result from using biased E(B − V ) values. To this aim we use the Wegner's (2002) calibration of E(B − V ) to estimate the effect of the calibration change on the value of R V . Usually, the extinction curve is expressed in terms of a color excesses to E(B − V ) ratio. Since R V value depends on this ratio (see equation 8 or 17), the adopted E(B − V ) calibration will influence it. Since we do not know which set of E(B − V ) values is more appropriate [Savage et al. (1985) or Wegner (2002) ], the difference in obtained R V values will be a good indicator of a possible systematic error in R V .
Wegner (2002) made a catalog of interstellar extinction curves of OB stars. He used the UV data from Wesselius et al. (1982) , but differently from Savage et al. (1985) who used the data sources described in Table 1 , he took the visual magnitudes and spectral classification of O and B stars from the SIMBAD database. The maximum error in E(B − V ) adopted by Wegner (2002) is 0.04 mag; the error in m λ and m V is 0.01, and he obtains the intrinsic colors using the 'artificial' standard method by Papaj, Krelowski, & Wegner (1993) , who found a linear relation between (m λ − m V ) and (m B − m V ) and used the coefficients of this relation also to compute the linear relation between the intrinsic colors. This method improves the accuracy of the intrinsic colors based on ANS photometry.
There are 190 stars that Wegner (2002) has in common with our sample. For these stars we compute the R V values using formula (17) weighted by the observational errors given by Wegner (2002) . Figure 7 shows the difference in the R V values given by different calibrations 4 . The main effect on R V comes from the fact that the E(B − V ) values from two calibrations differs on average by 0 m .04 in the sense that Wegner (2002) color excesses are smaller than the ones used in our primary determination. Table 3 reports results for the lines of sight in common between Wegner's (2002) sample and our sample. The complete table is given in the electronic form on the World Wide Web 5 . The first column lists stellar designations, the second and third report the galactic coordinates; in the fourth column we list the E(B − V ) values taken by Savage et al. (1985) ; the fifth column gives our R V values and the sixth their maximum errors; the seventh contains the E(B − V ) values used by Wegner (2002) , the eighth provides the R V values and the ninth their errors computed with our method and using the Wegner's (2002) ultraviolet data.
Conclusion
Using ultraviolet color excesses we find R V and A V values and their errors for a sample of 782 lines of sight. We extend the analysis of Gnaciński & Sikorski (1999) by considering various sources of statistical and systematic errors. In a treatment related to the one by Ducati et al. (2003) , we introduce the weights associated with the errors in each UV band to our χ 2 minimization procedure. We explicitly give all the formulae we use to compute the R V and A V values and their errors. We compute the maximum errors and the errors in quadrature for R V and A V taking into account mismatch errors that affect the color excesses to the largest extent. We present the sky distribution of R V values and show their behavior as a function of galactic coordinates. Finally, we emphasize how R V values change with different calibrations of E(B − V ). Since R V value may characterize entire extinction curves, extending our study into wavelength regions beyond ultraviolet will provide a check on the universality of CCM law in various parts of the spectrum. We discuss this issue in the forthcoming paper.
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The error given here represents only the mismatch error σ mismatch and it depends on wavelength band and on the spectral type classification of the stars (Meyer & Savage 1981) . Although the mismatch error is the dominant contributor, the total error in E(λ − V ) is expressed by equation (19). Table 2 . R V and A V values with their errors. -20 - Table 3 . Comparison between UV-based R V values obtained using different calibrations of E(B − V ). Savage et al. (1985) , [5] total to selective extinction ratio R V computed with the calibration from Savage et al. (1985) , [6] error in R V from column 5 obtained with equation (20), [7] error in R V from column 5 obtained with equation (21), [8] color excess E(B − V ) taken from Wegner (2002) , [9] total to selective extinction ratio R V computed with the calibration from Wegner (2002) , [10] error in R V from column 9 obtained with equation (20), [11] error in R V from column 9 obtained with equation (21).
