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Resumo
A Lei de Zipf é uma teoria com base na matemática e na linguística que analisa e quantifica como as palavras são distribuídas 
dentro de um determinado texto. Desta forma, é possível representar por meio de gráficos e análises estatísticas quais são 
os termos que mais se repetem, de modo que seja possível criar um ranking de palavras-chave. Esta pesquisa verificou, por 
meio da Lei de Zipf, as variações entre trabalhos acadêmicos escritos e apresentados de forma oral em evento científico. 
As apresentações orais foram inseridas em forma de vídeo no YouTube, para que fosse possível recuperar, de forma auto-
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mática, a transcrição do áudio. Por meio de um script executado em Bash, os textos e as apresentações transcritas foram 
quantificadas e organizadas, sendo possível criar nuvens de tags e tabelas com os rankings, facilitando a comparação entre 
os conteúdos escrito e oral. Foi possível identificar as esferas dos conteúdos, identificar as palavras em comum ou muito 
distantes e analisar e comparar matematicamente o que foi escrito com o que foi apresentado oralmente.
Palavras-chave
Lei de Zipf; Bibliometria; Estatísticas linguísticas.
Abstract
Zipf’s law is a theory based on mathematics and linguistics that analyzes and quantifies how words are distributed within a 
text. It is possible to represent by graphs and statistical analyzes which are the terms that are repeated over so that a ranking 
of keywords is created. This research found, through the Zipf’s law, variations and uniformities of written academic papers 
and they presented orally. The oral presentations were inserted in video form on YouTube, it was possible to recover auto-
matically the transcript of the audio. Using a Bash script, texts and transcribed presentations were quantified and organized, 
thereby creating tag clouds and tables with rankings, facilitating the analysis of the contents. It was possible to identify the 
spheres of content, identifying common words or not and, mathematically, analyze and compare what was written with 
what was presented in oral discourse.
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1. Introdução
Hoje, a ciência da informação (CI), apresenta uma série de 
estudos que envolvem descobertas relevantes para que 
possa transformar dado em informação e informação em 
conhecimento; uma série de trabalhos fundamentados na 
gestão da informação, análise de redes e estudos métricos 
da informação foram publicados nos últimos anos. Estes úl-
timos, calcados na bibliometria, que tem uma função rele-
vante para a CI, visando analisar a qualidade e quantidade 
de itens utilizados, consultados, de visibilidade e de produ-
tividade. 
A Lei de Zipf é uma base matemática-linguística que anali-
sa a frequência e distribuição das palavras contidas em um 
texto, seja científico ou não. Por meio de cálculo é possível 
mapear e criar rankings de ocorrência das palavras neste 
texto (Zipf, 1949). 
A aplicação desta lei enuncia que existe uma lei do menor 
esforço (Egghe, 1991; Zörnig; Altmann, 1995; Günther et 
al., 1996), onde algumas palavras/terminologias represen-
tam consensos de um campo ou área/subárea, podendo 
ser considerado trivial as informações de maior relevância, 
interessante as informações intermediárias e de ruído as 
informações soltas e de pouca frequência (Quoniam et al., 
1998).
A Lei de Zipf foi explorada para os mais variados idiomas 
possíveis, como é o caso da aplicação de sua técnica com 
o idioma chinês e suas representações (Rousseau; Zhang, 
1992; Shtrikman, 1994), bem como para a Índia (Paliwal; 
Bhatnagar; Haldar, 1986), e como para algumas áreas do 
conhecimento, como a informação nuclear (Ohnishi, 1993) 
e a avaliação linguística (Baayen, 1992).
Na área de ciência da informação, iniciativas com a Lei de 
Zipf serviram para simular representações temáticas mais 
adequadas (Naranan; Balasubrahmanyan, 1992), inclusive 
para sustentar aspectos de classificações em unidades de 
informação e para a probabilidade da recuperação da in-
formação (Shan, 2005), com base também na informetria 
(Schaer, 2013).
Mais recentemente, esta lei foi aplicada para as questões 
semânticas, utilizando a distribuição de frequência, o com-
portamento de escala temporal e o fator de decaimento 
(Zhang et al., 2008), mesmo que algumas palavras-chave 
sejam raras nas questões semânticas e pouco aplicadas na 
questão linguística (Danesi, 2009; Serrano; Flammini; Men-
czer, 2009), praticadas sobre a influência da ciência da com-
putação e da ciência cognitiva (Chen; Chong, 1992). 
Em um contexto mais avançado, temos estudos represen-
tando Zipf com a projeção visual da informação, como a 
aplicação de conteúdos BitTorrent (BT) e sua escala em lo-
calização virtual de textos nos vídeo (Wang; Liu; Xu; 2012), 
representando a frequência ranqueada; como também o 
tráfego estatístico da informação no YouTube e em sites web 
2.0 de compartilhamento de vídeo (Abhari; Soraya, 2010); 
a replicação de vídeo de sucesso vislumbrando as palavras-
chave transcritas destes conteúdos (Zhou; Xu, 2007); e in-
clusive on-demand (Yu et al., 2006).
Para nossa proposta, foi realizada a aplicação da Lei de Zipf 
em textos escritos e a apresentação oral destes textos, tendo 
como universo de aplicação três trabalhos acadêmicos apre-
sentados no 14º Encontro nacional de pesquisa em ciência da 
informação – Enancib, ocorrido em Florianópolis (Santa Cata-
rina, Brasil). Em um primeiro momento, foram analisados os 
textos escritos e depois os textos orais. Por fim, foi realizado 
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o cruzamento e interpretação destes dados a fim de procurar 
semelhanças ou diferenças nos tipos apresentados.
Desta forma, o estudo objetivou analisar os trabalhos escri-
tos e orais apresentados no Enancib de Florianópolis a fim 
de identificar as semelhanças e diferenças entre as duas al-
ternativas, tendo como especificidade: 
- Identificar quais são as três esferas de cada texto (1ª es-
fera denominada de informação trivial; 2ª esfera denomi-
nada de informação interessante e; 3ª esfera denominada 
de ruído informacional), de modo que seja possível criar 
um ranking de frequência das palavras encontradas; 
- identificar as palavras comuns entre as apresentações 
orais e escritas; 
- comparar a posição de cada termo, para que seja possível 
analisar as principais diferenças entre o texto escrito e a 
apresentação oral; 
- verificar como as palavras-chave dos textos escritos foram 
abordadas na apresentações orais; 
- comparar e analisar, matematicamente, as diferenças en-
tre os textos escritos e orais.
2. Lei de Zipf
O estudo de Zipf trabalha com a frequência de aparição de 
palavras em um texto, independente do que aquela sim-
bologia represente sozinha ou em conjunto. Por exemplo a 
palavra “a”, em um contexto geral, significa muito mais que 
apenas a primeira letra de nosso alfabeto mas, nesta lei, ela 
é apenas mais uma palavra dentro do contexto geral deste 
texto.
Os autores Chen e Leimkuhler (1987) nos mostram a impor-
tância da Lei de Zipf afirmando que ela serve para estudar 
os mais diversos tipos de fenômenos humanos, montando 
rankings que exibem, de uma maneira matemática, esses 
fenômenos que podem ser analisados de diversas formas.
Por meio desta base matemática, é possível traçar uma sé-
rie de fenômenos apenas analisando a frequência em que 
determinadas palavras aparecem em um texto. A base ma-
temática da lei é: 
√TP = PE √PE = SE
(“TP” é o total de palavras - ocorrências; “PE”, primeira esfe-
ra; “SE”, segunda esfera”), ou seja, a raiz quadrada do total 
de palavras nos dá a primeira esfera; a primeira esfera é, 
então, palavras que atingem, pelo menos, a raiz quadrada 
do total de palavras. Por exemplo, se o total de palavras é 
625, a primeira esfera são as palavras que tem, pelo me-
nos, 25 (vinte e cinco) ocorrências. A segunda esfera, é a 
raiz quadrada da primeira esfera, no caso, 5 (cinco). A tercei-
ra esfera, que não aparece na fórmula, seria o restante das 
palavras, que são as que aparecem menos que cinco vezes.
Deste modo, com a Lei de Zipf, é possível traçar um ranking 
de palavras que mais aparecem em um determinado tre-
cho textual ou texto integral. Como destaca Günther et al. 
(1996), os dados e o ranking criados pelas informações tex-
tuais nada mais são que variáveis aleatórias. É necessário 
entender o motivo desta ordem de palavras e analisar sua 
significância perante o estudo. 
Ainda no pensamento de Günther, entender a razão em que 
as palavras aparecem na ordem de frequência é o principal 
motivo da utilização da Lei de Zipf. Esta ordem está direta-
mente ligada com a importância dos termos que aparecem 
mais vezes dentro do texto.
2.1. Aplicações da Lei de Zipf
A Lei de Zipf pode ser aplicada de diversas maneiras em aná-
lise linguística. A sua aplicação está voltada a textos escritos, 
onde é realizada uma análise sobre as ocorrências das pa-
lavras.
É possível usar a Lei de Zipf em estudos de recuperação da 
informação, como Quoniam et al. (1998) destacam, anali-
sando as ocorrências em comparação às palavras-chave de 
determinado texto. Esta aplicação é utilizada para qualificar 
todas as palavras presentes no texto e, assim, com o seu 
ranking, entender o assunto do texto ou até comparar se 
as palavras-chaves selecionadas pelo autor tem realmente 
alguma ligação como o conteúdo geral do texto.
Segundo um estudo de Paliwal, Bhatnagar e Haldar (1986), 
a Lei de Zipf foi utilizada para traçar a previsão da utilização 
de determinados recursos, baseando-se na repetição em 
que cada recurso aparece. Desta forma, é possível mapear 
e listar estes recursos, focar que material deve ser mais ex-
plorado (no caso de minérios, por exemplo), entre outras 
interpretações.
Outra forma possível de utilização da Lei de Zipf poderia ser 
discursos orais. A diferença é que não há necessariamente 
um texto escrito. No caso, há uma transcrição do discurso 
oral para ser feita a análise. A base matemática é a mesma, 
porém a análise final deve ser um pouco mais cuidadosa, 
uma vez que o que é dito muitas vezes carrega ‘vícios’ ou 
expressões não-formais ou até mesmo regionalistas, que, se 
não observado corretamente, pode comprometer a análise. 
Deve-se levar em consideração também as conexões léxi-
cas e suas possíveis variações, como por exemplo singular 
e plural. 
Ridley (1982) escreveu sobre a Lei de Zipf focada para os 
discursos orais. Ele explica que várias palavras irão aparecer 
muitas vezes, e elas são, por exemplo, “o”, “os”, “a” e “as”, 
pois são artigos que, em nos idiomas latinos, são frequente-
mente utilizados em um texto, independentemente de ser 
extenso ou não e, por outro lado, palavras que são pouco 
utilizadas, como é o caso de palavras compostas sobre ter-
mos específicos como “autodestruição” ou “superestima-
do”. Porém, não devem ser descartadas as diferenças psico-
lógicas em um texto oral e um texto escrito, mesmo que o 
assunto deles seja o mesmo; os indivíduos tendem a utilizar 
um vocabulário diferente ao escrever ou falar.
Garner (1997), ressalta que muitas palavras ditas tendem 
a se repetir mais, mesmo que tenham outros sinônimos. O 
exemplo dado é a palavra “ready”, que em inglês significa 
“pronto” ou “certo”; esta palavra tem um significado de 
“entendimento” e que poderia ser facilmente trocada por 
palavras como “okay” ou “right”. Em um texto escrito, op-
tamos sempre por diferenciar as palavras escritas, para dar 
uma dimensão de vocabulário mais extenso ou até mesmo 
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em uma questão de estética. Já em apresentações orais, 
esta questão estética é deixada de lado em termos comuns, 
como o “ready”.
No português isso também ocorre, porém a estrutura e o 
jeito de escrever pode nos mostrar valores bem diferentes 
do uso em outras línguas, como o Inglês. Fazer uma análi-
se no idioma português é, em parte uma tarefa mais difícil, 
por conta das conjugações verbais. A frase “Eu amo você” 
e “Nós amamos você”, aparecem com o verbo “Amar”, po-
rém de duas maneiras diferentes. Já no inglês, seria “I love 
you” e “We love you”, onde o verbo que no infinitivo é “to 
love” aparece duas vezes de maneira igual. Neste caso, a 
diferença é que, em uma contagem final sobre uma análi-
se fictícia sobre estes textos, no inglês, a palavra apareceria 
duas vezes e no português, seriam duas palavras diferentes, 
garantindo a fidelidade com mesmo sentido. Outro exemplo 
são os artigos definidos que no português são quatro e no 
inglês apenas um.
3. Metodologia
Este estudo foi baseado em três apresentações, focado na 
análise do discurso oral de trabalhos apresentados no 14º 
Enancib e dos mesmos trabalhos em formato textual, forne-
cido pelo editor científico do evento.
Foram selecionados três trabalhos do grupo de trabalho: 
produção e comunicação da informação em ciência, tec-
nologia & inovação, foram gravados oito trabalhos, porém 
a dificuldade na dicção de alguns trabalhos autores pre-
judicou as suas seleções. Os três trabalhos selecionados 
tiveram as falas bem estruturadas e o som nítido para a 
aplicação desta experiência, e foram definidos como o cor-
pus do estudo.
Os trabalhos selecionados tiveram: 
- o primeiro com dois autores, apresentado pelo autor prin-
cipal; 
- o segundo teve três autores, apresentado pela autora 
principal; 
- o terceiro trabalho teve dois autores, apresentado pelo 
primeiro e principal autor. 
Desta forma, toda parte oral teve influência do autor princi-
pal de cada um dos trabalhos, para que fosse o mais fiel ao 
original escrito. 
Para o estudo foram filmadas as apresentações e colocadas 
no YouTube, em modo privado, apenas para a coleta das le-
gendas automáticas, onde selecionamos as com mais quali-
dade em termos de dicção.
Dentro do YouTube existe uma ferramenta chamada “Au-
tomatic closed captions” ou “Legendas automáticas”. Com 
esta função, é possível que um vídeo em inglês seja trans-
crito. Nem todas as palavras são interpretadas de maneira 
correta, há é uma quantidade razoável de erros desta fe-
rramenta para os idiomas latinos, como o caso do portu-
guês, porém, em inglês, a precisão é altíssima. Desta forma, 
a coleta de dados foi feita de maneira automática mas, após 
a geração dos arquivos, foram feitas conferências para co-
rreção de erros de forma manual.
O software YouTube-DL, é um software, gratuito, escrito na 
linguagem de programação Python. Python é uma lingua-
gem de alto nível orientada à objetos. É uma linguagem 
dinâmica, modular e de multiplataforma. O Python é usado 
de modo geral, pois suas bibliotecas incluem diversas ferra-
mentas desde simples processamentos de texto até utili-
zação de serviços do sistema operacional. 
Este software é capaz de baixar integralmente vários dados 
de um determinado vídeo no YouTube. Uma das funções é 
a possibilidade de baixar as legendas que estão inseridas no 
vídeo. Com essa função, foi possível fazer a transcrição dos 
vídeos selecionados e realizar a análise do que foi falado 
neste vídeo comparando a transcrição do texto da apresen-
tação oral com o texto escrito dos três trabalhos aprovados 
no evento.
Como complemento foi utilizado um script, executado em 
Bash, para separar e quantificar os dados coletados pela 
ferramenta YouTube-DL. Scripts são um conjunto de ins-
truções de uma determinada linguagem de programação de 
modo que seja feita uma extensão de sua funcionalidade. 
Estas instruções são montadas em forma de algoritmo com 
uma sequência lógica das funções, onde de acordo com as 
respostas do usuário, o script segue um determinado fluxo 
do algoritmo.
Bash é um interpretador de comandos em que é possível 
executar uma série de comandos diretos do sistema opera-
cional. Estes comandos mexem diretamente com operações 
aritméticas (linguagem das máquinas). 
http://www.gnu.org/software/bash
Com os dados coletados (falas em formato texto), foi possí-
vel executar o script para quantificar os dados. Nas próprias 
instruções, os dados gerados foram repassados para um ar-
quivo de extensão .CSV. comma-separated values (valores 
separados por vírgula) é um formato caracterizado como 
ordenador de bytes. Como o nome sugere, as informações 
são separadas por vírgula e, utilizando o interpretador cer-
to, os dados foram tabulados automaticamente a partir dos 
padrões separados pela vírgula.
O comando em Bash utilizado foi: 
“cat LEGENDAS | tr -cs ‘[:lower:][:upper:]’ ‘[\n*]’ | sort | uniq -c | 
sed ‘s/^ *\([0-9]*\) /\1,/’ > ARQUIVO.csv”
Este comando executou as seguintes etapas:
- “cat LEGENDAS”: “cat” é o comando de leitura de arquivos 
texto;
- “tr -cs ‘[:lower:][:upper:]’ ‘[n*]’”: “tr” é o comando que 
copia as entradas principais dos caracteres e repassa para 
uma nova saída. O parâmetro “-cs ‘[:lower:][:upper:]’ 
‘[n*]’” transforma todos os caracteres de entrada de 
modo padronizado, inclusive as repetições;
- “sort” - organiza as palavras coletadas;
- “uniq -c” - remove as palavras repetidas e adiciona, ao 
lado dela, a quantidade de vezes que esta palavra foi re-
petida no arquivo;
- “sed ‘s/^ *\([0-9]*\) /\1,/’ > ARQUIVO.csv” - cria um ar-
quivo .CSV, com os dados já refinados, em ordem alfanu-
mérica do modo “Palavra, número de repetições”.
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Como a língua portuguesa possui caracteres especiais 
(acentuações), utilizamos outro comando para a remoção 
dos acentos. Entretanto algumas palavras perdem o sen-
tido por conta da sua acentuação, porém pouco interfe-
riu na somatória ao ponto de interferir no resultado das 
amostras.
O comando utilizado previamente nos arquivos de texto foi:
“sed’y/áÁàÀãÃâÂéÉêÊíÍóÓõÕôÔúÚçÇ/aAaAaAaAeEeEiIoOoOoOu-
UcC/’ ARQUIVO_DE_ENTRADA.txt > ARQUIVO_DE_SAÍDA.txt”
A função deste comando serviu para substituir todos os 
acentos (primeira parte do comando) pelas letras limpas 
(segunda parte do comando). 
Por outro lado, em nossa aplicação, tratamos estes dados 
nas esferas da Lei de Zipf, tendo como: 
- Primeira Esfera: palavras mais comuns dentro do texto. 
São incluídos artigos definidos e indefinidos, preposições, 
conectores, etc.; 
- Segunda Esfera: palavras mais importantes dentro do 
texto. São as palavras que ocorreram em menor número 
que as palavras citadas da primeira esfera. Por não serem 
palavras de uso comum, serão consideradas como impor-
tantes; 
- Terceira Esfera: palavras consideradas como ruídos dentro 
do texto. 
Com o auxílio de um software que gerencie planilhas, como 
o ‘BrOffice Calc’, foi possível analisar os dados coletados e 
fazer comparações entre o discurso e o conteúdo textual.
Todo o tratamento teve preocupação exclusiva de analisar 
conteúdos textuais individuais (palavras individuais), po-
rém o mesmo poderia ser aplicado a palavras compostas, 
entretanto para esta realização teríamos que controlar as 
informações de forma individual, fato que tornaria o trabal-
ho mais custoso e pouco funcional em se tratando de um 
método automatizado, como o proposto desde o inicio. 
Outro detalhe da análise foi que não normalizamos os ter-
mos/palavras, entretanto o mesmo poderia ser realizado 
segundo singular/plural e sinônimos. 
4. Resultados e discussão
As análises foram feitas de maneira individual. Serão apre-
sentadas as análises em todos os conteúdos textuais e orais, 
de maneira que seja possível interpretar as correlações en-
tre ambos pela Lei de Zipf. 
O primeiro conteúdo analisado tem como título Os livros 
nas teses da ciência da informação: um estudo de citação, 
contendo dois autores, com a apresentação oral do primei-
ro autor.
Este trabalho teve um total de 1.226 palavras diferentes em 
um total de 4.379 palavras escritas. A palavra com o maior 
número de ocorrências foi ‘a’ com 202 repetições. Aplican-
do a fórmula de Zipf, encontramos as três esferas textuais 
divididas nos seguintes valores: 
- primeira esfera: 48 palavras com até 14 repetições; 
- segunda esfera: 213 palavras com até 3 repetições; 
- terceira esfera: 966 palavras.
Na primeira esfera do conteúdo textual é importante des-
tacar as palavras “citação” e “citações” que aparecem 81 
e 23 vezes respectivamente somando 104 e que a palavra 
“ciência” e “informação” aparecem 56 e 41 vezes respecti-
vamente. É possível perceber a importância que estas pala-
vras têm dentro do seu escopo, uma vez que estes termos 
se encontram, inclusive, no título do trabalho.
Em sua segunda esfera, as palavras que tem o maior desta-
que são “artigos”, “científico”, “fontes” e “informação”. Tam-
bém em uma análise partindo do título do texto, a impor-
tância destas palavras também devem ser destacadas, uma 
vez que elas são os termos que puxam o início da segunda 
esfera, que é considerada interessante, pois pode ser reuti-
lizada em um segundo momento, caso seja necessário para 
o entendimento do contexto informacional.
Para a análise oral o conteúdo teve 571 palavras únicas e 
2.064 repetições. A palavra com o maior número de oco-
rrências foi “e” com 122 aparições. Suas esferas ficaram di-
vididas em: 
- primeira: 32 palavras com até 11 repetições; 
- segunda: 107 palavras com até 3 repetições,; 
- terceira: 432 palavras.
A primeira esfera teve 32 palavras onde as oito primeiras 
são artigos/preposições, apenas na nona posição aparece a 
palavra “informação”, com 32 ocorrências. Logo em seguida 
aparecem as palavras “livro”, “citação”, “teses”, “ciência”, 
“livros” e “citações”. Todas estas palavras mencionadas apa-
recem e/ou tem sentido direto com o título do texto apre-
Figura 1. Nuvem de palavras do conteúdo 1 (textual e oral)
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sentado. Se considerar as palavras “livro” e “livros” como 
uma só, elas somam 41 ocorrências, elevando-as à oitava 
posição e, no mesmo caso, com as palavras “citação” e “ci-
tações”, juntas somariam 39 ocorrências, passando para a 
nona posição. Outra palavra que deve ser destacada é a pa-
lavra “coletânea” que junta 17 ocorrências.
Na segunda parcela, 107 protagonizam o que chamaríamos 
de parte interessante onde as palavras que dominam este 
topo são “científico”, “perfil”, “saber” e “sentido”, todas com 
10 ocorrências. A palavra “tese” aparece em 8 oportunida-
des e que, se somada com a palavra “teses” que apareceu 
na primeira esfera, somariam 29 e ocupariam a décima po-
sição. Outras palavras interessantes que possuem grande 
relação com o texto são “pragmática”, “relação”, “documen-
to”, “autores”, “artigo”, com 6 ocorrências e “científica” e 
“semântica”, com 5 repetições. 
O segundo conteúdo estudado foi o trabalho Redes de coau-
toria em ciência da informação: estudo sobre a natureza das 
relações na área temática de organização e representação 
do conhecimento de três autores, apresentado pela primei-
ra autora.
A parte textual conteve 1.190 palavras diferentes represen-
tadas em total de 4.753 repetições. O maior número de oco-
rrências ficou com a palavra “de” com 311 frequências. A 
divisão das esferas ficou: 
- primeira: 52 palavras com até 17 repetições; 
- segunda: 123 palavras com até 4 repetições; 
- terceira: 1009 palavras.
Sua primeira esfera, teve a quinta palavra e a primeira que 
não são artigo/preposição/conector é “relações” com 84 
repetições e a palavra “relação” aparece 53 vezes. Se con-
siderar elas como uma palavra só, excluindo o plural, ela se 
repete 137 vezes, o que deixaria ela na quarta posição com 
uma proporção de 5,49% da primeira esfera. Tendo em vista 
que as únicas palavras que passariam ela são “a”, “e” e “de”, 
a palavra relação/relações tem uma importante função den-
tro do texto.
Outra análise interessante, ainda dentro da primeira esfera 
é que apenas as palavras “redes” e “relação/relações” são 
palavras que se encontram no título.
Na segunda esfera, aparecem as palavras “ciência”, “infor-
mação” e “área”, que são palavras do título, de maneira ex-
pressiva. As palavras com o maior número de aparições são 
“menor”, “incidência” e “foi” que, de maneira individual, 
não teriam muito sentido. Outras palavras expressivas na 
segunda esfera foram “pesquisadores” com 13 ocorrências, 
“orientandos” com 11, “especialização” com 9, “orientação” 
com 9 e “pesquisador” com 9. Neste caso, se considerar as 
palavras “pesquisador” e “pesquisadores”, sem o plural, 
elas atingem um total de 22 ocorrências, que promoveriam 
elas à primeira esfera.
O conteúdo oral apresentou um total de 660 palavras e 
2809 ocorrências e a palavra com mais ocorrências foi “de” 
em 188 oportunidades. As esferas foram divididas no se-
guinte modo: 
- primeira: 42 palavras com até 13 repetições; 
- segunda: 134 palavras com até 3 repetições; 
- terceira: 484 palavras.
Na primeira divisão há uma palavra que merece uma 
atenção especial por se tratar de um prefixo. A palavra “co” 
aparece 101 vezes sendo que, analisando o texto separada-
mente, percebe-se que ela aparece sempre em duas opor-
tunidades. Ou aparece como “co-citação(ões)” ou como 
“co-autores/autoria”. A palavra “citação” aparece 68 vezes e 
a palavra “citações” aparece 14 vezes, dando um total de 82 
repetições. A palavra “autores” aparece 56 vezes e a palavra 
“autoria” 14 vezes, onde a soma é 70. Analisando em uma 
maneira geral, sem qualquer análise individual no texto, a 
soma dessas ocorrências é de 152 aparições e que 101 ve-
zes elas aparecem juntas do prefixo “co”, que tem grande 
ligação com o título e contexto do trabalho apresentado.
Ainda na primeira esfera, há outras palavras que devem ser 
destacadas como “citados”, que aparece 26 vezes, “frequên-
cia”, 20 vezes, “Salton”, 13 vezes. A palavra “Salton” apare-
ce na primeira esfera por se tratar no “Cosseno de Salton” 
onde, inclusive, a palavra “cosseno” aparece na segunda es-
fera com 10 repetições.
O último conteúdo analisado é intitulado Webometria e pro-
dução conjunta entre universidades federais da região sul 
do Brasil, de dois autores, apresentado pelo primeiro autor.
A produção textual obteve um total de 928 palavras únicas 
e 4834 palavras escritas. A palavra que mais se repetiu foi 
‘de’ com 297 ocorrências. Os grupos ficaram divididos da se-
guinte forma: (primeira esfera) 48 palavras com até 17 repe-
tições; (segunda esfera) 166 palavras com até 4 repetições, 
e; (terceira esfera) 715 palavras.
Figura 2. Nuvem de palavras do conteúdo 2 (textual e oral)
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Este texto foi o que trouxe a maior quantidade de palavras 
realmente importantes na primeira esfera. As palavras “pá-
ginas”, “citações”, “universidades”, “conexões”, “UFRGS”, 
“UFSC”, “websites”, “web”, “universidade”, “UFPR”, “insti-
tuições”, “trabalhos”, “UFSM”, “operadores”, são exemplos 
de palavras que contém um importante sentido ao texto e 
aparecem logo na primeira esfera. Em uma análise direta 
com o título, a palavra “webometria” acaba não aparecen-
do, porém a relação entre universidades federais da região 
sul do Brasil e as siglas da universidade já nos mostra a re-
lação entre o título e as repetições. Outra informação de 
grande destaque é a palavra “páginas”, que aparece em 82 
oportunidades e “websites”, 39 vezes, podem ser conside-
radas sinônimos e, desde modo, juntas garantem a soma de 
121 aparições, o que levaria elas à quinta posição.
Na segunda esfera é possível encontrar alguns termos mui-
to interessantes e relevantes ao trabalho. Palavras como 
‘âncoras’, “título” e “URL” refletem a importância dos ope-
radores, citados 21 vezes na primeira esfera, no trabalho 
apresentado. Outras palavras interessantes são “webomé-
tricos”, “WoK” (Web of Knowledge), “Google”, “produção” e 
“produções”. As palavras “produção” e “produções”, se so-
madas, aparecem 27 vezes, de modo que fossem incluídas 
na primeira esfera.
Para a parte oral o conteúdo teve um total de 577 palavras 
únicas e 2.326 repetições. A palavra que mais se repetiu foi 
“e” com 128 vezes. A divisão das esferas foram: 
- primeira esfera: 44 palavras com até 11 repetições; 
- segunda esfera: 133 palavras com até 3 repetições; 
- terceira esfera: 400 palavras.
A primeira esfera tem como principais termos as palavras 
“universidades” e “universidade”, onde tem 31 e 28 repe-
tições respectivamente. Analisando de maneira coletiva as 
palavras, juntas somariam 59 repetições, que às levariam 
para a quinta posição, perdendo apenas para os termos 
“e”, “que”, “a”, e “de”. O termo seguinte é “UFRGS”, com 
24 aparições na décima sexta posição, o termo “‘página”, 
com 19, “UFSC”, com 17. Em uma forma coletiva, as palavras 
“website”, “websites” e “página” somariam 47 ocorrências, 
colocando-as na sexta posição, sendo o segundo termo mais 
importante da apresentação oral.
Figura 3. Nuvem de palavras do conteúdo 3 (textual e oral)
Sua segunda esfera apresenta como termo principal a pala-
vra “título”, com 10 aparições. Ainda nesta esfera, é possível 
encontrar as palavras “âncora” e “URL”, com 9 e 7 repetições 
respectivamente. Estas palavras, como dito na análise do 
texto escrito, são operadores utilizados na elaboração do 
trabalho. Outros termos interessantes encontrados nesta 
esfera são “UFPR”, “UFSM”, “FURG” e “UFPEL”, que são as 
universidades analisadas.
A palavra “webometria”, que se encontra no título do trabalho 
foi dita apenas 1 vez durante a apresentação: na leitura do título.
Uma análise interessante é que, nas considerações do con-
teúdo textual, as universidades de maior importância desta-
cadas são UFRGS e UFSC e que são, também, as mais citadas 
na apresentação oral.
4.1 Análise comparativo dos conteúdos textuais X orais
Foi estudada a composição comparativa dos 3 conteúdos 
(textos e apresentações), onde contextualizamos a influên-
cia das palavras em identificação de conteúdos e no ran-
queamento em que aparecem as palavras. 
Para uma melhor visualização iremos dividir cada um dos 3 
conteúdos em blocos.
Bloco do conteúdo 1
Esta primeira tabela serve para termos uma ideia dos valo-
res coletados de uma maneira individual, para em um se-
gundo momento levantar algumas conclusões.
É possível, por meio desta tabela, ver a relação entre as pa-
lavras escritas e as palavras ditas. Alguns resultados, como:
- a relação Escrito/Oral das palavras únicas é de 2,14:1 e de 
palavras totais é de 2,12:1; 
- a média entre as palavras totais e as palavras únicas no 
texto escrito é de 3,57% palavras; 
- a média entre as palavras totais e as palavras únicas no 
texto oral é de 3,61% palavras; 
- a primeira esfera do trabalho escrito representa 3,91% 
das palavras únicas; 
- a primeira esfera do trabalho oral representa 5,6% das pa-
lavras únicas; 
- a segunda esfera do trabalho escrito representa 17,37% 
das palavras únicas; 
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- a segunda esfera do trabalho oral representa 18,73% das 
palavras únicas.
Neste primeiro conteúdo é possível perceber a semelhança 
proporcional entre a apresentação oral e o conteúdo tex-
tual.
A tabela 2 mostra as 10 primeiras palavras da primeira es-
fera do texto escrito junto com o seu Ranking e aparição 
nos textos orais e escritos. Nesta tabela foram excluídos os 
artigos, preposições e conectores, porém foi mantida a po-
sição do ranking. O critério de desempate utilizado é a orga-
nização alfanumérica.
As palavras com maior ocorrência no texto escrito tem uma 
posição inversa no texto oral; A palavra “informação” é a 
que tem a melhor posição no texto oral, ocupando a 9ª po-
sição mas, no texto escrito, é apenas a quinta mais impor-
tante, ocupando a 20ª posição; A palavra “citação” obteve 
a maior posição no texto escrito, ocupando a 6ª posição e 
no texto oral ocupa apenas a 25ª posição; Entre as 10 pri-
meiras palavras da primeira esfera do texto escrito, apenas 
7 também se encontram na primeira esfera do texto oral; 
A palavra “Zona” é a sexta palavra com mais aparições no 
texto escrito, ocupando a 22ª opção, porém ela não foi dita 
uma única vez no texto oral. A palavra “zonas” foi dita ape-
nas uma vez.
Com complemento temos algumas palavras na tabela 2 que 
priorizam o conteúdo oral, como: 
- as palavras “livro”, “campo” e “científico” não aparecem 
no ranking das 10 palavras que mais se repetem no texto 
escrito; 
- a palavra ‘campo’ tem uma importância semelhante tanto 
no texto escrito como no texto oral; 
- apenas a palavra ‘científico’ não está na primeira esfera 
do texto escrito.
Bloco do conteúdo 2
Com base no conteúdo, é possível destacar que: 
- a relação escrito/oral das palavras únicas é de 1,8:1 e de 
palavras totais é de 1,69:1; 
- a média entre as palavras totais e as palavras únicas no 
texto escrito é de 3,99% palavras; 
- a média entre as palavras totais e as palavras únicas no 
texto oral é de 4,25% palavras; 
- a primeira esfera do trabalho escrito representa 4,36% 
das palavras únicas; 
- a primeira esfera do trabalho oral representa 6,3% das pa-
lavras únicas; 
Identificação de conteúdos Textual Oral
Palavras únicas 1.226 571
Total de palavras 4.379 2.064
Palavras na primeira esfera 48 32
Repetições dentro da primeira esfera 14 11
Palavras na segunda esfera 213 107
Repetições dentro da segunda esfera 13 entre 3 10 entre 3
Tabela 1. Tabela de dados extraídos do conteúdo 1 
Palavras
Número de
aparição 
textual
Posição no
ranking 
textual
Número de 
aparição 
oral
Posição no 
ranking oral
Citações 81 6ª 16 25ª
Livros 73 8ª 17 23ª
Coletâneas 44 17ª 17 21ª
Ciência 41 19ª 17 20ª
Informação 41 20ª 32 9ª
Zona 37 22ª - -
Teses 36 24ª 21 15ª
Citados 32 27ª 7 48ª (2ª esfera)
Autores 31 28ª 6 53ª (2ª esfera)
Citação 23 34ª 23 12ª
Campo 29 30ª 14 29ª
Livro 16 41ª 24 11ª
Científico 12 51ª (2ª esfera) 10 30ª
Tabela 2. Ranking de palavras do conteúdo 1
- a segunda esfera do trabalho escrito representa 10,33% 
das palavras únicas, e; 
- a segunda esfera do trabalho oral representa 20,3% das 
palavras únicas.
Como no texto anterior, este trabalho tem uma semelhança 
grande entre a relação de palavras únicas e totais em ambos 
formatos de apresentação. A proximidade entre as propor-
ções da primeira esfera também é visível.
A tabela 4 mostra as primeiras palavras mais relevantes da 
primeira esfera dos conteúdos, juntamente com o seu ran-
king e aparição nos textos orais e escritos do segundo tra-
balho analisado.
As informações que podemos retirar da análise desta tabela 
é que: 
- do mesmo modo que o trabalho analisado anteriormente, 
as posições são inversas no texto escrito e oral; 
- não houve nenhuma ocorrência em que as 10 primeiras 
palavras da primeira esfera no texto escrito estivessem no 
texto oral; 
- 5 termos que mais se repetiram no trabalho escrito não 
tiveram qualquer aparição na apresentação oral; 
- não há palavras da primeira esfera oral na primeira esfera 
escrita; 
- duas palavras não foram mencionadas no texto escrito e 
outras quatro foram apenas mencionadas uma única vez; 
- do mesmo modo que a análise do texto escrito, o texto 
oral utiliza outras palavras para ser apresentado; 
Identificação de conteúdos Textual Oral
Palavras únicas 1.190 660
Total de palavras 4.753 2.809
Palavras na primeira esfera 52 42
Repetições dentro da primeira esfera 17 13
Palavras na segunda esfera 123 134
Repetições dentro da segunda esfera 16 entre 4 12 entre 3
Tabela 3. Tabela de dados extraídos do conteúdo 2
Comparação da Lei de Zipf em conteúdos textuais e discursos orais
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Palavras
Número de 
aparições 
textuais
Posição no 
ranking 
textual
Número de 
aparições 
oral
Posição no
ranking oral
Relações 84 5ª 2 270ª (3ª esfera)
Relação 53 11ª 5 102ª (2ª esfera)
Redes 48 14ª 3 163ª (2ª esfera)
Pesquisa 45 16ª 3 151ª (2ª esfera)
Orientador 39 19ª - -
Científica 36 20ª 6 79ª (2ª esfera)
Nível 36 21ª - -
Orientando 36 22ª - -
Mestrado 35 24ª - -
Doutorado 30 28ª - -
Autoria 9 75ª (2ª esfera) 14 33ª
Análise 8 87ª (2ª esfera) 38 11ª
Autores 3 191ª (2ª esfera) 56 8ª
Frequência 3 218ª (2ª esfera) 20 22ª
Citação 1 593ª (3ª esfera) 68 6ª
Citações 1 594ª(3ª esfera) 14 34ª
Domínio 1 716ª (3ª esfera) 18 26ª
Proximidade 1 1051ª (3ª esfera) 17 30ª
Matriz - - 15 32ª
Citados - - 26 17ª
Tabela 4. Ranking de palavras do conteúdo 2
- com base apenas nestes dados, é possível afirmar que o 
texto oral e escrito não estão alinhados; 
- como o trabalho escrito foi criado antes, pode-se dizer 
que a apresentação oral não condiz com o que foi apre-
sentado na forma escrita.
Bloco do conteúdo 3 
Com as informações da tabela 5 é possível dizer que: 
- a relação escrito/oral das palavras únicas é de 2,07:1 e de 
palavras totais é de 1,6:1; 
- a média entre as palavras totais e as palavras únicas no 
texto escrito é de 5,2% palavras; 
- a média entre as palavras totais e as palavras únicas no 
texto oral é de 4,03% palavras; 
- a primeira esfera do trabalho escrito representa 5,17% 
das palavras únicas; 
- a primeira esfera do trabalho oral representa 7,62% das 
palavras únicas; 
- a segunda esfera do trabalho escrito representa 17,88% 
das palavras únicas, e; 
- a segunda esfera do trabalho oral representa 23,05% das 
palavras únicas.
Utilizando como base os textos anteriores, o terceiro texto 
segue alguns dados que podemos afirmar que acabam se 
padronizando em uma apresentação oral de um trabalho 
escrito, onde a relação de palavras são sempre valores bem 
próximos (de modo proporcional).
A tabela 6 traz o ranking das palavras que mais se repetem 
no terceiro conteúdo, onde a apresentação oral foi a única 
que trouxe todas as 10 primeiras palavras da primeira esfera 
do trabalho escrito, onde 2 palavras se encontram na segun-
da esfera e 1 na terceira esfera do texto oral.
O posicionamento (ranking) das palavras da primeira esfe-
ra do texto escrito são, relativamente, parecidas na apre-
sentação oral, destacando as palavras “universidades”, 
“websites”, “UFRGS” e “UFSC”; diferentemente dos outros 
conteúdos, não demonstrou uma relação inversa no posi-
cionamento dos termos.
De acordo com os dados, podemos afirmar que: 
- as principais palavras do discurso oral fazem parte do tex-
to escrito onde em 6 oportunidades aparecem na primei-
ra esfera dos formatos apresentados; 
- a palavra com menos repetições relativas no texto escrito 
é “website”, com 10 repetições, porém, se levar em con-
sideração que o seu plural “websites” atingiu a marca de 
39 repetições, elevaria o termo a um dos mais utilizados 
onde apareceria por 49 oportunidades.
O cenário semelhante detalhado anteriormente também 
ocorre com a palavra “página” em que, no trabalho escrito, 
não se repete tantas vezes mas no plural é a principal pala-
vra. “Páginas” aparece 82 no texto escrito.
4.2 Padrão de semelhanças entre conteúdo textual e oral
Alguns pontos da análise tem uma padronização, indepen-
Identificação de conteúdos Textual Oral
Palavras únicas 928 577
Total de palavras 4.834 2.326
Palavras na primeira esfera 48 44
Repetições dentro da primeira esfera 17 11
Palavras na segunda esfera 166 133
Repetições dentro da segunda esfera 16 entre 4 10 entre 3
Tabela 5. Tabela de dados extraídos do conteúdo 3
Palavras
Número de 
aparições 
textuais
Posição no
ranking 
textual
Número de 
aparições 
oral
Posição no
ranking oral
Páginas 82 6ª 3 157ª (2ª esfera)
Citações 81 7ª 14 33ª
Universidades 66 11ª 31 10ª
Conexões 55 16ª 6 72ª
UFRGS 51 18ª 24 16ª
UFSC 41 21ª 17 25ª
Websites 39 22ª 17 26ª
Lugar 37 23ª 2 232ª (3ª esfera)
Web 36 25ª 7 69ª (2ª esfera)
Universidade 34 26ª 28 13ª
Produção 16 54ª (2ª esfera) 12 41ª
Página 15 61ª (2ª esfera) 19 20ª
Website 10 97ª (2ª esfera) 16 30ª
Link 6 137ª (2ª esfera) 12 39ª
Tabela 6. Ranking de palavras do conteúdo 3
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dente do tipo de conteúdo (textual ou oral), onde de forma 
geral apresentam um modelo de distribuição normal, em 
especial pelos experimentos aqui retratados, como a re-
lação das palavras escritas e faladas; a média de aparições 
destes conteúdos; a média encontrada na primeira esfera, 
bem como a média da segunda esfera que podem ser cana-
lizadas como palavras triviais ou interessantes, dependendo 
de como resultam suas aparições e seus conteúdos vazios 
de significado. Estas vertentes de análises estão expostas no 
padrão encontrado na figura 4. 
5. Conclusões
Os resultados detalhados nos trazem a dimensão do trabal-
ho escrito e sua importância dentro do meio acadêmico e 
que, de um modo geral, a apresentação oral nem sempre 
traz os detalhes mais importantes que foram descritos na 
parte escrita; levando em consideração, principalmente, 
que no modo escrito não há tantos ‘vícios de linguagem’ e 
informalidade como nas apresentações orais; também de-
ve-se analisar os fatores humanos que há em uma apresen-
tação, como a interação com os ouvintes.
Ao analisar os dados, é possível perceber que o conteúdo 
textual traz uma base forte para a apresentação oral, onde 
em média, a cada 2 palavras escritas 1 palavra aparece no 
conteúdo oral.
Destacamos a seguir algumas considerações finais de todos 
os textos: 
- o texto escrito ainda não pode ser substituído pela apre-
sentação oral; 
- as apresentações orais, em sua maioria, buscam palavras 
diferentes para explicar o que foi feito no trabalho escrito; 
- não há uma preocupação ao detalhar o trabalho escrito 
em uma apresentação oral, uma vez que análise indivi-
dual das palavras não é feita. ; 
- a primeira esfera é maior nas apresentações orais, porém, 
como analisado, nem sempre esta primeira esfera pode 
ser levada em consideração como “norteador” do trabal-
ho escrito; 
- de modo geral, a segunda esfera no texto oral seria a parte 
mais importante. Como dito anteriormente, há vícios de 
linguagem e expressões informais/rotineiras que só fazem 
sentido acompanhadas do gestual e expressões faciais 
do apresentador do trabalho que acabam interferindo 
no sentido principal da primeira esfera e, por isso, estas 
palavras acabam sendo encontradas apenas na segunda 
parte. Com base nos conteúdos observados, foi possível 
encontrar uma “semelhança inversa” entre as palavras di-
tas e escritas. Em todos eles, os rankings tiveram posições 
inversas –por exemplo a palavra mais escrita foi uma das 
menos faladas, e vice-versa. 
Em uma ampliação para futuros estudos pode-se utilizar a 
metodologia proposta para investigações de natureza infor-
métrica, visando quantificar o processo de recuperação, re-
levância e revocação informacional dos textos, atrelando a 
uma prática a indexação automatizada, organização e repre-
sentação da informação. Ainda visionando novos estudos, é 
necessário entender o porquê do texto oral fugir do contex-
to geral do trabalho escrito, uma vez que esta apresentação 
é baseada, totalmente, no trabalho escrito.
Outra funcionalidade deste tipo de método está voltada a 
questão de análise do discurso e transcrição de áudio, mui-
to utilizada pelo jornalismo. Em um plano mais ambicioso 
também pode servir para identificar metodologias utilizadas 
nos estudos e suas equivalências as áreas de conhecimento.
Em âmbito geral, a aplicação está voltada para os estudos 
métricos, porém pode ser adaptada para qualquer estudo 
que tenha como pano de fundo a quantificação de palavras 
nos textos apenas levando em consideração o objetivo a ser 
alcançado, uma vez que essa metodologia depende de al-
guns fatores subjetivos como classificar separadamente ou 
não substantivos no singular ou plural.
De forma geral, existem padrões de semelhança entre o 
que é escrito e o que é falado, pois de cada duas palavras 
escritas uma é falada, tendo uma relevância considerável; 
a própria média de aparições contém semelhanças; o mes-
mo acontece quando dividimos por esferas que apresentam 
percentuais semelhantes.
Finalmente, o estudo se caracterizou em desvendar as se-
melhanças e diferenças entre a forma escrita e a oral, apli-
cando uma lei clássica da bibliometria, porém foi difícil con-
seguir literatura atual da aplicação de Zipf que pudesse ser 
utilizada no estudo, visto que as inovações desta lei se res-
tringem a analisar a influencia de revistas e de termos para 
as áreas de conhecimento. Deste modo podemos afirmar 
que a análise é totalmente inédita e por este motivo a lite-
ratura utilizada se restringe a uma vida média intermediária 
da literatura.
	  
Figura 4. Padrão dos três conteúdos (textual e oral)
No modo escrito não há tantos ‘vícios 
de linguagem’ e informalidade como nas 
apresentações orais
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