Many of the studies on GAs give emphasis on finding the global optimal solution. In this paper, we propose a new method which extend the application of GAs to domains that require detection of robust solutions. If a global optimal solution found is on a sharp-pointed location, there may be cases where it is not good to use this solution. In nature, the phenotypic feature of an organism is determined from the genotypic code of genes in the chromosome. During this process, there may be some perturbations. Let X be the phenotypic parameter vector, f(X) a fitness function and ∆ ∆ ∆ ∆ ∆ a noise vector. As can be easily understood from the analogy of nature, actual fitness function should be of the form f(X+∆ ∆ ∆ ∆ ∆).
Introduction
Over the years, genetic algorithms (GAs) have proved useful in a variety of search and optimization problems [6] . There are many theoretical and empirical studies to improve the performance of GAs to solve difficult problems such as the multimodal and deceptive problems [5, 7, 10, 12, 13] . As a matter of fact, these researches put emphasis on finding the global optimal solution.
There are a number of investigations which emphasizes on finding multiple solutions (peaks) including local optima. These include the crowding method of De Jong [3] , the sharing method of Goldberg et al. [8] , the deterministic crowding method of Mahold [11] , and the sequential niche method of Beasley et al. [2] . These approaches extend the application of GAs to domains that require the location of multiple solutions.
In this paper, we propose a new method which extend the application of GAs to domains that require the location of robust solutions. If the global optimal solution detected is a very sharp point, then there may be cases where it is not good to adopt this solution. This is especially true in areas such as setting the control parameters of aerospace control system, nuclear power control system, where a kind of robustness against the perturbation of the environmental features are important.
In nature, the phenotypic feature of an organism is determined from the genotypic code of genes in the chromosome. In this transformation, there may be some perturbations, for example, caused by an abnormal temperature, a nutritionally imbalance condition, existence of injurious matter etc. If in an organism these perturbed phenotypic features have low fitness, then the organism can not survive or produce offspring. Thus a species having a good genotypic material, if its phenotypic features become sensitive to perturbations, it would die out. On the other hand, the species which is robust against this perturbations would survive and evolve.
To emulate this sort of genetic feature, we can develop a genetic search scheme which can produce robust solutions. The proposed approach uses the effect of noise in the calculation of fitness values. Approaches on evolutionary computation which give consideration to existence of noise in calculating the fitness function are discussed in [3, 9] . Let X = (x 1 , x 2 , ..., x m ) be a phenotypic parameter vector, f(X) the fitness function and ∆ ∆ ∆ ∆ ∆ = (δ 1 , δ 2 , ...,δ m ) a noise vector. They used the form f(X) +δ, i.e. add noise δ with fitness value. As can be understood from the analogy of nature that noise is added during transformation from genotype to phenotype. Thus we can use an evaluation function of the form f(X+∆ ∆ ∆ ∆ ∆). By this approach, we can search for robust solutions. We call this approach Robust Solution Searching Scheme (RS 3 ) in genetic search. In the following sections, first a model of the RS 3 in genetic search is outlined. Next, a mathematical model of RS 3 is described. Finally, empirical results are shown which confirm the effectiveness of the approach.
Description of the Robust Solution Searching Scheme (RS

)
In this paper, we are primarily concerned with finding the robust solutions (against perturbations of X) which maximize the function f (X). Then the problem becomes as follows:
Find X which maximizes f(X+∆ ∆ ∆ ∆ ∆).
Let G be a genotype string ( or chromosome ) which generates parameter X. The model of the GA with RS 3 becomes as shown in Fig. 1 . Here, it should be noted that adding noise in the form of f (X+∆ ∆ ∆ ∆ ∆) may look like a mutation operation on real valued coding, but it is completely different from mutation, since it does not affect the individual. The perturbations are used only for selection operation purpose.
Mathematical Model
In this section we describe a simple mathematical model of RS 3 . Although there are major differences between high-and low-dimensional problems, we consider X to be one dimensional to demonstrate the effect of adding noise more clearly and denote X by x. Extension of it to multi-dimension can be performed in a similar manner.
Effective Fitness Function in GA with RS 3
Let us consider the Schema Theorem of a GA using a proportional selection scheme and single-point crossover [6] : (1) where H represents a schema in population P(
t), f(H,t) is the average fitness of representatives of H in P(t), f ( t ) denotes the average fitness of the individuals in P(t), p c is the crossover rate, p m is the mutation rate, d(H) is the defining length of H, o(H) is the order of H, L is the string length and M(H,t)
is the expected number of representatives of schema H at generation t. f ( t ) , the average of the individuals in P(t), is taken as (2) where N is size of the population. If noise is added to the fitness function f (x), it becomes f (x+δ); then The same logic holds true for calculating f (H,t). If we assume the noise δ to be independent of time, the effective average fitness F ( t ) , i. e., the average fitness f ( t ) over the distribution of δ, can be obtained as follows: (4) where q(δ) is the density function of noise δ.
From Eqs. 2 and 4, we can conclude that the effective fitness function F(x) can be formulated as (5) Thus, we can calculate the effective fitness function F(x) from fitness function f(x) and noise density function q(δ).
If we assume q(δ) to be symmetric, i. e., q(δ) = q(-δ), then F(x) can be written as (6) Eq. 6 has the form of convolution integral. Let
, respectively. Then, we can get F ( ω ) as (7) It is very natural to assume the noise to be a Gaussian noise N(0, σ) as it is the sum of various perturbations. Then, q ( ) ω is obtained as
Function q ( ) ω decreases as ω increases. Thus, we can understand that adding Gaussian noise to phenotypic parameters acts as a low-pass filter as in a signal processing system. Also we can see that the effect of low-pass filtering is strengthened as the value of σ increases.
Calculation of the Effective Fitness Functions
For mathematical manipulation let us chose (for the sake of simplicity) a peak of fitness function by a rectangular function with height h and width 2w as follows: (9) Then, from Eq. 6 we can calculate effective fitness function of Eq. 9 as follows: (10) where a Gaussian noise N(0, σ) is assumed and Φ(y) is the distribution function of the standard Gaussian noise defined by (11) By setting the derivative of the function F(x) to zero, the peak point is obtained at x = 0 and the peak value maxF(x) is obtained as Fig. 2. max F(x) vs. w σ σ σ σ Fig. 3 . Relationship between f(x) and F(x) w σ 0.25. From Figs. 2 and 3 , we can confirm that adding Gaussian noise to phenotypic parameters acts as a low pass filter as discussed in Section 3.1. We can estimate σ value as follows. Let 2w 0 be the width of a sharp peak with height h. If we take σ in the range 2w 0 -4w 0 , then w/σ has values in the range 0.5 -0.25 and the effective peak value would lie between 0.197h and 0.383h. Thus, we can roughly estimate σ value.
An Absorption Effect
Let us consider a fitness function f (x) with one robust peak with width 2w 1 and height h 1 , one sharp peak with width 2w 2 and height h 2 and a gap w 3 between them as follows: (13) Here, we assume w 1 >> w 2 and h 1 < h 2 . The effective fitness function F(x) of f(x) can be obtained as follows: (14) Fig. 4 shows both f(x) and F(x) for w 1 = 1, w 2 = 0.1, w 3 = 0.5, h 1 = 1 and h 2 = 2. Two cases corresponding to σ =1.0 & 0.5, that is, w 1 /σ = 1.0 (: w 2 /σ = 0.1) and w 1 /σ = 2 (: w 2 /σ = 0.2) are shown. As seen from the figure, although the highest peak point of F(x) is located in the robust peak area of f(x), the point is a little biased towards the sharp peak of f(x) especially when σ = 1.0. As is easily guessed, this tendency become prominent when the gap between the peaks (w 3 ) become smaller and σ becomes larger. This absorption effect is normally one problem to handle.
To cope with this, we need to limit the size of noise. Thus, we can decrease the mutual influence of peaks on effective fitness function. In this paper, we propose 
where k is a control parameter and C is a normalizing constant calculated as (16) In our experiment, we used k = 1. Although the form N'(0, σ) is useful, there still remains a point to be considered. Let us consider a fitness function where the gap between a robust peak and a sharp peak ( w 3 in this section ) is very small. In this case, it may so occur that the peak of the effective fitness function is located in the gape. This problem can also be tackled if we are careful in using the RS 3 . Due to the presence of noise, individuals in the converged population are distributed according to the effective fitness function (see Figs. 6 & 7) . Thus, each individual is a candidate to be adopted. We should choose a solution from these candidates.
Empirical Study
To show the utility of RS 3 , we studied two functions. We use a simple GA with stochastic universal sampling [1] . GA parameters were kept constant for all the simulations as p m = 0.006, p c = 0.6, population size N = 50, maximum number of trials = 3,000, and string length = 30 ( Gray coded).
(1) Function f a f a is a function (shown in Fig. 4 ) with two peaks in the range -3 ≤ x ≤ 3. We assume σ = 0.4 ( w 2 /σ = 0.25 ). Fig. 5 shows the mean value of parameter x in the population with trials. Simple GA converged to the highest sharp peak with mean value 1.6 (the center of the highest peak). GA with RS 3 converged to the lower robust peak. Fig. 6 shows a typical distribution of the individuals in the population after 3,000 trials for both simple GA and the proposed model. As shown in Fig. 7 , global optimum is located at x = 0.1 with value 1.0. All peaks except the third one are sharp. The third peak is robust compared to the other four peaks and is located at x = 0.486 with peak value 0.715. The effective width 2w of the sharp peaks can be estimated as follows: (18) Referring to Fig. 2 , w/σ can be chosen in (0.25, 0.5] so as to reduce the effective fitness value by 50%. We choose w/σ = 0.5. Thus, σ = 1/16 (: σ = w/0.5 = 2 × 1/32) is used. Fig. 7 shows a typical distribution of the individuals in the population after 3,000 trials for both simple GA and the proposed model. From the figures, we can say that in the GA with RS 3 the population converges to the robust peak. Fig. 8 shows a convergence process of the mean values of parameter x in the population. GA without RS 3 converges to the highest peak at 0.1, the center of the highest peak. GA with RS 3 converges to the lower robust peak zone. It can be observed from Fig. 8 that at the first stage of searching, the possible solutions move towards the zone where the highest peak exists. Then they shift towards the robust peak. This phenomenon may be explained as follows. In the early stage of evolution, the effect of noise is low since the diversity of the population is large. As the search proceeds, existence of noise gradually affects and moves the solutions.
Finally, from the studies on both the function f a and f b we notice that there is no effect of absorption on the results. This may be due to the fact that we added noise with f a x (i) without RS 3 * * * * * * * * * ** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ** * * * * * * * 
Conclusions
The robust solution searching scheme (RS 3 ), a new method which extends the application of GAs to domains that require detection of robust solutions, is proposed in the present article. In nature, the phenotypic feature of an organism is determined from the genotypic code of genes in the chromosome. In this process, there may be some perturbations. Even with these perturbation, strong organisms can survive. To emulate this sort of genetic feature, we added noise while evaluating the fitness of a function.
We developed a mathematical model of RS 3 and analyzed using simple functions. This analysis provides a guideline to determine the amount of noise to be added. The effectiveness of the RS 3 is demonstrated by maximizing functions having robust and sharp peaks.
Future work will focus on the following items: (1) Combining the RS 3 with niche-formation methods, such as a sharing method, remains to be an interesting topic to be studied for more fruitful search. (2) To analyze the influence of RS 3 on the convergence properties of high-dimensional and more complex problems. 
