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Abstract
In recent years, several algorithms for the iterative calculation of a polynomial matrix
QR decomposition (PQRD) have been introduced. The PQRD is a generalisation of
the ordinary QRD and uses paraunitary operations to upper-triangularise a polynomial
matrix. This paper addresses a multiple shift strategy that can be applied to an existing
PQRD algorithm. We demonstrate that with the proposed strategy, the computation
time of the algorithm can be reduced. The benefits of this are important for a number
of broadband multichannel problems.
1. Introduction
Polynomial matrix representations can elegantly express broadband multichannel prob-
lems. Such formulations have been used by Ta & Weiss (2007) for broadband MIMO
precoding and equalisation, and by Vaidyanathan (1993) for polyphase analysis and
synthesis matrices for filter banks. For polynomial matrix problems that require an ex-
tension of the the QR decomposition (QRD), a polynomial matrix QR decomposition by
columns (PQRD-BC) algorithm has been defined by Foster et al. (2009). PQRD-BC uses
finite impulse response (FIR) paraunitary matrices to approximately upper-triangularise
a polynomial matrix.
Applying a multiple shift approach to the sequential matrix diagonalisation (SMD)
polynomial eigenvalue decomposition (PEVD) algorithms for parahermitian matrices has
been proven to be beneficial by Corr et al. (2014) This paper describes a similar shift-
ing approach applied to the PQRD-BC algorithm to create a multiple shift PQRD-BC
(MS-PQRD-BC) algorithm. We demonstrate that using the developed shifting approach,
increased performance relative to PQRD-BC can be achieved.
Below, Sec. 2 will provide a brief overview of the MS-PQRD-BC method. Simulation
results demonstrating the performance increase are presented in Sec. 3, with conclusions
drawn in Sec. 4.
2. Multiple Shift Polynomial QR Decomposition by Columns
The MS-PQRD-BC algorithm approximates the PQRD using a series of elementary pa-
raunitary operations to iteratively triangularise a polynomial matrix A(z) ∈ Cp×q. Note,
A(z) is the z-transform of a set of coefficient matrices relating to different lags, A[τ ].
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The objective of the algorithm is to calculate a paraunitary matrix Q(z) ∈ Cp×p such
that
Q(z)A(z) ∼= R(z) , (2.1)
where R(z) ∈ Cp×q is an upper-triangular polynomial matrix. The series of paraunitary
operations used to compute the polynomial matrixQ(z) in (2.1) can be broken down into
elementary delay and rotations matrices — as described by Vaidyanathan (1993). These
matrices can be used to formulate an elementary polynomial Givens rotation (EPGR).
2.1. An Elementary Polynomial Givens Rotation
An EPGR is a polynomial matrix that can be applied to a polynomial matrix A(z) ∈
C
p×q to zero one coefficient of a polynomial element. For example, if the polynomial
coefficient ajk[t] for j > k is to be made equal to zero, the required EPGR takes the form
of
G(j,k,t,α,θ,φ)(z) =


Ik−1
ceiα · · · seiφzt
... Ij−k−1
...
−se−iφ · · · ce−iαzt
Ip−j


, (2.2)
where c and s define the cosine and sine of the angle θ, respectively. The rotation angles
θ, α, and φ are chosen such that
θ =


tan−1
(
|ajk[t]|
|akk[0]|
)
, if akk[0] 6= 0
π/2, if akk[0] = 0
(2.3)
α = −arg(akk[0]) and φ = −arg(ajk[t]) ; (2.4)
thus resulting in a′jk[0] = 0, where A
′(z) = G(j,k,t,α,θ,φ)(z)A(z). Furthermore, following
the application of the EPGR, the coefficient a′kk[0] has increased in magnitude squared
such that |a′kk[0]|
2 = |akk[0]|
2 + |ajk[t]|
2 and this coefficient will also be real.
2.2. MS-PQRD-BC Algorithm
The MS-PQRD-BC algorithm operates as a series of ordered column-steps where at
each step, all coefficients relating to all polynomial elements beneath the diagonal in
one column of the matrix are driven sufficiently small by applying a series of EPGR
matrices interspersed with paraunitary delay matrices. The term column-step is used,
as the columns of A(z) ∈ Cp×q are visited in sequence according to the ordering k =
1, 2, . . . ,min{(p− 1), q}.
At iteration i of column-step k, the search step of MS-PQRD-BC locates n = (p− k)
coefficients with maximum magnitude from the n rows beneath the diagonal in column
k, i.e., a dominant coefficient is found for each row according to
{t(i)} = argmax
t1,...,tn
{|a
(i−1)
(k+1)k[t1]|+ · · ·+ |a
(i−1)
pk [tn]|} , (2.5)
where t(i) = [t
(i)
1 , . . . , t
(i)
n ]T contains the lags of the dominant coefficients for rows j =
k + 1, . . . , p. The scalar a
(i−1)
jk [t] represents the element in the jth row and kth column
of the coefficient matrix at lag t and iteration (i− 1).
Following the identification of t(i) in (2.5), a delay matrix Λi(z) ∈ R
p×p, which takes
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the form
Λi(z) =


Ik
z−t
(i)
1
. . .
z−t
(i)
n

 , (2.6)
can be applied toA(i−1)(z) to induce a t
(i)
m -fold delay to themth row beneath the diagonal
in column k, where m = 1, . . . , n. The resulting matrix A(i−1)′(z) = Λi(z)A
(i−1)(z) will
contain the dominant coefficients from column k on its zero-lag.
EPGRs are then applied toA(i−1)′[0] in sequence to drive elements a
(i−1)′
(k+1)k[0], . . . , a
(i−1)′
pk [0]
to zero according to
A(i−1)′′[0] = (G(k+1,k,γ1) · · ·G(p,k,γn))A(i−1)′[0]
= HiA
(i−1)′[0] , (2.7)
where the elements beneath diagonal element k in A(i−1)′′[0] are zero, and G(j,k,γ) rep-
resents the EPGR required to zero element a
(i−1)′
jk [0] of A
(i−1)′[0]. Vector γ = [α, θ, φ]T
contains the calculated rotation angles from (2.3) and (2.4). Note that G(j,k,γ) is an
EPGR without shift parameter t, and is therefore a simple unitary matrix.
MatrixHi in (2.7) is the product of EPGRs required to drive the dominant coefficients
in iteration i of MS-PQRD-BC to zero. This unitary matrix is applied to all lags of
A(i−1)′(z) to generate A(i−1)′′(z) = HiA
(i−1)′(z).
The final step of an iteration of MS-PQRD-BC is to apply an inverse delay matrix
Λ˜i(z) = Λ
H
i (z
−1) to produce the overall transformation
A(i)(z) = Λ˜i(z)HiΛi(z)A
(i−1)(z)
= Q(i,k)(z)A(i−1)(z) . (2.8)
This iterative process is repeated until all coefficients associated with polynomial el-
ements beneath the diagonal in the kth column of the matrix are sufficiently small in
magnitude and therefore satisy the following stopping condition:
|ajk[t]| < ǫ (2.9)
for j > k and ∀t ∈ Z where ǫ > 0 is a prespecified small value. The overall transformation
performed in the kth column-step of the algorithm is of the form
Ak(z) = Qk(z)A(z) (2.10)
where Qk(z) ∈ Cp×p is the paraunitary product of all EPGRs and delay matrices applied
during iterations i = 1, . . . , Ik within column-steps 1, . . . , k:
Qk =
Ik∏
i=1
Q(i,k) · · ·
I1∏
i=1
Q(i,1) , (2.11)
where
Ik∏
n=1
Q(i,k) = Q(Ik,k)Q(Ik−1,k) · · ·Q(2,k)Q(1,k) (2.12)
is the product of all EPGRs and delay matrices applied during iterations i = 1, . . . , Ik
and Ik is the maximum number of iterations within column-step k. Ik =
I
p−k
for some I.
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Figure 1. Triangularisation metric vs. algorithm execution time for the proposed and
standard implementations for A(z) ∈ C5×5 for polynomial order 14.
Following this column-step, all coefficients relating to all polynomial elements beneath
the diagonal in the kth column of the matrix A(z) will be sufficiently small.
After l = min{(p−1), q} column-steps of the algorithm, all columns of the matrix have
been visited, and the transformation is of the form
R(z) = Q(z)A(z) (2.13)
where Q(z) is the paraunitary product of all EPGRs and delay matrices applied during
column-steps 1, . . . , l.
3. Results
A suitable normalised metric E
(ˆi)
tri is used for evaluating standard PQRD-BC and pro-
posed MS-PQRD-BC implementations, which divides the lower-triangular energy inA(z)
at the iˆth algorithm iteration — ignoring column-steps — by the total energy.
Simulations were performed over an ensemble of 103 instantiations of A(z) ∈ C5×5 ,
for a polynomial order of 14, ǫ = 10−6, and I = 50. Real and imaginary components of
A(z) were drawn from a Gaussian source with unit variance and zero mean.
The ensemble-averaged triangularisation versus algorithm execution time for both
methods is shown in Fig. 1. The curves demonstrate that the multiple shift implementa-
tion obtains a faster triangularisation than the standard realisation.
4. Conclusion
In this paper, we have proposed a multiple shift approach to increase the performance of
an existing polynomial QR decomposition algorithm. We have shown through simulation
that the implementation of this approach translates to an increase in triangularisation
speed of the created MS-PQRD-BC algorithm.
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