This paper introduces the order-theoretic concept of lattices along with the concept of consistent quantification where lattice elements are mapped to real numbers in such a way that preserves some aspect of the ordertheoretic structure. Symmetries, such as associativity, constrain consistent quantification, and lead to a constraint equation known as the sum rule. Distributivity in distributive lattices also constrains consistent quantification and leads to a product rule. The sum and product rules, which are familiar from, but not unique to, probability theory, arise from the fact that logical statements form a distributive (Boolean) lattice, which exhibits the requisite symmetries.
Introduction
A partially ordered set (P, ≤), or poset, is a set of elements P along with a binary ordering relation, generally denoted ≤, which, for elements a, b, and c ∈ P , satisfies: For all elements a, b ∈ P we have that either b includes a, denoted a ≤ b, or a includes b, denoted b ≤ a, or a and b are incomparable, denoted a || b. It is for this reason, that there possibly exist pairs of elements that cannot be ordered, that (P, ≤) is called a partially ordered set. A lattice (L, ≤) is a poset where each pair of elements a, b ∈ L has both a unique least upper bound, or supremum, called the join, denoted a ∨ b, and a unique greatest lower bound, or infimum, called the meet, denoted a ∧ b. Since the supremum and infimum both exist, the join and meet may be considered to be binary operations, ∨ and ∧, that obey certain symmetries. For example, for a, b and c ∈ L the join and meet operations satisfy the properties, L1 through L5 in Table 1 , of idempotency, absorption, commutativity and associativity as well as the consistency relation, which relates the order-theoretic aspects of the lattice to its algebraic aspects [3] [6] a ∨ a = a (Idempotency)
Distributive lattices exhibit the additional properties D1 and D2 where the join distributes over the meet, and vice versa. The dual relations are related by reversing the ordering relation, or equivalently, by interchanging join and meet.
Since the join and meet operations obey algebraic relations, every lattice is an algebra.
If the poset is such that each pair of elements has a supremum, but not necessarily an infimum, then it is called a join-semilattice. The meet-semilattice is defined dually.
In this work we focus on locally finite lattices in which every closed interval [a, b] = {x : a ≤ x ≤ b} is finite. This is because each element represents an equivalence class of objects selected for a desired application. Since, practically, one would have neither the time nor space to identify, store or address an infinite number of equivalence classes, a finite, albeit possibly extremely large, number of equivalence classes will always suffice allowing anyone to describe a set of objects to within requisite precision.
Here we consider maps called quantifications that take elements of lattices, join-semilattices, or meet-semilattices to numbers that are totally ordered, such A. A valuation that relies on the natural numbers from one to five. B. A covaluation that relies on the natural numbers from one to five. C. A quantification that takes advantage of some aspect of the total order, yet is neither a valuation nor a co-valuation. The utility of such a quantification is readily apparent to anyone who has ever considered their distance from a destination, such as a rest stop along a highway. D. An inconsistent quantification that does not appear to encode any aspect of the total order. as integers or reals. This can be motivated by the desire to rank a partially ordered set by mapping it to a total order. To do this one can employ a special class of quantifications called a valuation for which given elements a, b ∈ L, the valuation v takes a and b to numbers v(a) and v(b) such that a ≤ b implies that v(a) ≤ v(b). 1 In this way the numbers assigned to the lattice elements by the function v serves to rank the elements of the lattice. One can also choose to assign a dual ranking using a co-valuation where a ≤ b implies that v(a) ≥ v(b). In other applications, one may find it useful to quantify the lattice using neither a valuation nor a co-valuation. Figure 1 illustrates four examples of a quantification of a chain (totally ordered set).
Consistent Quantification of Lattices
For a quantification to encode some aspect of the lattice structure, which we refer to as consistent quantification, one would expect that since lattice elements A. This is the lattice with elements a and b along with their join a ∨ b and meet a ∧ b. B. This is the join semi-lattice consisting of elements x and y and their join z = x ∨ y. The elements x and y can be considered mutually exclusive since their meet is null.
a and b ∈ L are related to elements a ∧ b and a ∨ b ∈ L (Figure 2A ), then there ought to be a functional relationship among the quantities assigned to the set of elements a, b, a ∨ b and a ∧ b. We postulate a function F that relates the quantification q(a ∨ b) assigned to the element a ∨ b to the quantifications q(a), q(b), and q(a ∧ b) assigned to elements a, b, and a ∧ b, respectively by
which by defining a = q(a), b = q(b), c = q(a ∧ b), d = q(a ∨ b), can be compactly written as d = F (a, b, c).
Our aim is to identify which set of functions F satisfy the relevant constraints. We also consider a join semi-lattice ( Figure 2B ) with three elements x, y and z, such that z = x ∨ y, and x and y are disjoint such that the element x ∧ y is null, and thus has been omitted. 2 The concept of consistent quantification requires that the quantification should carry some information about the ordertheoretic relation among the elements. In this specific case, since we have that the element z = x ∨ y, the quantity z = q(z) assigned to the element z must be some function of the quantities x = q(x) and y = q(y) assigned to elements x and y, respectively. We write this relationship as
in which ⊕ is a real-valued binary operator to be determined. With these concepts in mind, we can formally define a consistent quantification.
Definition 1 (Consistent Quantification). A consistent quantification of a lattice is a function q that takes every lattice element x ∈ L to a real number q(x) ∈ R, such that for all a, b, a ∨ b, a ∧ b ∈ L there exists a real-valued function F with which q(a∨b) = F (q(a), q(b), q(a∧b)), and that for all x, y, x∨y ∈ L such that there does not exist an element x ∧ y there exists a real-valued binary operator ⊕ with which q(x ∨ y) = q(x) ⊕ q(y).
In the following sections, we will rely on symmetries and special cases to restrict the possible forms of the function F , the related operator ⊕, and their relationship to one another. The special cases will rely on the fact that the definition of consistent quantification removes one degree of freedom thus enabling one to freely assign three of the four quantifications q(a), q(b), q(a ∨ b) and q(a ∧ b) and two of the three quantifications q(x), q(y) and q(x ∨ y) in the case where x ∧ y does not exist.
Symmetries
General rules must hold for special cases. Here we proceed by using eliminative induction [4] , which consists of identifying simple special cases that rule out, or eliminate, possible forms for F and ⊕. We begin by considering some basic symmetries.
Commutativity
In general, we have commutativity of the join and meet (L3), which results in
In addition, commutativity of the join, x ∨ y = y ∨ x, enables us to write
so that the real-valued binary operator ⊕ must also be commutative.
Associativity
In addition to being commutative, the join and meet operators are also associative (L4), so that for disjoint elements w, x, and y, the relation
implies that the quantifications satisfy
x e x Figure 3 : This figure illustrates the simple join-semilattice in Figure 2B where the elements are quantified so that q(x) = x, q(z) = x, and q(y) = e. This sets up the situation where the real number e is the identity element for the operator ⊕.
so that the operator ⊕ is also associative. The relation (7) is a functional equation for the operator ⊕ known as the associativity equation, which will be discussed in Section 7. Naturally, associativity also constrains the function F by requiring that
This can be made more symmetric by using commutativity and relabeling
However, it will be more profitable to proceed by first relating the function F to the operator ⊕.
Relating ⊕ to F
We now focus on a special case of the join-semilattice illustrated in Figure 2B where the elements are chosen to be quantified so that q(x) = x, q(z) = x, and q(y) = e where x and e are real numbers as illustrated in Figure 3 . Such a quantification must satisfy
for all values of x so that for this quantification to be a consistent quantification, the real number e must be the identity element for the operator ⊕.
x y w z v Figure 4 : This figure illustrates a lattice structure appended to a join-semilattice so that the function F can be related to the operator ⊕ by x⊕v = F (x, w⊕v, w).
The next task is to relate the function F to the operator ⊕ by building on the join-semilattice forming the structure illustrated in Figure 4 . It is easily verified that
and
so that
Moreover, it is also true that
so that (13) becomes
for all values of v, w, x and y.
If we now consider the special case where the element w is quantified by the identity, w = e, we then have that w ⊕ v = e ⊕ v = v and (15) becomes
Thus assigning the identity e of ⊕ to the bottom element is equivalent to it being neglected (see Figure 5 ). 
⊕-Inverse
We now consider the structure in Figure 4 with a particular quantification, illustrated in Figure 7 , such that x = y = e, z = b and w = a. It is then clear
This constrains the relationship between the quantifications a and b, so that for the given quantification assignments to be a consistent quantification, it must be that the operator ⊕ must support an inverse operation, such that b is the ⊕-inverse of a, which we will write as a −1 :
This enables us to define the inverse operator for which e a = a −1 .
However, from Figure 7 , we also have that
so that a −1 = e a = F (e, e, a). Figure 4 , but quantified to illustrate that the ⊕-inverse of a is given by F (e, e, a).
It is important to note that while ⊕ must have an inverse operation, this does not imply that every lattice must have elements that are quantified by both numbers and their inverses. Whether inverse elements are necessary for quantification in a given application is dependent both on the lattice structure and the assignments made to the join-irreducible elements. What is important is that the rules ⊕ and F for relating quantifications can accommodate inverses.
Additivity
We now again consider the structure illustrated in Figure 4 . We have that
which implies that
This allows us to write
and since ⊕ is associative, we have
which is a manifestation of the inclusion-exclusion principle of combinatorics [13] [10] [7] . We have demonstrated that the operator ⊕ is Abelian, which means that it forms a group such that it has an identity e, every element has an inverse, and ⊕ is associative and commutative. One possible solution for ⊕ is addition, so that we can write the Sum Rule as
which is not surprising since Abelian groups represent generalized addition. This analysis served to establish the fact that ⊕ is Abelian without resorting to functional equations, which can be rather obscure. In the next section, we will discuss the solution to the associativity equation in (7) and show that without loss of generality, we can always choose to quantify the lattice so that the operator ⊕ is represented by addition.
It has been suggested that one possible solution, consistent with the bespoke symmetries, is the max function [16] x ⊕ y = max (x, y), which clearly cannot be regraded to standard addition. However, this suggestion fails, not only in the cases where one aims to rank elements, but also in general because there is no possibility of an identity element and inverse elements for which a ⊕ a −1 = max (a, a −1 ) = e could be satisfied.
The Associativity Equation
In this section, we consider the associativity equation (7), and present (paraphrase) a theorem from Aczél 
Similar theorems have been presented and proven by Azcél [2] , and Craigen and Pales [5] , and Knuth and Skilling [9] in which, given disjoint x, y, and z, cancellativity
which formalizes a concept of ranking, was postulated in lieu of postulating an identity and inverse in (a, b).
For present purposes, the main result is that the function relating the quantities x and y assigned to two disjoint elements x and y to the quantity x ⊕ y assigned to their join x ∨ y can be expressed as an invertible transform of ordinary addition
x
where f is an arbitrary invertible function. This can be viewed as a constraint equation, which ensures that associativity is satisfied by the assigned valuations. Given the linearity of this associativity constraint (31), the only remaining freedom is that of rescaling. This means that given any consistent quantification with a definition of ⊕, one can rescale, or regraduate, the quantification by mapping the quantity q to a new quantity g(q) = f −1 (q) so that the addition holds
By using the quantifications g(a), g(b), and g(a ⊕ b) instead of a, b, and a ⊕ b, we can adopt + instead of another Abelian operator ⊕. Thus for z = x ∨ y in which x and y are disjoint one can always assign quantities x, y, and z, such that z = x + y,
which is the sum rule in the case of disjoint elements. More generally, for z = x ∨ y and w = x ∧ y we can write the sum rule as
These results hold for all lattices.
Lattice Products
Lattices can be combined using the Cartesian product, or lattice product. That is, given two lattices A and B, one can define a partial order over the lattice product A × B. This is accomplished by considering elements (a 1 , b 1 ) and (a 2 , b 2 ) ∈ A × B and defining (a 1 , b 1 ) ≤ (a 2 , b 2 ) iff a 1 ≤ a 2 and b 1 ≤ b 2 . Given a quantification q of lattices A and B, in which the element a ∈ A is quantified by a ≡ q(a) and the element b ∈ B is quantified by b ≡ q(b), we consider the quantity that should be assigned to the element (a, b) ∈ A × B.
Consistency requires that the number assigned to the element (a, b) must be a function of the numbers assigned to the elements a and b:
in which the real-valued binary operator ⊗ is to be determined. The lattice product is associative, so that (A × B) × C = A × (B × C). As a result, we have that
which implies that the operator ⊗ is associative
The lattice product obeys cancellativity since given a and c ∈ A where a ≤ c and given b ∈ B, it is true that (a, b) ≤ (c, b) since a ≤ c and b ≤ b. By the theorems in [5] and [9] , we have that the operator ⊗ is an invertible transform of addition
The lattice product is distributive over the lattice join. That is, given disjoint a 1 and a 2 ∈ A, and b ∈ B, we then have that
From (38) we have that
Now by writing
and letting H(x) = h −1 (x) we have that (39) implies that
which is a functional equation known as the product equation as it encodes the fact that the lattice product is distributive over the join. The solution of the product equation (47) is that [9] h(x) = log(x)
so that the operator ⊗ (38) is multiplication with
in which C is an arbitrary positive constant, which amounts to a choice of units. The constant C can be set to unity without loss of generality resulting in the the direct product rule q((a, b)) = q(a)q(b).
The fact that the operator ⊗ can only be multiplication could have been reasoned by considering that when addition was selected for ⊕ in the case of the product of two disjoint lattice elements, there remained only one degree of freedom in which the quantifications could be rescaled. The fact that quantifications can only be rescaled implies that the only possible operations consistent with summation under the lattice product are multiplicative.
Bi-Quantifications
It is also interesting to consider another form of quantification called a biquantification, which is a function b that takes an ordered pair of elements to a real number so that b : (x, t) → b(x, t) ∈ R. The second element of the pair is referred to as the context.
It is useful to conceive of bi-quantifications as quantifying the relationship between two elements. One can think of these elements x and t as defining a directed interval [x, t], and the bi-quantification as quantifying that interval. We may then also write b([x, t]) ≡ b(x, t).
Bi-Quantifications under Join
By considering bi-quantifications b([x, t]) where the context t is kept constant, we are left with a quantification with one degree of freedom q t (x) = b([x, t]) that takes the element x to a real number. We have from (33) that for disjoint
Similarly for general x and y where z = x ∨ y and w = x ∧ y, from (34) we can write
Thus bi-quantifications also obey the sum rule under the join of the first element.
Bi-Quantifications: Chaining Context
We now consider relating bi-quantifications that have different contexts. If we think of the pair of elements as defining a directed interval, we can consider the bi-quantification that one would assign to the concatenation, or chaining, of two directed intervals that share, at most, a common endpoint. For example, consider an interval formed from the chaining of two intervals [x, y] and [y, z]:
so that the second element, or context, of one interval is the first element of the second interval. Consistent quantification requires that the bi-quantification assigned to the interval [x, z] must be some function of the bi-quantifications assigned to each of the two intervals [x, y] and [y, z], which we will write with the real-valued binary operator
where the functional form of the operator is to be determined. Clearly, since chaining intervals is associative,
it must be that the function is associative
The function must have an identity element since Since cancellativity holds, by [5] and [9] we have that is additive
where g is an arbitrary invertible function.
Chaining is distributive, since
which has bi-quantification assignments
Despite the fact that must be an invertible transform of addition, addition does not satisfy the above relation. By selecting addition for the operator ⊕, one still has the freedom to rescale the quantification. As a result, just as in the case of the lattice product, the only possible functional form of the operator is that of multiplication, which is an invertible transform of addition, as expected.
The result is that under chaining 
Bi-Quantification Identities
Consider the structure in Figure 7 in which the elements u 0 , u 1 , and u 2 are mutually exclusive. We consider intervals, such as [z, u 0 ], for which u 0 < z. Application of the sum rule yields
where again, b([u 0 , u 0 ]) = 1, and u 0 and w are mutually exclusive. However, we can also write
Since the element u 0 is mutually exclusive to each of w, u 1 , and u 2 , their relationships must be quantified equally 
Bi-Quantifications: Product Rule
We now derive a more general product rule for bi-quantifications where the intervals do not necessarily comprise a chain. Consider the lattice structure in Figure 8A defined by x, y, x ∨ y and x ∧ y. By considering the context to be x, the sum rule is
Since
Consider the chain x ∧ y ∧ z ≤ x ∧ y ≤ x and the corresponding chain rule
By (74) the factor b([x ∧ y, x]) on the right-hand side of (75) can be replaced by b([y, x]). We now apply this technique to two other diamonds to replace the other two terms in (75). Consider the diamond defined by the elements x∧y∧z, x ∧ y, y ∨ z and z in the lattice in Figure 8B . This gives the relation
analogous to (74), which can be used to replace the first factor on the right-hand side of (75). Last, considering the diamond defined by the elements x, x ∨ y, y ∧ z, x ∧ y ∧ z in the lattice in Figure 8B , we find that
Substituting (74), (76), and (77) into (75) we have
which is the general product rule for lattice elements.
Bi-Quantifications: Bayes' Theorem
With the product rule (78) in hand, a Bayes' Theorem analogue is easily derived. Commutativity of the ∧ operation implies that
Equating the two expressions on the right-hand side, and solving for b([z, x∧y]),
which is the bi-quantification analogue of Bayes' Theorem.
Meaning and Bi-Quantifications
It is commonplace to ascribe meaning, or a description, to a quantification. In the case of bi-quantifications, some insight is gained by considering the zeta function, which is used in order-theory to indicate whether one element x is included by another element y, as in x ≤ y [12] [10] :
As such, the zeta function serves to encode the order-theoretic structure. The dual of the zeta function, defined by reversing the ordering relation,
more closely mirrors the constraints derived for bi-quantifications since for elements x ≥ y, we have that b([x, y]) = 1 and for mutually exclusive elements a ∧ b = ⊥, or a ∧ b = ∅, we have that b([a, b]) = 0. The major difference is that for elements x y that are not mutually exclusive, non-zero assignments are allowed. In this sense, a bi-quantification is a generalization of order-theoretic inclusion (ζ ∂ (x, y)) to a degree of inclusion. In this way, the meaning of a bi-quantification is inherited from the meaning of the ordering relation. (GCD(A, B) ) Euler Characteristic χ = V − E + F Spherical Excess [7] (A + B + C) − π Three Slit Problem [15] I 3 (A, B, C) = |A B C| − |A B| − |A C| − |B C| + |A| + |B| + |C| This rule is perhaps most familiar in the areas of measure theory on sets, where it is taken as a postulate, and probability theory. However, it holds in numerous other situations where the concepts of closure, ordering, and associativity hold [9, 8, 14] . This is the reason that we add things when we combine them.
Probability Theory
One of many applications of consistent quantification is that of probability theory where one focuses on bi-quantifications assigned to pairs of logical statements comprising a Boolean lattice ordered by logical implication. The biquantification that we call probability inherits its meaning from the ordering relation so that probability represents the degree to which one logical statement implies another. Probability is a degree of implication. Of course, the Boolean lattice need not be invoked as it is the symmetries of the Boolean algebra that constrain quantifications via a sum rule and the product rules discussed above, and summarized in the next section [9, 14] .
Summary
Lattices are partially ordered sets in which every pair of elements has a least upper bound called the join and a greatest lower bound called the meet. Every lattice is an algebra where the join and meet are algebraic operations. Lattice elements can be consistently quantified by a function q that takes a lattice element to a real number: q : x ∈ L → q(x) ∈ R. Fundamental properties, such as closure, associativity, and order, [14] , exhibited by lattices constrain quantification of the lattice elements. Each symmetry leads to a constraint equation, which ensures that the symmetry is satisfied by the assigned quantifications. These constraint equations are often referred to as rules or laws in specific applications. The join of elements x and y of a lattice L is quantified in accordance with the Sum Rule q(x ∨ y) = q(x) + q(y) − q(x ∧ y).
The fact that the sum rule is ubiquitous throughout the sciences, as illustrated in Table 2 , reflects the fact that it is founded on elementary symmetries that are easily satisfied [9, 8, 14] .
Elements of the lattice product are quantified in accordance with the The sum rule and direct product rule hold for all lattices, whereas the chain rule, product rule and Bayes' Theorem hold for all distributive lattices. Moreover, these results are more general since they hold for any system that satisfies the requisite symmetries.
