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ABSTRACT
DNA linker mediated self-assembly of nanoparticles– grafting complementary sequences of
single stranded DNA to nanoparticles to program their self-assembly, is a flexible strategy for
designing novel polymer nanocomposites. In this dissertation, a scale-accurate coarse grained
model of nanoparticles grafted with DNA is developed. Using Molecular Dynamics simula-
tions, the dynamics of self-assembly and equilibrium phases are investigated for systems where
nanoparticles are spherical or anisotropic.
11 CHAPTER 1. INTRODUCTION
1.1 General Introduction
Polymer nanocomposites are mixtures of polymers and inorganic components, where the
inorganic components have at least one dimension in the nanoscale. By controlling microscopic
morphology, the bulk polymer nanocomposite properties, such as optical, dielectric, mechan-
ical, and thermal can be dramatically enhanced. This has allowed tuning polymer nanocom-
posites to suit a variety of applications, including flame retardant fabrics, fuel cells, solar cells,
and even aircraft surfaces. Still, a major issue preventing widespread adoption of polymer
nanocomposites are reliable techniques capable of controlling the dispersion of nanoparticles.
Traditional top-down manufacturing techniques, such as layer-by-layer deposition, extrusion,
and spin coating are not adequate to achieve the necessary nanodispersion at industrial scales.
Self-assembly, a process where individual components assemble through tailored instruc-
tions, has been shown to order polymer nanocomposites with nanoscale resolution [12]. Of
particular interest is a general method where polymer ends are functionalized to have specific
affinities that induce self-assembly [70, 131]. A concrete realization of this general method
uses complementary DNA linkers grafted to nanoparticles to direct the formation of ordered
phases [4, 100]. This strategy has been shown to provide a flexible framework to achieve a va-
riety of micron-size, ordered polymer nanocomposite structures with a homogenous dispersion
of nanoparticles [88].
With advances in computational resources, simulations can now be employed to model real
materials; a prospect unfeasible 10 years ago. As a result, simulations have become critical
for a thorough understanding and discovery of new materials. In this dissertation, computer
simulations are used to model the self-assembly of programmable DNA grafted nanoparticles.
Specifically, the focus is on developing an accurate model of DNA grafted nanoparticles that
enables a comprehensive study of self-assembly dynamics, as well as predicting equilibrium.
21.2 Overview and Dissertation Organization
Following this introduction, Chapter 2 provides a brief overview of topics related to poly-
mer physics and self-assembly of polymer nanocomposites by end-polymer functionalization—
specifically, programmable DNA. Then, Chapter 3 introduces molecular dynamics as a simula-
tion technique and its application to polymer systems. After these introductory chapters, there
are a number of published papers included in this dissertation. All included simulations and
data analysis are performed by the author of this dissertation. Including results discussions.
The initial study, presented in Chapter 4, was motivated by experiments performed by
Dr. Oleg Gang at Brookhaven National Laboratory, aimed at developing new materials using
DNA programmed self-assembly as well as experiments performed by Dr. Surya Mallapragada
at Ames Laboratory, aimed at developing techniques to self-assemble polymer nanocompos-
ites using bioinspired techniques [153, 53]. At the time, theoretical models for DNA-grafted
nanoparticles were based on pair potentials and unable to capture dynamics or accurately pre-
dict phases for real systems [137]. The published paper, included in Chapter 4, introduces a
new scale-accurate, coarse-grained model capable of predicting self-assembly of programmed
DNA-grafted nanoparticles. The model presented here improves upon previous models by ex-
plicitly modeling the polymer, DNA hybridizations, and nanoparticle shapes. Using molecular
dynamics simulations, results for the dynamics and statics of binary systems of DNA-grafted,
spherical nanoparticles are presented in excellent agreement with experimental results [105].
While there has been impressive progress assembling crystals using DNA-grafted nanopar-
ticles [105, 109, 88], achieving crystallization is still not straightforward. Experiments show sig-
nificant kinetic barriers to assembly, as evidenced by the need for thermal annealing [105, 109].
Furthermore, a theoretical description of the crystallization process necessary to understand
these issues is still incomplete [87]. This prompted a study, resulting in a published paper in-
cluded in Chapter 5, to characterize the dynamics of crystallization for DNA-grafted nanoparti-
cles. This study, using the coarse-grained model presented in Chapter 4, found the crystalliza-
tion of DNA-grafted nanoparticles proceeds in a three-step process. First, DNA self-assembles
into a gel where all nanoparticles are connected by a percolating network of DNA hybridiza-
3tions. Second, crystallization occurs from within the gel through nucleation and growth, which,
in most cases, results in a metastable crystal with topological defects. Third, equilibrium is
reached through defect annihilation, in the form of diffusing vacancies and interstitials. A key
challenge in self-assembly is to organize anisotropic components into hierarchical structures,
since many polymer nanocomposite applications require both nanoscale orientational and posi-
tional ordering [12]. The published paper- included in Chapter 6, presents results demonstrating
DNA-grafted to nanocubes provide a general framework to self-assemble phases with orienta-
tional and positional ordering. This work was motivated by Dr. Oleg Gang at Brookhaven
National Laboratory, whose group is performing experiments studying nanoparticle geometry
as a way to self-assemble novel lattice structures [156].
The final published paper, included in Chapter 7, discusses self-assembly of polymer nanocom-
posites using the general method of end-polymer functionalization. This study is motivated
by previous work demonstrating end-polymer functionalization as a robust strategy to achieve
nanoparticle dispersion within a polymer matrix [70, 131, 9].In this paper, a one-dimensional
nanorod is immersed in a polymer gel of end functionalized block copolymers. A variety of
novel phases are predicted by varying concentration and nanoparticle polymer affinity, including
liquid crystalline ordering on curved geometries.
This work would not be possible without the developers of the molecular dynamic package—
HOOMD. Specifically, Dr. Joshua Anderson at the University of Michigan, a former member
of our group and principle developer, and Dr. Trung Nguyen, who implemented rigid body dy-
namics into HOOMD. Also, Seth Burleigh, a SULI student, who collaborated on the published
paper included in Chapter 4.
The final chapter, Chapter 8, concludes with a general overview of accomplishments as well
as a discussion of the impacts of this dissertation.
42 CHAPTER 2. INTRODUCTION TO POLYMER NANOCOMPOSITE
SELF-ASSEMBLY
This chapter is organized into three sections. In section 2.1- an introduction to polymer
physics is provided, beginning with a single polymer chain, as well as properties for polymers
in bulk. In section 2.2, polymer conformation for brushes on both flat and spherical surfaces is
discussed, as well as polymer-grafted nanoparticles and polymer nanocomposites. Section 2.3
presents a discussion of the self-assembly of polymer nanocomposites. The main focus is on
polymer nanocomposites formed from polymer-grafted nanoparticles, with particular focus on
those where the grafted polymer is DNA. Also contained within section 2.3-is a discussion of
self-assembly, DNA self-assembly, and DNA-grafted nanoparticles self-assembly as a method
for engineer polymer nanocomposites. The physics of phase transitions from liquid to crystal
by nucleation and growth are considered as well.
2.1 Polymer Fundamentals
Polymers make up many materials people use on a daily basis. They can be found in
plastics and rubber, as well as inside cells in the form of biopolymers, such as DNA and
proteins. Polymer molecules are made from several repeating units, called monomers, linked
together by covalent bonds. A polymer can contain any number of units, n, referred to as the
degree of polymerization. The simplest type of polymer is made from n monomers connected
with covalent bonds to form a linear chain, see Fig. 2.1.
Polymers can also have branched geometries, where a single monomer acts as a node con-
necting more than one monomer. Experimental techniques to control branching have led to
the synthesis of polymer configurations, such as stars, combs, rings, and brushes. [116] Polymer
architecture can be further varied by selecting monomers for properties, such as size, hydropho-
bicity, rigidity, and conductivity. Therefore, by controlling both conformation and composition,
5Figure 2.1 Cartoon of chemical structure of polymer represented by monomer beads.
polymers can be synthesized to suit a variety of applications.
In many cases, the physical properties of a polymer can be modeled independently of the
chemical composition of its monomers [31]. Therefore, monomers can be represented as a
single bead, which interacts by pair potentials. Furthermore, the chemical bonds that link
individual monomers can be represented by harmonic springs. While simple, this bead spring
model has been shown to provide a surprisingly good approximation to describe many polymer
systems [45, 46].
2.1.1 Measures of polymer size
In general, long flexible objects composed of self-similar units can be characterized by how
their mass scales with respect to their size, i.e., the fractal dimension. For the specific case of
polymers, the fractal dimension defines how the polymers characteristic size, R, scales with the
degree of polymerization, n, [31] defined by a scaling relation,
R ∼ nν . (2.1)
Here, ν is the scaling exponent. From Eq. 2.1, it can be seen that doubling n will increase
the total characteristic size of the polymer by a factor of 2ν . In general, scaling laws, such as
Eq. 2.1, only hold for large n and the exact nature of the scaling relationship will depend upon
the particular system examined, such as free polymers in solution or polymer brushes [31].
Of course, the characteristic size of a polymer can be measured in several different ways.
For example, consider a flexible polymer chain composed of n+1 ordered monomers Ai, where
0 < i < ni, with monomer units connected by a bond vector ~ri = Ri+1 −Ri. The polymer size
could be characterized by the maximum stretching distance or contour length, Rmax. For cases
6where all bond lengths, l, are equal,
Rmax = nl. (2.2)
However, Rmax is only able to account for one of the many configurations a polymer may
take. A more general measure of characteristic size is the end-to-end vector—the distance
between two ends of a polymer [116],
~R =
n∑
i=1
~ri. (2.3)
While ~R is able to characterize any configuration a polymer may take, the ensemble average
of ~R for an isotropic polymer is
〈~R〉 = 0. (2.4)
A more revealing description is the mean squared end-to-end vector,〈
~R2
〉
=
n∑
i=1
n∑
i=1
< ~ri · ~ri > . (2.5)
For a polymer with identical bond lengths, the scalar product in Eq. 2.5 can be represented as
an angle between neighboring bond vectors, θij ,
~ri · ~ri = |~ri||~ri| cos θij = l2 cos θij . (2.6)
In the case of an ideal polymer composed of freely jointed chains, where monomers do not
interact and bond vectors are not correlated, then the ensemble average for cos θij becomes 0
for i 6= j and 1 for i = j. The summation of Eq. 2.5 results in an exact value, depending only
on the degree of polymerization and bond length,〈
R2
〉
= nl2. (2.7)
The mean squared end-to-end vector characterizes the size of linear polymers, but is unable
to characterize more complex shapes, such as branched polymers and micelles. In this case, it
is useful to introduce the radius of gyration, Rg, defined as [116],
R2g =
1
n
n∑
i=1
(~Ri − ~Rcm)2, (2.8)
where ~Rcm is the center of mass for a polymer,
~R2cm =
1
n
n∑
i=1
~Ri. (2.9)
72.1.2 Kuhn length
It is often convenient to describe complex polymers by Kuhn segments connected by free
joints [116]. The Kuhn segments each have a Kuhn length, b, which is determined by the
segment distance along the real polymer chain where monomers become uncorrelated. Polymers
composed of large n and varying bond torsions, angles, and lengths can be reduced to a simple
model of NKuhn segments of length b. The actual values for b and NKuhn of the real polymer are
found by comparing the experimental values of the polymers 〈R2〉 and Rmax with an equivalent
model polymer. For an equivalent polymer that is ideal, the values are [116],
Rmax = NKuhnb, 〈R2〉 = NKuhnb2. (2.10)
In this case, the characteristic sizes of the radius of gyration and mean squared end-to-end
vector can then be compared directly,
R2g =
b2Nkuhn
6
=
〈R2〉
6
. (2.11)
2.1.2.1 Scaling in bulk
For bulk polymers in solution, the dominant interactions are polymer-polymer and polymer-
solvent. In good solvents, polymer-polymer interactions experience an effective repulsion as
the polymers “want” to be surrounded with solvent molecules. In poor solvent, the polymer-
polymer interaction is attractive as polymers minimize their contact with solvent molecules by
surrounding themselves with other polymers. Then, the power law that characterizes scaling
for bulk polymers in solution is,
R ∼ b · nν , (2.12)
where ν is a scaling exponent, and b is a proportionality constant. The proportionality constant
is determined by local properties of the polymer, such as the Kuhn or persistence lengths [116].
The scaling exponent is the fractal dimension and depends only on solvent-polymer interactions.
What is truly extraordinary is ν can only take three discrete values [31]. De Gennes proved this
8result by mapping the problem into a spin model where renormalization group theory dictates
the allowed values of the exponents. In the case of bulk polymers in solutions, these three
values correspond to polymers in a good solvent, poor solvent, or so-called “θ-solvent”. The
scaling properties for a polymer in a good solvent were predicted by Flory, using a mean-field
approach to be ν = 3/5. This was accomplished by minimizing the free energy, due to the
excluded volume of monomers, and the energy required to stretch the chain, due to entropic
contributions [116]. The scaling exponent in a good solvent has more accurately been estimated
as ν ∼ 0.588 [18].
The stretched behavior of polymers in a good solvent can be intuitively understood as the
polymer swelling to maximize contact with solvent particles. Conversely, for a poor solvent,
polymers are expected to collapse to minimize contact with the solvent. In this case, monomers
can be treated as attractive with a hard-core repulsion. Similar to the random packing of
spheres into spherical volume scaling as r1/3, the scaling of polymers in a poor solvent also
scales as ν = 1/3.
For θ-solvents, the competition between polymer swelling and effective attractions can-
cel. Here, the polymers behave as ideal polymers with ν = 1/2, as was shown previously in
Eq. 2.11 [31, 116].
2.2 Polymer Brushes
A polymer brush consists of chains having a degree of polymerization, n, attached with
grafting density, σ, to a surface. Polymers in a brush follow different scaling rules than those
expected for polymers in solution. Generally, polymers attached to a surface in a good solvent
are expected to transition from “mushroom” to “semi-dilute” to a “concentrated” brush regime,
depending upon the grafting density, see Fig. 2.2. In the mushroom regime, the separation
distance between polymers is greater than 2 · 〈Rg〉, so polymers behave as free chains, see
Fig. 2.2a. The polymer stretching distance is then H ∼ n3/5 = 2 · 〈Rg〉, where H is the polymer
stretching distance from the surface [148].
The transition to the brush regime occurs at a grafting density where polymers experience
confinement effects, due to neighboring polymers. The height of the polymer brush is then de-
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Figure 2.2 a)“mushroom” regime where polymer separation is greater than 2·Rg and polymers
behave as free chains. B) “semi-dilute” and c) “concentrated” brush regimes where
polymers exhibit stretched conformations.
termined by competition between stretching (reducing configurational entropy) and overlapping
with neighboring chains (which increases enthalpy) [116].
The “semi-dilute” and “concentrated” brush regimes are distinguished by changes in scaling
behavior as grafting density increases. Both regimes have been experimentally shown to scale
as
H ∼ nσx. (2.13)
In the semidilute polymer brush regime, the height of the stretched polymer is characterized
by the scaling exponent x = 1/3 [148], see Fig 2.2b). The scaling for the semi-dilute polymer
brush regime is correct to very high grafting densities, where the polymer brush enters the
concentrated polymer brush regime, see Fig. 2.2c). The concentrated polymer brush exhibits
enhanced polymer stretching, characterized by the scaling exponent 1/3 < x < 1 [32].
Alexander and de Gennes [3, 30] were the first to develop a phenomenological model
to accurately describe the stretching of polymer brushes. In their model, see Fig. 2.3, the
correlation length for each layer is defined by the distance between grafting chains,
ξ ∼ 1√
σ
. (2.14)
The chains are divided into n/g correlated blobs, which repel each other with an energy kBT .
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Figure 2.3 (left) Polymer brush of height H made of N correlated blobs. (right) Polymer
brush on spherical surface of height H and N blobs, where blob size depends upon
the distance from the surface.
The number of monomers in each blob is defined by
g ∼
(
ξ
b
)1/v
. (2.15)
Here, ν is either 1/3, 1/2 or 2/3 depending on if the solvent is poor, θ or good respectively.
Assuming the brush is a stretched array of correlation blobs, then the height of the polymer
is the number of blobs per chain times the correlation length,
H = ξ
n
g
. (2.16)
Therefore the height of the polymer brush scales linearly to the degree of polymerization, n.
Later work has shown the density profile for a polymer brush is parabolic [99], instead of the
step function provided by the Alexander and de Gennes model.
Daoud and Cotton generalized the brushes on a flat surface to the case of a spherical brush,
specifically treating micelles with a hydrophobic core radius of r0 and f number of hydrophilic
arms [29], see Fig. 2.3. The Daoud-Cotton model assumes the grafted polymer degree for
swelling depends upon the distance from the surface of the core. The degree of swelling is
characterized by the parameter, a(r) = ξ(r)/ξ0. Here, ξ is the size of the blob containing a
single free chain at r and ξ0 is the unperturbed size, if the chain was ideal. Then, as the blob
distance, r, from the core increases, see Fig. 2.3, its size also increases,
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ξ(r) = rf1/2. (2.17)
Daoud and Cotton predicted the scaling of the spherical polymer brush as
R ∼
[
Nf +
1
10
f3/2
v2
+
1
6
f3/2
]3/5
v1/5f−2/5l0 , (2.18)
where v is the excluded volume of the monomers and l0 is the monomer Kuhn length. For very
long chains this equation reduces to the star polymer limit,
R ∼ N3/5v1/5f1/5l0. (2.19)
For short brushes, where chain length does not reach the region where excluded volume
effects are present, Eq. 2.18 reduces to
R2 ∼ Nf1/2l0l2. (2.20)
Here, the polymer brush scaling exhibits similar behavior to the ideal polymer chain, Eq. 2.11,
except for the f1/2 factor, which increases polymer stretching compared with the bulk [29].
2.2.1 Polymer-grafted nanoparticles
A specific case for polymer brushes is polymer-grafted nanoparticles, where the grafting
surface is a nanoparticle. As previously discussed, by controlling polymer grafting density, σ,
surface curvature, Rc, and the degree of polymerization, n, polymer scaling can be precisely
controlled for polymer brushes. Therefore, the interparticle interactions for polymer-grafted
nanoparticles can be tuned by manipulating only a few experimentally accessible variables.
This allows polymer-grafted nanoparticle use in many areas: 1) grafting a soluble polymer to
surface nanoparticles to prevent aggregation and to stabilize nanoparticles in suspensions or
create nanoparticle superlattices; 2) creating responsive materials by grafting a polymer, which
undergoes conformational changes due to external triggers, such as temperature and light; and
3) grafting biocompatible polymers, which can pass through cell membranes to deliver drugs
directly [15].
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Typically, polymers are grafted to nanoparticles by one of two methods—“grafting to” and
“grafting on” [15]. Grafting to involves first preparing polymers and nanoparticles separately,
then performing chemistry on one end, so the polymer is strongly bound to the nanoparti-
cle. Grafting on is performed by attaching active sites to the surface of the nanoparticle and
performing polymerization in situ. Both methods provide good control over grafting density,
although grafting on is able to achieve higher grafting densities [114]. It is also possible to pat-
tern nanoparticles where specific polymers are attached at specific regions [94, 78], although
these techniques are not well developed.
The lower limit of grafted nanoparticles occurs when the radius of curvature Rc is much
smaller than the Kuhn length, b, Rc << b. In this limit, the spherical polymer brush behaves as
a polymer brush on a flat surface. When Rc >> b the polymer brush will reach the star polymer
limit described by the Daoud-Cotton model. When Rc is between these two limits, spherical
polymer brushes fall into three regimes, depending upon the grafting density (mushroom, semi-
dilute, and concentrated) [35], see Fig 2.4. For the mushroom regime, which occurs at low σ,
the brush height scales as N3/5 = 2 ·Rg behaving as a free chain in solvents. In the semi-dilute
regime, which occurs at intermediate values of σ, the brush height scales as
H ∼ (Nσ∗1/3)3/5. (2.21)
Here, σ∗ = fl0/4pir20, where r0 is the radius for the spherical surface.
At a high grafting density, where the polymer brush transitions to the concentrated regime,
the polymer height scales as
H ∼ (Nσ∗1/2)x, (2.22)
where x depends upon the grafting density and can vary from 3/5 < x < 1. Due to the curvature
of the surface, sufficiently long polymers will transition from the concentrated polymer brush
to the semi-dilute regime at a distance, rc, from the core, where rc is determined similarly to
the Daoud-Cotton model [35], see Fig. 2.4.
A major challenge is to understand and predict macroscopic phase behaviors for grafted
nanoparticles from microscopic many-body interactions. An interaction potential between poly-
mer grafted nanoparticles can be specified by a radially-symmetric pair potential, V (r), based
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Figure 2.4 Schematic diagram for spherical brush at grafting density where the polymer is in
a) the mushroom regime, b) semi-dilute polymer brush, or c) concentrated polymer
brush, which transitions to semi-dilute polymer brush away from the surface of the
nanoparticle.
on the polymer microstructure, where r is the separation distance between particles. For
spherical brushes in the star polymer limit, the potential is described by [84],
V (r) =

− ln rσ + 11+√f/2
)
; r ≤ σ
1
1+
√
f/2
(
σ
r
)
exp
(
−
√
f
2σ (r − σ)
)
; r > σ.
(2.23)
Here, f is the number of grafted polymers and σ is the hydrodynamic radius. The potential
combines a logarithmic form of the interaction potential for core-core separations r smaller than
σ with an exponentially decaying interaction of the Yukawa-form for distances r larger than
σ [61]. Using this potential, Watzlawek et al. [144] were able to describe the full phase diagram
for the star polymer limit in a good solvent as a function of the packing fraction, η = pi/6ρσ3,
and f .
2.2.2 Polymer nanocomposites
Nanocomposites are multiphase materials containing two or more distinctly dissimilar com-
ponents mixed at the nanoscale. Components are typically smaller than 100 nm, about 100-1000
times the size of an atom. The use of nanoscale particles enhances material properties, such
as mechanical, thermal, or conductive, compared with using larger scale particles [86]. This
is a direct result of the favorable surface area to volume ratio of nanoscale components and
the importance of interface interactions to optical, dielectric, mechanical, and thermal proper-
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ties [74]. Nanocomposites where one of the components is a polymer are of particular interest.
By carefully selecting the polymer and inorganic components, a variety of new properties, such
as electronic, mechanical, and catalytic become possible. For example, a polymer, such as
polystyrene, can be combined with an otherwise brittle inorganic glass to introduce flexible
attributes into the composite material. Other examples are inorganic nanoparticles, which can
be combined with conjugated polymers to increase the efficiency of organic solar cells [119].
The macroscopic properties exhibited by polymer nanocomposites are heavily influenced by the
structural phases and degree of nanoparticle dispersion in the polymer matrix. Therefore, by
controlling microscopic ordering, polymer nanocomposites can be optimized to suit to a wide
variety of applications.
2.3 Self-assembly
Self-assembly of polymer nanocomposites involves individual components following indepen-
dent instructions to collectively form hierarchical structures. Self-assembly is able to overcome
the limitations traditional top-down approaches have, such as inherent size, parallelization, and
2-dimensional processing. At the nanoscale, self-assembly is driven by many competing inter-
actions of similar strengths, (e.g., hydrogen bonding, electrostatics, hydrophobic effects, Van
Der Waals forces, and effective entropic forces) making the prediction of equilibrium phases
difficult [68, 12]. Furthermore, controlling orientational and positional ordering, as well as the
dynamics and kinetics during the self-assembly process present numerous challenges [12].
Many examples where microscopic ordering of polymer nanocomposites is achieved through
self-assembly can be found in nature, where the biopolymers, such as DNA, lipids, and proteins,
facilitate the complex self-assembly of hierarchical structures. One example is bone, composed
of hydroxyapatite and a collagen matrix, which has enhanced strength and flexibility, while
maintaining a relative light weight. Other examples include sea shells, spider webs, and cartilage
[91, 107, 153, 53]. Remarkably, self-assembly of these polymer nanocomposites can occur in
aqueous conditions at room temperature, using non-bonded interactions.
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2.3.1 End-polymer functionalization
Theoretical results for polymer nanocomposite self-assembly predict a successful compos-
ite can only be achieved when there is an affinity between the polymer and the nanoparticle.
Otherwise, the polymer and nanoparticle components undergo phase separation, preventing
nanodispersion [70]. A general method to introduce a specific attraction is by chemically at-
taching a functional group to the end of the polymer chain, i.e., end-polymer functionalization.
The functional group mediates an attraction between the end-functionalized polymer and the
nanoparticle. Using this self-assembly technique, polymer nanocomposites have been predicted
to robustly self-assemble into a variety of novel morphologies [70, 131, 9]. A concrete realiza-
tion of end-polymer functionalization employs biopolymers, such as DNA or proteins, which
can express specific affinities via non-bonded hydrogen interactions.
2.3.2 DNA self-assembly
Deoxyribonucleic acid, DNA, is a naturally-occurring polymer composed of nucleotides
that exhibit highly specific hydrogen bonding between acid base pairs. The process for hy-
bridization, bonding between base-pairs, allows DNA to store and transmit information. By a
careful selection of base-pairs sequences, hybridizations between single stranded DNA(ssDNA)
can drive DNA self-assembly into a variety of superstructures. One such structure is double-
stranded DNA (dsDNA), shown in Fig. 2.5. Here, two single-stranded DNA (ssDNA) form a
double helix through DNA hybridization. As seen in Fig. 2.5, DNA is composed of four types of
nucleotides connected by a phosphate backbone. Every nucleotide added to the DNA strand in-
creases the contour length by 0.54 nm. It is also important to note ssDNA are chiral molecules,
such that hybridization occurs directionally. The direction is determined by the terminal ends,
with one end of ssDNA being an OH group (3’) and the opposite an O group (5’), see Fig. 2.5.
Therefore, two hybridized ssDNA will always bond, facing opposite directions [101].
DNA self-assembly is thermoreversible, with DNA hybridizations exhibiting strong sensitiv-
ity towards changes in temperature. A general diagram for the percentage of DNA hybridization
plotted as a function of temperature is shown in Fig. 2.6. The inflection determines the melt-
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Figure 2.5 Cartoon of dsDNA chemical structure.
Figure 2.6 General melting diagram for DNA, where Tm is the temperature where half of the
DNA hybridizations have been broken.
ing point, the temperature where half ofdsDNA duplexes ha dissociated. At this temperature,
hybridizations are very dynamic, with DNA constantly hybridizing and breaking apart [117].
The melting curve is particularly sensitive to DNA sequence. This is because “A-T” bonds are
weaker than the “G-C” bonds, with binding energies 1.37 kBT and 3.47 kBT , respectively [21].
This difference in energy causes “A-T” rich regions of dsDNA to melt at lower temperatures, see
Fig. 2.6. The exact shape of the melting curve will also vary, depending on other factors as well,
such as the DNA concentration, ion concentration, and the length of the DNA [122, 139, 149].
The high selectivity of hybridizations, thermoreversible bonding, and well understood syn-
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thesis have made DNA a prime candidate for use in self-assembly techniques. Programming
DNA to self-assemble into hierarchical structures was first shown possible by N. Seeman, who
developed an algorithm to fold DNA into junctions [125]. Further research has yielded methods
to use self-assembling DNA to order nanoparticles into local structures [100, 4], as well as to
perform computational calculations [1]. Since these seminal works, sophisticated techniques for
self-assembly using DNA have improved dramatically [34, 105, 109]. Particularly of interest to
this dissertation is programming DNA self-assembly to direct the organization of nanoparticles
into superlattices or other hierarchical structures.
2.3.3 Programmed self-assembly of DNA-grafted nanoparticles
In 1996, both Alivisatos et al. [4] and Mirkin et al. [100] demonstrated DNA could be
used to self-assemble inorganic nanoparticles into aggregates that were reversible, discrete,
homogenous, and soluble. These experiments involved complementary DNA strands attached
to two groups of gold nanoparticles. The DNA strands were composed of a spacer region where
no hybridizations occur, as well as a “sticky end,” which contained the complementary DNA
sequences. Then, when the DNA grafted nanoparticles were mixed in solution, the nanoparticles
self-assembled into amorphous aggregates below the DNA melting temperature. Subsequent
studies characterized the melting of DNA-linked nanoparticle aggregates with respect to DNA
surface density, nanoparticle size, interparticle distance, and salt concentration [57]. Other
developments, such as the synthesis of anisotropic local clusters, were also achieved through
DNA linkers in an attempt to introduce valency into DNA-grafted nanoparticles [151].
The first theoretical prediction for ordered phases of DNA-grafted nanoparticles were per-
formed by Tkachenko in 2002 [137]. In this paper, nanoparticles were modeled as two spheres—
types A and B—which had a repulsive potential, except for a favorable hybridization energy.
In this way, a species-specific attraction between types A and B occurs, due to complementary
DNA strands. Tkachenko found a phase diagram containing bcc for DNA grafted nanoparticles,
but also found regions where simple cubic, honeycomb, and diamond lattices may occur for DNA
grafted microparticles. Though dissertation main focus is DNA grafted nanoparticles, see these
references for a complementary study of DNA grafted microparticles [19, 138, 123, 80, 120, 96]
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for a complementary discussion of DNA grafted microparticles
In 2008, the first experimental realization of long-range crystalline order via programmed
DNA-grafted, nanoparticles self-assembly was achieved. Here, two types of nanoparticles,
A and B, grafted with complementary strands of either dsDNA [109] or ssDNA [105] self-
assembled into superlattice structures for specifically tuned DNA length, nanoparticle radius
and temperature. These experiments demonstrated programmable DNA could be used to self-
assemble thermoreversible materials. In particular, bcc superlattices [105, 109] composed of
interpenetrating A and B simple cubic lattices. Furthermore, for nanoparticles grafted with ds-
DNA having palindromic sticky ends, nanoparticles self-assembled into fcc superlattices [109].
Therefore, by programming DNA with explicit binding instructions, the lattice type can be en-
gineered. Following these studies, detailed characterizations for the phases of dsDNA, ssDNA,
and linker-mediated ssDNA were performed [150, 49]. These efforts established DNA-mediated
self-assembly was capable of controlling lattice spacing to high precision through varying DNA
lengths, volume fraction, and grafting density. More recently, a variety of superlattices have
been achieved by varying both nanoparticles and DNA relative size ratios [88]. Addition-
ally, orientational ordering of nanoparticles has been demonstrated also by using anisotropic
nanoparticles grafted with DNA [60, 141].
Yet, in all cases, predicting which superlattices will form from specific components is a
major challenge [88]. Furthermore, there are experimental difficulties to achieving equilibrium,
as evidenced by the need for considerable thermal annealing [105, 109, 87]. This is an area
where theoretical models are able to compliment experiments by predicting phase diagrams
as well as elucidating the underlying phenomena preventing equilibrium structures, such as
kinetic barriers and long lived metastable phases,. A scale-accurate coarse-grained model to
predict equilibrium phases, as well as study dynamics, is presented in Chapter 4. In Chapters
5 and 6, the model is expanded to study dynamics and statics of both anisotropic and spherical
nanoparticles grafted with DNA.
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2.3.4 Crystallization by nucleation and growth
Crystallization of DNA-grafted nanoparticles involves a transition between two phases,
amorphous gel and crystal [71, 87]. This process, discussed in Chapter 5, occurs through
nucleation and growth. The concept can be described simplest when discussed in the context
of a liquid cooled below its freezing temperature, i.e. supercooled. The system remains in a
liquid state, due to a free energy barrier preventing the liquid-crystal phase transition. Within
the supercooled liquid, random local fluctuations of particles cause small crystallites with radius
r to rapidly form and dissolve. The free energy change, due to the small, nucleated crystals,
can be described by,
∆Gvolume =
4
3
pir3∆GV , (2.24)
where ∆GV is the change in free energy of the volume of the crystal compared with the volume
of the liquid. However, there is also a penalty related to the surface tension at the interface
between the liquid and the crystal, which can be described as
∆Gsurf = 4pir
2γ. (2.25)
Here, γ is the surface energy per unit area. The total free energy difference, plotted in Fig. 2.7,
then becomes
∆Gtotal =
4
3
pir2∆GV + 4pir
2γ. (2.26)
As shown in Fig. 2.7, there is an energy barrier between the liquid and crystal phases. At
the inflection point, rc, the free energy change, due to the volume, is equal to the free energy
penalty, due to increased surface tension. Then, if a nucleated crystal forms with a radius
r < rc, it will dissolve back into a liquid. However, if the nucleated crystal size is sufficiently
large, r > rc, the crystal will continue to grow until the entire system is in a crystallized
state [62].
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Figure 2.7 Plot of ∆Gtotal transition between two phases as defined by classical nucleation
theory. r is the size of the phase 2 cluster formed within phase 1.
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3 CHAPTER 3. INTRODUCTION TO MOLECULAR DYNAMICS
3.1 The Idea
Molecular dynamics (MD) is a very simple, yet powerful, quasi-deterministic method to
determine equilibrium properties of classical many-body systems. The idea is to assign particles
an initial positional vector, ~r(x, y, z), and allow them to interact by a Hamiltonian, e.g., H =
K+V (~r1, ~r2, ...~rn). Then, the trajectories for individual particles are calculated by integrating
Newton’s classical equation of motion, mirroring real dynamics closely. In fact, the entire
process of performing MD simulations has parallels to an actual experiment. For example, in an
experiment the system is prepared, equilibrated, and measured. Similarly for MD, a numerical
model of the system is created, equilibrated by solving Newton’s equations for motion and
then analyzed. In both cases, particle dynamics, barriers to equilibration, metastable states,
and equilibrium structures are similar. Furthermore, because particle trajectories are known
exactly, MD simulations can be utilized to study processes difficult to observe in real systems.
Additionally, MD simulations are able to quickly explore large parameter spaces, leading to
efficient predictions of phase diagrams.
While MD is a very powerful technique, there are several limitations. MD solves classical
equations of motion and, therefore, is unable to consider systems where quantum effects are
important. Furthermore, it is difficult in MD to deal with phenomena, which occur at disparate
timescales, specifically when metastable states occur at timescales longer than can be realisti-
cally simulated. Methods, such as hybrid quantum-mechanical/MD [143], dissipative particle
dynamics [47] and other multi-scale modeling techniques, have been developed, but are beyond
the scope of this dissertation.
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3.2 Numerical Integration
There are several integration techniques to determine particle trajectories given initial po-
sitions and interaction potentials. The choice of numerical integration technique to use is a
balance between error in the integration method and efficiency of the underlying algorithm [108].
However, in most MD simulations, a majority of the calculation time is spent calculating the
forces acting on each particle. Therefore, the integration step is not a bottleneck and accuracy
is often chosen over speed. For example, consider the Verlet algorithm for integration [140].
Starting from Newton’s equations
d2R
dt2
= A, (3.1)
where R represents all coordinates (r1, r2, ....rn ) and A represents accelerations (
f1
m1
, f2m2 , ..,
fn
mn
),
the first and second order derivatives can be written as
dR
dt
=
1
τ
(Rk+1 −Rk−1) +O(τ2), (3.2)
d2R
dt2
=
1
τ2
(Rk+1 − 2Rk +Rk−1) +O(τ2), (3.3)
which, after some algebraic manipulation, combine to give the Verlet algorithm.
Rk+1 = 2Rk −Rk−1 + τ2Ak +O(τ4), (3.4)
Vk =
Rk + 1−Rk − 1
2τ +O(τ2)
. (3.5)
The initial velocity, V0, and position, R0, for all particles are known from the initial condi-
tions. R1, the next particle position, is determined approximately as R1 ∼ R0 + τV0 + τ22 A0
before the integration step begins.
The Verlet algorithm is accurate for determining the position of the particles, O(τ4), but is
not accurate for velocities, O(τ2). Because the error in the velocity data is 2nd order, the data
may be too inaccurate for many use cases [108]. Furthermore, the velocities of particles are
always calculated a step behind the motion of the particles, which makes accurate calculations
of instantaneous kinetic energy and temperature difficult. Most MD packages use a modification
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known as the velocity Verlet algorithm, which evaluates the velocity directly from the force.
By doing so, the velocity Verlet algorithm synchronizes the position and velocity calculation,
while providing the same level of accuracy as the Verlet integration method [108].
3.3 Statistical Ensembles
In statistical mechanics, an ensemble is a collection of all the microscopic states consistent
with macroscopic properties, such as pressure and temperature. MD simulations generate in-
formation about the microstates of the system by calculating particle positions, momenta, and
forces. The microstates of the system can then be related to a macroscopic state, by averaging
with respect to an ensemble [24]. In MD, thermostats are used to explore ensembles to equili-
brate the system to the desired macroscopic state. The simplest MD thermostat to implement
fixes particle number (N), volume (V), and the energy (E) exploring the microcanonical ensem-
ble [41]. In this case, there is no external energy transfer into or out of the system. Therefore,
the potential and kinetic energy exchange between particles is the only energy transfer, which
occurs.
The NVE thermostat is used to explore the constant energy surface, but is not typically
used for equilibration, since it is difficult to control macroscopic properties, such as temper-
ature or pressure [41]. Other common ensembles in MD simulations are the canonical and
Isobaric-Isothermal. These allow equilibration at a constant number of particles, volume, and
temperature (NVT) or constant number of particles, pressure, and temperature (NPT), respec-
tively, making connections to experimental systems more intuitive [41]. For example, the NPT
thermostat resembles the conditions of a test tube experiment, where the pressure remains
constant but the volume of the system changes.
A discussion on the implementation of the thermostats in MD is beyond the scope of
this dissertation. However, a short introduction to the Nose-Hoover thermostat for the NVT
ensemble is relevant. The Nose-Hoover thermostat [104, 51] uses a modified Hamiltonian of the
form
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H =
N∑
i=0
p2i
2ms2
+ U(rN ) +
p2s
2Q
+ 3NkBT log s, (3.6)
where, Q is a fictitious mass. The fictitious term, s, introduces an extra degree of freedom
that acts as a coupled heat bath to allow the temperature to fluctuate around the set value of
T. Here, the instantaneous T is not constant, the ensemble average for T is constant. In this
way the canonical distribution is sampled appropriately [51, 41]. Although other thermostats,
such as Andersen, Berendsen, and Langevin stand out, the Nose-Hoover thermostat is noted
as being highly efficient and accurate.
3.4 Thermodynamic Equilibrium
As discussed previously, the thermodynamic state of a system depends only on a small num-
ber of thermodynamic coordinates, such as N, V, and/or T. At equilibrium, desirable properties,
such as density, heat capacity, and internal energy depend only on these few variables. However,
determining/achieving equilibrium is nontrivial for both simulations and experiments, due to
metastable states, which persist longer than the observation time. One definite way to deter-
mine if a system has reached equilibrium is by determining if the observed state is a minimum
of the free energy. In the NVT ensemble, the Helmholtz free energy, A, will be minimized when
the system is in equilibrium,
A(N,V, T ) = U − TS. (3.7)
Here, U is the internal energy of the system and S is the entropy [41]. However, the
entropy, S, and, therefore, the free energy cannot be calculated directly from MD simulation.
This is because the entropy is directly related to the number of microstates accessible by
the system, and, therefore, cannot be expressed as thermodynamic averages [41]. Still, the
relative difference in free energy between two states at different volumes can be determined by
thermodynamic integration [39, 40]. This follows from the derivative of the free energy with
respect to volume,
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dA
dV
= −PdV. (3.8)
Therefore, by integrating from a reference state where the free energy is known exactly, the
actual free energy of the desired state can be calculated. For example, the free energy of a
liquid can be calculated via thermodynamic integration using the ideal gas as a reference state,
FVL = FVIG −
ˆ VL
VIG
PdV. (3.9)
Other reference states where the free energy is known exactly are the low-temperature,
harmonic crystal lattices [39]. For many cases of interest, however, there is either no known
reference state or no reversible path connecting a known reference state [40]. Furthermore,
this method can only determine which of the compared states has the lowest free energy. Then,
the free energy minimum could be missed, if it is located at an untested configuration. As a
result, determining equilibrium by calculating free energy landscape is unfortunately not always
feasible.
From a statistical mechanics interpretation of equilibrium, three basic rules can be identified
to help determine equilibrium from MD simulations: 1) a system left alone sufficiently long will
reach equilibrium, 2) the equilibrium state of a system is independent of its initial configuration,
and 3) the thermodynamic variables be equal to their ensemble averages [5]. According to the
first rule, it is possible to reach equilibrium using MD by running a single simulation for
a sufficiently long period of time. However, the duration of sufficiently long is not readily
quantifiable, so simply running a single simulation for a really long time does not guarantee
equilibrium. Therefore, it is also necessary to consider the second rule—at equilibrium the
system is independent of its initial configuration. By performing multiple simulations from
different starting configurations and observing them converge to a single state, the system
is independent of the initial configurations and in equilibrium [41]. The third rule states
thermodynamic variables, such as temperature and pressure, at equilibrium are equal to their
ensemble averages. Then, at equilibrium, they are expected to plateau as a function of time. [5].
Of course, the convergence of multiple simulations to a single state and the plateau of
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thermodynamic variables could also be indicative of a long-lived metastable state. In this case,
other quantitative parameters related to the structure can be calculated as a function of time
to provide evidence that equilibrium has been reached (see Chapters 4–6). In most cases, these
criteria are sufficient to claim equilibrium.
3.5 Properties Calculated
Often, visual inspection of simulation trajectories is the first step towards gaining insight
about the system under study. There are many software packages, such as visual molecular
dynamics (VMD) [54], that provide excellent tools to visualize particle trajectories to gain
qualitative intuition.
The quantitative properties calculated using MD simulations range from standard thermo-
dynamic variables to the structural or dynamic properties of the system. Methods to calculate
some of the common properties studied in this dissertation are detailed below. The temperature
is calculated directly from the kinetic energy of the system.
〈
1
2
mv2
〉
=
3
2
kBT. (3.10)
This relationship is derived from the equipartition theorem [41],
kBT =
2〈K〉
ξ
, (3.11)
where ξ is the degrees of freedom and 〈K〉 is the average kinetic energy. Structural properties,
such as the radial distribution function, g(r), are used to characterize long-range order. The
g(r) is defined as,
g(r) = 4pir2ρdr, (3.12)
and determined in practice by histogramming the distance between all particle pairs, then
normalizing with respect to an ideal gas. In this case of a liquid, g(r) will oscillate about unity
until the correlations go to zero, at which point g(r) = 1 [48]. For a crystal, the g(r) is a
function of x, y, and z, and will have definite peaks, which correspond to the lattice structure.
To characterize dynamical properties of a system the mean-squared displacement (MSD)
can be used. The MSD measures diffusion of particles away from an initial configuration,
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MSD = 〈(x(t)− x0)2〉, (3.13)
where x0 is the particle’s initial position. Depending upon the slope, the state of the system
can be determined, i.e., gas, liquid, gel, or solid. The MSD can also be used to extract diffusion
coefficients, 〈(x(t)−x0)2〉 = qDt, where q is a constant that depends on the dimensionality [48].
These methods are a small sampling of the general properties measured in MD. More
characterization techniques are used and discussed in the following chapters of this dissertation.
3.6 Potential Energy Specification
There has been significant work to develop all-atom pair potentials, which model accurate
atomic interactions. These force fields are typically employed to study microscopic properties,
such as polymer conformations, protein folding, and membrane-protein interactions among
others [146]. Implementation of these force fields is found in software packages, such as GRO-
MACS [17] and CHARMM [26]. However, while all-atoms simulations are able to provide very
accurate models of real systems, current computational capabilities limit the accessible systems
sizes to nanometers and accessible time scales to nanosecond [41].
To study macroscopic properties at longer time scales, a method known as coarse-graining
is often used. The idea is to allow longer time steps taken by distilling a system to the most
basic components without losing relevant information. Through coarse-graining, it is possible
to reach equilibrium structures at macroscopic scales that would otherwise be unfeasible [41].
Furthermore, coarse-grained models provide a conceptual understanding difficult to achieve,
compared with the parameter space of an all-atom simulations.
In coarse-grained systems, by grouping one or more individual atoms into a single bead,
short time oscillations are averaged. Coarse-grained beads then interact by simpler poten-
tials, which approximately describe their interactions. A commonly used pair potential is
the Lennard-Jones(LJ) potential [59], originally developed to model noble gases that weakly
interact. The LJ potential is defined as
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Ulj(r) = 4
((σ
r
)12 − (σ
r
)6)
, (3.14)
where σ is the diameter of the bead and  is an energy term. The r12 term describes a short-
range repulsion. The r6 term is used to describe attractive long-range forces, e.g., van der
Waals. The minimum of the well occurs at the rm = 2
1
6σ, at a depth . In practice, the LJ
potential is used to model interactions with weak chemical bonds, such as polymer-polymer,
polymer-solvent, or polymer-nanoparticle interactions.
In many cases, it is necessary to model strong chemical bonds unbreakable over the course
of a simulation. An effective way to model these bonds is the harmonic spring potential
Uhm(r) =
k
2
(r − r0)2, (3.15)
where k is the spring constant and r0 is the bond length. Harmonic spring potentials are often
used to model covalent bonds between monomers or amino acids among others.
Another useful potential is the harmonic angle bond potential used to introduce rigidity
into polymers. This is accomplished by imposing a potential, which maintains an angle θ0
between three particles,
Uang(r) =
k
2
(θ − θ0)2. (3.16)
The potentials mentioned above are a few of the many available for coarse-graining in
MD simulations. They are used extensively in the following chapters of this dissertation to
coarse-grain polymer and nanoparticle composites.
3.7 Periodic Systems
Even as MD is performed on larger and larger clusters, the size of the systems that can
be studied remains limited by computational capabilities. To put the size of a simulation
into perspective, consider 1 mL of water contains 3.37 · 1022 molecules of H2O. Even using a
coarse-grained potential for the water molecule, the simulations would still contain many orders
of magnitude more particles than modern computers could handle. Therefore, it is currently
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impossible to simulate even a portion of a segment of a real experiment. Another challenge
is modeling interface interactions between the material surface and the surrounding phase or
container. However, for most simulations properties of interest are related to the bulk, so
including interface interactions is unnecessary. A common way to overcome these challenges is
by imposed periodic boundaries on the simulation. The simplest implementation assumes all
of the particles are contained inside a cubic box. Then, the periodic conditions allow particles
to both interact and wrap through opposing planes of the box. In this way, the effective system
size is increased and surface effects are avoided entirely. Other periodic boundaries, such as
cylindrical, orthorhombic, and spherical, are also possible [5].
However, there are drawbacks to using periodic boundaries. Easily formed metastable
phases may be stabilized by boundary conditions, preventing the system from reaching equi-
librium. Furthermore, density oscillations with a wavelength longer than the simulation box
are suppressed. Therefore, it would be difficult to study systems where the critical fluctuations
during phase transitions are larger than the box length, such as the macroscopic fluctuations
that occur during the gas-liquid phase transition [5]. These systematic errors referred to as
“finite size” effects, in practice, have minimal effect on equilibrium thermodynamic properties,
although near critical points the effects can be very large. Therefore, to quantify finite size
effects, a systematic analysis of simulations at different sizes should be performed [5].
3.8 Modeling Polymer-Grafted Nanoparticles using MD
Through coarse-graining, polymer nanocomposites are reduced to only classical interac-
tions, allowing MD simulations to accurately model nanoparticle and polymer composites. For
coarse-grained polymers, the atoms that make each monomer, or even groups of monomers,
are represented as a single bead, which interacts through some pair potential. The limit of
coarse-graining a polymer is determined by the Kuhn length, discussed previously Sec. 2.1.2.
Coarse-graining to length scales beyond the Kuhn length may cause unphysical behaviors, since
relevant information will be lost. Coarse-grained nanoparticles can be modeled by either a po-
tential function or as a group of beads constrained by rigid-body dynamics. In this dissertation,
the coarse-grained, polymer grafted nanoparticles are modeled using rigid-body dynamics so
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the location of the polymer is fixed on the nanoparticles surface. Furthermore, using rigid-body
dynamics makes introducing new nanoparticle shapes trivial, even for non-isotropic nanopar-
ticles, such as cubes. With this model, it is possible to extract polymer and nanoparticle
microscopic conformation, dynamics, and equilibrium structures via MD. Therefore, MD sim-
ulations are a powerful tool that compliments experimental efforts to characterize the micro to
macroscopic properties of polymer nanocomposites.
3.9 Modus Operandi
MD simulations are performed by first generating initial coordinates for the system. Then,
the system is equilibrated through minimization techniques, such as Fast Inertial Relaxation
Engine (FIRE) [20] to relax overlapping particles, which could cause simulation instabilities.
After minimization, the system is randomized by operating at a temperature where particles
will diffuse rapidly, typically for a couple hundred-thousand time steps. Finally, the system is
relaxed to the target thermodynamic parameters and data are collected over a number of time
steps.
During simulation, periodic dumps of thermodynamic averages, such as pressure, temper-
ature, and potential energy, as well as particle trajectories are created. This information is
analyzed to extract information about the systems thermodynamic states, structure, and/or
dynamic properties. Where necessary, multiple simulations are calculated starting from dif-
ferent initial configurations to verify results. Using these methods and analysis, all results
presented in this dissertation are performed.
3.10 Units
Units in MD can be derived from the three fundamental units—distance (D), energy (ε),
and mass (M) [7]. This general choice of units allows easy conversion to any system of interest
by assigning the desired units and multiplying by the correct conversion factors. In this disser-
tation, a unit of distance is referred to as σ, and energy is referred to as ε. So, in the case of
the LJ potential Eq. 3.14,  = 4ε to keep the energy units consistent. Any time temperature is
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referred to in this dissertation as T , this value is actually thermal energy, T = kBT , with units
of energy. Other commonly used units are time step τ =
√
MD2
ε , force,
ε
D , and pressure,
ε
D3
.
Information on specific units and time scales are referred to in the following chapters where
appropriate.
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4 Dynamics and Statics of DNA-Programmable Nanoparticle
Self-Assembly and Crystallization
A paper published in the Physical Review Letters [71]
Christopher Knorowski, Seth Burleigh and Alex Travesset
4.1 Abstract
DNA linker mediated self-assembly is emerging as a very general strategy for designing
new materials. In this paper, we characterize both the dynamics and thermodynamics of
nanoparticle-DNA self-assembly by Molecular Dynamics simulations from a new coarse grained
model. We establish the general phase diagram and discuss the stability of a previously over-
looked crystalline phase (D-bcc). We also characterize universal properties about the dynamics
of crystallization. We point out the connection to f-star polymer systems and discuss the impli-
cations for ongoing experiments as well as for the general field of DNA mediated self-assembly.
4.2 Introduction
Programmed self-assembly, i.e. programming components to self-assemble into materials
with pre-defined properties, is one of the ultimate goals in materials science. An elegant
strategy consisting of attaching complementary DNA strands to components so as to selectively
induce their assembly was pioneered more than a decade ago[100, 4], where gold nanoparticles
(GNPs) with complementary single stranded DNA (ssDNA) oligomers attached were assembled
into larger entities. This approach has also been intensively investigated with micron sized
particles[138], where the larger scales provide promising routes for the bottom-up design of
metamaterials.
A recent breakthrough has been the programmed self-assembly of GNPs into phases with
long range order, such as bcc and fcc crystals [105, 109, 49, 95, 150]. With fundamental advances
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in controlling the chemistry of nucleotides and the placement of ssDNA onto nanoparticles with
exquisite precision [135], the main challenges towards a general and predictive framework for
programmed self-assembly are the characterization of the ssDNA distributions that will assem-
ble into a given structure or phase and the elucidation of the kinetic or dynamical properties
that determine relaxation times and long-lived metastable states. Recent results showing that
in general, the functionalization of polymer ends with specific interactions can direct the self-
assembly of nanoparticles into many phases[70], provides further evidence for the potential of
DNA programmable self-assembly.
The theoretical prediction of the phases from hybridization of spherical colloids was first de-
scribed by Tkachenko [137], who developed an effective potential that allowed characterization
of equilibrium phases. Subsequent studies focused on simpler models amenable to a mean field
solution[85]. Coarse grained continuum molecular dynamics simulations have provided some
insights into the dynamics and statics of DNA-nanoparticle self-assembly[77]. Recent work
[120] has discussed phase diagrams and kinetic effects from refined effective potentials. Yet,
most previous studies either rely on simplifying assumptions (two-body potential interactions,
assumptions about the minimum of the free energy, mean field, etc..) and/or are inappropriate
to elucidate the self-assembly process since they do not include realistic dynamics.
In this paper, we present a new coarse-grained model for ssDNA-GNPs and simulate it
using continuum molecular dynamics (MD) simulations. Compared to previous studies, our
approach goes beyond two body potentials and allows the study of self-assembly starting from
a completely random system, far from equilibrium, into equilibrium phases without additional
assumptions, thus providing an unbiased characterization of both dynamic and static properties.
Generalizations to any type of nanoparticle and/or ssDNA distribution are straightforward.
4.3 Model
The coarse grained model is summarized in Fig. 4.1. The ssDNA are modeled as ns neutral
beads (the coarse grained number of spacers) and nl number of linker beads (the coarse grained
number of linkers) both of size σ. The linker beads have additional structure, modeling the
ability to hybridize (form hydrogen bonds) complementary base-sequences. Hybridization is
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Figure 4.1 Coarse grained Model of ssDNA-GNP. ns and nl are the coarse-grained number of
spacer and linker beads respectively. r is the number of ssDNA attached to each
GNP. R is the radius of a GNP and T is the average end to end distance of the
ssDNA. The structure of the ssDNA linker, which allows hybridizations, is modeled
with central beads(CT), the complementary basis, and flanking beads(FL).
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achieved through smaller(CT) beads with attractive interactions to their complementary (A-
T,C-G). The flanking beads (FT) serve two purposes; first, forcing CT beads to interact only
along the direction perpendicular to the plane tangent to the linkers, thus making the base
interaction directional, as hydrogen bonds are directional. Secondly, they prevent any base
from binding to more than one complementary base, an artifact that occurs for bp/kBT >> 1
if FL beads are absent. The model bears some obvious resemblance with the one previously
discussed by Sciortino, Starr and collaborators [77] although we find that incorporation of the
FL beads is critical to ensure that artifacts such as “hybridizations” of three ssDNA or more
never occur.
GNPs are built by positioning beads on a spherical surface of radius R = 3σ. ssDNAs are
distributed uniformly across the GNP surface. The simulations are run using HOOMD-blue
[10][7] within the NVT ensemble using the Noose-Hoover thermostat. Additionally, rigid body
dynamics enforce the spherical shape of GNPs[103]. The detailed description of the model and
simulation protocol can be found in the supplementary material.
The relevant parameters in the system are r, the number of ssDNA strands per GNP, and
the volume fraction η, defined from the averaged end-to-end distance(T) of relaxed ssDNAs
and the radius R of the GNPs (see Fig. 4.1).
η =
NGNP 4pi(R+ T )
3
3L3
, (4.1)
where NGNP is the number of nanoparticles and L is the linear size of the simulation box. In
converting to real units, σ ∼ 2nm, R ∼ 3σ = 6nm and nl = 3, corresponding to ∼ 20 linkers,
consistent with experiments [105] as well as the measured Kuhn length for ssDNA [112]. Unless
otherwise stated NGNP = 54, and the system consists of NGNP /2 A-GNPs and B-GNPs with
A and B containing linkers with bases complementary to each other.
4.4 DNA Self-Assembly Strategies
There are two different strategies in DNA-GNP self-assembly. The first consists of mixing
two types of GNPs, each one with a complementary ssDNA strand, direct hybridization [105].
In the second strategy, the two types of GNPs do not have complementary ssDNA. Instead, a
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Figure 4.2 Hybridizations per nanoparticle (r = 20 − 35, η = 1.0, NGNP = 54) for T in
(0.8, 2.3). The inset shows the fraction of hybridizations that live up to a time t,
f(H) for different temperatures (r = 20).
single ssDNA strand with complementary sequences for A and B GNPs mediates the assembly,
linker mediated hybridization [109, 150]. For simplicity, this paper deals exclusively with the
case of direct hybridization.
4.5 Results
4.5.1 Hyridization Dynamics
In Fig. 4.2 we show the number of hybridizations per GNP n(H) as a function of temper-
ature, where a hybridization is defined if all linkers within a strand form hydrogen bonds, i.e.
are within σ of its complementary. The inset is the fraction of hybridizations f(H) that live
up to a time t. Reaching thermal equilibrium requires a significant number of breaking and re-
forming of hybridizations over the course of a simulation. The strong temperature dependence
of both n(H) and f(H) will result in very sluggish dynamics for T < 1.1 and indeed, it became
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Figure 4.3 Random system of GNPs at T = 1.4 quenched to T = 1.2 as a function of time.
a) Mean-square-displacement. b) Fraction of solid GNPs c) Number of clusters.
(r = 25,NGNP = 54, η = 1.0). sc A and sc B stand for simple cubic of A,B GNPs.
extremely difficult to equilibrate systems when T < 1.1. This strong temperature dependence
has been pointed out in previous studies of micron sized particles [19] and is consistent with
other studies in micellar crystals [8].
4.5.2 Self-Assembly Dynamics
A first indication of the presence of solid phases is obtained from examining the mean
squared displacement (msd). As shown in Fig. 4.3a), a random configuration of GNPs diffuses
rapidly in the early stages, gradually slowing down as particles form solid structures, as iden-
tified from the bond order parameter [133], shown in Fig. 4.3b). Upon further cooling, the
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system eventually assembles into a bcc-lattice with A and B GNPs forming a simple cubic (sc)
lattice each, the CsCl-bcc phase, at T = 1.2. Also plotted in c) is the number of clusters,
defined as the number of disconnected networks of hybridized particles.
A detailed analysis of the structure as a function of time shows that solid particles at the
higher temperatures already form a bcc lattice as shown in Fig. 4.4a), but the A and B GNPs
are disordered (D-bcc phase). At intermediate temperatures, near T = 1.2 and coinciding with
the formation of a single cluster connecting all GNPs (see Fig. 4.3), small crystallites of the
CsCl-bcc phase start to nucleate and the D-bcc phase disappears (Fig. 4.4b), until a sharp
fluctuation accompanied with a measurable diffusion of GNPs brings A and B into place and
the the CsCl-bcc phase is formed, Fig. 4.4c and 4.6(b).
4.5.3 Phase Diagram
The phase diagram as a function of r, T and η is shown in Fig. 4.7. Generally, the CsCl-bcc
phase is the stable one for T < Tc(r, η) and coexists, either with D-bcc Fig. 4.6(a) for r > rM (η)
or with a liquid/disordered (solid-like without Bragg peaks) for r < rM (η). The distinction
between liquid and disordered refers to whether the diffusion coefficient of GNPs is zero. As a
control simulation, the phase diagram of a system where GNP linkers are replaced by spacers
(bp = 0), hence the GNPs become a system of f-star polymers, shows only D-bcc and liquid
phases (Fig. 4.7). The phase diagram of f-star polymers has been characterized in Ref. [145] and
it is in good agreement, see Fig. 4.7 (with rescaled 0.75σ). The robustness of the results against
finite size effects were tested by repeating some runs in larger systems, more extensively for
NGNP = 72 and 128. Albeit with longer equilibration times and minor quantitative corrections
in phase boundaries, the conclusions reported remain unchanged.
The simulation provides single crystals, and the form factor of single GNPs can be trivially
factored out [8] from the structure factor, so the Bragg peaks at ~q = ~G are suppressed according
to the Debye-Waller factor
S(~q = ~G) ∝ exp(−〈∆r2〉|~G|2/3), (4.2)
which provides an excellent fit to the simulation results, see Fig. 4.4, where 〈∆r2〉1/2 = 0.12abcc.
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Figure 4.4 Instantaneous structures of points M , P and Q in Fig. 4.3. (left) Pair distribu-
tion function between GNPs. The vertical lines correspond to the bcc positions
(a2 ,
a
2 ,
a
2 ), (a, 0, 0), (a, a, 0), etc. (right) Static structure factor, where dotted verti-
cal lines correspond to the bcc lattice Bragg peaks. The Debye-Waller factor(DW)
Eq. 4.2 is shown.
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Figure 4.5 Interparticle distance dp vs η, where dp = abcc − 2R. Experimental results are
from Ref. [105].
(a) D-bcc (b) CsCl-bcc
Figure 4.6 Equilibrated snapshots of a) D-bcc and b) CsCl-bcc, with A (blue) and B (red)
GNPs and hybridizations (black) (other colors from Fig. 4.1).
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The considerable fluctuations from the perfect nearest-neighbor separation abcc is typical of
self-assembled crystals [8]. Experimentally, about 14 peaks are reported, the same number we
obtain, thus providing indirect evidence on the validity of the calculated Debye-waller factors.
4.6 Discussion
The computed phase diagram Fig. 4.7 can be compared with experiments [150] with some
caveats as the latter correspond to linker mediated with varying linker lengths. Upon correcting
for linker concentration by shifting η, results show good agreement. The interparticle distance
dp = abcc−2R (thus defined to emphasize ssDNA conformation) shown in Fig. 4.5 as a function
of η, in agreement with experimental results for direct hybridization [105].
The D-bcc phase is crystalline, as evidenced from the Bragg peaks in Fig. 4.4, and the tran-
sition from D-bcc to CsCl-bcc is expected to be first order as evidenced from the nucleation
and growth plots in Fig. 4.3. The reason why the D-bcc phase has not been reported experi-
mentally is that A-GNPs and B-GNPs are indistinguishable in SAXS. Other experiments, not
performed to date, such as SANS with deuterated ssDNAs as well as calorimetric or rheological
measurements should be able to establish the D-bcc phase. We note that for linker mediated
hybridization, the linkers at larger temperatures behave as homopolymers, thus providing f-star
polymers with the ability to diffuse leading to the destabilization of the D-bcc phase.
4.7 Conclusion
In summary, we establish that the dynamics of CsCl-bcc proceeds first by forming a single
cluster where all GNPs are connected by hybridization. This large cluster consists of only a
fraction of particles in a solid phase with Bragg peaks, but without any obvious structure,
see Fig. 4.4 at P. Within this intermediate state, small-sized crystallites of short-lived CsCl-
bcc nucleate until a sharp fluctuation accompanied with significant GNP diffusion reaches
the critical nucleus leading to the CsCl-bcc phase. Given the strong temperature dependence
of the interactions as well as diffusion coefficients as a function of r, relaxation times for
T << Tc and r ≥ 35, quickly become of the order of the simulation (or experimental) time and
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Figure 4.7 Top: phase diagram r vs. η for εbp = 0 (f-star polymers) and εbp = 10. The dotted
line on the left is the location of bcc for hard spheres. Bottom: phase diagram
for r vs temperature (η = 1.0). Phase boundaries are approximate. The f-star are
from [145] and the experimental line from [150], shifted as discussed in the text.
Snapshots include the reconstructed bcc lattice from the S (~q).
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metastable crystalline states such as in Fig. 4.4P, may show up as stable, a result also reported
experimentally[105, 109].
Furthermore, we have shown that the coarse-grained model described in Fig. 4.1 is able to
account for existing experimental results and contains a number of new testable predictions,
both in regards to dynamics and statics. The main limitation in our study is the relatively
small number of GNPs (up to 128) considered, and the range of temperatures. Larger number
of GNPs may be relevant to establish the real size of the critical nucleus, but demands the use
of more sophisticated methods, most promisingly parallel tempering [36]. Yet, as discussed, it is
expected to affect quantitative aspects only. How to extend DNA programmable self-assembly
to predict the rich phases found in closely related systems [70] will be the subject of future
studies.
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4.8 Supplementory Information for paper 1
4.8.1 Model Details: Force Field
The coarse-grained model is summarized in Fig. 4.1.The ssDNA are modeled as ns neutral
beads (the coarse grained number of spacers) and nl number of linker beads (the coarse grained
number of linkers) both of size σ connected by harmonic springs with k = 330 and r0 = 0.84.
V (r) =
1
2
k(r − r0)2 (4.3)
The linker beads have additional structure, modeling the ability to hybridize (form hydrogen
bonds) complementary base-sequences. This structure is modeled by adding an additional
smaller bead (CT) of size 0.6σ on top of each linker bead via harmonic spring. A harmonic
angle (CT-CT-CT) aligns neighboring CT beads where k = 120 and θ0 = pi.
V (r) =
1
2
k(θ − θ0)2 (4.4)
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Two additional beads (FL) of size 0.6σ flank each CT bead, with CT and FT connected by
harmonic spring. A harmonic angle (FT-CT-FT) aligns the CT with their FT beads.
The interaction between spacers, linkers and FL beads is purely repulsive.
U(r) = 4
(σ
r
)12
. (4.5)
The interaction between CT beads is repulsive, unless bases are complementary (A-T, C-G),
in which case the interaction is of the Lennard-Jones (LJ) type
U(r)FL = 4bp
[(σ
r
)12 − (σ
r
)6]
, (4.6)
where bp is the characteristic attraction free-energy between complementary bases. All interac-
tions are cut-off at a distance 3σ. Throughout this work, the parameters were chosen as  = 1,
bp = 10 and the temperature is reported in reduced units kBT/. Provided that bp >> ,
the particular value of bp is not critical. GNP are built by positioning repulsive beads on a
spherical surface of radius R = 3σ. ssDNAs are distributed uniformly across the GNP surface
and attached with harmonic springs.
For simplicity of the model, we use three CT bead complementary pairs (A-T, C-G, K-F).
The additional K-F pair served the purpose to eliminate the artifact of linker curling, where a
linker may curl to attract itself. The order of CT beads on the different linkers is A-C-K and
F-G-T.
We should add that at extremely low temperatures T < 0.4, additional FT beads should be
added to the first and last CT bead ends in order to prevents other ssDNA from hybridizing
to the previously unshielded parts of the linker. However, since, for the reasons stated, tem-
peratures below T = 1.0 were never explored, this additional complexity was not added in the
simulations presented.
4.8.2 Technical aspects of the simulation
Simulations were started with an initial random configuration generated using packmol [93]
and further randomized at high temperature (T=4.0). The time step is ∆t = 0.005 ( units
of
√
mσ2/). The integration used NVT with a Noose-Hover thermostat as implemented in
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HOOMD-blue edition [10][7]. Simulations were then run in one of two ways. Either at a
constant Temperature T or started from Tintial then cooled slowly to Tfinal. Cooling from
higher temperatures generally produced more defect-free crystals. Simulation runs typically
included between 20-25 million timesteps. Additionally, rigid body dynamics are used for the
GNPs, which have been recently implemented in HOOMD-blue[103].
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5 Dynamics of DNA-Programmable Nanoparticle Crystallization:
Gelation, Nucleation and Topological Defects
A paper published in the Journal of Soft Matter [71]
Christopher Knorowsk and Alex Travesset
5.1 Abstract
DNA programmed nanoparticle self-assembly is emerging as a powerful technique to engi-
neer novel materials. In this paper, we present a comprehensive characterization of the dynam-
ics of DNA mediated nanoparticle superlattice self-assembly from numerical simulations. We
show that crystallization is consistent with classical nucleation theory, where the supercooled
phase is a gel and the internal energy of the system remains constant during crystallization.
After crystallization occurs, equilibrium is reached only after substitutionals, the most com-
mon topological defects, are annihilated in a process that involves vacancies or interstitials.
Implications for existing and future experiments, as well as for engineering high quality, even
single crystal, superlattices are also discussed.
5.2 Introduction
Nanoparticle superlattices hold the promise for realizing materials and metamaterials with
fundamentally new mechanical, optical and transport properties that will drive innovation in
many areas including catalysis and energy capture. Yet, contrary to what is observed with
atoms and simple molecules, where electrostatics, hydrogen bonding or Van Der Waals forces
routinely lead to crystallization, there are only a handful of examples of NP superlattices driven
by these forces[66, 147, 63, 127, 158, 157]: Because of their size and characteristic interactions,
NP crystallization occurs only for extremely well controlled environmental conditions and spe-
cific chemistry.
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Figure 5.1 a) Direct hybridization via rigid dsDNA. b) Direct hybridization via flexible ss-
DNA. c) Linker mediated self-assembly via flexible ssDNA.
DNA programmed self-assembly, i.e. using DNA to mediate NP interactions[100, 4], has
proven to be an elegant route for directing the assembly of NPs into rational structures. The
well understood chemistry, high selectivity, and thermoreversibility of DNA hybridization allows
for precisely tuning NP interactions, leading to a general nanostructure design strategy that
is independent of the specific NP chemistry. Initial studies showed that DNA programmed
self-assembly could be used to engineer controlled structures [100, 4] (see [68] for a review) but
it took over a decade before the first nanoparticle superlattices (bcc and fcc) were reported
[109, 105]. In recent years, the inventory of programmed superlattices has greatly expanded,
either by considering systems of binary NP mixtures of different radii[88] or nanoparticles with
different geometries [60], and already encompasses more than fifteen space groups.
Crystallization in experimental systems is typically achieved by careful annealing of an
amorphous aggregate, usually by cycling over temperature[105, 109]. This indicates that sig-
nificant kinetic barriers to thermodynamic equilibrium exist. Characterization of these dynamic
effects is fundamental for gaining a precise control of both the size and the quality of NP super-
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lattices, discerning structures that are weakly stable or accomplishing the directed self-assembly
of single crystals.
The accumulated experimental and theoretical evidence suggests that the dynamics of
DNA programmed NP crystallization at constant temperature (isothermal) consists of four
stages [68]:
Liquid Mixture→ Gel→ Defected Crystal→ Equilibrium
The first stage consist of a random mixture of NPs with complementary DNA strands. Subse-
quent hybridization leads to a gel where all NPs within the system belong to a single percolated
network connected by hybridizations between NP types[28, 67]. Within the gel stage, there
are small but unstable crystallites fluctuating in time, until crystallization occurs [67]. The re-
sulting crystal is highly defected, and slow processes where topological defects are annihilated
drive the system towards equilibrium. The only experimental study focused on the dynamics
[87] has provided some evidence that crystallization proceeds in two steps, where small sized
stable crystals first nucleate, followed by a second, much slower step, where crystals gradually
grow in size. The mechanism for the second step is unclear, but both Ostwald ripening and
domain coalescence have been suggested as possibilities.
The goal for this contribution is to characterize the dynamics and self-assembly of DNA
programmed crystallization. For this purpose, we adopt the coarse-grained model introduced
in Ref. [67] and study binary NP systems using MD simulations. While previous studies [137,
88, 120] have been entirely confined to equilibrium structures, the approach presented here
starts from a completely random configuration and monitors the self-assembly process in real
time, without any assumption on the final equilibrium structure or bias on the dynamics of
self-assembly. Furthermore, our approach allows the polymeric nature of DNA to be explicitly
modeled.
0a Department of Physics and Astronomy, Ames Laboratory and Iowa State University, Ames, IA, United
States. E-mail: cdknorow@iastate.edu; trvsst@ameslab.gov
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Figure 5.2 Representative snapshots of the stages of crystallization (simulations are for
N=432 NPs, r = 25 nl, ns = 3, 8, η = 0.675 and T= 1.19. Red and Blue rep-
resent A and B type NP. For clarity, DNA strands are only partially shown in the
gel stage. Two representative substitutionals are marked in the defected crystal.
5.3 Methods
We consider a system of N NPs of radius R with r grafted DNA strands. There are N/2
A-NPs, with complementary ssDNA strands (the linkers) to the other N/2 B-NPs, as shown
in Fig. 5.1. There are three different cases considered in this paper, namely, direct and linker
mediated hybridization of ssDNA [105] as well as dsDNA, with “sticky ends” [109]. The NPs
and DNA are coarse-grained using the same model as in Ref. [67]. The values for packing
fraction (η) and temperature (T) are chosen so that the equilibrium state is in a crystalline
CsCl-bcc phase, where the NPs form a bcc with A and B particles arronge into interpenetrating
sc lattices. Although the phase diagram contains other phases [67, 68], the CsCl phase is the
one most investigated in experiments, and is the focus of this study. In all cases, the simulation
starts with a random configuration of NPs, like the one shown in Fig. 5.2, which is followed in
time by MD.
Coarse-grained molecular dynamics simulations are carried out under NVT ensemble using
the Nose-Hoover thermostat. Simulations use the software package HOOMD ( highly optimized
object-oriented many-particle dynamics-blue edition) [7, 8], which is a parallelized form of MD
designed to run on GPUs. The coarse-grained model consists of beads; NPs consists of beads on
a spherical surface fixed by using rigid body dynamics, implemented in HOOMD as described
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in Ref. [103]. DNA are either flexible (ssDNA) or rigid (dsDNA) and made of ns spacer beads
connected via harmonic spring potentials. Additionally, nl linker beads (A-T C-G) are added
to the spacers.
Hydrogen bonding is possible by introducing a set of smaller flanking(FT) and connect-
ing(CT) beads, as discussed in Ref. [67] (see also Supplementary materials). Rigidity of the
dsDNA strand is imposed using a harmonic angle potentials between beads. DNA linker used
in linker mediated self-assembly are modeled as two ssDNA joined together. The DNA are
attached and uniformly distributed on the NPs. The coarse grained parameters correspond to
an experimental system with 12 nm diameter NPs and DNA consisting of 50 bp spacers and
20 bp linkers.
5.3.1 Simulation Details
Initial configurations were created with packmol[93]. The visualization code vmd was also
used [54]. Many runs with different parameters, such as ns, η, r, etc.. were performed for
each case, except for the largest systems, where the computational effort becomes considerable
(for N=432 it takes 480 hours to complete the 2 108 time steps of our simulation on a Tesla
C2070 GPU). Periodic conditions are assumed along the three dimensions. In order to assess
the magnitude of finite size effects, our studies include systems of NPs between N=54 (3 · 104
particles) and 432 (2.5 · 105 particles).
5.3.2 Defect Characterization
Topological defects within the crystal were characterized as follows; first the structure factor
in reciprocal space is calculated and then from its Bragg peaks, the positions for an ideal lattice
in real space are constructed. Wigner-Seitz cells for this perfect lattice are drawn, if no NP
is present within the cell a vacancy is identified, if two NPs are found within, an interstitial
is assigned, and if the cell contains an A(B) NP instead of the B(A) corresponding to the
ideal lattice, a substitutional is identified. Additional technical details can be found in the
supplementary information.
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5.4 Results
5.4.1 Topological defects
Topological defects play a crucial role, both in the gel and the crystal stage. Vacancies,
interstitials and substitutionals, depicted in Fig. 5.3 are the most relevant. Other topological
defects, such as dislocations or grain boundaries were only occasionally observed. We note
that vacancies, substitutionals and interstitials are point defects, and therefore can be further
classified as A or B, see Fig. 5.3.
Because simulated systems are finite, lattices completely free of topological defects will only
occur for certain “magic” number of NPs. For example, for bcc, this number is given by the
relation Nmag = 2m
3, where m is an integer. For any NP numbers other than the magic ones,
a bcc lattice will unavoidably have a non-zero number of defects; We denote iA and iB as the
number of A and B interstitials, vA and vB as the number of A and B vacancies and sA and
sB as the number of A and B substitutional defects. The total number (both A and B) of
vacancies minus the total number of interstitials must be equal to the difference between the
actual N and the closest magical number.
vA + vB − iA − iB = Nmag −N . (5.1)
Since the total number of A or B NPs, NA(NB), remains constant, we find
cA + sA + iA = NA
cB + sB + iB = NB (5.2)
where cA(cB) is the number of A(B) NPs in its non-defected positions. These equations deter-
mine the minimum number of defects for a given system with N NPs in our simulations.
In actual experiments crystals are neither constrained to a given number of NPs nor to a
fixed volume with periodic boundary conditions, so they will adjust to the lowest free energy,
which corresponds to the ”magic” NP number in our simulations.
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A-Vacancy A-InterstitialSubstitutionalDefect Free
Figure 5.3 The three most relevant topological defects in the CsCl-bcc phase.
5.4.2 Dynamics of Nucleation and Growth
We first consider the case of direct hybridization (Fig. 5.1) and monitor the fraction of
solid particles, determined according to the six-fold bond order parameter[133], as a function
of time, Fig. 5.4. The initial configuration is a liquid, but almost instantaneously, the system
becomes a gel (Fig. 5.12), defined by any two NPs being part of a single percolated network
connected by a path of successive hybridizations between A and B NPs. Because hybridizations
lifetime is much shorter than the simulation time (Fig. 5.21), NPs easily diffuse (Fig. 5.13).
As soon as gelation occurs unstable solid domains, appearing and disappearing over time are
observed, see Fig. 5.4. In general, domains are about five to ten NPs, but occasionally larger,
as shown in Fig. 5.5. The first stable crystal has a size of about nc ∼ 40NPs, which defines the
critical nucleus. Despite the fact that many crystalline domains are present in the gel phase,
see Fig. 5.5, only one successful nucleation event was observed per simulation.
Snapshots of the critical nucleus as well as the configuration of the system at subsequent
times are shown in Fig. 5.6. The critical nucleus is free of topological defects, entirely contained
within the simulation box and is virtually identical in all system sizes analyzed. This provides
clear evidence that nucleation is not affected by artifacts such as boundary conditions or finite
size effects. As the critical nucleus grows, topological defects are generated. The growth is
anisotropic, and eventually, a planar crystal wrapping around the simulation box appears,
followed by a subsequent growth along the perpendicular direction, Fig 5.6. Clearly, both the
planar structure and the subsequent growth are somewhat affected by the finite size of the
simulation.
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Figure 5.4 Fraction of solid particles as defined by the six-fold local bond ordering parame-
ters. Simulations are for sizes N=54 (T=1.22), 128 (T=1.2), 256 (T=1.195), and
432(T=1.19) at r = 25, nl, ns = 3, 8 η = 0.675.
Rather interestingly, as clear from Fig. 5.6, the number of hybridizations per NP (f(h)) re-
mains constant as the system transitions from the gel(amorphous) to the crystal. This indicates
that the internal energy of the system remains constant during this process.
5.4.3 Dynamics of Defect Annihilation
Crystals contain a large number of substitutionals, which gradually annihilate as a function
of time, see Fig. 5.7. Here, six interstitials are identified which remain stable as a function of
time. This is expected, as the results in Fig. 5.7 correspond to N=256, and the nearest magic
lattice is Nmag=250, consistent with Eq. 5.1. Interstitial/vacancy pairs are nucleated in time,
see Fig. 5.7, but never unbind before annihilating each other. Results at N=256 are in contrast
to simulations at the magic lattice N=128, where substitutionals are the only stable defects,
as shown in the first part of Fig. 5.15. This suggest that the mechanism for annihilation of
substitutionals requires either vacancies or interstitials. This is corroborated by introducing a
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Figure 5.5 TOP: number of NPs on the largest crystal nucleated as a function of time. MID-
DLE TOP: number of NPs in the second largest crystal nucleated and MIDDLE
BOTTOM: number of crystallite domains as a function of time. BOTTOM: Aver-
age number of hybridizations per NP, dotted line is average value of hybridizations
for the crystalline state. Results are for N=432 NP, r = 25, nl, ns = 3, 8 and
η = 0.675, T=1.19.
55
Figure 5.6 Representative snapshots of crystal formation from the critical nucleus to crystal-
lization. Results are for N=432, r = 25, η = 0.675, T=1.19.
vacancy into the N=128 magic system at a random site which, as shown in the second part
of Fig. 5.15, leads to the gradual annihilation of substitutionals. The same annihilation is
observed if an interstitial is introduced into the N=128 system instead, as shown in Fig. 5.15.
The structure factor was monitored as a function of time, while the number of substitution-
als decreases. Structure factors at different times of the simulation, marked as K, L, and M in
Fig. 5.15, are shown in Fig. 5.9. The structure factors are shown for both the full system of A
and B NPs, as well as for the subsystem consisting of A NPs only. While the position of the
Bragg peaks conforms to the expected lattices (bcc for full system, sc for A-subsystem), there
is measurable positional disorder as reflected by the fact that degenerate peaks do not have the
same magnitude. As substitutionals are annihilated, positional disorder is nearly eliminated
and degenerate Bragg peaks fall on top of each other following a Gaussian, determined by the
Debye-Waller factor [10, 67]. This plot also shows that a very sensitive measure of the “quality”
of the crystal is given by A (or B) particles forming a sc structure.
Given the relevance of vacancy and interstitials diffusion in defect annihilation, their motion
is studied in more detail. The msd of the vacancy and the interstitial introduced in the second
part of Fig. 5.15 show considerable displacement. However, as substitutionals are eliminated,
the diffusion of the vacancy slows down, eventually becoming quite immobile. In general, the
residence time of a vacancy, defined as the time spent by the defect on a given site, is strongly
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Figure 5.7 Evolution of the number of topological defects right after crystallization. The
results are for N=256, r = 25, η = 0.675, nl, ns = 3, 8 and T=1.195.
dependent on the number of nearest neighbor defects, see Fig. 5.20.
5.4.4 Temperature Cycling
Temperature cycling takes a crystal above its temperature T and back rapidly enough to
ensure that the crystal does not lose its identity along the cycle. Results for temperature cy-
cling are shown in Fig. 5.11, where to emphasize the generality of the approach, a system of
linker mediated hybridization is considered. While there are neither vacancies nor interstitials
initially, as the temperature is raised they spontaneously unbind and diffuse, and a reduc-
tion in the number of substitutionals is observed. Therefore, temperature cycling allows for
interstitial/vacancy pairs to unbind.
5.5 Discussion
Within CNT [13], the critical nucleus grows by diffusion at a rate f+c ; which is a function of
Ds, the NP diffusion coefficient, λ, the typical ”jump distance” NPs diffuse to join the growing
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Figure 5.8 A system is simulated at the magic lattice N=128 and then a vacancy(left) and
an interstitial(right) are introduced into the system. TOP: number of defects as a
function of time. BOTTOM: msd for vacancy and interstitials as they annihilate
defects. Because the dynamics of interstitials involves creation and annihilation of
vacancies and other interstitials (see the TOP figure), they have a finite lifetime,
as reflected in the plot. The negative slope for the vacancy msd is a reflection
of the vacancy hopping backwards (see movie in supplementary information) The
system is r = 25, η = 0.65, ns, nl = 3, 8 and T=1.225.
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Figure 5.9 Structure factor at the three representatives points K,L,M (see Top left Fig. 5.15).
TOP ROW: Structure factor of both A and B NPs in bcc lattice. BOTTOM ROW
is the structure factor for A NP subsystem, which is a simple cubic lattice. The
continuous line on the last plot is the Debye-Waller factor. Results are for N=127
(N=128 plus an added vacancy), and η = 0.65, r = 25, nl, ns = 3, 8 and T=1.225.
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Figure 5.10 Illustration how vacancy diffusion eliminates substitutionals, according to the
elimination reaction Eq. 5.4.
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Figure 5.11 Number of topological defects in a linker mediated system as the temperature is
cycled. Also shown (dashed line) is the number of substitutionals as the tempera-
ture is kept constant at T=1.115. The results are for N=54, η = 0.45, nl, ns = 3, 8
and there are 800 linkers with total length of nla = 14, with spacers ns = 8 and
two nl = 3 linkers at both ends.
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crystal, and ns, the number of reactive sites, according to
f+c ∝
Ds
λ2
ns ←→ 1.6 · 10−5 = 21.2 · 10
−6
42
100 (5.3)
where, the values are extracted from the particular case in Fig. 5.6. We find that Ds ∼
1.2 · 10−6σ2/∆t (see Fig. 5.13), λ = 4σ (see Fig. S4) and ns ∼ 100 (see Fig. S5) and f+c =
dn(t)/dt ∼ 1.6 ·10−6(∆t)−1 from Fig. 5.5. The factor of 2 is an added proportionality constant.
The critical nucleus grows at a constant rate, which is a reflection of crystal growth along
the perpendicular direction, Fig. 5.5. Unlike CNT however, the supercooled phase is a gel
where NP diffusion is dramatically reduced by slight decreases in temperature (Fig. 5.13),
thus providing a stringent limitation on the window of temperatures where the crystal can be
realistically nucleated. Nucleation rates and other relevant quantities can be predicted from
standard results in CNT[13].
The number of hybridizations in both the gel or the crystal stages are the same, implying
that the internal energy of the system remains constant (within numerical precision) as the
system crystallizes. This strongly suggests that crystallization is driven by the higher entropy
of the crystal (both NP positional and DNA conformational), as compared to the amorphous gel.
In other words, while the CsCl-bcc is the lattice which maximizes the number of hybridizations
for binary systems of equal radii NPs, this by itself does not determine the equilibrium state,
as the gel, which does not show long range order, has the same number of hybridizations.
Topological defects are present early on after the critical nucleus is formed, since attaching
NPs do not require the maximum number of A or B nearest neighbors (8 for bcc) to remain
stable. Substitutional defects occur as NP diffuse onto the growing crystal lattice and become
locked in as the crystal growth surrounds them. In fact, the fraction of NPs in bcc and sc A
or B lattice are identical in the early times after the critical nucleus is formed, and it takes a
while before a significant presence of substitutionals occurs, Fig. 5.17.
The stage of defect annihilation consists of substitutional defects being annihilated by va-
cancies and interstitials according to the basic elimination reaction
substitutional + interstitial\vacancy→ interstitial\vacancy . (5.4)
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The precise mechanism behind this reaction is illustrated in Fig. 5.10. Here, a vacancy elimi-
nates four substitutionals, by repeated application of Eq. 5.4, leaving behind a lattice with a
single vacancy. Eq. 5.4 also implies that in the absence of interstitials and vacancies, defected
crystals are metastable, as substitutionals become immobile.
Although vacancy/interstitial pairs can be thermally induced, such processes involve over-
coming a considerable energy barrier, roughly proportional to the number of broken hydrogen
bonds. Indeed, events of vacancy interstitial unbinding are rarely observed in our simulations.
Yet, because DNA hybridization is extremely temperature sensitive [67], this energy barrier
can be greatly reduced or even eliminated by just raising temperature slightly. In this way,
temperature cycling provides a strategy to introduce an unbound interstitial/vacancy pair into
the system, see Fig. 5.11, allowing the system to reach equilibrium according to the elimina-
tion reaction Eq. 5.4. The cases of linker mediated and rigid hybridization follow the same
dynamics, Fig. 5.17, 5.18 and 5.19.
5.6 Conclusions
The dynamics of DNA programmed NP self-assembly and crystallization has been investi-
gated from a model that enables MD simulations on large systems and for long time scales. We
have shown that isochoric-isothermal (NVT) crystallization proceeds in four stages, namely 1)
Liquid mixture 2) Gel 3) Defected Crystal 4) Equilibrium, and we have provided a detailed
characterization of these stages. Crystallization is consistent with CNT, where the supercooled
phase is not a liquid, but an amorphous gel. Furthermore, the internal energy remains con-
stant during crystallization, suggestive of an entropically driven process. Nucleated crystals are
highly defected, with a large number of substitutional defects (see Fig. 5.3). These substitu-
tional defects are immobile, unless annihilated by either interstitials or vacancies, see Fig. 5.10.
We have also shown the generality of the results by considering the three cases of direct, linker
mediated and double stranded (or rigid) hybridization Fig. 5.1, as well as other parameters
(number of DNA strands per NP, packing fraction, DNA length, etc..).
Experimental results[87] analyzed the structure factor as a function of time, showing evi-
dence for small sized crystals, which slowly grow in time. Our results are consistent with these
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findings, where we interpret the smallest sized crystals as corresponding to the critical nucleus
and the increasing crystal size observed as a function of time as the result of attaching further
NPs. Although we have not addressed the problem of how two domains past its critical size
interact, our results suggest that the smaller crystallites dissolve into the larger nucleus, as
suggested by Fig. 5.5, where smaller domains gradually disappear after the critical nucleus is
reached, somewhat akin to Ostwald ripening. Because the NP diffusion coefficient is strongly
temperature dependent[67], equilibrium is only reached on a very narrow temperature range,
and in real experiments it will translate into a very slow growth of the critical nucleus.
Equally important is the quantification of the density of topological defects. This infor-
mation may be elusive in most experiments, as we have shown that the structure factor, the
quantity accessible from X-ray techniques, is not sensitive to the presence of a considerable
number of substitutionals, see Fig. 5.9; Experimental methods to directly prove the sc A or
B lattices have been recently achieved [134], by considering a system where A NPs are gold
and B NPs are quantum dots the underlying A,B lattices to be identified. Neutron scattering
experiments with suitably deuterated samples could provide additional clarification.
Finally, our results establish that the difficulties of DNA programmed NP crystallization
are two-fold: 1) The narrow temperature range where nucleation rates are significant (due to
the strong temperature dependence of diffusion coefficients), and 2) The ubiquitous presence
of topological defects (mostly substitutionals). Likely, methods such as microfluidics, which
provide a detailed regulation of NP number as well as an exquisite control on the conditions
of their self-assembly, may provide an alternative controlled environment to grow high quality
crystals. In addition, those methods would enable experiments at constant volume (or osmotic
pressure), which in turn, will allow investigation of other predicted phases [67]. Alternative
experimental techniques are available to control and manipulate vacancies and interstitials.
All simulation results are for NPs of equal radii, but the same general dynamics should
describe other cases [88, 82]. Although the simulations presented in this paper are entirely
focused in colloids within the nanosize range, the detailed description of the dynamics could
guide the efforts to crystallize these systems as well. Furthermore, the coarse-grained approach
followed in this paper, where self-assembly and crystallization are followed starting from a
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random initial configuration, can be applied to other problems involving NP crystallization.
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5.8 Supplementory Information for paper 2
5.8.1 Model Details
The coarse-grained model has been presented in Ref. [67] and is summarized in Fig. 4.1.
The ssDNA are modeled as ns beads (the coarse grained number of spacers) and nl number
of linker beads (the coarse grained number of linkers) both of size σ connected by harmonic
springs Eq. 5.5, with k = 330 and r0 = 0.84. The units are in terms of σ,
V (r) =
1
2
k(r − r0)2 (5.5)
Linker beads have additional structure, modeling the ability to hybridize (form hydrogen bonds)
complementary base-sequences. This is modeled by adding an additional smaller bead (CT)
of size 0.6σ on top of each linker bead via harmonic spring. A harmonic angle (CT-CT-CT)
aligns CT beads
V (r) =
1
2
k(θ − θ0)2 , (5.6)
where k = 120 and θ0 = pi. Two additional beads (FL) of size 0.6σ flank each CT bead, with
CT and FT connected by harmonic spring. A harmonic angle (FT-CT-FT) aligns the CT
with their FT beads. The comparison between simulation and experimental beads can be done
through σ = 2nm, ns = 8 = 50bp and nl = 3 = 20bp.
The interaction between spacers, linkers and FL beads is repulsive.
U(r) = 4
(σ
r
)12
. (5.7)
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The interaction between CT beads is repulsive, unless bases are complementary (A-T, C-G),
in which case the interaction is of the Lennard-Jones (LJ) type
U(r)FL = 4bp
[(σ
r
)12 − (σ
r
)6]
, (5.8)
where bp is the characteristic attraction free-energy between complementary bases. All interac-
tions are cut-off at a distance 3σ. Throughout this work, the parameters were chosen as  = 1,
bp = 10 and the temperature is reported in reduced units kBT/. Provided that bp >> ,
the particular value of bp is not critical. NP are built by positioning repulsive beads on a
spherical surface of radius R = 3σ. ssDNAs are distributed uniformly across the NP surface
and attached with harmonic springs. Rigid body dynamics are used for the NPs, which have
been implemented in HOOMD-blue[103].
For simplicity of the model, we use three CT bead complementary pairs (A-T, C-G, K-F).
The additional K-F pair served the purpose to eliminate the artifact of linker curling, where a
linker may curl to attract itself. The order of CT beads on the different linkers is A-C-K and
F-G-T.
Double Stranded DNA are modeled as ssDNA except for a harmonic angle bond with k= 120
between spacer beads to enforce rigidity. Additionally, every four spacer beads the harmonic
angle bond is set to a smaller k= 30, to mimic experiments. The harmonic angle between the
spacer and linker group is set to k= 0. The rigidity of the dsDNA can be tuned by changing
the k parameter.
DNA linkers are modeled as a string of spacer beads where both ends have linker beads.
These are, essentially, ssDNA bonded together. the number of spacers in a linker is identified
as nla and the number of linker dna in the simulation is Nlinker.
5.8.2 Technical aspects of the simulation
Simulations were started with an initial random configuration generated using packmol [93]
and further randomized at high temperature (T=4.0). The time step is ∆t = 0.005 ( units
of
√
mσ2/). The integration used NVT with a Noose-Hover thermostat as implemented in
HOOMD-blue edition [8][7]. Simulations were then run at a constant Temperature T. Simula-
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Figure 5.12 Number of different percolated networks as a function of time. The number
quickly drops to 1 and remains stable for the duration of the simulation. N=432,
η = 0.675 and T=1.19
tions which were cycled, started from Tintial, were heated to Thigh and then cooled to Tfinal.
Simulation runs typically included between 100-200 million timesteps.
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Figure 5.13 (Top)MSD of particles in liquid, amorphous gel and solid phases. The msd
is fit to
√
6Dt, where D is the diffusion coefficient. Dliquid = 2 · 10−5σ2/∆t,
Dgel = 1.2 · 10−6σ2/∆t and Dsolid = 2 · 10−7σ2/∆t. Simulations of the liquid
are performed for a system of N=432, η = 0.675, T=1.195 but with FT beads
removed. For the gel and solid N=432, η = 0.675, T=1.19.
Figure 5.14 λ is calculated as the average jump distance of a NPs from surrounding gel to
crystal. ∆t, the characteristic jump time, is chosen as a compromise between
time scales of crystal growth and NP diffusion. N=432, η = 0.675, T=1.19
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Figure 5.15 (Left) Solid particles as identified by local bond ordering. The number of sub-
stitutionals as well as interstitials are calculated for each solid particle through
the same method described in methods and materials. (Right) The number of
”surface” particles surrounding the crystal. These are NP which are in the gel,
but have > 2 nearest neighbors in the solid.
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Figure 5.16 Radial distribution of A-A, A-B and B-B particles in solid (left) and amorphous
(right) gel phases at timestep 1.1e8. For N=432, η = 0.675, T=1.19 and s is in
units of σ.
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Figure 5.17 Snapshot of a CsCl-bcc phase with rigid (dsDNA). DNA is drawn as yellow,
hybridization as small circles. N=54, ns = 8, T=1.225, η = 0.675.
Figure 5.18 Dynamics of a rigid system with N=250. The simulation is for N=250, ns = 5,
T=1.225, η = 0.675.
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Figure 5.19 CsCl-bcc phase for linker mediated systems. Linker DNA are drawn as yellow,
locations of hybridizations are drawn as small circles. N=54, ns = 8, T=1.15,
η = 0.5, Nlinker = 800(number of linker dna), nla=14 (linker spacer length).
Figure 5.20 Residence time of a vacancy as a function of the number of surrounding substi-
tutionals. The shorter residence times of the vacancy implies that there is an
attractive substitutional-vacancy force and the motion of the vacancy is directed
towards higher density of substitutional regions. The simulation is for direct hy-
bridization at N=127, T=1.225, η = 0.7 ns = 8 where an vacancy was introduced
by removing a single NP.
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Figure 5.21 Average hybridization lifetime of ssDNA for a gel(Left) and crystal(Right) for a
system of N=432, η = 0.675 and T=1.195. These results show that hybridization
lifetime remains constant within the gel and crystal. These results are general to
all other simulations.
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6 Self-Assembly and Crystallization of Hairy (f-star) and DNA Grafted
Nanocubes
A paper published in the Journal of American Chemical Society [72]
Christopher Knorowsk and Alex Travesset
6.1 Abstract
Nanoparticle super-lattices are key to realizing many of the materials that will solve current
technological challenges. Particularly important for their optical, mechanical or catalytic prop-
erties are super-lattices of anisotropic (non-spherical) nanoparticles. The key challenge is how
to program anisotropic nanoparticles to self-assemble into the relevant structures. In this pa-
per, using numerical simulations, we show that ”hairy” (f -star) or DNA grafted on nanocubes
provides a general framework to direct the self-assembly into phases with crystalline, liquid
crystalline, rotator or non-crystalline phases with both long-range positional and orientational
order. We discuss the relevance of these phases for engineering nanomaterials or micromaterials
displaying precise orientational order, realization of dry superlattices as well as for the field of
programmed self-assembly of anisotropic nanoparticles in general.
6.2 Introduction
Nanoparticle Superlattices (NPS), arrangements of nanoparticles (NP)s into periodic struc-
tures, have direct applications for novel fuel cell membranes, solar photovoltaics, carbon dioxide
storage or catalytic materials among many others. The optimal strategy to engineer NPS is
self-assembly, where the different components spontaneously assemble into the desired material.
Yet, direct self-assembly of NPs into NPS is considerably difficult, as it only succeeds under
very precise environmental conditions[66, 147, 63, 127, 158]. An alternative elegant route is
to program self-assembly by controlling NPs interactions through a linker molecule such as
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DNA [100, 4]. Over the last few years, DNA programmed self-assembly has proven to be an
extremely versatile and general strategy to engineer NPS[109, 105, 60, 88].
Systems of spherical NPs with isotropically distributed DNA strands have been widely
studied and exhibit a very rich phase diagram[88], yet, many of the relevant NPS required in
applications can only be self-assembled if the components (the NPs) display some degree of
anisotropy. Precision NP synthesis provides different ways of inducing NP anisotropy, such
as geometry(or shape), patchiness, etc..[43]. DNA programmed self-assembly of NPs with
different shapes such as rods, prism, triangles, octahedra and dodecahedra have shown typical
anisotropic NPS such as hexagonal, lamellar and others[60].
In this paper, we provide a characterization of the phase diagram and the dynamics of
nanocubes (NCs), one of the simplest anisotropic nanoparticles, with attached ssDNA strands.
We consider hard cubes, the case of ssDNA without complementary base pairs(a f-star polymer
system) and with complementary strands (standard hybridization), as shown in Fig. 6.1. The
studies will be entirely conducted by the model previously developed by our group [67]: Because
of its success in predicting equilibrium phases for spherical NPs, both for equal radii [67] as
well as different radii [83, 81], 1D structures of triangular prisms[73] and the dynamics of
self-assembly[71, 81], in all cases with nearly perfect agreement with experiments and without
fitting parameters, the model has earned an obvious status as a very rigorous and faithful
representation of the actual experimental system.
All previous studies dealing with NC have focused on the simple case of hard cubes(see
Fig. 6.1), where the phase diagram is a function of the packing fraction only. Monte Carlo calcu-
lations determined a liquid and solid simple cubic(sc) crystal for small and close to one packing
fractions respectively, separated by an intermediate cubatic phase[58, 2]. Recent studies[132],
however, have disputed the existence of the cubatic phase, and proposed a crystalline phase
with a high vacancy density instead. Experimental models of hard cubes exist, both in NCs[152]
as well as colloidal sized cubes[115], and have revealed both the liquid and the sc crystal. Some-
what more complex systems consisting of cubes under variable surfactant coverings[155], show
a continuous transformation from a sc(at zero covering) to fcc(at maximum covering), which
has been interpreted in terms of packings of “superballs”[56], intermediate shapes between
73
(a) (b) (c)
Figure 6.1 a) Representation of the three NC systems studied in this paper: hard, f-star and
standard hybridization. b) Cartoon of NC showing parameters L, ns, nl, r and
normal vector ~Z. c) Example Gauss map for a single NC showing normal vectors
of a cube mapped onto a sphere S2.
(a) Isotropic (I) (b) Anti-C (A) (c) Bakos (B) (d) C
Figure 6.2 Gauss map of the four types of orientational order considered in this paper. Yellow
dots represent the positions of cube normals.
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Figure 6.3 a) Phase diagram f-star NCs as a function of λ and packing fraction φ for
anisotropic pressures, a), and isotropic pressure, b).
cubes and spheres. Yet, the experimentally relevant case of nanocubes grafted with polymers,
the subject of this paper, has remained completely unexplored problem, despite its obvious
implications for the engineering of new materials.
6.3 Methods
6.3.1 Model Parameters
We consider cubes that are L beads long, where each bead has diameter σ, with (σ ≈ 2nm
)[67]. Each cube contains r ssDNA, and each strand consists of nt flexible monomers of diameter
σ. In the standard hybridization case, the nt monomers consist of ns spacers and nl linkers,
with nt = ns + nl, while for the f-star case nt = ns, see Fig. 6.1. The parameters describing
the system are the packing fraction φ, the grafting density ν and the fractional polymer length
λ, defined as
φ = N(L3 + pintr/6)σ
3/V , ν = r/6 · 1/L2 , λ = nt/L (6.1)
where V is the volume of the system and N the number of NCs. For simplicity, and consistently
with previous studies, the number of linkers will be fixed to nl = 3 [67, 71]. In the standard
hybridization case, half of the NCs (N/2) have complementary linker ssDNA strands to the
other half. For comparison with experiments L = 6, 9 corresponds to physical NC lengths of
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(a) hard NC nt =
0, λ = 0
(b) B-bcc nt = 4, λ =
0.66
(c) A-bcc nt = 12, λ =
2
(d) C-tric nt = 4
Figure 6.4 Phases for hard NC C-sc (a), and f-star system, B-bcc (b) and A-bcc (c) and
C-tric(d), as a function λ(fractional polymer length) at high grafting density
ν = 0.65 (see 6.1 for parameter definitions).(Top) Structure factors, S(~q), with
bcc labeled. (Middle) Snapshots of each phase with the polymer removed in b)
c) and d) for ease of viewing. Colors of NCs correspond to cube orientations as
identified in the Gauss maps (bottom). Yellow beads in Gauss map are the ideal
case (see 6.2).
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12 and 18nm respectively and the simulations cover ssDNA in the ns = 5 − 50 base pair(bp)
range and nl = 20 bp.
Simulations were carried out under both the NPT and NVT ensembles using the Nose-
Hoover thermostat, with some refinements discussed below. The time step was δt = 0.005 (sim-
ulation units of
√
mσ2/) and simulations used the HOOMD-blue software package (Highly
optimized object-oriented many particle dynamics), a highly parallelized version of MD de-
signed to run entirely on GPUs[8, 7]. The beads on each NC are held together by rigid body
dynamics[103]. Because the model is the same as the one used in previous studies, we refer to
the original references[67, 71] for further technical details. Initial configurations are randomly
generated using packmol [93]. Visual inspection and analysis were carried out using vmd [54].
Extensive simulations were done for system sizes N=54-128. In some cases, finite size effects
were assessed by running larger systems of up to N=256 and 512 NPs.
6.3.2 Orientational Order
Phases of NCs may exhibit orientational (liquid crystalline), positional (plastic/rotator)
order or both. Positional order is characterized from the local bond order parameters [133],
which allows identification of solid particles with a particular symmetry. The total number of
solid particles thus extracted is presented as the fraction of solid particles within the system
fn(solid), where n = 4, 6 are sensitive to four-fold or six-fold symmetries. Additional char-
acterization of positional order is provided by the static structure factor S(~q) and the radial
distribution function g(~s), as used in previous studies[67, 68, 71]. The number of configurations
of a cube with six indistinguishable faces is the same as the elements of the manifold defined
by SO(3)/Oh, where Oh is the 48 element point group defining the cube isometries, thus, a
convenient order parameter is
Qlαβ =
1
N
N∑
i=1
< (~Zνli )α(
~Zνli )β > −Mαβ ≡ N lαβ −Mαβ (6.2)
where ~Zµi are the normal vectors to each of the six NC faces (µ = 1 · · · 6) and i = 1 · · ·N runs
through each NC on the system, Fig. 6.1. The index νl indicates that only the NC normal
closest to the direction defined by the fixed vector ~wl in the lab frame is included in the average.
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The elements of the matrix Mαβ and a more detailed discussion is provided in Supp. Info. The
order parameter thus defined is such that Qlαβ 6= 0 if there is orientational order. In this case,
the three N lαβ eigenvalues identify the different phases, and in figures is displayed as an order
parameter defined in Supp. Info.
6.3.3 Gauss Map
A complementary way to characterize orientational order is through a Gauss map (see
Fig. 6.2), where each of the six normals of every cube is mapped into the sphere S2, see
Fig. 6.1c. In this paper, only four types of orientational order need to be considered. Those are
Isotropic (I), C, Anti-C (A) and Bakos(B). The Gauss map for each case is shown in Fig. 6.2
and the eigenvalues of the N lαβ are provides in Supp. Info.
6.3.4 Rotational Dynamics
The rotational dynamics are characterized from the rotational diffusion coefficient(Da),
defined as
1
N
N∑
i=1
〈~Zαi (t0) · ~Zαi (t)〉 = e−2Da(t−t0) , (6.3)
where α represents a pre-selected normal to the cube that is followed over time.
6.3.5 Phase Classification
We label the different phases by its orientational and positional order. In addition, within
standard hybridization, NCs with the same ssDNA sequence may display long-range positional
order, which herein we denote as AB order. The standard CsCl-bcc found with spherical
NPs[109, 105] is an example of AB order. If such order is not present, it is denoted as D
(disordered). The phases are labeled according to the convention:
AB or D Orientational Order-Positional order
Thus, in an AB A-bcc phase, NCs display Anti-C orientational order and bcc positional order.
For f-star systems, the prefix AB/D is meaningless as all NCs are identical. It should be
noted that despite exhibiting both long-range positional and orientational order phases are not
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Figure 6.5 Compression runs for hard NCs (N = 125) and f-star polymers systems (N = 128).
necessarily crystalline, as there may not be a unit cell that the lattice maybe constructed by
translations.
6.4 Results and Discussion
6.4.1 f-star NCs
The phase diagram for f-star NCs was obtained from compression and expansion runs,
similarly as in Ref. [58], but with some important modifications as compression rates where
adjusted at the liquid to solid transition, often by cycling over compression and expansion runs,
and in this way induce, within the NVT ensemble, anisotropic pressure. The resulting phase
diagram was obtained by repeating entire compression runs many times and using different
compression rates and cycles to ensure that the process was quasistatic and represented a
succession of equilibrium states.
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The resulting phase diagram is shown in Fig. 6.4. The case λ = 0 corresponds to hard
cubes and includes an I-Liquid and a C-sc phase (see snapshot in Fig. 6.4) only. Within NVT
runs, the system usually develops anisotropic pressures pxx 6= pyy 6= pzz with off-diagonal terms
being zero. In this case, the phase diagram contains ordered phases for high grafting densities
ν & 0.25 only. As a function of λ the C-sc phase becomes unstable, being replaced by a B-bcc
phase, where each NC is oriented in one of the four discrete orientations that define the Bakos
four cube compound[14], see snapshots and Gauss map in Fig. 6.4(see also Supp. Info). As
λ is increased to & 1, the B-bcc phase is replaced by an A-bcc (Anti-C) phase, where cube
orientations on a cone of aperture angle α around the six orientations defined by C order are
not allowed, see Fig. 6.4 for snapshot and the ideal Gauss map in Fig. 6.2.
In the case of isotropic pressure, as λ is finite, the system crystallized into triclinic (tric)
phases (snapshots in Fig. 6.4), first as an I-tric, which converge to C-tric at higher packing
densities. Running long simulations right at the liquid to crystal transition at constant volume
usually leads to the phases with anisotropic pressures, which suggests that those are more
stable.
The rotational diffusion coefficients Da (defined in Eq. 6.3) are plotted in Fig.6.5. It is clear
that the NCs rotate considerably and this is denoted with (R), rotator phases, in the phase
diagram Fig. 6.4. The variation of f6,f4, Da and Qαβ as a function of packing fraction are
shown in Fig. 6.5. The hard NCs systems show a transition from an I-liquid to a C-sc with no
evidence for an intermediate liquid crystalline cubatic phase within φ = 0.52 − 0.56, Fig. 6.4,
in disagreement with [58, 2], but consistent with the presence of vacancies recently reported in
Ref. [132], although the system sizes investigated are smaller.
6.4.2 Standard hybridization of NCs
The case of standard hybridization, where DNA linkers are able to hybridize presents con-
siderable challenges. As previously found, spherical NPs above the DNA melting temperature,
Tc, become equivalent to an f-star system, while it is only for temperatures just slightly below
Tc that the system may equilibrate within available simulation time [67]. Constant temperature
MD becomes very challenging because of the slow rotational diffusion of NCs. For this reason,
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Figure 6.6 (Top) Dynamics for standard hybridization for simulations starting from above
Tc and cooling. Here f(h) is the fraction of hybridizations per NC. (Bottom)
Snapshots of the phases AB C-sc and AB I-bcc obtained. DNA is drawn in orange
and hybridization locations are marked as rings. Type A/B NC are drawn in
red/blue.
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Figure 6.7 Phase diagram of standard hybridization as a function of nt and Tc for L=6 and
L=9 NCs. The packing fraction is determined from the I-bcc phase separately for
each nt.
all MD runs were started with a random configuration at T > Tc, subsequently annealed to
the target temperature T < Tc. Typical examples of annealing runs are shown in Fig. 6.6.
The phase diagram depends on T as well as the three parameters φ, ν, λ defined in Eq. 6.1.
Long-range order was obtained for grafting densities ν & 0.25, so we will present results for
ν = 0.25. The phase diagram as a function of T and λ is shown in Fig. 6.8. For T > Tc the
system is equivalent to a f-star system, and the same D I-bcc phase of Fig. 6.4 is obtained.
Below Tc, the system aggregates into condensed phases, which are AB C-sc and AB I-bcc
phases, with typical snapshots shown in Fig. 6.6.
These results show how DNA hybridization can be used to control orientational order. For
short DNA, λ < 1, NCs orient face to face forming a C-sc super-lattice, but, as the DNA
strands are increases in length, NCs become isotropically distributed, akin to an orientational
glass. Additionally, studies of DNA hybridized 1D prisms[73] have shown a similar relationship
between orientational order and DNA length, suggesting that face to face ordering for λ < 1
may be general result for other geometries as well.
The connection between the phases of f-star systems and standard hybridization becomes
even more clear by subjecting the latter to finite osmotic pressure, by slowly compressing the
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Figure 6.8 a) Generalized phase diagram of standard hybridization as a function of λ and
T . b) Snapshot of an AB A-bcc phase obtained at finite osmotic pressure by
compressing an AB I-bcc (R) (λ = 4/3, L = 6).
system right below Tc. Starting with AB I-bcc phases, the phase diagram as a function of
osmotic pressure (or packing fraction) becomes basically equivalent to the one obtained for
f-star polymers Fig. 6.4 for anisotropic pressure, despite the pressure being isotropic for ssDNA
hybridized phases. An equilibrated AB A-bcc phase under compression is shown in Fig. 6.8.
The aperture angle of the A-bcc phase increases as the system is compressed (results not
shown).
6.5 Conclusion
In this paper we have provided, for the first time, the characterization of the phase diagram
for cubes with grafted polymers (f-star systems) as well as with hybridizable DNA linkers.
The results for f-star systems show a phase diagram dramatically different from the previously
studied cases of hard cubes [58, 2, 132] or spherical f-star systems [145, 67], with novel geometric
phases such as the A-bcc (Fig. 6.4(b)) or the B-bcc phase (Fig. 6.4(c)). The B-bcc phase,
for example, consists of cubes with only four discrete orientations corresponding to the ones
of the Bakos four cube compound (Fig. 6.4, see Supp. Info). Our study on NCs provides
the first characterization of DNA programmed self-assembly with anisotropic (non-spherical)
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nanoparticles. Our results show (Fig. 6.8) a complex phase diagram, particularly at finite
osmotic pressures, where phases reproduce those of f-star NCs, but with additional AB order.
The significance of our results extend beyond nanoscience, as f-star systems of colloidal
size can be easily realized by grafting polymers to cubes with desired grafting densities ν and
fractional polymer lengths λ, with the packing fraction being controlled by the same techniques
used by Rossi et al.[115] for hard cubes. Yet, unlike the case of hard cubes, the presence
of a polymer shell allows for UV polymerization and the ability to synthesize dry materials.
Alternative routes are provided by plasma polymerization techniques[27], which allow replacing
the polymer by inorganic components. In this way, our predicted phases for f-star polymers
provide a strategy to design new materials consisting of cubes where the orientations can be
exquisitely adjusted.
The results in this paper have important implications for the DNA programmed self-
assembly of NCs and other anisotropic NPs. Our results predict that for relatively short
DNA strands, NCs are oriented face to face, but many other super-lattices can be obtained
by subjecting the system to an external osmotic pressure. It is not difficult to control osmotic
pressure in nanoscale systems, as existing techniques are available[79]. There are also different
strategies that allow transferring those materials to dry conditions.
Probably, the main difficulty for experiments are the sluggish dynamics resulting from
rotational diffusion. This is a particularly important subject for growing the type of high
quality crystals obtained with spherical NPs[71], but a detailed description of the dynamics of
self-assembly is left for future work.
Acknowledgments: We acknowledge discussions and interest with R. Kamien and O.
Gang. Always a pleasure to thank J. Anderson for his help with HOOMD-blue. This work is
funded by DOE through the Ames Lab under Contract DE-AC02-07CH11358.
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6.6 Supplementory Information for paper 4
6.6.1 Orientational Order Parameter
The orientational order will be defined by one of the six cube normals. The normal is chosen
as the closest among the six to an arbitrary direction ~w in the lab frame. This order parameter
defines a map
SO(3)/Ih → S2 (6.4)
where Oh is the group that consists of the 48 isometries of the cube (sometimes also denoted
as m3m), and thus the number of elements of SO(3)/Ih is the same as the number of possible
configurations of the cube where faces are indistinguishable. In principle, all the possible values
for the normal are mapped to the sphere S2, but actually, only a region of the sphere is covered.
If we parameterize the closest normal to the arbitrary direction ~w, where the ~w direction is
the (1, 0, 0) direction (north pole), and parameterize the normal to the cube by spherical θ, ψ
coordinates ~n = (sin(θ) cos(ψ), sin(θ) sin(ψ), cos(θ)), the closest normal to the w-axis (the north
pole) will depend on an additional variable φ, the third Euler angle necessary to parameterize
SO(3). The Ih group restricts the values for a given value of θ, defining the region B as
B ≡

0 ≤ φ ≤ pi/4 θ(φ) = arctan(1/ cos(φ))
pi/4 ≤ φ ≤ 3pi/4 θ(φ) = arctan(1/ sin(φ))
3pi/4 ≤ φ ≤ 5pi/4 θ(φ) = arctan(−1/ cos(φ))
5pi/4 ≤ φ ≤ 7pi/4 θ(φ) = arctan(−1/ sin(φ))
7pi/4 ≤ φ ≤ 2pi θ(φ) = arctan(1/ cos(φ))
(6.5)
The full sphere S2 can be covered by adding the five additional regions obtained by applying
the elements of Oh to the region B above. As a cross-check, the area covered by the region
defined by Eq. 6.5 is given by
A = 8
ˆ pi/4
0
dφ
ˆ arctan(1/ cos(φ))
0
dθ sin(θ) = 3pi/2 = 6/(4pi) , (6.6)
that is, it subtends one sixth of the total area, or, what is the same, each of the six normals
is contained in one and only one of the regions defined by Eq. 6.5, as expected. If w is chosen
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as the direction defined the north pole, the average of the normal components in an isotropic
phase is
〈n2z〉 =
6
4pi
8
ˆ 2pi
0
dψ
2pi
ˆ pi/4
0
dφ
ˆ arctan(1/ cos(φ))
0
dθ sin(θ) cos2(θ) =
1
3
+
2
√
3
3pi
(6.7)
and
〈n2x〉 = 〈n2y〉 = (1− 〈n2z〉)/2 =
1
3
(1−
√
3
pi
) (6.8)
while it is zero in any other case. Defining the Matrix
M ≡

1
3(1−
√
3
pi ) 0 0
0 13(1−
√
3
pi ) 0
0 0 13 +
2
√
3
3pi
 (6.9)
then, the order parameter
Qαβ =< nαnβ > −Mαβ ≡ Nαβ −Mαβ (6.10)
will be zero in an isotropic phase (Liquid or Rotator), while Qαβ 6= 0 if there is any favored
orientation. If instead of the region defined by Eq. ??, the average is taken over the entire
sphere S2, the order parameter consisting of Legendre Polynomials used in previous studies[58]
is obtained. This order parameter, however, is not zero for a cube in an isotropic phase, as
there are six normals available, and there is no criteria that can select one over the other five.
If Qαβ 6= 0, then the three eigenvalues of Nαβ are computed (λ1, λ2, λ3) (where λ1 > λ2 >
λ3), and the quantity that is actually shown is
|λ1 − λI1|+ |λ2 − λI2|+ |λ3 − λI3|
|1− λI1|+ |λI2|+ |λI3|
, (6.11)
where (λI1, λ
I
2, λ
I
3) are the eigenvalues of Nαβ in the isotropic (I) case, which are the diagonal
of the matrix Eq. 6.9. Note that the order parameter is exactly 1 when the system exhibits C
order.
Another order parameter, useful to provide an independent cross-check for orientational
order, is defined from two nearest neighbor NCs, which are oriented face-to-face if they satisfy
the following condition min(~Zαi ,
~Zβj ) < κpi, where κ is an arbitrary cut-off. Then, the order
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Figure 6.9 Qlocal and Qαβ plotted for the standard hybridization case (Fig. 6a of the main
paper). NCs are initially in an I-bcc phase and the t temperature is decreased till
the C-sc. Both order parameters Qlocal and Qαβ give equivalent results.
parameter is defined as
Qlocal = (
1
2Nbonds
∑
j
∑
i
pij − 4κ)/(1− 4κ) (6.12)
where pij = 1 if cubes are oriented face-to-face and 0 otherwise and Nbonds is the number of
face to face orientations if cubes are perfectly oriented. If the NCs are randomly oriented,
Qlocal = 0, while if there is perfect face to face orientation Qlocal = 1 . The cut-off was chosen
as κ = 0.1, but results are independent of its actual value.
Examples of the two order parameters are shown in Fig. 6.9, which clearly show that they
are equivalent, thus providing a cross-check to the validity of the results presented. We should
note, however, that if the system is a polycrystal with randomly oriented crystallites, Qαβ will
be zero, while Qlocal is not, as the former is insensitive to positional correlations. Because in
this paper, only single crystals are obtained, the distinction is not pertinent.
6.6.2 Bakos Four Cube Compound
The Bakos four cube compound[14] consists of four cubes that are placed at the same origin
yet with four different orientations, which are shown in Fig. 6.10.
The overall symmetry of the compound is the full Oh group. Each cube is defined by the
following six normals:
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Figure 6.10 The four orientations of the Bakos four cube compound(Left), and the actual
compound(Right).
Cube 1
(2/3, 2/3,−1/3) (−2/3,−2/3, 1/3) (−1/3, 2/3, 2/3)
(1/3,−2/3,−2/3) (2/3,−1/3, 2/3) (−2/3, 1/3,−2/3)
Cube 2
(−2/3, 2/3,−1/3) (2/3,−2/3, 1/3) (−2/3,−1/3, 2/3)
(2/3, 1/3,−2/3) (1/3, 2/3, 2/3) (−1/3,−2/3,−2/3)
Cube 3
(2/3,−2/3,−1/3) (−2/3, 2/3, 1/3) (2/3, 1/3, 2/3)
(−2/3,−1/3,−2/3) (−1/3,−2/3, 2/3) (1/3, 2/3,−2/3)
Cube 4
(−2/3,−2/3,−1/3) (2/3, 2/3, 1/3) (1/3,−2/3, 2/3)
(−1/3, 2/3,−2/3) (−2/3, 1/3, 2/3) (2/3,−1/3,−2/3)
The average normal over a given direction ~w can be calculated as
Nαβl =
1
4
(v(1)α v
(1)
β + v
(2)
α v
(2)
β + v
(3)
α v
(3)
β + v
(4)
α v
(4)
β ) (6.13)
where viα i = 1 · · · 4 represents the four (out of the 24) normals of the four cubes within the
region defined by the direction ~w. We note that choosing ~w = (0, 0, 1), (0, 1, 0), (1, 0, 0) is an
unwieldy choice as normals fall exactly at the boundary of the region defined by Eq. 6.5. While
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the components of Nαβl depend on the direction l chosen, the eigenvalues of the N -matrix
(provided that the directions are not chosen along the directions discussed above), are given by
λ1 =
13 + 3
√
17
36
λ2 =
5
18
λ3 =
13− 3√17
36
(6.14)
6.7 Anti-C Orientational Order
Anti-C phases correspond to the situation where cube orientations along the three perpen-
dicular directions defined by a coordinate axis are forbidden. In a way, they are the “negative”
of a C orientational order, where only orientations along the three perpendicular directions are
allowed. The Nαβ matrix can be calculated similarly as done in defining the order parameter
in Sect. 6.6.1. The cube normals are “forbidden” from a region defined by the cone θ < α,
where α is the aperture angle. Choosing ~w = (0, 0, 1) it is found
〈n2z〉 =
1
3 +
2
√
3
3pi − (1− cos3(α))
1− 3(1− cos(α)) , (6.15)
〈n2x〉 = 〈n2y〉 =
1
3(1−
√
3
pi )− 12(1− cos3(α))
1− 3(1− cos(α)) , (6.16)
and 〈nαnβ〉 = 0 if α 6= β. Thus, the three eigenvectors of the Nαβ matrix are
λ1 =
1
3 +
2
√
3
3pi − (1− cos3(α))
1− 3(1− cos(α))
λ2 =
1
3(1−
√
3
pi ) +
1
2(−2 + 3 cos(α)− cos3(α))
1− 3(1− cos(α))
λ3 =
1
3(1−
√
3
pi ) +
1
2(−2 + 3 cos(α)− cos3(α))
1− 3(1− cos(α)) , (6.17)
and the largest one is plotted as a function of α in Fig. 6.11.
In the limit α→ 0, the Anti-C phase become isotropic. In practical terms, the transforma-
tion from Anti-C is usually gradual, so distinction between the two requires some reasonable
cut-off, where a small enough α is considered equivalent to α = 0, the isotropic case.
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Figure 6.11 Plot of λ1 (the largest eigenvalue of the Nαβ matrix) as a function of the aperture
angle α, which defines the “forbidden region” θ < α where normals are not
allowed, as described in the text.
The limit α → Π4 isolates the allowed directions into four roughly discrete orientations.
Rather interestingly, this limit requires four different cubes, as there are four possible orien-
tations per each Eq. 6.5 region, and six of them in total, that is 24 normals or four cubes.
This configuration bears some resemblance to the Bakos four cube compound described in
Sect. 6.6.2, although it is not the same (as in the latter, the two lowest eigenvalues are not
equal and the largest is closest to 0.70). How this configuration evolves into the Bakos four
cube compound is related to the steric constraints involved in the limit α → Π4 , but these
details will be elaborated elsewhere.
6.7.1 Eigenvalues of the Nαβ matrix
These results are scattered through the previous sections. It is convenient to summarize
them here without further comments:
Isotropic (I)
λ1 =
1
3
+
2
√
3
3pi
λ2 =
1
3
(1−
√
3
pi
)
λ3 =
1
3
(1−
√
3
pi
) (6.18)
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C
λ1 = 1
λ2 = 0
λ3 = 0 (6.19)
Anti-C (A)
λ1 =
1
3 +
2
√
3
3pi − (1− cos3(α))
1− 3(1− cos(α))
λ2 =
1
3(1−
√
3
pi ) +
1
2(−2 + 3 cos(α)− cos3(α))
1− 3(1− cos(α))
λ3 =
1
3(1−
√
3
pi ) +
1
2(−2 + 3 cos(α)− cos3(α))
1− 3(1− cos(α)) (6.20)
This result is only valid if ~w is chosen as (0,0,1), as the actual eigenvalues depend on the
distance between ~w and the center of the apperture hole.
Bakos Four Cube Compound (B)
λ1 =
13 + 3
√
17
36
λ2 =
5
18
λ3 =
13− 3√17
36
(6.21)
This result is not valid if ~w is chosen as (0,0,1).
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(a) (b) λ = 0.33 (c) λ = 0.66 (d) λ = 1.66
λ α β γ
0.33 68.52 54.30 52.30
0.66 64.83 61.14 59.93
1.6 63.09 60.48 60.80
λ ~p1 ~p2 ~p3
0.33 12.92 10.82 11.29
0.66 12.85 12.37 12.60
1.6 18.84 17.60 18.38
Figure 6.12 The unit cell for a) generalized case showing primitive vectors ~p1, ~p2 and ~p3 as
well as angles α, β and γ. Simulation results for b) λ = 0.33, c) λ = 0.66 and
d) λ = 1.66 are drawn with the lengths of the primitive vectors in black and
the angle between the primitive vectors shown in orange. Angles and the vector
lengths are also shown in the tables below the figures.
6.7.2 C-tric unit cell
The unit cell for three C-tric phases is shown in Fig. 6.12 for λ =0.33, 0.66 and 1.66. The unit
cell is generated by first taking a single NC and finding the vectors to its 14 nearest neighbors.
This process is then repeated for all NC in the simulation and the results are overlayed onto a
single map. In this way a map of all the nearest neighbors for all NC are generated where the
center point is at (0,0,0). Clusters within this map are identified and the center of mass of each
cluster is found. The center of mass is used to define the primitive vectors of the unit cell.
The results in Fig. 6.12 clearly show that as λ increases the trend is from tric towards
orthorohmbic bcc as the angles between the primitive vectors get closer to 60 typical of bcc
order and the lenghts of the primitive vectors approaches two vectors with the same length and
a single longer vector. We expect that for sufficiently long polymers the limit of spherical NP
should be reached and NC will form a bcc latice. We note that as the system is compressed
the angles do not change nor do the relative lengths of each of the primitive vectors. It is only
for λ that we see a change.
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7 Nanorods in Functionalized Block-copolymer Gels: Flexible Ladders and
Liquid Crystalline Order in Curved Geometries
A paper published in the Europhysics Letters [69]
Christopher Knorowski and Alex Travesset
7.1 Abstract
Polymer nanocomposites (PNC)s hold great promise for designing novel materials. Current
challenges in PNCs are achieving nanosized dispersion of the inorganic component as well as
robust control of naonparticle orientation. We show that a gel of multi-block polymers with
functionalized end groups that have specific affinity towards nanorods provides a general exam-
ple of a PNC where the inorganic component is dispersed at the nanometer scale and displays
long range as well as orientation order. We find a novel type of liquid crystalline(LC) order
consisting of thin nanorod strips, i.e. “Flexible Ladders” (FL). Depending on concentration and
affinity, FL display positional long range order and patch together into 2D smectic phases. We
discuss implications for designing new PNC’s and address possible realizations of our systems
via DNA linkers. The problem of LC order on curved geometries is also discussed.
7.2 Introduction
Polymer nanocomposites (PNCs) refer to a class of materials where a polymeric matrix hosts
an inorganic component (filler) that has one or more dimensions in the nanometer scale (below
100 nm). Interest in PNCs arises both from their ability to form phases with sophisticated
order and their striking dynamical properties, relevant to a wide range of applications, such as
novel solar and fuel cells, high-strength lightweight, and flame retardant materials as well as
smart bio-compatible devices. In fact, PNC have become one of the fastest growing areas in
materials research [22, 42, 75, 76].
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There are numerous challenges in designing optimal PNCs. One of the most outstanding is
achieving a homogeneous dispersion of the fillers in the nanometer range,[2-4] as the complex
entropic and enthalpic interplay between polymer, filler or solvent often results in microscopic
filler aggregation [89, 42, 75]. This is exemplified in the detailed analysis in Ref. [121] where
it is concluded that most PNCs studied so far extend well beyond the nanometer range and
are in fact microscopic. Another important challenge is the design of PNCs with anisotropi-
cally shaped fillers such as nanorods (linear nanoparticles with aspect ratios between 3 − 10)
nanowires (with aspect ratios in the 103) or platelets. In this case, in addition to achieving a
nanosized dispersion, it is fundamentally important to precisely control filler orientation and
possible liquid crystalline (LC) phases.
There has been considerable theoretical work aimed at understanding how to control filler
dispersion both in melts [136, 16, 124, 50, 130, 92, 111] and gels [111, 44, 90, 154], see Ref. [76] for
an excellent review focusing on block copolymers. It is now well understood that achieving filler
dispersion within the polymeric matrix requires high polymer-filler affinity and/or vanishingly
filler-filler attraction. Yet, there is a lack of general results characterizing universal strategies
for achieving nanoscale dispersion. In previous work, we have shown a general strategy for
successful nanoscale dispersion, namely, polymer functionalization [70, 131, 9], i.e. endowing
the two ends of the polymer with a functional group that has specific affinity for the fillers.
Polymer functionalization is well developed experimentally, for example, in Pluronic systems[6],
and has been used in PNC material synthesis[38, 110, 65]. In this paper, we examine the
stability of these phases when nanoparticles are anisotropic, namely by considering nanorods
immersed in a functionalized polymeric gel.
Further, we address the problem of controlling LC ordering within a polymeric matrix.
As noted in previous reviews [22, 42, 75], the theoretical study of PNCs has been focused
on spherical fillers, but it is of fundamental interest to understand the conditions under which
nanorods or nanowires exhibit LC ordering within the polymeric matrix. As a concrete example,
control of the nanorods at the 10nm length scale (the typical scale of exciton diffusion) is
critical for organic optoelectronic applications [106]. This example also highlights that PNCs
with anisotropic fillers provides an alternative method to designing many of the materials that
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Figure 7.1 Coarse grained model of a tri-block CAnBmAnC (n = 6,m = 7) and a nanorod
with nnp (nnp = 8) beads. The C-N affinity is characterized by the energy scale
F .
are currently pursued with rod-coil block copolymer systems[106].
Following the classical work by Onsager[33], a solution of rods with length L = Nb and
cross section pib2/4 will exhibit LC order beyond a critical concentration φ ∼ 1/N2. Onsager
solution is valid for large N but more detailed calculations show that the nematic phase extends
to aspect ratios N > 5[23] (in the absence of enthalpic interactions). If the rods are immersed
in a polymeric gel, there is an additional interaction through the polymeric matrix, and the
characterization of the LC order becomes a considerably more complex problem than the one
in simple LC systems.
7.3 Model
We consider a system of functionalized triblock copolymers and nanorods. The polymer is
modeled as a CAnBmAnC, where C represents the functionalized groups. The beads A and
C are hydrophilic and B hydrophobic. Polymer beads are connected by harmonic springs and
interact according to a Lennard-Jones (LJ) potential
U(r) = 4[(
σ
r
)12 − α(σ
r
)6] (7.1)
where α = 1 for hydrophobic B − B interactions and α = 0 for hydrophilic A,C interactions.
Further technical details can be found in previous references [11, 8, 131, 9]. In this paper, we
will consider the n = 6 and m = 7 (CA6B7A6C) as well as n = 3 and m = 7 (CA3B7A3C)
cases. A description of the pure polymer phases (without nanorods) is available from [11]. The
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nanorods consist of nnp = 8 hydrophilic beads kept rigid by a harmonic angle term
U(ν) =
1
2
k(ν − ν0)2 (7.2)
with ν0 = pi and k = 320[E]/[L]
2, where [E] and [L] are the simulation units of energy and
length and ν is the angle between successive beads. The length of the nanorods, nnp = 8, ensures
rod-like behavior and promotes tunable LC phases not present for spherical nanoparticles[70].
Longer nanorods may be of interest, but are beyond the scope of this study Nanorod beads(N)
interact with A,B via a repulsive interaction (α = 0 in Eq. 7.1). The functionalized end-group
C have an affinity for N , quantified by a C − N attraction parameterized F ≡  and α = 1,
see Fig. 7.1. In order to reach relevant time scales, the solvent was considered implicitly. A
number of polymers Npoly and nanorods Nnp were placed in a simulation box of linear size L
with periodic boundary conditions. The system is characterized by the packing fraction φ and
nanorod (filler) fraction c, defined as
φ =
pi(Npolynpoly +Nnpnnp)
6(L/σ)3
(7.3)
c =
Nnpnnp
Nnpnnp +Npolynpoly
. (7.4)
In a typical MD simulations, Npoly ∼ 400 − 800, was integrated over 20 million time steps
with integration step ∆t =0.005. The packing fraction φ and nanorod fraction c were varied
in the range c =0.05-0.30 and φ =0.15-0.35. εF is also varied from 0.0-4.0. The equations of
motion were integrated using a Nose-Hoover thermostat at a temperature T = 1.2. All the
simulations were run on GPUs (Graphic Processing Units), using the HOOMD-blue package
[10, 7].
7.4 Results
The phase diagram as a function of packing fraction φ and nanorod affinity εF is shown in
Fig. 7.2 for different nanorod filler fractions c. Phases are identified through visual inspection
as well as from the radial distribution functions. LC ordering is identified by computing the
nanorod orientational probability distribution [33]. Overall, the phases are similar to the ones
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Figure 7.2 a) and b) Phase diagram of the CA6B7A6C system with nnp = 8 (see Fig. 7.1), as
a function of φ and affinity εF at two different filler fractions c = 0.1 and c = 0.2. c)
Phase diagram of CA3B7A3C polymer for c = 0.2. LC regions are colored in green.
Regions V and isotropic(Iso) nanorod orientation are indicated by scale. Bottom
shows phases for polymer only. Multiple simulations were performed at incremental
values of εF , c, and φ, from this data the phase diagrams were constructed. Lines
are drawn qualitatively as a guide to the eye.
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reported with spherical nanoparticles [70, 131, 9], providing evidence for the robustness of func-
tionalization as a successful strategy for achieving long range order and filler nano-dispersion.
The most relevant aspect of the phase diagrams is the emergence of LC order at a critical
affinity εF ∼ 3.0 (somewhat dependent on polymer and nanorod concentration), as shown in
Fig. 7.2. The appearance of LC order is generally accompanied by a phase transition of the
polymeric matrix (hexagonal to square columnar) at low filler and (hexagonal to bicontinuous,
bicontinuous to lamellar) at higher filler concentrations, thus making apparent the strong cou-
pling between nanorods and polymers. At a critical concentration and affinity nanorods align
in molecular thin strips exhibiting long range order. We refer to these as ”flexible ladders”
(FL), an alternative description could be 1D smectics, but we find it somewhat ambiguous.
7.4.1 Phases Diagram
We further characterize the structure as well as the mechanisms leading to LC order by
analyzing the square columnar phase in detail. The square columnar phase is made of cylinders
of B blocks in a matrix of A’s with FL in between arranged on a square lattice. A representative
snapshot, viewed from two different angles (”side” and ”top” view), is shown in Fig. 7.4. The
FL themselves show positional two dimensional long range order (a simple square lattice) with
two allowed orientations differing by 90o, as FL are either tangential or perpendicular to the
cylindrical polymeric micelles. Rigorous confirmation of the presence of LC order is presented
in Fig. 7.4, where the nanorod orientational probability distribution [33]
dP = ψ(θ)dθ, (7.5)
is shown. Here θ is defined as the angle between the axis of two neighboring nanorods. For
εF < 3.0 the distribution is isotropic, with all nanorod orientations being equally probable. As
the affinity is increased to εF ∼ 3.0, a clear peak indicating well aligned rods, the nature of LC
order is apparent. The second smaller bump at 900 reflects that neighboring FL are oriented
at 0 or 900, see Fig. 7.3.
Upon increasing φ the FL become denser and join together, as shown in Fig. 7.5, forming
a novel 2D smectic phase along a curved (minimal) surface, thus defining a bicontinuous PNC
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V Ordering
a) c)
b)
N
C
Figure 7.3 Example of a LC phase and FL a) view from the “top” b) view from the “side”
where all components but the nanorods have been removed. c) V-ordering within
the FL. Simulations correspond to φ = 0.25, Npoly = 400, c = 0.18., F = 3.0. The
image has been reflexted across its axis to increase visibitliy.
Figure 7.4 Probability distribution ψ(θ) of nanorods as a function of nanorod affinity εF for
the columnar phases, showing an isotropic phase ψ(θ) = 1/4pi at εF = 1.5 and a
LC phase FL for εF = 3.0.
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Figure 7.5 a) Bicontinuous phase phase with LC order, showing FL in a 2D smectic phase.
Nanorods are shown in brown, functionalized groups are cyan, hydrophobic poly-
mer is red and hydrophilic polymer is blue. b) Polymer is removed for visual aid of
FL. Highlighted in black is a topological defect necessary to join three FL. Results
correspond to εF = 3.0 at φ = 0.35, npoly = 600, c = 0.18.
phase. Topological defects are necessary to patch together different FL, an example being the
disclination marked by a circle in Fig. 7.5b).
The lamellar phase Fig. 7.6 forms for n < m (CA3B7A3C polymer Fig. 7.2c) with the
onset of FL formation. Simulations show that FL‘s quickly form with arbitrary orientation,
then reorganize themselves into lamellar sheets as the system equilibrates.
Even in the dilute limit, where micelles diffuse (Liquid micellar), nanorods cluster into
patches showing short-range orientational at high affinity, an example shown in Fig. 7.7. The
strong tendency of nanorods to display orientational order is a universal feature at high affinity,
even when the polymeric matrix is too dilute to sustain any type of long range order.
7.5 Discussion and conclusion
The stability of the FL phases follows from the favorable interactions between the func-
tionalized moieties C and the nanorods. Configurations where each nanorod is surrounded by
a C-block are energetically favorable, Fig. 7.3c., with a cohesive energy ∼ nbεF , sufficient to
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Figure 7.6 Lamellar phase with LC order, showing FL in a 2D smectic phase. Polymer is
hidden to aid in visualization. Results are for polymer CA3B7A3C with F = 3.0
at φ = 0.35, npoly = 800, c = 0.2.
Figure 7.7 Diffuse micelles with short range orientational ordering of nanorods. Nanorods
are drawn in gold. The attractive C moieties of the polymers are drawn in blue.
Other parts of the polymer are hidden for better visualization. Results are for
polymer CA6B7A6C with F = 3.0 at φ = 0.15, npoly = 800, c = 0.20.
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overcome the entropic reduction of the stretched polymer ∼ kBTnnpoly, where nb is the number
of C beads bound to the nanorod. Further, the limiting factor for FL formation is the ability
of C beads to be near nanorods therefore increasing nanorods concentration c > 20 leads to
disruption of long range order as there are not enough C moieties to arrange nanorods into FL.
Other theoretical studies have observed similar phases to the ones presented here; Models of
tethered nanorods consisting of a hydrophobic rod chemically linked to a hydrophilic block[52,
55] show LC order with nanorods oriented similarly to FL, except with additional order (smectic
C). While these systems are significantly different, they share similar underlying mechanisms;
an attractive rod-rod interactions, in this paper mediated by the functionalized polymer, and
an impossibility to achieve rod-rod separation, in our case ensured by the need for the rigid
rods to accommodate the polymeric matrix.
Short range FL have been also been discussed in models of dipolar hard core systems[97], but
the ladders display only short range order similar to our dilute systems, Fig. 7.7. Additionally,
amphiphilic rods have also been shown to self-assemble into LC lamellar and cylindrical mi-
celles in solute[98]. However, the amphiphilic rods are oriented perpendicular to the isosurface
whereas FL orient parallel. FL phases are thus unique to functionalized polymer systems.
Understanding LC phases in curved geometries and the necessary ensuing distribution of
topological defects is also an important area of study[64, 142, 118, 129, 25, 126]. Our simulations
provide concrete realizations of smectic phases defined on new geometries, such as minimal
surfaces(see Fig. 7.5) at equilibrium. Similar transitions from smectic-like phases (such as the
FL) to bicontinuous phases, have also been observed in the context of pear shaped particles[37].
However, in contrast with previous studies, the order on curved geometries in our systems
occurs entirely from self-assembly, rather than being imposed from the outset by additional
constraints.
Experimentally, phases reminiscent of FL have been found in polycatenar compounds. The
columnar rectangular phase (Colr), for example, consists of FL of about 5 molecules that
further organize into columns [128, 113, 102]. Other experimental realizations are Pluronic
systems, where techniques for functionalization are widely available [6]. Functionalization can
also be implemented by DNA linkers as achieved in recent experiments with spherical gold
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nanoparticles[105], and extensively discussed in Ref. [67, 68]. It is experimentally straight-
forward to develop functionalized gold nanorod-polymer systems via DNA linkers, and thus
explicitly realize the systems discussed in this paper.
In summary, our results provide a general strategy to control the orientation of fillers in
PNCs. The results presented in this paper extend to any multi-block copolymer that contain
blocks that are selectively good and poor with the solvent. The possibility of realizing novel
LC order in curved geometries, such as the one presented in bicontinuous phases, presents new
opportunities for PNC design.
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8 CHAPTER 8. CONCLUSIONS
The properties of polymer nanocomposites can be dramatically enhanced by controlling mi-
croscopic morphology, particularly nanodispersion. This dissertation provides a comprehensive
study of the self-assembly polymer nanocomposite structures via end-polymer functionaliza-
tion from a molecular dynamics perspective. Specifically, the focus is on a concrete realization
where grafted DNA having complimentary sequences or “sticky ends” drive the self-assembly
of nanoparticles into a variety of superlattices– programmable DNA grafted nanoparticle self-
assembly.
First, a new scale-accurate coarse grain model for DNA-grafted nanoparticles was presented
in Chapter 4. Previous models for DNA-grafted nanoparticles were unable to capture dynam-
ics during self-assembly [137] or accurately predict experimental structures [28]. This model,
presented in Chapter 4, improves upon previous models by explicitly considering the polymer,
nanoparticle shape, as well as hybridizations to allow accurate dynamics for self-assembly. Fur-
thermore, this model is general to any polymer conformation, grafting density, or nanoparticle
shape. With this new model, predictions via molecular dynamics simulations for equilibrium
phases for any systems where nanoparticle self-assembly is guided by programmable DNA are
now possible.
The model is adapted for use in this dissertation, starting with Chapter 4, where self-
assembly of binary systems of spherical nanoparticles grafted with ssDNA are considered. In
Chapter 5, the model is extended to the case for binary dsDNA grafted nanoparticles, as well
as ssDNA grafted nanoparticles, where attractions are mediated by an additional freely floating
linker DNA, i.e., ssDNA linker mediated self-assembly. In both Chapters 4 and 5, only isotropic
particles are considered. In Chapter 6, the model is adapted to the case for anisotropic particles,
namely nanocubes. The model has been used with excellent success outside of this work as
well. Ting et al. utilized the model to predict a variety of lattices by varying the size ratio
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between DNA grafted nanoparticles [82, 81], an effort motivated by experimental results [88].
Furthermore, Kohlstedt et al. adapted the model in Chapter 4 to study the 2-dimensional
DNA grafted prisms which self-assemble into 1-dimensional photonic arrays [73]. In all cases,
model predictions have been in remarkable agreement with experimental findings.
Second, this dissertation provides a detailed characterization for programmed self-assembly
of DNA-grafted nanoparticle crystallization. Prediction for both positional and orientational
order of equilibrium crystal phases are determined in Chapters 4–6 for anisotropic and spherical
particles. Furthermore, the challenges for self-assembly of DNA-grafted nanoparticles are shown
to be two-fold. First, in Chapter 4, it is shown self-assembly can only be successful within a
narrow temperature region. The optimal regime is shown “weak binding,” where hybridizations
are dynamic with lifetimes short lived, compared with the self-assembly time of the crystal
lattice Second, in Chapter 5, it is shown the ubiquitous presence of topological defects in
nucleated crystals, such as substitutionals, leads to long-lived metastable states.
Finally, in Chapter 7, end-polymer functionalization is demonstrated as a strategy to con-
trol liquid crystalline ordering in polymer nanocomposites. This detailed study shows that an
affinity between polymer and inorganic components is necessary to achieve nanoparticle disper-
sion. In the case where there is no affinity, nanoparticles either freely diffuse or phase separate.
Furthermore, when the inorganic component is a one-dimensional rod, liquid crystalline or-
dering of the inorganic component will occur for a variety of novel polymer nanocomposite
phases.
In conclusion, DNA-programmed self-assembly, a concrete realization of end-polymer func-
tionalization, is a powerful and flexible tool for building hierarchical polymer nanocomposites.
This dissertation has presented a scale-accurate coarse grained model for DNA-grafted nanopar-
ticles. Using molecular dynamics simulations results for predictions for the statics and dynamics
are given for programmable DNA-grafted nanoparticles. It is hoped this detailed study will
be a useful road map to guide future experimental and theoretical studies into self-assembly of
polymer nanocomposite materials.
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