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Abstract: The use of stand-alone photovoltaic (PV) 
systems is restricted mainly due to their high initial costs. 
This problem is alleviated by optimal sizing as it results in 
reliable and cost-effective systems. Using PV systems in 
Iraq can help resolve the power generation deficiency. 
This country enjoys an ample amount of solar radiation 
all throughout the year making it suitable for PV 
applications. Previous PV system sizing and feasibility 
studies, which have been conducted for Iraq, is rather 
inaccurate as they either incorporated simple equations or 
synthetized weather data along with simple mathematical 
models.  
 
In this paper, more rigorous system models, as well as 
measured meteorological data were used to achieve more 
accurate sizing results, thus allowing a more realistic 
techno-economic feasibility analysis to be done. The 
optimal system, for an average load of 10 (KWh/day), 
consisted of 38 PV panels of 120 (Wp) each, a 16 110 (Ah) 
battery bank, one 1000 (W) inverter and four 100 (A) 
charge controllers in parallel. The unit cost of the 
generated electricity was estimated to be 0.1729 ($/KWh) 
which is still higher than the maximum tariff of the 
national grid (0.1 $/KWh). 
 
Keywords: PV system, sizing, techno-economic analysis, 
HOMER 
 
I. INTRODUCTION 
The majority of the world’s energy demand is being supplied 
by fossil fuels. These fuels are limited and are environmental 
hazards. Renewable energy is environment-friendly and has 
the potential to meet the continuously increasing demand [1]. 
Photovoltaic (PV) technology is one of most promising ways 
of harvesting the unlimited and free solar energy. However, 
the high initial cost of PV systems is one of the main factors 
that hinder their use [2]. Therefore, PV systems should be 
optimized to produce the highest possible energy at the least 
possible expenses. Photovoltaic system’s sizing is a process in 
which PV system components are chosen such that an optimal 
balance between the system’s reliability and cost is obtained 
[3]. Electricity demand in Iraq far exceeds electricity 
generation. This problem can be alleviated by using 
renewable energy sources. Iraq is blessed with an ample 
amount of solar energy throughout the year. Therefore, PV 
systems are the most promising renewable energy source to 
be used in Iraq [4]. However, the country’s mostly hot 
weather may challenge the successful exploitation of solar 
energy through PV technology. For these reasons, accurate 
techno-economic analysis must be conducted in order to 
judge the feasibility of using PV systems in Iraq. Such studies 
can be found in the literature. In [5], the authors used 
HOMER to design a PV powered lighting system for the 
center of renewable energies located in the campus of the 
University of Technology, in Baghdad, Iraq.   
 
The initial cost of the designed system was found to be about 
23000$ while the unit cost of the produced energy was 
estimated to be about 0.9 $/KWh. Al-Karaghouli and 
Kazmerski [4] designed a standalone PV system (SAPV) for a 
clinic in the southern region of Iraq. The authors used 
HOMER for sizing the PV system. The average load demand 
was slightly over 31 KWh/day. The authors concluded that 
using an SAPV without a diesel generator is more economical 
than an SAPV with a diesel generator. The designed SAPV 
had an initial cost of 4500$, while the unit cost of electricity 
for the system was about 1.3 $/KWh. In a recent study [6], 
HOMER was also used to investigate the practicality of 
various renewable energy resources to supply a lighting 
system in an Iraqi rural area. The main source of indoor 
lighting in the village of Chibayish is Kerosene. To replace 
this poor and dangerous lighting source, the authors suggested 
an 80 Wh/day lighting system that is fed by an SAPV. The 
initial cost of the system was found to be 188$.  
 
It was concluded that in this rural area, the option of installing 
a micro-grid is impractical due to the low density of the 
population and the constantly changing locations of their 
houses. Wind energy as well as other renewable energy 
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sources was found to be much less economical and practical 
than the proposed solar energy based lighting system. The 
authors in [7] used simple (intuitive) equations to design an 
SAPV for a household in Diyala, Iraq. The household’s daily 
average demand was estimated to be about 14 KWh. The life 
cycle cost of the intuitively designed system was about 
32000$ with the unit cost of electricity being approximately 
0.5 $/KWh. An additional parameter that was calculated in 
this study was the amount of CO2 emissions avoided due to 
the use of the SAPV. The study showed that about 1840 kg 
per year can be avoided by using the off-grid system.  
 
Other similar studies can be found in [8-11]. It can be easily 
seen that all of the reviewed SAPV sizing and economic 
feasibility studies have been done using the intuitive method 
and HOMER. On the one hand, intuitive equations result in 
either an oversized uneconomical system or an undersized 
unreliable system. Therefore, the system size cannot be 
optimized with this method  [12]. As for the studies conducted 
using HOMER, despite the fact that they are better than 
intuitive method based studies, they are limited by HOMER’s 
limitations. First, HOMER uses monthly average 
meteorological data, and mathematically turns them into daily 
or hourly data. This practice does not result in realistic weather 
data and produces inaccurate sizing results [13]. Furthermore, 
HOMER relies on linear models to simulate PV systems. 
These models, while being simple, do not reflect the complex 
non-linear nature of PV systems behavior and hence, 
optimization results may not be accurate [14].  
 
Finally, HOMER gives the user the option of defining the 
search space of the numerical algorithm. Therefore, a user may 
or may not manage to properly define the search space such 
that the optimal system arrangement is included. In this study, 
an attempt is made to overcome the aforementioned limitations 
to design a more optimal system and then analyze its technical 
and economic feasibility. Measured meteorological solar 
radiation and temperature data are used in this study.  
Improved SAPV modeling is proposed, leading to more 
accurate optimal sizing results. A numerical sizing algorithm 
with a wide search space is used to ensure that the optimal 
SAPV size is found. 
 
II. MODELING OF STANDALONE PV SYSTEM 
Optimal sizing is based on simulating a number of system 
sizes for a period of time and then choosing the least 
expensive size that meets a predefined reliability criteria. 
Therefore, system modeling is essential for sizing. An SAPV 
mainly consists of a PV array, a battery bank, charge 
controllers and inverters. The models for these components 
are presented in this section. 
 
 
A. PV array model 
 
PV array modeling begins with modeling the PV cell. Then the 
PV cell’s current and voltage are simply scaled up in 
appropriate proportions to match the ratings of the panel or the 
array to be modeled. There are different PV cell models, each 
being appropriate for an application. There is a consensus 
regarding the suitability of the single-diode model for most 
modeling applications, given the balance of accuracy of 
simplicity it offers [15] and therefore, it is used in this study. 
The IV characteristics of the PV cell are obtained by [15] 
 
               *   (
 (     )
    
)   +  
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Where I and V are the cell’s output current in (A) and voltage 
in (V) respectively. IPh is the photo current in (A), Io is the 
diode saturation current in (A), RS and RP are the cell’s series 
and parallel resistance values in (Ohms) respectively, a is the 
diode’s ideality factor, K is Boltzmann's constant 
(1.3806503*10-23 J/K), TC is the cell temperature in (K) [15]. 
It can be easily seen that the performance of this model, 
depends on five parameters (IPh, Io, a, RS and RP). The 
performance of a PV cell varies according to the incident 
radiation and ambient temperature. Meaning, the five 
parameters need to be calculated for every working condition 
in order for the single-diode model to faithfully represent the 
PV cell’s behavior. The problem of finding the values of the 
five parameters under different meteorological conditions is 
called parameter extraction of PV cell model [15].  
 
The method presented in [16] is used in this paper for 
parameter extraction.  In [16], a set of measured IV curves is 
first obtained. This set is shown in Fig. 1 for the used PV 
module (Kyocera KC120-1). Then, for each measured IV 
curve, the algorithm is used to find the values of the five 
parameters that result in the least erroneous simulated IV 
curves. This method has been shown to be superior to other 
parameter extraction methods in terms of accuracy and 
execution speed [16] and therefore, it improves the accuracy of 
the PV cell model. To get the module-level current and voltage, 
the PV cell current and voltage are modified as follows:                       
                               IM = NPC I                                       (2) 
                             VM = NSC V                                       (3) 
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Fig.1. The measured (red dots) and simulated (blue lines) IV 
curves for the panel used under the study paper [16]. 
 
 
Where NPC and NSC are the number of parallel and series cells 
in a module respectively, IM is the module’s current, VM is the 
module’s voltage. Similarly, the array level current and 
voltage are determined as follows:   
   IA = NPM IM      (4)          
    VA = NSM VM   (5)        
Where IA and VA are the array’s current (A) and voltage (V), 
NPM is the number of parallel modules and NSM is the number 
of series models. The output of the PV array in (W) is simply 
    PPV = IA VA    (6)      
An MPPT controller is assumed to be used in this method, 
which is often the case in SAPVs. Therefore, the output power 
is always maximum. Since an hourly time step is used, PPV is 
also the energy produced per hour from the PV panels.  
 
B. Battery model 
 
The lead acid battery model that has been proposed in [17] is 
used in this paper. It is   dynamic equivalent electric circuit 
model that assigns different values for its parameters 
depending on the operating model. It has two elements, a 
voltage source (V1) and a series resistor (R1) as shown in Fig. 2. 
The equations for the charge mode are: 
 V1 = VCH = (2 + 0.148B)ns           (7)  
         
     
      
      
      
  
  
         (8) 
 B = SOC / SOCmax          (9) 
 Vbat = VCH + Ibat RCH           (10) 
 SOCmin = (1-DOD) Cbat               (11)     
 
Where VCH  is the charge mode source voltage, ns is the 
number of battery cells in series, SOCmax is the maximum 
value of the battery charge in (Wh), SOC is the instantaneous 
value of the battery charge in (Wh), Vbat and Ibat are the battery 
cell’s voltage (V) and current (A) respectively, SOCmin is the 
minimum allowed state of charge in (Wh), DOD is the 
maximum allowed depth of discharge percentage, Cbat is the 
battery’s nominal capacity in (Wh).The equations for the 
discharge mode are given below, 
 V1 = VDCH = (1.962 + 0.124B)ns          (12) 
 
 
Fig. 2. The equivalent electrical circuit of the battery model [17]. 
          
     
      
      
      
  
  
           (13) 
 Vbat = VDCH + Ibat RDCH            (14) 
The variable Ibat is positive in the charge mode and is negative 
in the discharge mode. The equation that updates the battery’s 
state of charge is given as, 
 
    ( )      (   )   
 
      
∫(         )  
(      (   )       )                                          (15) 
 
Where SOCn(t) is the instantaneous normalized (divided by 
SOCmax) state of charge at simulation step t, SOCn(t-1) is 
SOCn(t) of the previous time step, k is the charge/discharge 
efficiency and D is the self-discharge rate in (hr -1). It can be 
seen that the battery’s capacity (SOCmax) is assumed to be 
constant in this model. However, it is well known that the 
battery’s capacity is strongly influenced by the temperature 
and the charging/discharging current. To solve this issue, the 
capacity of the battery is modeled according to the improved 
Copetti battery model from [18]. This addition improves the 
accuracy of the battery model with little added complexity. 
The capacity of the battery is given by,  
 ( )   
               
      (
|    ( )|
        
)
    
 (      ( )      ( )
 )   (16) 
Where 
  ΔT(t)= T(t)-Tref                                                      (17) 
 SOCmax(t)=C(t)  Vbat (t)                                        (18) 
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Where Cnominal is the standard Ah capacity of the battery that is 
provided in the battery’s datasheet, Inominal is the standard 
charging/discharging current, n is the charging/discharing 
period for which Cnominal is measured by the 
manufacturer,T(t) is the instantaneous ambient temperature in 
degrees, Tref is the reference temperature of the battery at 
which the battery specifications are provided by the 
manufacturer in degrees, αc, βc,Ctcoef, Acap and Bcap are 
experimental parameters having the values 0.0081, 0, 1.7871, 
3.351 and 0.513 respectively. These values are extracted in [18] 
for the battery brand Banner (95751). Finally the power that 
enters or leaves the battery (Pbat) is given by,  
   Pbat = Ibat Vbat                                 (19)  
C. Charge controller model 
 
This model simulates the basic functions of most charge 
controllers, which are to disconnect the PV array from the 
battery bank when the latter is fully charged, and to disconnect 
the battery bank from the load when the battery bank reaches a 
preset safety limit [19,20]. 
 
D. Inverter model 
 
The conversion efficiency is what matters when it comes to 
PV system sizing. In SAPV sizing, inverters are modeled with 
fixed conversion efficiency in the range (90%-95%) [19, 20]. 
The value of the inverter's efficiency is taken as 90% in this 
study.  
 
E. Complete system model 
 
In this paper, simulation duration of one year is used. The 
time step for this duration is one hour. In each hour, the 
power balance equation is solved, 
 
PNET = PPV - PLOAD / ηINV                           (20)    
 
Where, PPV is the power produced by the PV array. PLOAD is 
the load power, ηINV is the inverter’s efficiency, PNET is net 
power. Now, PNET can be positive, negative or equal to zero. 
If PNET is positive, it means the PV modules are generating 
more power than is required by load. The extra power (PNET) 
is used to charge the battery if its SOC is lower than SOCmax 
and hence, SOC increases. Otherwise, this extra power is 
dumped and SOC is fixed at its maximum limit. This is when 
PNET is stored as dump (excess) power (PDUMP) in the 
complete SAPV model. When PNET is negative, it means the 
PV array is producing less power than the load requires. 
Again, two possibilities exist. Either the extra power 
requirement (that the PV array cannot meet) is taken from the 
battery bank. This happens when its SOC is above the 
minimum allowed level (SOCmin), the battery’s SOC 
decreases in this case. Or, the SAPV fails to meet the load if 
the battery SOC is below SOCmin. PNET is stored as deficit 
power (PDEF) in this case and SOC is fixed at its minimum 
bound. Finally, when PNET is zero, the load is completely met 
by the PV array and the battery SOC remains unchanged 
(except for the small self-discharge). 
 
III. TECHNICAL AND ECONOMICAL PARAMETERS 
Before sizing can be done, we need to define technical and 
economical parameters to systematically define the reliability 
and the cost of the SAPV. In this study, the loss of load 
probability (LLP) is used to measure the reliability of the 
system. As for cost of the SAPV, it is quantified by the life 
cycle cost (LCC) parameter. The two parameters are explained 
next.  
F. Loss of load probability 
 
It is defined as the ratio of the total deficit energy to the total 
load demand over a period of time [19]. Usually this period of 
time is taken long enough to get a good representation of 
reliability. LLP is given by [19], 
 
    
∑                    
∑                 
                           (21)  
 
Where deficit energy is the load energy that the SAPV fails to 
supply, a LLP of one means that the system does not supply 
any load energy. While an LLP of zero indicates that there are 
no power shortages at all. In this paper, the desired LLP is 
taken as 0.01. In other words, the cheapest system size that 
satisfies an LLP of 0.01 is taken as the optimal system.  
 
G. Life cycle cost 
 
The LCC is used to compare the costs of the searched system 
sizes. The LCC of an SAPV is the present worth (PW) of all 
the costs associated with the system over its life span [21]. 
There are a number of components in the LCC of a project. In 
this study, the LCC components are calculated according to 
the method in [21] unless stated otherwise. The LCC of a 
SAPV consists of four parts, namely, the initial cost (CCAP), 
the maintenance cost (CM), the replacement cost (CR) and the 
salvage value (CS).  The initial cost includes the capital cost 
of all the SAPV components (PV modules, battery bank, 
charge controller…etc). It also consists of the installation 
costs. This cost is already in its present value.  
 
Two definitions are due before defining other parts of the 
LCC. The inflation rate (i) measures how much money’s 
value has decreased over time (or how much an item’s value 
has increased over time). Discount rate (d) refers to the 
increase rate in the value of money. Maintenance cost, unlike 
initial cost, must be paid repeatedly over the lifetime of the 
SAPV. It is considered as a constant yearly recurring payment. 
The value of money is likely to change every year (due to i 
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and d). For this reason, i and d must to be considered when 
calculating CM. First, the PW of every future yearly payment 
must be found according to the assumed i and d, and then the 
sum of each PW is found. This results in the total 
maintenance cost in today’s money value. The first yearly 
maintenance payment occurs at the end of the first year. The 
following formula is used to evaluate CM,  
 
CM = CMO PA             (22) 
PA=(1-X
n
)/(1-X)                                         (23) 
X=(1+i)/(1+d)                                           (24) 
 
Where CMO is the PW of a single yearly maintenance payment, 
n is the SAPV’s life time in (years). Replacement cost is also 
a recurring payment but it is not necessarily paid on a yearly 
basis. For instance, a battery bank may need to be replaced 
every three or five years. Again, the price of the component is 
liable to change in the future. The PW of purchasing new sets 
of the component to be replaced is CR. Replacement cost is 
calculated as follows,  
 
CR = CRO(Xn1+Xn2+ … Xnf)                       (25) 
 
Where CRO  is the PW cost of the component (capital cost), n1 
is the year of first replacement, n2 is the year of second 
replacement and nf is the year of the final replacement. 
Finally. The salvage value is the revenue that comes back to 
the system owner from selling the system's scrape at the end 
of its life. In this paper, this value is assumed to be 0.14% of 
the total PW value of the system [19]. Therefore, the LCC is 
given by, 
 
LCC = CCAP + CM + CR - CS            (26)  
 
IV. OPTIMAL SIZING OF STANDALONE PV SYSEM 
A numerical algorithm is proposed in this study to find the 
most economical PV array and battery bank size that meets the 
predefined LLP. Other system parts cost much less than the 
PV array and the battery parts and hence, the usual practice is 
to use equations for their sizing [12, 19].  The steps of the 
proposed sizing method are presented below: 
 Step 1: Insert the solar radiation and the ambient 
temperature time series data along with the load 
profile, and the components' technical and economic 
specifications.  
 Step 2: Define the search space using intuitive 
equations. The search space consists of two variables, 
the parallel number of PV panels (NPM) and the 
capacity of the battery bank CB (Wh). The search 
space is determined as follows [19], 
     
  
               
                       (27) 
 
Where P is an estimate value for the total PV 
modules number, EL is the daily average load energy, 
ηPV is the PV module’s efficiency, ηINV and ηW are 
efficiencies for the inverter and the cables 
respectively, APV is the module’s area in (m
2
), PSH 
(Peak Sun Hours) is the number of hours per day 
during which a solar radiation of 1000 W/m
2
 is 
available, Sf is a safety factor specified by the 
designer. 
                         
       
      
                      (28) 
Where CWH is an estimate value for CB, Dauto is the 
number of days the load is fed solely by batteries 
(days of autonomy), ηB is the battery efficiency. Now 
the ranges for decision variables can be defined as 
follows, 
   P/3NSM ≤ NPM ≤ 5P/NSM              (29) 
   CWH /3 ≤ CB ≤ 5CWH            (30) 
 Step 3: Iterate through every possible PV total 
number/battery bank capacity combination within the 
defined range. The PV modules step size is one panel, 
that is the number of panels is incremented by one 
every iteration. The step of battery bank capacity is 
500 Wh [19]. 
 Step 4: For each searched PV/battery pair, simulate 
the system for  one year at an hourly time step.  
 Step 5: Obtain the total deficit energy and hence the 
LLP for each PV/battery pair. 
 Step 6: If an LLP value matches the predefined LLP 
(0.01), store it in the candidate LLPs array. This array 
contains all of the PV/battery combinations that 
satisfy the desired LLP. 
 Step 7: Perform LCC calculations for the candidate 
LLPs array only. The PV/battery pair that results in 
the minimum LCC is chosen as the optimal solution 
for this system. 
 Step 8: Determine the number of series PV modules 
and series batteries. These are calculated to satisfy the 
system’s DC voltage (VDC) requirement as follows, 
                  NSM = VDC / VMP                  (31) 
        NSB = VDC / VB                                 (32) 
Where VMP  the module’s nominal voltage, NSB  is the 
number of batteries in series, VB  is the battery’s 
nominal voltage.  
 Step 9: Find the optimal total number of PV modules 
(NPV,OPT), the number of parallel batteries (NPB) and 
the optimal total number of batteries (NBAT,OPT) using, 
   NPV,OPT = NSM NPM                       (33) 
   NPB = CB,OPT /Cbat                         (34) 
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   NBAT,OPT = NSB NPB                     (35) 
 Step 10: Size the charge controller. According to [22], 
the charge controller size is calculated by, 
   ACC = Wp,array / VDC                    (36) 
Where ACC is the required charge controller’s rated 
current, Wp,array is the PV array peak wattage. This can 
be found, after the PV array is sized using, 
      Wp,array = NPV,OPT Wp,panel                   (37) 
Where Wp,panel is the peak wattage of a single PV 
array.  
 Step 11: Size the inverter. The required power rating 
of the inverter is found in this paper according to [20], 
   Pinv = 1.25 Pac,max                (38) 
Where Pinv is the required rating of the inverter, 
Pac,max is the maximum load demand expected and 
1.25 is a safety factor. 
Once the optimal system size is obtained, the cost of 
energy (CoE) parameter is used to compare the price 
of its electricity to that of the national grid. In order to 
find the CoE, the annualized LCC (ALCC) must be 
calculated first, which is simply the annual value of 
LCC and is given by [21], 
    ALCC = LCC / PA                   (39) 
Then, CoE is determined using [21], 
   CoE = ALCC / Eannual      (40) 
Where Eannual is the annual sum of the energy that the 
power generator being examined produces.  
 
V. RESULTS AND DISCUSSION 
Hourly meteorological data for the year of 2016 were 
obtained from a weather station in the building of the Iraqi 
ministry of science and technology in Baghdad (at a latitude 
of 33.31o N and a longitude of 44.36o E). The annual 
summation of incident radiation is 1.9621 MWh/m2. The 
maximum value of the received radiation is about 990 Wh/m2 
while its average value is about 223 Wh/m2. The trend of the 
solar radiation over the course of the year is shown in the 
upper part of Fig. 3. The bottom part of Fig. 3 shows the 
hourly ambient temperature variation. The highest 
temperature (about 48o) and the lowest temperature (about 
0.5o) were recorded in June and January respectively. A 
hypothetical hourly power load (Fig. 4) is used. Although any 
other load profile can be used, the load cycle is assumed to 
repeat every day, which is the common assumption in such 
studies [12, 19].  
 
Fig. 3. The meteorological profile used in this paper. 
  
 
Fig. 4. The daily power load demand. 
 
The technical specifications and the unit prices of the chosen 
commercial models for the system components are given in 
Table 1 and Table 2 respectively. A PSH of 4.9 (hours) is 
used for this study, while the number of autonomous days is 
taken as two days. As for the safety factor, it is set to one. In 
this paper, all components are assumed to last for 25 years, 
except for the battery bank which is assumed to be replaced 
every five years. The inflation and discount rates are taken as 
2% and 3.5% respectively in this study [55]. The sizing 
results are given in Table 3. These results were obtained for a 
desired LLP of 0.01 or less. Using (27-30), the obtained range 
of the number of PV modules in parallel was [7,100] while 
the battery bank capacity range calculated was [10428, 
156407] Wh. As can be seen in Table 3, the LLP value that 
we searched for was 0.01, however, due to the complex 
interaction between the system components, it is very unlikely 
to find a SAPV size that gives the exact required LLP. 
Usually, a tolerance is defined. For instance, values within the 
range (0.0095-0.0105) are accepted as 0.01 [19]. 
 
The optimal system’s performance can be investigated with 
the help of Fig. 5. The first part of Fig. 5 depicts the system’s 
energy balance behavior during the first 300 hours of 
operation. The battery power is positive when the battery is 
charging, while a negative power indicates that the battery 
bank is discharging. As for the second part of Fig. 5, it shows 
the deficit energy trend over a year of operation. It can be 
seen that the system is highly reliable in that there is no 
deficit energy during most operation hours. Throughout the 
year, there are 125 hours (1.42% of the yearly operational 
time) where the system could not entirely meet the load. 
These deficit hours are spread over the days January 23rd and 
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24th, February 7th, 8th and 23rd and March 27th-29th. 
Obviously, the reason behind the deficit hours is that the 
months from January to March are mainly characterized by 
cloudiness and relatively low solar radiation.  
 
The minimum hourly non-zero deficit energy is 10.76 Wh 
while the maximum hourly deficit energy is 861 Wh. On 
average, there is a daily shortage of 110.5 Wh. The third part 
of Fig. 5 illustrates the dump energy (excess energy) profile 
for one year of system operation. There are different levels of 
dump energy in 2062 hours around the year (23% of the 
yearly operational time). This can be explained by referring to 
the load profile Fig. 4. The peak of the daily load takes place 
during the 21st hour, followed by a still high demand at the 
22nd hour, that is, when solar energy is unavailable. To get a 
highly reliable system (an LLP around 0.01), the high nightly 
load demands must be met entirely by the battery bank. But 
the period of the peak load is short and it does not cause the 
battery bank to reach the minimum allowed SOC for most of 
the days as can be seen in the bottom part of Fig 7. During 
sunlight hours, the load is generally less than the nightly load 
and is counterbalanced by the PV energy. The excess energy 
is more than enough to compensate for the rather small 
nightly battery discharge, and hence the frequent occurrence 
of dump energy. The maximum hourly damp energy is 2.29 
KWh while the minimum hourly non-zero damp energy is 
1.824 Wh. The CoE of this system (Table 3) is higher than the 
maximum tariff of the Iraqi national grid power, which is 
about which is about 0.1 $/KWh. Using the systems CoE, the 
cost of the yearly dumped energy is only 442.51 $. As was 
noted in [27], storing this energy is unlikely to be economical 
since the cost of storage Ah for a 12 volt battery is (1-3) $ and 
hence, the most economical solution is to add loads that do 
not require constant energy, like water pumps. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Performance of the optimal system.  
 
 
 
 
 
 
Table 1: The technical specifications for the SAPV 
components used under this study.  
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Table 2: The unit prices for SAPV assets and services. 
 
 
Table 3: Sizing results. 
 
VI. CONCLUSIONS 
This study shows that, in Baghdad, an SAPV is less 
economical than the grid. Therefore, it can be concluded that, 
for the present time and the location of study, SAPVs can be a 
more economical alternative to the grid power for locations 
where grid extension is uneconomical or for applications that 
require a mobile generating station. From a humanitarian 
perspective, the extra expenses associated with SAPVs may 
be justified, as these systems help keep the environment clean.  
Nevertheless, it is a well-known fact that due to the limited 
quantity of fossil fuels, their prices are on the rise. With the 
fast decreasing PV modules expenses, SAPVs will certainly 
be more economical than the grid power. Future extensions to 
the current work may include using more accurate models and 
taking into consideration some external factors such as 
dusting and shading. Another extension is examining the 
techno-economic feasibility of SAPVs in the long-run by 
using factors such as the payback period and the energy 
payback period.  
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