Sobre una versión bidimensional de la ecuación Benjamin-Ono generalizada by Duque Gómez, Omar
Sobre una versión bidimensional de la
ecuación Benjamin-Ono generalizada.
Omar Duque Gómez
Universidad Nacional de Colombia
Facultad de Ciencias, Departamento de Matemáticas
Bogotá D.C., Colombia
2014

Sobre una versión bidimensional de la
ecuación Benjamin-Ono generalizada.
Omar Duque Gómez
Tesis presentada como requisito parcial para optar al título de:
Doctor en Matemáticas
Director:
Ph.D., Guillermo Rodríguez Blanco
Línea de Investigación:
Ecuaciones Diferenciales Parciales
Grupo de Investigación:
Ecuaciones Diferenciales Parciales - COL0031637
Universidad Nacional de Colombia
Facultad de Ciencias, Departamento de Matemáticas
Bogotá D.C., Colombia
2014

Resumen
En este trabajo se estudia el problema de valor inicial asociado a la ecuación bidimensional
de tipo Benjamin-Ono
∂tu+Hu−H∂2x ±H∂2y − γu∂xu+ µ∆2u = 0
donde H es la Transformada de Hilbert en la variable espacial x, γ es una constante positiva,
µ ≥ 0 y ∆ es el operador de Laplace. Se presentan resultados de buen planteamiento local y
global en ciertos espacios de Sobolev. Además, se estudian propiedades de decaída para las
soluciones reales del problema.
Palabras clave: Ecuaciones diferenciales parciales, Ecuación de Bejamin-Ono, Problema
de valor inicial, Espacio de Sobolev, Transformada de Hilbert, Buen planteamiento local y
global, Continuación única.
Abstract
In this work, we study the initial value problem associated to the bidimensional equation of
Benjamin-Ono type
∂tu+Hu−H∂2x ±H∂2y − γu∂xu+ µ∆2u = 0
where H is the Hilbert Transform in the space variable x, γ is a positive constant, µ ≥ 0 and
∆ is the Laplace operator. We present some results about local and global well-posedness
on certain Sobolev spaces. Additionally, we study decay properties of real solutions to the
problem.
Keywords: Partial diﬀerential equations, Benjamin-Ono equation, Initial value problem,
Sobolev space, Hilbert Transform, Local and global well-posedness, Unique continuation.
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Introducción
Recientemente, el buen planteamiento, la continuación única, la existencia y la estabilidad
de ondas solitarias, ha despertado el interés de la comunidad matemática en relación con
el estudio de diversas ecuaciones de evolución con dimensión espacial mayor o igual a dos,
por ejemplo A. Cunha y A. Pastor [12], obtuvieron resultados de buen planeamiento local
en ciertos espacios de Sobolev con peso y resultados de continuación única para el problema
de valor inicial asociado la ecuación Benjamin-Ono-Zakharov-Kuznetzov
∂tu+H∂2xu+ ∂xyyu+ u∂xu = 0, (x, y) ∈ R2, t > 0 (BOZK)
donde H representa la Transformada de Hilbert en la variable x. Otra ecuación de tipo
Benjamin-Ono,
∂tu−H∂xyu+ up∂yu = 0, (x, y) ∈ R2, t ∈ R, p ∈ Z+ (g2d-BO)
fue estudiada por A. Milanés [33], obteniendo resultados de buen planteamiento en espacios
de Sobolev, junto con un principio de continuación única y no existencia de ondas solitarias
de cuadrado integrable en los casos p = 1, p = 2. Igualmente, diversos aspectos sobre el buen
planteamiento del problema de valor inicial asociado a la ecuación bidimensional generalizada
Zakharov-Kuznetzov
∂tu+ ∂x∆u+ ∂x
(
uk+1
)
= 0, (x, y) ∈ R2, t > 0, k ∈ Z+ (gZK)
han sido tratados en [9, 21, 40, 39, 30, 17, 29, 15, 28, 32, 6].
En el presente trabajo, se estudian algunas propiedades de las soluciones reales de la
ecuación
∂tu+Hu−H∂2xu±H∂2yu− γu∂xu = 0, (x, y) ∈ R2, t ∈ R, (0.0.1)
donde H es la Transformada de Hilbert actuando en la variable x y γ es una constante real.
La ecuación (0.0.1) se obtiene a partir de la ecuación
∂tu+Hu+ 2∂xu−H∂2xu± 2H∂2yu− γu∂xu = 0, (x, y) ∈ R2, t ∈ R, (0.0.2)
mediante el cambio de variables x′ = x − 2t y y′ = 2−1/2y. Esta última, fue deducida por
Akers-Milewski [1] como un modelo alternativo para modelar fenómenos ondulatorios que
ocurren debido a la gravedad y la tensión superﬁcial en aguas a cualquier profundidad.
Usualmente tales fenómenos se modelan con la ecuación no lineal de Schrödinger, tanto
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en una como en dos dimensiones. Sin embargo, el modelo de Akers-Milewski reﬂeja algunas
carcterístias del fenómeno que no son registradas por la ecuación de Schrödinger. Para mayor
información a este respecto ver [1].
La ecuación (0.0.1) es una generalización bidimensional de la famosa ecuación de Benjamin-
Ono [3, 4] y nuestro propósito es abordar cuestiones relacionadas con el buen planteamiento
tanto local como global del problema de valor inicial
∂tu+Hu−H∂2xu±H∂2yu− γu∂xu = 0
u(0, x, y) = ϕ(x, y)
(0.0.3)
en ciertos espacios de Sobolev. Además se abordan cuestiones relacionadas con la decaída de
las soluciones.
El contenido del trabajo está organizado de la siguiente manera, en el primer capítulo se
recuerdan algunas deﬁniciones importantes además algunos resultados conocidos que serán
usados más adelante y también la notación que se usará en el trabajo.
En el segundo capítulo se establece el buen planteamiento local de los problemas (0.0.3)
y
∂tu+Hu−H∂2xu±H∂2yu− γu∂xu+ µ∆2u = 0, µ > 0
u(0) = ϕ
(0.0.4)
en ciertos espacios de Sobolev. Para obtener el buen planteamiento del problema (0.0.4) se
usan las propiedades regularizantes del semigrupo asociado a problema lineal
∂tu+Hu−H∂2xu±H∂2yu+ µ∆2u = 0, µ > 0
u(0) = ϕ
(0.0.5)
junto con un argumento de Punto Fijo. Y para tratar el problema (0.0.3) se usa la técnica
de regularización parabólica, tomando límite cuando µ→ 0+.
En el tercer capítulo se establece el buen planteamiento local del problema regularizado
(0.0.4), en un espacio de Sobolev apropiado con índice negativo, para obtener este resultado,
de nuevo se usan las propiedades regularizantes del semigrupo y un argumento de Punto
Fijo.
En el cuarto capítulo se presentan los resultados concernientes al buen planeamiento
global del problema (0.0.4), usando estimaciones de energía.
Finalmente, en el quinto capítulo se presentan los resultados de persistencia y continua-
ción única de las soluciones del problema (0.0.4) con µ ≥ 0, en espacios de Sobolev con
peso. Para obtener estos resultados se usan técnicas más recientes, desarrolladas por R. Iio-
rio [24, 25, 26], en el caso de pesos enteros y por G. Fonseca, F. Linares y G. Ponce [18, 19]
para el caso de pesos fraccionarios.
1Preliminares
Espacio de Schwartz y Distribuciones Temperadas.
S(Rn) y S ′(Rn) denotan el Espacio de Schwartz y su dual topológico, el Espacio de las
Distribuciones Temperadas, respectivamente. Para ϕ ∈ S(Rn) la Transformada de Fourier
de ϕ está deﬁnida por
ϕ̂ (ξ) = F {ϕ} (ξ) = (2pi)−n/2
∫
Rn
ϕ(x)e−ix·ξdx
y la Transformada de Fourier Inversa por
{ϕ}∨ (x) = F−1 {ϕ} (x) = (2pi)−n/2
∫
Rn
ϕ(ξ)eix·ξdξ.
donde x · ξ =
n∑
j=1
xjξj. Para una distribución temperada f la Transformada de Fourier y su
inversa se deﬁnen haciendo uso de la dualidad, de manera que para toda ϕ ∈ S(Rn)
〈 f̂ , ϕ 〉 = 〈 f, ϕ̂ 〉
y
〈 {f}∨ , ϕ 〉 = 〈 f, {ϕ}∨ 〉.
Algunas de las propiedades que satisface F son las siguientes:
Si α y β son multi-índices entonces
F {∂αx [(−ix)βϕ]} (ξ) = (iξ)α∂βξ [F {ϕ}] (ξ).
F {ϕφ} (ξ) = (2pi)−n/2 ϕ̂ ∗ φ̂ (ξ)
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yF {ϕ ∗ φ} (ξ) = (2pi)n/2 ϕ̂ (ξ) φ̂ (ξ).
La Transformada de Hilbert H está deﬁnida por la fórmula
Hϕ(x) = 1
pi
l´ım
↓0
∫
|y|≥0
ϕ(x− y)
y
dy.
Las siguientes son algunas de las propiedades que satisface H:
Ĥϕ (ξ) = −i sgn (ξ) ϕ̂ (ξ)
H∂xϕ = ∂xHϕ.
H está deﬁnida en L2(Rn) y es un operador unitario y antisimétrico tal que
H2f = −f.
Espacios de Sobolev y espacios con peso.
En este trabajo se consideran soluciones reales del problema (2.0.1) en los espacios de
Sobolev Hs(R2), Xs(R2) y en los correspondientes espacios con peso Fs,r = Hs(w2r) y
Xs(w2r), r > 0. A continuación se recuerdan las deﬁniciones de dichos espacios y algunas de
sus propiedades.
Deﬁnición 1.1 (Espacios de Sobolev). Para p ∈ [1,∞], s ∈ R y n ∈ Z+
Lps(Rn) = {f ∈ S ′(Rn) : Jsf ∈ Lp(Rn)}
con ‖f‖Lps(Rn) = ‖Jsf‖Lp(Rn). Js = (1−∆)
s/2 es el Potencial de Bessel de orden −s con
Jsf = (1−∆)s/2 f =
(
〈 · 〉s f̂
)∨
y ∆ = ∂2x1 + · · ·+ ∂2xn .
En lo que sigue se hará uso de la siguiente notación Hs(Rn) = L2s(Rn), H0(Rn) = L2(Rn),
‖f‖Hs(Rn) = ‖f‖s y ‖f‖L2(Rn) = ‖f‖0. El siguiente Teorema es una caracterización de los
espacios de Lebesgue Lps(Rn) debida E. Stein [41].
Teorema 1.1 (E. Stein [41]). Para b ∈ (0, 1) y 2n/(n + 2b) < p <∞. f ∈ Lpb(Rn) si y sólo
si
a) f ∈ Lp(Rn),
b) Dbf(x) =
(∫
Rn
|f(x)− f(y)|2
|x− y|n+2b dy
)1/2
∈ Lp(Rn).
Además
‖f‖b,p =
∥∥∥(1−∆)b/2 f∥∥∥
Lp
=
∥∥J bf∥∥
Lp
' ‖f‖Lp +
∥∥Dbf∥∥
Lp
' ‖f‖Lp +
∥∥Dbf∥∥
Lp
(1.0.2)
donde Dbf = (−∆)b/2 f .
Proposición 1.1. Si f ∈ Lp(R) con 1 < p < ∞ y existe x0 ∈ R tal que tanto f(x+0 )
como f(x−0 ) existen y son distintos, entonces para todo δ > 0, D1/pf /∈ Lploc(B(x0, δ)) y en
consecuencia f /∈ Lp1/p(R).
Demostración. Ver [19].
Deﬁnición 1.2 (Pesos). Una función positiva ρ ∈ C∞ (Rn : R) es un peso admisible si
a) ρ(x) ≥ 1 para todo x ∈ Rn.
b) ρ(x)→∞ cuando |x| → ∞.
c) Existe una constante positiva C tal que |∇ρ(x)| ≤ Cρ2(x) para todo x ∈ Rn.
En particular, las funciones
w(x) = 〈x 〉 = (1 + x21 + · · ·+ x2n)1/2 , (1.0.3)
wr(x) = 〈x 〉r con r > 0, (1.0.4)
ρ(x) =
(
1 + x2r11 + · · ·+ x2rnn
) 1
2 con
n∑
j=1
r2j > 0 (1.0.5)
son pesos admisibles.
Los espacios Xs(Rn), Xs(w2r) y Fs,r = Hs(w2r) se deﬁnen como sigue: para s ∈ R y
r ≥ 0
Xs(Rn):
Xs(Rn) =
{
ϕ ∈ Hs(Rn) : ∂−1x1 ϕ =
(
ϕ̂
iξ1
)∨
∈ Hs(Rn)
}
(1.0.6)
Xs(Rn) es un espacio de Hilbert con el producto interno
〈ϕ, φ 〉Xs = 〈ϕ, φ 〉Hs + 〈 ∂−1x1 ϕ, ∂−1x1 φ 〉Hs (1.0.7)
de modo que la norma en Xs(Rn) es ‖ϕ‖Xs =
(
‖ϕ‖2s +
∥∥∂−1x1 ϕ∥∥2s) 12 .
Xs(w2rdx):
Xs(w2rdx) = Xs(Rn) ∩ L2(w2rdx) (1.0.8)
con la norma ‖ϕ‖Xs =
(‖ϕ‖2Xs + ‖wrϕ‖20) 12 . Además, ϕ ∈ L2(w2rdx) si wrϕ ∈ L2(Rn).
Fs,r:
Fs,r = H
s(Rn) ∩ L2(w2rdx) con r > 0 (1.0.9)
Fs,0 = H
s(Rn) (1.0.10)
con la norma ‖ϕ‖Fs,r =
(‖ϕ‖2s + ‖wrϕ‖20) 12 .
Algunas propiedades de Lps y X
s.
A continuación se recuerdan algunas de las propiedades de los espacios Lps(Rn) y Xs(Rn)
que son útiles para el desarrollo de este trabajo.
Teorema 1.2 (Desigualdad de Young). Si p, q, r están en [1,∞], con 1
p
+ 1
q
≥ 1 y f ∈ Lp(Rn),
g ∈ Lq(Rn), entonces f ∗ g ∈ Lr(Rn) con 1
p
+ 1
q
= 1
r
+ 1 y
‖f ∗ g‖Lr(Rn) ≤ ‖f‖Lp(Rn) ‖g‖Lq(Rn) .
Demostración. Ver [31, Cap. 2.].
Teorema 1.3 (Teorema de Inmersión). Para s, r ∈ R, k ∈ N y p ∈ [1,∞).
a) Si s ≥ r + n(1
p
− 1
q
) y 1 < p ≤ q <∞ entonces Lps(Rn) ↪→ Lqr(Rn).
b) Si k = n
p
y q ∈ [1,∞) entonces Lpk(Rn) ↪→ Lq(Rn).
c) Si k > n
p
y q ∈ [1,∞) entonces Lpk(Rn) ↪→ L∞(Rn).
Demostración. a) puede verse en [5, Cap. 6], b) y c) en [8].
Teorema 1.4 (Lema de Sobolev). Para s ∈ R, k ∈ N.
a) Si s > k+ n
2
y Ck∞(Rn) es el espacio de las funciones con derivadas parciales continuas
hasta el orden k, las cuales se anulan en el inﬁnito, entonces Hs(Rn) está sumergido
continuamente en Ck∞(Rn). Es decir, si f ∈ Hs(Rn) entonces, después de una posible
modiﬁcación de f en un conjunto de medida cero, f ∈ Ck∞(Rn) y existe una constante
positiva Cs tal que
‖f‖Ck∞ =
∑
|α|≤k
sup
x∈Rn
|∂αf(x)| ≤ Cs ‖f‖s .
b) Si s > n
2
entonces Hs(Rn) es un Álgebra de Banach, es decir, existe Cs > 0 tal que
‖fg‖s ≤ Cs ‖f‖s ‖g‖s.
Demostración. Ver [31, Cap. 3.].
Lema 1.1. Para 1 < p0, p1 <∞, s0, s1 ≥ 0, θ ∈ [0, 1] y f ∈ S(Rn). Si s = θs0 + (1− θ)s1 y
1
p
= θ
p0
+ 1−θ
p1
entonces existe C(p0, p1, s0, s1, θ) > 0 tal que
‖Jsf‖Lp ≤ C ‖Js0f‖θLp0 ‖Js1f‖1−θLp1 . (1.0.11)
Demostración. Ver [5, Cap. 6].
Lema 1.2 (Kato-Ponce [27]). Si s > 0 y p ∈ (1,∞) entonces para f, g ∈ S(Rn)
‖[Js;Mf ] , g‖Lp ≤ C
(‖∇f‖L∞ ∥∥Js−1g∥∥Lp + ‖Jsf‖Lp ‖g‖L∞) (1.0.12)
donde Mf es el operador de multiplicación por f y Jsf =
(
〈 · 〉s f̂
)∨
.
Teorema 1.5 (Desigualdad de Kato). Si f, g ∈ S(Rn) son funciones de valor real, r ≥ 1 y
s > 1 + n
2
entonces existe Cr,s > 0 tal que
|(g, f∂xg)r| ≤ Cr,s
(‖g‖r ‖g‖s ‖∇f‖r−1 + ‖g‖2r ‖∇f‖s−1) . (1.0.13)
Demostración. Ver [23, Ap. A].
Teorema 1.6 (Estimativa generalizada de Calderón). Para todo p ∈ (1,∞) y l,m ∈ Z+ ∪
{0}, l +m ≥ 1 existe C = C(p, l,m) > 0 tal que∥∥∂lx [H; a] ∂mx f∥∥Lp ≤ C ∥∥∂l+mx a∥∥L∞ ‖f‖Lp . (1.0.14)
Demostración. Ver [2].
Proposición 1.2. Para todo s ∈ R y f ∈ S(R2).
a) ∂nxS(R2) es denso en Xs(R2).
b) Las siguientes aﬁrmaciones son equivalentes:
i. f ∈ Xs(R2) para algún s.
ii. f ∈ ∂xS(R2).
iii.
∫ ∞
−∞
f(x, y)dx = 0 para todo y ∈ R.
Proposición 1.3. Sean r y s números reales tales que s ≥ r. Si A es un operador anti-
simétrico en Hs(R2); u, v ∈ C ([0, T ] : Xs(R2)) ∩ C1 ([0, T ] : Hr(R2)); Xs(R2) ⊂ D(A); ∂x
conmuta con A y
du
dt
= Au+ v
entonces d
dt
‖∂−1x u‖2r es diferenciable en (0, T ) y
1
2
d
dt
∥∥∂−1x u∥∥2r = (∂−1x v, ∂−1x u)Hr .
La prueba de estas proposiciones puede verse en [38].
Condición Ap y pesos truncados.
La condición Ap y los Teoremas que se recuerdan a continuación son especialmente útiles
para el estudio del comportamiento de las soluciones reales del problema de valor inicial
(0.0.3) en espacios con peso fraccionario.
Deﬁnición 1.3 (Condición Ap). Una función ρ : R→ R no negativa y localmente integrable
satisface la condición Ap con 1 < p < ∞ si existe una constante positiva Cρ tal que para
todo intervalo I ⊂ R (
1
|I|
∫
I
ρ(x) dx
)(
1
|I|
∫
I
ρ1−p
′
(x) dx
)p−1
≤ Cρ (1.0.15)
donde 1
p
+ 1
p′ = 1.
Teorema 1.7 (R. Hunt, B. Muckenhoupt y R. Wheeden [22]). La condición (1.0.15) es
necesaria y suﬁciente para la acotación de la Transformada de Hilbert en Lp(ρ(x)dx), es
decir, existe una constante c∗ independiente de f tal que(∫
R
|Hf(x)|p ρ(x)dx
)1/p
≤ c∗
(∫
R
|f(x)|p ρ(x)dx
)1/p
. (1.0.16)
Teorema 1.8 (S. Petermichl [36]). Para p ∈ [2,∞) la desigualdad (1.0.16) es válida con
c∗ ≤ c(p)c(ρ), donde c(p) depende sólo de p y c(ρ) es como en (1.0.15). Además, si p = 2
esta estimación es óptima.
En el siguiente Lema se establece una propiedad de las funciones de peso truncado wθN
con θ ∈ (−1, 1) y N entero positivo, donde
wN(x, y) =
{
w(x, y) si (x2 + y2)1/2 ≤ N ,
2N si (x2 + y2)1/2 ≥ 3N , (1.0.17)
w(x, y) = (1 + x2 + y2)1/2 y wN es suave, no decreciente como función de |(x, y)| y con
derivadas parciales de primer y segundo orden acotadas, las cuales serán útiles para establecer
propiedades de persistencia de la solución del problema de valor inicial asociado a la ecuación
(0.0.3) con dato inicial ϕ en el espacio con peso Xs(w2rdxdy) con s > 2 y r ∈ (0, 1].
Lema 1.3. Para θ ∈ (−1, 1) y N ∈ Z+, wθN satisface la condición A2. Además, la Trans-
formada de Hilbert H (en la variable x) es acotada en L2(wθN) con constante que depende
únicamente de θ, es decir, Cθ no depende de y ni de N y∥∥∥w θ2N(x, y)Hf∥∥∥
0
≤ Cθ
∥∥∥w θ2N(x, y)f∥∥∥
0
. (1.0.18)
Demostración. Usando el hecho de que la función (x2 + y2)θ/2 satisface la condición A2 en
R como función de x con constante Cθ que no depende de y y aplicando luego los Teoremas
1.7 y 1.8 se obtiene el resultado.
Notación.
| · |, denota la norma Euclídea en Rn: |x|2 =
n∑
j=1
x2j para x ∈ Rn.
〈 · 〉s = ws, 〈x 〉s = ws(x) = (1 + |x|2) s2 para x ∈ Rn y s ∈ R.
H, denota la Transformada de Hilbert,
Hϕ(x) = 1
pi
l´ım
↓0
∫
|y|≥0
ϕ(x− y)
y
dy.
Hs(R2), denota el Espacio de Sobolev real con índice s ∈ R, de tipo L2.
Xs(R2), denota el espacio {f ∈ Hs(R2) : ∂−1x f ∈ Hs(R2)}.
Es, denota Hs(R2) o Xs(R2), según la situación tratada.
Fs,r = H
s(w2r), denota el espacio con pesos {f ∈ Hs(R2) : wrf ∈ L2(R2)}, r > 0.
F˜s,m con m ∈ Z+ y s ∈ R , denota el espacio{
f ∈ Fs,m : ∂jξ f̂ (0, η) = 0, η ∈ R, j = 0, . . . ,m− 1
}
.
Xs(w2r) con s ∈ R y r > 0, denota el espacio {f ∈ Xs(R2) : wrf ∈ L2(R2)}.
‖f‖s, es la norma de f en Hs(Rn):
‖f‖s = ‖Jsf‖0 =
(∫
Rn
〈 ξ 〉2s
∣∣∣ f̂ ∣∣∣2dξ) 12 .
‖f‖Xs , es la norma de f en Xs(Rn):
‖f‖Xs =
(
‖f‖2s +
∥∥∂−1x f∥∥2s) 12 .
‖f‖Es , denota la norma de f en Hs(Rn) o Hs(Rn), según el caso que se trate.
X sT , con T > 0 y s ∈ R denota el espacio
X sT =
{
u : C
(
[0, T ] : Hs(R2)
)
: ‖u‖X sT <∞
}
y
‖u‖X sT = sup
t∈(0,T ]
{
‖u(t)‖s + t
|s|
4 ‖u(t)‖0
}
.
∆, denota el operador Laplaciano: ∆f =
∑n
j=1 ∂
2
xj
f para f ∈ S ′(Rn).
∆2, denota el operador Bilaplaciano: ∆2f = ∆(∆f) =
{
(ξ21 + · · ·+ ξ2n)2 f̂ (ξ)
}∨
para
f ∈ S ′(Rn).
(·, ·)X , denota el Producto Interno en el espacio de Hilbert X.
〈 ·, · 〉X , denota la Dualidad en X: 〈x , x′ 〉X = x′(x) para x′ ∈ X ′ y x ∈ X.
·̂ , denota la Transformada de Fourier.
{·}∨, denota la Transformada inversa de Fourier.
Js = (1−∆) s2 , denota el Potencial de Bessel de orden −s:
Jsf = (1−∆) s2 f =
{
〈 ξ 〉s f̂ (ξ)
}∨
; para f ∈ S ′(Rn).
2Teoría local.
En este capítulo se muestra que para s > 2, el problema
∂tu+Hu−H∂2xu±H∂2yu− γu∂xu = 0
u(0) = ϕ
(2.0.1)
está locamente bien planteado en los espacios Hs(R2) y Xs(R2). Para ello, usamos el método
de regularización parabólica, considerando primero el problema regularizado
∂tu+Hu−H∂2xu±H∂2yu− γu∂xu+ µ∆2u = 0
u(0) = ϕ
(2.0.2)
el cual se obtiene de (2.0.1) introduciendo el término regularizante µ∆2u donde µ > 0.
En adelante se usará la notación Es para referir cualquiera de los espacios Hs(R2) o
Xs(R2) a menos que se advierta de antemano otro signiﬁcado. El resultado anunciado es el
siguiente:
Teorema 2.1. Linea en blanco
a) Si s ≥ 1 y µ > 0 entonces el problema (2.0.2) está localmente bien planteado en
Es. Más precisamente, si ϕ ∈ Es entonces existen T = T (µ, s, ‖ϕ‖Es) > 0 y una
única función uµ ∈ C ([0, T ] : Es)∩C1 ([0, T ] : Hs−4) la cual satisface (2.0.2) y depende
continuamente del dato inicial, es decir, la aplicación ϕ 7→ uµ es continua en el siguiente
sentido: si ϕn → ϕ en Es y T ′ ∈ (0, T ) entonces para n suﬁcientemente grande uµ,n ∈
C ([0, T ′] : Es) y l´ım
n→∞
sup
[0,T ′]
‖uµ,n(t)− uµ(t)‖Es = 0. Además, si s > 2 existe una función
continua ρ : [0, T ]→ R tal que ‖uµ(t)‖Es ≤ ρ(t) para todo µ > 0.
b) Si s > 2 entonces el problema (2.0.1) está localmente bien planteado en Es. Más
precisamente, si ϕ ∈ Es entonces existen T = T (s, ‖ϕ‖Es) > 0 y una única función
13
u ∈ C ([0, T ] : Es)∩C1 ([0, T ] : Hs−2) la cual satisface (2.0.1) y depende continuamente
del dato inicial.
Este resultado se obtiene como consecuencia de los lemas que se presenta a continuación.
La parte a) del Teorema 2.0.2 se obtiene vía Teorema de Punto Fijo de Banach y la parte b)
tomando l´ım
µ↓0
uµ. En primer lugar, examinamos la parte lineal asociada al problema (2.0.2).
Para µ ≥ 0 deﬁnimos el operador Aµ por
Aµ = H
{
1− ∂2x ± ∂2y
}
+ µ∆2, (2.0.3)
de modo que, el problema lineal asociado a (2.0.2) es
∂tu+ Aµu = 0
u(0) = ϕ,
(2.0.4)
y su única solución está dada por
Vµ(t)ϕ = e−tAµϕ = {Vµ(t) ϕ̂ }∨ , (2.0.5)
donde,
Vµ(t, ξ, η) = e
−µt(ξ2+η2)2eit sgn(ξ)(1∓η
2)+it|ξ|ξ. (2.0.6)
2.1. Desigualdades de regularización.
Los Lemas 2.1 y 2.2 que se presentan a continuación expresan propiedades regularizantes
del semigrupo (Vµ(t))t≥0, µ > 0, las cuales permiten controlar la norma E
s de la solución
del problema (2.0.4). El primer lema se reﬁere a la parte lineal mientras que el segundo
trata la parte no lineal. Además, bajo la condición s > 2, estas desigualdades regularizantes
permiten probar que la solución u de (2.0.2) con µ > 0, dada por el Teorema 2.1 satisface la
relación u(t) ∈ E∞ para t ∈ (0, T ], este resultado se establece en el Lema 2.3. Por otra parte,
las desigualdades (2.1.2) y (2.1.3) serán útiles para obtener el buen planteamiento global de
(2.0.2) con µ > 0 en Es con s ≥ 1.
Lema 2.1. Para s ∈ R y µ ≥ 0:
a) Vµ deﬁne un C0 semigrupo de contracciones en Es el cual puede ser extendido a un
grupo unitario fuertemente continuo si µ = 0.
b) Si µ > 0 y λ ≥ 0, entonces para todo t > 0,
Vµ(t) ∈ B
(
Es : Es+λ
)
y existen constantes positivas Cλ y Cs tales que
‖Vµ(t)ϕ‖Es+λ ≤ Cλ
[
1 + (µt)−λ/4
] ‖ϕ‖Es , (2.1.1)
‖Vµ(t)ϕ‖s ≤ Cs
[
(µt)−(s+1)/4 + (µt)−1/4
] ‖ϕ‖L1 , (2.1.2)
y
‖Vµ(t)ϕ‖Xs ≤ Cs
[
(µt)−(s+1)/4 + (µt)−1/4
] (‖ϕ‖2L1 + ∥∥∂−1x ϕ∥∥2L1)1/2 . (2.1.3)
Demostración. La prueba es similar a la del Teorema 2.1 en [24] y depende las desigualdades
sup
(ξ,η)∈R2
(1 + ξ2 + η2)
λ
2 e−µt(ξ
2+η2)
2
≤ Cλ
[
1 + (µt)−λ/4
]
(2.1.4)
y
(∫
R2
(1 + ξ2 + η2)se−2µt(ξ
2+η2)
2
dξdη
)1/2
≤
C(µt)
−1/4 para s ≤ 0
Cs
[
(µt)−(s+1)/4 + (µt)−1/4
]
para s > 0.
(2.1.5)
Lema 2.2. Para u, v ∈ C ([0, T ] : Es), con T > 0, s ∈ R, Mu = sup
t∈[0,T ]
‖u(t)‖Es , Mv =
sup
t∈[0,T ]
‖v(t)‖Es y M = ma´x {Mu, Mv}. Si s ≥ 1, µ > 0 y t ∈ (0, T ] entonces existe una
constante positiva Cs (independiente de µ) tal que para todo t′ ∈ [0, t)
a)
‖Vµ(t− t′)u(t′)∂xu(t′)‖Es ≤ Cs ‖u(t′)‖2Es
(
1 + (µτ)−1/2 + (µτ)−1/4
)
, (2.1.6)
b)
‖Vµ(t− t′) {u(t′)∂xu(t′)− v(t′)∂xv(t′)}‖Es ≤
Cs (‖u(t′)‖Es + ‖v(t′)‖Es) ‖u(t′)− v(t′)‖Es
(
1 + (µτ)−1/2 + (µτ)−1/4
)
. (2.1.7)
Donde τ = t− t′. Y en consecuencia
c) ∫ t
0
‖Vµ(t− t′)u(t′)∂xu(t′)‖Es dt′ ≤ CsM2u
(
T + µ−1/2T 1/2 + µ−1/4T 3/4
)
, (2.1.8)
d) ∫ t
0
‖Vµ(t− t′) {u(t′)∂xu(t′)− v(t′)∂xv(t′)}‖Es dt′ ≤
CsM sup
t∈[0,T ]
‖u(t)− v(t)‖Es
(
T + µ−1/2T 1/2 + µ−1/4T 3/4
)
. (2.1.9)
Demostración. Se considera sólo el caso Es = Xs(R2) puesto que la prueba es similar cuando
Es = Hs(R2) y se tratan por separado los casos s > 1 y s = 1.
Caso s > 1:
Usando la desigualdad (2.1.1) se deduce
‖Vµ(t− t′)u(t′)∂xu(t′)‖Xs ≤ C
(
1 + (µτ)−1/4
) ‖u(t′)∂xu(t′)‖Xs−1
≤ C (1 + (µτ)−1/4) (∥∥∂xu2(t′)∥∥s−1 + ∥∥∂−1x ∂xu2(t′)∥∥s−1)
≤ Cs
(
1 + (µτ)−1/4
) ‖u(t′)‖2s
con lo cual se obtienen (2.1.6) y (2.1.8). Y puesto que
‖u∂xu− v∂xv‖Xs−1 =
1
2
∥∥∂x (u2 − v2)∥∥Xs−1
≤ 1
2
(∥∥∂x (u2 − v2)∥∥s−1 + ∥∥u2 − v2∥∥s−1)
≤ Cs (‖u‖s + ‖v‖s) ‖u− v‖s ,
las desigualdades (2.1.7) y (2.1.9) se obtienen en forma semejante.
Caso s = 1: Por (2.1.3) se tiene
‖Vµ(t− t′)u(t′)∂xu(t′)‖X1 ≤
≤ C ((µτ)−1/2 + (µτ)−1/4)(‖u(t′)∂xu(t′)‖L1 + 12 ∥∥∂−1x ∂xu2(t′)∥∥L1
)
≤ C ((µτ)−1/2 + (µτ)−1/4) ‖u(t′)‖21
de donde se siguen (2.1.6) y (2.1.8). Por otra parte, usando la desigualdad de Cauchy-Schwarz∥∥∂x(u2 − v2)∥∥L1 ≤ ‖u+ v‖0 ‖∂x(u− v)‖0 + ‖∂x(u+ v)‖0 ‖u− v‖0
≤ 2 (‖u‖1 + ‖v‖1) ‖u− v‖1
y ∥∥∂−1x ∂x(u2 − v2)∥∥L1 ≤ ‖u+ v‖0 ‖u− v‖0
≤ (‖u‖1 + ‖v‖1) ‖u− v‖1
lo cual, junto con (2.1.3) conduce a (2.1.7) y (2.1.9).
2.2. Buen planteamiento local del problema regularizado.
En esta sección se demuestra la parte a) del Teorema 2.1. Para establecer el buen plan-
teamiento local del problema (2.0.2) con µ > 0, se usa un argumento de Punto Fijo, por
lo tanto se comienza mostrando la equivalencia de (2.0.2) con la ecuación integral asociada.
Luego se muestra que el operador deﬁnido por la ecuación integral asociada a (2.0.2) deﬁne
una contracción en un subconjunto apropiado de C ([0, T ] : Es). Finalmente se muestran la
unicidad y la dependencia continua.
Lema 2.1. Para cada s ≥ 1, µ > 0, T > 0 and uµ ∈ C ([0, T ] : Es) la ecuación integral
u(t) = Vµ(t)ϕ+ γ
∫ t
0
Vµ(t− t′)u(t′)∂xu(t′)dt′ (2.2.1)
es equivalente al problema (2.0.2) en el siguiente sentido: u satisface (2.2.1) si y solo si
u ∈ C1 ([0, T ] : Hs−4(R2)) y
l´ım
h→0
∥∥∥∥u(t+ h)− u(t)h + Aµu(t)− γu(t)∂xu(t)
∥∥∥∥
s−4
= 0 (2.2.2)
para todo t ∈ [0, T ]. Cuando t = 0 o t = T , el límite se toma por la derecha o por la izquierda
respectivamente.
Demostración. Asumiendo que u ∈ C ([0, T ] : Hs(R2)) y u satisface (2.2.1) se tiene
u(t+ h)− u(t)
h
=
1
h
{Vµ(t+ h)− Vµ(t)}ϕ
+
γ
h
∫ t
0
{Vµ(t+ h− t′)− Vµ(t− t′)}u(t′)∂xu(t′)dt′
+
γ
h
∫ t+h
t
Vµ(t+ h− t′)u(t′)∂xu(t′)dt′.
Gracias a las propiedades del C0 semigrupo Vµ y al Teorema de la Convergencia Dominada
de Lebesgue se obtiene
l´ım
h→0
1
h
{Vµ(t+ h)− Vµ(t)}ϕ = −AµVµ(t)ϕ,
y
l´ım
h→0
γ
h
∫ t
0
{Vµ(t+ h− t′)− Vµ(t− t′)}u(t′)∂xu(t′)dt′ =
− γAµ
∫ t
0
Vµ(t− t′)u(t′)∂xu(t′)dt′.
Además, por el Teorema del Valor Medio para la integrales de funciones continuas
l´ım
h→0
γ
h
∫ t+h
t
Vµ(t+ h− t′)u(t′)∂xu(t′)dt′ = γu(t)∂xu(t).
Por lo tanto u ∈ C1 ([0, T ] : Hs−4(R2)) y (2.2.1) implica (2.2.2).
Recíprocamente, asumiendo que u ∈ C ([0, T ] : Hs(R))∩C1 ([0, T ] : Hs−4(R2)) y satisface
(2.2.2), es decir,
∂tu+ Aµu = γu∂xu
entonces usando las propiedades de Vµ se tiene
d
dt′
{Vµ(t− t′)u(t′)} = AµVµ(t− t′)u(t′) + Vµ(t− t′)∂t′u(t′)
= Vµ(t− t′) {∂t′u(t′) + Aµu(t′)}
= γVµ(t− t′)u(t′)∂xu(t′)
para t ∈ [0, T ] y t′ tal que 0 ≤ t− t′ ≤ T . Por lo tanto (2.2.1) es consecuencia del Teorema
Fundamental del Cálculo.
Ahora se puede mostrar que
Gv(t) = Vµ(t)ϕ+ γ
∫ t
0
Vµ(t− t′)v(t′)∂xv(t′)dt′ (2.2.3)
deﬁne una contracción en el espacio métrico completo
X =
{
v ∈ C ([0, T ] : Es) | sup
t∈[0,T ]
‖v(t)− Vµ(t)ϕ‖Xs ≤ 1
}
con d(u, v)X = sup
t∈[0,T ]
‖u(t)− v(t)‖Es . Con más precisión se tiene:
Lema 2.2. Si ϕ ∈ Es con s ≥ 1 y µ > 0 entonces existe T = T (γ, µ, s, ‖ϕ‖Es) > 0 tal que
G deﬁne una contracción X .
Demostración. En primer lugar se muestra que Gv pertenece C ([0, T ] : Es) para cualquier
T > 0 para luego ver que existe T > 0 tal que G es una contracción en X .
Para v ∈ C ([0, T ] : Es), t ∈ [0, T ) (ﬁjo) y h > 0 tal que t+ h ≤ T se tiene
‖Gv(t+ h)− Gv(t)‖Es ≤ ‖{Vµ(t+ h)− Vµ(t)}ϕ‖Es
+ γ
∫ t
0
‖{Vµ(h)Vµ(t− t′)− Vµ(t− t′)} v(t′)∂xv(t′)‖Esdt′
+ γ
∫ t+h
t
‖Vµ(t+ h− t′)v(t′)∂xv(t′)‖Esdt′
= A1 +A2 +A3
y usando las propiedades de Vµ junto con las desigualdades (2.1.6) y (2.1.8) del Lema 2.2 y
el Teorema de la Convergencia Dominada de Lebesgue, se obtiene que
l´ım
h↓0
{A1 +A2 +A2} = 0
con lo cual G es continua por la derecha en [0, T ). La continuidad por la izquierda en (0, T ]
se puede deducir en forma similar.
Ahora, si u, v ∈ X entonces ‖u(t)‖Es , ‖v(t)‖Es ≤ 1 + ‖ϕ‖Es además
‖Gu(t)− Vµ(t)ϕ‖Es ≤ γ
∫ t
0
‖Vµ (t− t′)u(t′)∂xu(t′)‖Esdt′,
‖Gv(t)− Vµ(t)ϕ‖Es ≤ γ
∫ t
0
‖Vµ (t− t′) v(t′)∂xv(t′)‖Esdt′
y
‖Gu(t)− Gv(t)‖Es ≤ γ
∫ t
0
‖Vµ(t− t′) {u(t′)∂xu(t′)− v(t′)∂xv(t′)}‖Esdt′.
Así, de (2.1.8) y (2.1.9) se deduce
‖Gu(t)− Vµ(t)ϕ‖Es ≤ γCs(1 + ‖ϕ‖Es)2
(
T + µ−1/4T 3/4 + (µ−1/2T 1/2
)
,
‖Gv(t)− Vµ(t)ϕ‖Es ≤ γCs(1 + ‖ϕ‖Es)2
(
T + µ−1/4T 3/4 + (µ−1/2T 1/2
)
y
‖Gu(t)− Gv(t)‖Es ≤ γCs(1 + ‖ϕ‖Es)
(
T + µ−1/4T 3/4 + (µ−1/2T 1/2
)
sup
[0,T ]
‖u(t′)− u(t′)‖Es
y puesto que
f(T ) = T + µ−1/4T 3/4 + µ−1/2T 1/2
es una función continua y creciente con respecto a la variable T ∈ [0,∞) y f(0) = 0 entonces
existen T1 = T1(γ, µ, s, ‖ϕ‖Es) > 0 y T2 = T2(γ, µ, s, ‖ϕ‖Es) > 0 tales que
T1 + µ
−1/4T 3/41 + µ
−1/2T 1/21 =
1
γCs(1 + ‖ϕ‖Es)2
(2.2.6)
y
T2 + µ
−1/4T 3/42 + µ
−1/2T 1/22 =
1
2γCs(1 + ‖ϕ‖Es)
. (2.2.7)
Por lo tanto, G es una contracción en X con T = mı´n {T1, T2}.
El anterior Lema establece (vía Teorema de Punto Fijo de Banach) la existencia de una
única solución al problema (2.0.2) en X para s > 2 y µ > 0. Ahora se puede demostrar la
parte a) del Teorema 2.1.
Demostración parte a) del Teorema 2.1. Resta establecer la unicidad en Es, la dependencia
continua y la acotación ‖uµ(t)‖Es ≤ ρ(t). Esta última se demuestra en el Lema 2.4. Para
obtener la unicidad se consideran dos soluciones uµ, vµ ∈ C ([0, Tµ] : Hs(R2)) del problema
(2.0.2) con dato inicial ϕ y gracias a la desigualdad 2.1.7 se tiene que para t ∈ [0, Tµ]
‖uµ(t)− vµ(t)‖Es ≤ 2MγCs
∫ t
0
{
1 + (µτ)−1/2 + (µτ)−1/4
} ‖uµ(t′)− vµ(t′)‖Es dt′ (2.2.8)
donde M = ma´x
{
sup
[0,Tµ]
‖uµ(t)‖Es , sup
[0,Tµ]
‖vµ(t)‖Es
}
y τ = t− t′. Por otra parte, existe T1 > 0
tal que
λ(T1) = 2MγCs
∫ T1
0
{
1 + (µτ)−1/2 + (µτ)−1/4
}
dt′ < 1.
Ahora, observando que si T1 ≥ Tµ entonces
‖uµ(t)− vµ(t)‖Es ≤ λ(Tµ) sup
[0,Tµ]
‖uµ(t)− vµ(t)‖Es ,
para todo t ∈ [0, Tµ], luego uµ = vµ en C ([0, Tµ] : Hs(R2)) y la prueba habrá concluido.
Ahora bien, si T1 < Tµ entonces para t ∈ [0, T1]
‖uµ(t)− vµ(t)‖Es ≤ λ(T1) sup
[0,T1]
‖uµ(t)− vµ(t)‖Es
y por tanto uµ = vµ en C ([0, T1] : Hs(R2)). Además, usando nuevamente (2.1.7), la igualdad
uµ = vµ en C ([0, T1] : Hs(R2)) y haciendo el cambio de variable t′ = r + T1, se tiene que
para t ∈ [T1, Tµ] y τ ′ = t− T1 − r
‖uµ(t)− vµ(t)‖Es ≤ 2MγCs
∫ t
0
{
1 + (µτ)−1/2 + (µτ)−1/4
} ‖uµ(t′)− vµ(t′)‖Es dt′
= 2MγCs
∫ t
T1
{
1 + (µτ)−1/2 + (µτ)−1/4
} ‖uµ(t′)− vµ(t′)‖Es dt′
= 2MγCs
∫ t−T1
0
{
1 + (µτ ′)−1/2 + (µτ ′)−1/4
} ‖uµ(r + T1)− vµ(r + T1)‖Es dr
≤ λ(t− T1) sup
[T1,t]
‖uµ(t′)− vµ(t′)‖Es .
Por lo tanto, Tµ − T1 ≤ T1 implica λ(t − T1) < 1 para todo t ∈ [T1, Tµ] y en consecuencia
uµ = vµ en C ([T1, Tµ] : Hs(R2)), así que uµ = vµ en C ([0, Tµ] : Hs(R2)) y la prueba habrá
concluido. Por otra parte, si Tµ−T1 > T1, al repetir el argumento dado para el caso Tµ < T1,
se obtiene que uµ = vµ en C ([0, 2T1] : Hs(R2)) de modo que si Tµ−2T1 ≤ T1 entonces habrá
concluido la prueba, pero en caso contrario, es decir, si Tµ − 2T1 < T1 entonces se repite el
argumento para obtener la igualdad uµ = vµ en C ([0, 3T1] : Hs(R2)) y la prueba concluirá
si Tµ − 3Tµ < T1. Finalmente, la compacidad del intervalo [0, Tµ], garantiza que el resultado
se obtiene al aplicar el anterior argumento un número ﬁnito de veces.
Para establecer la dependencia continua se considera una sucesión (ϕn)n∈Z+ tal que ϕn ∈
Es y ϕn → ϕ en Es junto con las correspondientes sucesiones uµ,n ∈ C ([0, Tn] : Es) y
Tn = Tn(γ, µ, s, ‖ϕn‖Es) de soluciones y tiempos de existencia del problema (2.0.2) con dato
inicial ϕn. Por el Lema 2.2 se tiene que para todo n ∈ Z+
0 < Tn = mı´n {T1,n, T2,n} (2.2.9)
donde T1,n, T2,n satisfacen (2.2.6) y (2.2.7), con ϕ = ϕn, respectivamente. En consecuencia
para T ′ ∈ (0, T ) existe N tal que si n ≥ N , entonces Tn ≥ T ′, luego uµ,n, uµ ∈ C ([0, T ′] : Es).
Por lo tanto, de (2.2.1) y (2.1.7) se sigue
‖uµ,n(t)− uµ(t)‖Es ≤ ‖ϕn − ϕ‖Es
+ γCsMn
{
T ′ + µ−1/4(T ′)3/4 + µ−1/2(T ′)1/2
}∫ t
0
‖uµ,n(t′)− uµ(t′)‖Esdt′
donde Mn = sup
t∈[0,T ′]
{‖uµ,n(t)‖Es + ‖uµ(t)‖Es}. Ahora bien, puesto que para n ≥ N se satis-
face T ′ ≤ T1,n entonces
‖uµ,n(t)‖Es ≤ ‖uµ,n(t)− Vµ(t)ϕn‖Es + ‖ϕn‖Es
≤ 1 + ‖ϕn‖Es
≤ C + ‖ϕ‖Es
luego
Mn ≤ C + ‖ϕ‖Es + sup
t∈[0,T ′]
‖uµ(t)‖Es = M.
Así que
‖uµ,n(t)− uµ(t)‖Es ≤ ‖ϕn − ϕ‖Es
+ γCsM
{
T ′ + µ−1/4(T ′)3/4 + µ−1/2(T ′)1/2
}∫ t
0
‖uµ,n(t′)− uµ(t′)‖Esdt′
y la Desigualdad de Gronwall implica
‖uµ,n(t)− uµ(t)‖Es ≤ ‖ϕn − ϕ‖Es eCT
′
(2.2.10)
donde C = γCsM
(
T ′ + µ−1/4(T ′)3/4 + µ−1/2(T ′)1/2
)
, lo cual ﬁnaliza la prueba.
2.3. Buen planteamiento local con µ = 0.
En esta sección se demuestran la acotación pendiente de la parte a) y la parte b) del Teo-
rema 2.1. Con este propósito, se presentan algunas propiedades de la solución del problema
(2.0.2), con µ > 0, que serán útiles para establecer la existencia y unicidad Es con s > 2.
En primer lugar el efecto regularizante del semigrupo (Vµ(t))t≥0 en el Lema 2.3, luego en los
Lemas 2.4 y (2.5) la posibilidad de elegir el tiempo de existencia de la solución de manera
que no dependa de µ > 0 ni de s cuando s > 2. Y dos desigualdades que también son útiles
para el propósito en el Lema 2.6. Finalmente para obtener la dependencia continua se usa
la técnica de aproximación de [7, Bona-Smith].
Lema 2.3. Sea uµ ∈ C ([0, T ] : Es) la solución de (2.0.2) con µ > 0.
a) Si Es = Hs(R2) y s ≥ 1 entonces uµ ∈ C ((0, T ] : H∞(R2)).
b) Si Es = Xs(R2) y s > 2 entonces uµ ∈ C ((0, T ] : X∞(R2)).
Aquí E∞ = ∩s∈REs.
Demostración. Por el Lema 2.1 se tiene
uµ(t) = Vµ(t)ϕ+ γ
∫ t
0
Vµ(t− t′)uµ(t′)∂xuµ(t′)dt′
y en virtud de (2.1.1), Vµ(t)ϕ ∈ E∞ para t > 0. Y para estimar la norma en Es+λ de la
parte no lineal, con λ > 0, se tiene en cuenta que s− 1 > 1 y por de la desigualdad (2.1.1)
se obtiene
‖Vµ(τ)uµ(t′)∂xuµ(t′)‖Es−1+1+λ ≤ Cλ
[
1 + (µτ)−(1+λ)/4
] ‖uµ(t′)∂xuµ(t′)‖Es−1
≤ Cλ,s
[
1 + (µτ)−(1+λ)/4
] ‖uµ(t′)‖Es−1 ‖∂xuµ(t′)‖Es−1
≤ Cλ,s
[
1 + (µτ)−(1+λ)/4
] ‖uµ(t′)‖2Es
con τ = t− t′, por lo tanto, para 0 < λ < 3∥∥∥∥∫ t
0
Vµ(t− t′)uµ(t′)∂xuµ(t′)dt′
∥∥∥∥
Es+λ
≤ Cλ,s
{
T + µ−(1+λ)/4T (3−λ)/4
}
sup
[0,T ]
‖uµ(t)‖2Es
así que iterando el anterior procedimiento se obtiene b).
Observación 2.1. Si en Lema 2.3 se considera Es = Hs(R2) entonces el resultado es válido
aún para s ≥ 1 porque en este caso no es necesario acotar el término ‖∂−1x (uµ∂xuµ)‖s−1.
El tiempo de existencia de la solución uµ del problema (2.0.2) con µ > 0 es independiente
de µ y de s en el sentido que se precisa en los Lemas 2.4 y (2.5).
Lema 2.4. Si s > 2, µ > 0 y uµ ∈ C ([0, Tµ] : Es) es la solución del problema (2.0.2),
entonces existen Ts = T (γ, s, ‖ϕ‖Es) > 0 y M (γ, s, ‖ϕ‖Es) > 0, independientes de µ, tales
que uµ ∈ C ([0, Ts] : Es) y sup
t∈[0,Ts]
‖uµ(t)‖Es ≤M , para todo µ > 0.
Demostración. Puesto que uµ ∈ C ((0, Tµ] : E∞) para cada µ > 0, al multiplicar la ecuación
diferencial en (2.0.2) por uµ y calcular el producto interno en Es se obtiene
(uµ, ∂tuµ)Es + µ (∆uµ,∆uµ)Es = γ (uµ, uµ∂xuµ)Es
y por la desigualdad de Kato (1.0.13), con r = s > 2
d
dt
‖uµ(t)‖2Es ≤ γCs ‖uµ(t)‖3Es (2.3.1)
para t ∈ (0, Tµ].
Si ρ : [0, T˜s ) −→ [0,∞) es la solución maximal del problema
d
dt
ρ = γCsρ
3
2
ρ(0) = ‖ϕ‖2Es
se tiene que
ρ(t) = ‖ϕ‖2Es
(
1− γCs ‖ϕ‖Es t
2
)−2
(2.3.2)
y T˜s =
2
γCs ‖ϕ‖Es
, luego T˜s depende únicamente de γ, s y ‖ϕ‖Es . Por lo tanto el tiempo
de existencia Tµ de uµ puede ser extendido (si fuera necesario) hasta Ts para cualquier Ts ∈
(0, T˜s). Y para todo µ > 0 se satisface: ‖uµ(t)‖2Es ≤ ρ(t) para t ∈ [0, Ts]. En consecuencia, el
resultado se tiene con Ts y M tales que 0 < Ts < T˜s y M
2 ≥ sup
t∈[0,Ts]
ρ(t).
Lema 2.5. Para s′ > s > 2, µ > 0 y ϕ ∈ Es′ , sean Ts y Ts′ los tiempos (independientes de
µ según el Lema 2.4) de existencia de la solución de (2.0.2), donde ϕ es considerada en Es
y Es
′
, respectivamente. Entonces, la solución uµ ∈ C
(
[0, Ts′ ] : E
s′
)
puede ser extendida (de
ser necesario) al intervalo [0, Ts], es decir, Ts ≤ Ts′ .
Demostración. Puesto que uµ ∈ C
(
[0, Ts′ ] : E
s′
) ∩ C ((0, Ts′ ] : E∞) entonces Ts′ ≤ Ts y
usando la desigualdad de Kato (1.0.13) como en Lema anterior pero con r = s′ se tiene
d
dt
‖uµ(t)‖2Es′ ≤ Cs′,s ‖uµ(t)‖Es ‖uµ(t)‖2Es′
for all t ∈ (0, Ts′ ]. Entonces
‖uµ(t)‖2Es′ ≤ ‖ϕ‖2Es′ +MCs′,s
∫ t
0
‖uµ(t′)‖2Es′dt′
donde
M =
{
sup
t∈[0,Ts′ ]
‖uµ(t)‖Es + sup
t∈[0,Ts′ ]
‖uµ(t)‖Es′
}
y usando la desigualdad de Gronwall
‖uµ(t)‖2Es′ ≤ Cs′,s ‖ϕ‖2Es′ .
Por lo tanto el tiempo Ts′ puede extenderse (de ser necesario) a Ts.
Lema 2.6. Si s > 2, µ > 0, ν > 0 y uµ, vν ∈ C ([0, T ] : Es) son las soluciones del problema
(2.0.2) con dato inicial ϕ y ψ, respectivamente, entonces existe C > 0 tal que
‖uµ(t)− vν(t)‖20 ≤ C
(‖ϕ− ψ‖20 + 4M2T |µ− ν|) (2.3.3)
donde M ≥ ma´x{sup[0,T ] ‖uµ(t)‖Es , sup[0,T ] ‖vν(t)‖Es} y C = eγCsMT . Además, si Es =
Xs(R2) también se tiene∥∥∂−1x (uµ(t)− vν(t))∥∥20 ≤ C (∥∥∂−1x (ϕ− ψ)∥∥20 + 4M2T |µ− ν|) . (2.3.4)
Demostración. Puesto que
d
dt
‖uµ − vν‖20 = −2µ
(
∆2uµ, uµ − vν
)
0
+ 2ν
(
∆2vν , uµ − vν
)
0
+ 2γ (uµ∂xuµ − vν∂xvν , uµ − vν)0
= −2µ ‖∆(uµ − vν)‖20 + 2(ν − µ)
(
∆2vν , uµ − vν
)
0
+
γ
2
(
∂x(uµ + vν), (uµ − vν)2
)
0
entonces
d
dt
‖uµ − vν‖20 ≤ 2 |µ− ν| ‖vν‖s ‖uµ − vν‖s +
γCs
2
‖uµ + vν‖s ‖uµ − vν‖20
≤ 4M2 |µ− ν|+ γCsM ‖uµ − vν‖20
y (2.3.3) se obtiene por la desigualdad de Gronwall. La desigualdad (2.3.4) se demuestra en
forma similar.
Ahora es posible probar la existencia de una única solución débil del problema (2.0.1).
Lema 2.7. Para s > 2 y ϕ ∈ Es existen T = T (γ, s, ‖ϕ‖Es) > 0 y u ∈ Cw ([0, T ] : Es) ∩
C1w ([0, T ] : H
s−2(R2)), la cual satisface (2.0.1) en el sentido débil, es decir, existe u : [0, T ]→
Es tal que la aplicación t 7→ (u(t), ψ)Es es continua en [0, T ] para toda ψ ∈ Es y existe
∂t (u(·), ψ)s−2 tal que la aplicación t 7→ ∂t (u(t), ψ)s−2 es continua en [0, T ] y
∂t (u, ψ)s−2 =
(
γu∂xu−H
(
1− ∂2x ± ∂2y
)
u, ψ
)
s−2
para toda ψ ∈ Hs−2(R2) y t ∈ [0, T ].
Además, u ∈ AC ([0, T ] : Hs−2(R2)),
u(t) = ϕ+
∫ t
0
{
γu(t′)∂xu−H
(
1− ∂2x ± ∂2y
)
u(t′)
}
dt′
y esta solución es única.
Demostración. Sea uµ ∈ C ([0, T ] : Es(R2)), con µ > 0, la solución (dada por la parte a) del
Teorema 2.1) del problema (2.0.2) con tiempo de existencia T = T (γ, s, ‖ϕ‖Es) independiente
de µ (como en el Lema 2.4). Se puede mostrar que existe u : [0, T ]→ Es tal que uµ converge
a u, débilmente en Es y uniformemente en [0, T ], cuando µ → 0+ y que u satisface (2.0.1)
en el sentido débil.
En efecto, sean ν > 0 y uν la solución del problema (2.0.2) con parámetro de regulariza-
ción ν. Por el Lema 2.4 uν ∈ C ([0, T ] : Es) además
1
2
∂t ‖uµ − uν‖20 = (∂t [uµ − uν ] , uµ − uν)0
=
γ
2
(
∂x
[
u2µ − u2ν
]
, uµ − uν
)
0
− (∆2 [µuµ − νuν ] , uµ − uν)0
− (H (1− ∂2x ± ∂2y) (uµ − uν) , uµ − uν)0
= −γ
2
(
u2µ − u2ν , ∂x [uµ − uν ]
)
0
− (∆ [µuµ − νuν ] ,∆ [uµ − uν ])0 − 0
=
γ
4
(
∂x [uµ + uν ] , [uµ − uν ]2
)
0
− (∆ [µuµ − νuµ + νuµ − νuν ] ,∆ [uµ − uν ])0
=
γ
4
(
∂x [uµ + uν ] , [uµ − uν ]2
)
0
− (µ− ν) (∆uµ,∆ [uµ − uν ])0
− ν (∆ [uµ − uν ] ,∆ [uµ − uν ])0
luego
∂t ‖uµ − uν‖20 ≤
γ
2
‖∂x (uµ + uν)‖L∞ ‖uµ − uν‖20 + 2 |µ− ν| ‖∆uµ‖0 ‖∆ (uµ − uν)‖0
entonces usando el Lema de Sobolev 1.4 y la desigualdad sup
t∈[0,T ]
‖uµ(t)‖Es ≤M (ver el Lema
2.4), se tiene
∂t ‖uµ − uν‖20 ≤
γ
2
Cs ‖uµ + uν‖s ‖uµ − uν‖20 + 2 |µ− ν| ‖uµ‖s ‖uµ − uν‖s
≤ γCsM ‖uµ − uν‖20 + 4M2 |µ− ν|
luego
‖uµ − uν‖20 ≤ 4M2T |µ− ν|+ γCsM
∫ T
0
‖uµ − uν‖20dt′
y la desigualdad de Gronwall implica
‖uµ − uν‖20 ≤ 4M2T |µ− ν| eγCsMT = C(γ, s, ‖ϕ‖Es) |µ− ν| . (2.3.5)
Por lo tanto, (uµ)µ>0 es una red de Cauchy en L2(R2) uniforme en [0, T ], en consecuencia
existe u ∈ C ([0, T ] : L2(R2)) tal que uµ converge uniformemente en [0, T ] a u en L2(R2).
Por otra parte, para ψ ∈ Es y  > 0 existe ψ ∈ S(R2) (caso que Es = Hs(R2)) o
ψ ∈ ∂2xS(R2) (caso que Es = Xs(R2)) tal que ‖ψ − ψ‖Es < . Entonces (2.3.5) y el Lema
(2.4) implican
|〈uµ − uν , ψ 〉Es | ≤ |〈uµ − uν , ψ − ψ 〉Es|+ |〈uµ − uν , ψ 〉Es|
≤ ‖uµ − uν‖Es ‖ψ − ψ‖Es + ‖uµ − uν‖0 ‖ψ‖E2s
< 2M+ C1/2(γ, s, ‖ϕ‖Es) ‖ψ‖E2s |µ− ν|1/2
(2.3.6)
luego
l´ım
µ, ν↓0
sup
t∈[0,T ]
|〈uµ(t)− uν(t), ψ 〉Es| = 0
y (uµ)µ>0 es una red de Cauchy débil en E
s y uniforme en [0, T ]. Puesto que Es es un espacio
reﬂexivo entonces Es es débilmente completo, así, existe u˜ ∈ Cw ([0, T ] : Es) tal que uµ ⇀ u˜
débilmente en Es y uniformemente en [0, T ]. Por lo tanto 〈uµ − u˜ , ϕ〉Es → 0 si µ → 0+
para todo ϕ ∈ (Es)′, pero (L2(R2))′ ⊂ (Hs(R2))′, luego uµ ⇀ u˜ débilmente en L2(R2) y
uniformente en [0, T ].
La convergencia fuerte (y uniforme en [0, T ]) de uµ a u en L2(R2) implica la convergen-
cia débil, así que u˜(t) = u(t) para todo t ∈ [0, T ], u ∈ Cw ([0, T ] : Es) y uµ ⇀ u en Es
uniformemente en [0, T ]. Además
‖u(t)‖Es ≤ sup‖ψ‖s=1
∣∣∣∣〈 l´ımµ↓0 uµ(t), ψ 〉s
∣∣∣∣ ≤ ρ(t) ≤M.
Ahora, por el Lema 2.3, para µ > 0, t ∈ (0, T ] se tiene uµ(t) ∈ H∞(R2), y para ψ ∈ Hs−2(R2)
〈uµ(t), ψ 〉s−2 = 〈ϕ, ψ 〉s−2 +
∫ t
0
〈 γuµ(t′)∂xuµ(t′)− Aµuµ(t′), ψ 〉s−2 dt′
con Aµ como en (2.0.3). Y puesto que uµ → u en L2(R2) y uµ ⇀ u en Hs(R2) entonces
Aµuµ ⇀ A0u en Hs−2(R2) y uµ∂xuµ ⇀ u∂xu en Hs−1(R2), entonces al tomar el límite
cuando µ→ 0+ se concluye
〈u(t), ψ 〉s−2 = 〈ϕ, ψ 〉s−2 +
∫ t
0
〈 γu(t′)∂xu(t′)− A0u(t′), ψ 〉s−2 dt′
luego u ∈ Cw ([0, T ] : Es) ∩ C1w ([0, T ] : Hs−2(R2)) y satisface (2.0.1)) en el sentido débil.
Por otra parte, como consecuencia del Teorema Bochner-Pettis la aplicación
[0, T ] 3 t 7−→ γu(t)∂xu(t)− A0u(t) = γu(t)∂xu(t)−Hu(t) +H∂2xu(t)∓H∂2yu(t)
es fuertemente integrable en Hs−2(R2), luego
u(t) = ϕ+
∫ t
0
γu(t′)∂xu(t′)− A0u(t′) dt′, (2.3.7)
es decir, u ∈ AC ([0, T ] : Hs−2(R2)).
Finalmente si v ∈ C ([0, T ] : L2(R2))∩Cw ([0, T ] : Es)∩C1w ([0, T ] : Hs−2(R2)) es la solu-
ción débil de (2.0.1) con v(0) = ψ entonces v es fuertemente derivable en L2(R2) y
1
2
d
dt
‖u(t)− v(t)‖20 = (∂t (u(t)− v(t)) , u(t)− v(t))0
=
γ
4
(
∂x (u(t)− v(t)) , (u(t)− v(t))2
)
0
≤ γ
2
CsM ‖u(t)− v(t)‖20
con M = ma´x
{
sup
t∈[0.T ]
‖u(t)‖s , sup
t∈[0,T ]
‖v(t)‖s
}
, luego
‖u(t)− v(t)‖20 ≤ ‖ϕ− ψ‖20 + γCsM
∫ t
0
‖u(t′)− v(t′)‖20dt′
y de la desigualdad de Gronwall
‖u(t)− v(t)‖20 ≤ ‖ϕ− ψ‖20 eγCsMT (2.3.8)
lo cual implica la unicidad.
Lema 2.8. Si u es la solución débil del problema (2.0.1) dada por el Lema 2.7 entonces
u ∈ C ([0, T ] : Es)∩C1 ([0, T ] : Hs−2(R2)), es la única solución de (2.0.1) y existe M > 0 tal
que sup
[0,T ]
‖u(t)‖Es ≤M .
Demostración. Para demostrar que u ∈ C ([0, T ] : Es) se observa en primer lugar que para
ψ ∈ Es con ‖ψ‖Es = 1 y ρ como en el Lema 2.4 se tiene
|(u(t), ψ)Es| ≤ ‖u(t)‖Es ≤ ρ1/2(t) ≤ sup
[0,T ]
ρ1/2(t) ≤M
por lo tanto
|(ϕ, ψ)Es| ≤ l´ım inf
t→0+
‖u(t)‖Es ≤ l´ım sup
t→0+
‖u(t)‖Es ≤ l´ım
t→0+
ρ1/2(t) = ‖ϕ‖Es
luego l´ım
t→0+
‖u(t)‖Es = ‖ϕ‖Es y l´ım
t→0+
u(t) = ϕ en Es ya que u(t) ⇀ ϕ en Es, es decir, u
es continua por la derecha en 0. Ahora, al considerar t∗ ∈ (0, T ) y la solución débil v del
problema (2.0.1) con dato inicial u(t∗), se tiene gracias a la unicidad, que v(t) = u(t + t∗).
Así, repitiendo el anterior procedimiento se obtiene que v es continua en cero por la derecha,
es decir, u es continua en t∗ por la derecha. Y la continuidad de u por la izquierda en (0, T ]
se obtiene en forma similar ya que v = u(t∗ − t,−x,−y) es solución de (2.0.1) con dato
inicial u(t∗). Finalmente, puesto que A0u(t) − γu(t)∂xu(t) ∈ Hs−2(R2), de (2.3.7) se sigue
que u ∈ C1 ([0, T ] : Hs−2(R2)) y la unicidad está garantizada por (2.3.8).
Lema 2.9. Para s ≥ 0,  ≥ 0, ϕ ∈ Es y
ϕ = e−(1−∆)
s/2
ϕ =
{
e−(1+ξ
2+η2)s/2 ϕ̂
}∨
se tiene:
a) ‖ϕ‖Es ≤ 2 ‖ϕ‖Es .
b) l´ım
→0+
‖ϕ − ϕ‖Es = 0.
c) Para  > 0 y λ > 0, ‖ϕ‖Es+λ ≤
(
λ
s
)λ/s
e−λ/s ‖ϕ‖Es .
d) Para θ ≥ 0, ∥∥ϕ − ϕθ∥∥
0
≤ |− θ| ‖ϕ‖Es .
e)
∥∥ϕθ∥∥
Es
≤ ‖ϕ‖Es si y solo si θ ≥ .
Demostración. Este resultado es consecuencia de la identidad de Parseval y el Teorema de
la Convergencia Dominada de Lebesgue.
Demostración parte b) del Teorema 2.1. En vista del Lema 2.8 sólo hace falta demostrar la
dependencia continua. Para este propósito, sea (ϕn)n∈N una sucesión de funciones en Es tal
que ϕn → ϕ en Es cuando n → ∞. Y para µ ≥ 0 y  ≥ 0, sean uµ,n y uµ las soluciones
del problema (2.0.2) con dato inicial ϕn y ϕ
 respectivamente. Puesto que ϕn → ϕ en Es
si n → ∞ y  → 0+, usando Lema 2.4 se deduce que para Ts ∈ (0, T˜s2 ), donde T˜s es
el tiempo maximal de existencia de la solución uµ al problema (2.0.2) con dato inicial ϕ,
existen N ∈ Z+, 0 > 0 y M > 0 tales que para n ≥ N ,  ∈ [0, 0], µ > 0 y t ∈ [0, Ts] se
satisface:
uµ, u

µ,n ∈ C ([0, Ts] : Es) , sup
[0,Ts]
∥∥uµ(t)∥∥Es , sup
[0,Ts]
∥∥uµ,n(t)∥∥Es ≤M
y
‖uµ(t)− uµ,n(t)‖Es ≤
∥∥uµ(t)− uµ(t)∥∥Es + ∥∥uµ(t)− uµ,n(t)∥∥Es + ∥∥uµ,n(t)− uµ,n(t)∥∥Es .
(2.3.9)
Ahora se consideran dos casos.
Caso Es = Hs(R2):
Calculando el producto
(
∂t(uµ − uµ), uµ − uµ
)
Es
se obtiene
d
dt
∥∥uµ − uµ∥∥2Es ≤ 2γ (uµ∂xuµ − uµ∂xuµ, uµ − uµ)s
≤ 2γ (uµ∂x (uµ − uµ) , uµ − uµ)s
+ 2γ
((
uµ − uµ
)
∂xu

µ, uµ − uµ
)
s
.
Por el Lema 1.0.13 con r = s∣∣∣(uµ∂x (uµ − uµ) , uµ − uµ)s∣∣∣ ≤ CsγM ∥∥uµ − uµ∥∥2s
además ∣∣∣((uµ − uµ) ∂xuµ, uµ − uµ)s∣∣∣ ≤ Csγ ∥∥(uµ − uµ) ∂xuµ∥∥s ∥∥uµ − uµ∥∥s .
Usando los Lemas 1.2 y 2.5 se tiene∥∥(uµ − uµ) ∂xuµ∥∥s = ∥∥Js ((uµ − uµ) ∂xuµ)∥∥0
≤ Cs
∥∥uµ − uµ∥∥s ∥∥uµ∥∥s + ∥∥uµ − uµ∥∥L∞ ∥∥Js∂xuµ∥∥0
≤ Cs
(∥∥uµ − uµ∥∥s ∥∥uµ∥∥s + ∥∥uµ − uµ∥∥s0 ∥∥uµ∥∥s+1)
para algún s0 ∈ (1, s− 1). De (1.1), (2.3.3) y (2.9) se deducen∥∥uµ − uµ∥∥s0 ≤ Cs0,s ∥∥uµ − uµ∥∥1−s0/s0 ∥∥uµ − uµ∥∥s0/ss
≤ Cs0,s 1−s0/s ‖uµ‖Es
∥∥uµ − uµ∥∥s0/ss
≤ Cs0,sM1+s0/s 1−s0/s
y∥∥uµ∥∥s+1 ≤ Cs −1/s ‖uµ‖Es ≤ CsM −1/s.
Por lo tanto
d
dt
∥∥uµ − uµ∥∥2Es ≤ C (∥∥uµ − uµ∥∥2Es + 1−(1+s0)/s)
donde C es una constante positiva que depende de γ, s, s0, M . Y la desigualdad de Gronwall
implica
∥∥uµ − uµ∥∥2Es ≤ (‖ϕ− ϕ‖2Es + TsC 1−(1+s0)/s) eTsC
y repitiendo el argumento se obtiene
∥∥uµ − uµ∥∥Es + ∥∥uµ,n − uµ,n∥∥Es ≤ C (‖ϕ− ϕ‖Es + ‖ϕn − ϕn‖Es + (s−1−s0)/2s) (2.3.10)
donde C = C(γ, s, s0,M, Ts) > 0. Por otra parte, usando los Lemas 1.1 y 2.9 junto con
(2.3.3) se obtiene ∥∥uµ − uµ,n∥∥2Es ≤ Cs ∥∥uµ − uµ,n∥∥2s ∥∥uµ − uµ,n∥∥0
≤ Cs
(∥∥uµ∥∥2s + ∥∥uµ,n∥∥2s) ‖ϕ − ϕn‖0
≤ CsM2s ‖ϕ− ϕn‖0 .
(2.3.11)
Finalmente, el resultado se obtiene combinando las desigualdades (2.3.9), (2.3.10), (2.3.11)
y usando la semicontinuidad inferior débil de la norma.
Caso Es = Xs(R2):
Puesto que
(∂t(uµ − uµ,n), uµ − uµ,n)Xs(R2) = (∂t(uµ − uµ,n), uµ − uµ,n)s+
(
∂−1x ∂t(uµ − uµ,n), ∂−1x (uµ − uµ,n)
)
s
entonces sólo hace falta manipular el segundo término del lado derecho en la igualdad de
arriba. Así que procediendo como en el caso precedente y usando (1.0.13) se tiene
d
dt
∥∥∂−1x (uµ − uµ)∥∥2s ≤ 2γ ((uµ + uµ)(uµ − uµ), ∂−1x (uµ − uµ))s
≤ γCsM
∥∥∂−1x (uµ − uµ)∥∥2s
luego
d
dt
∥∥∂−1x (uµ − uµ)∥∥2s ≤ C (∥∥∂−1x (uµ − uµ)∥∥2s + 1−(1+s0)/s)
donde C es una constante mayor o igual que γCsM y s0 es como en el anterior caso. En
consecuencia la desigualdad de Gronwall da
∥∥∂−1x (uµ − uµ)∥∥2s ≤ (∥∥∂−1x (ϕ− ϕ)∥∥2s + TsC 1−(1+s0)/s) eTsC .
Por lo tanto,
∥∥∂−1x (uµ − uµ)∥∥s + ∥∥∂−1x (uµ,n − uµ,n)∥∥s ≤
C
(∥∥∂−1x (ϕ− ϕ)∥∥s + ∥∥∂−1x (ϕn − ϕn)∥∥s + (s−1−s0)/2s) . (2.3.12)
Finalmente, usando los Lemas 1.1 y 2.9 junto con la desigualdad (2.3.4) se tiene∥∥∂−1x (uµ − uµ,n)∥∥2s ≤ Cs ∥∥∂−1x (uµ − uµ,n)∥∥2s ∥∥∂−1x (uµ − uµ,n)∥∥0
≤ Cs
(
∂−1x
∥∥uµ∥∥2s + ∥∥∂−1x uµ,n∥∥2s)∥∥∂−1x (ϕ − ϕn)∥∥0
≤ CsM2s
∥∥∂−1x (ϕ− ϕn)∥∥0
(2.3.13)
y el resultado se obtiene igual que en el primer caso combinando las desigualdades (2.3.9),
(2.3.10), (2.3.11) (2.3.12) y (2.3.13).
3Teoría con índices negativos
3.1. Índices negativos
En este capítulo se establease el buen planteamiento local de (2.0.2) con µ > 0 en espacios
de Sobolev con índice negativo y se deduce una propiedad de regularidad. Para este ﬁn se
consideran espacios de tipo
X sT =
{
u : C
(
[0, T ] : Hs(R2)
)
: ‖u‖X sT <∞
}
(3.1.1)
con T > 0, s ∈ R y
‖u‖X sT = sup
t∈(0,T ]
{
‖u(t)‖s + t
|s|
4 ‖u(t)‖0
}
.
los cuales son una adaptación de los espacios usados en [14] para tratar la ecuación de
Burgers. El resultado que se presenta es el siguiente.
Teorema 3.1. Si µ > 0 y ϕ ∈ Hs(R2) con s ∈ (−2, 2), entonces existen T = T (‖ϕ‖s) > 0
y una única función u ∈ X sT la cual satisface (2.0.2). Además u ∈ C ((0, T ) : Hr(R2)) para
todo r > 0 y la aplicación Hs(R2) 3 ϕ 7→ u ∈ X sT es continua.
Demostración. Este resultado se prueba vía Teorema de Punto Fijo de Banach, aplicado
a la ecuación integral correspondiente y es consecuencia de los Lemas que se presentan a
continuación.
El siguiente Lema establece las estimaciones necesarias para controlar la norma en X sT
de la solución del problema (2.0.2).
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Lema 3.1. Si µ > 0, 0 ≤ t ≤ T y s ∈ (−2, 2) entonces existe Cs > 0 tal que
t
|s|
4 ‖Vµ(t)ϕ‖0 ≤ Cs
(
t
|s|
4 + µ
−|s|
4
)
‖ϕ‖s (3.1.2)∥∥∥∥∫ t
0
Vµ(t− t′)∂x(uv)dt′
∥∥∥∥
s
≤ Cs
(
µ
−(s+2)
4 t
2−|s|
4 + µ
−1
4 t
3
4
)
‖u‖X sT ‖v‖X sT (3.1.3)
t
|s|
4
∥∥∥∥∫ t
0
Vµ(t− t′)∂x(uv)dt′
∥∥∥∥
0
≤ Cs µ−12 t
2−|s|
4 ‖u‖X sT ‖v‖X sT . (3.1.4)
Demostración. Puesto que
t
|s|
4 ‖Vµ(t)ϕ‖0 ≤ t
|s|
4
∥∥∥(1 + ξ2 + η2)−s2 e−µt(ξ2+η2)2 (1 + ξ2 + η2) s2 ϕ̂ ∥∥∥
0
≤ t |s|4
∥∥∥(1 + ξ2 + η2)−s2 e−µt(ξ2+η2)2∥∥∥
L∞ξ,η
‖ϕ‖s
≤ t |s|4
∥∥∥(1 + ξ2 + η2) |s|2 e−µt(ξ2+η2)2∥∥∥
L∞ξ,η
‖ϕ‖s
entonces de la desigualdad (2.1.4) se sigue (3.1.2).
Para demostrar (3.1.3) se consideran dos casos: primero −2 < s < 0 y luego 0 ≤ s < 2.
Para s ∈ (−2, 0) se tiene∥∥∥(1 + ξ2 + η2) s2 ξ e−µ(t−t′)(ξ2+η2)2∥∥∥2
L2ξ,η
≤
∥∥∥(ξ2 + η2) s+12 e−µ(t−t′)(ξ2+η2)2∥∥∥2
L2ξ,η
=
pi
2
[
1
2µ(t− t′)
](s+2)/2 ∫ ∞
0
xs/2e−xdx
=
pi
2
[
1
2µ(t− t′)
](s+2)/2
Γ
(
1 +
s
2
)
= Cs [µ(t− t′)]−(s+2)/2
(3.1.5)
entonces usando la desigualdad de Young (1.2) junto con la función β se obtiene∥∥∥∥∫ t
0
Vµ(t− t′)∂x(uv)dt′
∥∥∥∥
s
≤
∫ t
0
∥∥∥(ξ2 + η2) s+12 e−µ(t−t′)(ξ2+η2)2∥∥∥
L2ξ,η
‖ û ∗ v̂ ‖L∞ξ,ηdt
′
≤ Cs µ−(s+2)/4
∫ t
0
(t− t′)−(s+2)/4 ‖ û (t′)‖L2ξ,η ‖ v̂ (t
′)‖L2ξ,ηdt
′
= Cs µ
−(s+2)/4
∫ t
0
(t′)−|s|/2 (t− t′)−(s+2)/4 (t′)|s|/4 ‖u(t′)‖L2 (t′)|s|/4 ‖v(t′)‖L2dt′
≤ Cs µ−(s+2)/4 ‖u‖X sT ‖v‖X sT
∫ t
0
(t′)−|s|/2 (t− t′)−(s+2)/4dt′
= Cs µ
−(s+2)/4 t(2−|s|)/4 ‖u‖X sT ‖v‖X sT
∫ 1
0
θ
−|s|
2 (1− θ)−(s+2)/4dθ
= Cs β
(
1− |s|
2
; 1− s+ 2
4
)
µ−(s+2)/4 t(2−|s|)/4 ‖u‖X sT ‖v‖X sT
= Cs µ
−(s+2)/4 t(2−|s|)/4 ‖u‖X sT ‖v‖X sT . (3.1.6)
Y para 0 ≤ s < 2, se observa que gracias a la desigualdad de Young (1.2) junto con la
desigualdad (2.1.5)∥∥∥∥∫ t
0
Vµ(t− t′)∂x(uv)dt′
∥∥∥∥
s
≤
∫ t
0
∥∥∥(1 + ξ2 + η2) s+12 e−µ(t−t′)(ξ2+η2)2∥∥∥
L2ξ,η
‖ û ∗ v̂ ‖L∞ξ,ηdt
′
≤
∫ t
0
∥∥∥(1 + ξ2 + η2) s+12 e−µ(t−t′)(ξ2+η2)2∥∥∥
L2ξ,η
‖u(t′)‖s ‖v(t′)‖sdt′
≤ ‖u‖X sT ‖v‖X sT
∫ t
0
∥∥∥(1 + ξ2 + η2) s+12 e−µ(t−t′)(ξ2+η2)2∥∥∥
L2ξ,η
dt′
≤ Cs ‖u‖X sT ‖v‖X sT
∫ t
0
{
[µ(t− t′)]−(s+2)/4 + [µ(t− t′)]−1/4
}
dt′
≤ Cs ‖u‖X sT ‖v‖X sT
(
µ−(s+2)/4 t(2−|s|)/4 + µ−1/4 t3/4
)
. (3.1.7)
Por lo tanto (3.1.6) y (3.1.7) implican (3.1.3).
Finalmente, procediendo en forma similar y puesto que∥∥∥ξe−µ(t−t′)(ξ2+η2)2∥∥∥
L2ξ,η
≤ C [µ(t− t′)]−1/2 (3.1.8)
se obtiene
t|s|/4
∥∥∥∥∫ t
0
Vµ(t− t′)∂x(uv)dt′
∥∥∥∥
0
≤
≤ C ‖u‖X sT ‖v‖X sT µ
−1/2t|s|/4
∫ t
0
(t′)−|s|/2 (t− t′)−1/2dt′
≤ C ‖u‖X sT ‖v‖X sT µ
−1/2t(2−|s|)/4
∫ 1
0
θ−|s|/2 (1− θ)−1/2dθ
≤ Cβ
(
1− |s|
2
;
1
2
)
‖u‖X sT ‖v‖X sT µ
−1/2t(2−|s|)/4
lo cual conduce a (3.1.4).
La propiedad regularidad, u ∈ ((0, T ] : Hr(R2)) para todo r > 0, que se enuncia en el
Teorema 3.1 se obtiene como consecuencia del siguiente Lema junto con el Lema 2.3 en su
literal a) y la unicidad de la solución.
Lema 3.2. Si µ > 0, 0 ≤ t ≤ T , s ∈ (−2, 2), k ∈ [0, 2− |s|) entonces la aplicación
G˜u(t) =
∫ t
0
Vµ (t− t′) ∂xu2(t′)dt′ (3.1.9)
está en C
(
[0, T ] : Hs+k(R2)
)
para todo u ∈ X sT .
Demostración. En primer lugar se observa que las hipótesis s ∈ (−2, 2) y k ∈ [0, 2 − |s|)
implican |s+ k| < 2. Por lo tanto de (3.1.3) se deduce∥∥∥∥∫ t
0
Vµ(t− t′)∂x(u2)dt′
∥∥∥∥
s+k
≤ Cs
(
µ
−(s+k+2)
4 t
2−|s+k|
4 + µ
−1
4 t
3
4
)
‖u‖2X sT ,
es decir, G˜u(t) ∈ Hs+k(R2) para todo t ∈ [0, T ].
Ahora, para obtener la continuidad, se verá que para t0 y t1 tales que 0 ≤ t0 < t1 ≤ T ,
se tiene
l´ım
t1−t0→ 0
∥∥∥G˜u(t1)− G˜u(t0)∥∥∥
s+k
= 0.
En efecto, puesto que∥∥∥G˜u(t1)− G˜u(t0)∥∥∥
s+k
≤
∫ t1
t0
∥∥Vµ(t1 − t′)∂x(u2)∥∥s+kdt′
+
∫ t0
0
∥∥{Vµ(t1 − t′)− Vµ(t0 − t′)} ∂x(u2)∥∥s+kdt′.
entonces procediendo como en la prueba del Lema 3.1, usando las desigualdades (2.1.4),
(3.1.5) y haciendo el cambio de variable t′ = (t1 − t0)θ + t0, se tiene que para −2 < s < 0∫ t1
t0
∥∥Vµ(t1 − t′)∂xu2∥∥s+kdt′
≤ ‖u‖2X sT
∫ t1
t0
(t′)
−|s|
2
∥∥∥(ξ2 + η2) s+12 〈 · 〉ke−µ(t1−t′)(ξ2+η2)2∥∥∥
L2ξ,η
dt′
≤ ‖u‖2X sT
∫ t1
t0
(t′)
−|s|
2
∥∥∥〈 · 〉ke−µ(t1−t′)(ξ2+η2)2/2∥∥∥
L∞ξ,η
∥∥∥(ξ2 + η2) s+12 e−µ(t1−t′)(ξ2+η2)2/2∥∥∥
L2ξ,η
dt′
≤ Cs,k ‖u‖2X sT
∫ t1
t0
(t′)
−|s|
2
{
1 + [µ(t1 − t′)]−k/4
}
[µ(t1 − t′)]−(s+2)/4dt′
≤ Cs,k ‖u‖2X sT
(
t1 − t0
µ
)(s+2)/4 ∫ 1
0
{
1 + [µ(t1 − t0)(1− θ)]−k/4
}
θ
−|s|
2 (1− θ)−(s+2)/4dθ
≤ Cs,k ‖u‖2X sT
(
t1 − t0
µ
)(s+2)/4 [
β
(
1− |s|
2
; 1− s+ 2
4
)
+ µ−k/4(t1 − t0)−k/4β
(
1− |s|
2
; 1− k + s+ 2
4
)]
≤ Cs,k ‖u‖2X sT
(
t1 − t0
µ
)(s+2)/4 [
1 + µ−k/4(t1 − t0)−k/4
]
. (3.1.10)
Mientras que para 0 ≤ s < 2, gracias a la desigualdad (2.1.5), se tiene que∫ t1
t0
∥∥Vµ(t1 − t′)∂xu2∥∥s+kdt′
≤ ‖u‖2X sT
∫ t1
t0
∥∥∥(1 + ξ2 + η2) s+k+12 e−µ(t1−t′)(ξ2+η2)2∥∥∥
L2ξ,η
dt′
≤ Cs,k ‖u‖2X sT
∫ t1
t0
{
[µ(t1 − t′)]−(s+k+2)/4 + [µ(t1 − t′)]−1/4
}
dt′
≤ Cs,k ‖u‖2X sT
{
µ−(s+k+2)/4(t1 − t0)(2−s−k)/4 + µ−1/4(t1 − t0)3/4
}
. (3.1.11)
Por lo tanto, de (3.1.10) y (3.1.11) se concluye que
l´ım
(t1−t0)→ 0
∫ t1
t0
∥∥Vµ(t1 − t′)∂x(u2)∥∥s+kdt′ = 0.
Por otra parte, para tratar el término∫ t0
0
∥∥{Vµ(t1 − t′)− Vµ(t0 − t′)} ∂x(u2)∥∥s+kdt′
nuevamente se consideran por separado los casos −2 < s < 0 y 0 ≤ s < 2. En primer lugar,
si −2 < s < 0 entonces, usando las desigualdades (2.1.4), (3.1.5) y haciendo el cambio de
variable t′ = t0θ, se tiene∫ t0
0
∥∥{Vµ(t1 − t′)− Vµ(t0 − t′)} ∂x(u2)∥∥s+kdt′
≤ ‖u‖2X sT
∫ t0
0
(t′)
−|s|
2
∥∥∥(ξ2 + η2) s+12 〈 · 〉ke−µ(t0−t′)(ξ2+η2)2+i(t0−t′) sgn (ξ)(1+ξ2∓η2){
e−µ(t1−t0)(ξ
2+η2)2+i(t1−t0) sgn (ξ)(1+ξ2∓η2) − 1
}∥∥∥
L2ξ,η
dt′
≤ 2 ‖u‖2X sT
∫ t0
0
(t′)
−|s|
2
∥∥∥〈 · 〉ke−µ(t0−t′)(ξ2+η2)2/2∥∥∥
L∞ξ,η
∥∥∥(ξ2 + η2) s+12 e−µ(t0−t′)(ξ2+η2)2/2∥∥∥
L2ξ,η
dt′
≤ Cs,k ‖u‖2X sT
∫ t0
0
(t′)
−|s|
2
{
1 + [µ(t0 − t′)]−k/4
}
[µ(t0 − t′)]−(s+2)/4dt′
≤ Cs,k ‖u‖2X sT
(
t0
µ
)(s+2)/4 ∫ 1
0
{
1 + [µ t0(1− θ)]−k/4
}
θ
−|s|
2 (1− θ)−(s+2)/4dθ
≤ Cs,k ‖u‖2X sT
(
t0
µ
)(s+2)/4 [
β
(
1− |s|
2
; 1− s+ 2
4
)
+ (µ t0)
−k/4β
(
1− |s|
2
; 1− s+ k + 2
4
)]
≤ Cs,k ‖u‖2X sT
(
t0
µ
)(s+2)/4 [
1 + (µt0)
−k/4] . (3.1.12)
Y si 0 ≤ s < 2 entonces, usando (2.1.5), se tiene que∫ t0
0
∥∥{Vµ(t1 − t′)− Vµ(t0 − t′)} ∂x(u2)∥∥s+kdt′
≤ ‖u‖2X sT
∫ t0
0
∥∥∥(1 + ξ2 + η2) s+k+12 e−µ(t0−t′)(ξ2+η2)2+i(t0−t′) sgn (ξ)(1+ξ2∓η2){
e−µ(t1−t0)(ξ
2+η2)2+i(t1−t0) sgn (ξ)(1+ξ2∓η2) − 1
}∥∥∥
L2ξ,η
dt′
≤ 2 ‖u‖2X sT
∫ t0
0
∥∥∥(1 + ξ2 + η2) s+k+12 e−µ(t0−t′)(ξ2+η2)2∥∥∥
L2ξ,η
dt′
≤ Cs,k ‖u‖2X sT
∫ t0
0
{
[µ(t0 − t′)]−(s+k+2)/4 + [µ(t0 − t′)]−1/4
}
dt′
≤ Cs,k ‖u‖2X sT
[
µ−(s+k+2)/4 t(2−s−k)/40 + µ
−1/4 t3/40
]
(3.1.13)
Por lo tanto, observando que
l´ım
t1−t0→ 0
{
e−µ(t1−t0)(ξ
2+η2)2+i(t1−t0) sgn (ξ)(1+ξ2∓η2) − 1
}
= 0
para casi todo (ξ, η) ∈ R2, el Teorema de la Convergencia Dominada de Lebesgue permite
concluir que
l´ım
t1−t0→ 0
∫ t0
0
∥∥{Vµ(t1 − t′)− Vµ(t0 − t′)} ∂x(u2)∥∥s+kdt′ = 0
lo cual completa prueba.
En el próximo Lema se establece la propiedad de contracción en un subconjunto adecuado
de X sT .
Lema 3.3. Para µ > 0, ϕ ∈ Hs(R2) con−2 < s < 2 y ‖ϕ‖s > 0 existenM = M (γ, µ, s, ‖ϕ‖s) >
0 y T = T (γ, µ, s, ‖ϕ‖s) ∈ (0, 1] tales que la aplicación
Gu(t) = Vµ(t)ϕ+ γ
2
∫ t
0
Vµ(t− t′)∂x(u2)dt′
es una contracción en la bola cerrada
X sT (M) =
{
u ∈ X sT : ‖u(t)‖X sT ≤M
}
.
Demostración. Las propiedades del semigrupo {Vµ(t)}t≥0 junto con el Lema de regulariza-
ción 3.2, con k = 0, demuestran que Gu ∈ C ([0, T ] : Hs(R2)) para cualquier T > 0. Por otra
parte, las desigualdades del Lema 3.1 implican que
‖Gu‖X sT ≤ sup
[0,T ]
{
‖Vµ(t)ϕ‖s +
γ
2
∥∥∥∥∫ t
0
Vµ(t− t′)∂x(u2)dt′
∥∥∥∥
s
+
t|s|/4 ‖Vµ(t)ϕ‖0 +
t|s|/4γ
2
∥∥∥∥∫ t
0
Vµ(t− t′)∂x(u2)dt′
∥∥∥∥
0
}
≤ [1 + Cs (T |s|/4 + µ−|s|/4)] ‖ϕ‖s + γ2 [(µ−(s+2)/4 + µ−1/2)T (2−|s|)/4 + µ−1/4T 3/4] ‖u‖2X sT
y para T ≤ 1 se obtiene
‖Gu‖X sT ≤[
1 + Cs
(
1 + µ−|s|/4
)] ‖ϕ‖s + γ2 [(µ−(s+2)/4 + µ−1/2)T (2−|s|)/4 + µ−1/4T 3/4] ‖u‖2X sT
≤ C
{
‖ϕ‖s +
(
T (2−|s|)/4 + T 3/4
) ‖u‖2X sT}
donde C = C(γ, µ, s) es una constante positiva. Y repitiendo este último procedimiento, con
v ∈ X sT se obtiene
‖Gu− Gv‖X sT ≤ C
(
T (2−|s|)/4 + T 3/4
) ‖u+ v‖X sT ‖u− v‖X sT .
Por lo tanto eligiendo M = 2C ‖ϕ‖s y T ∗ tal que
F (T ∗) = (T ∗)(2−|s|)/4 + (T ∗)3/4 =
1
4CM
=
1
8C2 ‖ϕ‖s
,
el resultado se obtiene para cualquier T ∈ (0, T ′) con T ′ = mı´n {1, T ∗}.
Finalmente, los Lemas 3.4, 3.5 y 3.6 prueban la existencia, unicidad y dependencia con-
tinua.
Lema 3.4. Para µ > 0, ϕ ∈ Hs(R2) con −2 < s < 2 y ‖ϕ‖s > 0, existen M > 0, T ∈ (0, 1]
una única función u ∈ X sT (M) ⊂ X sT la cual satisface (2.0.2).
Demostración. En vista del Lema 3.3, este resultado es una consecuencia del Teorema de
Punto Fijo de Banach.
Lema 3.5. Sean ϕ ∈ Hs(R2) con s ∈ (−2, 2) y µ > 0. Si u, v ∈ X sT son soluciones del
problema (2.0.2), con u(0) = v(0) = ϕ, entonces u = v en X sT .
Demostración. Procediendo como en el Lema 3.3 se obtiene
‖u− v‖X sT ≤ C
[
T (2−|s|)/4 + T 3/4
] ‖u+ v‖X sT ‖u− v‖X sT ,
con C > 0 como en dicho Lema, y se observa que existe T1 > 0 tal que
C
[
T
(2−|s|)/4
1 + T
3/4
1
]
‖u+ v‖X sT < 1. (3.1.14)
Ahora bien, si T ≤ T1 entonces
C
[
T (2−|s|)/4 + T 3/4
] ‖u+ v‖X sT < 1
y por tanto u = v en X sT . En caso contrario, es decir, si T > T1 las desigualdades
‖u− v‖X sT1 ≤ C
[
T
(2−|s|)/4
1 + T
3/4
1
]
‖u+ v‖X sT1 ‖u− v‖X sT1
≤ C
[
T
(2−|s|)/4
1 + T
3/4
1
]
‖u+ v‖X sT ‖u− v‖X sT1
junto con (3.1.14) implican u = v en X sT1 . Ahora, considerando el conjunto
A = {T ′ ∈ (0, T ] : u = v en X sT ′}
el cual no es vacío ya que T1 ∈ A, se probará que T = supA y que T ∈ A. En efecto, si se
supone que T ∗ = supA < T , es posible hallar N ∈ Z+ y T ′ ∈ A tales que:
a) 0 < T ∗ − T ′ < 1
N
,
b) T ∗ + 1
N
< T ,
c) C
[(
1
N
)(2−|s|)/4
+
(
1
N
)3/4] ‖u+ v‖X sT < 1.
Y al considerar las funciones u˜(t) = u(t+T ′) y v˜(t) = v(t+T ′) con t ∈ [0, T −T ′], las cuales
están en X sT−T ′ y son soluciones de (2.0.2), con u˜(0) = v˜(0) = u(T ′) = v(T ′), se tiene que
‖u˜− v˜‖Xs
1/N
≤ C
[(
1
N
)(2−|s|)/4
+
(
1
N
)3/4]
‖u˜+ v˜‖X s
1/N
‖u˜− v˜‖X s
1/N
≤ C
[(
1
N
)(2−|s|)/4
+
(
1
N
)3/4]
‖u+ v‖X sT ‖u˜− v˜‖X s1/N
por lo tanto c) implica u˜ = v˜ en X s1/N . En consecuencia u = v en X sT ′+(1/N), pero esto
no es posible ya que T ∗ = supA. Para ﬁnalizar se observa que el Lema 3.2 implica que
u, v ∈ C ((0, T ] : Hr(R2)) para todo r < 2, en particular u, v ∈ C ((0, T ] : L2(R2)) y en
consecuencia T ∈ A.
Lema 3.6. La aplicación Hs(R2) 3 ϕ 7→ u ∈ X sT donde u es la solución de (2.0.2) dada
por el Lema 3.5 es continua. Más precisamente, si µ > 0, s ∈ (−2, 2), ϕn → ϕ en Hs(R2) y
un ∈ X sTn , u ∈ X sT son las soluciones de (2.0.2) (dadas por el Lema 3.5) con dato inicial ϕn
y ϕ respectivamente, entonces dado T ′ ∈ (0, T ), un ∈ X sT ′ (para n suﬁcientemente grande) y
un → u en X sT ′ .
Demostración. Si T y Tn son los tiempos de existencia de las soluciones de (2.0.2) con
datos iniciales ϕ y ϕn, respectivamente, por el Lema 3.3 se tiene que T ∈ (0,mı´n {1, T ∗}) y
Tn ∈ (0,mı´n {1, T ∗n}) donde T ∗ y T ∗n satisfacen
F (T ∗) = (T ∗)(2−|s|)/4 + (T ∗)3/4 =
1
8C2 ‖ϕ‖s
y
F (T ∗n) = (T
∗
n)
(2−|s|)/4 + (T ∗n)
3/4 =
1
8C2 ‖ϕn‖s
.
Además, puesto ϕn → ϕ en Hs(R2), para T ′ ∈ (0, T ) existe N ∈ N tal que si n ≥ N entonces
un ∈ X sT ′ y ‖ϕn‖s + ‖ϕ‖s
4 ‖ϕ‖s
≤ 3
4
.
Ahora, procediendo como en Lema 3.3 con n ≥ N se tiene
‖un − u‖X s
T ′
≤ C ‖ϕn − ϕ‖s + CF (T ′) ‖un + u‖X s
T ′
‖un − u‖X s
T ′
≤ C ‖ϕn − ϕ‖s + 2C2F (T ∗) (‖ϕn‖s + ‖ϕ‖s) ‖un − u‖X s
T ′
= C ‖ϕn − ϕ‖s +
1
4 ‖ϕ‖s
(‖ϕn‖s + ‖ϕ‖s) ‖un − u‖X s
T ′
≤ C ‖ϕn − ϕ‖s +
3
4
‖un − u‖X s
T ′
así que
‖un − u‖X s
T ′
≤ 4C ‖ϕn − ϕ‖s
lo cual completa la prueba.
4Teoría global
En esta sección se establece el buen planteamiento global de (2.0.2) en Hs(R2) con s >
−2 y µ > 0. Más precisamente, se muestra que el problema (2.0.2) está globalmente bien
planteado en Hs(R2) para s ≥ 1 con µ > 0 y en X sT (ver 3.1.1) con s ∈ (−2, 1) y µ > 0.
4.1. Cantidades conservadas.
En primer lugar se presentan las siguientes identidades.
Lema 4.1. La solución u ∈ C ([0, T ] : Hs(R2)) de (2.0.2) con µ > 0, dato inicial u(0) = ϕ y
s ≥ 1, satisface las siguientes identidades.∫
R2
u(t) = cos (t)
∫
R2
ϕ− sin (t)
∫
R2
Hϕ (4.1.1a)
∫
R2
Hu(t) = cos (t)
∫
R2
Hϕ+ sin (t)
∫
R2
ϕ (4.1.1b)
∫
R2
ϕ = cos (t)
∫
R2
u(t) + sin (t)
∫
R2
Hu(t) (4.1.1c)
‖ϕ‖20 = ‖u(t)‖20 + 2µ
∫ t
0
‖∆u(t′)‖20dt′ (4.1.1d)
Demostración. Integrando la ecuación diferencial en (2.0.2) sobre R2 se obtiene
d
dt
∫
u(t) +
∫
Hu(t) = 0.
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Aplicando el operador H a la diferencial en (2.0.2) e integrando nuevamente se tiene
d
dt
∫
Hu(t)−
∫
u(t) = 0.
Ahora, al diferenciar respecto a t las ecuaciones de arriba se obtiene el sistema
d2
dt2
∫
u(t) +
∫
u(t) = 0,
d2
dt2
∫
Hu(t) +
∫
Hu(t) = 0
y al resolver se obtienen (4.1.1a), (4.1.1b) y a partir de estas se obtiene (4.1.1c).
Para obtener (4.1.1d) se multiplica la ecuación diferencial en (2.0.2) por u y luego se
integra sobre R2.
4.2. Buen planteamiento global en Hs(R2), s ≥ 1.
Ahora se obtendrá el resultado global en Hs(R2) para s ≥ 1.
Teorema 4.1. Si s ∈ [1,∞) y µ > 0 entonces el problema (2.0.2) está bien planteado
globalmente en Hs(R2).
Demostración. Primero se va a demostrar el Teorema en el caso s = 1. Luego, por la de-
sigualdad de regularización (2.1.2) se obtendrá el resultado para s > 1.
Sea u ∈ ([0, T ] : H1(R2)) la solución de (2.0.2) con dato inicial ϕ. Por (4.1.1d) se tiene
‖u(t)‖0 ≤ ‖ϕ‖0 . (4.2.1)
Ahora se procede a acotar las normas ‖∂xu(t)‖0 y ‖∂yu(t)‖0.
Derivando la ecuación diferencial en (2.0.2) con respecto a x, calculando el producto en
L2x,y con v = ∂xu, integrando por partes y usando la desigualdad de Cauchy-Schwarz junto
con (4.2.1), se obtiene
d
dt
‖v(t)‖20 = −2µ ‖∆v(t)‖20 − 2γ
∫
R2
u(t)v(t)∂xv(t)dxdy
≤ −2µ ‖∆v(t)‖20 + 2γ ‖ϕ‖0 ‖v(t)‖L∞ ‖∂xv(t)‖0 .
Además, por la desigualdad de Gagliardo-Nirenberg (ver [20])
‖v(t)‖L∞ ≤ C ‖∆v(t)‖1/20 ‖v(t)‖1/20 (4.2.2)
y
‖∂xv(t)‖0 ≤ C ‖∆v(t)‖1/20 ‖v(t)‖1/20 . (4.2.3)
En consecuencia
d
dt
‖v(t)‖20 ≤ −2µ ‖∆v(t)‖20 + Cγ ‖ϕ‖0 ‖∆v(t)‖0 ‖v(t)‖0
y puesto que para  > 0 se tiene
Cγ ‖ϕ‖0 ‖∆v(t)‖0 ‖v(t)‖0 ≤ 2C2γ2 ‖ϕ‖20 ‖∆v(t)‖20 + −2 ‖v(t)‖20
entonces
d
dt
‖v(t)‖20 ≤
(
2C2γ2 ‖ϕ‖20 − 2µ
) ‖∆v(t)‖20 + −2 ‖v(t)‖20 .
De manera que eligiendo  tal que 2C2γ2 ‖ϕ‖20 < 2µ se obtiene
d
dt
‖v(t)‖20 ≤ −2 ‖v(t)‖20
y la desigualdad de Gronwall conduce a
‖∂xu(t)‖20 = ‖v(t)‖20 ≤ ‖∂xϕ‖20 e
−2T . (4.2.4)
Para estimar ‖∂yu(t)‖0 el procedimiento es similar, derivando la ecuación diferencial en
(2.0.2) con respecto a y, calculando el producto en L2x,y con w = ∂yu y usando la desigualdad
de Cauchy-Schwarz junto con (4.2.1) y (4.2.4), se obtiene
d
dt
‖w(t)‖20 = −2µ ‖∆w(t)‖20 + 2γ
∫
R2
{
w2(t)∂xu(t) + u(t)w(t)∂xw(t)
}
dxdy
≤ −2µ ‖∆w(t)‖20 + 2γ {‖w(t)‖L∞ ‖w(t)‖0 ‖∂xu(t)‖0 + ‖w(t)‖L∞ ‖u(t)‖0 ‖∂xw(t)‖0}
≤ −2µ ‖∆w(t)‖20 + Cγ {‖w(t)‖L∞ ‖w(t)‖0 ‖∂xϕ‖0 + ‖w(t)‖L∞ ‖ϕ‖0 ‖∂xw(t)‖0} .
Por lo tanto, de las desigualdades (4.2.2) y (4.2.3) se sigue que
d
dt
‖w(t)‖20 ≤ −2µ ‖∆w(t)‖20 + Cγ
{
‖∆w(t)‖1/20 ‖w(t)‖3/20 ‖∂xϕ‖0 + ‖∆w(t)‖0 ‖ϕ‖0 ‖w(t)‖0
}
.
Ahora, por la desigualdad de Young, para  > 0 se tiene
Cγ ‖∆w(t)‖1/20 ‖w(t)‖3/20 ‖∂xϕ‖0 ≤
4C4γ4 ‖∂xϕ‖40 ‖∆w(t)‖20
4
+
−4/3 ‖w(t)‖20
4/3
y
Cγ ‖∆w(t)‖0 ‖ϕ‖0 ‖w(t)‖0 ≤
2C2γ2 ‖ϕ‖20 ‖∆w(t)‖20
2
+
−2 ‖w(t)‖20
2
.
Por lo tanto
d
dt
‖w(t)‖20 ≤
{
2C2γ2 ‖ϕ‖20 + 4C4γ4 ‖∂xϕ‖40 − 2µ
} ‖∆w(t)‖20 + {−2 + −4/3} ‖w(t)‖20
de manera que eligiendo  > 0 tal que 2C2γ2 ‖ϕ‖20 + 4C4γ4 ‖∂xϕ‖40 < 2µ, se tiene
d
dt
‖w(t)‖20 ≤
{
−2 + −4/3
} ‖w(t)‖20
así, de la desigualdad de Gronwall se sigue
‖∂yu(t)‖20 = ‖w(t)‖20 ≤ ‖∂yϕ‖20 e(
−2+−4/3)T (4.2.5)
Por lo tanto de (4.2.1), (4.2.4) y (4.2.5) se sigue el resultado en H1(R2).
Para establecer el resultado en el caso s > 1, se observa que
‖u(t)‖1+λ ≤ ‖Vµ(t)ϕ‖1+λ + γ
∫ t
0
‖Vµ(t− t′)u(t′)∂xu(t′)‖1+λ dt′
≤ ‖ϕ‖1+λ + γ
∫ t
0
‖Vµ(t− t′)u(t′)∂xu(t′)‖1+λ dt′
(4.2.6)
y usando la desigualdad (2.1.2), con s = 1 + λ y λ > 0, junto con la desigualdad de Cauchy-
Schwarz se tiene
‖Vµ(t− t′)u(t′)∂xu(t′)‖1+λ ≤ Cλ
{
[µ(t− t′)]−(2+λ)/4 + [µ(t− t′)]−1/4
}
‖u(t′)‖21 .
Por lo tanto integrando la desigualdad de arriba entre 0 y t con λ ∈ (0, 2) y teniendo en
cuenta (4.2.6) se obtiene
‖u(t)‖1+λ ≤ ‖ϕ‖1+λ + γ Cλ
{
µ−(2+λ)/4T (2−λ)/4 + µ−1/4T 3/4
}
sup
t∈[0,T ]
‖u(t)‖21
lo cual establece el resultado para s = 1 + λ ∈ (1, 3). Finalmente, iterando el procedimiento
anterior se completa la prueba.
Observación 4.1. El Teorema 4.1 es válido aun considerando Xs(R2) con s ≥ 1 (ver 1.0.6)
en lugar de Hs(R2). Para la prueba de este resultado se observa que sólo hace falta estimar
la norma ‖∂−1x u(t)‖s, lo cual se consigue siguiendo el mismo procedimiento que se usó en
la demostración del Teorema 4.1, para s = 1, y usando la desigualdad (2.1.3) para estimar
‖∂−1x u(t)‖1+λ, con λ ∈ (0, 2).
4.3. Buen planteamiento global en X sT , −2 < s < 1.
En el siguiente Teorema se establece el resultado en X sT .
Teorema 4.2. Si s ∈ (−2, 1) y µ > 0 entonces el problema (2.0.2) está bien planteado
globalmente en X sT .
Demostración. Sean u ∈ X sT la solución del problema (2.0.2) dada por el Teorema 3.1 y
T ′ ∈ (0, T ), entonces
‖u‖X s
T ′
= MT ′,s <∞. (4.3.1)
Por otra parte, el Lema de regularización 3.2 implica que u(T ′) ∈ H1(R2) y gracias al
Teorema 4.1 se tiene que la solución u˜ del problema (2.0.2) con dato inicial u(T ′) es global
en el tiempo. Además por la unicidad, se veriﬁca que u(T ′+t) = u˜(t) para todo t ∈ [0, T−T ′].
Por lo tanto
‖u‖X sT ≤ ‖u‖X sT ′ + ‖u(T
′ + ·)‖X s
T−T ′
≤MT ′,s + ‖u˜‖X s
T−T ′
= MT ′,s + sup
(0,T−T ′]
{‖u˜(t)‖1 + t|s|/4 ‖u˜(t)‖0}
≤MT ′,s + sup
[0,T−T ′]
{‖u˜(t)‖1 + t|s|/4 ‖u˜(t)‖0}
≤MT ′,s +
{
1 + (T − T ′)|s|/4
}
sup
[0,T−T ′]
‖u˜(t)‖1
lo cual conduce al resultado deseado.
5Continuación única y Espacios con peso.
En este capítulo se considera el problema (2.0.2) con µ ≥ 0 y dato inicial ϕ en los espacios
F˜s,m, m ∈ Z+. En este sentido, se siguen las ideas de R. Iorio en [24, 26] para estudiar el
comportamiento asintótico cuando |x| → ∞ y determinar condiciones bajo las cuales la
solución al problema de Cauchy asociado a la ecuación de Bejamín-Ono
∂tu+H∂2xu+ u∂xu = 0, t, x ∈ R
es identicamente cero.
También se estudia el problema (2.0.1) con dato inicial ϕ ∈ Xs(w2r), r ∈ [0, 1]. El objetivo
es obtener resultados de persistencia y extender el buen plantemiento local del problema
(2.0.1) a dichos espacios. En este sentido se siguen las ideas de Fonseca, G. y Ponce, G. en
[19].
5.1. Continuación única.
Para iniciar se recuerda que para s ∈ R y r > 0
Fs,r = H
s(R2) ∩ L2(w2rdxdy) (5.1.1)
con
‖ϕ‖2Fs,r = ‖ϕ‖2s + ‖wrϕ‖20 . (5.1.2)
donde w(x, y) = (1 + x2 + y2)
1
2 . Además para r = m ∈ Z+ se consideran lo espacios
F˜s,m =
{
ϕ ∈ Fs,m : ∂jξ ϕ̂ (0, η) = 0 para todo η ∈ R
y j = 0, . . . ,m− 1.
}
(5.1.3)
Lema 5.1. Sean m ∈ Z+ y s ∈ R con s ≥ m. Si j y k son enteros no negativos para los
cuales 0 ≤ j + k ≤ m entonces existe Cj,k > 0 tal que∥∥ξj∂kξ ϕ̂∥∥0 ≤ Cj,k ‖ϕ‖Fs,m (5.1.4)
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y∥∥ηj∂kη ϕ̂ ∥∥0 ≤ Cj,k ‖ϕ‖Fs,m . (5.1.5)
Demostración. La prueba es similar a la que se hace en [24, Teorema A.2]
5.1.1. El problema lineal con µ = 0.
El siguiente teorema muestra en particular, que la solución u del problema lineal (2.0.4)
en Hs(R2), con s ≥ 1, permanece en Fs,1 todo el tiempo si y sólo si el dato inicial satisface
ϕ ∈ F˜s,1.
Teorema 5.1. Para m ∈ Z+, s ≥ m y u ∈ C ([0,∞) : Hs(R2)) solución del problema lineal
(2.0.4) con µ = 0. Las siguientes proposiciones son equivalentes.
a) u(t) ∈ Fs,m para cada t ∈ [0,∞).
b) ϕ ∈ F˜s,m.
c) u(t) ∈ F˜s,m para cada t ∈ [0,∞).
d) Existen t0 < t1 en [0,∞) tales que u(tj) ∈ Fs,m.
Demostración. La prueba es por inducción sobre m. En primer lugar se recuerda que
û (t) = V0(t) ϕ̂ (5.1.6)
donde
V0(t, ξ, η) = e
it sgn(ξ)(1+ξ2∓η2). (5.1.7)
Ahora se consideran los casos m = 1, 2, y luego el caso general m ≥ 3.
Caso m = 1:
Calculando las derivadas distribucionales ∂ξ û (t) y ∂η û (t) se obtiene
∂ξ û (t) = {∂ξ ϕ̂ + 2it sgn(ξ)ξ ϕ̂ }V0(t) + 2i sin
[
t(1∓ η2)] ϕ̂ (0, η) δξ (5.1.8)
∂η û (t) = {∂η ϕ̂ ∓ 2it sgn(ξ)η ϕ̂ }V0(t) (5.1.9)
donde δξ es la Función Delta de Dirac actuando sólo en la variable ξ.
a) =⇒ b).
Asumiendo que u(t) ∈ Fs,1 para cada t ∈ [0,∞) se tiene
∂ξ û (t) y ∂η û (t) ∈ L2ξ,η (5.1.10)
y haciendo t = 0 en (5.1.8) y (5.1.9) se obtiene
∂ξ ϕ̂ y ∂η ϕ̂ ∈ L2ξ,η (5.1.11)
por tanto ϕ ∈ Fs,1. Ahora, es claro que
‖{∂ξ ϕ̂ + 2it sgn(ξ)ξ ϕ̂ }V0(t)‖0 = ‖∂ξ ϕ̂ + 2it sgn(ξ)ξ ϕ̂ ‖0
≤ (1 + 2t) ‖ϕ‖Fs,1
(5.1.12)
y
‖∂ηu(t)‖0 = ‖{∂η ϕ̂ ∓ 2it sgn(ξ)η ϕ̂ }V0(t)‖0
= ‖∂η ϕ̂ ∓ 2it sgn(ξ)η ϕ̂ ‖0
≤ (1 + 2t) ‖ϕ‖Fs,1
(5.1.13)
luego usando (5.1.8), (5.1.10) y (5.1.12) tenemos
2i sin
[
t(1∓ η2)] ϕ̂ (0, η) δξ = ∂ξ û (t)− {∂ξ ϕ̂ + 2it sgn(ξ)ξ ϕ̂ }V0(t) ∈ L2ξ,η
para cada t ∈ [0,∞), lo cual junto con la continuidad de ϕ̂ (·, η) para todo η ∈ R implica
que ϕ̂ (0, η) = 0 for all η ∈ R. Así, a) implica b).
b) =⇒ c).
Asumiendo que ϕ ∈ Fs,1 y ϕ̂ (0, η) = 0 para todo η ∈ R, y usando (5.1.8), (5.1.12) y (5.1.13)
se obtiene que ∂ξ û (t) y ∂η û (t) están en L2ξ,η para cada t ∈ [0,∞), es decir, u(t) ∈ Fs,1. Por
otra parte, (5.1.6) implica que û (t, 0, η) = 0 para cada t ∈ [0,∞) y η ∈ R. Así, b) implica
c).
c) =⇒ d).
c) implica d) porque F˜s,1 ⊂ Fs,1.
d) =⇒ a).
Podemos asumir sin pérdida de generalidad que t0 = 0, por lo tanto, ϕ, u(t1) ∈ Fs,1. Por
(5.1.8) y (5.1.12), con t = t1, tenemos ϕ̂ (0, η) = 0 para todo η ∈ R. Finalmente, por (5.1.8),
(5.1.12) y (5.1.13) tenemos u(t) ∈ Fs,1 para todo t ∈ [0,∞). Así, d) implica a).
Caso m = 2:
Ahora, al calcular las derivadas parciales se obtiene
∂2ξ û (t) =
{
∂2ξ ϕ̂ + 4it sgn(ξ)ξ∂ξ ϕ̂
+
[
2it sgn(ξ) + {2it sgn(ξ)ξ}2] ϕ̂}V0(t)
+ 2i sin
[
t(1∓ η2)] ∂ξ ϕ̂ (0, η) δξ
+ 2i sin
[
t(1∓ η2)] ϕ̂ (0, η) δ′ξ
(5.1.14)
∂2η û (t) =
{
∂2η ϕ̂ ∓ 4it sgn(ξ)η∂η ϕ̂
+
[∓2it sgn(ξ) + {2it sgn(ξ)η}2] ϕ̂}V0(t). (5.1.15)
a) =⇒ b).
Asumiendo que u(t) ∈ Fs,2 para cada t ∈ [0,∞) tenemos u(t) ∈ Fs,1 para cada t ∈ [0,∞).
Por el caso anterior, m = 1, tenemos que ϕ ∈ F˜s,1, luego ϕ̂ (0, η) = 0 para η ∈ R. Ahora
veremos que ∂2ξ ϕ̂ , ∂
2
η ϕ̂ están en L
2
ξ,η y ∂ξ ϕ̂ (0, η) = 0 para todo η. En efecto, puesto que
∂2ξ û (t) y ∂
2
η û (t) pertenecen a L
2
ξ,η para t ∈ [0,∞), haciendo t = 0 en (5.1.14) y (5.1.15)
obtenemos que ∂2ξ ϕ̂ y ∂
2
η ϕ̂ pertenecen a L
2
ξ,η, así que ϕ ∈ Fs,2. Ahora, por el Lema 5.1∥∥∥{∂2ξ ϕ̂ + 4it sgn(ξ)ξ∂ξ ϕ̂ + [2it sgn(ξ) + {2it sgn(ξ)ξ}2] ϕ̂}V0(t)∥∥∥
0
≤ (1 + 6t+ 4t2) ‖ϕ‖Fs,2
(5.1.16)
y
∥∥∂2ηu(t)∥∥0 ≤ (1 + 6t+ 4t2) ‖ϕ‖Fs,2 . (5.1.17)
Entonces, usando (5.1.14), (5.1.16) junto con ϕ̂ (0, η) = 0 para todo η y puesto que ∂2ξ û (t) ∈
L2ξ,η para todo t ∈ [0,∞), tenemos
2i sin
[
t(1∓ η2)] ∂ξ ϕ̂ (0, η) δξ ∈ L2ξ,η
para cada t ∈ [0,∞). Por lo tanto ∂ξ ϕ̂ (0, η) = 0 para todo η. Así, a) implica b).
b) =⇒ c).
Si asumimos que ϕ ∈ F˜s,2, entonces por el caso m = 1 tenemos u(t) ∈ F˜s,1 para t ∈ [0,∞) así
que ∂ξ û (t), ∂η û (t) pertenecen a L2ξ,η para todo t y û (t, 0, η) = 0 para t ∈ [0,∞) y todol η.
Ahora debemos probar que ∂2ξ û (t), ∂
2
η û (t) pertenecen a L
2
ξ,η para todo t y ∂ξ û (t, 0, η) = 0
para t ∈ [0,∞) y todo η. En efecto, ya que ϕ ∈ F˜s,2 entonces por (5.1.14), (5.1.16) y
(5.1.17) tenemos que ∂2ξ û (t) y ∂
2
η û (t) están en L
2
ξ,η para cada t ∈ [0,∞). Además por
(5.1.8) ∂ξ û (t, 0, η) = 0 para cada t ∈ [0,∞) y todo η. Así, b) implica c).
c) =⇒ d).
c) implica d) porque F˜s,2 ⊂ Fs,2.
d) =⇒ a).
Podemos asumir sin pérdida de generalidad que t0 = 0, luego ϕ y u(t1) pertenecen a Fs,2.
Por el caso m = 1 tenemos que u(t) ∈ Fs,1 para cada t, así ϕ ∈ F˜s,1 y ϕ̂ (0, η) = 0 para
todo η. Usando (5.1.14) y (5.1.16), con t = t1, se sigue que ∂ξ ϕ̂ (0, η) = 0 para todo η, luego
ϕ ∈ F˜s,2 y u(t) ∈ F˜s,2 para cada t. Así, d) implica a).
Caso m ≥ 3:
Ahora se sume que el resultado es verdadero en el caso m− 1 y se procede como en el caso
m = 2. Para calcular las derivadas parciales ∂mξ û (t) y ∂
m
η û (t) primero se observa que
∂jξV0(t) = QjV0(t) +Rj (5.1.18)
∂jηV0(t) = Q˜jV0(t) (5.1.19)
donde
Qj = Qj (it sgn(ξ), ξ) =
bj/2c∑
k=0
cj,k [2it sgn(ξ)]
j−k ξj−2k (5.1.20)
Q˜j = Qj (∓it sgn(ξ), η) =
bj/2c∑
k=0
cj,k [∓2it sgn(ξ)]j−k ηj−2k (5.1.21)
y para j ≥ 1
Rj =
b(j−1)/2c∑
k=0
cj,k (2it)
k
{
eit(1∓η
2) + (−1)k+1e−it(1∓η2)
}
δ
(j−[2k+1])
ξ (5.1.22)
donde cj,k son constantes reales no nulas y δ
(k)
ξ es la derivada de orden k de la función Delta
de Dirac δξ la cual actúa sólo en la variable ξ. Por lo tanto
∂mξ {V0(t) ϕ̂ } =
m∑
j=0
(
m
j
)(
∂jξV0(t)
)
∂m−jξ ϕ̂
=V0(t)∂
m
ξ ϕ̂ +
m∑
j=1
(
m
j
)
(QjV0(t) +Rj) ∂
m−j
ξ ϕ̂
=
{
∂mξ ϕ̂ +
m∑
j=1
(
m
j
)
Qj∂
m−j
ξ ϕ̂
}
V0(t)
+
m∑
j=1
(
m
j
)
∂m−jξ ϕ̂
∣∣
(0,η)
Rj
(5.1.23)
y
∂mη {V0(t) ϕ̂ } =
m∑
j=0
(
m
j
)(
∂jηV0(t)
)
∂m−jη ϕ̂
=
{
∂mη ϕ̂ +
m∑
j=1
(
m
j
)
Q˜j∂
m−j
η ϕ̂
}
V0(t).
(5.1.24)
a) =⇒ b).
Asumiendo que u(t) ∈ Fs,m para cada t ∈ [0,∞) entonces por el casom−1 se tiene ϕ ∈ F˜s,m−1
luego ∂jξ ϕ̂ (0, η) = 0 para todo η y j = 0, 1, . . . ,m−2. Ahora se debe probar que ∂mξ ϕ̂ , ∂mη ϕ̂
pertenecen a L2ξ,η y ∂
m−1
ξ ϕ̂ (0, η) = 0 para toda η. En efecto, puesto que ∂
m
ξ û (t) y ∂
m
η û (t)
pertenecen a L2ξ,η para cualquier t ∈ [0,∞), haciendo t = 0 en (5.1.23) y (5.1.24) se obtiene
que ∂mξ ϕ̂ y ∂
m
η ϕ̂ están en L
2
ξ,η, así que ϕ ∈ Fs,m. Ahora, por el Lema 5.1 se obtiene∥∥∥∥∥
{
∂mξ ϕ̂ +
m∑
j=1
(
m
j
)
Qj∂
m−j
ξ ϕ̂
}
V0(t)
∥∥∥∥∥
0
≤ pm(t) ‖ϕ‖Fs,m (5.1.25)
y
∥∥∂mη {V0(t) ϕ̂ }∥∥0 ≤ pm(t) ‖ϕ‖Fs,m (5.1.26)
donde pm es un polinomio con coeﬁcientes reales no negativos en la variable t, con deg pm = m
y pm(0) = 1. Usando (5.1.23) y (5.1.25) con ∂
j
ξ ϕ̂ (0, η) = 0 para toda η y j = 0, . . . ,m− 2 se
obtiene que
m∑
j=1
(
m
j
)
∂m−jξ ϕ̂
∣∣
(0,η)
Rj = md1,0 2i sen
[
t(1∓ η2)] ∂m−1ξ ϕ̂ ∣∣(0,η) δξ
pertenece a L1loc para cada t ∈ [0,∞), por lo tanto, ∂m−1ξ ϕ̂ (0, η) = 0 para toda η. Así que
a) implica b).
b) =⇒ c).
Asumiendo que ϕ ∈ F˜s,m, entonces por el caso m− 1 se tiene u(t) ∈ F˜s,m−1 para t ∈ [0,∞)
luego ∂kξ û (t), ∂
k
η û (t), k = 0, . . . ,m− 1, pertenece a L2ξ,η para todo t y ∂jξ û (t, 0, η) = 0 para
t ∈ [0,∞), j = 0, . . . ,m− 2 y toda η. Ahora se debe probar que ∂mξ û (t), ∂mη û (t) pertenece
a L2ξ,η para cada t y ∂
m−1
ξ û (t, 0, η) = 0 para t ∈ [0,∞) y toda η. En efecto, puesto que
ϕ ∈ F˜s,m entonces por (5.1.23), (5.1.25) y (5.1.26) se obtiene que ∂mξ û (t) y ∂mη û (t) perte-
nece a L2ξ,η para cada t ∈ [0,∞). Además por (5.1.23), con m− 1 en lugar de m, se obtiene
∂mξ û (t, 0, η) = 0 para cada t ∈ [0,∞) y toda η, Así que b) implica c).
c) =⇒ d).
c) implica d) porque F˜s,m ⊂ Fs,m.
d) =⇒ a).
Asumiendo sin pérdida de generalidad que t0 = 0, se tiene que ϕ y u(t1) están en Fs,m.
Por el caso m − 1 se tiene u(t) ∈ Fs,m−1 para todo t, así que ϕ ∈ F˜s,m−1 y ∂jξ ϕ̂ (0, η) = 0,
j = 0, . . . ,m − 2 para toda η. Por lo tanto de (5.1.23) y (5.1.25), con t = t1, se sigue que
∂m−1ξ ϕ̂ (0, η) = 0 para todal η, luego ϕ ∈ F˜s,m y usando (5.1.25) junto con (5.1.26)) se
obtiene que u(t) ∈ Fs,m para todo t. Así que d) implica a).
5.1.2. El problema no lineal con µ = 0.
En esta sección se va a mostrar que al asumir que la solución u del problema (2.0.1),
en Hs(R2) con s > 2, satisface la relación u(t) ∈ F˜s,2 durante todo el tiempo de existencia,
entonces u debe ser nula. Además, esta suposición se puede remplazar por las condiciones:
u ∈ C
(
[0, T ] : F˜s,1
)
y la existencia de dos instantes t0, t1 satisfaciendo 0 ≤ t0 < t1 ≤ T ,
u(tj) ∈ F˜s,2.
En primer lugar se observa que la propiedad ϕ̂ (0, η) = 0 para todo η ∈ R, es preservada
en por la solución del problema (2.0.1) durante todo el tiempo de existencia.
Lema 5.2. Sean s > 2 y u ∈ C ([0, T ] : Hs(R2)) la solución del problema (2.0.2), con µ = 0,
dada por el teorema (2.1). Si ϕ ∈ F˜s,1 entonces û (t, 0, η) = 0 para todo t ∈ [0, T ] y todo
η ∈ R.
Demostración. Puesto que
u(t) = V0(t)ϕ+
γ
2
∫ t
0
V0(t− t′)∂xv(t′)dt′
donde v = u2, entonces
û (t) = V0(t) ϕ̂ +
γ
2
∫ t
0
V0(t− t′)iξ v̂ (t′)dt′. (5.1.27)
Además |V0(t, ξ, η)| =
∣∣∣eit sgn (ξ)(1+ξ2∓η2)∣∣∣ = 1 y por la Desigualdad de Young 1.2∣∣∣∣∫ t
0
V0(t− t′)iξ v̂ (t′)dt′
∣∣∣∣ ≤ |ξ| ∫ t
0
| v̂ (t′)|dt′ ≤ |ξ|T sup
[0,T ]
‖u(t)‖2s ,
por lo tanto de (5.1.27) y la continuidad de ϕ̂ con respecto a la variable ξ se obtiene el
resultado.
El siguiente resultado establece que si la solución u del problema (2.0.1) tiene la decaída
suﬁciente para estar en Fs,1 con s > 2 entonces u debe tener la propiedad û (t, 0, η) = 0 en
todo t y toda η.
Teorema 5.2. Sean s > 2 y u ∈ C ([0, T ] : Hs(R2)) la solución del problema (2.0.2), con
µ = 0, dada por el teorema (2.1). Si u ∈ C ([0, T ] : Fs,1) entonces u(t) ∈ F˜s,1 para t ∈ [0, T ].
Demostración. Por hipótesis ∂ξ û (t) ∈ L2ξ,η para todo t. Por otra parte
û (t) = V0(t) ϕ̂ + γ
∫ t
0
V0(τ) ŵ (t
′)dt′ (5.1.28)
con τ = t− t′ y w = u∂xu. Calculando la derivada parcial ∂ξ û (t) se tiene
∂ξ û (t) =
{
∂ξ ϕ̂ + 2it sgn (ξ)ξ ϕ̂
}
V0(t)
+ 2i sin
[
t(1∓ η2)] ϕ̂ (0, η) δξ
+ γ
∫ t
0
{
∂ξ ŵ (t
′) + 2iτ sgn (ξ)ξ ŵ (t′)
}
V0(τ) dt
′
+ 2γi
∫ t
0
sin
[
τ(1∓ η2)] ŵ (t′, 0, η) δξ dt′
= A1(t) +A2(t) +A3(t) +A4(t).
(5.1.29)
Puesto que
ŵ =
1
2
∂̂xu2 =
iξ
2
û2 . (5.1.30)
entonces A4 ≡ 0. Además por el Lema 5.1
‖A1(t)‖0 ≤ 2 (1 + T ) ‖ϕ‖Fs,1 . (5.1.31)
Ahora, usando el Lema de Sobolev y puesto que s > 2 se obtiene
‖V0(τ)∂ξ ŵ (t′)‖0 = ‖xu(t′)∂xu(t′)‖0
≤ ‖∂xu(t′)‖L∞ ‖xu(t′)‖0
≤ Cs ‖∂xu(t′)‖s−1 ‖u(t′)‖Fs,1
≤ Cs ‖u(t′)‖s ‖u(t′)‖Fs,1
≤ Cs ‖u(t′)‖2Fs,1
(5.1.32)
y
‖2iτ sgn(ξ)ξ ŵ (t′)V0(τ)‖0 ≤ 2τ ‖ξ ŵ (t′)‖0
≤ 2τ ‖w(t′)‖s−1
= τ
∥∥∂xu2(t′)∥∥s−1
≤ Csτ ‖u(t′)‖2s
(5.1.33)
por lo tanto
‖A3(t)‖0 ≤ γCsT
{
sup
[0,T ]
‖u(t)‖2Fs,1 + T sup
[0,T ]
‖u(t)‖2s
}
. (5.1.34)
Así que A2(t) ∈ L2ξ,η para todo t, entonces ϕ̂ (0, η) = 0 para toda η. Por lo tanto, el resultado
es consecuencia del Lema 5.2.
Teorema 5.3. Sean s > 2, µ = 0 y u ∈ C ([0, T ] : Hs(R2)) la solución de (2.0.2). Si
u(t) ∈ F˜s,2 para todo t ∈ [0, T ] entonces u ≡ 0.
Demostración. Note que u(t) ∈ F˜s,2 implica ∂ξ û (t, 0, η) = û (t, 0, η) = 0 para toda η, así
i∂ξ û (t, 0, 0) =
∫
R2
xu(t) = 0
para todo t ∈ [0, T ]. Derivando con respecto a t bajo el signo integral se obtiene
0 =
∫
R2
x {γu(t)∂xu(t)− A0u(t)}
=
∫
R2
x
{
γu(t)∂xu(t)−Hu(t) +H∂2xu(t)∓H∂2yu(t)
}
.
(5.1.35)
Puesto que
{xHu}∧ = ∂ξ {sgn(ξ) û } = sgn(ξ)∂ξ û + 2 û δξ
{
xH∂2xu
}∧
= −∂ξ
{
sgn(ξ)ξ2 û
}
= − sgn(ξ)ξ {2 û + ξ∂ξ û }
{
xH∂2yu
}∧
= −η2∂ξ {sgn(ξ) û } = −η2 {sgn(ξ)∂ξ û + 2 û δξ}
entonces ∫
R2
xA0u(t) =
∫
R2
x
{−Hu(t) +H∂2xu(t)∓H∂2yu(t)} = 0. (5.1.36)
Por lo tanto reescribiendo (5.1.35) se obtiene
0 = γ
∫
R2
xu(t)∂xu(t) = −γ
2
‖u(t)‖20
para todo t ∈ [0, T ] lo cual completa la prueba.
Teorema 5.4. Sean s > 2, µ = 0, ϕ ∈ Hs(R2) y u ∈ C ([0, T ] : Hs(R2)) la solución de
(2.0.2). Si u ∈ C
(
[0, T ] : F˜s,1
)
y existen 0 ≤ t0 < t1 ≤ T tales que u(tj) ∈ F˜s,2 con j = 0, 1
entonces u(t) = 0 para t ∈ [0, T ].
Demostración. Asumiendo, sin pérdida de generalidad, que t0 = 0, se tiene u(0) = ϕ y u(t1)
están en F˜s,2, entonces
∂ξ û (t1, 0, η) = û (t1, 0, η) = ∂ξ ϕ̂ (0, η) = ϕ̂ (0, η) = 0
para toda η ∈ R. Por lo tanto, en vista de (5.1.29), (5.1.30) y ya que
γ
∣∣∣∣∫ t1
0
{
2i(t1 − t′) sgn (ξ)ξ ŵ (t′)
}
V0(t1 − t′) dt′
∣∣∣∣
≤ 2γT |ξ|
∫ t1
0
| ŵ (t′)| dt′
≤ 2γT |ξ|
∫ t1
0
∫
R2
|u(t′)∂xu(t′)| dxdy dt′
≤ 2γT 2 |ξ| sup
[0,T ]
‖u(t)‖2s (5.1.37)
se obtiene
0 = ∂ξ û (t1, 0, 0) = γ
∫ t1
0
V0(t1 − t′)∂ξ ŵ (t′) dt′
∣∣∣∣ξ=0
η=0
. (5.1.38)
Ahora
γ
∣∣∣∣∫ t1
0
V0(t1 − t′)∂ξ ŵ (t′, ξ, η)dt′
∣∣∣∣ ≤ γ ∫ t1
0
∣∣{−ixu(t′)∂xu(t′)}∧∣∣ dt′
≤ γ
∫ t1
0
∫
R2
|xu(t′)∂xu(t′)| dxdy dt′
≤ γ
∫ t1
0
‖xu(t′)‖0 ‖∂xu(t′)‖0 dt′ ≤ γT sup
[0,T ]
‖u(t)‖2Fs,1 (5.1.39)
y
l´ım
ξ−→0+
η−→0
V0(t1 − t′)∂ξ ŵ (t′, ξ, η) = −iei(t1−t′)
∫
R2
xu(t′)∂xu(t′)dxdy
=
−iei(t1−t′)
2
∫
R2
x∂xu
2(t′)dxdy
=
−iei(t1−t′)
2
‖u(t′)‖20 .
(5.1.40)
Por lo tanto el Teorema de la Convergencia Dominada de Lebesgue implica
0 =
∫ t1
0
∂ξ ŵ (t
′)V0(t1 − t′) dt′
∣∣∣∣ξ=0
η=0
=
∫ t1
0
ei(t1−t
′) ‖u(t′)‖20 dt′
luego existe t∗ ∈ [0, t1] tal que
0 = t1e
i(t1−t∗) ‖u(t∗)‖20
así que ‖u(t∗)‖0 = 0 y en vista de (4.1.1d) con µ = 0 se tiene
0 = ‖u(t∗)‖0 = ‖u(t)‖0 = ‖ϕ‖0 (5.1.41)
para todo t ∈ [0, T ], lo cual completa la prueba.
5.1.3. El problema lineal con µ > 0.
En esta sección se presentan resultados similares a los que se obtuvieron en el caso µ = 0,
pero se encuentra una diferencia importante al notar que la condición s ≥ m ya no es
necesaria gracias efecto regularizante del semigrupo (Vu(t))t≥0 con µ > 0, el cual, para las
pruebas que siguen, se maniﬁesta en la desigualdad (2.1.1) con Es = Hs(R2) y en las que de
ella se derivan.
Teorema 5.5. Sean m ∈ Z+ y u ∈ C ([0,∞) : Hs(R2)) la solución del problema (2.0.4) con
s ≥ 1 y µ > 0. Las siguientes proposiciones son equivalentes.
a) u(t) ∈ Fs,m para cada t ∈ [0,∞).
b) ϕ ∈ F˜s,m.
c) u(t) ∈ F˜s,m para cada t ∈ [0,∞).
d) ϕ ∈ Fs,m y existe t1 > 0 tal que u(t1) ∈ Fs,m.
Demostración. La prueba es similar a la correspondiente en el caso µ = 0. En primer lugar
se recuerda que
û (t) = Vµ(t) ϕ̂ (5.1.42)
donde
Vµ(t) = e
−µt(ξ2+η2)2+it sgn(ξ)(1+ξ2∓η2). (5.1.43)
Ahora se considera el caso m = 1.
Las derivadas parciales de ∂ξ û (t) y ∂η û (t) están dadas por
∂ξ û (t) =
{
∂ξ ϕ̂ +
[
2it sgn(ξ)ξ − 4µt(ξ2 + η2)ξ] ϕ̂}Vµ(t)
+2ie−µtη
4
sin
[
t(1∓ η2)] ϕ̂ (0, η) δξ (5.1.44)
y
∂η û (t) =
{
∂η ϕ̂ +
[∓2it sgn(ξ)η − 4µt(ξ2 + η2)η] ϕ̂}Vµ(t) (5.1.45)
donde δξ es la función Delta de Dirac la cual actúa sólo en la variable ξ. Adicionalmente
(2.1.1) implica ∥∥4µt(ξ2 + η2)ξVµ(t) ϕ̂ ∥∥0 ≤ Φ1(µ, t) ‖ϕ‖0
‖2it sgn(ξ)ξVµ ϕ̂ ‖0 ≤ Ψ1(µ, t) ‖ϕ‖0
(5.1.46)
y∥∥4µt(ξ2 + η2)ηVµ(t) ϕ̂ ∥∥0 ≤ Φ1(µ, t) ‖ϕ‖0
‖2it sgn(ξ)ηVµ ϕ̂ ‖0 ≤ Ψ1(µ, t) ‖ϕ‖0
(5.1.47)
con Φ1(µ, t) = C
[
µt+ (µt)
1
4
]
y Ψ1(µ, t) = Ct
3
4
[
t
1
4 + µ−
1
4
]
.
a) =⇒ b).
Si u(t) ∈ Fs,1 para t ∈ [0,∞) entonces ϕ ∈ Fs,1, luego ∂ξ ϕ̂ pertenece a L2ξ,η. Por (5.1.44) y
(5.1.46) se tiene
∂ξ û (t, ξ, η)−
{
∂ξ ϕ̂ +
[
2it sgn(ξ)ξ − 4µt(ξ2 + η2)ξ] ϕ̂}Vµ(t) (5.1.48)
está en L2ξ,η para todo t, así que ϕ̂ (0, η) = 0 para todo η. Así ϕ ∈ F˜s,1.
b) =⇒ c).
Suponiendo que ϕ ∈ F˜s,1 entonces
∂ξ ϕ̂ y ∂η ϕ̂ ∈ L2ξ,η (5.1.49)
y
ϕ̂ (0, η) = 0 para todo η. (5.1.50)
Así, usando (5.1.44), (5.1.45), (5.1.46) y (5.1.47) se tiene ∂ξ û (t), ∂η û (t) ∈ L2ξ,η para todo t,
ademas û (t) = Vµ(t) ϕ̂ implica û (t, 0, η) = 0 para todo η y todo t.
c) =⇒ d).
Es consecuencia de que F˜s,1 ⊂ Fs,1.
d) =⇒ a).
Puesto que ϕ y u(t1) pertenece a Fs,1 entonces por (5.1.44) y (5.1.46), con t = t1, se tiene
ϕ̂ (0, η) = 0 para todo η. Por lo tanto ϕ ∈ F˜s,1, así que u(t) ∈ F˜s,1 ⊂ Fs,1 para todo t.
Caso m ≥ 2:
Puesto que
∂kξ e
−µt(ξ2+η2)2 = Pk (µt, ξ, η) e
−µt(ξ2+η2)2 (5.1.51)
∂kηe
−µt(ξ2+η2)2 = P˜k (µt, ξ, η) e
−µt(ξ2+η2)2 (5.1.52)
donde
Pk (µt, ξ, η) =
k∑
j=0
b3j/4c∑
n=0
b(k−j)/2c∑
i=0
ck,j,n,i (−µt)k−n−i ξk+2j−4n−2iη2(k−j−i) (5.1.53)
y P˜k (µt, ξ, η) = Pk (µt, η, ξ) con ck,j,n,i constantes reales. Entonces
∂mξ û (t) = ∂
m
ξ {Vµ(t) ϕ̂ }
= Vµ(t)∂
m
ξ ϕ̂ +
m∑
k=1
(
m
k
){
∂m−kξ ϕ̂
}
∂mξ
{
e−µt(ξ
2+η2)2V0(t)
}
= Vµ(t)
{
∂mξ ϕ̂ +
m∑
k=1
(
m
k
)
Pk ∂
m−k
ξ ϕ̂
+
m∑
k=1
k∑
j=1
(
m
k
)(
k
j
)
Pk−j Qj ∂m−kξ ϕ̂
}
+ e−µt(ξ
2+η2)2
m∑
k=1
k∑
j=1
(
m
k
)(
k
j
)
Pk−j Rj ∂m−kξ ϕ̂
(5.1.54)
y
∂mη û (t) = ∂
m
η {Vµ(t) ϕ̂ }
= Vµ(t)∂
m
η ϕ̂ +
m∑
k=1
(
m
k
){
∂m−kη ϕ̂
}
∂mη
{
e−µt(ξ
2+η2)2V0(t)
}
= Vµ(t)
{
∂mη ϕ̂ +
m∑
k=1
(
m
k
)
P˜k ∂
m−k
η ϕ̂
+
m∑
k=1
k∑
j=1
(
m
k
)(
k
j
)
P˜k−j Q˜j ∂m−kη ϕ̂
}
(5.1.55)
con Q, Q˜ y R como en (5.1.20), (5.1.21) y (5.1.22) respectivamente.
a) =⇒ b).
Si u(t) ∈ Fs,m para todo t ∈ [0,∞), entonces por el caso m− 1 se tiene ϕ ∈ F˜s,m−1, así que
∂jξ ϕ̂ (0, η) = 0 (5.1.56)
para j = 0, . . . ,m− 2. Ya que u(0) = ϕ ∈ Fs,m por (2.1.1) se tiene∥∥Vµ(t)∂mξ ϕ̂ ∥∥0 ≤ ‖ϕ‖F1,m (5.1.57a)∥∥∥∥∥
m∑
k=1
(
m
k
)
Vµ(t)Pk ∂
m−k
ξ ϕ̂
∥∥∥∥∥
0
≤ Φm(µ, t) ‖ϕ‖Fs,m (5.1.57b)∥∥∥∥∥
m∑
k=1
k∑
j=1
(
m
k
)(
k
j
)
Vµ(t)Pk−j Qj ∂m−kξ ϕ̂
∥∥∥∥∥
0
≤ Ψm(µ, t) ‖ϕ‖Fs,m (5.1.57c)
∥∥Vµ(t)∂mη ϕ̂ ∥∥0 ≤ ‖ϕ‖Fs,m (5.1.58a)∥∥∥∥∥
m∑
k=1
(
m
k
)
Vµ(t)P˜k ∂
m−k
η ϕ̂
∥∥∥∥∥
0
≤ Φm(µ, t) ‖ϕ‖Fs,m (5.1.58b)∥∥∥∥∥
m∑
k=1
k∑
j=1
(
m
k
)(
k
j
)
Vµ(t)P˜k−j Q˜j ∂m−kη ϕ̂
∥∥∥∥∥
0
≤ Ψm(µ, t) ‖ϕ‖Fs,m (5.1.58c)
donde Φm y Ψm son funciones continuas en t ∈ [0,∞) para cada µ > 0, y tienen la forma
Φm(µ, t) =
m∑
k=1
k∑
j=1
b3j/4c∑
n=0
b(k−j)/2c∑
i=0
ck,j,n,i
[
(µt)k−n−i + (µt)k/4
]
(5.1.59)
Ψm(µ, t) =
m∑
k=1
k∑
j=1
k−j∑
i=0
b3i/4c∑
n=0
b(k−j−i)/2c∑
r=0
bj/2c∑
l=0
ck,j,n,i,r,l
[
(µt)λ1 + (µt)λ2
]
tj−l (5.1.60)
con ck,j,n,i ≥ 0, ck,j,n,i,r,l ≥ 0, λ1 = k − j − n − r, λ2 = k−2j+2l4 y Φm(µ, 0) = Ψm(µ, 0) = 0
para η > 0 y m ∈ Z+.
Así, por (5.1.54), (5.1.56), (5.1.57a), (5.1.57b) y (5.1.57c) se tiene que
e−µt(ξ
2+η2)2
m∑
k=1
k∑
j=1
(
m
k
)(
k
j
)
Pk−j Rj ∂m−kξ ϕ̂
= c1,0me
−µtη4 sin
[
t(1∓ η2)] ∂m−1ξ ϕ̂ (0, η) δξ (5.1.61)
pertenece a L2ξ,η para todo t ∈ [0,∞) y µ > 0. Por lo tanto ∂m−1ξ ϕ̂ (0, η) = 0 para todo η ∈ R.
b) =⇒ c).
Si ϕ ∈ F˜s,m entonces por el caso m − 1 se tiene u(t) ∈ F˜s,m−1 para todo t. Así, solo queda
probar que ∂mξ û (t) y ∂
m
η û (t) pertenecen a L
2
ξ,η y ∂
m
ξ û (t, 0, η) = 0 para todo t y todo η.
En efecto, puesto que ∂jξ ϕ̂ (0, η) = 0 para todo η y j = 0, . . . ,m − 1, usando las derivadas
parciales(5.1.54), (5.1.55) junto con las estimaciones (5.1.57a), (5.1.57b), (5.1.57c), (5.1.58a),
(5.1.58b) y (5.1.58c) se obtiene el resultado.
c) =⇒ d).
Es consecuencia de la relación F˜s,m ⊂ Fs,m.
d) =⇒ a).
Suponiendo que ϕ y u(t1) pertenecen a Fs,m entonces por el caso m−1 se tiene u(t) ∈ Fs,m−1
para todo t, así ϕ ∈ F˜s,m−1. Por lo tanto ∂jξ ϕ̂ (0, η) = 0 para todo η y j = 0, . . . ,m−2. Luego
usando (5.1.54) junto con (5.1.57a), (5.1.57b) y (5.1.57c) se tiene ∂m−1ξ ϕ̂ (0, η) = 0 para todo
η, en consecuencia ϕ ∈ F˜s,m y el resultado se obtiene por la implicación b) =⇒ c).
5.1.4. El problema no lineal con µ > 0.
Los teoremas que siguen son similares a los del caso no lineal con µ = 0, salvo por el hecho
que, como se dijo en la sección anterior, el efecto regularizante del semigrupo (Vu(t))t≥0 con
µ > 0, hace no sea necesaria la condición s ≥ m.
Teorema 5.6. Sean s ≥ 1 y u ∈ C ([0, T ] : Hs(R2)) la solución del problema (2.0.2), con
µ > 0, dada por el teorema (2.1). Si ϕ ∈ F˜s,1 entonces û (t, 0, η) = 0 para todo t ∈ [0, T ] y
todo η ∈ R.
Demostración. Puesto que
u(t) = Vµ(t)ϕ+
γ
2
∫ t
0
Vµ(t− t′)∂xv(t′)dt′
donde v = u2, entonces
û (t) = Vµ(t) ϕ̂ +
γ
2
∫ t
0
Vµ(t− t′)iξ v̂(t′) dt′. (5.1.62)
Además |Vµ(t, ξ, η)| =
∣∣∣eit sgn (ξ)(1+ξ2∓η2)−µt(ξ2+η2)2∣∣∣ ≤ 1 y∣∣∣∣∫ t
0
Vµ(t− t′)iξ v̂(t′) dt′
∣∣∣∣ ≤ |ξ| ∫ t
0
∣∣∣ v̂(t′) ∣∣∣dt′ ≤ |ξ|T sup
[0,T ]
‖u(t)‖2s ,
por lo tanto de (5.1.62) se obtiene el resultado.
Teorema 5.7. Sea u ∈ C ([0, T ] : Hs(R2)), con s ≥ 1, T = Tµ,ϕ,s, la solución de (2.0.2), con
µ > 0, dada por el Teorema (2.1). Si u ∈ C ([0, T ] : Fs,1) entonces u(t) ∈ F˜s,1 para t ∈ [0, T ].
Demostración. Por hipótesis ∂ξ û (t) ∈ L2ξ,η para todo t. Además
û (t) = Vµ(t) ϕ̂ +
γ
2
∫ t
0
Vµ(τ) ŵ (t
′)dt′ (5.1.63)
con τ = t− t′ y w = u∂xu. Calculando la derivada parcial ∂ξ û (t) se obtiene
∂ξ û (t) = Vµ(t)
{
∂ξ ϕ̂ +
[
2it sgn (ξ)ξ − 4µt (ξ2 + η2) ξ] ϕ̂}
+ 2i e−µtη
4
sin
[
t(1∓ η2)] ϕ̂ (0, η) δξ
+
γ
2
∫ t
0
Vµ(τ)
{
∂ξ ŵ (t
′) +
[
2iτ sgn (ξ)ξ − 4µτ (ξ2 + η2) ξ] ŵ (t′)}dt′
+iγ
∫ t
0
e−µτη
4
sin
[
τ(1∓ η2)] ŵ (t′, 0, η) δξ dt′
= A1(µ, t) +A2(µ, t) +A3(µ, t) +A4(µ, t).
(5.1.64)
Usando (2.1.1) y (2.1.2) se tiene que
‖A1(µ, t)‖0 ≤ C
[
1 + (µT )
1
2 + (1 + µ)T
]
‖ϕ‖Fs,1 (5.1.65a)
‖A3(µ, t)‖0 ≤ C
[
T + µ−
1
2T
3
2 +
(
µ−
1
4 + µ
3
4
)
T
7
4
]
sup
[0,T ]
‖u(t)‖2s
+ Cµ−
1
4T
3
4 sup
[0,T ]
‖u(t)‖2Fs,1 .
(5.1.65b)
Puesto que ŵ (t, 0, η) = 0 para todo t entonces A4(µ, t) = 0 para todo t, así que A2(µ, t) ∈
L2ξ,η. Por lo tanto ϕ̂ (0, η) = 0 para todo η y teniendo en cuenta (5.1.63) se obtiene û (t, 0, η) =
0 para todo η y todo t.
Teorema 5.8. Sean s ≥ 1 y µ > 0 y u ∈ C ([0, T ] : H2(R2)) la solución de (2.0.2). Si
u(t) ∈ F˜s,2 para todo t entonces u = 0.
Demostración. Puesto que u(t) ∈ F˜s,2 implica ∂ξ û (t, 0, η) = û (t, 0, η) = 0 para todo η t
t ∈ [0, T ]. Por tanto
i∂ξ û (t, 0, 0) =
∫
R2
xu(t) ≡ 0.
Derivando respecto a t bajo el signo integral se obtiene
0 =
∫
R2
x
{γ
2
u(t)∂xu(t)− Aµu(t)
}
=
∫
R2
x
{γ
2
u(t)∂xu(t)− µ∆2u(t)− A0u(t)
}
integrando por partes y usando (5.1.36) queda∫
R2
x
{
µ∆2u(t) + A0u(t)
}
= 0.
Por lo tanto
0 =
γ
2
∫
R2
xu(t)∂xu(t) = −γ
4
‖u(t)‖20
para todo t ∈ [0, T ] lo cual completa la prueba.
Teorema 5.9. Sean s ≥ 1, µ > 0, ϕ ∈ Hs(R2) and u ∈ C ([0, T ] : Hs(R2)) la solución de
(2.0.2) dada por el Teorema 2.1. Si u ∈ C
(
[0, T ] : F˜s,1
)
y existen 0 ≤ t0 < t1 ≤ T tales que
u(tj) ∈ F˜s,2 con j = 0, 1 entonces existe t∗ ∈ [t0, t1] tal que u(t) = 0 for t ∈ [t∗, T ].
Demostración. Se puede suponer (sin pérdida de generalidad) que t0 = 0, entonces u(0) = ϕ
y u(t1) pertenecen a F˜s,2. Por lo tanto
∂ξ û (t1, 0, η) = û (t1, 0, η) = ∂ξ ϕ̂ (0, η) = ϕ̂ (0, η) = 0
para todo η. Así, teniendo en cuenta que ŵ (t, 0, η) = 0 para todo t, (5.1.64), (5.1.37) y
puesto que
γ
2
∣∣∣∣∫ t1
0
{
4µ(t1 − t′)
(
ξ2 + η2
)
ξ ŵ (t′)
}
V0(t1 − t′) dt′
∣∣∣∣
≤ 2γµT |ξ| (ξ2 + η2) ∫ t1
0
| ŵ (t′)| dt′
≤ 2γµT |ξ| (ξ2 + η2) ∫ t1
0
∫
R2
|u(t′)∂xu(t′)| dxdy dt′
≤ 2γµT |ξ| (ξ2 + η2) sup
[0,T ]
‖u(t)‖2s
se obtiene
0 = ∂ξ û (t1, 0, 0) =
γ
2
∫ t1
0
Vµ(t1 − t′)∂ξ ŵ (t′)dt′
∣∣∣∣ξ=0
η=0
.
Ahora, argumentando como en (5.1.39) y (5.1.40) se tiene
0 =
∫ t1
0
Vµ(t1 − t′)∂ξ ŵ (t′)dt′
∣∣∣∣ξ=0
η=0
=
∫ t1
0
ei(t1−t
′) ‖u(t′)‖20dt′
por lo tanto existe t∗ ∈ [0, t1] tal que ‖u(t∗)‖0 = 0. Por (4.1.1d) con t = t∗ se tiene
2µ
∫ t∗
0
‖∆u(t′)‖20 dt′ = ‖ϕ‖0
así que
‖u(t)‖0 + 2µ
∫ t
0
‖∆u(t′)‖20 dt′ = 2µ
∫ t∗
0
‖∆u(t′)‖20 dt′
para todo t ∈ [0, T ]. Luego para t ≥ t∗ se obtiene ‖u(t)‖0 = 0.
5.2. Buen planteamiento local en Xs(w2r) con µ = 0.
En esta sección se extiende el buen planteamiento local del problema (2.0.1), de los
espacios Xs(R2) a los espacios con peso Xs(w2r), con s > 2 y r ∈ (0, 1]. Para hacer esto,
primero se muestra una propiedad de persistencia de la solución u ∈ C ([0, T ] : Xs(R2))
cuando el dato inicial ϕ satisface ϕ ∈ Xs(w2r) y luego se demuestra la dependencia continua.
Además, en la proposición 5.1 se establece que si existen dos tiempos t0 < t1 en el intervalo
de existencia [0, T ] de la solución u del problema (2.0.1), para los cuales se satisface u(tj) ∈
Hs(w2r) con j = 0, 1, s > 2 y r > 1/2, entonces û (t, 0, η) = 0 para todo t ∈ [0, T ] y para
todo η ∈ R.
Teorema 5.10. Si s > 2, ϕ ∈ Xs(w2r) con r ∈ (0, 1] y u ∈ C ([0, T ] : Xs(R2)) es la solución
de (2.0.1) dada por el teorema (2.1), entonces u ∈ C ([0, T ] : Xs(w2r)).
Demostración. Multiplicando la ecuación diferencial en (2.0.1) por w2rN u (ver 1.0.17) e inte-
grando sobre R2 se obtiene
1
2
d
dt
‖wrN u‖20 =−
∫
wrN (Hu)wrNu dxdy +
∫
wrN
(H∂2xu)wrNu dxdy
∓
∫
wrN
(H∂2yu)wrNu dxdy + γ ∫ w2rN u2∂xu dxdy. (5.2.1)
Para acotar los primeros tres términos del lado derecho de (5.2.1), se reescriben los factores
wrNHu, wrNH∂2xu y wrNH∂2yu en la forma
wrNHu = [wrN ;H] ∂x∂−1x u+H(wrNu)
= A1 + A2,
wrNH∂2xu = [wrN ;H] ∂2xu+H∂2x(wrNu)− 2H(∂xwrN∂xu)−H(u∂2xwrN)
= A′1 + A
′
2 + A
′
3 + A
′
4,
y
wrNH∂2yu = [wrN ;H] ∂x∂2y∂−1x u+H∂2y(wrNu)− 2H(∂ywrN∂xu)−H(u∂2ywrN)
= A′′1 + A
′′
2 + A
′′
3 + A
′′
4
y usando la desigualdad de Calderón (1.0.14) se ve que la norma en L2(R2) de los términos
A′1, A
′
4 y A
′′
4 está acotada por Cr ‖u‖0, mientras que ‖A1‖0 y ‖A′′1‖0 están acotadas por
Cr ‖u‖Xs . Además la norma en L2(R2) de A′3 y A′′3 está acotada por Cr,s ‖u‖s. Por otra parte,
la antisimetría de los operadores H, H∂2x y H∂2y implica∫
wrNuA2 dxdy =
∫
wrNuA
′
2 dxdy =
∫
wrNuA
′′
2 dxdy = 0.
Por lo tanto ∣∣∣∣∫ wrN (Hu)wrNu dxdy∣∣∣∣ ≤ Cr ‖wrnu‖0 ‖u‖Xs , (5.2.2)
∣∣∣∣∫ wrN (H∂2xu)wrNu dxdy∣∣∣∣ ≤ Cr,s ‖wrNu‖0 ‖u‖s , (5.2.3)
∣∣∣∣∫ wrN (H∂2yu)wrNu dxdy∣∣∣∣ ≤ Cr,s ‖wrNu‖0 ‖u‖Xs , (5.2.4)
además el tercer término en el lado derecho de (5.2.1) satisface∣∣∣∣∫ w2rN u2∂xu dxdy∣∣∣∣ ≤ Cs ‖u‖2s ‖wrN u‖0 . (5.2.5)
Entonces las estimaciones (5.2.2), (5.2.3), (5.2.4) y(5.2.5) implican
d
dt
‖wrN u‖20 ≤ Cγ,r,s,M ‖wrN u‖20
donde M = sup
t∈[0,T ]
‖u(t)‖Xs . Por lo tanto, la desigualdad de Gronwall y la desigualdad
‖wrNϕ‖0 ≤ ‖wrϕ‖0 implican
‖wru‖0 ≤ ‖wrϕ‖0 eTCγ,r,s,M (5.2.6)
así que u ∈ L∞ ([0, T ] : Xs(w2r)). Finalmente al considerar la sucesión de funciones (wrNu)N∈N ⊆
C ([0, T ] : L2(R2)) y la desigualdad
‖wr(u(t)− u(t′))‖0 ≤ ‖(wr − wrN)u(t)‖0 + ‖wrN(u(t)− u(t′))‖0 + ‖(wrN − wr)u(t′)‖0
se obtiene u ∈ C ([0, T ] : Xs(w2rdxdy)).
Teorema 5.11. El problema (2.0.1) está localmente bien planteado en Xs(w2r) para s > 2
y r ∈ [0, 1].
Demostración. Puesto que el caso r = 0 corresponde al teorema (2.1), resta considerar el
caso r ∈ (0, 1], pero en vista del teorema 5.10 sólo falta demostrar la dependencia continua.
Para hacer esto, sea v ∈ C ([0, T ] : Xs) la solución de (2.0.1) con dato inicial φ ∈ Xs(w2r)
con 0 < r ≤ 1. Repitiendo el argumento usado en la prueba del teorema 5.10 se obtienen las
desigualdades∣∣∣∣∫ wrN (H(u− v))wrN(u− v) dxdy∣∣∣∣ ≤ Cr ‖wrn(u− v)‖0 ‖u− v‖Xs , (5.2.7)
∣∣∣∣∫ wrN (H∂2x(u− v))wrN(u− v) dxdy∣∣∣∣ ≤ Cr,s ‖wrN(u− v)‖0 ‖u− v‖0 , (5.2.8)
∣∣∣∣∫ wrN (H∂2y(u− v)wrN(u− v) dxdy∣∣∣∣ ≤ Cr,s ‖wrN(u− v)‖0 ‖u− v‖Xs , (5.2.9)
y para el término no lineal∣∣∣∣∫ w2rN {(u− v)2∂xu+ v(u− v)∂x(u− v)} dxdy∣∣∣∣ ≤
Cr ‖wrN(u− v)‖20 (‖∂xu‖L∞ + ‖∂xv‖L∞ + ‖v‖L∞) . (5.2.10)
Por lo tanto se tiene
d
dt
‖wrN(u− v)‖20 ≤ Cγ,r,s,M ‖wrN(u− v)‖20 + ‖u− v‖2Xs
y la desigualdad de Gronwall conduce a
‖wrN(u− v)‖20 ≤ eCγ,r,s,M
(‖wrN(ϕ− φ)‖20 + T ‖u− v‖2Xs)
luego el resultado es consecuencia de la dependencia continua en Xs.
Proposición 5.1. Sea u ∈ C ([0, T ] : Hs(R2)), con s > 2, la solución de (2.0.1) dada por el
teorema (2.1). Si r > 1/2 y existen t0 < t1 en el intervalo [0, T ] tales que, u(tj) ∈ L2(w2r),
j = 0, 1, donde w(x, y) = (1 +x2 + y2)1/2. Entonces û (t, 0, η) = 0 para todo t ∈ [0, T ] y para
todo η ∈ R.
Demostración. Se puede suponer, sin pérdida de generalidad que t0 = 0. En consecuencia,
(1 + |x|1/2)u(t1) ∈ L2(R2), por lo tanto D1/2ξ û (t1) ∈ L2(R2). Puesto que∥∥∥D1/2ξ û (t1)∥∥∥
0
=
∥∥∥∥∥∥∥D1/2ξ û (t1)∥∥∥
L2ξ
∥∥∥∥
L2η
<∞
entonces D1/2ξ û (t1, ·, η) ∈ L2(R) para casi todo η, por lo que û (t1, ·, η) ∈ L21/2(R) c.t. η.
Por otra parte, wrϕ ∈ L2(R2) y
û (t1) = V (t1) ϕ̂ +
γ
2
∫ t1
0
V (t1 − t′) v̂ (t′)dt′
donde v = ∂xu2 y V (t, ξ, η) = eit sgn(ξ)(1+ξ
2∓η2), entonces ϕ̂ es una función continua y
l´ım
ξ→0±
û (t1, ξ, η) = e
±it1(1∓η2) ϕ̂ (0, η) (5.2.11)
para todo η ∈ R.
Ahora bien, si η′ ∈ R y satisface û (t1, ·, η′) ∈ L21/2(R) entonces teniendo en cuenta
(5.2.11), el teorema 1.1 y la proposición 1.1, se deduce que ϕ̂ (0, η′) = 0. Por lo tanto de la
continuidad de ϕ̂ se deduce que ϕ̂ (0, η) = 0 para todo η ∈ R. Finalmente, el resultado es
consecuencia del teorema 5.2.
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