In this paper we prove that for good topological spaces the assignment → Π 1 ( ) is the terminal object in the 2-category of costacks over . Here Π 1 ( ) denotes the fundamental groupoid of .
Introduction
One way to characterise a mathematical object is to construct a category where it is the initial (or terminal) object. For example, Peano's axioms for the set ℕ of natural numbers can be interpreted as ℕ being the initial object in a category of certain triples [5] . It is of course natural to want to axiomatise other important mathematical objects, like say the fundamental group. Unfortunately, we do not give an axiomatisation of the fundamental group. But in an analogous way, we show that the fundamental groupoid of a good topological space is a terminal object in the 2-category of costacks (with values in groupoids) on . That is to say that it is the terminal object in the 2-category of all 2-functors from Off( ) to the 2-category of groupoids satisfying a reformulated version of the Seifert-van Kampen theorem, as can be seen from the de nition of the costack, see De nition 2.4. Hence, we can see that the Seifert-van Kampen theorem is not only a property satis ed by the fundamental groupoid, but also the de ning one.
The main di culty from a technical point of view was a categorical one. For a given functor from a poset to groupoids, we can take both the limit/colimit and the 2limit/2colimit. There exists a natural comparison functor between these two groupoids which is not an equivalence in general. In the course of this paper, we give several classes where the comparison functor is an equivalence of categories.
It is expected that the main result can be generalised in higher dimensions, which is to say that the fundamental -groupoid would most likely be the terminal co--stack with values in -groupoids. 
Cosheaves, costacks and the main theorem
is exact; in other words, ( ) is the coequiliser of 0 , 1 . That is to say, is a cosheaf if and only if for any object the presheaf de ned by ( ) = hom A ( ( ), ) is a sheaf of sets [3] .
Let : Off( ) → A be a functor. We say that̂ : Off( ) → A is the associated cosheaf of if a natural transformation :̂ → is given, and for any cosheaf ὔ : Off( ) → A and any natural transformation : ὔ → , there is a unique natural transformation̂ : ὔ →̂ such that the diagram
Our aim is to establish a 2-dimensional analogue of the following easy, but important fact. Recall that 0 ( ) denotes the set of connected components of .
Lemma 2.2.
Let be a locally connected topological space. Then, the assignment → 0 ( ) is a cosheaf, which is a terminal object in the category of cosheaves on . Alternatively, it is the coshea cation of the functor given by ( ) = 1.
The proof is elementary and we omit it. Observe the following theorem [1, Theorem 6.28].
Theorem 2.3. Assuming Vopěnka's principle, every full subcategory of a locally presentable category K, closed under colimits in K, is core ective.
As a corollary of this theorem, we have immediately that, assuming Vopěnka's principle, the coshea cation exists whenever has values in sets (or many other categories like groups, etc.). Now we turn to costacks with values in groupoids. Recall that a groupoid is a category where all morphisms are isomorphisms. A groupoid G is simply connected [4, p. 36] provided that for any two objects and of G, there is exactly one morphism → . By the abuse of notations we let Gpd be the category, as well as the 2-category of small groupoids. Thus, for any functor F : → Gpd we can talk not only of the limits and colimits of F, but also of the 2-limits and 2-colimits (see Section 3) of F.
De nition 2.4.
Let G be a covariant functor from the poset Off( ) to Gpd. We say that G is a costack over (or simply costack if there is no ambiguity), if ∐ , ,
Equivalently, G is a costack if and only if for any groupoid G the assignment
de nes a stack [3] .
Hence, we can again talk about costacki cation, or associated costacks of functors, if they exist. Probably an analogue of Theorem 2.3 is still true for 2-categories and hence under some set theoretical assumptions the costacki cation does exist, but we do not go in this direction and we restrict ourselves only to the existence of 2-terminal objects. Recall that an object of a 2-category A is 2-terminal, provided that for any object of A the category hom A ( , ) is a simply connected groupoid, which is to say that hom A ( , ) is equivalent to the groupoid 1, with one object and one arrow. For a topological space , we let Π 1 ( ) to be the fundamental groupoid of , see [2] . Recall that the objects of Π 1 ( ) are the points of , while morphisms are the homotopy classes of paths. Then, we have the following result. Theorem 2.5. Let be a topological space. Then, the association → Π 1 ( ) de nes simultaneously a cosheaf and a costack with values in Gpd.
The statement on cosheaves is basically the classical Seifert-van Kampen theorem formulated in terms of fundamental groupoids, compare with [6, Theorem II.7], where the author considers only the coverings with connected open sets. The latter condition is unnecessary as it was demonstrated in [2, p. 226, statement 6.7.2], where the author considers only the coverings with two members. The statement about costacks is the main part of this paper and the proof will be given in Section 5.
This already demonstrates the importance of costacks, but indeed more is true. Call a topological space good if any open subset of possesses an open covering = ⋃ such that all are simply connected, and the same is true for all nonempty intersections ∩ and ∩ ∩ . Theorem 2.6. Let be a good topological space. Consider the constant functor : → 1, where 1 is the one point groupoid (with only one object and one morphism). Then, has an associated costack, which is the fundamental groupoid, i.e.,̂ ( ) = Π 1 ( ). Thus, the costack given by → Π 1 ( ) is a 2-terminal object in the 2category of all costacks on .
Proof. By Theorem 2.5, → Π 1 ( ) is a costack. To prove that it is the costacki cation of , we will use the universal property. It is clear that we have a morphism p : Π 1 → of 2-functors, so we only have to prove that given another 2-functor : → Gpd, there exists a morphism q : Π 1 → , where is a costack. The fact that the compatibility conditions will be satis ed comes from the triviality of .
Hence, we only have to construct q. To de ne q( ), cover by open subsets { } ∈ such that all are simply connected, and the same holds for all their nonempty pairwise and triple intersections. We can do this by the assumption on . Since is a costack, ∐ , ,
Note that on the empty set, is empty, just like Π 1 . For -s and their nonempty intersections ∩ and ∩ ∩ , Π 1 is a trivial groupoid, since they are simply connected. It follows that there is essentially a unique functor from ( ), ( ∩ ) and ( ∩ ∩ ) to Π 1 ( ), Π 1 ( ∩ ) and Π 1 ( ∩ ∩ ), respectively.
Hence, by 2-exactness, we get a map, unique up to natural transformation q( ) : ( ) → Π 1 ( ) satisfying the compatibility condition. This nishes the proof.
Limits, colimits, 2-limits and 2-colimits
First let us x some notations. For functors and natural transformations, e.g.,
one denotes by ⋆ and ⋆ the induced natural transformations 1 ⇒ 2 and 1 ⇒ 2 , respectively. Let be a poset and let F : op → Gpd be a contravariant functor from to the category of groupoids. For an element ∈ we let F be the value of F at . For ≤ we let : F → F be the induced functor. Recall the construction of two groupoids lim F and 2lim F called respectively the limit and the 2-limit of F.
Objects of the groupoid lim F (or simply lim F) are families ( ), where is an object of the category F such that for any ≤ one has ( ) = . A morphism ( ) → ( ) is a family ( ), where : → is a morphism of F such that for any ≤ one has ( ) = .
Objects of the groupoid 2lim F (or simply 2lim F) are collections ( , ), where is an object of F , while : ( ) → for ≤ is an isomorphism of the category F satisfying the 1-cocycle condition: For any ≤ ≤ one has = ∘ ( ).
A morphism from ( , ) to ( , ) is a collection ( ), where : → is a morphism of F such that for any ≤ the following diagram is commutative:
Let us state the following obvious lemma. Furthermore, one requires that for any groupoid G, the canonical functor
be an equivalence of groupoids. Here the functor is given by ( ) = ( ∘ , ⋆ ). It is well known that 2colim exists and is unique up to equivalence of groupoids, see [3, pp. 192-193] . The functors , and the comparison functor in Lemma 3.1 allow us to consider the composite functor
By the Yoneda lemma one obtains a comparison functor
: 2colim G → colim G . is an equivalence of categories. Since hom Gpd colim G, D = lim hom Gpd (G , D) and
we can use Lemma 3.1 to conclude that the functor hom Gpd ( , D) is always full and faithful. Hence, it is an equivalence if and only if it is essentially surjective on objects. One easily sees that the latter condition is exactly the assertion made in the statement of the lemma, and we are done.
As we will see in the next section, the functor is often an equivalence of categories, which explains the fact that → Π 1 ( ) is simultaneously a cosheaf and a costack.
When : 2colim → colim is an equivalence of categories
Recall that a poset is called ltered provided that for any elements , ∈ , there is an element ∈ such that ≤ and ≤ . Proof. In this case, the construction of colim G given in [4, p. 36 ] has the following description. Let and be objects of the categories G and G , respectively. We will say that and are equivalent, if there exists ∈ such that ≤ , ≤ and ( ) = ( ). The equivalence class of is denoted by { }. The collection of such equivalence classes forms the class of all objects of the category colim G . If { } and { } are two equivalence classes, with ∈ G and ∈ G , then a morphism { } → { } is the equivalence class of morphisms :
( ) → ( ) of the category G , where ≤ , ≤ . Here two morphisms : ( ) → ( ) and :
( ) → ( ), ≤ , ≤ are equivalent if there exists an element ∈ such that ≤ , ≤ and ( ) = ( ). Recall that the construction of 2colim G given in [3, pp. 192-193] shows that the objects of 2colim G are a disjoint union of the objects of G , ∈ , while for ∈ G and ∈ G one has
It follows that the functor which sends to { } is obviously full and faithful and surjective on objects. Hence, is an equivalence of categories. Proof. De ne ὔ 1 on objects by
Proposition 4.2. Let
To de ne ὔ 1 on morphisms, we proceed as follows. Let : 1 → 2 be a morphism in B. To de ne
we have to consider ve di erent cases.
Case 1. 1 = 1 ( 1 ) and 2 ̸ ∈ Im( 1 ). One de nes ὔ 1 ( ) to be the composite
Case 2. 1 = 1 ( 1 ), 2 = 1 ( 2 ), but ̸ ∈ Im( 1 ). One de nes ὔ 1 ( ) to be the composite
Case 3. ∈ Im( 1 ). We choose : 1 → 2 in A such that = 1 ( ). One de nes ὔ 1 ( ) by
To check that this is independent of the choice of , let us also consider ὔ : 1 → 2 with the property
Since is a natural transformation, we have the commutative diagram
Since the left vertical arrows are equal and the horizontal ones are isomorphisms, it follows that the right vertical arrows are also equal. Hence, ὔ 1 ( ) is well-de ned in this case.
Case 4. 1 ̸ ∈ Im( 1 ) and 2 = 1 ( 2 ). One de nes ὔ 1 ( ) to be the composite
Case 5. 1 ̸ ∈ Im( 1 ) and 2 ̸ ∈ Im( 1 ). One de nes ὔ 1 ( ) as
Checking case by case shows that ὔ 1 is really a functor with ὔ 1 1 = 2 2 . De ne by
One easily sees that ὔ 1 and satisfy the assertions of the Lemma. It follows that the classical Seifert-van Kampen theorem [2, p. 226 ] can be restated as follows. 
Proof of Theorem 2.5
Let be a topological space and F : Off( ) op → Gpd be a functor.
De nition 5.1. Let ≥ 2 be an integer. We will say that F has the property sh( ) (resp. st( )) if for any open subset of and any open cover 1 , . . . , of , the natural functor
is an isomorphism of categories, (resp.
is an equivalence of categories). That is to say, F satis es the sheaf (resp. stack) condition for all coverings having -members.
The aim of this section is to prove Theorem 2.5, which will be done with formal arguments. It follows from Theorem 4.4 that → hom Gpd (Π 1 ( ), G) satis es the sh(2) as well as the st(2) condition for any groupoid G.
In order to show that it is a sheaf (resp. a stack), we have to show that these conditions hold for general coverings, see De nitions 2.1 and 2.4. To do so, we will rst show that sh(2) (resp. st(2)) implies sh( ) (resp. st( )) for any ∈ ℕ and then use Proposition 4.1 to prove the general case.
Lemma 5.2. If F satis es the condition sh(2) (resp. st(2)), then F satis es the condition sh( ) (resp. st( )) for any ≥ 2.
Proof. We consider only the case = 3, since the only di erence between this and the general case is the notation. By de nition, the objects of 
