Abstract. This paper proposes a chosen-ciphertext secure variant of the ElGamal public-key encryption scheme which generates very compact ciphertexts for messages of arbitrary length. The ciphertext overhead (i.e., the difference between ciphertext and plaintext) is one group element only. Such a property is particularly useful when encrypting short messages such as a PIN or a credit card number in bandwidth-critical environments. On top of the compact overhead, the computational cost for encryption and decryption are almost the same as plain ElGamal encryption. The security is proven based on the strong Diffie-Hellman assumption in the random oracle model.
Introduction
One of the most fundamental and best studied public-key encryption schemes is the ElGamal encryption scheme [13] that works over a group G of prime-order q with a generator g. The public-key is h = g x for a random secret index x ∈ Z q and a ciphertext for plaintext m consists of the tuple (u, c), where u = g r and c = m ⊕ H(h r ). Here H : G → {0, 1} |m| is some public hash function. Due to its simplicity the scheme is very efficient:
-its constituting encryption and decryption algorithms are roughly as efficient as computing one discrete exponentiation; -its ciphertext overhead (i.e., the size of the ciphertext minus the size of the plaintext message [23] ) consists of only one group element -independently of the length of the plaintext message.
Our contribution
We propose the most efficient IND-CCA secure ElGamal type encryption scheme whose ciphertext overhead consists of only one group element irrelevant to the length of the plaintext. Such a compact ciphertext overhead with IND-CCA security has been possible only when the message is sufficiently long. (See next section for details and Table 1 for summary.) On the other hand, important messages can be very short; A PIN number typically consists of 4 digits. And such a short information would be often used in applications that have sharp limitations in bandwidth or storage where saving even small amount of bits is critical. All known schemes however can't encrypt short messages securely or require extra overhead to provide chosen cipehrtext security. In our scheme, the computational efficiency and the size of public/private keys is the same as hashed ElGamal's. It can be instantiated with any passively secure symmetric cipher, such as the one-time pad. Our scheme can be used as a plug-in alternative to ElGamal encryption that brings higher level of security. They share the same key generation algorithm, hash functions, and symmetric cipher. Furthermore, ciphertexts have the same algebraic structure.
IND-CCA-security of our scheme is proven in the random oracle model assuming the hardness of the strong Diffie-Hellman problem [1, 21] . 3 The security reduction is almost tight, i.e., the respective advantages are related within a factor of log 2 λ, where λ is the security parameter. Even though the reduction is not exactly tight, it only loses log 2 λ ≈ 6 bits of security for a security level of λ = 80 bits. Adapting the twinning technique from [9] we furthermore propose a variant of our scheme that can be proved secure under the Computational Diffie-Hellman (CDH) assumption.
Related Work
We now revisit the known frameworks to immunize the ElGamal scheme secure against chosen-ciphertext attacks, specifically focusing on the above properties of efficiency and ciphertext overhead, and point out their respective shortcomings. Here we mostly restrict ourselves to schemes that are secure in the random oracle model [4] . For quick overview, see Table 1 . For an overview concerning schemes based on trapdoor permutations (such as OAEP) we refer to [3] .
Schemes adding extra integrity. The first method achieves chosen-ciphertext security by adding an ephemeral integrity check to the ciphertext, essentially consisting of the tag of a message authentication code (MAC). Examples of such schemes are given in [4, 22] but the best known instance is probably DHIES [1] by Abdalla, Bellare and Rogaway. DHIES is as efficient as ElGamal in terms of computational efficiency. The scheme, however, has one group element plus a 3 The strong DH problem is computing g ab , given random (g, g a , g b ) and a restricted MAC tag of the ciphertext overhead, which is thus longer than that of ElGamal's. Its security can also be proved based on the strong Diffie-Hellman assumption in the random oracle model. 4 We remark that other schemes obtained using generic transformations (for example the Fujisaki-Okamoto transform [14] or the transformations from [10, 11] ) also suffer from a similar overhead.
The KEM/DEM framework. The second method is to construct a hybrid encryption scheme by combining key encapsulation (KEM) with CCA secure data encapsulation (DEM) [12] . The latter is typically constructed by adding a MAC to a one-time (passively) secure symmetric cipher (just like DHIES) but one can instead use a length-preserving strong pseudorandom permutation (PRP, e.g., [16] ) to avoid such an overhead [16] . For (hashed) ElGamal this was done by Kurosawa and Matsuo [20] to obtain a variant of DHIES [1] whose ciphertexts are as compact as the ones from ElGamal.
However, there are two drawbacks with this approach. First, the strong PRPs obtained from modes of operation are generally considered to be complicated and not very efficient in practice: for example, they are all "two-pass schemes" meaning that plaintext/ciphertext need to be passed twice at encryption/decryption. Second, more importantly, a strong PRP can only securely encrypt messages whose length is at least one block length of the underlying symmetric cipher, i.e., typically at least 128 bits. (Smaller messages can of course be padded to one block thereby adding overhead.) In fact, this drawback is an inherent artifact of the security properties of DEMs that are CCA-secure and length-preserving (DEMs for which ciphertext-size equals plaintext-size): any length-preserving CCA-secure DEM encrypting messages of m bits can be trivially broken in time complexity 2 m . 5 Consequently, length-preserving CCA secure DEMs encrypting short messages (e.g, m = 10 bits) cannot exist and therefore the KEM/DEM framework is not suitable for the purpose of obtaining chosen-ciphertext secure encryption with compact ciphertexts for short messages.
Tag-KEM/DEM framework. Another generic method, known as the Tag-KEM/DEM framework [2] , accepts the most simple form of a DEM such as a one-time pad. On the other hand, the framework is slightly more demanding on the KEM part. In particular, tag-KEMs whose ciphertexts consist only of a single group element are not known to exist so far. 4 We remark that there also exists a standard model proof for DHIES based on the "Hashed Oracle Diffie-Hellman" assumption which is an interactive assumption involving a hash function that is close to the strong DH assumption in the random oracle model. 5 The attack is as follows. Given an a challenge ciphertext e * ∈ {0, 1} m of an unknown message m * ∈ {0, 1} m an attacker queries the decryption oracle for all ciphertexts e ∈ {0, 1} m \ {e * }. Since the cipher is length-preserving and hence a permutation on {0, 1} m the challenge message must be the one not output by the decryption oracle. In general, a CCA-secure DEM that adds r bits of redundancy can be broken in with 2 m+r decryption queries.
Scheme
Ciphertext Message Computation Assumption Overhead Size Enc. Dec. ElGamal [13] 2λ any 2 1 DDH (CPA only) KD [19] 5λ any 3.5+mac 2.5+mac DDH DHIES [1] 3λ any 2+mac 1+mac SDH Twin DHIES [9] 3λ any 3+mac 1.5+mac CDH KM [20] 2λ |m| > λ 2+sprp 1+sprp SDH Twin KM [9] 2λ |m| > λ 3+sprp 1.5+sprp CDH Boyen [6] 2λ |m| > 2λ 3+2·hash 2+2·hash GDH Basic scheme ( §3.2) 2λ any 2.5+hash 1+hash SDH Twin scheme ( §3.4) 2λ any 3.5+hash 2+hash CDH Table 1 . Efficiency comparison among some ElGamal-type CCA schemes instantiated in a group of order 2λ bits, where λ is the security parameter. An element in the group is assumed to be representable with 2λ bits, one MAC tag with λ bits. "Computation" counts the number of single exponentiations and costs for other building blocks. Here we adopt the convention that 1 multi-base exponentiation is counted as 1.5 standard exponentiations. "mac" (or "hash") counts the cost for MAC-ing (or Hash-ing, resp.) a (potentially long) message. "sprp" counts the extra cost needed for the strong PRP compared to the simple one-time secure symmetric encryption. All other computations are ignored. The assumptions are as follows. CDH: Computational DH; SDH: Strong-DH; GDH: Gap-DH; DDH: Decisional-DH. All but KD are in the random oracle model. See also footnote 2 for DHIES and KM.
Others. In independent work another Diffie-Hellman type scheme was proposed by Boyen [6] . His construction primarily focuses on a tight security reduction. However, compared to ElGamal it requires twice as much computation for encryption and decryption. More importantly, it inherits the limitation from the KEM/DEM framework and can only securely encrypt messages longer than one group element (or 2λ bits): for small messages Boyen's security proof is no longer valid and does not seem to be fixable with the same ideas.
Summary. Compared to hashed ElGamal, all known Diffie-Hellman type encryption schemes suffer from either non-optimal ciphertext expansion; or decreased computational efficiency; or a restriction in the message length; or a combination of these. Surprisingly, until today no chosen-ciphertext secure encryption scheme is known that encrypts small messages with only one group element of ciphertext overhead. The most efficient scheme encrypting small (and there even arbitrary) messages is DHIES whose ciphertext overhead sums to one group element plus λ bits for the MAC. (Here λ is the security parameter, e.g., λ = 80, 128 bits.)
Technical Overview
Our scheme follows the Tag-KEM/DEM framework [2] , which combines symmetric and asymmetric encryption. Our scheme is designed in a redundancy-free manner so that decryption always outputs a message (and never rejects). If any part of a given ciphertext is modified, the corresponding plaintext message becomes completely unrelated to the original plaintext. Such a property is obtained by using a hash of the symmetric part of the ciphertext (the "tag") to compute the asymmetric part of the ciphertext. Thus, modifying any part of a given ciphertext affects (directly or indirectly) the corresponding session-key and results that the symmetric part is decrypted differently. Dealing with very short messages brings an unexpected technical difficulty in proving security; since the input to the hash function is short, its output distribution is very limited even when the hash function is modeled as a random oracle. More concretely, the adversary can exhaustively search for a short input that is consistent with a preliminary obtained output. We therefore cannot directly use the "oracle patching technique" (i.e., programmability) when the message is short. On the other hand, the security proof for long inputs can be done using a combination of techniques from [1, 2, 5] .
The above difficulty is overcome by constructing two different reductions that deal with short and long messages separately and randomly use one of them hoping that the adversary chooses challenge messages of length that fits to the selected reduction algorithm. More details with intuition are shown in the proof outline given right after Theorem 1 in Section 3.3, and full proof details are in Section 4.
Definitions
Notation. Throughout the paper we denote by λ ∈ N the security parameter, i.e., we use choose our primitives such that an adversary requires "complexity" ≈ 2 λ to break them. Typical choices are λ = 80, 128, . . . bits.
Public Key Encryption. We recall the usual definitions for chosen ciphertext security. Let PKE be a public-key encryption scheme. Consider the usual chosen ciphertext attack game, played between a challenger and a adversary A:
1. Given the security parameter λ, the challenger generates a public key/secret key pair, and gives the public key to A; 2. A makes a number of decryption queries to the challenger; each such query is a ciphertext c; the challenger decrypts c, and sends the result to A; 3. A makes one challenge query, which is a pair of messages (m 0 , m 1 ); the challenger chooses β ∈ {0, 1} at random, encrypts m β , and sends the resulting ciphertext c * to A; 4. A makes more decryption queries, just as in step 2, but with the restriction that c = c * ; 5. A outputsβ ∈ {0, 1}. If we wish to analyze a scheme PKE in the random oracle model, then hash functions are replaced by random oracle queries as appropriate, and both challenger and adversary are given access to the random oracle in the above attack game.
The advantage Adv
Length-preserving symmetric encryption. A symmetric encryption scheme SE = (E, D) consists of two deterministic algorithms that are used to encrypt and decrypt a message m ∈ {0, 1} * with a symmetric key K from key-space {0, 1}
λe . SE is length-preserving if for all keys K and message lengths ≥ 1, E K (·) is a permutation on {0, 1} . We require SE to be secure against one-time attacks, where an adversary C has to distinguish E K (m) from a randomly chosen bit-string of length |m|, where K is randomly chosen and message m is chosen by the adversary. Let Adv ot C,SE be the advantage function of an adversary C in the above distinguishing game. We say SE is secure against one-time attacks if Adv ot C,SE is negligible for all efficient adversaries C.
3 Compact CCA-secure encryption
Building Blocks
Prime-order groups. Let q ≈ 2 2λ be a prime, G be a (multiplicative) group of order q. In this section all arithmetics are done in G unless otherwise noted. The Diffie-Hellman problem is given random (g, g a , g b ) ∈ G 3 , compute g ab ∈ G. The strong Diffie-Hellman problem [1] is the same as the DH problem, but given access to a an oracle DDH g,a (·, ·) that on input gb, gĉ outputs 1 iff ab =ĉ mod q. We remark that in pairing groups (also known gap groups [21] ) the DDH oracle can be efficiently instantiated and hence the strong-DH problem is equivalent to the DH problem (and the gap-DH problem [21] ). The advantage Adv sdh B,G is defined to be the probability that an adversary B solves the above strong-DH problem. The strong-DH assumption holds in G if for all efficient adversaries B, the advantage Adv sdh B,G is negligible.
Symmetric Encryption. Let SE = (E, D) be a length-preserving symmetric encryption scheme that takes keys K ∈ {0, 1} λe of length λ e = 2λ and encrypts arbitrary messages m ∈ {0, 1} * . We require that SE treats short and long messages in a different way as follows.
Long messages. For all messages m ∈ {0, 1} of length > λ e (larger than |K|), SE is secure against one-time attacks. A practical construction first expands K to a bit-string K ∈ {0, 1} using a pseudo-random generator (key-derivation function), and then uses K as an xor-based one-time pad to mask m, i.e., e = m ⊕ K . Short messages. For all messages m ∈ {0, 1} of length ≤ λ e (shorter than |K|), SE acts as a perfectly secure one-time pad by using the first bits of K as an xor-based one-time pad to mask m.
We remark that it is further possible to relax the condition for encryption of short messages to a computational one.
The Basic scheme
Let G be group of prime order q ≈ 2 2λ and SE = (E, D) be a length-preserving symmetric ciphertext using keys of length λ e ≥ 2λ. Let G : {0, 1} * → Z q and H : G → {0, 1}
λe be hash functions that will be modeled as random oracles.
Key-Generation. The public key consists of a random group element g ∈ G and h = g x ∈ G, where the secret key x ∈ Z q is a random index. Encryption. To encrypt a plaintext m ∈ {0, 1} of arbitrary length ≥ 1, a random r ∈ Z q is picked and the symmetric key is computed as
Next, the ciphertext is computed as
The ciphertext (u, e) ∈ G × {0, 1} . Decryption. Using the secret-key x ∈ Z q , decrypting a ciphertext (u, e) ∈ G × {0, 1} is done by first computing the symmetric key
∈ {0, 1} λe and then computing the plaintext as m = D K (e). Note that decryption never rejects.
We note that if u = 1 ∈ G, encryption fails. This happens with negligible probability 1/q. For simplicity this negligible encryption error will be ignored for the remainder of the paper. An error-free variant can be obtained by adjusting x and G.
To verify correctness note that u = (g G(e) h) r = g r·(G(e)+x) which implies u 1/(G(e)+x) = g r .
Security
Theorem 1. Assume the strong-DH assumption holds in G, G and H are modeled as random oracles, and SE is a symmetric cipher with the properties specified in Subsection 3.1. Then the above PKE scheme is IND-CCA secure. In particular, suppose A is an IND-CCA adversary that runs in time τ and makes at most q h hash queries to H, q g hash queries to G, and q d decryption queries. Then there exists a strong DH adversary B that runs in time at most τ + O(q h q d · T ) and makes at most O(q h q d ) oracle calls and an adversary C against SE that runs in time at most τ + O(q h q d · T ), where we denote by T the unit time to perform one exponentiation in the group G; moreover,
where λ e ≥ 2λ is the length of the symmetric keys used in SE.
Proof Outline. At a high level the reduction works as follows. Given a strong DH problem instance (z, z a , z b ) the strong DH adversary defines the public-key in such a way that g = z a and h = z · g −w * , for random w * . This implicitly defines the private-key as x = 1 a − w * . This setup of the public-key is inspired by "IBE techniques" [5] and allows the strong DH adversary to simulate decryption of all ciphertext except the challenge itself. (We remark that it was also successfully applied in the proofs of other encryption scheme, see, e.g., [7, 18, 17, 9] .) Furthermore, a technique from [1] is used to "patch" random-oracle and decryption oracle and make them consistent by using the DDH oracle provided by the strong-DH experiment. Here the crucial property is to be able to check efficiently if for a given ciphertext u ∈ G, an R ∈ G, and an index w = w * it holds that R = u 1 w+x or not. The latter can be done by querying the DDH oracle on DDH z,a (u · R w * −w , R). The challenge ciphertext is set to (u * , e * ), where u * = z b and e * is a random bitstring that equals the length of one of the challenge messages, m 0 or m 1 . Furthermore, G(e * ) is defined as w * such that u * 1/(x+G(e * )) = z ab . Hence an IND-CCA adversary has no chance in guessing the challenge bit without querying H for z ab .
One difficulty in the proof is that w * = G(e * ) is implicitly set at the beginning of the reduction. If the IND-CCA adversary decides to get challenged on long messages, it is unlikely that the random ciphertext e * of the same length is asked to G before the challenge query is made. So the strong DH adversary never returns w * to any query to G made before the challenge query. However, if the IND-CCA adversary decided to get challenged on very short messages, it may decide to query all possible e * of that length to G before making the challenge query. So the strong DH adversary has to return w * to one of these queries to be successful in this case. Accordingly, the DH adversary has to behave contrarily in the two cases, but which case happens only depends on the adversary.
To handle the above situation, we actually construct two independent strong DH adversaries where at least one of the adversaries will be successful. The first strong DH adversary is successful if the length of the challenge message is smaller than the key-length λ e . If this is the case the reduction hopes to guess the length of the challenge message correctly in order to be able to define the symmetric part of the challenge ciphertext at the beginning of the experiment. Overall, given the challenge message is sufficiently small, this first strong DH adversary wins if it correctly guessed the length of the challenge ciphertext which happens with probability 1/λ e . The second strong DH adversary is successful if the length of the challenge message is larger than the key-length λ e . In that case it hopes that the symmetric part of the challenge ciphertext remains hidden from the IND-CCA adversary's view until the actual challenge query is done. This makes it possible to patch G(e * ) after the challenge query was done. Overall, given the challenge message is sufficiently large, this second strong DH adversary wins as long as the IND-CCA adversary did not guess the symmetric part of the challenge ciphertext which happens with probability q g /2 λe . Combining the two strong DH adversaries explains the loss in the security reduction. A formal proof is given in Section 4.
The Twin scheme: security from standard Diffie-Hellman
Using the "twinning technique" from [9] one can obtain a scheme which can be proven secure under the standard (i.e., not strong) Diffie-Hellman assumption by replacing H(g r ) by H(g r ,ĝ r ), whereĝ = gx is another element from the public key. The twinned scheme is defined follows.
Key-Generation. The public key consists of a random group elements g, h = g x , andĝ = gx, where the secret key x,x ∈ Z 2 q are random indices. Encryption. To encrypt a plaintext m ∈ {0, 1} of arbitrary length ≥ 1, a random r ∈ Z q is picked and the symmetric key is computed as
Next, the ciphertext (u, e) ∈ G × {0, 1} is computed as
Decryption. Using the secret-key x,x ∈ Z q , decrypting a ciphertext (u, e) ∈ G × {0, 1} is done by first computing the symmetric key Theorem 2. Assume the DH assumption holds in G, G and H are modeled as random oracles, and SE is a symmetric cipher with the properties specified in Subsection 3.1. Then the above PKE scheme is IND-CCA secure.
Proof sketch. The Strong Twin Diffie-Hellman (STDH) assumption [9] is as follows. Given z, z a , zâ, z b , computing the tuple (z ab , zâ b ) is computationally infeasible, even with access to a Twin DDH oracle TDDH z,a,â (z c , z d , zd) that outputs 1 iff ac = d andâc =d. Since it was shown in [9] that the standard CDH assumption implies the STDH assumption, it is sufficient to prove security of the above scheme assuming the STDH assumption. We now sketch this reduction, focusing mostly on the differences to the proof of Theorem 1. Given a STDH problem instance (z, z a , zâ, z b ) the STDH adversary defines the public-key in such a way that g = z a ,ĝ = zâ, and h = z·g −w * , for random w * . This implicitly defines the private-keys as x = 1 a − w * andx =â a . The challenge ciphertext is set to (u * , e * ), where u * = z b and e * is a random bitstring that equals the length of one of the challenge messages, m 0 or m 1 . Furthermore, G(e * ) is defined as w * such that u * 1/(x+G(e * )) = z ab and u * x/(x+G(e * )) = zâ b . Hence an IND-CCA adversary has no chance in guessing the challenge bit without querying H for the tuple (z ab , zâ b ), which is exactly the challenge for the STDH adversary.
The decryption queries are simulated by patching the random oracles using the Twin DDH oracle TDDH z,a,â (·, ·, ·). Here the crucial property is again to be able to check efficiently if for a given ciphertext u ∈ G, a tuple (R 1 , R 2 ) ∈ G 2 , and an index w = w * it holds that (R 1 , R 2 ) = (u 1 w+x , ux w+x ) or not. DefineR = u · R w * −w 1 . Using the equation for x,x, the latter condition can be proved equivalent to (R 1 , R 2 ) = (R a ,Râ) which can be checked by calling TDDH z,a,â (R, R 1 , R 2 ). The remaining proof is similar to the one of Theorem 1. We remark that the concrete security bound of Theorem 2 is essentially the same as the one of Theorem 1 plus some small additive statistical parameter stemming from the twinning technique.
Efficiency
We note that in both schemes the value u = (g G(e) · h) r from encryption can be computed using one multi-exponentiation which is about as efficient as one standard exponentiation. For our basic scheme the parameters for key-generation, encryption and decryption, as well as for the size of the public/secret keys are exactly the same as for ElGamal. Furthermore, as in ElGamal, our scheme's ciphertext overhead only consists of one group element, independent of the message. We remark that implemented on certain elliptic curves this accounts to log q ≈ 2λ bits overhead for conjectured λ bits of security (which is optimal due to the generic attacks on the discrete logarithm problem in G). For an efficiency comparison with related schemes we refer to Table 1 in Section 1.
Proof of Theorem 1
We proceed in games, starting with Game 0 which is the original IND-CCA experiment run with an adversary A. Each Game i, i ≥ 0, is entirely defined through the algorithms Setup i , Challenge i , Decrypt i , HashH i , and HashG i , describing the adversary's view. If a game does not mention one of the above implementing algorithms then it is assumed to be unchanged compared to the last game. In Game i, i ≥ 0, we define X i as the event that β =β. We make the general convention that all terms with a superscript asterisks ( * ) are (or at least will be in a future game) connected to the challenge ciphertext; for example, K * is the symmetric key used for generating the challenge ciphertext. Game 0. This game implements the IND-CCA experiment. We make the following conventions how the appearing random-variables are computed throughout the experiment. £Setup 0 . Given a generator z ∈ G, the experiment picks random a ∈ Z * q , w * ∈ Z q , B ∈ G and defines
In Game i (i ≥ 4), we define Pr[X In the following games we will bound Pr[X ] − 1 2 ) . 
