Details of the NMR experimental methods. 1 H chemical shifts were referenced against DSS methyl protons at 0 ppm with 15 N and 13 C chemical shifts calculated from 1 H chemical shift (2) . All data were processed with the NMRPipe suite (3) and visualized with Sparky (4). Assignments were performed manually and independently of those previously published (5) .
Variable temperature experiments were recorded with 1 H-15 N TROSY 2D [ 1 H- 15 N] correlation experiments (64 scans and 2048x256 complex data points) at 283°K, 293°K, 298°K, 303°K, and 308°K on a sample of 100 µM 15 N, 2 H-labeled PPACK-thrombin. Peak intensities were measured using Sparky as described by others working with similarly large proteins (6) .
Relaxation experiments were performed at 600 MHz on a 15 N, 2 H-labeled thrombin sample at 150µM. 15 PPACK-thrombin dynamic analysis was performed using the program TENSOR2 (7). To estimate the overall rotational diffusion, we used only those residues with an R 2 /R 1 ratio within 1 standard deviation of the average, and low errors. These data were best fit by the axially symmetric tensorial model for rotational diffusion of PPACK-thrombin and yielded a τ c value of 16.3 ns, consistent with the molecular weight of thrombin and D ║ /D ┴ of 0.868. S 2 values were calculated using the Lipari-Szabo model free approach (8, 9) . When necessary, extended models accounting for chemical exchange and motions on two timescales were employed (10) .
1 H-15 N backbone Residual Dipolar Couplings (RDCs) were measured by comparing changes in the chemical shift differences between the 1 H TROSY and anti-TROSY peaks in an interleaved spin-state selected TROSY-anti-TROSY experiment (11) . Aligned samples of 100 µM 15 N, 2 H-labeled thrombin were prepared by using ultracentrifugation to exchange Pf1 phage (Asla Biotech) into the buffer described above (including 10% D 2 0), then adding Pf1 to a total concentration of 3mg/ml. Experiments on the aligned (isotropic) sample at 800 MHz had 128 scans (64 scans), with 2048 x 256 complex data points collected over about 20 hours (10 hours).
R ex was measured at 800 MHz by using the TROSY based Hahn-echo pulse sequence as previously described (12) with a spin-echo delay of 2τ = 2/J NH = 21.6 ms. The experiment was performed interleaved and in triplicate with 64 scans and 1024x256 complex data points. Peak intensities of each spin state relaxation experiment (I α , I
β and I 2HzNz ) were used to calculate R ex according to the relations (12):
with κ calculated as the trimmed mean of 1+(R 2
/2)/ηxy for all non-exchanging residues. R 1 N is negligible for the 34 kDa thrombin molecule.
Details of the AMD protocol.
In the AMD approach a reference or 'boost energy', E b , is defined which lies above the minimum of the potential energy surface. At each step in simulation, if the instantaneous potential energy, V(r), lies below the boost energy a continuous, non-negative bias potential, ∆V(r), is added to the actual potential. If the potential energy is greater than the boost energy, it remains unaltered. The application of the bias potential results in a raising and flattening of the potential energy surface (PES), decreasing the magnitude of the energy barriers and thereby accelerating the exchange between low energy conformational states, while still maintaining the essential details of the potential energy landscape. Explicitly, the modified potential, V*(r), on which the system evolves during an AMD simulation is given by:
, and the bias potential, ∆V(r), is defined as:
, The extent of acceleration (i.e., how aggressively the conformational space is sampled) is determined by the choice of the boost energy, E b , and the acceleration parameter, α. Conformational space sampling can be enhanced by either increasing the boost energy, or decreasing α. During the course of the AMD simulation, if the potential energy is modified, the forces on the atoms are recalculated for the modified potential and the use of the bias potential defined above ensures that the derivative of the modified potential will not become discontinuous at points where V(r)=E b . In the present work, we have implemented a "dual boost" AMD approach (13) , in which two acceleration potentials are applied simultaneously to the system: The first acceleration potential is applied to the torsional terms only, and a second, weaker acceleration is applied across the entire potential. The background, total acceleration potential enhances the translational-rotational diffusion properties of the solvent molecules, thereby facilitating slow diffusive motions in the solute. As such, the dual boost AMD protocol represents a unified approach to efficiently sample both the torsional degrees of freedom and the diffusive motions of system.
One of the favorable characteristics of the AMD approach is that it yields a canonical average of an ensemble, so that thermodynamic and other equilibrium properties can be accurately determined. The corrected canonical ensemble average of the system is obtained by re-weighting each point in the configuration space on the modified potential by the strength of the Boltzmann factor of the bias energy, exp[β∆V(r t(i) )] at that particular point.
To calculate residual dipolar couplings (RDCs) from the AMD ensembles, we used an approach similar to those detailed in previous studies on ubiquitin (14) and IκBα (15) . Atomic coordinates for PPACK-thrombin were obtained from the X-ray crystal structure [PDB ID: 1PPB (16)] and the system was placed in a periodically repeating box with 11495 water molecules and three Cl-counter-ions. Initially a set of five standard conventional MD (CMD) simulations was performed using an in-house modified version of the AMBER 10 code (17) . For each of these simulations, a different random seed generator for the Maxwellian distribution of atomic velocities was employed and, after standard energy minimization and equilibration procedures, a 20 ns production run MD simulation was performed under periodic boundary conditions with a time-step of 2 fs. Bonds involving protons were constrained using the SHAKE algorithm. Electrostatic interactions were treated using the Particle Mesh Ewald (PME) method with a direct space sum limit of 10 Å. With the exception of the PPACK inhibitor, for which an in-
house gaff force field was generated, the ff99SB force field was used for the solute residues and the TIP3P water force field was employed for the solvent molecules. These initial five 20 ns CMD simulations acted as a control set and were used as the starting point for the AMD simulations. These simulations also provided the average (unbiased) dihedral angle energy, <V 0 (dih)> and average total potential energy, <V 0 (tot)>, used to define the acceleration parameters in the AMD simulations.
A series of five "dual boost" AMD simulations (which also used the AMBER 10 code) were performed for 10,000,000 steps (the equivalent of 20 ns) at increasing levels of acceleration. For the torsional acceleration, the acceleration parameter, α(dih) was fixed at 240 kcal/mol and the torsional boost energy, E b (dih) for the four acceleration levels was set at 480, 720, 960 and 1200 kcal/mol above the average dihedral angle energy, <V 0 (dih)> estimated from the unbiased 20 ns CMD simulations. In all AMD simulations, a fixed background total acceleration potential was employed with a boost energy, E b (tot), defined such that [E b (tot)-V 0 (tot)] was equal to 0.16 kcal/mol times the number of atoms in the simulations cell (NASC), and the acceleration parameter, α(tot) was also set to 0.16 kcal/mol*(NASC). The physical conditions, force fields and all other simulation parameters employed in the AMD simulations were identical to those described for the CMD trajectories.
For each AMD simulation, a corrected canonical ensemble was obtained by performing the Boltzmann free energy re-weighting protocol described above using the bias potential block averaging method (18) to remove statistical noise errors. In this way, five representative freeenergy weighted molecular ensembles were generated at each of the four acceleration levels, along with the five unbiased CMD simulations. Each free energy weighted molecular ensemble was divided into molecular clusters using an in-house RMSD-based QR factorization clustering algorithm. In a series of initial tests, we varied the clustering parameters until optimal convergence in the computed RDC values was obtained. Under optimal clustering conditions we found that each member of a given cluster had a backbone RMSD ranging up to 0.6-0.7 Å with respect to the average structure for the cluster. A Singular Value Decomposition (SVD) analysis (19) was performed to determine the optimal alignment tensor for each cluster, and N-H N RDCs were calculated. A weighted average of the calculated RDC values was obtained using the relative number of structures in each cluster. Finally the RDCs for each free energy weighted ensemble associated with a given acceleration level were averaged.
Supplemental video
Video of the AMD trajectory that best recapitulated the measured RDCs. The dynamic regions are colored: light chain (light green), 60s loop (cyan), 70s loop (brown), γ-loop (red), 180s loop (purple) Na + -binding site (blue). The rest of the backbone is colored gray.
