Abstract A numerical measurement module simulating a heavy ion beam probe was developed, and numerical measurements of electrostatic potential and density fluctuations are carried out for 3-D turbulent data generated by a global simulation of drift-interchange mode turbulence in helical plasmas. The deviation between measured and local values is estimated. It is found that the characteristic structures can be detected in spite of the screening effect due to the finite spatial resolution.
Introduction
It is important to clarify the role of turbulent structures in the anomalous transport in toroidal plasmas [1] . Highly resolved measurements of fluctuations have been carried out to make quantitative estimation of turbulent transport [2, 3] . Numerical simulations of plasma turbulence have also been carried out, and detailed analyses on the numerical result on turbulence can give good comparison with experimental one [4∼6] . We have been developing a turbulence diagnostic simulator, which simulates the measurements about plasma turbulence numerically [7] . A spatio-temporal data analysis as the same in experiments can be made for the simulated result [8] , which extends the data analysis technique to deepen our physical understandings.
In this article, the development of a module simulating a heavy ion beam probe (HIBP) measurement is described. HIBP is a powerful diagnostic in plasma experiments, which gives the electrostatic potential and the electron density in core plasmas with the high spatial and temporal resolutions [9∼11] . We conduct numerical HIBP measurements for three-dimensional (3-D) numerical simulation data of turbulence in toroidal plasmas to find out how detected signals are affected by fluctuations along the trajectories of the probe beam.
The article is organized as follows. In section 2, a reduced MHD model is explained for the generation of turbulent fields in helical plasmas. In section 3, a setup of the HIBP module is described. In section 4, numerical diagnostics are conducted on a time series of 3-D turbulent data, which are generated by the nonlinear simulation, and a comparison between numerical measurements and local values of the data is made. Finally we summarize our results in section 5.
Generation of a turbulent field
In order to provide turbulence data, the simulation code of the resistive drift wave turbulence in a linear device, called 'Numerical Linear Device' [4] was extended to calculate the drift-interchange turbulence in a large-aspect-ratio helical plasma with a circular cross-section. An averaging scheme with the stellarator expansion [12, 13] is applied to give the following set of model equations:
where u is the stream function, A is the ζ (toroidal) component of the vector potential, P is the total pres-
, S is the pressure source, V A is the Alfv n velocity, Ω ci is the ion cyclotron frequency, a is the minor radius, γ is the specific heat ratio, η is the resistivity, µ and η ⊥ are viscosities,f is the average of f over the helical pitch length, < f > is the integral of f with respect to ζ whose integral constant is given by the condition <f > = 0, and [ ] is the Poisson bracket. In this model, the helical magnetic field produced by the helical windings is given with B h = ∇Φ. The total magnetic curvature Ω = 2r cos θ + (∇Φ) 2 is composed of the toroidal (1st term) and helical (2nd term) curvatures. The toroidal magnetic field is inversely proportional to the major radius, so the toroidal curvature can be approximated to be proportional to the minor radius r. The helical field is of the order of ε 1/2 in the stellarator expansion, so its square appears in this order. The following normalizations are used in the model equations:
and r/a → r, where ε is the inverse aspect ratio and t A = a/εV A is the Alfv n time.
Eqs. (1)∼(3) are solved in the toroidal coordinates with the spectral expansion in both poloidal and toroidal directions. The boundary conditions in the radial direction are set to f = 0 at r = 0, 1 for m = 0, and ∂f /∂r = 0 at r = 0, f = 0 at r = 1 for m = 0, where f implies {u, A, P }, m is the poloidal mode number, and r = 1 gives the outer boundary of the plasma. The initial pressure profile is set to be flat. The pressure source is fixed to be
, which forms the profile peaked at r = 0. The magnetic scalar potential is given by Fig. 1 (a). Modes with low m and n are excited in the linear growing phase, and saturation is reached with energy exchanges between various modes due to nonlinear couplings. The energy spectrum against m for the electrostatic potential in the nonlinearly saturated state is shown in Fig. 1(b) . The snapshots of the contours of both electrostatic potential and density at t = 1000 are shown in Fig. 2 . Spatio-temporal data analyses are carried out for the simulated result. Here, it was assumed that the E × B flow velocity is much larger than the diamagnetic flow velocity and the temperature is constant, so variables u and P represent the normalized electrostatic potential and density, respectively. The plane with y = 0 is the equatorial plane, the region with x > 0 refers to the low field side, and (x, y) is the Cartesian coordinates whose origin is set at the geometric center of the plasma. These are the snapshots at t = 1000 in Fig. 1 . An example of the HIBP beam trajectory (green line) with the ionization region (brown region) is also shown in (a)
Simulation for a heavy ion beam probe
Several modules to simulate the experimental diagnostics of plasma turbulence were developed. Time series of 3-D data from numerical simulations, as obtained in section 2, are analyzed with these modules. In this section, analyses with a HIBP module are described.
Setup of a heavy ion beam probe module
The heavy ion beam probe is used to measure both the electrostatic potential and the density in the core plasma. Heavy ions such as Cs + and Au + are injected into the plasma, and the ions ionized from charge state +1 to +2 in the plasma are detected, as shown in Fig. 2(a) . The difference between the particle energy of the injected ions and the detected secondary ions corresponds to the potential at the ionization point, so the potential can then be obtained. The trajectory of the ion changes in accordance with the ionization point, so the ionization point can be identified. The intensity of the detected beam is affected by the ratio of ionization in the sample volume, and the attenuation along the trajectory, given by [14] 
with I d and I 0 the detected and injected beam current, σ 12 v th the ionization rate, v b the velocity of the heavy ion, l 1,2,3 the path lengths of the primary beam, the secondary beam, and the ionization region, respectively. The ionization rate is given by Lotz's empirical formula [15] . For a low-density plasma the attenuation along the trajectory is small, and the beam intensity can be assumed to conform to the density at the ionization point.
In this way, the detected beam gives information of the potential and the density at the ionization point. The HIBP module simulates this mechanism in the following way. a. Set the parameters, such as the injection point, injection angle and ion energy, and the detector position for the measurement; b. Calculate the trajectory of the injected ion in the fluctuating fields using the equation of motion; c. Scan the ionization point along the trajectory of the injected ion, where the charge state of the ion is changed from +1 to +2, and d. Calculate the trajectory of the ion after the ionization to find out the ionization point, from which the ion gets into the given detector position. Both the energy of the detected ion and the beam intensity calculated with Eq. (6) are the outputs of the measurement, which are translated into the plasma potential and the electron density. Considering a finite beam width and a finite detector size, the detector catches ions from not just a single ionization point but a finite region, so an average over the ionization region (sample volume) gives the HIBP signals taking the spatial resolutions of the measurement into consideration.
Benchmark of the module
The HIBP module was developed, which includes the mechanism described in the previous subsection. According to the experiments [16] , singly ionized gold ions (Au + ) with the energy of 1.5 MeV are injected as a probing beam. For the benchmark, a calculation on mean fields, which are uniform in both poloidal and toroidal directions, is carried out. The mean profiles of the potential and the density at t = 1000 are subtracted from the data set in Fig. 1 , which are shown as the solid curves in Fig. 3 . The radial profiles are obtained by scanning the detecting position with a fixed injection condition. The radius of the observation position is determined by the average over the sample volume. Both the detected ion energy and the beam intensity give the potential and the density, which are well reproducible in an accuracy of 2% in the potential and 8% in the density, as shown with triangles in Fig. 3 . This is the case in a beam width of 1 cm and a detector size of 3 cm. Note that the beam intensity is the integration along the path in the sample volume determined by the detector size, so a larger sample volume gives a high intensity accordingly, as shown with open squares in Fig. 3 . The beam intensity has to be divided by the size of the sample volume, also obtained by the numerical HIBP, to calculate the corrected local density. Fig.3 Measurements of (a) the electrostatic potential and (b) the density using the numerical HIBP on the mean fields at t = 1000 in the turbulent simulation. Triangles ( ) and solid lines (-) indicate the numerical measurements and the mean profile, respectively. Open squares ( ) represent the detected beam intensities, which are divided by the size of the sample volume to obtain the density
Numerical measurements
In order to obtain a signal that is comparable to the experimental one, a simulation of the HIBP measurement, as described in section 3, is carried out on the turbulent data, as obtained in section 2.
Radial profiles
The numerical HIBP measurement is carried out against the fluctuating fields. The radial profiles are calculated using a snapshot data at first. The fluctuations of both the potential and the density at t = 1000, shown in Fig. 2 , are analyzed. The calculated values at several points are shown in Fig. 4 . The local values at the center of the sample volume are also shown. A comparison indicates that the calculated values agree well in the potential case, but a large deviation exists in the density case. This is because the HIBP signal is given by averaging over the sample volume. As is shown in Fig. 2 , the typical scale length of the fluctuations is longer for the potential than for the density. The averaging in the numerical measurement screens the fine structures, though there are large variations within the sample volume. This is the reason why there is a larger deviation in the density measurement between the numerical measurement and the local value at a fixed point. Fig.4 Measurements of (a) the electrostatic potential and (b) the density by using the numerical HIBP on the fluctuating fields at t = 1000 in the turbulent simulation. Triangles ( ), crosses (×) and solid lines (-) indicate the numerical measurements, the corresponding local values and the mean profile, respectively
Time evolutions
In this study time evolutions of quantities can also be analysed. A time evolution of (a) the potential, (b) the detected beam intensity, (c) the observation point and (d) the size of the sample volume is shown in Fig. 5 . These values are obtained by analyzing the fluctuation data under fixed injection and detection condition. The ion trajectories are fluctuated with the temporally varying perturbative field, so the observation point and the size of the sample volume change accordingly as shown in Fig. 5 (c) and (d) . In Fig. 5(c) it is indicated that the deviation of the observation point is 5% at most. In addition to that, in Fig. 5(d) it is indicated that the size of the sample volume is around 8% of the minor radius. Therefore, the potential and density fluctuations have a deviation of more than 10% from the values on Fig. 6 . The characteristic oscillation can be identified with the numerical HIBP signal, so the selected beam width and detector size are small enough to study the fluctuations. On the other hand, as shown in Fig. 7(a) , the deviation of the density is too large to reproduce the fluctuations at a fixed position. By reducing the beam width and the detector size, the characteristic time evolution can be reproduced as shown in Fig. 7(b) . A comparison of the spectra also shows that the spectrum of the density is well reproducible in a thinner beam case, but not in a wider beam case, as shown in Fig. 8 . In this way, the spatial resolution necessary to detect the target fluctuation can be estimated with the numerical measurement. 
Correlation analyses
The observation point can be selected by adjusting the condition of the beam injection and detection, and data at any multiple points are available. Correlation analyses are carried out using the numerical HIBP signals. Fig. 9 shows the two-point correlation of the potential, from different radii. There exists a broad mode structure in the radial direction at a frequency about 0.026, so there is a strong correlation at ∆t = 0, 39 t A , 78 t A , and so on. This characteristic is reproducible by using the numerical HIBP signals, as shown in Fig. 9 . The fluctuation analysis shows that the numerical measurement is useful to obtain the results that can be compared with experimentals. 
Summary
In summary, a nonlinear simulation of the driftinterchange turbulence in the helical plasma, and the numerical measurement of the HIBP on the simulated data were carried out. The HIBP module calculates both the electrostatic potential and the density, taking into account the perturbations in the trajectories of the probe beam. The required spatial resolution can be estimated, considering the finite beam width and the finite detector size. The calculation shows whether the given resolution is fine enough to detect the target fluctuation. The example of the correlation analyses is also described to show the effectiveness in identification of the characteristic structure.
The effect of the perturbed trajectories of the probe ions, the finite beam width and the finite detector size was introduced in the numerical HIBP measurement. In addition, there would be other sources of noise in the experiments, such as the stability of the beam energy and thermal noise. The identification of the characteristics hidden by the presence of random noise is an important issue in turbulent plasmas, which will be studied by using numerical simulation data in our future works.
The results in this article are obtained from one of the functions in the turbulence diagnostic simulator, which is the combination of the several turbulence codes and modules to simulate the experimental measurements. Integration of several modules will clarify the mechanism of structural formation and its effect on transport with the quantitative analyses over a wide domain in both space and time.
