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Abstract
During the past two decades, the Internet has been changing dramatically not only many
business processes across all industries but also consumer behaviors in various aspects of
dailylife. The driving force behind this Internet revolution can be found in that the net-
work protocol called TCP/IP (Transmission Control Protocol / Internet Protocol) has been
accepted as the standard protocol for connecting dierent networks.
Before the Internet, each of individual WANs (Wide Area Networks) had its own network
protocol so as to control the trac within the network. Those WANs were independent,
isolated and expensive, with its availability limited to large corporations beyond reach of
individuals. In order to connect two such networks, a special router was needed, where the
router could convert a network protocol of one WAN to that of the other, and vice versa. In
other words, the protocol conversion was needed pairwise, impeding the growth of network
connections substantially.
Stemming from ARPANET originally developed by the U.S. military, TCP/IP has been
accepted by almost every WAN, where each WAN prepares a router to convert the network
protocol of the WAN to TCP/IP and vice versa. Such WANs can then be connected through
a network controlled by TCP/IP, thereby eliminating the necessity of the pairwise protocol
conversion. Those TCP/IP networks collectively constitute the Internet.
If one is connected to a network with access to the Internet, which can be easily achieved
by paying a nominal monthly fee to an Internet service provider, it is now possible to dispatch
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information to all individuals having a terminal system accessible through the Internet, or
to receive information from any one of such individuals, resulting in the emergence of the
network public. This is one of the most essential changes that the Internet has brought into
the real world.
The potential of the Internet has been expanded substantially by a new generation of
mobile devices, opening the door for rapid growth of m-commerce. While the traditional PC
access to the Internet continues to be vital for exploiting the advantages of the Internet, the
mobile access appears to attract more people because of exible accesses to the Internet in a
ubiquitous manner. Accordingly, e-commerce is now in the process of being converted into
m-commerce.
Because of the fact that the mobile technology is still young, the study of the impacts
of mobile devices on e-business is also rather new in the literature. Roto [21] and Kim [15]
provide the current state of mobile devices and m-businesses. Chae and Kim [5] discuss
the business implications of m-commerce, and Barwise [2] and Hammond [10] predict the
evolutional trend of m-commerce in the foreseeable future. Wu and Hisa [32] propose the
hypercube innovation model for analyzing the characteristics of m-commerce with focus on
three axes: changes in business models, changes in core components and stake holders. Siau
et al. [22], and Park and Fader [19] investigate the benets of m-commerce to consumers and
how e-commerce has changed the consumer behavior. Buyukozkan [4] develops an analytical
approach for determining the mobile commerce user requirements. All of these papers are
either empirical, qualitative or static in their analytical nature and, to the best knowledge
of the author, no study exists in the literature for capturing behavioral dierences between
e-commerce and m-commerce based on a mathematical stochastic model. The purpose of
this thesis is to ll this gap by developing and analyzing stochastic models for assessing the
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impact of mobile devices on e-business.
The fundamental tool for studying the underlying stochastic models is dynamic analysis
of semi-Markov processes. In particular, the inversion of matrix Laplace transforms into
real domain becomes the key for establishing computational procedures to assess important
stochastic measures. A succinct summary of the classical theory of semi-Markov processes
is provided so as to facilitate the discussions.
Some new results are also obtained, extending the results involving rst passage times for
Markov chains to those for semi-Markov processes. More specically, for many applications
of Markov chains in continuous time, it is often important to introduce various system
performance measures by decomposing the state space N into two sets: G consisting of good
states and B containing only bad states. A simple example would be the rst passage time
of N(t) from a good state m 2 G to any bad state in B denoted by TmB. More sophisticated
performance measures of this sort have been introduced by Keilson [14], represented by the
ergodic exit time TE and the ergodic sojourn time TV . The former is the time until the system
reaches any bad state in B given that the system has been running since time immemorial
and has been unobserved since its inception but is known to be in the good set G. The latter
is similar except that it is known not only to be in the good set G but also just to have had
a transition from a bad state in B to a good state in G. It is shown in Keilson [14] that the
relationship between TE and TV is identical to the relationship between the residual lifetime
at ergodicity and the underlying lifetime in renewal theory.
Keilson's theorem concerning the relationship between TE and TV relies upon the mem-
oryless property of exponential distributions. Accordingly, the theorem, in general, would
not hold true for semi-Markov processes. In this thesis, a new performance measure called
the ergodic residual exit time TW is introduced so as to prove that the relationship between
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TW and TV for semi-Markov processes is identical to the relationship between TE and TV for
Markov chains in continuous time. Naturally, this would indicate that TE is equal in distri-
bution to TW for Markov chains in continuous time. Indeed, a direct formal proof would be
provided for this statement.
Based on a semi-Markov process approach, a basic stochastic model for capturing be-
havioral dierences between e-commerce and m-commerce is rst introduced and analyzed,
where consumers are to decide whether or not they should buy a product by exploring the
Internet for information. Three classes of consumers are considered concerning the ways
they access the Internet:
1) a class of consumers who access the Internet only through PCs throughout the period
under consideration, denoted by CPC ;
2) a class of consumers who access the Internet originally only through PCs but start using
the mobile access at some time later, denoted by CPC!BOTH ; and
3) a class of consumers who access the Internet through both PCs and mobile devices from
the very beginning, denoted by CBOTH ,
with the entire consumer class dened by C = CPC [ CPC!BOTH [ CBOTH . Each time
the Internet is accessed for information, a consumer makes one of the three decisions: to
purchase the product, not to purchase the product, or to remain undecided. We assume that
the product is purchased at most once by any consumer in the period under consideration
for our analysis.
For studying the basic model for dierent classes of consumers in a unied manner, a
semi-Markov process having six transient states and two absorbing states is introduced,
where transient states i and 3 + i correspond to the i-th period of a day for i = 1; 2; 3,
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and absorbing states 0 and 7 describe the decision of purchasing and that of not purchasing
respectively. Through dynamic analysis of the semi-Markov process, the two stochastic per-
formance measures of interest can be evaluated: the distribution of the number of products
sold by time t and the distribution of the time required for selling K products. This analysis,
in turn, enables one to assess the impact of mobile devices on e-business by comparing such
stochastic performance measures for m-commerce against those for traditional e-commerce.
The basic model is next extended in two dierent directions: 1) to allow a general
number of time segments of a day, which may be useful to deal with a variety of consumer
behaviors for accessing the Internet, and 2) to capture the sales contribution of each consumer
class separately. While this generalization complicates the underlying semi-Markov analysis
substantially, the complex spectral decomposition still enables one to invert the matrix
Laplace transforms involved into the real domain, thereby establishing a foundation for
development of computational procedures to assess the stochastic performance measures of
interest.
The basic model and the subsequent extension are further extended so that a general
number of customer classes can be incorporated. This extension enables one to cope with
the situation that e-business managers have to deal with many dierent customer segments,
e.g. by their prot contributions. Furthermore, in this newly extended model, the sales
contribution of each time segment can be treated separately. In parallel with the inver-
sion procedures for the previous two models, the matrix Laplace transforms related to the
underlying semi-Markov model can be inverted again into the real domain based on the com-
plex spectral decomposition, thereby establishing a foundation for development of necessary
computational procedures.
In this most extended model, we also discuss the optimal strategy concerning how to
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allocate the promotion budget between the PC promotion and the mobile promotion, where
the optimal budget allocation is numerically determined so as to maximize the expected
stochastic measure. A risk control measure is also discussed, where the probability of the
underlying stochastic measure greater (or less) than the maximum (minimum) expected
stochastic measure is maximized (minimized), subject to the expected stochastic measure
staying above 90% (or 110%) of the maximum (minimum) expected stochastic measure. It
turns out that the expected value optimization and the risk control optimization yield the
same optimal budget allocation. A conjecture is presented based on these numerical results.
vii
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Chapter 1
Introduction and Summary
1.1 The Essence of the Internet
During the past two decades, the Internet has been changing dramatically not only many
business processes across all industries but also consumer behaviors in various aspects of
dailylife. The driving force behind this Internet revolution can be found in that the net-
work protocol called TCP/IP (Transmission Control Protocol / Internet Protocol) has been
accepted as the standard protocol for connecting dierent networks.
Before the Internet, each of individual WANs (Wide Area Networks) had its own network
protocol so as to control the trac within the network. Those WANs were independent,
isolated and expensive, with its availability limited to large corporations beyond reach of
individuals. In order to connect two such networks, a special router was needed, where the
router could convert a network protocol of one WAN to that of the other, and vice versa. In
other words, the protocol conversion was needed pairwise, impeding the growth of network
connections substantially.
Stemming from ARPANET originally developed by the U.S. military, TCP/IP has been
accepted by almost every WAN, where each WAN prepares a router to convert the network
protocol of the WAN to TCP/IP and vice versa. Such WANs can then be connected through
a network controlled by TCP/IP, thereby eliminating the necessity of the pairwise protocol
1
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conversion. Those TCP/IP networks collectively constitute the Internet.
If one is connected to a network with access to the Internet, which can be easily achieved
by paying a nominal monthly fee to an Internet service provider, it is now possible to dispatch
information to all individuals having a terminal system accessible through the Internet, or
to receive information from any one of such individuals, resulting in the emergence of the
network public. This is one of the most essential changes that the Internet has brought into
the real world.
1.2 Impact of the Internet in Retailing and Marketing
In retailing, many new business models have been developed due to the Internet. One of
the pioneering companies in this area is Amazon.com, established in 1994 with aim to open
a new way for online shopping of various books. Since its establishment, the company has
been expanding its business domain, now selling DVDs, CDs, MP3 downloads, software,
video games, electronics, apparel, furniture, food, toys, and jewelry among others. Today,
in addition to the above, the company oers self-produced consumer electronics such as the
Amazon Kindle e-book reader and the Kindle Fire tablet computer, as well as extensive
cloud computing services.
In Figure 1.2.1, the net sales, the cost of sales and the gross prot of Amazon.com are
plotted since its establishment until 2012. For the same period, Figure 1.2.2 depicts the
gross prot rate and the net prot rate against the net sales. One realizes that both the net
sales and the cost of sales have grown exponentially with the gross prot rate fairly steady
around 20 %. However, the company struggled until 2003, having the net loss with the
total operating expenses exceeding the gross prot. The founding father of Amazon.com,
Mr. Je Bezos, was a talented computer expert without much knowledge in retailing and
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logistics. Perhaps, he needed that much time to establish ecient processes for the value
chain management in the middist of the explosion of business volumes. The company has
been protable after 2003, despite the fact that many e-business corporations have been
suering from the collapse of the IT industry in 2002.
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Figure 1.2.1: Net Sales, Cost of Sales and Gross Prot of Amazon.com
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Figure 1.2.2: Gross Prot Rate and Net Prot Rate of Amazon.com
Another pioneering company in e-business is Priceline.com, which innovated a new busi-
ness model peculiar to the Internet, incorporating the reversed economy. Suppose that a
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hotel has 30 % vacancy at 4 o'clock in the afternoon. It would be better o for the hotel to
sell the remaining capacity at a discount room charge, instead of keeping the normal room
charge with high probability of not being able to sell at all. However, if the hotel openly
advertises the discount, those customers, who already paid the normal room charge, may
come to know the discount and get upset. The hotel can avoid this diculty by arrang-
ing such discounts through the Internet. The founding father of Priceline.com, Mr. Jay S.
Walker, was an innovative digital entrepreneur and came up with an idea of a price-matching
business model by taking advantage of the eects of the reversed economy discussed above
through the Internet.
More specically, Priceline.com gained its prominence by developing \Name Your Own
Price" system, where consumers would present their desirable price for airline tickets, hotel
rooms, car rentals, vacation packages and the like. While the consumers can select a general
location, service level and price, the oers from the hotel, rental car company, airline and the
like are disclosed only after the purchase is committed with no rights to cancel. Priceline.com
can receive the dierence between the price requested by a consumer and the price oered
by the seller. Only recently, Priceline.com has added a new service where consumers can
know prices and sellers before requesting their desirable price.
In parallel with Figures 1.2.1 and 1.2.2, the performance indicators of Priceline.com
for the period 2008 through 2012 are illustrated in Figures 1.2.3 and 1.2.4 respectively.
In contrast against Amazon.com, Priceline.com has been growing with positive net prot
consistently. Perhaps, this is so because the e-business model of Priceline.com is of non-
asset type, while that of Amazon.com is of partial-asset type, requiring the investment for
distribution centers, books and other products and the like, and demanding ecient processes
for the value chain management to yield positive net prot.
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Figure 1.2.3: Net Sales, Cost of Sales and Gross Pro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The presence of the network public surrounding the Internet has also caused revolutional
changes in marketing. Before the Internet, one-to-one marketing was rather limited, rely-
ing upon phone interviews, questionnaire surveys, and direct mail campaigns, which were
slow, tedious and laborious. Consequently, one-to-many marketing was dominant, where the
emphasis was on the mass marketing through TV, radio, newspapers, journals and other
media, directed one way from the media to consumers. The Internet has made it possible
to conduct one-to-one marketing in an extensive manner with speed and cost-performance
eciency, enabling one to combine the mass marketing and the one-to-one marketing si-
multaneously. Furthermore, e-marketing allows corporations and customers to exchange
information valuable to each other through bidirectional communications.
In the retail chain business, through e-marketing, it is now possible to collect and accu-
mulate massive data from the market via a POS (Point of Sales) system and utilize them so
as to develop eective marketing strategies for enhancing sales of products. An extensive lit-
erature exists for analyzing consumer purchasing behaviors based on POS data, represented
by Taguchi [30], Jones [12], Fader and Lattin [9], Ishigaki, Takenaka and Motomura [11],
and Yada, Washio and Motoda [33] to name only a few.
The essential challenge we face here is that the tremendous amount of POS data collected
from the market has to be analyzed repeatedly in a timely manner. Sumita and Yoshii [29]
suggested the prole vector approach so as to overcome this diculty. More specically,
a variety of prole vectors, such as CPV (Customer Prole Vector), PPV (Product Prole
Vector) and SPV (Store Prole Vector), are automatically constructed and updated periodi-
cally from the DB, as shown in Figure 1.2.5. These prole vectors are then used by dierent
analytical engines, producing the standard reports from the basic analysis as well as some ad
hock reports, derived from characteristic analyses, specied by the user through the graphic
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interface. Furthermore, these results are used to update customer segments dynamically so
as to yield dierent marketing strategies applied to dierent customer segments.
Figure 1.2.5: Dynamic Customer Segmentation for Enhancing CRM
CRM (Customer Relationship Management) typically means that the lifetime value of a
customer is to be maximized by maintaining two way communications between the customer
and the company through the Internet. This concept is limited in that the potential cus-
tomers are not addressed explicitly. By combining POS data with transaction data on the
Internet, not necessarily linked to purchasing, it is now possible to capture the entire market
as depicted in Figure 1.2.5, where the market is decomposed into 9 segments: (Existing-
Active, Existing-Sleeping, Potential)× (Not Important, Normal, Important). The arrows
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(1) through (7) indicate the desirable changes of the market for the company, whereas the
arrows (8) through (12) represent the changes of the market to be avoided. The new market-
ing approach for enhancing CRM would then be to devise strategic policies so as to promote
the moves along favorable arrows and prevent the moves along unfavorable arrows. Since
such customer segments have to be updated dynamically, the prole vector approach be-
comes crucial for containing the underlying computational burden. The reader is referred to
Sumita and Yoshii [29] for further details.
1.3 Rapid Growth of Mobile Device Users and Mobile
Data Trac
The potential of the Internet has been expanded substantially by a new generation of mo-
bile devices, opening the door for rapid growth of m-commerce. While the traditional PC
access to the Internet continues to be vital for exploiting the advantages of the Internet, the
mobile access appears to attract more people because of exible accesses to the Internet in a
ubiquitous manner. Accordingly, e-commerce is now in the process of being converted into
m-commerce.
In March 2013, Ministry of Internal Aairs and Communications of Japan reported the
survey result of mobile trac in Japan through its web site [18]. Based on this record, the
number of mobile device users, the monthly average of total mobile trac in giga bits per
second and the monthly average of mobile trac per person in bits per second are depicted
in Figures 1.3.1 through 1.3.3 respectively during the period June 2010 through December
2012. One observes that the number of mobile device users has been growing almost linearly
with increase of about 1 million per month during the period. On the other hand, both the
monthly average of total mobile trac and the monthly average of mobile trac per person
have been growing with accelerated speed, where the former has grown by a factor of 5.04,
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while the latter by a factor of 4.48 during this period.
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Figure 1.3.1: Number of Mobile Device Users in Japan
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Figure 1.3.2: Monthly Average of Total Mobile Data Trac (Gb/sec) in Japan
The mobile data trac in the world is expected to explode exponentially over the next
several years, according to Cisco Visual Networking Index [8]. Figures 1.3.4 through 1.3.6
exhibit the estimated world mobile data trac by applications, by devices and by regions
respectively. It can be seen from Figure 1.3.4 that mobile video will generate much of the
mobile trac growth through 2017. This is so because mobile video content has much higher
bit rates than other mobile applications. Of the 11.2 exabytes per month expected in 2017,
7.4 exabytes will be due to video. In Figure 1.3.5, one observes that laptops dominate mobile
data trac today, but smartphones and newer device categories such as tablets and M2M
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Figure 1.3.3: Monthly Average of Mobile Data Trac per Person (b/sec) in Japan
nodes will overwhelm laptops by 2017.
The Asia Pacic and North America regions combined will contribute to almost two-
thirds of global mobile data trac by 2017, as shown in Figure 1.3.6. The highest CAGR
(Compound Average Growth Rate) of 77 % will be observed in Middle East and Africa,
increasing 17.3-fold over the forecast period, followed by Asia Pacic with CAGR of 76 %
and 16.9-fold increase over the forecast period. For the emerging market regions, Latin
America and Central and Eastern Europe will have CAGRs of 67 % and 66 % respectively.
These regions combined with Middle East and Africa represent 19 % share of total mobile
data trac at the end of 2012 and this share will increase to 22 % by 2017.
1.4 Analysis of Impact of Mobile Devices on e-Business:
Structure of the Thesis
Because of the fact that the mobile technology is still young, the study of the impacts of
mobile devices on e-business is also rather new in the literature. Roto [21] and Kim [15]
provide the current state of mobile devices and m-businesses. Chae and Kim [5] discuss
the business implications of m-commerce, and Barwise [2] and Hammond [10] predict the
evolutional trend of m-commerce in the foreseeable future. Wu and Hisa [32] propose the
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Figure 1.3.5: World Monthly Mobile Data Trac (Tb/month) by Devices
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hypercube innovation model for analyzing the characteristics of m-commerce with focus on
three axes: changes in business models, changes in core components and stake holders. Siau
et al. [22], and Park and Fader [19] investigate the benets of m-commerce to consumers and
how e-commerce has changed the consumer behavior. Buyukozkan [4] develops an analytical
approach for determining the mobile commerce user requirements. All of these papers are
either empirical, qualitative or static in their analytical nature and, to the best knowledge
of the author, no study exists in the literature for capturing behavioral dierences between
e-commerce and m-commerce based on a mathematical stochastic model. The purpose of
this thesis is to ll this gap by developing and analyzing stochastic models for assessing the
impact of mobile devices on e-business.
The fundamental tool for studying the underlying stochastic models is dynamic analysis
of semi-Markov processes. In particular, the inversion of matrix Laplace transforms into
real domain becomes the key for establishing computational procedures to assess important
stochastic measures. In Chapter 2, a succinct summary of the classical theory of semi-Markov
processes is provided so as to facilitate the discussions to follow in the subsequent chapters.
Some new results are also obtained, concerning the relationship between the ergodic residual
exit time and the ergodic sojourn time. These results extend the results of Keilson [14] for
Markov chains in continuous time.
A basic stochastic model for capturing behavioral dierences between e-commerce and
m-commerce is discussed in Chapter 3, where consumers are to decide whether or not they
should buy a product by exploring the Internet for information. Three classes of consumers
are considered concerning the ways they access the Internet:
1) a class of consumers who access the Internet only through PCs throughout the period
under consideration, denoted by CPC ;
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2) a class of consumers who access the Internet originally only through PCs but start using
the mobile access at some time later, denoted by CPC!BOTH ; and
3) a class of consumers who access the Internet through both PCs and mobile devices from
the very beginning, denoted by CBOTH ,
with the entire consumer class dened by C = CPC [ CPC!BOTH [ CBOTH . Each time
the Internet is accessed for information, a consumer makes one of the three decisions: to
purchase the product, not to purchase the product, or to remain undecided. We assume that
the product is purchased at most once by any consumer in the period under consideration
for our analysis.
In order to capture their behavioral patterns, each day is decomposed into three periods.
The rst period of a day represents working hours, while the second period and the third
period of a day correspond to evening hours and sleeping hours at home respectively. As
reported in MakeYouGoHmm [17], corporate employees often utilize company PCs for pri-
vately accessing the Internet. Accordingly, during the rst period of a day, the PC access is
assumed to be available from time to time for the private use of the Internet. The mobile
access is also possible if consumers choose to do so. It is natural to assume that the PC
access supersedes the mobile access during evening hours at home. Accordingly, only the
PC access is considered during the second period of a day. Since the third period of a day
represents sleeping hours, the consumers are inactive in using the Internet.
For studying the basic model for dierent classes of consumers in a unied manner, a
semi-Markov process having six transient states and two absorbing states is introduced,
where transient states i and 3 + i correspond to the i-th period of a day for i = 1; 2; 3,
and absorbing states 0 and 7 describe the decision of purchasing and that of not purchasing
respectively. Through dynamic analysis of the semi-Markov process, the two stochastic per-
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formance measures of interest can be evaluated: the distribution of the number of products
sold by time t and the distribution of the time required for selling K products. This analysis,
in turn, enables one to assess the impact of mobile devices on e-business by comparing such
stochastic performance measures for m-commerce against those for traditional e-commerce.
The stochastic model introduced in Chapter 3 has some limitations. For example, only
mobile accesses may be available in certain time segments of a day, e.g. during commuting
hours, which is not incorporated. The model also fails to distinguish the sales contributions
by dierent consumer groups. Chapter 4 introduces an extended model so as to overcome
these pitfalls in two dierent directions. Firstly, the extended model accommodates a general
number of time segments of a day so that a variety of consumer behaviors for accessing the
Internet could be incorporated. Secondly, the sales contribution of each consumer class can
be captured separately. While this generalization complicates the underlying semi-Markov
analysis substantially, the complex spectral decomposition still enables one to invert the
matrix Laplace transforms involved into the real domain, thereby establishing a foundation
for development of computational procedures to assess the stochastic performance measures
of interest.
The original model in Chapter 3 and the subsequent extension discussed in Chapter 4
are further extended in Chapter 5 by incorporating a general number of customer classes,
enabling one to cope with the situation that e-business managers have to deal with many
dierent customer segments, e.g. by their prot contributions. Furthermore, in this newly
extended model, the sales contribution of each time segment can be treated separately. In
parallel with the inversion procedures discussed in Chapters 3 and 4, the matrix Laplace
transforms related to the underlying semi-Markov model can be inverted into the real do-
main based on the complex spectral decomposition, thereby establishing a foundation for
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development of necessary computational procedures.
In this most extended model, we also discuss the optimal strategy of how to allocate the
promotion budget between the PC promotion and the mobile promotion, where the opti-
mal budget allocation is numerically determined so as to maximize the expected stochastic
measure. A risk control measure is also discussed, where the probability of the underlying
stochastic measure greater (or less) than the maximum (minimum) expected stochastic mea-
sure is maximized (minimized), subject to the expected stochastic measure staying above
90% (or 110%) of the maximum (minimum) expected stochastic measure. It turns out that
the expected value optimization and the risk control optimization yield the same optimal
budget allocation. A conjecture is presented based on these numerical results.
Throughout the paper, vectors and matrices are indicated by underbar and doubleunder-
bar respectively, e.g. e; q; A
0
; A(x), etc. Subvectors and submatrices are indexed by relevant
sets, e.g. eG = [em]m2G, A0:GB = [A0:mn]m2G;n2B, etc. The vector with all components equal
to 1 is denoted by 1 and the zero vector by 0. The identity matrix is denoted by I. We also
dene mn = 1 if m = n, and mn = 0 otherwise.
Chapter 2
Dynamic Analysis of Semi-Markov
Processes
For many applications of Markov chains in continuous time, it is often important to introduce
various system performance measures by decomposing the state space N into two sets: G
consisting of good states and B containing only bad states. A simple example would be the
rst passage time of N(t) from a good state m 2 G to any bad state in B denoted by TmB.
More sophisticated performance measures of this sort have been introduced by Keilson [14],
represented by the ergodic exit time TE and the ergodic sojourn time TV . The former is the
time until the system reaches any bad state in B given that the system has been running
since time immemorial and has been unobserved since its inception but is known to be in
the good set G. The latter is similar except that it is known not only to be in the good set
G but also just to have had a transition from a bad state in B to a good state in G. It is
shown in Keilson [14] that the relationship between TE and TV is identical to the relationship
between the residual lifetime at ergodicity and the underlying lifetime in renewal theory.
Keilson's theorem concerning the relationship between TE and TV relies upon the mem-
oryless property of exponential distributions. Accordingly, the theorem, in general, would
not hold true for semi-Markov processes. The purpose of this chapter is to introduce a
new performance measure called the ergodic residual exit time TW so as to prove that the
16
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relationship between TW and TV for semi-Markov processes is identical to the relationship
between TE and TV for Markov chains in continuous time. Naturally, this would indicate
that TE is equal in distribution to TW for Markov chains in continuous time. Indeed, a direct
formal proof would be provided for this statement.
The structure of this chapter is as follows. Hazard rate functions are rstly introduced in
Section 2.1. In Section 2.3, a succinct summary of key related results for Markov chains in
continuous time is extracted from Keilson [14]. Semi-Markov processes are summarized in
Section 2.4. By introducing the ergodic residual exit time TW , the semi-Markov counterpart
of the distributional relationship between TE vs. TV for continuous time Markov chains is
established in terms of TW vs. TV in Section 2.5.
2.1 Hazard Rate Functions
Let X be an absolutely continuous nonnegative random variable representing a system life-
time. For c.d.f. FX(x), p.d.f. fX(x) and survival function FX(x), we dene
FX(x) = P[X  x] =
Z x
0
fX(y)dy ; FX(x) = 1  FX(x) =
Z 1
x
fX(y)dy : (2.1.1)
Of interest in reliability theory is the conditional probability of the system failure in [x; x+)
for  > 0, given that the system has survived up to x. This conditional probability can be
written as
P[X  x+jX > x] = P[x < X  x+]
P[X > x]
=
FX(x+)  FX(x)
FX(x)
:
It then follows that
X(x)
def
= lim
!0
P[X  x+jX > x]

=
fX(x)
FX(x)
: (2.1.2)
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The function X(x) is called the hazard rate function of X. It is worth noting from (2.1.2)
that
P[X  x+jX > x] = X(x) + o() : (2.1.3)
For suciently small  > 0, Equation (2.1.3) means that X(x) is the rst order linear
approximation of the conditional probability P[X  x+jX > x].
Since d
dx
FX(x) =  fX(x) from (2.1.1), one sees from (2.1.2) that X(x) =   ddx log FX(x).
This in turn implies that   R x
0
X(y)dy = log FX(x), and hence
FX(x) = e
  R x0 X(y)dy : (2.1.4)
From (2.1.1) and (2.1.4), it can be readily seen that any one of X(x); fX(x) and FX(x)
species all the others.
For exponential distributions, one sees from (2.1.2) that
FX(x) = e
 x , X(x) =  ; (2.1.5)
i.e., the exponential distribution with parameter  can be characterized by the constant
hazard rate function X(x) = . Probabilistically, this means that, for suciently small  >
0, the conditional probability of the system failure in [x; x+) given the system survival up to
x does not depend on x, provided that the system lifetime is exponentially distributed. This
feature unique to exponential distribution is often referred to as the memoryless property,
or the \Old as Good as New" property, of exponential distributions.
2.2 Competing Hazard Rates
We consider a system in tandem consisting of N independent components. Let Xj be
an absolutely continuous nonnegative random variable representing the lifetime of the j-th
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component with c.d.f. Fj(x), p.d.f. fj(x), survival function Fj(x) and hazard rate function
j(x). The tandem system fails as soon as any one of the N components fails. Let Xsys be
the system lifetime so that
Xsys = min
1jN
fXjg ; Fsys(x) =
NY
j=1
Fj(x) ; (2.2.1)
where the last equation holds since the system lifetime is longer than x if and only if every
one of the N components survives to x. Let sys(x) be the hazard rate function of Xsys.
From (2.1.4), one sees that
Fsys(x) = e
  R x0 sys(y)dy : (2.2.2)
On the other hand, from (2.2.1), one also has
Fsys(x) =
NY
j=1
e 
R x
0 j(y)dy = e 
R x
0
PN
j=1 j(y)dy : (2.2.3)
From (2.2.2) and (2.2.3), one then concludes that
sys(x) =
NX
j=1
j(x) : (2.2.4)
Of separate interest is the probability that the system failure is triggered by the j-th
component. This probability is denoted by j. From the denition, one observes that
j = P[Xj < Xi for i 2 Nnfjg] =
Z 1
0
P[Xj < Xi for i 2 NnfjgjXj = x]fj(x)dx :
Since Xi's are independent, the above equation leads to
j =
Z 1
0
Y
i2Nnfjg
Fi(x)fj(x)dx =
Z 1
0
NY
i=1
Fi(x)
fj(x)
Fj(x)
dx :
From (2.1.2) and (2.2.1), it then follows that
j =
Z 1
0
Fsys(x)j(x)dx : (2.2.5)
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It should be noted that, when Xj is exponentially distributed with intensity j for all j 2 N ,
one has
sys(x) = sys
def
=
NX
j=1
j ; Fsys(x) = e
 sysx ; j =
j
sys
: (2.2.6)
2.3 Markov Chains in Continuous Time and Associ-
ated Exit Times
Consider a temporally homogeneous Markov chain N(t) in continuous time, with state space
N = f0; 1; 2;    ; Ng; N  1. In place of the single-step transition probabilities for discrete
time, the process is governed by a set of hazard rates mn (mm = 0 for all m 2 N ) in the
following way. One has, by denition,
pmn(t) = P[N(t) = n j N(0) = m] (2.3.1)
= P[N(t+ s) = n j N(s) = m] ; s  0 ;
so that pmn(0) = mn. One has, by denition,
pmn() = mn+ o() for (m 6= n) ; pmm() = 1  m+ o() : (2.3.2)
Here m =
P
n2N mn. Hence the dwell time of N(t) in state m has competing hazard rates
mj and is exponentially distributed with m. The transition from state m will carry the
process to state n with probability mn=m.
Let P (t) = [pmn(t)]. Then P (t) is a stochastic matrix and P (0) = I. We introduce the
following notation.
 = [mn] ; D =
2641 0. . .
0 N
375 ; m = X
n2N
mn : (2.3.3)
Q =    
D
(the innitesimal generator of N(t)): (2.3.4)
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p>(t) = [pn(t)] ; pn(t) = P[N(t) = n] : (2.3.5)
p>(t) = p>(0)P (t) ; p>(0) : initial state probability vector: (2.3.6)
Proposition 2.3.1 (The Chapman-Kolmogorov equations)
P (t1 + t2) = P (t1)P (t2) = P (t2)P (t1) :
Proof:
pmn(t1 + t2) =
X
j2N
pmj(t1)pjn(t2) =
X
j2N
pmj(t2)pjn(t1) ; (2.3.7)
and the proposition follows. 2
Theorem 2.3.2
(a)
d
dt
P (t) = P (t)Q : the forward Kolmogorov equations.
(b)
d
dt
P (t) = QP (t) : the backward Kolmogorov equations.
(c) P (t) = e
tQ
.
Proof: From Proposition 2.3.1, one has
pmn(t+) =
X
j2N
pmj(t)pjn() : (2.3.8)
Using (2.3.2), one easily sees that
pmn(t+) = (1  n)pmn(t) +
X
j2N
j 6=n
pmj(t)jn+ o() :
This leads to
d
dt
pmn(t) =  npmn(t) +
X
j2N
j 6=n
pmj(t)jn ; (2.3.9)
CHAPTER 2. DYNAMIC ANALYSIS OF SEMI-MARKOV PROCESSES 22
proving (a). Part (b) follows from P (t+) = P ()P (t). The dierential equations d
dt
P (t) =
P (t)Q can be solved uniquely with initial condition P (0) = I, giving P (t) = e
tQ
. 2
When kQk <1, one can write
P (t) =
1X
k=0
tk
k!
Qk : (2.3.10)
Since p>(t) = p>(0)P (t), the Kolmogorov dierential equations can be written in terms of
p>(t).
Corollary 2.3.3
(a)
d
dt
p>(t) = p>(t)Q .
(b)
d
dt
p>(t) = p>(0)QP (t) .
(c) p>(t) = p>(0) etQ .
Next, we summarize key results of relevance to this chapter concerning N(t) from Keilson
[14].
Let TmB be the rst passage time of N(t) from m 2 G to any state in B. Let mB(s) =
E[e sTmB ] and dene the vector G!B(s) = [mB(s)]m2G. One then has
G!B(s) =
h
sI
GG
 Q
GG
i 1

GB
1B : (2.3.11)
The ergodic ow rate imn of N(t) from state m to state n is the asymptotic renewal
intensity for transitions from m to n, which is given by
imn = emmn : (2.3.12)
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Concerning the ergodic ow rate, the following set balance equation holds true.
i(G! B) def=
X
m2G
X
n2B
imn =
X
m2G
X
n2B
inm
def
= i(G B) : (2.3.13)
From (2.3.12), the set balance equation can be rewritten in matrix form as
eTGGB1B = e
T
BBG1G : (2.3.14)
The ergodic exit time TE of N(t) from G is dened as the time until the system reaches
any bad state in B given that the system has been running since time immemorial and has
been unobserved since its inception but is known to be in the good set G. More formally, if
we dene E(s) = E[e
 sTE ], one has
E(s)
def
=
P
m2G emmB(s)
P (G)
=
eTGG!B(s)
P (G)
; P (G) =
X
m2G
em : (2.3.15)
The ergodic sojourn time TV is similar to TE except that it is known not only to be in the
good set G but also just to have had a transition from some bad state in B to some good
state in G. By dening im B =
P
n2B inm and i
T
G B = [im B]m2G, the Laplace transform
V (s) = E[e
 sTV ] is given formally as
V (s)
def
=
P
m2G im BmB(s)
i(G B) =
iTG BG!B(s)
i(G B) : (2.3.16)
It is shown in Keilson [14] that the relationship between TE and TV is identical to the
relationship between the residual lifetime and the underlying lifetime at ergodicity in renewal
theory. More specically, with V = E[TV ], one has
E(s) =
1  V (s)
s  V : (2.3.17)
Keilson's proof of (2.3.17) hinges on the memoryless property of exponential variates. Ac-
cordingly, one cannot expect (2.3.17) to hold true for semi-Markov processes. In this chapter,
we newly introduce the ergodic residual exit time TW for semi-Markov processes and prove
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that the relationship between TW and TV is identical to that between TE and TV for Markov
chains in continuous time.
2.4 Semi-Markov Processes
Let f(Jn; Tn) : n = 0; 1;    g be a Markov renewal process where Jn is a Markov chain in
discrete time on N = f0; 1;    ; Ng and Tn is the n-th transition epoch with T0 = 0. The
behavior of the Markov renewal process is governed by a semi-Markov matrix A(x) = [Aij(x)]
, where
Aij(x) = P[Jn+1 = j; Tn+1   Tn  x
Jn = i] : (2.4.1)
If supn Tn = +1, then the process fJ(t) : t  0g where J(t) = Jn for Tn  t  Tn+1 is called
the minimal semi-Markov process associated with the Markov renewal process f(Jn; Tn) : n =
0; 1;    g, see \Markov Renewal Theorey", C inlar [6].
We assume that the stochastic matrix A
0
= [A0:ij] = A(1) governing the embedded
Markov chain fJn : n = 0; 1;    g is ergodic, having the ergodic vector q>, i.e.
q>A
0
= q> ; q> > 0> ; q>  1 = 1 : (2.4.2)
For notational convenience, let ij = 1 if i = j and ij = 0 if i 6= j , and dene
A
D
(x) = [ijAi(x)] ; Ai(x) =
X
j2N
Aij(x) ; (2.4.3)
A
D
(x) =

ij Ai(x)

; Ai(x) = 1  Ai(x) ; (2.4.4)
A
k
= [Ak:ij] ; Ak:ij =
Z 1
0
xkdAij(x) ; (2.4.5)
A
D:k
= [ijAk:i] ; Ak:i =
Z 1
0
xkdAi(x) ; k  0 : (2.4.6)
We note that Ai(x) =P[Tn+1   Tn  x
Jn = i] is the c.d.f of the dwell time of the semi-
Markov process at state i and Ai(x) is the corresponding survival function. Throughout the
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thesis, we assume that Ak:i < 1 for all i 2 N for 0  k  2 . It should be noted that
A
D:0
= I .
The transform of A(x) is denoted by
(s) = [ij(s)] ; ij(s) =
Z 1
0
e sxdAij(x) : (2.4.7)
Laplace-Stieltjes transforms i(s), D(s) , etc. are dened similarly. The transition proba-
bility matrix of J(t) is written by P (t) , i.e.,
P (t) = [Pij(t)] ; Pij(t) = P

J(t) = j
J(0) = i : (2.4.8)
Correspondingly, the state probability vector p>(t) = [p0(t);    ; pN(t)] at time t is given by
p>(t) = p>(0)P (t) : (2.4.9)
The Laplace transforms of P (t) and p>(t) are denoted by
(s) =
Z 1
0
e stP (t)dt ; >(s) =
Z 1
0
e stp>(t)dt : (2.4.10)
From the classical renewal argument, one has (see e.g. \Markov Renewal Theory", \Markov
Renewal Theory: A Survey"C inlar [6, 7] )
Pij(t) = ij Ai(t) +
X
k2N
Z t
0
Pkj(t  )dAik() ; i; j 2 N : (2.4.11)
By taking the Laplace transform on both sides of (2.4.11), it follows that
(s) =
1
s
[I   (s)] 1[I   
D
(s)] : (2.4.12)
It has been shown in \Renewal Functions for Markov Renewal Processes" Keilson [13]
that
(s)

I   (s) 1 = 1
s
H
1
+H
0
+ o(1) as s! 0 + ; (2.4.13)
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where the two matrices H
1
and H
0
are given by
H
1
=
1
m
J ; J = 1  q> ; m = q>A
1
1 ; (2.4.14)
with q> as given in (2.4.2) and
H
0
= H
1

 A
1
+
1
2
A
2
H
1

+

Z  H
1
A
1
Z

A
0
  A
1
H
1

: (2.4.15)
Here, Z is the fundamental matrix associated with A
0
dened by
Z =
h
I   A
0
+ J
i 1
: (2.4.16)
Since

I   (s) 1 = I + (s) I   (s) 1 and I   
D
(s) = sA
D:1
+ o(s) , it can be readily
seen from (2.4.12) and (2.4.13) that
(s) =
1
s
H
1
 A
D:1
+ A
D:1
+ o(1) as s! 0 + : (2.4.17)
It then follows from (2.4.14) that
lim
t!1
P (t) = lim
s!0
s(s) = H
1
 A
D:1
=
1
m
1  q>A
D:1
: (2.4.18)
Accordingly, J(t) is ergodic and the ergodic probability vector e> of J(t) can be written as
e> =
1
m
q>A
D:1
=

q0A1:0P
i2N qiA1:i
;    ; qNA1:NP
i2N qiA1:i

: (2.4.19)
2.5 Ergodic Sojourn Time and Ergodic Residual Exit
Time for Semi-Markov Processes
The study of semi-Markov processes dates back to the middle of 50's, represented by the
original papers by Levy [16], Smith [23] and Takacs [31]. Since then, various aspects of
semi-Markov processes have been studied by many researchers. The reader is referred to two
excellent survey papers by C inlar [6, 7]. One of the important areas for the study of semi-
Markov processes would be to see how certain properties of Markov chains in continuous
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time could be carried over to those of semi-Markov processes. In this section, we recapture
the results for Markov chains in continuous time discussed in Section 2.3 within the context
of semi-Markov processes. The rst step for this purpose would be to derive ergodic ow
rates for semi-Markov processes.
Let fJ(t) : t  0g be an ergodic semi-Markov process on N characterized by a matrix
p.d.f. a(x) = [amn(x)] with its Laplace transform (s) =
R1
0
e sxa(x)dx. For notational
convenience, we dene A
0
= (0) and A
1
=   d
ds
(s)js=0. Let qT be the ergodic probability
vector of the discrete time Markov chain governed by A
0
, i.e.
qT = qTA
0
; qT > 0 ; qT1 = 1 : (2.5.1)
For m =
P
n2N A1:mn, we dene AD:1 = [mnm]. Then the ergodic probability vector e
T of
J(t) can be expressed in terms of qT as
eT =
1
M
qTA
D:1
; M = qTA
1
1 : (2.5.2)
Let Nmn(t) be the number of transitions of J(t) from m to n in [0; t]. The ergodic ow
rate imn of J(t) is dened as
imn = lim
t!1
E[Nmn(t)]
t
: (2.5.3)
One then has the following theorem.
Theorem 2.5.1
imn =
1
M
qmA0:mn :
Proof: Let J(t) be a semi-Markov process on N  N governed by b(x) = [b(m;`)(r;n)(x)]
where b(m;`)(r;n)(x) = `rarn(x). We note that J
(t) is constructed from J(t) by coupling its
two consecutive transitions. As in (2.5.1) and (2.5.2), for J(t), one has qT = qTB
0
and
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eT = 1
M q
TB
D:1
. It then follows that M = qTB
1
1 = qTA
1
1 =M and hence
e(m;n) =
1
M
qmA0:mnn : (2.5.4)
We now consider an alternating renewal process J^(t) where J^(t) = 0 if J(t) 6= (m;n) and
J^(t) = 1 if J(t) = (m;n). Let D(m;n):i be the dwell time of J^(t) in state i for i 2 f0; 1g. It
should be noted that E[D(m;n):1] = n. From the classical theory of the alternating renewal
process, one then sees from (2.5.3) that
imn =
E[D(m;n):1]
E[D(m;n):0] + E[D(m;n):1]
 1
E[D(m;n):1]
= e(m;n)
1
n
: (2.5.5)
The theorem now follows by substituting (2.5.4) into the last term in (2.5.5). 2
From Theorem 2.5.1, it can be readily seen that
iTG B = [im B]
T
m2G =
1
M
qT
B
A
0:BG
; (2.5.6)
which in turn leads to the set balance equation for the semi-Markov ergodic ow rates as we
show next.
Theorem 2.5.2 　For imn in Theorem 2.5.1, let i(G! B) and i(G B) be dened as in
(2.3.13). Then
i(G! B) = i(G B) :
Proof: 　From (2.5.1), one sees that qT
G
A
0:GB
1B = q
T
B
A
0:BG
1G. It then follows from (2.5.6)
and Theorem 2.5.1 that
i(G B) = 1
M
qT
B
A
0:BG
1G =
1
M
qT
G
A
0:GB
1B = i(G! B) ;
completing the proof. 2
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The ergodic exit time and the ergodic sojourn time for semi-Markov processes can be
dened as in (2.3.15) and (2.3.16), where eTG from (2.5.2) and i
T
G B from (2.5.6) should be
employed, and mB(s) corresponds to the rst passage time of the semi-Markov process from
m 2 G to B. For the vector G!B(s) = [mB]m2G, one has, see e.g. Sumita and Masuda
[24],
G!B(s) =
h
I
GG
  
GG
(s)
i 1

GB
(s)1B : (2.5.7)
In order to observe the (residual lifetime)-vs-(lifetime) relationship for semi-Markov pro-
cesses as in (2.3.17), we now introduce the ergodic residual exit time TW of J(t) from G
dened as the time until the system reaches any bad state in B, given that the system
has been running since time immemorial and has been unobserved since its inception but
is known to be in the good set G, provided that the semi-Markov process has entered B at
least once by now. More formally, if we dene W (s) = E[e
 sTW ], one has
W (s)
def
=
P
m2GWm(
1 mB(s)
smB
)P
m2GWm
; Wm =
im B  mB
i(G B) : (2.5.8)
We are now in a position to prove the following theorem.
Theorem 2.5.3
W (s) =
1  V (s)
s  V :
Proof: From (2.3.16) and (2.5.8), one sees that
V =
P
m2G im BmB
i(G B) =
X
m2G
Wm :
It then follows from (2.5.8) that
W (s) =
P
m2G
im B
i(G B)(
1 mB(s)
s
)
V
=
P
m2G
im B
i(G B)(1  mB(s))
s  V
=
P
m2G
im B
i(G B)  
P
m2G
im BmB(s)
i(G B)
s  V =
1  V (s)
s  V ;
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proving the theorem. 2
Since a Markov chain in continuous time is a special case of a semi-Markov process, both
(2.3.17) and Theorem 2.5.3 should hold true for such Markov chains. One then expects that
TE
d
= TW , which we prove directly below.
Theorem 2.5.4 　 For Markov chains in continuous time, one has
TE
d
= TW :
Proof:　 By dierentiating Equation (2.5.7) with respect to s and then setting s = 0, one
nds after a little algebra that

G!B =  
d
ds
G!B(s)js=0 =
h
I
GG
  A
0:GG
i 1
A
D:1:GG
1G :
From (2.5.2), this result together with qT
B
A
0:BG
= qT
G
h
I
GG
  A
0:GG
i
then leads to
X
m2G
iBm  mB = 1
M
qT
G
A
D:1:GG
1G =
X
r2G
er = P (G) :
From (2.3.11) and (2.3.14), one nds that
1
s
iTG B[1G   G!B(s)] = eTGG!B(s) :
The theorem now follows from (2.3.15) and (2.5.8). 2
Chapter 3
Impact of Mobile Access to the
Internet on Sales Completion Time in
e-Commerce Based on Semi-Markov
Process Approach: Basic Model
3.1 Introduction
The purpose of this chapter is to develop and analyze a mathematical model for comparing
e-commerce via the traditional PC access only with m-commerce which accommodates both
the traditional PC access and the mobile access. More specically, we consider consumers
who intend to decide whether or not they should buy a product by exploring the Internet for
information. In order to capture their behavioral patterns, each day is decomposed into three
periods. The rst period of a day represents working hours, while the second period and the
third period of a day correspond to evening hours and sleeping hours at home respectively.
As reported in MakeYouGoHmm [17], corporate employees often utilize company PCs for
privately accessing the Internet. Accordingly, during the rst period of a day, the PC access
is assumed to be available from time to time for the private use of the Internet. The mobile
access is also possible if consumers choose to do so. It is natural to assume that the PC
access supersedes the mobile access during evening hours at home. Accordingly, only the
31
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PC access is considered during the second period of a day. Since the third period of a day
represents sleeping hours, the consumers are inactive in using the Internet.
Three classes of consumers are considered concerning the ways they access the Internet:
those who access the Internet only through PCs throughout the period under consideration;
those who access the Internet originally only through PCs but start using the mobile access
at some time later; and those who access the Internet through both PCs and mobile devices
from the very beginning. These classes of consumers are denoted by CPC , CPC!BOTH and
CBOTH , with the entire consumer class dened by C = CPC [CPC!BOTH [CBOTH . Each time
the Internet is accessed for information, a consumer makes one of the three decisions: to
purchase the product, not to purchase the product, or to remain undecided. We assume that
the product is purchased at most once by any consumer in the period under consideration
for our analysis.
In order to capture the stochastic behavior of a consumer in C in a unied manner,
we consider a semi-Markov process having six transient states and two absorbing states.
Transient states i and 3 + i correspond to the i-th period of a day for i = 1; 2; 3. Absorbing
states 0 and 7 describe the decision of purchasing and that of not purchasing respectively.
Starting at state 1, those consumers in CPC continue to move states 1, 2 and 3 in a cyclic
manner until they reach either state 0 or state 7. The behavior of those consumers in CBOTH
is similar except that they start at state 4 and continue to move states 4, 5 and 6 also in a
cyclic manner until they reach absorption. Those consumers in CPC!BOTH start at state 1
as for those in CPC . At the end of the dwell time in state 3, however, they move to state 4
with probability 1   r where 0 < r < 1 and start using the mobile access. With remaining
probability r, they remain as an exclusive PC access user of the Internet and move to state
1. From the point of view of the unied semi-Markov model, those consumers in CPC can be
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interpreted as having r = 1.
Through dynamic analysis of the semi-Markov process, the two stochastic performance
measures of interest can be evaluated: the distribution of the number of products sold by
time t and the distribution of the time required for selling K products. This analysis, in
turn, enables one to assess the impact of mobile devices on e-business by comparing such
stochastic performance measures for m-commerce against those for traditional e-commerce.
The structure of this chapter is as follows. In Section 3.2, a mathematical model is
developed for capturing the consumer behavior in m-commerce based on a semi-Markov
process approach. Sections 3.3 and 3.4 are devoted to dynamic analysis of the semi-Markov
model. In Section 3.5, computational algorithms are developed for evaluating purchasing
and not-purchasing probabilities by time t. The two stochastic performance measures are
introduced in Section 3.6 and the associated distributions are derived explicitly, which can
be computed based on the results in Section 3.5. Numerical examples are given in Section
3.7 for illustrating behavioral dierences between m-commerce consumers and traditional
e-commerce consumers.
3.2 Development of Mathematical Model for m-Commerce
Consumer Behavior
For capturing the consumer behavior in m-commerce described in the previous section more
formally, we consider a semi-Markov process fJ(t) : t  0g dened on N = f0; 1; : : : ; 7g.
Here, the i-th period of a day for those consumers in CPC is represented by state i, and
that for those in CBOTH corresponds to state i + 3, i = 1; 2; 3. The two states 0 and 7 are
absorbing, where the former corresponds to the decision of purchasing the product while the
latter represents the decision of not purchasing the product. Given that neither the decision
of purchasing nor that of not purchasing is made, we assume, for the time being, that the
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dwell time of the semi-Markov process in state i is absolutely continuous with probability
density function (p.d.f.) ai(x), i = 1; : : : ; 6. The corresponding distribution function, the
survival function and the hazard rate function are denoted by
Ai(x) =
Z x
0
ai(x)dx ; Ai(x) = 1  Ai(x) ; i(x) = ai(x)Ai(x) : (3.2.1)
It is clear that ai(x) = ai+3(x) for i = 1; 2; 3. Because of this, we write a1(x) = a4(x) =
aW (x), a2(x) = a5(x) = aE(x) and a3(x) = a6(x) = aS(x) interchangeably. AW (x), AW (x),
W (x), etc. are dened accordingly. Since states 0 and 7 are absorbing, the dwell time in
those states are innite. The corresponding survival functions can then be written as
A0(x) = A7(x) = 1 for all x  0 : (3.2.2)
For those consumers in CPC , the Internet accesses occur in state i = 1 and i = 2 ac-
cording to a Poisson processes with intensity 1 = W :PC and 2 = E:PC respectively. The
corresponding probabilities of purchasing ( not purchasing ) for each access are denoted by
1 = W :PC and 2 = E:PC ( 1 = W :PC and 2 = E:PC ) with 0 < i + i < 1, and the
consumer remains undecided with probability 1  (i + i) > 0, for i = 1; 2. Consequently,
one has
W :PC = W :PCW :PC ; W :PC = W :PCW :PC ;
E:PC = E:PCE:PC ; E:PC = E:PCE:PC ; (3.2.3)
where W :PC (W :PC) is the transition intensity from state 1 to state 0 ( state 7). E:PC
and E:PC are dened similarly. At the end of the third period of a day, a consumer in
CPC decides to start using a mobile phone with probability 1   r. This means that, upon
completion of the dwell time in state 3, the consumer moves to state 1 with probability r
and to state 4 with probability 1  r.
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A consumer in CBOTH may employ both a PC and a mobile device for accessing the
Internet. The Poisson intensity for PC accesses is denoted by 4:PC = W :BOTH(PC), and that
for mobile accesses is written as 4:Mobile = W :BOTH(Mobile). The probabilities of purchasing
( not purchasing ) for each access are dened as before and are denoted by 4 = W :BOTH
and 5 = E:PC ( 4 = W :BOTH and 5 = E:PC ). In parallel with (3.2.3), one then has
W :BOTH = W :BOTH  W :BOTH ; W :BOTH = W :BOTH  W :BOTH ; (3.2.4)
where
W :BOTH = W :BOTH(PC) + W :BOTH(Mobile) : (3.2.5)
For evening hours, those consumers in CPC and those in CBOTH are indierent and their
stochastic behavioral structures are identical. We note that W :PC < W :BOTH and W :PC <
W :BOTH . These dierences together with probability r representing the population growth
of the mobile access users characterize the impact of mobile accesses on e-commerce in our
model. The transition structure of the semi-Markov process is depicted in Figure 3.2.1.
In order to deal with the case in which the three periods of a day are constant, we
subsequently choose, for each i 2 f1; : : : ; 6g, a sequence of distribution functions (Ai(k; x))1k=1
such that Ai(k; x)! U(x  i) as k !1, where i is the constant dwell time in state i and
U(x) is a step function dened by U(x) = 1 for x  0 and U(x) = 0 for x < 0.
3.3 Dynamic Analysis of the Semi-Markov Process
In this section, we derive explicitly the transition probability matrix P (t) of the semi-Markov
process J(t), where P (t) is dened by
P (t) = [Pij(t)] ; Pij(t)
def
= P[J(t) = jjJ(0) = i] ; i; j 2 N : (3.3.1)
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Figure 3.2.1: Transition Structure of the Semi-Markov Process
For this purpose, the age process X(t) associated with the semi-Markov process J(t) is
introduced as the elapsed time since the last transition of J(t) into the current state at time
t. Clearly the bivariate process [J(t); X(t)] becomes Markov and the rst step of our analysis
is to evaluate the joint distribution function dened by
Fij(x; t) = P[X(t)  x; J(t) = jjJ(0) = i] ; (3.3.2)
and the corresponding joint p.d.f.
d
dx
Fij(x; t) = fij(x; t) ; (3.3.3)
where the delta function (t) is employed for describing the boundary conditions with respect
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to x. More specically, one sees that
fi1(0+; t) = fi=1g(t) + r
Z 1
0
fi3(x; t)S(x)dx ; (3.3.4)
fi2(0+; t) = fi=2g(t) +
Z 1
0
fi1(x; t)W (x)dx ; (3.3.5)
fi3(0+; t) = fi=3g(t) +
Z 1
0
fi2(x; t)E(x)dx ; (3.3.6)
fi4(0+; t) = fi=4g(t)
+
Z 1
0
f(1  r)fi3(x; t) + fi6(x; t)g S(x)dx ; (3.3.7)
fi5(0+; t) = fi=5g(t) +
Z 1
0
fi4(x; t)W (x)dx ; (3.3.8)
fi6(0+; t) = fi=6g(t) +
Z 1
0
fi5(x; t)E(x)dx : (3.3.9)
Here, fSTg = 1 if statement ST is true, and fSTg = 0 otherwise. The delta function (t)
is the unit operator associated with convolution, i.e. g(t) =
R1
0
g(x)(t   x)dx for any
integrable function g(t) on [0;1).
In order to evaluate the joint p.d.f. given in (3.3.3), we introduce the following Laplace
transforms.
i(s) =
Z 1
0
e sxai(x)dx for i = 1; : : : ; 6: (3.3.10)
i(s) =
Z 1
0
e sx Ai(x)dx =
1  i(s)
s
for i = 1; : : : ; 6: (3.3.11)
^(0+; s) = [^ij(0+; s)] ; ^ij(0+; s)
def
=
Z 1
0
e stfij(0+; t)dt for i; j 2 N : (3.3.12)
'^(x; s) = ['^ij(x; s)] ; '^ij(x; s)
def
=
Z 1
0
e stfij(x; t)dt for i; j 2 N : (3.3.13)
^^'(v; s) = [ ^^'ij(v; s)] ; ^^'ij(v; s)
def
=
Z 1
0
e vx'^ij(x; s)dx for i; j 2 N : (3.3.14)
For notational convenience, we also dene8<:
C4 = CW :BOTH = W :BOTH + W :BOTH
C1 = CW :PC = W :PC + W :PC ;
C2;5 = CE:PC = E:PC + E:PC
(3.3.15)
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as well as the following functions, vectors, and matrices.
d1(s) = 1  rW (s+ C1)E(s+ C2;5)S(s) : (3.3.16)
d2(s) = 1  W (s+ C4)E(s+ C2;5)S(s) : (3.3.17)
^(s) =
266666664
^1(s)
^2(s)
^3(s)
^4(s)
^5(s)
^6(s)
377777775
=
26666664
W :PCW (s+ C1)
E:PCE(s+ C2;5)
0
W :BOTHW (s+ C4)
E:PCE(s+ C2;5)
0
37777775 : (3.3.18)
^(s) =
266666664
^1(s)
^2(s)
^3(s)
^4(s)
^5(s)
^6(s)
377777775
=
26666664
W :PCW (s+ C1)
E:PCE(s+ C2;5)
0
W :BOTHW (s+ C4)
E:PCE(s+ C2;5)
0
37777775 : (3.3.19)
 
0
(s) = [ 0:1(s); : : : ;  0:6(s)]
T ; (3.3.20)
where
 0:1(s) = d2(s)f^1(s) + W (s+ C1)^2(s)g
+(1  r)W (s+ C1)E(s+ C2;5)S(s)
f^4(s) + W (s+ C4)^5(s)g ;
 0:2(s) = d2(s)frE(s+ C2;5)S(s)^1(s) + ^2(s)g
+(1  r)E(C2;5)S(s)f^4(s) + W (s+ C4)^5(s)g ;
 0:3(s) = rd2(s)S(s)f^1(s) + W (s+ C1)^2(s)g
+(1  r)S(s)f^4(s) + W (s+ C4)^5(s)g ;
 0:4(s) = d1(s)f^4(s) + W (s+ C4)^5(s)g ;
 0:5(s) = d1(s)fE(s+ C2;5)S(s)^4(s) + ^5(s)g ;
 0:6(s) = d1(s)S(s)f^4(s) + W (s+ C4)^5(s)g :
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Similarly, we dene
 
7
(s) = [ 7:1(s); : : : ;  7:6(s)]
T ; (3.3.21)
with
 7:1(s) = d2(s)f^1(s) + W (s+ C1)^2(s)g
+(1  r)W (s+ C1)E(s+ C2;5)S(s)
f^4(s) + W (s+ C4)^5(s)g ;
 7:2(s) = d2(s)frE(s+ C2;5)S(s)^1(s) + ^2(s)g
+(1  r)E(C2;5)S(s)f^4(s) + W (s+ C4)^5(s)g ;
 7:3(s) = rd2(s)S(s)f^1(s) + W (s+ C1)^2(s)g
+(1  r)S(s)f^4(s) + W (s+ C4)^5(s)g ;
 7:4(s) = d1(s)f^4(s) + W (s+ C4)^5(s)g ;
 7:5(s) = d1(s)fE(s+ C2;5)S(s)^4(s) + ^5(s)g ;
 7:6(s) = d1(s)S(s)f^4(s) + W (s+ C4)^5(s)g :
G
1
(s) =

1 W (s+ C1) W (s+ C1)E(s+ C2;5)
rE(s+ C2;5)S(s) 1 E(s+ C2;5)
rS(s) rW (s+ C1)S(s) 1

:
gT (s) = [W (s+ C1)E(s+ C2;5); E(s+ C2;5); 1] :
G
2
(s) = (1  r)S(s)

g(s); W (s+ C4)g(s); W (s+ C4)E(s+ C2;5)g(s)

:
G
3
(s) =

1 W (s+ C4) W (s+ C4)E(s+ C2;5)
E(s+ C2;5)S(s) 1 E(s+ C2;5)
S(s) W (s+ C4)S(s) 1

:
G(s) =

d2(s)G1(s) G2(s)
0 d1(s)G3(s)

: (3.3.22)
Then the following theorem holds.
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Theorem 3.3.1 Let ^(0+; s) and ^^'(v; s) be as in (3.3.12) and (3.3.14) respectively. One
then has:
a) ^(0+; s) =
1
d1(s)d2(s)
24 0 0T 0 
0
(s) G(s)  
7
(s)
0 0T 0
35 ;
where d1(s) , d2(s) ,  0(s) ,  7(s) and G(s) are as given in (3.3.16) , (3.3.17) , (3.3.20) ,
(3.3.21) and (3.3.22) respectively.
b) ^^'(v; s) = ^(0+; s)
DIAG
n 1
s+ v
; W (s+ v + C1) ; E(s+ v + C2;5) ; S(s+ v) ;
W (s + v + C4) ; E(s + v + C2;5) ; S(s + v) ;
1
s+ v
o
;
where DIAGfa1; : : : ; ang denotes an nn diagonal matrix with diagonal elements a1; : : : ; an.
Proof: In addition to the boundary conditions in (3.3.4) through (3.3.9) for states 1 through
6 respectively, one sees, for states 0 and 7, that
fi0(0+; t) = W :PC
Z 1
0
fi1(x; t)dx
+ E:PC
Z 1
0
ffi2(x; t) + fi5(x; t)g dx
+ W :BOTH
Z 1
0
fi4(x; t)dx (3.3.23)
and
fi7(0+; t) = W :PC
Z 1
0
fi1(x; t)dx
+ E:PC
Z 1
0
ffi2(x; t) + fi5(x; t)g dx
+ W :BOTH
Z 1
0
fi4(x; t)dx : (3.3.24)
By taking the Laplace transform of (3.3.4) through (3.3.9) and the above two equations with
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respect to t, one nds that
^i0(0+; s) = W :PC ^i1(0+; s)W (s+ C1)
+E:PC
n
^i2(0+; s) + ^i5(0+; s)
o
E(s+ C2;5)
+W :BOTH ^i4(0+; s)W (s+ C4) ; (3.3.25)
^i1(0+; s) = fi=1g + r^i3(0+; s)S(s) ; (3.3.26)
^i2(0+; s) = fi=2g + ^i1(0+; s)W (s+ C1) ; (3.3.27)
^i3(0+; s) = fi=3g + ^i2(0+; s)E(s+ C2;5) ; (3.3.28)
^i4(0+; s) = fi=4g +
n
(1  r)^i3(0+; s) + ^i6(0+; s)
o
S(s) ; (3.3.29)
^i5(0+; s) = fi=5g + ^i4(0+; s)W (s+ C4) ; (3.3.30)
^i6(0+; s) = fi=6g + ^i5(0+; s)E(s+ C2;5) ; (3.3.31)
^i7(0+; s) = W :PC ^i1(0+; s)W (s+ C1)
+E:PC
n
^i2(0+; s) + ^i5(0+; s)
o
E(s+ C2;5)
+W :BOTH ^i4(0+; s)W (s+ C4) : (3.3.32)
By describing (3.3.25) through (3.3.32) in matrix form, it follows that
^(0+; s) =
266666666664
0T
uT1
uT2
uT3
uT4
uT5
uT6
0T
377777777775
+ ^(0+; s) (s) ; (3.3.33)
where ui is the i-th unit vector in R
8 and
(s) =
24 0 0T 0^(s) B(s) ^(s)
0 0T 0
35 ; (3.3.34)
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with
B(s) =
2664
0 W (s+ C1) 0 0 0 0
0 0 E(s+ C2;5) 0 0 0
rR(s) 0 0 (1  r)R(s) 0 0
0 0 0 0 W (s+ C4) 0
0 0 0 0 0 E(s+ C2;5)
0 0 0 R(s) 0 0
3775: (3.3.35)
Equation (C.0.8) can be solved for ^(0+; s) as
^(0+; s) =
266666666664
0T
uT1
uT2
uT3
uT4
uT5
uT6
0T
377777777775
h
I   (s)
i 1
: (3.3.36)
It can be shown from (3.3.34), after a little algebra, that
h
I   (s)
i 1
=
1
d1(s)d2(s)
24 d1(s)d2(s) 0T 0 
0
(s) G(s)  
7
(s)
0 0T d1(s)d2(s)
35 ;
and part a) follows from (C.0.13).
For part b), we note that
fi0(x; t) = fi0(0+; t  x) A0(x) ; A0(x) = 1 ; (3.3.37)
fi1(x; t) = fi1(0+; t  x) AW (x)e C1x ; (3.3.38)
fi2(x; t) = fi2(0+; t  x) AE(x)e C2;5x ; (3.3.39)
fi3(x; t) = fi3(0+; t  x) AS(x) ; (3.3.40)
fi4(x; t) = fi4(0+; t  x) AW (x)e C4x ; (3.3.41)
fi5(x; t) = fi5(0+; t  x) AE(x)e C2;5x ; (3.3.42)
fi6(x; t) = fi6(0+; t  x) AS(x) ; (3.3.43)
fi7(x; t) = fi7(0+; t  x) A7(x) ; A7(x) = 1: (3.3.44)
These equations can be interpreted in the following manner. Since states 0 and 7 are ab-
sorbing, for the process to be in one of the two states at time t with age x, it should have
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entered the state at time t   x, explaining (3.3.37) and (3.3.44). For the process to be in
state j at time t for j = 1; 2; 4; 5, as shown in (3.3.38), (3.3.39), (3.3.41) and (3.3.42), it
should have entered the state at time t   x, and there has been no transition to any other
state until time t. The case for state 3 and state 6 in (3.3.40) and (3.3.43) is similar except
that transitions from state 3 or state 6 to state 0 or state 7 are not possible.
By taking the Laplace transform of (3.3.37) through (3.3.44) with respect to t, it can be
seen that
'^i0(x; s) = ^i0(0+; s)e
 sx ; (3.3.45)
'^i1(x; s) = ^i1(0+; s)e
 (s+C1)x AW (x) ; (3.3.46)
'^i2(x; s) = ^i2(0+; s)e
 (s+C2;5)x AE(x) ; (3.3.47)
'^i3(x; s) = ^i3(0+; s)e
 sx AS(x) ; (3.3.48)
'^i4(x; s) = ^i4(0+; s)e
 (s+C4)x AW (x) ; (3.3.49)
'^i5(x; s) = ^i5(0+; s)e
 (s+C2;5)x AE(x) ; (3.3.50)
'^i6(x; s) = ^i6(0+; s)e
 sx AS(x) ; (3.3.51)
'^i7(x; s) = ^i7(0+; s)e
 sx : (3.3.52)
Again by taking the Laplace transform of (3.3.45) through (3.3.52) with respect to x and
putting the results into matrix form, the theorem follows. 2
Let the Laplace transform of P (t) with respect to t be denoted by (s), i.e.
(s) =
Z 1
0
e stP (t)dt : (3.3.53)
From the denition of P (t) in (3.3.1), one easily sees that (s) = ^^'(0; s). The next theorem
is then immediate from Theorem 3.3.1.
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Theorem 3.3.2
(s) = ^^'(0; s) = ^(0+; s)
 diag
n1
s
; W (s+ C1) ; E(s+ C2;5) ; S(s) ;
W (s + C4) ; E(s + C2;5) ; S(s) ;
1
s
o
:
So far, we have assumed that the dwell time of the semi-Markov process in state i
is absolutely continuous with p.d.f. ai(x), i = 1; : : : ; 6, given that neither the decision of
purchasing nor that of not purchasing is made. In reality, however, the three periods of a day
should be treated as constants 1 = 4 = W ; 2 = 5 = E and 3 = 6 = S. This case can
be dealt with by considering a sequence of Laplace transforms of p.d.f's (i(k; s))
1
k=1 where
i(k; s) ! e si as k ! 1, i = 1; : : : ; 6. We emphasize the limit by using the symbol ～,
i.e. ~i(s) = e
 si . At the limit, the corresponding Laplace transform ~(s) of the transition
probability matrix ~P (t) can be obtained by substituting ~i(s) = e
 si into Theorems 3.3.1
and 3.3.2. Assuming that a day starts with the rst period, of particular interest to our
analysis are ~10(s) and ~17(s), which are the Laplace transform of the probability of a
consumer having decided to purchase the product by time t and that of a consumer having
decided not to purchase the product by time t. These results can be obtained directly from
Theorems 3.3.1 and 3.3.2 with substitution of ~i(s) = e
 si and by employing the initial
probability vector uT1 , as summarized in the next theorem.
Theorem 3.3.3 Suppose that the three periods of a day are represented by constants W ; E
and S. Let  = W + E + S, (PC) = C1W + C2;5E and (BOTH) = C4W + C2;5E,
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where C1; C2;5 and C4 are as in (3.3.15). One then has:
a)~10(s) =
1
s
 1
1  re (PC)e s


W :PC
1  e (s+C1)W
s+ C1
+ E:PCe
 (s+C1)W 1  e (s+C2;5)E
s+ C2;5

+
1
s
 (1  r)e
 (PC)e s
(1  re (PC)e s )(1  e (BOTH)e s )


W :BOTH
1  e (s+C4)W
s+ C4
+ E:PCe
 (s+C4)W 1  e (s+C2;5)E
s+ C2;5

:
b)~17(s) =
1
s
 1
1  re (PC)e s


W :PC
1  e (s+C1)W
s+ C1
+ E:PCe
 (s+C1)W 1  e (s+C2;5)E
s+ C2;5

+
1
s
 (1  r)e
 (PC)e s
(1  re (PC)e s )(1  e (BOTH)e s )


W :BOTH
1  e (s+C4)W
s+ C4
+ E:PCe
 (s+C4)W 1  e (s+C2;5)E
s+ C2;5

:
3.4 Inversion of the Laplace Transform of the Under-
lying Semi-Markov Matrix into Real Domain
We are now in a position to prove the following main theorem by inverting the results in
Theorem 3.3.3 a) and b) into the real domain. For notational convenience, the following
intervals are introduced for k = 0; 1; 2;    .
Int[k;W ] = ft : k  t < k + Wg : (3.4.1)
Int[k;E] = ft : k + W  t < k + W + Eg : (3.4.2)
Int[k; S] = ft : k + W + E  t < (k + 1)g : (3.4.3)
Here, Int[k;W ], Int[k;E] and Int[k; S] represent the working hours, the evening hours and
the sleeping hours, respectively, of the k-th day. We also write bxc to mean the integer part
of a real number x. Proof of the theorem is rather lengthy and cumbersome, and only the
outline is provided in a succinct manner in Appendix.
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Theorem 3.4.1 Let Int[k;W ]; Int[k;E] and Int[k; S] be as in (3.4.1), (3.4.2) and (3.4.3)
respectively. Let  and Ci be as in Theorem 3.3.3 and dene M(t) = b t c. For notational
convenience, we also dene the following functions.
H:a(m; t) =
W :PC
C1
 
1  e C1W  1  re (PC)	m
1  re (PC) : (3.4.4)
H:b(m; t) =
E:PC
C2;5
e C1W
 
1  e C2;5E 1  re (PC)	m
1  re (PC) : (3.4.5)
H:c(m; t) =
W :BOTH
C4
 
1  e C4W  1  r
r   e (C4 C1)W

(
1  re (PC)	m
1  re (PC)  
1  e (BOTH)m
1  e (BOTH)
)
: (3.4.6)
H:d(m; t) =
E:PC
C2;5
e C4W
 
1  e C2;5E 1  r
r   e (C4 C1)W

(
1  re (PC)	m
1  re (PC)  
1  e (BOTH)m
1  e (BOTH)
)
: (3.4.7)
Then the probability ~P10(t) can be obtained as follows.
i) If t 2 Int[M(t);W ], then
~P10(t) = H:a(M(t); t) +H:b(M(t); t) +H:c(M(t); t) +H:d(M(t); t)
+
W :PC
C1

re (PC)eC1
	M(t)  
e C1M(t)   e C1t
+
W :BOTH
C4

re (PC)eC4
	M(t)  
e C4M(t)   e C4t
 1  r
r   e (C4 C1)W
n
1  r 1e (C4 C1)W	M(t)o :
ii) If t 2 Int[M(t); E], then
~P10(t) = H:a(M(t) + 1; t) +H:b(M(t); t) +H:c(M(t) + 1; t) +H:d(M(t); t)
+
E:PC
C2;5
e (C1 C2;5)W

re (PC)eC2;5
	M(t)
(e C2;5(M(t)+W )   e C2;5t)
+
W :PC
C2;5
e (C4 C2;5)W

re (PC)eC2;5
	M(t)  
e C2;5(M(t)+W )   e C2;5t
 1  r
r   e (C4 C1)W
n
1  r 1e (C4 C1)W	M(t)o :
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iii) If t 2 Int[M(t); S], then
~P10(t) = H:a(M(t) + 1; t) +H:b(M(t) + 1; t) +H:c(M(t) + 1; t) +H:d(M(t) + 1; t) :
The counterpart of Theorem 3.4.1 for ~P17(t) can be obtained in a similar manner, where
W :BOTH , W :PC and E:PC should be replaced by W :BOTH , W :PC and E:PC respectively.
In parallel with (3.4.4) through (3.4.7), we dene H:a(m; t) through H:d(m; t) by replacing
W :BOTH , W :PC or E:PC in the rst factor by W :BOTH , W :PC or E:PC respectively. The
result is summarized in Theorem 3.4.2 below.
Theorem 3.4.2 Let Int[k;W ]; Int[k;E] and Int[k; S] be as in (3.4.1), (3.4.2) and (3.4.3)
respectively. Let  , Ci and M(t) be as in Theorem 3.3.3. Then the probability ~P17(t) can be
obtained as follows.
i) If t 2 Int[M(t);W ], then
~P17(t) = H:a(M(t); t) +H:b(M(t); t) +H:c(M(t); t) +H:d(M(t); t)
+
W :PC
C1

re (PC)eC1
	M(t)  
e C1M(t)   e C1t
+
W :BOTH
C4

re (PC)eC4
	M(t)  
e C4M(t)   e C4t
 1  r
r   e (C4 C1)W
n
1  r 1e (C4 C1)W	M(t)o :
ii) If t 2 Int[M(t); E], then
~P17(t) = H:a(M(t) + 1; t) +H:b(M(t); t) +H:c(M(t) + 1; t) +H:d(M(t); t)
+
E:PC
C2;5
e (C1 C2;5)W

re (PC)eC2;5
	M(t)
(e C2;5(M(t)+W )   e C2;5t)
+
W :PC
C2;5
e (C4 C2;5)W

re (PC)eC2;5
	M(t)  
e C2;5(M(t)+W   e C2;5t
 1  r
r   e (C4 C1)W
n
1  r 1e (C4 C1)W	M(t)o :
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iii) If t 2 Int[M(t); S], then
~P17(t) = H:a(M(t) + 1; t) +H:b(M(t) + 1; t) +H:c(M(t) + 1; t) +H:d(M(t) + 1; t) :
From Theorems 3.4.1 and 3.4.2, the two absorption probabilities e10 and e17 can be
obtained by letting t!1.
Theorem 3.4.3 Starting at state 1 at time 0, let e10 and e17 be the absorption probabilities
in state 0 and state 7 respectively. One then has
e10 = ~P10(1) =

W :PC
C1
 
1  e C1W + E:PC
C2;5
e C1W
 
1  e C2;5E 1
1  re(PC)
+

W :BOTH
C4
(1  e C4W ) + E:PC
C2;5
e C4W (1  e C2;5E)

 1  r
r   e (C4 C1)W

1
1  re (PC)  
1
1  e (BOTH)

;
e17 = ~P17(1) =

W :PC
C1
 
1  e C1W + E:PC
C2;5
e C1W
 
1  e C2;5E 1
1  re(PC)
+

W :BOTH
C4
(1  e C4W ) + E:PC
C2;5
e C4W (1  e C2;5E)

 1  r
r   e (C4 C1)W

1
1  re (PC)  
1
1  e (BOTH)

:
For those users who have both the PC access and the mobile access to the Internet from
the beginning, the initial state would be state 4. Accordingly, also of interest to our analysis
would be the probabilities ~P40(t) and ~P47(t). These probabilities can be obtained merely by
adopting the initial state vector uT4 in place of u
T
1 . Theorems 3.4.4 and 3.4.5 below provide
the counterparts of Theorems 3.4.1 and 3.4.2.
Theorem 3.4.4 Let Int[k;W ]; Int[k;E] and Int[k; S] be as in (3.4.1), (3.4.2) and (3.4.3)
respectively. Let  , Ci and M(t) be as in Theorem 3.3.3. Then the probability ~P40(t) can be
obtained as follows.
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i) If t 2 Int[M(t);W ], then
~P40(t) =
W :BOTH
C4
 
1  e C4W  1  e (BOTH)M(t)
1  e (BOTH)
+
W :BOTH
C4
(e (BOTH)eC4 )M(t)
 
e C4M(t)   e C4t
+
E:PC
C2;5
e C4W
 
1  e C2;5E 1  e (BOTH)M(t)
1  e (BOTH) :
ii) If t 2 Int[M(t); E], then
~P40(t) =
W :BOTH
C4
 
1  e C4W  1  e (BOTH)(M(t)+1)
1  e (BOTH)
+
E:PC
C2;5
e C4W
 
1  e C2;5E 1  e (BOTH)M(t)
1  e (BOTH)
+
E:PC
C2;5
e (C4 C2;5)W (e (BOTH)eC2;5 )M(t)
(e C2;5(M(t)+W )   e C2;5t) :
iii) If t 2 Int[M(t); S], then
~P40(t) =
W :BOTH
C4
 
1  e C4W  1  e (BOTH)(M(t)+1)
1  e (BOTH)
+
E:PC
C2;5
e C4W
 
1  e C2;5E 1  e (BOTH)(M(t)+1)
1  e (BOTH) :
Theorem 3.4.5 Let Int[k;W ]; Int[k;E] and Int[k; S] be as in (3.4.1), (3.4.2) and (3.4.3)
respectively. Let  , Ci and M(t) be as in Theorem 3.3.3. Then the probability ~P47(t) can be
obtained as follows.
i) If t 2 Int[M(t);W ], then
~P47(t) =
W :BOTH
C4
 
1  e C4W  1  e (BOTH)M(t)
1  e (BOTH)
+
W :BOTH
C4
(e (BOTH)eC4 )M(t)
 
e C4M(t)   e C4t
+
E:PC
C2;5
e C4W
 
1  e C2;5E 1  e (BOTH)M(t)
1  e (BOTH) :
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ii) If t 2 Int[M(t); E], then
~P47(t) =
W :BOTH
C4
 
1  e C4W  1  e (BOTH)(M(t)+1)
1  e (BOTH)
+
E:PC
C2;5
e C4W
 
1  e C2;5E 1  e (BOTH)M(t)
1  e (BOTH)
+
E:PC
C2;5
e (C4 C2;5)W (e (BOTH)eC2;5 )M(t)
(e C2;5(M(t)+W )   e C2;5t) :
iii) If t 2 Int[M(t); S], then
~P47(t) =
W :BOTH
C4
 
1  e C4W  1  e (BOTH)(M(t)+1)
1  e (BOTH)
+
E:PC
C2;5
e C4W
 
1  e C2;5E 1  e (BOTH)(M(t)+1)
1  e (BOTH) :
Corresponding to Theorem 3.4.3, one has the following theorem by letting t ! 1 in
Theorems 3.4.4 and 3.4.5.
Theorem 3.4.6 Starting at state 4 at time 0, Let e40 and e47 be the absorption probabilities
in state 0 and state 7 respectively. One then has
e40 = ~P40(1)
=

W :BOTH
C4
 
1  e C4W + E:PC
C2;5
e C4W
 
1  e C2;5E 1
1  e(BOTH) ;
e47 = ~P47(1)
=

W :BOTH
C4
 
1  e C4W + E:PC
C2;5
e C4W
 
1  e C2;5E 1
1  e(BOTH) :
3.5 Development of Computational Algorithms for Eval-
uating Purchasing and Not-Purchasing Probabili-
ties by Time t
Using the results of the semi-Markov model discussed in Section 3.4, we now assess the impact
of the mobile access to the Internet on enhancement of e-commerce. Let the population of
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CPC , CPC!BOTH and CBOTH be dened by
NPC = jCPC j ; NPC!BOTH = jCPC!BOTH j ; NBOTH = jCBOTH j ; (3.5.1)
where jAj denotes the cardinality of a set A. Given NPC , NPC!BOTH and NBOTH , of interest
then is the distribution of the sales volume at time t. Also, of equal importance would be
the distribution of the sales completion time for K products. In the next section, we derive
these two distributions explicitly.
In order to capture individual consumer behaviors better from an application point of
view, we redene the state space of the semi-Markov model N = f0; 1; : : : ; 7g as S =
fBuy; UD;:Buyg, where Buy corresponds to state 0, UD (UnDecided) aggregates the six
states f1; : : : ; 6g, and :Buy means state 7. Furthermore, for distinguishing consumers who
belong to dierent classes, we write ~P
r
(t) = [ ~Pr:ij(t)] where ~P 1(t) is the transition probability
matrix of the semi-Markov process with r = 1 and ~P
r
(t) denotes that with 0 < r < 1.
Accordingly, we dene
PPC:Buy(t) = ~P1:10(t) ; PPC:UD(t) =
6X
j=1
~P1:1j(t) ;
PPC::Buy(t) = ~P1:17(t) ; (3.5.2)
PPC!BOTH:Buy(t) = ~Pr:10(t) ; PPC!BOTH:UD(t) =
6X
j=1
~Pr:1j(t) ;
PPC!BOTH::Buy(t) = ~Pr:17(t) ; (3.5.3)
and
PBOTH:Buy(t) = ~Pr:40(t) ; PBOTH:UD(t) =
6X
j=1
~Pr:4j(t) ;
PBOTH::Buy(t) = ~Pr:47(t) ; (3.5.4)
which can be readily computed from Theorems 3.4.1, 3.4.2, 3.4.4 and 3.4.5.
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3.6 Analysis of Dynamic Sales Volume and Sales Com-
pletion Time
We now turn our attention to the probability distributions of the two key performance
measures: the sales volume by time t and the sales completion time for selling K products.
For V AR 2 fPC; PC ! BOTH;BOTHg, the following trivariate generating functions are
introduced for capturing the state of individual consumers at time t.
V AR:IND(u; v; w; t) = PV AR:Buy(t)u+ PV AR:UD(t)v + PV AR::Buy(t)w : (3.6.1)
Let NV AR:Buy(t), NV AR:UD(t) and NV AR::Buy(t) be the number of consumers in class
CV AR who have bought the product by time t, the number of consumers in class CV AR
who have not decided in either way by time t and the number of consumers in class CV AR
who have decided not to buy the product by time t, respectively. We note that NV AR =
NV AR:Buy(t)+NV AR:UD(t)+NV AR::Buy(t) for any t  0. Assuming that individual consumers
behave independently of each other, the collective consumer behavior can then be described
by
V AR:ALL(u; v; w; t) = E[u
NV AR:Buy(t)vNV AR:UD(t)wNV AR::Buy(t)]
= f V AR:IND(u; v; w; t) gNV AR : (3.6.2)
Accordingly, the joint probability of NV AR:Buy(t), NV AR:UD(t) and NV AR::Buy(t) is given by
P [NV AR:Buy(t) = n1; NV AR:UD(t) = n2; NV AR::Buy(t) = n3]
=

NV AR
n1; n2; n3

PV AR:Buy(t)
n1PV AR:UD(t)
n2PV AR::Buy(t)n3 :
Based on these observations, the next theorem can be shown.
Theorem 3.6.1 For V AR 2 fPC; PC ! BOTH;BOTHg, let NV AR be as in (3.5.1)
and dene KV AR(t) to be the number of products sold to those consumers in CV AR by time t.
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Then KV AR(t) has the binomial distribution with mean NV AR PV AR:Buy(t), i.e. QV AR(k; t) def=
P[KV AR(t) = k] for k 2 f0; 1; : : : ; NV ARg is given by
QV AR(k; t) =

NV AR
k

PV AR:Buy(t)
kf1  PV AR:Buy(t)gNV AR k :
Proof: Since E[uNV AR:Buy(t)] = NV AR:IND(u; 1; 1; t), one sees from (3.6.1) and (3.6.2) that
E[uNV AR:Buy(t)] = f PV AR:Buy(t)u+ (1  PV AR:Buy(t)) gNV AR ;
proving the theorem. 2
For V AR 2 fPC; PC ! BOTH;BOTHg, we next turn our attention to the sales
completion time for K products among those consumers in CV AR where 0 < K  NV AR.
More formally, let TV AR(K) be the time until K products have been sold among CV AR, i.e.
TV AR(K) = infft : KV AR(t) = Kg : (3.6.3)
Let HV AR(K)(t) be the survival function of TV AR(K), i.e.
HV AR(K)(t) = P[TV AR(K) > t] : (3.6.4)
The next theorem then holds true.
Theorem 3.6.2 Let QV AR(k; t) and HV AR(K)(t) be as in Theorem 3.6.1 and (3.6.4) respec-
tively, where 0 < K  NV AR. One then has
HV AR(K)(t) =
K 1X
k=0
QV AR(k; t) :
Proof: From (3.6.3), one easily sees that TV AR(K) > t if and only if KV AR(t) < K. This
dual relationship between TV AR(K) and KV AR(t) then implies that
HV AR(K)(t) = P[TV AR(K) > t] = P[KV AR(t) < K] ;
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and theorem follows from Theorem 3.6.1. 2
The above analysis for the individual classes of consumers should be integrated so as
to capture the stochastic nature of the consumer behaviors in the entire market. More
specically, let
N = NPC +NPC!BOTH +NBOTH ; (3.6.5)
and dene K(t) to be the number of products sold by time t in the entire market. As before,
we also dene T (K) to be the time required for selling K products in the entire market
where 0 < K  N . One then has the following theorem.
Theorem 3.6.3 Let N , K(t), K and T (K) be as described above. Let Q(k; t) = P[K(t) = k]
and dene the survival function of T (K) by HALL(K)(t) = P[T (K) > t]. Then the following
statements hold true.
a) For k 2 f0; 1; : : : ; Ng, one has
Q(k; t) =
kX
i=0
QnBOTH(k   i; t)QBOTH(i; t) ;
where
QnBOTH(k; t) =
kX
i=0
QPC(k   i; t)QPC!BOTH(i; t) ;
with mathematical convention that QV AR(k; t)
def
= 0 for k > NV AR for V AR 2 fPC; PC !
BOTH;BOTHg.
b) HALL(K)(t) =
K 1X
i=0
Q(k; t) :
Proof: Since K(t) = KPC(t)+KPC!BOTH(t)+KBOTH(t), part a) follows immediately from
Theorem 3.6.1 and the discrete convolution theorem. Part b) can be shown as for the proof
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of Theorem 3.6.2. 2
3.7 Numerical Examples
The purpose of this section is to explore numerically how the mobile access to the Internet
would enhance e-commerce. For this purpose, the basic values of the underlying parameters
are set as in Table 3.7.1. It is assumed that the decision making probabilities are indierent,
Table 3.7.1: Basic Values of the Underlying Parameters
W :PC E:PC W :BOTH W :PC E:PC W :BOTH
0:03 0:03 0:03 0:01 0:01 0:01
W :PC E:PC W :BOTH r W E S
1=24 1=24 1=12 0:8 8 8 8
regardless of dierent access times in a day and regardless of the PC access or the mobile
access, where the decision for purchasing is made with probability 0:03 and that for not
purchasing with probability 0:01 for each Internet access. The total number of consumers is
given as N = 10000 and the following ve cases are considered.
1) All consumers have only the PC access with N = NPC .
2) There exist three dierent types of consumers with NPC = 2500,
NPC!BOTH = 5000, and NBOTH = 2500, where the probability 1  r representing the
growth of the mobile users is varied for :
2-1) r = 0:8 ; 2-2) r = 0:5 ; and 2-3) r = 0:2 .
3) All consumers have both the PC access and the mobile access from the beginning with
N = NBOTH .
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It should be noted that the degree of the mobile use is strengthened in the order of 1), 2-1),
2-2), 2-3) and 3).
In Figure 3.2, the survival functions for K(240), i.e. the number of products sold by
time t = 240, are plotted for the ve cases in the order of 1), 2-1), 2-2), 2-3) and 3) from
left to right. It can be readily seen that K(240) increases stochastically in this order. With
probability 0:7, for example, 1736 products or more can be sold for case 1), while this number
increases from 2115, 2203 and 2229 to 2450 as the case moves from 2-1), 2-2) and 2-3) to
3) respectively. The increase from 1736 for case 1) to 2115 for case 2-1), 21:8% increase,
is rather large considering the fact that the sifting probability 1   r is increased from 0 to
merely 0:2 at r = 0:8. However, the subsequent increase diminishes from 2115 to 2229, only
5:3% increase, as 1   r increases from 0:2 to 0:8. Similar observations can be made for the
expected values depicted in Figure 3.7.2. The monotonicity of the variance also given in
Figure 3.7.2 reects the fact that the support interval of K(240) increases as the case moves
from 1), 2-1), 2-2) and 2-3) to 3).
1600 1800 2000 2200 2400 2600
0
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0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
P[K(t) > k] (t=240, N=10000)
k
Figure 3.7.1: Survival Function of K(t) (t = 240, N = 10000)
Figures 3.7.3 and 3.7.4 provide the counterparts of Figures 3.7.1 and 3.7.2 for the survival
function for T (2000), i.e. the sales completion time for K = 2000 products, except that the
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Figure 3.7.2: Mean and Variance of K(t) (t = 240, N = 10000)
left-most curve now corresponds to case 3) and the right-most curve represents case 1). We
observe that T (2000) decreases stochastically as the case moves from 1), 2-1), 2-2) and 2-
3) to 3). With probability 0:7, T (2000) is greater than or equal to 273 for case 1), while
this number decreases from 219, 203 and 200 to 176 as the case moves from 2-1), 2-2) and
2-3) to 3) respectively. Again, the initial decrease from 273 (r = 1) to 219 (r = 0:8),
19:8% decrease, is large in comparison with the subsequent decrease from 219 (r = 0:8)
to 200 (r = 0:2), 8:7% decrease. The expected sales completion time and its variance are
depicted in Figure 3.7.4. While the monotonicity of the expected value is observed again, the
variance uctuates visibly in a rather strange manner. This uctuation phenomenon may be
explained by the fact that the third period of a day, denoted by S, aects the distribution of
T (2000) dierently for dierent cases. The at parts observed in Figure 3.7.3 correspond to
S representing sleeping hours during which consumers are inactive in the use of the Internet.
One realizes that the at parts appear dierently for ve dierent curves which may result
in the uctuation of the variance.
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Figure 3.7.3: Survival Function of T (K) (K = 2000, N = 10000)
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Figure 3.7.4: Mean and Variance of T (K) (K = 2000, N = 10000)
Chapter 4
Extension of the Semi-Markov Model
for Incorporating Multiple Time
Segments
4.1 Introduction
In Chapter 3, a mathematical model is developed and analyzed for comparing e-commerce
via the traditional xed PC access only with m-commerce which accommodates both the
xed PC access and the mobile access. While the semi-Markov model proposed in Chapter
3 opens a door for stochastic analysis of m-commerce consumers so as to capture behavioral
dierences between e-commerce and m-commerce, it still has some limitations. For exam-
ple, only mobile accesses may be available in certain time segments of a day, e.g. during
commuting hours, which is not incorporated in Chapter 3. The model also fails to distin-
guish the sales contributions by dierent consumer groups. The purpose of this chapter is
to overcome these pitfalls by extending the original semi-Markov model of Chapter 3 in two
dierent directions. Firstly, the extended model accommodates a general number of time
segments of a day so that a variety of consumer behaviors for accessing the Internet could
be incorporated. Secondly, the sales contribution of each consumer class can be captured
separately. While this generalization complicates the underlying semi-Markov analysis sub-
stantially, the complex spectral decomposition still enables one to invert the matrix Laplace
59
CHAPTER 4. EXTENSION OF THE SEMI-MARKOV MODEL 60
transforms involved into the real domain, thereby establishing a foundation for development
of computational procedures to assess the stochastic performance measures of interest.
4.2 Extension of the Semi-Markov Model
For recapturing the m-commerce behaviors of consumers in CPC , CBOTH and CPC!BOTH
within the context of the extended model as described in the previous section in a unied
manner, we consider a semi-Markov process fJ(t) : t  0g dened on N = N1 [ N2, where
N1 = f1; : : : ; N;B1;:B1g and N2 = fN + 1; : : : ; 2N;B2;:B2g. Here, the state space N1
describes the behavior of a consumer in CPC , starting at state 1. The state i corresponds to
the i-th segment of a day and this consumer moves from state 1 toward state N , representing
the end of the day, in a lattice continuous manner.
Any consumer in CPC returns to state 1 at the beginning of the following day. For the
sake of the unied approach, this fact is reected by setting the transition probability r from
N to 1 to be 1, i.e. any consumer in CPC remains within N1. The two states B1 and :B1 are
absorbing, where the former corresponds to the decision of purchasing the product, while
the latter represents the decision of not purchasing the product. Similarly, the state space
N2 corresponds to the behavior of a consumer in CBOTH with initial state N + 1. The i-th
segment of a day is represented by N+i for this class of consumers, who would remain within
N2. The two absorbing states B2 and :B2 are dened similarly to B1 and :B1 respectively.
A consumer in CPC!BOTH would start at state 1 as for a consumer in CPC . However, at
the end of each day represented by state N , this consumer in CPC!BOTH moves to state N+1
with probability 1   r > 0. If such a transition takes place, the PC ! BOTH consumer
would start using both PC and a mobile device and behave like those consumers in CBOTH
thereafter. It should be noted that one semi-Markov process corresponds to one consumer.
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Assuming that consumers behave independently, the entire market is then represented by
the independent sum of such semi-Markov processes.
Given that neither the decision of purchasing nor that of not purchasing is made, we
assume, for the time being, that the dwell time of the semi-Markov process in state i is
absolutely continuous with probability density function (p.d.f.) ai(x), i = 1; : : : ; 2N . The
corresponding distribution function, the survival function and the hazard rate function are
denoted by
Ai(x) =
Z x
0
ai(x)dx ; Ai(x) = 1  Ai(x) ; i(x) = ai(x)Ai(x) : (4.2.1)
Since one semi-Markov process corresponds to one consumer, it is natural to assume that
ai(x) = aN+i(x) for i = 1; : : : ; N . The states Bm and :Bm for m = 1; 2 are absorbing and
the dwell time in any of those states are innite. The corresponding survival functions can
then be written as
ABm(x) = A:Bm(x) = U(x) ; m = 1; 2: (4.2.2)
For those consumers in CPC , the Internet accesses occur in state i according to a Poisson
process with intensity i, i = 1; : : : ; N . The corresponding probability of purchasing ( not
purchasing ) for each access is denoted by i ( i ) with 0 < i + i < 1, and the consumer
remains undecided with probability 1   (i + i) > 0, i = 1; : : : ; N . Consequently, the
transition intensity from state i to state B1 and that from state i to state :B1 are given by
i = ii ; i = ii : (4.2.3)
Upon completion of each day, a consumer in CPC returns to state 1 with probability 1.
A consumer in CPC!BOTH behaves like those consumers in CPC within N1. The dierence
between a consumer in CPC and a consumer in CPC!BOTH can be found in that the former
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stays within N1, while the latter decides to start using a mobile phone with probability 1 r
at the end of the N -th segment of each day, 0 < r < 1. This means that, upon completion
of the dwell time in state N , the consumer moves to state 1 with probability r and to state
N + 1 with probability 1   r. If this transition from 1 to N + 1 takes place, the consumer
would start to behave like those consumers in CBOTH thereafter. In order to maintain the
unied approach, we consider consumers in CPC having r = 1.
A consumer in CBOTH may employ both a xed PC and a mobile device for accessing the
Internet. The Poisson intensity for xed PC accesses is denoted by i, i = N + 1; : : : ; 2N
and that for mobile accesses is written as i, i = N + 1; : : : ; 2N . The probabilities of
purchasing ( not purchasing ) for each access are dened as before and are denoted by i
and i, i = N + 1; : : : ; 2N . In parallel with (4.2.3), one then has
i = (i + i)i ; i = (i + i)i : (4.2.4)
We note that i  N+i and i  N+i, i = 1; : : : ; N . These dierences together with
probability r, representing the population growth of the mobile access users, characterize
the impact of mobile accesses on e-commerce in our model. The transition structure of the
semi-Markov process is depicted in Figure 4.2.1.
In parallel with Chapter 3, the segments of a day are assumed to be deterministic.
In order to deal with this case, a sequence of distribution functions (Ai(k; x))
1
k=1 for each
i 2 f1; : : : ; 2Ng is introduced as before, satisfying Ai(k; x)! U(x  i) as k !1, where i
is the constant dwell time in state i with i = N+i, i = 1; : : : ; N .
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Figure 4.2.1: Transition Structure of the Semi-Markov Process
4.3 Dynamic Analysis of the Resulting Semi-Markov
Process
In this section, we explicitly derive the transition probability matrix P (t) of the semi-Markov
process J(t) discussed in Section 4.2, where P (t) is dened by
P (t) = [Pij(t)] ; Pij(t)
def
= P[J(t) = jjJ(0) = i] ; i; j 2 N : (4.3.1)
For this purpose, the age process X(t) associated with the semi-Markov process J(t) is
introduced as the elapsed time since the last transition of J(t) into the current state at time
t. Clearly the bivariate process [J(t); X(t)] becomes Markov and the rst step of our analysis
is to evaluate the joint distribution function dened by
Fij(x; t) = P[X(t)  x; J(t) = jjJ(0) = i] ; (4.3.2)
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and the corresponding joint p.d.f.
d
dx
Fij(x; t) = fij(x; t) : (4.3.3)
For notational convenience, we dene
Ci = i + i ; i = 1; : : : ; 2N : (4.3.4)
By observing the probabilistic ow of the bivariate process [J(t); X(t)] at time t, one sees,
for i = 1; : : : ; 2N and x > 0, that
fi;j(x; t) = fi;j(0+; t  x) Aj(x)e Cjx ; j = 1; : : : ; 2N ; (4.3.5)
fi;Bm(x; t) = fi;Bm(0+; t  x) ABm(x) ; ABm(x) = 1 ; (4.3.6)
fi;:Bm(x; t) = fi;:Bm(0+; t  x) A:Bm(x) ; A:Bm(x) = 1 ; m = 1; 2 : (4.3.7)
These equations can be interpreted in the following manner. For the process to be in state
j at time t with age x for j = 1; : : : ; 2N , as shown in (4.3.5), it should have entered the
state at time t   x, and there has been no transition to any other state until time t. Since
states Bm and :Bm for m = 1; 2 are absorbing, for the process to be in one of the four states
at time t with age x, it should have entered the state at time t   x, explaining (4.3.6) and
(4.3.7).
For describing the boundary conditions with respect to x, one has, for each i, i =
1; : : : ; 2N ,
fi;1(0+; t) = fi=1g(t) + r
Z 1
0
fi;N(x; t)N(x)dx ; (4.3.8)
fi;j(0+; t) = fi=jg(t) +
Z 1
0
fi;j 1(x; t)j 1(x)dx ; (4.3.9)
j = 2; : : : ; N;N + 2; : : : ; 2N ;
fi;N+1(0+; t) = fi=N+1g(t) +
Z 1
0
fi;2N(x; t)2N(x)dx (4.3.10)
+(1  r)
Z 1
0
fi;N(x; t)N(x)dx :
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In addition to the boundary conditions in (4.3.8) through (4.3.10), one sees that
fi;B1(0+; t) =
NX
j=1
j
Z 1
0
fi;j(x; t)dx ; (4.3.11)
fi;:B1(0+; t) =
NX
j=1
j
Z 1
0
fi;j(x; t)dx ; (4.3.12)
fi;B2(0+; t) =
2NX
j=N+1
j
Z 1
0
fi;j(x; t)dx ; (4.3.13)
fi;:B2(0+; t) =
2NX
j=N+1
j
Z 1
0
fi;j(x; t)dx : (4.3.14)
Equations (4.3.5) through (4.3.14) can be solved for fi;j(0+; t) and fi;j(x; t) by taking
double Laplace transforms with respect to x and t. In order to facilitate this analysis, we
introduce certain matrix-producing and vector-producing operators. More specically, given
a vector h = [h1; : : : ; hN ]
T > 0 and z = [z1; : : : ; zN ]
T > 0, let M -OPI : R
N ! RNN and
M -OPII : R
N ! RNN be dened as below.
M -OPI(h) =
2666664
0 h1 0    0
0 0 h2    0
...
...
...
. . .
...
0 0 0    hN 1
hN 0 0    0
3777775 ; (4.3.15)
M -OPII(z) =
2666664
1 z1 z2    zN 1
zN
z1
1 z2
z1
   zN 1
z1
zN
z2
z1zN
z2
1    zN 1
z2
...
...
...
. . .
...
zN
zN 1
z1zN
zN 1
z2zN
zN 1
   1
3777775 : (4.3.16)
Given h = [h1; : : : ; hN ]
T > 0 and an index set I  ~N = f1; : : : ; Ng, we also dene
V -OPI : R
N ! RN and V -OPII : RN ! RN as shown below.
V -OPI(h) = [b1; : : : ; bN ]
T where bj =
jY
i=1
hj : (4.3.17)
V -OPII(h; I) = [d1; : : : ; dN ]T where dj = hj if j 2 I and dj = 1 if j =2 I : (4.3.18)
Between the operators M -OPI and M -OPII , the following relationship exists.
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Lemma 4.3.1 Let h = [h1; : : : ; hN ]
T > 0 and dene b = [b1; : : : ; bN ]
T = V -OPI(h). One
then has
1
1  bN

M-OPII(b)

=

I  M-OPI(h)
 1
:
The following two lemmas are also needed. Proofs are immediate and omitted.
Lemma 4.3.2 Let a, b 2 RN and C 2 RNN where C 1 exists. Let
 =
24 1 0T 0a C b
0 0T 1
35 : (4.3.19)
One then has
 1 =
24 1 0T 0 C 1a  C 1  C 1b
0 0T 1
35 : (4.3.20)
Lemma 4.3.3 Let  be a block matrix described by
 =
"

11

12
0 
22
#
;
where
h
I   
i 1
exists. One then has
h
I   
i 1
=
"
[I   
11
] 1 [I   
11
] 1
12
[I   
22
] 1
0 [I   
22
] 1
#
:
We are now in a position to evaluate the joint p.d.f. given in (4.3.3). For notational
convenience, the following Laplace transforms are introduced.
i(s) =
Z 1
0
e sxai(x)dx for i = 1; : : : ; 2N ; (4.3.21)
i(s) =
Z 1
0
e sx Ai(x)dx =
1  i(s)
s
for i = 1; : : : ; 2N ; (4.3.22)
^(0+; s) = [^ij(0+; s)] ; ^ij(0+; s)
def
=
Z 1
0
e stfij(0+; t)dt for i; j 2 N ; (4.3.23)
'^(x; s) = ['^ij(x; s)] ; '^ij(x; s)
def
=
Z 1
0
e stfij(x; t)dt for i; j 2 N ; (4.3.24)
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^^'(v; s) = [ ^^'ij(v; s)] ; ^^'ij(v; s)
def
=
Z 1
0
e vx'^ij(x; s)dx for i; j 2 N ; (4.3.25)
^
1
(s) =
26664
11(s+ C1)
22(s+ C2)
...
NN(s+ CN)
37775 ; ^2(s) =
26664
N+1N+1(s+ CN+1)
N+2N+2(s+ CN+2)
...
2N2N(s+ C2N)
37775 ; (4.3.26)
^1(s) =
26664
11(s+ C1)
22(s+ C2)
...
NN(s+ CN)
37775 ; ^2(s) =
26664
N+1N+1(s+ CN+1)
N+2N+2(s+ CN+2)
...
2N2N(s+ C2N)
37775 ; (4.3.27)
1(s) = [1(s+ C1); : : : ; N 1(s+ CN 1); rN(s+ CN)]
T ; (4.3.28)
2(s) = [N+1(s+ CN+1); : : : ; 2N(s+ C2N)]
T : (4.3.29)
Using the operators M -OPI and M -OPII , we dene the following Laplace transform
matrices in RNN .
B
1
(s) =M -OPI (1(s)) ; G1(s) = [I  B1(s)] 1 : (4.3.30)
B
2
(s) =M -OPI (2(s)) ; G2(s) = [I  B2(s)] 1 : (4.3.31)
For a 2 RN , let the product operator MUL : RN ! R be given by
MUL(a)
def
=
NY
j=1
aj ; (4.3.32)
and dene
bN(s) = MUL(1(s)) ; dN(s) =MUL(2(s)) : (4.3.33)
With ~N = f1; : : : ; Ng together with i and i as in (4.2.3), the following vector Laplace
transforms in RN are also introduced.
 
B1
(s) = [ B1:i(s)] ;
 B1:i(s) =
i 1X
j=1
MUL(V -OPII(1(s); fj; : : : ; i  1g))jj(s+ Cj) (4.3.34)
+
NX
j=i
MUL(V -OPII(1(s); ~N n fj; : : : ; i  1g))jj(s+ Cj) ;
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 :B1(s) = [ :B1:i(s)] ;
 :B1:i(s) =
i 1X
j=1
MUL(V -OPII(1(s); fj; : : : ; i  1g))jj(s+ Cj) (4.3.35)
+
NX
j=i
MUL(V -OPII(1(s); ~N n fj; : : : ; i  1g))jj(s+ Cj) ;
 
B2
(s) = [ B2:i(s)] ;
 B2:i(s) =
i 1X
j=1
MUL(V -OPII(2(s); fj; : : : ; i  1g))N+jN+j(s+ CN+j) (4.3.36)
+
NX
j=i
MUL(V -OPII(2(s); ~N n fj; : : : ; i  1g))N+jN+j(s+ CN+j) ;
 :B2(s) = [ :B2:i(s)] ;
 :B2:i(s) =
i 1X
j=1
MUL(V -OPII(2(s); fj; : : : ; i  1g))N+jN+j(s+ CN+j) (4.3.37)
+
NX
j=i
MUL(V -OPII(2(s); ~N n fj; : : : ; i  1g))N+jN+j(s+ CN+j) :
Finally, by dening the Laplace transform matrix D(s) as
D(s) =
24 0 0    0... ... . . . ...
0 0    0
(1  r)N (s+ CN ) 0    0
35 ; (4.3.38)
the following theorem can be shown.
Theorem 4.3.4 Let ^(0+; s) and ^^'(v; s) be as in (4.3.23) and (4.3.25) respectively. One
then has the followings.
a) ^(0+; s) =
1
1  bN(s)
1
1  dN(s)

H
11
(s) H
12
(s)
0 H
22
(s)

;
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where
H
11
(s) = (1  dN(s))
24 0 0T 0 
B1
(s) G
1
(s)  :B1(s)
0 0T 0
35 ;
H
12
(s) =
24 0 0T 0G
1
(s)D(s) 
B2
(s) G
1
(s)D(s)G
2
(s) G
1
(s)D(s) :B2(s)
0 0T 0
35 ;
H
22
(s) = (1  bN(s))
24 0 0T 0 
B2
(s) G
2
(s)  :B2(s)
0 0T 0
35 :
b) ^^'(v; s) = ^(0+; s)
DIAG
n 1
s+ v
; 1(s+ v + C1) ; : : : ; N(s+ v + CN) ;
1
s+ v
;
1
s+ v
; N+1(s + v + CN+1) ; : : : ; 2N(s + v + C2N) ;
1
s+ v
o
:
Let the Laplace transform of P (t) with respect to t be denoted by (s), i.e.
(s) =
Z 1
0
e stP (t)dt : (4.3.39)
From the denition of P (t) in (4.3.1), one easily sees that (s) = ^^'(0; s). The next
theorem is then immediate from Theorem 4.3.4.
Theorem 4.3.5
(s) = ^^'(0; s) = ^(0+; s)
DIAG
n1
s
; 1(s+ C1) ; : : : ; N(s+ CN) ;
1
s
;
1
s
; N+1(s + CN+1) ; : : : ; 2N(s + C2N) ;
1
s
o
:
So far, we have assumed that the dwell time of the semi-Markov process in state i is
absolutely continuous with p.d.f. ai(x), i = 1; : : : ; 2N , given that neither the decision of
purchasing nor that of not purchasing is made. In reality, however, the segments of a day
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should be treated as constants i = N+i , i = 1; : : : ; N . This case can be dealt with by
considering a sequence of Laplace transforms of p.d.f's (i(k; s))
1
k=1 where i(k; s) ! e si
as k !1, i = 1; : : : ; N . We emphasize this limit by using the symbol ～, i.e. ~i(s) = e si .
At the limit, the corresponding matrix Laplace transform ~(s) of the transition probability
matrix ~P (t) can be obtained by substituting ~i(s) = e
 si into Theorems 4.3.4 and 4.3.5.
Let PPC:Buy(t) and PPC::Buy(t) be the probability of a consumer in CPC having decided
to purchase the product by time t and that of a consumer having decided not to pur-
chase the product by time t, respectively, and dene PPC!BOTH:Buy(t), PPC!BOTH::Buy(t),
PBOTH:Buy(t) and PBOTH::Buy(t) similarly. The corresponding Laplace transforms are de-
noted by PC:Buy(s), PC::Buy(s), etc. For those consumers in CPC [ CPC!BOTH , we assume
that a day starts at state 1, while those in CBOTH start each day at state N + 1. These
Laplace transforms can be derived directly from Theorems 4.3.4 and 4.3.5 with substitution
of ~i(s) = e
 si and by employing the appropriate initial probability vector, i.e. uT1 for those
consumers in CPC [ CPC!BOTH and uTN+1 for those in CBOTH . More formally, one has the
followings.
PC:Buy(s) = ~1;B1(s) ; PC::Buy(s) = ~1;:B1(s) ; (4.3.40)
PC!BOTH:Buy(s) = ~1;B1(s) + ~1;B2(s) ;
PC!BOTH::Buy(s) = ~1;:B1(s) + ~1;:B2(s) ; (4.3.41)
BOTH:Buy(s) = ~N+1;B2(s) ; BOTH::Buy(s) = ~N+1;:B2(s) : (4.3.42)
The next theorem describes six Laplace transforms denoted by ~1;Bm(s) and ~1;:Bm(s)
for m = 1; 2, ~N+1;B2(s) and ~N+1;:B2(s), needed to evaluate the Laplace transforms of the
decision probabilities given in (4.3.40) through (4.3.42).
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Theorem 4.3.6 Suppose that the i-th segment of a day is represented by constants i, i =
1; : : : ; N . Let  =
PN
i=1 i, (PC) =
PN
i=1Cii and (BOTH) =
PN
i=1CN+ii where Ci are
as in (4.3.4). One then has the followings.
a) ~1;B1(s) =
1
s
 1
1  re se (PC)
 
NX
j=1
e 
Pj 1
i=1 (s+Ci)ij
1  e (s+Cj)j
s+ Cj
!
:
b) ~1;:B1(s) =
1
s
 1
1  re se (PC)
 
NX
j=1
e 
Pj 1
i=1 (s+Ci)ij
1  e (s+Cj)j
s+ Cj
!
:
c) ~1;B2(s) =
1
s
 (1  r)e
 se (PC)
(1  re se (PC))(1  e se (BOTH))

 
NX
j=1
e 
Pj 1
i=1 (s+CN+i)iN+j
1  e (s+CN+j)j
s+ CN+j
!
:
d) ~1;:B2(s) =
1
s
 (1  r)e
 se (PC)
(1  re se (PC))(1  e se (BOTH))

 
NX
j=1
e 
Pj 1
i=1 (s+CN+i)iN+j
1  e (s+CN+j)j
s+ CN+j
!
:
e) ~N+1;B2(s) =
1
s
 1
1  e se (BOTH)
 
NX
j=1
e 
Pj 1
i=1 (s+CN+i)iN+j
1  e (s+CN+j)j
s+ CN+j
!
:
f) ~N+1;:B2(s) =
1
s
 1
1  e se (BOTH)
 
NX
j=1
e 
Pj 1
i=1 (s+CN+i)iN+j
1  e (s+CN+j)j
s+ CN+j
!
:
Theorem 4.3.6 enables one to develop computational algorithms for evaluating the pur-
chasing probabilities PPC:Buy(t), PPC!BOTH:Buy(t) and PBOTH:Buy(t), and the not-purchasing
probabilities PPC::Buy(t), PPC!BOTH::Buy(t) and PBOTH::Buy(t), which are of principal in-
terest to this chapter. This issue is addressed in the next section.
4.4 Inversion of the Laplace Transform of the Under-
lying Semi-Markov Matrix into Real Domain
The purpose of this section is to invert the six Laplace transforms given in Theorem 4.3.6
into the real domain, so as to develop computational algorithms for evaluating the decision
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probabilities at time t via (4.3.40) through (4.3.42). For notational convenience, the following
intervals are introduced for k = 0; 1; 2;    .
Int[k; j]
def
=
(
t : k +
j 1X
i=1
i  t < k +
jX
i=1
i
)
: (4.4.1)
Here, Int[k; j] represents the j-th segment of the k-th day. The following functions also play
a role to simplify the expressions of the decision probabilities, where m denotes the days
since time 0 and takes a value from the set of natural numbers.
H1:j(m)
def
=
1
Cj
 
1  e Cjj e Pj 1i=1 Cii 1   re (PC)m
1  re (PC) ; (4.4.2)
H2:j(m)
def
=
1
CN+j
 
1  e CN+jj e Pj 1i=1 CN+ii

(
1   re (PC)m
1  re (PC)  
1   e (BOTH)m
1  e (BOTH)
)
; (4.4.3)
H3:j(m)
def
=
1
CN+j
 
1  e CN+jj e Pj 1i=1 CN+ii 1   e (BOTH)m
1  e (BOTH) : (4.4.4)
We rst derive the absorption probabilities into states B1 and :B1 starting at state 1.
Theorem 4.4.1 Let Int[k; j] and H1:j(m) be as in (4.4.1) and (4.4.2) respectively. Let 
and Ci be as in Theorem 4.3.6 and dene M(t) = b t c. Then, for t 2 Int[M(t); `], the
absorption probabilities ~P1;B1(t) and ~P1;:B1(t) can be obtained as follows.
a) ~P1;B1(t) =
` 1X
j=1
jH1:j(M(t) + 1) +
NX
j=`
jH1:j(M(t))
+
`
C`
e 
P` 1
i=1 (Ci C`)i
 
re (PC)eC`
M(t) 
e C`(M(t)+
P` 1
i=1 i)   e C`t

:
b) ~P1;:B1(t) =
` 1X
j=1
jH1:j(M(t) + 1) +
NX
j=`
jH1:j(M(t))
+
`
C`
e 
P` 1
i=1 (Ci C`)i
 
re (PC)eC`
M(t) 
e C`(M(t)+
P` 1
i=1 i)   e C`t

:
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The absorption probabilities into states B2 and :B2 starting at state 1, as well as the
absorption probabilities into states B2 and :B2 starting at state N +1 are given in the next
two theorems. Proofs are similar to the proof of Theorem 4.4.1 and omitted.
Theorem 4.4.2 Let Int[k; j] and H2:j(m) be as in (4.4.1) and (4.4.3) respectively. Let 
and Ci be as in Theorem 4.3.6 and dene M(t) = b t c. Then, for t 2 Int[M(t); `], the
absorption probabilities ~P1;B2(t) and ~P1;:B2(t) can be obtained as follows.
a) ~P1;B2(t) =
1  r
r   e PNi=1(CN+i Ci)i
n ` 1X
j=1
N+jH2:j(M(t) + 1) +
NX
j=`
N+jH2:j(M(t))
+
N+`
CN+`
e 
P` 1
i=1 (CN+i CN+`)i(rM(t)e (PC)M(t)   e (BOTH)M(t))
  eCN+`M(t) e CN+`(M(t)+P` 1i=1 i)   e CN+`to :
b) ~P1;:B2(t) =
1  r
r   e PNi=1(CN+i Ci)i
n ` 1X
j=1
N+jH2:j(M(t) + 1) +
NX
j=`
N+jH2:j(M(t))
+
N+`
CN+`
e 
P` 1
i=1 (CN+i CN+`)i(rM(t)e (PC)M(t)   e (BOTH)M(t))
  eCN+`M(t) e CN+`(M(t)+P` 1i=1 i)   e CN+`to :
Theorem 4.4.3 Let Int[k; j] and H3:j(m) be as in (4.4.1) and (4.4.4) respectively. Let 
and Ci be as in Theorem 4.3.6 and dene M(t) = b t c. Then, for t 2 Int[M(t); `], the
absorption probabilities ~PN+1;B2(t) and ~PN+1;:B2(t) can be obtained as follows.
a) ~PN+1;B2(t) =
` 1X
j=1
N+jH3:j(M(t) + 1) +
NX
j=`
N+jH3:j(M(t))
+
N+`
CN+`
e 
P` 1
i=1 (CN+i CN+`)i
 
e (BOTH)eCN+`
M(t)


e CN+`(M(t)+
P` 1
i=1 i)   e CN+`t

:
b) ~PN+1;:B2(t) =
` 1X
j=1
N+jH3:j(M(t) + 1) +
NX
j=`
N+jH3:j(M(t))
+
N+`
CN+`
e 
P` 1
i=1 (CN+i CN+`)i
 
e (BOTH)eCN+`
M(t)


e CN+`(M(t)+
P` 1
i=1 i)   e CN+`t

:
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Corresponding to Theorems 4.4.1 through 4.4.3, the following corollaries hold true, ob-
taining the six absorption probabilities e1;Bm , e1;:Bm , m = 1; 2, eN+1;B2 and eN+1;:B2 by
letting t!1.
Corollary 4.4.4
a) e1;B1 = ~P1;B1(1)
=
NX
j=1
j
Cj
 
1  e Cjj e Pj 1i=1 Cii 1
1  re(PC) :
b) e1;:B1 = ~P1;:B1(1)
=
NX
j=1
j
Cj
 
1  e Cjj e Pj 1i=1 Cii 1
1  re(PC) :
Corollary 4.4.5
a) e1;B2 = ~P1;B2(1)
=
1  r
r   e PNi=1(CN+i Ci)i

1
1  re (PC)  
1
1  e (BOTH)


NX
j=1
N+j
CN+j
 
1  e CN+jj e Pj 1i=1 CN+ii :
b) e1;:B2 = ~P1;:B2(1)
=
1  r
r   e PNi=1(CN+i Ci)i

1
1  re (PC)  
1
1  e (BOTH)


NX
j=1
N+j
CN+j
 
1  e CN+jj e Pj 1i=1 CN+ii :
Corollary 4.4.6
a) eN+1;B2 = ~PN+1;B2(1)
=
NX
j=1
N+j
CN+j
 
1  e CN+jj e Pj 1i=1 CN+ii 1
1  e(BOTH) :
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b) eN+1;:B2 = ~PN+1;:B2(1)
=
NX
j=1
N+j
CN+j
 
1  e CN+jj e Pj 1i=1 CN+ii 1
1  e(BOTH) :
The decision probabilities at time t of principal interest to this chapter can now be com-
puted from (4.3.40) through (4.3.42) based on Theorems 4.4.1 through 4.4.3. The ultimate
decision probabilities as t ! 1 can also be obtained from Corollaries 4.4.4 through 4.4.6.
More formally, one has the followings.
PPC:Buy(t) = ~P1;B1(t) ; PPC::Buy(t) = ~P1;:B1(t) ; (4.4.5)
PPC!BOTH:Buy(t) = ~P1;B1(t)+ ~P1;B2(t) ; PPC!BOTH::Buy(t) = ~P1;:B1(t)+ ~P1;:B2(t) ; (4.4.6)
PBOTH:Buy(t) = ~PN+1;B2(t) ; PBOTH::Buy(t) = ~PN+1;:B2(t) ; (4.4.7)
ePC:Buy = e1;B1 ; ePC::Buy = e1;:B1 ; (4.4.8)
ePC!BOTH:Buy = e1;B1 + e1;B2 ; ePC!BOTH::Buy = e1;:B1 + e1;:B2 ; (4.4.9)
eBOTH:Buy = eN+1;B2 ; eBOTH::Buy = eN+1;:B2 : (4.4.10)
4.5 Development of Computational Algorithms for Eval-
uating Purchasing and Not-Purchasing Probabili-
ties by Time t
Using the results of the semi-Markov model discussed in Sections 4.3 and 4.4, we are now
in a position to assess the impact of the mobile access to the Internet on enhancement of
e-commerce. More specically, we consider the class of consumers C = CPC [ CPC!BOTH [
CBOTH , and dene the corresponding populations by
N = jCj ; NPC = jCPC j ; NPC!BOTH = jCPC!BOTH j ; NBOTH = jCBOTH j ; (4.5.1)
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where jAj denotes the cardinality of a set A. The composition of C is dened as a vector
COM(N) = [NPC ; NPC!BOTH ; NBOTH ] ; (4.5.2)
where N = NPC+NPC!BOTH+NBOTH . Given COM(N), of interest then is the distribution
of the sales volume at time t. Also, of equal importance would be the distribution of the
sales completion time for K products. In this section, we derive these two distributions
explicitly. The eects of the mobile access to the Internet can then be analyzed by changing
the composition COM(N) for N xed.
In order to capture individual consumer behaviors better from an application point of
view, we redene the state space of the semi-Markov model N = N1 [ N2, where N1 =
f1; : : : ; N;B1;:B1g and N2 = fN + 1; : : : ; 2N;B2;:B2g as S = fBuy; UD;:Buyg, where
Buy corresponds to states fB1; B2g, UD (UnDecided) aggregates the states f1; : : : ; 2Ng,
and :Buy means a set of states given by f:B1;:B2g. Accordingly, in addition to (4.4.5)
through (4.4.7), we also dene
PPC:UD(t) =
NX
j=1
~P1;j(t) ; (4.5.3)
PPC!BOTH:UD(t) =
2NX
j=1
~P1;j(t) ; (4.5.4)
and
PBOTH:UD(t) =
2NX
j=1
~PN+1;j(t) : (4.5.5)
The probability distributions of the two key performance measures, the sales volume by
time t and the sales completion time for selling K products, can be computed from Theorems
3.6.1 through 3.6.3 in the exactly the same manner as discussed in Section 3.6. Accordingly,
this discussion is omitted here.
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4.6 Numerical Examples
The purpose of this section is to explore numerically how the mobile access to the Internet
would enhance e-commerce. We assume that the time segments of a day are as given in
Table 4.6.1.
Table 4.6.1: Time Segments of a Day
State i Time Segments Length i Internet Access
1, 6 Commuting Hours 1 Mobile
2, 7 Working Hours 8 Fixed PC only or Both Fixed PC and Mobile
3, 8 Commuting Hours 1 Mobile
4, 9 Evening Hours 6 Fixed PC
5, 10 Sleeping Hours 8 Nothing
The rst segment and the third segment of a day represent the commuting hours from
home to work and those from work to home respectively, while the second segment, the
fourth segment and the fth segment of a day correspond to the working hours, the evening
hours and the sleeping hours respectively. Fixed PC accesses are not possible during the rst
segment and the third segment of a day. As reported in MakeYouGoHmm [17], corporate
employees often utilize company xed PCs for privately accessing the Internet. Accordingly,
during the second segment of a day, xed PC accesses are assumed to be available from time
to time for the private use of the Internet. Mobile accesses are also possible if consumers
choose to do so. It is natural to assume that xed PC accesses supersede mobile accesses
during the evening hours at home. Accordingly, only xed PC accesses are considered during
the fourth segment of a day. Since the fth segment of a day represents sleeping hours, the
consumers are inactive in using the Internet.
The basic values of the underlying parameters are set as in Table 4.6.2. Here, we assume
that each consumer would explore the Internet, on the average, once every other day via the
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Table 4.6.2: Basic Parameters
State i i i i
def
= i + i i i i i
1 0 0 0 0:03 0:01 0 0
2 1=48 0 1=48 0:03 0:01 1=1600 1=4800
3 0 0 0 0:03 0:01 0 0
4 1=48 0 1=48 0:03 0:01 1=1600 1=4800
5 0 0 0 0:03 0:01 0 0
6 0 1=24 1=24 0:03 0:01 1=800 1=2400
7 1=48 1=24 1=16 0:03 0:01 3=1600 1=1600
8 0 1=24 1=24 0:03 0:01 1=800 1=2400
9 1=48 0 1=48 0:03 0:01 1=1600 1=4800
10 0 0 0 0:03 0:01 0 0
xed PC access and once a day via the mobile access if it is used. The decision probabilities
i for purchasing and i for not purchasing for i = 1; : : : ; 2N are indierent, regardless of
dierent access times in a day and regardless of the xed PC access or the mobile access, with
i = 0:03 and i = 0:01. The total number of consumers is given as N = 10000. While these
parameter values are set without a solid realistic foundation, numerical examples provided
in this section assure the speed and the eciency of the proposed numerical algorithms,
thereby demonstrating the usefulness of the model if the appropriate eld study nds a way
to set these parameter values realistically.
The following ve cases are considered.
1) All consumers have only the xed PC access with N = NPC .
2) There exist three dierent types of consumers with NPC = 2500, NPC!BOTH = 5000, and
NBOTH = 2500, where the probability 1  r, representing the growth of the mobile users, is
varied as
2-1) r = 0:8 ; 2-2) r = 0:5 ; and 2-3) r = 0:2 .
3) All consumers have both the xed PC access and the mobile access from the beginning
with N = NBOTH .
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It should be noted that the degree of the mobile use is strengthened in the order of 1), 2-1),
2-2), 2-3) and 3).
In Figure 4.6.1, the survival functions for K(240), i.e. the number of products sold by
time t = 240, are plotted for the ve cases in the order of 1), 2-1), 2-2), 2-3) and 3) from
left to right. It can be readily seen that K(240) increases stochastically in this order. With
probability 0:7, for example, 812 products or more can be sold for case 1), while this number
increases from 1355, 1480 and 1517 to 1831 as the case moves from 2-1), 2-2) and 2-3) to
3) respectively. The increase from 812 for case 1) to 1355 for case 2-1), 66:8% increase, is
rather large considering the fact that the sifting probability 1   r is increased from 0 to
merely 0:2 at r = 0:8. However, the subsequent increase diminishes from 1355 to 1517, only
11:9% increase, as 1   r increases from 0:2 to 0:8. Similar observations can be made for
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Figure 4.6.1: Survival Function of K(240)
the expected values depicted in Figure 4.6.2. The monotonicity of the variance also given in
Figure 4.6.2 reects the fact that the support interval of K(240) increases as the case moves
from 1), 2-1), 2-2) and 2-3) to 3).
Figures 4.6.3 and 4.6.4 provide the counterparts of Figures 4.6.1 and 4.6.2 for the survival
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Figure 4.6.2: Mean and Variance of K(240)
function for T (2000), i.e. the sales completion time for K = 2000 products, except that the
left-most curve now corresponds to case 3) and the right-most curve represents case 1). We
observe that T (2000) decreases stochastically as the case moves from 1), 2-1), 2-2) and 2-
3) to 3). With probability 0:7, T (2000) is greater than or equal to 630 for case 1), while
this number decreases from 344, 320 and 317 to 251 as the case moves from 2-1), 2-2) and
2-3) to 3) respectively. Again, the initial decrease from 630 (r = 1) to 344 (r = 0:8),
45:4% decrease, is large in comparison with the subsequent decrease from 344 (r = 0:8)
to 317 (r = 0:2), 7:8% decrease. The expected sales completion time and its variance are
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Figure 4.6.3: Survival Function of T (2000)
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depicted in Figure 4.6.4. While the monotonicity of the expected value is observed again, the
variance uctuates visibly in a rather strange manner. This uctuation phenomenon may
be explained by the fact that the fth period of a day, denoted by 5, aects the distribution
of T (2000) dierently for dierent cases. The at parts observed in Figure 4.6.3 correspond
to 5 representing the sleeping hours during which consumers are inactive in the use of the
Internet. One realizes that the at parts appear dierently for ve dierent curves which
may result in the uctuation of the variance.
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Figure 4.6.4: Mean and Variance of T (2000)
We next turn our attention to the sensitivities of two important measures
K(240;0:8) satisfying P[K(240) > K(240;0:8)] = 0:8 ; (4.6.1)
and
T(2000;0:8) satisfying P[T (2000) > T(2000;0:8)] = 0:8 ; (4.6.2)
in terms of three parameters ,  and . The rst measure means that more than K(240;0:8)
products can be sold within 10 days with probability 0:8, while the second measure indicates
that, with probability 0:8, the time needed to sell 2000 products would be larger than
T(2000;0:8). It is desirable to make K(240;0:8) larger and T(2000;0:8) smaller. In order to observe
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the sensitivities in their own isolated eects, we assume Case 3) where there exists a single
class of customers in CBOTH with N = NBOTH = 10000.
In Figures 4.6.5 and 4.6.6, the survival functions of K(240) and T (2000) are plotted
where  is varied as
(c) = 0:015 + c  0:003 ; c = 0; 1; : : : ; 10 : (4.6.3)
To emphasize the fact thatK(240;0:8) changes as c and hence (c) change, we writeK(240;0:8)(c).
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Figure 4.6.5: Survival Function of K(240) as
c changes
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Figure 4.6.6: Survival Function of T (2000) as
c changes
The sensitivity of K(240;0:8)(c) with respect to (c) can then be assessed through the elasticity
dened by
EL[(c); K(240;0:8)(c)] =

cK(240;0:8)(c)
K(240;0:8)(c)


c(c)
(c)
 ; (4.6.4)
where c(c) denotes the rst dierence with respect to c. Similarly, we dene
EL[(c); T(2000;0:8)(c)] =

cT(2000;0:8)(c)
T(2000;0:8)(c)


c(c)
(c)
 : (4.6.5)
In Table 4.6.3, these sensitivity measures are depicted. We note that K(240;0:8)(c) is not
so sensitive to (c) in that EL[(c); K(240;0:8)(c)] is less than 1 for all c 2 f0; 1; : : : ; 10g.
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Table 4.6.3: Sensitivity Measures with Respect to (c)
c (c) c
c
(c)
K(240;0:8)(c) cK(240;0:8)
cK(240;0:8)
K(240;0:8)(c)
EL[(c); K(240;0:8)(c)]
0 0:015 - - 950 - - -
1 0:018 0:003 0:167 1131 181 0:160 0:960
2 0:021 0:003 0:143 1308 177 0:135 0:947
3 0:024 0:003 0:125 1482 174 0:117 0:939
4 0:027 0:003 0:111 1652 170 0:103 0:926
5 0:030 0:003 0:100 1819 167 0:092 0:918
6 0:033 0:003 0:091 1982 163 0:082 0:905
7 0:036 0:003 0:083 2142 160 0:075 0:896
8 0:039 0:003 0:077 2299 157 0:068 0:888
9 0:042 0:003 0:071 2453 154 0:063 0:879
10 0:045 0:003 0:067 2604 151 0:058 0:870
c (c) c
c
(c)
T(2000;0:8)(c) cT(2000;0:8)
cT(2000;0:8)
T(2000;0:8)(c)
EL[(c); T(2000;0:8)(c)]
0 0:015 - - 664 - - -
1 0:018 0:003 0:167 516  148  0:223  1:11
2 0:021 0:003 0:143 424  92  0:178  1:07
3 0:024 0:003 0:125 365  59  0:139  0:97
4 0:027 0:003 0:111 317  48  0:132  1:05
5 0:030 0:003 0:100 274  43  0:136  1:22
6 0:033 0:003 0:091 248  26  0:095  0:95
7 0:036 0:003 0:083 224  24  0:097  1:06
8 0:039 0:003 0:077 202  22  0:098  1:18
9 0:042 0:003 0:071 195  7  0:035  0:45
10 0:045 0:003 0:067 175  20  0:103  1:44
Furthermore, EL[(c); K(240;0:8)(c)] is strictly decreasing in c. This means that if the proba-
bility of deciding to purchase after each access to the Internet becomes large, the incremental
eect of this probability dimnishes. In general, T(2000;0:8)(c) is more sensitive to changes of
(c). However, the monotonicity property observed for K(240;0:8)(c) is not present, perhaps
because of the survival function having at segments due to the time segments 5 and 10 of
a day representing the sleeping hours.
Figures 4.6.7 and 4.6.8 and Table 4.6.4 correspond to Figures 4.6.5 and 4.6.6 and Table
4.6.3, where  is changed in place of  as
(c) = 0:005 + c  0:001 ; c = 0; 1; : : : ; 10 ; (4.6.6)
EL[(c); K(240;0:8)(c)] =

cK(240;0:8)(c)
K(240;0:8)(c)


c(c)
(c)
 ; (4.6.7)
and
EL[(c); T(2000;0:8)(c)] =

cT(2000;0:8)(c)
T(2000;0:8)(c)


c(c)
(c)
 : (4.6.8)
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In this case, the monotonicity property for K(240;0:8)(c) again holds true but in a reversed
manner since the increse of (c) implies the decrese of K(240;0:8)(c). EL[(c); K(240;0:8)(c)]
behaves in a similar manner.
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Figure 4.6.7: Survival Function of K(240) as
c changes
240 260 280 300 320 340
0
0.2
0.4
0.6
0.8
1
t
c=0
c=10
Figure 4.6.8: Survival Function of T (2000) as
c changes
The sensitivities of K(240;0:8) and T(2000;0:8) with respect to  are almost identical to those
with respect to , as can be seen from Figures 4.6.9 and 4.6.10 and Table 4.6.5 which are
the counterparts of Figures 4.6.5 and 4.6.6 and Table 4.6.3, where  is changed as
(c) =
10X
i=1
0:5  i + c  0:1  i
10
; c = 0; 1; : : : ; 10 ; (4.6.9)
with two elasticities dened by
EL[(c); K(240;0:8)(c)] =

cK(240;0:8)(c)
K(240;0:8)(c)


c(c)
(c)
 ; (4.6.10)
and
EL[(c); T(2000;0:8)(c)] =

cT(2000;0:8)(c)
T(2000;0:8)(c)


c(c)
(c)
 : (4.6.11)
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Table 4.6.4: Sensitivity Measures with Respect to (c)
c (c) c
c
(c)
K(240;0:8)(c) cK(240;0:8)
cK(240;0:8)
K(240;0:8)(c)
EL[(c); K(240;0:8)(c)]
0 0:005 - - 1850 - - -
1 0:006 0:001 0:167 1844  6  0:00324  0:0162
2 0:007 0:001 0:143 1838  6  0:00325  0:0195
3 0:008 0:001 0:125 1831  7  0:00381  0:0267
4 0:009 0:001 0:111 1825  6  0:00328  0:0262
5 0:010 0:001 0:100 1819  6  0:00329  0:0296
6 0:011 0:001 0:091 1813  6  0:00330  0:0330
7 0:012 0:001 0:083 1806  7  0:00386  0:0425
8 0:013 0:001 0:077 1800  6  0:00332  0:0399
9 0:014 0:001 0:071 1794  6  0:00333  0:0433
10 0:015 0:001 0:067 1788  6  0:00334  0:0468
c (c) c
c
(c)
T(2000;0:8)(c) cT(2000;0:8)
cT(2000;0:8)
T(2000;0:8)(c)
EL[(c); T(2000;0:8)(c)]
0 0:005 - - 256 - - -
1 0:006 0:001 0:167 267 11 0:04297 0:2148
2 0:007 0:001 0:143 269 2 0:00749 0:0449
3 0:008 0:001 0:125 271 2 0:00743 0:0520
4 0:009 0:001 0:111 272 1 0:00369 0:0295
5 0:010 0:001 0:100 274 2 0:00735 0:0662
6 0:011 0:001 0:091 279 5 0:01825 0:1825
7 0:012 0:001 0:083 291 12 0:04301 0:4731
8 0:013 0:001 0:077 293 2 0:00687 0:0825
9 0:014 0:001 0:071 296 3 0:01024 0:1331
10 0:015 0:001 0:067 298 2 0:00676 0:0946
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Figure 4.6.9: Survival Function of K(240) as
c changes
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Table 4.6.5: Sensitivity Measures with Respect to (c)
c (c) c
c
(c)
K(240;0:8)(c) cK(240;0:8)
cK(240;0:8)
K(240;0:8)(c)
EL[(c); K(240;0:8)(c)]
0 0:0104 - - 966 - - -
1 0:0125 0:002083 0:167 1146 180 0:186 0:932
2 0:0146 0:002083 0:143 1321 175 0:153 0:916
3 0:0167 0:002083 0:125 1492 171 0:129 0:906
4 0:0188 0:002083 0:111 1658 166 0:111 0:890
5 0:0208 0:002083 0:100 1819 161 0:097 0:874
6 0:0229 0:002083 0:091 1976 157 0:086 0:863
7 0:0250 0:002083 0:083 2128 152 0:077 0:846
8 0:0271 0:002083 0:077 2276 148 0:070 0:835
9 0:0292 0:002083 0:071 2421 145 0:064 0:828
10 0:0313 0:002083 0:067 2561 140 0:058 0:810
c (c) c
c
(c)
T(2000;0:8)(c) cT(2000;0:8)
cT(2000;0:8)
T(2000;0:8)(c)
EL[(c); T(2000;0:8)(c)]
0 0:0104 - - 560 - - -
1 0:0125 0:002083 0:167 465  95  0:170  0:85
2 0:0146 0:002083 0:143 395  70  0:151  0:90
3 0:0167 0:002083 0:125 346  49  0:124  0:87
4 0:0188 0:002083 0:111 315  31  0:090  0:72
5 0:0208 0:002083 0:100 274  41  0:130  1:17
6 0:0229 0:002083 0:091 250  24  0:088  0:88
7 0:0250 0:002083 0:083 227  23  0:092  1:01
8 0:0271 0:002083 0:077 218  9  0:040  0:48
9 0:0292 0:002083 0:071 198  20  0:092  1:19
10 0:0313 0:002083 0:067 180  18  0:091  1:27
Chapter 5
Further Extension of the
Semi-Markov Model for Incorporating
Multiple Customer Classes
5.1 Introduction
In this chapter, the original model in Chapter 3 and the subsequent extension discussed in
Chapter 4 are further extended by incorporating multiple customer classes. More specically,
a general number of customer classes are considered so as to respond to the situation that
e-business managers have to deal with many dierent customer segments, e.g. by their prot
contributions. Furthermore, in this newly extended model, the sales contribution of each
time segment can be treated separately. In parallel with the inversion procedures discussed
in Chapters 3 and 4, the matrix Laplace transforms related to the underlying semi-Markov
model can be inverted into the real domain based on the complex spectral decomposition,
thereby establishing a foundation for development of computational procedures to assess the
stochastic performance measures of interest.
In this most extended model, we also discuss the optimal strategy of how to allocate the
promotion budget between the PC promotion and the mobile promotion, where the opti-
mal budget allocation is numerically determined so as to maximize the expected stochastic
measure. A risk control measure is also discussed, where the probability of the underlying
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stochastic measure greater (or less) than the maximum (minimum) expected stochastic mea-
sure is maximized (minimized), subject to the expected stochastic measure staying above
90% (or 110%) of the maximum (minimum) expected stochastic measure. It turns out that
the expected value optimization and the risk control optimization yield the same optimal
budget allocation. A conjecture is presented based on these numerical results.
5.2 Further Extension of the Semi-Markov Model
For capturing the m-commerce behaviors of customers in multiple classes described in the
previous section, we consider a semi-Markov process fJ(t) : t  0g dened on N = SMi=1Ni,
whereNi = f(i; 1); : : : ; (i; N); (i; B1); : : : ; (i; BN); (i;:B1); : : : ; (i;:BN)g. It is assumed that,
for a customer in Class i, the initial state is given by (i; 1). Typical transitions of the semi-
Markov process on N are depicted in Figure 5.2.1.
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Figure 5.2.1: Transition Structure of the Extended Semi-Markov Process
Here, the state space Ni describes the behavior of customers in Class i, starting at state
(i; 1). The state (i; j) corresponds to the j-th segment of a day and the customers move
from state (i; 1) toward state (i; N), representing the end of the day, in a lattice continuous
manner. At the end of a day, each customer in Class i remains in the same class with
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probability pii or changes its class to Class i + 1 with probability 1  pii. More specically,
any customer in state (i; N) returns to state (i; 1) with probability pii or moves to state
(i+1; 1) with probability 1 pii at the beginning of the following day. The two sets of states
(i; B1); : : : ; (i; BN) and (i;:B1); : : : ; (i;:BN) contain absorbing states, where the former set
corresponds to the decision of purchasing the product, while the latter set represents the
decision of not purchasing the product.
It may be natural to assume that one day is decomposed into multiple time segments,
each having a dierent pre-determined length. In order to assure analytical tractability,
however, we treat them as independent random variables for the time being. The case of
constant lengths will be dealt with by considering sequences of such random time segments,
as we will see. More specically, given that neither the decision of purchasing nor that of not
purchasing is made, we assume that the dwell time of the semi-Markov process in state (i; j)
is absolutely continuous with probability density function (p.d.f.) a(i;j)(x), i = 1; : : : ;M ,
j = 1; : : : ; N . The corresponding distribution function, the survival function and the hazard
rate function are denoted by
A(i;j)(x) =
Z x
0
a(i;j)(y)dy; A(i;j)(x) = 1  A(i;j)(x); (i;j)(x) = a(i;j)(x)A(i;j)(x) : (5.2.1)
Since one semi-Markov process corresponds to one customer, it is natural to assume that
a(i;j)(x) = aj(x) for i = 1; : : : ;M , j = 1; : : : ; N . The states (i; Bj) and (i;:Bj) for i =
1; : : : ;M , j = 1; : : : ; N are absorbing and the dwell time in any of those states are innite.
The corresponding survival functions can then be written as
A(i;Bj)(x) =
A(i;:Bj)(x) = U(x); i = 1; : : : ;M; j = 1; : : : ; N : (5.2.2)
For those customers in Class i, the Internet accesses occur in state (i; j) via a xed PC
(a mobile device) according to a Poisson process with intensity (i;j)((i;j)), i = 1; : : : ;M ,
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j = 1; : : : ; N . The corresponding probability of purchasing ( not purchasing ) for each access
is denoted by (i;j) ((i;j)) with 0 < (i;j) + (i;j) < 1, and the customer remains undecided
with probability 1   ((i;j) + (i;j)) > 0. Consequently, the transition intensity from state
(i; j) to state (i; Bj) and that from state (i; j) to state (i;:Bj) are given respectively by
(i;j) = f(i;j)+(i;j)g(i;j) ; (i;j) = f(i;j)+(i;j)g(i;j) ; i = 1; : : : ;M; j = 1; : : : ; N: (5.2.3)
These dierences together with probability pii, representing the population growth of the
mobile access users, characterize the impact of mobile accesses on e-commerce in our model.
In general, one may construct customer classes in such a way that the intensity for the use
of mobile devices for time segment j increases as i increases, that is, (i;j)  (i+1;j). In this
case, one has (i;j)  (i+1;j) and (i;j)  (i+1;j) for i = 1; : : : ;M , j = 1; : : : ; N .
5.3 Dynamic Analysis of the Resulting Semi-Markov
Process
In this section, we explicitly derive the transition probability matrix P (t) of the semi-Markov
process J(t) discussed in Section 5.2, where P (t) is dened by
P (t) = [P(i;j)(m;n)(t)] ; P(i;j)(m;n)(t)
def
= P [J(t) = (m;n)jJ(0) = (i; j)] ; (i; j); (m;n) 2 N :
(5.3.1)
For this purpose, the age process X(t) associated with the semi-Markov process J(t) is
introduced as the elapsed time since the last transition of J(t) into the current state at time
t. Clearly the bivariate process [J(t); X(t)] becomes Markov and the rst step of our analysis
is to evaluate the joint distribution function dened by
F(i;j)(m;n)(x; t) = P [X(t)  x; J(t) = (m;n)jJ(0) = (i; j)] ; (5.3.2)
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and the corresponding joint p.d.f.
d
dx
F(i;j)(m;n)(x; t) = f(i;j)(m;n)(x; t): (5.3.3)
For notational convenience, we dene
C(i;j) = (i;j) + (i;j) ; i = 1; : : : ;M; j = 1; : : : ; N: (5.3.4)
By observing the probabilistic ow of the bivariate process [J(t); X(t)] at time t, one
sees, for i;m 2 f1; : : : ;Mg, j; n 2 f1; : : : ; Ng and x > 0, that
f(i;j)(m;n)(x; t) = f(i;j)(m;n)(0+; t  x) An(x)e C(m;n)x ; (5.3.5)
f(i;j)(m;Bn)(x; t) = f(i;j)(m;Bn)(0+; t  x) ABn(x); ABn(x) = 1 ; (5.3.6)
f(i;j)(m;:Bn)(x; t) = f(i;j)(m;:Bn)(0+; t  x) A:Bn(x); A:Bn(x) = 1 : (5.3.7)
For describing the boundary conditions with respect to x, one has, for each (i; j) 2 N ,
f(i;j)(1;1)(0+; t) = f(i;j)=(1;1)g(t) + p11
Z 1
0
f(i;j)(1;N)(x; t)N(x)dx ; (5.3.8)
f(i;j)(m;1)(0+; t) = f(i;j)=(m;1)g(t) + pmm
Z 1
0
f(i;j)(m;N)(x; t)N(x)dx (5.3.9)
+pm 1;m
Z 1
0
f(i;j)=(m 1;N)(x; t)N(x)dx; m = 2; : : : ;M ;
f(i;j)(m;n)(0+; t) = f(i;j)=(m;n)g(t) +
Z 1
0
f(i;j)(m;n 1)(x; t)n 1(x)dx
; m = 2; : : : ;M; n = 2; : : : ; N : (5.3.10)
In addition to the boundary conditions in (5.3.8) through (5.3.10), one sees that
f(i;j)(m;Bn)(0+; t) = (m;n)
Z 1
0
f(i;j)(m;n)(x; t)dx ; (5.3.11)
f(i;j)(m;:Bn)(0+; t) = (m;n)
Z 1
0
f(i;j)(m;n)(x; t)dx : (5.3.12)
Equations (5.3.5) through (5.3.12) can be solved for f(i;j)(m;n)(0+; t) and f(i;j)(m;n)(x; t) by
taking double Laplace transforms with respect to x and t. For analytical convienience, the
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matrix-producing operators M -OPI and M -OPII as well as the vector-producing operators
V -OPI and V -OPII have been introduced in (4.3.15) through (4.3.18), which will be also
used in what follows.
We are now in a position to evaluate the joint p.d.f. given in (5.3.3). For notational
convenience, the following Laplace transforms are introduced.
j(s) =
Z 1
0
e sxaj(x)dx for j = 1; : : : ; N ; (5.3.13)
j(s) =
Z 1
0
e sx Aj(x)dx =
1  j(s)
s
for j = 1; : : : ; N ; (5.3.14)
^(0+; s) = [^(i;j)(m;n)(0+; s)] ; (5.3.15)
^(i;j)(m;n)(0+; s)
def
=
Z 1
0
e stf(i;j)(m;n)(0+; t)dt for (i; j); (m;n) 2 N ;
'^(x; s) = ['^(i;j)(m;n)(x; s)] ; (5.3.16)
'^(i;j)(m;n)(x; s)
def
=
Z 1
0
e stf(i;j)(m;n)(x; t)dt for (i; j)(m;n) 2 N ;
^^'(v; s) = [ ^^'(i;j)(m;n)(v; s)] ; (5.3.17)
^^'(i;j)(m;n)(v; s)
def
=
Z 1
0
e vx'^(i;j)(m;n)(x; s)dx for (i; j)(m;n) 2 N ;
^
i
(s)
def
= DIAGf(i;1)1(s+ C(i;1)); : : : ; (i;N)N(s+ C(i;N))g for i = 1; : : : ;M ; (5.3.18)
^
i
(s)
def
= DIAGf(i;1)1(s+C(i;1)); : : : ; (i;N)N(s+C(i;N))g for i = 1; : : : ;M ; (5.3.19)
i(s)
def
= [1(s+C(i;1)); : : : ; N 1(s+C(i;N 1)); piiN(s+C(i;N))]T for i = 1; : : : ;M ; (5.3.20)
bi(s) = [bi;1(s); : : : ; bi;N(s)]
T def= V -OPI(i(s)) for i = 1; : : : ;M : (5.3.21)
Using the operators M -OPI and M -OPII , we dene the following Laplace transform
matrices in RNN .
B
i
(s)
def
= M -OPI(i(s)) ; W i(s)
def
= [I  B
i
(s)] 1 for i = 1; : : : ;M : (5.3.22)
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Finally, by dening the Laplace transform matrices  
i
(s) and as
 
i
(s) =
264 Bi(s) ^i(s) ^i(s)0 0 0
0 0 0
375 for i = 1; : : : ;M ; (5.3.23)
and
'
i
(s) =
24 Di(s) 0 00 0 0
0 0 0
35 for i = 1; : : : ;M ; (5.3.24)
where
D
i
(s)
def
=
26664
0 0    0
...
...
. . .
...
0 0    0
(1  pii)N(s+ C(i;N)) 0    0
37775 for i = 1; : : : ;M ; (5.3.25)
the following theorem can be shown. Proof is omitted again for the readability of the chapter.
Theorem 5.3.1 Let ^(0+; s) and ^^'(v; s) be as in (5.3.15) and (5.3.17) respectively. One
then has the followings.
a)
^(0+; s) =
266664
L
L
. . .
L
377775
2666666664
V1(s) V1(s)'1(s)V2(s)      
QM 1
i=1 Vi(s)'i(s)VM (s)
V2(s)      
QM 1
i=2 Vi(s)'i(s)VM (s)
. . .
. . .
.
..
VM 1(s)
QM 1
i=M 1 V i(s)'i(s)VM (s)
VM (s)
3777777775
;
where
L =
24 I 0
0
35 in R3N3N and Vi(s) = [I    i(s)] 1 for i = 1; : : : ;M:
b)
^^'(v; s) = ^(0+; s)DIAGf1(s+ v + C(1;1));    ; N (s+ v + C(1;N));
1
s+ v
;    ; 1
s+ v
;
1
s+ v
;    ; 1
s+ v
;
   ; 1(s+ v + C(M;1));    ; N (s+ v + C(M;N));
1
s+ v
;    ; 1
s+ v
;
1
s+ v
;    ; 1
s+ v
g :
Let the Laplace transform of P (t) with respect to t be denoted by (s), i.e.
(s) =
Z 1
0
e stP (t)dt : (5.3.26)
From the denition of P (t) in (5.3.1), one easily sees that (s) = ^^'(0; s). The next theorem
is then immediate from Theorem 5.3.1.
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Theorem 5.3.2
(s) = ^^'(0; s)
= ^(0+; s)DIAGf1(s+ C(1;1));    ; N(s+ C(1;N)); 1
s
;    ; 1
s
;
1
s
;    ; 1
s
;
   ; 1(s+ C(M;1));    ; N(s+ C(M;N)); 1
s
;    ; 1
s
;
1
s
;    ; 1
s
g :
So far, we have assumed that the dwell time of the semi-Markov process in state (i; j)
is absolutely continuous with p.d.f. aj(x), j = 1; : : : ; N , given that neither the decision of
purchasing nor that of not purchasing is made. In reality, however, the segments of a day
should be treated as constants j, j = 1; : : : ; N . This case can be dealt with by considering
a sequence of Laplace transforms of p.d.f's (j(k; s))
1
k=1 where j(k; s) ! e sj as k ! 1,
j = 1; : : : ; N . We emphasize this limit by using the symbol ～, i.e. ~j(s) = e sj . At the
limit, the corresponding matrix Laplace transform ~(s) of the transition probability matrix
~P (t) can be obtained by substituting ~j(s) = e
 sj into Theorems 5.3.1 and 5.3.2.
Let Pi:Buy(t) and Pi::Buy(t) be the probability of a customer in Class i having decided
to purchase the product by time t and that of a customer in Class i having decided not
to purchase the product by time t, respectively. The corresponding Laplace transforms are
denoted by i:Buy(s) and i::Buy(s). These Laplace transforms can be derived directly from
Theorems 5.3.1 and 5.3.2 with substitution of ~j(s) = e
 sj and by employing the appropriate
initial probability vector, i.e. uT(i;1) for those customers in Class i. More formally, one has
the followings.
i:Buy(s) =
MX
m=i
NX
n=1
~(i;1)(m;Bn)(s) ; i::Buy(s) =
MX
m=i
NX
n=1
~(i;1)(m;:Bn)(s) : (5.3.27)
The next theorem describes Laplace transforms ~(1;1)(m;Bn)(s) and ~(1;1)(m;:Bn)(s) for i =
1; : : : ;M and n = 1; : : : ; N , for which proof is omitted again.
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Theorem 5.3.3 Suppose that the j-th segment of a day is represented by constants j, j =
1; : : : ; N . Let  =
PN
j=1 j, (i) =
PN
j=1C(i;j)j where C(i,j) are as in (5.3.4). One then has
the followings.
a)
~(1;1)(m;Bn)(s) =
1
s
 1
1  piie s e (i)
e
 Pn 1j=1 (s+C(i;j))j (i;n) 1  e (s+C(i;n))n
s+ C(i;n)
i 1Y
m=1
(1  pmm)e s e (m)
1  pmme s e (m)
:
b)
~(1;1)(m;:Bn)(s) =
1
s
 1
1  piie s e (i)
e
 Pn 1j=1 (s+C(i;j))j (i;n) 1  e (s+C(i;n))n
s+ C(i;n)
i 1Y
m=1
(1  pmm)e s e (m)
1  pmme s e (m)
:
Theorem 5.3.3 enables one to develop computational algorithms for evaluating the pur-
chasing probabilities Pi:Buy(t) and the not-purchasing probabilities Pi::Buy(t), which are of
principal interest to this chapter. This issue is addressed in the next section.
5.4 Inversion of the Laplace Transform of the Under-
lying Semi-Markov Matrix into Real Domain
The purpose of this section is to invert the Laplace transforms given in Theorem 5.3.3
into the real domain, so as to develop computational algorithms for evaluating the decision
probabilities at time t via (5.3.27). The following functions play a role to simplify the
expressions of the decision probabilities. We dene for i = 1; : : : ;M :
Di =
1
pii
 e(i)  e 
Pn 1
j=1 C(i;j)j 
i 1Y
m=1
1  pmm
pmm
; (5.4.1)
di = [di(k)]
T ; di(k) =

0 if k = 0
(piie
 (i))k else
; and (5.4.2)
H i = CONV (H i 1; di) starting with H0 = u1 : (5.4.3)
Here, CONV (a; b) denotes the discrete convolution of two vectors dened on f0; 1; : : :g whose
n-th component is given by CONV (a; b)n =
Pn
m=0 ambn m. We now derive the absorption
probabilities into states (i; Bn) and (i;:Bn) starting at state (1; 1). Proof is omitted again
for better readability.
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Theorem 5.4.1 Let Int[k; j] and Hi(k) be as in (4.4.1) and (5.4.3) respectively. Let  and
C(i; j) be as in Theorem 5.3.3 and dene M(t) = b t

c. Then, the absorption probabilities
~P(1;1)(i;Bn)(t) and ~P(1;1)(i;:Bn)(t) can be obtained as follows.
a)
i) For t < M(t) +
Pn 1
j=1 j,
~P(1;1)(i;Bn)(t) =
(i;n)
C(i;n)
Di 
M(t)X
k=0
Hi(k)
 
1  e C(i;n)n :
ii) For t 2 Int[M(t); n],
~P(1;1)(i;Bn)(t) =
(i;n)
C(i;n)
Di 
M(t)X
k=0
Hi(k)
 
1  e C(i;n)n
+
(i;n)
C(i;n)
Di  eC(i;n)(M(t)+
Pn 1
j=1 j) Hi(M(t) + 1)

e C(i;n)(M(t)+
Pn 1
j=1 j)   e C(i;n)t

:
iii) For t M(t) +Pnj=1 j,
~P(1;1)(i;Bn)(t) =
(i;n)
C(i;n)
Di 
M(t)+1X
k=0
Hi(k)
 
1  e C(i;n)n :
b)
i) For t < M(t) +
Pn 1
j=1 j,
~P(1;1)(i;Bn)(t) =
(i;n)
C(i;n)
Di 
M(t)X
k=0
Hi(k)
 
1  e C(i;n)n :
ii) For t 2 Int[M(t); n],
~P(1;1)(i;Bn)(t) =
(i;n)
C(i;n)
Di 
M(t)X
k=0
Hi(k)
 
1  e C(i;n)n
+
(i;n)
C(i;n)
Di  eC(i;n)(M(t)+
Pn 1
j=1 j) Hi(M(t) + 1)

e C(i;n)(M(t)+
Pn 1
j=1 j)   e C(i;n)t

:
iii) For t M(t) +Pnj=1 j,
~P(1;1)(i;Bn)(t) =
(i;n)
C(i;n)
Di 
M(t)+1X
k=0
Hi(k)
 
1  e C(i;n)n :
The decision probabilities at time t of principal interest to this chapter can now be computed
from (5.3.27) based on Theorem 5.4.1.
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5.5 Analysis of Dynamic Sales Volume and Sales Com-
pletion Time
Using the results of the semi-Markov model discussed in Sections 5.3 and 5.4, we are now
in a position to assess the impact of the mobile access to the Internet on enhancement of
e-commerce. More specically, we consider X customers classied into M classes, Class i,
i = 1; : : : ;M , where the corresponding populations are denoted by
X =
MX
i=1
Xi ; Xi = jClass ij : (5.5.1)
The composition of X is dened as a vector
X = [X1; : : : ; XM ] : (5.5.2)
Given X, of interest is the distribution of the sales volume at time t. Also, of equal
importance would be the distribution of the sales completion time for K products. In this
section, we derive these two distributions explicitly. The eects of the mobile access to the
Internet can then be analyzed by changing the composition X while the total number of
customers X is xed, where the intensity for the use of mobile devices for time segment j is
assumed to increase as i increases for all j = 1; : : : ; N .
Theorem 5.5.1 Let Ki(t) be the number of products sold to those customers in Class i by
time t. Then Ki(t) has the binomial distribution with mean Xi  Pi:Buy(t), i.e.
Qi(k; t) = P [Ki(t) = k] =

Xi
k

Pi:Buy(t)
kf1  Pi:Buy(t)gXi k ; k = 0; : : : ; Xi (5.5.3)
We next turn our attention to the sales completion time for K products among those
customers in Class i where 0 < K  Xi. More formally, let Ti(K) be the time until K
products have been sold among Class i, i.e.
Ti(K) = infft : Ki(t) = Kg : (5.5.4)
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Let Hi(K)(t) be the survival function of Ti(K), i.e.
Hi(K)(t) = P [Ti(K) > t] : (5.5.5)
The next theorem then holds true.
Theorem 5.5.2 Let Qi(k; t) and Hi(K)(t) be as in Theorem 5.5.1 and (5.5.5) respectively,
where 0 < K  Xi. One then has
Hi(K)(t) =
K 1X
k=0
Qi(k; t) : (5.5.6)
The above analysis for the individual classes of customers should be integrated so as
to capture the stochastic nature of the customer behaviors in the entire market. More
specically, let K(t) be the number of products sold by time t in the entire market. As
before, we also dene T (K) to be the time required for selling K products in the entire
market where 0 < K  X. One then has the following theorem.
Theorem 5.5.3 Let X, K(t), K and T (K) be as described above. Let Q(t) = [Q(k; t)]T ,
where Q(k; t) = P [K(t) = k] and dene the survival function of T (K) by HALL(K)(t) =
P [T (K) > t]. Then the following statements hold true.
a) Let Q
i
(t) = [Qi(k; t)]
T , i = 1; : : : ;M . One then has Q(t) = CONV [Q
1
(t);    ; Q
M
(t)]
where CONV [a1;    ; aM ] denotes the M repeated discrete convolutions of a1; : : : ; aM .
b) HALL(K)(t) =
PK 1
k=0 Q(k; t) .
5.6 Numerical Examples
The purpose of this section is to explore numerically how the mobile access to the Internet
would enhance e-commerce. We assume that the time segments of a day are as given in
Table 5.6.1. The basic values of the underlying parameters are set as in Table 5.6.2.
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Table 5.6.1: Time Segments of a Day
State Time Segments Length Internet Access
(; 1) Commuting Hours 1 Mobile
(; 2) Working Hours 8 Both Fixed PC and Mobile
(; 3) Commuting Hours 1 Mobile
(; 4) Evening Hours 6 Fixed PC
(; 5) Sleeping Hours 8 Nothing
Table 5.6.2: Basic Parameters
State (i; j) (i;j) (i;j) (i;j) + (i;j) (i;j) (i;j) (i;j) (i;j)
(1; 1) 0 1=48 1=48 0:03 0:01 1=1600 1=4800
(1; 2) 1=48 1=48 1=24 0:03 0:01 1=800 1=2400
(1; 3) 0 1=48 1=48 0:03 0:01 1=1600 1=4800
(1; 4) 1=48 0 1=48 0:03 0:01 1=1600 1=4800
(1; 5) 0 0 0 0:03 0:01 0 0
(2; 1) 0 1=36 1=36 0:03 0:01 1=1200 1=3600
(2; 2) 1=48 1=36 7=144 0:03 0:01 7=4800 7=14400
(2; 3) 0 1=36 1=36 0:03 0:01 1=1200 1=3600
(2; 4) 1=48 0 1=48 0:03 0:01 1=1600 1=4800
(2; 5) 0 0 0 0:03 0:01 0 0
(3; 1) 0 1=24 1=24 0:03 0:01 1=800 1=2400
(3; 2) 1=48 1=24 1=16 0:03 0:01 3=1600 1=1600
(3; 3) 0 1=24 1=24 0:03 0:01 1=800 1=2400
(3; 4) 1=48 0 1=48 0:03 0:01 1=1600 1=4800
(3; 5) 0 0 0 0:03 0:01 0 0
It should be noted that the intensity of the use of mobile devices change from 1=48, 1=36
to 1=24 as customer classes change from i = 1; 2 to 3. The decision probabilities (i; j) for
purchasing and (i; j) for not purchasing are indierent across customer classes, regardless
of dierent access times in a day and regardless of the xed PC access or the mobile access.
The total number of customers is given as X = 10000. While these parameter values are
set without a solid realistic foundation, numerical examples provided in this section assure
the speed and the eciency of the proposed numerical algorithms, thereby demonstrating
the usefulness of the model if the appropriate eld study nds a way to set these parameter
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values realistically.
The following ve cases are considered.
Case X1 X2 X3
1) 5000 5000 0
2) 5000 2500 2500
3) 2500 5000 2500
4) 2500 2500 5000
5) 0 5000 5000
It should be noted that the degree of the mobile use is strengthened in the order of 1), 2),
3), 4) and 5).
In Figure 5.6.1, the survival functions for K(240), i.e. the number of products sold
by time t = 240, are plotted for the ve cases in the order of 1), 2), 3), 4) and 5) from
left to right. It can be readily seen that K(240) increases stochastically in this order. With
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Figure 5.6.1: Survival Function of K(240)
probability 0:7, for example, 1551 products or more can be sold for case 1), while this number
increases from 1603, 1638 and 1690 to 1725 as the case moves from 2), 3) and 4) , 3) and 4)
to 5) respectively. The monotonicity of the variance given in Figure 5.6.2 reects the fact
that the support interval of K(240) increases as the case moves from 1) to 5).
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Figure 5.6.2: Mean and Variance of K(240)
Figures 5.6.3 and 5.6.4 provide the counterparts of Figures 5.6.1 and 5.6.2 for the survival
function for T (2000), i.e. the sales completion time for K = 2000 products, except that
the leftmost curve now corresponds to case 5) and the right-most curve represents case
1). We observe that T (2000) decreases stochastically as the case moves from 1) to 5).
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Figure 5.6.3: Survival Function of T (2000)
With probability 0:7, T (2000) is greater than or equal to 296 for case 1), while this number
decreases from 291, 288 and 272 to 269 as the case moves from 2), 3) and 4) to 5) respectively.
The expected sales completion time and its variance are depicted in Figure 5.6.4. While the
monotonicity of the expected value is observed again, the variance uctuates visibly in a
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Figure 5.6.4: Mean and Variance of T (2000)
rather strange manner. This uctuation phenomenon may be explained by the fact that the
fth period of a day, denoted by 5, aects the distribution of T (2000) dierently for dierent
cases. The at parts observed in Figure 5.6.3 correspond to 5 representing the sleeping hours
during which customers are inactive in the use of the Internet. One realizes that the at
parts appear dierently for ve dierent curves which may result in the uctuation of the
variance.
In order to demonstrate the usefulness of the computational procedures developed in this
thesis for deriving informative managerial implications, we consider a promotion campaign to
be conducted during the working hour (time segment 2) with budget UB. It is assumed that
the budget can be allocated to the PC campaign with U(1  )B and the mobile campaign
with UB, 0    1. Furthermore, we assume that the campaign eect can be expressed
by changing Poisson intensities for PC accesses and mobile accesses through the following
functions.
(i;j)() = cP +
hP :ij  (1  )B
1 + gP :ij  (1  )B ; (i;j)() = cM +
hM :ij  B
1 + gM :ij  B : (5.6.1)
It should be noted that the Poisson intensity for PC accesses would decrease while that for
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mobile accesses would increase as  increases from 0 to 1.
We recall that K(t) is the number of products sold by time t and T (K) is the time
required to sell K products. Since the distribution functions of these two random variables
are now dependent on , we denote the two random variables by K(t; ) and T (K; ). Of
interest are the following four optimization problems.
P1-A: Find K by solving max
01
E[K(t; )].
P1-B: Find K by solving max
01
P[K(t; ) > 1E[K(t; 

K)]]
subject to E[K(t; )] > 2E[K(t; 

K)].
P2-A: Find T by solving min
01
E[T (K; )].
P2-B: Find T by solving min
01
HALL(K;)(1E[T (K; 

T )])
subject to E[T (K; )] < 3E[T (K; 

T )].
For the numerical experiments to follow, the parameter values in (5.6.1) are set as follows.
All other parameter values are as in Table 5.6.2.
B = 100.
cP = cM = 1=48.
hP :12 = hP :22 = hP :32 = 0:001.
hM :12 = 0:001 ; hM :22 = 0:0015 ; hM :32 = 0:002.
gP :i2 = gM :i2 = 0:02 for i = 1; 2; 3.
1 = 1 ; 2 = 0:9 ; 3 = 1:1.
In Figures 5.6.5 1) through 5), each pair of graphs aligned vertically represent the graphic
solutions to P1-A (lower side) and P1-B (upper side) for dierent population mixes. The
counterparts for P2-A and P2-B are exhibited in Figures 5.6.6 1) through 5). To the surprise
of the author, it turns out that K = 

K and 

T = 

T for all the cases. In order to see why
CHAPTER 5. FURTHER EXTENSION OF THE SEMI-MARKOV MODEL 104
this happens, the underlying survival functions are plotted in Figures 5.6.7 and 5.6.8. These
observations lead to the following conjecture.
Conjecture
1) For any 0    1 with  6= K , one has K(t; ) ST K(t; K).
2) For any 0    1 with  6= T , one has T (K; ) ST T (K; T ).
Here, for two random variables X and Y , the stochastic ordering X ST Y is dened by
P[X > x] < P[Y > x] for all x > 0. This conjecture will be addressed in due course and the
result will be reported elsewhere.
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Figure 5.6.5: Graphic Solutions to P1-A and P1-B
CHAPTER 5. FURTHER EXTENSION OF THE SEMI-MARKOV MODEL 105
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0 0.15 0.3 0.45 0.6 0.75 0.9
0 0.15 0.3 0.45 0.6 0.75 0.9 0 0.15 0.3 0.45 0.6 0.75 0.9
0 0.15 0.3 0.45 0.6 0.75 0.9 0 0.15 0.3 0.45 0.6 0.75 0.9
0 
50 
100 
150 
200 
250 
0 0.15 0.3 0.45 0.6 0.75 0.9 0 0.15 0.3 0.45 0.6 0.75 0.9
0 0.15 0.3 0.45 0.6 0.75 0.9 0 0.15 0.3 0.45 0.6 0.75 0.9 0 0.15 0.3 0.45 0.6 0.75 0.9
1) 2) 3) 4) 5)
ρ
ρ
Figure 5.6.6: Graphic Solutions to P2-A and P2-B
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1800 1900 2000 2100 2200 2300 2400 2500 2600 2700 2800
ρ= 0.00
ρ= 0.05
ρ= 0.10
ρ= 0.15
ρ= 0.20
ρ= 0.25
ρ= 0.30
ρ= 0.35
ρ= 0.40
ρ= 0.45
ρ= 0.50
ρ= 0.55
ρ= 0.60
ρ*= 0.65
ρ*
ρ=0.00
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1800 1900 2000 2100 2200 2300 2400 2500 2600 2700 2800
ρ*= 0.65
ρ= 0.70
ρ= 0.75
ρ= 0.80
ρ= 0.85
ρ= 0.90
ρ= 0.95
ρ= 1.00
ρ*
ρ=1.00
k
k
Figure 5.6.7: Survival Functions of K(240; )
CHAPTER 5. FURTHER EXTENSION OF THE SEMI-MARKOV MODEL 106
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
140 160 180 200 220 240 260
ρ= 0.00
ρ= 0.05
ρ= 0.10
ρ= 0.15
ρ= 0.20
ρ= 0.25
ρ= 0.30
ρ= 0.35
ρ= 0.40
ρ= 0.45
ρ= 0.50
ρ= 0.55
ρ= 0.60
ρ*= 0.65
ρ*
ρ=0.00
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
140 160 180 200 220 240 260
ρ*= 0.65
ρ= 0.70
ρ= 0.75
ρ= 0.80
ρ= 0.85
ρ= 0.90
ρ= 0.95
ρ= 1.00
ρ*
ρ=1.00
t
t
Figure 5.6.8: Survival Functions of T (2000; )
Bibliography
[1] Amazon.com. (1996). Annual Reports and Proxies, http://phx.corporate-
ir.net/phoenix.zhtml?c=97664&p=irol-reportsAnnual, (last visited 2 May 2013).
[2] Barwise, P. (2001). TV, PC, or Mobile? Future Media for Consumer e-Commerce,
Business Strategy Review, 12, 35{42.
[3] BBC NEWS. (2008). Mobile internet usage on the rise,
news.bbc.co.uk/2/hi/technology/7748372.stm.
[4] Buyukozkan, G. (2009). Determinig the mobile commerce user requirements using an
analytic approach, Computer Standards & Interfaces, 31, 144{152.
[5] Chae, M., and Kim, J. (2003). What’s So Dierent About the Mobile Internet?, Com-
munications of the ACM.
[6] C inlar, E. (1969). Markov Renewal Theory. Adv. Appl. Prob, 1, 123{187.
[7] C inlar, E. (1975). Markov Renewal Theory: A Survey. Management Sci, 21, 727{752.
[8] Cisco Visual Networking Index. Global Mobile Data Trac Forecast Update, 2012-2017,
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns827/white paper c11-
520862.html, (last visited 3 May 2013).
107
BIBLIOGRAPHY 108
[9] Fader, P.S. and Lattin, J.M. (1993). Accounting for Heterogeneity and Nonstationarity
in a Cross-Sectional Model of Consumer Purchase Behavior, Marketing Science, 12-3,
304-317.
[10] Hammond, K. (2001). B2C e-Commerce 2000-2010: What Experts Predict, Business
Strategy Review.
[11] Ishigaki, T., Takenaka, T. and Motomura, Y. (2011). Improvement of Prediction Accu-
racy of the Number of Customers by Latent Class Model, The 25th Annual Conference
of the Japanese Society for Articial Intelligence.
[12] Jones, E. (1997). An Analysis of Consumer Food Shopping Behavior Using Supermarket
Scanner Data: Dierences by Income and Location, American Journal of Agricultural
Economics, 79-5, 1437-1443.
[13] Keilson, J. (1969). On a matrix renewal functions for Markov renewal processes. Ann.
Math. Statist, 40, 1901{1907.
[14] Keilson, J. (1979). Markov Chain Models ― Rarity and Exponentiality. Springer, New
York.
[15] Kim, S.H. (2006). Impact of Mobile-Commerce: Benets, Technological and Strategic
Issues and Implementation, Journal of Applied Sciences, 6-12, 2523{2531.
[16] Levy, P. (1954). Processus Semi-Markoviens. Proc. Int. Congress Math, 3, 416{426.
[17] MakeYouGoHmm. (2006). Employee non-work internet activity during work hours,
http://www.makeyougohmm.com/20060329/3090/.
[18] Ministry of Internal Aairs and Communications of Japan.
(2009). Information and Communications Statistics Database,
BIBLIOGRAPHY 109
http://www.soumu.go.jp/johotsusintokei/eld/tsuushine06.html, (last visited 3
May 2013).
[19] Park, Y.H. and Fader, P.S. (2004). Modeling Browsing Behavior at Multiple Websites,
Marketing Science, 23-3, 280{303.
[20] Priceline.com. (1998). Annual Reports, http://ir.priceline.com/annuals.cfm, (last vis-
ited 2 May 2013).
[21] Roto, V. (2005). Browsing on Mobile Phones, Nokia Research Center.
[22] Siau, K., Sheng, H. and Nah, F. (2004). The Value of Mobile Commerce to Customers,
Proceedings of the Third Annual Workshop on HCI Research in MIS.
[23] Smith, W. L. (1955). Regenerative Stochastic Processes. Proc. Roy. Soc. London Ser.
A,232, 6{31.
[24] Sumita, U. and Masuda, Y. (1987). An Alternative Approach for Analysis of Finite
Semi-Markov and Related Processes. Stochastic Models, 1, 67{87.
[25] Sumita, U. and Yoshii, J. (2008). On Relationship between Ergodic Sojourn Time and
Ergodic Residual Exit Time for Semi-Markov Processes, the Proceedings of International
Workshop on Applied Probability, Compiegne, France, July 7 10.
[26] Sumita, U. and Yoshii, J. (2010). Enhancement of e-Commerce via Mobile Access to
the Internet, Electronic Commerce Research and Applications, 9-3, 217{227.
[27] Sumita, U. and Yoshii, J. (2012). Impact of Mobile Access to the Internet on Sales
Completion Time in e-Commerce, Journal of Modern Accounting and Auditing, 8-4,
503{528.
BIBLIOGRAPHY 110
[28] Sumita, U. and Yoshii, J. (2013). Impact of Mobile Access to the Internet on Sales
Completion Time in e-Commerce with Multiple Classes of Customers, the proceedings
of e-CASE & e-Tech, Kitakyusyu, April 3-5.
[29] Sumita, U. and Yoshii, J. (2013). Strategic Flexibility in Exploiting Economies of Scope
on 70-30 Principle - A Case Study of Japanese Electronics Industry, to be published in
Journal of Flexible Systems Management.
[30] Taguchi, M. (2010). Analysis of Consumers' Food Buying Behavior Using Scanner Data.
(in Japanese), Food System Research, 16-4, 25{31.
[31] Takacs, L. (1954). Some Investigations Concerning Recurrent Stochastic Processes of a
Certain Type. Magyar Tud. Akad. Mat. Kutato Int. Kozl, 3, 115{128.
[32] Wu, J.H. and Hisa, T.L. (2004). Analysis of E-commerce innovation and impact: a
hypercube model, Electronic Commerce Research and Applications, 3, 389{404.
[33] Yada, K., Washio, T. and Motoda, H. (2006). Consumer Behavior Analysis by Graph
Mining Technique, New Mathematics and Natural Computation, 2-1, 59-68.
Appendix A
Proof of Theorem 3.4.1
From Theorem 3.3.3, one sees that
s~10(s) =
1
1  re (PC)e s


W :PC
1  e (s+C1)W
s+ C1
+ E:PCe
 (s+C1)W 1  e (s+C2;5)E
s+ C2;5

+
(1  r)e (PC)e s
(1  re (PC)e s )(1  e (BOTH)e s )


W :BOTH
1  e (s+C4)W
s+ C4
+ E:PCe
 (s+C4)W 1  e (s+C2;5)E
s+ C2;5

:
The rst factor in the second term of the right hand side of the above equation can be
written as a sum of two terms given by
(1  r)e (PC)e s
(1  re (PC)e s )(1  e (BOTH)e s )
=
X
1  re (PC)e s +
Y
1  e (BOTH)e s ;
where
X =
1  r
r   e (C4 C1)W and Y =  
1  r
r   e (C4 C1)W :
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Consequently, s~10(s) can be expressed as a sum of geometric series' as shown below.
s~10(s) =
W :PC
s+ C1
1X
k=0
 
re (PC)
k
e sk
  W :PCe
 C1W
s+ C1
1X
k=0
 
re (PC)
k
e s(k+W )
+
E:PCe
 C1W
s+ C2;5
1X
k=0
 
re (PC)
k
e s(k+W )
  E:PCe
 (PC)
s+ C2;5
1X
k=0
 
re (PC)
k
e s(k+W+E)
+ X
W :BOTH
s+ C4
1X
k=0
 
re (PC)
k
e sk
  XW :BOTH
s+ C4
e C4W
1X
k=0
 
re (PC)
k
e s(k+W )
+ X
E:PC
s+ C2;5
e C4W
1X
k=0
 
re (PC)
k
e s(k+W )
  X E:PC
s+ C2;5
e (BOTH)
1X
k=0
 
re (PC)
k
e s(k+W+E)
+ Y
W :BOTH
s+ C4
1X
k=0
e (BOTH)ke sk
  Y W :BOTH
s+ C4
e C4W
1X
k=0
e (BOTH)ke s(k+W )
+ Y
E:PC
s+ C2;5
e C4W
1X
k=0
e (BOTH)ke s(k+W )
  Y E:PC
s+ C2;5
e (BOTH)
1X
k=0
e (BOTH)ke s(k+W+E) :
Since the inversion of the Laplace transform 1
s+
e s into the real domain is given by
L 1

1
s+ 
e s

=
Z t
0
e (t y)(y   ) dy = f0tge (t );
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s~10(s) can be inverted, with ~P10(0) = 0, as
d
dt
~P10(t) = W :PCe
 C1t
1X
k=0
ft2Int[k;W ]g
 
re (PC)eC1
k
+ E:PCe
 (C1 C2;5)W e C2;5t
1X
k=0
ft2Int[k;E]g
 
re (PC)eC2;5
k
+ XW :BOTHe
 C4t
1X
k=0
ft2Int[k;W ]g
 
re (PC)eC4
k
+ XE:PCe
 (C4 C2;5)W e C2;5t
1X
k=0
ft2Int[k;E]g
 
re (PC)eC2;5
k
+ Y W :BOTHe
 C4t
1X
k=0
ft2Int[k;W ]g
 
e (BOTH)eC4
k
+ Y E:PCe
 (C4 C2;5)W e C2;5t
1X
k=0
ft2Int[k;E]g
 
e (BOTH)eC2;5
k
:
By integrating both sides of the the above equation from 0 to t, it then follows that
~P10(t) = W :PC
1X
k=0
 
re (PC)eC1
k Z t
0
ft02Int[k;W ]ge C1t
0
dt0
+ E:PCe
 (C1 C2;5)W
1X
k=0
 
re (PC)eC2;5
k Z t
0
ft02Int[k;E]ge C2;5t
0
dt0
+ XW :BOTH
1X
k=0
 
re (PC)eC1
k Z t
0
ft2Int[k;W ]ge C4t
0
dt0
+ XE:PCe
 (C4 C2;5)W
1X
k=0
 
re (PC)eC2;5
k Z t
0
ft2Int[k;E]ge C2;5t
0
dt0
+ Y W :BOTH
1X
k=0
 
e (BOTH)eC1
k Z t
0
ft2Int[k;W ]ge C4t
0
dt0
+ Y E:PCe
 (C4 C2;5)W
1X
k=0
 
e (BOTH)eC2;5
k Z t
0
ft2Int[k;E]ge C2;5t
0
dt0 :
The theorem can now be proven by specifying the active terms for given t and conducting
the exponential integrals.
Appendix B
Proof of Lemma 4.3.1
Let
B
def
=   M -OPI(h) : (B.0.1)
In order to nd the spectral decomposition of B, we rst consider the characteristic polyno-
mial, which is given from (4.3.15) as detjI  Bj = N   ( 1)NbN . This polynomial attains
0 at (k), k = 1; : : : ; N , where
(k) =
(
q  ei 2kN ; k = 1; : : : ; N if N is even
q  ei (2k 1)N ; k = 1; : : : ; N if N is odd ; (B.0.2)
with q = (bN)
1
N . Let u(k) and vT (k) be the right eigenvector and the left eigenvector,
respectively, of B associated with (k). That is, for k = 1; : : : ; N , one has
B u(k) = (k)u(k) ; vT (k)B = (k)vT (k) : (B.0.3)
It can be readily seen from (4.3.15), (B.0.1) and (B.0.3) that
u(k) =
h
1  (k)
b1
2(k)
b2
   ( 1)j 1 j 1(k)
bj 1
   ( 1)N 1 N 1(k)
bN 1
iT
; (B.0.4)
and
vT (k) =
h
1   b1
(k)
b2
2(k)
   ( 1)j 1 bj 1
j 1(k)    ( 1)N 1 bN 1N 1(k)
i
: (B.0.5)
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Since vT (k)u(k) = N for all k, k = 1; : : : ; N , u(k) and vT (k) can be normalized as
u^(k) =
1p
N
u(k) ; v^T (k) =
1p
N
vT (k) ; (B.0.6)
so that v^T (k)u^(k) = 1.
We now dene the following rank one matrices
J^(k) = u^(k)v^T (k)
=
1
N
264
1  b1 1(k)    ( 1)N 1bN 1 N+1(k)
  1
b1
(k) 1    ( 1)N bN 1
b1
 N+2(k)
.
..
.
..
. . .
.
..
( 1)N 1 1
bN 1
N 1(k) ( 1)N b1
bN 1
N 2(k)    1
375 : (B.0.7)
From (B.0.4) and (B.0.5), it can be readily seen that, for 1  k; `  N , one has vT (k)u(`) = 0
for k 6= ` so that J(k) are matrix orthogonal to each other. Furthermore, because of the
normalization in (B.0.6), J^(k) is idempotent. It then follows that, for 1  k; `  N ,
J^(k)J^(`) = fk=`gJ^(k) : (B.0.8)
Accordingly, the matrix B has the spectral representation given by
B =
NX
k=1
(k)J^(k) ; (B.0.9)
satisfying
Bm =
NX
k=1
(k)mJ^(k) ; (B.0.10)
where m 2 Z with Z being the set of integers. In particular, with m = 0, one has
I =
NX
k=1
J^(k) : (B.0.11)
It then follows from (B.0.10) and (B.0.11) that

I  M -OPI(h)
 1
= [I +B] 1 =
NX
k=1
1
1 + (k)
J^(k) : (B.0.12)
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From (B.0.7), one sees that a typical element of the matrix in (B.0.12) can be written asPN
k=1 (k)
m=f1 + (k)g . From (B.0.2), one has
NX
k=1
(k)m =
8<:
Nqm if m = `N; N = even; ` 2 Z ;
N( q)m if m = `N; N = odd; ` 2 Z ;
0 if m 6= `N; ` 2 Z :
(B.0.13)
Through the geometric expansion of f1 + (k)g 1 together with (B.0.13), it follows that
NX
k=1
(k)m
1 + (k)
=
1X
n=0
( 1)n
NX
k=1
(k)m+n =
8><>:
( 1)mNbN
1 bN if 1  m  N ;
N
1 bN if m = 0 ;
( 1)mN
1 bN if  N < m   1 ;
where qN = bN is employed. Substituting the above expression into the last term of (B.0.12)
combined with (B.0.7), one nally sees that

I  M -OPI(h)
 1
=
1
1  bN
26666664
1 b1 b2    bN 1
bN
b1
1 b2
b1
   bN 1
b1
bN
b2
b1bN
b2
1    bN 1
b2
...
...
...
. . .
...
bN
bN 1
b1bN
bN 1
b2bN
bN 1
   1
37777775 ;
completing the proof.
Appendix C
Proof of Theorem 4.3.4
By substituting (4.3.5) through (4.3.7) into the boundary conditions (4.3.8) through (4.3.14),
and then by taking the Laplace transforms with respect to t, one nds that
^i;1(0+; s) = fi=1g + r^i;N(0+; s)N(s+ CN) ; (C.0.1)
^i;j(0+; s) = fi=jg + ^i;j 1(0+; s)j 1(s+ Cj 1) ; (C.0.2)
j = 2; : : : ; N;N + 2; : : : ; 2N ;
^i;N+1(0+; s) = fi=N+1g + ^i;2N(0+; s)2N(s+ C2N)
+(1  r)^i;N(0+; s)N(s+ CN) ; (C.0.3)
^i;B1(0+; s) =
NX
j=1
j ^i;j(0+; s)j(s+ Cj) ; (C.0.4)
^i;:B1(0+; s) =
NX
j=1
j ^i;j(0+; s)j(s+ Cj) ; (C.0.5)
^i;B2(0+; s) =
2NX
j=N+1
j ^i;j(0+; s)j(s+ Cj) ; (C.0.6)
^i;:B2(0+; s) =
2NX
j=N+1
j ^i;j(0+; s)j(s+ Cj) : (C.0.7)
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In matrix form, Equations (C.0.1) through (C.0.7) can be rewritten as
^(0+; s) =
26666666666666664
0T
uT1
...
uTN
0T
0T
uTN+3
...
uT2N+2
0T
37777777777777775
+ ^(0+; s) (s) ; (C.0.8)
where ui is the i-th unit vector in R
2N+4 and
(s) =
"

11
(s) 
12
(s)
0 
22
(s)
#
; (C.0.9)
with

11
(s) =
24 0 0T 0^
1
(s) B
1
(s) ^1(s)
0 0T 0
35 ; (C.0.10)

12
(s) =
24 0 0T 00 D(s) 0
0 0T 0
35 ; (C.0.11)

22
(s) =
24 0 0T 0^
2
(s) B
2
(s) ^2(s)
0 0T 0
35 : (C.0.12)
For s > 0, it can be readily seen that the spectral radius of 
11
(s) and 
22
(s) is less than
1 so that the spectral radius of (s) is also less than 1. Accordingly, [I   (s)] 1 exists and
Equation (C.0.8) can be solved for ^(0+; s) as
^(0+; s) =
26666666666666664
0T
uT1
...
uTN
0T
0T
uTN+3
...
uT2N+2
0T
37777777777777775
h
I   (s)
i 1
: (C.0.13)
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From (C.0.9) and Lemma 4.3.3, one sees that
h
I   (s)
i 1
=
"
[I   
11
(s)] 1 [I   
11
(s)] 1
12
(s)[I   
22
(s)] 1
0 [I   
22
(s)] 1
#
:
Furthermore, from (C.0.10) through (C.0.12) combined with Lemmas 4.3.1 and 4.3.2, one
has
h
I   
11
(s)
i 1
=
1
1  bN(s)
24 1  bN(s) 0T 0 
B1
(s) G
1
(s)  :B1(s)
0 0T 1  bN(s)
35 ;
h
I   
22
(s)
i 1
=
1
1  dN(s)
24 1  dN(s) 0T 0 
B2
(s) G
2
(s)  :B2(s)
0 0T 1  dN(s)
35 ;
and part a) follows from (C.0.13).
For part b), by taking the Laplace transforms of (4.3.5) through (4.3.7) with respect to
t, it can be seen that
'^i;j(x; s) = ^i;j(0+; s)e
 (s+Cj)x Aj(x) ; j = 1; : : : ; 2N ; (C.0.14)
'^i;Bm(x; s) = ^i;Bm(0+; s)e
 sx ; (C.0.15)
'^i;:Bm(x; s) = ^i;:Bm(0+; s)e
 sx ; m = 1; 2 : (C.0.16)
By taking the Laplace transforms of (C.0.14) through (C.0.16)again with respect to x and
putting the results into matrix form, the theorem follows.
Appendix D
Proof of Theorem 4.4.1
From Theorem 4.3.6 a), one sees that
s~1;B1(s) =
1
1  re se (PC)
 
NX
j=1
e 
Pj 1
i=1 (s+Ci)ij
1  e (s+Cj)j
s+ Cj
!
:
By expanding the rst factor into the geometric series, the above equation can be rewritten
as
s~1;B1(s) =
NX
j=1
je
 Pj 1i=1 Ciie sPj 1i=1 i
1X
k=0

re (PC)
	k
e sk
1  e (s+Cj)j
s+ Cj
;
which in turn leads to
s~1;B1(s) =
NX
j=1
je
 Pj 1i=1 Cii 1X
k=0

re (PC)
	k
e s(k+
Pj 1
i=1 i)
1  e (s+Cj)j
s+ Cj
: (D.0.1)
We note that the Laplace transform e sj corresponds to the delta function (t   j). Ac-
cordingly, the Laplace transform (1 e sj)=s can be inverted into the real domain by taking
the tail integral of (t  j), that is
R1
t
(x  j)dx = ftjg. Hence shifting in s to s + Cj
provides the real domain function given by e Cjtftjg. By convolving this function with
(t  k  Pj 1i=1 i) having the Laplace transform e s(k+Pj 1i=1 i), the last factor expressed as
a function of s in (D.0.1) can be inverted into the real domain as
L 1

e s(k+
Pj 1
i=1 i)
1  e (s+Cj)j
s+ Cj

=
Z t
0
e Cj(t x)ft xjg(x  k  
j 1X
i=1
i)dx
= e Cj(t k 
Pj 1
i=1 i)  fk+Pj 1i=1 it<k+Pji=1 ig : (D.0.2)
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Substituting (D.0.2) into the inversion of (D.0.1) combined with the initial condition ~P1;B1(0) =
0 since ~P1;1(0) = 1, one nds that
d
dt
~P1;B1(t) =
NX
j=1
je
 Cjte 
Pj 1
i=1 (Ci Cj)i
1X
k=0
ft2Int[k;j]g

re (PC)eCj
	k
:
By integrating both sides of the above equation from 0 to t, it then follows that
~P1;B1(t) =
NX
j=1
je
 Pj 1i=1 (Ci Cj)i 1X
k=0

re (PC)eCj
	k Z t
0
ft02Int[k;j]ge Cjt
0
dt0 :
By specifying the active terms for given t, conducting the resulting exponential integrals,
and employing (4.4.2), part a) now follows. Part b) can be proven similarly.
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