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TOWARD A HIGHER CODIMENSIONAL UEDA THEORY
TAKAYUKI KOIKE
Abstract. Ueda’s theory is a theory on a flatness criterion around a smooth hyper-
surface of a certain type of topologically trivial holomorphic line bundles. We propose a
codimension two analogue of Ueda’s theory. As an application, we give a sufficient con-
dition for the anti-canonical bundle of the blow-up of the three dimensional projective
space at 8 points to be non semi-ample however admit a smooth Hermitian metric with
semi-positive curvature.
1. Introduction
Ueda’s theory is a theory on a flatness criterion around a smooth hypersurface of a
certain type of topologically trivial holomorphic line bundles. We propose a codimension
two analogue of Ueda’s theory. Namely we shall describe a sufficient condition for the line
bundle OX(S) to be flat on a neighborhood of C in X , where S is a smooth hypersurface
of a complex manifold X and C is a compact smooth hypersurface of S.
Let us recall briefly Ueda’s theory. Let S be a smooth compact hypersurface of a
complex manifold X with the topologically trivial normal bundle NS/X . Then OX(S)
is topologically trivial on a tubular neighborhood of S in X . For such a pair (S,X),
Ueda defined an obstruction class un(S,X) ∈ H
1(S,N−nS/X) for each n ≥ 1, which enjoys
the property that OX(S) is not flat around S if there exists an integer n ≥ 1 such that
un(S,X) 6= 0 ([U], [N], see also §2.1 here). By using these obstruction classes, he gave
a sufficient condition for OX(S) to be flat around S as follows. Let E0(S) be the set of
the all torsion elements of Pic0(S). Fix an invariant distance d of Pic0(S) (i.e. d is a
distance of Pic0(S) such that, for each E1, E2, and G ∈ Pic
0(S), d(E−11 , E
−1
2 ) = d(E1, E2)
and d(E1 ⊗G,E2 ⊗G) = d(E1, E2) hold). By using this distance d, define
E1(S) := {E ∈ Pic
0(S) | ∃α ∈ R>0 s.t. ∀n ∈ Z>0, d(OC , E
n) ≥ (2n)−α}.
Clearly this definition of the set E1(S) does not depend on the choice of an invariant
distance d. Note that the Lebesgue measure of Pic0(S) \ E1(S) is zero, however E1(S) is
the union of countably many nowhere dense closed subsets of Pic0(S). Ueda showed that
OX(S) is flat around S when NS/X is an element of E0(S)∪E1(S) and un(S,X) = 0 holds
for each n ≥ 1 ([U, Theorem 3], see also Theorem 2.3 here).
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Now let us return to our subject. LetX be a complex manifold, S a smooth hypersurface
of X , and C be a smooth compact hypersurface of S. Assume that the normal bundle
NS/X is flat around C. For such a triple (C, S,X), we define a new obstruction class
un,m(C, S,X) ∈ H
1(C,NS/X |
−n
C ⊗ N
−m
C/S) for each n ≥ 1, m ≥ 0 as a codimension two
version of Ueda’s obstruction classes (see §3 for the definition of un,m(C, S,X)). These
new obstruction classes enjoy the property thatOX(S) is not flat around C if there exists a
pair of integers n ≥ 1 and m ≥ 0 such that un,m(C, S,X) 6= 0. By using these obstruction
classes, we can describe a sufficient condition for OX(S) to be flat around C as follows.
Theorem 1.1. Let X be a complex manifold, S a smooth hypersurface of X, and C be a
smooth compact Ka¨hler hypersurface of S such that NS/X |V is flat, where V is a sufficiently
small neighborhood of C in S. Assume one of the following three conditions holds: (i)
NC/S ∈ E0(C) and NS/X |C ∈ E0(C), (ii) NC/S = NS/X |C ∈ E1(C), (iii) NS/X |C ∈ E0(C)
and there exists a strongly 1-convex neighborhood V of C in S such that C is the maximal
compact analytic subset of V . Further assume that un,m(C, S,X) = 0 holds for all n ≥
1, m ≥ 0. Then there exists a neighborhood W of C in X such that OX(S)|W is flat.
Note that, when C is a curve, the condition (iii) above is equivalent to the condition
that NC/S is negative and NS/X |C ∈ E0(C) (see §2.2 here for the details). We will prove
Theorem 1.1 by considering a codimension two analogue of the argument used in the proof
of Ueda’s theorem [U, Theorem 3].
Let us explain our motivation here. Let X be a smooth projective manifold and S be
a hypersuface of X such that the line bundle OX(S) is nef. Our original interest is the
existence (or non-existence) of smooth Hermitian metrics on OX(S) with semi-positive
curvature. When the base locus C := B(S) of the linear system |S| is a hypersurface of
X , we gave some sufficient conditions for OX(S) to (or not to) admit a smooth Hermit-
ian metric with semi-positive curvature by considering some flatness criteria for OX(S)
around C in [K1], [K2] (Note that [K2] is essentially based on Ueda’s theory). Especially,
in [K1, 3.4], we showed that OX(S) admits a smooth Hermitian metric with semi-positive
curvature when OX(S) is flat around C. Now let us consider the case where the codimen-
sion of C is greater than one. In this case, we can also apply the same argument as in
[K1, 3.4] when OX(S) is flat around C (see the proof of Corollary 1.2 in §5.2 here). Thus
we need a flatness criterion for OX(S) around C, which is the motivation for considering
the situation as in Theorem 1.1.
One of the most important applications of Ueda’s theory to algebro-geometric situations
is on the semi-positivity of the anti-canonical bundle of the blow-up of P2 at 9 points ([B]
and [U], see also §5 here). As an analogue, the following corollary follows from Theorem
1.1.
Corollary 1.2. Let C0 ⊂ P
3 be a complete intersection of two quadric surfaces of P3
and let p1, p2, . . . , p8 ∈ C0 be 8 points different from each other. Assume OP3(−2)|C0 ⊗
OC0(p1 + p2 + · · ·+ p8) ∈ E1(C0). Then the anti-canonical bundle of the blow-up of P
3 at
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{pj}
8
j=1 is not semi-ample, however admits a smooth Hermitian metric with semi-positive
curvature.
Note that, when OP3(−2)|C0 ⊗ OC0(p1 + p2 + · · · + p8) ∈ E0(C0), the anti-canonical
line bundle of the blow-up of P3 at {pj}
8
j=1 is semi-ample, and thus it admits a smooth
Hermitian metric with semi-positive curvature. WhenOP3(−2)|C0⊗OC0(p1+p2+· · ·+p8) 6∈
E0(C0), the stable base locus of the anti-canonical line bundle is the strict transform of C0
and thus it is not semi-ample (however it is nef). Note also that it is shown by Lesieutre
and Ottem that the anti-canonical bundle −KX of the blow-up of P
3 at very general 8
points is a nef line bundle such that the set of curves C with −KX .C = 0 is countably
infinite [LO], and thus it gives an affirmative answer to the question of Totaro [T]. For
the details of this example, see §5 here.
The organization of the paper is as follows. In §2, we will review Ueda’s theory and give
an explanation on some fundamental results which will be needed in the proof of Theorem
1.1. In §3, the obstruction class un,m(C, S,X) will be defined for each n ≥ 1, m ≥ 0, and
some fundamental properties of them will be shown. In §4, Theorem 1.1 will be proven.
In §5, some examples will be given and Corollary 1.2 will be proven.
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2. Preliminaries
2.1. A review of Ueda’s theory. Let X be a complex manifold and L be a holomorphic
line bundle on X . We say that L is a flat line bundle if each of the transition functions
tjk ∈ Γ(Ujk,O
∗
Ujk
) of L can be taken as a complex constant with modulus 1, where {Uj}
is a suitable open covering of X and Ujk := Uj ∩ Uk. This condition is equivalent to the
condition that L can be regarded as an element of H1(X,U(1)) (⊂ H1(X,O∗X)), where
U(1) := {z ∈ C | |z| = 1}. It can be said directly from the definition that a flat line
bundle admits a metric which can locally be regarded as a constant function by using a
suitable local frame of the line bundle (we call such a metric a flat metric). Since the
(Chern) curvature tensor of a flat metric is 0, it can be said that the first Chern class of
a flat line bundle is trivial, and thus a flat line bundle is topologically trivial. When the
manifold X is compact and Ka¨hler, it is known that the converse also holds (see [U, §1]
for example). However, in general, a topologically trivial holomorphic line bundle need
not admit the flat structure.
Now let us start reviewing Ueda’s theory along [U, §2] for a complex manifold X and
a smooth hypersurface S ⊂ X whose normal bundle NS/X is flat. Take a sufficiently fine
open covering {Vj} of S. From the assumption, NC/X = {(Vjk, tjk)} holds in H
1(C,U(1))
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for some constants tjk ∈ U(1), where Vjk := Vj ∩Vk. Let W be a sufficiently small tubular
neighborhood of S in X and {Wj} be a sufficiently fine open covering of W . Without
loss of generality, we may assume that the index sets of {Vj} and {Wj} coincide and
Wj ∩ S = Vj holds. We choose local coordinates (wj, zj) of Wj satisfying the conditions
that zj is a coordinate of Vj , {wj = 0} = Vj holds onWj, and that (wj/wk)|Vjk ≡ tjk holds
on Vjk for all j and k. Let n be a positive integer. We say that a system {(Wj, wj)} is of
order n if multVjk(tjkwk − wj) ≥ n + 1 holds on each Wjk. When there exists a system
{(Wj, wj)} of order n, the Taylor expansion of tjkwk for the variable wj on Wjk around
wj = 0 can be written in the form
tjkwk = wj + f
(n+1)
jk (zk) · w
n+1
j +O(w
n+2
j )
for some holomorphic function f
(n+1)
jk defined on Vjk. Here we remark that, for all m > n,
a system {(Wj , wj)} of order m is also a system of order n and in this case the function
f
(m+1)
jk is the constant function 0. It is known that {(Vjk, f
(n+1)
jk )} satisfies the cocycle
condition ([U, p. 588], see also the proof of Proposition 3.2 here).
Definition 2.1. Suppose that there exists a system of order n. Then the cohomology
class
un(S,X) := {(Vjk, f
(n+1)
jk )} ∈ H
1(S,N−nS/X)
is called the n-th Ueda class of the pair (S,X).
The n-th Ueda class does not depend on the choice of local coordinates system up to
non-zero constant multiples ([N, 1.3], see also the proof of Proposition 3.4 here). It is
known that un(S,X) = 0 if and only if there exists a system of order n + 1. Thus only
one phenomenon of the following occurs.
• There exists an integer n ∈ Z>0 such that um(S,X) can be defined only when
m ≤ n, um(S,X) = 0 holds for all m < n, and un(S,X) 6= 0 holds.
• For every integer n ∈ Z>0, un(S,X) can be defined and it is equal to zero.
Definition 2.2 ([U, p. 589]). We denote “type (S,X) = n” and say that the pair
(S,X) is of finite type when um(S,X) can be defined only whenm ≤ n, um(S,X) = 0 holds
for all m < n, and un(S,X) 6= 0 holds. In the other case, we denote “type (S,X) = ∞”
and say that the pair (S,X) is of infinite type.
Ueda showed the following theorem.
Theorem 2.3 ([U, Theorem 3]). Let X be a complex manifold and S be a smooth
compact Ka¨hler hypersurface of X. Assume that NS/X ∈ E0(S)∪E1(S) and type (S,X) =
∞. Then there exists a neighborhood V of S in X such that the line bundle OV (S) is flat.
Remark 2.4. In [U], the above Theorem 2.3 is stated only for the case where X is a
surface. However, the proof of [U, Theorem 3] does not depends on the dimensions of S
and X , thus we obtain the above Theorem 2.3.
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2.2. Some fundamental results. In this subsection, we give some preliminary results
needed in the proof of Theorem 1.1. We first give the definition of the exceptionality in
the sense of Grauert.
Definition 2.5 ([G], see also [CM, 2.6]). Let C be a compact connected subvariety of
a complex manifold S. We say that C is an exceptional subvariety of S in the sense of
Grauert if there exists a strongly strongly 1-convex neighborhood V of C in S such that
C is the maximal compact analytic subset of V .
When S is a smooth surface and C is a smooth curve embedded in S, it is known that C
is an exceptional subvariety of S in the sense of Grauert if and only if the normal bundle
NC/S is negative ([L, 4.9], see also the last of Chapter 2 of [CM]). In order to deal with
the situation of (iii) in Theorem 1.1, we use the following form of Rossi’s theorem.
Proposition 2.6 (a version of Rossi’s theorem [R, 3], see also [K1, 3.1 (1)]). Let C be a
compact connected subvariety of a complex manifold S, and V be a strongly pseudoconvex
neighborhood of C in S such that C is the maximal compact analytic subset of V . Then
for each coherent sheaf S on V , there exists an integer N(S) such that the natural map
H1(V,S) → H1(V,S ⊗ OV /I
n
C) is injective for each integer n ≥ N(S), where IC is the
defining ideal sheaf of C ⊂ V .
In the proof of Theorem 1.1, we will use the following Lemma 2.7, which is a variant
of [KS, Lemma 2] (see also [U, Lemma 3]).
Lemma 2.7. Let C be a compact complex manifold embedded in a complex manifold S.
Fix a sufficiently small connected neighborhood V of C in S and a sufficiently fine open
covering {Vj} of V which consists of a finite number of open sets. Fix also be a relatively
compact open domain V0 ⊂ V which contains C. For each flat line bundle E on V , there
exists a positive constant K = K(E) depending only on E such that, for each 1-cocycle
α = {(Vjk, αjk)} of E which can be realized as the coboundary of some 0-cochain, there
exists a 0-cochain β = {(Vj, βj)} of E such that α is equal to the coboundary δ(β) of β
and the inequality
max
j
sup
V0∩Vj
|βj| ≤ K ·max
jk
sup
V0∩Vjk
|αjk|
holds.
Whereas [KS, Lemma 2] ([U, Lemma 3]) is on the existence of such a constant K =
K(E) as in Lemma 2.7 for a flat line bundle E on a compact complex manifold, Lemma
2.7 is on the existence of K = K(E) for E defined on a neighborhood of a compact
complex manifold, which is not compact. However, since V can be covered by finitely
many sufficiently fine open subsets, Lemma 2.7 can be showed by the same argument as
in [KS, §6]. As the proof of Theorem 2.3 in [U], the proof of Theorem 1.1 is also based
on the following lemmata.
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Lemma 2.8 ([U, Lemma 4]). Let C be a compact complex manifold. Fix a sufficiently
fine open covering {Uj} of C which consists of a finite number of open sets. Then there
exists a positive constant K such that, for each flat line bundle E on C, the following
condition holds: For each 1-cocycle α = {(Ujk, αjk)} such that the element of H
1(C,E)
defined by α is the trivial one, there exists a 0-cochain β = {(Uj , βj)} of E such that
δ(β) = α and
d(OC , E) ·max
j
sup
Uj
|βj| ≤ K ·max
jk
sup
Ujk
|αjk|
hold.
Lemma 2.9 ([S], see also [U, Lemma 5]). Let {ελ}λ≥1 be a series of positive numbers
satisfying the following two conditions: the condition that there exists a positive number
α such that, for each λ, ελ < (2λ)
α holds, and the condition that ε−1ν−µ ≤ ε
−1
ν + ε
−1
µ holds
for each ν > µ. Then for each power series
f(Z) =
∞∑
λ=2
aλZ
λ
with a positive radius of convergence, the formal power series Z +
∑∞
λ=2 cλZ
λ uniquely
determined by
∞∑
λ=2
ε−1λ−1cλZ
λ = f
(
Z +
∞∑
λ=2
cλZ
λ
)
has a positive radius of convergence.
3. The definition and some basic properties of the class un,m(C, S,X)
3.1. The definition of the class un,m(C, S,X) and type (C, S,X). Let X be a complex
manifold, S a smooth hypersurface ofX , and C be a smooth compact Ka¨hler hypersurface
of S such that NS/X |V is flat, where V is a sufficiently small neighborhood of C in S.
Fix a sufficiently small tubular neighborhood W of C such that W ∩ S = V . Fix also a
sufficiently fine open covering {Uj} of C, {Vj} of V , and Wj of W such that Wj ∩ S = Vj
and Vj ∩ C = Uj hold. Let xj be a coordinates system of Uj , zj a defining holomorphic
function of Uj in Vj, and wj be a defining holomorphic function of Vj in Wj . Extending xj
and zj to Wj in a holomorphic way, we use a system (xj , zj , wj) as a coordinates system
of Wj. Let tjk be a transition function of NS/X |V on Vjk: i.e. NS/X |V = {(Vjk, tjk)}. As
NS/X |V is flat, tjk can be selected as a constant function on Vjk with modulus 1. From
the same argument as in [U, §2], it can be said that, without loss of generality, we may
assume (wj/wk)|Vjk ≡ tjk holds. Just from the same reason, we may also assume that
(zj/zk)|Ujk ≡ sjk holds, where sjk is a transition function of NC/S on Ujk.
Definition 3.1. Let n ≥ 1 and m ≥ 0 be integers. A system {(Wj, wj)} is called
of order (n,m) if, for each j and k, the function tjkwk − wj on Wjk satisfies that
multVjk(tjkwk−wj) ≥ n+1 and that multUjk((tjkwk−wj)/w
n+1
j )|Vjk ≥ m. This condition is
equivalent to the following condition: the coefficient of zµj w
ν
j in the Taylor expansion of the
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function tjkwk−wj in the variables zj and wj around Ujk is equal to zero if (ν, µ) ≤ (n,m)
holds in the lexicographical order, namely (a, b) ≤ (a′, b′)
def
⇔ a < a′ or “a = a′ and b ≤ b′”.
Assume that our system {(Wj , wj)} is of order (n,m). Then the function tjkwk can be
expanded in the variable wj as follows:
(1) tjkwk = wj + f
(n+1)
jk (xj , zj) · w
n+1
j + f
(n+2)
jk (xj , zj) · w
n+2
j + · · · .
Let
f
(n+1)
jk (xj , zj) = g
(n+1,m)
jk (xj) · z
m
j + g
(n+1,m+1)
jk (xj) · z
m+1
j + · · ·
be the expansion of f
(n+1)
jk (xj , zj) in the variable zj .
Proposition 3.2. In the above setting, a system {(Ujk, g
(n+1,m)
jk )} enjoys the cocycle
condition for the line bundle NS/X |
−n
C ⊗N
−m
C/X .
Proof. From the equation (1),
t−njk w
−n
k = (wj + f
(n+1)
jk (xj , zj) · w
n+1
j + f
(n+2)
jk (xj , zj) · w
n+2
j + · · · )
−n
= w−nj (1 + f
(n+1)
jk (xj , zj) · w
n
j + f
(n+2)
jk (xj , zj) · w
n+1
j + · · · )
−n
= w−nj (1− nf
(n+1)
jk (xj, zj) · w
n
j +O(w
n+1
j ))
= w−nj − nf
(n+1)
jk (xj , zj) +O(wj)
holds. Thus we obtain
(2)
1
n
(w−nj − t
−n
jk w
−n
k )|Vjk = f
(n+1)
jk (xj , zj) = g
(n+1,m)
jk (xj) ·z
m
j +g
(n+1,m+1)
jk (xj) ·z
m+1
j + · · · .
Therefore we can conclude that {(Vjk, f
(n+1)
jk )} satisfies the cocycle condition for the line
bundle NS/X |
−n
V :
f
(n+1)
jk + t
−n
jk f
(n+1)
kl + t
−n
jl f
(n+1)
lj ≡ 0.
Regarding it as an equation of the local sections of OV /OV (−(m+ 1)C), it follows that
g
(n+1,m)
jk + t
−n
jk s
−m
jk g
(n+1,m)
kl + t
−n
jl s
−m
jl g
(n+1,m)
lj ≡ 0,
which shows the proposition. 
Definition 3.3. Let {(Wj, wj)} be a system of order (n,m). we denote by un,m(C, S,X)
the element of H1(C,NS/X|
−n
C ⊗N
−m
C/S) defined by the 1-cocycle {(Ujk, g
(n+1,m)
jk )} and call
it the (n,m)-th Ueda class of the triple (C, S,X).
Proposition 3.4. The above definition of the (n,m)-th Ueda class un,m(C, S,X) of the
triple (C, S,X) is independent of the choice of a system of order (n,m) up to non-zero
constant multiples. Especially it can be said that the condition “un,m(C, S,X) = 0” makes
sense whenever there exits a system of order (n,m).
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Proof. Take another system {(Wj , w˜j)} of order (n,m). Since both w˜j and wj are the
defining function of Vj in Wj , there exists a nowhere vanishing holomorphic function ej
defined on Wj such that w˜j = ejwj. As (w˜j/w˜k)|Ujk = (wj/wk)|Ujk(≡ tjk), it holds that
ej |Ujk = ek|Ujk and thus {Uj , ej|Uj} glues up to define a holomorphic function defined on
the whole C. Therefore we can conclude that there exists a non-zero constant M such
that ej |Uj ≡ M holds for all j. From this fact and the equation (2), it follows that the
new (n,m)-th Ueda class defined by using the system {(Wj, w˜j)} is just M
−n times the
original one defined by using {(Wj, wj)}. 
Definition 3.5. The (n,m)-th Ueda class un,m(C, S,X) of the triple (C, S,X) is said
to be well-defined if there exits a system of order (n,m).
From the definition, it is clear that, if un,m(C, S,X) is well-defined, then uν,µ(C, S,X) is
also well-defined and is equal to zero for each (ν, µ) less than (n,m) in the lexicographical
order. The following proposition is on the converse of it.
Proposition 3.6. Let n ≥ 1 and m ≥ 0 be integers. Assume one of the following
three conditions holds: (i′) NC/S ∈ E0(C), (ii) NC/S = NS/X |C ∈ E1(C), (iii
′) C is an
exceptional subvariety of S in the sense of Grauert. Further assume that uν,µ(C, S,X)
is well-defined and is equal to zero for each (ν, µ) less than (n,m) in the lexicographical
order. Then un,m(C, S,X) is also well-defined.
The strategy of the proof of Proposition 3.6 is almost the same as that of Theorem 2.3
in [U]. We will prove it in the next subsection. By using Proposition 3.6, we can define
type (C, S,X) as follows.
Definition 3.7. Assume one of the following three conditions holds: (i′)NC/S ∈ E0(C),
(ii) NC/S = NS/X |C ∈ E1(C), (iii
′) C is an exceptional subvariety of S in the sense of
Grauert. We denote by “type (C, S,X)” the maximum in the lexicographical order of
the set of all pairs (n,m) such that the (n,m)-th Ueda class un,m(C, S,X) of the triple
(C, S,X) is well-defined: i.e. type (C, S,X) is the pair (n,m) such that un,m(C, S,X) is
well-defined and non-trivial. We write “type (C, S,X) = ∞” if there is no such pair
(n,m) (i.e. if un,m(C, S,X) is well-defined and un,m(C, S,X) = 0 holds for each n ≥ 1
and m ≥ 0).
3.2. Proof of Proposition 3.6. Proposition 3.6 directly follows from the following Lem-
mata 3.8, 3.9.
Lemma 3.8. Let n ≥ 1 and m ≥ 0 be integers. Assume that un,m(C, S,X) is well-
defined and is equal to zero. Then un,m+1(C, S,X) is also well-defined.
Lemma 3.9. Let n ≥ 1 be an integer. Assume one of the following three conditions
holds: (i′) NC/S ∈ E0(C), (ii) NC/S = NS/X |C ∈ E1(C), (iii
′) C is an exceptional subva-
riety of S in the sense of Grauert. Further assume that un,m(C, S,X) is well-defined and
is equal to zero for each m ≥ 0. Then un+1,0(C, S,X) is also well-defined.
We will prove these lemmata in the following.
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3.2.1. Proof of Lemma 3.8. Fix a system {(Wj, wj)} of order (n,m). From the assumption
and the equation (2), there exists a system {(Uj, Fj(xj))} of holomorphic functions such
that
(w−nj − t
−n
jk w
−n
k )|Vjk = Fjz
m
j − t
−n
jk s
−m
jk Fkz
m
k +O(z
m+1
j )
holds on each Vjk. Define
w˜j := wj · (1− Fj · z
m
j · w
n
j )
− 1
n
by shrinking V and W if necessary. Since
w˜j = wj ·
(
1 +
1
n
Fj · z
m
j · w
n
j + · · ·
)
= wj +O(w
n+2
j )
holds, it is clear that our new system {w˜j} is also of order (n,m). As w˜
−n
j = w
−n
j −Fjz
m
j
holds, we obtain that
1
n
(w˜−nj − t
−n
jk w˜
−n
k )|Vjk = O(z
m+1
j ),
which means that the system {w˜j} is of order (n,m+ 1). 
3.2.2. Proof of Lemma 3.9 (i′). We will show Lemma 3.9 when the condition (i′) NC/S ∈
E0(C) holds. Fix a system {(Wj , wj)} of order (n, 0). We will construct a new system
{(Wj, w˜j)} of order (n + 1, 0) by solving a functional equation
(3) wj = uj + Fj(xj , zj) · u
n+1
j
with an uknown function uj on each Wj after choosing a system of suitable holomorphic
functions {(Vjk, Fj(xj , zj))}. We will define the function Fj(xj , zj) by inductively defining
the coefficient {G
(m)
j (xj)} of the variable z
m
j in the expansion of Fj(xj , zj):
Fj(xj , zj) =
∞∑
m=0
G
(m)
j (xj) · z
m
j .
Fix a positive constant K(NS/X |
−n
C ⊗ N
−m
C/S) as in [U, Lemma 3] for each m ≥ 0 and set
K := maxmK(NS/X |
−n
C ⊗N
−m
C/S) (here the condition (i
′) is needed for the existence of the
maximum). Let
(4) tjkwk − wj = f
(n+1)
jk (xj , zj) · w
n+1
j +O(w
n+2
j ), f
(n+1)
jk (xj , zj) =
∞∑
m=0
g
(n+1,m)
jk (xj) · z
m
j
be the expansion of tjkwk−wj onWjk. LetM and R be sufficiently large positive number
such that supVjk |f
(n+1)
jk (xj , zj)| < M and {|zj| < 2R
−1, |wj| < 2R
−1} ⊂ Wj hold for each
j, k. Note that, from Cauchy’s inequality, it holds that |g
(n+1,m)
jk | < MR
m. Consider the
function
A(X) :=
KM
1− (K + 1)RX
= KM +KM(K + 1)RX +KM(K + 1)2R2X2 + · · ·
and denote by Am the coefficient of X
m in the Taylor expansion of A(X) at X = 0.
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Lemma 3.10. There exists a system of functions {G
(µ)
j (xj)}
∞
µ=0 for each j satisfying the
following conditions. Let
G
(µ)
j (xj) · z
µ
j = G
(µ)
j (xj(xk, zk, wk)) · z
µ
j = G
(µ)
j (xj(xk, zk, 0)) · z
µ
j +O(wk)
= G
(µ)
j (xj(xk, 0, 0)) · s
µ
jkz
µ
k +
∞∑
ν=1
G
(µ)
jk,ν(xk) · z
ν+µ
k +O(wk)
be the expansion of (G
(µ)
j (xj) · z
µ
j )|Wjk in the variable zk and wk by regarding G
(µ)
j as a
function defined on Wj which does not depend on zj and wj. Denote by h1jk,µ(xj) the
coefficient of zµj in the Taylor expansion of
∑∞
µ=0
∑∞
ν=1G
(µ)
kj,ν(xj) · z
ν+µ
j at zj = 0 for
each µ. Then the coboundary δ{(Uj, G
(µ)
j )} is equal to {(Ujk, g
(n+1,µ)
jk − t
−n
jk h1jk,µ)}, and
maxj supUj
∣∣∣G(µ)j ∣∣∣ ≤ Aµ for each µ ≥ 0.
Proof. First we construct {G
(0)
j } for each j. It follows from the definition that the
system {(Ujk, g
(n+1,0)
jk )} defines the cohomology class un,0(C, S,X), which is trivial from
the assumption of Lemma 3.9. Thus there exists an 1-cochain {(Uj , G
(0)
j )} of NS/X |
−n
C
such that
δ{(Uj , G
(0)
j )} = {(Ujk, g
(n+1,0)
jk )}, maxj
sup
Uj
∣∣∣G(0)j ∣∣∣ ≤ K ·max
jk
sup
Ujk
∣∣∣g(n+1,0)jk ∣∣∣
hold. Since h1jk,0(xj) ≡ 0 and K · |g
(n+1,0)
jk | ≤ KM = A0 hold, {G
(0)
j } is what we wanted.
Next we will construct {G
(m)
j } for each j assuming that there exists {G
(µ)
j } for each j and
µ ≤ m− 1 such that the coboundary δ{(Uj , G
(µ)
j )} is equal to {(Ujk, g
(n+1,µ)
jk − t
−n
jk h1jk,µ)}
and maxj supUj
∣∣∣G(µ)j ∣∣∣ ≤ Aµ hold. Let w˜j be the solution of the functional equation
(5) wj = uj +
(
m−1∑
µ=0
G
(µ)
j (xj) · z
µ
j
)
· un+1j
with an unknown function uj (the existence of the solution is follows from the implicit
function theorem). From the functional equation (5), the function (tjkwk)|Wjk can be
expanded as follows:
tjkwk
=
(
m−1∑
µ=0
G
(µ)
k (xk) · z
µ
k
)
· tjkw˜
n+1
k + tjkw˜k
=
(
m−1∑
µ=0
(
G
(µ)
k (xk(xj , 0, 0)) · s
−µ
jk z
µ
j +
∞∑
ν=1
G
(µ)
kj,ν(xj) · z
ν+µ
j
))
· tjkw˜
n+1
k
+tjkw˜k +O(w˜
n+2
k )
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=
(
m−1∑
µ=0
(
G
(µ)
k (xk(xj , 0, 0)) · s
−µ
jk + h1jk,µ
)
· zµj + h1jk,m · z
m
j +O(z
m+1
j )
)
· tjkw˜
n+1
k
+tjkw˜k +O(w˜
n+2
k )
=
(
m−1∑
µ=0
(
G
(µ)
k (xk(xj , 0, 0)) · s
−µ
jk + h1jk,µ
)
· zµj + h1jk,m · z
m
j +O(z
m+1
j )
)
· t−njk w˜
n+1
j
+tjkw˜k +O(w˜
n+2
j ).
Here we used the fact that h1jk,µ depends only on {G
(µ′)
j }
µ−1
µ′=0. On the other hand, by
using the equation (4), the function (tjkwk)|Wjk can also be expanded as follows:
tjkwk
= wj +
(
∞∑
µ=0
g
(n+1,µ)
jk (xj) · z
µ
j
)
· wn+1j +O(w
n+2
j )
=
(
m−1∑
µ=0
(
G
(µ)
j (xj) + g
(n+1,µ)
jk (xj)
)
· zµj + g
(n+1,m)
jk (xj) · z
m
j +O(z
m+1
j )
)
· w˜n+1j
+w˜j +O(w˜
n+2
j ).
Thus we obtain
tjkw˜k − w˜j
= −
(
m−1∑
µ=0
(
G
(µ)
k (xk(xj , 0, 0)) · s
−µ
jk + h1jk,µ
)
· zµj + h1jk,m · z
m
j +O(z
m+1
j )
)
· t−njk w˜
n+1
j
+
(
m−1∑
µ=0
(
G
(µ)
j (xj) + g
(n+1,µ)
jk (xj)
)
· zµj + g
(n+1,m)
jk (xj) · z
m
j +O(z
m+1
j )
)
· w˜n+1j
+O(w˜n+2j ).
Therefore, from the assumption of the induction, we can conclude that
tjkw˜k − w˜j
=
((
g
(n+1,m)
jk − t
−n
jk h1jk,m
)
· zmj +O(z
m+1
j )
)
· w˜n+1j +O(w˜
n+2
j )
and thus it follows that the system {(Ujk, g
(n+1,m)
jk − t
−n
jk h1jk,m)} is an 1-cocycle which
defines the (n,m)-th Ueda class, which is the trivial one from the assumption of Lemma
3.9. Hence it follows from [U, Lemma 3] that there exists a 0-cochain {(Uj , G
(m)
j )} such
that δ{(Uj , G
(m)
j )} = {(Ujk, g
(n+1,m)
jk − t
−n
jk h1jk,m)} and
max
j
sup
Uj
∣∣∣G(m)j ∣∣∣ ≤ K ·max
jk
sup
Ujk
∣∣∣g(n+1,m)jk − t−njk h1jk,m∣∣∣
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hold. From the definition of h1jk,m, we obtain the inequality
|h1jk,m| ≤ the coefficient of z
m
j in the expansion of
m−1∑
µ=0
∞∑
ν=1
∣∣∣G(µ)kj,ν(xj)∣∣∣ · zν+µj .
As it follows from the assumption of the induction and Cauchy’s inequality (see Remark
3.11) that
(6)
∣∣∣G(µ)kj,ν(xj)∣∣∣ ≤ ∣∣∣G(µ)k (xk)∣∣∣ · Rν ≤ AµRν
for each µ < m, we obtain the inequality
|h1jk,m| ≤ the coefficient of z
m
j in the expansion of
m−1∑
µ=0
∞∑
ν=1
AµR
ν · zν+µj
= the coefficient of zmj in the expansion of
(
m−1∑
µ=0
Aµz
µ
j
)
·
(
∞∑
ν=1
Rνzνj
)
≤ the coefficient of Xm in the expansion of
RXA(X)
1−RX
.
Since ∣∣∣g(n+1,m)jk ∣∣∣ ≤MRm = the coefficient of Xm in the expansion of M1− RX
holds, it follows that∣∣∣G(m)j ∣∣∣ ≤ K ·max
jk
sup
Ujk
∣∣∣g(n+1,m)jk − t−njk h1jk,m∣∣∣
≤ the coefficient of Xm in the expansion of
M + A(X)RX
1−RX
.
As A is a solution of the functional equation
K(M + A(X)RX)
1− RX
= A(X),
the inequality
∣∣∣G(m)j ∣∣∣ ≤ Am holds. 
Remark 3.11. Strictly speaking, we have to enlarge M and R in the proof of Lemma
3.10, which is because we used the non-trivial assumption that
{(xj , zj, wj) ∈ Wj | xj ∈ Ujk, |zj| ≤ R
−1, wj = 0} ⊂Wj ∩Wk
by stealth in the proof of the equation (6). However, this difficulty can be avoided by
using a new open covering {U∗j } of C such that each U
∗
j is a relatively compact subset
of Uj (see [U, p. 599] for the details). After replacing R with a sufficiently large number
determined by this open covering {U∗j } and M with 2M , Lemma 3.10 can be proven.
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Let {G
(m)
j } be that in Lemma 3.10 and consider the function Fj(xj , zj) =
∑∞
m=0G
(m)
j (xj)·
zmj . From Lemma 3.10, it can be said that Fj is a holomorphic function around C. Let w˜j
be the solution of the functional equation (3). Then, it can be showed by just the same
argument as in the proof of Lemma 3.10, that {(Wj .w˜j)} is a system of order (n + 1, 0),
which shows Lemma 3.9 when (i′) holds. 
3.2.3. Proof of Lemma 3.9 (ii). Here we prove Lemma 3.9 in the case where the condition
(ii) NC/S = NS/X |C ∈ E1(C) holds. We consider the functional equation (3) also in this
case, and so what we have to do is determining each coefficients {G
(µ)
j } of Fj just as in
Lemma 3.10. However, in this case, the sequence of constants {K(NS/X |
−n
C ⊗N
−m
C/S)}
∞
m=0
as in [U, Lemma 3] need not be bounded from above. So now we will use Lemma 2.8
instead of [U, Lemma 3].
Set N := NS/X |C = NC/S and εn := d(OC , N
−n)−1. Let K be the constant as in Lemma
2.8. By just the same argument as in the proof of Lemma 3.10, we can inductively define
the functions G
(m)
j such that δ{(Uj, G
(m)
j )} = {(Ujk, g
(n+1,m)
jk − t
−n
jk h1jk,m)} and
max
j
sup
Uj
∣∣∣G(m)j ∣∣∣ ≤ εn+mK ·max
jk
sup
Ujk
∣∣∣g(n+1,m)jk − t−njk h1jk,m∣∣∣
hold for each m and j, k. Thus all we have to do is showing that the function Fj =∑∞
m=0G
(m)
j z
m
j is actually a holomorphic function around C. For this purpose, we will
prove that there exists a power series B(X) =
∑∞
m=0BmX
m with a positive radius of
convergence such that B0 = KM and
(7)
∞∑
µ=1
ε−1n+µBµX
µ =
K(M +B(X))RX
1−RX
holds, where the constants M and R are that in the proof of Lemma 3.9 when (i′) holds.
Note that the power series B is uniquely determined as a formal power series, since all of
the coefficients Bm are inductively determined by the above equation (7). By using the
equation (7), it is also shown by the induction that each coefficient Bm is non-negative real
number. From now on, we will prove that this formal power series B(X) has a positive
radius of convergence. Consider a formal power series D(X) = X +
∑∞
λ=2DλX
λ defined
by
∞∑
λ=2
ε−1λ−1DµX
λ =
KRD(X)2(1 +MD(X)n)
1− RD(X)
.
Just as the above argument on B(X), this power series D(X) is also uniquely determined
as a formal power series with non-negative real coefficients.
Claim 3.12. Bµ ≤ Dµ+n+1 holds for each µ ≥ 0.
Proof. Consider the power series B˜(X) := X + B(X) · Xn+1. Denote by B˜λ the
coefficient of Xλ in the expansion of B˜(X). We will prove the inequality B˜λ ≤ Dλ for
each λ by induction. First, it is clear that this inequality holds for λ = 1, 2, . . . , n. Next,
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let us assume that B˜λ ≤ Dλ holds for λ < ℓ and prove that B˜ℓ ≤ Dℓ. It follows from the
equation (7) that
∞∑
λ=1
ε−1λ−1B˜λX
λ =
K(MXn+1 + B˜(X)−X)RX
1− RX
.
Thus all we have to do is showing
the coefficient of Xℓ in the expansion of
K(MXn+1 + B˜(X)−X)RX
1−RX
≤ the coefficient of Xℓ in the expansion of
KRD(X)2(1 +MD(X)n)
1− RD(X)
.
Since the left (resp. right) hand side of the above inequality depends only on {B˜λ}λ<ℓ
(resp. {Dλ}λ<ℓ), it follows from the assumption of the induction that it is sufficient to
show the inequality
the coefficient of Xℓ in the expansion of
K(MXn+1 + B˜(X)−X)RX
1−RX
≤ the coefficient of Xℓ in the expansion of
KRB˜(X)2(1 +MB˜(X)n)
1− RB˜(X)
,
which is easily obtained from the fact that the coefficients of B˜(X)− X and X are less
than or equal to that of B˜(X). 
According to Claim 3.12, it is sufficient for proving Lemma 3.9 to show that the formal
power series D(X) has a positive radius of convergence. We show this by using Lemma
2.9. Note that our {ελ}λ≥1 enjoys the two conditions in Lemma 2.9 (here we used the
assumption (ii), see also [U, p. 603]). Thus we can apply Lemma 2.9 on
f(Z) :=
KRZ2(1 +MZn)
1− RZ
and conclude that D(X) has a positive radius of convergence. Thus B(X) and Fj also
have a positive radius of convergence. Therefore we can construct a system of order
(n+1, 0) by solving the functional equation (3), which completes the proof of Lemma 3.9
in the case where the condition (ii) holds. 
3.2.4. Proof of Lemma 3.9 (iii′). Finally we prove Lemma 3.9 in the case where the
condition (iii′) holds. In this case, we can apply 2.6 and thus we may assume that
the neighborhood V satisfies the following property: there exists an integer m such
that the natural map H1(V,NS/X |
−n
V ) → H
1(V,NS/X |
−n
V ⊗ OV /I
m
C ) is injective, where
IC is the defining ideal sheaf of C ⊂ V . Fix a system {(Wj, wj)} of order (n,m +
1). It clearly follows from the equation (2) that the cohomology class [{(Vj , (w
−n
j −
t−njk w
−n
k )|Vjk)}]m ∈ H
1(V,NS/X |
−n
V ⊗OV /I
m
C ) induced from [{(Vj, (w
−n
j − t
−n
jk w
−n
k )|Vjk)}] ∈
H1(V,NS/X |
−n
V ) is the trivial one. Thus we can conclude that the cohomology class
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[{(Vj, (w
−n
j − t
−n
jk w
−n
k )|Vjk)}] ∈ H
1(V,NS/X |
−n
V ) itself is also the trivial one. Therefore
there exists a system {(Vj , Fj(xj , zj))} of holomorphic functions such that
(w−nj − t
−n
jk w
−n
k )|Vjk = Fj − t
−n
jk Fk
holds on each Vjk. Define
w˜j := wj · (1− Fj · w
n
j )
− 1
n
by shrinking V and W if necessary. Since
w˜j = wj ·
(
1 +
1
n
Fj · w
n
j + · · ·
)
= wj +O(w
n+2
j )
holds, it is clear that our new system {w˜j} is also of order (n, 0). As w˜
−n
j = w
−n
j − Fj
holds, we obtain that
1
n
(w˜−nj − t
−n
jk w˜
−n
k )|Vjk ≡ 0,
which means that the system {w˜j} is of order (n+ 1, 0). 
4. Proof of Theorem 1.1
In this section we prove Theorem 1.1. The strategy of the proof is almost the same as
that of Lemma 3.9: i.e. fixing a system {(Wj, wj)} of order (1, 0), we will construct a new
system {(Wj, w˜j)} by solving the functional equation
(8) wj = uj +
∞∑
ν=2
F
(ν)
j (xj , zj) · u
ν
j
after choosing a suitable system of holomorphic functions {(Vj, F
(ν)
j (xj , zj))}. Let
F
(ν)
j (xj , zj) =
∑
µ=0
G
(ν,µ)
j (xj) · z
µ
j
be the expansion of F
(ν)
j (xj , zj). 
4.1. Proof of Theorem 1.1 (i). First we prove Theorem 1.1 in the case where the
condition (i) NC/S, NS/X |C ∈ E0(C) holds. Let Kn,m = K(NS/X |
−n
C ⊗ N
−m
C/S) be the
constant as in [U, Lemma 3] and set K := maxn,mKn,m (here the condition (i) is needed).
Let
(9) tjkwk − wj =
∞∑
ν=2
f
(ν)
jk (xj , zj) · w
ν
j =
∞∑
ν=2
∞∑
µ=0
g
(ν,µ)
jk (xj) · z
µ
j · w
ν
j
be the expansions of tjkwk −wj. Let M and R be sufficiently large positive number such
that supWjk |tjkwk − wj| < M and {|zj| < 2R
−1, |wj| < 2R
−1} ⊂ Wj hold for each j, k.
Note that, from Cauchy’s inequality, it holds that |g
(n,m)
jk | < MR
n+m+1. Consider the
solution A(X, Y ) of the functional equation
(10) A(X, Y )−X =
RK
1− RY
(
(A(X, Y )−X)Y +
(1 +MR)A(X, Y )2
1−RA(X, Y )
)
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and denote by An,m the coefficient of X
nY m in the Taylor expansion of A(X) at X =
Y = 0. Though the functional equation (10) has two solutions, the solution A is uniquely
determined by the condition that A(X, Y ) = X+O(X2). Note that An,m is a non-negative
real number for each n and m.
Lemma 4.1. There exists a system of functions {G
(n,m)
j (xj)}n≥2,m≥0 for each j satisfying
the following conditions. Let
G
(n,m)
j (xj) · z
m
j = G
(n,m)
j (xj(xk, zk, wk)) · zj(xk, zk, wk)
m
= G
(n,m)
j (xj(xk, 0, 0)) · s
m
jkz
m
k
+
∞∑
q=1
G
(n,m)
jk,0,q(xk) · z
m+q
k +
∞∑
p=1
∞∑
q=0
G
(n,m)
jk,p,q(xk) · z
m+q
k w
p
k
be the expansion of (G
(n,m)
j z
m
j )|Wjk in the variable zk and wk by regarding G
(n,m)
j z
m
j as a
function defined on Wj which does not depend on wj. Denote by h1jk,n,m the coefficient
of zmj in the expansion of
m−1∑
µ=0
∞∑
q=1
G
(n,µ)
kj,0,q(xj) · z
µ+q
j ,
by h2jk,n,m the coefficient of z
m
j u
n
j in the expansion of
n−1∑
ν=2
m∑
µ=0
∞∑
p=1
∞∑
q=0
G
(ν,µ)
kj,p,q(xj) · z
µ+q
j u
ν
j ·
(
uj +
n−1∑
a=2
m∑
b=0
G
(a,b)
j (xj) · z
b
ju
a
j
)p
,
and by h3jk,n,m the coefficient of z
m
j u
n
j in the expansion of
∞∑
ν=2
∞∑
µ=0
g
(ν,µ)
jk (xj) · z
µ
j ·
(
uj +
n−1∑
p=2
m∑
q=0
G
(p,q)
j (xj) · z
q
ju
p
j
)ν
−
n∑
ν=2
m∑
µ=0
g
(ν,µ)
jk (xj) · z
µ
j u
ν
j .
Then the coboundary δ{(Uj , G
(n,m)
j )} is equal to
{(Ujk, g
(n,m)
jk − t
−n+1
jk h1jk,n,m − t
−n+1
jk h2jk,n,m + h3jk,n,m)},
and maxj supUj
∣∣∣G(n,m)j ∣∣∣ ≤ An,m for each n ≥ 1, m ≥ 0.
Proof. It immediately follows from the definition that {(Ujk, g
(2,0)
jk )} is a 1-cocycle
which defines the cohomology class u1,0(C, S,X), which is equal to 0 ∈ H
1(C,NS/X |
−1
C )
from the assumption. Thus there exists an 1-cochain {(Uj , G
(2,0)
j )} of NS/X |
−n
C such that
δ{(Uj , G
(2,0)
j )} = {(Ujk, g
(2,0)
jk )}, maxj
sup
Uj
∣∣∣G(2,0)j ∣∣∣ ≤ K ·max
jk
sup
Ujk
∣∣∣g(2,0)jk ∣∣∣
hold. As h1jk,2,0 = h2jk,2,0 = h3jk,2,0 = 0 and K · |g
(2,0)
jk | ≤ KMR
2 ≤ RK(1 +MR) = A2,0,
{(G
(2,0)
j )} is what we wanted.
Fix (n,m) and assume that there exists a system {G
(ν,µ)
j } as in Lemma 3.10 for each
(ν, µ) less than (n,m) in the lexicographical order. From now on, we will construct
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{G
(n,m)
j }. For simplicity, we assume that m > 0 (the construction of {G
(n+1,0)
j } is just the
same as the following construction formally replaced (n,m) with (n,∞) ). Denote by w˜j
the solution of the functional equation
(11) wj = uj +
n−1∑
ν=2
F
(ν)
j (xj , zj) · u
ν
j +
(
m−1∑
µ=0
G
(n,µ)
j (xj) · z
µ
j
)
· unj
with an unknown function uj.
First we will show that our new system {(Wj , w˜j)} is of order (n − 1, 0). Note that
{(Wj, w˜j)} is clearly of order (1, 0). Thus all we have to do is to show that {(Wj , w˜j)} is
of order (a− 1, 0) assuming that {(Wj, w˜j)} is of order (a− 2, 0) for each a ≤ n.
From the functional equation (11), the function (tjkwk)|Wjk can be expanded as follows:
tjkwk
= tjkw˜k +
a−1∑
ν=2
∞∑
µ=0
G
(ν,µ)
k (xk) · z
µ
k · tjkw˜
ν
k +O(w˜
a
k)
= tjkw˜k +
a−1∑
ν=2
∞∑
µ=0
G
(ν,µ)
k (xk(xj , 0, 0)) · tjks
−µ
jk z
−µ
j w˜
ν
k +
a−1∑
ν=2
∞∑
µ=0
∞∑
q=1
G
(n,µ)
kj,0,q(xj) · z
µ+q
j tjkw˜
ν
k
+
a−1∑
ν=2
∞∑
µ=0
∞∑
p=1
∞∑
q=0
G
(ν,µ)
kj,p,q(xj) · z
µ+q
j w
p
j · tjkw˜
ν
k +O(w˜
a
k)
= tjkw˜k +
a−1∑
ν=2
∞∑
µ=0
G
(ν,µ)
k (xk(xj , 0, 0)) · t
−ν+1
jk s
−µ
jk z
−µ
j w˜
ν
j +
a−1∑
ν=2
∞∑
µ=0
∞∑
q=1
G
(n,µ)
kj,0,q(xj) · z
µ+q
j tjkw˜
ν
k
+
a−1∑
ν=2
∞∑
µ=0
∞∑
p=1
∞∑
q=0
G
(ν,µ)
kj,p,q(xj) · z
µ+q
j w
p
j · t
−ν+1
jk w˜
ν
j +O(w˜
a
k)
= tjkw˜k +
a−1∑
ν=2
∞∑
µ=0
G
(ν,µ)
k (xk(xj , 0, 0)) · t
−ν+1
jk s
−µ
jk z
−µ
j w˜
ν
j +
a−1∑
ν=2
∞∑
µ=0
h1jk,ν,µt
−ν+1
jk z
µ
j w˜
ν
j
+
a−1∑
ν=0
∞∑
µ=0
t−ν+1jk h2jk,ν,µz
µ
j w˜
ν
j +O(w˜
a
k).
Here we used the fact that h1jk,ν,µ and h2jk,ν,µ depend only on {G
(p,q)
j }(p,q)<(ν,µ). Note
that we also used the fact that w˜νk = t
−ν
jk w˜
ν
j +O(w˜
a
j ) holds for each ν ≥ 2, which directly
follows from the assumption that {(Wj, w˜j)} is of order (a−2, 0). On the other hand, the
function (tjkwk)|Wjk can also be expanded as follows:
tjkwk(12)
= wj +
n−1∑
ν=2
f
(ν)
jk (xj , zj) · w
ν
j +
(
m∑
µ=0
g
(n,µ)
jk (xj) · z
µ
j +O(z
m+1
j )
)
· wnj +O(w
n+1
j )
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= wj +
n−1∑
ν=2
f
(ν)
jk (xj , zj) ·
(
w˜j +
n−1∑
ν=2
F
(ν)
j (xj , zj) · w˜
ν
j +
(
m−1∑
µ=0
G
(n,µ)
j (xj) · z
µ
j
)
· w˜nj
)ν
+
(
m∑
µ=0
g
(n,µ)
jk (xj) · z
µ
j +O(z
m+1
j )
)
· w˜nj +O(w˜
n+1
j )
= wj +
n−1∑
ν=2
(
f
(ν)
jk (xj , zj) +
∞∑
µ=0
h3jk,ν,µz
µ
j
)
· w˜νj
+
(
m∑
µ=0
h3jk,n,µz
µ
j +
m∑
µ=0
g
(n,µ)
jk (xj) · z
µ
j +O(z
m+1
j )
)
· w˜nj +O(w˜
n+1
j )
= w˜j +
n−1∑
ν=2
(
F
(ν)
j (xj , zj) + f
(ν)
jk (xj , zj) +
∞∑
µ=0
h3jk,ν,µz
µ
j
)
· w˜νj
+
(
m−1∑
µ=0
(
G
(n,µ)
j (xj) + g
(n,µ)
jk (xj) + h3jk,n,µ
)
· zµj
)
· w˜nj
+
((
g
(n,m)
jk (xj) + h3jk,n,m
)
· zmj +O(z
m+1
j )
)
· w˜nj +O(w˜
n+1
j ).
Here we used the fact that h3jk,ν,µ depends only on {G
(p,q)
j }(p,q)<(ν,µ). From these two
expansions, it follows that
tjkw˜k − w˜j =
a−1∑
ν=2
∞∑
µ=0
(
−t−ν+1jk s
−µ
jk G
(ν,µ)
k (xk(xj , 0, 0))− t
−ν+1
jk h1jk,ν,µ − t
−ν+1
jk h2jk,ν,µ
+G
(ν,µ)
j (xj) + g
(ν,µ)
jk (xj) + h3jk,ν,µ
)
· zµj w˜
ν
j +O(w˜
a
j ).
As it follows from the assumption of the induction that the coboundary δ{(Uj, G
(ν,µ)
j )} is
equal to
{(Ujk, g
(ν,µ)
jk − t
−ν+1
jk h1jk,ν,µ − t
−ν+1
jk h2jk,ν,µ + h3jk,ν,µ)},
for ν ≤ a(< n) and ν ≥ 0, we can conclude that tjkw˜k − w˜j = O(w˜
a
j ), which means that
the system {w˜j} is of order (a− 1, 0). Therefore, it can be said that the system {w˜j} is
of order (n− 1, 0).
Using this fact and the functional equation (11), let us consider again the expansion of
function (tjkwk)|Wjk :
tjkwk
= tjkw˜k +
n−1∑
ν=2
∞∑
µ=0
G
(ν,µ)
k (xk) · z
µ
k · tjkw˜
ν
k +
(
m−1∑
µ=0
G
(n,µ)
k (xk) · z
µ
k
)
· tjkw˜
n
k
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= tjkw˜k +
n−1∑
ν=2
∞∑
µ=0
G
(ν,µ)
k (xk(xj , 0, 0)) · tjks
−µ
jk z
−µ
j w˜
ν
k +
n−1∑
ν=2
∞∑
µ=0
h1jk,ν,µtjkz
µ
j w˜
ν
k
+
n−1∑
ν=2
∞∑
µ=0
∞∑
p=1
∞∑
q=0
G
(ν,µ)
kj,p,q(xj) · z
µ+q
j w
p
j · tjkw˜
ν
k
+
(
m−1∑
µ=0
(
G
(n,µ)
k (xk(xj , 0, 0)) · s
−µ
jk + h1jk,n,µz
µ
j
)
· zµj
)
· tjkw˜
n
k
+
(
h1jk,n,mz
m
j +O(z
m+1
j )
)
· tjkw˜
n
k +O(w˜
n+1
k )
= tjkw˜j +
n−1∑
ν=2
∞∑
µ=0
G
(ν,µ)
k (xk(xj , 0, 0)) · t
−ν+1
jk s
−µ
jk z
−µ
j w˜
ν
j +
n−1∑
ν=2
∞∑
µ=0
h1jk,ν,µt
−ν+1
jk z
µ
j w˜
ν
j
+
n−1∑
ν=2
∞∑
µ=0
∞∑
p=1
∞∑
q=0
G
(ν,µ)
kj,p,q(xj) · z
µ+q
j w
p
j · t
−ν+1
jk w˜
ν
j
+
(
m−1∑
µ=0
(
G
(n,µ)
k (xk(xj , 0, 0)) · s
−µ
jk + h1jk,n,µz
µ
j
)
· zµj
)
· t−ν+1jk w˜
n
j
+
(
h1jk,n,mz
m
j +O(z
m+1
j )
)
· t−ν+1jk w˜
n
j +O(w˜
n+1
j )
= tjkw˜j +
n−1∑
ν=2
∞∑
µ=0
G
(ν,µ)
k (xk(xj , 0, 0)) · t
−ν+1
jk s
−µ
jk z
−µ
j w˜
ν
j +
n−1∑
ν=2
∞∑
µ=0
h1jk,ν,µt
−ν+1
jk z
µ
j w˜
ν
j
+
n∑
ν=0
(
∞∑
µ=0
t−ν+1jk h2jk,ν,µz
µ
j
)
· w˜νj
+
(
m−1∑
µ=0
(
G
(n,µ)
k (xk(xj , 0, 0)) · s
−µ
jk + h1jk,n,µz
µ
j
)
· zµj
)
· t−ν+1jk w˜
n
j
+
(
h1jk,n,mz
m
j +O(z
m+1
j )
)
· t−ν+1jk w˜
n
j +O(w˜
n+1
j ).
Comparing this expansion with the previous expansion (12), we obtain that
tjkw˜k − w˜j =
(
−t−n+1jk h1jk,n,m − t
−n+1
jk h2jk,n,m + g
(n,m)
jk (xj) + h3jk,n,m
)
· zmj w˜
n
j
+O(zm+1j ) · w˜
n
j +O(w˜
n+1
j ).
Note that here we again used the assumption of the induction on the coboundary
δ{(Uj, G
(ν,µ)
j )}. Now it can be said that the system
{(Ujk, g
(n,m)
jk (xj)− t
−n+1
jk h1jk,n,m − t
−n+1
jk h2jk,n,m + h3jk,n,m)}
is an 1-cocycle which defines the (n−1, m)-th Ueda class, which is the trivial one from the
assumption of Theorem 1.1. Therefore it follows from [U, Lemma 3] that there exists a
0-cochain {(Uj, G
(n,m)
j )} such that δ{(Uj, G
(n,m)
j )} coincides with the above 1-cocycle and
max
j
sup
Uj
∣∣∣G(n,m)j ∣∣∣ ≤ K ·max
jk
sup
Ujk
∣∣∣g(n,m)jk (xj)− t−n+1jk h1jk,n,m − t−n+1jk h2jk,n,m + h3jk,n,m∣∣∣
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holds. From the definition of h1jk,n,m, h2jk,n,m, and h3jk,n,m (and the assumption of the
induction), we obtain the following inequalities:
|h1jk,n,m| ≤ the coefficient of z
m
j in the expansion of
m−1∑
µ=0
∞∑
q=1
An,µR
q · zµ+qj
≤ the coefficient of XnY m in the expansion of
RY (A(X, Y )−X)
1−RY
,
|h2jk,n,m| ≤ the coefficient of u
n
j z
m
j
in the expansion of
n−1∑
ν=2
m∑
µ=0
∞∑
p=1
∞∑
q=0
Aν,µR
p+qzµ+qj u
ν
j ·A(uj , zj)
p
≤ the coefficient of XnY m
in the expansion of A(X, Y )
∞∑
p=1
RpA(X, Y )p
∞∑
q=0
RqY q
= the coefficient of XnY min the expansion of
RA(X, Y )2
(1−RY )(1− RA(X, Y ))
,
|g
(n,m)
jk + h3jk,n,m| ≤ the coefficient of u
n
j z
m
j
in the expansion of
∞∑
ν=2
∞∑
µ=0
MRν+µzµj A(uj, zj)
ν
≤ the coefficient of XnY m
in the expansion of M
∞∑
ν=2
RνA(X, Y )ν
∞∑
µ=0
RµY µ
= the coefficient of XnY m
in the expansion of
MR2A(X, Y )2
(1− RY )(1−RA(X, Y ))
.
Note that, strictly speaking, here we have to modify the constants R and M (see
Remark 3.11). From the above three inequalities, it follows that maxj supUj |G
(n,m)
j | is
less than or equal to the coefficient of XnY m in the expansion of
RK
1− RY
(
(A(X, Y )−X)Y +
(1 +MR)A(X, Y )2
1−RA(X, Y )
)
,
which is equal to An,m from the functional equation (10). 
Let {G
(n,m)
j } be that in Lemma 4.1 and consider the function F
(n)
j =
∑∞
m=0G
(n,m)
j z
m
j .
From Lemma 4.1, it can be said that
∑∞
n=2 F
(n)
j u
n
j is a holomorphic function around C.
Let w˜j be the solution of the functional equation (8). Then, it follows from the same
argument as in the proof of Lemma 4.1 that tjkw˜k− w˜j ≡ 0 holds for each j and k, which
shows Theorem 1.1 when (i) holds.
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4.2. Proof of Theorem 1.1 (ii). Next we prove Theorem 1.1 in the case where the
condition (ii) holds. By considering the proof when (i) holds with replacing the functional
equation (10) with
(13)
∞∑
ν=2
∞∑
µ=0
ε−1ν+µ−1Aν,µX
νY µ =
RK
1− RY
(
(A(X, Y )−X)Y +
(1 +MR)A(X, Y )2
1− RA(X, Y )
)
and using Lemma 2.8 instead of [U, Lemma 3], it can be said that the proof of Theorem 1.1
in this case is reduced to show that the formal power series solution A(X, Y ) = X+O(X2)
of the functional equation (13) is a holomorphic function around X = Y = 0. Note that,
by enlarging K, we can replace the functional equation (13) with
(14)
∞∑
ν=2
∞∑
µ=0
ε−1ν+µ−1Aν,µX
νY µ =
K
1−RY
(
(A(X, Y )−X)Y +
A(X, Y )2
1−RA(X, Y )
)
.
From now on, we will prove that the formal solution A(X, Y ) = X + O(X2) of the
functional equation (15) is a holomorphic function around X = Y = 0.
Note that, if the formal power series A(X,X) has a positive radius of convergence, then
A(X, Y ) is a holomorphic function around X = Y = 0. This fact immediately follows
from the fact that each coefficient Anm of A(X, Y ) is a non-negative real number and thus
the inequality
An,m ≤
∑
0≤ν,µ,ν+µ=n+m
Aν,µ = A˜n+m := the coefficient of X
n+m in the expansion of A(X,X)
holds. Therefore, all we have to do is to show that A(X,X) has a positive radius of
convergence. For this purpose, consider a formal power series B(X) = X +
∑∞
n=2BnX
n
defined by
∞∑
n=2
ε−1n−1BnX
n =
2KB(X)2
(1− RB(X))2
.
As it follows from Lemma 2.9 thatB(X) has a positive radius of convergence, it is sufficient
to show that the inequality A˜n ≤ Bn holds for each n ≥ 2. We will prove it by induction.
Since A˜2 = ε1K and B2 = 2ε1K hold, it is clear that the inequality A˜n ≤ Bn holds for
n = 2. Next, let us assume that A˜ν ≤ Bν holds for each ν < n. For it follows from the
equation (15) that
∞∑
n=2
ε−1n−1A˜nX
n =
K
1−RX
(
(A(X,X)−X)X +
A(X,X)2
1− RA(X,X)
)
,
by using the assumption of the induction, it is reduced to showing the inequality
the coefficient of Xn in the expansion of
K
1− RX
(
(B(X)−X)X +
B(X)2
1−RB(X)
)
≤ the coefficient of Xn in the expansion of
2KB(X)2
(1− RB(X))2
,
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which is easily obtained from the fact that the coefficients of B(X) − X and X are less
than or equal to that of B(X). Now we have proven that A(X,X) has a positive radius of
convergence. Therefore we can construct a system {(Wj, w˜j)} with tjkw˜k ≡ w˜j by solving
the functional equation (8), which completes the proof of Theorem 1.1 in the case where
the condition (ii) holds.
4.3. Proof of Theorem 1.1 (iii). Finally we prove Theorem 1.1 in the case where the
condition (iii) holds. In this case, we can apply 2.6 and thus we may assume that the
neighborhood V satisfies the following property: for each n ≥ 1, there exists an integer
N(NS/X |
−n
V ) such that the natural map H
1(V,NS/X |
−n
V ) → H
1(V,NS/X |
−n
V ⊗ OV /I
m
C ) is
injective for each integers n ≥ 1 and m ≥ N(NS/X |
−n
V ), where IC is the defining ideal
sheaf of C ⊂ V . Fix a relatively compact open domain V0 ⊂ V which contains C.
Fix a system {(Wj , wj)} of order (1, 0) and consider again the functional equation (8).
Let M and R be sufficiently large positive number as in the proof of Theorem 1.1 in the
case where (i) (or (ii)) holds. Fix a positive real number K and consider the solution
A(X) of the functional equation
(15) A(X)−X =
KR(1 +MR)A(X)2
1−RA(X)
and denote by An the coefficient ofX
n in the Taylor expansion of A(X) atX = 0. Though
the functional equation (15) has two solutions, the solution A is uniquely determined by
the condition that A(X) = X + O(X2). Note that An is a non-negative real number for
each n.
Lemma 4.2. When K is sufficiently large, there exists a system of functions {F
(n)
j (xj , zj)}n≥2
for each j satisfying the following conditions. Let
F
(n)
j (xj , zj) = F
(n)
j (xj(xk, zk, wk), zj(xk, zk, wk))
= F
(n)
j (xj(xk, zk, 0), zj(xk, zk, 0)) +
∞∑
p=1
F
(n)
jk,p(xk, zk) · w
p
k
be the expansion of F
(n)
j |Wjk in the variable wk by regarding F
(n)
j as a function defined on
Wj which does not depend on wj. Denote by h2jk,n the coefficient of u
n
j in the expansion
of
n−1∑
ν=2
∞∑
p=1
F
(ν)
kj,p(xj , zj) · u
ν
j ·
(
uj +
n−1∑
a=2
F
(a)
j (xj , zj) · u
a
j
)p
and by h3jk,n the coefficient of z
m
j u
n
j in the expansion of
∞∑
ν=2
f
(ν)
jk (xj , zj) ·
(
uj +
n−1∑
p=2
F
(p)
j (xj , zk) · u
p
j
)ν
−
n∑
ν=2
f
(ν)
jk (xj , zj) · u
ν
j ,
where f
(ν)
jk is that in the expansion (9). Then the coboundary δ{(Vj, F
(n)
j )} is equal to
{(Vjk, f
(n)
jk − t
−n+1
jk h2jk,n + h3jk,n)},
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and maxj supV0∩Vj
∣∣∣F (n)j ∣∣∣ ≤ An for each n ≥ 1.
Proof. Set F
(1)
j (xj , zj) := 1. We construct the system {F
(ν)
j } inductively. Assume
that there exists a system {F
(ν)
j } as in Lemma 4.2 for each ν < n. Let w˜j be the solution
of the new functional equation
wj =
n−1∑
ν=1
F
(ν)
j (xj, zj) · u
ν
j .
From just the same argument as in the proof of Theorem 2.3 in [U], it follows that the
new system {(Wj, w˜j)} is of order (n− 1, 0) and
1
n
(w˜
−(n−1)
j − t
−(n−1)
jk w˜
−(n−1)
k )|Vjk = f
(n)
jk − t
−n+1
jk h2jk,n + h3jk,n
holds. From the assumption of Theorem 1.1, it holds for each integer m that the induced
cohomology class [{(Vjk, f
(n)
jk −t
−n+1
jk h2jk,n+h3jk,n)}]m ∈ H
1(V,NS/X |
−(n−1)
V ⊗OV /I
m
C ) is the
trivial one. By considering this fact especially for m = N(NS/X |
−(n−1)
V ), we can conclude
that the cohomology class [{(Vjk, f
(n)
jk − t
−n+1
jk h2jk,n+ h3jk,n)}] ∈ H
1(V,NS/X |
−(n−1)
V ) itself
is also the trivial one. Thus Lemma 4.2 follows from just the same argument as in the
proof of Theorem 2.3 in [U] by using Lemma 2.7 instead of [U, Lemma 3]. 
Let {F
(n)
j } be that in Lemma 4.2. Then, it can be said that
∑∞
n=2 F
(n)
j u
n
j is a holomor-
phic function around V0. Let w˜j be the solution of the functional equation (8). Then, it
follows from the same argument as in the proof of Theorem 2.3 in [U] that tjkw˜k− w˜j ≡ 0
holds for each j and k, which shows Theorem 1.1 when (iii) holds.
5. Some examples and proof of Corollary 1.2
5.1. P1-bundle examples.
Example 5.1. Let S0 be a complex manifold and C0 ⊂ S0 be a smooth compact
Ka¨hler hypersurface with topologically trivial normal bundle. Assume that the line bundle
OS0(C0) is flat around C0 (it follows from Theorem 2.3 that it is sufficient to assume that
NC0/S0 ∈ E0(C0) ∪ E1(C0) and type (C0, S0) = ∞). Fix an extension of the trivial line
bundle OS0 by OS0(C0):
(16) 0→ OS0(C0)→ E → OS0 → 0 : exact.
Define X := P(E). Denote by S the section of X → S0 and by C the submanifold of
S isomorphic to C0 via the natural isomorphism S0 → S. Fix a sufficiently fine open
covering {Vj}j of a sufficiently small neighborhood V of C0 in S0. Then, by using a local
frame tj of OS0(C0) on Vj, a coordinate xj of Vj ∩C0, and a defining function zj of Vj ∩C0
in Vj, we can define a local coordinates system
(xj , zj, wj) := [(1, wj · tj(xj , zj))] ∈ (E
∗|Vj \ (0-section))/C
∗ ⊂ X
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of X . Note that we can choose {(Vj, tj)} such that tjk := tk/tj ∈ U(1) holds for each j
and k by shrinking V if necessary. Then simple computation shows that there exists a
holomorphic function pjk on Vjk such that
(17) wj =
t−1jk · wk
1 + pjk(xj , zj) · wk
holds. Note that the system {(Vjk, pjk)} is a 1-cocycle ofOS0(C0) and the class [{(Vjk, pjk)}] ∈
H1(V,OS0(C0)) coincides with the restriction of the extension class of the exact sequence
(16). It immediately follows from (17) that dwj = t
−1
jk dwk holds, and thus we obtain
N−1S/X = OS(C) (i.e. NS/X |C = N
−1
C/X). Moreover, by expanding (17) in the variable wk,
we obtain
tjkwj = wk − pjk(xj , zj)w
2
k +O(w
3
k).
Thus it can be said that, if the exact sequence (16) does not split around C0, then there
exists an integer m such that type (C, S,X) = (1, m). Moreover, the equation
u1,µ(C, S,X) = {(Ujk,−(pkj/z
µ
j )|Ujk)} ∈ H
1(C,NS/X |
−1
C ⊗N
−µ
C/S)
holds for each integer µ less than minjkmultUjkpjk, where Ujk := Vjk ∩ C0.
On the other hand, when (16) splits, we may assume pjk ≡ 0 for each j, k and thus we
obtain tjkwj = wk for each j, k, which prove that type (C, S,X) =∞.
Example 5.2. Let C1, C2 ⊂ P
2 be two smooth elliptic curves which intersects at
9 points p1, p2, . . . , p9 transversally. Denote by S0 the blow-up of P
2 at these points
p1, p2, . . . , p9, and by C0 the strict transform of C1. Note that S0 has a structure of an
elliptic surface and C0 is a fiber of S0, and thus OS0(C0) is trivial around C0. Take an
extension E of OS0 by OS0(C0) as follows. First consider the short exact sequence
0→ OS0 → OS0(C0)→ i
∗OC0 → 0
obtained from the fact that OS0(C0)|C0 = OC0 , where i : C0 → S0 is the inclusion. Let
H1(S0,OS0(C0))→ H
1(C0,OC0)→ H
2(S0,OS0) = 0
be the sequence induced from the above short exact sequence. From this exact sequence,
it follows that there exists a non-trivial element ξ ∈ H1(S0,OS0(C0)). Let
0→ OS0(2C0)→ E → OS0 → 0
be an extension corresponds to the class fC0 ·ξ ∈ H
1(S0,OS0(2C0)) = Ext
1(OS0 ,OS0(2C0)),
where fC0 ∈ H
0(S0,OS0) is a canonical section. Define X := P(E). Denote by S the
section of X → S0 and by C ⊂ S the curve corresponds to C0 via S0 → S. Then it follows
from the same argument as in Example 5.1 that u1,0(C, S,X) = 0 and u1,1(C, S,X) =
ξ 6= 0, and thus it holds that type (C, S,X) = (1, 1).
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5.2. On the blow-up of P3 at 8 points. Corollary 1.2 can be regarded as an analogue of
an application of Ueda’s theory on the blow-up of P2 at 9 points. First we review this result
on the blow-up of P2 at 9 points. Let p1, p2, . . . p9 be general 9 points of P
2. Then there
exists an unique elliptic curve C0 ⊂ P
2 passing through all of these points. Assume that
this curve C0 is smooth. Denote by N the line bundle OP2(3)|C0 ⊗O(−p1−p2−· · ·−p9).
Clearly it can be said that N is an element of Pic0(C0) and thus N is flat, since C0 is
Ka¨hler. When N is a torsion element, the canonical bundle K−1X of the blow-up X of P
2
at {p1, p2 . . . , p9} is semi-ample. Especially, in this case, K
−1
X is semi-positive: i.e. K
−1
X
admits a smooth Hermitian metric with semi-positive curvature. On the other hand, when
N is a non-torsion element, K−1X is not semi-ample. In this case, Brunella showed that
K−1X is semi-positive if and only if C has a pseudoflat neighborhood in X , where C is the
strict transform of C0 [B]. As this condition holds if the line bunlde OX(C) is flat around
C, it follows from this Brunella’s theorem and Theorem 2.3 that K−1X is semi-positive if
N ∈ E1(C0).
N : torsion N : non-torsion
the base locus B(K−1X ) ∅ or C C
semi-ampleness semi-ample not semi-ample
Iitaka dimension 1 0
Table 1. Properties of the anti-canonical bundle of the blow-up X of P2
at 9 points
Now let us start considering the blow-up of P3 at 8 points. Fix general 8 points
p1, p2, . . . , p8 of P
3. Then there exits an 1-dimensional family of quadric surfaces of P3
passing through these points p1, p2, . . . , p8. Fix such quadric surfaces Q0 and Q∞ of P
3.
Assume that Q0 and Q∞ intersect each other transversally along C0 := Q0 ∩ Q∞. Note
that C0 is a smooth elliptic curve and OQ0(C0) = K
−1
Q0
holds in this case. Denote by X
the blow-up of P3 at {p1, p2 . . . , p8}, by C the strict transform of C0, and by S0 (resp.
S∞) the strict transform of Q0 (resp. Q∞). Note that K
−1
X = OX(2S0) = OX(2S∞),
NS0/X = OS0(C), and that NC/S0 is isomorphic to N := OP3(2)|C0⊗O(−p1−p2−· · ·−p8)
via the natural isomorphism C → C0. When N ∈ Pic
0(C) is a torsion element, K−1X is
semi-ample, and thus it is semi-positive. On the other hand, when N is a non-torsion
element, the base locus B(K−mX ) is equal to C for each m ≥ 1 and thus K
−1
X is not
semi-ample.
Proof of Corollary 1.2. We apply Theorem 1.1 on the triple (C, S0, X). For this purpose,
we show that NS0/X = OX(S0)|S0 = OX(S∞)|S0 = OS0(C) is flat on a neighborhood of C
in S0 by applying Ueda’s theory on the pair (C, S0). From the assumption, NC/S0 is an
element of E1(C). Note that H
1(C,N−nC/S0) = 0 holds for n ≥ 1, since C is an elliptic curve
and NC/S0 is non-torsion. Thus un(C, S0) = 0 holds for all n ≥ 1 and then it follows from
Theorem 2.3 that NS0/X = OS0(C) is flat on a neighborhood of C in S0.
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N : torsion N : non-torsion
the base locus B(K−1X ) ∅ or C C
semi-ampleness semi-ample not semi-ample
Iitaka dimension 2 1
Table 2. Properties of the anti-canonical bundle of the blow-up X of P3
at 8 points
As the triple (C, S0, X) enjoys the condition (ii) in Theorem 1.1 and it follows from
just the same argument on the cohomology classes as above that un,m(C, S0, X) = 0, we
can apply Theorem 1.1 to conclude that OX(S0) is flat on a neighborhood W of C in X .
As a conclusion, it can be said there exists a flat metric h1 on the line bundle K
−1
X |W .
Let f0 ∈ H
0(X,S0) and f∞ ∈ H
0(X,S∞) be canonical sections. Denote by h2 the singu-
lar Hermitian metric defined by two sections f 20 , f
2
∞ ∈ H
0(X,K−1X ): h2 = (|f0|
2+ |f∞|
2)−1.
Clearly h2 has a semi-positive curvature current on the whole X and a singularity along
C. We can construct a smooth Hermitian metric on K−1X with semi-positive curvature by
taking the “regularized minimum” of two metrics M ·h1 and h2, where M is a sufficiently
large real number (see the proof of [K1, 3.4] for the precise meaning of the “regularized
minimum” of the singular Hermitian metrics). 
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