ABSTRACT In terrain recognition, the terrain image not only has texture features but also contains spatial features. However, the traditional feature descriptors mainly focus on the texture features of terrain image, ignoring the spatial features of the image, and the convolutional neural network (CNN) can extract the spatial features of the image well due to the role of convolutional layer and the pooling layer. So how to extract these two features at the same time is a challenging problem. In this paper, we introduce a deep residual texture network (DrtNet) that builds a texture detail layer in the residual convolution network and becomes an end-to-end learning network. DrtNet, which simultaneously extracts the spatial geometric features and texture detail features of the terrain image, can successfully combine the traditional texture feature descriptor with the convolutional neural network. The experimental results show that the DrtNet achieves the accuracy of 97.85% on the SDU_Terrain16 dataset that was created by us and outperforms other traditional methods and current popular deep convolutional networks. In addition, DrtNet has achieved good results on two other material/texture datasets (GTOS and DTD).
I. INTRODUCTION
Terrain recognition is an important field of research in computer vision for application in outdoor robot navigation. Because in the outdoor environment, different terrains have a great influence on the mobility of the robot [1] , [2] , the robot needs to make accurate judgments on the friction, sinking, and flatness of the current terrain to adjust its motion to meet the current terrain requirements [3] .
Recently, CNNs have achieved success in object recognition and the CNN architecture balances preservation of relative spatial information (convolutional layers) and aggregation of spatial information (pooling layers). However, terrain recognition is different from ordinary object recognition such as scene understanding, face recognition, and applications where spatial order is critical for classification. Because in addition to the existence of spatial information, texture information is also very important for terrain
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Researchers have made good progress in terrain recognition in recent years, but there are still some problems, mainly in the following two aspects: (1) Some researchers are still using traditional methods to constantly search for various descriptors to extract texture features in terrain recognition, such as fusing Dual-tree Complex Wavelet Transform (DTCWT) and Local Binary Patterns (LBP) based features [4] , proposing a multiresolution gray-scale and rotation invariant descriptor [5] , proposing a problem-adapted image descriptors [6] . But these descriptors mainly focus on the texture features of terrain image, ignoring the spatial features of the image. (2) If the CNNs are directly applied to the terrain recognition, and because the CNN mainly extracts the spatial geometric features of the image, the texture features of the terrain image are not well represented. In view of the above two problems, some researchers try to fuse the convolution features extracted by CNN with the traditional features [7] , and then input them into the classifier for classification. However, they extract the convolution features and the traditional features in order, and it is not an end-to-end learning network. It makes the training of the whole network more difficult. In [8] , Mallat proposed that an image can be interpreted as a sum of information which appears at different resolutions. Such a multiresolution decomposition is meaningful because to each resolution corresponds a different type of structure in the image. So in terrain image, the information at the coarse resolution corresponds to the spatial geometric information of the image, while the information at the finer resolution corresponds to the texture detail information of the image. It is well known that the CNN mainly extracts the spatial geometric features of the image, that is, the spatial geometric information of the image, but just ignores the texture detail information of the image. In terrain recognition, how to extract the texture features of the terrain is very important. So to obtain the spatial geometric information and texture detail information of the image, we can take the convolution feature extracted by CNN as the spatial geometric information and the texture feature extracted by texture descriptor as the texture detail information. Therefore, in this paper, we propose a deep residual texture network (DrtNet), as shown in Fig.1 .This paper has three main contributions as follows.
(1) We build a texture detail layer to extract the texture detail features of the terrain image. We put the texture detail layer in parallel with the global pooling layer after the convolution layer, and put the output of the convolution layer into the texture detail layer and the global pooling layer at the same time. The texture detail layer extracts the detailed features of the terrain image, the global pooling layer extracts the spatial geometric features of the terrain image.
(2) We embed the texture detail layer into the CNN to become a new end-to-end learning network. The advantages of the end-to-end learning network not only make the training of the network easier than before, but also enable the entire network to perform gradient calculation in backpropagation.
(3) We create a terrain dataset (SDU_Terrain16 dataset) that includes 1600 images in 16 classes. The difference between this dataset and the general texture dataset is that it only covers the terrain image, and basically covers the common field terrain. So SDU_Terrain16 dataset makes up for the shortcomings of the terrain recognition dataset that the category of terrain is not rich enough.
The rest of this paper is organized as follows: In Section 2, we briefly introduce related work in the field of terrain identification. Then the deep residual texture network proposed in this paper is introduced in Section 3. The experimental results and discussion are presented in Section 4. Finally, we summarize the paper in Section 5.
II. RELATED WORK
Before the emergence of the CNN model, the traditional terrain recognition solution was generally classified by extracting the basic visual features such as the color and texture of the terrain image. In the outdoor environment, the color feature is more affected by light, so color-based illumination estimation and compensation [9] is proposed to reduce the influence of light. At the same time, some texture features are gaining more and more attention, such as Local Binary Feature (LBP) [10] , Local Ternary Feature (LTP) [11] . However, the robustness of color and texture features is not strong, and it is still susceptible to environmental factors. As the feature of SURF [12] with good robustness is proposed, the SURF features have been continuously improved [13] - [16] , which is well applied in terrain recognition. Recently, Kim and So [17] proposed a rotation-invariant feature using four types of directional statistics obtained from both the modulus and phase parts of Gabor-filtered images. Zhang et al. [18] proposed a new texture descriptor named Normalized Difference Vector (NDV), which is composed of the real-valued difference values rather than binary codes and is insensitive to the intensity variation of local region caused by illumination. So NDV can make the information of local texture be preserved at most. However, comparing with the current deep learning network, the traditional method has some shortcomings:
1. As the dataset becomes more and more complex, the accuracy of traditional methods is not excellent enough.
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2. The traditional method has poor generalization. 3. The traditional method is not an end-to-end learning network. Andrearczyk and Whelan [19] proposed that the CNN approach is well suited to texture analysis as it can densely pool texture features. They thought that features learned by the first layer are similar to Gabor filters with mostly edgelike kernels and that deeper features can be used as a more complex filter bank approach, widely used in texture analysis. But if we use CNNs for end-to-end learning in terrain recognition, the effect is not as good as ordinary object recognition. The main reason is that CNN extracts the spatial geometric features of the image, and the CNN adds a pooling layer after the convolutional layer in order to preserve the main features of the image, but loses a lot of details of the image. So CNN is not very suitable for direct application to terrain recognition, there are not only spatial geometric features in terrain image, but also texture features that are different from other object image. Besides, the global spatial information is necessary for analyzing the global shapes of objects, however it has been realized (Cimpoi et al. [20] , Gatys et al. [21] , and Lin and Maji [22] ) that it is not of great importance for analyzing textures due to the need for orderless representation. Some researchers have tried to change the structure of CNN for texture recognition. Andrearczyk and Whelan [23] proposed a Texture CNN (TCNN) based on AlexNet [24] , TCNN fuses the global average pooled vector of an intermediate convolutional layer and that of the last convolutional layer via concatenation and introduced to later fully connected layers. Lin et al. [25] proposed a BCNN, BCNN replaces the fully connected layers with an orderless bilinear pooling layer. In short, although these methods have achieved good results in texture recognition, there is still no effective extraction of texture features.
Besides, Hu et al. [26] proposed a deep learning algorithm based on a mixture of local binary pattern, self-learning deep belief networks and Softmax classification to classify solid wood lumbers with defects and textures. But these are not an end to end network, and the convergence speed of these networks are slower than that of ordinary CNN. Jing et al. [27] proposed a web page classifier based on SAE-LBP which combines with Sparse Auto-Encoder and LBP NN. However, Sparse Auto Encoder (SAE) mainly extracts sparse features of images instead of texture feature. So SAE is not suitable for terrain recognition.
Basu et al. [28] used the theory of Vapnik-Chervonenkis (VC) dimension to show that hand-crafted feature extraction creates low-dimensional representations, which help in reducing the overall excess error rate. To classify texture datasets using Deep Neural Networks, we need to either integrate them with handcrafted features or devise novel neural architectures that can learn features from the input dataset that resemble these handcrafted texture features. Recently, Gatys et al. [21] and Cimpoi et al. [29] , [30] combined CNN model with previously proposed encoders, such as Vector of Locally Aggregated Descriptors (VLAD) [31] , Fisher Vector (FV) [32] . Experiments show that the effect of using the proper encoder after the convolutional layer is better than directly using the fully connected network for classification. They can extract the texture features of the image through the encoder, but it is not an end-to-end learning network, making the training of the model more difficult.
In 2017, Zhang et al. [33] proposed Deep Texture Encoding Network (Deep-TEN), which ports the dictionary learning and feature pooling approaches into the CNN for an end-to-end material/texture recognition network. This not only extracts the texture features well, but also becomes an end-to-end learning network, which can be back-propagated throughout the network, so that the weights in the network can be adjusted to the optimal. However, this tandem method is to extract the texture features after the convolution features, and there is no effective fusion of the convolution features and the texture features. Later, Xue et al. [34] proposed DEP that inputs the output features of the convolution layer into the coding layer and the pooling layer at the same time. It can not only extract the texture features of the image, but also preserve the convolution features of the CNN.
In [34] , Xue et al. expressed texture features by the orderless characteristic of texture, but the texture features can have different expressions in fact. In this paper, we want to extract the detailed information in the texture feature. In order to obtain spatial geometric features and texture detail features of the image at the same time, this paper will also adopt the parallel idea in [34] , but the difference is that the expression of texture features is completely different, we express texture features by texture detail information. So in this paper, DrtNet extracts the texture detail features and integrates the spatial geometric features extracted by CNN.
How to combine texture detail features and spatial geometric features is also important. Zhu et al. [35] proposed a weighted approach to combine the results of the two models, the weighting coefficient is a regularization parameter that controls the balance between the two sub-models. However, the weighting coefficient cannot be obtained through model training but is manually set. So in this paper, DrtNet directly concatenates texture detail features and spatial geometric features together.
Before extracting texture detail features, we need to build a convolutional network to extract the convolutional features in DrtNet, so how to design a convolutional network that is both easy to train and effective is also very important. ResNet was proposed by He et al. [36] in 2015. It has had a profound impact on the design of deep convolutional neural networks. Compared to the previous deep convolutional network where the convolution layer is simply stacked, they first proposed cross-layer connections, as shown in Fig.2 . This cross-layer connection can effectively solve the gradient disappearance problem and converge faster, so that the accuracy is also better than before. This paper will also use the crosslayer connection module as the convolutional layer in the DrtNet. 
III. PROPOSED FRAMEWORK
As shown in Fig. 1 , DrtNet uses the residual convolutional layer as the feature extractor, and simultaneously inputs the output of the convolutional layer to the global pooling layer and texture detail layer. The output of the global pooling layer is used as the spatial geometric feature of the image. The output of the texture detail layer is used as the texture detail feature of the image. These two features are concatenated together and inputted into the classifier. The entire depth residual texture network is an end-to-end network, and the texture detail layer is differentiable, so that all parameters in the network can be adjusted optimally during backpropagation.
A. CONVOLUTION LAYER
Ordinary convolutional neural networks are easy to fall into local minimums during convergence, and occur gradient disappearance during backpropagation. This is because the purpose of building networks is to fit nonlinear function, while ResNet is to fit residual, as shown in Fig.2 . Assuming that the output of the residual convolution module is H (x), then the relationship H (x) and F(x) is shown in Eq. 1. At this point, the target of ResNet learning is not the complete output H (x), but the difference F(x) between the output and the input. Fitting the residual F(x) is much easier than output H (x).
Therefore, ResNet effectively solves the problem that the network falls into the local optimal problem and the gradient disappears. At the same time, the convergence speed is greatly accelerated, and the accuracy is also better than before.
The main convolution module used by DrtNet is shown in Fig.3 . The input image size is 224 * 224. The residual convolution module includes 1 * 1 convolutional layer, 3 * 3 convolutional layer, and BN (Batch Normalization) [37] layer, and ReLU [38] layer. The 1 * 1 convolutional layer can adjust the dimensions of the convolution feature, effectively reducing the amount of parameters throughout the DrtNet. The BN layer is located behind the convolutional layer, which is used to solve the problem of internal covariate shift. It can keep the output of the convolutional layer in the same distribution, thus speeding up the convergence of the network. However, in [39] , researchers commonly assumed that these data are Gaussian distributed, but in many applications, the distribution of data is asymmetric or constrained. So we need to consider the problem of neutral vector variable decorrelation. In the activation function layer, we use the ReLU function instead of the sigmoid function and the tanh function as shown in Eq.2. The ReLU function can prevent the output of the convolutional layer from entering the saturation region, so it can effectively solve the gradient disappearance during backpropagation.
In order to improve the accuracy of the network when building a deep network, the network depth is usually increased, so we add a common 3 * 3 convolution layer after the residual convolution module, as shown in Fig.3 . Combining the residual convolution module with the ordinary convolution module [40] , not only effectively solves the problem of gradient disappearance and slow convergence, but also increases the network depth. DrtNet extracts 512 * 7 * 7 convolution features as input to the texture detail layer and the global pooling layer through the convolution module.
B. TEXTURE DETAIL LAYER
In the depth residual texture network, the output of the convolutional layer is 512 * 7 * 7 convolution features. In order to meet the input requirements of the full connection and reduce the parameter amount of the network, the output of the convolution layer is globally pooled, getting 1 * 512 features. This preserves the spatial geometric features of the image, but sacrifices the texture detail features of the image. So in this paper, we add a layer of texture detail layer in parallel with the global pooling layer in the back of the convolutional layer. The output of the convolution layer not only needs to be globally pooled, but also inputs the details of the image extracted into the texture detail layer. It can not only preserve the spatial geometric features of the image, but also extract the texture detail features of the image.
In the texture detail layer, we perform the difference operation of the adjacent pixel points on the output features of the convolutional layer, and use the difference as the texture detail information of each convolution feature. Assuming each convolution feature is I , the size is n * n, we take the first n-1 column of the convolution feature as X , then X = {I 0 , I 1 , . . . I n−2 }, take the column 1 of the convolution feature to column n-1 of the convolution feature as Y , then Y = {I 1 , I 2 , . . . I n−1 }, the difference matrix of the obtained adjacent pixel points is D = {d 0 , d 1 , . . . d n−2 }, as shown in Eq.3.
In Eq.3, i = {0, . . . n − 2}, p = {1, . . . n1}, j, p = {0, . . . n − 1}, the size of the difference matrix D is n * n-1. In order to keep the output size of texture detail layer consistent with the input size, we fill the resulting difference matrix D and fill the column n-1 with the data of the column n-2, getting D_out
Eq.4, the final size of D_out is also n * n.
In order to reduce the feature dimension and the parameter amount of the network, and correspond to the output size of the global pooling layer, we perform the average pooling process for D_out in the texture detail layer as shown in Eq.5, so that the output of the texture detail layer R = {r 0 , r 1 , . . . r 511 } is 1 * 512 features.
In order to improve the training speed of the whole network, we normalize the output of the texture detail layer R. We use L2-Normalition, which is to calculate the 2 norm of R, as shown in Eq.6, then divide each element in the feature by the norm as shown in Eq.7, n = 0, 1, . . . 511, so that the processing method can make the 2 norm of R equal to 1.
The spatial geometric of the image is obtained by directly inputting the output of the convolutional layer G into the pooling layer. It is also processed by the above L2-Normalition to obtain 1 * 512 features G = {g 0 , g 1 , . . . g 511 }. In order to reduce the training difficulty of the classifier, we preclassify the output from the texture detail layer and the global pooling layer, and compress the features of each path to 1 * 64 dimensions, that is R = {ṙ 0 ,ṙ 1 , . . .ṙ 63 } and G = {ġ 0 ,ġ 1 , . . .ġ 63 }, then we concatenate the two features together to obtain 1 * 128 dimensions feature Out = {ṙ 0 ,ṙ 1 , . . .ṙ 63 ,ġ 0 ,ġ 1 , . . .ġ 63 }. Finally, Out is entered into the classifier. 
C. CLASSIFIER
In this paper, the classifier includes two layers of fully connected layers (excluding the input layer). As shown in Fig.4 , the number of neurons in the first full connection layer is set to 128, and the second layer is the length of the dataset label. The activation function of the first layer of the fully connected layer is selected as the ReLU function, which can effectively solve the problem of the gradient disappearing in the process of backpropagation. After the first layer is fully connected, L2-Normalition processing is performed, so that the network is faster convergence. After the L2-Normalition, the Dropout [41] layer is added. The Dropout layer randomly makes the neurons of the first full connection layer stop working with probability P for each training epoch, resulting the neurons in the fully connected layer to be working differently in each training epoch of the network. Such a processing method can effectively solve the problem of over-fitting that occurs during the training process, and the generalization of the network is improved.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
The deep residual texture network proposed in this paper is realized by the deep learning framework pytorch (0.4.0). Our experimental equipment is a server equipped with a 3-way GeForce GTX 1080Ti graphics card, the memory of each graphics card is 11 GB.
A. DATASET
SDU_Terrain16 dataset is created by us, which contains a total of 16,000 images, including 16 categories, 1000 images per category, followed by aggregate stone, concrete, dead plants, flat stones, gravel, marble, moss and lichens, mud, covering, other wood, paving stones, plant textures, rocks, sand, land, tiles, as shown in Fig.5 . The difference between this dataset and the general texture dataset is that it only covers the terrain image, and basically covers the common 90156 VOLUME 7, 2019 field terrain, which makes up for the shortcomings of the terrain recognition dataset that the category of terrain is not rich enough. The dataset was randomly collected by our laboratory staff in the field. In order to make the results more convincing and improve the practicability of the dataset, the images in the dataset were not processed, and the training set and the test set are divided according to the ratio of 7 to 3.
B. DETAILS OF THE TRAINING PROCEDURE
In this paper, the DrtNet is trained in 80 epochs, we set batch_size to 128, and choose cross entropy as the loss function and Adam as the optimizer. In the learning rate, we adopt the adaptive learning rate strategy, because the network loses a lot when starting training, at this time, the learning rate be set a bit larger, so that the gradient can be rapidly decreased in the process of backpropagation. As the training process continues to deepen, the learning rate decreases. In this paper, we set up three stages, the initial learning rate is 0.0001, and the learning rate is divided by 5 for each next stage. The adaptive learning rate strategy can make the weights in the network converge more quickly, so that the training time of the network is greatly shortened.
Over-fitting is easily occurred during the training of deep neural networks, so we avoid the over-fitting phenomenon by adding Early Stopping and Dropout operations. In this paper, we divide the 0.12 times of the training set into a validation set, and the verification set does not participate in the training, the network is evaluated through the validation set during training epoch. When the proof set's loss is no longer reduced five times in a row, we let the training of the network stop. Dropout lets the neurons of the full connection layer in the classifier stop working with probability P, and sets P to 0.3 in our network, which allows each participating neuron to be different.
During the training of DrtNet, the loss of the network is rapidly reduced, and the accuracy is rapidly increased. After 20 epochs of training, the loss and accuracy tend to stabilize at around 0.15, and the accuracy is oscillated around 0.978. The loss and accuracy of the validation set are shown in Fig.6 . In order to be able to see the accuracy of each category in the test set in detail, we save the output of the last layer of softmax of the classifier and plot it into a confusion array. The confusion matrix of the test set is shown in Fig.7 . Data Augmentation achieves the goal of increasing the size of the dataset by making various transformations to the image. In this paper, there are 1000 images in each category in the SDU_Terrain16 dataset. In order to increase the size of the dataset, we perform data augmentation operations on the dataset. As shown in Table 1 , increasing the size of the dataset through data enhancement can improve the accuracy of the network. In the experiment, we firstly crop the size of image to 380 * 380, adjust the color of the image, then randomly flip the image and rotate it at an arbitrary angle, and finally crop randomly image to 224 * 224. We increase the diversity of the training set by the operations of rotation, flipping, ColorJitter and Cropping, from the results in Table 1 , we find that all four operations can increase the accuracy. In index 2, rotating an image at an angle can increase the accuracy by 0.62%. In index 3, flipping the image vertically can increase the accuracy by 0.14% on the basis of index 2. Because the operations of rotation, flipping can be modeled as shooting at different angles. The four parameters in colorJitter of index 4 are brightness, contrast, saturation and hue, and the operation of ColorJitter can increase the accuracy by 0.4% on the basis of index 3. Because adjusting the color of the image can be modeled as shooting the terrain under different lighting conditions. In index 5, we randomly crop images of size 224 * 224 from the original images of size 380 * 380. It increases the accuracy by 0.27% on the basis of index 4. Because the operation of cropping effectively increases the diversity of the training set.
2) EVALUATION ON IMPACT OF DATA IMBALANCE
To verify the impact of data imbalance between categories on accuracy, we randomly select 2 categories from the 16 categories of the training set and remove different amounts of data from the two categories. The result is given as shown in Table 2 . Accuracy1 is the average accuracy of 16 categories, and Accuracy2 is the average accuracy of the two categories selected. In index 1, we remove 100 images from the two selected categories and we remove 300 images in index 2. In index 3, we remove 500 images from the two selected categories. We find from index 1, 2, 3 that data imbalance affects the final accuracy, and the more serious the data imbalance is, the lower the accuracy is.
3) PERFORMANCE COMPARISON WITH DIFFERENT NERWORKS
We verify the effectiveness of our proposed DrtNet by comparing the performance with other networks. The comparison of DrtNet and CNNS is shown in Table 3 . We selected three networks that performed very well on the ImageNet, namely VGG16 [42] , ResNet50 [36] , and InceptionV3 [43] . We use these three models to test on the SDU_Terrain16 dataset respectively, the parameter settings in these three networks are exactly the same as those of DrtNet, and data augmentation operations are also performed on the dataset during training. The specific performance comparison is shown in Table 3 , the accuracy and loss of the validation set during training are shown in Fig.8 . The VGG16 network is a simple 3 * 3 convolutional layer stack. The ResNet50 network is a stack of cross-layer connection modules and ordinary 3 * 3 convolution modules. The Inceptionv3 network is composed of 1 * 1, 3 * 3, and 5 * 5 convolutional layers in parallel. There are many 1 * 1 convolutional layers in ResNet50 and InceptionV3, which can greatly reduce the parameters of the network. The DrtNet network proposed in this paper also has a cross-layer connection and a 1 * 1 convolution layer, which makes DrtNet perform very well in terms of parameter quantity. It can be seen from Table 3 that the accuracy of DrtNet is obviously improved and the parameter quantity and the depth of network are excellent, which indicates that the performance and accuracy of DrtNet in terrain recognition are better than the current popular CNNs. Besides, the running time is related to batch_size and GPU performance. In this paper, batch_size is set to 128 and we use three 1080ti GPUs in parallel. From the results in Table 3 , DrtNet is superior to other CNN models in runtime performance.
The comparison of DrtNet and the traditional method is shown in Table 4 and Table 5 . In Table 4 , we use the CEDD (Color and Edge Directivity Descriptor) [44] to extract features and use ELM (Extreme Learning Machine) [45] , SVM (Support Vector Machine) [46] and RF (Random Forest) [47] as classifiers. The experimental results show that the effect of using RF as a classifier is slightly better than SVM and ELM. It can be seen from Table 4 that the accuracy of the traditional method is lower than DrtNet.
In Table 5 , the color and LBP features of the terrain were used in [48] and classified by ELM, and the dataset they used contained six categories, namely, Asphalt, Mulch, Grass, Mud, Sand and Gravel. In order to make the results convincing, DrtNet also is experimented on the dataset in [48] and achieved very good results. It can be seen from Table 5 that the accuracy of the traditional method is relatively low, even if the color and texture features are extracted at the same time, the accuracy is also much lower than DrtNet.
4) EVALUATION ON GTOS AND DTD DATASET
In order to verify the generalization of DrtNet, we experiment with DrtNet on two more complex datasets, GTOS [34] and DTD [29] . GTOS and DTD include 31 and 47 categories, respectively. We compare DrtNet with ResNet50, FV-CNN, Deep-TEN, and DEP. ResNet50 represents the current popular convolutional neural network, FV-CNN and Deep-TEN represent networks in which convolutional networks are concatenated with traditional texture encoders. DEP stands for a network that convolutional networks are connected in parallel with traditional texture encoders, and the expression of DEP on texture features is fundamentally different from this paper. As shown in Table 6 , we have proposed that DrtNet has higher accuracy GTOS and DTD datasets than the above methods. It indicates that DrtNet not only performs well on SDU_Terrain16 dataset, but also in other more complex datasets DrtNet Good generalization.
V. CONCLUSION
In this paper, we propose a deep residual texture network (DrtNet) for terrain recognition. We embed the texture detail layer within the residual convolution network, so that DrtNet can not only extract the spatial geometric features of the terrain image, but also extract texture detail features of the terrain image. In addition, DrtNet is an end-to-end learning network that reduces the training difficulty of the network, and the weights in the network can find the optimal value during backpropagation. In terms of dataset, we create a new dataset (SDU_Terrain16 dataset) with 16 categories of terrain. Experiments show that DrtNet has an accuracy of 97.85% in the SDU_Terrain16 dataset, the performances and accuracy of DrtNet outperforms other traditional methods and current popular deep convolutional networks. Meanwhile, DrtNet also performs well on GTOS and DTD.
There are still many problems to be solved in terrain recognition. First, SDU_Terrain16 dataset has 16 terrains, but it still cannot cover all the terrain in the real world, so we still need to constantly strive to collect and organize dataset. Secondly, it is very important to extract the texture features of terrain in terrain recognition, but there are different expressions for texture features. This paper only proposes a new expression, so we should continue to explore and find better expressions of texture features.
