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This paper presents a new and simple technique for a certain class of 
variational problems which includes many of the important problems of 
mathematical physics, e.g., the Brachistochrone, geodesics, and minimal 
surface of revolution problems. The technique uses Caratheodory’s equivalent 
problems approach but combines two equivalent problems at the same time 
to get the sufficiency and uniqueness results. It does not use any of the classical 
sufficiency conditions such as the Weierstrass condition. The equations that 
we are led to by this new approach turn out to be the Hamilton-Jacobi and 
Euler-Lagrange equations for the problem, but here we have not had to use 
any of the classical Hamilton-Jacobi theory nor derivations to get its results 
(e.g., orthogonality of the ertremals to the wave fronts) for this class of problems. 
The cases for one and rr dependent variables are presented and illustrated. 
Implications and generalizations of the method are discussed. 
1. INTRODUCTION 
Caratheodory [l] introduced the equivalent problems approach in calculus 
of variations. The idea is to find another problem which has the same solution 
as the original problem. Functions satisfying the Hamilton-Jacobi partial 
differential equation generate particularly nice equivalent problems. This 
method will be reviewed briefly. See Rund [2] for a more complete discussion 
of the classical Caratheodory-Hamilton-Jacobi theory. 
Suppose we are given a function L depending on (t, x, 2) and two points 
(a, xa), (6, xr,) in the tx plane. We are to find the curve x = x(t) joining the 
points and minimizing the functional 
][x] = Jflb L(t, x(t), k(t)) dt. (1-l) 
If 5’(t, x) is any given C* function, we define 
L*(t, x, k) = L(t, x, 2) - S,(t, x) - S,(t, x) Ji (1.2) 
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= j[x] - J-b [s,(t, x) + S,(t, x) 3f] fit. 
(1.3) 
,I 
For any function x(t), the integral in (1.3) is the line integral of S along 
x = x(t) which is path independent and reduces to 
[S(t, x(t))];‘=: = S(b, x(b)) - S(a, +)). 
This is a computable constant since the end points are known. This constant 
is the same for any path, so minimizing J*[x] is equivalent to minimizing 
J[x]. Now J* will be a “nice” equivalent problem if S is such that L* satisfies 
(i) L*(t, x, R) > 0 for all (t, X, 2) (1.4) 
and 
(ii) there exists 4(t, x) so that 
L*(t, x, c#J(~, x)) = 0 in t and x. (1.5) 
If we can find such a function S(t, s), then J* > 0 for any function x(t) 
and J*[x] = 0 iff x(t) satisfies 
hi! = $(t, x). (l-6) 
To have L* satisfy (1.4) and (I .5), L* must have a minimum at 2 = 4 and 
the minimum there must be 0. The new approach of Section 2 will 
characterize these conditions in a different way than the classical Caratheodory 
approach at this stage, which is to assume differentiability and characterize 
the minimum by 
which yields, in terms of L and S, 
aL(t, x, 3i) 
ai I = S&) x). .e=m (1.7) 
We solve this equation for 3i- = @(t, X, S,) and use this in (1.5) to obtain 
0 = L*(t, x, qt, N, S,)) 
=L(t, .T, qt, x, S,)) - s, - S,@(t, x, S,), 
(1.8) 
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which is the Hamilton-Jacobi partial differential equation. The function 
S(t, x) must satisfy this equation if L* is to satisfy (1.4) and (1.5). We find 
a solution, S(t, x), to the Hamilton-Jacobi equation and use it to determine 
a nice equivalent problem. However, before we can proceed we must check 
to see that S(t, x) makes L* satisfy (1.4) since the characterization of a zero 
minimum at C? = 4 by setting the partial derivative equal to zero also charac- 
terizes a zero maximum and a zero saddle point there. The classical sufficiency 
conditions, e.g., the Weierstrass condition, reduce to showing that L* >, 0. 
Having completed this sufficiency check, we find the solution to the original 
problem from 
ji = +(t, x) = qt, x, S,(t, x)) 
x(u) = x, ) x(b) = Xb . 
We must also check that S allows f = $(t, X) to have a solution satisfying 
the prescribed boundary conditions for the problem. 
We note that since the minimizing function, 3, makes L* = 0 we have 
J*[z] q = 0 so that I[%] = S(t, 9) 1:; i.e., the function S gives the value of J 
evaluated for the minimizing curve between the given end points. 
The classical 12 dependent variable generalization is analogous. 
The present paper utilizes the idea of equivalent problems but shows a 
different way to find the “nice” equivalent problems and thereby avoids 
having to take the partial derivative of L* to get the characterization. We are 
led directly to a partial differential equation for S without having to solve the 
implicit equation (1.7) or returning to check that L* 3 0 since this will be 
automatic. This equation turns out to be the Hamilton-Jacobi equation 
though derived from an entirely different point of view. We can thereby 
get the results of the classical theory without having to derive them in the 
classical way. The class of problems for which this new approach is valid 
will be: indicated, it will be seen to include many of the standard examples 
and important problems such as the Brachistochrone problems, the problems 
of geodesics including light rays, etc., and problems with cylindrical sym- 
metry such as the minimum surface of revolution. It will first be illustrated 
for the one dependent variable case and then for n dependent variables. The 
author first presented this material in 1972 [3]. 
2. NEW TECHNIQUE 
We first consider the one dependent variable problem 
J[x] = lab L(t, x, 4 dt, (2.1) 
subject to end point conditions 
x(a) = x,, , s(b) = Sb . 
For any S(t, x) we define, as before, 
(2.2) 
L* -L - (S, $- S$). 
We now also define 
N’ = L + (S, + S,k). 
We note that L* (and iII*) will be 20 if S is such that 
by properties of real numbers. Thus we will have nice equivalent problems 
(i.e., (1.4) and (1.5) will be satisfied) if (2.3) holds and there exists 
@(t, x, S, , S,) so that 
Note that 
L* E 0 for * = @(t, s, S, , S,). (2.4) 
L* + AP = 2L 
and 
L*M* = L’ - (S, + k&)2 
= (S, - A!q -+ [L’ - (1 + $2) (S,’ + S,2)]. 
(2.5) 
We see that sufficient conditions for (2.3) are that L(t, x, R) 3 0 and that 
the square bracket term in (2.5) is zero; i.e., 
LZ(t, x, n) = (1 + 9) (As,” + Sz2). 
Since S can depend only on t and x, these conditions are met if 
L(t, x, a) = f(t, x) (1 + .i.s)t/*, f > 0, (2.6) 
and if S(t, x) is chosen to satisfy 
S,” + s,2 = f 2. 
For such L and S we have 
(2.7) 
L*-k:II*=2L&O and L*llz* = (S,, - i$)” > 0. 
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Then L* > 0 and L* = 0 iff x(t) satisfies 
s, - ss, = 0; i.e., k = qt, x, s, ) S,) = s,/s, . (2.8) 
Therefore, for such L any S satisfying (2.7) yields a nice equivalent variational 
problem whose solution is given by any function satisfying (2.8). 
Equation (2.7) is none other than the Hamilton-Jacobi equation for this 
problem as may be seen by deriving it in the classical manner or by using the 
classical transversality condition for this type of problem. (The author thanks 
the referee for pointing out this second method of showing the equivalence.) 
The derivation of these equations here has been in an entirely different 
manner than the classical approach, and we have only had to use algebra to 
get (2.7) and (2.8). We emphasize again that for the class of functionals to 
which this method applies (see (2.6)) any solution of Eq. (2.7) makes L*M* 
reduce to a perfect square, and hence L* is the integrand of nice equivalent 
problems; i.e., we do not have to check condition (1.4) since any such S 
works. The only restriction on the choice of solutions to the Hamilton- 
Jacobi equation (2.7) now is that the solution when used in (2.8) must allow 
a solution x(t) to this equation which can meet the end point conditions (2.2). 
Equations (2.7) and (2.8) are a first-order system for S(t, x) and x(t) from 
which S(t, x) can be eliminated to give the Euler-Lagrange equation for the 
problem. This can be done by using (2.8) in (2.7) to get 
S,2( 1 $- 9) ==f” or and “!f (1 + .$2)1/" = s,. 
Then 
d 
( 
kf 
2i (1 + 9y2 1 = s,t + s,> 
Thus, the Euler-Lagrange equation for the problem is 
d 
( 
iif (t, x) 
2i (I + fy 1 = fs(t, x) (1 + kZ)1’2. (2.9) 
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Since 1 and J” each have the same solutions and any such solutions must 
satisfy (2.8), the existence and uniqueness theorems for ordinary differential 
equations give existence and uniqueness of a solution to the original problem. 
EXAMPLE. Consider the simplest geodesics problems: 
Minimize &I = j” (1 + .?)lP dt 
u 
subject to 
x(a) = x, ) x(b) = Xb . 
We define 
Then 
L* = (1 + 9)1/a - St - 3i.ss , 
Al* = (1 + z?y + s, + is, . 
L* + AZ* = 2(1 + q/* > 0, 
L*M* = (1 + 9) - (S, + ASS)* 
= (S, - ks,y + (1 + 9) [ 1 - s,* - 5&s]. 
Hence, let S(t, X) be anq’ solution to 
s,2 + s,* = 1; 
for example, 
S(t, x) = cd + (1 - ,*)1/n x, 
01 any constant satisfying OI* < 1. Then 
L* = (1 + $)I/* - (y. - (1 - c?)lP f 3 0 
and 
L* =o 
if and only if 
f = g = (1 - cv* = m. 
t a 
Then x(t) = mt + c, an arbitrary straight line. We choose m and c to satisfy 
the two end conditions. 
We now consider the n dependent variable case. Let 
J[x] = JabL(t, x1 ,..., xn , kl ,..., a,) dt, (2.10) 
x(u) = A, x(b) = B (A and B are given vectors), (2.11) 
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and define 
L*=L- &f f kiSSi ) 
i-1 1 
. 
Then 
L* + iv* = 2L, 
(2.12) 
The Lagrange identity for real numbers is 
Letting a,, = 1, b, = S, , ai = ki , bi = SZi , expression (2.12) becomes 
L*M* = f (Ssj - 3i;.SJ2 + C (fiSxj - ctjSzi)2 
i=l lQ<i+ 
(2.13) 
+ p - (1 + f %a) (St2 + f s:,)] . 
i=l id 
As in the one-variable case, we note that L* > 0 if L > 0 and the square 
bracket term in (2.13) is zero. Suppose 
L =f(t, x1 ,..., & n x > (1 + *gl fi2)li: f 3 0. (2.14) 
Then L* > 0 if S(t, x1 ,..., x,) satisfies 
s,2+f S&=f? (2.15) 
i=l 
As before, this partial differential equation may be shown to be the Hamilton- 
Jacobi. equation. For any S satisfying it, L* = 0 if and only if 
and 
S.J., - 3ijSt = 0, j - 1, 2,..., n (2.16) 
&SXj - 3ijSZi = 0, 1 <i<j<n. (2.17) 
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Equations (2.17) are redundant since they are already implied by Eqs. (2.16). 
Using an S from (2. IS), Eqs. (2.16) are the Euler-Lagrange equations for the 
problem. 
As in the one dependent variable case above, S(t, ,vj can be eliminated from 
the n + I equations (2. I5), (2.16) by using (2.16) in (2.15) to give 
Then 
q(1 + 1 kjy = .a$st = S,! 
j 
and 
Hence, the Euler-Lagrange equations for the problem are 
f [&j(l + 1 kj2)-li2] =fs, (1 + c b+;)l”, i = 1, 2,..., II. (2.18) 
3 i 
As in the one-variable case, we see that for any S(t, x1 ,..., x,) satisfying 
(2.15) the equivalent problem is nice since L* > 0, so (1.4) is automatically 
satisfied without using any of the classical sufficiency conditions. We have 
obtained the desired results without having to use any of the classical 
Hamilton-Jacobi theory. Also, we note that anq’ solution to the Hamilton- 
Jacobi equation provides us with a nice equivalent problem and we need only 
check that this function allows the sohrtion xl(t),..., .x,(t) to system (2.16) to 
satisfy the boundary conditions (2.11). 
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3. DISCUSSION, IMPLICATIONS, AND SPECIAL CASES 
The new technique described in the last section is valid for any problem 
where the functional is of the form 
J[x] = Jabf(t, x1 ,..., x,J (1 + $ kj2)ljt dt, f 3 0. (3.1) 
By using only algebra we saw that any function S(t, X) satisfying 
s,2 + i SZi =f” 
i=l 
(34 
leads to an equivalent variational problem whose solution is given by 
SZi - 3iist = 0, i = 1, 2 ,..., n. (3.3) 
The theorems for existence and uniqueness of solutions to ordinary differ- 
ential equations now provide existence and uniqueness results for the 
variational problem. The only restriction on the solution to (3.2) is that it 
must allow the solution to (3.3) to satisfy the prescribed boundary conditions. 
We saw that there was no need to verify that the integrand of the equivalent 
problem satisfied L* > 0 since L*M* reduced to a perfect square. In this 
approach we did not have to set any partial derivatives equal to zero to 
characterize the minimum nor did we have to solve any implicit equations to 
arrive at the Euler equations. 
It is easy to see from (3.2) and (3.3) that S(t, x1 ,..., xn) = c describes the 
“wave front” for the problem since 
‘cs = (S, , s,. (..., Sr,) = (S, ) i$, )..., &&) 
= S,(l, k, ,...) in) 
and (l? 2, ,..., 3in) is a vector tangent to an extremal. Thus the solution curve 
x(t) crosses the surfaces S(t, L-C) = c orthogonally. The different possible 
equivalent problems correspond to embedding the original problem in 
different fields. 
In this new method we have combined two related equivalent problems: 
L* using S(t, x), and M* using -S(t, x). Because S and its partials occur 
quadratically in (3.2), the generating functions for each of these equivalent 
problems satisfy the same Hamilton-Jacobi equation and the minus sign 
cancels out in (3.3). The two equivalent problems which we combined 
together correspond geometrically to starting at opposite ends of the solution 
curve. 
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The following are examples of problems which are solved by this new 
technique. 
a. Geodesics 
J[.y] = fb (1 + c @)r,., dt. 
‘Cl i 
Hamilton-Jacobi equation: 
s,’ + c SZi = 1. 
2 
Euler-Lagrange equations: 
-&(l +p+l’z] =o, i-l,2 ,..., n. 
j 
b. Brachistochrone 
J[x] = J” (!gy” at. 
a 
Hamilton- Jacobi equation: 
s,2 + s,2 = J- . 
ax 
Euler-Lagrange equation: 
d 
27 (2gx)‘/’ (F + .@)1/2 = ( ) - * (I + k2)1’2. 
c. Light Rays 
J[x] = Jab & (1 + f2Y2 dt, 
where c(t, x) describes the light velocity in an inhomogeneous two-dimen- 
sional medium. 
Hamilton-Jacobi equation: 
St2 + s,2 = --L . 
c(t, 4” 
Euler-Lagrange equation: 
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d. Minimal Surface of Revolution 
J[x] = s.” 277X(1 + *“2)1/s dt. 
Hamilton- Jacobi equation: 
s,2 + s 5 2 = 4772x2. 
Euler-Lagrange equation: 
d 
( 
XJi 
dt (1 + k2)lj2 ) 
= (1 + q/2. 
4. SUMMARY AND POSSIBLE GENERALIZATIONS 
We have presented a new and simple technique for minimization for a 
certain class of variational problems which includes many of the important 
problems of mathematical physics. The technique uses Caratheodory’s 
equivalent problems approach but obtains the Hamilton-Jacobi and Euler- 
Lagrange equations in a simpler manner and does not require any of the 
classical theory or sufficiency conditions. 
The author has obtained a multiple integral generalization of this technique 
which will appear later. Other possible generalizations include ideas such as 
investigating whether other combinations of equivalent problems can be used 
to guarantee L* > 0 and whether this technique can be extended to optimal 
control problems as in [4]. An additional area of investigation comes from 
noting that expression (2.13) shows that L* > 0 whenever S(t, x1 ,..., x,) 
satisfies 
St2 + 1 szi <f 2, 
a Hamilton-Jacobi partial differential inequality. This has some interesting 
implications for obtaining approximations to the solution and lower bounds 
on the functional. The author has already begun further investigations in 
these areas [5]. 
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