Abstract
Introduction
The selection algorithm has been developed to ease the distributed database operation and peer-to-peer computing. It is an algorithm that deals with the problem of selecting k th smallest key out of a group of keys which are distributed almost evenly in the distributed environment or peer-to-peer environment. It also can be applied to select the closest server. Selection operations are needed in some distributed sorting algorithms ( [4] , [8] , [23] , [10] , [12] , [13] ). In these distributed sorting algorithms, it is necessary to find the n/i th keys (where i = 1, 2, …, p -1; n is size and p is the number of computers involved). A file, F with n records which distributed in a few sites and all this records are totally ordered and design resolution algorithms, which minimize the amount of communication activity rather than the amount of processing activity has been examined in [19] . Different solutions and bounds exist for the distributed selection problem in the point-to-point network depending on the topology of the network ( [5] , [14] , [22] ). The sampling techniques are used in designing the distributed algorithms [16] .. Some distributed algorithms ( [20] , [18] , [8] ) were suitable for the intranet environment. Wei [24] has developed an efficient selection and sorting schemes for processing large files distributed over a network.
Many other distributed selection algorithms have been developed for various purposes based on different topologies and assumption. Rodeh [17] presented an algorithm for the case where two computers are connected together. Shen [21] presented his algorithm on hypercube and Hao et al. [7] presented an algorithm on mesh. Aggrawal et al.
[1] presented a selection algorithm for Pyramid.
In 2003, Wu et al. [25] have designed a fast and scalable parallel algorithms for selection and median filtering. It is the most time efficient algorithm, especially compared to the algorithms by Han et. al. [15] and Pan [6] . Alexandros et. al. [2] presented a randomized selection algorithm whose performance is analyzed in an architecture independent way on the bulk-synchronous parallel (BSP) model of computation. Bader (2005) presents an efficient randomized highlevel parallel algorithm (Fast and UltraFast) and solves the general selection problem that requires the determination of the element of rank k.
Loo et al. [11] presented a statistical selection algorithm, which are designed to select k th smallest key from a very large file distributed over many computers. This algorithm aims to minimize the number of communication messages necessary to the selection problem. The complexity analysis based on the number of messages needed is done to compare this algorithm with the previous algorithm ( [8] , [18] ).
Loo [9] presents an efficient distributed multiple selection algorithm designed to select multiple keys simultaneously from different data sets which are distributed among many computers in a peer-to-peer system and aims to reduce the number of communication messages. It is an extension work by Loo et. al. [11] . All computers involved are treated equally. It also aims to reduce the number of messages while changing the previous single selection algorithm to multiple selection algorithm.
This research work will be based on the work by Loo et al., [9] which is currently the best multiple selection algorithm in the peer-to-peer environment. This work revisits the algorithm and its performance presented by [9] . A simulation is set up to reimplement the algorithm and to measure it based on the performance parameter selected.
The Simulation Environment
First, this is a discrete event simulation, where all event are discrete and run in sequence and controlled by a clock. This clock is work based on the event and not the computer actual time. The simulation is written in Java language.
The simulation will setup a peer-to-peer environment where the peers are connected by a single broadcast channel. A large file is physically distributed among all the participants uniformly. In this case, each participant will generate a group of keys randomly and store in their local file. The file size of each of this participant is almost the same size. These keys are generated based on the language built-in random number generator which follows a known distribution, namely uniform distribution and sorted in ascending order.
The distributed system model used in this work is as follows:
• All computers are connected by broadcast/multicast facilities.
• A large file with n records are approximately distributed uniformly among p computers (which is n/p records for each computer).
• No computer has enough resources to collect all records and select the key from the file locally.
• X(i, k) is denoted as the key k in computer i.
The keys are in the following order:
• There is no particular sequence for any two keys.
• The keys follow a known distribution, that is uniform distribution.
The algorithm that implemented in the simulation is based on exactly the work by [9] . This algorithm is aims to select multiple of keys with different specified rank with the minimum number of messages and minimum number of rounds. The file size that involved in this simulation ranges from 10 million to 100 million. The number of computers involved in this simulation ranges from 10 nodes to 40 nodes.
Each computer generates a set of random integer keys and stores in the local file. Then, the algorithm starts by sending messages between the computers and the pivot among the others. The global rank for each of these pivots will be calculated by collecting the information received from all other computers. If the global rank is equal to the target rank, then the key is found.
The number of messages needed and the number of rounds needed in this simulation is recorded and compare to the author's result and its theoretical upper bound. The result is then verified from this comparison.
Distributed Selection Algorithm
The following distributed selection algorithm is based on the work from [9] . This algorithm was derived from a single selection algorithm in [11] . The single selection algorithm aims to reduce the number of messages needed to complete the whole selection process. The objective of this algorithm is to select one key (with specified rank) from a large file distributed almost evenly in different computers. The current problem in the multiple selection algorithm is to select multiple keys at the same time. This algorithm consider a special case which is finding p -1 keys, with their ranks are n/p, n/2p, … (p-1)n/p in a system with n records and p computers.
The process of the selection is divided into a few phase. (a) Phase 1:
All computers will send the maximum and the minimum keys in their local file to the coordinator. The coordinator will calculate the initial p -1 delimiters' values and send it back to each computer. The calculation of delimiter is given by the following equation:
(1) Upon receiving the delimiter from the coordinator, the computers will generate p -1 pivots each. Pivot i,j is the greatest value which is less than or equal to the delimiter j , where i is the computer number. (b) Phase 2:
There are two roles played by the computers simultaneously. When the computer receives the other computers' pivot, the receiver will calculate the rank for these pivots and send it back to the sender. Rank is the number of keys which are less than the pivot in the local file. The computers will broadcast these ranks sequentially to the sender.
Beside the rank calculating role, the computers also possess the pivot calculating role. Each computer will receive the ranks for its current pivot from all other computers. Based on this information, the computer can calculate the global rank for its own pivots by adding up all these ranks and the pivot's local rank, which is given by the following equation:
where [ , ] R i j is the rank of Pivot i,j in computer i.
If the global rank is equal to the target rank, then, the target key is found and the selection process is completed. If the global rank is not equal to the target rank, this means that the current pivot is not the target key. The local file will be divided into two sub-files. The first sub-file contains all keys which are smaller or equal to 
The smallest key in the remaining sub-file which is greater or equal to the NP will be selected as the next pivot.
The upper bound for the total number of messages is 2 2 2 log log log 1 e n p p e
The upper bound for the total number of rounds is 2 2 2 log log log 1 e n p e
The Number of Messages Needed
As stated in the above section, the number of messages needed is referring to the number of communication messages between the computers to complete the whole selection process. In each round, one message will be sent by the computer. This message will include the pivots for all the selections, the ranks for all the pivots that it received from other participants. In figure 1 , the number of messages needed in the simulation with uniform distribution is shown. The graph shows that the number of messages needed is lower than the theoretical upper bound messages needed. This show that the number of messages produced by the simulation is valid as it is lower than the upper bound messages needed. Figure 2 shows the number of messages needed. The pattern of the graph from the simulation is matched with the benchmark paper. As the number of nodes increased from 10 nodes to 40 nodes, the number of messages needed is also increased from approximately from 50 messages to 220 messages. This is because when more nodes involved, more keys will be generated in the local file and global file. More messages are needed to find the target keys in the local file with increasing file size. In both graphs (the simulation and [9] ), the graph for the number of messages is very close to the upper bound and the range of values is almost the same comparing to the benchmark paper and the simulation.
The Number of rounds needed
As stated in the above section, one round is the interval needed that started from the moment when the first node has sent its message until the last node has sent its message. Thus, the number of rounds needed is directly proportional with the number of messages needed. In figure 3 , the number of rounds needed that obtained from the simulation is shown. The graph shows that the number of rounds needed is lower than the theoretical upper bound rounds needed. This show that the number of rounds produced by the simulation is valid since it is lower than the theoretical upper bound. Figure 4 shows the graph for number of rounds needed for the uniform distribution obtained from [9] . From the graph, the number of rounds needed is almost the same when the number of nodes increased. This is because the number of messages sent in one round is increased with more pivots can be examined. Although the file size has been increased, but the effect has been neutralized with more pivots sent and examined in one round. This results that the number of rounds needed to find a target key successfully is almost the same. The graph from the simulation shows that the number of rounds needed is in the range of 5.5 to 6 rounds. This is also the same for the result obtained from [9] as shown in figure 4 . This shows that the result obtained from the simulation is almost the same with the result obtained from the work by Loo [9] and this conclude that the simulation is valid as the result is almost the same and within the specified range.
Conclusion
The simulation has implemented successfully the work by Loo [9] on statistical selection algorithm in peer-to-peer system. The performance measure that based on the number of messages and the number of rounds needed obtained from the simulation is almost the same with [9] . More problems of the algorithm can be found from the simulation and suggested improvement can be done on this simulation as it is equivalent to [9] . Of course, to obtain a more accurate result, the implementation of this work in the real environment with LAN infrastructure is still needed. Further research can be done by examine the data with other distribution like normal distribution.
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