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Noncausal FIR Zames-Falb Multiplier Search for
Exponential Convergence Rate
Jingfan Zhang, Peter Seiler and Joaquin Carrasco
Abstract—In the existing literature, there are two approaches
to estimate tighter bounds of the exponential convergence rate
of stable Lur’e systems. On one hand, the classical integral
quadratic constraint (IQC) framework can be applied under
loop-transformation, so the stability of the new loop implies the
convergence of the original loop. On the other hand, it is possible
to modify the IQC framework, the so-called ρ-IQC framework,
in such a way that the convergence rate is directly obtained over
the original loop. In this technical note, we extend the literature
results from the search for a causal finite impulse response (FIR)
Zames-Falb multiplier to the noncausal case. We show that the
multipliers by the two approaches are equivalent by a change
of variable. However, the factorisation of the Zames-Falb ρ-
IQC is restricted compared to the Zames-Falb IQC, so a unified
factorisation is proposed. Finally, numerical examples illustrate
that noncausal multipliers lead to less-conservative results.
Index Terms—Exponential convergence rate; Zames-Falb mul-
tipliers; integral quadratic constraint.
I. INTRODUCTION
A classical topic in control theory is the Lur’e problem
[1], which concerns the stability of a feedback intercon-
nection between a linear time-invariant (LTI) system G and
any nonlinearity or uncertainty ∆ within some classes (see
Fig. 11). The stability of Lur’e systems is mainly studied with
two different techniques: Lyapnov stability and input-output
stability. Lyapnov stability is based on internal state variables
of the unforced system, while input-output stability studies the
input-output mapping of the forced system. These two methods
are closely related, and sometimes equivalent [3], [4].
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Fig. 1: The Lur’e system
The input-output approach splits the stability problem into
two steps. Firstly, we need to find a class of LTI systems
referred to as multipliers, preserving some properties of the
set of nonlinearities ∆. Secondly, we search for a suitable
multiplier within the developed class of multipliers for the
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1The Lur’e system or Lur’e problem is originally defined for unforced
systems, but it is relaxed to forced systems [2].
LTI system G. As a result, the stability of the nonlinear system
is translated into an LTI design problem. The nonlinearity ∆
is a slope-restricted nonlinearity, where the class of Zames-
Falb multipliers M , defined in both continuous-time [5] and
discrete-time [6] (see [7] for a tutorial), is the widest class of
LTI multipliers preserving the positivity of the nonlinearity.
Note that some other multipliers are phase equivalent to
corresponding Zames-Falb multipliers [8]. Then the absolute
stability problem is reduced to a search of M ∈M such that
Re{M(z)(1+KG(z))}< 0 ∀|z|= 1, (1)
where K is the maximum slope of the nonlinearity. This
condition can be expressed equivalently in the IQC framework
[9], where the frequency domain condition can be converted to
computable linear matrix inequalities (LMIs) by the Kalman-
Yakubovich-Popov (KYP) lemma [10]. In discrete-time, the
search over FIR Zames-Falb multipliers proposed in [11], [12]
provides the less conservative absolute stability results in the
literature.
Recently, the analysis of the convergence rates of the Lur’e
system has attracted much attention. First-order optimisation
algorithms, such as gradient decent method and Nesterov
method, are written as Lur’e systems [13]. Specially, a strongly
convex function converges to the optimal point exponentially
with a rate ρ (0 < ρ < 1) with first-order optimisation algo-
rithms, which can be considered as the equilibrium point of
the corresponding Lur’e system. Less-conservative results are
obtained in optimisation [14]–[16] and control [17].
The convergence analysis of Lur’e systems has been pre-
sented in two different but equivalent frameworks:
• On the one hand, in [18], the (time domain) IQCs
are constructed for the scaled uncertainty ∆ρ , and the
corresponding exponential stability condition is to search
for a multiplier that belongs to a suitable subset of M ,
such that
Re{M(z)(1+KGρ(z))}< 0 ∀|z|= 1, (2)
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Fig. 2: The scaled system in [18]
where the multiplier is in the same form of original FIR
Zames-Falb multipliers, while the ℓ1-norm condition is
penalised with ρ .
• On the other hand, in [19]–[21], the (frequency domain)
ρ-IQCs are constructed for the original uncertainty ∆,
and the exponential stability condition is to search for a
multiplier that also belongs to a subset of M , such that
Re{M(ρz)(1+KG(ρz))}< 0 ∀|z|= 1, (3)
where the multiplier is constructed from the original FIR
Zames-Falb multiplier M(z) by replacing z by ρz, and the
ℓ1-norm condition is also penalised with ρ .
In both approaches, sound analysis on the causal FIR
Zames-Falb multipliers are provided in the literature above.
On contrast, the noncausal FIR Zames-Falb multiplier in the
form M(ρz) is studied in [21], where its modified ℓ1-norm
condition is proved, but details to obtain the stability LMI are
not given.
In this technical note, we are concerned with the technique
to apply noncausal FIR Zames-Falb multipliers in [11], [12] to
estimate exponential convergence rates, and especially focus
on the factorisations. The main contribution of this technical
note is the development of suitable factorizations for both
approaches when noncausal Zames-Falb multipliers are used.
In Section III, the time domain Zames-Falb IQC with causal
multipliers in [18] for continuous time system is extended to
frequency domain with noncausal multipliers for discrete time
system. Meanwhile, in Section IV, we provide a factorisation
by lifting [22] as an unified structure for causal, anticausal and
noncausal FIR Zames-Falb multipliers in both the IQC and ρ-
IQC frameworks. Then, the validity of different factorisations
are discussed, which completes the results in [19]–[21]. Fur-
thermore, we show that the multipliers M(z) in (2) and M(ρz)
in (3) are equivalent by variable conversion, and lead to similar
results in numerical examples in Section V.
II. NOTATIONS AND PRELIMINARY RESULTS
Some of the notations and definitions are summarised from
[13], [18]–[20], which are repeated here for completeness.
A. Notations and Lur’e systems
Let Z and Z+ be the set of integer numbers and positive
integer numbers including zero, respectively. The notations R
and R+ are defined in the same way for real numbers. And
let C be the set of complex numbers. Let ℓ be the space of
all real-valued sequences h : Z+ 7→ R. Let ℓ2 be the space of
real-valued square-summable sequences h : Z+ 7→ R. For any
ρ ∈ [0,1], we will say that h ∈ ℓ
ρ
2 if the sequence {ρ
−khk}
∞
k=0
belongs to ℓ2. Finally, for absolute-summable sequences h :
Z+ 7→R, we define ‖h‖1 = ∑
∞
k=−∞ |hk|.
Let RH∞ and RL∞ be the space consisting of proper
real rational transfer functions G: G ∈ RH∞ has all poles
inside the open unit disk in the complex plane; G ∈ RL∞
has no pole on the unit disk. With the minimal state-space
realisation, the transfer function is G(z) =C(zI−A)−1B+D,
or G∼
[
A B; C D
]
in short. The expression G∗(z) denotes the
complex conjugate transpose of G(z) at |z| = 1, i.e. G∗(z) =
GT
(
1
z
)
, where the superscript T indicates the transpose. More-
over, if a parameter ρ is involved in the variable, the complex
conjugate transpose can be expressed as G∗(ρ ,z) =GT
(
ρ , 1
z
)
.
A nonlinear operator ∆ : ℓ(Z+) 7→ ℓ(Z+) is said to be
memoryless if there exists a map N : R → R such that
(∆υ)k = N(υk), ∀k ∈ Z. Assume that ∆(0) = 0. The memo-
ryless uncertainty ∆ is said to be (sector) bounded, denoted
by ∆ ∈ [k,k] (0≤ k < k < ∞), if kx≤ N(x) ≤ kx,∀x ∈ R. The
uncertainty ∆ is said to be slope-restricted, denoted by ∆ ∈
S[k,k], if k(x1− x2)≤ N(x1)−N(x2)≤ k(x1− x2),∀x1,x2 ∈ R
and x1 6= x2. The slope-restricted uncertainty is also sector
bounded, but the reverse is not. Finally, the uncertainty ∆ is
said to be odd if ∆(−x) =−∆(x), ∀x ∈R.
Consider the Lur’e system in Figure 1. It is expressed as
v= f +Gw, w= g+∆v.
The feedback interconnection is well-posed if the inverse
map (v,w) 7→ (g, f ) is causal in ℓ.
Definition 1: The feedback interconnection in Fig. 1 is ℓ2-
stable if it is well-posed, and the signals (v,w) ∈ ℓ2 for any
(g, f ) ∈ ℓ2.
Definition 2: The feedback interconnection in Fig. 1 is
globally exponentially stable with convergence rate ρ if there
exists some ρ ∈ (0,1) and c > 0 such that when g = 0 and
f = 0,
‖xk‖ ≤ cρ
k‖x0‖ ∀k≥ 0, ∀x0 ∈ R
n. (4)
Henceforth, the infimum convergence rate of the feedback
interconnection in Fig. 1 is referred to as ρ{G,∆}.
Remark 1: Condition (4) is equivalent to the fact that the
state xk of G converges to zero exponentially with the rate ρ ,
i.e. xkρ
−k → 0 as k→ ∞.
As mentioned in the introduction, ℓ2-stability is an input-
output relation, while exponential stability is an internal rela-
tion. Therefore, it is not trivial to restate exponential stability
in an input-output manner.
Definition 3: The feedback interconnection in Fig. 1 is ℓ
ρ
2 -
stable if it is well-posed, and the signals (v,w) ∈ ℓ
ρ
2 for any
(g, f ) ∈ ℓ
ρ
2 .
Theorem 1: For the Lur’e system in Fig. 1, assume G is
controllable and observable, and ∆ is memoryless and slope-
restricted. The unforced system is globally exponentially stable
with rate ρ if and only if the forced system is ℓ
ρ
2 -stable.
Proof: The sufficiency can be proved in a similar way
with Proposition 5 in [19], [20], and the necessity is proved
in outline in Appendix A.
B. Kalman conjecture for convergence analysis
The Kalman conjecture is a necessary and sufficient condi-
tion for stability when it is true, which is stated below.
Definition 4 (Nyquist value, KN): The Nyquist value of a
stable transfer function G(z) is
KN = sup
K
{K > 0 : (1− τKG(z))−1 is stable ∀τ ∈ [0,1]}.
Conjecture 1 (Kalman conjecture [23]): Let ∆ be memory-
less, and ∆ ∈ S[0,K]. The feedback interconnection between
G and ∆ is asymptotically stable if and only if K < KN .
We can translate the above definition and conjecture into the
convergence analysis. Let us define the absolute convergence
rate of the class of systems defined by the Lur’e system as
follows
ρ∗{G,K} = sup
∆∈S[0,K]
{ρ{G,∆}} (5)
where K < KN . A lower bound of the ρ
∗
{G,K} is given by
ρ∗{G,K} = max
τ∈[0,1]
{∣∣∣∣eig
(
G
1− τKG
)∣∣∣∣
}
. (6)
In some instances, this lower bound is referred to as the
theoretical value. The Kalman conjecture can be restated using
the convergence rates defined in (5) and (6) as follows.
Conjecture 2 (Kalman conjecture for convergence analysis):
For any stable G, let ∆ ∈ S[0,K] with K < KN , then
ρ∗{G,K} = ρ
∗
{G,K}. (7)
C. Estimation of upper bound of ρ∗{G,K}
In the last years, Zames-Falb multipliers have been used
to estimate an upper bound of ρ∗{G,K}, denoted by ρ
∗
{G,K}. As
mentioned in the introduction, there are two approaches based
on the relation below.
Theorem 2 ( [18]–[20]): The system in Fig. 1 is well-
posed if and only if the scaled system in Fig. 2 is well-posed.
Furthermore, the system in Fig. 1 is ℓ
ρ
2 -stable if and only if
the scaled system in Fig. 2 is ℓ2-stable.
The two approaches to estimate ρ∗{G,K} are reviewed in the
following parts.
1) Analysis in IQC framework: In this approach, ℓ
ρ
2 stabil-
ity of the system in Fig. 1 is studied by ℓ2 stability of the
scaled system in Fig. 2, where an IQC is constructed for the
scaled uncertainty ∆ρ at first.
Definition 5 (IQC [9]): Let Π(z) be a Hermitian (self-
adjoint) bounded measurable operator. Then, for a bounded
and causal operator ∆ρ : ℓ 7→ ℓ, it is said to satisfy the IQC
defined by Π, if for all v ∈ ℓ2∫
|z|=1
[
vˆ(z)
∆̂ρv(z)
]∗
Π(z)
[
vˆ(z)
∆̂ρv(z)
]
dz≥ 0, (8)
where vˆ and ∆̂ρv denote the z-transform of v and ∆ρv respec-
tively.
Theorem 3 ( [9]): For the system in Fig. 2, let Gρ(z) ≡
G(ρz) ∈RH∞, and ∆ρ be a causal bounded operator. Assume
that ∀τ ∈ [0,1],
1) the feedback interconnection between Gρ and τ∆ρ is
well-posed;
2) the operator τ∆ρ satisfies the IQC defined by Π;
3) there exists ε > 0, such that[
Gρ(z)
I
]∗
Π(z)
[
Gρ(z)
I
]
≤−εI, ∀|z|= 1. (9)
Then, the system in Fig.2 is ℓ2-stable, thus the system in Fig.1
is ℓ
ρ
2 -stable.
In order to make the frequency domain inequality (FDI)
(9) computable, the Kalman-Yakubovich-Popov (KYP) lemma
should be applied.
Lemma 1 (KYP lemma [10]): Given A ∈ Rn×n, B ∈ Rn×m,
Kp = K
T
p ∈ R
(n+m)×(n+m), with det(zI−A) 6= 0 for all |z|= 1,
where the pair (A,B) are controllable, the following statements
are equivalent:
1) For all |z|= 1,[
(zI−A)−1B
I
]∗
Kp
[
(zI−A)−1B
I
]
≤ 0.
2) There is a symmetric matrix P ∈ Rn×n and[
ATPA−P ATPB
BTPA BTPB
]
+Kp ≤ 0.
Generally, the IQC multiplier Π is dynamic, and can be
factorised as below.
Definition 6 ( [24]): Any Π(z) ∈ RL∞ has nonunique
factorisations (Ψ,Kp) in the form
Π(z) = Ψ∗(z)KpΨ(z), (10)
where Kp =K
T
p is constant, and Ψ is a stable LTI system with
the state-space representation
Ψ(z)∼
[
AΨ BΨ1 BΨ2
CΨ DΨ1 DΨ2
]
. (11)
Notice that when G(z) ∼
[
A B; C D
]
, Gρ(z) ≡ G(ρz) ∼[
ρ−1A ρ−1B; C D
]
. Next, substitute (10) into (9), and apply
the KYP lemma, the well-known stability LMI is applied to
the scaled system.
Corollary 1: The FDI (9) is equivalent to the existence of
P= PT such that[
AˆTPAˆ−P AˆTPBˆ
BˆTPAˆ BˆTPBˆ
]
+
[
CˆT
DˆT
]
Kp
[
Cˆ Dˆ
]
< 0, (12)
where Ψ
[
Gρ
I
]
∼
[
Aˆ Bˆ
Cˆ Dˆ
]
, and Aˆ =
[
ρ−1A 0
BΨ1C AΨ
]
, Bˆ =[
ρ−1B
BΨ2 +BΨ1D
]
, Cˆ =
[
DΨ1C CΨ
]
, Dˆ= DΨ2 +DΨ1D.
2) Analysis in ρ-IQC framework: In this approach, ℓ
ρ
2
stability of the system in Fig. 1 is studied by scaling signals,
where a ρ-IQC is defined for the original uncertainty ∆ at first.
Definition 7 (ρ-IQC [19], [20]): Let Π(ρ ,z) be a Hermitian
(self-adjoint, i.e. Π(ρ ,z) = Π∗(ρ ,z) = ΠT (ρ ,z−1)) bounded
measurable operator. Then, for a bounded and causal operator
∆ : ℓ 7→ ℓ, it is said to satisfy the ρ-IQC defined by Π, if for
all y2 ∈ ℓ
ρ
2∫
|z|=1
[
ŷ2(ρ ,z)
∆̂y2(ρ ,z)
]∗
Π(ρ ,z)
[
ŷ2(ρ ,z)
∆̂y2(ρ ,z)
]
dz≥ 0, (13)
where ŷ2(ρ ,z)≡ ŷ2(ρz) and ∆̂y2(ρ ,z)≡ ∆̂y2(ρz).
Remark 2: According to the signal relations in the proof
of Theorem 2, (8) holds if and only if (13) holds, which
implies Π(z) and Π(ρ ,z) are equivalent. It will be shown by
the Zames-Falb IQC and ρ-IQC in Section III and IV.
Theorem 4 ( [19], [20]): Fix ρ ∈ (0,1). For the Lur’e system
in Fig. 1, let G(ρ ,z)≡G(ρz) ∈RH∞, and ρ− ◦ (∆◦ρ+)≡ ∆ρ
be a causal bounded operator. Assume that ∀τ ∈ [0,1],
1) the feedback interconnection between G and τ∆ is well-
posed;
2) the operator τ∆ satisfies the ρ-IQC defined by Π;
3) there exists ε > 0, such that[
G(ρ ,z)
I
]∗
Π(ρ ,z)
[
G(ρ ,z)
I
]
≤−εI,∀|z|= 1. (14)
Then, the system in Fig.1 is ℓ
ρ
2 -stable.
Similarly, (14) can be converted to the stability LMI after
the factorisation of Π(ρ ,z) as defined below.
Definition 8: Any Π(ρ ,z) ∈ RL∞ has nonunique factorisa-
tions (Ψ,Kp) in the form
Π(ρ ,z) = Ψ∗(ρ ,z)KpΨ(ρ ,z), (15)
where Kp =K
T
p is constant, and Ψ(ρ ,z) is a stable LTI system
with the variable z and the parameter ρ .
Particularly, when the multiplier used in the ρ-IQC is causal,
Ψ(ρ ,z) = Ψ(ρz) is valid. Additionally, when (11) holds,
Ψ(ρ ,z)∼
[
ρ−1AΨ ρ
−1BΨ1 ρ
−1BΨ2
CΨ DΨ1 DΨ2
]
. (16)
Therefore, Ψ(ρ ,z)
[
G(ρ ,z)
I
]
∼
[
ρ−1Aˆ ρ−1Bˆ
Cˆ Dˆ
]
, and the
LMI can be further simplified to the form in [13], [19], [20]:
∃P= PT , such that[
AˆTPAˆ−ρ2P AˆTPBˆ
BˆTPAˆ BˆTPBˆ
]
+
[
CˆT
DˆT
]
Kp
[
Cˆ Dˆ
]
< 0. (17)
Remark 3: In the conventional IQC framework, the variable
is z only, and the analysis is conducted on the circle |z| = 1
in the complex plane. However, in the ρ-IQC framework, the
variables are ρ and z, such as ρz and zρ . Then, when the
complex conjugate is used, the analysis is conducted on both
circles |z|= ρ and |z|= 1ρ , as shown in Fig. 3.
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Fig. 3: Analysis on the circles with radii ρ and 1/ρ
D. Zames-Falb IQC with FIR multipliers
In this part, the structure of the Zames-Falb IQC for the
class of slope-restricted uncertainties is introduced. Then, three
factorisations with FIR multipliers are provided.
Theorem 5 (Zames-Falb IQC [25]): Assume the uncertainty
∆ is static and ∆ ∈ S[0,K]. It satisfies the Zames-Falb IQC
defined by Π as
Π(z) =
[
0 KM∗(z)
KM(z) −(M(z)+M∗(z))
]
. (18)
Here, we focus on the noncausal FIR Zames-Falb multiplier
proposed in [11],
M(z) =−h−nbz
−nb −·· ·− h−1z
−1+ h0− h1z
1−·· ·− hn f z
n f ,
(19)
where the causal part is with the backward-shift operator z−ib
(ib = 1,2, · · · ,nb), and the anticausal part is with the forward-
shift operator zi f (i f = 1,2, · · · ,n f ). In addition, hi f > 0 and
h−ib > 0, or ∆ is odd. The ℓ1-norm condition of M(z) is
nb
∑
ib=1
|h−ib |+
n f
∑
i f=1
|hi f |< h0, (20)
where we can set h0 = 1 without loss of generality.
A standard factorisation of (18) used in previous literature,
such as [13], [19], is (10) with
Ψ1(z) =
[
KM(z) −M(z)
0 1
]
, Kp,1 =
[
0 1
1 0
]
, (21)
where M(z) must be causal to keep Ψ1(z) stable, so it needs
further factorisation for noncausal multipliers. The state-space
representation of Ψ1(z) with causal Zames-Falb multipliers is
given in [13].
Moreover, the factorisation method called “lifting factorisa-
tion” is available, which can be treated as the discrete time
counterpart of the factorisation for general continuous time
multipliers in [26]. One possible lifting factorisation is with
Ψ2(z)=


1 0
Z−i 0
0 1
0 Z−i

 ,Kp,2 =


0 0 Kh0 Kh
T
i
0 0 Kh−i 0
Kh0 Kh
T
−i −2h0 −h
T
−i−h
T
i
Khi 0 −h−i−hi 0

 ,
(22)
where Ψ2(z) is called ”lifting matrix”, whose state-space
representation is provided in Appendix B. Particularly, the
causal and the anticausal parts in (19) must have the same
step with this factorisation, i.e. nb = n f = nz. Addition-
ally, Z−i = [z−1 z−2 · · · z−nz ]T ; hi = [h1 h2 · · · hnz ]
T , h−i =
[h−1 h−2 · · · h−nz ]
T . Moreover, causal multipliers are obtained
with hi = 0; anticausal multipliers are obtained with h−i = 0.
Notice that the causal part and anticausal part share the same
base
[
1
Z−i
]
in Ψ2(z), so we say they are coupled.
Henceforth, we use the notations 0 for zero matrices in some
proper dimensions, and I (n) for the n× n identity matrix.
Finally, another lifting factorisation is defined in (23) on
the next page. In this factorisation, the definitions of matrices
are similar with (22) but with possibly different values of nb
and n f . Similarly, hi f = 0 for causal multipliers; h−ib = 0 for
anticausal multipliers. Especially, as illustrated in the lifting
matrix Ψ3(z), the bases of the causal part and anticausal
part are separated, which brings the flexibility to construct
asymmetric noncausal multipliers. We say the causal and
anticausal parts are decoupled.
In the following sections III and IV, the validity of these
three factorisations will be discussed in IQC and ρ-IQC
frameworks respectively. In addition, the multipliers M(z) in
(2) and M(ρz) in (3) will be shown equivalent.
Ψ3(z) =


1 0
Z−ib 0
0 1
0 Z−ib
1 0
Z−i f 0
0 1
0 Z−i f


, Kp,3 =


0 0 Kh0/2 0 0 0 0 0
0 0 Kh−ib 0 0 0 0 0
Kh0/2 Kh
T
−ib
−h0 −h
T
−ib
0 0 0 0
0 0 −h−ib 0 0 0 0 0
0 0 0 0 0 0 Kh0/2 Kh
T
i f
0 0 0 0 0 0 0 0
0 0 0 0 Kh0/2 0 −h0 −h
T
i f
0 0 0 0 Khi f 0 −hi f 0


. (23)
III. ZAMES-FALB MULTIPLIERS FOR CONVERGENCE
ANALYSIS IN IQC FRAMEWORK
In the convergence analysis, the FIR Zames-Falb multipliers
belong to a subset of the class of Zames-Falb multipliers (M ∈
Mρ ⊂M ) as their ℓ1 norm conditions are penalised with the
convergence rate ρ .
Consider the noncausal multiplier in the IQC for the scaled
uncertainty ∆ρ ,
M(z) =−h˜−nbz
−nb−·· ·− h˜−1z
−1+ h0− h˜1z
1−·· ·− h˜n f z
n f ,
(24)
where h˜−ib > 0 and h˜i f > 0, or ∆ρ is odd. Its ℓ1 norm condition
is
nb
∑
ib=1
|h˜−ib |ρ
−ib +
n f
∑
i f=1
|h˜i f |ρ
−i f < h0, (25)
where the proof of the causal part is given in [18], while the
proof of the anticausal part will be linked with the anticausal
multipliers in the next section.
As mentioned, for causal multipliers, all the factorisations
in Section II-D are valid; while for anticausal and noncausal
multipliers, (22) and (23) are valid. Moreover, the analysis is
in the IQC-framework, so the LMI also keeps the same form
in (12).
In short, by this approach, everything keeps the same as
in the conventional IQC analysis except that the ℓ1 norm
condition of FIR Zames-Falb multipliers are penalised sym-
metrically on causal and anticausal parts.
IV. ZAMES-FALB MULTIPLIERS FOR CONVERGENCE
ANALYSIS IN ρ -IQC FRAMEWORK
Different from the IQC analysis in the previous section,
the parameter ρ is involved as a variable in the ρ-IQC. As
a result, the factorisation is restricted in different cases with
causal, anticausal and noncausal multipliers.
Firstly, the lifting factorisation (23) can be extended to (15)
with Kp,3 being the same, and Ψ3 being modified to
Ψ3(ρ,z) =


1 0
ρ−ibZ−ib 0
0 1
0 ρ−ibZ−ib
1 0
ρ i fZ−i f 0
0 1
0 ρ i fZ−i f


, (26)
where ρ−ib and ρ i f are multiplied to Z−ib and Z−i f , respec-
tively. The state-space representation of Ψ3(ρ ,z) is attached
in Appendix B.
In the following, it is straightforward to show that the
factorisation (15) with (Ψ3(ρ ,z),Kp,3) is an unified structure
in the ρ-IQC framework with causal, anticausal and noncausal
FIR Zames-Falb multipliers.
With the noncausal multiplier in (24), setting h−ib =
h˜−ib/ρ
−ib and hi f = h˜i f /ρ
i f , the noncausal multiplier M(ρ ,z)
in the ρ-IQC for the original uncertainty ∆ defined in [19]–
[21] is obtained:
M(ρ ,z) =− h−nbρ
−nbz−nb −·· ·− h−1ρ
−1z−1
+ h0− h1ρz−·· ·− hn f ρ
n f zn f ,
(27)
where h−ib > 0 and hi f > 0, or ∆ is odd. Its ℓ1 norm condition
is proved in the literature above as
nb
∑
ib=1
|h−ib |ρ
−2ib +
n f
∑
i f=1
|hi f |< h0, (28)
which in turn proves (25).
As the variable conversion is unique, the multipliersM(ρ ,z)
in (27) and M(z) in (24) are equivalent and belong to the
same subset Mρ . Nevertheless, the main issue of the noncausal
multiplier M(ρ ,z) is the factorisation.
First, for causal multipliers, the factorisations (21), (22) and
(23) are all valid with z replaced by ρz. After that the LMI
(17) is obtained with the KYP lemma. In addition, when the
factorisation (26) is used, the LMI is in the form (12).
Second, for anticausal multipliers, the factorisation (21) is
invalid. The other two factorisations by lifting are discussed.
The factorisation (22) and (23) lead to (15) with anticausal
multipliers by setting h−i = 0 and h−ib = 0, respectively, and
replacing z by zρ in Ψ2,3(z). The corresponding state-space
representation becomes
Ψ2,3(ρ ,z)∼
[
ρAΨ ρBΨ1 ρBΨ2
CΨ DΨ1 DΨ2
]
.
Notice that Ψ3(ρ ,z) here is only valid for anticausal multi-
pliers, while it for noncausal multipliers is (26).
With this factorisation, the replacements AΨ → ρAΨ, BΨ →
ρBΨ are taken in (12) to obtain the LMI in the anticausal case.
The factorisation (26) leads to (15) with anticausal multi-
pliers by setting h−ib = 0. Similar to the causal case, the LMI
(12) will be obtained.
Finally, for noncausal multipliers, the factorisation is more
restricted, because it is inconsistent for the causal part and
anticausal part. Using the factorisation (22) as an example, it
is impossible to replace the variable z in Ψ2 to ρz for causal
multipliers and to zρ for anticausal multipliers simultaneously.
Therefore, the decoupling of causal and anticausal part is
significant, and only the factorisation (26) is valid. Then, the
LMI is (12).
In short, by this approach, the factorisation is more re-
stricted. The factorisation (15) with (Ψ3(ρ ,z),Kp,3) is an
unified structure in the ρ-IQC framework.
V. NUMERICAL RESULTS
In this section, we compare the results by causal, anticausal
and noncausal multipliers with different forms and factorisa-
tions. The examples are listed in Table I with other related
information. Here, we set the causal step and anticausal step
to be equal in noncausal multipliers (nb = n f = nz). According
to the preliminary study, higher order multipliers may not lead
to less-conservative results, so the step in each example was
tuned in advance to reduce the conservatism.
Ex G(z) K nz
1 − 1
z−0.4 1 1
2 2z−1
20z2−10z+10
9 20
3 − 10z
2+19z+9
100z3−80z2+17z−1
3 30
4 − 0.1z
z2−1.8z+0.81
12 20
TABLE I: Examples
The best estimates of ρ∗
{G,K}
are obtained by the bisection
search from the initial range (max(|eig(A)|),1), where the
lower boundary is set to ensure the stability of the scaled plant
G(ρz). The software package CVX with the solver sdpt3 [27],
[28] is used to solve the LMI. The results are demonstrated
in Table II, where the best result of each example is in bold.
ρ∗
{G,K}
Ex ρ∗{G,K} C. (27) AC. (27) NC. (24) NC. (27)
with (22) with (22) with (22) with (26)
1 0.6 0.600037 0.600024 0.600024 0.600024
1a 0.6 0.600281 0.600024 0.600024 0.600024
2 0.974679 0.978485 0.975044 0.974758 0.974794
2a 0.974679 0.998474 0.975044 0.974758 0.974794
3 0.975367 0.976437 0.975525 0.975815 0.975891
3a 0.975367 0.976501 0.975769 0.975891 0.975891
4 0.9 0.991760 invalid 0.990723 0.990723
4a 0.9 0.992794 invalid 0.992529 0.992529
TABLE II: Best estimates of ρ∗{G,K} by causal (C.), anticausal
(AC.) and noncausal (NC.) multipliers with different factori-
sations compared with ρ∗{G,K}
In the table, Ex. 1-4 are with odd uncertainties while Ex.
1a-4a are with non-odd uncertainties. As demonstrated in the
table, all the results are valid as they are larger than the
theoretical bound ρ∗. For the systems that break the Kalman
conjecture, such as Ex. 4(a), ρ∗{G,K} is meaningless. Otherwise,
the best results are close to the theoretical value.
First, as for different types of uncertainties, the optimal
convergence rates with odd uncertainties are no greater than
those with general uncertainties. which is a natural result and
can be reflected by the more strict ℓ1 norm conditions on
multipliers for general uncertainties.
Then, as for different multipliers, the introduction of anti-
causal steps are efficient to reduce the conservatism (also see
[21, Fig. 2]). Meanwhile, noncausal multipliers should be less
conservative than causal and anticausal multipliers in general.
Nevertheless, due to possible numerical problems with non-
causal multipliers in MATLAB (e.g. large computational load,
complex matrices), anticausal multipliers provide the optimal
results in Ex. 1(1a) and 3(3a). However, anticausal multipliers
are conservative when searching the maximum slope K for ℓ2-
stability (also see [11, Table II, III]). For example, in Ex. 4(4a),
the anticausal multiplier is not sufficient for stability when
K = 12, while causal and noncausal multipliers are sufficient.
In this case, noncausal multipliers are less conservative.
Moreover, the results by the two structures of noncausal
multipliers M(z) and M(ρ ,z) are almost the same, as they are
equivalent. Nevertheless, the computational load with M(ρ ,z)
would be larger due to its large matrices in the factorisation.
The similar conclusions are also inflected by the conver-
gence rates with uncertainties that have different maximum
slopes in Fig. 4, 5.
0 2 4 6 8 10
K
0.7
0.75
0.8
0.85
0.9
0.95
1
Fig. 4: ρ∗
{G,K}
with different K and multipliers of Ex.2
0 2 4 6 8 10 12 14
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0.9
0.92
0.94
0.96
0.98
1
Fig. 5: ρ∗{G,K} with different K and multipliers of Ex.4
As illustrated in the figures, anticausal multipliers achieve
tight bounds of the convergence rates when they are sufficient
for exponential stability; noncausal multipliers are efficient
to achieve less conservative results when the closed-loop
system is close to instability. However, causal multipliers are
conservative in general.
In summary, for a general plant whose properties are
unknown, it is more reliable to use noncausal multipliers
to obtain less conservative bounds of the convergence rates.
Meanwhile, the choice of a specific structure of noncausal
multipliers is not crucial as for the conservatism in result. On
the contrary, if the given plant verifies the Kalman conjecture
and the feedback uncertainty is odd, Conjecture 2 seems true,
and the multiplier techniques are not necessary.
VI. CONCLUSION
In this technical note, we reviewed the stability concepts
of Lur’e systems, where exponential stability with the conver-
gence rate ρ is linked with an extension form of ℓ2-stability,
defined as ℓ
ρ
2 stability. On the other hand, we extended the
literature results on causal FIR Zames-Falb multipliers to an-
ticausal and noncausal cases. The Zames-Falb IQC and ρ-IQC
are shown equivalent, where the multipliers can be converted
by changing the variables. However, the factorisation of the
Zames-Falb ρ-IQC is restricted, especially with noncausal
multipliers. Hence, an unified factorisation is provided for both
Zames-Falb IQC and ρ-IQC. Furthermore, the numerical ex-
amples indicated noncausal multipliers are efficient to achieve
less conservative estimation of the upper bound convergence
rates in general case. However, when the system verifies the
Kalman conjecture and the feedback uncertainty is odd, it is
reasonable to use the theoretical bound from the linear analysis
directly without any multiplier technique.
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APPENDIX
A. Proof of Theorem 1 (Outline)
The proof follows [3, Theorem 6.3.46] and the theorems
therein, which link internal stability to input-output ℓ-stability
in continuous time. Here we relate the relations with the
convergence rate in discrete time. The argument in continuous
time can be converted to discrete time trivially, which is not
stressed here.
In order to keep consistent with the notations in [3], we
consider the system −G ∼
[
A B; −C 0
]
. The minus signs
indicate negative feedback structure in [3, Fig. 6.4], and the
D matrix can be set to 0 without loss of generality. Moreover,
because G is linear and stable, the disturbance signal f in Fig.
1 is assumed to be zero without loss of generality. Then, the
feedback interconnection in Fig. 1 can be expressed as
xk+1 = Axk+Bgk+B∆(vk), yk =−Cxk. (29)
Necessity: The expression (29) satisfies the general form
(6.3.7) in [3]. In addition, the conditions (6.3.16, 17) are
satisfied, because the state-space matrices of G are finite and
∆ is slope-restricted.
Following the proof and notations in [3, Theorem 6.3.15],
(6.3.19) implies the exponentially stability condition (4) of
the unforced system where c = βα , ρ =
1
2β 2
(0 < α < β are
constant). Then, in (6.3.32), ‖xk‖ ≤
Wk
α , where Wk ≤ hk, and
hk is the output of a first order system with input ‖gk‖ and
pole −1
2β 2
. In other words, the exponential rate limited by this
transfer function is ρ = 1
2β 2
. Henceforth, let the input to this
transfer function is g∈ ℓ
ρ
2 , then the solution h∈ ℓ
ρ
2 , thusW ∈ ℓ
ρ
2
and x ∈ ℓ
ρ
2 . Moreover, according to (6.3.33), v≡ y ∈ ℓ
ρ
2 . Next,
because ∆ is memoryless and slope-restricted, and g ∈ ℓ
ρ
2 , the
signal w ∈ ℓ
ρ
2 . This proves that the forced system is ℓ
ρ
2 -stable.
B. State-space representation of Ψ2(z) and Ψ3(ρ ,z)
The state-space representation of Ψ2(z) in (22) is given
below.
A2Ψ =
[
AS 0
0 AS
]
(2n×2n)
, B2Ψ =
[
BS 0
0 BS
]
(2n×2)
,
C2Ψ =
[
CS 0
0 CS
]
((2n+2)×2n)
, D2Ψ =
[
DS 0
0 DS
]
((2n+2)×2)
,
where AS, BS, CS and DS are
AS =
[
0 0
I (n−1) 0
]
(n×n)
, BS =
[
1
0(n−1)×1
]
(n×1)
,
CS =
[
0
I (n)
]
((n+1)×n)
, DS =
[
1
0n×1
]
((n+1)×1)
.
Then, we consider Ψ3(ρ ,z) in (26). Let nb 6= n f , and nˆ =
max{nb,n f}. The state-space representation is given below.
A3Ψ =
1
ρ
A2Ψ(2nˆ×2nˆ), B3Ψ = B2Ψ(2nˆ×2),
C3Ψ =


CS1 0
0 CS1
CS2 0
0 CS2

 , D3Ψ =


DS((nb+1)×1) 0
0 DS((nb+1)×1)
DS((n f+1)×1) 0
0 DS((n f+1)×1)

 .
The matrices CS1 and CS2 are
CS1 =
[
0 0
1
ρ I (nb) 0

]
((nb+1)×nˆ)
,CS2 =
[
0 0△
diag
(
ρ2i f−1
)
0△
]
((n f+1)×nˆ)
.
The matrices 0 are removed when nb > n f ; the matrices
0△ are removed when nb < n f ; both of the matrices 0
 and
0△ are removed when nb = n f .
