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This paper discusses possible phenomenological implications for p+A and A+A collisions of the
results of recent numerical AdS/CFT calculations examining asymmetric collisions of planar shocks.
In view of the extreme Lorentz contraction, we model highly relativistic heavy ion collisions (HICs)
as a superposition of collisions between many near-independent transverse “pixels” with differing
incident longitudinal momenta. It was found that also for asymmetric collisions the hydrodynamiza-
tion time is in good approximation a proper time, just like for symmetric collisions, depending on
the geometric mean of the longitudinally integrated energy densities of the incident projectiles. For
realistic collisions with fluctuations in the initial energy densities, these results imply a substan-
tial increase in the hydrodynamization time for highly asymmetric pixels. However, even in this
case the local hydrodynamization time still is significantly smaller than perturbative results for the
thermalization time.
I. INTRODUCTION
High energy p+p, p+A and A+A collisions at RHIC
and LHC address many interesting questions. Some fun-
damental ones concern the relationship between quantum
field theory and hydrodynamics, thermalization, and be-
tween quantum entanglement, decoherence, and thermo-
dynamic entropy production. According to our present
understanding, within a short time of order 1 − 2 fm/c
or less, collision systems reach a state which can be ap-
proximated by a thermal medium characterized by local
thermodynamic properties. The microscopic processes
leading to this state are still somewhat controversial, the
main problem being that no controlled calculational tech-
nique in QCD is applicable to the strongly time depen-
dent rapidly evolving, far off equilibrium, and strongly
coupled medium produced by the collisions.
Although there exist conflicting observations, there
seems to be wide agreement that two complementary ap-
proaches have been quite successful in modeling and ana-
lyzing the pre-hydro (< 0.1−0.2 fm/c) and later (> 1−2
fm/c) phases of such collisions, namely AdS/CFT (or
gauge/gravity) duality and relativistic viscous hydrody-
namics. As was shown in Ref. [3] for smooth shocks,
i.e. neglecting initial state fluctuations, the interpolation
between these two regimes is quite smooth. This observa-
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tion suggests that potential theoretical concerns regard-
ing the use of AdS/CFT duality to model the strongly
coupled dynamics of QCD plasma prior to the onset of
a hydrodynamic regime are not so severe as to foreclose
the phenomenological utility of this approach.
AdS/CFT duality, in its simplest form, allows one to
solve the dynamics of maximal supersymmetric SU(N)
Yang-Mills theory (N = 4 SYM) in the limit of large N
and large ’t Hooft coupling. Such a system, of course,
is not QCD. Therefore, much energy has been invested
in recent years characterizing the differences in the dy-
namics between a real quark-gluon plasma (at accessi-
ble temperatures) and the non-Abelian plasma of N = 4
SYM. In Ref. [4] we extended earlier literature on finite ’t
Hooft coupling corrections [5–7] by evaluating corrections
to the lowest electromagnetic quasinormal mode (QNM)
frequencies. The inverse of the imaginary part of the low-
est QNM frequency gives a characteristic thermalization
time and is, therefore, especially relevant for the dynam-
ics of HICs. In a different work [8], we compared the
response of QCD and N = 4 SYM plasmas to a back-
ground magnetic field, and with an appropriately cali-
brated comparison found remarkably little difference be-
tween the behavior of QCD and that of conformal N = 4
SYM over a wide range of temperature and magnetic
field. Lattice gauge theory studies [9, 10] have shown
that meson masses and some meson coupling constants
scale trivially with the number of colors all the way from
N = 3 to N =∞.
In these studies, modeling QCD plasma at experi-
mentally relevant temperatures using large-N , strongly
coupled N = 4 SYM theory works much better than
might have been expected a priori. Based on these re-
sults, we surmise that strongly coupled N = 4 SYM, to
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2FIG. 1. Sketch of a peripheral HIC.
which AdS/CFT duality is most easily applied, describes
the early phase of HICs not only qualitatively but also
semi-quantitatively at a useful level of accuracy.1 This
evidence-based hypothesis forms the basis for the consid-
erations in our present work.
It is remarkable how well viscous hydrodynamics de-
scribes HICs. Various hydrodynamics codes achieve a
close to perfect agreement with an enormous amount of
experimental data in spite of uncomfortably large spatial
gradient terms. Considerations that help explain this
unexpected success include the distinction between “hy-
drodynamization” and genuine “thermalization,” and the
fact that hydrodynamics has attractor properties which
set in long before true local equilibration is reached [11–
13]. A rather disquieting consequence of this line of argu-
ment is that while overwhelming experimental evidence
supports hydrodynamic behavior and suggests early hy-
drodynamization, there is little experimental evidence for
early genuine thermalization. The latter is, however, re-
quired to fulfill the core premise of high energy heavy
ion physics, namely that nuclear collisions allow us to in-
vestigate the equilibrated quark-gluon plasma that filled
the early universe. We try in this contribution to add
one piece of information to this complicated problem.
High energy heavy ion experiments have generated
many surprising experimental observations which call for
microscopic explanations. One is the degree of similar-
ity between high multiplicity p+p collisions and A+A
collisions. Another surprise is the extent to which the
usual cartoons illustrating HICs, such as Fig. 1, involving
smooth energy densities for the colliding nuclei are quite
misleading. Instead, modern hydrodynamics codes typ-
1 To be clear, this assumption applies to observables sensitive to
typical thermal momentum scales in the plasma and not, for
example, to measurements of high transverse momentum particle
or jet production.
ically start from initial conditions with extremely large
fluctuations of energy and entropy density. (See figure 1
in Ref. [14] for a typical example.) These initial condi-
tions are required to explain the large observed odd az-
imuthal flow moments, see e.g., Ref. [15]. If odd moments
solely arose from statistical fluctuations of the hydrody-
namic fluid itself, then for symmetric collisions such as
Pb+Pb, the odd flow coefficients v3, v5, etc., should be
very significantly suppressed compared to the even coef-
ficients v2, v4, etc., which is not the case. Here, as usual,
the flow moments {vn} are defined by the azimuthal de-
pendence of the produced particle distribution,
E
d3N
dp3
=
1
2pi
d2N
pT dpT dy
(
1 + 2
∞∑
n=1
vn cos[n(ϕ−Ψn)]
)
,
(1)
with E the energy, p momentum, pT transverse momen-
tum, ϕ the azimuthal angle, y the pseudorapidity of the
particle, and Ψn the n-th harmonic symmetry plane an-
gle.
Hence typical AdS shock wave calculations involving
smooth initial energy densities are too idealized. Even
symmetric Pb+Pb collisions should be characterized by
initial energy densities which are asymmetric owing to
the presence of independent and substantial transverse
variations. This was one of the motivations for our study
[1] of idealized but highly asymmetric planar shock col-
lisions.
A further phenomenologically relevant aspect is that
AdS/CFT models of collisions, in the leading infinite cou-
pling limit, tend to predict surprisingly short hydrody-
namization times and equilibration times2, 0.3 fm/c or
less [16]. While there is no consensus among perturba-
tive, i.e. weak coupling, estimates of the thermalization
time scale τtherm, all estimates suggest τtherm it to be sub-
stantially longer. For example, an early result [17] gave
τtherm > α
−13/5Q−1s > 4 fm/c, and a more recent result
based on a different analysis [18] is τtherm ∼ 2 fm/c. In
[19] it is argued from the perspective of hydrodynamics
that thermalization might possibly never be reached in a
realistic heavy-ion collision.
In our earlier work [4] using a specific resummation
ansatz, we found that for realistic finite values of the ’t
Hooft coupling of QCD, the imaginary part of the lowest
QNM is roughly halved, corresponding to a doubling of
the predicted equilibration time. In the present contri-
bution we will argue that for fluctuations large enough
to generate the observed v3 values, the AdS predic-
tion for the hydrodynamization time of individual trans-
verse “pixels” are significantly lengthened but stay much
smaller than τtherm found in perturbative calculations.
2 The here cited model treated in [16] doesn’t sharply differentiate
between hydrodynamization time and equilibration time. Here
and henceforth we also use the term ”equilibration” synonymous
with ”thermalization”.
3However, we will also argue that complete thermaliza-
tion could take much longer as it requires equilibration
between these “pixels”.
Over the years many different hydrodynamics codes
have been developed, improved and fine-tuned to de-
scribe the experimental data. Their relative advantages
and disadvantages are the topic of specialized workshops.
We do not want to enter this discussion here. Rather, we
will focus on just one relatively recent study [14] which
is especially systematic with respect to the properties we
are interested in. We leave it to the authors of other stud-
ies to decide whether our conclusions are also relevant for
their work.
In the following section we briefly review those results
of Ref. [14] which are important for us and then dis-
cuss how these compare with the results of our AdS/CFT
study [1]. The present contribution was separated from
Ref. [1] because, unlike the well defined results of Ref. [1]
which should stand the test of time, the following discus-
sion of phenomenological consequences depends crucially
on the comparison of results from hydrodynamics codes
to experimental data and is subject to far more uncer-
tain interpretation. In particular, it is not yet feasible to
perform numerical gravity calculations with initial condi-
tions which fully mimic the strong transverse fluctuations
of energy and entropy densities that appear to be present
in real collisions.
In Section 3 we discuss implications for peripheral col-
lisions and for p+A collisions. Section 4 is devoted to
another aspect, namely the time dependence of the ap-
parent horizon in asymmetric collisions and a comparison
to what is known about the time dependence of entropy
for classical and quantum gauge theories. A final section
holds a few concluding remarks.
II. THE ROLE OF FLUCTUATIONS IN HEAVY
ION COLLISIONS
The arguments in favor of strong fluctuations in the
initial state of heavy ion collisions (HICs) are manifold,
both theoretical and experimental. In, e.g., Ref. [20]
(see also [21]) the initial fluctuations in transverse en-
ergy density were calculated in the Color Glass Conden-
sate (CGC) model. It was argued that for typical pixels
these can be larger than 50%. On the experimental side
we have already noted the surprisingly large values v3
observed, e.g., in Ref. [15].
Different models vary in their assumptions, including
those which concern fluctuations. We will follow Ref. [14]
whose Fig. 1 shows several typical examples of initial
state fluctuations. The basic assumption of that paper,
which we also adopt, is that one may think of the initial
state of a HIC as arising from a sum over many isolated
collisions of often vastly asymmetric “pixels”. Because
these asymmetries are so large, holographic calculations
for smooth symmetric shock wave collisions are insuffi-
cient.
Extending the AdS treatment to include realistic fluc-
tuations is somewhat subtle because it relates to basic
questions of what is exactly meant by “decoherence” and
“thermalization.” While the fundamental T-invariance of
QCD seems to imply the absence of any decoherence, this
is no longer true if specific probes of only limited spatial
extent are considered. All standard observables for high
energy heavy-ion collisions do exactly that, probing only
transverse scales which are much smaller than the nuclear
radii, be it 1/Qs or, e.g., individual hadron radii. There-
fore, real life heavy ion experiments always imply coarse
graining, see again Fig. 1 of [14], which circumvents this
T-invariance argument. Basically, all experimental ob-
servables are insensitive to quantum correlations beyond
the scales mentioned above.
The description of detailed properties of collisions of
highly non-uniform nuclei by viscous relativistic hydro-
dynamics has been the topic of many careful and inter-
esting investigations, far too many to review in this short
note. Let us only mention Ref. [22], where it was high-
lighted that the inclusion of realistic fluctuations is even
more important if one studies collision systems like p+A.
The fact that we limit our discussion here to Ref. [14]
should not be interpreted as any form of judgment on
the relative value of the various models but just as re-
flection of our inability to do justice to all of them.
One of the standard procedures, also adopted here, is
to describe all collisions by means of a “nuclear thickness
function” T which is usually assumed to be a superposi-
tion of Gaussians of a certain width w in the transverse
plane. In Ref. [14] the randomly generated participant
thickness function T˜ (x, y) is constructed as follows:
T˜ (x, y) =
Npart∑
i=1
γi Tp(x−xi, y−yi) (2a)
Tp(x, y) =
1
2piw2
exp
(
−x
2 + y2
2w2
)
(2b)
where the coefficients γi are chosen according to the
Gamma probability distribution,
P (γ) =
kk
Γ(k)
γk−1e−kγ , (3)
with the parameter k = 1.4 and the mean value of γ
set to unity. The coefficients {γi} simulate the statistical
fluctuations of the initial state, while {xi, yi} are the ran-
dom participant locations in the transverse plane. (See
Ref. [14] for details.)
When we refer to “pixels” we mean independent trans-
verse areas with a radius of order 1/Qs, where Qs is the
saturation scale of order 1–2 GeV in the initial state and
not those areas with which hydrodynamics is initialized
(with mean radius w), which we call “patches“ for dis-
tinction. The typical radius of a “pixel” is 0.1–0.2 fm,
while that of a hydrodynamical “patch” is 0.4–1.2 fm,
see table 1 in Ref. [23]. However, in line with our com-
ment above regarding the attractor properties of hydro-
dynamics, the initialization time for hydrodynamics can
4be chosen more or less at will in the range 0.1− 1.5 fm/c
(see again Table 1 in Ref. [23]). In Ref. [14] the hydrody-
namics code was actually initialized at t= 0 fm/c which
resulted in the fit value w= 0.5 fm. This value for the
patch size w probably has little physical meaning, as hy-
drodynamics is definitely not applicable at t= 0 fm/c,
but this is irrelevant for our discussion since the distri-
bution P (γ) is independent of w and so are the resulting
fluctuations. We will argue below that the relevant time
scales for hydrodynamization and thermalization depend
only on the distribution function P (γ).
The physical idea behind the thickness function is that
due to length contraction and time dilation partons in the
colliding nuclei are coherent in the longitudinal direction
but incoherent in transverse distance beyond a character-
istic length scale which is typically chosen as the inverse
saturation scale 1/Qs ∼ 0.2 fm. What is phenomenolog-
ically important is the assumption made about how the
local initial entropy density s (or related energy density)
depends on the thickness functions of two colliding trans-
verse pixels. Very little is known about this and models
differ widely. The authors of Ref. [14], therefore, use the
flexible parameterisation
s(x, y) ∼
(
T˜ pA + T˜
p
B
2
)1/p
(4)
which covers a wide range of possibilities.
s ∼

max(T˜A, T˜B) , p→ +∞;
(T˜A + T˜B)/2 , p = +1; (arithmetic)
(T˜A T˜B)
1/2 , p = 0; (geometric)
2(T˜−1A + T˜
−1
B )
−1 , p = −1; (harmonic)
min(T˜A, T˜B) , p→ −∞,
(5)
and simply vary the value of p to find the one for which
they obtain the best overall agreement with the data.
This phenomenological analysis clearly favors the geo-
metric mean (p = 0), see Fig. 9 of Ref. [14], so that
s(x, y) ∼
[
T˜A(x, y) T˜B(x, y)
]1/2
. (6)
This dependence of the initial entropy density on the
geometric mean of the thickness functions T˜A, T˜B is espe-
cially noteworthy in light of analogous results from stud-
ies of holographic collisions [1]. This study found that
in asymmetric collisions the rapidity dependence of the
proper energy density of the produced plasma, near the
onset of the hydrodynamic regime, is well described by
the geometric mean of the produced proper energy densi-
ties in the corresponding symmetric collisions. Moreover,
the hydrodynamization time hypersurface was found to
be an almost perfect proper time hypersurface (i.e., the
boundary of the hydrodynamic regime is essentially a hy-
perbola) whose value depends exclusively on the energy
2 4 6 8 10
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FIG. 2. The probability distribution P (τ) for k = 1.4, in
units where µ = 1.
scale set by the geometric mean of the longitudinally in-
tegrated energy densities of the colliding pixels [2? ],3
τhydro ≈ 2/√µA µB . (7)
To connect this holographic result for hydrodynamiza-
tion time to the model (6) of fluctuating initial condi-
tions, we regard the energy scale µA of a given pixel of
projectile A as equal to the average scale µ times the
fluctuating amplitude γi of some participant lying within
this pixel, and likewise for projectile B. One may then
compute the resulting probability distribution P (τhydro)
of the hydrodynamization time τhydro. The result is
P (τ) ≡ ∫∞
0
∫∞
0
dγA dγB P (γA)P (γB) ×
δ(τ − 2µ√γAγB ) = 4τ
(
2k
µτ
)2k
J0
(
4k
µτ
) /
Γ(k)2 . (8)
This distribution in plotted in Fig. 2. It is peaked at τ =
1.7/µ, a little below the value of 2/µ which, from Eq. (7),
would be the holographic prediction in the absence of
fluctuations. Glancing at Fig. 2 and focusing on the peak
in the distribution, one might think that the main effect
of including initial state fluctuations is merely to induce
relatively modest fluctuations in the hydrodynamization
time so that it becomes, crudely, τhydro ≈ (2±1)/µ. This
conclusion, however, is wrong due to the slow power-law
decrease of the distribution P with increasing time τ ,
which reflects the non-analytic behavior of the adopted
form (3) of P (γ) as γ → 0.
The median of the distribution for τhydro is 2.76/µ (for
k = 1.4), substantially larger than the peak value. The
mean hydrodynamization time is given by
τ¯hydro ≡
∫ ∞
0
dτ P (τ) τ =
2k
µ
Γ(k− 12 )2
Γ(k)2
(9a)
= 4.06/µ , (9b)
3 Explicitly,
∫
dz T 00A (z) ≡ µ3AN2c /(2pi2), etc.
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FIG. 3. Sketch of a peripheral heavy ion collision.
with the numeric value specific to k = 1.4, while the rms
deviation is
∆τ¯hydro ≡
[∫ ∞
0
dτ P (τ) (τ − τ¯hydro)2
]1/2
(10a)
=
2k
(k−1)µ = 5.70/µ , (10b)
considerably larger than the mean value. There is a 70%
probability that the hydrodynamization time is larger
than the non-fluctuating estimate of 2/µ, a 45% probabil-
ity that τhydro is larger than 3/µ, and a 30% probability
that it is larger than 4/µ.
This simple model predicts that fluctuations in the
transverse plane lead to large non-Gaussian fluctuations
in the hydrodynamization time. For an individual col-
lision of two pixels it doubles, on average, the hydro-
dynamization time, thereby converting the typical time
scale of 0.2− 0.3 fm/c predicted by AdS/CFT modeling
with smooth initial conditions [16] to the range 0.4− 0.6
fm/c. Moreover, it has consequences for thermalization
of the complete nuclear system. Complete equilibra-
tion would require equilibration between different pixels.
However, with significant variations in energy density
and hence effective local temperature across the trans-
verse extent of the fireball, such variations can only relax
via hydrodynamic processes whose time scale grows lin-
early with the length scale of variations and exceeds the
relevant initial hydrodynamization time. The fact that
fluctuation are definitely not smoothed out at the initial
hydrodynamization time explains why large fluctuations
can still persist around 1 fm/c and generate a sizable
triangular flow component v3. In other words, hadron
phenomenology as encoded in hydrodynamics codes like
[14] appears to be compatible with AdS/CFT modeling
only because of large transverse fluctuations.
III. PERIPHERAL COLLISIONS
One original motivation for our investigation was the
observation that, if hydrodynamization would occur sig-
nificantly more slowly in the asymmetric fringe regions
(the orange areas in Fig. 1) in peripheral collisions, then
this would cause the hydrodynamized overlap region (the
inner red region in Fig. 1) to be slimmer and thus in-
crease v2. It turns out, however, that this effect is rather
small and can be essentially neglected in comparison with
the large fluctuation effects just discussed. To illustrate
this, we consider in this section a very crude model that
approximates the energy and entropy densities of each
colliding nucleus as homogeneous within its Lorentz con-
tracted spherical volume, such that the asymmetry for a
given pixel is exclusively determined by geometry. The
nuclei move in the ±z direction and the reaction plane
is the z−y plane. The transverse energy densities at a
given transverse position indicated by the dashed line in
Fig. 3 are then given by
µ31 = MNA1
(
4pi
3 R
3
1
)−1
2γ1ρ1 ,
µ32 = MNA2
(
4pi
3 R
3
2
)−1
2γ2ρ2 , (11)
where A1,2 are the two nucleon numbers, R1,2 the two
nuclear radii, γ1,2 the Lorentz factors of each nucleus, and
y1,2 ≤ R1,2 the transverse distances from the centers of
the nuclei in reaction plane and x1 = x2 ≤ R1 orthogonal
to it. We defined ρi ≡
√
R2i − y2i − x21. Finally, yb ≡
y1 + y2 is the impact parameter.
The resulting geometric mean of the scale parameter
is
µ =
√
µ1µ2 =
[
9M2NA1A2
4pi2R21R
2
2
γ1γ2
]1/6[
ρ1ρ2
R1R2
]1/6
∝
[(
1− y21+x21
R21
) (
1− (yb−y1)2+x21
R22
)]1/12
. (12)
As shown in Fig. 4, this function goes to zero as x21+y
2
1 →
R21, or x
2
1+y
2
2 → R22, so abruptly that the impact on v2
is negligible.
Let us add that it follows also from the geometric mean
of the energy scales that the difference between smooth
A + A and smooth p + A collisions, i.e., neglecting ef-
fects due to fluctuations, is not dramatic. For p+ A the
momentum scale is smaller by a factor A1/6 compared
to A+A and thus the hydrodynamization time is larger
by that factor 2.5 (for Pb) increasing 0.1 − 0.2 fm/c to
0.25−0.5 fm/c. Thus, also in this case, fluctuations have
the strongest impact on the hydrodynamization time, im-
plying that A+ A and p+ A collisions should have sim-
ilar properties because, in a holographic description, the
essential difference of incident nucleons versus nuclei is
solely encoded in their respective energy densities. We
mention in passing that in Ref. [1] it was found that in
forward direction of the heavier nucleus in a asymmetric
collision the matter density is larger and thus hydrody-
namization happens slightly earlier.
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FIG. 4. The function (1 − z2) 112 which, in the model (12),
controls the dependence of the scale µ on the distance from
the nuclear boundaries
IV. ENTROPY PRODUCTION IN CLASSICAL
AND QUANTUM GAUGE THEORIES
It is possible to extend the motivation for the present
contribution to a grander scale. Decoherence, entropy
production and hydrodynamization or thermalization are
intensely discussed also in other fields like quantum grav-
ity and quantum computing. AdS/CFT duality has the
potential to connect all of these fields. It was established
in recent years that there exists an intimate connection
to quantum error correction schemes while by construc-
tion AdS/CFT combines quantum gravity and quantum
field theory.
In principle, the connection to QCD and HICs opens
the very attractive possibility for experimental tests of
theoretical predictions because the number of final state
hadrons per rapidity interval dN/dy is taken as a mea-
sure of thermodynamic entropy in the final state after all
interactions have stopped. Obviously this is, however,
only helpful if the differences between CFT and QCD
are minor.
As entropy production is equivalent to information
loss, this discussion centers on the question in which sense
information can get lost under unitary time evolution
and how this potential information loss in the bound-
ary theory is related to the generation of the Bekenstein-
Hawking entropy of the formed large black branes in the
(AdS5×S5) bulk.
There exists a fundamental difference with re-
spect to ergodic properties in the relation between
(AdS5×S5)/CFT and QCD for high and low tem-
perature, which is most obvious from the fact that
(AdS5×S5)/CFT is conformal and QCD below the
confinement-deconfinement transition temperature is
not. However, there are strong indications that far above
this pseudocritical temperature the classical solutions
of Einstein’s equation on the AdS side produce results
that match perfectly relativistic hydrodynamics which,
in turn, provides a near-perfect description of the exper-
imentally observed properties of the high energy phase
of HICs, see e.g. [3]. Also, it was shown that on the
string theory side the leading quantum corrections are
not large [4–7]. The latter appears to be a general trend.
In principle, classical chaos and quantum chaos can differ
fundamentally but it seems that for the high temperature
phase of QCD they do not.
Here we want to address only one aspect of this exten-
sive discussion to which our calculations may add some
insight. For classical ergodic theories the coarse-grained
entropy grows linearly in time with a rate given by the
Kolmogorov-Sinai entropy hKS =
∑
i λiΘ(λi) defined as
the sum of all positive Lyapunov exponents λi:
dSclass = hKS dt (13)
Because the definition of entropy is ambiguous in a non-
equilibrium setting one can ask the question: “For which
definition of entropy in the quantum theory does one ob-
serve linear growth with boundary time?”. We will not
address the much deeper question whether the condition
of linear growth is required or at least well motivated.
Quantum chaos can be described quantitatively in
terms of exponential growth of out-of-time-order correla-
tors (OTOCs)4
C(t) ∼
〈 [
Wˆ (t), Vˆ (0)
]2 〉
∼ exp(2λLt) (14)
of suitable operators Wˆ , Vˆ [24–26], where in the semi-
classical limit λL should be close to the largest classical
Lyapunov exponent. For many models this behavior was
indeed established. For example in Ref. [27] it was found
for a weakly coupled matrix Φ4 theory that
λL ≈ 0.031 λ3/2 T (15)
with the ′t Hooft parameter λ = Ng2YM . Kitaev [28]
found for a setting similar to the Sachdev-Ye model [29]
that the Maldacena-Shenker-Stanford (MSS) bound [26]
gets saturated for infinite coupling strength:
λL → 2piT for λ→∞. (16)
In [30] the BFSS matrix model was investigated numer-
ically and it was found, as in all other investigations
known to us, that the leading exponent for a quantum
theory stays below the MSS bound, often even substan-
tially so.
It is indisputable that classical Yang-Mills theories
show classical chaotic behavior, i.e. after an initial phase,
which depends on the chosen initial conditions, a period
4 As pointed out by the authors of [50], the identification of the ex-
ponential growth of OTOCs with Lyapunov exponents depends
on the specific choice of initial states. The general relation be-
tween the growth rate of OTOCs and classical Lyapunov expo-
nents is both nontrivial and so far not fully understood.
7of linear growth of the coarse-grained entropy sets in,
followed by saturation at the thermal equilibrium value.
Numerical studies of classical Yang-Mills theories show-
ing this behavior can be found, e.g., in Ref. [31–34]. In
[35] it was conjectured that the largest Lyapunov expo-
nent in a lattice discretized classical SU(N) Yang-Mills
theory at weak coupling is given by
λL ≈ 0.175Ng2YMT = 0.175λT, (17)
based on numerical simulations for N = 2, 3 [31, 36]. In
[37] phenomenological arguments were given that for real
QCD at the ′t Hooft coupling λ ≈ 11.3 relevant to the
early stage of a HIC, the largest Lyapunov exponent is
of the order
λL ≈ 0.3T  2piT (18)
significantly below the MSS bound.
There exist many more publications worth mentioning
in this context. A very recent example dealing with QCD
is, e.g., [38], while in Ref. [39] it is argued that, at least for
entanglement entropy, bosons, and a quadratic Hamilto-
nian, a linear growth of entropy with the Kolmogorov-
Sina¨ı entropy can be derived also for quantum systems.
Using the coarse graining approach of Husimi distribu-
tions, the authors of Ref. [40] argued that the growth
rate of the coarse-grained Wehrl entropy of a quantum
system is equal to the Kolmogorov-Sina¨ı entropy of its
classical counterpart.
Numerical AdS5×S5 calculations confirm this picture
and add a specific angle. Here, the classical Einstein
equation is solved on AdS space-time for boundary con-
ditions that mimic, e.g., HICs [41–44]. In this setting
the size of the apparent horizon is the appropriate mea-
sure for the produced entropy (see e.g. [46]). We will
elaborate on this point in more detail below.5 Fig. 3
in Ref. [41] shows for a specific setting that the appar-
ent horizon grows linearly with time for an appreciable
period, just as expected.
Shock wave collisions in N = 4 SYM theory, which
can be computed via their gravitational dual description
in AdS5, are believed to behave in many qualitative as-
pects very similar to HICs. The AdS/CFT duality links
the volume element of the apparent horizon to the en-
tropy density6 s times an infinitesimal spatial boundary
volume d3x. Using this relation, the longitudinally in-
tegrated entropy density in symmetric collisions in five
5 The event horizon is not suitable as it depends on the entire
future history.
6 Strictly speaking this relation is only valid in the equilibrium
case. As in e.g. [45, 48] we exploit this relation also off-
equilibrium and use it to define the entropy(-density) in this
case. In general the dictionary giving an interpretation of geo-
metric objects in Anti-de Sitter space in terms of the boundary
field theory is far from being complete and remains elusive for
many cases, see e.g. [47]
dimensional AdS space was calculated, e.g., in Ref. [48]
(see dashed curves of Fig. 5 in [48]). Our results for
the entropy production (longitudinally integrated, given
in units of µ2) during symmetric collisions are discussed
in Fig. 5. They are seen to correspond closely to the
findings in [48]. In Fig. 6 and Fig. 7 we compare this to
the analogous computation during asymmetric collisions.
The code used in this calculation is described in detail in
Ref. [1].
For large enough times the growth of the area of the
apparent horizon is close to linear, as expected, with a
slight superimposed oscillation which probably averages
out over sufficiently long time periods.7 The observation
that the rate of growth of the apparent horizon area is al-
most identical for the two cases shown in Figs. 5 and 6 is
relevant for the physics of HICs because the longitudinal
thickness of both ions in the overlap region is very asym-
metric in some regions of the transverse plane. However,
the gradient of the linear growth should be independent
of these initial conditions.
-1 0 2 3 4 5
t
5
6
7
8
9
S
FIG. 5. The entropy S (per unit transverse area on the
boundary), produced during a symmetric collision of thin
gravitational shockwaves in AdS5 (both shocks have width
w = 0.075/µ, where w is the width of the single Gaussian
shock waves before the collision), as a function of time t, which
is given in units of [t] = [µ−1], where µ3 is the transverse en-
ergy density of the shock fronts. The gauge/gravity duality
relates the entropy density s to the volume element of the
apparent horizon. To estimate the entropy production we in-
tegrate over the longitudinal coordinate. S is given in units of
µ2. For large enough times linear growths seems to be a good
approximation. The shock fronts touch at µt = 0. The linear
fit, plotted as a red dashed line, is included to guide the eye.
Due to the finitely sized spatial box, in which we study the
gravitational collision, we could not follow the time evolution
long enough to observe a potential saturation regime for the
entropy (see e.g. [49]).
7 The small wiggling around linear growth seen in Figs. 5 and 6
can be explained by damped oscillations induced by the lowest
quasinormal mode and can thus be expected to fade off for larger
times.
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FIG. 6. The analogous plot as shown in Fig.5 but for an asym-
metric collision of shock waves with widths w+ = 0.075/µ
(right moving) and w− = 0.25/µ (left moving).
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FIG. 7. Comparison of the symmetric (red, dashed, Fig.5)
and asymmetric (gray blue, Fig.6) cases.
Thus, at large times linear entropy growth does not
only seem to connect classical and quantum chaos for
QFTs but also their holographic dual description. Ob-
viously, these similarities could well be accidental at our
present stage of understanding, but they are sufficiently
intriguing to warrant further research.
V. CONCLUSION
In this note we have argued that detailed holographic
calculations for asymmetric collisions are highly relevant
for any quantitative description of realistic HICs. We
have performed such calculations and have found that:
• The characteristic large fluctuations in transverse
energy and entropy densities, which are required
in hydrodynamic descriptions to explain the ob-
served large event-by-event fluctuations of flow ob-
servables, delay hydrodynamization and equilibra-
tion in the holographic description so strongly that
they are still significant at time of 1–2 fm/c when
hydrodynamics becomes definitively applicable.
• In contrast, the effect of the transverse dependence
of energy densities in peripheral collisions has only
a minor impact on the hydrodynamization time,
such that it is well motivated to initialize hydrody-
namics for the entire system simultaneously.
• p+A and A+A collisions do not show major differ-
ences in hydrodynamization properties.
• The long time linear growth of the apparent hori-
zon is very similar for symmetric and asymmetric
collisions which supports its interpretation as en-
tropy.
Finally, it should be noted that while the delayed hydro-
dynamization and equilibration caused by initial state
fluctuations is helpful to explain the observed v3 fluctua-
tions it also increases concerns that thermalization might
not happen as rapidly as is usually assumed in the inter-
pretation of the medium modifications of “hard” probes.
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