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Vorwort des Institutsleiters 
Systematische Qualitätssicherung ist für die Medizin in den letzten Jahren ein 
immer wichtigeres Thema geworden. Verließen sich die ersten medizinischen 
Expertensysteme in den späten 70er Jahren noch auf Expertenbefragungen, so 
hat sich im letzten Jahrzehnt der Fokus auf die evidenzbasierte Medizin verscho-
ben, in der Leitlinien zu Diagnose und Therapie systematisch empirisch hinter-
legt und strukturiert publiziert werden. Die Leitlinien sind allerdings mittlerwei-
le so umfangreich in Zahl und Detail geworden, dass ihre Anwendbarkeit und 
deren Dokumentation erhebliche Informatik-Unterstützung voraussetzt. Hierzu 
sind vor allem in den USA, aber auch in Europa einige Modellierungssprachen 
für Leitlinien entstanden. Allerdings sind diese recht heterogen, und es gibt noch 
große Defizite, die damit beschriebenen Leitlinien in die ärztliche Praxis zu brin-
gen.  
Das vorliegende Buch stellt erstmals ein proaktives System vor, das sowohl die 
einheitliche Modellierung von Leitlinien als auch deren unmittelbare Umsetzung 
in flexible Workflows ohne zusätzlichen Aufwand für das medizinische Personal 
ermöglicht. Der Ansatz wurde im  DFG-Projekt OLGA des Fraunhofer FIT und 
des Klinikum Gießen validiert, Vorarbeiten  auch in früheren DFG-Projekten u.a. 
mit der Berliner Charité.  
Im theoretischen Teil wird ein Metamodell auf drei Ebenen entwickelt, die sich 
den strategischen Zielen einer Leitlinie, ihrer fachlichen Inhalte und ihrer system-
technischen Unterstützung widmen. Die Modellvisualisierung orientiert sich so-
weit möglich an den in der Geschäftsprozessmodellierung erfolgreichen Ansät-
zen, um zusätzlichen Lernaufwand zu vermeiden. Formal hinterliegt dem Mo-
dell dagegen ein ontologiebasiertes Konzept, das u.a. mit den Arbeiten zur medi-
zinischen Begriffsstandardisierung an der Stanford University Kompatibilität 
herstellt. Das Modell kann auch eine Basis für die Interoperabilität von heterogen 
formulierten Leitlinien bilden.  
Erfolgreiche Implementierungen im klinischen, nicht nur klinik-verwaltenden 
Bereich sind außerordentlich schwierig, weil das medizinische Personal Zusatz-
aufgaben und Zusatzsysteme aufgrund der hohen Arbeitsbelastung kaum akzep-
tiert und zahlreiche Vorschriften und Standards zu berücksichtigen sind. Das 
Umsetzungskonzept der Arbeit nimmt diese Herausforderungen sehr geschickt 
auf, indem es zur Implementierung des Leitliniensystems den etablierten Stan-
dard HL7 für den klinischen Datenaustausch nutzt und in ein operatives Patien-
ten-Daten-Management-System (PDMS) einbettet und das System somit keinen 
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eigenen Betriebsaufwand und kaum zusätzlichen Lernaufwand erfordert. Zudem 
hat dieses Konzept im Gegensatz zu allen früheren Leitliniensystemen den gro-
ßen Vorteil, direkt mit den aktuellsten Patientendaten arbeiten zu können, ohne 
Risiko von Medienbrüchen oder Übertragungsfehlern.  
Am Beispiel des Beatmungsmanagements in einer Intensivstation wird im konk-
reten Anwendungsfall „Entwöhnung nach Langzeitbeatmung“ gezeigt, wie der 
zielorientierte Modellierungsansatz es vereinfacht, die notwendigen komplexen 
Entscheidungsstrukturen systematisch und übersichtlich abzubilden, aber auch 
die Umsetzung in die tägliche Arbeit ohne wesentlichen Zusatzaufwand gestat-
tet. Angesprochen werden auch kritische Praxisaspekte, wenn etwa relativ einfa-
che Leitlinien vorliegen, bei denen manche Ärzte eine Modellierung für überflüs-
sig halten oder Teile der automatischen Anleitung des Workflowsystems als Ein-
griff in ihre ärztliche Freiheit ansehen. Insgesamt bewährt sich aber gerade in sol-
chen kritischen Situationen die große Flexibilität, die der gewählte Ansatz in Be-
zug auf die Trennung von Zielen und Aufgaben, von Spezifikation und Automa-
tion bietet.  
Die Arbeit wurde als Informatik-Dissertation an der RWTH Aachen angenom-
men. Erstgutachter war Prof. Dr. Thomas Rose (Fraunhofer FIT und RWTH Aa-
chen), weitere Gutachter waren Prof. Dr. Dr. h.c. Gunter Hempelmann (Universi-
tät Gießen) und Prof. Dr. Matthias Jarke (RWTH Aachen und Fraunhofer FIT). 
Die hochinnovativen Beiträge zur Verzahnung von Modellierungs- und Automa-
tionsaufgaben werden sicher in Wirtschaftsinformatik und Medizininformatik 
auf große Beachtung stoßen. 
 
Aachen, im November 2008 
Prof. Dr. Matthias Jarke 
Institutsleiter, Fraunhofer FIT 
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Kurzfassung 
Bei der Versorgung von Patienten stehen Ärzte ständig vor dem Problem, auf 
Basis unsicherer und nicht vollständiger Daten wichtige Entscheidungen zur 
Diagnostik und Therapie treffen zu müssen. Zwar gibt es vielfältige Hilfestellun-
gen in Form papierbasierter Empfehlungen oder Leitlinien, jedoch bisher nur 
wenige proaktive Systeme, die den Arzt bei der Indikation und Anwendung die-
ser Leitlinien unterstützen. 
Der Beitrag dieser Arbeit liegt in der Betrachtung, Kombination und Erweiterung 
existierender Methoden und Technologien, die für die Realisierung einer auto-
matischen Leitlinienunterstützung notwendig sind: 
 Es wird ein Modell entwickelt, mit dem medizinisches Prozesswissen, das 
beispielsweise in Form von Leitlinien vorliegt, formalisiert werden kann. 
Das Modell vereint die wesentlichen, gemeinsamen Elemente computer-
interpretierbarer Leitliniensprachen, ergänzt sie jedoch erstmals um eine 
strategische Ebene durch die Möglichkeit der expliziten Modellierung 
von Zielen.  
 Auf der Basis flexibler Workflowtechniken wird eine Ausführungsumge-
bung realisiert, die über das Datenprotokoll HL7 mit einem Patienten-
Daten-Management-System verbunden ist. Die Kommunikation des Sys-
tems mit dem Benutzer wird ausschließlich über die elektronische Patien-
tenakte mit den bereits vorhandenen Interaktionsmöglichkeiten des Pa-
tienten-Daten-Management-Systems geführt. Damit integriert sich die 
Ausführungsumgebung nahtlos in den täglichen Arbeitsablauf des Arz-
tes. 
Diese Arbeit vereint zum ersten Mal zielorientierte Modellierung mit automa-
tisch ausführbaren Leitlinien.  
Es wurde eine durchgehende Werkzeugkette zur Formalisierung und Automati-
sierung implementiert und mit Ärzten einer Intensivstation im Rahmen eines 
durch die DFG geförderten Forschungsprojektes evaluiert. Damit wird der Weg 
zu Aussagen über die Effekte des praktischen Einsatzes automatisierter Leitlinien 
eröffnet. 
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Abstract 
During patient care physicians have to make important decisions, often based 
upon uncertain and incomplete data, about diagnostic and therapeutic actions. 
Various kinds of decision support exist in form of paper-based recommendations 
and guidelines, yet only a few proactive systems support the physician in select-
ing and executing these guidelines. 
This thesis contributes to the research on computerized clinical guidelines by as-
sessing, combining and extending existing methods and technologies used for 
automating clinical guidelines: 
 A meta-model is developed to capture process knowledge which exists 
e.g. in form of guidelines. The model is based upon the main common 
elements of computerized guideline languages and is for the first time ex-
tended by a strategic level by means of specific goal modelling. 
 An execution engine is implemented which is based on flexible workflow 
techniques and connected by an HL7 interface to communicate with a pa-
tient data management system. User interaction is through the electronic 
patient record in the patient data management system only. Thus, the 
execution engine integrates into the working environment of a physician 
seamlessly. 
Thus, for the first time computerized guidelines are combined with explicit 
means of goal modelling and automation accompanied by an iterative modelling 
method.  
A tool chain for formalizing and automating clinical guidelines was implemented 
and evaluated with physicians of an intensive care unit in the context of a re-
search project part-financed by the German Research Council (DFG). This paves 
the way towards the assessment of the effects of automated guidelines based on 
clinical data. 
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Vorwort 
Entscheidungs- und Prozessunterstützung in der Medizin ist ein spannendes 
und aus Kosten- und Qualitätsgründen gerade heute wichtiges Thema. Dabei 
geht es nicht darum, den Arzt in ein Korsett der Kochbuchmedizin zu zwängen 
oder ihn mit Technik und Software zu überfordern. Vielmehr soll die Technik ih-
ren Beitrag leisten, ihn unaufdringlich bei seiner Arbeit zu unterstützen. 
Diese Arbeit basiert vorrangig auf einem DFG-geförderten Forschungsprojekt 
zur Automatisierung von Leitlinien, das vom Fraunhofer FIT mit der Klinik für 
Anästhesiologie und Intensivmedizin der Universität Gießen durchgeführt wur-
de. Es fließen aber auch die Erfahrungen aus anderen Projekten im Bereich der 
Medizininformatik ein, in denen ich seit 1996 mitgewirkt habe: von einem Ver-
ordnungsplansystem für die Intensivmedizin über prozessorientiertes, integrier-
tes Monitoring im OP bis zu Softwareagenten in der Rettungsstelle. 
Daher möchte ich zuallererst den Kollegen und Mentoren danken, die mich auf 
diesem Weg bisher begleitet, gefordert und gefördert haben. 
Ich danke besonders Prof. Dr. Thomas Rose. Als Chef gab er mir den nötigen 
Freiraum, um dieses Promotionsvorhaben durchführen zu können. Als Betreuer 
hat er durch konstruktive Kritik an dessen Gelingen beigetragen. Und als Kollege 
habe ich viele Jahre in spannenden Projekten mit ihm zusammengearbeitet. 
Prof. Dr. Dr. h.c. Gunter Hempelmann und Prof. Dr. Matthias Jarke danke ich als 
Zweitgutachter für ihre Kommentare und Korrekturen. 
Diese Arbeit wäre wohl nie fertig geworden ohne meine Kollegin, Zimmergenos-
sin und Freundin Gertraud Peinel. Trotz der Arbeit an ihrer eigenen Promotion 
stand sie mir stets als Sparringspartner für angeregte Diskussionen zur Verfü-
gung und nicht zuletzt gab sie mir mehr als einmal den hilfreichen Tritt weiter-
zumachen. 
Dr. Rainer Röhrig hat nicht nur als enthusiastischer Projektpartner viel prakti-
sches Wissen über Patienten-Daten-Management-Systeme und die Arbeit als 
Anästhesist beigetragen. Er hat mir durch seinen Glauben an mich und das Inter-
esse am Abschluss meiner Arbeit Kraft gegeben. 
Dank gilt auch Prof. Dr. Wolfgang Friesdorf, der mich durch die Arbeit mit ihm 
geprägt hat. Durch seine Visionen und Projekte habe ich schon als Student erfah-
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ren, was es heißt, dass Technik „nur“ ein Werkzeug ist, das den Menschen bei 
seiner Tätigkeit zu unterstützen hat. 
Vor allem aber muss ich mich bei meiner Familie für die Unterstützung bedan-
ken: bei meiner dreijährigen Tochter Annika, die oft auf ihren Papa verzichten 
musste, meinem Sohn Felix, der mit acht Monaten seinen Papa noch gar nicht 
anders als promovierend kennt und ganz besonders bei meiner Frau, Brita. Sie 
hat mir Freiraum gegeben, die Kraft und den Beistand und nicht zuletzt Input 
durch ständiges Diskutieren und Korrekturlesen. Danke! 
Ich widme diese Arbeit meiner Familie und meiner Mutter (†2005), der ich es 
versprochen habe. 
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1 Einleitung 
1.1 Klinische Motivation 
Ärzte stehen in einem hoch komplexen Arbeitsumfeld unter einem ständigen 
Zeit- und Entscheidungsdruck. Ihnen steht eine immer größere Menge immer de-
taillierterer und umfangreicherer Information zur Verfügung. Elektronische Pa-
tientenakten umfassen Tausende patientenbezogene Variablen, und in einer typi-
schen Morgenvisite kann der Intensivarzt mit über 200 Werten eines Patienten 
konfrontiert werden (Morik et al., 2000). Daher wird in der Medizin oft vom In-
formation Overload gesprochen (Imhoff et al., 2001). Zudem sehen sich Kliniken 
durch die Einführung eines fallpauschalenbasierten Entgeltsystems nach Dia-
gnosis Related Groups (DRG) mit einem zunehmenden Druck zur Qualitätssi-
cherung der Behandlungen und zur Einschränkung der Kosten konfrontiert 
(Martin et al., 2003).  
Ein Element in der Lösung dieser Herausforderungen ist die Anwendung von 
Wissen über beste klinische (technisch-administrative) als auch medizinische 
(fachliche) Vorgehensweisen (Grimshaw und Russell, 1993). So konnte bereits 
gezeigt werden, dass die Anwendung standardisierter Behandlungspfade so-
wohl die Effizienz und Wirtschaftlichkeit, als auch die Qualität der medizini-
schen Leistungen erhöhen kann, was sich etwa in verkürzten Liegezeiten von Pa-
tienten oder einer signifikanten Reduktion der Mortalität (Sterblichkeit) wider-
spiegelt (Basse et al., 2000; Mohr et al., 1996; Schreiber et al., 1995).  
Die zunehmende Durchdringung von Kliniken mit Informationstechnik und ih-
rer Fülle an generierten Daten sowie ihrer Verfügbarkeit in elektronischen Pa-
tientenakten legt den Einsatz von wissensbasierten und prozessorientierten Sys-
temen zur Unterstützung des ärztlichen und pflegerischen Personals nahe (Ziels-
torff, 1998). Systeme, die dem Arzt relevante Informationen zum richtigen Zeit-
punkt in adäquater Darstellung liefern, stellen nachweislich eine Erleichterung 
dar (Kuhn, 2003). Beispiele für die Unterstützung sind Erinnerungsfunktionen 
oder Warnhinweise bei der Verordnung von Medikamenten (Filippi et al., 2003). 
Doch während sich die Unterstützung klinischer Abläufe im Rahmen von Clini-
cal Pathways durch erhältliche Produkte bereits in der Etablierung befindet (Livi, 
2006), ist die Unterstützung medizinischer Prozesse und Handlungsempfehlun-
gen wie Leitlinien durch klinische Informationssysteme (KIS) noch weitestge-
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hend offen. Dies liegt zum einen an der hohen Komplexität der medizinischen 
Prozesse im Vergleich zu administrativen Prozessen, als auch an einer mangeln-
den Flexibilität herkömmlicher Vorgangsunterstützungssysteme (Dadam et al., 
2000). 
Unter dem Schlagwort der Process-aware Information Systems (Dumas et al., 
2005) wird untersucht, wie Informationssysteme um prozessorientierte Konzepte 
ergänzt werden können, um die adäquate Unterstützung des Benutzers in seinen 
Arbeitsprozessen realisieren zu können, ohne ihn in seinen Aktivitäten allzu sehr 
einzuschränken. Dazu wird beispielsweise die Striktheit von Prozessmodellen 
gelockert, zugunsten einer Modellierung, die eine Abweichung von vordefinier-
ten Pfaden und eine dynamische Veränderung der Modelle erlaubt (Weber et al., 
2007). Doch obwohl verschiedenste Ansätze zur Flexibilisierung von Workflows 
verfolgt werden, sind immer noch viele Fragen der Reife und Alltagstauglichkeit 
ungeklärt (Weber et al., 2007). 
Daher findet eine aktive Unterstützung in der Ausführung der Prozesse bisher 
nur für solche Behandlungen statt, die strukturell eindeutig beschreibbar sind 
und zumeist aus wiederkehrenden Aktivitäten bestehen, z.B. der Therapie chro-
nischer Erkrankungen, wie die zyklische Behandlung mit Chemotherapeutika, 
deren Unterstützung eine Domäne von ONCOCIN darstellt (Musen, 2005; Shor-
tiffe et al., 1984). Verlässt man aber das Gebiet dieser strukturierten Vorgehens-
weisen, so schwindet jede Form der Unterstützung, ausgenommen die Doku-
mentation der Behandlung im Kontext der (elektronischen) Patientenakte. 
Bereits in den 70er Jahren wurden Expertensysteme entwickelt, die den Arzt 
durch automatisch ausgewertete Regeln auf der Basis von Patientendaten bei 
Entscheidungen unterstützen (Shortiffe et al., 1984). Insbesondere seit Mitte der 
90er Jahre wurden verschiedene prozessorientierte Ansätze zur Erfassung und 
Automatisierung von Leitlinien vorgestellt1. Das Spektrum der dabei entwickel-
ten Lösungen reicht von HTML- oder XML-basierten Repräsentationen (HGML = 
Hypertext Guideline Markup Language, (Hagerty et al., 2000)) in digitalen Bib-
liotheken (DeGeL = Digital Electronic Guideline Library, (Shahar et al., 2004)) bis 
zu automatisch ausführbaren Leitlinien (z.B. PROforma (Sutton und Fox, 2003)). 
Doch obwohl solch automatische Assistenzsysteme den Anwender (Arzt) bei der 
Erkennung und Durchführung standardisierter Behandlungsprozesse unterstüt-
zen können, haben sie bisher keinen Eingang in die klinische Routine gefunden.  
                                                   
1  http://www.openclinical.org, 3.5.2008 
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 Eine Ursache hierfür ist die fehlende elektronische Verfügbarkeit der Fak-
ten für das Assistenzsystem, da es den meisten klinischen Informations-
systemen bisher an der vollständigen und zeitnahen Erfassung aller Pa-
tientendaten (Befunde, Therapiemaßnahmen, Medikation, etc.) mangelte.  
 Eine zweite Ursache ist die ungenügende Einbindung der Assistenzsys-
teme in die ärztlichen Arbeitsprozesse (Saleem et al., 2005). Klinische In-
formationssysteme unterstützen vor allem die Erfassung administrativer 
und organisatorisch relevanter Daten wie Patientenverwaltung und Ter-
minplanung. Jedoch findet die inhaltliche Unterstützung des Behand-
lungszyklus (Diagnostik, Befund, Therapieentscheidung, Therapieüber-
wachung) bei den herkömmlichen Systemen über die reine Dokumentati-
on hinaus kaum statt. Zudem sind sie meist eigenständige Anwendun-
gen, mit eigener Bedienlogik und Benutzerinterface, und verursachen da-
durch in der Anwendung zusätzlichen Aufwand (Sim et al., 2001). 
 Eine dritte Ursache ist die mangelnde Formalisierung der medizinischen 
Handlungsempfehlungen (z.B. als Leitlinien oder Standard Operating 
Procedures) in einer Form, die zur automatischen Ausführung geeignet 
ist. 
1.2 Ziele 
Ziel dieser Arbeit ist, einen Beitrag zur besseren Unterstützung von Ärzten am 
Patientenbett zu leisten. Auf Basis formalisierter Leitlinien soll ein Assistenzsys-
tem den Arzt bei der Erkennung der Indikationsstellung sowie der Durchfüh-
rung von Leitlinien unterstützen.  
Damit werden zwei Schwerpunkte gelegt: die Formalisierung von Leitlinien so-
wie die Abbildung auf flexible Workflowtechniken zur Automatisierung. Insbe-
sondere werden die folgenden Hauptziele verfolgt: 
 Modellierung: Spezifische Sichten in drei Ebenen. 
Notwendige Grundlage der Automatisierung ist ein formales Modell der 
Leitlinie. Dieses Modell beinhaltet auf einer strategischen Ebene die Ziele 
des ärztlichen Handelns. Auf fachlicher Ebene werden die Entscheidungen 
und Aktivitäten modelliert, die zur Erreichung der Ziele dienen. Auf der 
technischen Ebene werden ausführungsrelevante Aktionen spezifiziert. 
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 Automatisierung: Assistenz der Entscheidungs- und Prozessunterstützung in-
tegriert in ein Patienten-Daten-Management-System. 
Die proaktive Unterstützung des Anwenders soll durch die Integration 
der automatisierten Leitlinien in ein Patienten-Daten-Management-
System (PDMS) sichergestellt werden. Dabei darf eine solche Komponen-
te keine zusätzliche Belastung für den Anwender sein, sondern soll sich 
unaufdringlich und transparent in den Tagesablauf der Benutzer integrie-
ren. 
Die Ziele stützen sich auf drei Beobachtungen: 
 Eine iterative, partizipative Methode erlaubt es Medizinern und Informatikern 
gemeinsam Prozessmodelle auf der Basis von Leitlinien zu entwickeln. 
Die frühe Beachtung vorhandener Systemfunktionen führt sicherer zu au-
tomatisierbaren Prozessmodellen als die rein medizinische Prozessbe-
trachtung, die nicht-automatisierbare Elemente enthalten kann. Zudem ist 
die Zusammenarbeit von medizinischen Experten und Systementwick-
lern bei der Modellierung Erfolg versprechend. 
 Ein automatisierbares Modell medizinischen Wissens muss die strategischen Zie-
le, die fachlichen Entscheidungen und Aktivitäten sowie die Integration in vor-
handene Informationssysteme berücksichtigen. 
Existierende Modelle konzentrieren sich immer auf ausgewählte Aspekte 
bezüglich medizinischer Vollständigkeit oder technischer Automatisier-
barkeit. Keines integriert Aspekte der strategischen, fachlichen und tech-
nischen Prozessmodellierung. 
 Die Einbindung eines operativen Assistenzsystems in die elektronische Patien-
tenakte ermöglicht die zeitnahe und adäquate Unterstützung des Arztes auf der 
Basis aktueller, umfassender Patientendaten.  
Gerade das PDMS ist ein wichtiges Arbeitsmittel, das der Arzt in seiner 
täglichen Arbeit bereits verwendet. Wenn die Entscheidungsunterstüt-
zung hier benutzerfreundlich eingebunden wird, hat sie bessere Chancen 
auf Akzeptanz. 
Das Ergebnis sind ein Modell und eine Methodik zur Erfassung medizinischen 
Leitlinienwissens sowie die Automatisierung der Prozesse über die Abbildung in 
Workflows. Es wird ein fachliches Domänenmodell mit einer expliziten Zielmo-
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dellierung verbunden und mit einer weitgehend automatisierten Workflowgene-
rierung versehen. Dies entspricht den Anforderungen, wie sie beispielsweise im 
Business Process Management zur Modellierung und Automatisierung von Ge-
schäftsprozessen existieren (Becker et al., 1997; Scheer, 2002). 
1.3 Ansatz 
Aus den beiden Hauptzielen ergeben sich mehrere Aufgaben, die im Weiteren 
bearbeitet werden. 
Es wird ein Metamodell für klinische Leitliniensprachen entwickelt, in dem sich 
die Strukturen existierender, fachlicher Modelle (Leitliniensprachen) wiederfin-
den. Zudem wird das Modell um eine explizite Zielmodellierung ergänzt, damit 
strategische Behandlungsziele zur Dokumentation und Auswertung verwendet 
werden können. Dadurch wird ein Weg aufgezeigt, wie die explizite Modellie-
rung von Zielen in formalisierte Leitlinien integriert werden kann, um Aktivi-
tätsabfolgen und Entscheidungskriterien in einen strategischen Zusammenhang 
zu bringen. Für das Metamodell wird ein Schema spezifiziert mit dem medizini-
sches Prozesswissen, das in Form von Leitlinien als Handlungsempfehlung vor-
liegt, erfasst werden kann.  
Für die Automatisierung wird eine Ausführungsumgebung realisiert, die sich in 
den klinischen Arbeitsablauf integriert. Der Ablauf von Aktivitäten, den eine 
Leitlinie spezifiziert, wird durch Abbildung in ein Workflowformat umgesetzt. 
Die Ausführungsumgebung für Workflows wird um Methoden der Kommunika-
tion mit dem PDMS (über HL7) sowie der Implementierung fachlicher Funktio-
nen (z.B. Auswertung von Bedingungen) ergänzt. Damit fügt sich die Ausfüh-
rung nahtlos in das klinische Netzwerk ein und kommuniziert ausschließlich 
über die elektronische Patientenakte mit dem Benutzer. 
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Abbildung 1: Überblick des Beitrages dieser Arbeit 
Das entwickelte Modell besteht aus drei Ebenen (Abbildung 1): 
 In einer strategischen Ebene (Warum?) werden die Ziele der Leitlinie und 
der darin enthaltenen Entscheidungen und Aktivitäten modelliert und in 
Beziehung gesetzt.  
Hierzu bieten sich Ansätze aus dem zielorientierten Requirements Engi-
neering an, beispielsweise i-Star/GRL. 
 In einer fachlichen Ebene (Was?) werden die zur Erfüllung der Ziele be-
nötigten Daten, Aktivitäten und Regeln detailliert. 
Auf dieser Ebene bewegen sich die verschiedenen Leitlinienmodelle wie 
z.B. GLIF und Asbru, die bezüglich ihrer Elemente verglichen werden. 
Für das Metamodell werden die wesentlichen Elemente der Leitlinien-
modellierungssprachen herangezogen. 
 Auf der operationalen Ebene bzw. Systemebene (Wie?) befinden sich 
Dienste zur Implementierung der strategischen und fachlichen Elemente 
durch automatisch ausführbare Prozesse (Workflow). 
medizinisches/
fachliches Modell
PDMS
Leitlinie Formalisierung
Workflow
Warum?
Was?
Wie?
Zielmodellierung
Strategie
Feedback
Autom
atisierung
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Zur Ausführung auf der Basis existierender Technologien bieten sich 
Workflowsysteme an, da sie akzeptierte und verbreitete Werkzeuge zur 
Automatisierung von Prozessen sind. 
Im Rahmen eines von der Deutschen Forschungsgemeinschaft (DFG) geförderten 
Projektes namens Online Guideline Assist (OLGA) werden das Modell und die 
Ausführungsumgebung anhand von Leitlinien in der Intensivmedizin evaluiert.  
1.4 Aufbau 
Die Struktur des vorliegenden Dokumentes orientiert sich an den in Kapitel 1.2 
genannten Zielen und Aufgaben und umfasst folgende Kapitel: 
 In Kapitel 2 werden die Begriffe für die verschiedenen Typen medizini-
scher Handlungsempfehlungen definiert und die Anforderungen an for-
male Leitlinienmodelle werden dargestellt. 
 Kapitel 3 erörtert den Stand der Wissenschaft: Zunächst werden existie-
rende Leitliniensprachen analysiert und die Gemeinsamkeiten und Un-
terschiede herausgestellt. Danach wird auf mögliche Flexibilisierungs-
konzepte in Workflows eingegangen. Schließlich werden Möglichkeiten 
der Sichten auf Prozesse sowie der Modellierung von Zielen gezeigt. 
 In Kapitel 4 werden ein Metamodell und ein Prozessmodell für medizini-
sche Leitlinien entwickelt und gezeigt, wie sich existierende Ansätze für 
die Realisierung der drei Ebenen nutzen lassen.  
 In Kapitel 5 wird die Implementierung einer Leitlinienmanagementum-
gebung beschrieben, mit der sich Leitlinien erfassen und in einem PDMS 
automatisieren lassen. 
 Kapitel 6 enthält die Evaluation des Modells und des daraus entstande-
nen Prototyps durch das Forschungsprojekt Online Guideline Assist 
(OLGA). 
 Das Schlusskapitel 7 fasst die wichtigsten Erkenntnisse zusammen, be-
wertet die Ergebnisse und bietet einen Ausblick auf zukünftige Arbeiten. 
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2 Medizinische Leitlinien 
2.1 Begriffe und Terminologie 
„Leitlinien werden nicht um ihrer selbst willen erstellt. Sie sollen zu einer mess-
baren Verbesserung der Gesundheitsversorgung beitragen, indem sie Empfeh-
lungen der effektivsten und effizientesten medizinischen Maßnahmen für defi-
nierte Indikationen abgeben.“ (Porzsolt und Leonhard-Huober, 2000).  
Neben Leitlinien existieren noch andere Formen medizinischer Handlungsvor-
schriften und Entscheidungsempfehlungen, die sich vor allem durch ihre rechtli-
che Verbindlichkeit und ihren wissenschaftlichen Evidenzgrad unterscheiden 
(Stockhorst, 2004). Im Folgenden werden die für diese Arbeit wichtigen Begriffe 
auf Basis der Literatur genannt und erklärt. Dabei stützen sich die Definitionen 
auf (Ollenschläger et al., 2001), (Lehmann, 2005), (Bundesärztekammer, 1998) 
und (Campbell et al., 1998). 
Bei den diagnostischen oder therapeuti-
schen Vorgaben unterscheidet man zwi-
schen offiziellen (extern vorgegebenen) 
und innerklinischen Handlungsanwei-
sungen. 
Die offiziellen Handlungsanweisungen 
werden von der Bundesärztekammer 
nach ihrer zunehmenden rechtlichen 
Verbindlichkeit in „Empfehlungen“, 
„Leitlinien“ und „Richtlinien“ unterschieden (Abbildung 2) und von den medi-
zinischen Fachgesellschaften in der Arbeitsgemeinschaft der Wissenschaftlichen 
Medizinischen Fachgesellschaften (AWMF) erstellt und veröffentlicht. 
 Richtlinien sind Handlungsregeln einer Institution, die kaum einen Er-
messensspielraum zulassen. Ihre Nichtbeachtung kann Sanktionen nach 
sich ziehen. Ein Standard hat denselben bindenden Charakter, beinhaltet 
aber meist exaktere und technischere Regeln der Qualitätsanforderungen. 
Beispielsweise definiert die Richtlinie der Bundesärztekammer zur Quali-
tätssicherung ambulanter Operationen genaue Voraussetzungen an die 
Richtlinie
Standard
Leitlinie
Empfehlung
Abbildung 2: Abnehmende Freiheitsgrade 
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Qualifikation des Arztes, der Prozesse und Strukturen bis hin zu bauli-
chen Anforderungen und Hygiene2. 
 Leitlinien sind systematisch entwickelte, wissenschaftlich begründete und 
praxisorientierte Entscheidungshilfen für die angemessene ärztliche Vor-
gehensweise bei speziellen gesundheitlichen Problemen. Sie geben jedoch 
nur einen Handlungskorridor vor und lassen dem Arzt einen Entschei-
dungsspielraum, um in begründeten Einzelfällen von den Empfehlungen 
abweichen zu können. 
Beispielsweise gibt es für die Anästhesie von der Deutschen Gesellschaft 
für Anästhesiologie und Intensivmedizin (DGAI) Leitlinien bezüglich 
verschiedener Aspekte anästhesiologischer Praxis. Im Falle der ambulan-
ten Operationen werden geeignete Operationstechniken, soziale Kriterien 
oder Entlassungskriterien gelistet. Diese sollten eingehalten werden, sind 
aber vom Arzt in jedem Fall zu interpretieren3. 
 Empfehlungen haben einen gering bindenden Charakter. Sie sollen die 
Aufmerksamkeit auf änderungsbedürftige und beachtenswerte Sachver-
halte lenken. Sie dienen der Information und Aufklärung und helfen dem 
Arzt bei der Beurteilung seines Wissensstandes. Es kann sich bei Empfeh-
lungen um Vorstufen zu Leitlinien handeln. 
Beispielsweise beinhaltet die Empfehlung zur Arbeitsorganisation in der 
Anästhesie der DGAI, dass der Anästhesist in der Neurochirurgie eine 
Oberarztstelle innehaben sollte4. 
Bei den innerklinischen Vorgaben werden „klinische Behandlungspfade“ und 
„Standard Operating Procedures“ unterschieden. 
 Ein klinischer Behandlungspfad (Clinical Pathway) beschreibt den vollständi-
gen Diagnostik- und Therapieplan für einen Krankenhausaufenthalt in 
Abhängigkeit von einer Diagnose oder einem Symptom. Dabei beinhaltet 
er sowohl administrative (z.B. Terminierung, Rollen) als auch medizini-
sche Anteile. 
                                                   
2 http://www.bundesaerztekammer.de/page.asp?his=0.7.45.4137, 4.11.2007 
3 http://www.dgai.de/06_0_00tabelle.htm bzw. http://www.kmueller-anaesthesie.de/Leit
Amb.htm, 4.11.2007 
4 http://www.dgai.de/06pdf/01_1_015-Chirurgie.pdf, 4.11.2007 
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 Eine Standard Operating Procedure (SOP) stellt diagnose-, symptom- oder 
maßnahmenbezogene Indikations- und Handlungsanweisungen dar und 
damit auch die Abläufe innerhalb der Schritte eines Behandlungspfades. 
Die SOP wird auch als Therapiestandard bezeichnet. 
Im Englischen ist Guideline zumeist ein Sammelbegriff für Leitlinien, Richtlinien 
und SOPs. Nur im Amtsgebrauch der EU wird zwischen der Guideline (Leitlinie) 
und der verbindlicheren Directive (Richtlinie) unterschieden. Manchmal wird zu-
sätzlich zwischen der generellen Guideline und dem institutionsspezifisch ange-
passten Protocol differenziert.  
In dieser Arbeit werden medizinische Vorgaben betrachtet, die zumeist als Leit-
linien und SOPs vorliegen. Unabhängig von der rechtlichen Verbindlichkeit ist 
die Übertragung auf andere Typen von Handlungsempfehlungen jedoch nicht 
ausgeschlossen.  
2.2 Entwicklung und Einschränkung von Leitlinien 
Basis für die Entwicklung von Leitlinien und SOPs sind die evidenzbasierte Me-
dizin und die von den Experten der Fachgesellschaften erarbeiteten Maßstäbe 
zur Erstellung von Leitlinien (Martin et al., 2003). Weltweit sind mehrere Tau-
send Leitlinien definiert, die in nationalen oder fachgesellschaftlichen „Clearing-
houses“ im Internet publiziert werden. Einige Beispiele (Stand 11.2.2008): 
 Das National Guidelines Clearing House (http://guidelines.gov) enthält 2249 
gültige Leitlinien, 287 sind „in progress“ und 1502 wurden geändert. Wei-
tere 920 Leitlinien wurden z.B. aus Qualitätsgründen zurückgezogen. 
 Das Ärztliche Zentrum für Qualität in der Medizin (http://leitlinien.de) ver-
weist auf die Portale anderer deutscher Anbieter, beispielsweise der Ar-
beitsgemeinschaft der wissenschaftlichen medizinischen Fachgesellschaf-
ten (AWMF), der einzelnen Fachgesellschaften, Universitäten oder Kli-
nikverbünde. Die AWMF bietet sofortigen Zugriff auf 88 Leitlinien, wei-
tere 192 wurden in den letzten fünf Jahren nicht verändert und sind nur 
bedingt zugänglich. 
 Das Guidelines International Network (GIN, http://www.g-i-n.net) hat mehr 
als 4700 Leitlinien, systematische Reviews und Evidenzreports für Mitg-
lieder online. 
   2.2 ENTWICKLUNG UND EINSCHRÄNKUNG VON LEITLINIEN 
 21 
In diesen Leitlinientauschbörsen werden Leitlinien typischerweise als struktu-
rierter Fließtext (in HTML, PDF oder DOC Format) präsentiert. Abbildung 3 
zeigt einen Ausschnitt aus der Leitlinie zur Behandlung von chronischem Hus-
ten, die von der Deutschen Atemwegsliga herausgegeben wird (Vogelmeier et 
al., 2007). Der logische Ablauf der Diagnose und der Therapie wird als Flussdiag-
ramm dargestellt.  
 
Abbildung 3: Auszug einer Leitlinie zu chronischem Husten 
Das eigentliche (Hintergrund-)Wissen einer Leitlinie ist jedoch nicht in diesen 
grafischen Abläufen enthalten, sondern im erläuternden Text: Für jeden Schritt 
im Flussdiagramm gibt es eine textuelle Beschreibung der empfohlenen Tätigkei-
ten, Grenzwerte, Hintergrundinformationen und Ziele inklusive Tipps zur prak-
tischen Anwendung. Für das Beispiel des chronischen Hustens sind zusätzlich zu 
dem Flussdiagramm etwa 40 Seiten mit erläuterndem Text und fast 400 Referen-
zen enthalten.  
Die veröffentlichten Dokumente sind generalisierte Handlungsempfehlungen, 
die zunächst fachlich an örtliche Gegebenheiten und bereits existierende Abläufe 
angepasst werden müssen. Beispielsweise könnten in der Leitlinie Untersuchun-
gen empfohlen werden, die mangels apparativer Ausstattung oder Fachabteilun-
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gen nicht durchgeführt werden können und daher einer medizinisch adäquaten 
Substitution durch andere diagnostische Verfahren bedürfen. Bei der weiteren 
Formalisierung und Überführung in medizinische Algorithmen5 wird eine weite-
re Präzisierung notwendig, die ein hohes Maß an Aufwand und Fachkompetenz 
erfordert: Das Hintergrundwissen, vor dem der Arzt eine Empfehlung interpre-
tiert, muss für eine maschinelle Auswertung expliziert werden. Dazu gehört ne-
ben der offensichtlichen Anpassung an lokale Software, Datenstrukturen und 
Semantik (Bezeichnung, Einheiten) auch die situative Definition vager Ausdrü-
cke wie „normotherm“ oder „schneller Anstieg“.  
2.3 Formalisierung von Leitlinien 
Modellierung und Formalisierung einer Leitlinie bedeuten im Wesentlichen, die 
veröffentlichten Texte und das zur Interpretation notwendige Hintergrundwis-
sen in ein computergestütztes Modell zu überführen und mit weiteren Annota-
tionen (z.B. Anbindung an ein vorhandenes Datenmodell und Informationssys-
tem) zu versehen.  
Neben der Nutzung generischer Prozessmodelle bietet sich hierfür die Entwick-
lung einer domänenspezifischen Leitliniensprache an. Als intermediäre bzw. 
domänenorientierte Sprachen (Domain Specific Language, DSL) besitzen Leitli-
niensprachen den Vorteil der Nähe zur Erfahrungswelt der Anwender und besit-
zen als solche insbesondere folgende Vorteile (van Deursen et al., 2000): 
 Domänenspezifische Sprachen ermöglichen die Definition von Modellen 
und Problemlösestrategien in den Termen und der Abstraktionsebene der 
Domäne. Daher fällt es Domänenexperten leichter, Modelle zu verstehen 
und zu bewerten, evtl. sogar zu erstellen. 
 Domänenspezifische Modelle abstrahieren von der technischen Realisati-
on und ermöglichen so ein produktives, wartungsfreundliches und über-
tragbares Arbeiten. 
 Sie enthalten Domänenwissen, welches sie konservieren und zur Wieder-
verwendung verfügbar machen. 
                                                   
5 Der Begriff Algorithmus ist hier nicht mit der mathematischen Bedeutung gleichzuset-
zen. Vielmehr werden damit in der Medizin (besonders im anglo-amerikanischen Be-
reich) meist schematische Abläufe bzw. deren graphische Darstellung bezeichnet (vgl. 
Stufenschemata bzw. Entscheidungsbäume). http://www.anr.de/de/wissen/bibliothek
/algorithmen.jsp, 6.2.2008 
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 Domänenspezifische Sprachen erlauben die Validierung und Optimie-
rung auf der fachlichen Ebene. 
Bezüglich der Erfassung von Leitlinien in formalen automatisierbaren Modellen 
werden in (Shiffman et al., 2000) Anforderungen an ein solches ideales Modell 
zur Repräsentation klinischen Wissens formuliert: 
 Mächtigkeit: Möglichst viel Wissen einer Leitlinie soll im Modell enthalten 
sein. 
 Adäquate Ausdrucksmächtigkeit: Die Repräsentationssprache soll die Komp-
lexität und Nuancierung erfassen und zugleich inhaltlich äquivalent zur 
Originalschrift sein. 
 Flexibilität: Es muss möglich sein, Leitlinien verschiedener Detaillierungs-
grade zu modellieren (Granularität).  
 Verständlichkeit: Die Modellierungssprache soll sich an den Begrifflichkei-
ten und Strategien der Anwender orientieren, um die Erfassung von Wis-
sen verständlich und einfach zu halten. 
 Austauschbarkeit: Die Modelle sollen zwischen verschiedenen Institutio-
nen austauschbar sein (sharable). 
 Wiederverwendbarkeit: Die Modelle sollen in allen Stadien des Lebenszyk-
lus wiederverwendbar sein. 
In (Shahar, 2002) wird zudem begründet, dass ein Leitlinienmodell mehr Infor-
mationen beinhalten muss als den reinen Algorithmus bzw. den Ablauf der Ak-
tivitäten. Die intelligente, qualitative Bewertung der Anwendung einer Leitlinie 
erfordere demnach auch Kenntnis der Ziele der Autoren einer Leitlinie, Wissen 
um die Effekte verschiedener Interventionen und generische und leitlinienspezifi-
sche Revisionsstrategien (z.B. das Absetzen einer Therapie mit negativen Auswir-
kungen auf einen Parameter ist äquivalent zum Start einer Maßnahme, die einen 
positiven Effekt auf den Parameter hat).  
2 MEDIZINISCHE LEITLINIEN 
24 
 
Abbildung 4: Empfohlene Standardelemente für klinische Algorithmen6 
Für die Notation von Algorithmen in Leitlinien (Abbildung 4) existiert eine Emp-
fehlung, die von der Arbeitsgemeinschaft der Wissenschaftlichen Medizinischen 
Fachgesellschaften AWMF und dem Ärztlichen Zentrum für Qualität in der Me-
dizin ÄZQ herausgegeben wird. Ein klinischer Zustand löst eine Abfolge von 
Entscheidungen und Handlungen (Aktivitäten) aus. Dabei zeigen die Pfeile die 
logische Reihenfolge bei typischen Fällen an, das heißt, die Reihenfolge ist nicht 
strikt. 
Auch wenn viele der Leitlinien nicht genau dieser Empfehlung folgen, so finden 
sich die wesentlichen Elemente in allen wieder (vgl. auch Abbildung 3).  
                                                   
6 http://www.uni-duesseldorf.de/AWMF/ll/ll_metho.htm, 3.6.2008 
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3 Stand der Forschung 
In den folgenden drei Unterkapiteln wird der relevante Stand der Forschung be-
züglich der Modellierung und Unterstützung von medizinischen Leitlinien und 
Prozessen vorgestellt: 
 Medizinische Leitlinien-Repräsentationssprachen zur Formalisierung und 
automatisierten Ausführung haben sich in der klinischen Domäne entwi-
ckelt und orientieren sich mit ihren Elementen an der Terminologie ihrer 
Anwender. 
 Workflowsysteme werden seit Langem zur Automatisierung von Office- 
und Produktionsprozessen eingesetzt und um Flexibilisierungskonzepte 
zur Unterstützung dynamischer und schwach strukturierter Prozesse er-
weitert. 
 Bei der Prozessmodellierung und im Requirements Engineering wurden 
Ansätze entwickelt, die die Integration von Zielen in einer strategischen 
Sicht beinhalten. 
3.1 Computerinterpretierbare Leitliniensprachen 
Als Vorreiter medizinischer Expertensysteme gilt das System MYCIN (Buchanan 
und Shortliffe, 1984), welches Mitte der 70er Jahre in Stanford zur Diagnostik 
bakterieller Infektionen des Blutes mit anschließender Therapieempfehlung ent-
wickelt wurde. MYCIN gilt als eines der ersten Programme, das auf das Problem 
des Schließens auf der Grundlage ungesicherter oder unvollständiger Informa-
tionen einging. 
 
Abbildung 5: Beispiel einer MYCIN-Regel7 
MYCIN verwendete ca. 500 Regeln, die durch Faktoren (Certainty) bewertet und 
gewichtet wurden, um den Suchraum einzuschränken. Während der Ausfüh-
                                                   
7 http://www.macs.hw.ac.uk/~alison/ai3notes/section2_5_5.html, 31.5.2008 
IF the infection is primary-bacteremia
AND the site of the culture is one of the sterile sites 
AND the suspected portal of entry is the gastrointestinal tract 
THEN there is suggestive evidence (0.7) that infection is bacteroid.
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rung wurde dem Benutzer eine lange Liste von ja/nein Fragen vorgelegt. Am En-
de präsentierte das System dem Benutzer eine Liste, die mögliche Erregerstämme 
sowie mögliche Therapien umfasste, einschließlich der Wahrscheinlichkeit und 
Erklärung, wie das System zu dem Schluss kam.  
Die meisten Expertensysteme wurden für relativ spezialisierte Fachbereiche (Ex-
pert Level Domains), wie zum Beispiel den Einsatz von Antibiotika in der Medi-
zin (Evans et al., 1998; Leibovici et al., 1997) oder auch der Onkologie (Hammond 
und Sergot, 1996) entwickelt. Diese Bereiche sind im Allgemeinen eingehend er-
forscht und verfügen über klar definierte Problemlösungsstrategien. 
Klassische Expertensysteme, die auf solchen ereignisgesteuerten Regeln basieren, 
bieten zwar eine Entscheidungsunterstützung zu bestimmten Zeitpunkten, je-
doch kaum eine weitergehende Prozessleitung. Allerdings werden Leitlinien 
nicht nur durch Regeln, sondern auch durch zeitliche Abläufe von Aktivitäten 
und Entscheidungen beschrieben.  
Daher wurden vor allem seit dem Ende der 90er Jahre Ansätze zur computerge-
stützten Modellierung klinischer Leitlinien entwickelt (Computerized Guideli-
nes), die auch Prozesselemente beinhalten. Derart formalisierte Leitlinien können 
als Grundlage zum elektronischen Austausch und für die automatische Ent-
scheidungsunterstützung dienen. Die Modelle reichen von hypertextbasierten 
Dokumentensammlungen bis hin zu klassischen, entscheidungsunterstützenden 
Systemen (http://www.openclinical.org, 16.5.2008). Allen Ansätzen gemeinsam 
ist, dass sie versuchen, das medizinische Wissen einer Leitlinie möglichst voll-
ständig zu formalisieren, das heißt, die Entscheidungsbäume mit den dazugehö-
rigen Regeln, die Abfolge von Aktivitäten sowie die assoziierten Datenmodelle.  
Letztendlich sollen die formal erstellten Modelle von einer Ausführungsumge-
bung (Execution Engine) automatisch unterstützt werden können. Während 
klassische entscheidungsunterstützende Systeme sich hierbei hauptsächlich auf 
die eigentliche Entscheidung konzentrieren, zielen viele Modellierungssprachen 
auch auf die Unterstützung bei der Ausführung der notwendigen und empfoh-
lenen Aktivitäten im Sinne der klassischen Vorgangsunterstützung.  
In Abbildung 6 erkennt man die Proliferation von Leitliniensprachen seit Mitte 
der 90er Jahre. Sie zeigt in historischer Reihenfolge die inhaltliche und institutio-
nelle Nähe zwischen verschiedenen Ansätzen. 
   3.1 COMPUTERINTERPRETIERBARE LEITLINIENSPRACHEN 
 27 
 
Abbildung 6: Zeitlinie der Guideline Modellierungsmethoden (Kaiser, 2005) 
Aus dem sehr proprietären, datenbankzentrierten System HELP (Health Evalua-
tion through Logical Processing) der University of Utah entwickelte sich die 
unabhängigere Arden Syntax, eine der bekanntesten Vertreterinnen ausführbarer 
medizinischer Regeln (Kapitel 3.1.1). Diese unterstützt jedoch keine Verkettung 
von Modulen im Sinne der Prozessleitung, weshalb das Intermed Collaboratory 
eine Unterstützung in GLIF2 und später GLIF3 definierte (Kapitel 3.1.2). Basie-
rend auf den in GLIF gewonnenen Erfahrungen und der Kooperation mit ande-
ren Leitliniensystemen (z.B. Asbru, Kapitel 3.1.3) wurde in SAGE ein anderer, 
wieder eher regelbehafteter Ansatz gewählt (opportunities for recommendation, Ka-
pitel 3.1.5). Dabei ergibt sich eine institutionelle und teilweise sogar personelle 
Kontinuität von ONCOCIN über EON und GLIF bis SAGE.  
Die in Abbildung 6 eingekreisten Leitliniensprachen werden im Folgenden ge-
nauer betrachtet. Sie wurden stellvertretend ausgewählt, da sie zu den wichtigs-
ten und prominentesten Ansätzen gehören. Zudem zeigen sie von Regeln über 
Teilpläne bis zu Flussdiagrammen das Spektrum der Möglichkeiten, Leitlinien zu 
definieren. 
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3.1.1 Arden Syntax 
Einer der frühesten und bekanntesten Vertreter für die Spezifikation und Auto-
matisierung klinischen Wissens ist die seit 1992 veröffentlichte Arden Syntax. 
Seit 1998 wird die Arden Syntax von dem Clinical Decision Support and Arden 
Syntax Technical Committee der HL7 Organisation weiterentwickelt und wurde 
1999 von HL7 und ANSI formal akzeptiert.
Die Arden Syntax zielt auf eine Sprache zur Dokumentation klinischen Wissens, 
die unabhängig von konkreten Datenbanken und Informationssystemen einer In-
stitution ist (T. Allan Pryor und Hripcsak, 1993). Das System HELP in Salt Lake 
City implementierte zwar bereits einfache Regeln, legte diese jedoch fest codiert 
in Sektoren der zugrundeliegenden Datenbank ab (T. A. Pryor et al., 1983). 
Kernelement der Arden Syntax ist das Medical Logic Module (MLM). Dieses 
muss per Definition genügend Wissen enthalten, um eine einzelne medizinische 
Entscheidung treffen zu können. Typische MLMs betreffen klinische Alarme, 
Interpretationen, Diagnosen, Screening bei klinischen Studien, Qualitätsprüfun-
gen und administrative Unterstützung. MLMs können durch geeignete Software 
(auch Event Monitor genannt) ausgeführt werden. 
In Abbildung 7 ist ein MLM in Arden Syntax dargestellt (T. Allan Pryor und 
Hripcsak, 1993). Das MLM ist eine Textdatei, die eine Liste von Slots enthält. Ein 
Slot besteht aus dem Namen des Slots (z.B. „author:“) und seinem Body (hier 
„George Hripsak, M.D.“). Je nach Slot besteht der Body aus Freitext, einem Code 
oder strukturierten Daten. Die Slots sind in drei Kategorien gruppiert: 
 Maintenance enthält Informationen über den Autor und die Version des 
MLM und ist unabhängig von dem in ihm codierten Wissen. 
 Library enthält Metainformationen über das codierte Wissen des MLM 
wie Quellen, Ziele und Schlüsselwörter. 
 Knowledge enthält das eigentliche Wissen in automatisch interpretierbarer 
Form. Tritt das im Evoke-Slot spezifizierte Ereignis auf, werden die Re-
geln, die komplexe Berechnungen enthalten können, im Logic-Slot getes-
tet. Evaluiert die dort angegebene Bedingung zu „wahr“, werden die Ak-
tionen im Action-Slot ausgeführt und z.B. eine Nachricht versendet, Da-
ten zurückgeliefert oder andere MLMs angestoßen. Damit stellt der 
Knowledge-Slot einer MLM ein Event-Condition-Action Muster dar, wie 
es in Kapitel 3.2.1.2 beschrieben wird. 
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Abbildung 7: Beispiel für die Arden Syntax (T. Allan Pryor und Hripcsak, 1993) 
Diese drei Kategorien finden sich im Wesentlichen bei allen Leitlinienmodellen. 
Für die technische Verwaltung und Ausführung sind Maintenance und Know-
ledge notwendig. Aus Sicht der Anwender ist der Library-Slot wichtig, da dieser 
nicht nur Verweise auf weitere Informationen liefert, sondern durch die vorlie-
gende strukturierte Spezifikation auch für eine Erklärungskomponente genutzt 
maintenance: 
 title: Granulocytopenia and Trimethoprim Sulfamethoxazole;; 
        mlmname: anctms;; 
        arden: Version 2;; 
        version: 2.00;; 
        institution: Columbia-Presbyterian Medical Center;; 
        author: George Hripcsak, M.D.;; 
        specialist: ;; 
        date: 1991-05-28;; 
        validation: testing;; 
library: 
        purpose:        
                Detect granulocytopenia possibly due to 
                trimethoprim/sulfamethoxazole;; 
        explanation:    
                This MLM detects patients that are currently taking 
                trimethoprim/sulfamethoxazole whose absolute neutrophile count is 
                less than 1000 and falling.;; 
        keywords:        
                granulocytopenia; agranulocytosis; trimethoprim; sulfamethoxazole;; 
        citations:      
                1. Anti-infective drug use in relation to the risk of 
                   agranulocytosis and aplastic anemia. A report from the  
                   International Agranulocytosis and Aplastic Anemia Study. 
                   Archives of Internal Medicine, May 1989, 149(5):1036-40.;; 
        links: 
                'CTIM .34.56.78';        
                'MeSH agranulocytosis/ci /*and*/ sulfamethoxazole/ae';; 
knowledge: 
        type: data-driven;; 
        data:    
                /* capitalized text within curly brackets would be replaced with */ 
                /* an institution's own query                                    */ 
                let anc_storage be event {STORAGE OF ABSOLUTE_NEUTROPHILE_COUNT};        
                let anc be read last 2 from ({ABSOLUTE_NEUTROPHILE_COUNT}        
                        where they occurred within the past 1 week);    
                let pt_is_taking_tms be read exist {TRIMETHOPRIM_SULFAMETHOXAZOLE_ORDER}; 
                ;; 
 evoke: anc_storage;; 
        logic:  
                if pt_is_taking_tms      
        
                and the last anc is less than 1000      
                and the last anc is less than the first anc 
               
                 /* is anc falling? */  
                then    
                        conclude true;  
                else    
                        conclude false;          
                endif; 
                ;; 
        action:          
                write   "Caution: patient's relative granulocytopenia may be " || 
                                "exacerbated by trimethoprim/sulfamethoxazole."; 
          ;; 
end: 
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werden kann (warum hat das System so entschieden?) und damit das Vertrauen 
des Anwenders in das System erhöht wird (Payne, 2000).  
Zur Realisierung der Systemunabhängigkeit wurde im Knowledge-Slot der algo-
rithmische Teil (logic) von der Datendefinition (data) getrennt. Damit sollte es 
möglich sein, die Variablen auf unterschiedliche technische Systeme in verschie-
denen Institutionen abzubilden. Innerhalb geschweifter Klammern (curly braces) 
werden die Datenzugriffe definiert. Da dieses Mapping jedoch nicht immer mög-
lich ist, wenn Informationen auf unterschiedlichen Datentypen basieren oder un-
terschiedlich interpretiert werden müssen, wurde das Problem als curly braces 
Problem bekannt: Es gibt keine eindeutige Terminologie/Ontologie der Daten 
(Jenders et al., 2003), was die organisationale und auch fachliche Übertragbarkeit 
erschwert. 
Zur Automatisierung von MLMs gibt es verschiedene Wege. Der Häufigste ist 
die Übersetzung in eine Programmiersprache wie C oder Java, die kompiliert 
wird (Karadimas et al., 2002). Da der Knowledge-Slot die Regel bereits in Code-
Form enthält ist eine vollständige Automatisierung möglich. Die übersetzten 
MLMs werden durch einen Event-Monitor verwaltet, der auf Basis der Ereignisse 
im klinischen Netzwerk die damit verknüpften MLMs ausführt. 
Arden Syntax Module kommen in kommerziellen (z.B. IBM, GWI, Siemens) und 
eigenentwickelten Systemen zum Einsatz. Im Columbia-Presbyterian Medical 
Center waren 1998 insgesamt 229 MLMs definiert, von denen 156 in der Routine 
eingesetzt wurden (Jenders et al., 1998).  
Bewertung 
Arden Syntax ist eine der ältesten und der am meisten akzeptierten 
Standards zur Erfassung und Automatisierung von medizinischen 
Regeln. Arden Module werden unter anderem für die Auswahl von Patienten bei 
Studien (Erkennen der Einschlussbedingungen), zum Alarmieren (Kontraindika-
tionen, Grenzwertüberschreitungen) und für Konsistenzchecks verwendet. 
Jedoch besitzen MLMs einige technische und strukturelle Einschränkungen, die 
die Abbildung von Leitlinien erschweren (vgl. auch (Peleg et al., 2001)).  
 Die Verkettung von MLMs ist nicht vorgesehen (Ohno-Machado et al., 
1998). Es existieren zwar Publikationen zu Beispielen (Starren et al., 1994), 
jedoch wird die Verkettung nur über programmiertechnische Konstrukte 
realisiert (es wird ein proprietäres Event generiert, durch das gezielt ein 
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folgender MLM getriggert wird). Damit wird der Gesamtablauf für den 
Anwender schwer verständlich, insbesondere weil keine Unterstützung 
bei der Erkennung der Ablauflogik existiert. 
 Die inhärente Logik von MLM Entscheidungen basiert auf deterministi-
schen if-then-else Aussagen. Häufig ist jedoch keine binäre Auswahl oder 
Entscheidung (ja/nein) möglich oder gewünscht. Stattdessen werden Ent-
scheidungen argumentiert oder ihr Für und Wider abgewogen (vgl. 
Three_Valued_Criterion in GLIF). 
 Events im Evoke-Slot sind implizit OR verknüpft. Sie können nicht spezi-
fisch kombiniert werden (z.B. Kombinationen oder temporale Muster). 
 Arden unterstützt keine strukturierten Datentypen, was die direkte Nut-
zung externer Ontologien, wie beispielsweise dem HL7 Referenzmodell 
RIM8, unmöglich macht. Insbesondere ist das Zeit-Konzept nicht mit HL7 
RIM vereinbar. 
3.1.2 GLIF 
Das Guideline Interchange Format (GLIF) entstand in einer Kooperation namens 
InterMed der Harvard Medical School, Stanford University School of Medicine, 
Columbia University und dem American College of Physicians American Society 
of Internal Medicine. Das Modell wurde als GLIF2 1998 zum ersten Mal publi-
ziert (Ohno-Machado et al., 1998) und anschließend zur automatisierbaren Versi-
on GLIF 3 weiterentwickelt. 
Im Gegensatz zur Arden Syntax wurde GLIF genau dazu entwickelt, komplexe 
Leitlinien zu formalisieren, die aus mehreren Schritten bestehen, und sich erst 
über die Zeit entwickeln. Dabei wollte man „kompatibel“ zu Arden Modulen 
bleiben und auf dem erworbenen Wissen aufbauen (Peleg et al., 2001). 
Das Ziel von GLIF als Interchange Format war es, den Austausch formalisierter 
Leitlinien zwischen Stationen und Instituten zu erreichen. Jedoch trat dieser 
Anspruch schon bald in den Hintergrund, da die Menge der notwendigen An-
passungen der modellierten Leitlinien an die Spezifika der einzelnen Anwender 
zu groß war, um den Mehrwert der Änderungen gegenüber einer vollständigen 
Neumodellierung zu rechtfertigen (Peleg, Boxwala et al., 2004). 
                                                   
8 http://www.hl7.org.au/HL7 V3-Resrcs.htm, 2.1.2008 
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GLIF2 (Ohno-Machado et al., 1998) ermöglichte das Modellieren einer Guideline 
als Flussdiagramm von strukturierten Schritten (Guideline_Step), die klinische 
Aktionen und Entscheidungen repräsentieren. Damit war es möglich, den Ablauf 
einer Leitlinie für Menschen lesbar zu erfassen. Da jedoch die meisten Eigen-
schaften der Modellelemente Freitext waren, konnte GLIF2 nicht automatisch 
interpretiert werden. Auch um das von der Arden Syntax her bekannte curly-
braces Problem zu umgehen, machte man sich an die Definition eines umfassen-
den Datenmodells, welches Bestandteil der nächsten Version GLIF3 wurde.  
GLIF3 zielt auf die automatische Ausführung von GLIF. Dazu wurde GLIF2 u.a. 
um eine formale Definition von Entscheidungskriterien, Aktionen und Patien-
tendaten erweitert. GLIF3 enthält mit GELLO (Sordo et al., 2003) eine HL7/ANSI 
standardisierte Ausdruckssprache (Expression Language) zur Definition von 
Entscheidungskriterien und Zuständen. Zudem kann in GLIF3 auf standardisier-
te Terminologien wie UMLS und Datenmodelle wie HL7 V3 RIM zurückgegrif-
fen werden.  
Leitlinien werden in GLIF3 zunächst auf einer konzeptuellen Ebene als Fluss-
diagramm gezeichnet (conceptual Layer), das anschließend um Entscheidungs-
regeln und Datenstrukturen angereichert wird. Dazu werden auf dem computa-
tional Layer die Details der Entscheidungen, Datendefinitionen, Kontrollfluss 
und Entscheidungsregeln spezifiziert. Schließlich werden die Aktionen und Da-
tenreferenzen auf konkrete Krankenhausabteilungen und Systeme abgebildet 
(implementable Layer).  
GLIF3 wurde als Ontologie in Protegé spezifiziert, das auch zum Editieren der 
Guideline Instanzen dient. Protegé ist ein freier Ontologieeditor der Universität 
Stanford (http://protege.stanford.edu, 2.1.2008). Abbildung 8 zeigt Protegé mit 
einer Leitlinie zur Entwöhnung eines Patienten von der maschinellen Beatmung 
in GLIF. Der linke Baum enthält die Klassen der GLIF-Ontologie, die zweite Spal-
te alle Instanzen der links gewählten Klasse (hier Algorithm), und der Graph 
rechts zeigt das Flussdiagramm des medizinischen Algorithmus. 
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Abbildung 8: GLIF-Leitlinie in Protegé 
Zur Automatisierung wurde an der Columbia University die GLIF Execution 
Engine GLEE (Wang et al., 2004) entwickelt. Diese ergänzt GLIF um ein Ausfüh-
rungsmodell, in dem den einzelnen Schritten des Algorithmus ein Zustand „pre-
pared“, „active“ oder „finished“ zugewiesen wird. Ereignisse im klinischen 
Netzwerk bewirken die Auswertung der Triggering_Events der Leitlinienschritte 
und bestimmen somit den neuen Zustand. Es wird jedoch keine Aussage zur 
Vollständigkeit der Unterstützung von GLIF (beispielsweise bezüglich Excepti-
ons) gemacht. 
Bewertung 
In (Peleg, Boxwala et al., 2004) werden mehrere Leitlinien erwähnt, 
beispielsweise zur Prävention von Grippe, der Diagnose und The-
rapie von chronischem Husten oder das Schilddrüsenscreening, die belegen, dass 
sich in GLIF Leitlinien für verschiedenste Anwendungsbereiche modellieren las-
sen. 
Interessant ist die enge Kooperation der Entwickler mit dem HL7 Konsortium: 
Nicht nur basiert das Beispieldatenmodell in GLIF3 auf dem HL7 V3 Patient Re-
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ference Model (RIM), auch die im Rahmen des GLIF Projektes entwickelte Guide-
line Execution Language (GELLO) wurde offiziell als HL7 Standard akzeptiert 
(Sordo et al., 2004). 
Dennoch wurde die Anbindung an die Prozesse im implementable Layer nur 
teilweise entwickelt (Peleg, Boxwala et al., 2004) und damit die konkrete Anbin-
dung an ein PDMS auf Datenebene nicht vollständig spezifiziert. 
Der Flowchart des obersten conceptual Layer ist intuitiv, jedoch nicht ausrei-
chend für die Darstellung komplexer Entscheidungskriterien (dies lässt sich auch 
auf die anderen Ansätze übertragen); insbesondere findet eine Verquickung zwi-
schen Abläufen (Prozess) und Entscheidungsbäumen statt.  
Die Ausführungsumgebung GLEE hat gezeigt, dass sich Leitlinien in GLIF zwar 
prinzipiell automatisieren lassen, die gewählte Implementierung erforderte je-
doch massive manuelle Interaktionen, um laufende Prozesse auszuführen und 
anzupassen. GLEE befindet sich im Eigentum der Columbia University und ist 
nicht frei erhältlich. 
Zurzeit findet kaum eine Weiterentwicklung an GLIF statt, da das ursprüngliche 
Projekt beendet ist, und die beteiligten Wissenschaftler ihre Anstellungen und 
Schwerpunkte gewechselt haben. 
3.1.3 Asgaard/Asbru 
Asbru wird seit 1998 an der Technischen Universität Wien in Kooperation mit 
Forschern der Freien Universität Amsterdam, der Ben Gurion Universität (Israel) 
sowie weiteren Forschergruppen entwickelt. Ziel des Projektes Asgaard ist die 
Entwicklung von Methoden und Werkzeugen zur Ausführung von Teilplänen 
(skeletal Plans). Asbru ist eine Modellierungssprache und wird als eine „time-
oriented, intention-based, skeletal plan-specification language that is used to represent 
clinical protocols“ bezeichnet (Marcos et al., 2001).  
Asbru wurde zunächst speziell zur Repräsentation von bereits lokal adaptierten 
Leitlinien (Protokolle) entwickelt, das heißt, diese Protokolle basieren auf allge-
meinen Leitlinien, wurden aber bereits an lokale Gegebenheiten (Ressourcen, 
Personal, etc.) angepasst. Die Leitlinien in Asbru werden im XML-Format gespei-
chert und können für jeden Patienten instanziiert werden. 
Ein solches Modell ermöglicht sowohl die Spezifikation von Aktionen und Teil-
plänen als auch die Annotation des Wissens um deren Anwendung, was durch 
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verschiedene Problemlösemethoden zur Unterstützung bei der Anwendung 
verwendet werden kann. Dazu unterscheidet Asbru zwischen einer deklarativen 
Datenspezifikation und einer prozeduralen Hierarchie von Plänen. Die Daten-
spezifikation enthält die Definition der Parameter, z.B. Patientendaten und 
Messwerte. Die Pläne enthalten folgende Elemente: 
 Argumente werden beim Aufruf eines Planes übergeben. 
 Präferenzen beschreiben die Kosten, Ressourceneinschränkungen und Ak-
teure und können damit zur Auswahl von Plänen herangezogen werden. 
 Intentionen werden durch eine Menge von Zuständen und Aktivitäten be-
schrieben, die während oder nach der Planausführung erhalten, erreicht 
oder vermieden werden sollten. 
 Bedingungen dienen dem Übergang zwischen den verschiedenen Ausfüh-
rungszuständen: Für jede Bedingung kann festgelegt werden, ob eine 
manuelle Bestätigung erforderlich ist. Darüber hinaus kann die Ausfüh-
rung der Pläne auch gegen die Bedingungen durch den Benutzer verän-
dert werden. 
 Effekte beschreiben einen qualitativen Zusammenhang zwischen den Ar-
gumenten des Plans (Input) und messbaren Parametern durch mathema-
tische Funktionen, denen auch eine Wahrscheinlichkeit des Auftretens 
zugeordnet werden kann. 
Ein Plan kann eine Menge von Unterplänen beinhalten, die in einer bestimmten 
Reihenfolge (sequenziell, parallel, nacheinander oder beliebig) ausgeführt wer-
den. Es kann definiert werden, welche Unterpläne zur erfolgreichen Beendigung 
des Planes notwendig sind. Ebenso können Absichten und Präferenzen für jeden 
Plan separat festgelegt werden. Während Absichten die Ziele eines Planes wäh-
rend und nach der Ausführung beschreiben, beeinflussen die Präferenzen die 
Auswahl der auszuführenden Pläne (z.B. anhand von Ressourcenbeschränkun-
gen oder therapeutischen Strategien). 
In Abbildung 9 ist ein Teilplan aus einer Leitlinie zur Behandlung von Diabetes 
dargestellt. Ziel des Planes ist das Wissen um das eventuelle Vorhandensein von 
Risikofaktoren („achieve […] is-known-variable(risk-factors)“). Zur Erreichung die-
ses Ziels wird für alle Patienten, die älter als 45 Jahre sind, eine Reihe von Zu-
satzerhebungen angeordnet. Beispielsweise wird der Patient auf Bluthochdruck 
untersucht, die ethnische Gruppe erfragt und er wird auf kardiovaskuläre Vorer-
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krankungen geprüft. Frauen werden bspw. zusätzlich gefragt, ob sie Kinder mit 
mehr als vier Kilogramm auf die Welt gebracht haben. Trifft eine der Bedingun-
gen zu, so sind Risikofaktoren vorhanden, andernfalls sind keine Risikofaktoren 
festzustellen. Damit wurde das Ziel dieses Planes erreicht. 
 
Abbildung 9: Auszug einer Leitlinie zur Behandlung von Diabetes in Asbru9 
Die besonderen Merkmale in Asbru sind nach (Miksch, 1999), dass Aktionen und 
Zustände nicht diskret, sondern kontinuierlich sind. Ebenso sind Absichten (In-
tentions), Bedingungen (Conditions) und Zustände zeitliche Muster. Die not-
                                                   
9 http://www.protocure.org/old/Protocols/diabetes-protocolAug28.pdf, 7.11.2007 
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wendige zeitliche Unschärfe in Zeiten und Parametern kann durch Intervalle 
ausgedrückt werden (z.B. frühester und spätester Startzeitpunkt). Zusätzliche 
Bedingungen überwachen und kontrollieren die Plandurchführung, beispiels-
weise können Pläne vorübergehend ausgesetzt und zu einem späteren Zeitpunkt 
fortgesetzt werden.  
 
Abbildung 10: Ausführungsmodell in Asbru (Miksch, 1999) 
Die Interpretation von Guidelines in Asbru erfolgt in zwei Schritten (Abbildung 
10). 
 In der Selektionsphase wird bestimmt, ob ein Plan überhaupt ausgeführt 
werden kann. Dazu ist zu prüfen, ob seine Vorbedingungen (filter conditi-
on) zutreffen (damit wird er possible). Sobald seine setup condition erfüllt 
ist, startet der Plan (ready) und kann automatisch oder manuell aktiviert 
werden.  
 Befindet sich ein Plan in der Ausführungsphase, so kann er temporär an-
gehalten (suspended) werden. Ein Plan wird beendet, indem er entweder 
abgebrochen (aborted) oder erfolgreich ausgeführt wurde (completed).  
Die Statuswechsel können anhand von automatisch auswertbaren Kriterien be-
stimmt werden. 
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Bewertung 
Die vielfältigen Möglichkeiten zur Spezifikation von Vorbedingun-
gen und Zielen, von Suspend- und Resume Parametern sowie die 
verschiedenen Ausführungszustände in Asbru spiegeln die Anforderungen einer 
flexiblen Ausführung von medizinischen Prozessen wider und finden sich auch 
bei constraint-basierten Workflows (Kapitel 3.2.1.3). 
Im Gegensatz zu den anderen Leitliniensprachen bezeichnen die Autoren von 
Asbru ihren Ansatz als „plan-critiquing“. Er ermöglicht neben einer aktiven Lei-
tung auch die reaktive Bewertung ärztlicher Aktivitäten, beispielsweise können 
dokumentierte Aktivitäten auf Widersprüche mit den Zielen einer Leitlinie un-
tersucht werden. 
Dazu geht Asbru sehr stark auf die Ziele und Bedingungen von Aktivitäten und 
Plänen ein. Diese Bedingungen sind quantifizierbare, temporale Muster, die auf 
Basis konkreter Daten und Bedingungen ausgewertet werden können, das heißt, 
weiche Ziele werden nicht berücksichtigt. 
Es existiert ein frei erhältlicher Interpreter10 für Asbru, der Pläne im XML-Format 
liest und ausführt. Beispielsweise wurden Leitlinien im Bereich der Neonatologie 
implementiert (Fuchsberger et al., 2005; Kaiser, 2006) und auf Basis simulierter 
und aufgezeichneter Daten getestet. 
Insgesamt ist das Asgaard/Asbru Projekt sehr umfangreich (die Homepage listet 
mehr als 50 Projekte aus dem Umfeld auf) und untersucht auch Methoden zur 
Visualisierung, Informationsextraktion und Informationsverdichtung. Doch trotz 
Teilprojekten zur Visualisierung patientenbezogener Daten und Plänen bietet 
Asbru zurzeit keine Modellierungsumgebung. 
3.1.4 PROforma 
John Fox und Subrata Das legten 1992 die Grundsteine von PROforma im Ad-
vanced Computational Laboratory of Cancer Research (UK). Durch die Kombina-
tion aus logischer Programmierung und formaler Spezifikation sollten sicher-
heitskritische und wissensbasierte Entscheidungen erfasst und verarbeitet wer-
den. Damit wurde ein entscheidungsunterstützendes System für die Krebsbe-
handlung realisiert (Bury et al., 2001).  
                                                   
10 http://ieg.ifs.tuwien.ac.at/projects/interpreter/index.html, 27.11.2007 
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Der Formalismus und die Methode basieren auf einem generalisierten Modell für 
Entscheidungs- und Prozessunterstützung (Abbildung 11), das als Domino Mo-
dell bezeichnet wird (Fox und Das, 2000). Jeder Knoten beinhaltet Informationen 
oder Daten für spezifische klinische Situationen, beispielsweise Patientendaten, 
Therapieentscheidungen oder laufende und zukünftige Aktivitäten. Jede Kante 
beschreibt einen Vorgang, bei dem Schlüsse aufgrund der vorliegenden Informa-
tionen gezogen werden können. So gibt es Argumente, die für oder wider eine 
Entscheidung sprechen, oder Datenlagen, die zukünftige Ziele beeinflussen. 
 
Abbildung 11: Domino-Modell für das klinische Entscheidungsmanagement 
PROforma kombiniert diese konzeptuelle, logische Darstellung mit einer objekt-
orientierten Repräsentation klinischer Aktivitäten. Das Modell wurde in der for-
mal verifizierten Red Representation Language (R²L) spezifiziert (de Clercq et al., 
2004). Abbildung 12 zeigt einen Ausschnitt einer Leitlinie bei Gewichtsverlust in 
der R²L. Der Plan „Protocol1“ setzt einen Gewichtsverlust als Eingangsbedingung 
voraus. Die „decision1“ dient der Diagnose auf Basis verschiedener Patientenda-
ten. So kommen als mögliche Kandidaten für das Ergebnis Krebs („cancer“) oder 
ein Magengeschwür („peptic_ulcer“) in Frage. Das Alter („age=elderly“) und das 
Rauchen („smoker=yes“) sprechen als Argumente für Krebs. 
Die Modelle werden zur Ausführung in die Sprache LR2L übersetzt und durch ei-
nen PROLOG-ähnlichen Interpreter ausgewertet. 
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Abbildung 12: Auszug einer Leitlinie in PROforma (de Clercq et al., 2004) 
Ein erklärtes Ziel von PROforma war, mit einem minimalen Set von intuitiven 
Modellelementen ein Maximum an Ausdrucksfähigkeit zu erreichen. Leitlinien 
werden als Netzwerk von Tasks dargestellt, die Prozeduren zur Erreichung von 
bestimmten Zielen sind. Vier Typen von Tasks werden unterstützt:  
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 Ein Plan ist die grundlegende Prozessbeschreibung einer Leitlinie und 
enthält ein Set aus allen vier Tasktypen, das heißt, Teilpläne, Aktivitäten, 
Anfragen und Entscheidungen. 
 Aktionen (Action) spezifizieren Aktivitäten, die typischerweise von exter-
nen Akteuren ausgeführt werden (z.B. die Durchführung einer Diagnose 
oder das Verschreiben eines Medikamentes). 
 Anfragen (Enquiry) sind Aufträge an externe Akteure, zusätzliche Daten 
einzugeben.  
 Entscheidungen (Decision) wählen zwischen einer und mehreren Optio-
nen, hier Kandidaten (Candidate) genannt. Die Entscheidungen können 
automatisch oder manuell getroffen werden. Eine Reihe von Argumenten 
spricht für oder gegen die Wahl eines Kandidaten (bis zum unbedingten 
Ausschluss eines Kandidaten) und geht gewichtet in die Entscheidung 
mit ein. 
Auch wenn die einzelnen Tasktypen spezifische Eigenschaften haben, so haben 
sie doch eine Anzahl generischer Attribute gemeinsam:  
 Ziele (Goals) sind automatisch auswertbare Bedingungen, die wahr oder 
falsch sind. 
 Vorbedingungen (Precondition) müssen erfüllt sein, wenn ein Task startet. 
 Solange die Wartebedingung (Wait Condition) nicht wahr ist, kann der 
Tasks nicht gestartet oder beendet werden. 
 Ein Trigger startet den Task. 
 Die Nachbedingungen (Postcondition) sind wahr, wenn der Task beendet 
wird. 
 Vorgänger (Antecedent Tasks) sind Tasks, die vor der Ausführung abge-
schlossen oder verworfen sein müssen. 
 Jeder Task kann durch seine Schleifendefinition wiederholt ausgeführt 
werden. Dabei wird entweder eine feste Anzahl von Iterationen ausge-
führt oder solange, bis eine Abbruchbedingung erfüllt ist. 
 Eine Reihe von Flags bestimmen beispielsweise,  
o ob der Task manuell bestätigt werden muss, oder  
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o ob die Beendigung auf den übergeordneten Plan beendet, oder 
o ob der übergeordnete Plan nicht beendet werden darf, solange der 
Task noch aktiv ist. 
In Abbildung 13 ist Tallis, ein freier Editor für PROforma, dargestellt. Man er-
kennt die typischen Elemente fast aller Leitlinieneditoren: In der linken Spalte 
sieht man den Baum mit hierarchischen Plänen. In einer grafischen Darstellung 
(Flussdiagramm) wird der logische Ablauf der Leitlinie dargestellt. Weitere Fens-
ter zeigen die Details (z.B. Metainformationen oder Entscheidungsregeln bzw. 
Argumente). 
 
Abbildung 13: Screenshot von Tallis, einem Editor für PROforma 
Daten sind ebenfalls Plankomponenten und besitzen neben den üblichen Eigen-
schaften, wie Typ und Wertebereich, auch Funktionen zur Berechnung beim Zu-
griff auf die Variable sowie Validierungsregeln, die optional oder zwingend sind. 
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Neben den Modelleigenschaften werden auch Ausführungszustände im Modell 
gespeichert, beispielsweise der Status, die Startzeit, die Endezeit, oder die Ma-
schinenzeit der nächsten Ausführung. 
Bewertung 
PROforma ist der einzige Ansatz für computerinterpretierbare Leit-
linien, für den es durch den Spin-off InferMed11 kommerzielle 
Werkzeuge und Support gibt. 
PROforma kombiniert das Designmodell mit dem Ausführungsmodell, das 
heißt, die Attribute der Objektklassen beinhalten ausführungsrelevante Eigen-
schaften. Dadurch wird es möglich, auf Laufzeiteigenschaften der Prozesse in 
Entscheidungskriterien zurückzugreifen. 
Das Datenmodell besteht im Wesentlichen aus einer Tabelle der Form Parameter 
und Wert, die als Hashtabelle während der Ausführung zur Verfügung steht. 
Das heißt, es existiert kein explizites Patientendatenmodell. Ebenso wird die 
Interaktion mit externen Systemen (z.B. über HL7) nicht spezifiziert.  
Auch wenn Pläne Vor- und Nachbedingungen haben können, so werden weiche 
Ziele genau wie in Asbru auch hier nicht modelliert, da diese während der Aus-
führung nicht automatisch auswertbar seien (Sutton und Fox, 2003). 
3.1.5 SAGE 
Das Projekt SAGE (http://sage.wherever.org, 14.1.2008) startete 2002 als Ver-
bundprojekt u.a. von Stanford Medical Informatics – einer der hauptentwickeln-
den Partner in GLIF – und verschiedenen Herstellern klinischer Informationssys-
teme (Tu et al., 2003). SAGE steht kurz für „standards-based Shareable Active Guide-
line Environment“ und ist in vieler Hinsicht ein Nachfolger von GLIF, der jedoch 
einen anderen Ansatz in der Modellierung verfolgt. 
Die Entwickler nennen drei Erkenntnisse als ihre Ausgangspunkte (Tu, Campbell 
et al., 2004): 
 Zwar wurden bisher Leitlinienmodelle entwickelt, die auch den Aus-
tausch zwischen Institutionen erleichtern sollten, jedoch habe bisher kei-
nes wirklich funktioniert. Die zunehmende Durchdringung kommerziel-
                                                   
11 http://www.infermed.com, 15.11.2007
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ler Systeme mit Standards wie HL7, LOINC, SNOMED etc. mache einen 
neuen, darauf aufbauenden Ansatz möglich. 
 Im Gegensatz zu bisherigen Systemen, die versuchen, eine Leitlinie 
komplett und inklusive des klinischen Workflows abzubilden und zu au-
tomatisieren, beschränke sich SAGE auf „opportunities for decision support“ 
im klinischen Arbeitsprozess, das heißt, es ist nicht notwendig, den 
kompletten Workflow zu spezifizieren, sondern nur „gut genug“, um die 
Trigger in der Entscheidungsunterstützung zu erkennen. Es gehe – so die 
Autoren – nicht darum, ein System zu bauen, das ständig den korrekten 
Prozesszustand hält. Vielmehr sollen die Reaktionen des Systems eine 
Leit- und Unterstützungsfunktion haben. 
 In den letzten Jahren habe es einen starken Austausch zwischen den Au-
toren klinischer Leitliniensprachen gegeben, bei dem Erfahrungen und 
Probleme gemeinsam diskutiert wurden. Daher versuche SAGE eine Syn-
these aus den GLIF3 Vorarbeiten und den Erfahrungen und Konzepten 
der anderen Projekte herzustellen. 
 
Abbildung 14: SAGE Aktivitätsgraph in Protegé 
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In SAGE werden Leitlinien als sogenannte Recommendation Sets modelliert. Ein 
Set besteht dabei entweder aus einem Aktivitätsgraphen (Leitlinie als Prozess, 
Abbildung 14) oder aus Entscheidungstabellen (Entscheidung zu einem be-
stimmten Zeitpunkt ohne Prozesskontext) (Tu et al., 2003). 
 
Abbildung 15: SAGE Guideline Model 
Die Spezifikation des Aktivitätsgraphen (Activity_Graph, Abbildung 15) basiert auf 
Konzepten der Workflow Process Definition Language (WPDL). WPDL spezifi-
ziert Prozesse als eine Liste von Aktivitäten und (bedingter) Nachfolgebeziehun-
gen. Routing Aktivitäten erlauben die Konstruktion paralleler oder alternativer 
Aktivitätsflüsse. In SAGE wurden Aktivitäten (Activity), Entscheidungen (Deci-
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sion) und Zustände (Context) als Knoten von der allgemeinen Prozessdefinition 
in WPDL abgeleitet. Aktivitätsgraphen können hierarchisch sein. 
Eine Entscheidungstabelle (Decision Map) enthält eine Sammlung von Empfehlun-
gen, die nicht als Prozess ausgeführt werden. Beispielsweise können sie als Alerts 
oder Reminders eingesetzt werden oder die Entscheidungen im Sinne der Spe-
zialisierung einer Aktivität spezifizieren. Eine Entscheidungstabelle wird durch 
Kontext-Knoten, Entscheidungs-Knoten und einer Reihe von Aktivitäten zu-
sammengesetzt. Die Entscheidungen können auf Basis verschiedener Modelle ge-
troffen werden, beispielsweise wie in einem Logic-Slot eines Arden MLMs, aber 
auch als Argumentation wie in PROforma oder als Bays’sches Netz (Quaglini et 
al., 2000).  
Ein Context-Knoten spezifiziert das auslösende Ereignis einer Leitlinie in SAGE. 
Er beschreibt eine Kombination aus (SAGE Consortium, 2006) 
 der klinischen Situation (z.B. ambulanter Patient der Internen Medizin), 
 dem Patientenzustand (z.B. Patient besitzt Diagnose Bluthochdruck), 
 dem Behandlungszustand (z.B. Patient erhält blutdruckregulierende Me-
dikamente), 
 den Rollen der involvierten Akteure, sowie 
 den Ereignissen, die die Ausführung triggern. 
Es wurde gezeigt (Tu et al., 2003), dass sich Arden MLM, PRODIGY3, EON und 
GLIF auf den in SAGE gewählten Ansatz transformieren lassen. Zudem lassen 
sich Workflowelemente des HL7 Version 3 Reference Information Modells (RIM) 
(Act, Act-Relationship) durch SAGE ausdrücken, auch wenn HL7 bei der Ent-
scheidungslogik nicht die für Leitlinien benötigte Mächtigkeit aufweist.  
Die Zusammenarbeit mit Standardisierungsgremien und Herstellern klinischer 
Informationssysteme soll die Nachhaltigkeit sicherstellen. Eine Implementierung 
der Ausführungsumgebung existiert. 
Bewertung 
SAGE stellt einen Ansatz zur Spezifikation von Leitlinien dar, der 
erstmalig zusammen mit Herstellern klinischer Software entwickelt 
wurde. Statt auf eigene Modelle baut SAGE auf existierenden Standards wie 
LOINC und HL7 auf und inkorporiert die Erfahrung anderer Projekte. Die Mo-
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dellierung benützt nur wenige, intuitive Elemente und unterscheidet explizit 
zwischen Entscheidungen und Aktivitätsabläufen.  
Einzigartig ist auch der explizite Hinweis darauf, dass nicht ein Modell vom Zu-
stand des Patienten nachgehalten werden soll – was bei dynamischen, medizini-
schen Workflows problematisch ist – sondern dass die konkreten Situationen für 
die Entscheidungsunterstützung identifiziert werden sollen. Daher ist SAGE im 
Grunde ein reaktives System. Es wird von den Autoren als deployment-driven be-
zeichnet, weil es Szenarien verwendet, die leitlinienbasiert behandelt werden, 
statt die Leitlinie selbst zu formalisieren (Tu, Musen et al., 2004). 
Der SAGE Ansatz erinnert an ECA Regeln; durch die Möglichkeit des Routings 
und der Verkettung von Aktivitäten könnte man das Modell ECAn oder ECP 
(Event Condition Process) nennen. Durch die Hierarchisierung und der beding-
ten Verkettung bleibt der Prozessleitgedanke jedoch mehr erhalten als bei reinen 
ECA-Regeln. 
Im Gegensatz zu den anderen Leitliniensprachen wurde auf die Modellierung 
von Zielen (selbst als Freitext) verzichtet.
3.1.6 Vergleich der Leitliniensprachen 
Zweifellos unterscheiden sich die verschiedenen Leitliniensprachen teils wesent-
lich voneinander. Dennoch lassen sich zwischen ihnen auch vielfältige Gemein-
samkeiten finden. Die vergleichende Bewertung erfolgt dabei anhand dreier 
Schwerpunkte: Modell, Methodik und Ausführung (Abbildung 16).  
 
Abbildung 16: Schwerpunkte für den Vergleich der Leitliniensprachen 
Modell
•Kontrollstrukturen
•Entscheidungsmodelle
•Daten
•Terminologie
Methodik
•strukturierte 
Vorgehensweise
•Überführung von 
fachlichen Texten in ein 
formales Modell
Ausführung
•Modellabdeckung
•Interventionsgrad
•Flexibilität
•Integration in den 
ärztlichen und 
pflegerischen 
Arbeitsablauf
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 Das Modell soll die Leitlinie in formaler, computerinterpretierbarer Form 
beinhalten. Dabei könnte unterschieden werden, wie vollständig eine 
Leitlinie erfasst wird oder welche Kontrollstrukturen verwendet werden. 
 Die Methodik der Modellierung soll dem Modellierer eine strukturierte 
Vorgehensweise empfehlen, wie die zumeist textbasierten Leitlinien in 
ein formales Modell zu überführen sind. 
 Die Ausführung soll schließlich in den ärztlichen und pflegerischen Ar-
beitsablauf integriert sein. Daher ist zu betrachten, wie die Benutzerinter-
aktionen und die Anbindung an vorhandene Systeme realisiert wurden. 
Zudem ist zu hinterfragen, wie vollständig ein Leitlinienmodell unters-
tützt wird.  
3.1.6.1 Modell 
Obwohl sich die Ansätze und Modelle der Leitliniensprachen teilweise deutlich 
unterscheiden, so verwenden sie doch im Wesentlichen ähnliche Begriffe wie 
Plan, Aktion oder Entscheidung, die sich auch in den papierbasierten Leitlinien 
und der täglichen Erfahrungswelt der Anwender wiederfinden (Peleg et al., 
2003). 
Allen Sprachen gemeinsam ist die hierarchische Modellierung von Plänen mit 
Aktivitäten. Die Aktivitäten werden meist in Anfragen (Query), Tätigkeiten (Ac-
tion, Anordnung), Szenarios (State) und Entscheidungen unterschieden. Inner-
halb eines Planes können Aktivitäten sequenziell, parallel, iterativ und zyklisch 
modelliert werden. Zeitliche und wertbasierte Bedingungen und Abhängigkeiten 
können ausgedrückt werden (z.B. als Vorbedingungen). Viele Modelle erlauben 
zudem die Spezifikation von Nachbedingungen, die prinzipiell mit Erfüllungs-
kriterien gleichgesetzt werden können. Die Möglichkeiten, Kriterien für den Ab-
bruch oder das Aussetzen eines Planes zu spezifizieren, sind unterschiedlich. 
Die Notwendigkeit, komplexe Zeitkriterien z.B. für Aktionsfolgen zu spezifizie-
ren, wird von allen anerkannt. Asbru hat hier die komplexeste und in Teilen 
auch formal verifizierte Möglichkeit, Zeitpunkte und Intervalle zu modellieren 
(Schmitt et al., 2006). 
Zusammenfassend sind die gemeinsamen Elemente verschiedener Leitlinien-
sprachen (Tu et al., 2003):  
 Flussdiagramm zur Visualisierung (vornehmlich für Endanwender). 
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 Entscheidungstabellen als Liste von Patientenszenarien, in denen Entschei-
dungen erfolgen (Wenn-Dann Graph). 
 Pläne, die teilgeordnete Aktivitäten darstellen, um Ziele zu erreichen. 
 Workflows, in denen die Leitlinienlogik durch Prozesse und Aktivitäten 
ausgedrückt wird, inklusive Rollen. 
In Tabelle 1 werden drei grafische Notationen des Modells gegenübergestellt. 
Wie sich leicht erkennen lässt, verwenden die verschiedenen Modelle nur sehr 
wenige, meist ähnliche Elemente: Damit soll die Darstellung der Leitlinie verein-
facht und deren Verständlichkeit verbessert werden (insbesondere werden kei-
nerlei Ikoniken oder Ähnliches zur Illustration benutzt). Asbru fehlt in der Gege-
nüberstellung, da es kein grafisches Modell besitzt: Da Zustände, Entscheidun-
gen und Aktivitäten stets kontinuierlich sind, werden zur Visualisierung Lebens-
linien ähnlich einem Gantt-Chart verwendet. 
Tabelle 1: Vergleich der grafischen Notation in Leitliniensprachen 
 GLIF PROforma SAGE 
Zustand 
 
 
 
Entscheidung 
   
Aktivität 
   
Routing 
 Branch 
 Synchronization
implizit in jedem 
Knoten 
 
Plan als Aktivität, die den 
Plan aufruft  
als Aktivität, 
die den Plan 
aufruft 
Abfrage  
 
 
Transition  
default 
Exception 
  
 
3 STAND DER FORSCHUNG 
50 
Bezüglich des Begriffes „Zustand“ existieren in der Literatur verschiedene Be-
zeichnungen, die im Wesentlichen synonym verwendet werden: Ein Zustand be-
schreibt über Bedingungen eine momentane Datenlage (auf Basis von Patienten-
daten), die die Ausführung von Entscheidungen oder Aktivitäten auslösen kann. 
Solche Zustände werden auch als Szenario, Situation, Kontext (SAGE: context), 
Zustand (GLIF: Patient_State_Step) oder Bedingung (Asbru: filter condition) be-
zeichnet. In (Peleg et al., 2003) wird auf Unterschiede in der Anwendung hinge-
wiesen: Zustände als explizite Knoten erlauben die intuitive Modellierung von 
Szenarien, während die Anwendung von Bedingungen als Trigger die Modellie-
rung von Zustandsdiagrammen vermeide. 
In einer gemeinsamen Veröffentlichung vergleichen die jeweiligen Autoren von 
Asbru, EON, GLIF, GUIDE, PRODIGY und PROforma die Datenmodelle, Kont-
rollstrukturen und Ausführungsmodelle (Execution Model) anhand von acht Kri-
terien (Peleg et al., 2003), die von der Organisation von Leitlinien (z.B. hierarchi-
sche Pläne) bis zum Modell medizinischer Konzepte und Patientendaten reichen. 
Unterschiede in den Modellen gibt es dabei vor allem 
 bei der Definition von Zielen12, 
Die umfangreichste Möglichkeit bieten Asbru und PROforma, indem Zie-
le als automatisch auswertbare Bedingungen (z.B. „Temperatur < 38°C“) 
spezifiziert werden, GLIF bietet nur die Möglichkeit, Freitext anzugeben, 
wohingegen SAGE diese Möglichkeit nicht hat.  
 bei den Entscheidungsmodellen, und 
Mögliche Modelle sind Entscheidungsbäume oder -tabellen, Einflussdiag-
ramme (GUIDE) oder Argumentationen (Für oder Wider). Manche Spra-
chen erlauben die Integration anderer Modelle (z.B. über externe Funkti-
onsaufrufe).  
 bei der Verwendung von Zuständen. 
In Sprachen wie Asbru wird der Zustand über Vor- und Nachbedingun-
gen spezifiziert, wohingegen der Patientenstatus in SAGE als wesentli-
ches Element der Indikation weiterer Aktivitäten explizit im Flussdiag-
ramm modelliert werden kann. Zustände werden allgemein als Ein-
                                                   
12 Diese Sichtweise auf Ziele, nämlich die Verknüpfung mit konkreten Bedingungen, 
deckt nur einen Teil des Konzeptes Ziel im Requirements Engineering ab, wie es in Kapi-
tel 3.3 beschrieben wird. 
   3.1 COMPUTERINTERPRETIERBARE LEITLINIENSPRACHEN 
 51 
sprung (auslösendes Ereignis) in eine Leitlinie verwendet, können aber 
beispielsweise in GLIF auch zur Dokumentation von erreichten Zwi-
schenschritten genommen werden. 
In ihrer gemeinsamen Veröffentlichung (Peleg et al., 2003) weisen die Autoren 
der Leitliniensprachen darauf hin, dass die Unterschiede der einzelnen Modelle 
durch die Schwerpunkte der jeweiligen Entwickler, nicht jedoch wegen konträrer 
Ansichten bezüglich der Formalisierung von Leitlinien bestehen. In ihrer Zu-
sammenfassung empfehlen sie, dass ein zukünftiges Leitlinienmodell die Ge-
meinsamkeiten der existierenden Leitliniensprachen bei der Definition berück-
sichtigen sollte; insbesondere soll 
 das Prozessmodell Pläne und Elemente enthalten, die mit dem Referenz-
modell der Workflow Management Coalition13 kompatibel sind, 
 die Expression Language nach Möglichkeit standardisiert sein, und 
 die Terminologie an gängigen Standards orientiert sein. 
3.1.6.2 Methodik 
Es wird in kaum einem der beschriebenen Ansätze explizit auf das methodische 
Vorgehen bei der Formalisierung und Automatisierung von Leitlinien eingegan-
gen. Die Autoren von GLIF dokumentieren anhand einer Beispielleitlinie (Diabe-
tes Foot Care), wie sich ein Modell in verschiedenen Iterationsstufen verändert 
(Peleg et al., 2006) oder demonstrieren, wie sich das individuelle Modellierungs-
verhalten von Ärzten unterscheidet (Patel et al., 2002).  
In (Seyfang et al., 2005) werden Muster und Regeln identifiziert, die die Überset-
zung von Leitlinien in ein semi-formales Modell erleichtern sollen. Bei dem Many 
Headed Bridge (MHD) genannten Weg, papierbasierte Leitlinien in ein semiforma-
les Modell zu übersetzen, bleiben Referenzen des Originaldokuments erhalten. 
Ebenso wird in (Seyfang et al., 2007) auf eine Modellierungskette von Papier über 
MHB nach Asbru und KIV eingegangen, wobei KIV der formalen Verifikation 
der Leitlinienmodelle dient. Methoden der Informationsextraktion werden bei 
(Kaiser et al., 2007) zur Unterstützung des Modellierers angewendet, indem an-
hand von Regeln und Satzmustern Fließtexte automatisch zur weiteren Modellie-
rung aufbereitet werden. 
                                                   
13 http://www.wfmc.org/standards/referencemodel.htm, 11.2.2008 
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Bei (Shahar et al., 2004) wird die Übersetzung in ein mehrstufiges Verfahren ver-
feinert (freetext, semi-structured, semi-formal, formal). Ebenso fordert Shahar die 
Kooperation von klinischen und technischen Experten, da nur so die zur Auto-
matisierung nötige Explizierung medizinischen Hintergrundwissens stattfinden 
kann. Andere Ansätze bleiben bei semiformalisierten Versionen stehen (Ruzicka 
und Svatek, 2004).  
SAGE ist der erste Ansatz, in dem explizit auf die Auswahl der automatischen 
Unterstützungszeitpunkte hingewiesen wird. Während viele Leitlinienmodelle 
versuchen, eine Leitlinie (medizinisch) vollständig zu erfassen, versucht man hier 
einzelne Situationen zu erkennen, die einer konkreten Entscheidung und Aktion 
bedürfen. Anders ausgedrückt werden ECA Regeln (Kapitel 3.2.1.2) in eine über-
geordnete Struktur gebracht, um die Nachteile einer unstrukturierten Regel-
sammlung zu vermeiden. 
Bei keiner der betrachteten Leitliniensprachen gibt es eine durchgängige Hand-
lungsanweisung für klinische Experten, wie Leitlinien so formalisiert werden, 
dass sie automatisiert werden können. Dabei geht es nicht nur um die Dokumen-
tation der Methodik für einen erfahrenen Modellierer, sondern auch um verein-
fachte Hilfestellungen zur Sensibilisierung medizinischen Personals.  
3.1.6.3 Ausführung 
Die automatische Ausführung formalisierter Leitlinien ist erklärtes Ziel aller ge-
nannten Leitliniensprachen. Doch bisherige Ansätze computerinterpretierbarer 
Leitlinien fokussieren vor allem auf die adäquate und medizinisch-fachlich kor-
rekte Modellierung von Leitlinien und weniger auf die Automatisierung bzw. 
den automatisierbaren Anteil darin. Vielmehr dienen die Ausführungsumge-
bungen, die es für alle der diskutierten Sprachen gibt, als Proof-of-concept. Diese 
unterscheiden sich in der Verfügbarkeit, Mächtigkeit und in der Einbettung in 
die klinischen Informationssysteme.  
 Mit der GLIF3 Execution Engine (GLEE) (Wang und Shortliffe, 2002) gibt 
es ein System, das im praktischen Einsatz der University of Columbia 
war. Die Benutzeroberfläche war jedoch nicht in das PDMS integriert und 
erforderte massive manuelle Interaktion (insbesondere mussten alle 
Schritte zusätzlich manuell bestätigt werden).  
 Für Asbru ist ein Interpreter erhältlich, der Pläne auf Testdaten, die in 
Tabellenform vorliegen müssen, ausführen kann. Jedoch wurde Asbru 
bisher noch nicht klinisch evaluiert (Fuchsberger et al., 2005). 
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 Für PROforma gibt es eine vollständige Ausführungsumgebung und zwei 
verschiedene Modellierungsumgebungen. Die Ausführungsumgebung 
basierte in einer frühen Version jedoch nur auf HTML Formularen und 
besitzt auch in der aktuellen Variante noch keine standardisierte Einbin-
dung in klinische Netzwerke (z.B. via HL7). 
Neben der reinen automatischen Interpretation besitzen einige Leitlinienspra-
chen ausführungsrelevante Eigenschaften bereits im Modell (sogenannte Execu-
tion States). Nach (Wang et al., 2002) gibt es in PROforma und Asbru die Mög-
lichkeit, den Ausführungszustand einer Aktion bzw. eines Planes beim Modellie-
ren zu berücksichtigen, und damit gegebenenfalls Abläufe oder Entscheidungen 
an andere Aktivitäten anzupassen. Andere Leitliniensprachen wie z.B. GLIF 
kennen keine Execution States. 
3.1.6.4 Vergleichende Bewertung 
Bei (Bury et al., 2001) werden die Ansätze grundsätzlich unterschieden in: 
 Prozedural: Das Wissen wird mittels einer (prozeduralen) Programmier-
sprache implementiert. Problematisch ist hierbei die Vermischung von 
Wissen mit implementierungstechnischen Details, welches sowohl die 
Nachvollziehbarkeit für medizinische Experten wie auch die Wiederver-
wendung einschränkt. 
 Regelbasiert: Das Wissen wird deklariert und über Inferenzmaschinen an-
gewendet. Hierdurch ist eine Trennung von Wissen und Implementie-
rung möglich. Viele regelbasierte Systeme verwenden jedoch noch proze-
durale Elemente zur Spezifikation einer Entscheidung und modellieren 
nur die Anwendung des Wissens, das heißt, die Spezifikation des auslö-
senden Events oder der Rahmenbedingungen ist deklarativ. 
 Taskbasiert: Bei taskbasierten Systemen dient ein explizites Modell des kli-
nischen Prozesses dazu, die einzelnen Regeln in einen Zusammenhang zu 
bringen. 
Dabei erhebt keiner dieser Formalismen Anspruch auf eine universelle Lösung. 
Vielmehr konzentrieren sich die einzelnen Forschungsprojekte auf spezifische 
Problemstellungen (Peleg et al., 2003), z.B.:  
 GLIF (Kapitel 3.1.2) startete als universelle Sprache zur Spezifikation von 
Leitlinien und zielte auf deren Austausch zwischen Institutionen. Daher 
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wurde beispielsweise versucht, die Algorithmen vom Datenmodell zu 
trennen. 
 Asbru (Kapitel 3.1.3) ist die Modellierungssprache eines Projektes (As-
gaard), das auf Basis von Teilplänen (skeletal Plans) prozedurales Domä-
nenwissen spezifiziert, aber während der Ausführung Freiraum für den 
ausführenden Benutzer lässt. Dabei gilt ein besonderes Augenmerk der 
zeitlichen Spezifikation und Planung von Aktivitäten und Bedingungen, 
weshalb diese Elemente stets kontinuierliche Entitäten sind. Nicht nur 
bietet Asbru die komplexeste Definition für Zeit (als Datentyp), auch de-
ren Verwendung in Algorithmen ist bereits formal verifiziert worden. 
 PROforma (Kapitel 3.1.4) basiert auf einem Agentenmodell für medizini-
sche Entscheidungen. Die Spezifikation von medizinischen Entscheidun-
gen sollte möglichst nahe an realen Entscheidungsstrategien menschlicher 
Akteure liegen und deren Ziele integrieren. Daher werden in PROforma – 
schon rein sprachlich - Argumente für oder wider eine Entscheidung ab-
gewogen, anstatt sie auf Basis von if-then-else Bedingungen zu treffen. 
Daher wurde PROforma auch auf Basis einer logischen Programmier-
sprache (ähnlich zu Prolog) implementiert. 
 SAGE (Kapitel 3.1.5) verzichtet auf das Nachhalten eines Modells vom 
Zustand des Patienten und konzentriert sich auf konkrete Situationen, in 
denen eine Entscheidungsunterstützung erfolgen soll („opportunities for 
decision support“). Damit soll eine leitlinienbasierte Behandlung ermög-
licht werden, ohne die Leitlinie selbst formalisieren zu müssen. 
In Abbildung 17 wird eine qualitative Bewertung vorgenommen, deren Kriterien 
sich an den in Kapitel 3.3.1.2 (Seite 77) genauer beschriebenen Themenkomplexen 
orientieren: Sie unterscheidet bei der Modellierung zwischen den Zielen (Objecti-
ves), den Aktivitäten (Activities) und Akteuren (Actors, mit Rollen und Fähigkei-
ten), den verwendeten Begriffen (Concept) und der systemtechnischen Grundlage 
(System). Dabei bestätigt sich, dass Akteure bei der Modellierung von Leitlinien 
keine Rolle spielen und deshalb auch in den gängigen Leitliniensprachen nicht 
explizit enthalten sind. Von allen Ansätzen werden in SAGE die Standards klini-
scher Terminologie wie SNOMED14, HL7 und MESH15 am umfassendsten umge-
setzt.  
                                                   
14 Systematisierte Nomenklatur der Medizin, gepflegt von der International Healthcare 
Terminology Standards Development Organization (IHTSDO). 
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Abbildung 17: Relative, qualitative Abdeckung der Modellierungsdimensionen 
Eine breite Streuung zeigt sich bei der Berücksichtigung von Zielen (Objectives), 
die in unterschiedlicher Weise modelliert werden: von überhaupt nicht (SAGE) 
über Freitext (GLIF) bis zu datenbasierten Bedingungen (Asbru und PROforma).  
Ebenso unterscheiden sich die Ansätze in der Berücksichtigung der technischen 
Systeme und der Ausführung. GLIF besitzt keinerlei Ausführungskonzept, dies 
wurde nachträglich in GLEE hinzugefügt. Dagegen können Ausführungszustän-
de von Aktivitäten bei der Modellierung von Leitlinien in PROforma berücksich-
tigt werden. 
 In Abbildung 18 sind die Modellierungsprimitiven und Systemkomponenten 
genannt, welche ebenfalls in den verschiedenen Sprachen unterschiedliche 
Schwerpunkte besitzen. 
                                                                                                                                           
15 Die Abkürzung MeSH steht für Medical Subject Headings, einem von der amerikani-
sche National Library of Medicine (NLM) herausgegebenen Thesaurus. 
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Abbildung 18: Qualitative Bewertung der Schwerpunkte in Leitliniensprachen 
Alle Leitliniensprachen befassen sich mit der Spezifikation der Aktivitäten und 
ihrer Abfolge und verfügen mit Ausnahme von Asbru über einen grafischen Edi-
tor (eine Anwendung names AsbruView dient nur zur Visualisierung). Unter-
schiede gibt es in der Ausführlichkeit der Datenmodelle, die in GLIF frei model-
liert werden können (HL7 V3 RIM dient zur Demonstration), wohingegen in den 
anderen Modellen jeweils pragmatische Eigenlösungen implementiert wurden, 
die gut genug zum Verbinden der Leitlinien mit Daten sind.  
GLIF erlaubt darüber hinaus die Anwendung verschiedener Regelimplementie-
rungen wie beispielsweise Arden Syntax Makros, Entscheidungsbäume oder ver-
schiedene Ausdruckssprachen (Expression Language). Neben der Guideline Ex-
pression Language GEL wurde im Rahmen von GLIF die Guideline Expression 
Language Object Oriented GELLO entwickelt, welche durch HL7/ANSI standar-
disiert wurde. Dagegen definieren Asbru und PROforma jeweils eine eigene Ex-
pression Language. 
Bei allen Unterschieden in den Details zeigen sich viele gemeinsame Elemente, 
die für ein harmonisiertes Modell wichtig sind (vgl. auch (Wang et al., 2002)): 
 Kontrollstrukturen, die den Ablauf bestimmen (next, split, join). 
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 Bedingungen, die den Ablauf kontrollieren und verändern können (sus-
pend, resume, etc.). 
 Entscheidungskriterien (in decision, xor, partial join etc.). 
 Ein Datenmodell (intern oder extern), auch zur Anbindung der Automati-
sierung an vorhandene Legacysysteme. 
 Bedingt: Ziele von Plänen, Aktivitäten oder Entscheidungen. 
 Annotationen der Quellen und der Evidenz für weitere Informationen 
(z.B. Literatur oder im Internet) und als Grundlage einer Erklärungskom-
ponente. 
3.1.7 Zusammenfassung 
Computerinterpretierbare Leitliniensprachen wurden entwickelt, um Leitlinien 
zu formalisieren und zu automatisieren. Trotz großer Übereinstimmungen in den 
Begriffen und Konstrukten besitzt jede Leitliniensprache Forschungsschwer-
punkte durch die sie sich unterscheiden. 
Bei der Modellierung werden allgemein Folgen von Aktivitäten spezifiziert und 
mit Bedingungen für deren Anwendung annotiert. Dazu bieten PROforma und 
vor allem Asbru weitreichende Möglichkeiten, um beispielsweise Vorbedingun-
gen oder Erfüllungskriterien von Aktivitäten zu spezifizieren. GLIF3 berücksich-
tigt in besonderem Maße die Modellierung der Daten, auf denen der medizini-
sche Algorithmus operiert. In SAGE werden durch Kontextknoten vor allem die 
Startbedingungen der Entscheidungsunterstützung modelliert. 
Für die Automatisierung der Modelle existieren Ausführungsumgebungen, die 
jedoch bisher kaum in der klinischen Routine zum Einsatz kamen. Keine der be-
trachteten Leitliniensprachen berücksichtigt explizit Workflowansätze oder ver-
wendet sie in Verbindung mit den im Folgenden vorgestellten Flexibilisierungs-
konzepten für die Modellierung oder Ausführung. 
Darüber hinaus beinhalten Leitliniensprachen bisher kein Konzept für Ziele, die 
über reine Erfüllungskriterien hinausgehen. So können nicht messbare Ziele und 
Beiträge zu anderen Zielen bisher nicht erfasst werden. Akteure und Ressourcen, 
die zur Durchführung der Aktivitäten notwendig sind, werden bisher ebenfalls 
kaum berücksichtigt. Ziele, Akteure und Ressourcen sind jedoch auch in den 
Leitlinien selbst nicht vorhanden, sondern werden vom Arzt bei der Durchfüh-
rung einer Leitlinie implizit berücksichtigt. 
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3.2 Konzepte zur Flexibilisierung von Workflows 
Im Bereich der Office-Automation und der Produktion unterstützen seit vielen 
Jahren Workflowsysteme die automatische Ausführung von Arbeitsprozessen 
(van der Aalst, ter Hofstede et al., 2003). Zunächst wird ein Modell aus Prozes-
sen, Aktivitäten und Ressourcen spezifiziert. Dieses Modell kann durch eine 
Laufzeitumgebung interpretiert und damit anstehende Aufgaben und Daten den 
zuständigen Bearbeitern (Benutzern oder Applikationen) zugeleitet werten. Es 
existieren zahllose Standards (für eine Übersicht siehe z.B. www.ebpml.org oder 
www.bpm-guide.de, 18.2.2008), die sich in der Unterstützung durch Produkte, 
Firmen, Institutionen und fachlichen Schwerpunkten unterscheiden (van der 
Aalst, Kiepuszewski et al., 2003). 
Die in diesem Zusammenhang relevanten Definitionen nach der Workflow Ma-
nagement Coalition (http://www.wfmc.org, 6.4.2008) lauten: 
 Geschäftsprozesse beschreiben Prozeduren und Aktivitäten, die gemeinsam 
ein Geschäftsziel bzw. eine Strategie umsetzen. 
 Workflows sind die teilweise oder vollständig computerisierte Unterstüt-
zung oder Automatisierung eines Geschäftsprozesses. 
 Prozessmodelle (Workflowmodelle, Prozessdefinitionen) sind die formali-
sierten Repräsentationen von manuellen und automatisierbaren Aktivitä-
ten, die auch Regeln zur Ablaufbestimmung oder Änderung beinhalten 
können.  
Die meisten Ansätze unterscheiden zwischen dem Prozessmodell, welches das 
generelle Muster beinhaltet, und den konkreten Instanzen für jeden einzelnen 
Fall. 
Bisher können Workflowsysteme vor allem dort erfolgreich eingesetzt werden, 
wo standardisierte, wohldefinierte Arbeitsabläufe existieren. In vielen Anwen-
dungsfällen und Domänen ist dies jedoch nicht der Fall, z.B. weil die Prozesse 
nicht vollständig a priori spezifiziert werden können (Komplexität) oder weil zu 
viele situationsspezifische Abhängigkeiten den Prozess steuern (Dynamik) 
(Heinl et al., 1999). Daher ist besonders die Frage der Flexibilisierung Gegenstand 
intensiver Forschung. Man kann drei Dimensionen für Änderungen in Work-
flows betrachten (Sadiq et al., 2001): 
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 Dynamik (Dynamism) beschreibt die Fähigkeit, auf Veränderungen im 
Modell zu reagieren. Das Hauptproblem hierbei besteht im Nachhalten 
der bereits laufenden Instanzen. 
 Anpassungsfähigkeit (Adaptability) ist die Fähigkeit eines Workflows, auf 
außergewöhnliche Ereignisse zu reagieren. Diese Ereignisse können vor-
hergesehen sein oder nicht. Dies kann durch Exceptions und Kompensa-
tionsaktivitäten teilweise realisiert werden. 
 Flexibilität (Flexibility) ist die Fähigkeit, Modelle auszuführen, die lose 
oder nur teilweise spezifiziert sind und erst zur Laufzeit in einer konkre-
ten Instanz zusammengefügt werden.  
Zur Realisierung werden unterschiedliche Ansätze verfolgt (Abbildung 19), von 
denen im Folgenden einige der Bekanntesten exemplarisch betrachtet werden. 
 Bestehende Workflows werden während der Ausführung geändert: Da-
bei reagiert die Ausführungsumgebung auf vorab definierte Ereignisse 
und Zustände und verändert anhand einer Liste von Regeln die laufende 
Workflowinstanz. Bekannteste Vertreter dieser Regeln sind Event Condi-
tion Action Rules (ECA), wie sie z.B. in AgentWork (Müller et al., 2004) 
verwendet werden.  
 Im Prozessmodell werden in generischen Prozessen Platzhalter definiert, 
die während der Ausführung aus einer Liste alternativer Implementie-
rungen ersetzt werden (z.B. Worklets (van der Aalst und ter Hofstede, 
2005)). 
 Statt eines fest definierten Prozessmodells werden Prozessfragmente un-
ter Ausnutzung von Regeln und Constraints während der Laufzeit dy-
namisch zusammengesetzt (Deng et al., 2004; Mangan und Sadiq, 2003), 
oder ihre Konfiguration wird interaktiv unterstützt (Rupprecht et al., 
1999).  
 Bei der Fallbehandlung wird der explizit modellierte Ablauf von Prozes-
sen durch ein implizites Routing ersetzt, das heißt, Aktivitäten werden 
ausgeführt, wenn ihre Vorbedingungen erfüllt sind (Schuschel und Wes-
ke, 2002; van der Aalst et al., 2005). 
3 STAND DER FORSCHUNG 
60 
 
Abbildung 19: Vergleich der Ansätze für flexible Workflows 
In (Rinderle et al., 2004) werden Ansätze zur Änderung von Workflowinstanzen 
während der Laufzeit unterschieden in: 
 Regelbasiert: Meist werden ECA Regeln verwendet, um laufende Aktivitä-
ten zu adaptieren. Beispielsweise können in AgentWork (Müller et al., 
2004) auch zukünftige Regionen des Modells verändert werden. 
 Zielbasiert: Werden während der Ausführung Bedingungen verletzt, so 
werden Kompensationsmaßnahmen eingeleitet. Zwar wird in einigen 
Systemen das Verändern von Zielen unterstützt, jedoch reicht die Pla-
nungsmächtigkeit der zielbasierten Systeme nicht für komplexe Work-
flows aus (z.B. wird die Änderung von Schleifen nicht unterstützt). 
 Prozessorientiert: Die Möglichkeiten der Veränderungen von Prozessmo-
dellen werden a priori durch Regeln (z.B. Grafgrammatiken) einge-
schränkt. 
In den folgenden Abschnitten sollen insbesondere Workflowmodelle betrachtet 
werden, die durch die Verwendung von Regeln und Constraints gerade bei den 
stark regelorientierten Leitlinien Erfolg versprechend erscheinen. 
3.2.1 Regelbasierte Workflows 
3.2.1.1 Typen von Regeln 
In (Endl, 2004) werden verschiedene Klassifikationsschemata von Regeln bzw. 
Geschäftsregeln vorgestellt. Beispielsweise kann zwischen Integritätsregeln (er-
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laubte Zustände von Daten) und Automatisierungsregeln (Logik der Ausfüh-
rung) unterschieden werden. Stimulus/Response Regeln sind eine Kombination 
aus auslösendem Ereignis und ausgelöster Aktion. Im Klassifikationsschema 
nach (von Halle, 2002) wird eine Regel (rule) als eine deklarative Anweisung de-
finiert, deren Resultat entweder aus einer Berechnung bzw. Ableitung einer neu-
en Information hervorgeht, oder die eine Entscheidung über das Auslösen einer 
Aktion trifft. Fünf Klassen von Regeln lassen sich unterscheiden: 
 Restriktionen (Mandatory Constraints) definieren unbedingt einzuhalten-
de Regeln. Diese gelten unabhängig von dem eingetretenen Ereignis, 
können jedoch von einer Vorbedingung abhängig sein. Beispiel: Ein Kun-
de darf höchstens zehn offene Bestellungen haben. 
 Empfehlungen (Guidelines) repräsentieren ebenfalls Restriktionen. Im Ge-
gensatz zu den zwingenden Restriktionen führen sie jedoch zu keinem 
Fehler oder Abbruch einer Aktion. Die Entscheidung darüber, ob der 
Empfehlung gefolgt werden soll oder nicht, liegt typischerweise bei ei-
nem menschlichen Akteur. Beispiel: Ein Kunde sollte nicht mehr als zehn 
offene Bestellungen haben. 
 Aktionsauslösende Regeln (Action Enablers) sind Anweisungen, welche 
nach dem Prüfen einer Bedingung eine weitergehende Aktion auslösen. 
Eine solche Aktion kann z.B. das explizite Auslösen eines geschäftsrele-
vanten Ereignisses oder das Versenden einer Mitteilung an bestimmte 
Personen sein. Beispiel: Wenn der Kundenauftrag erfasst wurde, initiiere 
den Prozess zur Reservierung des Lagerbestandes. 
 Berechnungsvorschriften (Computations) sind Regeln, die einen Algorith-
mus beinhalten, um neue Werte aus bestehenden Informationen zu be-
rechnen. Beispiel: Der Umsatz eines Kunden berechnet sich aus der 
Summe seiner Aufträge. 
 Inferenzregeln (Inferences) sind logische Schlussfolgerungen auf der Basis 
von Bedingungen. Dies bedeutet, dass zunächst bestimmte Vorbedingun-
gen erfüllt sein müssen. In Abhängigkeit von dem Ergebnis dieser Prü-
fungen werden neue Fakten erzeugt. Beispiel: Wenn ein Kunde den Sta-
tus eines Stammkunden hat, dann erhält er auf jede Bestellung 10% Ra-
batt. 
Bei keinem der nun folgenden regelbasierten Ansätze für Workflows wird expli-
zit auf Regeltypen Bezug genommen. Für die Modellierung kann die Unterschei-
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dung jedoch interessant sein: Für die Bestimmung eines Prozessablaufes werden 
typischerweise aktionsauslösende Regeln verwendet. Berechnungsvorschriften 
und Inferenzregeln sind die Grundlage für Entscheidungen. Restriktionen 
nen auch prozessübergreifend für die Überprüfung und Einhaltung von Rah-
menbedingungen eingesetzt werden.  
3.2.1.2 Event Condition Action Regeln 
Event Condition Action Regeln sind Beispiele für aktionsauslösende Regeln, die 
aktiven Datenbanken ermöglichen, automatisch auf Ereignisse zu reagieren (Pa-
ton und Diaz, 1999). Prinzipiell wartet jede Regel auf das Eintreten des angege-
benen Ereignisses. Wenn zum Zeitpunkt des Ereignisses die Bedingung zutrifft, 
wird die Aktion ausgeführt. Bekannteste Vertreter der ECA-Regeln sind Daten-
banktrigger.  
ON event 
IF condition 
THEN DO action 
Die verschiedenen Ansätze zu ECA Regeln unterscheiden sich in der Aus-
drucksmächtigkeit der Sprache für Events, Conditions und Actions, dem Zugriff 
auf Zustandsvariablen und der Datenbank selbst sowie zeitlichen Bedingungen. 
Insbesondere die Spezifikation der Events kann verschiedene Ausprägungen an-
nehmen. Einfache Eventtypen beinhalten eine einzelne Quelle, z.B. INSERT, UP-
DATE, COMMIT. Darüber hinaus kann es auch komplexe Events geben, die aus 
temporalen oder konditionalen Eventkombinationen bestehen. Somit können 
ganze Eventabfolgen als einzelner Trigger einer ECA-Regel auftreten. Dabei wird 
das Muster vergangener Events betrachtet und beim Match die Regel ausgeführt. 
Zeitliche Fenster können hier die Auswertung einschränken (Gehani et al., 1992).  
Bei (Knolmayer et al., 2000) werden ECA Regeln explizit zur Implementierung 
einer flexiblen Workflowumgebung verwendet. Dazu werden ECA Regeln um 
einen Actor und ein Datenkonzept erweitert. Die Autoren gehen auch auf das Re-
finement ein, das die schrittweise Verfeinerung grober Regeln in detailliertere 
Unterprozesse ermöglicht. 
Bei der Ausführung wird das Auftreten eines Events signalisiert. Daraufhin wer-
den alle Regeln selektiert, die durch den Event ausgelöst werden. In der Auswer-
tungsphase werden die Bedingungen geprüft und die Aktion ausgeführt (oder 
zur späteren Ausführung markiert). 
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Bewertung 
Die Modellierung einer einzelnen ECA-Regel ist besonders aus Sicht 
der Anwender sehr intuitiv, entspricht sie doch einem gängigen Ar-
beitsmuster: In Abhängigkeit eines Ereignisses wird entschieden, was zu tun ist 
(vgl. Arden Syntax 3.1.1). Daher erscheinen ECA-Regeln besonders für die Spezi-
fikation ereignisgesteuerter Aktivitäten interessant. Tatsächlich verwenden eini-
ge Leitliniensprachen die ECA-Regeln bei der Ausführung: So wird z.B. in GLIF 
eine Aktivität ausgeführt (Action), wenn eine vorhergehende Aktivität beendet 
ist oder neue Daten vorliegen (Event) und bestimmte zeitliche Bedingungen 
(Condition) erfüllt sind.  
Der prinzipielle Nachteil der ECA-Regeln liegt aber genau in ihrer Lokalität be-
gründet: Ohne zusätzliche Maßnahmen fehlt die Prozessleitung, da es keinen 
übergeordneten Prozess gibt. Außerdem sollten die einzelnen Regeln immer im 
Kontext einer Situation betrachtet werden. Beispielsweise ist die Reaktion des 
Arztes auf Überschreitung von Grenzwerten eines Patienten abhängig von der 
Situation: Während sie im einen Fall toleriert werden kann, muss in einem ande-
ren Fall reagiert werden. 
Ein inhärentes Problem des ECA Ansatzes ist die Verifikation der Regelbasis. Es 
ist nicht sichergestellt, dass z.B. die Ergebnisse der Ausführung unabhängig von 
der Reihenfolge der Regeln sind oder keine Seiteneffekte auftreten, wenn Aktio-
nen die zugrundeliegenden Daten verändern oder widerspruchsfrei sind. Sogar 
die Reihenfolge und Abfolge der Regeln (Kaskadierung) ist in komplexen Regel-
basen kaum vorhersehbar (Diaz et al., 2001). 
3.2.1.3 Constraint-basierte Workflows 
Die Idee der regelbasierten Modellierung wird z.B. bei (Wainer et al., 2004; Wai-
ner und de Lima Bezerra, 2003) dargestellt. Ausgangspunkt ist die Erkenntnis, 
dass klinische Workflows nur partiell beschrieben werden können. Die Patien-
tenversorgung erfordert eine ständige Planung während der Ausführung, da die 
Entwicklung eines Falles die Auswahl der notwendigen Aktivitäten und ihre 
Reihenfolge bestimmt. Allerdings gibt es für den Planer keine willkürliche Frei-
heit, sondern es gibt Regeln und Bedingungen, die die Auswahl einschränken. Es 
gilt, diese Regeln zu modellieren. 
Dieses Vorgehen kann helfen, die Auswirkungen einer Zielaktivität einzuschät-
zen. Zielaktivitäten haben Implikationen, denn sie erfordern möglicherweise be-
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stimmte Aktivitäten im Voraus oder Nachhinein, oder haben zeitliche Abhängig-
keiten. 
Ein Workflow wird durch eine Liste von Aktivitäten und eine Liste von Regeln 
(Order Constraints) repräsentiert, die eine Workflowinstanz erfüllen muss. 
 
Abbildung 20: Beispiel für eine constraint-basierte Workflowdefinition 
In Beispiel der Abbildung 20 gilt die Bedingung constraint1 für die Aktivität 
Spontanatemtest wie folgt: Der Patient wird künstlich beatmet, er muss auf Kont-
raindikationen geprüft worden sein und die Extubation muss als Therapieziel 
feststehen. Der Test muss anschließend bewertet und die Dokumentation ge-
schrieben werden (aber nicht notwendigerweise unmittelbar). Die Parcondition 
bedeutet, die Aktivität „Sedierung prüfen“ tritt immer auf, wenn ein Spontanatem-
test gemacht wird, aber es wird nicht gesagt, ob dies vorher oder nachher ge-
schieht. 
Mit diesen Primitiven können typische Kontrollflüsse in Workflows konstruiert 
werden (AND-Split, XOR-Split, AND-Join, XOR-Join, Sequenz) (Wainer und de 
Lima Bezerra, 2003).  
Jedoch gibt es zwei Einschränkungen in dem beschriebenen Ansatz: 
 Die wiederholte Ausführung von Aktivitäten (Iterationen) kann nicht ex-
plizit modelliert werden. 
 Es gibt kein Konzept von Zeit. Es wird ein Vorschlag gemacht (Wainer 
und de Lima Bezerra, 2003), der die Modellierung einfacher zeitlicher 
Abhängigkeiten ermöglichen soll („precondition: Spontanatemtest bewerten 
[1]“ bedeutet, dass die Aktivität „Spontanatemtest bewerten“ maximal 1 
Stunde nach Beendigung der Aktivität „Spontanatemtest“ ausgeführt wer-
den darf). Dieses Zeitkonzept ist jedoch für reale klinische Anwendungen 
rule: constraint1
target: Spontanatemtest
precondition: Patient beatmen
precondition: Kontraindikationen prüfen
precondition: Therapieziel Extubation wählen
postcondition: Spontanatemtest bewerten
postcondition: Dokumentation schreiben
parcondition: Sedierung prüfen
   3.2 KONZEPTE ZUR FLEXIBILISIERUNG VON WORKFLOWS 
 65 
nicht adäquat, weil es in seiner Einfachheit den klinischen Anforderungen 
nicht gerecht wird16.  
Der Ansatz für constraint-basierte Workflows wurde beispielsweise im Work-
flowsystem TUCUPI implementiert (Wainer et al., 2004). Die Ausführungsumge-
bung enthält ein Repository aller Aktivitäten, deren Zustände und Regeln. Es ist 
über einfache Befehle möglich, Anfragen und Änderungen vorzunehmen. Mit 
„what-if“ Abfragen ist es möglich, eine Liste aller notwendigen Vorläuferaktivi-
täten anzuzeigen. Anzumerken ist, dass die Ausführungsumgebung Aktivitäten 
nicht selbst startet, sondern nur über deren Start bzw. Ende informiert wird. 
Bewertung 
Interessant sind der völlige Verzicht auf fest definierte Prozessab-
läufe und die Konstruktion von Abläufen anhand von Randbedin-
gungen. Damit eignet sich dieses Konzept genau wie Asbru (Kapitel 3.1.3) auch 
für die retrospektive Evaluation der Einhaltung einer Leitlinie (Adherence). 
Ebenso kann Wissen um die Anwendung von Aktivitäten dokumentiert werden, 
ohne es in eine direkte Vorgänger/Nachfolger-Beziehung zwängen zu müssen. 
Das heißt, es kann ein Aktivitätenrepository aufgebaut werden, aus dem Prozess-
instanzen kreiert werden können. 
Das Fehlen eines zeitlichen Konzeptes macht die direkte Anwendung für die 
Prozessausführung jedoch unmöglich. Ebenso wie bei den ECA-Regeln fehlt 
auch hier der Prozessleitgedanke, das heißt, die einzelnen Regeln stehen unab-
hängig für sich und die übergeordnete Leitlinie ist nicht direkt erkennbar. 
3.2.1.4 Pockets of Flexibility 
„Pockets of Flexibility“ sind das Grundkonzept der Arbeiten von Shazia Sadiq 
zur Flexibilisierung von Workflows (Mangan und Sadiq, 2002; Sadiq et al., 2005). 
Grundsätzlich besteht hier ein Workflowmodell aus einer Menge von Aktivitäten 
und Prozessfragmenten. Aus diesen wird zur Laufzeit anhand von Bedingungen 
die konkrete Prozessinstanz generiert. So werden z.B. Nachfolgebeziehungen 
oder Parallelitätsbeziehungen ausgenutzt, um aus einzelnen Aktivitäten Frag-
                                                   
16 Die Betrachtung der Dimension Zeit in medizinischen Daten und Prozessen würde den 
Rahmen dieser Arbeit sprengen. Man beachte beispielsweise Asbru, wo Zeit als Intervall 
mit einem frühesten und spätesten Startzeitpunkt bzw. Endezeitpunkt definiert ist. Hin-
zu kommen noch verschiedene Möglichkeiten der Iteration. Für ein Beispiel siehe 
(Schmitt et al., 2006). 
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mente zu erzeugen. Ein Build Process setzt diese mittels Selektionsregeln, Been-
digungsregeln und Build Constraints zusammen. 
 
Abbildung 21: Workflow und dynamisch modellierte Instanz für eine Pocket. 
In Abbildung 21 sieht man links einen Prozess für ein Kundensupportsystem. 
Farblich hervorgehoben (links) ist die „Configurable Support Pocket“, in die dy-
namisch zur Laufzeit ein Prozess (rechts) für weiteren Support eingefügt wird. 
Wird die Pocket aufgerufen, so kann der Anwender einen spezifischen Prozess 
(basierend auf der aktuellen Situation) modellieren. Nur der Freiheitsgrad des 
spezifischen Modells ist durch die Constraints eingeschränkt. Rechts sieht man 
ein Beispiel, das in den übergeordneten Prozess eingefügt werden kann. 
Die einzelnen Fragmente können komplexe Teilprozesse, aber auch nur einzelne 
Aktivitäten enthalten. Damit kann aus einer Menge von primitiven Aktivitäten 
ein Workflow zusammengesetzt werden. Leere Prozessfragmente ermöglichen 
die Berücksichtigung von zur Designzeit unbekannten oder manuellen Prozes-
sen. 
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Der Unterschied zwischen Ad-hoc Workflows, bei denen der Prozess durch den 
Benutzer Schritt für Schritt während der Ausführung ergänzt wird (Schwarz et 
al., 2001), und den Pockets of Flexibility liegt im Zeitpunkt der Änderung des 
Prozessablaufes: Ad-hoc Workflows werden in der Prozessinstanz des Fragmen-
tes geändert, Pockets vor der Instanziierung des Modells. Damit sind die Ände-
rungen bei Pockets kontrollierbarer, denn die nicht spezifizierten, dynamischen 
Inhalte sind auf fest definierte Bereiche beschränkt (Mangan und Sadiq, 2003). 
Als Einschränkung gilt, dass die Schnittstellen der Pocket vom dynamisch mo-
dellierten Prozess eingehalten werden müssen. 
In den Arbeiten von (Sadiq et al., 2005) wird auf die formale Ableitung von 
Workflows aus den Regeln eingegangen und auch Stellung zu möglichen Re-
dundanzen und Konflikten genommen. Zur Bestimmung der Reihenfolge von 
Aktivitäten werden folgende Typen von Regeln verwendet (Build Constraints): 
 Serial Constraint: Aktivitäten müssen seriell ausgeführt werden, das heißt, 
nicht parallel. Die Reihenfolge wird dabei nicht berücksichtigt. 
 Order Constraint: Aktivitäten müssen in einer bestimmten Reihenfolge 
ausgeführt werden, aber nicht notwendigerweise unmittelbar hinterei-
nander. 
 Fork Constraint: Es wird eine Teilmenge einer gegebenen Menge von Ak-
tivitäten ausgeführt. Die Reihenfolge (oder Parallelität) wird damit nicht 
festgelegt. 
 Inclusion Constraint: Das Auftreten einer spezifizierten Menge (und ggfs. 
Abfolge) von Aktivitäten bedingt die Ausführung eines anderen Sets von 
Aktivitäten.  
 Exclusion Constraint: Das Auftreten einer spezifizierten Menge (und ggfs. 
Abfolge) von Aktivitäten verhindert die Ausführung eines anderen Sets 
von Aktivitäten. 
Der Anwender kann zur Laufzeit den Prozess nach seinen Anforderungen flexi-
bel anpassen, wird aber zu einem gewissen Grad durch die oben genannten 
Build Constraints kontrolliert, das heißt, die Möglichkeiten werden durch Cons-
traints beschränkt. Darüber hinaus erlaubt das Modell auch das Testen von Pro-
zessabläufen und Prozessmustern auf Regelverstöße.  
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Bei (Deng et al., 2004) wird eine generalisierte Ausführungsumgebung für die re-
gelbasierte Workflowerstellung beschrieben. Der Ansatz besteht aus einem Pool 
von Aktivitäten, Selektionskriterien und Kompositionskriterien. Dabei wird zwi-
schen generellen Aktivitäten und flexiblen Aktivitäten unterschieden; flexible 
Aktivitäten sind Prozesse, die erst während der Ausführung näher spezifiziert 
werden. Selektionskriterien und Kompositionskriterien dienen der Bestimmung 
der Ausführungsreihenfolge von Aktivitäten einer flexiblen Aktivität (Pocket) 
während der Laufzeit. 
Ergänzt wird die Workflowspezifikation um Event Condition Action Regeln, die 
die Ausführungsreihenfolge der generellen Aktivitäten bestimmen („coordination 
among activities“). Eine solche Regel besagt beispielsweise, dass Aktivität B ausge-
führt werden soll, wenn Aktivität A erfolgreich beendet wurde. Damit imple-
mentiert die ECA-Regel eine Transition zwischen Aktivitäten. Dabei greift sie 
nur auf Zustandsvariablen zurück, berücksichtigt aber keine Prozessdaten. 
Bewertung 
Im Ansatz der Pockets of Flexibility versucht man, einen Kompro-
miss zwischen rein regelbasierter, dynamischer Modellierung und 
vordefinierten Prozessabläufen zu finden. Die Pockets erinnern an die Worklets 
von YAWL (Adams et al., 2006), erlauben jedoch größere Freiheitsgrade bei der 
Bestimmung ihres Inhaltes, inklusive dynamischer oder externer Aktivitäten. 
Der Ansatz scheint zur Implementierung klinischer Leitlinien deshalb interes-
sant, weil auch hier Prozessfragmente existieren, die unter Anwendung konkre-
ter Regeln zusammengesetzt werden. Die dabei entstehenden Prozessabläufe 
sind nicht völlig frei, sondern folgen einem übergeordneten Ablauf. 
Zudem erlauben die Freiheitsgrade bei der Wahl der Implementierung einer Po-
cket eine Substitution zur Laufzeit auch durch nicht vorher spezifizierte Aktivitä-
ten. Damit lassen sich beispielsweise Empfehlungen von Leitlinien ausdrücken, 
die zur Laufzeit konkretisiert werden müssen (z.B. wartet eine Entscheidung auf 
das Ergebnis eines Befundes, dessen Art der Erhebung aber freigestellt ist). 
3.2.2 Fallbasierte Workflows 
Im Gegensatz zur kontrollflussorientierten Steuerung von Workflows, bei der die 
Folgebeziehungen explizit modelliert werden, besitzt die Fallbehandlung eine 
datenbasierte Steuerung (Schuschel und Weske, 2002). Die Entscheidung, ob eine 
Aktivität ausgeführt werden kann, wird auf der Basis der vorhandenen Datenob-
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jekte anstatt der ausgeführten Aktivitäten getroffen. Konkret ist bei der Work-
flowausführung meist das Beenden einer Aktivität der Anstoß für die Nachfol-
geaktivität, wohingegen bei der Fallbehandlung das Vorhandensein eines Daten-
objektes den Ausschlag gibt, unabhängig davon, welche Aktivität es erzeugt hat. 
 
Abbildung 22: Fallbasierter Workflow in con:cern17 
In Abbildung 22 sieht man den Unterschied zwischen explizitem Kontrollfluss 
und fallbasierter Modellierung. Während im linken Modell B als Nachfolger von 
A gesetzt ist, wird im rechten Beispiel durch Aktivität A eine Vorbedingung von 
B erfüllt. Allerdings würde B auch starten, wenn die Variable a extern (und nicht 
durch Aktivität A) gesetzt worden wäre. 
Damit besitzen fallbasierte Workflows drei Charakteristika (Reijers et al., 2003): 
 Der Fokus des Systems liegt auf dem Fall, das heißt, auf den damit ver-
bundenen Daten. 
 Der Prozess ist datengetrieben. 
 Teile des Prozessmodells sind implizit: Normalerweise gibt es zwischen 
den Aktivitäten eines Workflows eine Rangordnung, die den Ablauf be-
stimmt. Nur dieser modellierte Ablauf wird während der Ausführung 
unterstützt. Wenn sich Anforderungen, Ziele oder externe Umstände än-
dern, muss das Modell angepasst werden.  
Der Vorteil der impliziten Modellierung liegt nach den Autoren eher darin be-
gründet, dass die Modelle einfacher zu erstellen und verständlicher sind, auch 
                                                   
17 nach http://osbl.wilken.de/wiki/index.php/Con:cern, 5.4.2008 
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wenn dies teilweise eine Erfahrungs- und Geschmacksfrage ist. Jedoch bezieht 
sich diese Einfachheit, die durch Weglassen möglicher und alternativer Wege 
hergestellt wird, auf den normalen, vorhergesehenen Ablauf. Damit kann der 
Explosion der Modelle (Heinl et al., 1999) durch Modellierung aller möglicher Al-
ternativen und Ausnahmen entgegengewirkt werden. 
Ein Kritikpunkt der Fallbehandlung ist der prinzipiell notwendige Zugriff auf al-
le Daten. Idealerweise würde sogar die Ausführungsumgebung selbst alle Daten 
verwalten (anstatt einer externen Datenbank). Dies widerspricht jedoch der 
Grundidee von Workflow Management Systemen, die Daten vom Kontrollfluss 
zu trennen. 
Zudem ist durch den Zugriff auf alle Daten ohne weitere Synchronisation eine 
parallele Behandlung von Aktivitäten quasi ausgeschlossen. Beim klassischen 
Workflow ist genau spezifiziert, auf welche Daten eine Aktivität zugreift, wo-
durch das Sperren (Locking) anderer Daten vermieden werden kann. Da der 
gleichzeitige Zugriff auf alle Daten nur sehr selten auftritt, stellt er kein größeres 
Problem dar. Alternativ kann man verschiedene Teilmengen der Daten definie-
ren, bewegt sich damit aber wieder im Bereich der klassischen Workflows. 
In (Reijers et al., 2003) wird gezeigt, dass die Ausdrucksmächtigkeit impliziter 
Modellierung die der expliziten Modellierung nicht übertrifft. Dieselbe Laufzeit-
flexibilität lässt sich auf der Basis klassischer Methoden und Werkzeuge errei-
chen, beispielsweise lassen sich „execute“, „skip“, „redo“ auch in Petrinetzen 
ausdrücken. Zudem lassen sich im Modell mögliche (auch unerwünschte) Wege 
nur schwer erkennen, da bei der impliziten Modellierung alternative Wege weg-
gelassen werden. Damit kann die Qualität des Modells abnehmen. 
Problematisch wird auch der Verlust der expliziten Prozessleitung gesehen, denn 
durch die Modellierung auf vollständigen Daten ist ein beliebiger Ablauf vor-
stellbar. 
Bei (van der Aalst et al., 2005) wird bezüglich der Prozessleitung und der Voll-
ständigkeit der Daten Kritik geübt. Tatsächlich beziehen sich viele Regeln nicht 
nur auf die Daten alleine, sondern auf verdichtete Informationen, weshalb das 
Konzept der Prozessvariablen sinnvoll erscheint. Allerdings könnte man auch 
argumentieren, dass sich die Informationen der Prozessvariablen und der Fallda-
ten voneinander ableiten lassen. 
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Daher wird in (Reijers et al., 2003) ein anderer Ansatz vorgeschlagen: 
 Einführung von Fallvariablen und Vorbedingungen: Eine Aktivität wird 
ausgeführt, wenn ihre Vorbedingungen erfüllt sind. Die Bedingungen 
hängen an Variablen, die von anderen Aktivitäten gesetzt werden.  
 Direkter Zugriff auf den Workflowstatus: Die Ausführung eines Work-
flows kann in „aktiv“ und „gestoppt“ unterschieden werden. Zusätzlich 
erlaubt ein Pausieren („suspend“) das vorübergehende Aussetzen der 
Ausführung, ohne den Workflow zu beenden.  
 Sprungmöglichkeiten: Zwischen Ausführungszuständen kann (manuell) 
gesprungen werden. Dabei sind nur Sprünge zwischen definierten Zu-
ständen erlaubt (Erreichbarkeitsgraph). Bei einem Sprung werden der 
Ausführungsstatus und die Prozessvariablen angepasst. 
Bewertung 
Die Fallbehandlung ist ein Ansatz, der eine datenorientierte Flexi-
bilität ermöglicht. Er scheint konzeptionell nahe an den realen me-
dizinischen Abläufen zu liegen, bei denen aufgrund neuer Daten und Informa-
tionen über das weitere Vorgehen in Diagnostik und Therapie entschieden wird. 
Diese Entscheidungen beziehen ebenfalls (meist) den ganzen Patienten mit ein 
und nicht nur ausgewählte Einzeldaten, auch wenn diese den größten Fokus er-
fahren.  
Interessant ist auch das Konzept der Vorbedingungen, die erfüllt sein müssen, 
damit eine Aktivität starten kann. Dies findet sich auch in den Ansätzen von 
Asbru und PROforma wieder. Damit können Aktivitäten als Einsprungpunkt 
bzw. Synchronisationspunkt in einem Prozess dienen. Beispielsweise findet eine 
medizinische Entscheidung meist statt, wenn ein Befund verfügbar ist, egal, ob er 
von diesem Prozess angeordnet worden ist, oder einem anderen. Das heißt, über 
die Vorbedingungen kann auf Ereignisse außerhalb des Prozessmodells reagiert 
werden. 
Im Endeffekt scheinen fallbasierte Workflows aber nicht mehr zu bieten, als mit 
Workflows auf Basis von Regeln oder Constraints abgebildet werden kann. Zu-
dem wird in (Reijers et al., 2003) gezeigt, dass sich die Modellierungsmächtigkeit 
nicht von der anderer unterscheidet. Darüber hinaus sind operative Anwendun-
gen bzw. Ausführungsumgebungen rar, so dass der Ansatz bisher kaum im pro-
duktiven Einsatz getestet wurde. 
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3.2.3 Zusammenfassung 
Ereignisgesteuerte, constraint-basierte und andere Flexibilisierungskonzepte 
können die ablauforientierte Modellierung ergänzen, indem sie die Annotation 
des logischen Flusses der Aktivitäten mit Regeln und Bedingungen erlauben. 
Viele der Konzepte der Flexibilisierung von Workflows finden sich bereits in 
Leitliniensprachen, ohne dass explizit darauf Bezug genommen wird, beispiels-
weise datengetriebene Ereignisse, flexible Abfolgen und Constraints. 
Neben der Flexibilisierung klassischer Workflows durch die oben beschriebenen 
Techniken, z.B. durch ECA-Regeln, wurden neuartige Ansätze wie Fallbehand-
lung und Ad-hoc Vorgangsunterstützung zur Spezifikation einer Ablauflogik 
entwickelt. Obwohl die medizinische Domäne dabei häufig als Referenz genannt 
wird, wurden die Abbildung medizinischer Leitlinien auf die Workflowtechno-
logie und das Mapping zwischen Computerized Guideline und Workflow bisher 
noch nicht systematisch betrachtet. 
Eine enge Verzahnung von Workflow-Spezifikation und Ausführung bietet sich 
für die Leitlinienausführung an (Mangan und Sadiq, 2003). Denn auch hier ist 
aus einem weitgehend vordefinierten (aber nicht vollständigen) Repository klini-
scher Aktivitäten ein konkreter Workflow zusammenzusetzen. Dieser entwickelt 
sich über die Zeit in dem von der Leitlinie vorgegebenen Korridor. 
3.3 Sichten und Ziele bei der Modellierung 
Der Prozess der Formalisierung und Automatisierung von Leitlinien muss ver-
schiedene medizinische, technische oder strategische Aspekte berücksichtigen. Es 
ist fraglich, ob alle diese Aspekte in einer einzigen Sicht auf das Modell abge-
deckt werden können. Daher soll in diesem Kapitel untersucht werden, welche 
spezifischen Sichten sich bei der Modellierung von Prozessen und Informations-
systemen anbieten.  
Zunächst werden die verschiedenen Fragestellungen betrachtet, die ein Modell 
beantworten sollte. Anschließend wird gezeigt, dass beispielsweise sowohl bei 
der Prozessmodellierung als auch dem Requirements Engineering verschiedene 
Sichten integriert werden. Schließlich wird die strategische Sicht besonders he-
rausgehoben und die Möglichkeiten expliziter Zielmodellierung im Require-
ments Engineering vorgestellt. 
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3.3.1 Spezifische Sichten bei der Modellierung 
Grundsätzlich dient die Modellierung von Prozessen oder Informationssystemen 
dem Verständnis für die zu lösende Aufgabe und das zu entwickelnde System 
(z.B. (Oestereich, 1998)). Durch Zerlegung (Modularisierung) wird die Komplexi-
tät reduziert, und das Problem, der Prozess oder das System in kleine, separate 
Teile gespalten. Mittels Abstraktion wird das Problem durch Weglassen nicht re-
levanter Eigenschaften vereinfacht. Die Strukturierung (Organisation) setzt 
durch Anordnung und Hierarchisierung die einzelnen Teile der Problemlösung 
in Bezug. 
Dabei ist es hilfreich, sich folgende W-Fragen vor Augen zu halten (Tabelle 2): 
Tabelle 2: Perspektiven der Modellierung (Kingston und Macintosh, 2000) 
Perspektive Beschreibung 
Was Deklaratives Wissen über Dinge statt prozeduralem Wissen 
über Aktionen. Das Was-Wissen beinhaltet Konzepte, physi-
kalische Objekte, Klassifikationen und Zustände. 
Wie Wissen über Aktivitäten und Ereignisse sowie deren Zu-
sammenhang (Ereignisse lösen Aktivitäten aus, Aktivitäten 
folgen aufeinander, Aktivitäten erreichen Zustände). 
Wann Wann finden Ereignisse und Aktivitäten statt bzw. sollen sie 
stattfinden. 
Wer Die Akteure (menschliche oder automatisierte Agenten) so-
wie deren Fähigkeiten und Rechte. 
Wo Wo kommt das Wissen her und wo wird es gebraucht. Ört-
lichkeit der Aktivitäten. 
Warum Gründe, Argumente, Rechtfertigungen für das Was und das 
Wie der Aktivitäten. 
 
Medizinische Leitlinien beinhalten zumeist was aus fachlicher Sicht getan werden 
soll und wann. Dieses Wissen wird neben der textuellen Beschreibung meistens 
in einem logischen Flussdiagramm dargestellt. Zudem werden Aktivitäten und 
Entscheidungen stets evidenzbasiert begründet und definieren damit das Warum. 
Jedoch werden beispielsweise Akteure (das Wer) oder technische Systeme (das 
Wie) kaum betrachtet. 
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In (Nurcan und Edme, 2005) werden prinzipiell drei Sichtweisen auf existierende 
Prozessmodellierungsformalismen beschrieben: 
 Aktivitätenorientierte Modellierungen sehen einen Prozess als Ablauf von 
Aktivitäten und deren Zusammenhänge (Kontrollfluss, Datenfluss). Dies 
ist die klassische Sicht auf Workflows.
 Produktorientierte Modellierungen betrachten die Ergebnisse einer Aktivität. 
Häufig werden sie durch State-Diagramme dargestellt. Sie erleichtern 
durch explizite Modellierung eines Stimulus-Response Patterns und Zu-
ständen die Definition schwach oder unvollständig strukturierter Prozes-
se; diese lassen sich jedoch oft nicht vollständig erfassen. In diese Katego-
rie fallen auch fallbasierte Workflows. 
 Entscheidungsorientierte Modellierungen sehen Aktivitätsabläufe oder Pro-
duktänderungen als Ergebnis von Entscheidungsvorgängen. Die Berück-
sichtigung des Warum bei der Modellierung erlaubt die Definition von 
Prozessen, deren Aktivitätsabläufe nicht durch klassische Kontrollstruk-
turen bestimmt werden können. 
Gerade für die Modellierung medizinischer Prozessflüsse bieten sich entschei-
dungsorientierte Modellierungen an. Die Frage ist nun, wie das Warum in der 
Modellierung berücksichtigt werden kann. Dies wurde bereits im Bereich der 
Prozessmodellierung und des Requirements Engineering betrachtet, wie im Fol-
genden dargelegt wird. 
3.3.1.1 Prozessmodellierung 
Nach (Frank, 2002) dient die Modellierung von Geschäftsprozessen dazu, ver-
schiedene Sichten auf eine Unternehmung anzubieten. Die Sichten ergänzen sich 
und fördern ein besseres Verständnis eines komplexen Systems durch angemes-
sene Abstraktionen. Die Sichten sind generisch, so dass sie auf verschiedene Un-
ternehmungen angewendet werden können, aber auch spezifisch, damit sich die 
Modellierung in die Ziele und Strategien der Organisation integrieren lässt. 
Die Teilmodelle bei der Modellierung von Geschäftsprozessen lassen sich drei 
Ebenen (Layers of Concern) zuordnen (Nurcan und Edme, 2005), die sich auch 
im folgenden Kapitel 3.3.1.2 über Requirements Engineering wiederfinden:  
 Objectives geben die strategischen Ziele des Unternehmens und seiner 
Prozesse wieder. 
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 Enterprise Processes dienen der Erreichung der Ziele. 
 Enterprise Information Systems unterstützen die Umsetzung der Prozesse. 
Einer der bekanntesten und im kommerziellen Umfeld am weitesten verbreitete 
Ansätze zur Modellierung von Geschäftsprozessen ist die Architektur Integrier-
ter Informationssysteme, kurz ARIS (Scheer, 1998). Zugrunde gelegt wird eine 
Geschäftsprozessarchitektur „House of Business Engineering“ (Scheer, 1996), die 
aus vier Ebenen besteht (Abbildung 23): Geschäftsprozessoptimierung, Ge-
schäftsprozessmanagement, Vorgangssteuerung (Workflow) sowie Anwen-
dungsausführung. 
 
Abbildung 23: House of Business Engineering (Scheer, 1996) 
Auf der obersten Ebene werden die Prozesse einer Organisation geplant sowie 
auf Basis der Daten des Prozessmanagements analysiert und verbessert. In der 
Prozessmanagementebene werden die laufenden Prozesse kontrolliert und deren 
Ausführung anhand von Kapazitäten geplant. Die technische Steuerung findet in 
der Workflowebene statt, auf der Daten und Arbeitsmappen zwischen Bearbei-
tern weitergereicht werden. Die Anwendungsebene umfasst die Funktionen zur 
Bearbeitung der Daten, z.B. eine Textverarbeitung. 
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Kurzgefasst dient die Prozessmodellierung insbesondere der Dokumentation 
folgender vier Elemente: 
1. Organisation: Wer sind die relevanten Akteure? Was sind ihre Pflichten 
und Fähigkeiten? 
2. Ziele: Was sind die relevanten Ziele und wie hängen diese zusammen? 
Wie können sie erreicht werden? Von wem? 
3. Prozesse: Was sind die relevanten Aktivitäten? Wer macht was? 
4. Objekte: Was sind die relevanten Objekte? 
Für die Modellierung sind in ARIS ein Rahmenkonzept und eine Methodik zur 
vollständigen Beschreibung von Geschäftsprozessen entwickelt worden. 
ARIS bietet hierzu verschiedene Sichten auf einen Geschäftsprozess: Funktions-, 
Organisations-, Daten- und Steuerungssicht (Abbildung 24).  
 
Abbildung 24: ARIS-Fachkonzept (Scheer, 1996) 
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Die einzelnen Sichten beschreiben spezifische Aspekte mit unterschiedlichen Me-
thoden: 
 Funktionssicht: Funktionale Elemente, ihre Gruppierungen und hierarchi-
sche Beziehungen werden in einem Funktionsbaum dargestellt. Da Ziele 
eng mit Funktionen verknüpft sind, werden Ziele der Funktionssicht zu-
geordnet. 
 Organisationssicht: Ein Organigramm enthält Ressourcen (Personal, Ma-
schinen, Hardware). 
 Datensicht: Daten und Ereignisse (Schriftverkehr, Dokumente) werden 
durch Entity-Relationship-Modelle spezifiziert.  
 Steuerungssicht: Integration der vorangegangenen Sichten in einen logi-
schen und zeitlichen Ablaufplan, d. h. Verknüpfung der anderen Sichten 
als ereignisgesteuerte Prozesskette.  
Dem Einsatz von ARIS im Gesundheitswesen widmet die Firma IDS Scheer einen 
eigenen Geschäftsbereich18 und es existieren zahlreiche Veröffentlichungen und 
Praxisberichte zur Modellierung (administrativer) Prozesse im Krankenhaus, z.B. 
(Perrevort, 2003). Jedoch werden in (Sarshar et al., 2005) Argumente genannt, die 
gegen den Einsatz von ereignisgesteuerten Prozessketten für medizinische Pro-
zesse sprechen und weiterer Forschung bedürfen: 
 Die Spezifikation nicht-regelbasierter und intuitiver Entscheidungen. 
 Die Modellierung medizinischer Vorgänge in einem Patienten (interne 
Dynamik), die den externen Prozess beeinflussen. 
 Die Abbildung verschiedener Zeitkonzepte. 
 Die Abbildung unterschiedlicher Iterationsvarianten. 
3.3.1.2 Requirements Engineering 
Das Ziel des Requirements Engineering ist die Entwicklung ingenieursmäßiger 
Methoden und Werkzeuge, um Anforderungen eines Kunden an ein zu entwi-
ckelndes System (Informationssystem, Software etc.) systematisch zu erheben 
und zu verwalten. Dazu wurden etablierte Methoden zur Modellierung von An-
                                                   
18 ARIS Healthcare, http://www.ids-scheer.de/de/Software/ARIS_Referenzmodelle/ARIS_
Healthcare/112179.html, 15.6.08 
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forderungen und Systemen entwickelt, von denen im Folgenden einige Aspekte 
beschrieben werden. 
Bei (Bubenko und Kirikova, 1994) wird das Konzept der Unternehmensmodellie-
rung in verschiedene Teilmodelle detailliert. In Abbildung 25 werden diese Teil-
modelle auf drei Ebenen dargestellt (Rolland und Prakash, 2000).  
 
Abbildung 25: Elemente mehrschichtiger Modellierung 
 In der obersten Ebene, dem Objectives Model, werden die Ziele definiert 
und bilden zusammen mit den Problemen, Ursachen und Möglichkeiten 
das Warum ab. 
 Die Was-Ebene besteht aus drei Teilmodellen, dem konzeptuellen Daten-
modell, den Aktivitäten sowie den Akteuren.  
o Das Concept Model definiert eine Ontologie aus den Objekttypen, 
Beziehungen und Eigenschaften, mit denen das zu entwerfende 
System umgehen muss. 
o Das Actors Model beschreibt die betrachteten Akteure, ihre Rollen 
und Fähigkeiten. Sowohl menschliche Akteure als auch andere 
Systeme und Maschinen sind enthalten. 
o Das Activities and Usage Model beschreibt Aktivitäten, Tasks, Pro-
zessflüsse und Informationsflüsse.
Akteure folgen Zielen, führen Tätigkeiten aus und verwenden dazu In-
formationen der Ontologie. Aktivitäten tragen zur Erreichung von Zielen 
bei. 
Concept Model Activities and Usage Model Actors Modeldealswith
performed
by
Information Systems
Requirements Model
concerns
motivates
concerns
concerns
motivates
motivates
motivates
Objectives Model
   3.3 SICHTEN UND ZIELE BEI DER MODELLIERUNG 
 79 
 Die Wie-Ebene spezifiziert im Information Systems Requirements Model, mit 
welchen Systemressourcen die konzeptuelle Ebene implementiert werden 
soll. Aus Requirements Engineering Sicht besteht diese Ebene aus den 
funktionalen und nicht-funktionalen Anforderungen, welche um ein kon-
zeptionelles Modell des Informationssystems ergänzt werden. 
In (Mylopoulos et al., 1990) werden ebenfalls vier Teilwelten genannt, die bei der 
Modellierung von Informationssystemen berücksichtigt werden sollten: 
 Die Subject World beinhaltet die Objekte der Spezifikation, die das Infor-
mationssystem behandeln soll. 
 Die verschiedenen Ebenen der System World modellieren, was das System 
tun soll. 
 Die Usage World spezifiziert die Umgebung, in der das zu entwickelnde 
System laufen soll (Ein- und Ausgabeschnittstellen, Benutzer, etc.). 
 In der Development World werden Akteure, Prozesse und Werkzeuge spe-
zifisch für den Entwicklungsprozess selbst modelliert (unabhängig vom 
Produkt der Entwicklung). 
Bei der Entwicklung von Informationssystemen können die verschiedenen As-
pekte des Systems und seiner Einbettung in die Umwelt nicht nur in den vier 
Teilwelten strukturiert werden. Es gibt idealerweise auch für die verschiedenen 
Entwicklungsphasen fokussierte Sichten auf das Gesamtmodell und spezifische 
Werkzeuge für die beteiligten Entwickler und Modellierer (Jarke et al., 1992). 
Bewertung 
Die dargestellten Ansätze für mehrschichtige Modellierungen be-
ziehen sich im Wesentlichen auf ganze Informationssysteme, die 
entwickelt werden sollen. Dagegen stellen Leitlinien nur einen kleinen Aus-
schnitt dar.  
So zeigt sich beispielsweise bei der Betrachtung der diversen Leitlinien sowie de-
ren Modelle (z.B. GLIF, Asbru), dass die Akteure und Ressourcen nicht oder nur 
kaum erwähnt werden. Die Leitlinien beziehen sich per se auf die Entschei-
dungsunterstützung eines Arztes. Ausführungsrelevante Informationen wie z.B. 
Ressourcen oder andere beteiligte Akteure werden nicht betrachtet. Hier können 
die Ansätze der Geschäftsprozessmodellierung helfen, die strategischen, fachli-
chen und operativen Aspekte zu integrieren.  
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Erst, wenn die Leitlinie in eine Ausführungsumgebung eingebettet wird, die 
auch die Durchführung unterstützt, könnten Akteure und Ressourcen wichtig 
werden. Dies gilt jedoch für alle Möglichkeiten der medizinischen Prozessunters-
tützung und ist damit wiederum nicht leitlinienspezifisch.  
Allerdings sollte ein Leitlinienmodell die Ziele, die Terminologie (Konzepte) und 
die involvierten Informationssysteme umfassen, damit sich ein ganzheitliches 
Bild ergibt. Inhärent sind die Informationen bereits in den existierenden Leitli-
nienmodellen enthalten. Allerdings wurde in keinem der Ansätze bewusst auf 
die verschiedenen Sichten eingegangen. 
3.3.2 Zielmodellierung 
Zielorientierte Modellierung wurde, wie bereits oben erwähnt, besonders im 
Kontext des Requirements Engineering betrachtet. Denn, so der Ausgangspunkt 
beim zielorientierten Requirements Engineering, die Modellierung der Ziele ei-
nes Systems (bzw. seiner Teile) wurde bisher weitgehend vernachlässigt. Bei-
spielsweise sind die nicht konkret messbaren Wünsche von Anwendern (weiche 
Ziele) meist nicht explizit im Modell enthalten. 
Die Ziele eines Systems lassen sich auf mehreren Abstraktionsebenen definieren: 
von höherwertigen strategischen Zielen wie „mehr Kunden bedienen“ bis zu 
technischen low-level Zielen wie „99%ige Verfügbarkeit“. Die Ziele lassen sich 
unterschiedlichen Akteuren und Umgebungen zuordnen. So können Ziele der 
aktuellen Situation entstammen, das zu bauende System beschreiben oder die 
zukünftige Situation definieren. Nicht selten sind zur Erfüllung eines Zieles meh-
rere Akteure beteiligt. Ist ein Ziel nur für einen Akteur relevant, so spricht man 
von einer Anforderung (Bezug auf das System) oder einer Annahme (bezogen 
auf die Umgebung). 
Die Berücksichtigung von Zielen im Requirements Engineering Prozess bietet 
viele Vorteile (Lamsweerde, 2001): 
 Ziele sind ein Kriterium für die Vollständigkeit einer Anforderungsspezi-
fikation. Sie zeigen, ob mit den Anforderungen alle Ziele erfüllt werden 
können, und verhindern die Spezifikation irrelevanter Details in der Spe-
zifikation. 
 Ziele sind ein wichtiges Mittel zur Kommunikation mit Anwendern und 
Kunden. Durch die Nachvollziehbarkeit von Anforderungen und Funk-
   3.3 SICHTEN UND ZIELE BEI DER MODELLIERUNG 
 81 
tionen auf Ziele und Teilziele kann der Systementwurf besser argumen-
tiert werden. 
 Ziele und Teilziele sind ein natürliches Strukturierungsmerkmal in komp-
lexen Spezifikationen. 
 Die explizite Darstellung von Zielen hilft bei der Auswahl möglicher Im-
plementierungsalternativen. Insbesondere sind Ziele stabiler als Funktio-
nen des Systems, die leichter ausgetauscht und verändert werden können, 
sofern sie dieselben Ziele unterstützen. 
 Konflikte lassen sich durch Ziele leichter erkennen und lösen. 
 Die Modellierung von Zielen unterstützt die Ableitung von Anforderun-
gen eines Lösungssystems. 
Es können verschiedene Taxonomien von Zielen vorgenommen werden: 
 Funktionale (z.B. Erfüllung, Information) und nicht-funktionale Ziele 
(Genauigkeit, Performance, Sicherheit). 
 Weiche Ziele, deren Erfüllungskriterien nicht klar definiert werden kön-
nen, und harte Ziele, die messbar erfüllt werden können. 
 Ziele, einen Zustand zu erreichen (achieve), zu halten (maintain), zu ver-
meiden (avoid) oder zu verbessern (optimize). 
Ziele werden neben ihrem Typ meist durch Attribute wie Name oder Spezifika-
tion beschrieben. Ein weiteres häufiges Attribut ist die Priorität und manche An-
sätze schließen auch qualitative Merkmale wie Optionalität, Erfüllbarkeit oder 
Nützlichkeit mit in das Modell ein. 
Ziele können Verbindungen zu anderen Zielen besitzen, zu deren Erfüllung sie 
positiv oder negativ beitragen. Auch können Ziele in Teilziele zerlegt werden 
oder sie können in Konflikt stehen. Ziele stehen in Beziehung zu Funktionen, wo 
sie durch Vor- und Nachbedingungen Einfluss nehmen können. 
Bei der Modellierung zeigt sich die Orientierung an Zielen hilfreich. Insbesonde-
re die Kombination aus Szenario, Zielen und Anforderungen erzeugt sehr schnell 
ein solides, geschlossenes Bild. 
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3.3.2.1 i* Modell (i-Star) 
Ein bekannter Ansatz zur Modellierung von Zielen stammt von Eric Yu und 
wurde Anfang der 90er Jahre in Toronto unter dem Namen i* (i-Star) entwickelt. 
Die zwei grundlegenden Modellierungsprinzipien in i-Star werden nach (Yu, 
1997) durch zwei Modelle ausgedrückt: 
 Im Strategic Dependency Model (SD) finden sich typisierte Abhängigkeiten 
zwischen Akteuren/Akteurshierarchien wieder: 
o Goal dependency (auch SoftGoals) 
o Task dependency 
o Resource dependency 
 Das Strategic Rationale Model (SR) dient der Nachvollziehbarkeit und 
Rechtfertigung eigener Pläne/Handlungen durch dokumentierte Bezüge 
von Plänen/Handlungen an eigenen Zielen und an strategischen Abhän-
gigkeiten. 
Die Notation in i-Star umfasst Akteure (Actor), Pläne (Plan), Ressourcen (Resour-
ce) und die Ziele (Goal), welche in harte und weiche (nicht messbar) unterschie-
den werden (Abbildung 26). 
 
Actor: Hard goal: Soft goal: 
Goal dependency: 
Plan: Resource: 
Contribution: 
depender dependum dependee 
AND decomposition: OR decomposition: 
++/+/-/-- 
 
Abbildung 26: Auszug der Notation in i-Star 
In Abbildung 27 sieht man die Ziele, die zwischen Akteuren (Agenten) bestehen. 
Ein Patient wünscht sich eine rasche Genesung und von der Krankenschwester 
eine umfassende Pflege bei hotelmäßiger Versorgung sowie die Beachtung der 
Anordnungen. „Umfassende Pflege“ ist dabei ein weiches Ziel, denn es tragen vie-
le, nicht-quantifizierbare Kriterien bei; demgegenüber lässt sich prüfen, ob 
Anordnungen gebrochen wurden, weshalb hier ein hartes Ziel modelliert wurde 
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(„Beachtung Anordnungen“). Die Krankenschwester ist auf die Diagnose des Arz-
tes angewiesen, um Anordnungen ausführen zu können.  
 
Abbildung 27: Strategic Dependency Diagram (Senger, 2001) 
Aus den Elementen der i-Star Modellierung haben sich im Umfeld des TROPOS 
Projektes weitere Spezialmodelle entwickelt. Formal Tropos (Fuxman et al., 2004) 
ergänzt die strukturellen Modelle in i-Star um zeitliche Konzepte. Damit wird die 
Spezifikation dynamischer Aspekte ermöglicht, wie sich z.B. die Beziehungen 
und Abhängigkeiten über die Zeit entwickeln. Die Modelle lassen sich durch 
Werkzeuge automatisch simulieren und verifizieren. 
Als Beispiel für ein Strategic Rational Model wird in (Abbildung 28) die Model-
lierung von Zielen am Beispiel der Tätigkeit einer Krankenschwester dargestellt. 
Die Tätigkeit der „Standardpflege“ trägt zu einer „umfassenden Pflege“ und damit 
zu einer „raschen Genesung“ bei. Das „Wechseln von Handtüchern“ ist im Rahmen 
der „Desinfektion“ notwendig, um ein „patientengerechtes Umfeld“ zu schaffen. Der 
Arzt stellt eine „Diagnose“, die von der Krankenschwester für eine „fallspezifische 
Pflege“ genutzt wird. 
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Abbildung 28: Strategic Rational Diagram (Senger, 2001) 
Ein weiteres Werkzeug zur reinen Zielmodellierung ist das GR-Tool (Giorgini et 
al., 2002). Dieses unterscheidet bei der Modellierung nicht weiter in Aufgaben 
und deren Ziele. Dafür wurde das Modell um Eigenschaften ergänzt, welche eine 
qualitative und auch quantitative Analyse (z.B. Erfüllbarkeit) ermöglichen.  
Bewertung 
Die Modellierung von Agenten – ein wesentliches Kernelement in 
i-Star - ist bei Leitlinien nicht gegeben. Natürlich lassen sich den 
Prozessen die Akteure Arzt, Patient und weitere zuordnen (vgl. Abbildung 27 
und Abbildung 28). Diese spielen jedoch für die Leitlinie als dokumentiertes, 
medizinisches Entscheidungswissen nur eine untergeordnete Rolle. Daher er-
scheint der Einsatz der vollständigen i-Star-Methodik bei der Modellierung und 
Automatisierung von Leitlinien zweifelhaft.  
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Jedoch kann die Modellierung von Zielen durch Teilprojekte wie GR-Tool oder 
der Goal-oriented Requirement Language GRL19 (entspricht der Verwendung 
von Zielen in Strategic Rational Modellen) einen wesentlichen Beitrag zur Model-
lierung von Leitlinien liefern (vgl. Kapitel 2.3), denn Ziele werden in Leitlinien-
sprachen bisher nicht, kaum oder nur beschränkt berücksichtigt, und Entschei-
dungen werden ausschließlich aus lokaler Sicht modelliert. Eine übergeordnete, 
strategische Sicht existiert bisher nicht, von der Hierarchisierung von Plänen 
einmal abgesehen.  
3.4 Zusammenfassung 
Klinische Leitlinien sind keine vollständigen Prozessbeschreibungen im eigentli-
chen Sinn. Leitlinien sind vielmehr Wissenssammlungen, die dem Arzt in einer 
konkreten Situation Empfehlungen innerhalb einer übergeordneten Behand-
lungsstrategie für die nächsten Aktivitäten geben. Damit unterscheiden sie sich 
signifikant von vordefinierten, festen Prozessabläufen. Sie stellen ein Regelwerk 
medizinischen Wissens dar, das auch Prozessfragmente enthält.  
Bisherige Projekte im Umfeld der Leitliniensprachen konzentrieren sich vor-
nehmlich auf die Modellierung des Expertenwissens und untersuchen damit bei-
spielsweise Probleme der Planung, der temporalen Logik und der Datenmodel-
lierung. Sie befassen sich jedoch kaum mit der Spezifikation der zur Ausführung 
benötigten Laufzeiteigenschaften. Dagegen beschäftigen sich die Workflowspra-
chen intensiv mit Problemen der Ausführung. 
Aber obwohl es nahe liegt, bei der Automatisierung von Leitlinien Techniken zur 
Implementierung einzusetzen, die sich bereits im wirtschaftlichen und industriel-
len Umfeld bewährt haben, fußt keine der Leitliniensprachen auf Workflowstan-
dards oder Werkzeugen. Erst neuere Ansätze wie z.B. SAGE beziehen Work-
flowsysteme gezielt mit ein, rücken dabei aber gleichzeitig von übergeordneten 
Prozessen ab und modellieren Prozesse als kurze und reaktive Aktivitätsketten. 
Die hier vorgestellten Flexibilisierungskonzepte bei Workflows können helfen, 
die ständige Neubewertung der aktuellen Situation und die Auswahl geeigneter 
nächster Schritte anhand des übergeordneten „roten Fadens“, den die Leitlinie 
vorgibt, zu modellieren bzw. zu realisieren. Denn bei der Interpretation von Leit-
linien für einen konkreten Patienten wird stets auf Basis aktueller Daten, laufen-
                                                   
19 http://www.cs.toronto.edu/km/GRL/, 7.2.2008 
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der Aktivitäten und therapeutischer Ziele entschieden, welche nächsten Aktio-
nen ausgeführt werden sollen. 
Die Möglichkeit zur Modellierung von Wissen, das über die strikte Abfolge von 
Aktivitäten hinausgeht, ist dabei essenziell. Mit Regeln und Constraints lassen 
sich Beziehungen zwischen Aktivitäten ausdrücken, wie sie bei den Leitlinien-
sprachen notwendig sind. Die Ausführung regelbasierter Workflows kann die 
Grundlage für die Automatisierung von Leitlinien bieten. 
Ein Aspekt, der in Leitliniensprachen bisher kaum berücksichtigt wurde, ist die 
Sicht auf die Ziele von Leitlinien und Aktivitäten. Bisher werden Leitlinien als 
Menge von Zuständen, Entscheidungen und Aktivitäten sowie deren Abfolge 
modelliert. Es fehlt eine explizite Betrachtung des inneren Zusammenhangs, den 
Ziele vorgeben und motivieren. Im Requirements Engineering hat man Modelle 
entwickelt, mit denen Ziele und Aktivitäten in einen qualitativen und quantitati-
ven Zusammenhang gebracht werden können. 
Für die unterschiedlichen Sichtweisen auf Ziele, medizinische Aktivitäten und 
der technischen Umsetzung existieren in der Geschäftsprozessmodellierung ver-
schiedene Ebenen, die klar definierte Aufgaben haben und den Prozess aus stra-
tegischer, fachlicher und technischer Sicht spezifizieren. Keine der Leitlinien-
sprachen berücksichtigt jedoch bisher diese Sichten. 
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4 Entwicklung einer medizinischen 
Leitliniensprache 
Ein wesentliches Anliegen dieser Arbeit ist zu zeigen, dass die Integration einer 
expliziten Zielmodellierung in Leitliniensprachen hilfreich, ja notwendig ist, und 
wie sie realisiert werden kann. Zudem sollen Aspekte der Modellierung und Au-
tomatisierung erörtert werden.  
Dies erfolgt auf Basis eines Modells, welches einfach genug ist, um die Aspekte 
demonstrieren zu können, und zugleich allgemein genug, um die Übertragbar-
keit auf die verschiedenen existierenden Leitliniensprachen zu gewährleisten.  
Daher wurde ein Metamodell für medizinische Leitlinien entwickelt, welches die 
wesentlichen Elemente der existierenden Leitliniensprachen enthält und diese in 
Beziehung setzt. Zusätzlich werden die Aspekte der strategischen, fachlichen 
und technischen Sicht beschrieben und existierende Lösungsmöglichkeiten ge-
nannt. Daraus wurde ein Schema definiert, welches für die Automatisierung und 
Evaluation verwendet wird. 
Für die Modellierung einer Leitlinie wird ein Vorgehen empfohlen, das zwei 
Phasen umfasst: In einer prozessorientierten Phase werden die Leitlinien top-
down modelliert, und in einer bottom-up Phase die technischen Voraussetzun-
gen und punktuellen Entscheidungsregeln betrachtet. Aspekte der Visualisie-
rung schließen das Kapitel ab. 
4.1 Metamodell 
Das in Abbildung 29 dargestellte Metamodell wurde auf Basis der gemeinsamen 
Elemente und Beziehungen der in Kapitel 3.1 vorgestellten Leitliniensprachen 
entwickelt. Es enthält die fachlichen Elemente und ergänzt sie um Ziele und Sys-
temaktionen.  
Jedes der Elemente des Modells ist in der ein oder anderen Weise in den Leitli-
niensprachen vorhanden (Kapitel 3.1.6). Sie wurden jedoch bisher trotz verglei-
chender Publikationen wie z.B. (Peleg et al., 2003) noch in keinem Metamodell 
vereinigt. 
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Abbildung 29: Metamodell für medizinische Leitlinien 
Im Folgenden werden die einzelnen Elemente des Modells und deren Beziehun-
gen ausführlicher beschrieben: 
 Als Plan wird die Spezifikation einer Leitlinie durch Zustände, Entschei-
dungen und Aktionen bezeichnet20. Pläne können indirekt hierarchisch 
geschachtelt sein, indem Aktivitäten andere Pläne aufrufen. Sie verfügen 
über eine Menge an Bedingungen, die über Zustände codiert werden: 
Neben Bedingungen zur Indikation der Leitlinie/des Plans können weite-
re vorhanden sein, wie beispielsweise in Asbru die Filterbedingungen, die 
Suspend- und Resumebedingungen sowie die Erfüllungs- und Abbruch-
bedingungen.  
 Ein Zustand wird über eine Menge an Bedingungen beschrieben, z.B. „Pa-
tient ist länger als 72 Stunden beatmet“. Das Eintreten eines Zustandes 
kann eine Kette von Reaktionen auslösen, beispielsweise werden Leitli-
nien durch einen Zustand indiziert, aber auch Zwischenzustände („Pa-
                                                   
20 Plan ist somit synonym zu Leitlinie oder Prozessmodell, das heißt, es ist nicht die durch 
Entscheidungen geplante Abfolge von Aktivitäten gemeint. Die Bezeichnung ist konform 
zur Mehrheit der Leitliniensprachen: Guideline/Algorithm (GLIF), Recommendation Set 
(SAGE), Plan (Asbru und PROforma). 
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tient ist bereit“) und sonstiges Wissen (z.B. „Patient ist wach“) können 
dokumentiert werden. 
 Eine Entscheidung bestimmt die Alternativen im logischen Ablauf, die 
durch das Eintreten eines Zustandes ausgelöst werden. Abhängig von 
Bedingungen werden die Alternativen argumentiert. Entscheidungen 
können automatisch getroffen werden (mit oder ohne Bestätigung durch 
einen Anwender) oder vom Anwender selbst. Zudem können Entschei-
dungen deterministisch oder nicht-deterministisch sein. Außerdem sollte 
die Möglichkeit eines Alternativpfades existieren, wenn keine der Ent-
scheidungsmöglichkeiten zutrifft. 
 Eine Aktivität ist die fachliche Tätigkeit, die durchgeführt werden soll. 
Aus systemtechnischer Sicht bestehen Aktivitäten aus zwei Teilen: Der 
Anordnung, das heißt, der gegebenenfalls elektronisch erzeugten Emp-
fehlung und der eigentlichen Aktion. Medizinische Tätigkeiten können 
von einem Assistenzsystem nur empfohlen oder angeordnet werden, die 
Durchführung findet außerhalb des Systems durch einen Arzt oder eine 
Pflegekraft statt. Alle Anordnungen können durch den Arzt – z.B. auf-
grund neuer Erkenntnisse oder Werte – verändert oder gelöscht werden. 
Die Veränderung kann zeitlich oder inhaltlich erfolgen, das heißt, die 
nachfolgenden Aktionen können die bei der Anordnung geschriebenen 
Werte einer Aktivität nicht ungeprüft als Vorbedingung übernehmen. 
 Eine Bedingung kann aufgrund von logischen Formeln zu wahr oder 
falsch ausgewertet werden. Bedingungen können Argumente für Ent-
scheidungen liefern oder einen Zustand beschreiben, der Aktivitäten aus-
löst. Bedingungen sind beispielsweise „ist Diabetiker“, „länger als 3 Wo-
chen beatmet“, „Blutdruck fällt schnell“. Bedingungen sollten stets flexi-
bel kombinierbar sein, so dass es z.B. Ausschlusskriterien geben kann, die 
eine eigentlich positive Gewichtung überstimmen können. So ist die Be-
dingung „Penicillinallergie ist vorhanden“ ein Ausschlusskriterium für 
die Aktivität „Penicillin geben“ innerhalb einer Entscheidung über die 
Gabe von Antibiotika. 
 Daten sind die - durch direkte Benutzereingabe oder aus der elektroni-
schen Patientenakte – ermittelten Werte eines Parameters in einem be-
stimmten Zeitraum. Damit sind Daten stets zeitabhängig. Ansätze der 
Ableitung neuer Werte, Informationsextraktion oder Qualitätssicherung 
werden in dieser Arbeit nicht näher betrachtet (abgeleitete Werte sind 
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Werte, die Werte werden als qualitätsgesichert angenommen) – hierfür 
wird beispielsweise auf (Hanson und Marshall, 2001) verwiesen.  
 HL7 Systemfunktionen werden von Aktivitäten aufgerufen, um Empfeh-
lungen in die elektronische Patientenakte zu schreiben oder Daten zu le-
sen. Typischerweise resultieren sie in einer HL7 Kommunikation mit dem 
PDMS. 
 Ziele dokumentieren die Absicht, mit der eine Entscheidung getroffen 
wird. Entscheidungen können Ziele verändern, wenn z.B. eine Behand-
lungsstrategie geändert wird. Aktivitäten tragen zur Erfüllung der Ziele 
bei (umgekehrt beeinflussen Ziele die Aktivitäten nicht: Veränderungen 
bei Aktivitäten sind im Allgemeinen die Konsequenz einer Entscheidung 
zur Veränderung, was auch so modelliert werden sollte). 
In Tabelle 3 wird gezeigt, wie sich die existierenden Leitliniensprachen in den 
Elementen des Metamodells widerspiegeln.  
Tabelle 3: Relation des Metamodells zu Leitliniensprachen 
 GLIF PROforma Asbru SAGE 
Ziel (Freitext) (goal) (intention) - 
Plan Guideline / 
Algorithm 
Plan Plan ActivityGraph / 
DecisionMap 
Zustand PatientState-
Step 
(precondi-
tion / post-
condition) 
(condition) Context 
Entschei-
dung 
DecisionStep Decision implizit (condi-
tion) oder explizit 
(if then else) 
Decision 
Aktivität ActionStep Action (atomarer Plan) Action 
Aktion ActionSpecifi-
cation 
- - ActionSpecifica-
tion 
Bedin-
gung 
Criterion Condition Condition Criterion 
 
Nicht für alle Elemente des Metamodells gibt es eine direkte Entsprechung in al-
len Leitliniensprachen. So werden Ziele in GLIF nur als Freitext an eine Guideli-
ne annotiert. PROforma kennt keine expliziten Zustände, vielmehr werden Ein-
gangsbedingungen durch Vorbedingungen ausgedrückt, genau wie die Filterbe-
dingungen in Asbru. In Asbru werden Entscheidungen auf zweierlei Art getrof-
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fen: Ein Planbody kann prozedural in if-then-else unterscheiden, oder die Anno-
tation der Eingangsbedingungen eines Plans kann implizit die Entscheidung dar-
stellen. 
Zudem bedeutet die Existenz namensgleicher Elemente nicht, dass diese die glei-
che Syntax oder Semantik aufweisen. Insbesondere die Entscheidungsknoten 
können sich in den verwendeten Entscheidungsmodellen unterscheiden. Aller-
dings sind diese Details zu vernachlässigen, da selbst die Leitliniensprachen Frei-
räume für verschiedene Modelle lassen (z.B. Argumentationen in PROforma oder 
RuleIn-RuleOut, DecisionTable, ArdenMacro in GLIF).  
Die Elemente für Daten und Systemaktivitäten wurden im Vergleich weggelas-
sen, da die Verwendung und Spezifikation sehr spezifisch für jede Leitlinien-
sprache erfolgt. So besitzt beispielsweise PROforma kein explizites Datenmodell 
und auch die anderen Leitliniensprachen ermöglichen eher die pragmatische, 
austauschbare Modellierung von Daten.  
4.2 Schema des kombinierten Prozessmodells 
Für die Umsetzung des Metamodells in ein automatisierbares Schema kommen 
zwei Ansätze in Betracht:  
1. Ein existierendes Workflowmodell wird um Ziele, Flexibilisierungskon-
zepte und Funktionen zur Kommunikation über HL7 erweitert. 
2. Der Algorithmus einer Leitlinie wird als Menge von Entscheidungen und 
Aktivitäten mit (partiellen) Ordnungsbeziehungen modelliert und von 
einer dezidierten Ausführungsumgebung interpretiert. 
Wie bei den regel- bzw. constraint-basierten Workflows (Kapitel 3.2.1) gezeigt 
wurde, können Prozessmodelle über eine Menge an Beziehungsregeln abgebildet 
werden. Zudem erlauben die Regeln eine größere Flexibilität, gerade bezüglich 
der Dokumentation weiterer Beziehungstypen wie beispielsweise Einschluss- 
und Ausschlusskriterien oder Ordnungsbedingungen, die über den nächsten 
Schritt hinausgehen, so dass der zweite Ansatz für das Schema gewählt wurde. 
4.2.1 Klassendiagramm 
Das in Abbildung 30 dargestellte Schema zeigt die Klassen und ihre Beziehun-
gen, die zur Umsetzung des Metamodells verwendet werden. Auf die Modellie-
rung der Daten wurden aus Gründen der Übersichtlichkeit verzichtet. Sie wer-
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den gesondert in Abschnitt 4.2.2 spezifiziert (zudem sind Datenmodelle in Leitli-
niensprachen weitestgehend austauschbar).  
 
Abbildung 30: Schema des Leitlinienmodells 
Das Modell zeigt zwei Bereiche: 
 In einem Zielmodell, das aus Zielelementen und deren Beziehungen be-
steht, lassen sich Ziele, Pläne, Zustände, Entscheidungen und Aktivitäten 
in Beziehung setzen. So können beispielsweise Pläne Ziele besitzen, die 
durch Aktivitäten erfüllt werden (MAKE). Oder ein Zustand kann die Er-
reichung eines Zieles verhindern (BREAK). 
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 In einem Plan stehen Zustände, Entscheidungen und Aktivitäten in Be-
ziehung. In der gegenwärtigen Version werden Nachfolgebeziehungen 
modelliert (TRANSITION). Dies ist konform zu den Leitliniensprachen 
wie GLIF. Desweiteren können die Beziehungen um Relationen erweitert 
werden, wie sie bei den Pockets of Flexibility existieren (Kapitel 3.2.1.4): 
Einschluss bzw. Ausschluss einer Aktivität (IN- / EXCLUSION) oder ge-
nerellen, aber nicht unmittelbaren Reihenfolgen (ORDER). 
Daneben bilden Bedingungen die Grundlage für Argumentationen, spezifizieren 
Zustände und dienen bei Zielen zur Bestimmung der Erreichung. 
Wesentliches Merkmal des Modells ist die Abkehr von festen Ablaufstrukturen 
und die Betrachtung eines Planes (einer Leitlinie) als Menge von Aktivitäten, die 
über eine Liste von Merkmalen miteinander in Beziehung stehen. 
In der vorliegenden Version unberücksichtigt bleiben einerseits Metainformatio-
nen (Autor, Version etc.) sowie andererseits nicht-funktionale Elemente wie bei-
spielsweise der Evidenzgrad einer Leitlinie. Diese spielen für die Automatisie-
rung bzw. für die Ziele dieser Arbeit eine untergeordnete Rolle und können in 
späteren Versionen leicht ergänzt werden, damit die Entscheidungen des Sys-
tems fachlich nachvollziehbar sind. 
Abbildung 31 zeigt das Modell in einem Klassenmodell (UML), wie es mit der 
Netbeans21 Entwicklungsumgebung in Java Quelltext übersetzt worden ist. 
                                                   
21 http://www.netbeans.org, 5.6.2008 
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Abbildung 31: Prozessmodell in UML 
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4.2.2 Daten 
Für die Definition der Daten gibt es vielfältige Möglichkeiten in den verschiede-
nen Leitlinienmodellen. Sie reichen von dem hochkomplexen Patient Reference 
Information Model (HL7 V3 RIM) in GLIF bis zu einfach gehaltenen Tabellen in 
PROforma. Der hier verwendete Ansatz (Greiser et al., 2007) basiert auf der 
grundlegenden Definition von Patientendaten in HL7 durch einen ObservationRe-
port als Container für mehrere Observations. Jede Information über den Patienten 
entspricht einem Tupel aus Patient, Parameter, Wert und Zeit. 
 
Abbildung 32: Modell der Daten 
Das Tupel wird über drei Klassen realisiert (Abbildung 32): 
 Patient: Das Patientenobjekt enthält grundlegende Informationen über 
den Patienten (wie Name, Alter, Geschlecht), die zur Benutzerführung 
verwendet werden können. Wesentlich ist der Patientenidentifier („id“) 
im PDMS, da dieser für sämtliche Kommunikation mit dem PDMS ver-
wendet werden muss. 
 ObservationReport: Der Container für Observations. Die Werte (Observati-
ons) in einem ObservationReport gelten für den durch startTime und 
endTime definierten Zeitraum. 
 Obervation: Der Wert („value“) eines Parameters („identifier“) zu dem im 
ObservationReport angegebenen Zeitraum. Eine Observation in HL7 be-
inhaltet auch immer die Einheit („unit“) in der gemessen wurde sowie 
den Normalbereich („referenceRange“) der Variable. 
Medikationen werden bisher über das Modell nicht abgedeckt, weil dies vor al-
lem in der Anwendung mit HL7 in einem PDMS ein hochkomplexes und sicher-
heitskritisches Thema ist, welches den Rahmen dieser Arbeit sprengen würde. 
Daher wurde auch bei der Auswahl der Evaluationsbeispiele darauf geachtet, 
dass Medikamentengaben nicht direkt benötigt werden. Als Workaround ist der 
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Ersatz der direkten Eintragung einer Medikation durch die Empfehlung an den 
Arzt zur Abwägung einer Medikation zu verwenden.  
4.3 Sichtweisen auf das Modell (3 Ebenen) 
Betrachtet man die Elemente des Modells, so lassen sie sich wie folgt gruppieren: 
 Ziele und Bedingungen geben die Motivation vor, werten Daten als Grund-
lage für Entscheidungen aus und dienen ebenso zur Kontrolle der Errei-
chung von Behandlungszielen. 
 Entscheidungen und Aktivitäten beschreiben die Vorgänge, die der Arzt mit 
der Unterstützung des Systems ausführt. 
 Systemnahe Funktionen dienen der Kommunikation mit dem PDMS und 
dem Austausch von Daten mit der elektronischen Patientenakte. 
Man erkennt, dass damit vor allem drei der W-Fragen (Kapitel 3.3.1, Tabelle 2) 
beantwortet werden: 
 Warum? Die Ziele dokumentieren die Hintergründe und Absichten der 
Pläne und Aktivitäten. 
 Was? Die fachlichen Entscheidungen und Aktivitäten.  
 Wie? Die geplanten Aktivitäten sind auf konkrete, auszuführende Schritte 
abzubilden.  
Die Beantwortung jeder dieser Fragen kann durch eine spezifische Sichtweise auf 
das Modell unterstützt werden. Dazu lassen sich die Modellelemente drei Ebe-
nen zuordnen: 
 In einer strategischen Ebene werden die fachlichen, übergeordneten Ziele 
modelliert und in Abhängigkeiten gebracht. Ziele beeinflussen Entschei-
dungen und werden durch diese bedingt. Ziele und Aktivitäten können 
zur Erreichung anderer Ziele positiv oder negativ beitragen. Damit wird 
die Spezifikation der Ziele der Leitlinie sowie der Intentionen einzelner 
Elemente ermöglicht.  Warum-Ebene 
Zudem wird neben der fachlichen Dokumentation die Auswahl und Be-
wertung von Aktivitäten bezüglich ihres Beitrages zur Zielerfüllung er-
möglicht. 
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 Die fachliche Ebene bildet sehr konkret die Elemente der papierbasierten 
Leitlinie ab: Aktivitäten und Bedingungen werden in einen zeitlichen und 
logischen Ablauf gebracht. Zustände lösen Entscheidungen aus, die Akti-
vitäten anstoßen können. Dabei werden Zustände, Entscheidungen und 
Ziele durch ihre Bedingungen spezifiziert. Argumente bestimmen das Er-
gebnis einer Entscheidung und damit den weiteren Ablauf von Aktionen. 
 Was-Ebene 
 In der Systemebene werden die Daten und Aktionen der fachlichen Ebene 
auf konkrete Funktionen und Daten realer Systeme, z.B. das PDMS, bezo-
gen und bilden damit die Grundlage der Automatisierung in klinischen 
Informationssystemen. Durch die explizite Zuordnung fachlicher Aktivi-
täten auf Systemaktivitäten wird deren Automatisierbarkeit sichergestellt 
bzw. demonstriert.  Wie-Ebene 
Die Elemente der einzelnen Ebenen stehen über Beitrags- und Erfüllungsbezie-
hungen in Verbindung. In der fachlichen Ebene werden Aktivitäten modelliert, 
die zur Erreichung der strategischen Ziele dienen. Die Funktionen und Daten der 
Systemebene dienen der (technischen) Ausführung der Aktivitäten der fachli-
chen Ebene. 
Auf jede der drei Ebenen wird nun im Folgenden detaillierter eingegangen. In-
sbesondere werden Aspekte der Modellierung und Implementierung diskutiert 
und in Beziehung zu den existierenden Leitliniensprachen gesetzt. Für jede der 
Ebenen wird zudem gezeigt, mit welchen existierenden Modellen die Ebene rea-
lisiert werden kann.  
4.3.1 Strategische, zielorientierte Ebene 
Die strategische Ebene beschreibt die Ziele einer Leitlinie bzw. ihrer Unterpro-
zesse und Aktivitäten durch Zielelemente und deren Beziehungen. 
 Ziele können in weiche und harte Ziele unterschieden werden: Harte Ziele 
besitzen im Gegensatz zu weichen Zielen konkrete Kriterien, die sich auf-
grund der vorhandenen Daten auswerten lassen. Beispielsweise lässt sich 
Patientenzufriedenheit kaum objektiv messen (weiches Ziel) wohingegen 
das Ziel, einen zu hohen Blutzucker auf Normalwerte zu reduzieren, 
konkret bestimmbar ist (hartes Ziel). 
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 Relationen verbinden Ziele mit anderen Zielen und Tasks, wie Entschei-
dungen und Aktivitäten: 
o Beiträge (contribution): Ziele und Tasks können positiv oder nega-
tiv zu anderen Zielen beitragen. Ebenso kann ein Task ein Ziel er-
füllen oder dessen Erfüllung behindern. 
o Dekomposition (decomposition): Ein Ziel kann sich in mehrere 
Teilziele und Aktivitäten aufspalten. Ebenso können Tasks aus 
Unterzielen und –tasks bestehen. 
4.3.1.1 Beschreibung 
Die Vernetzung der strategischen Ebene mit der fachlichen Ebene findet über die 
Beziehung der Tasks zu den Aktivitäten einer Leitlinie statt. Prinzipiell stehen 
drei Möglichkeiten zur Verfügung: 
 Die Elemente des fachlichen Modells werden um ihre Ziele ergänzt (Aktivitäten 
gehen den Zielen voraus). 
Das heißt, es wird für eine Aktivität spezifiziert, zu welchen Zielen sie in 
welcher Weise (positiv oder negativ) beiträgt. Dieser Ansatz kann sehr 
einfach mit bestehenden Leitlinienmodellen kombiniert werden: Entwe-
der ergänzt man die Klassen des Modells um die weitere Eigenschaft 
„Ziel“ oder ersetzt eine vorhandene Eigenschaft (z.B. in GLIF als String 
modelliert). Jedoch ist damit die Spezifikation eines vollständigen oder 
konsistenten Zielmodells noch nicht gegeben, da der Zusammenhang 
zwischen den Zielen nicht spezifiziert werden kann. Zudem findet die 
Modellierung der Ziele nach dem der Aktivitäten statt, so dass ein wesent-
liches Element der Zielorientierung – nämlich der Spezifikation der Ziele 
vor der Bestimmung der fachlichen Umsetzung – verloren geht.  
 Ziele oder Tasks des Zielmodells referenzieren die Elemente des fachlichen Mo-
dells direkt (Ziele gehen Aktivitäten voraus). 
Damit wird es möglich, die Ziele zu definieren und miteinander in Bezug 
zu setzen. Anschließend können den Zielen konkrete Aktivitäten zu-
geordnet werden. Es wäre darüber hinaus möglich, Aktivitäten dyna-
misch auszuwählen, die zur Erfüllung des Zieles beitragen.  
Allerdings würde diese Modellierung eine direkte Verbindung zwischen 
Elementen der strategischen und der fachlichen Ebene voraussetzen (1:1). 
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Dies ist bei vielen Beispielen nicht gegeben. Vielmehr spezifiziert die 
fachliche Ebene ganze Teilprozesse (Prozessfragmente), die durch eine Si-
tuation getriggert werden, Entscheidungen beinhalten und damit eine 
Kette fachlicher Aktivitäten auslösen. Daher genügt oft das Fragment als 
Ganzes zur Erfüllung eines strategischen Ziels. Es ist darum sinnvoller, 
Ziele (oder Tasks) der strategischen Ebene auf eine Menge von Aktivitä-
ten der fachlichen Ebene (z.B. ein Fragment oder eine Leitlinie selbst) zu 
beziehen. 
 Die Tasks des Zielmodells referenzieren eine Menge an Aktivitäten des fachlichen 
Modells (Ziele können Aktivitäten und Beziehungen zugeordnet werden). 
Leitlinien, Prozessfragmente oder einzelne Aktivitäten können die Be-
standteile eines Tasks sein und damit zur Erfüllung eines Ziels beitragen. 
Dies ist konform zur GRL-Ontologie, bei der Tasks als Lösungen im Ziel-
system gesehen werden, die aus Prozessen, Daten, Regeln und Agenten 
bestehen können. Alternativ könnte ein Task über Dekomposition in Teil-
Tasks zerlegt werden, die selbst wiederum eine einzelne Aktivität des 
fachlichen Modells referenzieren. 
Dadurch wird es ebenfalls ermöglicht, die Beziehung zwischen Aktivitä-
ten anhand von Zielen zu argumentieren: So können zwei eigentlich 
unabhängige Aktivitäten genau durch ihre Abfolge zu einem Ziel beitra-
gen.  
Um sowohl ganze Leitlinien als auch Fragmente in ein explizites Zielmodell ein-
bringen zu können, empfiehlt sich, die dritte Variante zu wählen. Das hier entwi-
ckelte Modell erlaubt alle drei Sichtweisen: Zum einen stehen Elemente der Leit-
linie direkt mit Zielen in Beziehung, wodurch die ersten beiden Möglichkeiten 
abgedeckt werden. Zum Anderen stehen ganze Pläne mit Zielen in Beziehung, so 
dass die dritte Möglichkeit ebenfalls möglich ist (mit der Einschränkung, dass die 
Menge als Plan modelliert werden muss, es ist keine beliebige Auswahl von Ak-
tivitäten möglich). 
Bisher wurde in keinem Leitlinienmodell, das Ziele beinhaltet, die Frage betrach-
tet, wie Ziele in hierarchischen Plänen korrelieren: Wird das Ziel eines Planes er-
füllt, wenn die Ziele aller Teilpläne erfüllt wurden? Können Aktivitäten Ziele be-
inhalten, die (temporär) den Planzielen widersprechen? Welchen Einfluss haben 
die Ziele verschiedener Pläne aufeinander (Widerspruch, Verstärkung, Summe)? 
Durch die explizite Modellierung von Zielen und deren Beziehungen und der 
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Nutzung von Methoden und Werkzeugen der Zielmodellierung im Require-
ments Engineering (z.B. Formal TROPOS, (Giorgini et al., 2003)) wird zum ersten 
Mal die Analyse ermöglicht. 
4.3.1.2 Implementierung 
Zur Spezifikation bieten sich Zielmodelle an, wie sie im Requirements Enginee-
ring verwendet werden (Kapitel 3.3.1). Abbildung 33 zeigt eine Klassenstruktur 
der strategischen Ebene, die auf der GRL-Ontologie22 basiert. 
 
Abbildung 33: Klassenmodell der strategischen Ebene nach GRL 
Das Zielmodell besteht aus Elementen (intentional und non-intentional Ele-
ments) und den Beziehungen (intentional Relationship) zwischen ihnen, die ihre 
Entsprechung in den Knoten und Kanten eines Graphen (zur Visualisierung) be-
sitzen. Elemente gliedern sich auf in harte und weiche Ziele („Goal“, „SoftGoal“) 
sowie den „Tasks“ und den „Ressourcen“ zur Erreichung der Ziele. Darüber hi-
naus erlaubt GRL die Annotation des Modells mit Believes, mit denen Designent-
scheidungen bzw. deren Grundlage dokumentiert werden können. Diese besit-
zen jedoch keine direkte Auswirkung auf das Modell.  
Die Beziehungen zwischen den Elementen können differenziert werden. Bei-
spielsweise werden durch Dekomposition Ziele und Tasks in kleinere Einheiten 
zerlegt und detailliert. Die Erfüllung eines Ziels durch einen Task wird über eine 
                                                   
22 http://www.cs.toronto.edu/km/GRL/grl_syntax.html, 22.1.2008 
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Means-end Beziehung ausgedrückt, während die generellen Beiträge von Elemen-
ten als Contribution-Relationen modelliert werden. Dabei lässt sich die positive 
oder negative Stärke des Beitrages qualifizieren („hurt“, „some negative“, „help“, 
„make“, etc.). 
Laut der GRL-Ontologie werden zur Verbindung der intentionalen Elemente (in-
tentional Elements) mit Entitäten externer Modelle die non-intentional Elements 
empfohlen. Es wird aus der vorliegenden Spezifikation jedoch nicht ersichtlich, 
wo und wie diese Elemente mit den intentionalen Elementen verbunden werden 
sollen. Daher wurde im Modell dieser Arbeit auf die Unterscheidung non-
intentional und intentional verzichtet, und die Integration des fachlichen Modells 
mit dem Zielmodell direkt vorgenommen. 
4.3.2 Fachliche, aufgabenorientierte Ebene 
Die fachliche Ebene beinhaltet die Definition sämtlicher medizinisch relevanter 
Zustände, Entscheidungen und Aktivitäten.  
 Zustände (auch: Status, Kontext, Vorbedingung) definieren über Bedin-
gungen eine momentane Situation. Das Eintreten des Zustandes kann die 
Ausführung einer Entscheidung oder Aktivität auslösen. In Anlehnung 
an GLIF kann ein Zustand auch die Dokumentation einer Nachbedingung 
sein. 
 Entscheidungen bestimmen aufgrund medizinischer und strategischer Kri-
terien den weiteren Verlauf des Prozesses. Sie können automatisch erfol-
gen, sind jedoch meist durch den Benutzer zu bestätigen, da dieser die 
medizinische und rechtliche Verantwortung trägt. 
 Aktivitäten werden ausgelöst und durch das System oder den Benutzer 
ausgeführt. Zumeist entsprechen sie Anordnungen, die getroffen und in 
die Patientenakte eingetragen werden. 
Im Folgenden wird jedes der drei Prozesselemente genauer beschrieben. 
4.3.2.1 Zustand 
Klinische Entscheidungen und Aktivitäten hängen stets von den konkreten Um-
ständen einer Situation und der zu verfolgenden Behandlungsstrategie ab. Nun 
gibt es mehrere Möglichkeiten, wie ein Prozessmodell solche bedingten Einflüsse 
durch Zustände integrieren und damit die notwendige Flexibilität erreichen 
kann: 
4 ENTWICKLUNG EINER MEDIZINISCHEN LEITLINIENSPRACHE 
102 
1. Überhaupt nicht: Außer den Indikationsbedingungen für Aktivitäten wer-
den keine kontextrelevanten Regeln, die den Ablauf des Prozesses verän-
dern können, modelliert. Wurde ein Prozess angestoßen, folgt er dem de-
finierten Weg. 
2. Rahmenbedingungen von Aktivitäten und Plänen: Für bestimmte Elemente 
werden spezifische Constraints z.B. als Vor- und Nachbedingungen spe-
zifiziert, die die Ausführung des Prozesses beschränkt beeinflussen kön-
nen, indem die Ausführung ausgesetzt wird oder alternative Wege vor-
geschlagen werden. 
3. Explizites Kontextmodell: Zustände werden explizit modelliert und bilden 
ein weiteres Strukturmerkmal des Aktivitätenrepositories. Hierbei wer-
den oft keine expliziten Abläufe vorgegeben, sondern die Reihenfolge der 
Aktivitäten ergibt sich aus den jeweiligen Zuständen. 
Viele Workflowsysteme folgen dem ersten Weg: Ein spezifischer Prozessablauf 
wird vorweg definiert und während der Ausführung gibt es Änderungen im Ab-
lauf nur, wenn sie explizit als Entscheidungsknoten oder evtl. als Ausnahmebe-
handlung spezifiziert wurden und auch nur zu dem Zeitpunkt, zu dem sie aus-
gewertet werden. Dies erschwert die Anwendung in dynamischen Szenarien 
(Kapitel 3.1.6). 
Bisherige Ansätze bei der Modellierung klinischer Leitlinien folgen meist dem 
zweiten Ansatz. Es wird zunächst der Ablauf der Aktivitäten modelliert und mit 
Bedingungen für die Ausführung ergänzt. Beispielsweise spezifiziert PROforma 
für jedes Prozesselement automatisch auswertbare Vor- und Nachbedingungen, 
Asbru darüber hinaus auch Bedingungen z.B. für das Aussetzen und Reaktivie-
ren von Plänen. Constraint-basierte Workflows fallen ebenfalls in diese Katego-
rie. 
Den dritten Weg ermöglichen andere Modelle wie GLIF und SAGE, indem sie 
Zustände als eigenes Modellelement vorsehen (Patient_State_Step, Context). Eine 
Liste von Bedingungen spezifiziert einen Zustand, der den Start oder Zwischen-
stand eines Prozesses beschreibt. Damit entsprechen Zustände auch den auslö-
senden Ereignissen eines Prozesses. Allerdings werden sie wie jedes andere Pro-
zesselement meist nur im modellierten Kontext betrachtet, das heißt, im weiteren 
Verlauf des Prozesses werden sie nicht mehr berücksichtigt (um beispielsweise 
Prozesse zu synchronisieren). 
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Doch gerade diese Synchronisation ist essenziell, da externe Ereignisse die In-
stanz des aktiven Prozesses verändern können und das Modell im digitalen As-
sistenten nachvollzogen werden muss.  
Bei der Automatisierung muss immer wieder die Frage beantwortet werden, ob 
eine Entscheidung ausgewertet werden kann (muss), wenn die nötigen Daten 
vorhanden sind, auch wenn der Prozess die Ausführung zum gegenwärtigen 
Zeitpunkt (noch) nicht vorsieht: Beispielsweise wird im Rahmen einer Leitlinie 
eine Untersuchung angeordnet und die Ergebnisse ausgewertet. Es kann aber 
vorkommen, dass diese Untersuchung außerhalb des Prozessschemas ausgeführt 
wurde. Aus Prozesssicht würde der Knoten nicht ausgeführt werden („man ist 
noch nicht soweit“), aber aus medizinischer Sicht eigentlich schon. Bei der Ver-
wendung expliziter Zustandsknoten verschiebt sich nur die Frage der Interpreta-
tion. Einzig SAGE trifft Aussagen dazu, nämlich dass beim Eintreffen neuer Da-
ten stets alle Context-Knoten ausgewertet werden (SAGE Consortium, 2006). 
Daher soll ein Zustand stets eine für den Einzelfall konfigurierbare Eigenschaft 
besitzen, ob er unabhängig von der Position im Prozess beim Eintreffen neuer 
Daten stets betrachtet werden soll (als Einsprungpunkt) oder nicht. 
Zudem muss man unterscheiden, ob die Beschreibung eines Zustandes unter 
dem Aspekt des Wartens auf das Eintreten des Zustandes (im Sinne eines Ereig-
nisses) erfolgt, oder unter dem Aspekt der Dokumentation eines Zwischenziels 
(im Sinne eines Meilensteins). In GLIF werden beide Varianten ohne Unterschei-
dung eingesetzt. Die Unterscheidung sollte jedoch gemacht werden: Damit eröff-
net sich die Möglichkeit zu erkennen, wenn eine Aktivität ausgeführt wurde, die 
nicht das gewünschte Ergebnis gebracht hat. In diesem Fall könnten Kompensa-
tionsmaßnahmen oder eine alternative Therapie empfohlen werden. 
4.3.2.2 Entscheidung 
Entscheidungen sind die wesentlichen Elemente einer Leitlinie, spezifizieren sie 
doch das eigentliche Wissen um die Optionen des ärztlichen Handelns. Daher 
kommt ihnen in allen Leitlinienmodellen eine besondere Bedeutung zu.  
Es gibt mehrere verschiedene Entscheidungsmodelle, die dabei verwendet wer-
den. Ohne Anspruch auf Vollständigkeit gehören zu den Gängigsten: 
 Entscheidungsbäume, die den Anwender durch einen spezifischen Fragen-
katalog zu einer endgültigen Entscheidung führen. 
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 Argumentationen, die das Für und Wider anhand spezifischer Kriterien 
und deren Gewichtung abwägen. 
 Entscheidungstabellen, die die Auswahl anhand fest definierter Kriterien 
definieren. 
 Algorithmen, die die Auswahl berechnen. 
Beispielsweise wählt eine Entscheidung in PROforma eine oder mehrere Alterna-
tiven auf Basis einer Argumentation, deren Argumente für oder wider eine Ent-
scheidung sprechen können bzw. sie setzen oder ausschließen können. Dies ent-
spricht in GLIF dem Three_Valued_Criterion. GLIF erlaubt darüber hinaus Ent-
scheidungsbäume und Influenzdiagramme oder sogar eigene Leitlinienprozesse 
zur Entscheidungsfindung (Macro_Decision_Step). In Asbru beinhaltet der Body 
eines Plans konkrete if-then-else Konstrukte, mit denen die Ausführung einzel-
ner Aktivitäten gesteuert werden kann. 
Für die medizinische Entscheidungsfindung kann jedes dieser Modelle eine adä-
quate, am besten geeignete Darstellungsform sein. Daher soll eine Leitlinienspra-
che möglichst alle Freiheitsgrade lassen. Es gibt eindeutige (deterministische) 
Entscheidungen, bei denen genau eine Option unter allen möglichen gewählt 
wird; bei nicht-deterministischen Entscheidungen kann eine beliebige Auswahl 
getroffen werden. Doch das Ergebnis einer Entscheidung ist nicht immer eindeu-
tig durch eine Formel oder mittels Kombinationslogik berechenbar. Meist wer-
den Argumente für und wider eine Alternative gewichtet (z.B. PROforma) und 
evtl. mit absoluten Einschluss- und Ausschlusskriterien kombiniert (GLIF). 
Bezüglich der Verantwortlichkeit für die Entscheidung sollten technische und ju-
ristische Gründe abgewogen werden. Entscheidungen können auf drei Arten er-
folgen: 
 Vollautomatisch: Die Kriterien der Entscheidung sind fest definiert und ih-
re automatische Auswertung ist vollständig akzeptiert. Davon unberührt 
sollten medizinische Entscheidungen vor allem aus medizinrechtlichen 
Gründen stets von einem Arzt getätigt oder zumindest bestätigt werden. 
 Automatisch mit manueller Bestätigung: In vielen Fällen der Therapieent-
scheidung kann ein Assistenzsystem Empfehlungen berechnen und dem 
Benutzer vorschlagen. Die Hoheit der medizinischen Entscheidung liegt 
jedoch stets beim Arzt, der den generierten Vorschlag bestätigen und ge-
gebenenfalls anpassen muss. 
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 Nicht automatisierbar, manuell: Das System kann aufgrund einer komple-
xen, nicht formalisierbaren Entscheidungslogik oder aufgrund fehlender 
Daten keine Entscheidung treffen. Eventuell können dem Benutzer Teil-
argumente zur Entscheidungshilfe angeboten werden. 
Die wesentliche Grundlage jeder Entscheidung sind grundsätzlich die Daten des 
Patienten. Dabei können die Daten unvollständig, widersprüchlich oder noch 
nicht qualitätsgesichert sein, weshalb Entscheidungsbedingungen unter Um-
ständen auf der Basis unvollständiger Daten ausgewertet werden.  
Die Erhebung der benötigten Daten ist in keiner der existierenden Leitlinienspra-
chen Bestandteil eines Entscheidungsknotens, das heißt, nötige Voruntersuchun-
gen oder Datenabfragen müssen vorher explizit als Aktivitäten modelliert wer-
den. 
Einige Leitliniensprachen wie Arden Syntax oder Asbru verwenden mehrwertige 
Aussagen (ja, nein, unbekannt) um mit fehlenden oder unsicheren Daten umge-
hen zu können. Darüber hinaus wären unscharfe Logiken (z.B. Fuzzy Logik) 
möglich, die jedoch bei keiner der betrachteten Leitliniensprachen Verwendung 
findet, obwohl es hierfür gerade im medizinischen Umfeld vielfältige For-
schungsansätze gibt, z.B. (Hudson und Cohen, 1994; Innocent und John, 2004; 
Liu und Shiffman, 1997; Warren et al., 2000).  
4.3.2.3 Aktivität 
Im Gegensatz zu Zuständen und Entscheidungen werden in den Leitlinienspra-
chen die Aktivitäten kaum beachtet. Sie dienen im Wesentlichen der Kommuni-
kation des Prozesses mit seiner technischen (Datenkommunikation) oder men-
schlichen (Empfehlungen, Anordnungen, Dateneingabe) Umwelt. Daher gibt es 
zwei Typen von Aktivitäten: 
 Technische Aktivitäten führen Programmcode aus, erzeugen Ereignisse, ru-
fen Unterprozesse auf und kommunizieren mit der Datenbank oder dem 
PDMS. 
 Fachliche Aktivitäten schreiben eine Empfehlung in die Patientenakte, er-
fordern eine manuelle Ausführung (z.B. das Durchführen eines Labor-
tests) oder das Warten auf die Eingabe eines Benutzers. 
In den verschiedenen Leitliniensprachen werden diese zwei Typen nur teilweise 
unterschieden. Differenziert betrachtet werden sie in GLIF, wo der Action_Step 
als Container für eine oder mehrere Action_Specifications dient, die die techni-
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schen Schritte innerhalb einer Aktivität darstellen. Asbru definiert Aktionen als 
Pläne, die nicht weiter detailliert werden (primitive plan). Ein solcher Plan wird 
durch das ausführende System als Funktion zur Verfügung gestellt. Ein Sonder-
fall hier ist der Plan „ask“, bei dem der Benutzer um die Eingabe des Wertes einer 
Variablen gefragt wird. Prinzipiell verwenden alle Leitliniensprachen Aktivitäten 
als Funktionsaufrufe der Ausführungsumgebung. 
Aus Implementierungssicht empfiehlt es sich, die Aktivität in mehrere Aktivi-
tätstypen zu unterscheiden. So können beispielsweise Anordnungen, Empfeh-
lungen oder Werte-Abfragen als spezifische Funktionen in der Ausführungsum-
gebung realisiert und im fachlichen Modell genutzt werden. 
Eine Aktivität kann automatisch oder manuell ausgeführt werden. Automatische 
Aktivitäten werden vom System selbst ohne weitere Benutzerinteraktion verar-
beitet. Manuelle Aktivitäten erfordern hingegen eine Ausführung bzw. Bestäti-
gung durch den Anwender. Daher findet eine indirekte Kommunikation über die 
elektronische Kurve des Patienten statt und der Unterschied zwischen techni-
scher und fachlicher Aktivität wird fließend. 
Bisher wurde in keinem der Systeme berücksichtigt, dass sich (vor allem) eine 
manuell auszuführende Aktivität meist auf zwei Schritte aufteilt: (1) die Anord-
nung der Aktivität in der Patientenakte und (2) die abschließende Bestätigung 
der Durchführung. Es kann nicht davon ausgegangen werden, dass die Aktivität 
zum spezifizierten Moment durchgeführt wurde, da der Anwender die Zeiten 
ändern oder den Inhalt anpassen kann. Ebenso steht es dem Anwender frei, die 
Aktivität auch abzulehnen (zu löschen). Viele Leitliniensprachen gehen den Weg, 
für die Ausführung die Aktivität auf die Anordnung zu beschränken und die Be-
stätigung als Zustand extra zu modellieren. Aus Sicht der fachlichen Modellie-
rung ist die Aktivität jedoch ein einzelner Schritt. 
4.3.2.4 Implementierung 
Auf der fachlichen Ebene bewegen sich die existierenden Leitliniensprachen, die 
sich daher für die Implementierung anbieten. Jede der Leitliniensprachen besitzt 
Aspekte und Schwerpunkte, die allerdings kaum als Vorteil oder Nachteil zu be-
zeichnen sind. Daher kann prinzipiell jede der Leitliniensprachen als Modell für 
die fachliche Ebene verwendet werden. 
Stellvertretend soll hier GLIF herausgegriffen werden. Die weitere Modellierung 
in Kapitel 4.2 bzw. die Umsetzung in Kapitel 5 und Anwendung in Kapitel 6.1 
wurde davon maßgeblich beeinflusst. 
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In Abbildung 34 wird ein vereinfachtes Klassendiagramm von GLIF für die Im-
plementierung der fachlichen Ebene gezeigt. Eine Leitlinie („Guideline“) besteht 
aus Verwaltungsinformationen (nicht modelliert, da sie für die Automatisierung 
nicht relevant sind) und einem Algorithmus, der den logischen fachlichen Ablauf 
enthält. Dieser wird für gewöhnlich als grafischer Flowchart repräsentiert. Der 
Algorithmus („Algorithm“) enthält eine Menge an Einzelschritten („GuidelineS-
tep“), die sich in Zustände („PatientStateStep“), Entscheidungen („DecisionStep“), 
Aktionen („ActionStep“) sowie Routingelemente („BranchStep“ und „Synchroniza-
tionStep“) unterscheiden. Der „DecisionStep“ beinhaltet die Kriterien der Ent-
scheidungen für oder wider eine Option. Optionen stellen sich als Flüsse im Ge-
samtprozess dar und verbinden daher die Bedingung mit einem folgenden „Gui-
delineStep“. 
 
Abbildung 34: Modell der fachlichen Ebene (GLIF) 
4.3.3 Ausführungsorientierte Systemebene 
Die ausführungsorientierte Ebene dient dem Brückenschlag zwischen fachlicher 
Ebene (was zu tun ist) und der realen Welt (wie es umzusetzen ist). Sie umfasst 
alle Elemente, mit denen die Zustände, Entscheidungen und Aktivitäten reali-
siert werden können. 
Insbesondere sind diese: 
Criterion
GuidelineStep
BranchStep
SynchronizationStep
PatientStateStep
DecisionStep
ActionStep
firstStep
Guideline
Algorithm
DecisionOption DecisionCondition
ActionSpecification
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 Systemoperationen, die Funktionen beschreiben, die in der Ausführungs-
umgebung oder auf Basis eines PDMS automatisiert werden können. Eine 
Operation kann aus mehreren einzelnen Funktionsaufrufen bzw. Nach-
richten bestehen (Interaction Protocol). 
 HL7 Nachrichten, die von Systemoperationen verwendet werden, um mit 
dem PDMS zu kommunizieren. 
 Datenmodell der relevanten Patientendaten. 
4.3.3.1 Beschreibung 
Wie in Kapitel 4.3.2.3 beschrieben, ist die Ausführung realer Aktivitäten aus Sicht 
des Systems stets indirekt, das heißt, nicht das System führt eine Tätigkeit aus, 
sondern es wird meist eine Anordnung emittiert (Schreiben des Auftrages über 
HL7 in die Patientenakte) und auf die Bestätigung der Ausführung gewartet (die 
Anordnung wird in der Patientenakte als ausgeführt gekennzeichnet). Somit be-
steht die Automatisierung hier aus der Anordnung und dem Warten auf Erledi-
gung. Daher gibt es keine 1:1-Abbildung fachlicher Aktivitäten oder Daten auf 
Systemoperationen, da eine einzelne fachliche Aktion ein Protokoll mehrerer 
Nachrichten und Interaktionen in der Systemebene zur Folge haben kann. Solche 
Protokolle beziehen sich bisher auf den reinen Datenaustausch.  
Die Kontrollflussaspekte klinischer Leitlinien lassen sich mit Workflowtechniken 
realisieren. Problematischer umzusetzen sind beispielsweise externe Änderun-
gen wie Auslassungen und Sprünge. Folgende Möglichkeiten bieten sich zum 
Umgang mit solch externen Ereignissen an: 
 Synchronisation der virtuellen Prozessinstanz mit externen Ereignissen. Dabei 
wird versucht, das interne Modell mit der realen Welt möglichst konsis-
tent zu halten. Hierzu fließt viel Know-how aus der Flexibilisierung von 
Workflows ein. 
 Ignorieren externer Events. Wird der Prozessfluss von außen geändert, so 
muss er manuell im System nachvollzogen werden. Dies ist keine ge-
brauchstaugliche Option. 
 Verzicht auf ein internes Prozessmodell. Es wird in Anlehnung an ECA Re-
geln nur auf spezifische Ereignisse und Situationen reagiert. Daher ist die 
Nachhaltung einer internen Prozessrepräsentation nicht wichtig. 
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Im Prinzip lässt sich dies wieder auf die Beschreibung von (Zwischen-) Zustän-
den wie in Kapitel 4.3.2.1 zurückführen. Ein fachliches Modell muss im Falle der 
Synchronisation auch Synchronisationspunkte anbieten – genau dafür wurden 
Zustände auch definiert. Allerdings zeigt die Unterschiedlichkeit in der Imple-
mentierung der verschiedenen Leitliniensprachen auch, dass es wohl keine ein-
deutige Lösungsstrategie bezüglich Synchronisation oder kontextloser Regel-
abarbeitung gibt. Vielmehr bestätigen Asbru und vor allem SAGE, dass der 
Trend zu ereignisgesteuerten Prozessfragmenten geht.  
Neben der reinen Spezifikation von Leitlinienelementen können weitere Eigen-
schaften insbesondere bezüglich der Automatisierung betrachtet werden. Das 
Execution Model wird bei manchen Leitliniensprachen (z.B. PROforma) in die 
Eigenschaften der Modellelemente mit einbezogen. So können Aktionen eines 
Planes die Abarbeitung anderer Pläne anstoßen, beenden oder verändern. Eben-
so kann in Kriterien auf den Ausführungszustand einer Aktivität oder eines Pla-
nes Bezug genommen werden. Dennoch sollte im Sinne der domänenspezifi-
schen Sprache vermieden werden, auf rein technische Prozesszustände zuzugrei-
fen. 
Die Spezifikation der Daten wird in den Leitliniensprachen zwiespältig betrach-
tet. Einerseits wird die Notwendigkeit eines standardisierten Datenmodells er-
klärt und auf existierende Ansätze wie das HL7 Reference Information Model 
RIM hingewiesen (GLIF). Andererseits werden Daten in der konkreten Imple-
mentierung in proprietären Modellen gerade soweit spezifiziert, wie es zur Aus-
führung des Modells notwendig ist. So beschränkt sich beispielsweise PROforma 
auf eine einfache Hashtabelle von Parametern und Werten und delegiert die Ver-
antwortung für das Befüllen und Kommunikation mit dem PDMS auf die Aus-
führungsumgebung. 
4.3.3.2 Implementierung 
Für die Umsetzung des fachlichen Modells auf Basis vorhandener Systemfunk-
tionen und damit die Automatisierung können beispielsweise existierende Work-
flowsprachen verwendet werden. In Abbildung 35 wird das Klassendiagramm 
eines existierenden Workflowmodells, der Java Process Definition Language 
JPDL, zur Implementierung der technischen Ebene dargestellt. Das Workflow-
modell besteht im Wesentlichen aus zwei Grundelementen: 
 Knoten (Node) stellen die Aktivitäten des Prozesses dar. Diese teilen sich 
ein in Zustand (State), Entscheidung (Decision) und Aktion (TaskNode) 
sowie Routing (Join und Fork). 
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 Transitionen (Transition) realisieren den Verlauf. Sie können mit Bedin-
gungen für die zeitliche oder konditionale Ausführung verknüpft wer-
den. 
 
Abbildung 35: Modell der Ausführungsebene (JDPL) 
Zusätzlich existieren Attribute in Knoten, mit denen ein Timout spezifiziert wer-
den kann oder mit denen zusätzliche Aktionen ausgelöst werden können. 
4.4 Vorgehensweise bei der Modellierung von Leitlinien 
4.4.1 Formalisierung und Automatisierung 
Der Weg von der papierbasierten Leitlinie zum automatisch ausgeführten Mo-
dell findet in mindestens zwei Schritten statt (Sedlmayr et al., 2007): Die Leitlinie 
wird in ein formales Modell überführt, das anschließend in eine ausführbare 
Version gebracht wird (Abbildung 36). 
Transition
Node
Join
Fork
State
Decision
TaskNode
ProcessDefinition
Timer
from to
Condition
Script
Action
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Abbildung 36: Mehrstufige Modellierung 
1. Zunächst wird in einem Konsensfindungsprozess der medizinische Prozess-
ablauf bestimmt. Hierfür ist zum einen das Fachwissen der Beteiligten zu 
konsultieren als auch zum anderen eine Recherche relevanter Ressourcen 
vorzunehmen. Ergebnisse dieser Konsensfindung sind zunächst einfache 
Ablaufdiagramme und textuelle Beschreibungen. Die Konsensfindung ist 
ein standardisierter Prozess, der durch Ärzte verschiedener Fachgesell-
schaften und Gremien durchgeführt und dokumentiert wird (Martin et 
al., 2003; Shekelle et al., 1999). 
2. Nachfolgend werden die durch Flussdiagramme und Texte beschriebe-
nen Prozessabläufe formalisiert. Das Ergebnis ist eine Repräsentation in ei-
ner Leitlinien- oder Prozessmodellierungssprache. 
3. Anschließend wird für die Automatisierung das formalisierte Modell mit 
Abbildungsassistenten in ausführbare Vorgangsbeschreibungen trans-
formiert. Das Abbildungsziel sind vornehmlich Prozessmodelle, wie sie 
beispielsweise mit YAWL und JPDL zur Unterstützung des Arztes ausge-
führt werden können. 
4. Schließlich können die Erfahrungen und Ergebnisse durch die Evaluation 
und Auswertung von Vorgangsdaten genutzt werden, um die Leistungs-
fähigkeit unterschiedlicher Prozessabläufe zu bewerten und ggf. Anpas-
sungen bei der Konsensfindung und Formalisierung vorzunehmen.  
Dieses Vorgehen ist konform zu den Vorgehensweisen existierender Leitlinien-
sprachen (Kapitel 3.1.6.2). Dabei hat sich die Nutzung der Feedbackschleifen 
(Evaluation) als wichtiger Erkenntnisschritt bei der Modellierung herausgestellt.  
Denn während für die prozessorientierte Formalisierung von Leitlinien Lösungs-
ansätze existieren, ist die Frage der Automatisierbarkeit bisher kaum betrachtet 
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worden. Es ergeben sich immer wieder Probleme bei der Abbildung der formali-
sierten Leitlinie auf konkrete Systemaktionen und Datenbanken. Zumeist wird 
versucht, die in der Modellierung spezifizierten Daten über ein Mapping zwi-
schen der Ontologie des Modells und des realen Systems abzubilden. Jedoch 
setzt dieses Vorgehen eine Modellierungssprache und Aktivitäten voraus, die 
sich in existierenden Systemen automatisieren lassen.  
4.4.2 Iterative Modellierung top-down und bottom-up 
Die Rückkopplung der Modelle (Abbildung 37) und die damit verbundenen Im-
plikationen für die vorangegangene Ebene bisher für Leitlinienmodelle nicht sys-
tematisch betrachtet worden. 
 
Abbildung 37: Rückkopplung beim Modellieren 
Der Ansatz zur Lösung dieser Fragestellung kann in der Kombination zweier 
Vorgehensweisen top-down und bottom-up bestehen, da beide Richtungen be-
schritten und abgeglichen werden.  
 Durch eine top-down Modellierung ist eine prozessorientierte Sicht auf die 
Leitlinie gegeben, die Strategie und Leitung durch den Prozess ermög-
licht. 
 Eine bottom-up Modellierung von wohldefinierten Aktionen und Regeln 
(wie ECA) kommt durch die ereignisorientierte Sicht fachlich dem Arzt so-
wie technisch der Wahl der automatisierbaren Aktionen entgegen. 
Auf beide Vorgehensweisen wird im Folgenden genauer eingegangen. 
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4.4.2.1 Top-down Modellierung 
Die Formalisierung einer Leitlinie findet üblicherweise "top-down" bis zu einem 
automatisch ausführbaren Modell statt. Prozesse werden dabei ausgehend vom 
Behandlungsziel (z.B. Entwöhnung von der Langzeit-Beatmung) in hierarchische 
Unterprozesse und Aktivitäten detailliert. Für dieses Vorgehen wurden Modelle 
wie GLIF, Asbru und PROforma entwickelt. Dieses Vorgehen stellt den Zusam-
menhang zwischen den strategischen Zielen und den Aktivitäten sicher. 
Jedoch werden im Alltag Entscheidungen und Aktivitäten meist durch die Zeit 
oder die Verfügbarkeit neuer Daten vom Patienten ausgelöst. Tritt ein solcher 
Trigger auf, werden die momentane Situation und die übergeordnete Strategie 
evaluiert und daraufhin Entscheidungen getroffen oder Aktivitäten angeordnet. 
Daher fällt es Anwendern leichter, ihre Aktivitäten in Konzepten von einzelnen 
Ereignissen und damit verknüpften Entscheidungen und Aktivitäten zu be-
schreiben als in abstrakten Prozessen zu modellieren. 
4.4.2.2 Bottom-up Modellierung 
Bei der bottom-up Vorgehensweise werden zunächst die im Kontext einer Leitli-
nie relevanten Systemereignisse im PDMS identifiziert.  
Ausgangspunkt sind damit die tatsächlich automatisierbaren Aktivitäten, die bei 
der Durchführung einer Leitlinie erfasst werden. Jedem Ereignis kann eine Liste 
von Aktivitäten zugeordnet werden, die in Abhängigkeit von Bedingungen aus-
geführt werden, wodurch sich ein klassisches "Event-Condition-Action" (ECA) 
Muster ergibt, wie es auch in anderen reaktiven, wissensbasierten Systemen zu 
finden ist (Kapitel 3.2.1.2). Damit entnimmt man aus der vollständigen Beschrei-
bung einer Leitlinie nur diejenigen Elemente, die in den Opportunities for Recom-
mendation (vgl. SAGE) relevant sind: Nicht automatisierbare Situationen brau-
chen auch nicht in ein zu automatisierendes Modell übertragen werden.  
Ein weiterer Aspekt bei der Orientierung an Ereignissen ist die Verknüpfung mit 
der auftretenden Datenkommunikation (z.B. HL7 Nachrichten). Werden diese 
Nachrichten, bzw. die damit verknüpften Daten und Aktivitäten zur Modellie-
rung herangezogen, kann sichergestellt werden, dass jede modellierte Aktivität 
auch automatisierbar ist.  
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Das Vorgehen bei der bottom-up Modellierung kann folgendermaßen beschrie-
ben werden: 
 In einem fiktiven Szenario werden diejenigen HL7 Nachrichten identifi-
ziert, die bei der Ausführung der Leitlinie zu erwarten sind. Damit wer-
den die auslösenden Zustände spezifiziert. 
 Zu jeder Nachricht werden der Kontext und die auszulösenden Aktionen 
beschrieben. Damit wird der Prozessablauf implizit durch die Abfolge 
der Ereignisse und Bedingungen bestimmt. 
 Die Prozessleitung kann nun explizit oder implizit realisiert werden: 
o Explizit: Die Verkettung wird durch exklusive Triggerereignisse 
hergestellt. Dies ist Standard in Workflowsystemen. 
o Implizit: Die Bedingungen eines Ereignisses bestimmen den Status 
des Workflows. 
Das Problem der Ereignisverkettung liegt in der explosionsartigen Zunahme der 
Einzelregeln schon bei einfachen Leitlinien. Der Zusammenhang, der zwischen 
den Einzelregeln und der übergeordneten Leitlinie besteht, ist jedoch in klassi-
schen regelbasierten Ansätzen wie ECA meist nicht direkt modellierbar. Daher 
geht bei der Einzelbetrachtung der Regeln der Prozessleitgedanke leicht verloren, 
und es entsteht ein kaum zu pflegendes Agglomerat an Regeln (O'Keefe und 
O'Leary, 1993). Selbst wenn die Liste der Einzelnachrichten mit relevanten medi-
zinischen Kriterien und Aktionen annotiert wurde, stellt sich noch immer die 
Frage nach der Sortierung, Kombination und Hierarchisierung in einem Gesamt-
prozess. Damit verbunden ist die Art der Visualisierung, das heißt, wie kann die 
Abfolge so dargestellt werden, dass ein Arzt den übergeordneten Prozess leicht 
erkennt. 
Ein möglicher Lösungsansatz wäre die Trennung der Bedingung in einen Situati-
onskontext und eine Aktivitätsauswahl: 
 Situationskontext: Der Kontext besteht aus Regeln, die den logischen Zu-
sammenhang von ECA-Regeln beschreiben und damit einen übergeord-
neten Ablauf forcieren, ohne jedoch konkrete Aktivitätsabfolgen zu er-
warten. 
 Aktivitätenauswahl: Konkrete Entscheidungsregeln bestimmen die fach-
lichen Aktivitäten, die unter gegebenen Umständen auszuführen sind. 
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4.4.2.3 Kombination beider Vorgehensweisen 
Im Idealfall sind das Prozessmodell und das Ereignismodell (ECA Modell) aus-
führungsäquivalent, das heißt, sie lösen im selben Kontext stets dieselben Aktio-
nen aus. In Wirklichkeit stellt das Mapping von Aktionen eines Prozessmodells 
auf Systemaktionen oft ein Problem dar, wohingegen bei eventgesteuerten Re-
geln leicht der Prozessleitgedanke verloren gehen kann.  
Zu fordern wäre daher eine iterative Vorgehensweise bei der Modellierung, in 
der die soeben beschriebenen Phasen wie folgt kombiniert werden (Abbildung 
38): 
 
Abbildung 38: Iterative Vorgehensweise der Modellierung 
1. Zunächst werden von medizinischen Experten existierende Leitlinien ge-
sichtet und ausgewählt. In einem Prozess der medizinischen Konsensfin-
dung sind die Leitlinien fachlich auf die Möglichkeiten der Zielabteilung 
abzustimmen und gegebenenfalls zu adaptieren. 
2. Danach werden in einer top-down Phase (vgl. Kapitel 4.4.2.1) die Ziele und 
der grobe logische Prozessablauf bestimmt. Als Grundlage dient hierzu 
die papierbasierte – gegebenenfalls adaptierte – Leitlinie. Ziel bzw. Er-
gebnis ist noch keine detaillierte Prozessbeschreibung. Vielmehr sollen 
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sich die beteiligten Modellierer über die Ziele und Abläufe (also die 
enthaltenen Aktivitäten) klar werden. 
3. Anschließend werden in einer bottom-up Phase (vgl. Kapitel 4.4.2.2) Szena-
rien entworfen, wie sich die Leitlinie bei ihrer Anwendung in den Aktivi-
täten und Systemnachrichten äußert. Ziel dieses virtuellen Ablaufes ist, 
die Punkte im Prozessablauf zu identifizieren, bei denen charakteristische 
Datenflüsse oder Systemfunktionen auftreten, bzw. bei denen eine Reak-
tion des Systems (z.B. zur Entscheidungsunterstützung) erwartet wird. In 
SAGE werden diese Opportunities for Recommendation genannt. Anhand 
der Ereignisse werden die Bedingungen für die Auswahl und Durchfüh-
rung der zu folgenden Aktivitäten überlegt. 
4. In der technischen Konsensphase werden diese Punkte in Zustände, Krite-
rien und Aktivitäten übersetzt, aus denen dann der übergeordnete Pro-
zess zusammengesetzt wird. Damit ergibt sich also aus der top-down 
Phase das logische Gerüst eines Prozesses, welches durch die bottom-up 
gefundenen, konkreten Elemente gefüllt wird. Gegebenenfalls müssen 
Aktivitäten des existierenden Flussdiagramms geändert oder aufgespal-
ten werden. Hieraus ergeben sich weitere, detailliertere Flussdiagramme, 
die wiederum als Input für die nächste bottom-up Phase dienen. 
Die Schritte 2-4 werden mehrmals wiederholt (Iteration), bis die Leitlinie voll-
ständig (genug) abgedeckt wird. Zwei Strategien können dabei verfolgt werden: 
 In Anlehnung an agile Methoden (z.B. Planungsspiel (Beck, 2000)) wer-
den einzelne Aktivitäten einer Leitlinie herausgegriffen, für die eine au-
tomatisierte Unterstützung gewünscht wird (top-down). Für diese Aktivi-
täten werden Bedingungen und Systemnachrichten spezifiziert (bottom-
up). In weiteren Zyklen werden weitere Aktivitäten hinzugefügt, solange, 
bis die Leitlinie vollständig abgebildet wurde. 
 Der Algorithmus einer Leitlinie wird zunächst grob spezifiziert (top-
down) und es wird betrachtet, welche Aktivitäten sich für die automati-
sche Unterstützung eignen (bottom-up). Diese Aktivitäten werden nun 
genauer spezifiziert und in Unterprozessen zunehmend detailliert. 
Gerade die erste Strategie empfiehlt sich, um die Möglichkeiten zu testen. An-
wender können durch kleine Beispiele sensibilisiert werden und im Umgang mit 
dem System geschult werden. Das System wächst mit den Anforderungen. Dies 
kann komplementär mit dem zweiten Vorgang kombiniert werden: Große Leitli-
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nien werden in kleinere Teile zerlegt, die zum einen automatisierbar sind und die 
vom Anwender als besonders wichtig erachtet werden. Diese werden dann mit 
der ersten Strategie zunehmend modelliert. 
Bei der Beschreibung der kombinierten Vorgehensweise wurde nicht explizit auf 
die Modellierung von Zielen als gesondertes Element eingegangen. Vielmehr 
werden Ziele in der top-down Phase als strategische Ziele modelliert, während in 
der bottom-up Phase Ziele als operationale oder unmittelbare Ziele einer Aktivi-
tät oder Entscheidung dokumentiert werden. Gegebenenfalls könnten in zukünf-
tigen Varianten des Metamodells beide Versionen nebeneinander existieren, so 
dass – vergleichbar mit Asbru – Aktivitäten ausgeführt werden können, solang 
ihre unmittelbaren Ziele den strategischen Zielen nicht widersprechen. 
4.5 Visualisierung 
Für die grafische Darstellung klinischer Leitlinien gibt es bisher keinen allge-
meingültigen oder offiziellen Standard, da die visuelle Darstellung formalisierter 
Leitlinien bisher kaum betrachtet wurde. Eine Übersicht möglicher und gängiger 
Darstellungsweisen für Behandlungspläne findet sich in (Aigner, 2003). Dort 
wird in logische und zeitbezogene Darstellungen unterschieden: 
 Logische Darstellungen visualisieren den medizinischen Algorithmus als 
Flussdiagramm. 
 Zeitbezogene Darstellungen verwenden Zeitstrahlen für Pläne und Aktivitä-
ten und imitieren damit weitgehend die Verlaufsdokumentation in der 
Patientenakte. 
Als intuitive Darstellungsweise haben sich Flussdiagramme durchgesetzt (vgl. 
Kapitel 3.1.6.1 bzw. die empfohlene Notation wie in Kapitel 2.3 beschrieben). Sie 
sind eine intuitive, grafische Repräsentation des logischen Ablaufs von Aktivitä-
ten. Der Ablauf kann nach und nach um Ereignisse, Bedingungen und Entschei-
dungsregeln angereichert werden. Dies macht das Flussdiagramm zur bevorzug-
ten Darstellungsform für Leitlinienmodelle (Wang et al., 2002), auch wenn sich 
z.B. Farbe und Form der einzelnen grafischen Elemente zwischen den Ansätzen 
unterscheiden. 
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4.5.1 Ansatz 
Die für diese Arbeit verwendete grafische Darstellung der Leitlinien orientiert 
sich am Vorschlag zur Notation von medizinischen Algorithmen, wie er von der 
AWMF und dem ÄZQ empfohlen wird (Kapitel 2.3 bzw. Abbildung 4). Sie greift 
damit die Eigenschaften der papierbasierten Leitlinien auf und kommt dem Arzt 
entgegen.  
Jeder Plan (Leitlinie) wird als Flussdiagramm visualisiert, in dem die Ereignisse, 
Entscheidungen und Aktivitäten in ihrer logischen Abfolge als Knoten in einem 
gerichteten Graphen dargestellt werden. Tabelle 4 zeigt die wesentlichen Ele-
mente. Die Verwendung des Parallelogramms als Symbol für Ziele erfolgt in An-
lehnung an das i-Star Modell (Kapitel 3.3.2.1), bei dem Ziele durch eine schiefes 
Symbol dargestellt werden.  
Tabelle 4: Grafische Notation 
Element Grafische  
Repräsentation 
Beschreibung 
Zustand 
 
Orangenes, abgerundetes 
Rechteck 
Entscheidung 
 
Gelbes Sechseck 
Aktivität 
 
Grünes Rechteck 
Ziel 
 
Hellblaues Parallelog-
ramm 
Logische Sequenz  
 
Pfeil 
 
In GLIF werden bei Entscheidungen zusätzlich verschiedene Kantentypen (Pfei-
le) unterschieden und farblich differenziert: Während alternative Behandlungs-
wege (Decision_Option) mit der Standardfarbe (grün) gezeichnet werden, sind 
Standardwege (Default_Destination) mit rot gekennzeichnet. Diese Unterschei-
dung wird im Folgenden nicht gemacht, da die Pfeile durch ihre Benennung ein-
deutig beschrieben sind. 
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Für die unterschiedlichen Beziehungstypen zwischen Aktivitäten und Zielen im 
Prozessmodell könnte die Differenzierung in verschiedene Pfeiltypen (Farbe, Li-
nientyp, etc.) sinnvoll sein. 
Abbildung 39 zeigt ein Beispiel der Leitlinie für die Entwöhnung von der Lang-
zeitbeatmung (siehe Kapitel 6.2.1). Die Darstellung erfolgt im Wesentlichen ba-
sierend auf der logischen Abfolge der Aktivitäten, die im Allgemeinen mit der 
zeitlichen Abfolge korreliert. Im Beispiel ist die Abfolge von oben nach unten zu 
lesen, aber auch von links nach rechts sollte möglich sein, da die Patientenkurve 
natürlicherweise diese Richtung verwendet. Aus Gründen der Übersichtlichkeit 
wurde versucht, den „bestmöglichen“ Durchlauf auf einer Linie zu halten, wäh-
rend Ausnahmen die Laufrichtung ändern (nach rechts).  
 
Abbildung 39: Beispiel der grafischen Notation des Leitlinienmodells 
Die Darstellung hierarchischer Strukturen wurde nicht betrachtet, da es keine di-
rekte (grafische) Einbettung von Plänen gibt. Vielmehr werden untergeordnete 
Leitlinien durch eine Aktivität initiiert. Dies ist konform zu allen Leitlinienspra-
chen, die ebenfalls keine explizite Hierarchie aufweisen. 
Patient ist beatmet
Therapieziel=Weaning?
ja
Therapieziel wählen
Kontraindikation
vorhanden?
Warten bis nächsten Tagnein
ja
nein
Bereit für Weaning?
SBT durchführen
SBT erfolgreich?
ja
ja
Extubieren
Optimierennein
Nicht bereit für Weaningnein Optimieren
Schnelles Weaning
Tägliche Bewertung
Adäquate Sedierung
Weaningbereitschaft
Spontanatmung
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Für die weitere Entwicklung einer prozessorientierten Visualisierung bieten sich 
die Elemente einer Darstellung an, wie sie auch für die Prozessmodelle in der 
OlgaShell (Kapitel 5.3) verwendet wurden. In Anlehnung an die Business Process 
Modelling Notation BPMN (Object Management Group, 2006) können Timeouts, 
Ausnahmen (Exceptions) und Kompensationsaktivitäten visualisiert werden 
(vgl. Abbildung 40): 
 
Abbildung 40: Prozessvisualisierung in Anlehnung an die BPMN 
 Aktivitäten werden zu einer Gruppe („Weaning versuchen“) zusammen-
gefasst. Gruppen können Unterprozesse, aber auch beliebige Mengen von 
Aktivitäten eines Prozesses sein. Gruppen können durch die Unterschei-
dung in einen „expanded“ (die Elemente der Gruppe sind sichtbar) und 
einen „collapsed“ (nur das umgebende Rechteck ist sichtbar) Zustand zur 
Übersichtlichkeit und Skalierbarkeit für große Prozesse beitragen. 
 Timeouts einer Aktivität werden durch eine Uhr auf der Kante des Sym-
bols dargestellt. Sobald der Timeout ausgelöst wird, wird der Transition 
zur nächsten Aktivität gefolgt (hier: Wenn der Weaningversuch nicht in-
nerhalb von vier Stunden abgeschlossen ist, wird der Prozess abgebro-
chen, und eine neue Erhebung des Therapieziels angeordnet). 
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 Über Icons werden Aktivitäten annotiert (siehe das stilisierte Skript in 
„Therapieziel wählen“, Abbildung 40). So können dem Benutzer beispiels-
weise Notizen, Skripte, oder die Existenz anderer Details visualisiert 
werden. 
Diese Visualisierung wird im Weiteren ebenfalls verwendet, auch wenn Gruppen 
oder Timeouts noch nicht Bestandteil des Leitlinienmodells sind. Sie werden per 
Hand im Workflowmodell ergänzt. 
4.5.2 Aspekte der Visualisierung 
Es ist bei der Formalisierung nicht immer einfach zu entscheiden, welche Ele-
mente wie verwendet werden sollen. Beispielsweise versuchen Anwender in 
GLIF möglichst viel auf der grafischen Ebene zu modellieren (Sedlmayr, Rose, 
Röhrig, und Meister, 2006), das heißt, es werden Entscheidungsregeln als Se-
quenz von Entscheidungsaktivitäten modelliert statt als einzelne Entscheidung 
mit einer (nicht visuellen) Liste von Regeln. Damit wird der Entscheidungsbaum 
in den Prozessfluss eingebettet. Die Anwender argumentieren, dass – obwohl der 
Graph komplexer wird – die Beurteilung des Algorithmus durch bloßen Augen-
schein einfacher werde, da ja die Entscheidungskriterien leichter (visuell) nach-
vollzogen werden können. 
Zudem sollte bei der Entwicklung einer grafischen Notation stets berücksichtigt 
werden, dass es zwei verschiedene Situationen der Darstellung gibt: beim Model-
lieren einer Leitlinie und bei der Durchführung.  
 Während der Durchführung ist es wichtig, dass die Entscheidungen und 
Aktivitäten des Systems für den Benutzer nachvollziehbar bleiben. Daher 
soll eine Darstellung möglich sein, die den aktuellen Zustand adäquat 
präsentiert, so dass Fragen schnell beantwortet werden können wie: „Wo 
bin ich im Prozess?“, „Warum wurde eine Entscheidung so gefällt?“ und 
„Was sind die nächsten Schritte?“. Diese Fragen sollten am Patientenbett 
im Rahmen der ärztlichen Tätigkeit mit dem PDMS beantwortet werden 
können. Für die Darstellung können Funktionen des PDMS genutzt wer-
den. 
 Beim Modellieren stellt sich eine andere Situation dar. Der Experte ist 
unabhängig von einem konkreten Zeit- und Entscheidungsdruck, und 
sein Interesse gilt der Erfassung und Diskussion des Modells. Die grafi-
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sche Visualisierung dient dem Fachexperten unter anderem dazu, die 
Qualität und Vollständigkeit des Modells zu beurteilen (Rose, 1998). 
Das Layout des Graphen hat eine direkte Auswirkung auf die Verständlichkeit, 
insbesondere bei komplexen und verschachtelten Abläufen (Helen et al., 1996). 
Die geeignete Darstellung eines modellierten Prozesses hat einen Einfluss auf die 
Qualität (Rose, 1998). Interessanterweise gibt es im Umfeld der automatisierba-
ren Leitliniensprachen bisher kaum Untersuchungen zur Visualisierung der Mo-
delle; einzig bei Asbru werden vor allem zeitorientierte Darstellungsformen ent-
wickelt (z.B. (Aigner, 2003)). Ebenso auffällig ist das Fehlen einer Ikonik für die 
Darstellung bestimmter Objekteigenschaften, beispielsweise könnten verschie-
dene Grafiken den Typ einer Aktivität anzeigen (Diagnose, Therapie, Labor, etc.). 
Mit ähnlichen Ansätzen wurde bereits bei der Unterstützung der Automobilent-
wicklung vorgegangen (C. Rupprecht et al., 2001). 
4.6 Zusammenfassung 
In diesem Kapitel wurde ein Modell entwickelt, mit dem das Prozesswissen von 
Leitlinien erfasst werden kann. Das Eintreten eines Zustandes löst eine medizini-
sche Entscheidung aus, der eine Reihe von Aktivitäten folgt. Das Modell basiert 
auf den wesentlichen, gemeinsamen Elementen existierender Leitliniensprachen 
und wurde um eine explizite Zielmodellierung ergänzt, so dass strategische Ziele 
von Entscheidungen und Aktivitäten dokumentiert werden können. Das Modell 
beinhaltet darüber hinaus Elemente zur Datenkommunikation und Automatisie-
rung in einem PDMS.  
 
Abbildung 41: Elemente des Leitlinienmodells 
Strategische Ebene
Ziele
Zielrelationen
Fachliche Ebene
Zustände, Entschei-
dungen, Aktivitäten
Abfolgerelationen
Bedingungen
Parameter, Werte
Systemebene
Funktionen
Daten
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In Abbildung 41 werden die Elemente des Leitlinienmodells und ihre Kategori-
sierung in drei Ebenen noch einmal dargestellt. 
Jede der drei Ebenen wurde beschrieben und es wurden Implementierungsmög-
lichkeiten auf Basis existierender Ansätze der Zielmodellierung im Requirements 
Engineering, der computerinterpretierbaren Leitliniensprachen und der Work-
flows gezeigt. 
 Als Grundlage für die Spezifikation der Elemente der strategischen Ebene 
dienen die Zielmodelle des TROPOS Projektes. Im Rahmen dieses Projek-
tes wurden qualitative und quantitative Analysewerkzeuge entwickelt, 
die in Zukunft für die Validierung und Ausführung des Prozessmodells 
genutzt werden können. 
 Die fachliche Ebene basiert auf den Strukturen und Elementen von GLIF, 
wurde jedoch um Aspekte flexibler Workflows erweitert. Insbesondere 
lassen sich neben Transitionen weitere Beziehungstypen und Abhängig-
keiten zwischen Prozesselementen definieren.  
 Für die Systemebene wurde das Muster von GLIF, die technischen Details 
in eigene Aktionsklassen zu verpacken (Action_Specification), beibehalten. 
Weitere Grundlage bilden Workflowsprachen (JPDL) und – insbesondere 
für die Datendefinition - der Kommunikationsstandard HL7. Es wurde 
ein einfaches, objektorientiertes Datenmodell zur Kommunikation mit der 
elektronischen Patientenakte im PDMS beschrieben (OlgaComm). 
Auf Basis dieser Implementierungsmöglichkeiten wurde ein Schema erstellt, für 
das Aspekte der Modellierung und Visualisierung diskutiert wurden. Dieses 
Schema dient als Ausgangspunkt für die Automatisierung, wie sie im Folgenden 
beschrieben wird. Das hier dargelegte Metamodell kann die Grundlage für die 
weitere Betrachtung von Leitlinienmodellen und deren Automatisierung bieten.  
Die gezeigten Verbindungen zwischen den Zielen und dem fachlichen Modell 
lassen sich auch auf andere Ansätze wie z.B. PROforma übertragen.  
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5 Implementierung des 
Leitlinienmanagementsystems 
Im Folgenden wird die Umsetzung eines Leitlinienmanagementsystems für die 
automatisierte Ausführung des Modells beschrieben. Dabei wird eine durchge-
hende Werkzeugkette geschaffen, die von der Formalisierung der Leitlinien über 
ein semi-automatisches Mapping bis zur Ausführung in einem Workflowmana-
gementsystem reicht. Die Ausführungsumgebung ist über HL7 an eine elektroni-
sche Patientenakte angebunden, wodurch sämtliche Patientendaten vollständig 
und zeitnah zur Verfügung stehen.  
Die Integration in ein PDMS ermöglicht die Einbettung des entscheidungsunters-
tützenden Systems in die Werkzeuge und Abläufe der klinischen Routine, indem 
die Patientenakte bzw. die Benutzeroberfläche des PDMS zur Kommunikation 
mit dem Benutzer verwendet wird.  
5.1 Klinischer Hintergrund und Voraussetzungen 
5.1.1 Patienten-Daten-Management-Systeme (PDMS) 
Seit Anfang der 80er Jahre werden Patienten-Daten-Management-Systeme 
(PDMS) zur Dokumentation eingesetzt. Die Systeme umfassen inzwischen wei-
testgehend alle administrativen und klinischen Daten wie die Medikation, klini-
sche Befunde sowie ärztliche und pflegerische Maßnahmen auf der Station, und 
bilden so die Prozesse der Pflege- und Therapieplanung ab (elektronische Patien-
tenakte).  
Während die frühen PDMS als Insellösungen betrieben wurden, verfügen viele 
aktuelle Produkte über standardisierte Schnittstellen – meist im HL7 Format 
(http://www.hl7.org, 18.2.2008) – zur Übernahme der Patienten-Stammdaten so-
wie verschiedener klinischer Befunde. PDMS beinhalten so den zentralen Daten-
fundus eines Patienten. Damit entsteht die Möglichkeit, ein aktives Unterstüt-
zungssystem auf Basis einer umfangreichen Faktenlage in den ärztlichen Ar-
beitsprozess zu integrieren.  
Ein Repräsentant eines PDMS ist das seit 1999 auf der Operativen Intensivstation 
des Universitätsklinikum Gießen und Marburg, Standort Gießen, implementierte 
Intensiv-Informations-Daten-Management-System ICUData (IMESO GmbH, 
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Hüttenberg). Auf der Station werden die vollständige Basis- und Verlaufsdoku-
mentation sowie auch die gesamte Therapie- und Pflegeplanung in dem PDMS 
durchgeführt. An jedem Patientenbett steht ein Terminal, das die Patientenakte 
des Patienten zeigt (Abbildung 42): Die Zeilen der Übersicht stehen für die ver-
schiedenen Parameter und Medikamente, in die auf einer horizontalen Zeitachse 
die zeitspezifischen Werte und Verordnungen des Patienten eingetragen werden. 
 
Abbildung 42: Benutzeroberfläche des PDMS (Krankenblatt) 
Das PDMS ist mit dem Vitaldatenmonitoring des einzelnen Patienten und dem 
Beatmungsgerät vernetzt und kommuniziert bidirektional über HL7 mit den kli-
nischen Informationssystemen. Es erfolgt ein automatischer Import der Diagno-
sen und Prozeduren sowie der Labor-, Radiologie- oder Mikrobiologiebefunde. 
Damit steht in dem PDMS eine Vielzahl der zur Auswahl und Einhaltung von 
Standardprozeduren benötigten Informationen zur Verfügung, die in Verbin-
dung mit einer Wissensbank eine teilautomatisierte Unterstützung zur Auswahl 
und Einhaltung von SOPs ermöglichen. 
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5.1.2 Klinisches Datenaustauschformat HL7 
Health Level Seven ist eine Organisation, die vom amerikanischen Nationalinsti-
tut für Standards (ANSI) akkreditiert ist. Sie umfasst auch Arbeitsgruppen, die 
sich beispielsweise mit der Normierung klinischer Datensätze oder der klini-
schen Entscheidungsunterstützung befassen (siehe auch Arden Syntax, Kapitel 
3.1.1 oder Expression Language GELLO, Kapitel 3.1.2). Seit 1987 gehört der von 
ihr definierte Standard HL7 zum Austausch von Daten zwischen Computern im 
Gesundheitswesen zu den wichtigsten klinischen Kommunikationsstandards.  
HL7 definiert die Syntax und die Semantik ausgetauschter Nachrichten, nicht je-
doch ihre Pragmatik, das heißt, die inhaltliche Weiterverarbeitung beim Empfän-
ger einer Nachricht. Daher sind HL7 basierte Systeme nicht per se kompatibel, 
sondern müssen entsprechend konfiguriert werden. Der Standard erlaubt darü-
ber hinaus die Definition eigener, proprietärer Nachrichtentypen.  
Den HL7 Kommunikationsstandard gibt es in zwei Versionen, die unterschiedli-
che Verbreitung gefunden haben: 
 Version 2.5 ist ein weitverbreiteter und von vielen kommerziellen Firmen 
umgesetzter Standard, der auf ASCII Segmenten basiert. Dies ist die in 
dieser Arbeit verwendete Version, da auch das Testsystem ICUData mit 
dieser Version operiert. 
 Version 3 ist eine XML-basierte Neudefinition, die neben den Daten auch 
ein objektorientiertes Datenmodell (Reference Implementation Model 
RIM) und die Definition von Prozeduren und Prozessen beinhaltet. Diese 
Version wird bisher jedoch noch nicht von Herstellern klinischer Informa-
tionssysteme unterstützt, wohl auch, weil sie inkompatibel zum bisheri-
gen Standard ist, und daher einen allmählichen Migrationsprozess un-
möglich macht. 
5.2 System Design 
Das in Gießen eingesetzte PDMS ICUData unterstützt eine modulare Datenve-
rarbeitungsumgebung. Die Nachrichtenkommunikation erfolgt über sogenannte 
„Kommunikations-Master“, die die Informationen im HL7 Standard von einem 
Modul zum anderen leiten. Immer wenn eine Oberflächenapplikation (bspw. das 
grafische Krankenblatt) auf einem Client gestartet wird, etabliert der jeweilige 
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Master eine Daten-Pipeline zu den Applikations-Servern der Datenbank und den 
Mastern anderer Clients (Abbildung 43).  
 
Abbildung 43: Architektur des PDMS ICUdata 
Jede Änderung in dem aktuellen Datenpool eines Patienten wird auf diese Weise 
gleichzeitig an die Datenbank wie auch an andere Clients mit dem geöffneten 
Krankenblatt des gleichen Patienten weitergeleitet (eventbasierte Kommunikati-
on). Ein einheitlicher Datenbestand eines Krankenblattes desselben Patienten, mit 
dem mehrere Personen an unterschiedlichen Clients gleichzeitig arbeiten, kann 
somit gewährleistet werden. Sowohl interne PDMS-Module als auch externe 
Programme können über diesen standardisierten Mechanismus über die Appli-
kations-Server mit der Datenbank kommunizieren.  
Die OLGA-Ausführungsumgebung ist ein solches externes Programm, welches 
über HL7 mit anderen Modulen und dem Datenserver des PDMS kommuniziert, 
alle Daten- und Eventströme empfängt und somit diese auf relevante Nachrich-
ten filtern kann.  
5.2.1 Client oder Server 
Es existieren zwei Möglichkeiten für die Installation der Ausführungsumgebung: 
lokale Ausführung, das heißt, je eine patientenspezifische Instanz läuft auf den 
Terminals neben jedem Krankenbett, oder als zentraler Server. In „bettseitiger“ In-
stallation kann die Ausführungsumgebung lokal auf alle aktuellen Patientenda-
ten zugreifen. Da sämtliche Datenkommunikation via IMESO Master über die 
zentrale Patientenakte abläuft, benötigt sie keine weitere Synchronisation mit 
anderen Klienten. Durch den dezentralen Aufbau des PDMS mit lokalen Servern 
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(Master) können Leitlinien ausgeführt werden, auch wenn die Verbindung zum 
Server abbricht. Dies ist die bevorzugte Variante bezüglich Anforderungen an 
die Zuverlässigkeit, die Ausfallsicherheit, die Skalierbarkeit und die Stabilität. 
Abbildung 44 zeigt die Systemarchitektur. In einem Leitlinieneditor wird die 
Leitlinie modelliert. Dabei wird in der aktuellen Version ein GLIF-Modell gela-
den oder neu erzeugt. Die Ausführungsumgebung (OLGA Execution Engine) 
enthält eine Datenbank aller Leitlinien. Sie verbindet sich mit Hilfe des Olga-
Comm Moduls (Greiser et al., 2007) über HL7 mit dem PDMS und registriert sich 
für alle Patienten. Die Indikationsbedingungen der Leitlinien werden ständig ge-
gen neue Patientendaten getestet und die Leitlinie gegebenenfalls aktiviert. Dar-
aufhin werden die spezifizierten Prozesse bzw. deren Entscheidungen und Akti-
vitäten sukzessive ausgeführt. Die Werkzeuge zum Übersetzen von Leitlinien- 
und Workflowmodellen und zur Visualisierung und Ausführung wurden in ei-
ner Anwendung namens OlgaShell zusammengeführt. 
 
Abbildung 44: Systemarchitektur  
Automatisch generierte Anweisungen, Empfehlungen und Nachfragen des Sys-
tems werden über HL7 verschickt und werden Bestandteil der Patientenakte. Bis 
auf die spezifische Alarmierung findet keine direkte Kommunikation der Aus-
führungsumgebung mit dem Endanwender statt, das heißt, Therapieempfehlun-
gen gemäß einer Leitlinie erfolgen für den Benutzer transparent über die Benut-
zeroberfläche des PDMS. Damit integriert sich die Benutzung in die normale Sta-
tionstätigkeit und ist für den Mediziner und das Pflegepersonal keine zusätzliche 
Anwendung. Der Leitlinieneditor soll auch als Betrachter für die Systemüberwa-
chung verwendet werden können, indem er den aktuellen Fortschritt in einem 
Prozessmodell visualisiert. 
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5.2.2 Direkte Ausführung oder Mapping 
Um formalisierte Leitlinien auszuführen, bieten sich prinzipiell zwei Möglichkei-
ten an: die direkte Ausführung oder die indirekte Ausführung durch Abbildung 
(Mapping) in ein anderes Prozessformat. 
 Bei der direkten Ausführung, wie sie z.B. die Guideline Execution Engine 
(GLEE) für GLIF realisiert (Wang et al., 2004), weist das Ausführungsmo-
dell den Elementen des Prozessmodells (Guideline_Steps) Zustände wie 
„active“, „prepared“, „started“ oder „finished“ zu und ermöglicht ein be-
nutzerdefiniertes Scheduling zwischen den Zuständen. Eine solche direk-
te Implementierung stellt sicher, dass alle Möglichkeiten und Elemente 
eines Standards unterstützt werden. Sie ist jedoch stets proprietär. Einen 
interessanten Ansatz verfolgte das Projekt GESDOR (Wang et al., 2003), 
das eine generische, virtuelle Maschine zur Ausführung verschiedener 
Standards zum Ziel hatte.  
 Bei der indirekten Ausführung werden die Leitlinienmodelle in ein Work-
flow-Format übersetzt. Die Ausführung durch eine Workflowengine kann 
auf etablierten Business Standards aufbauen und teilweise die schon vor-
handene Infrastruktur nutzen sowie gegebenenfalls mit anderen Anwen-
dungen transparent zusammenarbeiten. Zwar lassen sich viele Konzepte 
von Leitliniensprachen nicht oder nur sehr schwer durch Standardwork-
flowtechniken realisieren (z.B. eventbasierte Konzepte, Exceptions oder 
dynamische Adaptionen), jedoch können diese Probleme bei geeigneter 
Auswahl und Modellierung der Leitlinien teilweise vermieden werden. 
Daher erscheint die Ausführung durch Übersetzen in ein Workflowformat zu-
nächst sinnvoll. Zunächst deshalb, weil damit existierende und etablierte Konzep-
te und Werkzeuge wiederverwendet werden können, und somit schnell ein Pro-
totyp realisiert werden kann. Ein solcher Prototyp ist notwendig, um Aussagen 
zur Machbarkeit und dem Wert des Ansatzes treffen zu können (Proof-of-
concept). 
5.3 Leitlinienmanagement (OlgaShell) 
Für das Editieren, das Übersetzen des Prozessmodells in ein ausführbares Work-
flowformat und das Ausführen wurden Werkzeuge geschaffen, die in der Olga-
Shell zusammengeführt wurden. Daher beinhaltet die OlgaShell folgende Funk-
tionen und Module: 
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 Lesen und Visualisieren von Leitlinien in GLIF, die mit Protegé erstellt wur-
den. Dazu wird mit Hilfe der Protegé-API auf die GLIF-Datei zugegriffen 
(pprj-Datei), und die Elemente in einem Graphen visualisiert. 
 Lesen und Visualisieren von Leitlinien im Workflowformat. Prozessdefinitio-
nen, die in der Java Process Definition Language JPDL vorliegen, werden 
mit der JPDL-API geladen, und als Graf visualisiert.  
 Übersetzen von GLIF Modellen in das Workflowformat: Der in Kapitel 5.3.2.3 
beschriebene, semi-automatische Übersetzer wurde integriert. 
 Textuelles Editieren von JDPL Modellen zur Nacharbeitung der Überset-
zung. Insbesondere die durch den GLIF-Übersetzer generierten JPDL 
Modelle können in dem XML Editor der OlgaShell bearbeitet werden. 
Änderungen können wiederum im Graphen visualisiert werden. 
 Ausführen der Leitlinien in der Workflowumgebung und Überwachung sowie 
manuelle Änderung des Zustandes (Debugging). 
 
Abbildung 45: OlgaShell – fachliche Ebene mit Zielen 
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In Abbildung 45 wird die fachliche Sicht einer Leitlinie mit ihren Zielen darges-
tellt. Das angezeigte Modell ist ein in GLIF modellierter Beispielprozess, der aus 
Protegé importiert wurde. Man erkennt die vier Bereiche der OlgaShell: 
 Links werden in verschiedenen Listen und Bäumen die vorhandenen Da-
tenstrukturen dargestellt: Patienten, Leitlinien (Algorithmen, Elemente), 
Workflowinstanzen (Prozesse, Knoten, Token). 
 In der Mitte werden Leitlinien und Prozesse als Graphen visualisiert. 
 Rechts wird ein Überblick des Graphen gegeben und es können Eigen-
schaften der selektierten Objekte (aus der Übersicht links oder dem Gra-
phen) angezeigt und editiert werden.
 Unten ist eine Konsole, die über eine Skriptsprache Änderungen an Work-
flowinstanzen zulässt. 
Diese Einteilung ist konform zu gängigen Entwicklungsumgebungen und Pro-
zesseditoren.  
 
Abbildung 46: OlgaShell - Workflow 
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In Abbildung 46 wird die Workflow-Sicht gezeigt. Die formalisierte Leitlinie 
wurde in JPDL übersetzt und wird sowohl grafisch als auch als XML Quelltext 
dargestellt. Die Visualisierung wurde von der Farbgebung und der Gestaltung 
der Elemente an die der Leitlinien angelehnt. Zusätzlich wurden, wie in Kapitel 
4.5 beschrieben, Elemente der Business Process Modelling Notation BPMN (Ob-
ject Management Group, 2006) aufgegriffen. Damit können auch Eigenschaften 
wie Timeouts standardkonform visualisiert werden (eine Uhr auf der Begren-
zungslinie einer Aktivität mit Verbindung zu einer Aktivität, die im Falle des 
Timeouts gestartet werden soll).  
Wichtig für die Verständlichkeit ist das Layout des Graphen. Daher wurde für 
die Implementierung eine umfangreiche kommerzielle Graphenbibliothek23 ver-
wendet, die Layoutalgorithmen bietet, welche sich zur Visualisierung von Pro-
zessflüssen eignen. Dabei wurde sich gegenwärtig auf die angebotenen Grund-
layouts beschränkt, die sich jedoch in zukünftigen Versionen erweitern lassen. So 
lassen sich Constraints wie in erweiterten ereignisgesteuerten Prozessketten (wie 
in ARIS) realisieren: Fluss der Ereignisse und Aktivitäten von oben nach unten, 
Datenknoten links von Aktivitäten und Funktionenknoten rechts der Aktivitäten. 
5.3.1 Workflowmodell 
Zur Auswahl der geeigneten Workflowtechnologie (Standard und Werkzeuge) 
wurden die im Bereich der Workflowmodellierung bekannten Workflow Pat-
terns (van der Aalst, Kiepuszewski et al., 2003) herangezogen und mit verschie-
denen Leitlinien verglichen. 
Dazu wurden in Zusammenarbeit mit der Uniklinik Gießen neun Leitlinien (u.a. 
„Weaning“, „SIRS/Sepsis Therapie“, „akutes Koronarsyndrom“ und „intensivier-
te Blutzuckereinstellung“) modelliert. Diese Beispiele sind typische Handlungs-
empfehlungen aus der täglichen Routine und decken viele Varianten von Kont-
rollflüssen, Benutzerinteraktionen und Datenflüssen ab.  
Die gefundenen Ablaufmuster wurden zusammen mit der Mächtigkeit von GLIF 
bezüglich der Unterstützung dieser Pattern untersucht und mit möglichen Stan-
dards bzw. Werkzeugen zur Umsetzung der in GLIF modellierten Prozesse in 
den klinischen Workflow verglichen (Sedlmayr, Rose, Röhrig, und Meister, 2006). 
                                                   
23 yFiles der Firma yWorks, http://www.yworks.de, 8.4.2008 
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Tabelle 5 zeigt, welche Pattern gut (+) oder nicht (-) unterstützt werden, und wel-
che nur bedingt – sei es teilweise direkt oder durch äquivalente Alternativen – 
umsetzbar sind (+/-).  
Tabelle 5: Vergleich der Unterstützung von Workflowpattern in GLIF, XPDL, JPDL und WFE 
  Workflowpattern GLIF XPDL JPDL WFE 
1 Sequence  + + + + 
2 Parallel Split  + + + + 
3 Synchronization  + + + + 
4 Exclusive Choice  +/- + + + 
5 Simple Merge  +/- + + + 
6 Multi Choice  + + +/- + 
7 Synchronizing Merge  - + +/- + 
8 Multi Merge  + - +/- + 
9 Discriminator  - - +/- + 
9a N-out-of-M-join +   + + 
10 Arbitrary Cycles  + + + +/- 
11 Implicit Termination  + + + + 
12 MI without Synchronization  +/- + + +/- 
13 MI with a Priori Design Time Knowledge  +/- + + + 
14 MI with a Priori Runtime Knowledge (for) +/- - + + 
15 MI without a Priori Runtime Knowledge 
(while) 
+/- - + + 
16 Deferred Choice  + - + +/- 
17 Interleaved Parallel Routing  + - + +/- 
18 Milestone  +/- - + +/- 
19 Cancel Activity  +/- - +/- +/- 
20 Cancel Case  - - +/- +/- 
 
Betrachtet man z.B. den von der Workflow Management Coalition propagierten 
Standard XML Process Definition Language (XPDL V1.0) (WfMc), so zeigt sich, 
dass mehrere Konstrukte in GLIF nicht direkt in XPDL abgebildet werden kön-
nen. Zum Beispiel lässt sich Interleaved Parallel Routing (das heißt, die Ausfüh-
rung von Aktivitäten nacheinander in beliebiger Reihenfolge ohne Parallelität), 
wie sie im klinischen Ablauf modelliert werden müssen, nicht direkt nach XPDL 
übersetzen (GLIF: Branch_Step.any_order).  
Zum weiteren Vergleich wurden exemplarisch zwei bekannte Workflow-
Ausführungsumgebungen aus dem Java open-source Bereich24 herangezogen, 
die zur Umsetzung in OLGA verwendet werden können und keinem der in (van 
                                                   
24 Für eine umfangreiche Liste von Open-source Workflowengines in Java siehe 
http://www.manageability.org/blog/stuff/workflow_in_java, 5.12.2007 
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der Aalst, Kiepuszewski et al., 2003) bereits evaluierten Standards entsprechen. 
Zum einen ist dies OpenWFE25, das Workflows in einer XML-basierten an LISP 
angelehnten Semantik verwendet. Zum anderen JBPM der JBoss Gruppe26, das 
aufgrund seines minimalistischen, äußerst flexiblen und erweiterungsfähigen 
Ansatzes (Ausführung von Graphen) und der Möglichkeit der Integration in den 
führenden Java Enterprise Application Server der JBoss Gruppe interessant ist. 
Basierend auf diesen Ergebnissen wurde JPDL als Workflowsprache (bzw. damit 
auch JBPM als Ausführungsumgebung) für die durch die Leitlinien spezifizierten 
Workflows gewählt. 
5.3.2 Abbildung vom fachlichen Modell auf das technische Modell 
Es wurde ein eigens entwickelter Übersetzer in Java implementiert, der formali-
sierte Leitlinienmodelle (in GLIF) liest und als Prozessspezifikation in JPDL aus-
gibt. Diese Modelle lassen sich anschließend mit JBPM ausführen.  
5.3.2.1 Protegé, die GLIF-Modellierungsumgebung 
Protegé ist ein freier Ontologieeditor, der an der Fakultät für medizinische In-
formatik der Universität Stanford entwickelt wurde. Das Guideline Interchange 
Format GLIF wurde als Ontologie in Protegé spezifiziert. Es existiert bisher kein 
eigener GLIF-Editor, weshalb im Allgemeinen Protegé für GLIF-Leitlinien ver-
wendet wird. 
Abbildung 47 zeigt Protegé mit einer Leitlinie in GLIF. Der linke Baum zeigt eine 
Übersicht aller Klassen der GLIF-Ontologie. Wird eine Klasse gewählt, werden 
die Instanzen dieser Klasse in einer Liste rechts daneben dargestellt. Nach der 
Auswahl der Instanz werden im größten Bereich rechts davon die Eigenschaften 
der Instanz zum Editieren präsentiert. In der Abbildung wurde eine Instanz der 
Klasse Algorithm gewählt, welche als Flussdiagramm visualisiert wird. 
                                                   
25 http://www.openwfe.org, 8.4.2008 
26 http://www.JBoss.org, bzw. http://www.JBPM.org, 5.4.2008 
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Abbildung 47: Protegé, der Standardeditor für GLIF 
Protegé bietet Funktionen zum Lesen und Schreiben von Ontologien, welche zur 
Verarbeitung existierender und in Protegé modellierter Leitlinien genutzt wer-
den können (Tabelle 6). Grundlage sind Klassen, die Slots besitzen, die die Eigen-
schaften der Klasse beschreiben. So gibt es beispielsweise für fast alle Klassen ei-
nen Slot „name“ vom Typ „String“, der den Namen eines Objektes bzw. der In-
stanz einer Klasse, beinhaltet. 
Tabelle 6: Beschreibung relevanter API Eigenschaften von Protegé 
Element Beschreibung 
Knowledgebase Klasse der Ontologie. Die Knowledgebase 
enthält die Definition der Klassen und der In-
stanzen der Ontologie. 
Cls Die Klasse einer Ontologieklasse (Bsp: Guide-
line_Step). Klassen können von (mehreren) 
anderen Klassen abgeleitet sein). 
Slot Beschreibt eine Eigenschaft einer Klasse; er be-
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Element Beschreibung 
schreibt unter anderem den Namen, die er-
laubten Elemente und die Kardinalität gültiger 
Werte (Bsp: Name vom Typ String). 
Instance Klasse einer Instanz einer Ontologieklasse 
(Bsp: Guideline_Step_7). 
kb.getCls(<name>) Diese Methode liefert einen Zeiger auf die 
Klasse mit dem Namen <name>. 
cls.getInstances() Diese Methode liefert alle Instanzen der Klasse 
cls. 
kb.getSlot(<name>) Liefert einen Zeiger auf die Definition des 
Slots mit dem Namen <name>. 
instance.getOwnSlotValue(slot) Mit dieser Methode wird der Wert der Eigen-
schaft gelesen, die der angegebene Slot in der 
Instanz besitzt. 
 
Als generischer Ontologieeditor bietet Protegé allerdings keine GLIF spezifischen 
Funktionen, weshalb er die Modellierung von Leitlinien erschwert. Zum Beispiel 
sind bei der Definition einer Bedingung in einem Entscheidungsknoten über 10 
Unterfenster geöffnet (Sedlmayr, Rose, Röhrig, Meister et al., 2006). Zudem exis-
tieren mehrere Fehler, die ein Arbeiten zusätzlich behindern. So ist es beispiels-
weise möglich, Pfeile zur Anzeige der Nachfolge zu ziehen, die zwar als grafi-
sches Element vorhanden sind, jedoch nicht in die entsprechende Eigenschaft 
(z.B. „next_step“ eines Action_Step) eingetragen werden, wodurch die weitere 
programmatische Verarbeitung des Modells fehlschlägt. Zwar existieren Funk-
tionen für Konsistenzprüfungen in Protegé, jedoch müssen diese in einem zu-
sätzlichen Bearbeitungsschritt manuell korrigiert werden. Ein weiteres Problem 
ist die Auswahl von bereits existierenden Instanzen einer Klasse: Diese werden 
nicht im Kontext einer aktuellen Leitlinie angezeigt, sondern über die gesamte 
Ontologie, so dass sich der Benutzer beispielsweise in einer Auswahlliste zwi-
schen zehn „nein“ entscheiden muss und dabei nicht weiß, zu welchem Urs-
prungsobjekt jedes „nein“ gehört. Daher wurde mit der OlgaShell der Start eines 
GLIF-spezifischen Editors gemacht. 
Für die Verarbeitung von GLIF Leitlinien wurden in der OlgaShell zwei Ansätze 
verwendet. Im Ersten werden ausschließlich Protegé Funktionen verwendet, um 
das Modell zu lesen und mit ihm zu interagieren. Dies ist der historisch ältere 
Weg, der auch für das Mapping in das Workflowformat verwendet wird. In einer 
späteren Entwicklungsstufe wurde ein eigenes Klassenmodell in Java implemen-
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tiert, welches die Struktur von GLIF weitgehend kopiert. Leitlinien, die in Prote-
gé erstellt wurden, werden beim Einlesen in das dezidierte Java Modell kopiert. 
Die weitere Verarbeitung der Daten erfolgt anschließend auf Basis der Java-
Klassen. Dies hat neben der höheren Geschwindigkeit bei der Ausführung den 
Vorteil, dass Werte und Beziehungen direkt zugänglich sind und nicht über Slots 
und Werte abgefragt werden müssen.  
5.3.2.2 Elemente von JPDL 
Bevor das eigentliche Mapping beschrieben wird, sollen die Elemente von JPDL 
vorgestellt werden. In Abbildung 35 wurde bereits eine Übersicht der Klassen 
gegeben, Tabelle 7 zeigt noch einmal die wichtigsten Elemente und Attribute aus 
der XML-Definition für JPDL. Die genaue Definition kann in der Dokumentation 
von JPDL nachgelesen werden27. 
Tabelle 7: Beschreibung der Elemente in JPDL 
XML Element Beschreibung 
process-definition Wurzelelement der XML-Datei, die den Workflow 
beschreibt. 
swimlane Swimlanes des Prozesses, die für Aufgabenzuwei-
sungen (task) verwendet werden. 
start-state Startknoten des Prozesses. 
(end-
state|state|node|task-
node|process-
state|super-
state|fork|join|decision) 
Knotentypen der Prozessdefinition. Die gemeinsame 
Basisklasse ist node. Jedem node kann ein eigenes 
Verhalten hinzugefügt werden, das bei einem Ereig-
nis (event) wie node-enter oder node-leave ausgeführt 
wird. Das Verhalten wird entweder über Elemente 
wie action oder script oder über Implementationen ei-
ner speziellen Delegationsklasse spezifiziert. Es exis-
tieren eine Reihe vordefinierter Verhaltensweisen, 
die als eigenständige (von node abgeleitete) Klassen 
zur Verfügung stehen, z.B. fork, join oder decision. 
event Vorher festgelegte Ereignisse, die während der Aus-
führung auftreten können und auf die Reaktionen er-
folgen können (z.B. node-enter, timer-cancelled). 
(action|script|create-
timer|cancel-timer) 
Globale oder lokale Funktionen, die beim Auftreten 
eines Ereignisses ausgeführt werden. So wird die ac-
tion einer node bei Ankunft des Tokens (event=node-
enter) ausgeführt. 
task Global oder lokal definierte Tasks, die beispielsweise 
                                                   
27 http://docs.JBoss.com/JBPM/v3/userguide/JPDL.html#transition.element, 11.3.2008 
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XML Element Beschreibung 
von Aktionen referenziert werden können. 
exception-handler Handler, die auf die jeweils definierte Ausnahmebe-
dingung reagieren können (z.B. bei Fehlern in Dele-
gationsklassen). 
transition Transitionen definieren den Übergang von einem 
Knoten zum nächsten. Transitionen ohne Namen (At-
tribut ist nicht gesetzt) werden standardmäßig ge-
nommen. Bei Entscheidungen wird aus einer Liste 
der benamten Transaktionen gewählt. Zudem kön-
nen Transaktionen ebenfalls mit einer action versehen 
werden, die beim Beschreiten der Transition ausge-
führt wird. 
 
5.3.2.3 Mapping von GLIF nach JPDL 
Mit Hilfe der Protegé-API wird ein GLIF-Modell gelesen und sukzessive nach 
JPDL übersetzt. Für jeden Schritt einer Leitlinie (Guideline_Step) wird ein korres-
pondierender Knoten in der Prozessdefinition erzeugt. Nachfolgebeziehungen 
werden als Transitionen geschrieben. Somit erhält man ein Modell des Kontroll-
flusses, das JBPM ausführen kann. Die Interpretation von Entscheidungsregeln 
(Decision_Step) wird an eigens implementierte Klassen delegiert, die direkt auf 
dem GLIF-Modell operieren. Ebenso werden Ausführungsanweisungen (Acti-
on_Specification) durch spezifische Java Klassen mit Funktionen der Protegé API 
interpretiert. 
Das Vorgehen bei der Übersetzung lässt sich wie folgt zusammenfassen: 
 Die Datei der formalisierten Leitlinien in GLIF öffnen (*.pprj) 
 Für jede gefundene Leitlinie (algorithm): 
o Neue Prozessdefinition erzeugen. 
o Startschritt setzen (der first_Step des Algorithmus). 
o Für alle Schritte des Algorithmus: 
 Prozessknoten erzeugen. 
 Transitionen erzeugen. 
o Endschritt setzen (Transition von jedem Guideline_Step ohne aus-
gehende Verbindung). 
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In Abbildung 48 werden die möglichen Schritte eines Algorithmus in GLIF mit 
ihren Eigenschaften gezeigt. Manche Eigenschaften sind universell, wie bei-
spielsweise der Name oder Informationen zur Anwendung (didactic), während 
andere Attribute spezifisch zugeordnet sind, wie z.B. die Tasks eines Action_Steps. 
Die Zuordnung wird in blau angezeigt. 
 
Abbildung 48: Eigenschaften der GLIF-Elemente 
Farblich in der Kopfzeile hinterlegt sind die Spalten, die beim Mapping berück-
sichtigt werden, das heißt, die Funktion jedes dieser Attribute findet eine Ent-
sprechung in der Prozessdefinition. Dabei wird nicht jedes Attribut mit allen Op-
tionen (formal vollständig) abgebildet, sondern es werden nur die für die Bei-
spielleitlinien notwendigen Optionen verwendet.  
In kursiv erscheinen Elemente, die zur Automatisierung weniger relevant sind, 
so zum Beispiel die Metainformationen zur Didaktik mit Erklärungen zur fachli-
A
ct
io
n_
St
ep
Br
an
ch
_S
te
p
D
ec
is
io
n_
St
ep
Pa
ti
en
t_
St
at
e_
St
ep
Sy
nc
hr
on
iz
at
io
n_
St
ep
name
didactics
strength_of_evidence
strength_of_recommendation
next_step
branches
options
default_option_when_automatic
tasks
automatic_decision
triggering_events
iteration_info
order_constraint
decision_detail
exceptions
new_encounter
patient_state_description
continuation
duration_constraint
5 IMPLEMENTIERUNG DES LEITLINIENMANAGEMENTSYSTEMS 
140 
chen Anwendung und weiterführender Literatur oder strength_of_evidence als 
Hinweis auf die Güte der Leitlinie. New_encounter dient dem Auslösen eines Pro-
zesses beim Eintreffen eines neuen Patienten und kann leicht als Bedingung defi-
niert werden (new_encounter als eigenständiges Element dient nur der Verständ-
lichkeit).  
Für die Übersetzung von GLIF nach JPDL werden die Knoten von GLIF auf Kno-
ten in JPDL abgebildet, und die Eigenschaften in geeignete Attribute umgewan-
delt, sofern möglich. Das Mapping und die Implementierung wurden erarbeitet 
und in (Park, 2007) ausführlich dokumentiert. Daher soll an dieser Stelle nur auf 
die wesentlichen Aspekte und Unterschiede eingegangen werden. 
 Action_Step  Task-Node 
Die Abbildung der eigentlichen Aktivitäten ist relativ geradlinig. Bei der 
Ausführung des Action_Steps werden die in ihm spezifizierten Acti-
on_Specifications abgearbeitet. Dies kann durch einfache Übersetzung in 
eine Task-Node realisiert werden. Dabei können die verschiedenen Klassen 
von Action_Specifications über Prozessteilnehmer (vgl. Swimlanes) simu-
liert werden: Programming_Oriented_Action_Specifications (Lesen und 
Schreiben von Daten, Erzeugen eines Events, Aufruf eines Unterprozes-
ses) werden durch technische Services abgedeckt (z.B. ein HL7 Kommu-
nikationsservice) wohingegen Medically_Oriented_Action_Specifications 
durch Benutzeragenten ausgeführt werden. 
 Decision_Step  Decision 
Entscheidungen werden in GLIF über verschiedene Wege realisiert: Über 
Ardenmacros, Entscheidungsbäume oder Subguidelines werden Parame-
ter bestimmt. Diese Parameter und weitere Patientendaten werden von 
Bedingungen der Options (Transitionen) ausgewertet, so dass der ersten 
oder jeder Option gefolgt wird, deren Bedingung wahr ist.  
Ähnliche Möglichkeiten bieten sich auch bei JPDL. Decisions besitzen ei-
nen DecisionHandler, der den Namen der zu wählenden Transaktion be-
stimmt. Alternativ können Transitionen mit einem condition Element an-
notiert werden, so dass die erste Transition aus einer Menge gewählt 
wird, deren Bedingung wahr ist. Allerdings wird immer nur genau eine 
Transition gewählt. Daher müssen nicht-deterministische Entscheidun-
gen, das heißt, es wird einer beliebigen Menge ausgehender Transitionen 
gefolgt, durch eigene Knotentypen implementiert werden. Daher wurde 
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für die Ausführungsumgebung ein eigener DecisionHandler implementiert 
und auf die Nutzung des Decision Kotens in JPDL verzichtet. 
Nach der Dokumentation von JPDL soll der decision Knoten nur für Ent-
scheidungen verwendet werden, die das System automatisch trifft. Ma-
nuelle Entscheidungen sollen über states und task-nodes realisiert werden. 
Durch die Verwendung eines eigenen Handlers ist dieser Unterschied ir-
relevant. 
 Branch_Step  Fork 
Die unbedingte Verzweigung der Ausführung kann (fast) direkt abgebil-
det werden. Lediglich der order_constraint (PARALLEL oder 
ANY_ORDER) ist im Workflowformat nicht abzubilden. Dies stellt für die 
Ausführung jedoch kein Problem dar: Der Workflow einer Leitlinie wird 
im Allgemeinen nicht direkt ausgeführt, sondern es werden die Aktivitä-
ten aller Stränge angeordnet und das Scheduling wird durch das medizi-
nische Personal bei der Durchführung der Anordnungen inhärent vorge-
nommen. 
 Synchronization_Step  Join 
Ähnlich zum Branch verhält es sich auch beim Synchronization/Join. Die 
Vereinigung mehrerer Ausführungsstränge wird abgedeckt. Allerdings 
besitzt der Join in JPDL kein Konzept zur direkten Abbildung der conti-
nuation Bedingung (z.B. 2 von 3 Token müssen vorhanden sein). Sollte ei-
ne Bedingung spezifiziert sein – was in den modellierten Beispielen nicht 
der Fall war – so kann dies über eine eigene Implementierung eines alter-
nativen join Knotens realisiert werden. 
 Patient_State_Step  TaskNode/Node (State) 
Ein Patient_State_Step dient dem Warten auf das Eintreten der mit ihm 
verknüpften Bedingungen (oder der Dokumentation eines erreichten 
Zwischenzustandes). Genau dieses Warten erfüllt der State-Knoten in 
JPDL. Allerdings erfolgt das Auswerten der Bedingungen nicht automa-
tisch, sondern der Token muss manuell freigegeben werden, das heißt, 
der Workflow muss durch eine externe Aktivität wieder angestoßen wer-
den. 
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Da die Ereignisse, die zum Fortsetzen des Workflows führen, stets extern 
gesteuert sind (z.B. Bedingungen, die an Patientenparameter geknüpft 
sind) bietet es sich an, die Zustände durch TaskNodes/Nodes abzubilden. 
Damit werden die Funktionen des Workflowsystems genutzt, indem die 
Ausführungsumgebung den Task in die Todo-Liste eines Agenten (über 
Swimlane/Process Participant) stellt, der den Task auszuführen und zu be-
stätigen hat. Anschließend wird die Ausführung fortgesetzt. 
Tabelle 8 zeigt die Eigenschaften der einzelnen Knoten in GLIF und ihre Entspre-
chung in JPDL.  
Tabelle 8: Mapping der Eigenschaften von GLIF Knoten in JPDL Elemente und Attribute 
GLIF Beschreibung JPDL 
Name  name 
Didactics nicht-funktionale Eigen-
schaften (Metadataten), 
die zur Automatisierung 
nicht notwendig sind 
- 
strength_of_evidence 
strength_of_recommendat
ion 
next_step Angabe des logisch fol-
genden Guideline_Step 
transition 
branches Liste von Transitionen ei-
ner unbedingten Verzwei-
gung (Branch) 
transition 
options bedingte Transition als 
Ergebnis einer Entschei-
dung 
benamte, bedingte 
transition einer decision 
default_option_when
_automatic 
ausgehende Transition ei-
ner nicht-manuellen Ent-
scheidung, wenn keine 
andere Option zutrifft 
transition 
tasks Action_Specification zur 
Implementierung eines 
Action_Step 
tasks innerhalb einer 
task-node 
automatic_decision Angabe, ob die Entschei-
dung rein automatisch ge-
troffen werden darf, oder 
ob eine manuelle Bestäti-
gung notwendig ist. 
automatische Ent-
scheidungen werden 
als Decision abgebil-
det, manuelle als 
TaskNode 
triggering_events auslösendes Ereignis, 
meist End_of_Previous_Step 
nur die Beendigung 
triggert 
iteration_info wiederholte Ausführung keine direkte Entspre-
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GLIF Beschreibung JPDL 
(spezifiziert durch Anzahl 
Iterationen oder Abbruch-
bedingung) 
chung, kann über 
Schleifen realisiert 
werden. 
order_constraint PARALLEL oder 
ANY_ORDER 
nicht vorhanden 
decision_detail Verweis auf ein Macro 
oder Entscheidungsbaum 
als Grundlage einer Ent-
scheidung 
wird durch einen De-
cisionHandler imple-
mentiert 
exceptions Ausnahmebedingung (z.B. 
Zeitüberschreitung) 
Zeitüberschreitungen 
können über einen ti-
mer realisiert werden 
new_encounter Ereignis: ein neuer Patient 
(als Trigger) 
nicht notwendig 
patient_state_description Bedingungen, die einen 
Zustand beschreiben, bei-
spielsweise als Indikation 
einer Leitlinie oder zur 
Dokumentation eines Mei-
lensteins 
Teil eines state, der 
auf das Eintreten ei-
ner Bedingung wartet. 
continuation Bedingung für die syn-
chronization – z.B. warten 
auf mind. 2 von 3 einge-
henden Pfaden 
keine Entsprechung, 
da der join stets auf al-
le Token wartet 
 
Abbildung 49 zeigt den Java Code zweier Funktionen des Mappingassistenten. 
Die erste Funktion bildet eine Instanz der Klasse Action_Step ab. Es wird ein 
neues XML-Element für die Prozessdefinition erzeugt, die von Typ node ist und 
als eindeutigen Bezeichner die Id der Instanz in GLIF bekommt. Die einzig aus-
gehende Verbindung eines Action_Step wird in next_step spezifiziert, die als 
Transition der Prozessdefinition abgebildet wird. Ein Action_Step kann eine Liste 
von Aufgaben umfassen, die als Action_Specifications modelliert wurden.  
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Abbildung 49: Auszug aus dem Java Code des Mappingassistenten 
Für die Übersetzung in einen Prozess bieten sich zwei Möglichkeiten an: Hier 
gewählt wurde die Implementierung einer Delegationsklasse (bpm.handler.Action
StepHandler) für node, die die Einzelaktivitäten direkt aus der Definition des Acti-
on_Steps liest und direkt ausführt. Damit lassen sich die Elemente von GLIF un-
mittelbar umsetzen, jedoch müssen Aspekte der Persistenz und Unterbrechung 
langer Aktivitäten selbst implementiert werden. Eine weitere Möglichkeit, die in 
einer späteren Implementierung gewählt wurde, übersetzt die Acti-
on_Specifications in Tasks einer JPDL task node. Damit werden die Tasks vom 
Workflowsystem verwaltet.  
Die Ausgabe des Mappingassistenten sind Prozessdefinitionen in JPDL. Dabei 
wird für jede Leitlinie (bzw. Algorithm) eine XML-Datei erzeugt, deren Name 
identisch ist mit dem Namen der Leitlinie.  
Abbildung 50 zeigt den Beginn einer so erzeugten Prozessdefinition. Die Pro-
zessdefinition besteht aus einer Liste von Knoten (node), die über ihre Transitio-
nen in Verbindung stehen. Im Knoten Beatmungsstatus erheben sieht man, wie die 
Delegationsklasse GetInputAction aufgerufen wird, um auf das Eintreffen einer 
HL7 Nachricht zu warten, die einen Wert für die Variable beatmungsstatus für 
den Patienten mit id=12345 enthält. In der Transition ja des Entscheidungskno-
   5.3 LEITLINIENMANAGEMENT (OLGASHELL) 
 145 
tens Beatmungsstatus ok? erkennt man, dass eine Bedingung (condition) annotiert 
ist, so dass der Transition nur gefolgt wird, wenn die Bedingung wahr ist. Die 
Syntax ist vom Workflowsystem vorgegeben und prüft den Wert der Variable be-
atmungsstatus wie er zuvor im Knoten Beatmungsstatus erheben gesetzt worden ist. 
 
Abbildung 50: Ausschnitt einer Leitlinie in JPDL 
In Bezug auf die drei Modellierungsebenen in GLIF (Peleg, Boxwala et al., 2004) 
wird damit das Flussdiagramm der obersten Ebene (conceptual Layer) in den 
Workflow übersetzt, wohingegen die Details (Entscheidungen, Datenkommuni-
kation) des computational und implementable Layers an zusätzlich implemen-
tierte Java Klassen – auf Basis des Delegationsmechanismus in JPDL – delegiert 
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werden, die das Workflowsystem (JBPM) aufruft. Anders ausgedrückt: Die semi-
automatische Abbildung von GLIF nach JPDL verwendet JPDL hauptsächlich für 
die Implementierung des Kontrollflusses.  
Die übersetzten Workflows wurden zudem stets in einer zweiten Phase manuell 
nachbearbeitet, bei der zusätzliche Elemente von Bedingungen durch JPDL Ele-
mente ersetzt wurden. Durch eine solche Ersetzung wird der resultierende 
Workflow unabhängiger von GLIF-spezifischen Klassen und die Mechanismen 
der Workflow Ausführungsumgebung greifen effektiver (z.B. zur Speicherung 
des Prozesszustandes müssen proprietäre Klassen ein Suspend / Resume-
Verhalten nachprogrammieren). So können Patientenparameter als Prozessva-
riable eingeführt werden, die in condition Elementen verwendet werden können. 
Teile der Entscheidungslogik in GLIF werden dadurch in der Expression Lan-
guage von JPDL abgebildet und vom Workflowsystem ausgeführt.  
Es hat sich für Beispielleitlinien gezeigt, dass sich die darin verwendeten Kont-
rollstrukturen von GLIF Modellen relativ leicht nach JPDL übersetzen lassen 
(Kapitel 6.2.3). Experimente mit XPDL sowie Literaturstudien (z.B. (Huser et al., 
2006)) zeigen, dass dies ebenso für andere Workflowsprachen gilt. 
5.3.3 Komponenten der Ausführungsumgebung 
Die Ausführungsumgebung, die im Rahmen von OLGA implementiert wurde, 
besteht aus der JBPM Workflow Engine, die um spezifische Module (Action De-
legates und Handler) erweitert wurde. Diese implementieren sowohl die Aus-
wertung der Kriterien anhand der in GLIF spezifizierten Bedingungen als auch 
die Kommunikation mit dem PDMS über HL7. 
Die Java Business Process Management Framework der JBoss Gruppe ist eine 
flexible und erweiterbare Ausführungsumgebung für Workflows (open-source 
Workflow Engine). Die Prozessmodelle werden in der Java Process Definition 
Language JPDL spezifiziert. Das zugrundeliegende Prozessmodell lässt sich 
leicht um eigene Knotentypen erweitern und erscheint dadurch als Basis für eine 
Ausführungsumgebung interessant. JBPM lässt sich zudem mit dem Applikati-
onsserver von JBoss sowie mit anderen relevanten Werkzeugen wie der Rule En-
gine Drools (zur Auswertung von Entscheidungsbäumen) und dem Persistenz-
framework Hibernate (für lokale Datencaches) kombinieren. 
In JPDL erstellte Prozessdefinitionen werden als Modell in die Datenbank der 
Ausführungsumgebung gespeichert (deployed); dies ist eine der Funktionen der 
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OlgaShell. Wird ein Prozess gestartet, erzeugt die Workflowengine eine Instanz 
des Modells und beginnt die Ausführung im Startknoten (start-node). Die Funk-
tionen und Abläufe können in der Dokumentation von JBPM28 nachgelesen wer-
den. 
Wie bereits in Kapitel 5.3 beschrieben, ist die Workflowengine für den Kontroll-
fluss zuständig, während die technische Umsetzung der fachlichen Aktivitäten 
teilweise an eigens implementierte Delegationsklassen übergeben wird. 
 
Abbildung 51: Kommunikation der Workflowkomponente mit dem PDMS 
In Abbildung 51 wird der typische Ablauf einer Kommunikation der Workflow-
komponente mit dem PDMS dargestellt. Viele Aktivitäten einer Leitlinie benöti-
gen Daten aus der Patientenakte oder vom Benutzer, andererseits werden Emp-
fehlungen über HL7 in die Patientenakte geschrieben. Dazu erzeugt die Work-
flowkomponente sogenannte Tasks, das heißt, Arbeitseinheiten, die in die Work-
list einer ausführenden Einheit (System oder Benutzer) gestellt werden. Bei JBPM 
werden die Tasks nicht automatisch ausgeführt, sondern müssen von den jewei-
ligen Akteuren selbst ausgelesen werden. Dazu wurde ein Dienst implementiert, 
der in regelmäßigen Abständen die anliegenden Tasks ausliest und abarbeitet. 
Der Dienst erzeugt für jede auszuführende Aktion einen HL7WaiterJob oder 
                                                   
28 http://docs.JBoss.com/JBPM/v3/userguide/, 8.4.2008 
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HL7WriterJob, der die gewünschten Daten vom PDMS anfordert oder die ange-
gebenen Parameter schreibt. Nach der abgeschlossenen Aktion beendet sich der 
Worker und der Task wird auf bearbeitet (done) gesetzt, was die Fortsetzung des 
Workflows bewirkt.  
Abbildung 52 zeigt den Java-Code des HL7WriterJobs. Es werden die notwendi-
gen Parameter aus dem Ausführungskontext gelesen (eine Funktion der Ausfüh-
rungsumgebung), ein neuer ObservationReport mit einem ObservationResult er-
zeugt und an das PDMS gesendet (OlgaComm verschickt beim Speichern auto-
matisch die erzeugte HL7 Nachricht). 
 
Abbildung 52: Delegationsklasse, die eine HL7 Nachricht verschickt 
Um folgende wesentliche Klassen wurde die Ausführungsumgebung ergänzt: 
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 HL7ReaderJob: Liest Daten aus der elektronischen Patientenakte des 
PDMS. Dabei wird gegebenenfalls gewartet, bis die Daten vorhanden 
sind (blockierend). 
 HL7WriterJob: Schreibt Daten in die elektronische Patientenakte. 
 HL7WaiterJob: Wartet solange, bis eine spezifische HL7 Nachricht auftritt, 
das heißt, bis eine spezifizierte Bedingung erfüllt ist. 
 GLIFDecisionHandler: Zwei Möglichkeiten des Mappings der Entschei-
dungslogik gibt es: 
o Mapping der Kriterien des fachlichen Modells (z.B. GLIF) auf die 
Möglichkeiten des Workflowsystems (JPDL Expressions). 
o Implementierung eines DecisionHandlers, der direkt die im fachli-
chen Modell spezifizierten Kriterien auswertet. 
Beide Möglichkeiten des GLIFDecisionHandlers wurden realisiert. Dabei zeigt 
sich, dass das Mapping auf die Möglichkeiten der Workflowengine nur für einfa-
che Entscheidungen (z.B. Wertebereichsabfragen) geeignet ist. Komplexe medi-
zinische Logik, wie beispielsweise die Gewichtung unterschiedlicher Argumente, 
sollte über die Möglichkeiten der fachlichen Ebene evaluiert werden. 
Für eine komplette Teststellung besteht die Ausführungsumgebung aus folgen-
den Komponenten: 
 Workflowengine (JBPM): Prozesse werden in JPDL spezifiziert und als 
XML Datei eingelesen (deploy). Die Workflowengine speichert die Mo-
delle in einer Datenbank, die auch die Instanzen der Modelle beinhaltet. 
Die Engine führt nicht nur den Prozess schrittweise aus, sondern kann 
über einen Persistenzdienst auch Prozessinstanzen pausieren und später 
wieder fortsetzen. Ein Webinterface zum Monitoring der Instanzen wird 
im Rahmen der Administrationsdienste gestellt. 
 OlgaComm: Die entwickelte Bibliothek OlgaComm realisiert eine Kom-
munikation über HL7 mit dem PDMS. Grundlage bildet ein vereinfachtes 
Datenmodell, welches sich an den HL7 Standard anlehnt und objektorien-
tierten Zugriff auf die Patientendaten ermöglicht. Insbesondere über-
nimmt OlgaComm das Erstellen (Marshalling) und Auslesen (Demarshal-
ling) der HL7 Nachrichten. Zur effektiveren Kommunikation benutzt Ol-
gaComm einen lokalen Cache der erzeugten Javaobjekte, denn die Dauer 
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der Kommunikation mit dem PDMS kann bei umfangreichen Abfragen 
im Bereich von wenigen Sekunden bis zu mehreren Minuten liegen, was 
für eine zeitnahe Ausführung der Workflows nicht genügt. Außerdem 
werden viele Daten mehrfach gelesen, so dass ein erneuter Zugriff via 
HL7 vermieden werden kann. 
 Scheduler: Die von der Workflowengine erzeugten Tasks werden aus der 
Worklist ausgelesen und sukzessive abgearbeitet. Die Verwendung eines 
eigenen Schedulers erlaubt die Verwendung komplexer Zeitparameter 
und auch die wiederholte Ausführung. Insbesondere können abgebro-
chene Jobs wiederaufgenommen werden, bis sie fertiggestellt wurden. 
Die Jobs nutzen OlgaComm, um mit dem PDMS über HL7 zu kommuni-
zieren. 
5.3.3.1 Verwendete Bibliotheken 
In Tabelle 9 werden die wichtigsten Fremdbibliotheken und Frameworks aufge-
listet, die bei der Implementierung verwendet wurden. 
Tabelle 9: Verwendete Softwarekomponenten  
Bibliothek Beschreibung 
JBPM-3.1.3 Java Business Process Management (open-source) 
http://www.JBPM,org, 13.3.2008 
Ausführungsumgebung für Prozesse, die in JPDL definiert 
worden sind. Es enthält vielfältige Komponenten zur Spei-
cherung und verteilten Ausführung von Prozessen in Appli-
kationsservern. 
quartz-1.6.0 Job Scheduler (open-source) 
http://www.opensymphony.com/quartz/, 13.3.2008 
Scheduler für in Java definierte Jobs. Jobs können mit komp-
lexen zeitlichen Bedingungen (Iteration etc.) oder konditio-
nalen Bedingungen (abhängig von Werten) versehen wer-
den. 
yfiles-2.4.3 Graphenbibliothek (kommerziell) 
http://www.yworks.de, 8.4.2008 
Bibliothek mit Datenstrukturen und Algorithmen zur Verar-
beitung von Graphen. Insbesondere bietet sie sehr umfang-
reiche Funktionen zur Visualisierung und automatischen 
Anordnung (Layout). 
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Bibliothek Beschreibung 
jide-1.9 Benutzerinterfaces (kommerziell29) 
http://www.jidesoft.com, 8.4.2008 
Umfangreiche Bibliothek für die Gestaltung von Benutzer-
interfaces, u.a. für Menüs, Fenster und Sichten (dockable 
frames) und Oberflächenelemente (Tabellen, Buttons etc.).  
protege-3.3 Ontologieeditor und –bibliothek (frei) 
http://protege.stanford.edu, 8.4.2008 
Die Spezifikation von GLIF liegt als Ontologie in Protegé 
vor. Ebenso ist Protegé der einzige Editor für Leitlinien in 
GLIF. Daher wurde Protegé genutzt, diese Ontologie und de-
ren Instanzen zu lesen und in OlgaShell zu verarbeiten. 
JBoss-cache-
2.0.0.GA 
Framework zur Implementierung von Caches (open-source). 
http://www.JBoss.com, 8.4.2008 
Der Cache wird von OlgaComm genutzt, um die Patienten-
daten, welche von PDMS gelesen wurden, zwischenzuspei-
chern. 
hapi-0.5.1 HL7 Parser und Kommunikation (open-source) 
http://hl7api.sourceforge.net/, 8.4.2008 
Lowlevel Kommunikationsframework und HL7 Parser für 
den Datenaustausch mit dem PDMS, Grundlage für Olga-
Comm. 
 
5.4 Zusammenfassung 
In diesem Kapitel wurde die Implementierung einer Ausführungsumgebung für 
formalisierte Leitlinien beschrieben. 
Die Grundlage der Automatisierung bildet ein modulares PDMS, das über eine 
HL7 Schnittstelle den lesenden und schreibenden Zugriff auf eine elektronische 
Patientenakte ermöglicht. Die Ausführungsumgebung bindet sich als weiteres 
Modul in das PDMS ein und nutzt zur Interaktion mit dem Benutzer ausschließ-
lich die Patientenakte und damit das Interface des PDMS. 
Die Basis der Ausführungsumgebung bildet eine open-source Workflowengine 
in Java (JBPM). Damit können für die Erstellung und Ausführung der Prozess-
modelle grundlegende Kontrollstrukturen und Dienste zur Persistenz langer Ak-
tivitäten oder Delegation von Aktivitäten genutzt werden. 
                                                   
29 Die Firma JideSoft stellte freundlicherweise eine kostenlose Lizenz ihrer Bibliothek für 
die Verwendung im Rahmen dieser Arbeit zur Verfügung.  
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Es wurde ein Mappingassistent geschaffen, der formalisierte Leitlinie liest und in 
ein ausführbares Workflowformat übersetzt. Exemplarisch wurde dies für in 
GLIF formalisierte Leitlinien und das Workflowformat JPDL durchgeführt. 
Für die Darstellung der Leitlinien- und Workflowmodelle wurden grafische Edi-
toren implementiert, die eine visuelle Beurteilung durch verschiedene Layoutal-
gorithmen erlauben. Der grafische Editor ermöglicht zudem das Nacharbeiten 
der erzeugten Workflowspezifikation. Die Workflows können in die Ausfüh-
rungsumgebung exportiert werden. Ferner ist es möglich, laufende Instanzen des 
Workflows zu beobachten und zu manipulieren.  
Das gewählte Vorgehen bei der technischen Implementierung ist geprägt von der 
Notwendigkeit eines operativ einsetzbaren Prototypen. Daher wurde in dieser 
Version der Ausführungsumgebung bewusst auf die Nutzung alternativer Work-
flowtechnologien verzichtet. 
Die implementierten Werkzeuge wurden operativ getestet und eingesetzt, wie 
im folgenden Kapitel gezeigt wird. 
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6 Evaluation 
Bisher wurde ein Modell für medizinische Leitlinien entwickelt und die Imple-
mentierung eines Managementsystems zur Ausführung beschrieben. In diesem 
Kapitel wird im Sinne der Evaluation gezeigt, wie die Leitlinien erfolgreich in ei-
ner anästhesiologischen Intensivstation automatisiert wurden. Die Evaluation 
des Ansatzes und der Umsetzung wurde mit klinischen Partnern im Rahmen des 
DFG-geförderten Forschungsprojektes Online Guideline Assist (OLGA) durchge-
führt. 
6.1 Formen der Evaluation 
Der Begriff der Evaluation (lat. Bewertung) beschreibt nach (Uhl, 1999) eine weit 
gefächerte Klasse von Tätigkeiten des wissenschaftlichen Handelns über die rei-
ne Wirksamkeitsprüfung hinaus. Es wurden verschiedene Klassifikationssysteme 
für die verschiedenen Typen der Evaluation entwickelt, die in (Uhl, 1999) darges-
tellt werden.  
Die Evaluation von Software kann grundsätzlich während ihrer Entstehung 
(formativ) oder nach Fertigstellung bei ihrem Einsatz (summativ) erfolgen: 
 Ziel der formativen Evaluation ist es, die Gestaltung des Evaluationsge-
genstandes zu begleiten und zu verbessern. Sie wird insbesondere wäh-
rend der Konzeption und Entwicklung von Software eingesetzt, denn hier 
können Anwender und Experten frühzeitig ihre Expertise einbringen und 
das Endergebnis entscheidend beeinflussen. Insbesondere ist sie die 
Wahl, wenn die Erstellung des einsatzfähigen Resultates zu zeitaufwen-
dig oder teuer ist. 
 Ziel der summativen Evaluation (Evaluation der Wirksamkeit bzw. der Ef-
fizienz) ist es, eine zusammenfassende Bilanz zu ziehen. Im Falle der 
Software bedeutet die summative Evaluation die Bewertung, ob der Ein-
satz der Software die erwünschten Ergebnisse gebracht hat. Vorausset-
zungen für die summative Evaluation bzw. auch den Wirksamkeitsnach-
weis sind ein funktionierendes Produkt und die Möglichkeit, dieses über 
einen Testzeitraum zu beobachten.  
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Für diese Arbeit stellen sich besonders die formative Evaluation als der summa-
tiven vorausgehend (Scriven, 1966) sowie eine explorative Prüfung als Basis für 
weitere Forschung (Popper, 1976) heraus. 
Da bisher kein Einsatz der Entwicklungen bzw. Software über einen längeren 
Zeitraum oder am Patienten möglich war, wurden die Thesen dieser Arbeit for-
mativ evaluiert. Grundlage dabei ist die Annahme, dass sich Schwachstellen früh 
im Entwicklungsprozess zeigen. Daher gilt es, die Ansätze und Elemente eines 
Entwurfes bereits frühzeitig in der Entwicklung zu optimieren.  
Dazu wurden Methoden angewendet, die mit kleinen, explorativen Tests zur 
Verbesserung und Bestätigung des Ansatzes beitragen, beispielsweise Diskus-
sionen, Interviews und Fragebögen. Sie werden vor allem während der Konzep-
tionsphase und Realisierungsphase angewendet und geben Feedback von An-
wendern und Experten zu Fragestellungen, die im weiteren Vorgehen berück-
sichtigt wurden. Damit entsprechen sie auch den Methoden des Software Engi-
neerings und insbesondere der agilen Softwareentwicklung, bei der frühe Rück-
meldungen und ständiger Kundenkontakt gefordert werden (Beck, 2000). 
Gegenstand der nun folgenden Evaluation sind das Modell und die Ausfüh-
rungsumgebung.  
6.2 Forschungsprojekt Online Guideline Assist (OLGA) 
Ziel des Projektes Online Guideline Assist (OLGA) ist die Unterstützung medizi-
nischer Prozesse durch ein wissensbasiertes und prozessorientiertes Assistenz-
system in der Intensivmedizin. Das Projekt wurde 2005-2007 von dem Fraunho-
fer-Institut für angewandte Informationstechnik (FIT) in Kooperation mit der 
Klinik für Anästhesiologie, Intensivmedizin und Schmerztherapie der Justus Lie-
big Universität in Gießen durchgeführt und von der Deutschen Forschungsge-
meinschaft DFG unter RO 3053/1-1 und RO 2030/2-1 gefördert. 
Der Ansatz im Projekt bestand darin, vorhandene Leitlinien zu sichten, sie anzu-
passen und zu formalisieren, sie in einer Ausführungsumgebung zu automatisie-
ren und den Effekt der Unterstützung zu messen. Bei der Realisierung sollten 
existierende Standards zur Formalisierung und Automatisierung bewertet und 
so weit wie möglich genutzt werden, das heißt, der Fokus liegt auf dem lauffähi-
gen System. 
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In der Intensivmedizin werden kritisch kranke Patienten überwacht und behan-
delt. Intensivpatienten besitzen meist mehrere Erkrankungen oder Verletzungen, 
die häufig einen Ausfall lebenswichtiger Organsysteme zur Folge haben, der 
durch Unterstützungs- und Ersatzverfahren – wie z.B. kreislaufunterstützende 
Therapien, künstliche Beatmung, Nieren- oder Leberdialyse – zeitweise kompen-
siert werden muss. 
Abbildung 53 zeigt einen typischen intensivmedizinischen Arbeitsplatz (hier der 
anästhesiologischen Intensivstation der Universitätsklinik Gießen): Ein Patient ist 
umgeben von einer Vielzahl medizintechnischer Geräte, die der Überwachung 
und der Therapie dienen. Zusätzlich ist hier ein Terminalarbeitsplatz für das 
PDMS am Bett, an dem der Arzt elektronische Verordnungen treffen kann. 
 
Abbildung 53: Integrierter Intensivarbeitsplatz in Gießen mit Vitaldatenüberwachung, Beatmungsgerät und 
Patienten-Daten-Management-System 
6.2.1 Beispielleitlinie: Entwöhnung von der Langzeitbeatmung 
In Deutschland wurde gemeinsam vom Berufsverband Deutscher Anästhesisten 
(BDA) und der Deutschen Gesellschaft für Anästhesiologie und Intensivmedizin 
(DGAI) eine SOP-Tauschbörse für ihre Mitglieder im Internet zur Verfügung ge-
stellt. Der klinische Partner in Gießen untersuchte insgesamt 23 Standard Opera-
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ting Procedures und Leitlinien aus diesem Forum hinsichtlich ihrer Formalisier-
barkeit als Workflow in GLIF und beurteilte deren Automatisierbarkeit (Meister 
et al., 2006). Beispiele für die modellierten Leitlinien sind: 
 Medikamenteninteraktion Kalium: Wenn Insulin oder ein Schleifendiure-
tikum verordnet wurde, muss der Kaliumwert des Patienten überwacht 
werden und bei niedrigen Werten gegebenenfalls ein Kaliumperfusor 
verordnet werden. 
Die Leitlinie beschreibt eine einzelne Entscheidung aufgrund eines Wer-
tes und entspricht damit einer ECA-Regel, wie sie beispielsweise auch in 
Arden Syntax abgebildet werden könnte. 
 SIRS/Sepsis Score: Aus einer Menge an Patientendaten wird ein medizini-
scher Score berechnet, der die Wahrscheinlichkeit bzw. Schwere einer 
Sepsis bzw. septischen Schocks berechnet. 
Hier werden die Modellierungselemente verwendet, um über Entschei-
dungen einen Score zu berechnen. Dies entspricht keinem Prozess im ei-
gentlichen Sinne, wird aber durch die Modellierungskonstrukte in GLIF 
(hier speziell die Variablenzuweisung) ermöglicht. 
 Akutes Koronarsyndrom: Leitlinie zur Diagnostik und Behandlung eines 
akuten Koronarsyndroms (Angina Pektoris, Herzinfarkt). 
Eingangs werden verschiedene Untersuchungen parallel angeordnet und 
in Abhängigkeit der Ergebnisse wird weiter verfahren. Die weiteren me-
dizinischen Empfehlungen sind sehr komplex und umfangreicher als in 
den anderen Beispielen. Zudem ist der Prozess aufgrund seiner medizini-
schen Dringlichkeit zeitkritisch. 
 Entwöhnung von der Langzeitbeatmung (Weaning): Patienten, die über 
einen längeren Zeitraum künstlich beatmet werden, müssen langsam 
entwöhnt werden, bevor sie extubiert werden können. 
Für das weitere Vorgehen wurde die Entwöhnung von der Langzeitbeatmung 
(Weaning) gewählt. Denn diese Leitlinie ist  
 gut automatisierbar, weil die nötigen Daten im PDMS vorhanden sind 
und nötiger Input von den Ärzten über die Benutzeroberfläche des PDMS 
nachgefragt werden kann; 
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 relevant, weil sie viele intensivmedizinische Patienten betrifft30; 
 skalierbar, weil es möglich ist, mit den wesentlichen Kernaussagen der 
Leitlinie zu beginnen und sie sukzessive z.B. um Regelkreise zur Sedie-
rungsoptimierung zu ergänzen; und  
 unkritisch, weil ihre Durchführung nicht akut lebenskritisch für den Pa-
tienten ist (um den Test des Prototyps abzusichern).  
 
Abbildung 54: Schema des Weanings (Martin und Rinderknecht, 2006) 
                                                   
30 Beispielsweise wurden durchschnittlich 66% aller Patienten der operativen Intensivsta-
tion des Klinikums Osnabrück künstlich beatmet (http://klinikum.kombuese.net
/home.php?BeitragsID=455&JSHB=true&Offset=1, 12.3.2008). 
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In Abbildung 54 wird der Ablauf der Entwöhnung von der künstlichen Beat-
mung schematisch dargestellt. Wesentliches Element ist die tägliche Begutach-
tung aller Patienten, die länger als 72h beatmet wurden. Dabei wird festgelegt, ob 
der Patient entwöhnt werden kann und soll. Sofern keine Kontraindikationen 
vorliegen, wird ein Spontanatemtest durchgeführt, bei dem geprüft wird, ob die 
eigene Atmung des Patienten ohne maschinelle Unterstützung ausreichend ist. 
Sollte der Test positiv verlaufen, kann er extubiert werden. Nach einer weiteren 
Überwachungsphase gilt er als erfolgreich entwöhnt. Bei jedem Schritt in diesem 
Prozess kann ein Rückfall in die normale maschinelle Beatmung erfolgen, und es 
müssen gegebenenfalls weitere therapeutische Maßnahmen ergriffen werden. 
 
Abbildung 55: Weaningprotokoll (Martin und Rinderknecht, 2006) 
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Der generelle Ablauf wird durch eine Liste konkreter Kriterien ergänzt 
(Abbildung 55). Dieses Protokoll ist vom Arzt bei der Entscheidung in jedem 
Schritt zu berücksichtigen und zu dokumentieren. Die verschiedenen publizier-
ten Leitlinien zum Weaning unterscheiden sich prinzipiell nicht im Ablauf, son-
dern eher in den Kriterien (Ely et al., 1999; Jahnke, 2006). So sind beispielsweise 
bei Jahnke die Bedingungen des ersten Schrittes für Temp ≤ 38,5°C (statt 38°C) 
oder PEEP ≤ 8 statt 10 cmH2O. 
Dieser Algorithmus in der Leitlinie dient als Input in einen Formalisierungspro-
zess, wie er im nächsten Kapitel beschrieben wird. 
6.2.2 Modellierung 
Zunächst wurde in OLGA der Formalisierungsprozess vorgenommen, wie in 
Kapitel 4.4 beschrieben. Dabei wurde der Algorithmus zur Entwöhnung in meh-
reren Varianten sowohl top-down als auch bottom-up modelliert. 
6.2.2.1 Top-down Phase 
Zunächst wurde zusammen mit den medizinischen Experten die papierbasierte 
Leitlinie als ein konzeptionelles Flussdiagramm auf Papier entworfen, das an-
schließend mit Protegé in GLIF umgesetzt wurde (Abbildung 56). Der prinzipiel-
le Ablauf der Entwöhnung besteht darin, bei künstlich beatmeten Patienten (ge-
lber Diamant) täglich den Beatmungsstatus zu erheben (grünes Rechteck). Ist der 
Status in Ordnung (blaues Hexagon), so wird der Sedierungsstatus erhoben, und 
wenn der Patient wach ist, kann eine Extubation versucht werden. Bei nicht wa-
chen Patienten kann die Sedierung reduziert werden, und bei Problemen wird 
der gesamte Vorgang abgebrochen und am nächsten Tag wiederholt. Das Vorge-
hen entspricht der in Kapitel 4.4.2.1 beschriebenen top-down Modellierung.  
Dabei bestätigte sich, dass auch die sehr gut als Algorithmus abbildbaren Leitli-
nien hinsichtlich einer automatisierten Assistenz eine detailgenauere Abbildung 
des Prozesses erfordern. So sind zeitliche Abläufe bzw. Prioritäten von Behand-
lungsschritten in der papierbasierten Vorlage häufig unscharf beschrieben oder 
müssen in Einzelfällen parallel erfolgen. 
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Abbildung 56: Erste Version der Entwöhnungsleitlinie in GLIF 
6.2.2.2 Bottom-up Phase 
Für diese erste Version der modellierten Leitlinie wurden die Systemnachrichten 
sowie die Variablen und die Werte der Patientenakte betrachtet, die Aktivitäten 
auslösen sollen oder Kriterien der Entscheidungen sind. Dies wurde durch Anti-
zipation erreicht: In einem typischen Szenario wurden die erwarteten Nachrich-
ten und Variablen in einem virtuellen Verlauf dokumentiert.  
Abbildung 57 enthält eine solche Liste der antizipierten HL7 Systemnachrichten 
während der Ausführung der Leitlinie im PDMS. Sie definiert für jede Situation, 
die eine Reaktion der Leitlinienausführungsumgebung auslösen soll, die konkre-
ten Werte der Variablen sowie die Werte, die in die Patientenakte eingetragen 
werden sollen. Dies entspricht der in Kapitel 4.4.2.2 beschriebenen bottom-up 
Modellierung. 
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Abbildung 57: Systemereignisse und HL7 Nachrichten zur Entwöhnung 
Es gilt beispielsweise für die erste Regel: Ein Patient wird beatmet, wenn der be-
stätigte Wert der Variablen „Luft Intubation“ („Resultstatus=F“) einen der spezifi-
zierten Werte („orale Intubation“, „nasale Intubation“, etc.) annimmt. In diesem Fal-
le soll die Erhebung eines Beatmungsstatus angeordnet werden, das heißt, in die 
Patientenakte wird via HL7 für den nächsten Tag um 8 Uhr ein Beatmungsstatus 
angeordnet (Resultstatus=“S“, Value=“?“). Wurde der Beatmungsstatus erhoben, 
und er zeigt eine gute Ventilation und Diffusion an, so kann der Patient bei aus-
reichenden Schutzreflexen extubiert werden; dies wird wiederum als Empfeh-
lung in die Patientenakte eingetragen. 
Patient beatmet wenn:  
Observation_txt = "Luft Intubation"  
Value = "orale Intubation" ODER "nasale Intubation" ODER "oral 
intubiert übernommen" ODER "nasal intubiert übernommen" 
Resultstatus = "F" 
DANN Erhebung des Beatmungssatus anordnen: 
Observation_txt = "Beatmungsstatus" 
Observation_ts = nächster Tag 8:00h (nächste Uhrzeit) 
Resultstatus = "S" 
Value = "?" 
 
Beatmungsstatus erhoben? Status gut! 
Observation_txt = "Beatmungsstatus" 
und Resultstatus_ID = "F" 
Value = "Ventilation und Diffusion gut" 
DANN Senden einer Nachricht mit: 
Observation_txt ="Luft Extubation" 
Value = "Bei ausreichenden Schutzreflexen und 
Wachheitsgrad´Patienten extubieren." 
Resultstatus_ID = "R" 
 
Beatmungsstatus erhoben? Status schlecht! 
Observation_txt = "Beatmungsstatus" 
Value = "Ventilation insuffizient" oder "Diffusion 
insuffizient" 
DANN Senden einer Nachricht mit 
Observation_txt = "Beatmungsstatus" 
Observation_ts = nächster Tag 8:00h 
Resultstatus = "S" 
Value = "?" 
 
Bei Extubation "Notausstieg wählen" 
Observation_txt="Luft Extubation"  
Value = "Extubation" ODER "Beatmet mit Tubus verlegt" ODER 
"Patient verstorben" 
Resultstatus_ID = "F" 
DANN Schleife abbrechen. 
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Damit ergibt sich aus den antizipierten Systemnachrichten und den Wenn-Dann 
Regeln im Prinzip eine mit ECA Techniken automatisierbare Regelkette, das 
heißt, eine regelbasierte Variante der Leitlinie. Wie man jedoch ebenfalls an dem 
Beispiel erkennen kann, gibt es keinen direkten bzw. explizit modellierten Zu-
sammenhang der einzelnen Regeln. Einzig die Abfolge der Regeln in der Notati-
on (hier einer Textdatei) in Verbindung mit der Benennung und den Kommenta-
ren erlaubt dem Leser einen Rückschluss auf den intendierten, logischen Ablauf. 
Ebenfalls nicht spezifiziert ist hier, ob die Regeln des logischen Ablaufes auch 
feuern dürfen, wenn ihr (impliziter) Vorgänger bisher nicht erfüllt wurde; bei-
spielsweise könnten die Regeln des erhobenen Beatmungsstatus auch feuern, 
wenn die Erhebung des Wertes noch gar nicht angeordnet war (und z.B. in einem 
anderen Kontext erhoben wurde).  
Wesentliches Ergebnis der bottom-up Phase war die Klärung der Art und Weise, 
wie und wann das System durch die Betrachtung der Einzelaktionen unterstüt-
zen kann. 
6.2.2.3 Modellierungsalternative: Implementierung mit ECA-Regeln 
Da während der bottom-up Phase eine große Menge an detaillierten Einzelregeln 
erstellt wurde, wurde die Möglichkeit untersucht, ob nicht eine rein regelbasierte 
Ausführung möglich ist, beziehungsweise welche Vor- und Nachteile sich daraus 
ergeben. 
Daher wurde für die regelbasierte Leitlinienspezifikation zu Testzwecken eine 
eigene Spezifikationssprache und Ausführungsumgebung realisiert (Abbildung 
58). Basis der Implementierung ist eine Regelengine, die beim Eintreffen neuer 
Patientendaten die spezifizierten Trigger testet. Beim Auftreten eines Ereignisses 
(event), das als Muster einer HL7 Nachricht spezifiziert wird, werden die Bedin-
gungen für die Ausführung ausgewertet (decision) und gegebenenfalls die Aus-
führung der Aktivitäten (action) geplant.  
Die Beispielleitlinie wurde in dieser Sprache als Menge von mehr als 30 Einzelre-
geln modelliert. Dabei bestätigte sich, dass die Einzelregeln kaum in eine intuiti-
ve Reihenfolge gebracht werden konnten. Zudem ergaben sich sehr schnell Prob-
leme, den Kontext eines Zustandes durch Bedingungen auszudrücken, so dass 
der Ansatz zunächst nicht mehr weiter verfolgt wurde.  
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Abbildung 58: Spezifikation der Entscheidungsregeln auf Basis der HL7 Nachrichten (Auszug) 
Dieses Konzept wurde in (Greiser, 2008) auf Basis von Ruleflows ausgearbeitet. 
Ruleflows spezifizieren einen Ablauf mit klassischen Kontrollstrukturen (Se-
quenz, Verzweigung, Schleife) zwischen Regelmengen. So folgt beispielsweise 
der Menge von Regeln, die die Indikation einer Leitlinie prüfen, eine zweite 
Menge zur Bestimmung der notwendigen Untersuchungen. 
6.2.2.4 Betrachtung der Ziele 
Die Ziele der Leitlinie wurden während der Projektlaufzeit zunächst nicht sys-
tematisch betrachtet. Vielmehr stand die Auswahl und Detaillierung des Leitli-
nienprozesses im Vordergrund. Es hat sich jedoch in Diskussionen gezeigt, dass 
hinter allen Entscheidungen und Aktivitäten Behandlungsziele stehen, die ein 
Arzt zwar kennt und verfolgt, die aber nicht explizit in der Leitlinie zum Wea-
ning vorkommen (dies ist in anderen Leitlinien anders, siehe unten). Das Wissen 
um die Ziele und ihre Abwägung beeinflussen jedoch Entscheidungen und soll-
ten deswegen im Modell festgehalten werden. Daher wurden die einzelnen me-
dizinischen Entscheidungen und Aktivitäten begründet und daraus in einem 
zweiten Schritt Ziele abgeleitet. 
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Abbildung 59 zeigt ein Teil-Zielmodell für die Entwöhnung eines Patienten von 
der maschinellen Beatmung als i-Star Dependency Model.  
 
Abbildung 59: Beispiel für die Zielmodellierung als i-Star Dependency Model 
Oberstes Ziel ist es, den Patienten möglichst schnell von der mechanischen Beat-
mung zu entwöhnen, um das Risiko von Zwischenfällen zu vermeiden. Daher ist 
eine tägliche Begutachtung und Wahl des nächsten Therapiezieles hilfreich (Pfeil 
Help). Sollte eine Bereitschaft zum Entwöhnen vorliegen, so wird zur Überprü-
fung der Atemfähigkeit ein Spontanatemtest SBT durchgeführt. Sofern dieser er-
folgreich ist, kann der Patient extubiert werden.  
Auch wenn – wie in Kapitel 3.3.2.1 begründet – die i-Star Modellierung nicht für 
die vollständige Spezifikation einer Leitlinie verwendet werden kann, so lassen 
sich dennoch die Ziele und relevanten Aktivitäten modellieren. Allerdings eignet 
sich die Modellierungsumgebung OME aufgrund der Benutzeroberfläche nicht 
für die Erstellung komplexer Modelle (keine Layoutalgorithmen, Probleme mit 
deutscher Sprache, keine Hierarchisierung oder Teilmodelle). 
Abbildung 60 zeigt die Leitlinie mit den annotierten Zielen als Beispiel in 
gaShell.  
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Abbildung 60: Beispiel für Ziele in OlgaShell 
Im Gegensatz zur Weaning-Leitlinie werden in der Leitlinie zur Diagnostik und 
Therapie des chronischen Hustens (Vogelmeier et al., 2007), vgl. hierzu auch Ab-
bildung 3, Ziele direkt genannt. Einige Beispiele aus dem Text der Leitlinie, die 
sich zur Ableitung der Ziele eignen: 
 „Nichtmedikamentöse Therapiemaßnahmen haben bei der COPD31 einen hohen 
Stellenwert.“ 
Daher gilt das Ziel, den Patienten nichtmedikamentös zu behandeln. 
 „Jeder Patient mit COPD sollte Zugang zu einem strukturierten, evaluierten 
und zielgruppenspezifischen Schulungsprogramm erhalten und ärztlicherseits 
regelhaft zur Teilnahme an der Schulung motiviert werden.“ 
Es existiert damit das Ziel, den Patienten zu schulen. 
                                                   
31 Chronisch obstruktive Lungenerkrankung (chronic obstructive pulmonary disease) 
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 „Bei invasiv beatmeten COPD−Patienten ist mit einer deutlichen Verlängerung 
des Aufenthaltes auf der Intensivstation zu rechnen.“ 
Damit widerspricht die invasive Beatmung dem Ziel, den Krankenhaus-
aufenthalt eines Patienten so kurz wie möglich zu halten. 
6.2.2.5 Verbesserte Version 
Die erste Variante der Leitlinie war noch sehr beschränkt und diente vor allem 
dem Kennenlernen und der Exploration der Möglichkeiten. Auch konnte so ge-
rade durch die Antizipation der Systemnachrichten bereits ein Gefühl für die Au-
tomatisierung gewonnen werden. Eine lauffähige technische Umsetzung de-
monstrierte die prinzipielle Machbarkeit. Jedoch fehlten noch viele relevante me-
dizinische Details, die in der erweiterten Version aufgenommen wurden.  
 
Abbildung 61: Verbesserter Weaning Algorithmus in GLIF 
Diese erweiterte Version des Algorithmus in GLIF (Abbildung 61) basiert noch 
immer auf der Weaning-Leitlinie (Martin und Rinderknecht, 2006), wurde jedoch 
vom klinischen Partner in Gießen angepasst oder erweitert:  
 Zusätzlich zur Leitlinie wurden Kompensationsmaßnahmen modelliert, 
was z.B. bei einer Nicht-Bereitschaft zum Weaning getan werden kann, 
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um diese doch noch herzustellen. Solche Maßnahmen sind nicht Bestand-
teil der Leitlinie, jedoch eine natürliche Erweiterung des Prozesses, da 
dem Arzt im Falle eines Fehlschlages einer Bedingung Hilfe zur Optimie-
rung gegeben wird. 
 Es fehlt die Überprüfung der Bereitschaft zum Spontanatemtest. Zwar 
wird der Spontanatemtest angeordnet, die Feststellung der Bereitschaft 
zur Durchführung wird jedoch dem Arzt überlassen. 
 Die Durchführung des Spontanatemtests ist nicht modelliert, sondern 
wird nur angeordnet. Der Hinweis „PS* oder T-Stück-Versuch 30-
120min“ geht verloren, sofern er nicht als Notiz der Empfehlung hinzuge-
fügt wurde. Für die Beschreibung der Voraussetzungen und Durchfüh-
rung eines Spontanatemtests ist ein eigener Prozess (Algorithmus, Leitli-
nie) zu empfehlen. 
 Die Reintubation bei einem eventuellen Rückfall nach der erfolgten Ent-
wöhnung mit Extubation sowie die im Verlauf notwendige Dokumentati-
on sind nicht modelliert. 
Neben den fachlichen Entscheidungskriterien spielen noch weitere Kriterien eine 
Rolle, die im Workflow berücksichtigt wurden. So werden Patienten für gewöhn-
lich nach 20 Uhr nicht mehr extubiert, um sie während der Nachtruhe nicht zu-
sätzlich zu belasten. Solche Bedingungen können als Kriterien zu einem Ziel „Pa-
tientenkomfort“ beitragen. 
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Abbildung 62: Konvertierte Version 
In Abbildung 62 wird die mit dem Mapping Assistenten (Kapitel 5.3.2.3) automa-
tisch in ein Workflow Format übersetzte Version der Leitlinie gezeigt. Wie man 
erkennen kann, ist die Folge von Aktivitäten – auch im Grafen – identisch mit der 
fachlichen Variante. Lediglich zwei Knoten, die den Start bzw. das Ende des Pro-
zesses anzeigen, wurden gemäß der XML-Spezifikation von JPDL hinzugefügt 
(in Pink). 
6.2.3 Automatisierung durch Abbildung auf einen Workflow 
Die in GLIF modellierte Leitlinie wurde mit Hilfe des in Kapitel 5.3 beschriebe-
nen Mapping-Assistenten in das JPDL Workflowformat übersetzt und ausge-
führt. 
Abbildung 63 zeigt den Workflow der Leitlinie, wie er mit den Patientendaten 
getestet wurde. Deutlich erkennt man im Flowchart zwei Blöcke. Zunächst wird 
die Wahl eines Therapieziels angeordnet und nach der Eingabe überprüft, ob 
Kontraindikationen vorliegen. Der Versuch einer Entwöhnung ist ein Block, in 
dem die Aktivitäten eine Schleife bilden. Entweder, der Vorgang wird erfolgreich 
beendet und die Schleife über den Pfeil „ja“ verlassen (nach unten), oder der 
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Block wird nach vier Stunden über einen Timeout abgebrochen und eine erneute 
Wahl des Therapiezieles veranlasst (vgl. Abbildung 40). 
 
Abbildung 63: Evaluierter Workflow in OlgaShell 
Neben der semi-automatischen Übersetzung wurden Workflows ebenfalls ma-
nuell erstellt. Dazu wurde zunächst die Leitlinie in GLIF spezifiziert. Die Prog-
rammierung des Workflows erfolgte manuell direkt in JPDL. Dieser Schritt (un-
ter Auslassung des maschinellen Übersetzers) diente vor allem der Exploration 
der Möglichkeiten, insbesondere die der Workflowumgebung.  
Es zeigte sich für einfache Leitlinien, dass die direkte Erstellung des Workflows 
auf Basis rudimentär bzw. teilspezifizierter GLIF Leitlinien oder sogar auf Basis 
papierbasierter Versionen einer Leitlinie effektiver erfolgen konnte, da die Mo-
dellierung in GLIF zeitaufwendig und komplex war. Allerdings werden damit 
natürlich die Vorteile der Modellierung in einer domänenspezifischen Sprache 
aufgegeben. 
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Abbildung 64: Auszug der automatisierbaren Leitlinie (in JPDL) 
In Abbildung 64 wird der Beginn der JPDL-Datei der automatisierten Weaning-
Leitlinie gezeigt. Der Prozess beginnt mit der Anordnung „Therapieziel waehlen 
anordnen“. Über eine WriteOutputAction wird die Wahl eines Therapieziels für 
den nächsten Tag um 8 Uhr in die Patientenakte geschrieben. Die Parameter ob-
servation, value und time korrespondieren mit den OBR/OBX Segmenten in HL7. 
Das Zeitformat32 „0 0 8 * * ?“ wird von der Ausführungsumgebung in „nächster 
Tag um 8 Uhr“ übersetzt. Sobald die Anweisung geschrieben wurde, wartet die 
Ausführungsumgebung auf das gewählte Ziel. Dies wird durch einen Task er-
reicht, der beendet ist, sobald der Wert des Therapieziels auf final gesetzt wird 
(resultStatus=F). Anschließend wird in Abhängigkeit des Wertes entschieden, ob 
Weaning versucht wird (Therapieziel ist Weaning anstreben); falls nicht wird ei-
ne erneute Erhebung des Therapieziels für den nächsten Tag angeordnet.  
                                                   
32 http://www.opensymphony.com/quartz/api/org/quartz/CronTrigger.html enthält die 
Spezifikation des Formates, 6.4.2008. 
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6.2.4 Ausführung 
Der in JPDL erzeugt Workflow wurde mit der um HL7 Zugriffe erweiterten 
Workflowengine ausgeführt. Als Eingabe diente ein mehrwöchiger, anonymisier-
ter Datensatz von 10 Patienten der anästhesiologischen Intensivstation Gießen in 
einer Teststellung des PDMS. Somit konnte wiederholt und für Patienten gefahr-
los getestet werden.  
Die Ausführungsumgebung erkannte für jeden Patienten, ob die Indikation der 
Leitlinie zutrifft (Abbildung 65) und trug dementsprechend die erste Abfrage 
nach dem Beatmungsstatus als Anordnung für den nächsten Tag um 8 Uhr in die 
Patientenakte ein (das „?“ in der Zeile Beatmungsstatus). Sofern der Arzt diese 
Abfrage mit „Ventilation und Diffusion gut“ bestätigt hat, wurde die Abfrage nach 
dem Sedierungsstatus gestellt. 
 
Abbildung 65: Ablauf der Leitlinie im PDMS 
Die verschiedenen Möglichkeiten der Benutzerinteraktion wurden erfolgreich 
durchgeführt. So konnten Anordnungen verschoben oder gelöscht werden. Der 
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modellierte Algorithmus bzw. Workflow funktionierte zur Zufriedenheit der 
medizinischen Experten. 
Durch die Möglichkeit der Ausführung der in GLIF modellierten und durch die 
OlgaShell übersetzten Leitlinien im PDMS konnten während der Formalisierung 
der Leitlinie verschiedene Varianten simuliert bzw. getestet werden. Dies wurde 
zur Optimierung der Modellierung der Leitlinien genutzt. Während beispiels-
weise im frühen Stadium der Modellierung der Weaning-Leitlinie versucht wur-
de, fachliche Kompensationsmaßnahmen in das Modell zu integrieren, wurden 
in späteren Modellierungsphasen vor allem die Zeitpunkte der Unterstützung 
des Benutzers durch das PDMS und ihre Bedingungen betrachtet. 
6.2.5 Erkenntnisse 
6.2.5.1 Modellierung 
Es existieren unterschiedliche Sichtweisen auf den zu modellierenden und auto-
matisierenden Gesamtprozess. Leitlinien stellen einen übergeordneten Prozess 
dar, der systematisch in Subprozesse, Aktivitäten und Daten detailliert werden 
kann. Aus Sicht der Mediziner gibt der übergeordnete Prozess in der Anwen-
dung lediglich eine Strategie und einen logischen Ablauf vor, die Details sind in 
der Praxis jedoch eng an Ereignisse in und um den Patienten verknüpft. Beim 
Auftreten neuer Daten werden diese im gegenwärtigen Kontext bewertet, und 
anhand der übergeordneten Strategie wird die nächste Aktion (z.B. Medikamen-
tengabe) angeordnet. 
Daher wurden in OLGA beide Wege der Modellierung – top-down (Prozess) und 
bottom-up (Ereignis und Regel) – beschritten und auch beide Varianten imple-
mentiert (Kapitel 4.4). Dabei zeigte sich, dass aus oben genannten Gründen kei-
ner der Wege allein zu einem zufriedenstellenden Modell führte. Dem Entwurf 
top-down fehlte es an Details, die zur Automatisierung wichtig waren, bei-
spielsweise passenden Datenfeldern und HL7 Nachrichten zur Kommunikation 
mit dem PDMS. Zudem war stets unklar, was für eine Reaktion das System in 
bestimmten Situationen haben sollte. Auf der anderen Seite führte die ereignis- 
bzw. nachrichtenbasierte Modellierung bottom-up zu einem nicht mehr hand-
habbaren Stapel einzelner Situationen und Aktivitäten. Durch die Verknüpfung 
beider Vorgehensweisen wurden die Nachteile der einzelnen Wege gegenseitig 
aufgehoben. So konnten auf Basis des Wissens um die Einzelaktionen die Lücken 
im top-down angefangenen Prozessmodell gefüllt werden. 
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Bemerkenswert ist der Unterschied des Anspruchs bzw. der Erwartung der mo-
dellierenden Experten an die verschiedenen Modelle: Bei der Modellierung des 
Flussdiagramms stand die Umsetzung der papierbasierten Leitlinie im Vorder-
grund. Diese sollte fachlich korrekt erfolgen. Dahingegen beschreibt die Folge 
der Systemnachrichten die erwünschten Reaktionen des Systems, das heißt, der 
Arzt erwartet bei Auftreten eines spezifizierten Ereignisses die angegebene Reak-
tion. Hier hat also ein Transformationsprozess stattgefunden: vom fachlich voll-
ständigen Modell zu einem gewünschten System und seinen Reaktionen. 
So wurden im Laufe des Projektes mehrere Leitlinien der SOP-Tauschbörse der 
DGAI modelliert (z.B. Weaning, Blutzucker, Kaliumtherapie). Die einzelnen 
Elemente der Leitlinien waren relativ einfach und gleichförmig. Es wurden Situa-
tionen und Zustände spezifiziert, die eine Entscheidung auslösten, an der weitere 
Aktivitäten und Prozesse hingen. Entscheidungen wurden aus einfachen wenn-
dann Regeln zusammengesetzt und aus Entscheidungsknoten, Situationsknoten 
und Aktionsknoten entstand in GLIF eine formalisierte Variante der Leitlinie. 
Dabei konnten zwei Beobachtungen gemacht werden:  
 Die so zusammengesetzte Leitlinie entsprach der Logik der papierbasier-
ten Vorlage, enthielt jedoch nicht alle Elemente und Details. Es wurden 
insbesondere Regeln und Aktivitäten weggelassen, die nicht automati-
sierbar waren oder deren Automatisierung nicht gewünscht wurde oder 
die zur Ausführung nicht notwendig schienen.  
 Es wurde nur eine eingeschränkte Menge der Möglichkeiten von GLIF 
ausgenutzt. Beispielsweise wurde nur ein Entscheidungstyp 
(Three_Valued_Criterion) verwendet, obwohl Entscheidungsbäume, Sub-
guidelines oder Arden-Macros möglich wären.  
Insbesondere die Möglichkeit, mehrere Bedingungen innerhalb einer einzigen 
komplexen Entscheidung zu modellieren, wurde nicht wahrgenommen. Dies 
führte in einfachen Fällen zwar zu intuitiveren Modellen, da es keine in Unter-
fenstern verborgenen Informationen gab. In anderen Fällen resultierte dies je-
doch in kaum noch beurteilbaren Entscheidungsnetzen. Dabei spielt sicherlich 
eine große Rolle, dass kein spezifischer GLIF-Editor existiert und das Modellie-
ren von Leitlinien in GLIF mit Protegé mühsam ist (vgl. Kapitel 5.3.2.1). 
Aus der Nicht-Verwendung von GLIF-Elementen darf allerdings nicht geschlos-
sen werden, dass diese Elemente oder Eigenschaften unwichtig wären. Vielmehr 
spielten sie bei den betrachteten Leitlinien (und deren Versionen) keine Rolle. 
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Zudem zeigt sich, dass aus subjektiven Gründen der Übersichtlichkeit und Ver-
ständlichkeit nicht alle Möglichkeiten genutzt wurden. Beispielsweise wurden 
Entscheidungen als Baum modelliert und die Möglichkeit der Modellierung von 
Entscheidungstabellen oder Macros nicht verwendet.  
6.2.5.2 Automatisierung 
In OLGA wurden zur Implementierung der Ausführungsumgebung verschiede-
ne Workflowengines verglichen. Einer der Aspekte dabei war die Unterstützung 
bezüglich Workflowpatterns (Sedlmayr, Rose, Röhrig, und Meister, 2006), aber 
auch die Erweiterbarkeit um eigene Funktionen (z.B. um Entscheidungsmodelle 
oder zur Kommunikation in HL7) und der Support. Die Entscheidung fiel für 
JBPM, auch wenn mit Übersetzungen nach XPDL (WfMc) und YAWL (van der 
Aalst und ter Hofstede, 2005) experimentiert wurde. Obwohl sich die einzelnen 
Werkzeuge in der Spezifikationssprache oder dem Support unterscheiden, sind 
sie doch bezüglich des GLIF-Mappings und den dabei auftretenden Schwierig-
keiten - wie oben beschrieben – ähnlich. 
Ein ähnliches Mapping von GLIF nach Workflow wird auch in (Peleg, Tu et al., 
2004) verfolgt, wo GLIF-Modelle auf Petri-Netze abgebildet werden. Damit kön-
nen sie Aussagen zu strukturellen und dynamischen Eigenschaften biologischer 
Prozesse machen. Das dort beschriebene Mapping beschränkt sich bei GLIF je-
doch auf ein vereinfachtes Modell, in dem z.B. komplexe Bedingungen in Syn-
chronisationsschritten (continuation) ebenso wenig berücksichtigt werden wie Pa-
rallelitätsbedingungen in Verzweigungen. Außerdem machen die Autoren keine 
Aussagen zur Ausführung von Entscheidungsregeln. Vielmehr steht im Vorder-
grund, welche Fragen sich mit Petri-Netzen bei biologischen Prozessen beant-
worten lassen. 
Die Ursache liegt unter anderem darin begründet, dass GLIF zwar die statischen 
und strukturellen Eigenschaften von Leitlinien in der Medizin sehr gut unters-
tützt, jedoch keine Aussagen zu Laufzeiteigenschaften trifft, bzw. diese nicht 
modellieren kann. (Dubey und Chueh, 2000) nennen bei den Problemen, die bei 
der Automatisierung von GLIF auftreten - neben dem Umgang mit unvollständi-
gen Daten sowie der problematischen Anbindung von Datenquellen -, vor allem 
das Fehlen eines Prozesszustandskonzeptes, um den Status einer Guideline über 
die Zeit zu verfolgen. Der Grund ist sicherlich, dass GLIF nicht vorrangig zur 
Ausführung von Leitlinien entwickelt wurde, sondern zur formalen Erfassung 
und zum Austausch zwischen Institutionen. Wohl daher wird GLIF von ver-
schiedenen Forschergruppen an die jeweiligen Anforderungen und Bedingungen 
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der konkreten Projekte adaptiert. So wird in (Maviglia et al., 2003) berichtet, wie 
GLIF durch einen Eligibility_Step zur Prüfung der Indikation und ein Notification 
Objekt für Nachrichten erweitert wurde. Zudem passte man GLIF in Hinblick auf 
die Anbindung an das lokale Informationssystem und die elektronische Patien-
tenakte an. Bei der systematischen Umsetzung von GLIF offenbart sich auch, 
dass die Spezifikation des Standards (letzte Version 3.5) selbst nicht eindeutig ist. 
So lässt die Spezifikation beispielsweise die Frage offen, wie deterministische 
und nicht-deterministische Entscheidungen unterschieden werden sollen. 
Daher wurden in OLGA Probleme, die während der technischen Implementie-
rung der Verknüpfung von GLIF und JPDL auftraten, durch geeignete Modellie-
rung der Beispielleitlinien teilweise umgangen. Insbesondere die Umsetzung der 
Ereignisse und der Ausnahmen (Exceptions) ist mit der eingesetzten Workflow-
technologie nicht möglich. Darüber hinaus stellt die modellierte feste Ablauflogik 
ein Hindernis bei der flexiblen Ausführung von Leitlinien dar.  
Für die Verwendung komplexer oder nicht vorhandener Daten wurde die Da-
tenbank des PDMS erweitert. Zwar gibt es Ansätze, mit Fuzzy-Techniken oder 
Informationsextraktion entscheidungsrelevante Informationen zu berechnen, je-
doch sieht weder GLIF hierfür explizit Möglichkeiten vor, noch wäre der Auf-
wand im Rahmen des Projektes oder dieser Arbeit möglich gewesen. Daher 
wurden Werte (z.B. Beatmungsstatus), die manuell leicht(er) zu erheben waren, 
als neue Datentypen im PDMS konfiguriert und konnten daher direkt in den 
Entscheidungskriterien qualitätsgesichert verwendet werden.  
6.3 Zusammenfassung 
Die Erfahrungen im Anwendungsbeispiel OLGA sowie in der Literatur haben 
gezeigt, dass sich die fachlichen Modelle und die resultierende Implementierung 
teils deutlich unterscheiden. Die Existenz einer domänenspezifischen Modellie-
rungssprache allein reicht zur Überführung von papierbasierten Leitlinien in ein 
automatisierbares Modell nicht aus. Zu viele (technische) Details bleiben ver-
ständlicherweise vom Domänenexperten unberücksichtigt. Daher ist ein enger 
Dialog der Systementwickler mit dem Domänenexperten nötig. Hierbei haben 
sich in OLGA zwei Aspekte als besonders hilfreich erwiesen: die enge Koopera-
tion von klinischen und technischen Experten sowie der frühe Fokus auf die Au-
tomatisierung. 
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Die Beachtung der Möglichkeiten der Systemumgebung (PDMS) bei der fachli-
chen Modellierung hat einen großen Einfluss auf die Modelle und die Möglich-
keit der Automatisierung. Wird rein fachlich modelliert, so kann es passieren, 
dass nicht automatisierbare Prozesse spezifiziert werden, oder Variablen, die das 
PDMS nicht kennt. Durch Berücksichtigung der technischen Möglichkeiten müs-
sen zwar gegebenenfalls aus fachlicher Sicht Einschränkungen gemacht werden, 
das Ergebnis sind jedoch automatisierbare Modelle. Zudem impliziert dieser 
Schritt eine Selektion durch die vom Anwender gewünschten Unterstützungs-
funktionen in spezifischen Situationen. 
Existierende Leitliniensprachen unterstützen vor allem die fachliche Modellie-
rung von Leitlinien. Hierzu wurden bereits verschiedene Ansätze entwickelt, die 
sich hauptsächlich in ihren Schwerpunkten, nicht jedoch in den grundsätzlichen 
Modellen unterscheiden. Sofern Ziele berücksichtigt werden, sind dies konkrete 
Bedingungen, die vom Computer interpretiert werden können. 
Die Kenntnis um höherwertige Ziele kann für die Bewertung und Ausgestaltung 
der Anwendung von Leitlinien genutzt werden. Dabei sollte sich die Ausführung 
von strikten Prozessabläufen lösen können, sofern der resultierende Workflow 
die Ziele (besser) erfüllt (vgl. Asbru). Dies wird insbesondere wichtig, sobald kol-
lidierende Entscheidungen oder Aktivitäten ausgeführt werden sollen, wie es 
beispielsweise bei der Anwendung mehrerer Leitlinien auf einen Patienten pas-
sieren kann. Hier kann die Gewichtung der Ziele nutzbringend eingesetzt wer-
den (dieser Beweis ist allerdings noch zu führen). 
Die Integration von systemrelevanten Informationen (Funktionen und Daten) ist 
notwendige Voraussetzung für die Einbindung in das klinische Informationssys-
tem, wie oben bereits erklärt wurde. Bisherige Ansätze vertrauen beispielsweise 
auf standardisierte Nomenklaturen (SNOMED, MESH), um Daten in die elektro-
nische Patientenakte abzubilden. Jedoch wird die Automatisierung nicht konse-
quent bereits bei der Modellierung beachtet, was zu einer Lücke zwischen den 
fachlichen Anforderungen und den Möglichkeiten der Systemrealisierung führen 
kann.  
Viele Expertensysteme scheiterten, weil sie nicht oder nur mangelhaft in den ärz-
tlichen und pflegerischen Arbeitsablauf eingebunden waren. Insbesondere gibt 
es Leitliniensprachen, deren Automatisierungskomponente bisher nur mit simu-
lierten Daten getestet wurde. Ein Einsatz in der klinischen Umgebung und eine 
Evaluation auf Basis von Online-Patientendaten fanden bisher nicht statt. Es ist 
dem Arzt in seinem komplexen Umfeld jedoch nicht zuzumuten, ein weiteres 
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Werkzeug zu bedienen, welches umfangreiche, manuelle Interaktion benötigt. 
Vielmehr sollte sich ein gutes Assistenzsystem in den Arbeitsablauf einfügen. 
Es wurde im Rahmen von OLGA gezeigt, dass sich eine Ausführungskomponen-
te für Leitlinien in die elektronische Patientenakte integrieren lässt. Insbesondere 
wurde keine neue Benutzeroberfläche für die Anwendung benötigt, so dass der 
Arzt seine bisherige Arbeitsumgebung unverändert vorfindet. Die Interaktion 
des OLGA-Systems mit dem Arzt findet ausschließlich über die Patientenakte 
und das Interface des PDMS statt. Über den HL7 Standard konnten die notwen-
digen Informationen mit der elektronischen Patientenakte ausgetauscht werden. 
Zudem wurde in (Röhrig et al., 2006) gezeigt, dass der Login des Arztes in das 
System für die meisten Hinweise und Alarme reicht (die nicht zeit- und lebens-
kritisch sind). 
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7 Schlussbetrachtung 
Leitlinien sind medizinische Handlungsempfehlungen, die dem Arzt bei konkre-
ten Indikationen (Diagnosen) eine Entscheidungs- und Handlungsunterstützung 
bieten. Bisher existieren sie jedoch nur als – mehr oder weniger – strukturierte 
Fließtexte, und ihre Indikationsstellung und Interpretation muss durch den Arzt 
auf Basis seines Wissens am Patientenbett vorgenommen werden. Die Verfüg-
barkeit umfassender Daten in Patienten-Daten-Management-Systemen bietet die 
technische Voraussetzung, den Arzt bei dieser Tätigkeit zu unterstützen: Mögli-
cherweise zutreffende Leitlinien werden aufgrund aktueller Patientendaten vor-
geschlagen und der Arzt bei ihrer Anwendung unterstützt.  
Die Schwierigkeit bei der Formalisierung und Automatisierung besteht darin, 
dass Leitlinien keine strikten Aktivitätsfolgen vorgeben. Sie sind vielmehr ein 
Konglomerat an Regeln und Prozessfragmenten, das situationsspezifisch auf Ba-
sis des medizinischen Hintergrundwissens eines Arztes ständig neu interpretiert 
werden muss.  
 Die automatisierte Unterstützung des Arztes bei der Erkennung, Anwen-
dung oder späteren Beurteilung von Leitlinien ist das Ziel der computer-
interpretierbaren Leitlinien. Mehrere regel- oder prozessbasierte Ansätze 
existieren, die sich in ihren Schwerpunkten und Zielen unterscheiden. 
Bisher existiert jedoch kein Ansatz, der eine weite Verbreitung in die Rou-
tine gefunden hätte. 
 Eine weitere Möglichkeit zur Automatisierung von Leitlinien sind Work-
flowsysteme, die in betriebswirtschaftlichen Anwendungen akzeptierte 
und weitverbreitete Werkzeuge sind. Jedoch fehlt den meisten Workflow-
systemen die notwendige Flexibilität, dynamische Prozessmodelle, wie 
sie gerade in der medizinischen Anwendung vorliegen, adäquat zu un-
terstützen. Daher haben sich viele Forschergruppen mit Konzepten der 
Flexibilisierung auf Modell- und Instanzenebene beschäftigt, ohne eine 
allgemeingültige Lösung gefunden zu haben.  
 Bisher wurde bei der Entwicklung von Leitliniensprachen kaum auf mög-
liche Sichten bei der Modellierung von Prozessen und insbesondere auf 
die Darstellung von Zielen in Prozess- und Systemmodellen eingegangen. 
Dabei gibt es noch keine explizite Verbindung von konkreter Zielmodel-
lierung mit medizinischer Prozessmodellierung (über strategische Busi-
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nessziele hinaus), wie sie beispielsweise im Requirements Engineering 
existiert; insbesondere werden Ziele bei der Ausführung von Prozessmo-
dellen bisher noch nicht berücksichtigt. 
Die Ziele dieser Arbeit, die Schaffung eines Modells und einer Ausführungsum-
gebung, die es erlauben, formalisierte Leitlinien in einem PDMS zu automatisie-
ren, wurden erreicht: 
 Für die Modellierung wurde erstmals ein Metamodell medizinischer Leit-
liniensprachen erstellt. Dieses wurde um eine explizite Zielmodellierung 
ergänzt, damit strategische Behandlungsziele und ihre Beziehungen zur 
Dokumentation und Auswertung verwendet werden können. Daraus 
wurde ein Prozessmodell entwickelt, mit dem medizinisches Prozesswis-
sen, das in Form von Leitlinien als Handlungsempfehlung vorliegt, er-
fasst werden kann. Dazu wurden auch verschiedene Konzepte zur Flexi-
bilisierung von Workflows genutzt, um das medizinische Prozessmodell 
neben reinen Nachfolgebeziehungen mit Wissen um Regeln und Cons-
traints ergänzen zu können. 
 Für die Automatisierung wurde eine Managementumgebung mit einem 
Mappingassistenten und einer Ausführungsumgebung geschaffen, die 
mit einem PDMS verbunden wurden. Das Mapping erlaubt die Abbil-
dung formalisierter Leitlinien auf ein Workflowformat, das ausgeführt 
werden kann. Die Kommunikation des Systems mit dem Benutzer wird 
dabei ausschließlich über die elektronische Patientenakte geführt. Dazu 
werden die bereits vorhandenen Funktionen und Interaktionsmöglichkei-
ten mit dem PDMS genutzt. Damit integriert sich die Ausführungsumge-
bung nahtlos in den täglichen Arbeitsablauf des Arztes. 
Die prototypische Realisierung im Forschungsprojekt OLGA hat gezeigt, dass 
der Ansatz funktioniert und für die weitere Entwicklung eingesetzt werden 
kann. Durch die intensive Kooperation mit Medizinern und deren kontinuierli-
chem Feedback fand eine ständige formative Evaluation statt. Die Teststellung 
einer PDMS-Installation mit realen Patientendaten ermöglichte die technische 
Evaluation. 
Der Ansatz dieser Arbeit besteht darin, die Elemente der computerinterpretierba-
ren Leitlinien, der Prozessautomatisierung und der Zielmodellierung zu ver-
knüpfen. Das Modell und die Leitlinienmanagementumgebung verbinden stra-
tegische, fachliche und technische Elemente in einem Assistenzsystem, welches 
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auf Basis der elektronischen Patientenakte den Arzt bei der Indikation und 
Durchführung von Leitlinien unterstützt. Zur Formalisierung wurde eine iterati-
ve und partizipative Modellierung eingesetzt, um die fachlichen Vorgaben auf-
grund der technischen Umsetzungsmöglichkeiten bewerten und spezifizieren zu 
können.  
Im Rahmen dieser Arbeit wurden einige Themen nur angegangen, die in weite-
ren Forschungsaktivitäten vertieft werden sollen: 
 Bisherige Ansätze zur Formalisierung von Leitlinien zielen auf die voll-
ständige Überführung der papierbasierten Vorlage in ein Modell. Erst in 
SAGE wird unterschieden in die Vorgaben der Leitlinie und die Model-
lierung der vom Anwender gewünschten und technisch realisierbaren 
Unterstützung. Wie ist dieser Abbildungs- und Auswahlprozess zu ge-
stalten? Und wie kann die Konsistenz der ausgewählten Teilprozesse mit 
der Leitlinie sichergestellt werden? (Modellierungsmethodik) 
 Die (visuelle) Darstellung formalisierter Leitlinien wurde bisher noch 
kaum untersucht. Im Bereich der Leitliniensprachen wurde einzig bei 
Asbru auf grafische Repräsentationen eingegangen (z.B. (Aigner, 2003)). 
Wie können die Regeln und (Teil-)Prozesse der Leitlinien für medizini-
sche Fachexperten intuitiv und verständlich visualisiert werden? Und 
welche Darstellungsmöglichkeiten bieten sich während der Ausführung 
an, um die Entscheidungen des Assistenzsystems für den Benutzer nach-
vollziehbar zu machen? (Visualisierung, Benutzerinteraktion) 
 Nicht zuletzt sollen die Modelle und Werkzeuge weiterentwickelt wer-
den. Das Prozessmodell beschränkt sich bisher auf die für die Automati-
sierung notwendigen Eigenschaften und berücksichtigt noch keine Meta-
informationen wie beispielsweise Hinweise auf die Evidenz oder weiter-
führende Literatur. Die Werkzeuge der OlgaShell ermöglichen zwar das 
Editieren, Übersetzen und Ausführen von Leitlinien, jedoch erfordert das 
Modellieren mit Anwendern umfangreichere Möglichkeiten der Visuali-
sierung und Benutzerinteraktion. (Werkzeugunterstützung) 
Das in dieser Arbeit entwickelte Metamodell medizinischer Leitliniensprachen 
und die Möglichkeit, das Modell mit einer durchgehenden Werkzeugkette in ei-
nem PDMS zu automatisieren, bildet die Basis für weitere Forschungsaktivitäten. 
Insbesondere das Explizieren der Ziele von Leitlinien auf Basis quantitativ und 
qualitativ auswertbarer Zielmodelle eröffnet zum ersten Mal den Weg zu Analy-
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sen der strategischen und fachlichen Eigenschaften von Leitlinien. Die formalen 
Analysemöglichkeiten können zur Verbesserung einzelner Leitlinien oder zur 
Abschätzung von Effekten bei der Kombination von Leitlinien beitragen. Denn 
Leitlinien werden bisher stets isoliert betrachtet, und die Frage der Komplikatio-
nen bei der Anwendung mehrerer Leitlinien zu unterschiedlichen Themen auf 
einen Patienten ist bisher ungeklärt. Nicht zuletzt erlaubt die Ausführung von 
Leitlinien erstmals Aussagen über die Effekte einer automatisierten Leitlinienun-
terstützung. 
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10 Glossar 
API: Application Programming Interface, Programmierschnittstelle. 
ARIS: Architektur integrierter Informationssysteme, IDS Scheer AG (Kapitel 
3.3.1.1, http://www.aris.de, 14.4.2008). 
BPMN: Die Business Process Modelling Notation ist eine grafische Notation für 
Prozessmodelle, die unabhängig von spezifischen Workflowsprachen ist 
(http://www.bpmn.org, 5.4.2008). 
Clinical Pathway: Ein klinischer Behandlungspfad (Clinical Pathway) beschreibt 
den vollständigen Diagnostik- und Therapieplan für einen Krankenhaus-
aufenthalt in Abhängigkeit von einer Diagnose oder einem Symptom. 
Dabei beinhaltet er sowohl administrative (z.B. Terminierung, Rollen) als 
auch medizinische Anteile (Kapitel 2.1). 
DGAI: Deutsche Gesellschaft für Anästhesiologie und Intensivmedizin e.V. 
Diffusion: Die Aufnahme der Gase aus der Atemluft ins Blut. 
Elektronische Patientenakte: Zentrale Sammlung aller Daten eines Patienten (Be-
funde, Diagnosen, Behandlungsverlauf, etc.). 
Ereignisgesteuerte Prozessketten (EPK): Prozessmodell als alternierende Folge 
von Ereignissen und Funktionen (Kapitel 3.3.1.1, http://www.epk-commu
nity.de/, 14.4.2008). EPKs sind Grundlage von ARIS. 
Evidenzbasierte Medizin: Eine Methode in der Medizin, die Diagnostik und Be-
handlung von Patienten zu verbessern, indem Erkenntnisse angewendet 
werden, die auf der gemeinsamen und wissenschaftlich gesicherten Aus-
wertung von Studien und Veröffentlichungen basieren. 
Evidenzgrad: Wissenschaftliche Aussagefähigkeit klinischer Studien, eingeteilt in 
sechs Klassen (Ia für die höchste Evidenz, IV die geringste) 
(http://flexikon.doccheck.com/Evidenzbasierte_Medizin, 14.4.2008). 
Extubation: Entfernung eines Beatmungsschlauches (im Gegensatz zur Intubati-
on). 
Fuzzy-Logik: Im Gegensatz zur Boolschen Logik (1=wahr und 0=falsch) erlaubt 
die Fuzzy-Logik Werte im Intervall [0..1] und damit auch unscharfe An-
gaben wie „ungefähr“, „ein wenig“, „stark“ oder „ziemlich“. Für eine 
medizinische Anwendung siehe z.B. (Warren et al., 2000). 
10 GLOSSAR 
186 
GLIF: Guideline Interchange Format (Kapitel 3.1.2). 
GRTool: Werkzeug zum Editieren von Zielmodellen (Giorgini et al., 2002). 
Hashtabelle: Auch Streuwerttabelle: Eine Indexstruktur, bei eine mathematische 
Funktion die Position eines Objektes berechnet und dadurch ein Suchen 
entfällt. 
Health Level Seven (HL7): Ist ein international standardisiertes Protokoll zum 
Austausch von Daten zwischen medizinischen Informationssystemen 
(http://www.hl7.org, 4.4.2008). 
i* (i-Star): Agentenorientiertes, zielorientiertes Requirements Engineering (Kapi-
tel 3.3.2.1). 
Java: Freie objektorientierte Programmiersprache der Firma Sun Microsystems 
(http://java.sun.com, 4.4.2008). 
Klinisches Informationssystem (KIS): Ein Informationssystem zur Verarbeitung, 
Übermittlung und Speicherung von Daten im Krankenhaus. 
Leitlinie: Leitlinien sind systematisch entwickelte, wissenschaftlich begründete 
und praxisorientierte Entscheidungshilfen für die angemessene ärztliche 
Vorgehensweise bei speziellen gesundheitlichen Problemen (Kapitel 2.1). 
Medical Logical Module (MLM): in Arden Syntax formulierter Algorithmus, der 
eine medizinische Wissenseinheit (Entscheidungsregel) kodiert. 
Mousetracking: Methode des Usability Engineering, bei der die Mausbewegun-
gen und –klicks während der Benutzung eines Programms festgehalten 
werden. 
Normotherm: Normale Temperatur, das heißt, weder Fieber noch Unterkühlung. 
Norton Skala: Eine Skala, mit der das Risiko für das Wundliegen eingeschätzt 
wird (http://www.dekubitus.de/dekubitus-risikoskalen.htm, 14.4.2008).  
Onkologie: Medizinisches Fachgebiet, das sich mit der Vorsorge, Diagnose und 
Therapie von Krebs beschäftigt. 
Organization Modelling Environment (OME): Ein Werkzeug zur zielorientierten 
und/oder agentenorientierten zur Modellierung und Analyse 
(http://www.cs.toronto.edu/km/ome/, 4.4.2008). 
Patienten-Daten-Management-System (PDMS): Informationssysteme, die patien-
tenbezogene Daten und Informationen erfassen und darstellen. Meist auf 
einer Station, patientennah und mit medizintechnischen Geräten verbun-
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den (im Gegensatz zu Krankenhausinformationssystemen, die administ-
rative Vorgänge unterstützen). 
Protegé: Freier Ontologieeditor der Abteilung für medizinische Informatik, Uni-
versität Stanford (http://protege.stanford.edu, 12.03.2008). 
Requirements Engineering: Anforderungserhebung als Teil des Softwareentwick-
lungsprozesses. 
Ruleflow: Ruleflows spezifizieren einen Ablauf mit klassischen Kontrollstruktu-
ren (Sequenz, Verzweigung, Schleife) zwischen Regelmengen 
(http://www.jboss.org/drools/, 16.6.2008). 
Sedierung: Beruhigung, auch Teil der Narkose. 
SNOMED: Systematisierte Nomenklatur der Medizin, gepflegt von der Interna-
tional Healthcare Terminology Standards Development Organization 
(IHTSDO). 
SOFA Score: Der SOFA Score ist ein von Experten der European Society for In-
tensive Care Medicine (ESICM) festgelegter Konsens zur objektiven Be-
schreibung der Organ(-dys)funktion (http://www.mars-dialyse.de/leber
erkrankungen/scores/sofa.htm, 29.11.2007). 
Spinale Meningitis: Eine Infektion der Flüssigkeit des Rückenmarks. 
Spontanatemtest (spontaneous breathing test, SBT): Test, um zu ermitteln, wie es 
um die Fähigkeit eines Patienten bestellt ist, selbst und ausreichend zu 
atmen. 
Standard Operating Procedure (SOP): Eine Standard Operating Procedure (SOP) 
stellt diagnose-, symptom- oder maßnahmenbezogene Indikations- und 
Handlungsanweisungen dar und damit auch die Abläufe innerhalb der 
Schritte eines Behandlungspfades. Die SOP wird auch als Therapiestan-
dard bezeichnet (Kapitel 2.1). 
TROPOS: Eine Software Entwicklungsmethode die auf den Konzepten der frü-
hen Anforderungsanalyse basiert (http://www.troposproject.org/, 
14.4.2008, Kapitel 3.3.1). 
UML: Unified Modeling Language. Standardisierte Sprache zur Modellierung 
von Software und Systemen (http://www.uml.org, 14.4.2008). 
Ventilation: Die maschinelle Ventilation dient der künstlichen (maschinenunters-
tützten) Beatmung eines Patienten. 
WfMC: Workflow Management Coalition (http://www.wfmc.org, 14.4.2008). 
10 GLOSSAR 
188 
Workflow: die teilweise oder vollständig computerisierte Unterstützung oder 
Automatisierung eines Geschäftsprozesses. 
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