The underlying set theory of the Z-specification language is said to be a typed set theory. There are two interpretations of this to be found in the literature. One is based upon Simple Type theory and the other on set theory plus a type assignment system. We establish their equivalance.
The Set Theory of Z
The informal accounts of the Z specification language given in the textbooks (e.g. [15] , [3] , [14] ), insist that the underlying set theory of Z is a typed set theory. However, the more formal accounts have interpreted this phrase in two different ways.
One interpretation is that given by simple type theory (ST). For example, in [7] a logic for Z is provided where the underlying set theory is essentially 1 that of ST. However, the perspective adopted in the draft standard [11] , [12] , and the forthcoming [2] is different. Here the theory is presented in two distinct parts.
A set theory − S A type system − T S is some fragment of ZF (roughly that which is generated from some basic sets by forming pairs, unions, power sets and separation sets). Like ZF it is given in an untyped language where the notions of equality and membership are global. However, from the perspective of ST, the syntax of S over-generates. So, in addition to the set theory itself, there is a separate type assignment system (T) which reflects the type system of ST and whose role is to filter out the syntactic over-generation permitted by S. In practice, one proves a theorem within the language and proof theory of S; T is then employed to check that the theorem is well-typed.
How are these two approaches related? Are they in some sense equivalent? The objective of this paper is to explore and answer these questions.
The outline of the paper is as follows. We first put versions of ST and S in place. We then provide translations between these theories. We then introduce the system T and explore its connection with the other two.
Simple Type Theory
There are many prima facie different but largely equivalent presentations (e.g. [13] , [4] , [1] ); we have chosen that of [13] , [4] 2 .
The Language of ST
The types are just the numerals 0, 1, 2, 3,.... We assume a denumerable number of object level variables for each type -x n i (n ≥ 0, i ≥ 0) where each variable has its type indicated as a superscript. The language is then given by the following abstract syntax where, generally, we employ lower case Greek letters for wff and t n for terms of type n. We shall also write t : n to indicate that t is of type n.
We employ the standard classical definitions for the other connectives. In particular, negation is defined in terms of absurdity and implication as ¬φ¸φ → Ω. Equality and extensional equivalence are defined as follows.
We write F V (e) for the free variables of any expression e and e[t n /x n ] for substitution.
Rules of ST
For comparative purposes, all the theories in the paper are given in a sequent style version of natural deduction 3 . Here sequents have the form
where φ is a wff and Γ is a finite set of wff (possibly empty). We write Γ ∪ {φ} as Γ, φ. We shall, unless necessary, leave out contexts.
Structural Rules
φ φ Γ ψ Γ, φ ψ 2.2.2 Logical Rules Ω φ φ ∨ ¬φ φ ψ φ ∧ ψ φ ∧ ψ φ φ ∧ ψ ψ φ ψ φ → ψ φ → ψ φ ψ φ[x n ] ∀x n · φ ∀x n · φ φ[t n /x n ]
Extensionality
∀y n+1 · ∀z n+1 · y n+1 ≡ n+1 z n+1 → y n+1 = n+1 z n+1
Comprehension
This completes the description of ST. It is not the most parsimonious presentation, but it best suits our purposes.
Th Set Theory S
In developing the theory we have been guided by the accounts of Z given in the literature: [14] , [2] , [11] , [12] . However, there is some divergence as to exactly which set constructs are to be admitted. In the standard ( [11] , [12] ) these are power sets, Cartesian products and separation. However, in [2] union and pairing are also admitted. Since this is the more inclusive theory we have adopted it. What follows is essentially the set theory of [2] 4 .
The Language of S
There are two syntactic classes: wff and terms. We employ lower case Greek letters for wff, s, s 1 , s 2 , s 3 etc. for terms. The abstract syntax of the theory is given as follows:
Wff are formed from equality, membership and absurdity by conjunction, implication and bounded universal quantification. Terms are formed from variables and a basic set (B) by forming pairs, unions, power sets and separation sets. We define inclusion and extensional equivalence as follows:
Rules of S
We adopt all the same logical framework as before and write Γ φ when the sequent is derivable via the following rules.
Structural Rules
These are the same as ST but stated for the language of S.
Logical Rules
The propositional rules are the same as ST but stated for the language of S. The quantifier rules now take the following shape.
Equality
s = s (s 1 = s 2 ∧ s ∈ s 1 ) → s ∈ s 2 (s 1 = s 2 ∧ s 1 ∈ s) → s 2 ∈ s
Extensionality
s 1 ≡ s 2 → s 1 = s 2 3.2.5 Basic Set ∃x ∈ B · x = x
Pairs
s ∈ {s 1 , s 2 } ↔ s = s 1 ∨ s = s 2
Union
s 1 ∈ ∪s 2 ↔ ∃y ∈ s 2 · s 1 ∈ y
Power Sets
s 1 ∈ P s 2 ↔ s 1 ⊆ s 2
Separation Sets
We assume all the obvious side conditions on these rules to avoid variable clashes. This completes the description of the theory. We shall later indicate possible extensions. Although the theory stems from the specification literature it turns out to be a slight variant of a theory known as Maclane Set Theory after Saunders MacLane. 5 This completes the description of the two systems. We now begin to explore their relationships.
Embedding ST in S
Initially, we set up a translation from ST to S. First observe that, in S, the sets V n , (n ≥ 0), given as follows, form a subclass of sets generated from the basic set by power set alone.
PROOF. For n = 0 the result is immediate. For the induction step we have only to notice that
The actual translation is given relative to an assignment function g, which is a function from the variables of ST to the terms of S. We write
for that function which is identical to g except that the ST variable x n i is now assigned the S term t. Relative to an assignment function g, for each term/wff of ST we associate a term/wff of S, as follows.
We require the standard substitution lemma.
where t : n PROOF. By induction on the expressions of ST.
To state the soundness of the translation we need the following. For e any expression of ST and ∆ a set of wff of ST, we define contexts for S as follows. (1) is by induction on the terms of the language of ST. For variables the result is clear. For comprehension terms: {x (2) is by induction on the derivations. The structural rules are clear. Consider the propositional logical rules. Most are straightforward but there is one tricky point which we illustrate with implication elimination. Let g be given. For simplicity let y m be the only free variable of φ not free in ψ. By induction and the structural rules
Since each V n is non-empty we can eliminate the initial quantifier to obtain
Next consider the universal quantification rules.
For the first, assume inductively,
. By the universal introduction rule in S we have:
. Now apply the substitution lemma. The rules for comprehension and extensionality of ST follow, respectively, from the separation and extensionality rules of S.
We can now deduce the following 6 . 
Interpreting S in ST
The interpretation in the opposite direction is harder since the basic notions of equality and membership operate over all objects and we need to interpret these global relations as assertions in ST.
Defining Global Membership and Equality in ST
To this end, we define, in ST, two relations°a nd ∈
• by simultaneous recursion on the type structure as follows.
The first clause insists that where both terms are of type 0, the new relation of equality agrees with the old one. Clause four demands that two terms of (possibly different) successor types are equal when they are extensionally equal according to the new relations of membership. The second clause is a special case of the fourth given the way membership is defined in terms of type 0 -clause five insists that t is a member of an object t of type zero if t is extensionally equal to t . Together the equality clauses enforce extensionality. Given this, the idea behind the second membership clause is clear: an object t of one type is member of an object t of another type if t contains a member extensional equal to t 7 .
are wff of ST.
PROOF. By induction on the type levels: use the sum of the two indices as the complexity measure. For example, consider the fourth clauses. Consider:
7 [8] contains the first proof that a theory equivalent to S is equiconsistent with ST. A different proof is contained in [5] , a slight variant of which is given in [10] . For more information on these techniques see [6] . The techniques employed are all model theoretic. Although these model theoretic accounts implicitly provide translations between the theories our account is interestingly different in that we provide a proof theoretic analysis i.e. we provide a direct syntactic translations between the set theory and the type theory and establish their equivalence proof theoretically. This enables us to relate the two theories with the intensional type-checking system. It should be said that if we use Big-Mac, we would need to employ more model theoretic techniques.
are wff of ST; hence the whole formula is. Also observe that the first conjunct of the second clause reduces to t
, which by the last is ∃x
1 , which has lower complexity.
We next prove some elementary properties of these relations. where v n°wm . By induction this yields, u k°wm .
We illustrate with (1), where
PROOF. By induction on the type structure. For example, consider the case of clause four in the definition.
By induction, the right hand side reduces to
By extensionality in ST, this yields:
.¤ From this lemma we see that for terms which are of the appropriate type, the new relations of membership and equality agree with the old ones.
Using the induction hypothesis, it is easy to check that x n+1°yn+2 .
So with respect to these relations the system is cumulative. The following provides an alternative account of these relations. LEMMA 5.6 (Characterization) (1) t
PROOF. They are all straightforward. We illustrate (2) with the case where
. . By definition, ∃x
The Translation
We interpret the expressions of S relative to an assignment function d, which in this direction is a function from the variables of S to the terms of ST. We write
for that function which is identical to d except that the S variable x i is now assigned the ST term t. For each expression of the set theory and context d, we associate an expression of ST as follows. 
PROOF. By induction on the expressions of S.
PROOF. By simultaneous induction on the terms/wff of S. For (1) . Now use the fact that°is an equivalence relation. Membership is similar but employs the fact that°is a congruence. The rest is a routine induction.
We can now establish the soundness of the translation. In the following Γ d is given as:
PROOF. By induction on the proofs in S.
The structural rules and the propositional rules are clear. Consider ∀I.
Since x is not free in s, we obtain:
as required. The case where
Assume s d : n + 1-the zero case is similar. By induction, we have:
-from universal elimination and the substitution lemma. The equality rules follow by congruence and the verification of extensionality proceeds directly from the definitions.
This leaves the axioms/rules for sets. For the axiom for the basic set, observe that the translation of ∃x ∈ B · x = x, is equivalent to ∃x 0 · x 0 = x 0 which is built into ST -we have variables of all types. Separation: we illustrate with the case where s d : n + 1− the zero case is similar. We must prove the following equivalent.
These two are equivalent if
where z n°td . This follows from the substitution and replacement lemmas. Pairing: we have to show that:
The direction from left to right is immediate from the definitions and congruence. The other direction is a consequence of the raising lemma.
Union: in the case where t 2 : 0 both sides of the axiom, under translation, reduce to:
whereas, where t 2 : 1, both sides reduce to:
For the general case where t 2 : n + 2, the two sides take the form:
(2) follows from (1) by congruence. Assume (2) . t ∈ • y n+1 yields ∃x n · x n ∈ y n+1 ∧ t°x n and so (1) follows.
Power set: we illustrate with the cases where t 1 : m + 1 and t 2 : n + 1-the other cases are similar. Here it is sufficient to show in ST that the following are equivalent.
. Assume (1). Let the required z n+1 be given as:
. So we have only to check that t m+1 1°z
From ST to S and back
Our major objective in this section is to use our translations to show that any sequent of ST, which when interpreted as a sequent of S is provable in S, is already provable in ST. We require the following. DEFINITION 6.1 Let g and d be two assignment functions for the respective translations. Let e be any expression of ST. We shall say that d agrees with g on an expression e of ST if for each
n . In this case we define the ST context
Let ψ/t be a wff/term of ST. Let d agree with g on ψ/t. Then in ST,
. By induction on the structure of the terms/wff. Consider (1). For variables it is obvious. For comprehension terms, by definition:
where the last step is by induction. For (2), equality and membership are illustrated by the former. Consider t 1 = n t 2 . Assume inductively
d is equivalent to t 1°t2 . Since t 1 : n and t 2 : n, the result follows by the agreement lemma. Finally consider ∀. By definition: (∀x
. By induction, this is equivalent to ∀x 
A type system for S
We now introduce the third system, namely the type-checking system for S. The underlying idea is based upon the type-checking system for Z given in the standard. The role of the type system is to haul back the unconstrained syntax of S to that of ST. We first introduce the system and then explore its connections with S and ST.
The Type System T
There are two judgements in this system.
t : n φ prop
The first asserts that a term of S has type n and the second that a wff of S is a proposition. Judgements are made relative to a type assignment context c which is a finite set of type assignments to variables. Thus such a c takes the form
We write c T Θ if the judgement Θ, of either of the above kinds, follows from c by the following rules. 
the result is immediate.
The Role of T
We can now bring T into the picture and connect it to the other two theories. We have shown that one combination of the translations leads us back to where we started. In the other direction we can only expect agreement on those wff of S which directly correspond to those of ST. We have two possible ways of characterizing such formula.
(1)
A wff φ of S is well-typed, relative to g, if there exists a wff ψ of ST such that ψ g ↔ φ
What is the connection between these two characterizations? We first prove the following.
THEOREM 7.2
Let g be an assignment function for ST. Let ψ (respectively t n ) be a wff (respectively term) of ST. Let c be a type assignment context such that c T (
. By induction on the terms and wff of ST. For example, suppose that φ is t 1 = n t 2 . By induction, c T t
Hence, every well-typed formula is equivalent to a proposition. Conversely, we show that every proposition of S is the image (under some g) of a wff of ST. For this we require the following. 
Let g and d be two assignment functions for the respective translations. Let e be any expression of S. Define the S-context
THEOREM 7.6 Let s be a term and φ be a wff of S. Suppose d and c agree on φ and s. Then
PROOF. By simultaneous induction on the terms and wff of S. For (2) the cases of membership and equality are similar; we illustrate with equality. Let φ be s 1 = s 2 . By definition, 
, by part (1), s dg i = s i and we are finished. The propositional connective cases follow directly by induction. Consider universal quantification. Assume, c ∀x ∈ s · φ prop. We know that c, x : n φ prop and c s : n + 1 for some n. We know that s dg ∈ V n+1 and s dg = s. Hence, s ∈ V n+1 . So by the definitions of the translations,
Hence the result. We now consider (1). The case for variables is automatic. The pairs are easy to check. The case for power sets is dealt with as follows. If c T P s : n + 2 then c T s d : n + 1. Hence, by the translations:
Hence, the above is equal to P s. Union follows suit. Separation follows a similar pattern to quantification.
So we have agreement between the two notions. Finally we have: 
Conclusion
We have set up two translations and shown that in one direction they lead us back to where we started. In particular, we have a rather direct and explicit proof that the theory S is conservative over ST in that every wff of ST, which is provable in S, is already provably in ST. Moreover, the wffs of S which are disguised wffs of ST are characterized by the type system T. So we can prove theorems in S and use T to check the conclusion in the knowledge that we have not stepped outside ST. In summary, ST is equivalent to S restricted to those wff which are propositions according to T.
This has a direct impact upon the way type-checking is carried out in Z. In the standard, the set-theory and the type system are given independently but there is not too much discussion of how the two are intended to interact. The conservative view is: carry out the proofs in S and type-check the conclusion. However this leaves open the possibility that the resulting system is not conservative over the system where whole proofs are type-checked. At the moment the intention seems to be that whole proofs have to be [2] . The latter is equivalent to the version of Z formulated directly in terms of type theory [7] . However, we have shown that it is enough to type-check the conclusion.
We can extend the theories to include infinity and choice. However, some care has to be exercised here in terms of the form that infinity takes in S. We wish to maintain the typechecking regime of ST so we need to add it in such a way that the set of natural numbers has a type. This would not, for example, be the case if we employed the standard axiom of infinity. The obvious way is adopt a similar form of infinity in S to that taken in ST . The most useful route is simply to turn the basic set of S into the natural numbers by adding 0 and successor and governing them by the standard axioms. The whole development then goes through.
We might also include schema types in ST along the lines of [7] . Given that we have generalized unions in S, these can be interpreted directly, so these additions do not substantially disturb the main results. However, there is still no general agreement on the exact formulation of schema in Z, so we shall not push this.
