We jointly model longitudinal values of a psychometric test and diagnosis of dementia. The model is based on a continuous-time latent process representing cognitive ability. The link between the latent process and the observations is modeled in two phases. Intermediate variables are noisy observations of the latent process; scores of the psychometric test and diagnosis of dementia are obtained by categorizing these intermediate variables. We propose maximum likelihood inference for this model and we propose algorithms for performing this task. We estimated the parameters of such a model using the data of the five-year follow-up of the PAQUID study. In particularThis analysis yielded interesting results about the effect of educational level on both latent cognitive ability and specific performance in the mini mental test examination. The predictive ability of the model is illustrated by predicting diagnosis of dementia at the eight-year follow-up of the PAQUID study bsed on the information of the first five years.
Introduction
Alzheimer's disease is clinically characterized by a progressive decline of cognitive abilities and is the main cause of dementia. This feature has two important consequences for the modeling. First it is only an idealization to consider that the disease starts at a particular moment. The diagnosis is made at the time of examination by a neurologist but this does not mean that the disease started at this precise moment, nor even at any precise moment before examination. The second consequence is that psychometric tests which measure cognitive abilities can provide important information regarding the progression of a pathological process which may lead to a diagnosis of Alzheimer's disease or dementia. It is interesting to devise models which link the two types of information (diagnosis of dementia and psychometric tests) with three main objectives: to better understand this link, to increase the power for detecting risk factors, to predict dementia using previous observations of scores of psychometric tests.
The problem can be tackled through joint modeling of an event (onset of dementia) and a longitudinal marker (scores of a psychometric test). Joint modeling of CD4 cell counts and onset of AIDS or death has been proposed by Faucett and Thomas (1996) and Wulfsohn and Tsiatis (1997) . Concerning dementia a model has been proposed by Jacqmin-Gadda, Commenges and Dartigues (2005) , with the specific aim of estimating a change-point in the regime of cognitive decline. Approaches based on a stochastic process framework are particularly well suited to grasp the dynamics of diseases. Henderson, Diggle and Dobson (2000) proposed a model in which a latent process acts as a time-dependent variable in a proportional hazards model. Other approaches of joint modeling represent the event as the crossing of a barrier by the latent process (Whitmore, Crowder and Lawless, 1998; Lee, DeGruttola and Schoenfeld, 2000) . This approach was developed by Hashemi, JacqminGadda and Commenges (2003) and applied to joint modeling of dementia and a psychometric test: in this model the latent process was interpreted as representing cognitive ability. The present paper proposes an evolution of this work with important differences which make the model much more flexible, and thus more usable; in particular, for technical reasons, the HashemiJacqmin-Gadda-Commenges model was restricted to linear time-trend for the latent process.
We propose a new model which allows for the diagnosis of dementia and scores on a psychometric test to be analyzed together. The model looks particularly non-standard for dementia because we do not model onset of dementia but diagnosis of dementia at the time of visit. This is in fact more realistic (even though interval-censoring was treated in the Hashemi-Jacqmin-GaddaCommenges model) because onset of dementia is an abstraction; cognitive decline is in fact most often progressive. Thus our basic model is that a neurologist makes a diagnosis of dementia if the subject has a latent process below a certain threshold at the time of visit. As for scores of the psychometric test, we consider a grid of threshold values c m , and the subject has score m if his latent process falls between c m and c m+1 at time of visit. This is a refined model compared with previous works treating ordinal scores as continuous. With this approach, both diagnosis of dementia and score of the psychometric test are categorized observations of the latent process. This is reminiscent of probit models for ordinal data (McCullagh and Nelder, 1989; Chib and Greenberg, 1998) , but here the underlying latent process allows to capture the dynamics of the phenomenon under study. Our model is in fact slightly more complicated than the above description, as will be described later.
In section 2 we present a general form of the model which could be applied to contexts other than cerebral ageing. In section 3 the identifiability is studied and the likelihood is derived. In section 4 we come to the specific model used for dementia and the Mini Mental Score Examination: we begin by describing the PAQUID study, a large cohort study on ageing which provides the data we used; then we describe the model, present a small simulation and give results, particularly on the predictive ability of the model.
We end with a short conclusion.
Model and observations

Outline of the model
We propose a general model for multidimensional longitudinal data based on a latent process. The observation of type k for subject i at time t ij will be denoted Y k ij (in our application we will use observations of two types: k = 1: diagnosis of dementia, k = 2: a psychometric test). Similarly as in Dunson The common latent element in our model is a latent process Λ i (t) which is defined in continuous time (in contrast with Dunson's model). In our appli-cation it is natural to consider that subjects have a certain cognitive ability quantitatively represented by Λ i (t) for any t, not only at measurement times.
It is also made possible for this approach to treat unequally spaced observation times which may be different from one subject to another. The model for the latent process, driven by a Brownian motion, yields a natural correlation structure for the intermediate latent variables θ k ij , without introducing additional parameters which would have to be estimated.
Another trait of our model is that it may be non-linear in the parameters.
In the next section we present the model in the most general form that can be easily treated with our approach because it preserves the normality of the θ k ij . Finally the model is a kind of multivariate probit model (Chib and Greenberg, 1998) : it has a more direct interpretation than assuming that the θ k ij are related to the canonical parameters of a distribution in the exponential family, and it is related to threshold models already used by Hashemi, Jacqmin-Gadda and Commenges (2003) in this application. Moreover it leads to simpler numerical integrals.
Because of the central role of the latent process in our model, we will start by describing it, specifying afterwards how it can be observed. We consider that there might be other observations (for instance other psychometric tests) at other times; this would not affect our latent process which has an intrinsic meaning.
Latent process
For each subject i we introduce Λ i = (Λ i (t)) t≥0 , a continuous-time stochastic latent process; in our application Λ i (t) will represent the global cognitive ability of subject i at time t. This latent process is modeled as a function of explanatory variables as:
where W i = (W i (t)) t≥0 is a standard Brownian motion. The q-vector of random effects a i has a multivariate normal distribution: a i ∼ N (0, A); a i and W i are independent and the sets (a i , i = 1, . . . , n) and (W i , i = 1, . . . , n)
are sets of independent random vectors and processes; the functions f (., .): 
is a particular case of model (1). Note that in a linear model there is no parameter γ.
In the application we might consider the non-linear model:
represents educational level. This model is non-linear in time, but also in the parameters; parametrizing the power of time (β 5 ) offers more flexibility in modeling the effect of time.
Observation equations.
We consider that the values of "tests" at different time points are indirect observations of the latent process; in our application the "tests" include both psychometric tests and diagnosis of dementia. We model the link between the latent process and the tests in two phases: first we introduce, for subject i, intermediate random variables θ k ij which can be seen as potential measurements for each test k = 1, . . . , K of Λ i (t ij ); secondly we represent the values of the tests as functions of these intermediate variables. The reason for differentiating these two phases is that the θ k ij are linear in Λ i (t ij ) and have normal distributions while the tests functions may be non-linear and discontinuous. The times t ij will be treated as deterministic. They might be random but under the condition that the mechanism leading to incomplete data is ignorable, a condition under which the likelihood treating these times as fixed leads to the same inference as the correct likelihood. We make the same assumption for possibly missing data.
2.3.1
Definition of θ k ij .
The intermediate variables for subject i and for test k are defined as:
for j = 1, . . . , n i , where g k (., .) and G k (., .) are analogous to f (., .) and F (., .)
in the definition of the latent process but are specific to the k
is a set of independent variables for any choice of i, j, k. 
A linear model for the intermediate variables
Binary data are simply a special case of ordinal data for which we only need one cut-off point,
Likelihood Inference
For establishing the likelihood we will first study the distribution of the intermediate variables. Then we establish the likelihood for the case where the tests are ordinal variables as in our application.
Joint distribution of the intermediate variables
We shall study the distribution of the Kn i vector Θ i = (θ k ij ; k = 1 . . . , K; j = 1, . . . , n i ). It is to be noted that in equations (1) and (2) linearity in the random effects is assumed: this requirement is important to remain in a Gaussian framework; that is to say Θ i ∼ N (µ i , Σ i ). Thus computing the distribution of Θ i comes down to computing its mean vector µ i and variance covariance matrix Σ i . The expectation can easily be computed since we have:
The variance of Θ i is the sum of the variance coming from the latent process Σ i,Λ , the variance of the test specific random effects Σ id and the variance of the noise term Σ iε :
, and Γ i is the covariance matrix associated with the Brownian motion:
and Point (i) is common in all linear models. That C1 is sufficient for identifiability of β can be seen from the structure of the A matrix.
Similarly for the identifiability of γ we consider the condition: C2: (i) There is no random effect for one of the equations of the intermediate variable; (ii) we do not have that all the matrices F i F T i are equal. For instance if there is no random effect for test k we have: var γ (θ
However the rank of the left-hand side is q while the rank of the right-hand side matrix is n i . So unless n i = q for all i, this equality holds
If n i = q for all i, we could solve the equation to find (A ′ − A) as a function of F i leading to the additional requirement that F i F T i be the same for all i.
As for the identifiability of the whole set of parameters from the observation of the Y k ij it is difficult to prove a sufficient condition. There is at least an obvious non-identifiability case that can be detected, and thus avoided.
For fixed γ the distribution of the Y k ij depends only on the c
If the model for the cut-off points allows to
if there is an intercept (β 1 ) in the equation of the latent process, then the distribution of the Y k ij specified by α ′ , where α ′ is defined by η ′ , β ′ 1 = β 1 + ∆ and the other parameters equal to those of α, is the same as that specified by α. To avoid this non-identifiability case we may for instance give a fixed value to one cut-off value or the intercept β 1 , a condition we call "C3".
In practice we recommend that conditions C1, C2 and C3 be applied, or analogous conditions since these are particular cases of constraints that may be put on the three levels of the model.
Likelihood
We will first establish the individual contribution to the likelihood L i (α).
for any subject i. We denote by y k ij the (realized) observation relative to the k th test on the occasion of the j th visit at time t ij , a realization of Y k ij . L i is the probability according to the model of the observed trajectory, that is:
We will now define the sets over which integration will be required. Let 
If we define C i the orthant concerning subject i, C i =
C k ij , we obtain for the entire path concerning subject i
we just need to integrate the multivariate normal probability density function φ (µ i ,Σ i ) over the C i sets:
Missing values cause no problem because if value at test k at time t ij is missing, the integration set C 
Maximisation algorithm
The likelihood is difficult to compute since each L i involves a multiple integral, which has to be computed numerically (see Evans and Swartz, 2000, for a review). However, an advantage of our model is that the integrals that we have to compute are integrals of normal multivariate densities. Efficient techniques exist for this task: in particular the algorithms proposed by Genz (1992) allow us to compute such integrals up to a multiplicity of 20. The multiplicity of the integral for computing L i is Kn i . For instance in our application we have K = 2 and n i = 4, which leads to a multiplicity of 8, a feasible problem with the Genz algorithm.
Maximum likelihood estimators can be obtained by using quasi-Newton algorithms. We have considered a Marquardt algorithm (Marquardt, 1963) and an algorithm used by Heddeker and Gibbons (1994) and Todem, Kim and Lesaffre (2007) , in which the Hessian of the log-likelihood is replaced by the estimated variance matrix of the score. This algorithm has been further studied and called "Robust-variance scoring" (RVS) algorithm by Commenges et al. (2006) . An advantage of the RVS algorithm is that it needs only first derivatives of the log-likelihood, and the standard errors are obtained from the estimated variance matrix of the score at the maximum.
Our experience shows that the RVS algorithm is more than twice as fast as the Marquardt algorithm in our problem.
Application
4.1 The PAQUID study and the studied sample
The proposed approach was applied to the joint modeling of diagnosis of dementia and a psychometric test, the Mini Mental State Examination (MMSE) (Folstein et al. 1975) , using the data of the PAQUID cohort.
The PAQUID program on cerebral aging is based on a large cohort randomly selected in a population of subjects aged 65 years or older, living at home in two administrative areas of southwest France (Gironde and Dordogne). Our analysis bears on the first eight years of the follow-up of this study. In addition to the initial visit, subjects were seen approximately after one, three, five and eight years in Gironde and after three, five and eight years in Dordogne; the successive visits are denoted by T0, T1, T3, T5 and T8. At each visit the MMSE was measured and diagnosis of dementia was made by neurologists, based on the DSMIII-R criteria (for details see Letenneur et al., 1999) . We will use the first five years to fit the model and the eight-year follow-up to assess the predictive ability of our model.
Our sample was composed only of women who were not demented at the initial visit. It is safer to analyse men and women separately because the dynamics of ageing seems to be quite different between the genders (see Commenges et al., 2004) . Because there are more women than men in the PAQUID sample we chose to focus on women. We introduced the condition of being non-demented at the initial visit because it is doubtful that the PAQUID sample is representative of the whole population (demented and non-demented): demented subjects are often institutionalized. The condition of being non-demented at entrance must be taken into account in the likelihood (see section 4.3). At the initial visit there were five cases which, although not diagnosed as demented, obtained a MMSE score of zero (this can be seen on Figure 1 ): these subjects had cognitive impairment due to other causes than dementia (stroke, psychiatric illness); we have chosen to keep them in the sample.
We thought that the evolution of cognitive ability may be strongly affected by dementia and it was not our aim to describe this evolution; in consequence, further observations of the MMSE after diagnosis of dementia were not taken into account. This artificial right-censoring is ignorable: the reason is that it is done on the basis of an observed variable included in the model and this can be proved using results of Commenges and Gégout-Petit (2005) .
Finally, our study sample was composed of 2131 women aged 65 years or older and who were not demented at the initial visit. During the 5-year follow-up we had 5622 observations of the MMSE. We had also 5742 assessments of the demented status; among them, 126 were diagnoses of dementia.
4.2 The model applied to the PAQUID sample
The explanatory variables
The different components of the model we developed may depend on educational level and a variable indicating whether the test was administered for the first time (to take into account a possible practice effect): educational level has been shown to be a risk factor of dementia (Letenneur et al., 1999) and a practice effect of the MMSE has been found (Jacqmin-Gadda et al., 1997). Moreover, there has been debate about the necessity of correcting the MMSE for educational level in order to determine cognitive impairment, a prognostic factor of dementia.
The most difficult problem is to define what time is in our model. Since we wish to relate cognitive decline to age it is natural to determine a timescale for each subject closely related to age. We could consider that the time that is relevant for a subject is the time elapsed since her birth, that is, age.
However, in this model we do not wish to model the evolution of cognitive ability from birth (we would have to develop a much more complicated model) but only the decline of cognitive ability from an age at which we think that this phenomenon may start for a non-negligible fraction of the population.
We took as origin the age of 65 for the two following reasons: (i) we have observations from age 65, making it awkward to take a later origin, which would lead to negative times: particularly in a non-stationary (due to the Brownian motion) and non-time-homogeneous (due to the non-linearity in t) model this would not make sense; (ii) we have tried earlier time origins but this yielded lower likelihoods.
Educational level is represented by the binary variable that we will denote by Ed i so that Ed i = 1 if subject i has obtained a primary school diploma and 0 if not. Practice effect, denoted by Pra i , is defined as: Pra i (t) = 1 for t ≤ t i1 and Pra i (t) = 0 for t > t i1 .
For clarity of interpretation we will describe the model directly in terms of t, Ed i and Pra i (t) rather than using the general notations.
The latent process
In this application of our model, the latent process represents cognitive ability: diagnosis of dementia and MMSE will be considered as indirect measurements of it. The latent process is defined by equation (1) in which we specify f (., .) as:
As for the function F (., .) we tried:
It was natural to assume γ 1 = β 5 , that is, there is a vector of random effects a i of size q = 2 bearing on the intercept β 1 and the slope β 3 . However the algorithm failed to converge when we tried to estimate the two variance parameters and the correlation coefficient of the two random effects, probably due to the presence of the Brownian motion. The algorithm converged if we assumed a diagonal variance matrix for
. We also tried a simpler model with only one random effect obtained with the F (γ, z i (t))a i = a i ; since this simpler model gave nearly the same result, we present this simpler model in the following. For this model the latent process is defined as:
Observation equations.
In this application, we jointly model the diagnosis of dementia and the MMSE score, so that K = 2: the first "test" (k=1) is diagnosis of dementia and this is a binary variable; the second "test" (k=2) is the MMSE which has 31
values. The specification of the equations for the intermediary variables is guided by interpretability and identifiability issues.
We have introduced a random effect in the model of the intermediate variable θ . This random effect makes it possible that subjects with a low latent process are not diagnosed demented; this may happen because some subjects have always had low cognitive ability not linked to a neurodegenerative process. We did not introduce additional error term, that is to say σ 2 ε 1 = 0, nor explanatory variables (thus satisfying condition C1 in section 3.2). Thus the intermediate variable for dementia is:
For relating this variable to the diagnosis of dementia (which means defining the "test function") we just need one cut-off value given by the parameter η 0 : Y 1 ij = 1 if and only if θ 1 ij ≤ η 0 . Our notation here for the parameters η differs slightly from the general case: we use η 0 for dementia and η 1 , η 2 and η 3 for the MMSE, the meaning of which is explained below.
As for the MMSE (k = 2) we took into account both the practice effect and the specific impact of educational level on MMSE. The practice effect is only located on the first visit (j = 1) and we introduced an interaction with educational level (meaning that the practice effect may not be the same for subjects with or without a primary school diploma). Thus in formula (2) we took g
No specific random effect was introduced in the MMSE equation (condition C2), so 
We limited this power model to m ∈ [1, M 2 − 3] and we gave an independent parameter η 3 for c 2 M 2 −2 , which made it possible to improve the fit as compared to extending the above model up to M 2 − 2. Thus our model for the test function for MMSE involves three parameters: η 1 , η 2 and η 3 .
The likelihood for the application
We computed the likelihood according to section 2. We also had to include the selection condition mentioned in section 4.1: since only non-demented subjects were included, the likelihood is conditional on {θ 1 i1 > η 0 } (the event that subject i is not diagnosed demented at initial visit t i1 ); the conditional likelihood for subject i is L i /P (θ 1 i1 > η 0 ). We obtain from the model:
, so that we have:
The likelihood was maximized using the RVS algorithm described in section 3.3.
A Simulation
In order to demonstrate the ability of our algorithm to maximize such a complex likelihood we tried it on a simulated data set. We generated a sample of size n = 2131 with the same age distribution at the initial visit and the same proportion of educated and non-educated subjects as in the real data sample from the PAQUID study. We generated 4 visits as in the real data set, the initial visit and visits after one, three and five years. The values of the 16 parameters were taken equal to the values estimated in the real data set. We took as starting values: β 2 = β 3 = β 4 = β Table 1 . We see that the estimated values are reasonably close to the target values and that the .95 confidence intervals include these values. The algorithm converged toward the same point from different starting values. We also verified the quality of the inverse hessian for giving estimates of the variances of the estimators of the parameters by checking a reasonable agreement between some Wald tests and likelihood ratio tests. On the whole, the algorithm seems to be reliable.
Model estimated from the PAQUID data
The values of the parameters estimated from the PAQUID sample are shown in Table 2 . As expected there is a significant mean trend of decrease of global cognitive ability (see β 3 ) with a shape not far from a quadratic form (see β 5 ). There is a significant heterogeneity around the intercept (see σ a 1 ).
The significant random effect for dementia (σ d 1 ) means that some subjects are not diagnosed demented at repeated visits in spite of low cognitive ability.
The value of 0.58 for parameter η 2 indicates that a difference of one point of MMSE corresponds to a larger difference in cognitive ability for high cognitive level than for a low one; in other words, the sensitivity of MMSE is better for low level than for high level; this is graphically illustrated in In order to assess the degree of realism of our model for the MMSE we computed the expected numbers of subjects having score m at the MMSE at T0: this was achieved by computing for each subject the probability of having score m and summing the 2131 probabilities. The computation of these probabilities was carried out with the estimated model, taking into account the ages, educational levels and the practice effect, as well as the different variability terms and the use of formulae similar to that used for the prediction in section 4.6. Figure 1 compares the histograms of observed MMSE scores with the histogram of expected numbers; it can be seen that they are quite similar. There is a slight discrepancy at scores 22 and 21:
this artefact is due to the screening design for diagnosing dementia in the PAQUID study at T0 which used the threshold 24 and which probably led interviewers to put 22 or 21 rather than 24 for some subjects (to trigger the visit of a neurologist).
We can make an approximate link between the threshold for dementia Our model allows us to distinguish the effect of educational level on the latent cognitive ability on the one hand and on the MMSE score on the other.
Educational level has a significant effect (β 2 ) on the intercept of the cognitive ability process, but not on the slope (β 4 ); there is a highly significant effect of educational level (β 2 ) subjects with high educational level tend to have higher MMSE than subjects with low educational level, for the same value of the latent process (true cognitive ability), leading to a diagnosis of the former as demented at higher MMSE levels than the latter; on the other hand (because of the positive β 2 ) subjects with high educational level tend to have higher value of the latent process than subjects with low educational level, leading to a lower rate of diagnosis of dementia for the former as compared to the latter.
Finally, there is a significant effect of practice effect (β and high educational level (the curve for low educational level starts at the value of the intercept β 1 = 32.90). The curves are approximately parallel and the curve for low educational level below; this explains that a larger incidence of dementia has been observed in this group (Letenneur et al., 1999) . We can see that the decline of this expected value is very slow near the age of 65 and accelerates for older ages for both low and high educational levels. This is rather in agreement with normative values which have been established in the United States (Crum et al., 1993) and in France (Lechevallier-Michel et al., 2004) although the results can not be compared directly: one main difference is that normative values exclude demented subjects; another difference is that we model the practice effect. that educational level has an effect on global cognitive ability (our latent process), and thus on dementia, but also has a specific effect on MMSE.
Prediction of dementia diagnosis
The model may be used for predicting diagnosis of dementia for subject i at time t i,n i +1 , given the MMSE values at the successive visits (1, . . . , n i ) and given that subject i has not been diagnosed demented up to visit n i . The information that we have up to visit n i is summarized by the event Θ i ∈ C i . The probability that subject i is diagnosed demented at t i,n i +1 is
This expression is not affected by the condition of not being diagnosed demented up to visit n i as the corrective conditional probability cancels out in the ratio. In order to compute the numerator we need the joint distribution of θ 1 i,n i +1 and Θ i . This is a normal distribution with expectation:
, and variance matrix Σ * i formed by the block Σ i augmented by the correlation between θ 1 i,n i +1 and Θ i and the variance of θ 1 i,n i +1 . These are given by:
We selected subjects that had not been diagnosed demented up to visit T5 and who had been seen at T8: N = 1187 subjects satisfied these criteria.
We computed their individual probabilities p i of being diagnosed demented at visit T8, using the values of the parameters θ estimated from the followup up to five years. One aim was to predict the number N d of subjects diagnosed demented at T8: a natural predictor is the expectation of N d (conditional on information up to T5) which is N i=1 p i . We foundN d = 46.6. A predictive interval can be computed using the fact that Another way to assess the predictive ability of our model for diagnosis of dementia at T8 was to consider the p i 's as quantitative values on which a classification as positive or negative could be made according to a cut-off value, as in the theory of diagnostic tests. Sensitivity and specificity can be computed for each cut-off value and the ROC curve relates sensitivities and specificities for the different cut-off values. Figure 3 gives the ROC curve for our prediction of dementia diagnosis. In particular, the area under the ROC curve is a summary measure of performance of the test. The area under the ROC curve of our model is 0.82, a rather good value.
Conclusion
We have developed a general model for multivariate longitudinal ordinal data.
It could be easily extended to include continuous data: we could use for test k a continuous function h k (.) :
. Such a test function could be chosen in a family of functions depending on a parameter η k . For instance Proust et al. (2006) in an analogous problem have chosen the family of beta cumulative distribution functions indexed by two parameters.
When modeling cerebral ageing one would also have to model death: joint modeling of dementia and death has been achieved by the use of an illness-death model (Joly et al., 2002; Commenges et al., 2004) but cognitive ability was not modeled. It is not possible to rigorously treat the joint occurrence of diagnosis of dementia, psychometric tests and death with existing models. However, approximate inference can be made by considering death as censoring, as has been done in this paper.
Our model is useful for jointly modeling psychometric tests and diagnosis of dementia but could be applied to other epidemiological contexts. 
