Abstract Power usage within a Data Center (DC) goes beyond the direct power needs of servers to include networking, cooling, lighting and facilities management. Data centers range from closet-sized operations, drawing a few kilowatts (kW), to mega-sized facilities, consuming tens of megawatts (MWs). In almost all cases, independent of size there exists significant potential to improve both the economic and environmental bottom line of data centers by improve their energy efficiency, however a number of challenges exist. This paper describes the resulting maturity model, which offers a comprehensive value-based method for organizing, evaluating, planning, and improving the energy efficiency of mature data centers. The development process for the maturity model is discussed, detailing the role of design science in its definition.
Introduction
It is estimated that Information and Communication Technology (ICT) is responsible for at least 2% of global greenhouse gas (GHG) emissions with Data Centers (DC)'s accounting for 14% of the ICT footprint [1] . According to McKinsey & Co. [2] the world's 44 million servers consume 0.5% of all electricity and produce 0.2% of carbon dioxide emissions, or 80 megatons a year. The emissions generated for all the DC's globally are approaching the emissions levels of entire countries like Argentina or the Netherlands that are ranked 142 nd and 146 th respectively. Given a business as usual scenario greenhouse gas emissions from DC are projected to more than double from 2007 levels by 2020 [1] .
The efficient operation of a data center requires a diverse range of knowledge and skills from a large ecosystem of stakeholders. A Data Center (DC) requires expertise from engineering (including electrical, civil, mechanical, software and 1 Digital Enterprise Research Institute National University of Ireland, Galway electronic) to accountancy to systems management. Working in a DC may require knowledge of, the laws of thermodynamics and OpEx charge-back accounting principles in the same day. To address this issue, a consortium of leading organizations from industry, the nonprofit sector, and academia has developed and tested a framework for systematically improving Energy Efficiency (EE) capabilities within mature DCs.
The Innovation Value Institute (IVI; http://ivi.nuim.ie) consortium used an open-innovation model of collaboration; engaging academia and industry in scholarly work to create a data center energy efficiency assessment. It offers a comprehensive value-based model for organizing, evaluating, planning, and managing DC capabilities for energy efficiency, and it fits within the IVI's ITCapability Maturity Framework (IT-CMF). The objective of the assessment is to provide a high-level assessment of maturity for IT managers with responsibility for DC operations. This paper describes the Data Center Energy Efficiency maturity model.
Data Center Entergy Consumption
With power densities of more than 100 times that of a typical office building, energy use is a central issue for DCs. The US Environmental Protection Agency estimates that servers and DCs are responsible for up to 1.5% of the total US electricity consumption [3] or roughly .5% of US GHG emissions for 2007. Massive growth in the volumes of computing equipment, and the associated growth in areas such as cooling equipment has lead to increased energy usage and power densities within data centers. If growth continues in line with demand, the world will be using 122 million servers in 2020. Trends toward cloud computing have the potential to further increase the demand for DC-based computing services.
Power usage within a DC goes beyond the direct power needs of servers to include networking, cooling lighting and facilities management with power draw for data centers ranging from a few kWs for a rack of servers to several tens of MWs for large facilities. While the exact breakdown of power usage will vary between individual DCs, Figure 1 illustrates the examination of one DC where up to 88.8% of the power consumed by the DC was not used on computation; for every 100 watts supplied to the data center only 11.2 watts were used for computation [3] .
Air conditioners, power converters and power transmission can use almost half of the electricity in the datacenter, the IDC estimates that DC energy costs will be higher than equipment costs by 2015 [4] . The cost of operating a data center goes beyond just the economic bottom line; there is also an environmental cost. By 2020, the net footprint for data centers is predicted to be 259 MtCO2e [1] . There is significant potential to improve both the economic and environmental bottom line of data centers by improve their energy efficiency, however a number of challenges exist.
Energy Efficiency within Mature Data Centers
Data centers are complex eco-systems that interconnect elements of the ICT, electrical and mechanical fields of engineering. Energy efficient data center operations require a holistic approach to both IT and facilities energy management. Organizations face many challenges in developing and driving their overall DC EE strategies and programs: the complexity of the subject and its rapid evolution, the lack of DC EE subject-matter expertise, the lack of relevant instrumentation and information within mature DCs, the need for new metrics and measures and the need for multiple stakeholder engagement and agreement (IT, facilities, business users), With electricity costs the dominant operating expense of a DC it is vital to maximize the efficiency to reduce both the environmental and economic cost. DC and IT leaders frequently can't find satisfactory answers to questions such as: What is the utilization of the DC? Is the infrastructure provisioned appropriate for the business requirements? How energy efficient is the DC? Where are the inefficiencies? Are there clear measurable goals and objectives for DC EE? What more could be done to contribute to DC EE goals? What is the roadmap for DC EE improvements?
The Need for a Data Center Energy Efficiency Maturity Model
Maturity models are tools that have been used to improve many capabilities within organizations, from Business Process Management (BPM) [5] to Software Engineering (CMMI) [6] . Typically, these models consist of a set of levels that describe how well the behaviors, practices, and processes of an organization can reliably produce required outcomes. They can have multiple uses within an organization, from defining a place to start, to providing a foundation to build a common language and shared vision, to defining priorities and roadmaps. If defined by a community the model can capture the collective knowledge of the community's prior experiences. A maturity model could also be used as an assessment tool and benchmark for the comparative assessments of the capabilities of different organizations.
Maturity models have also been developed to support the management of IT organizations. The Innovation Value Institute (IVI; http://ivi.nuim.ie), a consortium of leading organizations from industry (including, Microsoft, Intel, SAP, Chevron, Cisco, Boston Consultancy Group, Ernst & Young, and Fujitsu) the nonprofits sector, and academia, have developed the IT-Capability Maturity Framework (IT-CMF) [7] . The IT-CMF provides a high-level process capability maturity framework for managing the IT function within an organization to deliver greater value from IT by assessing and improving a broad range of management practices. The framework identifies critical IT capabilities and defines maturity models for each process. A core function of the IT-CMF is to act as an assessment tool and a management system.
There is a need to improve the behaviors, practices and processes within data centers to deliver greater energy efficiency. To address the issue, the IVI consortium has extended the IT-CMF with a maturity model for systematically assessing and improving DC capabilities for energy efficiency.
Design Methodology
The IVI consortium engages in an open-innovation model of collaboration, engaging academia and industry in scholarly work to create the DE EE Maturity Model. As maturity addresses a number of different interrelated concerns including strategy, information management, facilities managements, the approach taken adheres to design science guidelines. The development of the model was undertaken using a design process [8] with defined review stages and development activities based on the design science research guidelines advocated by Hevner et al. [9] .
During the design process, researchers participate together with practitioners within research teams to research and develop the model. The research team interviewed multiple DC stakeholders to capture the views of key domain experts and to understand current practice and barriers to improving DC EE. The team widely consulted the relevant literature, both industrial and academic, on DC EE. Industrial best practices including the EU code of conduct for DE EE and the work of the Green Grid on metrics were incorporated. Once the model was developed it was piloted within a number of DCs with learning and feedback incorporated into subsequent versions. The core of the resulting maturity model for DC EE provides a management system with associated improvement roadmaps that guide senior IT and business management in selecting strategies to continuously improve, develop, and manage the DC capability for EE.
Maturity Model for Energy Efficiency in Mature Data Center
The Data Center Energy Efficiency model offers a comprehensive value-based model for organizing, evaluating, planning, and managing DC EE capabilities. The model fits within the IT-Capability Maturity Framework (IT-CMF) [7] and is aligned with the broader Sustainable ICT critical process maturity model [10] .
The DC EE assessment methodology determines how different DC capabilities are contributing to energy efficiency goals and objectives. This gap analysis between what energy efficiency targets are, and what they are actually achieving, positions the model as a management tool for aligning relevant capabilities with EE objectives [11] . The model focuses on the execution of four key actions to improve the management EE in the DC: define the goals and objectives for the DC EE program, understand the current DC capability maturity level, systematically develop and manage the DC capability building blocks, assess and manage DC progress over time. In the remainder of this section we outline the main components of the model in more detail and discuss the assessment approach.
Capability Building Blocks
The maturity model consists of seven capability building blocks (see Table I .) across the following three categories: Management, including the organizational structure, policy, and metering of the DC; Operations, which includes the efficient management of existing and new IT equipment and services; Building, which covers how air management, cooling and power infrastructure are managed to increase energy efficiency. How the data center and its energy efficiency is managed, who is responsible for running the DC and how integrated are: IT, Facilities, and the Business Policy The policies in place for energy efficiency within the DC and how they are aligned across the enterprise.
Manageability and Metering
The metering use by IT and facilities to improve understanding and manageability of energy usage.
Operations IT Infrastructure and Services
The management of IT equipment and services to ensure energy efficiency.
Building Internal Air and Cooling
The internal air management techniques employed.
Cooling Plant
The design and management of the cooling system.
Power Infrastructure
The management of power generation, conditioning and delivery systems to maximize energy efficiency.
Assessment Approach
The assessment begins with an online survey of DC stakeholders to understand their individual assessments of the maturity and importance of these capabilities. The survey takes no more than 30 minutes to complete. Typically, a range of individuals who are involved in, or accountable for, EE for the DC complete the survey. A series of targeted interviews with key stakeholders augments the survey to understand key business priorities and energy efficiency drivers, successes achieved, and initiatives taken or planned. Interviews last between 60 and 90 minutes; they are used to support the survey data. In addition to helping organizations understand their current maturity level, the initial assessment provides insight into the value placed on each capability, which will undoubtedly vary according to each organization's strategy and objectives. The assessment also provides valuable insight into the similarities and differences in how key stakeholders view both the importance and maturity of individual capabilities, as well as the overall vision for success. Understanding the current levels of maturity and strategic importance lets an organization quickly identify gaps in capabilities. This is the foundation for developing a meaningful action plan [12] .
Assessing and Managing Progress
With the initial assessment complete, organizations will have a clear view of current capability and key areas for action and improvement. However, to further develop the capability, the organization should assess and manage progress over time by using the assessment results to develop a roadmap and action plan and add a yearly/half-yearly follow-up assessment to the overall DC energy efficiency management process to measure over time both progress and the value delivered from improving energy efficiency. Agreeing on stakeholder ownership for each priority area is critical to developing both short-term and long-term action plans for improvement. The assessment results can be used to prioritize the opportunities for quick wins-that is, those capabilities that have smaller gaps between current and desired maturity.
Maturity Levels
To get an understanding of each maturity level, the following section outlines what is required at each level and the characteristic of each capability. It is important to note that a DC can be at different levels of maturity for each capability. The first maturity level is Initial and it is characterized by the absence of any formal EE practices or processes within IT or it management structure. The Basic level of maturity is the start of some formal management structure with a base level of understanding of the impact of EE within the DC. 
IT Infrastructure and Services
Defined IT landing procedures in place that considers EE. Auditing & decommissioning of unused or un-valued equipment. Appropriate storage allocation and some level of server consolidation in place. Existing server energy saving features are utilized. Processor P state energy saving modes are enabled.
Internal Air and Cooling
IT equipment inlet supply temperatures lower than the low end of the ASHRAE recommendations due to air mixing (at time of writing ~16-18 C). In chilled water DCs LWT is slightly higher than L1 due to supply air temp increase. IT equipment is oriented in a cold aisle hot aisle configuration. Blanking panels within racks are utilized and gaps in floor are sealed. HUM utilizes a fixed set point. Auditing for improvement opportunities are conducted such as inlet temp.
Cooling Plant Refrigeration infrastructure is appropriately sized or strategies are in place to align cooling capacity & demand. Typically COP is ~3-4. But refrigeration is still predominately required. Limited economization utilized.
Power Infrastructure UPS is more effectively sized or strategies employed to appropriately align demand and capacity relative to existing IT load. Efficiency is typically ~ 90% at 50% load or above.
The Intermediate level of maturity shows that all of the major components are in place for the efficient management of the EE within the data center. Policy IT server landing policies take account of facility cooling requirements. Cable and air management best practice are defined. Policy moves towards increased virtualization. There is an efficient and effective customer requirement program in place that matches service to needs. Facilities have defined improvement roadmap that targets sustainable operations. There is a resilience review policy/audit. External best practices are systematically reviewed and internalized. Best practice policies exist for new DC design and build.
Manageability and Metering
IT have granular understanding of IT electrical load through metering at the power distribution unit / board level. Facilities have an increased level of support infrastructure metered. Granularity of metering is 15 minutes or better. DC information systems combine the IT & facilities energy data with dashboards supporting decision-making. Environmental data both internal & externally is integrated into dashboard (i.e. weather data affects on air-cooled chillers). Basic remote intelligent control of IT & facilities infrastructure is available.
IT Infrastructure and Services
Comprehensive consolidation program in place. DC has begun to move some legacy services to virtualized environments. IT services are moving towards delivering valued performance per watt.
Internal Air and Cooling
Air inlet supply temperature at lower end of the ASHRAE recommendations (at time of writing ~20-21 C). In addition to blanking/sealing an optimized diffuser layout has been implemented, ideally based on CFM or similar study. Row based cooling utilized or perimeter. Additional air barriers are used to minimize air mixing. CRAC/CRAH units are powered down or throttled back to match air capacity to heat load to save on motor fan consumption. HUM uses a tight floating set point range. LWT is increased in line with the server supply temp.
Cooling Plant COP is typically ~4-6. Both standalone and systemic efficiency are considered. Pumps have Variable Frequency Drives (VFDs). Cooling coils have an economization mode that turns off refrigeration cycle if outside conditions permit. Partial wetside/airside economization is increasingly utilized, ~50% of the year.
Power Infrastructure UPS is correctly sized. The UPS is typically ~93% efficient or above at 50% load. There is an optimal number of PDUs.
The 4th level of maturity is Advanced which is characterized by a consistent and coordinated approach that is above the industrial average and where there is continuous improvement. The final and highest level of maturity is Optimizing where policies, procedures and standards for EE are set at the highest possible level. A team led by a senior executive has responsibility for EE across the enterprise. Sustainability is an inherent value and capability within the enterprise.
Policy
Energy efficiency policy is a continuum from the enterprise-level to the software code level and everything in-between. Policies influence beyond the enterprise boundaries requiring vendors and suppliers to incorporate sustainable practices. DC function actively engages in industry bodies and forums regarding best practice and influences EE throughout the enterprise supply-chain.
Manageability and Metering
IT can measure electrical load at service-level, matching consumption to useful work done. Facilities infrastructure and IT infrastructure is completed metered and optimized automation is in place. Environmental data is completely integrated and all cause and effect relationships are understood. Management dashboards are highly effective decision tools that incorporate energy, resilience, and business variables. Metering and control capabilities extend beyond the DC with real-time integration with other building infrastructure or smart grid infrastructure in terms of energy management, energy re-use, trading, etc.
IT Infrastructure and Services
DC environment is almost exclusively virtualized. Dynamic service management allows transferable workloads. Power usage is matched to valued workload. The enterprise can move service between its data center estate. Cloud based services and energy service level agreements are in place.
Internal Air and Cooling
Inlet temperature is run at the top end of ASHARE recommendations or higher (at time of writing ~25-27 C). An optimal floating HUM set point is used. DC normal operational mode is 'free-cooling' economization.
Cooling Plant Evaporative cooling (Wetside economization), or direct free air-cooling is utilized in climates that permit. Direct touch cooling utilized. Heat recovery systems utilized where appropriate; redundancy has little effect on EE.
Power Infrastructure UPS is modular and the most efficient for the given DC, ~96% efficient at ~40% load or less. Flywheel may be used for storage, if appropriate. Appropriate non-critical applications are on mains-only. Renewable energy sources are utilized with onsite self-generation where possible. Natural or LED lighting used. A move to direct current design is considered.
