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Localization is one of the most interesting fields in robotics and it can be categorized based 
on the environment as indoor and outdoor localization. There are several reliable solutions pro-
vided for outdoor positioning the most popular of which is the Global Navigation Satellite System 
(GNSS). In this regard, employing GNSS would not be a reliable method for localization inside 
buildings or closed environments due the absence of sufficient number of satellite signal indoors. 
Thus, for implementing indoor localization there are a variety of solutions proposed which can be 
broadly classified into two main categories. The first  is localization algorithms based on wireless 
technologies such as Bluetooth, Wi-Fi and Global System for Mobile Communications (GSM) [1, 
p. 126,128]. Hardware associated with these technologies are frequently found installed with po-
sitioning not being their primary use-case. Such approaches has its own pros and cons and in 
order to have a more accurate localization [1, p. 127], purpose-built sensors and devices are 
required. The second method is concerned with employing specific technologies such as ZigBee, 
Radio Frequency Identification (RFID), Infrared, Ultrasonic and Ultra-Wideband technologies [2], 
[3] to implement the indoor localization. 
In this study, in order to overcome the limitations of the GNSS system in diverse environments 
we employ a comprehensive system to cover both indoor and outdoor positioning of a mobile 
vehicle to obtain a stable and continuous localization. The mobile vehicle used for this study is an 
experimental wheel loader of Tampere University. When the wheel loader is outdoors, the locali-
zation follows GNSS until it enters a hall or any closed environment after which it begins to loose 
positioning accuracy. This study addresses this problem (loss in positioning accuracy) with Ultra-
Wideband (UWB) technology that has characteristics such as high accuracy and low power con-
sumption [4]. UWB is a multi-functional technology and is employed in various applications such 
as data transmission and radar. However, in this research its positioning application is surveyed. 
The UWB technology is employed as a complementary sensor to the GNSS, enabling indoor 
localization. What follows next is a brief description of the test area where the experiments are 
carried out and the experimental machine that is chosen as the mobile vehicle. 
The test area is approximately 4000 m^2 with a combination of an open space with a tangible 
difference in the ground elevation between two parts and a hall in the middle with a flat ground. 
The hall is used as parking area for the heavy machines and in this study, it acts as an indoor 
environment to disturb the regular performance of the GNSS. Therefore, this leads the localization 
algorithm to switch from making use of GNSS data to UWB data. The experimental wheel loader 
of Tampere University is equipped with heterogeneous devices and sensors such as Novatron 
RTK-GNSS, UWB mobile node and one Simulink Real-time PC. This real time PC is connected 
to the local Wi-Fi network to transfer the recorded data and is responsible for storing and execut-
ing the localization model and recording real-time data.  
Further, in this thesis, we study two possible methods to enhance the localization accuracy 
which are based on the Trilateration and the Extended Kalman Filter algorithm. In our experi-
ments, we observed that the best positioning result is achieved via employing the Trilateration 
method to estimate the initial point and then subsequently tracking the mobile machine using 
Extended Kalman Filter on the range data. As a result, we achieved near similar results to the 
GNSS data in indoor environments in our work. 
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1. INTRODUCTION 
This chapter provides a presentation to this study. Firstly, a short background 
about localization and UWB, followed by problem definition and objective and 
finally thesis outline is mentioned as the last section. 
1.1 Background 
UWB is a radio-based technology extensively applied in communication aims 
while it has other considerable applications in the range measurement and posi-
tioning which is also an interesting field in various industries and radar technolo-
gies. Localization in the word means the process of constraining something to a 
specific place[5] yet it has a more particular definition in robotics: estimating the 
coordinates of a robot based on the external information and a map of the envi-
ronment is called localization on robotics [6, p. 3]. Obviously, technologies like 
cell phones, warehouse management, autonomous vehicles are extremely inter-
ested to apply and integrate the latest and the most accurate methods and de-
vices of localization to their products. 
With the purpose of implementing a robust and relatively accurate localization 
system, at first, the localization environment should be specified. For instance, if 
the purpose is to estimate the location of a specific target object in an open 
space(outdoor), this purpose will be attained by applying a device which is 
equipped by a Global Navigation Satellite System (GNSS) component such as 
Global Positioning System (GPS)[7] like a cell phone and then the estimated lo-
cation will be gained in the world map. However, a number of definite restrictions 
regarding application of GPS exist where there is no Line Of Sight (LOS) between 
the GPS device and at least four navigation satellites during measurement pro-
cess[8, p. 2]. According to this restriction, GPS is not an inappropriate choice for 
Indoor positioning as well. This limitation led the researchers to propose several 
solutions in indoor positioning. 
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The main problem appears when the localization of an entity via GNSS within 
a building or a closed environment which does not have LOS to at least 4 navi-
gation satellites is required. This case is called Indoor Localization and there are 
several solutions regarding it which are classified into two main types. The first 
one is applying on the hardware infrastructure and devices which are installed for 
other applications like as Wi-Fi, Global System for Mobile Communications 
(GSM) and Bluetooth devices[1, p. 126,128]. Though there are some restrictions 
on the utilization of these methods as well. As an example, Bluetooth is just ap-
propriate for short-range positioning due to its maximum range which is 20 to 30 
meters[9, p. 2]; moreover,  the localization accuracy of Global System for Mobile 
communications (GSM) is highly affected by buildings and floors and has a toler-
ance of 2.5 meters [2, p. 3]. The second method requires specific hardware and 
devices for localization. Frequently, this type consists of a kind of Wireless Sensor 
Networks (WSN) such as ZigBee, RFID, Infrared, Ultrasonic and Ultra-Wide Band 
(UWB)[3][2] which are able to provide a signal factor called Received Signal 
Strength Indicator (RSSI)[3] that helps us to determine whether the measurement 
is valid or not. Each of these technologies has its own advantages and disad-
vantages which can be studied more in details [2], [3], [10], [11]. 
One of the relatively accurate indoor positioning systems in WSNs is Ultra-
Wideband (UWB) technology[4]. UWB localization systems use a radio frequency 
technology gaining the greatest possible bandwidth that is more than 500 MHz 
over a few Gigahertz at the lowest main frequency and is able to achieve relative 
bandwidth of 25 to 100%[12]. This technology can be applied in various fields 
such as communication, radar, range measurement and localization[13]. Addi-
tionally, it is immune to interferences with other radio waves due to the wideband 
feature.  
1.2 Problem Definition 
Indoor positioning has plenty of applications in real-life scenarios such as po-
sitioning cars in parking lots, finding a book in a smart large library or locating a 
specific product in a warehouse. In this thesis, continues positioning is imple-
mented by means of GNSS and UWB devices in a way that where GNSS fails, 
UWB proceeds the localization. 
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In real-time indoor and outdoor localization through different types of sensors, 
various issues can appear. Decision making with regard to opting the location 
data of the UWB device or the range data in order to implement the localization 
is a primary issue. The next matter is the calibration method of the UWB devices 
network to collate UWB localization with GNSS localization. Moreover, electing a 
reliable localization and tracking algorithm for UWB device should be considered. 
Furthermore, as UWB localization is supposed to be employed where the GNSS 
localization fails, the problem of synchronization appears. Detecting GNSS failure 
in localization, smooth switching to UWB localization and returning to the GNSS 
localization after having a stable localization with GNSS is another issue. Man-
aging the NLOS range measurements despite of UWB device capability in elimi-
nating NLOS range measurements; however, it confirms a few NLOS measure-
ments that lead to inaccuracy in positioning. Another challenge is choosing a 
proper tool to support all requirements of real-time algorithm implementation. 
1.3 Objective 
This study is focused on the continuous localization of the Experimental wheel 
loader of Tampere University via GNSS and whenever GNSS fails, the localiza-
tion proceeds on UWB device.  
In order to achieve this target and according to the aforementioned problems 
a real-time model should be designed to support the following targets: 
• Calculating the pose of the experimental wheel loader of Tampere Uni-
versity by means of a geometric method such as trilateration to find the 
initial point and employ the pose data in other algorithms. 
• Proceeding the localization and tracking the mobile machine by apply-
ing EKF.  
• Eliminating the effects of the incorrect measurements which have the 
temporal or spatial variation [14] that cause to have a smooth position-
ing.  
• Monitoring the GNSS localization to detect the inaccuracy and immedi-
ately replacing it with the UWB localization.  
• Keeping the wheel loader localization stable and smooth by means of 
intact switching between GNSS and UWB localization and vice versa. 
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1.4 Thesis Outline 
The thesis contains 5 chapters. The first one consists of an introduction to 
background, problem definition and objective of this study. The second chapter 
comprises of the theoretical background of the UWB technology, various meth-
ods of the range measurement and networking, specifications and characteristics 
of the UWB device and theorem of localization methods which are related to the 
scope of this thesis. The next chapter is dedicated to the methodology. The fourth 
chapter illustrates localization execution, the results and environment analysis 
and the final chapter is allocated to the conclusion of this study. 
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2. THEORETICAL BACKGROUND 
This chapter presents background on Ultra-Wideband technology, further di-
verse applications and various methods of range measurement via this technol-
ogy, a description on the specification of the examined UWB device (P440) in this 
research and a couple of localization methods which are related to the scope of 
this thesis. 
2.1 Ultra-wideband technology 
Ultra-wideband (UWB) is known as a wireless communication technology that 
allows the transmission of data over a large bandwidth further than 500 MHz with 
a central frequency in the range of 3.1 to 10.6 GHz. In 2002, the Federal 
Communication Commission (FCC) authorized the application of unlicensed 
UWB for any real and legal person[15]. Since this authorization has been granted, 
the application of this frequency bandwidth has increased in a wide variety of 
fields, such as radar, indoor and outdoor positioning, imaging and data commu-
nication[10]. 
2.1.1 Range Measurement Techniques 
Farid and Nordin et al.[11, Ch. 3] classified the wireless indoor localization 
methods into three main categories based on the positioning techniques used to 
locate an object. Their classification is presented in Figure 1. These are Proximity 
detection, Triangulation, and Scene Analysis. However, in the case of UWB, tri-
angulation is the most commonly used method.  
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Figure 1. Classiﬁcation of Wireless Localization Techniques [11, Fig. 3] 
Triangulation is classified into two methods: direction-based and distance-
based. The direction-based method involves applying angle-based measure-
ments while the distance-based method relies on time-based measurements. 
The signal property-based method as can be seen in the classification diagram 
in Figure 1, should be considered for the radio signals and it is based on the 
Received Signal Strength(RSS) which is gained from the properties of the re-
ceived signal on the mobile node form reference nodes[11, p. 3,4]. The mobile 
node is a UWB device which has the capability of movement and further it should 
be localized. Reference node is UWB device as well which is installed in a certain 
place and responses to the range request of the mobile node. It is also called 
Anchor. 
In case of positioning and tracking algorithms via UWB, there are four catego-
ries [4, p. 1]: 
1. Geometry-based 
2. Bayesian techniques 
3. Cost function minimization 
4. Fingerprint 
In this study, concentration of our discussion is on the geometry-based and 
Bayesian techniques methods that are both distance-based. In the following, a 
short description of the other methods of location detection is presented. 
Location 
detection
Proximity 
detection
Triangulation
Direction-based
Angle based 
method
Distance-based
Time based 
methods
Signal property 
based methods
Scene analysis
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In this regard, proximity detection is the simplest method. It relies on the loca-
tion of the nearest Anchor and the strength of the signal to find the location of the 
mobile node [11, p. 3]. Trilateration is a sub-method of distance-based and time-
based methods which finds the mobile devices’ location by applying the geomet-
ric information from at least three Anchors and the distance of the mobile node 
from each of them. The next one is the scene analysis method which is also called 
fingerprinting method. It builds a database by collecting the data of the scenes in 
all the locations of the intended areas and then localizes the target object in the 
aforementioned area based on comparing the real-time measurement of the ob-
ject’s closed location features with the database. Angulation or Angle of Arrival 
(AOA) is another method which is based on the direction of the mobile node. AOA 
specifies the location of the mobile node by detecting the angles between the 
mobile node and at least 2 reference nodes for 2-dimensional localization[11, Ch. 
3]. These methods are illustrated in Figure 2. 
Figure 2. Localization techniques a) Proximity, b) Trilateration, c) Angulation [16, 
Fig. 1] 
Time-based techniques compute the distance or range between the mobile 
node and each reference based on the time difference of sending and receiving 
the signal between mobile and reference nodes. A number of time-based tech-
niques to calculate the range between the mobile node and reference node such 
as [11, Ch. 3][17, p. 15]: 
1. Time of Arrival (ToA) or Time of Flight (ToF) 
2. Time Difference of Arrival (TDoA) 
3. Two-Way Ranging (TWR) or Two-Way Time of Flight (TW-ToF) 
4. Symmetric Double-Sided Two-Way Ranging (SDS-TWR) 
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Time of Arrival 
This method of distance measurement is based on the precise synchronization 
of the arrival time of the signal from the mobile node to each anchor and then the 
returning time of the signal from the relative anchor to the mobile node. The time 
that each sensor takes to process and transmit the data is known; therefore, the 
signal floating time between the mobile and the anchor node can be calculated 
by subtracting the sent time from the mobile node and the time of arrival of the 
signal to the anchor. The distance between the mobile and anchor node can be 
calculated by multiplying this time with the speed of the signal in the environment. 
The high dependency on synchronization of sender and receiver nodes is the 
most important challenge of this method. For instance, a 3 nanoseconds differ-
ence in synchronization can lead to almost 1-meter error in distance measure-
ment[18, p. 1]. Due to this problem, it is vital that all the anchors require to be 
accurately synchronized with the mobile node. Actually, this is the main drawback 
of this method as small errors in the initial synchronization can cause large errors 
in the measurements[11, p. 3,4]. 
 
Time Difference of Arrival 
This technique involves measuring the distance among a number of refer-
ences with certain coordinates and employs relative time measurements at the 
arrival nodes according to their position in the total time measurements. This 
method does not need synchronization of the time resource to be able to resolve 
the location of the mobile node. In this way, a transmission with an unknown 
starting time is received in different reception units so that only the receiver nodes 
need to be synchronized rather than all the anchors. The difference in the arrival 
time measurements generates a variety of hyperbolic curves and the intersection 
point of such curves is the actual location of the mobile node. The localization 
employs TDoA, is called multilateration[11, p. 4]. 
Two-Way Ranging 
This method is the most popular method of range measurement in radio fre-
quency range measurement methods due to the elimination of the synchroniza-
tion problem[17, p. 15]. The calculation of ToA is based on the synchronization 
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between two nodes (Mobile node is Device A and reference node is Device B), 
but the difference between this method and ToA is in the number of clocks which 
are used. ToA has 2 clocks in both end nodes while Two-Way Ranging (TWR) 
has just 1 clock in the Device A. TWR technique is represented in Figure 3[18]. 
𝑡𝑟𝑒𝑝𝑙𝑦𝐵 denotes response time of Device B to the request of Device A and it com-
pletely dependent on the device hardware characteristics and 𝑡𝑟𝑒𝑝𝑙𝑦𝐴 denotes the 
same regard Device A to Device B. 𝑡𝑟𝑜𝑢𝑛𝑑 means the total time of the sending 
and receiving the signal between Device A and Device B. 𝑡𝑝 represents the ToA 
and can be calculated by the equation (1) assuming that there is no clock drift[18, 
p. 1]. 
 TWR only eliminates the errors that might happen due to the faulty synchro-
nization between devices, yet it still suffers from another type of error. This error 
belongs to the crystal of the oscillator which generates the clocks and is called 
offset of the oscillator. Crystal offset of the oscillator is produced when the crystal 
drifts from the reference time. By considering the crystal offsets of Device A and 
B (𝑒𝐴 and 𝑒𝐵) the estimated ToA (?̂?𝑝) can be calculated via equation 2[18, p. 2]. 
 
The error is calculated by subtracting equation (1) from (2) and is shown in 
equation (3)[18, p. 2]. 
 𝑡𝑝 = 
1
2
(𝑡𝑟𝑜𝑢𝑛𝑑 − 𝑡𝑟𝑒𝑝𝑙𝑦𝐵) (1) 
 ?̂?𝑝 =
1
2
(𝑡𝑟𝑜𝑢𝑛𝑑(1 + 𝑒𝐴) − 𝑡𝑟𝑒𝑝𝑙𝑦𝐵(1 + 𝑒𝐵)) (2) 
 ?̂?𝑝 − 𝑡𝑝 =
1
2
(2𝑡𝑝𝑒𝐴 + 𝑡𝑟𝑒𝑝𝑙𝑦𝐵(𝑒𝐴 − 𝑒𝐵)) (3) 
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Figure 3. Two-Way Ranging[18, Fig. 1] 
Generally, the value of the 𝑡𝑝 is much smaller than 𝑡𝑟𝑒𝑝𝑙𝑦𝐵 thus the error of the 
oscillator offset is represented by equation 4[18, p. 2]. 
Two-Way Ranging is also called Two-Way Time of Flight (TW-TOF)[19] and 
Round Trip Time (RTT)[11, p. 4]. The range measurement method of the P440 is 
Two-Way Time of Flight (TW-TOF). 
Symmetric Double-Sided Two-Way Ranging (SDS-TWR) 
This method is applied by IEEE 802.15.4a[19] In order to decrease the crystal 
offset of the TWR. To achieve this goal, another transmission of the ranging mes-
sage is added to the process of the TWR. After one transmission of the ranging 
message, Device A waits for a while (𝑡𝑟𝑒𝑝𝑙𝑦𝐴, its value depends on the hardware 
characteristics of the Device A, such as 𝑡𝑟𝑒𝑝𝑙𝑦𝐵) and then sends another ranging 
message to the Device B. After receiving the signal, device B will mark its time. 
The process of the SDS-TWR is shown in Figure 4. The equations of the 2 round 
transmission of the signal are (5) and (6)[18, p. 2,3],[19]: 
 ?̂?𝑝 − 𝑡𝑝 =
1
2
𝑡𝑟𝑒𝑝𝑙𝑦𝐵(𝑒𝐴 − 𝑒𝐵) (4) 
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Figure 4. Symmetric Double-Sided Two-Way Ranging[18, Fig. 4] 
According to the whole procedure of the signal transmission, the following 
equations, (7) and (8), are obtained to calculate 𝑡𝑝 that is ToF: 
In order to calculate the crystal offset, first, the ToF estimation should be cal-
culated in equation (9) and then in the equations (10) and (11) the value of the 
crystal offset is computed: 
 𝑡𝑟𝑜𝑢𝑛𝑑1 = 2𝑡𝑝 + 𝑡𝑟𝑒𝑝𝑙𝑦𝐵 (5) 
 𝑡𝑟𝑜𝑢𝑛𝑑2 = 2𝑡𝑝 + 𝑡𝑟𝑒𝑝𝑙𝑦𝐴 (6) 
 𝑡𝑟𝑜𝑢𝑛𝑑1 + 𝑡𝑟𝑜𝑢𝑛𝑑2 = 4𝑡𝑝 + 𝑡𝑟𝑒𝑝𝑙𝑦𝐵 + 𝑡𝑟𝑒𝑝𝑙𝑦𝐴 (7) 
 𝑡𝑝 = 
1
4
((𝑡𝑟𝑜𝑢𝑛𝑑1 − 𝑡𝑟𝑒𝑝𝑙𝑦𝐴) + (𝑡𝑟𝑜𝑢𝑛𝑑2 − 𝑡𝑟𝑒𝑝𝑙𝑦𝐵)) (8) 
 ?̂?𝑝 =
1
4
((𝑡𝑟𝑜𝑢𝑛𝑑1 − 𝑡𝑟𝑒𝑝𝑙𝑦𝐴)(1 + 𝑒𝐴) + (𝑡𝑟𝑜𝑢𝑛𝑑2 − 𝑡𝑟𝑒𝑝𝑙𝑦𝐵)(1 + 𝑒𝐵)) (9) 
 ?̂?𝑝 − 𝑡𝑝 =
1
2
𝑡𝑝(𝑒𝐴 − 𝑒𝐵) +
1
4
((𝑡𝑟𝑒𝑝𝑙𝑦𝐵 − 𝑡𝑟𝑒𝑝𝑙𝑦𝐴)(𝑒𝐴 − 𝑒𝐵))  (10) 
12 
 
𝑡𝑝 has an Insignificant value in comparison with 𝑡𝑟𝑒𝑝𝑙𝑦𝐵 − 𝑡𝑟𝑒𝑝𝑙𝑦𝐴, moreover 
equation (10) can be simplified to equation (11) and the crystal offset would be 
gained via subtracting ?̂?𝑝 and 𝑡𝑝 [18, p. 2], [19, p. 126]: 
 
2.1.2 Radar systems 
Ultra-Wideband technology is capable of being employed in radar systems be-
cause of its characteristics. Due to its short pulses feature, UWB obtains a perfect 
range resolution and also a high precision distance. In the radar application, UWB 
performs relatively accurate in detecting the objects which are very close to each 
other based on its wide bandwidth. Even in the high loss signal environments 
such as stairs, walls and buildings, it retains the high performance in detection. 
This technology is also immune against interferences such as various weather 
conditions or other radio frequency signals due to its CDMA feature[20]. Via par-
taking a well-designed antenna, UWB can cover angular resolution as well as 
range resolution. 
An application of the UWB in radar systems is in the vehicle industry; however, 
the frequency range is between 22 and 29 GHz and also is equipped by a direc-
tional antenna under UWB rules in different types of cars. By applying this tech-
nology, the performance of some smart cars’ features such as collision avoid-
ance, air-bag activation and suspension system will slightly improve[21, p. 199]. 
2.1.3 Communication systems 
The other application of the UWB technology is in the communication systems 
due to its capability in transmitting data by its large bandwidth. The extraordinarily 
wide bandwidth is applied as the backbone of a wireless local area network with 
having 1-gigabit data rates per second. Based on the UWB feature, there is less 
fading related to the material of the buildings in comparison with high-frequency 
bandwidth methods. When the UWB operates in a lower frequency, both path 
losing along with emitting power decline and the system presents a better perfor-
mance[22]. 
 ?̂?𝑝 − 𝑡𝑝 =
1
4
((𝑡𝑟𝑒𝑝𝑙𝑦𝐵 − 𝑡𝑟𝑒𝑝𝑙𝑦𝐴)(𝑒𝐴 − 𝑒𝐵)) (11) 
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Building a network of sensors is another application of the UWB as a commu-
nication link. This could release the sensor networks from the problem of wiring 
and its expenses. For example, in medical fields, when sensors are connected to 
the body of the patient, there is no limitation in the movement of the patient due 
to the sensor’s wiring and it also transfers the needed data to the machines. 
Moreover, not only UWB transmits the data, but also it can function as a sensor 
such as a heartbeat or respiration sensor and even in some cases as medical 
imaging[22].  
In order to obtain a network with several users, UWB pulses play the main role 
in creating a very high data rate with high performance. UWB waveforms are 
reasonably protected against the effects of the multipath interferences as ob-
served in indoor environments and mobile applications. In addition, due to the 
exceptionally short waveforms, packet structure and also Time Division Multiple 
Access (TDMA) protocols are willingly performed to support communications in 
a network with multiple users [22]. 
In order to implement a flawless wireless sensor network of UWB devices, it is 
required to obtain the network based on the Medium Access Control (MAC) pro-
tocols to organize access to the communication channel among network devices 
when each of them has data to transmit. MAC consists of several protocols such 
as Additive Links On-line Hawaii Area (ALOHA)[23, p. 159], Time Division Multi-
ple Access (TDMA), Code Division Multiple Access (CDMA) and etc.[24, p. 2]. 
The ALOHA, TDMA and CDMA protocols are described in the following since 
they are needed to be known in the next chapters. 
 
Additive Links On-line Hawaii Area (ALOHA) 
In 1968, the scientists of the University of Hawaii commenced working on a 
computer-computer or console-computer communication method which was led 
to developing Additive Links On-line Hawaii Area (ALOHA) protocol [25, p. 1]. 
ALOHA is a random access protocol which coordinates network devices access 
to a communication network channel [24, p. 2]. In this protocol, each device trans-
mits its data frame whenever desires to transmit with no network manager frame-
work or time slot in order to prevent collision among data frames from various 
network members. Then the device times out to receive the acknowledgment. In 
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case, the acknowledgment is not received, the data frame assumes to be lost 
due to the collision with the data frame of another device and the device after 
waiting a random time retransmits it[26, p. 28]. ALOHA is an appropriate protocol 
for small networks with a few numbers of devices due to the low probability of 
interference among devices[19, p. 7]. By applying the acknowledgment method 
and retransmission of collided data frames ALOHA partially covers the collision 
problem. Slotted ALOHA is the next generation of the ALOHA and the perfor-
mance improved two times in comparison with ALOHA[27, p. 4]. In this protocol, 
the time interval is divided into discrete slots and each slot is dedicated only to 
the time duration of one frame. The devices need to begin the data frames trans-
mission at the beginning of each time slot[26, p. 42]. 
 
Time Division Multiple Access (TDMA) 
Time Division Multiple Access is a communication protocol and allows multiple 
users to access a communication channel by the division of the time into several 
non-overlapping time slots. Each time slot is allocated to a specific user and the 
users transmit their data packets in a sequential order rapidly by using their own 
time slots. Thus there is only one active transmission at each moment[28]. This 
feature makes it possible to use a radio frequency channel by several users with 
no collision in transmitting their packets. Plus, all the entire network devices 
should be known and the number of the devices should be clear because at the 
initialization of the network TDMA specifies the number of the time slots and the 
duration of each based on the number of the network devices. A simple example 
of the TDMA is represented in Figure 5 To illustrate the sequence of the trans-
mission in this protocol[28]. In Figure 5, the Terminal means the connection of 
the device to the network, as an example, Terminal 1 is the connection of the 
device 1 and the same for Terminal 2. 
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Figure 5. TDMA packet transmission[28, Fig. 3.5] 
 
Code Division Multiple Access (CDMA) 
This is a channel access method in radio frequency communication technol-
ogy[28]. In this method, all the entire devices in the network transmit their data 
packet simultaneously via the same bandwidth.  
Spread spectrum systems follow this communication protocol. This technique 
divides a frequency spectrum of a signal by employing an uncorrelated code with 
that signal. The division codes have small cross-correlation values and also the 
code for each user is unique in the network. By considering this feature, the signal 
is meaningful for the receiver which has the proper code[29],[30].  
CDMA has great advantages in growing the efficiency of communication meth-
ods. Multi-path effects reduction is one of the pros of applying spread spectrum 
techniques. Moreover, there is no time limitation for users to start their transmis-
sion. The codes are almost random thus the network is more secure. In addition, 
there is no interference due to the use of the entire frequency spectrum[30].  
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2.2 UWB Localization Background 
This chapter is dedicated to the background of localization techniques which 
are applied in mobile robots. Localization is an estimation of a robot’s location in 
an external reference frame from sensor data by employing a map of the envi-
ronment[6, p. 3]. In order to implement the localization, a number of sensors are 
used which their data are limited to some factors such as noise[6, p. 2]. The noise 
causes uncertainty in the localization and one of the most important features of a 
localization algorithm is the robustness against this uncertainty. For localizing a 
mobile machine a variety of algorithms are applied such as Monte Carlo (Particle 
Filter), Extended Kalman Filter and Geometric methods[4, p. 2]. In this study, the 
localization is based on the distance measurement methods and achieved by 
implementing EKF and Geometric (Trilateration) techniques due to their popular-
ity in industrial subjects, tracking and less mathematical calculation load.  
2.2.1 Geometric methods 
Geometric is one of the most simplistic methods that is mostly considered due 
to its simplicity. The geometric method is a process that calculates the location of 
a target object based on its distance from at least 3 anchor nodes whose locations 
are determined. All the nodes require an omnidirectional antenna to have good 
coverage on the test area. Thus the location of the target object is calculated 
based on the intersection point of at least three spheres that the ranges are the 
radius and the anchors’ positions are the centers of the spheres[31, p. 2]. In the 
following, the Least Squares Method and a simple Algebraic Solution to the Tri-
lateration will be discussed. 
 
Least Square Estimation (LSE) Method 
In this method, the distance between the mobile node and all the anchors are 
known that is in order to calculate the 3-Dimensional coordinates of the mobile 
node, at least 4 anchors are required as it is shown in Figure 6. Moreover, there 
are 5 UWB nodes that one of them is mobile and 4 of them are anchors. Here the 
N is assumed as the mobile node and its coordinate is (𝑥𝑁, 𝑦𝑁 , 𝑧𝑁) and A1 to A4 
as anchor nodes and their coordinates are (𝑥𝑃1, 𝑦𝑃1, 𝑧𝑃1), (𝑥𝑃2, 𝑦𝑃2, 𝑧𝑃2), 
(𝑥𝑃3, 𝑦𝑃3, 𝑧𝑃3) and (𝑥𝑃4, 𝑦𝑃4, 𝑧𝑃4). The all measured distances between the mobile 
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node N and 1st to 4th Anchors are presented with S1 to S4. The mathematical 
interpretation is such as each anchor is a center of a sphere and the distance to 
the mobile node is the radius of the sphere. The intersection point of the spheres 
is the location of the mobile node.  
 
Figure 6. The Least Square Estimation method with 1 mobile node and 4 an-
chors[32, Fig. 28] 
Equation (12) is called Observation equations and presents the relationship 
between the anchors and the mobile node based on their distances and known 
locations of the anchors. 
 
((𝑥𝑃1 − 𝑥𝑁)
2 + (𝑦𝑃1 − 𝑦𝑁)
2 + (𝑧𝑃1 − 𝑧𝑁)
2)
1
2 = 𝑆1 
((𝑥𝑃2 − 𝑥𝑁)
2 + (𝑦𝑃2 − 𝑦𝑁)
2 + (𝑧𝑃2 − 𝑧𝑁)
2)
1
2 = 𝑆2 
((𝑥𝑃3 − 𝑥𝑁)
2 + (𝑦𝑃3 − 𝑦𝑁)
2 + (𝑧𝑃3 − 𝑧𝑁)
2)
1
2 = 𝑆3 
((𝑥𝑃4 − 𝑥𝑁)
2 + (𝑦𝑃4 − 𝑦𝑁)
2 + (𝑧𝑃4 − 𝑧𝑁)
2)
1
2 = 𝑆4 
(12) 
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Siquan et al.[33] mention that when the number of the anchors is 4, it is possi-
ble to calculate the exact location while in order to have a more accurate location, 
the number of anchors should be more than 4. In this condition, we have a non-
linear group of the equations which will be solved by applying simple LSE method. 
A simple LSE algorithm can be influenced easily by ranging error. In addition, 
this method finds the solutions by subtracting the 𝑛𝑡ℎ equation from the 1st equa-
tion, plus the accuracy of the solution is influenced by the precision of the 𝑛𝑡ℎ 
equation. LSE first uses the Taylor series expansion in order to linearize the non-
linear observation equations. One of the detriments of this method is providing its 
requirement to the coordinate estimation of the initial location[33]. The equations 
of the algorithm are illustrated in the (13) and (15)[33]: 
𝑛 denotes the number of the anchor nodes. 
𝑖 is a variable between 1 to 𝑛 − 1𝑡ℎ anchor nodes. 
𝑓𝑃𝑖(𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁) denotes subtraction function of the range measurement be-
tween the 1st, the 𝑖 + 1𝑡ℎ anchor nodes and the mobile node. 
𝑑𝑃𝑖 denotes the estimated distance difference between the 1
st, the 𝑖 + 1𝑡ℎ an-
chor node and the mobile node. 
𝜀𝑖 means the covariance matrix of the calculated distance difference error. 
𝛥 = [
𝛥𝑥
𝛥𝑦
𝛥𝑧
] denotes the estimation of changes in the position. 
By assuming (𝑥𝑖𝑛𝑖𝑡, 𝑦𝑖𝑛𝑖𝑡, 𝑧𝑖𝑛𝑖𝑡) as the initial position estimation then the position 
coordinate could be as equation (15)[33]: 
By expanding the function 𝑓𝑃𝑖(𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁) via the Taylor series, and retaining 
the first two terms as it is presented in the equation (16)[33]: 
Then we have, 
 
𝑓𝑃𝑖(𝑥𝑁 , 𝑦𝑁, 𝑧𝑁) = ((𝑥𝑃𝑖+1 − 𝑥𝑁)
2 + (𝑦𝑃𝑖+1 − 𝑦𝑁)
2 + (𝑧𝑃𝑖+1 − 𝑧𝑁)
2)
1
2
− ((𝑥𝑃1 − 𝑥𝑁)
2 + (𝑦𝑃1 − 𝑦𝑁)
2 + (𝑧𝑃1 − 𝑧𝑁)
2)
1
2 
(13) 
  𝑓𝑃𝑖(𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁) = 𝑑𝑃𝑖 + 𝜀𝑖 (14) 
 
𝑥𝑁 = 𝑥𝑖𝑛𝑖𝑡 + 𝛥𝑥 
𝑦𝑁 = 𝑦𝑖𝑛𝑖𝑡 + 𝛥𝑦 
𝑧𝑁 = 𝑧𝑖𝑛𝑖𝑡 + 𝛥𝑧 
(15) 
 𝑓𝑃𝑖,𝑖𝑛𝑖𝑡 + 𝛼𝑃𝑖,1𝛥𝑥+ 𝛼𝑃𝑖,2𝛥𝑦+ 𝛼𝑃𝑖,3𝛥𝑧 ≈ 𝑑𝑃𝑖 + 𝜀𝑖 (16) 
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The weighted least squares estimate of equations (16), (17), (18) and (19) is 
expressed as equation (20)[33]: 
And finally rewriting equation (20) such as equation (22)[33]: 
Based on the equation (22), 𝛥 is computed according to the initial position 
(𝑥𝑖𝑛𝑖𝑡, 𝑦𝑖𝑛𝑖𝑡, 𝑧𝑖𝑛𝑖𝑡) and the position of the anchors. Then, it will be added to the 
initial position and updates it iteratively according to the equation (23) till achiev-
ing the intended accuracy or the maximum times of the permitted iteration. The 
last value of (𝑥𝑖𝑛𝑖𝑡, 𝑦𝑖𝑛𝑖𝑡, 𝑧𝑖𝑛𝑖𝑡) in the last iteration is the position coordinate of the 
mobile node (𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁)[33]. 
The algorithm of this method, in brief, is as follows: 
1: The initial position coordinate is calculated by Observation equations 
2: while mean(𝑒) > desired accuracy or maximum number of iteration  
3:         for i = number of the Anchor nodes 
4:               (18),(19),(21),(22),(23) 
5:         end for 
6: end while 
 
 𝑓𝑃𝑖,𝑁 = 𝑓𝑃𝑖(𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁)  (17) 
 
{
  
 
  
 𝛼𝑃𝑖,1 =
𝜕𝑓𝑃𝑖,𝑁
𝜕𝑥𝑁
|𝑥𝑖𝑛𝑖𝑡, 𝑦𝑖𝑛𝑖𝑡, 𝑧𝑖𝑛𝑖𝑡 = 
𝑥𝑃1 − 𝑥𝑖𝑛𝑖𝑡
𝑑𝑃1
−
𝑥𝑃𝑖+1 − 𝑥𝑖𝑛𝑖𝑡
𝑑𝑃𝑖+1
𝛼𝑃𝑖,2 =
𝜕𝑓𝑃𝑖,𝑁
𝜕𝑦𝑁
|𝑥𝑖𝑛𝑖𝑡, 𝑦𝑖𝑛𝑖𝑡, 𝑧𝑖𝑛𝑖𝑡 = 
𝑦𝑃1 − 𝑦𝑖𝑛𝑖𝑡
𝑑𝑃1
−
𝑦𝑃𝑖+1 − 𝑦𝑖𝑛𝑖𝑡
𝑑𝑃𝑖+1
𝛼𝑃𝑖,3 =
𝜕𝑓𝑃𝑖,𝑁
𝜕𝑧𝑁
|𝑥𝑖𝑛𝑖𝑡, 𝑦𝑖𝑛𝑖𝑡, 𝑧𝑖𝑛𝑖𝑡 = 
𝑧𝑃1 − 𝑧𝑖𝑛𝑖𝑡
𝑑𝑃1
−
𝑧𝑃𝑖+1 − 𝑧𝑖𝑛𝑖𝑡
𝑑𝑃𝑖+1
  (18) 
 
𝑑𝑃𝑖 = ((𝑥𝑁 − 𝑥𝑃𝑖)
2 + (𝑦𝑁 − 𝑦𝑃𝑖)
2 + (𝑧𝑁 − 𝑧𝑃𝑖)
2)1/2
− ((𝑥𝑁 − 𝑥𝑃1)
2 + (𝑦𝑁 − 𝑦𝑃1)
2 + (𝑧𝑁 − 𝑧𝑃1)
2) 
(19) 
 𝐴𝛥 = 𝐷 + 𝑒 (20) 
 𝐴 = [
𝛼𝑃1,1 𝛼𝑃1,2 𝛼𝑃1,3
⋮ ⋮ ⋮
𝛼𝑃𝑛−1,1 𝛼𝑃𝑛−1,2 𝛼𝑃𝑛−1,3
] ,𝛥 = [
𝛥𝑥
𝛥𝑦
𝛥𝑧
] , 𝐷 = [ 
𝑑𝑃1 − 𝑓𝑃1,𝑖𝑛𝑖𝑡
⋮
𝑑𝑃𝑛 − 𝑓𝑃𝑛,𝑖𝑛𝑖𝑡
] , 𝑒 = (
𝜀2,1
⋮
𝜀𝑛,1
) , 𝑖 = 1,2, …𝑛 − 1 (21) 
 𝛥 = [𝐴𝑇𝐴]
−1
𝐴𝑇𝐷 (22) 
 𝑥𝑖𝑛𝑖𝑡 + 𝛥𝑥 → 𝑥𝑖𝑛𝑖𝑡   ,   𝑦𝑖𝑛𝑖𝑡 + 𝛥𝑦 → 𝑦𝑖𝑛𝑖𝑡   ,   𝑧𝑖𝑛𝑖𝑡 + 𝛥𝑧 → 𝑧𝑖𝑛𝑖𝑡 (23) 
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Trilateration 
Most of the position estimation algorithms are complicated and need extensive 
computation capabilities while in real-time cases or some devices with restricted 
hardware capability such as sensor nodes a fast and accurate algorithm is re-
quired. Norrdine et al.[34] offers a simple algebraic solution for the trilateration 
problem. This method is a solution to find the unknown position of a target object 
(Mobile node) in a 3D environment based on its distances from the 3 reference 
nodes (anchors) with known positions as it is illustrated in Figure 7. This algorithm 
does not follow iteration or approximation methods. It treats the nonlinear ele-
ments of the equations system as extra unknown elements that they illustrate a 
constraint simultaneously. Therefore, it builds a new equations system based on 
the old one and the aforementioned solution is based on the mean of linear alge-
bra methods with light computational load[34].  
 
Figure 7. 3 anchors (P1, P2, P3) and one mobile node (N) in Trilateration prob-
lem[34] 
 
The notation used in trilateration: 
{𝑃1(𝑥𝑝1, 𝑦𝑝1, 𝑧𝑝1), 𝑃2(𝑥𝑝2, 𝑦𝑝2, 𝑧𝑝2), 𝑃3(𝑥𝑝3, 𝑦𝑝3, 𝑧𝑝3)} – Denote coordinate of the 
3 anchors at {𝐼} 
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{𝑠1, 𝑠2, 𝑠3} – Mean range measurements between the mobile node and each of 
the three anchors at {𝐼} 
{𝑁(𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁)} – Denotes coordinate of the mobile node at {𝐼} 
The coordinate of the Mobile node 𝑁(𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁) will be calculated by solving 
the quadratic equation system in equations (24). 
Equation (24) can be rearranged as equation (25): 
Or it can be shown in matrix form as equation (26): 
Therefore, (26) is shown in the following form (27): 
Where 𝑋 ∈ 𝐸 and 𝐸 =  {(𝑥0, 𝑥1, 𝑥2, 𝑥3)
𝑇 ∈ ℝ4/ 𝑥0 = 𝑥1
2 + 𝑥2
2 + 𝑥3
2} 
Thus the general solution of equation (27) stands as (28): 
With the real parameter 𝑡 where 𝑋𝑝 is a specific solution of the equation (28) 
and 𝑋ℎ is a solution to the homogeneous system 𝐴0 ∙ 𝑋 = 0 [34]. 
In order to calculate the 𝑋𝑝 and 𝑋ℎ, Gaussian Elimination method can be ap-
plied. The specific value of the 𝑋𝑝 is possible to be calculated by the minimum 
norm of the pseudo-inverse of the matrix 𝐴0 [34]. 
Computation of the parameter 𝑡 stands according to the 𝑋𝑝, 𝑋ℎ and 𝑋 via the 
values are shown in (29). 
By inserting (29) into (28) it becomes (30): 
 
  
{
 
 (𝑥𝑝1 − 𝑥𝑁)
2
+ (𝑦𝑝1 − 𝑦𝑁)
2
+ (𝑧𝑝1 − 𝑧𝑁)
2
= 𝑠1
2
(𝑥𝑝2 − 𝑥𝑁)
2
+ (𝑦𝑝2 − 𝑦𝑁)
2
+ (𝑧𝑝2 − 𝑧𝑁)
2
= 𝑠2
2
(𝑥𝑝3 − 𝑥𝑁)
2
+ (𝑦𝑝3 − 𝑦𝑁)
2
+ (𝑧𝑝3 − 𝑧𝑁)
2
= 𝑠3
2
  (24) 
 {
(𝑥𝑁
2 + 𝑦𝑁
2 + 𝑧𝑁
2) − 2𝑥𝑝1𝑥 − 2𝑦𝑝1𝑦 − 2𝑧𝑝1𝑧 = 𝑠1
2 − 𝑥𝑝1
2 − 𝑦𝑝1
2 − 𝑧𝑝1
2
(𝑥𝑁
2 + 𝑦𝑁
2 + 𝑧𝑁
2) − 2𝑥𝑝2𝑥 − 2𝑦𝑝2𝑦 − 2𝑧𝑝2𝑧 = 𝑠2
2 − 𝑥𝑝2
2 − 𝑦𝑝2
2 − 𝑧𝑝2
2
(𝑥𝑁
2 + 𝑦𝑁
2 + 𝑧𝑁
2) − 2𝑥𝑝3𝑥 − 2𝑦𝑝3𝑦 − 2𝑧𝑝3𝑧 = 𝑠3
2 − 𝑥𝑝3
2 − 𝑦𝑝3
2 − 𝑧𝑝3
2
  (25) 
 [
1 −2𝑥𝑝1 −2𝑦𝑝1 −2𝑧𝑝1
1 −2𝑥𝑝2 −2𝑦𝑝2 −2𝑧𝑝2
1 −2𝑥𝑝3 −2𝑦𝑝3 −2𝑧𝑝3
] [
𝑥𝑁
2 + 𝑦𝑁
2 + 𝑧𝑁
2
𝑥
𝑦
𝑧
] = [
𝑠1
2 − 𝑥𝑝1
2 − 𝑦𝑝1
2 − 𝑧𝑝1
2
𝑠2
2 − 𝑥𝑝2
2 − 𝑦𝑝2
2 − 𝑧𝑝2
2
𝑠3
2 − 𝑥𝑝3
2 − 𝑦𝑝3
2 − 𝑧𝑝3
2
] (26) 
 𝐴0 ∙ 𝑋 = 𝑏0 (27) 
 𝑋 = 𝑋𝑝 + 𝑡 ∙ 𝑋ℎ (28) 
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By employing the constraint 𝑋 ∈ 𝐸 it converts to the (31). 
By simplification, it turns to (32): 
Thus now it is a simple quadratic equation such as 𝑎𝑡2 + 𝑏𝑡 + 𝑐 = 0 and the 
solution is in (33): 
Therefore, the solutions of the equation (27) are (34):  
In short distances, the Trilateration problem might face some problems and 
also no real solutions could be found. In such cases, the real part could be con-
sidered as an approximation to the solution and the constraint 𝑋1,2 ∈ 𝐸 is not sat-
isfied. Consequently, the difference between 𝑥0 and (𝑥1
2 + 𝑥2
2 + 𝑥3
2) is called  
Solvability factor in this study and it indicates whether the calculation is valid or 
not(35)[34]: 
When the value of the Solvability is zero the constraint condition is met and 
the solution is valid. The 𝑁1 and 𝑁2 are the Trilateration problem solutions (36): 
 
𝑋𝑝 = (𝑋𝑝0, 𝑋𝑝1, 𝑋𝑝2, 𝑋𝑝3)
𝑇
 
𝑋ℎ = (𝑋ℎ0, 𝑋ℎ1, 𝑋ℎ2, 𝑋ℎ3)
𝑇 
𝑋 = (𝑥0, 𝑥1, 𝑥2, 𝑥3)
𝑇 
(29) 
 
{
 
 
𝑥0 = 𝑋𝑝0 + 𝑡 ∙ 𝑋ℎ0 
𝑥1 = 𝑋𝑝1 + 𝑡 ∙ 𝑋ℎ1
𝑥2 = 𝑋𝑝2 + 𝑡 ∙ 𝑋ℎ2
𝑥3 = 𝑋𝑝3 + 𝑡 ∙ 𝑋ℎ3
 (30) 
 𝑋𝑝0 + 𝑡 . 𝑋ℎ0 = (𝑋𝑝1 + 𝑡 ∙ 𝑋ℎ1)
2
+ (𝑋𝑝2 + 𝑡 ∙ 𝑋ℎ2)
2
+ (𝑋𝑝3 + 𝑡 ∙ 𝑋ℎ3)
2
 (31) 
 
𝑡2(𝑋ℎ1
2 + 𝑋ℎ2
2 + 𝑋ℎ3
2 ) + 𝑡(2 ∙ 𝑋𝑝1𝑋ℎ1 + 2 ∙ 𝑋𝑝2𝑋ℎ2 + 2 ∙ 𝑋𝑝3𝑋ℎ3 − 𝑋ℎ0) + 𝑋𝑝1
2 + 𝑋𝑝2
2
+ 𝑋𝑝3
2 − 𝑋𝑝0
2 = 0 
(32) 
 𝑡1,2 =
−𝑏 ± √𝑏2 − 4𝑎𝑐
2𝑎
 (33) 
 
𝑋1 = 𝑋𝑝 + 𝑡1 ∙ 𝑋ℎ 
𝑋2 = 𝑋𝑝 + 𝑡2 ∙ 𝑋ℎ 
(34) 
  𝑆𝑜𝑙𝑣𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 𝑥0 − (𝑥1
2 + 𝑥2
2 + 𝑥3
2) (35) 
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The aforementioned method does not propose a method to calculate the vari-
ance of the 𝑁1 and 𝑁2. In the geometric method, the mobile node is assumed as 
stationary in the moment of the location computation. Thus the variance of the 𝑁1 
and 𝑁2 could be computed by the following method. 
 
The measurement equation is ℎ(𝑥, 𝑦, 𝑧) which describes the measured range 
based on the position of the mobile node and a specific anchor as shown in equa-
tion (39), 𝑖 is the number of the anchor 𝑃: 
Thus the distances between the mobile node and the anchors are such as 
equation (40): 
Then, the Jacobian of the ℎ(𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁) with respect to the (𝑥𝑃𝑖, 𝑦𝑃𝑖, 𝑧𝑃𝑖) for each 
reference point (anchors) in equation (41): 
And the values of the main diagonal of the 𝑣𝑎𝑟𝑢𝑤𝑏 in the equation (42) are the 
variance values of (𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁): 
 𝐼 = [
0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
] , 𝑁1 = 𝑋1 ∙ 𝐼, 𝑁2 = 𝑋2 ∙ 𝐼 (36) 
   𝑅 = [
σ𝑥
2 0 0
0  σ𝑦
2 0
0 0 σ𝑧
2
] (37) 
 𝑟1 = [
𝑥𝑁 − 𝑥𝑝1
𝑦𝑁 − 𝑦𝑝1
𝑧𝑁 − 𝑧𝑝1
] , 𝑟2 = [
𝑥𝑁 − 𝑥𝑝2
𝑦𝑁 − 𝑦𝑝2
𝑧𝑁 − 𝑧𝑝2
] , 𝑟3 = [
𝑥𝑁 − 𝑥𝑝3
𝑦𝑁 − 𝑦𝑝3
𝑧𝑁 − 𝑧𝑝3
] (38) 
 ℎ(𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁) = ((𝑥𝑁 − 𝑥𝑝𝑖)
2
+ (𝑦𝑁 − 𝑦𝑝𝑖)
2
+ (𝑧𝑁 − 𝑧𝑝𝑖)
2
)
1
2
 (39) 
 
𝑆1 = √𝑟1
𝑇 ∗ 𝑟1, 𝑆2 = √𝑟2
𝑇 ∗ 𝑟2, 𝑆3 = √𝑟3
𝑇 ∗ 𝑟3 
(40) 
 𝐻 =
𝜕ℎ(𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁)
𝜕𝑥
|𝑥=(𝑥𝑁,𝑦𝑁,𝑧𝑁) =
[
 
 
 
 
 
𝑥𝑁 − 𝑥𝑝1
𝑆1
𝑦𝑁 − 𝑦𝑝1
𝑆1
𝑧𝑁 − 𝑧𝑝1
𝑆1
𝑥𝑁 − 𝑥𝑝2
𝑆2
𝑦𝑁 − 𝑦𝑝2
𝑆2
𝑧𝑁 − 𝑧𝑝2
𝑆2
𝑥𝑁 − 𝑥𝑝3
𝑆3
𝑦𝑁 − 𝑦𝑝3
𝑆3
𝑧𝑁 − 𝑧𝑝3
𝑆3 ]
 
 
 
 
 
 (41) 
  𝑣𝑎𝑟𝑢𝑤𝑏 =  𝐻 ∗ 𝑅 ∗ 𝐻
𝑇 (42) 
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2.2.2 Extended Kalman Filter (EKF) 
Extended Kalman Filter predicts the posterior state of a nonlinear dynamic 
system based on the prior state and then updates the posterior states by receiv-
ing true data from external resources[35]. 
At the beginning of this chapter, a short description regarding an important 
feature of a localization algorithm in the way it deals with sensor noise is men-
tioned. Extended Kalman Filter is a probabilistic localization method which con-
siders uncertainty in its algorithm. EKF notices uncertainty in its measurement 
model by using probability distribution[6, p. 3]. Probability distribution (Gaussian 
Function) illustrates the uncertainty as vectorized Normal distribution which is 
called multivariate normal distribution with μ as mean vector and ∑ which is a 
symmetric matrix as covariance matrix[6, p. 10,11]. Figure 8 graphically illustrates 
a normal distribution with scalar values for mean 𝜇 = 0 and variance 𝜎2 = 1. 
 
Figure 8. Normal Distribution with mean 𝜇 = 0 and variance 𝜎2 = 1 
Complementary information regarding probabilistic theories and Gaussian Fil-
ters can be found in[6, Ch. 2,3]. In this thesis, 2 EKF algorithms are implemented 
which will be described in the next chapter in details. However, a general expla-
nation of the EKF is presented in the following. 
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The pose is referred to the position and orientation of a rigid body. Pose in a 
3D space consists of 6 variables (3 cartesian coordinates which are x, y, z or 
North, East and Down and 3 angular orientation which are roll, pitch, and yaw). 
The pose is required in order to specify the exact location of a target object in a 
3D space. 
EKF consists of 2 steps which are prediction step and update step. The pre-
diction step predicts the posterior states and the relative covariance. It contains 
a motion model and a measurement model. The motion model is an equation 
system which is applied in state transition[6, p. 93]. Motion model is categorized 
to 2 types which are velocity motion model and odometry motion model. The ve-
locity motion model employs the rotational and translational velocity to calculate 
posterior state over the pose while the odometry motion model calculates the 
posterior based on the odometry measurements. It calculates the traveled dis-
tance by integrating wheel encoders information[6, p. 107]. The measurement 
model contains an equation system which is used to predict the posterior meas-
urement. In the prediction step, the uncertainty will increase [6, p. 39]. 
The update step integrates the measurement data into the predicted values of 
the state and covariance; in addition, it decreases the uncertainty[6, p. 39]. In the 
following, equations (43) to (53) present the EKF[36, p. 310]: 
Nonlinear Dynamic (Motion) Model in equation (43): 
Nonlinear Measurement Model in equation (44): 
Prediction step of motion model and measurement model are depicted in 
equations (45) and (46): 
In order to predict the state covariance, the motion model is linearized by the 
first Taylor series expansion in equation (47): 
𝑄𝑘 and 𝐿𝑐 will be calculated by (48): 
 𝑥𝑘 = 𝜙𝑘−1(𝑥𝑘−1, 𝑢𝑘) + 𝜖𝑘−1,      𝜖𝐾~𝒩(0, 𝑄𝑘) (43) 
 𝑧𝑘 = ℎ𝑘(𝑥𝑘) + 𝜃𝑘 ,      𝜃𝑘~𝒩(0, 𝑅𝑘) (44) 
?̂?𝑘(−) = 𝜙𝑘−1(𝑥𝑘−1(+), 𝑢𝑘 )  (45) 
?̂?𝑘 = ℎ𝑘(?̂?𝑘(−))  (46) 
Φ𝑘−1 =
𝜕𝜙𝑘
𝜕𝑥
|𝑥=𝑥𝑘−1(+) (47) 
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𝐿𝑐  denotes the Jacobian of the motion model with respect to the control noise 
vector in order to linearize the control noise. {𝜖} is hidden within the {𝑢𝑘} [37]. 
Prediction of the covariance matrix is shown in equation (49): 
Linearization of the measurement model by first Taylor series expansion is 
done in equation (50) and computation of the Kalman Gain in equation (51): 
Update step updates the state and covariance matrix which are shown in the 
equations (52) and (53) when a new measurement data is received: 
Notations used in EKF equations: 
{𝑥𝑘} – State of the system 
{?̂?𝑘} – Predicted state of the system 
{𝑧𝑘} – Measurement 
{?̂?𝑘} – Predicted measurement 
{𝜙𝑘} – Motion model 
{𝑢𝑘} – Control vector  
{Φ𝑘} – Jacobian of motion model with respect to the state vector 
{𝜖𝐾} – Process noise 
{ℎ𝑘} – Measurement Model 
{𝐻𝑘} – Jacobian of the measurement model with respect to the state vector 
{𝜃𝑘} – Measurement noise 
{𝑃𝑘} – Covariance of the state 
{𝐾𝑘} – Kalman Gain 
{𝑄𝑘} – Process noise covariance 
{𝜖}  – Control noise vector, it is hidden in the control vector 
 𝑄𝑘 = 𝑡𝑠 ∗ 𝐿𝑐𝑄𝑐𝐿𝑐
𝑇 ,      𝐿𝑐 =
𝜕𝜙𝑘
𝜕𝜖
|𝜖=0 (48) 
𝑃𝑘(−) = Φ𝑘−1𝑃𝑘−1(+)Φ𝑘−1
T + 𝑄𝑘−1  (49) 
 𝐻𝑘−1 =
𝜕ℎ𝑘
𝜕𝑥
|𝑥=?̂?𝑘(−)     (50) 
𝐾𝑘 = 𝑃𝑘(−)𝐻𝑘
𝑇(𝐻𝑘𝑃𝑘(−)𝐻𝑘
𝑇 + 𝑅𝑘)
−1  (51) 
?̂?𝑘(+) = ?̂?𝑘(−) + 𝐾𝑘(𝑧𝑘 − ?̂?𝑘)  (52) 
𝑃𝑘(+) = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘(−)  (53) 
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{𝐿𝑐} – Jacobian of Motion model with respect to the control noise vector 
{𝑄𝑐} – Control noise covariance 
{𝑅𝑘} – Measurement noise covariance matrix 
{𝑡𝑠} – Time stamp 
 
2.3 DEVICE CHARACTERISTICS 
The employed UWB device in this thesis is a PulsON 440 (P440) module which 
is an Ultra-Wideband radio transceiver with an operational frequency range be-
tween 3.1 and 4.8 GHz. It is a member of the P400 series of TimeDomain UWB 
platform and supports the three mentioned applications of the UWB in the previ-
ous chapter which are Positioning, radar and communications[38, p. 5]. 
P440 has the capability of setting up a network in aforementioned applications 
via at least between 2 and maximum among 10 devices due to the software re-
striction by the company while the commercial version of the P440 does not suffer 
from this restriction. Not only does this device support the ALOHA and TDMA 
protocols, but also it is capable of communicating via a maximum of 11 different 
channels because of a CDMA-based network. A location engine specifies a 2D(X, 
Y) or 3D(X, Y, Z) position based on Kalman Filter or Geometric (Nonlinear Least 
Squares) method via employing ranging measurement. The design of the hard-
ware is compatible with the industrial environment and can operate in noisy, high 
shock and vibration environment with −40℃ to+85℃. In order to range measure-
ment, it employs the TWR or TW-TOF. The power consumption per transmission 
is 50𝜇𝑊[39].  
The P440 is a coherent radio transceiver which means for increasing the Sig-
nal to Noise Ratio (SNR) of the captured signals, it sums up the energy in each 
transmitted pulse. By raising the number of sent pulses to twice, the SNR will 
increase by 3 𝑑𝐵 while it also grows the time of transmission[39]. 
P440 could be used in three different applications: 
1. Ranging and Network (RangeNet) 
2. Monostatic Radar 
3. Bistatic/Multistatic Radar and Channel Analysis 
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The manufacturer company presents a Graphical User Interface as a tool for 
each application separately which not only makes the end-user able to configure 
the device simply but also illustrates the way each application works.  
In this thesis, the Ranging and Network application is applied. Figure 9 pre-
sents The P440 module. This device supports two antennas yet it working nor-
mally by one antenna and can operate all of the applications[39].  
 
Figure 9. The P440 UWB device 
2.3.1 Connecting to P440 
There are various ways to connect to the P440. A view of the connectors is 
illustrated in Figure 10. 
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Figure 10. Connector view of P440 
 
As it can be seen in Figure 10, P440 equipped by 2 USB ports, one Ethernet 
and a pin port with 18 pins which are employed to communicate via SPI or CAN 
protocols. They are described in the following[39]. 
 
USB Port 
As it is illustrated in Figure 10, the PWR USB port is the USB power supply 
jack and should be connected to the USB power supply or the USB battery. The 
power supply could be varied between 5 and 48 DC Volts[39, p. 35]. The USB 
data port is another connection type of P440.  The USB port connects via a USB 
data jack. The highest data rate for this port is 480 Mbps.   
Each device owns a node ID which starts from 100 and ends the last one such 
as 109 when there are 10 modules. The node ID should be unique for each device 
and if there are two devices with the same node ID collision will happen in their 
data frames. The node ID could also be modified via the proper GUI[39]. 
 
The Ethernet port  
An Ethernet 10/100 port supports 10 to 100 Mbps which let the P440 connect 
to a host computer via an RJ45 jack. The communication speed of the device is 
Ethernet 
LEDs 
USB Power Supply 
USB data port 
SPI and CAN 
port 
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restricted by several factors such as the Ethernet protocol and the processing 
capability of the host computer. 
In order to communicate with the device via Ethernet, an IP address in a local 
network should be allocated to each device. For instance, 192.168.1.100 is the 
IP address for the device with node ID 100 and 192.168.1.109 is the IP address 
for the device with node ID 109. The provided GUI by the manufacturer gives the 
end-user capability of configuring the IP address. However, in order to prevent 
data frames collision, the IP addresses must be unique.[39]. 
 
Serial Peripheral Interface (SPI) 
One of the methods of communication with this device is SPI and the highest 
clock rate for this communication port is 16 MHz, however, its actual data rate is 
6 to 7 Mbps. The higher performance of this type of communication could be 
achieved by shortening the length of the communication link as less as possible. 
The maximum length of the cable when the device operates at 16 MHz is no 
longer than 15 cm, plus, the provided GUI by the manufacturer makes the end-
user capable of configuring the communication[39]. There is more information 
about this method of communication in the datasheet of the device. 
 
Controller Area Network (CAN) 
Controller Area Network is a serial communication protocol. The CAN interface 
of P440 follows the J1939 protocol. This protocol is based on CAN 2.0B and pro-
vides a high speed and reliable communication system. More information regard-
ing the J1939 protocol can be found [40], [41]. This device is capable of com-
municating via various baud-rate from 1 Kbps to 1 Mbps. Moreover, each node 
must have an address to be recognizable. The end-user can configure the CAN 
communication method via the provided GUI[39]. 
 The regular way of communication with this device is via the Ethernet port. In 
order to have more information about CAN or SPI network protocols, the Data 
Sheet PDF file of the device has a complete description[38, p. 27,37]. 
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2.3.2 Indicator Lights 
As can be observed in Figure 10 and Figure 11, the device is equipped with 5 
LEDs to indicate the situation of the network, transmission of the data and main 
processing unit. 
 
Ethernet LEDs 
Ethernet port is equipped with 2 different LEDs that are shown in Figure 10 
and they are used to illustrate the situation of the port. 
1. Green: In Off mode means the network is 10 Mbps and in another situ-
ation means the network is 100 Mbps. 
2. Yellow: This LED could be On, Off and blink which respectively means 
the network is available, no network and regular data transmission. 
 
 
Figure 11. Antennas and Indicator lights of P440 
 
 
FPGA LED 
UWB LEDs 
Antenna A Antenna B 
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UWB LEDs 
Two LEDs are provided to illustrate the operating condition of the device and 
the transmission of data among devices of the networks. These LEDs have two 
situations, On and Off. 
1. Blue: When the unit is in the boot condition this LED is on and solid. In 
a normal situation, it blinks by 0.5 Hz. If after booting it turns off or re-
mains lit solid, the unit is faulty. 
2. Green (UWB activity): This LED after boot of the device should be lit. If 
the unit has data transmission with other units in any application this 
LED should blinking and the rate of the blinking depends on the data 
transmission rate. For instance, if the unit receives the range data of the 
9 other devices in a network the frequency of each cycle will be 4.60 Hz 
and the LED blinks by 41.4 Hz. In case, the device is on and there is no 
device in the device network, the LED should be lit solid, otherwise, it is 
faulty. 
 
 
FPGA LED 
FPGA is the microcontroller of the device. Since the power supply is connected 
to the unit it should blink and it means the device is prepared to operate in the 
configured mode and start the data transmission. If the LED lit or off solid, it 
means a faulty FPGA. 
 
In the following, the operations of the UWB and FPGA LEDs are described In 
brief. When the power supply is provided to the unit, the FPGA LED starts to blink 
by 2 Hz rate. Meanwhile, the blue LED of the UWB also is on solid for 8 seconds 
during the boot process of the device and if the device boots normally, the blue 
LED will blink by 0.5 Hz. 
If one of the bellow conditions occurred the device is faulty[38, p. 45]: 
• The UWB turned on solid blue LED does not start to blink by 0.5 Hz after 
boot. 
• After boot, the UWB blue LED starts to blink by 2 Hz. 
• The FPGA green LED does not blink by 2 Hz rate. 
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• Generally, if any situation except the normal boot process happens, it 
means that the device is faulty. 
2.3.3 Broadspec Antenna 
The P440 communication tool in the entire applications is the Broadspec an-
tenna. As it is illustrated in Figure 11, P440 has 2 Antenna connection ports. Con-
figuration of the antenna in Ranging and Networking application has no effect on 
the performance of the UWB device while the objects and environment charac-
teristics can vary the efficiency of the device in Radar application, thus the an-
tenna requires to be configured based on the aforementioned factors. However, 
in the setting, the antenna type should be configured (to apply Antenna A, B or 
both) and it should be connected to the device based on the configuration. The 
P440 Broadspec Antenna is shown in Figure 11. As the figure represents, the 
range measurements between the units are exactly the distance between the 
phase centers of the Broadspec Antenna of the relative units. The original an-
tenna is replaceable with a custom one with consideration to the resistance of the 
SubMiniature version A (SMA) connection of the antenna, which is 50 ohms and 
the EU standards because by applying new antenna the beam pattern and the 
gain will be changed. 
 
Figure 12. Broadspec antenna with the Phase Center indication 
2.3.4 Range measurement 
P440 provides 1 range measurement and 2 range estimation values. Precision 
Range Measurement (PRM) is the main range measurement which measures the 
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distance between 2 units of P440 by TW-TOF method. The range estimations are 
Coarse Range Estimate (CRE) and the Filtered Range Estimate (FRE). CRE is 
a raw coarse distance substantiated on a direct path of the signal strength and 
its value changes based on the PRM value. FRE is the result of an optimal esti-
mator such as Kalman filter in the device firmware. These 2 estimators are not 
described more since they are not related to this study, but more information re-
garding them could be found in[42, p. 149,150]. 
2.3.5 Maximum operating range 
The maximum range of the P440 could be extremely affected by the environ-
ment features, the height of the reference units’ antenna from the ground and the 
soil condition (wet or dry). 
The maximum range of the device is possible to be tuned by configuring a 
parameter in the device which is called Pulse Integration Index (PII). Pulse Inte-
gration is a method to enhance the accuracy of the measurement via multiplica-
tion of a number of received signals from each reference to almost neutralize the 
effects of the impulsive interferences[43]. The PII in P440 device could be varied 
between 4 and 9. In Table 1, the numbers of multiplied signals and the maximum 
range in the open field and free space are illustrated. The larger PII values mean 
a higher SNR, a longer-range operation with a slower rate in ranging and data 
communication. 
PII 
Number of integrated pulses per 
measurement 
Max Range (m) 
(Free Space) 
Max Range (m) 
(Open Field) 
4 16:1 66 - 
5 32:1 101 - 
6 64:1 145 - 
7 128:1 207 500 
8 256:1 260 600 
9 512:1 410 800 
Table 1. The maximum range of P440 in Open Field and Free Space by various 
values of PII and the number of pulses per measurement[38, p. 60] 
2.3.6 Range measurement rate 
The range measurement rate is configured based on the PII. By increasing PII, 
the rate will decline and vice versa as it is shown in Table 2. For instance, if the 
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PII = 7, each P440 unit in the network has 21.2 millisecond time to transmit the 
data frame.  
PII 
Range Conversation Time 
(ms) 
Maximum Range Measurement Rate 
(Hz) 
4 8.1 123.5 
5 9.8 102.0 
6 13.8 72.5 
7 21.2 47.2 
8 36.4 27.5 
9 67.3 14.9 
2.3.7 Data communication rate 
The data communication via P440 is provided only in ranging application. The 
maximum number of bytes per packet is restricted to 1000 by the manufacturer. 
Table 3 presents the relation between PII and packet sizes in 100 and 1000 bytes. 
It should be mentioned that the bit-rate will vary via applying various channels in 
a few percents [38, p. 67]. 
 
 
Bytes sent using Code Channel 2 
100 1000 
PII Bit-rate (kbps) Bit-rate (kbps) 
4 270.46 612.48 
5 192.77 308.48 
6 138.56 144.64 
7 62.14 76.80 
8 34.88 39.04 
9 17.41 19.20 
 
2.3.8 Ranging, Networking, and Positioning 
One of the applications of the P440 is localization which contains measure-
ment of the distance between 2 devices (Ranging) or among several devices 
(Networking) or finding the location of a P440 mobile device based on the location 
Table 2. The data rate of P440[38, p. 61] 
Table 3. The data transmission rate for different PII and packet sizes[38, p. 66] 
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of some P440 reference devices (anchors) with specific locations (Positioning). 
In the following, the entire applications will be described. 
 
Ranging 
Ranging function is the simplest application of the P440 and it could be applied 
just between two devices. In order to implement the range measurement appli-
cation, both devices should be configured by the same Pulse Integration Index 
and operate in the identical Code Channel.  
The ranging message contains below information: 
1. Message-ID: requester assigns it to the request message and the re-
sponder returns it in the response message.   
2. Source Node ID or Responder ID: is the Node ID of the UWB module 
which sent the range response.  
3. Noise: shows the noise value which is generated in the receiver from 
the received signal. 
4. Vpeak: is the scaled estimate of the maximum received signal in the 
leading edge as measured by the device. PRMs and CREs update it. 
5. Requester and Responder Antenna: reveal the number and mode of 
antennas in the requester and responder node.  
6. Stopwatch Time: is the length of the conversation. 
7. Range Status: illustrates the status of the message. 0 means a healthy 
message; otherwise, the message is corrupted. 
8. Leading-Edge Detection Flags: is one of the most important parameters 
which indicates the situation of the measurement whether it is normal, 
saturated, LOS or NLOS measurement or any problem in phase or any 
other problem in characteristics of the received measurement. 
9. PRM 
10. CRE 
11. FRE 
12. PRM Error: Error value of the PRM 
13. CRE Error: Error value of the CRE 
14. FRE Error: Error value of the FRE 
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15. FRV: is the velocity that illustrates the 2 devices are getting closer or 
farther to each other. The positive velocity means receding and the neg-
ative one means approaching. Its measurement unit is millimeter per 
second. 
16. FRV Error: Error value of the FRV 
Additionally, by using Noise and Vpeak it is possible to calculate the SNR by 
equation (54) and its measurement unit is decibels[42, p. 147]: 
k is a constant equal to 1.25 that is applied to compensate for the bias in the 
noise estimation process.  
The received range measurement signals with SNR higher than 24 dB are 
confirmed to be applied in the localization algorithms.  
 
Networking 
Networking provides a network among several P440 devices. In this applica-
tion, P440 provides possibility of applying range measurement data among all of 
the devices in the network or assume some of them as reference nodes which 
have a specific locations that are also called anchors (anchor is the unit which 
does not initiate range request and just responses to the range request), and the 
rest as mobile nodes which we can calculate their locations based on their dis-
tances from the anchors. The reference nodes should be configured as an anchor 
to decrease the network traffic and collision among data packets. P440 supports 
both types of networking that are ALOHA and TDMA. In this case, all of the de-
vices must have the same PII and operate in the same code channel; otherwise, 
failure in communication will appear[38], [42], [44]. 
The ALOHA protocol is modified for P440 and has some features to improve 
its performance. As it is described before, the ALOHA network is a random ac-
cess network. There is no plan or order to manage network devices communica-
tion. Moreover, both the requester and the responder initiate a conversation with-
out checking the network whether it is free or not. In order to decline collision in 
data transmission among devices in the network, TimeDomain has introduced a 
new feature which let the user specify the maximum and minimum interval time 
 𝑆𝑁𝑅 = 𝑘 ∗ 20𝑙𝑜𝑔10
(𝑉𝑝𝑒𝑎𝑘/𝑁𝑜𝑖𝑠𝑒)
 (54) 
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in millisecond between the data transmissions. If the minimum and maximum of 
the interval time are equal, the unit initiates transmission in a fixed period. Another 
option in order to prevent a collision is Automatic Congestion Control (ACC). If 
the user activates ACC, The RangeNet network framework on the device will 
manage the ranging rate automatically based on the number of nodes in the net-
work, the mean rate of the range requests and the duration of a conversation in 
the P440. Yet, ALOHA protocol has some pros and cons. The most important 
advantage of this protocol is that it operates via no map, order list, time slot or 
Slotmap to manage the communication based on that. Thus, any P440 device 
which has the same configuration such as the other devices in the network could 
join the network during the operation or leave it with no authorization. On the 
other hand, due to the data packets’ collision, the ranging rate is very low which 
lead to lower localization performance[38], [44], [45]. 
To set up a network based on the TDMA protocol, at first, a Slotmap should 
be defined. Slotmap contains several slots and each slot specifies which of the 
P440 devices is allowed to request from which device in the network by a specific 
PII and in a specific time in each cycle via which code channel. Each slot contains 
Requester Node ID, Responder Node ID, PII, Code Channel, Antenna mode, re-
quest data, response data and the data type of communication (range or data). 
The maximum number of slots in a Slotmap is 32 till now, but the manufacturer 
attempts to raise it to 64 in the next Range net update. The configuration of the 
Slotmap should be the same in all of the P440 devices in the network; if not, it 
makes asynchronous data transmission which led to lower performance[38], [45]. 
 
Positioning 
P440 has a Location Operation mode (location engine) which receives the 
range measurements and derives the location in X, Y and Z dimensions in its 
own frame. The mobile node takes advantage of the networking and shares the 
location information with the entire devices thus the end-user can connect to 
one of the devices in the network and receives the location data. In order to 
have a location in 2D, at least 3 reference nodes or anchors are required and as 
in 3D, 4 anchors. The Location Operation mode has 3 different modes: 
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1. Idle: In this mode, the Mobile node and Anchors communicate with 
each other without any ranging or location calculation. 
2. Autosurvey: this mode operates by 3 or 4 anchors and discovers the 
locations of the anchors automatically to build the Location Map more 
accurately, though it is inoperable for more than 4 anchors. To exe-
cute this operation mode, all the anchors must have LOS to each 
other. 
3. Tracking: In this mode, the mobile device receives range data from an-
chors and calculates its location and shares the location data in the 
network. 
ALOHA and TDMA (Slotmap and Auto) are two types of the network which 
support the Location Operation mode. The TDMA Slotmap employs the Slot-
map in the Ranging and Networking while the Auto builds an internal Slotmap 
based on the Location Map and performance of the TDMA Auto is higher than 
TDMA Slotmap. The Location Operation mode (location engine) works with 2 
solvers: 
1. Geometric Solver: this type of solver is more appropriate to the sta-
tionary or slow-moving mobile nodes and via Nonlinear Least Square 
method calculates the location. 
2. Kalman Solver: this solver calculates the location via range data and a 
motion model. 
3. In order to operate in Location Operation mode, a Location Map is re-
quired. Location Map consists of all of the devices which are used in 
localization by Node ID and their roles in the localization such as Mobile 
node, Anchor node, Origin, -/+X-Axis, -/+Y-Axis or Z-Axis and the 
nodes’ coordinates. The location engine calculates the X, Y and Z loca-
tion, the variance of the X, Y and Z and also the covariance of the XY, 
XZ and YZ[45, p. 86]. In Figure 13, a small Cartesian coordinate system 
is shown. 
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Figure 13. Cartesian Coordinate system with Origin, +X, +Y and Z Anchors and one 
Mobile node[45, Figs. 11–7] 
 
An important point about coordinates of the anchors is the Z of the coordinates 
should be equal or higher than 2 meters. 
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3. METHODOLOGY 
Methodology is commonly known as a plan to solve a problem and consists of 
numerous specific elements such as models, techniques, tools, different tasks 
and various phases[46]. This chapter is dedicated to the presentation of the 
model, technologies, and tools which are employed in the implementation of the 
proposed solution in order to achieve a stable indoor and outdoor localization 
regarding GNSS and UWB sensors. Furthermore, the model of the proposed so-
lution is described to have a more comprehensive description. 
3.1 Model 
The model is an abstraction of the required features of the real world such as 
mathematical, physical and graphical features[47]. Moreover, the model should 
be defined in a way that fulfills all the demanded conditions. Unified Modeling 
Language (UML) is one of the standard notations that is used to demonstrate this 
model. The model in this thesis includes all the functions and algorithms that are 
presented in Figure 14 via UML sequence diagram. 
Figure 14 reveals that the model consists of a few sensors such as GNSS, 
UWB, IMU and velocity (odometer) and several function blocks such as Trilater-
ation, EKF on Trilateration location, EKF on Range, EKF on GNSS and Body 
pose. In the following, function blocks are described in brief. 
Trilateration function block starts to receive range data of the UWB sensor and 
saves the ranges data of the UWB sensor with respect to the anchors in a matrix. 
Then, by employing trilateration algorithm on the most recent 3 ranges data from 
3 various anchors which their timestamps are not older than 300 ms, the location 
is calculated. In order to validate the location data, Time Stamp, Solvability or 
Range Examination methods (will be described in the next chapter) are applied. 
Moreover, this function generates the variance of the calculated location which is 
described formerly. The location data and its variances are sent persistently to 
the EKF on Trilateration location and EKF on Range function blocks to be em-
ployed as their initialization location data and as the measured value in the EKF 
on Trilateration location function block. 
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EKF on Trilateration location function block implements the EKF on the loca-
tion data which is generated by Trilateration function block and it is described in 
detail in the next chapter. The inputs of this block are generated location data by 
Trilateration function block, angular velocity with respect to the axis Z of the Body 
frame {𝐵}, yaw of the GNSS only in the initialization step and velocity in direction 
of axis X of the Body frame {𝐵}.The calculated location data of this function block 
is forwarded to the Body pose function block. 
EKF on Range function block applies EKF on the range data between UWB 
mobile device and each anchor. The relative states of the EKF are initialized via 
location data which is generated by the Trilateration function block. The inputs of 
this function block are identical as EKF on Trilateration location function block in 
addition to the range data which is received directly from UWB mobile device. 
The output of this function is also location data which is forwarded to the Body 
pose function block. 
EKF on GNSS implements the EKF on the GNSS data and the inputs come 
from GNSS, IMU and velocity sensors. The generated location data of this func-
tion is directed to the Body pose function block. 
Body pose function block receives the generated location data of the EKF on 
Range, EKF on Trilateration location and EKF on GNSS function blocks. This 
function block receives the first 300 valid GNSS location data variances and cal-
culates the mean of them. Then, it compares the next GNSS location data vari-
ances with the calculated mean value. If the new variance values are more than 
15% of the mean value, it switches the output location data to the location data 
of the EKF on Range and EKF on Trilateration location function blocks. 
3.2 Technologies and tools 
The technologies and tools are the collection of the software, Integrated De-
velopment Environments (IDEs) and code generators which are used to build the 
models and other elements. They should support the required features of the 
techniques and models.  
In this thesis, various technologies and tools such as MATLAB, Python and 
MATLAB Simulink were tried. The main reason of tool substitution is providing 
the requirements of the real-time model that is not only supporting the capability 
43 
 
of swift mathematical computation but also high performance in network commu-
nication to prevent data frame loss. 
3.2.1 MATLAB 
MATLAB is a high-level programming platform which is based on the MATLAB 
programming language and a matrix-based programming language and makes it 
possible to articulate complex mathematics in the simplest means. More infor-
mation regarding MATLAB can be found in[48]. 
MATLAB is a powerful tool in computational mathematics and matrix algebra, 
however, the performance of the computational rate in implementing a real-time 
model is not satisfying. Therefore, MATLAB is not a proper tool in our case. 
3.2.2 Python 
Python is a high level and open source programming language. Developers 
mostly take advantages of Object-Oriented, interpretation and dynamic semantic 
features of Python. More information about Python is presented in[49]. 
Python is a high potential and flexible programming language from develop-
ment point of view and also easy to debug and test due to its strong debugger 
while it is not as powerful and prompt as MATLAB in computational mathematics 
and matrix-based calculations. Thus Python does not provide the requirements 
of a real-time model. 
3.2.3 MATLAB Simulink 
MATLAB Simulink real-time is a product of MathWorks supporting Simulink 
models with slight restriction in employing complicated functions on the dedicated 
computer hardware. More information regarding MATLAB Simulink real-time 
could be found in[50]. 
MATLAB Simulink real-time provides the entire requirements of a real-time 
model such as computational time in almost 1𝑚𝑠 and stable network communi-
cation with sensors preventing loss of data packages. Furthermore, building and 
generating a real-time model which should be stored and executed on the Sim-
ulink real-time PC. Finally, MATLAB Simulink real-time is selected due to the pro-
vided features. 
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Figure 14. UML Sequence diagram of the model 
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4. LOCALIZATION EXECUTION 
This chapter is dedicated to the implementation of the Body frame localization. 
At first, there is a description regarding the Location mode application of P440 
and the relative results of the experiment followed by implementation of both ge-
ometric and EKF localization on the calculated locations of Trilateration function 
block and on the range data, then a comparison of the results and finally a short 
analysis on the environment are presented. 
4.1 Location mode 
This subchapter discusses the Location Operation mode of the P440 that is 
based on the P440 location engine.  
At first, it was supposed to receive the location data from P440 instead of the 
range measurement data. But by the following experiment, the device reveals 
that if the Mobile node has no LOS to one of the references (any type of anchors: 
Origin, -/+X-Axis, -/+Y-Axis or Z-Axis or anchors), it stops the generation of loca-
tion data or generates with a large time gap. 
4.1.1 Calibration in Location mode 
The experiment environment is a rectangle room with 2-side windows and 
97 𝑚2 area. In this experiment, 6 units of P440 are employed and each one is 
installed on a tripod with 2 𝑚 height.  5 of the modules are used as references 
and 1 as a Mobile node. Node IDs 100 to 103 are applied as Origin, +X Axis, +Y 
Axis, Z Axis, node ID 105 as an Anchor and the mobile node is node ID 104. The 
coordinate of the references are gained through measuring their distances to the 
Origin node by a measurement tape and those are presented in Table 4. 
Node ID Type of node X (m) Y (m) Z (m) 
100 Origin 0.00 0.00 2.00 
101 +X Axis 9.03 0.00 2.00 
102 +Y Axis -0.04 5.13 2.00 
103 Z Axis 9.09 5.10 2.00 
104 Mobile 4.50 2.70 0.79 
105 Anchor 2.40 2.40 2.00 
Table 4. Coordinate and type of nodes in the location generation mode 
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4.1.2 Location mode experiment and result 
The objective of this experiment is discovering restrictions of the P440 location 
mode functionality in the situation that the Mobile node has NLOS with one of the 
references due to some sever obstacle such as a concrete wall to simulate a 
situation which is unavoidable in industrial situations. As it is shown in Figure 15, 
the green circles are the reference nodes and the dark blue circle is the Mobile 
node that are described in Table 4. Figure 15 is captured from the demo applica-
tion of the TimeDomain Company. 
In this situation, the Mobile node has NLOS to the node ID 102 which is defined 
as +Y Axis reference node. The mobile node has LOS with the entire reference 
nodes except node ID 102 and according to the manufacturer claim, 4 reference 
nodes are sufficient to generate the location data[45].  
 
Figure 15. Location map of the location mode experiment 
Obviously, the number of generated location data is very low as Figure 16 
reveals. In this case, the PII is equal to 7 and it means that the Mobile sensor 
should generate location data by rate 21Hz. 
As Figure 16 presents, there are various moments that the Mobile node stops 
location generation data specifically between a bit earlier than 200 second and 
after 450 second. Since there is no location data during localization for such long 
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time, uncertainty will dramatically grow and consequently, the accuracy will de-
cline. Thus, the location mode of the P440 sensor seems unreliable and it is com-
prehensible to refuse this mode of P440 and substitute it with other localization 
methods such as geometric or EKF. 
 
Figure 16. Number of generated location per second 
4.2 Calibration in Ranging Network 
In order to implement the localization based on the Geometric methods or EKF, 
a map of the reference nodes is required. This map should be integrated to the 
Inertial frame {𝐼} whose origin is somewhere near the test area. The experimental 
wheel loader of Tampere University Body frame {𝐵}, GNSS, UWB, and IMU 
frames are in the Inertial frame. The relatives among the entire coordination sys-
tem of the sensors and Body {𝐵} (experimental wheel loader of Tampere Univer-
sity) and Inertial frame {𝐼} are shown in Figure 17. 
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Figure 17. The coordinate system of the sensors 
reference nodes are set up around the test area on an aluminum basement 
which sticks to a wooden column that is shown in Figure 18. The height of the 
Anchors is at least 2.45 m from the ground for the entire anchors, while the height 
of the ground for each anchor is different. 
The GNSS location data is employed to gain the coordinate of the anchors in 
the inertial frame {𝐼} and implement the calibration of the anchors in the test area. 
The hall in the test area is equipped with 2 anchors which their coordinates are 
calculated by the trilateration method based on the relative outside anchors. 
4.3 Geometric method (Trilateration) 
Most of the geometric methods in UWB localization in 3 Dimensional environ-
ments that are based on 4 reference nodes while they could be more optimized 
to use 3 reference nodes. In order to implement Trilateration method, the algo-
rithm of Norrdine et al.[51] is preferred due to the less number of required refer-
ences and also it does not follow an iteration method which leads to a faster pro-
cess. This method was mentioned previously. 
As a result of equation (36), the outputs of the trilateration method contain 2 
coordinates and the point is which one should be selected. A solution to this prob-
lem is applying equation (35) (Solvability method) and computing the difference 
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for each point. If the difference is equal to zero, that point is valid. The result of 
this validation method can be seen in Figure 19. 
 
 
Figure 18. Installation of a reference node around the test area 
To implement this method a matrix of the reference ID, range measurements, 
SNR, and the timestamp is required as it is presented in Table 5. Generally, it is 
called window sampling table and the trilateration algorithm does not consider the 
range measurements older than 300 𝑚𝑠.  
Figure 19 represents the path of the localization via geometric method through 
the Hall and open environment in the test area. As Figure 19 reveals, there are 
some undesired points which are generated by the Trilateration algorithm despite 
of applying a validation method that is mentioned by Norrdine et al.[51] and it is 
called Solvability method in this research.  
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There is also another approach which is derived from the Data Association 
concept. Data Association detects the fittest anchor from a map on each meas-
urement through a measurement model where the source of the measured range 
is not clear while in our case the range data senders (anchors) are identified in 
each data frame.  
The measurement model calculates the range between the location of the rel-
ative anchor in the data frame and the calculated location of the mobile device 
based on the trilateration method. In the next step, the measured range will be 
subtracted from the calculated range by measurement model that is called the 
error between the measured range data and the distance between the trilatera-
tion calculated point and the anchor. The best result will be achieved when the 
error is almost zero. In this case, just the calculated points are accepted which 
their errors are less than 𝑟𝑎𝑛𝑔𝐸𝑟𝑟2 𝑚. 𝑟𝑎𝑛𝑔𝐸𝑟𝑟 denotes to the amount of range 
measurement error which is provided by the sensor. The equations and notations 
are as equation (24) and the only difference is that the (𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁) are supposed 
to be calculated in equation (24) while in equation (55) those are calculated via 
trilateration algorithm and if the conditions of equation (55) are met, the new lo-
cation data will be validated and forwarded to the EKF on Range data and EKF 
on Trilateration location data function blocks.  
Node ID Range SNR Time Stamp 
103 25.109 44.51163 2900936 
101 28.928 38.68885 2900887 
103 25.106 43.84792 2900718 
101 28.928 38.55565 2900669 
100 20.805 40.29921 2900645 
103 25.107 44.01957 2900500 
101 28.928 38.75179 2900451 
100 20.844 40.03409 2900427 
Table 5. An example of the window sampling table 
 
{
 
 |(𝑥𝑝1 − 𝑥𝑁)
2
+ (𝑦𝑝1 − 𝑦𝑁)
2
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2
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  (55) 
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This approach is called Range Examination in this study and the implementa-
tion result is presented in Figure 20. Obviously, the number of the undesired 
points experienced a rise and that means more uncertainty and less accuracy.  
 
Figure 19. Body Localization by Trilateration method within the Hall and outdoor via 
Solvability method 
In order to have less undesired positions, the Trilateration method results 
could be validated by employing the velocity of the experimental wheel loader of 
Tampere University and the timestamp of each calculated position. This method 
is based on the distance computation between the latest validated point and the 
new generated one via Trilateration algorithm as it is shown in equation (56) and 
is called TimeStamp in this study. If this condition is met, the latest calculated 
position will be accepted. 
{𝑥𝑡 , 𝑦𝑡, 𝑧𝑡} – Coordinates of the new position at the Inertial frame {𝐼} 
{𝑥𝑡−1, 𝑦𝑡−1, 𝑧𝑡−1} – Coordinates of the previous position at the Inertial frame {𝐼} 
{𝑣𝑥} – Linear velocity in the direction of x of the body frame {𝐵} at {𝐵}  
{𝑡𝑠} – The difference between the previous and new timestamp  
 𝑣𝑥 ∗ 𝑡𝑠 − ((𝑥𝑡 − 𝑥𝑡−1)
2 + (𝑦𝑡 − 𝑦𝑡−1)
2 + (𝑧𝑡 − 𝑧𝑡−1)
2)
1
2 = 0 (56) 
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Figure 20. Body Localization by Trilateration method within the Hall and outdoor via 
Range Examination method 
 
Figure 21. Body Localization by Trilateration method within the Hall and outdoor via 
TimeStamp method 
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Figure 21 reveals the effect of the TimeStamp data validation method. Mani-
festly, the number of validated positions by this method dramatically dropped. 
However, the most accurate validation method of the location data generated 
via Trilateration method is TimeStamp method despite of the lower number of 
confirmed points in comparison with other methods. 
The algorithm of Trilateration method, in brief, is in the following: 
1: At least receiving 3 range measurements from various reference node 
ID (from a window timing table such as Table 5) 
while (number of range measurements are less than 3 from 3 different 
anchors and the difference between the timestamp of the latest and the 
older range measurement is less than 300 𝑚𝑠) 
    store the row number of selected anchors 
end while 
2: Implementing trilateration equations 
(26), (27), (28), (29), (30), (31), (32), (33), (34), 
3: Position calculation by (36) 
4: validation of 𝑵𝟏 and 𝑵𝟐 by (35) or (55) or (56) 
 
Totally, trilateration is not a proper method in localization due to the following 
reasons. Trilateration method is designed in order to find a point on the stationary 
or static situations and it does not support the effects of velocities in different 
directions. Thus the result is less accurate. Moreover, trilateration algorithm re-
quires at least 3 different reference nodes range measurements. As it is shown 
in Table 5, from the first row of data to the 5th row which the 3 different needed 
reference nodes which met the 300 𝑚𝑠 condition are located. If there are some 
invalid range measurements based on the range data and its parameter, the dif-
ference between the timestamps will grow. In this case, the time between the 
latest and the older range measurement is 291 𝑚𝑠. It means for example by a 
velocity of 2 𝑚/𝑠 the movement of the machine between the first and the third 
applied range measurements is 0.582 𝑚 which dramatically reduces the accu-
racy. Thus this method should ideally be employed only in stationary situations. 
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4.4 Extended Kalman Filter on the trilateration results 
In order to have a smooth localization with fewer jumps on generated locations 
of the trilateration method, implementing EKF seems a proper choice. Based on 
the description of the EKF in the previous chapter, a state vector, a motion model 
and a measurement model are required. Therefore, a few variables will be added 
to the EKF notation of the previous chapter: 
{ ̂ } – Hat means predicted value. When there is a hat over a variable, it means 
that is a predicted value of the variable. 
{𝑥𝑡}, {𝑦𝑡}, {𝜓𝑡} – Pose of the body frame {𝐵} with respect to the Inertial frame 
{𝐼}.  
{𝑏1} – Denotes a time-correlated white noise of gyro bias. It is not a state but 
considered as a state and applied as a bias of gyro on 𝜔𝑧 to decrease the white 
noise by subtracting from 𝜔𝑧 and its value convergence to almost zero 
(10−7 𝑡𝑜 10−4). Its value is calculated based on the variance of the 𝜔𝑧 which is 
gained from gyro characteristics that is also applied in the process noise covari-
ance matrix {𝑄𝑘}. 
{𝑣𝑥} – Means linear velocity in the direction of 𝑥 of the body frame {𝐵} at {𝐵}. 
{𝜔𝑧} – Means angular velocity of the gyro on the experimental wheel loader of 
Tampere University about an axis 𝑧 of the body frame {𝐵}. 
{[𝜖𝑣𝑥, 𝜖𝜔𝑧]
𝑇} – Denotes control noise of velocity and angular velocity around 
the z-axis. 
{𝑟, 𝑝} – Mean Roll and Pitch. 
{ 𝑃𝐼 𝑈𝑊𝐵} – Denotes coordinate of the UWB in the Inertial frame {𝐼} and consists 
of [𝑥𝑈𝑊𝐵, 𝑦𝑈𝑊𝐵]
𝑇. 
{ 𝑃𝐵 𝑈𝑊𝐵} – Denotes coordinate of the UWB in the {𝐵} and consists of [𝑎, 𝑏, 𝑐]
𝑇 
which are respectively the coordinates of the UWB in direction of 𝑥 , 𝑦 and 𝑧 axes 
in the body frame {𝐵} and it is equal to [ 𝑥𝐵 𝑈𝑊𝐵, 𝑦
𝐵
𝑈𝑊𝐵, 𝑧
𝐵
𝑈𝑊𝐵]
𝑇
. 
{ 𝑃𝐼 𝐵} – Position of the body frame {𝐵} in the Inertial frame {𝐼} and consists of 
[𝑥𝑡 , 𝑦𝑡]
𝑇. 
{ 𝑅𝐵
𝐼 } – Rotation matrix. 
{𝑥0(+)} – Initial value of the state vector. 
{𝑃0(+)} – Initial value of the state covariance. 
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{𝑣𝑎𝑟𝑢𝑤𝑏𝑋 , 𝑣𝑎𝑟𝑢𝑤𝑏𝑌} – UWB location variance which comes from trilateration 
function block. 
4.4.1 State vector and Motion model 
The state vector consists of states which are predicted and passed the update 
step if there is a true value for external data resources. The state vector {𝑥𝑘} and 
the control vector {𝑢𝑘} are presented in equation (57). The control vector contains 
a number of control variables such as velocity and angular velocity. The control 
vector is employed in the calculation of the motion model. The motion model is a 
set of the equations which are applied to predict the states of the state vector 
which is defined in the following equation (58). 
 
 
4.4.2 Measurement model 
The measured values could be modeled by equation (44). Instead of the real 
measured values of the position from UWB in the Inertial frame {𝐼}, the position 
values are gained directly from the Trilateration function block that is given by 
(59): 
In our case, 𝑧𝑘 is used in 2D and in the last step 𝑧𝑡𝑟𝑖_𝑈𝑊𝐵 will be added to the 
location data of the body frame {𝐵} in the Inertial frame {𝐼}. 
Equation (60) presents the relation between 𝑃𝐼 𝑈𝑊𝐵 and 𝑃
𝐼
𝐵 by using the trans-
formation matrix ?̂?𝐵
𝐼  and the position of the UWB in the body frame {𝐵} 𝑃𝐵 𝑈𝑊𝐵. 
 𝑥𝑘 = [
𝑥𝑡
𝑦𝑡
𝜓𝑡
𝑏1
] , 𝑢𝑘 = [
𝑣𝑥
𝜔𝑧
] + 𝜖,          𝜖 = [
𝜖𝑣𝑥
𝜖𝜔𝑧
]  (57) 
  𝑥𝑘(−) = 𝜙𝑘−1(𝑥𝑘−1(+), 𝑢𝑘), 𝜙𝑘−1 = [
𝑥𝑡−1
𝑦𝑡−1
𝜓𝑡−1
𝑏1
] +
[
 
 
 
 
𝑡𝑠 ∗ 𝑣𝑥 ∗ 𝑐𝑜𝑠 𝜓𝑡−1 ∗ cos𝑝
𝑡𝑠 ∗ 𝑣𝑥 ∗ 𝑠𝑖𝑛 𝜓𝑡−1 ∗ cos 𝑝
𝑡𝑠 ∗
cos 𝑟 ∗ (𝜔𝑧 − 𝑏1)
cos 𝑝
−𝑏1 ∗ 𝑡𝑠/𝝉 ]
 
 
 
 
 (58) 
 𝑧𝑘 = 𝑃
𝐼
𝑈𝑊𝐵 = [
𝑥𝑡𝑟𝑖_𝑈𝑊𝐵
𝑦𝑡𝑟𝑖_𝑈𝑊𝐵
] (59) 
 𝑃𝐼 𝑈𝑊𝐵 = 𝑃
𝐼
𝐵 + ?̂?𝐵
𝐼 × 𝑃𝐵 𝑈𝑊𝐵 (60) 
56 
 
With the aim of predicting the measurement, the equation (60) can be em-
ployed such as equation (61). The only value of the location of the body in the 
𝑃𝐼 𝐵 is predicted value and the result which is ?̂?
𝐼
𝑈𝑊𝐵, is also a predicted value 
for the measurement. 
Where the rotation matrix ?̂?𝐵
𝐼  can be computed based on the orientation of 
experimental wheel loader of Tampere University around axis 𝑧 of the Body frame 
{𝐵} which is known as yaw 𝜓𝑡, like equation (63). In our notation, the rotation 
matrix always is applied as the predicted value ?̂?𝐵
𝐼  because it is always a predic-
tion. 𝑃𝐵 𝑈𝑊𝐵 is the location of the UWB in the body frame {𝐵} in a 3D environment 
like as [𝑎 𝑏 𝑐]𝑇 but due to the problem in having roll and pitch, it will be applied 
like the format which is mentioned in the equation (63). In equation (60), the as-
sumption is the 𝑃𝐼 𝑈𝑊𝐵 is such as equation (62) due to the calculation of the roll 
and pitch faces problem and it is not possible to predict 𝑧𝑈𝑊𝐵 since in the predic-
tion of 𝑧𝑈𝑊𝐵 the pitch is required, but when the 𝑧𝑈𝑊𝐵 is required in any next steps 
of the calculation, it is possible to apply the 𝑧𝑈𝑊𝐵 which is received directly from 
the trilateration method after transforming to the body frame {𝐵} with respect to 
the {𝐼}: 
Thus, the measurement model can be (64). 
4.4.3 Prediction step 
In the prediction step, the state vector and the covariance matrix should be 
predicted. Equation (58) is responsible for the prediction of the state vector. In 
order to predict the covariance matrix, the Φ𝑘−1 and 𝐿𝑐 are required to be defined. 
The both are defined based on the equations (47) and (48) which are Jacobians 
 ?̂?𝐼 𝑈𝑊𝐵 = ?̂?
𝐼
𝐵 + ?̂?𝐵
𝐼 × 𝑃𝐵 𝑈𝑊𝐵 (61) 
  𝑧𝑘 = 𝑃
𝐼
𝑈𝑊𝐵 = [
𝑥𝑈𝑊𝐵
𝑦𝑈𝑊𝐵
] (62) 
 ?̂?𝐵
𝐼 = [
cos ?̂?𝑡 −sin ?̂?𝑡
sin ?̂?𝑡 cos ?̂?𝑡
] , 𝑃𝐵 𝑈𝑊𝐵 = [
𝑎
𝑏
],    ?̂?𝐼 𝐵 = [
?̂?𝑡
?̂?𝑡
] (63) 
 ?̂?𝑘 = ℎ(?̂?𝑘(−)) = [
?̂?𝑡 + 𝑎 ∗ cos ?̂?𝑡 − 𝑏 ∗ sin ?̂?𝑡
?̂?𝑡 + 𝑎 ∗ sin ?̂?𝑡 + 𝑏 ∗ cos ?̂?𝑡
] (64) 
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of the motion model with respect to the state vector and control noise, respec-
tively, as they are shown in the following equations (65) and (66). 
 
To calculate 𝑄𝑘, it is necessary to have the covariance matrix of the control 
vector which consists of  {𝑣𝑥, 𝜔𝑧} and also to linearize the control noise that is 
presented with {𝐿𝑐} which is Jacobian of the motion model with respect to the 
Control noise vector {𝜖}. The covariance matrix includes the variance of each 
control factor in its main diagonal. 
The process noise 𝑄𝑘 is calculated in equation (68): 
Finally, the required variables to predict the covariance are available and the pre-
diction is shown in equation (69): 
The prediction could be performed whenever a new value from odometer re-
ceived. 
4.4.4 Initialization of the State vector and Covariance matrix 
The state vector requires to be initialized based on the values received from 
the trilateration method for {𝑥𝑡} and {𝑦𝑡} . in order to Initialize yaw {𝜓𝑡}, the first 
validated received value of the yaw from GNSS is employed, then the value of 
the {𝜓𝑡} will just be anticipated by the odometry method without no more using 
 
Φ𝑘−1 =
[
 
 
 
 
 
1 0 −𝑡𝑠 ∗ 𝑣𝑥 ∗ sin𝜓𝑡−1 ∗ cos 𝑝 0
0 1 𝑡𝑠 ∗ 𝑣𝑥 ∗ cos𝜓𝑡−1 ∗ cos 𝑝 0
0 0 1 −𝑡𝑠 ∗
cos 𝑟
cos 𝑝
0 0 0 1 −
𝑡𝑠
𝜏 ]
 
 
 
 
 
 
(65) 
 𝐿𝑐 =
𝜕𝜙𝑘
𝜕𝜖
|𝜖=0 =
[
 
 
 
 
cos𝜓𝑡−1 ∗ cos 𝑝 0
sin𝜓𝑡−1 ∗ cos 𝑝 0
0
cos 𝑟
cos 𝑝
0 0 ]
 
 
 
 
 (66) 
 𝑄𝑐 = 10
−4 ∗ [
1.0 0
0 0.0001
] (67) 
 𝑄𝑘−1 = 𝐿𝑐 ∗ 𝑄𝑐 ∗ 𝐿𝑐
𝑇  (68) 
   𝑃𝑘(−) = Φ𝑘−1𝑃𝑘−1(+)Φ𝑘−1
T + 𝑄𝑘−1  (69) 
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yaw of the GNSS. Initialization of the yaw {𝜓𝑡} must be based on the GNSS yaw 
because the UWB localization as a complementary of the GNSS localization is 
supposed to be substituted where the GNSS localization is not valid. Therefore, 
the UWB localization is independent of GNSS localization except in the initializa-
tion of the yaw {𝜓𝑡} that is unavoidable. Equation (71) represents the initialization 
of the state vector after transformation from UWB frame {𝑈𝑊𝐵} to the body frame 
{𝐵} (equation (70)). 
 
In order to initialize the covariance matrix of the state vector, the values of the 
main diagonal should be assigned based on the initial uncertainty of the states.  
In this case, the uncertainty of initial values of {𝑥𝑡} and {𝑦𝑡} are related to the 
variance values of {𝑥𝑡} and {𝑦𝑡} (𝑣𝑎𝑟𝑢𝑤𝑏𝑋,𝑣𝑎𝑟𝑢𝑤𝑏𝑌) which come from trilateration 
function block and are related to the location estimation. Plus, yaw {𝜓𝑡} and {𝑏1} 
are initialized with large values on their own scale. The other indices of the co-
variance matrix should be zero to indicate the states are uncorrelated. Equation 
(72) presents the initialization of the covariance matrix.  
 
4.4.5 Update step 
Update step is performed at the moment a new position data attains from tri-
lateration function block, and the values of the state vector and covariance matrix 
will be updated based on the new location data. At first, the equation (50) should 
be expanded and defined as equation (73): 
 𝑃𝐼 𝐵 = [
𝑥𝑡
𝑦𝑡
] =  𝑃𝐼 𝑈𝑊𝐵 − 𝑅𝐵
𝐼 ∗ 𝑃𝐵 𝑈𝑊𝐵 (70) 
 𝑥0(+) = [
𝑥𝑡
𝑦𝑡
 𝜓𝑡
𝑏1
] = [
𝑥𝑡
𝑦𝑡
 𝜓𝐺𝑁𝑆𝑆
0
] (71) 
 𝑃0(+) =  
[
 
 
 
 
𝑣𝑎𝑟𝑢𝑤𝑏𝑋 0 0 0
0 𝑣𝑎𝑟𝑢𝑤𝑏𝑌 0 0
0 0
𝑝𝑖
180
0
0 0 0 10−6]
 
 
 
 
 (72) 
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The value of the measurement noise covariance matrix 𝑅𝑘 is in the following 
(74): 
Now it is possible to calculate the Kalman gain is succeeded as equation (75): 
And finally, the value update of the state vector and covariance matrix are in 
the ensuing, equations (76) and (77): 
This EKF is implemented on the validated position data of the trilateration func-
tion block and the position data takes advantage of the following validation meth-
ods which are Solvability, TimeStamp or Range Examination method.  
The algorithm of EKF on trilateration location data is in brief in the following: 
1: Initialization of the state vector and covariance of the states (71), (72) 
2: If new IMU, velocity data 
Do Prediction step (58), (65), (66), (67), (68), (69) 
End if 
3: If new location data from trilateration 
Do Update step (64), (73), (74), (75), (76), (77) 
End if 
This algorithm will be executed in an infinite loop. 
4.5 Extended Kalman Filter on Range data 
The main difference between this EKF and the previous one is in the meas-
urement model. In the former one, the measurement model deals with the loca-
tion data while in the latter one the model is modified with the range data of the 
mobile node with anchors. Thus the measurement model, the measurement 
 𝐻𝑘 =
𝜕ℎ𝑘
𝜕𝑥
|𝑥=?̂?𝑘(−) = [
1 0 −𝑎 ∗ 𝑠𝑖𝑛 ?̂?𝑡 − 𝑏 ∗ 𝑐𝑜𝑠 ?̂?𝑡 0
0 1 𝑎 ∗ 𝑐𝑜𝑠 ?̂?𝑡 − 𝑏 ∗ 𝑠𝑖𝑛 ?̂?𝑡 0
] (73) 
 𝑅𝑘  =   [
𝑣𝑎𝑟𝑢𝑤𝑏𝑋
2 0
0 𝑣𝑎𝑟𝑢𝑤𝑏𝑌
2 ] (74) 
 𝐾𝑘 = 𝑃𝑘(−)𝐻𝑘
𝑇(𝐻𝑘𝑃𝑘(−)𝐻𝑘
𝑇 + 𝑅𝑘)
−1 (75) 
  ?̂?𝑘(+) = ?̂?𝑘(−) + 𝐾𝑘(𝑧𝑘 − ?̂?𝑘) (76) 
 𝑃𝑘(+) = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘(−) (77) 
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noise covariance matrix and a few equations which are mentioned in the next 
parts are modified.  
As we have the same motion model as the previous EKF, the prediction of the 
𝑃𝐼 𝐵 should be transformed to the UWB frame {𝑈𝑊𝐵} via the previous measure-
ment model equation (64). Hence the predicted position of the UWB 𝑃𝐼 𝑈𝑊𝐵 in 2D 
is prepared but the 𝑧𝑡 of the position is required due to the 3D range measure-
ment. Thus the 𝑧𝑡 will be supplied from trilateration function and be added to 2D 
location data of the UWB in the {𝐼} such as the following equation. 
Now the location of the anchor in the Inertial frame {𝐼} 𝑃𝐼 𝑎𝑛𝑐ℎ𝑜𝑟 is required to 
form the measurement model. 
{𝑚𝑖𝑥, 𝑚𝑖𝑦 ,𝑚𝑖𝑧} – Coordinate of the anchor in the Inertial frame {𝐼}. 
The measurement model could be such as the following equation. 
The Jacobian of the measurement model with respect to the state vector is 
presented in equation (81). 
A and B are just applied to have a shorter equation. 
The value of the measurement noise covariance matrix is such as equation 
(82). The range error value is multiplied to 5 due to its very small value. 
 𝑃𝐼 𝑈𝑊𝐵 = [
?̂?𝑡 + 𝑎 ∗ cos ?̂?𝑡 − 𝑏 ∗ sin ?̂?𝑡
?̂?𝑡 + 𝑎 ∗ sin ?̂?𝑡 + 𝑏 ∗ cos ?̂?𝑡
𝑧𝑡
] (78) 
 𝑃𝐼 𝑎𝑛𝑐ℎ𝑜𝑟 = [ 
𝑚𝑖𝑥
𝑚𝑖𝑦
𝑚𝑖𝑧
] (79) 
 ?̂?𝑘 = ℎ(?̂?𝑘(−)) =∥ 𝑃
𝐼
𝑈𝑊𝐵 − 𝑃
𝐼
𝑎𝑛𝑐ℎ𝑜𝑟 ∥ (80) 
 
𝐴 = 𝑎 ∗ cos ?̂?𝑡 −  𝑏 ∗ sin ?̂?𝑡 + ?̂?𝑡 −𝑚𝑖𝑥 
𝐵 = 𝑎 ∗ sin ?̂?𝑡 +  𝑏 ∗ cos ?̂?𝑡 + ?̂?𝑡 −𝑚𝑖𝑦 
𝐻𝑘 = [
𝐴
?̂?𝑘
,
𝐵 
?̂?𝑘
,
𝐴 ∗ (−𝑎 ∗ sin ?̂?𝑡 −  𝑏 ∗ cos ?̂?𝑡) + 𝐵 ∗ (𝑎 ∗ cos ?̂?𝑡 −  𝑏 ∗ sin ?̂?𝑡)
?̂?𝑘
, 0] 
(81) 
 𝑅𝑘 = (5 ∗ 𝑟𝑎𝑛𝑔𝑒𝐸𝑟𝑟𝑜𝑟)
2 (82) 
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{𝑟𝑎𝑛𝑔𝑒𝐸𝑟𝑟𝑜𝑟} – It is included in the sensor range data frame and is generated 
by the sensor. Moreover, its value normally varies from 0.024 to 0.055m. 
The rest of this EKF is like the previous one and there is nothing new to de-
scribe. 
The algorithm of EKF on the range data is in brief in the following: 
1: Initialization of the state vector and covariance of the states (71), (72) 
2: If new IMU or velocity data 
Do Prediction step (58), (65), (66), (67), (68), (69) 
End if 
3: If new range data from UWB mobile node 
Do Update step (80), (81), (82), (75), (76), (77) 
End if 
This algorithm will be repeated in an infinite loop. 
4.6 Structure of the model 
In Figure 22, the relation among different blocks of the model such as trilater-
ation, EKF on trilateration location data and EKF on range data and various sen-
sors such as UWB, GNSS, IMU, and velocity are illustrated. This relation was 
presented in Figure 14 with more details. 
As it can be seen in Figure 22, IMU supports the three EKF function blocks by 
angular velocity. Velocity which is known as velocity in the x-axis direction of the 
Body frame {𝐵} and is employed in all function blocks and UWB range data is 
also required in the Trilateration and EKF on Range data function blocks. GNSS 
sensor data is required to initialize the both EKF function blocks which are imple-
mented on the UWB data and trilateration location data.  
The output of the EKF on Range data, EKF on Trilateration and EKF GNSS 
are inputs of the Body pose function block. At first, Body pose function block cal-
culates an average from 300 confirmed GNSS standard deviation values of 𝑥 and 
𝑦 to have a reference value in order to switch between location data of EKF GNSS 
and EKF on Range data or EKF on Trilateration. When the standard deviation of 
the 𝑥 and 𝑦 are increased more than 15% of the average value, the final location 
data will be switched to the location data of EKF on Range data or EKF on Trilat-
eration from EKF GNSS and vice versa. 
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Figure 22. Relation among Function Blocks and sensors 
The update rates of the output of the sensors are presented in Table 6. The 
time between receiving each measurement signal of the Odometry is exactly 
20𝑚𝑠 so the update rate is 50𝐻𝑧. The update rate of the UWB in TDMA mode is 
calculable and fixed because of the characteristics of this method, but if the UWB 
devices operate in ALOHA mode, the update rate entirely depends on the number 
of the anchors which are in the line of sight with UWB mobile node. 
 
 
 
 
 
 
4.7 Results 
In this subchapter, the results of the experiments in the 2 different environ-
ments are presented. 
In the following, Table 7 presents the average and maximum difference be-
tween the EKF on Trilateration location data, EKF on Range data and EKF on 
GNSS data. A few figures which are related to Table 7 information, demonstrate 
the plot of the results of the localization by EKF on Trilateration location data and 
Sensor Output Variables Update rate (Hz) 
IMU Angular velocity 128.75 
Odometry Velocity 50.00 
UWB Range data 47.62 
Table 6. Sensor update rates (Hz) 
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EKF on Range data in comparison with EKF on GNSS location data. The true 
value in the calculation of the average and the maximum difference is the value 
of the EKF on GNSS when it is valid; otherwise, there is no reference value. 
The importance of the data validation method of the calculated points in the 
output of the Trilateration method is due to the lack of the roll and pitch which 
were derived from the IMU problem. Based on the equation (78), (79) and (80), 
in order to predict the range measurement, 𝑧𝑡 is required while due to the IMU, 
the roll and pitch are unavailable and the only solution to the loss of pitch is in-
serting the value of the 𝑧𝑡 from Trilateration calculation which grows the inaccu-
racy because of its intrinsic inaccuracy which is derived from the delay in receiv-
ing the proper number of the range data. 
 
The methods which are applied to filter the generated location data of Trilater-
ation method are Solvability which is based on the difference value that is shown 
in the equation (36), The Time Stamp method (equation (56)) that employs the 
velocity of the vehicle and the difference between timestamp of the previous val-
idated location data and the new one to validate the new generated location data 
and the Range Examination method (equation (55)) that refers to the Data Asso-
ciation approach.  
The Solvability method generates a high number of location data that some of 
which are undesired. The Time Stamp method filters all of the undesired points; 
however, the number of the confirmed location data is not high, but the accuracy 
is higher than other approaches. The Range Examination method also eliminates 
Validation 
method 
Environ-
ment 
Average difference(m) Maximum difference(m) 
EKF on 
Range 
EKF on Tri-
lateration 
EKF on 
Range 
EKF on Tri-
lateration 
Solvability 
In/Outdoor 0.0603 0.2540 0.4082 6.8491 
Outdoor 0.1803 1.1045 0.7402 7.6443 
Time Stamp 
In/Outdoor 0.0460 0.1204 0.2857 0.6386 
Outdoor 0.1320 0.3721 0.4643 1.1240 
Range Exam-
ination 
In/Outdoor 0.0632 0.2006 0.4824 6.6054 
Outdoor 0.1972 0.9235 0.8071 15.4373 
Table 7. Average and Maximum difference in Body frame localization 
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a number of the unwanted points, yet not as good as Time Stamp method. The 
results of these approaches are mentioned in Table 7. 
In order to enhance the accuracy in the EKF on range data method, NLOS 
range measurements should be eliminated. P440 has the feature to eliminate the 
NLOS measurements while in the experiments this feature presents a low perfor-
mance. Therefore, the range measurements which are different from the ex-
pected measurements of more than 30 𝑐𝑚, are ignored. This is another reason 
for the higher accuracy of the EKF on range data in comparison with EKF on 
Trilateration location data. 
In Table 7, the first column contains the name of the employed validation 
method on the generated location data of Trilateration method. The second one 
presents the environment of the experiment. If the experiment is conducted both 
in outdoor and inside of the Hall, the in/outdoor is used else it is Outdoor. The 
average difference column presents the average difference of the both EKF on 
the range and EKF on Trilateration location data with EKF on GNSS data when 
it is valid. Finally, the last column (Maximum difference) has the same situation 
as the Average difference column, but it illustrates the maximum difference val-
ues of the both EKF on the range and EKF on Trilateration location data with EKF 
on GNSS location data. 
Solvability is the validation method and within the hall and outdoor is the ex-
periment environment in the first row of Table 7. Figure 23 presents all localization 
methods. As the figure depicts, there are red and blue dots and green line which 
are respectively EKF on range data, EKF on the Trilateration location data and 
the result of EKF on GNSS data which is the true value when it is valid. The 
average difference value between EKF on range data and EKF on GNSS data 
which is called accuracy in this study is 6.03 𝑐𝑚 while in case of the EKF on Tri-
lateration location data the accuracy is 25.40 𝑐𝑚. Obviously, EKF on range data 
is more accurate than EKF on Trilateration location data. The final localization is 
implemented via a combination of EKF on GNSS and EKF on range data which 
the plot of the Body frame localization is shown in Figure 24. As it is presented in 
Figure 24, the jump in switching point from EKF on GNSS to EKF on range local-
ization is almost 10.92 𝑐𝑚 while the jump point from EKF on GNSS to EKF on 
Trilateration location data is almost 183 𝑐𝑚 which is an inappropriate value. 
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 As Figure 24 reveals, the localization of the Wheel Loader of Tampere Uni-
versity after leaving the hall to the final point continues on the EKF on range data 
of UWB due to a certain reason. When GNSS does not have LOS to at least 4 
satellites, the generated location variances of the GNSS will be increased and 
after observing the minimum required number of satellites, the variances will ex-
perience a continues decline. The threshold variance value in the proposed algo-
rithm is 15% more than the calculated average value and the return threshold 
variance value is the same. The mean value of the location variances at the be-
ginning of the experiment are 0.0082, 0.0066, 0.0174 respectively in 𝑥, 𝑦  and 𝑧 
axes while in the endpoint of the experiment the location variances are 0.0114, 
0.0085 and 0.0461. Thus there are a rise of 39%, 28%, and 164% in axes 𝑥, 𝑦, 
and  𝑧, accordingly. By magnifying a jump point in Figure 23, unsteadiness in the 
localization with GNSS after leaving the Hall is shown. Therefore, the localization 
will be continued based on the UWB until the end of the experiment. Achieving 
the 15% threshold of the GNSS location data variance is experimentally and also 
it prevents fluctuation and over switching between GNSS and UWB data and led 
us to have a more stable localization. 
The second row of data in Table 7 belongs to the same situation as the first 
row, but the difference is in the environment of the experiment that is completely 
outdoor.  In this case, EKF on the range data has also higher accuracy. Figure 
25 shows the comparison among EKF on range data (red dots), EKF on the Tri-
lateration location data (blue dots) and EKF on GNSS (green line). The experi-
mental wheel loader of the Tampere University is driven outdoor completely and 
thus the localization follows the GNSS data. Obviously, the accuracy of the EKF 
on range data is higher than the accuracy of the EKF on Trilateration location 
data and the average accuracies are 18.03 𝑐𝑚 and 110.45 𝑐𝑚, respectively. The 
main reason for lower accuracy on localization with trilateration location data via 
Solvability data validation method is the high number of the irrelevant location 
data which highly affects the correction factor of the EKF (𝑧𝑛 − ?̂?𝑛) and conse-
quently, the correction factor causes wrong corrections which can be compre-
hended as a high difference in localization via EKF on Trilateration location data 
and EKF on GNSS. The irrelevant generated location data of the trilateration 
method should be eliminated by a proper method. According to the results in Ta-
ble 7, the maximum difference between EKF on Trilateration location data and 
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EKF on GNSS data in both environments is more than 7 meters and the average 
difference in the outdoor environment is almost 1 meter; therefore, it is obvious 
that Solvability method is not the proper validation method. 
The trilateration location data validation method in the third and fourth rows of 
Table 7 is TimeStamp method. The third row contains the results of the localiza-
tion within the hall and outdoor while the fourth row presents only the results of 
the experiment on the outdoor environment. Based on the third row, the result of 
the localization by EKF on the range data is more accurate than localization by 
EKF on the Trilateration location data. Figure 26 presents the comparison among 
entire methods and Figure 27 reveals the continuous localization of the Body 
frame via EKF on range data (red dots) and EKF on GNSS (green dots) in outdoor 
and within the hall. The jump value in the switching moment from GNSS to UWB 
localization is 9.29 𝑐𝑚 which is an adequate value in the case of wheel loader 
while this value for EKF on Trilateration location data is almost 51 𝑐𝑚. The aver-
age differences between localization via EKF on range data, EKF on Trilateration 
location data and EKF on GNSS are 4.60 𝑐𝑚 and 12.04 𝑐𝑚 and the maximum 
differences are 28.57 𝑐𝑚 and 63.86 𝑐𝑚, respectively. Referring to such results, 
the EKF on range data is more accurate than EKF on Trilateration location data. 
In the case of the fourth row of Table 7, evidently, there is a more accurate 
localization via EKF on range data in comparison to EKF on Trilateration location 
data due to the characteristic of the Trilateration method which is not supposed 
to be implemented in the mobile cases. Figure 28 demonstrates the comparison 
of different methods of localization. Furthermore, owing to the environment of the 
experiment, localization is totally surveying on the GNSS data. The average dif-
ferences via EKF on range data and EKF on Trilateration location data with EKF 
on GNSS data are 13.20 𝑐𝑚 and 37.21 𝑐𝑚, respectively.  
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Figure 23. Comparison of the Body origin location via EKF on range data, EKF on 
Trilateration location data by Solvability validation method and EKF on GNSS data 
within the Hall and outdoor 
 
Figure 24. Body origin Location via EKF GNSS and EKF on Range data by Solvabil-
ity validation method in within the Hall and outdoor and jump point between GNSS 
and UWB 
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Figure 25. Comparison of the Body origin location via EKF on range data, EKF on 
Trilateration location data by Solvability validation method and EKF on GNSS data 
in outdoor 
 
Figure 26. Comparison of Body localization via EKF on range data, EKF on Trilatera-
tion location data by TimeStamp validation method and EKF on GNSS data within 
the Hall and outdoor  
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Figure 27. Body origin Location via EKF GNSS and EKF on Range data via 
TimeStamp validation method within the Hall and outdoor 
The fifth row of Table 7 shows the results of the localization by Range Exami-
nation validation method within the hall and outdoor environment. In this case, 
localization on the EKF on range data is more accurate than on the EKF on Tri-
lateration location data. Figure 29 illustrates the comparison of the localization 
method and Figure 30 presents the Body frame localization. The jump value in 
the switching moment from EKF on GNSS to EKF on range data localization is 
5.41 𝑐𝑚 which can be seen in Figure 30 while this value in EKF on Trilateration 
location data localization is almost 52 𝑐𝑚. In the case of both average and maxi-
mum differences and also jump point value, the EKF on the range data has a 
better situation than EKF on Trilateration location data. The accuracy of EKF on 
range data and EKF on Trilateration location data are 6.32 𝑐𝑚 and 20.06 𝑐𝑚, ac-
cordingly. 
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Figure 28. Comparison of Body localization via EKF on range data, EKF on Trilatera-
tion location data by TimeStamp validation method and EKF on GNSS data in out-
door 
 
The last row of Table 7 indicates the results of the localization by both EKF on 
range data and on Trilateration location data via Range Examination validation 
method. Evidently, the EKF on range data is more accurate than the EKF on 
Trilateration location data. In this case, on account of the Trilateration method 
characteristics and the type of the validation method, the maximum difference of 
the EKF on Trilateration on location data is much higher than EKF on range data. 
Figure 31 illustrates the comparison of the localization methods and in this case, 
the final localization of the Body frame follows the GNSS data. The accuracy of 
EKF on range data and EKF on Trilateration location data are 19.72 𝑐𝑚 and 
95.35 𝑐𝑚, respectively. 
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Figure 29. Comparison of Body localization via EKF on range data and EKF on Tri-
lateration location data by Range Examination validation method within the Hall and 
outdoor 
 
Figure 30. Body localization via EKF GNSS and EKF on range data by Range Ex-
amination validation method within the Hall and outdoor 
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Figure 31. Comparison of Body localization via EKF on range data and EKF on Tri-
lateration location data with Range Examination validation method in outdoor 
4.8 Environment Analysis 
This subchapter is dedicated to a short discussion regarding the effects of 
the experiment environment on the results. Figure 32, 33 and 34 indicate the re-
sults of the employing Solvability, Time Stamp and Range Examination valida-
tion data on the outdoor localization with trilateration method and the location 
data is in the UWB frame. Noticeably, the number of the undesired location data 
in the mentioned figures is less than Figures 19, 20 and 21 and the reason is 
less NLOS and reflected measurement signals due to the open space. How-
ever, when the wheel loader passes beside the Hall, more undesired location 
data appear in the Solvability and Range Examination methods. However, in the 
case of TimeStamp validation method, Figure 20 and 33, indicate that the num-
ber of the validated location data in the outdoor experiment is higher than the in-
door and outdoor experiment and totally there is no undesired point. Yet there is 
another cause for the decline of the accuracy in the outdoor environment as the 
73 
 
results are expressed in Table 7 and that is variation in the height of the ground 
(z-axis) in some parts of the test area in the outdoor experiment. Near the an-
chor 109, the height of the ground is higher than the rest of the test area and in 
the algorithm of EKF on range data the value of 𝑧𝑡 is imported from trilateration 
function block and due to that, it is not as accurate as the indoor and outdoor lo-
calization experiment because of the trilateration intrinsic error. As figure 20 
presents, since the wheel loader is in the middle of the Hall, Owing to the high 
number of NLOS range measurement between mobile and anchor nodes which 
led to the incorrect location data, consequently, TimeStamp validation method 
ignores inaccurate generated location data, thus there is no location data from 
trilateration method, until it leaves the Hall. Meanwhile, the localization by EKF 
on Trilateration location data just follows the prediction. While there are no vali-
dated trilateration location data, the EKF on range data uses the last validated 
𝑧𝑡 value and LOS range measurements. Additionally, there is no drop in the ac-
curacy because of no changing in the height of the wheel loader within the Hall. 
However, if there were proper roll and pitch, having more accurate localization 
was possible even by diverse ground height during the experiments.  
Totally, localization could be highly affected by the environment if the locali-
zation method is only based on the geometric method such as Trilateration or 
Least Square Estimation methods which at least require having 3 range meas-
urements from different anchors in a reasonable time duration and if one of the 
measurements among a set of measurements is not valid, it could be led to 
wrong location estimation and rejection from the validation method. While if the 
localization is based on the probabilistic methods such as Extended Kalman Fil-
ter, the localization would be influenced less than geometric methods by envi-
ronment because even if there is no new validated range measurement or loca-
tion data, the localization could be survived by prediction step which is employ-
ing angular velocities and direction velocities to predict the new location. Closed 
spaces could cause less accurate localization due to the growth in the number 
of NLOS range measurements while in our case because of the almost flat 
ground in the indoor environment there is no loss in the accuracy of EKF on 
range while accuracy of EKF on Trilateration location data is not as satisfying as 
the EKF on range data.  
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Figure 32. Trilateration location data in UWB frame validated via Solvability method 
 
Figure 33. Trilateration location data in UWB frame validated by Time Stamp method 
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Figure 34. Trilateration location data in UWB frame validated via Range Examination 
method 
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5. CONCLUSION 
Based on the experiments conducted, the EKF on the range data is more ac-
curate than the EKF on the Trilateration location data. Totally, if there were a 
proper roll and pitch, it is possible to predict the 𝑧𝑡. Thus the correction factor in 
the EKF on range data which is (𝑧𝑛 − ?̂?𝑛) would present a higher performance. 
Consequently, the localization would be more accurate. The EKF on the Trilat-
eration location data is not affected by this problem because it is not dependent 
on the 𝑧𝑡, while it suffers from substantial inaccuracy of the trilateration and the 
validation methods. Moreover, the inaccuracy has other reasons such as cali-
bration of the UWB mobile node which was done by using a simple measuring 
tape and its accuracy is about a few millimeters and during the localization this 
few millimeters intensively affects the accuracy. The same situation is for cali-
bration of the anchor nodes. By eliminating or debilitating these factors, having 
a more accurate localization with higher precision is possible. 
According to the results of the experiments, the most comprehensive method 
to implement a localization with higher accuracy via UWB as a complementary 
localization of the GNSS will be achieved through estimation of the first position 
by employing the trilateration method and applying Range Examination validation 
method, due to its characteristics which has the best performance in the static 
situations. Plus, initialization of the yaw of the Extended Kalman Filter should be 
according to the yaw of the GNSS and then tracking the location by employing 
Extended Kalman Filter on the range data. In pursuance of having the best accu-
racy via this method, employing a proper IMU is necessary since the range meas-
urement is in a 3-Dimensionals environment and in order to predict the measure-
ment, having the prediction of the all axes are required. Replacing the prediction 
of the movement in any axis by other methods such as what is done in this re-
search will be led to growing inaccuracy. 
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