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resumo Nesta dissertac¸a˜o estudam-se as propriedades combinato´rias e espetrais do
Grafo das Rainhas de ordem n2, Q(n).
No caso das propriedades combinato´rias, faz-se uma revisa˜o da literatura
relativamente aos resultados obtidos sobre va´rios invariantes combinato´rios
de Q(n).
Detalharam-se algumas provas dos valores obtidos para os nu´meros de cli-
que, de independeˆncia, de dominaˆncia e croma´tico.
Relativamente aos resultados espetrais, apresentam-se va´rios resultados ori-
ginais nomeadamente referentes ao menor valor pro´prio−4 e ao valor pro´prio
n− 4 que esta˜o presentes no espetro de todos os grafos Q(n) para n ≥ 4.
Esta dissertac¸a˜o termina com a anotac¸a˜o de alguns problemas em aberto e
a formulac¸a˜o de algumas conjeturas.
keywords queens’ graph, spectral graph theory, domination number, cromatic number,
clique number, stability number
abstract In this essay, we study the combinatorial and spectral properties of the
Queens Graph of order n2, Q(n).
In the combinatorial properties chapter, we review the literature about some
combinatorial invariants of Q(n).
Some proofs of these known values are presented in this text, for example
for clique number, stability number, chromatic number and domination
number.
In the spectral properties chapter, we present several original results with
respect to the smaller eigenvalue −4 and the eigenvalue n− 4 which are in
the spectrum of all Q(n) for n ≥ 4.
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O xadrez e´ um dos mais conhecidos jogos de tabuleiro do mundo. Usualmente e´ dispu-
tado entre dois jogadores num tabuleiro composto por 64 ce´lulas coloridas alternada-
mente de preto e branco e organizadas por 8 linhas e 8 colunas. Joga-se com 6 figuras
diferentes como pec¸as – reis, rainhas, bispos, cavalos, torres e peo˜es – tendo cada uma
um modo distinto de se movimentar no tabuleiro. Este trabalho foca-se apenas na
rainha e nos seus movimentos.
Uma rainha estando numa posic¸a˜o do tabuleiro pode mover-se para qualquer outra
entrada da sua linha, coluna ou diagonal, como esta´ ilustrado na Figura 1.1. Assim










1 2 3 4 5 6 7 8
Figura 1.1: Movimentos poss´ıveis de uma rainha no tabuleiro.
As notas histo´ricas a seguir indicadas foram retiradas de [2].
O Problema das 8 Rainhas foi proposto por um jogador de xadrez alema˜o, Max
Bezzel, numa revista de xadrez em 1848 e questionava a possibilidade de colocar 8
rainhas num tabuleiro de xadrez de modo a que nenhum par de rainhas se ataca
mutuamente.
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No entanto foi em junho de 1850 que este problema foi publicado por Franz Nauck
para um pu´blico diferente e foi parcialmente resolvido por Johann Carl Friedrich Gauss,
que encontrou 72 diferentes soluc¸o˜es. Em setembro do mesmo ano, Nauck apresenta










Figura 1.2: Uma soluc¸a˜o do Problema das 8-Rainhas.
O Problema das n Rainhas e´ uma generalizac¸a˜o deste problema, consistindo na
colocac¸a˜o de n rainhas num tabuleiro com n linhas e n colunas de tal modo de que na˜o
existe nenhum par de rainhas a atacar-se mutuamente.
Foi tambe´m E. Pauls [12] que provou que o Problemas das n Rainhas tem sempre
soluc¸a˜o para n ≥ 4.
A partir deste problema surge uma variante de grande interesse para os matema´ticos,
o Problema da Completac¸a˜o das n Rainhas. Neste problema, algumas rainhas ja´ esta˜o
colocadas sobre o tabuleiro de xadrez e a questa˜o e´ se e´ poss´ıvel completar o resto do
tabuleiro de modo a ter uma soluc¸a˜o do Problemas das n Rainhas.
Este segundo problema e´ NP-Completo [8], no entanto muitos matema´ticos acre-
ditam na possibilidade de existeˆncia de um algoritmo em tempo polinomial para a
resoluc¸a˜o do problema. Com esta possibilidade a ser verificada, o problema de P=NP
e´ resolvido, sendo este um dos Millenium Prize Problems publicados pelo Clay Mathe-
matics Institute que premeia com 1 milha˜o de do´lares a quem apresentar soluc¸a˜o de
um desses problemas.
No entanto o foco deste trabalho na˜o e´ incidente sobre nenhum dos dois problemas
acima referidos mas sim relativo ao grafo associado ao movimento das rainhas num
tabuleiro de xadrez, o Grafo das Rainhas.
No segundo cap´ıtulo sera˜o introduzidos alguns conceitos ba´sicos e notac¸a˜o de Te-
oria dos Grafos e outros, necessa´rios para uma melhor compreensa˜o deste texto. No
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cap´ıtulo seguinte, o conceito de Grafo das Rainhas e´ apresentado assim como algumas
propriedades ba´sicas e imediatas deste tipo de grafos.
As propriedades combinato´rias e espetrais dos Grafos das Rainhas sera˜o o grande
destaque deste trabalho. No quatro cap´ıtulo e´ estudado este grafo em termos com-
binato´rios, referindo alguns resultados ja´ conhecidos e apresentados na bibliografia.
Para terminar, no quinto cap´ıtulo, e´ estudado pela primeira vez o espetro do Grafo
das Rainhas e, portanto, os resultados apresentados sa˜o originais, produto do trabalho




Conceitos Fundamentais e Notac¸a˜o
Sa˜o va´rios os problemas com que nos cruzamos no dia-a-dia e diversas as vezes que
recorremos a figuras para os descrever e facilitar a sua resoluc¸a˜o. Se se pretender
indicar um percurso e respetivo tempo no mapa do metropolitano ou indicar relac¸o˜es
entre um grupo de pessoas, com facilidade se consegue representar recorrendo a pontos
(estac¸o˜es do metropolitano/pessoas) e linhas a indicarem a relac¸a˜o pretendida entre
esses pontos (ligac¸a˜o de estac¸o˜es/relac¸a˜o no grupo de pessoas).
Esta representac¸a˜o por pontos e linhas entre esses pontos e´ precisamente a noc¸a˜o
picto´rica de Grafo.
Todos os conceitos desta secc¸a˜o e relativos a` Teoria dos Grafos ao longo do texto,
tiveram como base [3] e [4].
Neste trabalho todos os grafos estudados sa˜o grafos simples e por esse motivo sera˜o
apenas referidos como grafos.
Definic¸a˜o 2.0.1 (Grafo). Define-se por grafo (simples) um par G = (V,E), onde V e´
um conjunto que designamos por conjunto de ve´rtices e E um conjunto disjunto de V
cujos elementos sa˜o pares na˜o ordenados de ve´rtices e que designamos por conjunto de
arestas.
Ao longo do texto, os conjuntos de ve´rtices e de arestas de um grafo G denotam-se
por V (G) e E(G), respetivamente, ou por V e E quando na˜o houver du´vidas a que
grafo se referem. As arestas sera˜o representadas pelo par na˜o ordenado dos dois ve´rtices
extremos que as compo˜e, isto e´ por (vi, vj) ou por (vj, vi), com vi, vj ∈ V (G).
Um grafo pode ser determinado pela sua representac¸a˜o gra´fica e tendo em conta
que a posic¸a˜o dos ve´rtices no plano ou a forma das arestas na˜o e´ relevante para esta
representac¸a˜o mas sim a correta ligac¸a˜o dos ve´rtices atrave´s das arestas, o mesmo grafo
admite diferentes representac¸o˜es.
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Por exemplo, as duas representac¸o˜es da Figura 2.1 sa˜o referentes ao mesmo grafo









Figura 2.1: Exemplo do mesmo grafo com duas representac¸o˜es diferentes.
O nu´mero de ve´rtices de um grafo G, ou seja |V (G)|, designa-se por ordem de G e
denota-se por υ(G). O nu´mero de arestas, |E(G)|, diz-se a dimensa˜o de G e denota-se
por ε(G).
Uma aresta diz-se incidente aos seus ve´rtices extremos e dois ve´rtices dizem-se
adjacentes ou vizinhos se sa˜o extremos de uma mesma aresta. O conjunto dos ve´rtices
adjacentes a um ve´rtice v designa-se por vizinhanc¸a de v e denota-se por NG(v) ou
apenas N (v) se na˜o houver du´vida em relac¸a˜o ao grafo a que corresponde.
O nu´mero de vizinhos de um ve´rtice v denota-se por dG(v) (ou simplesmente d(v))
e designa-se por grau de v. Tem-se ainda que o grau ma´ximo dos ve´rtices de G e´
representado por ∆(G) e o grau mı´nimo por δ(G), correspondendo respetivamente ao
maior e ao menor dos graus dos seus ve´rtices.
A t´ıtulo de exemplo para estes conceitos, note-se que para o grafo representado na
Figura 2.1, υ(G) = 5, ε(G) = 6, N (1) = {2, 5}, d(1) = 2, ∆(G) = 3 e δ(G) = 1.
Num grafo G, a matriz quadrada AG = (aij) de ordem υ(G) com aij = 1 se os
ve´rtices i e j sa˜o vizinhos e aij = 0 caso contra´rio, diz-se a matriz de adjaceˆncia de G.
Os valores pro´prios da matriz de adjaceˆncia de um grafo sera˜o simplesmente cha-









onde µ1 > µ2 > · · · > µp sa˜o os valores pro´prios distintos de G
e mi, ou m(µi), com i ∈ [p], as respetivas multiplicidades. Quando mi = 1, omitimos
a multiplicidade.
Ainda para a Figura 2.1, a matriz de adjaceˆncia de G e´
AG =

1 2 3 4 5
1 0 1 0 0 1
2 1 0 0 1 1
3 0 0 0 1 0
4 0 1 1 0 1
5 1 1 0 1 0
.
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Num grafo G = (V (G), E(G)) com V (G) = {vi : i ∈ [υ(G)]} e E(G) = {ei : i ∈
[ε(G)]}, um caminho de comprimento k entre os ve´rtices v0 e vk e´ uma sequeˆncia na˜o
vazia
P = v0e1v1e2...ekvk,
onde vj−1 e vj sa˜o os ve´rtices extremos de ej, para cada j ∈ [k] e todos os ve´rtices da
sequeˆncia sa˜o distintos.
A distaˆncia entre dois ve´rtices vi e vj e´ o comprimento do menor caminho entre vi
e vj e, no caso de na˜o haver nenhum caminho entre esse par de ve´rtices, a distaˆncia
diz-se infinita.
Um grafo G de ordem n diz-se completo e denota-se por Kn se todos os seus ve´rtices
sa˜o adjacentes. Por outro lado diz-se nulo quando na˜o tem arestas, isto e´, E = ∅. Se
todos os ve´rtices de G tiverem grau k, G diz-se k-regular.
O grafo complementar Gc de G e´ o grafo tal que V (Gc) = V (G) e dois ve´rtices de


















(c) Gc - Grafo complementar de G.
Figura 2.2: Exemplos de grafo completo, k-regular e complementar.
Dados dois grafos G e H, H diz-se subgrafo de G, e representa-se por H ⊂ G, se
V (H) ⊂ V (G), E(H) ⊂ E(G). Quando um par de ve´rtices de H e´ adjacente se e so´ se
o e´ em G, diz-se que H e´ um subgrafo induzido de G.
E´ necessa´rio por fim, definir partic¸a˜o de um conjunto.
Seja C um conjunto na˜o vazio. Uma famı´lia de subconjuntos de C, C = {C1, C2, . . . , Cn},
diz-se uma partic¸a˜o se Ci 6= ∅ para todo o i ∈ [n], Ci ∩ Cj = ∅ para qualquer i 6= j e





Seja Tn o tabuleiro de xadrez de dimensa˜o n×n. Para indicar uma entrada de Tn, faz-
se refereˆncia a` correspondente linha x e coluna y da entrada atrave´s do par ordenado
(x, y) com x, y ∈ [n]. As linhas sa˜o numeradas por ordem crescente de cima para baixo,
e as colunas da mais a` esquerda a` mais a` direita. Esta numerac¸a˜o difere da utilizada
habitualmente nos tabuleiros de xadrez, contudo foi adotada por ser mais intuitiva e
coincidir com a matricial.
Define-se o Grafo das Rainhas, Q(n), como o grafo que associa a cada entrada de
Tn um ve´rtice e onde dois ve´rtices sa˜o vizinhos se e so´ se estiverem na mesma linha,
coluna ou diagonal do tabuleiro a que esta˜o associados.
Formalmente tem-se que Q(n) = (V,E) com V = {v(i,j) : i, j ∈ [n]} e E =
{(v(i,j), v(k,`)) ∈ V 2 : i = k ∨ j = ` ∨ i− j = k − ` ∨ i+ j = k + `}.
Para definir uma etiquetac¸a˜o dos ve´rtices vai ser necessa´rio definir uma bijec¸a˜o que
a cada entrada no tabuleiro de xadrez de dimensa˜o n× n fac¸a corresponder um e um
so´ ve´rtice de Q(n).
Teorema 3.0.1. Seja ϕ : [n]2 −→ [n2] definida por ϕ(i, j) = (i − 1)n + j. Enta˜o ϕ e´
uma bijec¸a˜o. Ale´m disso, se k = ϕ(i, j), enta˜o i = d k
n




Demonstrac¸a˜o. Sejam (i, j), (i′, j′) ∈ [n]2 tais que ϕ(i, j) = ϕ(i′, j′), isto e´, (i−1)n+j =
(i′ − 1)n+ j′, ou seja, (i− i′)n = j′ − j.
Uma vez que n|n(i− i′) = j′− j e −(n− 1) ≤ j′− j ≤ n− 1, tem-se que j′− j = 0,
ou seja, j′ = j e consequentemente i− i′ = j′−j
n
= 0, isto e´, i = i′. Deste modo, tem-se
(i, j) = (i′, j′) que leva a concluir que ϕ e´ injetiva.
Sendo ϕ injetiva e tendo em conta que |[n]2| = |[n2]| = n2, pode-se concluir que ϕ
sobrejetiva.
Seja agora k = ϕ(i, j) = n(i−1)+j enta˜o, n(i−1) < n(i−1)+1 ≤ k ≤ n(i−1)+n =
ni e como i− 1 < k
n
≤ i e, i e´ inteiro, tem-se i = d k
n
e.




Como a cada entrada de Tn se associa um ve´rtice deQ(n), a etiquetac¸a˜o dos ve´rtices
vai ser feita atrave´s da bijec¸a˜o ϕ, onde para cada entrada (i, j) corresponde o ve´rtice
ϕ(i, j).
Em linguagem corrente, esta etiquetac¸a˜o e´ feita da coluna mais a` esquerda para a
coluna mais a` direita e da linha mais acima para a mais abaixo.
Embora a etiquetac¸a˜o dos ve´rtice de Q(n) seja feita pela bijec¸a˜o ϕ, ao longo do
trabalho vai utilizar-se a notac¸a˜o v(i,j) para nos referirmos a um ve´rtice, utilizando-se
as correspondentes coordenadas (i, j) em Tn.
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16





Figura 3.1: Q(4) - Grafo das Rainhas para n = 4.
Para n = 4 tem-se representado o Grafo das Rainhas, Q(4), na Figura 3.1. Com este
exemplo torna-se mais simples perceber a construc¸a˜o do Grafo das Rainhas atrave´s do
respetivo tabuleiro de xadrez, assim como a etiquetac¸a˜o dos ve´rtices e as coordenadas
do tabuleiro.
Facilmente se nota que Q(n+ 1) pode ser obtido atrave´s de Q(n) com o acre´scimo
de uma coluna de ve´rtices a` direita, uma linha de ve´rtices abaixo e as arestas corres-





Algumas propriedades combinato´rias de Q(n) podem ser obtidas quase imediatamente
pela pro´pria estrutura deste tipo de grafos e em func¸a˜o do paraˆmetro n.
4.1 Ordem, Dimensa˜o e Grau dos ve´rtices
O Grafo das Rainhas, por definic¸a˜o, tem um nu´mero de ve´rtices |V | = n2 em que n ∈ N
e´ a largura do tabuleiro de xadrez.
Para determinar o nu´mero de arestas de Q(n), note-se que dois ve´rtices sa˜o adja-











arestas, para i ∈ 2, 3, . . . , n− 1, nas restantes diagonais do tabuleiro,
havendo 4 diagonais com i ve´rtices.
Deste modo o nu´mero de arestas, para n ≥ 2, e´ dado pela expressa˜o























= (2n+ 2)× n!
(n− 2)!2! + 4×
n!
(n− 3)!3!
= (n+ 1)n(n− 1) + 2
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onde em (*) foi utilizada a identidade do stick de ho´quei que pode ser consultada em
[10].
O grau dos ve´rtices, por exemplo, mantem-se constante em cada um dos va´rios
bordos do tabuleiro. Na Figura 4.1, em cada uma das entradas de T4, T5 e T6 esta˜o

























































































Figura 4.1: T4, T5 e T6 e graus dos ve´rtices das respetivas entradas.
Com base nesta estrutura, e´ poss´ıvel obter uma fo´rmula fechada para o grau
dos ve´rtices de Q(n), e com esse propo´sito, comec¸amos por definir uma partic¸a˜o de
V (Q(n)).
Considere-se
• V1 definido pelos ve´rtices mais perife´ricos do tabuleiro de xadrez;
• V2 definido pelos ve´rtices mais perife´ricos do tabuleiro de xadrez quando retirados
os ve´rtices de V1;
• . . .
• e Vbn+12 c definido pelos ve´rtices mais perife´ricos do tabuleiro, neste caso o(s)
u´nico(s) restante(s), quando retirados os ve´rtices de V1 ∪ V2 ∪ · · · ∪ Vbn+12 c−1.
E´ imediato que
{
V1, V2, . . . , Vbn+12 c
}
representa uma partic¸a˜o de V (Q(n)) pois, pelo





conjuntos na˜o vazios, disjuntos dois a dois e
cuja unia˜o de todos os conjuntos e´ V (Q(n)).
Teorema 4.1.1. Considerando a partic¸a˜o de V (Q(n)) acima, o grau dos ve´rtices de







Demonstrac¸a˜o. Para v ∈ V1 e´ imediato que d(v) = 3(n − 1). Considerando i tal que
1 < i ≤ ⌊n+1
2
⌋
e assumindo que v ∈ Vi corresponde a uma das entradas do tabuleiro
Tn, (p, q) ∈ Xi,i ∪Xi,(n−(i−1)) ∪X(n−(i−1)),(n−(i−1)) ∪X(n−(i−1)),i, onde
Xi,i = {(i, j), i ≤ j ≤ n− i},
Xi,(n−(i−1)) = {(j, n− (i− 1)), i ≤ j ≤ n− i},
X(n−(i−1)),(n−(i−1)) = {(n− (i− 1), j), i+ 1 ≤ j ≤ n− (i− 1)} e
X(n−(i−1)),i = {(j, i), n− (i− 1) ≤ j ≤ i+ 1},
vem que d(v) e´ constante para todo o v ∈ Vi.
Quando v corresponde a` entrada (i, i) do tabuleiro, os seus vizinhos sa˜o os ve´rtices
da sua linha, coluna e diagonais, exceto ele pro´prio. Logo v tem n− 1 vizinhos na sua
linha, n− 1 vizinhos na sua coluna, n− 1 vizinhos na diagonal principal e 2× (i− 1)
vizinhos na sua diagonal perpendicular a` diagonal principal.
Conclui-se enta˜o que d(v) = 3(n− 1) + 2(i− 1) para v ∈ Vi
Como consequeˆncia deste teorema, retira-se uma expressa˜o para os graus mı´nimo e
ma´ximo de Q(n).
O grau mı´nimo e´ atingido para os ve´rtices mais perife´ricos do tabuleiro – os ve´rtices
de V1 – e, portanto, tem-se que δ(Q(n)) = 3(n−1). Ja´ o grau ma´ximo e´ atingido pelos
ve´rtices mais centrais do tabuleiro – os ve´rtices de Vbn+1
2
c, composto por 1 ve´rtice se n
ı´mpar e 4 ve´rtices se n par – e tem-se que
∆(Q(n)) =
4n− 5 para n par;4n− 4 para n ı´mpar. (4.1)
Sabendo o nu´mero de arestas de um grafo G e o seu nu´mero de ve´rtices, a expressa˜o









4.2 Raio e Diaˆmetro
Num grafo G define-se a excentricidade de um ve´rtice v como a maior distaˆncia entre
v e todos os outros ve´rtices de G.
O raio de G, denotado por r(G), e´ a menor das excentricidades dos seus ve´rtices,
sendo a maior das excentricidades designada por diaˆmetro de G, representado por
diam(G).
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No caso de Q(n), quaisquer dois ve´rtices se na˜o sa˜o vizinhos, teˆm um vizinho em
comum e neste caso existe sempre um caminho entre dois ve´rtices v(i,j), v(k,l) ∈ V
formado pelas arestas (v(i,j), v(k,j)) e (v(k,j), v(k,l)). Por este motivo, a excentricidade de
cada ve´rtice e´ no ma´ximo 2, sendo exatamente 2 para n ≥ 3 pois Q(n) na˜o e´ um grafo
completo.
Consequentemente vem que diam(Q(n)) = r(Q(n)) = 2 para n ≥ 4.
4.3 Nu´meros de Independeˆncia e de Clique
Um conjunto independente de G e´ um conjunto de ve´rtices que induz um subgrafo
nulo de G. Por outro lado, uma clique de G e´ um conjunto de ve´rtices que induz um
subgrafo completo de G.
Define-se o nu´mero de independeˆncia de G, α(G), e o nu´mero de clique, ω(G), como
a maior cardinalidade dos conjuntos independentes e das cliques de G, respetivamente.
Como ja´ e´ sabido, o Problema das n-Rainhas tem soluc¸a˜o para n ≥ 4 e portanto
qualquer soluc¸a˜o deste problema e´ um conjunto independente de ordem n. Consequen-
temente, o nu´mero de independeˆncia de Q(n) tera´ de ser igual ou superior a n. Por
outro lado, se se estiver perante um conjunto independente com n + 1 ve´rtices, pelo
Princ´ıpio da Gaiola dos Pombos (que pode ser consultado por exemplo em [4]), tem
de se ter dois ve´rtices na mesma linha (e coluna) que leva a que estes ve´rtices sejam
vizinhos e se entre em contradic¸a˜o por se tratar de um conjunto independente.
Assim sendo, vem que α(Q(n)) = n para n ≥ 4.
A respeito do nu´mero de clique de Q(n), e´ imediato que este sera´ igual ou superior
a n, uma vez que os n ve´rtices de qualquer linha (ou coluna) formam uma clique.
Para os valores de n = 1, 2, 3, 4, pela Figura 4.2, podemos concluir que o nu´mero









Figura 4.2: Representac¸a˜o de cliques ma´ximas atrave´s de rainhas, para Q(1), Q(2),
Q(3) e Q(4).
Para nu´meros de clique para valores de n superiores aos representados na figura,
tem-se o seguinte teorema.
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Teorema 4.3.1. ω(Q(n)) = n para n ≥ 5.
Demonstrac¸a˜o. Ja´ se sabe que ω(Q(n)) ≥ n.
Supondo que existe uma clique com n + 1 ve´rtices, ter-se-ia pelo menos dois ve´rtices
na mesma linha. Sejam esses dois ve´rtices v(i,j1) e v(i,j2), com j2 = j1 + k e k ≥ 1.
Os vizinhos comuns de v(i,j1) e v(i,j2) fora da i-e´sima linha e poss´ıveis para formar uma
subclique maximal da clique inicial, sera˜o um dos treˆs conjuntos de ve´rtices:
1. v(i−k,j1), v(i−k,j2) e adicionalmente v(i− k
2
,j1− k2 ) se k for par;





) se k for par;
3. ou v(i− k
2
,j1− k2 ) e v(i+ k2 ,j1+ k2 ) se k for par.
Em qualquer um dos casos, existe no ma´ximo treˆs ve´rtices fora da i-e´sima linha que
juntamente com v(i,j1) e v(i,j2) formam uma clique maximal. Qualquer ve´rtice fora de
uma linha tem no ma´ximo 3 vizinhos nessa mesma linha e, portanto,
• para os dois primeiro casos, escolhendo qualquer um dos 2 (ou 3) ve´rtices obtidos,
esse ve´rtice teria v(i,j1) e v(i,j2) como vizinhos na i-e´sima linha e o terceiro vizinho
na˜o poderia ser acrescentado a` clique pois na˜o era vizinho dos restantes ve´rtices;
• para o terceiro caso, escolhendo qualquer um dos 2 ve´rtices obtidos, esse ve´rtice
teria v(i,j1), v(i,j2) e v(i,j1+ k2 )
como vizinhos na i-e´sima linha e assim poderia se
acrescentar v(i,j1+ k2 )
a` clique.
Deste modo, a clique ma´xima na˜o pode ter n+ 1 ve´rtices para n ≥ 5.
Surge imediatamente como consequeˆncia do teorema anterior que, para n ≥ 5, o
conjunto das n linhas formam uma cobertura mı´nima por cliques de Q(n), isto e´, as n
linhas (em que cada uma delas forma uma clique ma´xima) sa˜o suficientes para cobrir
todas as entradas do tabuleiro e este e´ o modo de o fazer utilizando um menor nu´mero
de cliques.
4.4 Nu´mero Croma´tico
Uma k-colorac¸a˜o dos ve´rtices de um grafo G e´ uma func¸a˜o que a cada ve´rtice de G faz
corresponder uma cor de um conjunto com k cores. Uma colorac¸a˜o diz-se pro´pria se
para qualquer par de ve´rtices vizinhos, esses ve´rtices teˆm cores distintas.
O nu´mero croma´tico de um grafo G denota-se por χ(G) e e´ o menor valor k para
o qual G admite uma k-colorac¸a˜o pro´pria.
Note-se que se S e´ um subgrafo de um grafo G, χ(S) ≤ χ(G).
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Um resultado conhecido da combinato´ria afirma que o nu´mero croma´tico de um
grafo e´ na˜o inferior ao seu nu´mero de clique e na˜o superior ao maior grau dos seus
ve´rtices mais um que, uma vez mais, podera´ ser consultado por exemplo em [4] no
Teorema 19.3.
A primeira desigualdade vem do facto de se existe um subgrafo completo de G
com ω(G) ve´rtices, sa˜o necessa´rias pelos menos ω(G) cores para colorir esse subgrafo,
consequentemente o mesmo nu´mero de cores para colorir G e assim ω(G) ≤ χ(G).
Por outro lado, colorindo sequencialmente os ve´rtices de um grafo, a cor a atribuir ao
ve´rtice vi tem que ser distintas das cores atribu´ıdas aos seus vizinhos. Logo, supondo
que, na pior das hipo´teses, se utilizaram ∆(G) cores nos vizinhos de vi e´ necessa´ria mais
uma cor para vi, ou seja, sa˜o necessa´rias ∆(G) + 1 cores e portanto χ(G) ≤ ∆(G) + 1.
Assim, tendo em conta a Equac¸a˜o 4.1 e do Teorema 4.3.1 vem que
ω(Q(n)) ≤ χ(Q(n)) ≤
4n− 4, se n e´ par;4n− 3, caso contra´rio.
Recorrendo a estes limites (ou atrave´s de uma simples ana´lise) tem-se que χ(Q(1)) =
1 e χ(Q(2)) = 4, uma vez que ω(Q(1)) = ∆(Q(1)) = 1 e ω(Q(2)) = ∆(Q(2)) = 4.
Para os valores de n ∈ {3, 4, 5}, χ(Q(n)) = 5, que coincide com o limite inferior
apresentado mas torna-se rapidamente muito distante do limite superior. Na Figura
4.3 e´ poss´ıvel ver um exemplo das colorac¸o˜es mı´nimas correspondentes a estes valores


































0 1 2 3 4
2 3 4 0 1
4 0 1 2 3
1 2 3 4 0
3 4 0 1 2
Figura 4.3: Uma colorac¸a˜o mı´nima dos ve´rtices de Q(3),Q(4) e Q(5).
Note-se que, para Q(5), os conjuntos de ve´rtices coloridos com a mesma cor formam
uma soluc¸a˜o para o Problemas das 5 Rainhas. Em geral, quando χ(Q(n)) = n, cada
conjunto de ve´rtices da mesma cor e´ uma soluc¸a˜o para o Problema das n-Rainhas.
Para prosseguir nos resultados referentes ao nu´mero croma´tico de Q(n), e´ conveni-
ente introduzir as definic¸o˜es de quadrado latino e de design de Knut Vik.
Definic¸a˜o 4.4.1 (Quadrado Latino, Design de Knut Vik, [1]). Um quadrado latino de
ordem n e´ uma matriz quadrada de ordem n preenchida com n s´ımbolos diferentes de
tal modo que cada s´ımbolo ocorre exatamente uma vez em cada linha e coluna.
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Um design de Knut Vik de ordem n e´ um quadrado latino de ordem n cujas diagonais











Figura 4.4: Exemplos de um quadrado latino, a` esquerda, e de um design de Knut Vik,
a` direita, ambos de ordem 5.
Atrave´s de um design de Knut Vik de ordem n imediatamente se obte´m uma co-
lorac¸a˜o dos ve´rtices de Q(n), fazendo uma correspondeˆncia entre os n s´ımbolos e as
n cores distintas e colorindo o ve´rtice de uma entrada Tn da cor correspondente ao
s´ımbolo dessa entrada do design de Knut Vik.
Um exemplo desta correspondeˆncia pode ser visto comparando o design de Knut
Vik da Figura 4.4 e a colorac¸a˜o de Q(5) na Figura 4.3.
Resumidamente, χ(Q(n)) = n se e so´ se existir um design de Knut Vik de ordem
n. Consequentemente alguns resultados ja´ conhecidos relativos a designs de Knut Vik
podem ser aplicados a colorac¸o˜es de Q(n).
No entanto, ao longo da pesquisa sobre estas mesmas propriedades, foram encon-
tradas algumas incorrec¸o˜es que sera˜o indicadas de seguida. Para isso, considere-se as
seguintes definic¸o˜es.
Definic¸a˜o 4.4.2 (Diagonal completa). Designa-se por k-e´sima diagonal completa de
Tn e denota-se por Dk o conjunto de ce´lulas
Dk =

{(i, j) ∈ [n]2 : i− j ≡ k (mod n)}(∗)
ou
{(i, j) ∈ [n]2 : i+ j ≡ k (mod n)}(∗∗)
para um dado k = 0, . . . , n − 1. Em (∗) a diagonal completa diz-se a` esquerda e em
(∗∗) a` direita.
Definic¸a˜o 4.4.3 (Super-diagonal, Super-diagonais paralelas). Um conjunto de n ce´lulas
de uma matriz n×n diz-se uma super-diagonal se e so´ se conte´m um elemento de cada
linha, cada coluna e cada diagonal completa.




















Figura 4.5: Diagonais completas representadas pelos s´ımbolos x e o.
A. Hendayat, em [9], afirma que um design de Knut Vik existe se e so´ se a sua
ordem na˜o for divis´ıvel por 2 nem por 3. Esta afirmac¸a˜o surge como Corola´rio do
Teorema 2.1 do mesmo texto - “Um design de Knut Vik de ordem n existe se e so´ se
existe uma matriz n× n com n super-diagonais paralelas”.
Na prova desse teorema, numa das implicac¸o˜es o autor admite que “se K e´ um design
de Knut Vik de ordem n, enta˜o cada conjunto de n ce´lulas de K com um s´ımbolo fixo
e´ uma super diagonal”. Esta ideia e´ tomada erradamente o que invalida o teorema e
consequentemente o corola´rio.
Como contra-exemplo desta afirmac¸a˜o, na Figura 4.6 e´ poss´ıvel ver que se trata de
um design de Knut Vik pois em cada linha, cada coluna e cada diagonal na˜o existem
elementos repetidos. No entanto, existem conjuntos de ce´lulas que na˜o formam super-
diagonais, como por exemplo o conjunto de ce´lulas com o s´ımbolo 0 que inclui as













0 5 9 6 3 8 4 1 10 11 7 2
7 11 4 2 1 6 10 3 0 8 9 5
8 1 10 9 5 2 0 7 11 6 3 4
10 0 3 8 7 11 9 5 4 1 2 6
5 6 11 4 2 1 3 0 8 9 10 7
11 7 0 1 10 4 8 6 3 2 5 9
2 8 6 3 9 5 7 11 1 10 4 0
3 4 5 0 11 10 6 9 2 7 8 1
9 2 1 10 4 7 5 8 6 3 0 11
4 10 7 11 0 3 1 2 9 5 6 8
6 3 2 5 8 9 11 4 7 0 1 10
1 9 8 7 6 0 2 10 5 4 11 3
Figura 4.6: Exemplo de um design de Knut Vik de ordem 12, retirado de [17].
Deste modo, podera˜o existir designs de Knut Vik de ordens divis´ıveis por 2 e 3 (o
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exemplo acima apresentado, de ordem 12, e´ um desses casos), assim como colorac¸o˜es
de ve´rtices de Q(n).
O seguinte teorema e´ equivalente para designs de Knut Vik e a sua prova aparece
em [5].
Teorema 4.4.1. Se n ≡ 1, 5 (mod 6), enta˜o χ(Q(n)) = n.
Demonstrac¸a˜o. Para facilitar esta prova, as coordenadas de Tn sa˜o indicadas de 0 a
n− 1.
Supondo que n na˜o e´ par nem divis´ıvel por 3, seja a colorac¸a˜o de Q(n) feita com
o conjunto de cores C = {0, 1, . . . , n − 1} onde a cada ve´rtice vi,j corresponde a cor
j − 2i (mod n).
Sejam (i, j) e (p, q) dois ve´rtices com a mesma cor. Enta˜o (j − 2i) ≡ (q − 2p)
(mod n) que e´ equivalente a 2(p− i) ≡ (q − j) (mod n) que permite concluir que
• se os dois ve´rtice estiverem na mesma linha, isto e´, i = p, enta˜o j = q e trata-se
do mesmo ve´rtice;
• se os dois ve´rtices estiverem na mesma coluna, isto e´, j = q, enta˜o i = p se n for
ı´mpar e neste caso, trata-se do mesmo ve´rtice;
• se os dois ve´rtices esta˜o na mesma diagonal, enta˜o
ou p − i = q − j ⇒ 2(q − j) ≡ (q − j) (mod n) ⇒ j = q o que implica que
i = p se n for ı´mpar e neste caso, trata-se do mesmo ve´rtice;
ou i+ j = p+ q ⇔ p− i = j− q ⇒ 2(j− q) ≡ (q− j) (mod n)⇒ 3(j− q) ≡ 0
(mod n) e consequentemente (i, j) = (p, q) se n na˜o for divis´ıvel por 3.
Assim, apenas se consegue ter uma n-colorac¸a˜o de Q(n) se n na˜o for divis´ıvel por 2
nem por 3, que e´ o mesmo que dizer que n ≡ 1, 5 (mod 6)
A colorac¸a˜o de Q(5) na Figura 4.3 e´ uma colorac¸a˜o deste tipo.
Teorema 4.4.2. Para n ≥ 5,
n ≤ χ(Q(n)) ≤
n, se n ≡ 1, 5 (mod 6);n+ 3, caso contra´rio. (4.2)
Demonstrac¸a˜o. Uma vez que ω(Q(n)) = n para n ≥ 5, o limite inferior de χ(Q(n))
vem pelo Teorema 4.3.1.
O primeiro ramo do limite superior surge do Teorema 4.4.1.
Para o segundo ramo e´ suficiente ter em conta que Q(m) e´ sempre subgrafo de Q(n)
para m ≤ n, que o nu´mero croma´tico de um subgrafo de Q(n) e´ na˜o superior a χ(Q(n))
e que todo o nu´mero m esta´ no ma´ximo a uma distaˆncia de 3 unidades de um nu´mero
n tal que m ≤ n e n ≡ 1, 5 (mod 6).
19
Como consequeˆncia direta deste teorema, apresenta-se um novo corola´rio com uma
fo´rmula fechada para o nu´mero croma´tico de Q(n).
Corola´rio 4.4.3. Para n ≥ 5, χ(Q(n)) = n se n ≡ 1, 5 mod 6 e
χ(Q(n)) ∈

{n, n+ 1} se n ≡ 0, 4 (mod 6),
{n, n+ 1, n+ 2, n+ 3} se n ≡ 2 (mod 6),
{n, n+ 1, n+ 2} se n ≡ 3 (mod 6).
4.5 Nu´mero de Dominaˆncia
Para terminar este cap´ıtulo, sera´ apresentado um dos problemas mais conhecidos e
estudados relativos ao Grafo das Rainhas mas que ainda continua em aberto.
Num grafo G, um ve´rtice v domina-se a ele pro´prio e a todos os seus vizinhos e um
conjunto dominante e´ um conjunto de ve´rtices que consegue dominar todos os ve´rtices
do grafo G. Define-se nu´mero de dominaˆncia de G, γ(G), como a cardinalidade do
menor conjunto dominante de G.
Para Q(1) e Q(2), qualquer ve´rtice forma um conjunto dominante, assim como o
ve´rtice central (ve´rtice 5) forma para Q(3), e assim tem-se que γ(Q(1)) = γ(Q(2)) =
γ(Q(3)) = 1.
No entanto a determinac¸a˜o do nu´mero de dominaˆncia para um Grafo das Rainhas
na˜o e´ um exerc´ıcio ta˜o fa´cil assim.
Os nu´meros de dominaˆncia de Q(n) apenas sa˜o conhecidos para um nu´mero finito
de valores de n, isto e´, nenhuma fo´rmula fechada e´ conhecida para γ(Q(n)). Na Tabela
4.1 esta˜o presentes alguns nu´meros, retirados de [15], para n ate´ 19.
n 1 2 3 4 5 6 7 8 9 10
γ (Q(n)) 1 1 1 2 3 3 4 5 5 5
n 11 12 13 14 15 16 17 18 19
γ (Q(n)) 5 6 7 8 9 9 9 9 10
Tabela 4.1: Valores de γ (Q(n)) para n ∈ {1, 2, . . . , 19}.
Contudo, tendo presente a estrutura dos Grafos das Rainhas, podemos tirar al-
gumas concluso˜es relativas aos limites superiores dos valores de γ(Q(n)) para valores
arbitra´rios de n.
Teorema 4.5.1. Para n ≥ 4, γ(Q(n+ 1)) ≤ γ(Q(n)) + 1.
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Demonstrac¸a˜o. Seja S ⊂ V (Q(n)) um conjunto dominante de cardinalidade mı´nima
de Q(n) para qualquer n ≥ 4. Para as n primeiras linhas e n primeiras colunas de Tn+1,
considere-se as posic¸o˜es correspondentes a`s de S em T . Os ve´rtices correspondentes
a essas posic¸o˜es em junc¸a˜o com o ve´rtice (n+ 1)2 formam um conjunto dominante de
Q(n) e consequentemente γ(Q(n+ 1)) ≤ γ(Q(n)) + 1.












Figura 4.7: A` esquerda um conjunto dominante de cardinalidade min´ıma de Q(5), a`
direita um conjunto dominante de Q(6) determinado a partir do primeiro.
Em [6] e´ apresentado um limite inferior e um superior para γ(Q(n)), ambos atrave´s
de conversas privadas de E. Cockayne com P. H. Spencer e L. Welch, respetivamente.
Estes dois limites sa˜o apresentados nos dois seguintes teoremas e as suas provas
foram retiradas do mesmo artigo, no entanto, como foi referido no comenta´rio adicio-
nado em 2003 ao artigo [11], uma prova do limite inferior ja´ tinha sido publicada por
V. Raghavan em [13].
Teorema 4.5.2. [6] Para qualquer n ∈ N, γ(Q(n)) ≥ n−1
2
.
Demonstrac¸a˜o. Nesta prova, uma linha ou coluna de Tn que contenha uma rainha diz-
se ocupada.
Considere-se um conjunto dominante de cardinalidade mı´nima sobre o tabuleiro e seja
a (b) a coluna mais a` esquerda (direita) na˜o ocupada e seja c (d) a linha mais a cima
(a baixo) na˜o ocupada. Define-se ainda δ1 = b− a e δ2 = d− c e assume-se, sem perda
de generalidade, que δ1 ≥ δ2.
Considere-se os conjuntos S1 e S2 de quadrados na coluna a e b, respetivamente, que
ficam entre as linhas c e c+ δ1 − 1 inclusive e seja S = S1 ∪ S2. Uma vez que δ1 ≥ δ2,
nenhuma diagonal interseta simultaneamente S1 e S2. Assim qualquer rainha domina
diagonalmente no ma´ximo 2 quadrados de S, ou seja, no ma´ximo um por diagonal. As
rainhas situadas acima da linha c ou abaixo da linha c + δ1 − 1 na˜o dominam ce´lulas
de S por linha ou por coluna.
Por definic¸a˜o de c, existem pelo menos c − 1 rainhas acima da linha c. Cada linha
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abaixo de d esta´ ocupada e d = c+ δ2 ≤ c+ δ1. Deste modo todas as n− c− δ1 linhas
abaixo da linha c+ δ1 esta˜o ocupadas e portanto existem pelo menos n− c− δ1 rainhas
abaixo da linha c+ δ1 − 1.
Consequentemente tem-se pelo menos (c− 1) + (n− c− δ1) = n− δ1− 1 rainhas nessas
linhas e cada um delas domina no ma´ximo 2 das ce´lulas de S. Cada uma das restantes
rainhas, das quais existem no ma´ximo γ(Q(n)) − (n − δ1 − 1), consegue cobrir no
ma´ximo 4 ce´lulas de S. Uma vez que todas as 2δ1 ce´lulas de S teˆm de ser dominadas,
tem-se que
2(n− δ1 − 1) + 4(γ(Q(n))− (n− δ1 − 1)) ≥ 2δ1,
que leva a que γ ≥ n−1
2
como pretendido.
Teorema 4.5.3. [6] Seja n = 3q + r com 0 ≤ r ≤ 2. Enta˜o γ(Q(n)) ≤ 2q + r.
Demonstrac¸a˜o. Comec¸ando para o caso em que n = 3q, vai-se provar que γ(Q(n)) ≤ 2n
3
.
Dividindo Tn em 9 quadrados de q × q ce´lulas, com a etiquetac¸a˜o de quadrados cor-
respondente a` da Figura 4.8a, coloca-se q rainhas na diagonal principal do terceiro
quadrado, (n−1) rainhas na diagonal acima da diagonal principal do se´timo quadrado
e ainda uma u´ltima rainha no canto inferior esquerdo deste se´timo quadrado.
Estas 2q rainhas cobrem o tabuleiro todo, basta reparar que as ce´lulas do quadrado
5 sa˜o dominadas pelas rainhas que teˆm na mesma diagonal e as ce´lulas dos restantes
quadrado pelas rainhas que teˆm na mesma linha ou coluna.
Para n = 3q + r onde r = 1, 2, considere-se a configurac¸a˜o da Figura 4.8a com o
acre´scimo de r linhas extras no fundo do tabuleiro e r colunas a` direita, como esta´
descrito na Figura 4.8b. Uma nova rainha e´ colocada na posic¸a˜o (3q + 1, 3q + 1) para
r = 1 e ainda na posic¸a˜o (3q + 2, 3q + 2) para r = 2.
Naturalmente os 2q + r ve´rtices correspondentes a`s posic¸o˜es das rainhas sa˜o um con-
junto dominante de todos os ve´rtices de Q(3q + r).
Atrave´s das experieˆncias computacionais efetuados em [11], conhecem-se outros
nu´meros de dominaˆncia para ale´m dos apresentados na Tabela 4.1.
Estes nu´meros sa˜o apresentados na Tabela 4.2 para valores de n tais que n = 9i+ j
com j = 0, 1, . . . , 8 e i = 1, 2, . . . , 14. Alguns destes nu´meros ja´ teriam sido publicados,
como o pro´prio autor refere em [11].
O maior valor de n para o qual e´ conhecido o seu nu´mero de dominaˆncia de Q(n) e´
n = 131. No entanto, este paraˆmetro ainda na˜o e´ conhecido mesmo para va´rios valores
de n inferiores a 131.
O problema mante´m-se em aberto sendo importante notar que os valores obtidos













































Figura 4.8: Exemplo que ilustra a demonstrac¸a˜o do Teorema 4.5.3.
i\j 0 1 2 3 4 5 6 7 8
1 5 5 5 6 7 8 9 9 9
2 9 10 11 12 13
3 14 15 15 16 17
4 19 20 21
5 23 25 27
6 29 31
7 33 35 36
8 37 39
9 41 43 45
10 46 47 49
11 51 53
12 55 57 58
13 59 61 63
14 65 65 66
Tabela 4.2: Valores de γ (Q(9i+ j)), para j = 0, 1, . . . , 8 e i = 1, 2, . . . , 14.
nu´mero de dominaˆncia do Grafo das Rainhas corresponde a γ(Q(131)) = 66 e tendo
em conta o Teorema 4.5.1, surge o seguinte Corola´rio.
Corola´rio 4.5.4. Para n ≥ 131, γ(Q(n)) ≤ n− 65.
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Alguns dos resultados deste cap´ıtulo, na˜o tinham ate´ agora destaque na bibliografia
existente: apareciam como refereˆncia ao longo dos textos e na˜o com a distinc¸a˜o devida
a` sua importaˆncia. Outros proveˆm de obras de diversos autores ou de consequeˆncias
dos resultados por eles obtidos. Para outros ainda, desconhece-se se as provas foram
ou na˜o publicadas.
No pro´ximo cap´ıtulo sera˜o conhecidas va´rias propriedades do espetro do Grafo das
Rainhas, uma questa˜o que ate´ agora, tanto quanto se sabe, na˜o havia sido estudada.
Como consequeˆncia, presume-se que va´rios resultados apresentados sejam originais.
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Cap´ıtulo 5
Propriedades Espetrais de Q(n)
Este trabalho teve in´ıcio precisamente com a ana´lise do espetro do Grafo das Rainhas
para diferentes ordens. Atrave´s de experieˆncia computacionais, notou-se um compor-
tamento ideˆntico e bastante curioso de σ(Q(n)), o que despertou o interesse em estudar
este tipo de grafos mais profundamente.
Neste cap´ıtulo os vetores sera˜o apresentados sobre o tabuleiro de xadrez e, portanto,
a i-e´sima entrada de um vetor com n2 componentes sera´ representada no quadrado de
Tn correspondente ao ve´rtice i de Q(n).
Por este motivo, cada entrada x(p,q) de um vetor X = (x(i,j)) ∈ Rn2 corresponde a`
ce´lula de coordenadas (p, q) do tabuleiro Tn.
5.1 Limites em σ(Q(n))
Seja G um grafo, AG a sua matriz de adjaceˆncia, ∆(G) o maior grau dos seus ve´rtices
e µ1 o seu maior valor pro´prio.
Alguns limites inferiores e superiores sa˜o conhecidos para os valores pro´prios de
um grafo. Neste aˆmbito, de seguida sera˜o apresentados alguns resultados cla´ssicos da
Teoria Espetral dos Grafos.
O teorema seguinte utiliza o conceito de grau me´dio dos ve´rtices para estabelecer
um limite inferior do maior valor pro´prio de G. A prova pode ser consultada em [3].





e a igualdade ocorre se e so´ se G e´ regular.
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Em [3] e´ ainda referido e provado um limite superior e inferior para os valores
pro´prios de um grafo atrave´s do grau ma´ximo dos ve´rtices, apresentado no seguinte
Lema.
Lema 5.1.2. Qualquer que seja o valor pro´prio µ de AG,
−∆(G) ≤ µ ≤ ∆(G). (5.2)
Em [16], e´ apresentado um outro limite superior para µmax(G) diferente do anterior
e que tem como base o nu´mero de arestas de G, e(G). Este outro limite e´ apresentado
no seguinte teorema.
Teorema 5.1.3. ([16]) Para um dado grafo G de ordem n, dimensa˜o e(G) e sem
ve´rtices isolados,





com a igualdade ocorre se e so´ se G e´ completo.
Os dois u´ltimos teoremas fornecem dois poss´ıveis limites superiores para Q(n). Pela
desigualdade de (5.1) e tendo ainda em conta (4.1)
µ1(Q(n)) ≤
4n− 5, se n e´ par;4n− 4, caso contra´rio;








Com o aumento de n, o primeiro limite cresce linearmente com n, enquanto o se-
gundo cresce proporcionalmente a n
3
2 mostrando-se um pior limite neste caso espec´ıfico.




4n− 5, se n e´ par;4n− 4, caso contra´rio. (5.4)
De seguida, apresenta-se um resultado que vai permitir estabelecer um limite infe-
rior para qualquer valor pro´prio de Q(n).





































(µ+ 4) ‖X‖2 =µ‖X‖2 + 4‖X‖2



































































Teorema 5.1.5. Se µ e´ um valor pro´prio de Q(n), enta˜o µ ≥ −4.
Demonstrac¸a˜o. Por (5.1.4) sabe-se que (µ + 4)||X||2 ≥ 0 e uma vez que X 6= 0,
µ ≥ −4.
Com estes resultados, conclui-se que qualquer valor pro´prio de Q(n) e´ igual ou
superior a −4. Na pro´xima secc¸a˜o vamos verificar que este limite e´ atingido para
valores de n na˜o inferiores a 4 e portanto −4 sera´ o menor valor pro´prio de Q(n) para
esses mesmos valores.
5.2 Valores pro´prios e vetores pro´prios de Q(n)
A determinac¸a˜o computacionalmente do espetro de Q(n) trouxe alguma sensibilidade
daquilo que poderia ser o seu comportamento para qualquer ordem do Grafo das Rai-
nhas.
Na Tabela 5.1 e´ poss´ıvel analisar σ(Q(n)) para pequenos valores de n e, ainda que
σ(Q(n)) tenha sido determinado para todas as dimenso˜es ate´ n = 11. No entanto
nem todos os valores pro´prios distintos sa˜o apresentados na tabela dado o seu elevado




















9.6, 1.8[2], 1.7, 1.3, 0.5[2], 0,−0.4,−0.8,−1.5[2],−2.8[2], 3.3,−4}
Tabela 5.1: Espetro de Q(n) para n = 2, 3, 4.
Considerando o espetro de Q(n), os valores pro´prios inteiros e respetivas multiplici-
dades apresentam um comportamento com caracter´ısticas invariantes e correlacionados,
para valores de n tais que 4 ≤ n ≤ 11, conforme a Tabela 5.2 ilustra.
n valores pro´prios inteiros de Q(n)
4 −4 0
5 −4[4] -3 0 1[2]
6 −4[9] 2[2]
7 −4[16] -3, -2 1, 2 3[3]
8 −4[25] 4[3]
9 −4[36] -3, -2, -1 2, 3, 4 5[4]
10 −4[49] 6[4]
11 −4[64] -3, -2, -1, 0 3, 4, 5, 6 7[5]
Tabela 5.2: Valores pro´prios inteiros de Q(n) e respetivas multiplicidades, para 4 ≤
n ≤ 11.
Depois de obtidos estes resultados e com alguma sensibilidade, repara-se que para
os valores indicados de n
• −4 e´ sempre valor pro´prio de Q(n) de multiplicidade (n− 3)2;
• n− 4 e´ sempre valor pro´prio de Q(n) de multiplicidade bn−1
2
c;




, . . . , n − 5 sa˜o valores pro´prios de Q(n) de
multiplicidade 1.
Perante esta persisteˆncia de comportamento a respeito dos valores pro´prios, passou-
se para a ana´lise dos vetores pro´prios a que lhes esta˜o associados e tambe´m em relac¸a˜o
a eles se notou um certo padra˜o.
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Note-se que conhecendo um certo nu´mero p de vetores pro´prios linearmente inde-
pendentes, v1, . . . , vp, associados a um valor pro´prio µ de um grafo, podemos concluir
que µ e´ valor pro´prio desse grafo com multiplicidade na˜o inferior a p.
Tendo estas considerac¸o˜es, nas pro´ximas duas subsecc¸o˜es vai ser provado que alguns
destes comportamentos identificados relativos aos valores pro´prios se verificam para
todos os Grafos das Rainhas.
5.2.1 Valor Pro´prio −4
Os resultados obtidos das experieˆncias computacionais, indicam que
F4 =
0 1 -1 0
-1 0 0 1
1 0 0 -1
0 -1 1 0




0 1 -1 0 0
-1 0 0 1 0
1 0 0 -1 0
0 -1 1 0 0




0 0 1 -1 0
0 -1 0 0 1
0 1 0 0 -1
0 0 -1 1 0




0 0 0 0 0
0 1 -1 0 0
-1 0 0 1 0
1 0 0 -1 0




0 0 0 0 0
0 0 1 -1 0
0 -1 0 0 1
0 1 0 0 -1
0 0 -1 1 0
sa˜o vetores pro´prios de Q(5) associados a −4.
Com a apresentac¸a˜o sobre o tabuleiro, nota-se que estes quatro vetores sa˜o obti-
dos de F4 acrescentando uma linha e coluna de zeros (com uma ce´lula em comum)
aos bordos horizontal inferior e vertical direito, horizontal inferior e vertical esquerdo,
horizontal superior e vertical direito e horizontal superior e vertical esquerdo.
Para os restantes valores de n, os (n − 3)2 vetores pro´prios associados a −4 teˆm
exatamente a mesma estrutura: sa˜o obtidos atrave´s de F4, acrescentando linhas e
colunas de zeros, acima, abaixo, a` esquerda e a` direita, entre todas as combinac¸o˜es
poss´ıveis, o que nos leva a` definic¸a˜o da seguinte famı´lia de vetores.
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Definic¸a˜o 5.2.1. Os vetores do conjunto Fn = {F (a,b)n ∈ Rn2 : n ∈ N, n ≥ 4, (a, b) ∈






[F4](i−a+1,j−b+1), se (i, j) ∈ A×B,0, caso contra´rio; (5.6)
com A = {a, a+ 1, a+ 2, a+ 3} e B = {b, b+ 1, b+ 2, b+ 3}.
Com recurso a esta notac¸a˜o, podemos avanc¸ar para o seguinte teorema.
Teorema 5.2.1. Para n ≥ 4, X ∈ EQ(n)(−4) se e so´ se
• ∑ni=1 x(i,k) = 0, para todo o k ∈ [n],
• ∑nj=1 x(k,j) = 0, para todo o k ∈ [n],
• ∑i+j=k x(i,j) = 0, para todo o k ∈ [2, 2n],
• e ∑i−j=k x(i,j) = 0, para todo o k ∈ [−(n− 1), n− 1].
Demonstrac¸a˜o. A demonstrac¸a˜o e´ consequeˆncia direta do Lema 5.1.4.
Teorema 5.2.2. Para n ≥ 4, −4 e´ valor pro´prio de Q(n) com multiplicidade (n− 3)2
e Fn e´ uma base de EQ(n)(−4).
Demonstrac¸a˜o. Note-se que todo o elemento de Fn pertence a EQ(n)(−4) pois cumpre
as quatro condic¸o˜es do teorema anterior.
Suponhamos que Fn e´ um conjunto linearmente dependente. Enta˜o existem α1,1, . . . , αn−3,n−3 ∈
R na˜o simultaneamente 0, tais que
α1,1F
(1,1)
n + . . .+ αn−3,n−3F
(n−3,n−3)
n = 0. (5.7)
Seja n(i − 1) + j o menor inteiro tal que α(i,j) 6= 0. Enta˜o a` (i, j + 1)-e´sima entrada
do vetor do primeiro membro de (5.7) corresponde o valor de α(i,j). Por suposic¸a˜o essa
entrada e´ na˜o nula e por outro lado, como a igualdade (5.7) tem de ser verificada,
α(i,j) = 0.
Assim, podemos concluir que Fn e´ um conjunto linearmente independente e, conse-
quentemente, dim(EQ(n)(−4)) ≥ (n− 3)2.
Para terminar, vamos provar que os vetores de Fn geram o subespac¸o pro´prio EQ(n)(−4).
Seja S ⊆ [n]2 o conjunto de ı´ndices de (p, q) ∈ [n]2 tal que a entrada x(p,q) de
X = (x(i,j)) ∈ EQ(n)(−4) e´ completamente determinada pelas entradas x(i+1,j) com
(i, j) ∈ [n− 3]2.
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E´ claro que [n− 3]× ([n− 2]\{1}) ⊂ S.
Sabendo que a soma dos elementos das linhas, colunas e diagonais de X e´ nula:









o que leva a que [n]× {1} ⊂ S.
Adionalmente,












x(i,n), x(n−2,n−1) = −
n−3∑
k=1
x(k,k+1) − x(n−1,n) e

















x(i,j) − x(n,j), para qualquern− 2 ≥ j ≥ 2,
e portanto {n − 2, n − 1, n} × ([n − 2]\{1}) ⊂ S. Como S = [n]2, e´ necessa´rio que
dim(EQ(n)) ≤ (n− 3)2 o que leva a concluir que dim(EQ(n)) = (n− 3)2.
E´ agora conhecido um valor pro´prio Q(n) para n ≥ 4 assim como uma base do
subespac¸o pro´prio associado. Na pro´xima secc¸a˜o, estudamos o valor pro´prio n− 4.
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5.2.2 Valor Pro´prio n− 4
Considere-se as seguintes definic¸o˜es.
Definic¸a˜o 5.2.2 (Vetores linha, coluna, diferenc¸a e soma). Define-se vetor linha Li,
vetor coluna Ci, vetor diferenc¸a Di e vetor soma Si de dimensa˜o n
2, com i ∈ N, como
sendo os vetores
Li(x, y) =
1, se x = i,0, caso contra´rio;
Ci(x, y) =
1, se y = i0, caso contra´rio;
Di(x, y) =
1, se x− y = i0, caso contra´rio;
Si(x, y) =
1, se x+ y = i0, caso contra´rio;
C3 =
0 0 1 0
0 0 1 0
0 0 1 0
0 0 1 0
D−1 =
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
Tabela 5.4: Exemplos de C3 e D−1 de ordem 16.
Note-se que, para vetores do espac¸o de dimensa˜o n2, Li, Cj, Da e Sb so´ na˜o sa˜o os
vetores nulos para 1 ≤ i ≤ n, 1 ≤ j ≤ n, −(n− 1) ≤ a ≤ n− 1 e 2 ≤ b ≤ 2n.
Como referido no in´ıcio desta secc¸a˜o, n − 4 e´ valor pro´prio de Q(n) com n ≥ 4.
De entre os vetores pro´prios associados ao valor pro´prio n − 4 obteˆm-se para Q(5) os
vetores que a seguir se indicam
0 1 0 1 0
-1 0 -1 0 -1
0 1 0 1 0
-1 0 -1 0 -1
0 1 0 1 0
= C2 + C4 − L2 − L4
0 0 1 0 0
0 0 1 0 0
-1 -1 0 -1 -1
0 0 1 0 0
0 0 1 0 0
= C3 − L3
1 0 0 0 -1
0 1 0 -1 0
0 0 0 0 0
0 -1 0 1 0
-1 0 0 0 1
= D0 − S6
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e para Q(6) os vetores
0 1 0 0 1 0
-1 0 -1 -1 0 -1
0 1 0 0 1 0
0 1 0 0 1 0
-1 0 -1 -1 0 -1
0 1 0 0 1 0
= C2 + C5 − L2 − L5
0 0 1 1 0 0
0 0 1 1 0 0
-1 -1 0 0 -1 -1
-1 -1 0 0 -1 -1
0 0 1 1 0 0
0 0 1 1 0 0
= C3 + C4 − L3 − L4.
Para os restantes grafos Q(n) para os quais se calculou o espetro, nas respetivas
ordens, n − 4 aparece associado aos vetores pro´prios Ci + Cn−i+1 − Li − Ln−i+1 com
i ∈ {2, ..., ⌊n+1
2
⌋} e ainda ao vetor D0 − Sn+1 para os casos em que n e´ ı´mpar. Deste
modo, vem o seguinte teorema.
Teorema 5.2.3. Para n ≥ 3, n− 4 e´ um valor pro´prio de Q(n) de multiplicidade pelo
menos
n−22 , se n e´ par,n+1
2
, caso contra´rio.
Ale´m disso, {Y ni = Ci+Cn−i+1−Li−Ln−i+1 : i = 2, . . . , n2} e {Y ni = Ci+Cn−i+1−Li−
Ln−i+1 : i = 2, . . . , n+12 } ∪ {Zn = D0−Sn+1} sa˜o vetores linearmente independentes de
EQ(n)(n− 4) para n par e n ı´mpar, respetivamente.
Demonstrac¸a˜o. Nesta prova, assume-se n ≥ 3 e ı´mpar. Para n par, a prova e´ seme-
lhante.
Note-se que Y nk ∈ EQ(n) (n− 4), para qualquer k ∈ [n+12 ], e que Zn ∈ EQ(n)(n − 4).
Uma vez que
Ck(p, q) = Lk(q, p) e Cn+1−k(p, q) = Ln+1−k(q, p),
tem-se que ∑
p+q=i+j
(Y nk )(p,q) = 0.
Do mesmo modo, visto que
Ck(p, q) = Ln+1−k(n+ 1− q, n+ 1− p) e Cn+1−k(p, q) = Lk(n+ 1− q, n+ 1− p),
tem-se que ∑
p−q=i−j
(Y nk )(p,q) = 0.
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Consequentemente














(Y nk )(p,q) +
∑
p−q=i−j




(Y nk )(p,q) +
∑
q=j
(Y nk )(p,q) − 4(Y nk )(i,j)
=

−(n− 2) + (n− 2)− 0 = 0 se i, j ∈ {k, n+ 1− k},
−(n− 2)− 2 + 4 = −(n− 4) se i ∈ {k, n+ 1− k} mas j /∈ {k, n+ 1− k},
2 + (n− 2)− 4 = n− 4 se j ∈ {k, n+ 1− k} mas i /∈ {k, n+ 1− k},
−2 + 2− 0 = 0 se i, j /∈ {k, n+ 1− k},
= (n− 4)(Y nk )(p,q).
Do mesmo modo, ∑
p=i
































(n− 1)− (n− 1)− 0 = 0 se i = n+1
2
= j,
1 + (n− 1)− 4 = n− 4 se i = j 6= n+1
2
,
−(n− 1)− 1 + 4 = −(n− 4) se i = n+ 1− j 6= n+1
2
,
0 + 0− 0 = 0 se i 6= j, i+ j 6= n+ 1, e i+ j par,
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n





e´ linearmente dependente pois
Y n1 + Y
n











Y n1 , Y
n






e´ linearmente independente. Por outro lado sejam
α1, . . . , αn−1
2









+ βZn = 0.










Seja k ∈ [n−1
2
]
o menor inteiro tal que αk 6= 0. Enta˜o L(n−12 ,k) = αk = 0 entrando em
contradic¸a˜o com a definic¸a˜o de k.
Portanto tem-se que dim EQ(n)(n− 4) ≥ n+12 .
Um novo valor pro´prio de Q(n) e´ agora conhecido, n− 4, assim como a sua multi-




, para n par e ı´mpar respetivamente.
5.2.3 Valores pro´prios inteiros de Q(n) para n = 3, 5, 7, 9, 11
Como ja´ tinha sido indicado na Tabela 5.2, para os respetivos valores ı´mpares de n,




, . . . , n− 5 sa˜o valores pro´prios simples de Q(n).
A intuic¸a˜o que este comportamento podera´ ser verificado para todas as ordens
ainda na˜o e´ certa, no entanto de seguida sera˜o apresentados alguns dos vetores pro´prios
obtidos associados a estes valores pro´prios e dada uma ideia de como e´ a sua estrutura.
Para o valor pro´prio −3, os vetores pro´prios obtidos para diferentes ordens de Q(n)
foram os apresentados na Figura 5.1, onde as casas em branco, representam o valor 0.
Figura 5.1: Vetores pro´prios associados ao valor pro´prio −3 do espetro de Q(n), com
n = 5, 7, 9.
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S2 + S2n −Dn−1 −D−(n−1)
)
.
Note-se a semelhanc¸a destes vetores com o vetor D0 − Sn+1, associado ao valor
pro´prio n− 4 precisamente para os mesmos valores de n, referido na secc¸a˜o anterior.
Para o valor pro´prio −2, a estrutura e´ ideˆntica mas com as diagonais que visual-
mente aparecem sobre o tabuleiro com largura dois. Note-se que na˜o sa˜o apresentadas
ordens inferiores pois −2 na˜o e´ valor pro´prio para essas mesmas ordens.
Figura 5.2: Vetores pro´prios associados ao valor pro´prio −2 do espetro de Q(n), com
n = 7, 9.
Para este caso, e´ a estrutura de n − 5 que e´ lhe ideˆntica, pois os vetores pro´prios
determinados, cumprem efetivamente a expressa˜o D−1 + D1 − Sn − Sn+2. Tal como
acontece com o aumento da largura das diagonais de −3 para −2, tambe´m de n − 4
agora para n− 5, a largura aumenta.
Analisando os restantes vetores pro´prios, nota-se uma relac¸a˜o na estrutura do vetor
pro´prio de −3 com a de um dos de n− 4, no vetor de −2 com o de n− 5, ..., no vetor
de n−5
2
com o de n−11
2
. Nota-se tambe´m que de −3 ate´ n−5
2
, assim como de n − 4 ate´
n−11
2
, a largura das diagonais vai aumentando uma unidade.
Embora nestes pequenos exemplos, os vetores associados a n−4 e n−5 na˜o tivessem
elementos com valores diferentes de −1, 0 e 1, com o aumento da ordem, as diagonais
apresentadas conte´m outros valores, como por exemplo para os vetores indicados na
Figura 5.3, associados a n− 6.
Os vetores pro´prios va˜o tomando formas ideˆnticas a`s anteriormente indicadas no
entanto torna-se mais dif´ıcil determinar uma fo´rmula que as defina.
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Figura 5.3: Vetores pro´prios associados ao valor pro´prio n−6 do espetro de Q(n), com
n = 7, 9.
5.3 Partic¸o˜es Equilibradas
O conceito de valor pro´prio principal (na˜o principal), introduzido em [7], define-se
como sendo um valor pro´prio µ de um grafo G cujo subespac¸o pro´prio EG(µ) na˜o e´ (e´)
ortogonal ao vetor de 1’s.
Entre va´rios trabalhos publicados sobre este tema, em [14] o autor deduz uma
relac¸a˜o entre as partic¸o˜es equilibradas de um grafo e os seus valores pro´prios principais.
Para descrevermos esta relac¸a˜o, vamos comec¸ar por definir partic¸a˜o equilibrada e matriz
quociente de uma partic¸a˜o equilibrada.
Definic¸a˜o 5.3.1 (Partic¸a˜o Equilibrada). Dado um grafo G, a partic¸a˜o do conjunto de
ve´rtices V (G) = V1∪˙V2∪˙ . . . ∪˙Vk diz-se uma partic¸a˜o equilibrada se cada ve´rtice de Vi
tem o mesmo nu´mero de vizinhos em Vj para todos o i, j ∈ [k].
Uma partic¸a˜o equilibrada de V (G) diz-se tambe´m uma partic¸a˜o equilibrada de G e os
subconjuntos de ve´rtices V1, V2, . . . , Vk sa˜o chamados de ce´lulas.
Definic¸a˜o 5.3.2 (Matriz Quociente). Dada uma partic¸a˜o equilibrada pi de G, V =
V1∪˙V2∪˙ . . . ∪˙Vk, em que cada ce´lula Vi tem bij vizinhos em Vj para todos os i, j ∈ [k],
a matriz Bpi = (bij) diz-se matriz quociente de pi.
Todo o grafo tem uma partic¸a˜o equilibrada trivial em que cada ce´lula da partic¸a˜o
corresponde a cada um dos ve´rtices de G e em que a matriz quociente desta partic¸a˜o
corresponde exatamente a` matriz de adjaceˆncia de G. Na Figura 5.4 e´ apresentado











Ce´lulas de uma partic¸a˜o equilibrada de G:








Figura 5.4: Exemplo de partic¸a˜o equilibrada e respetiva matriz quociente.
Da bibliografia, alguns resultados relativos a valores pro´prios principais sa˜o rele-
vantes para obter novas informac¸o˜es do espetro de Q(n). De [7] sabe-se que, sendo G
um grafo, pi uma qualquer partic¸a˜o equilibrada de G e Bpi a sua matriz quociente:
1. o maior valor pro´prio de G e´ principal;
2. todos os valores pro´prios principais sa˜o ra´ızes do polino´mio caracter´ıstico de Bpi;
3. o polino´mio caracter´ıstico de Bpi divide o polino´mio caracter´ıstico de G.
Assim, a partir de uma qualquer partic¸a˜o equilibrada de Q(n), calculando-se o
polino´mio carater´ıstico da respetiva matriz quociente, o conjunto das suas ra´ızes e´ um
subconjunto de valores pro´prios de Q(n), onde se inclui o maior valor pro´prio.
Tem interesse estudar estas propriedades pois na possibilidade de calcular uma
partic¸a˜o equilibrada na˜o trivial de Q(n), o polino´mio caracter´ıstico da sua matriz
quociente tera´ grau inferior ao polino´mio caracter´ıstico de Q(n).
Com isto torna-se mais fa´cil o ca´lculo de um subconjunto das ra´ızes de Q(n), sub-
conjunto esse que tem presente o maior valor pro´prio. E´ importante referir que em
todas as experieˆncias computacionais, o maior valor pro´prio era na˜o inteiro.




ce´lulas para n ≥ 3.
Este tipo de partic¸o˜es pode ser obtida atrave´s do algoritmo descrito de seguida,
onde a cada entrada de Tn se associa um nu´mero. A partic¸a˜o obte´m-se fazendo per-
tencer a` mesma ce´lula da partic¸a˜o, os ve´rtices com o mesmo nu´mero nas entradas
correspondentes do tabuleiro.
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Algorithm 1 Determinac¸a˜o de uma partic¸a˜o equilibrada de Q(n).
Entrada Tabuleiro de xadrez n× n, Tn.
Sa´ıda Etiquetac¸a˜o das entradas de Tn.
Parte 1 - Etiquetac¸a˜o
1. Assinalar a primeira entrada da primeira coluna - (1,1) - com o nu´mero 0;
2. Assinalar as primeiras duas entradas da segunda coluna - (1,2) e (2,2) - com




































) - com os nu´meros
dn2 e−1∑
i=0














Parte 2 - Reflexa˜o
1. Refletir o triangulo de entradas preenchidas nos passos anteriores segundo o





-e´sima coluna no caso de n ı´mpar,








-e´sima colunas se par).
2. Refletir as casas ja´ preenchidas atrave´s da diagonal principal de Tn.
3. Refletir as casas ja´ preenchidas atrave´s da diagonal secunda´ria de Tn.
Fim de Algoritmo.
A t´ıtulo de exemplo, aplicamos o Algor´ıtimo 1 a T6, obtendo-se a sequeˆncia de











































































(d) Parte 2 - 3.
Figura 5.5: Exemplo de aplicac¸a˜o do Algoritmo 1.
Para a determinac¸a˜o da partic¸a˜o equilibrada correspondente, basta considerar que
entradas com o mesmo nu´mero, correspondem a ve´rtices da mesma ce´lula da partic¸a˜o.
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Para esta partic¸a˜o, obteve-se a matriz quociente
B =

0 1 2 3 4 5
0 3 4 2 2 0 2
1 2 4 2 2 4 0
2 1 3 3 2 4 2
3 2 2 1 3 3 2
4 0 4 2 3 4 3
5 1 2 2 4 6 3

.
de ordem 6. Calculando o respetivo polino´mio caracter´ıstico, obte´m-se
pB(x) = x
6 − 20x5 + 75x4 + 49x3 − 506x2 + 455x+ 42
que tem como ra´ızes {14.89, 3.75, 2.48,−2.48, 1.45,−0.08}.
Estas ra´ızes sa˜o valores pro´prios de Q(6) e entre elas esta˜o todos os valores pro´prios
principais, nomeadamente o maior valor pro´prio deste Grafo das Rainhas, Q(6).
Note-se ainda que no caso geral, se se obtiver um polino´mio pB irredut´ıvel, todas
os valores pro´prios encontrados sa˜o principais.




ce´lulas, determinado pelo Algortimo 1.
Demonstrac¸a˜o. A aplicac¸a˜o do Algoritmo 1 produz uma partic¸a˜o pi dos ve´rtices (en-





ce´lulas. Pode-se ainda concluir que a cada ce´lula
esta˜o associados 1, 4 ou 8 ve´rtices (entradas) e, por simetria, que cada ce´lula induz um





O movimento da rainha num tabuleiro de xadrez n× n originou o Grafo das Rainhas,
Q(n), sendo este grafo e as suas propriedades combinato´rias e espetrais o principal foco
desta dissertac¸a˜o.
Alguns invariantes combinato´rios de Q(n) foram estudados, tais como o raio, o
diaˆmetro, os nu´meros de independeˆncia, de clique, croma´tico e de dominaˆncia.
Tendo como base o tabuleiro de xadrez, determinar o nu´mero de independeˆncia
de Q(n) consiste em colocar o ma´ximo nu´mero de rainhas sobre ele de modo a que
nenhum par de rainhas se ataque mutuamente. Ja´ para o nu´mero de clique a procura
prende-se em obter o ma´ximo nu´mero de rainhas que colocadas sobre o tabuleiro, todas
se atacam. Para estas primeiras propriedades, fo´rmulas fechadas foram apresentadas
para todos os Grafos das Rainhas a partir de certas ordens.
O nu´mero croma´tico e o nu´mero de dominaˆncia sa˜o as duas propriedades mais
estudadas na literatura, com va´rios resultados publicados por diferentes autores.
A determinac¸a˜o do nu´mero croma´tico de Q(n) e´ equivalente a` determinac¸a˜o de um
design de Knut Vik, conceito que e´ introduzido no texto. Obteˆm-se valores para este
invariante combinato´rio dentro de um conjunto finito de valores, tendo em conta a
ordem de Q(n).
Embora va´rios valores concretos do nu´mero de dominaˆncia tenham sido apresen-
tados, assim como um limite inferior e limites superiores para o valor em geral, o
problema de obtenc¸a˜o de uma fo´rmula fechada continua em aberto.
E´ no quinto cap´ıtulo, a respeito das Propriedades Espetrais de Q(n), que alguns
resultados originais surgiram.
Pelos Teoremas 5.1.5 e 5.2.2, e´ provado que todos os valores pro´prios de qualquer
Grafo das Rainhas sa˜o na˜o inferiores a −4, sendo que para n ≥ 4, −4 e´ efetivamente
valor pro´prio de multiplicidade (n− 3)2.
Ainda se confirma que n− 4 e´ valor pro´prio de Q(n) para n ≥ 4, no Teorema 5.2.3,
e que a sua multiplicidade e´ pelo menos n−2
2




O comportamento observado nas experieˆncias computacionais efetuadas para os
valores pro´prios inteiros de Q(n), com 4 ≤ n ≤ 11, esta˜o na base das conjeturas que a
seguir se formulam e que, naturalmente, permanecem em aberto.
• n− 4 tem multiplicidade
n−22 , se n e´ par,n+1
2
, caso contra´rio;




, . . . , n− 6, n− 5} sa˜o valores pro´prios sim-
ples;
• n− 4 e´ o maior valor pro´prio inteiro.
Dada a estrutura singular do espetro de Q(n) e dos subespac¸os pro´prios associados
aos seus valores pro´prios, considera-se uma tema´tica interessante para se continuar a
estudar de modo a aprofundar ou alargar ou concluir os resultados ate´ agora obtidos.
Para trabalho futuro, podera´ interessar a generalizac¸a˜o deste tipo de grafos para
dimenso˜es retangulares de tabuleiros e/ou para tabuleiros em treˆs dimenso˜es.
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