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Abstract
Abstract deformational structures, in many aspects generalizing standard elasticity theory, are in-
vestigated. Within free deformational structures we define algebra of deformations, classify them by
its special properties, define motions and conformal motions together with deformational decomposi-
tion of manifolds, generalizing isometry of Riemannian spaces and consider some physical examples.
In frame of dynamical deformational structures we formulate variational procedure for evolutional
and static cases together with boundary conditions, derive dynamical (equilibrium in static case)
equations, consider perturbative approach and perform deformational realization of the well known
classical field-theoretical topics: strings and branes theories, classical mechanics of solids, gravity and
Maxwell electrodynamics.
PACS: 04.50.+h; 45.40.-f; 46.25.-y; 02.40.Hw ]
1 Introduction
Recent time the strong tendency to inclusion of embedded objects into the scope of theoretical and math-
ematical physics is observed (see references in [1]). We should relate to the subject all strings and branes
models [2, 3], including their supersymmetric and noncommutative generalizations [4], embedding meth-
ods of GR [5] and its alternative formulations and generalizations [6], geometrical methods of nonlinear
differential equations theory and jets approach [7] and many other things. Probably, such central position
of the ”embedded objects” in modern physics can’t be accidental: it may reflect either multidimensional
nature of physical reality, observed through all its levels, or some ”immanent” for us, as observers, means
for its description.
At the same time, majority of the field-theoretical models, exploiting embedded objects, reveal amaz-
ing and, in our opinion, deep interrelations with some general ideas of elasticity theory of continuous
media [8] may be with a number of ”nonstandard” properties such as nonlinearity, plasticity, viscosity,
anisotropy, internal spin, nematic or smectic structures or memory [9, 10, 11, 12, 13, 14]. Particularly, in
papers [15, 16, 17, 18, 19] it has been shown, that Einstein GR and standard classical solids dynamics
admit natural formulation in terms of mechanical straining of thin 4D plates and 4D strings (strongly
tensed bars) respectively.
Interesting and important problem, arising under such unifying of embedding and elasticity ideas, is to
extract and formulate general ideas of continuous media physics in its the most abstract and general form,
independent on peculiarities of one or another theory. So, we intend to follow the line of investigations,
which can be called general theory of deformational structures (d-structures) with the aim — to formulate
and work out universal language for the objects, which are able, in some sense, to be ”deformed”.
∗sergey@yspu.yar.ru
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Although we’ll restrict ourself by the case of real manifolds, majority of statements will take place after
suitable complex generalization, which is necessary for constructing of quantum d-structures. Moreover,
some general concepts ”survive” even without smooth structures, but we reserve the more abstract
schemes for future.
Present paper1 is devoted to some first principles of this program. We work out ”deformational
terminology” and set some general propositions, statements and relations, which can be recognized within
well known theories and which can be used in future works.
Within the first half of the paper (Sec.2) we consider free d-structures, generalizing kinematics of
standard elasticity theory and reflecting, mainly, geometrical properties of a number of physical models.
The second half (Secc.3,4,5) is devoted to dynamical d-structures, which include, apart from kinematics,
some dynamical principle and reflect, mainly, physical properties of field-theoretical models. Examples of
deformational structures, performed in the paper, involve elasticity theory together with its (generally-
)covariant generalization, Hamiltonian formalism, bundle spaces with invariant connection, thermody-
namics, strings and branes theories, classical solids dynamics, gravity, Maxwell electrodynamics. Some
more subtle technical questions are investigated in Appendixes.
Always, when it is possible we use standard notations of sets theory [21], smooth manifolds theory [22]
and (almost2 anywhere) use coordinateless representation of tensor equations. Particularly, we’ll denote
by
Dom, Im — domains and images of mappings;
ρ∼ — equivalence relation ρ;
Dg(A×A) — diagonal of a direct product (i.e. set of pairs (a, a) ∈ A×A);
πρ — mapping on quotient space with respect to equivalence ρ;
[a]ρ — class of equivalence of the element a with respect to ρ;
A ≤ B — A is sub(pseudo)group of (pseudo)group B;
∂xX = X|x ≡ ∂X/∂x — partial derivative;
T (r, s) — space of tensors of covariant valency r and contravariant valency s;
( , ) — scalar product in different tensor spaces;
〈 , 〉 — pairing of tensors and linear functionals over them;
Mm×n(C) module of m× n matrices over ring C;
Hom(A,B) — space of linear mappings of modules (linear spaces) A→ B.
2 Free deformational structures
2.1 Definitions
We call free deformational structure D the collection 〈B,M, E ,Θ〉, where:
B and M — smooth, connected, closed manifolds, dimB = d, dimM = n ≥ d;
E ⊆ Emb(B,M) — some subset of all smooth embeddings B →֒ M;
Θ ∈ Ω⊗p(M) — some smooth real-valued form of degree p on M. In what follows we’ll call: B —
d-body, M — d-manifold, Θ — d-metrics, and image ι(B) ≡ S ⊆ M for some ι ∈ E — d-object or
deformant.
Any embedding ι induces form (dι)∗Θ ∈ Ω⊗p(B), where (dι)∗ — embedding ι codifferential3, mapping
Ω⊗p(M) → Ω⊗p(B). Let consider some another embedding ι′ ∈ E , which induces its own d-object
ι′(B) ≡ S ′ ⊆M. In Ω⊗p(B) we’ll have the form (dι′)∗Θ. Easily to see, that the composition
ι′ ◦ ι−1 ≡ ζ (1)
1This is revised and essentially more developed version of [20], which is, in turn, small part of talk, presented at 5-th
Asian-Pacific conference (Moscow, October 2001).
2Coordinates in ambient space we denote by small Latin letters with big Latin indexes — xA A = 1, . . . n, on embedded
d-object — by Greek letters with Greek indexes — ξα, α = 1, . . . , d. Such doubling is useful for coordinateless symbolic
notations.
3We denote by (dι)∗ mappings Ω⊗p(M)→ Ω⊗p(B) for any p.
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is diffeomorphism S → S ′ = ζ(S), which we’ll call deformation of d-body in M.
Any deformation ζ has natural local measure — difference of two forms, taken at the same point
b ∈ B:
(dι′)∗Θ(b)− (dι)∗Θ(b) ≡ ∆B(b),
where we have introduced notation ∆B for deformation form on B. Using definition (1) and the well
known composition property of codifferential:
(d(α ◦ β))∗ = (dβ)∗ ◦ (dα)∗, (2)
we obtain the equivalent representation:
∆B = (dι)
∗((dζ)∗Θ−Θ), (3)
and define the deformation form
∆S ≡ ((dι)∗)−1∆B = (dζ)∗Θ−Θ (4)
on the deformant S. Note, that the representations (3) and (4) correspond to material and referent
descriptions of deformable bodies in classical continuum media dynamics [23].
2.2 Algebra of deformations
For any deformation ζ let define the subsets of E :
Pr1(ζ) = {ι ∈ E | Im(ι) = Dom(ζ)}; Pr2(ζ) = {ι ∈ E | Im(ι) = Im(ζ)}.
As it follows from the definition (1), the set of all deformations of the d-body in M, which we’ll denote
DEFM(B), can be treated as image of the surjective map φ : E × E → DEFM(B), acting by the rule:
φ(ια, ιβ) = ιβ ◦ ι−1α ≡ ζαβ . (5)
The following proposition clears the relation between E × E and DEFM(B).
Proposition 1 Fibre φ−1(ζ) = {d ∈ E×E | d = (ιζ ◦ l, ζ ◦ιζ ◦ l)}, where ζ — some element of DEFM(B),
l runs all elements from the Diff(B), and embedding ιζ ∈ Pr1(ζ).
Proof. The inclusion (ιζ ◦ l, ζ ◦ ιζ ◦ l) ∈ φ−1(ζ) immediately follows from the (5). Let the two elements
(ια, ιβ) and (ιγ , ιδ) of E × E defines the same deformation ζ = ιβ ◦ ι−1α = ιδ ◦ ι−1γ . Images of the firsts –
ια, ιγ and of the seconds – ιβ , ιδ embeddings pair-wisely coincide in M (as domains and images of the
same deformation ζ in M respectively), i.e.:
ια(B) = ιγ(B) = S and ιβ(B) = ιδ(B) = S ′.
Then, particularly, it follows, that ιγ = ια ◦ l, where l — some diffeomorphism of the d-body B. So, if the
pairs (ια, ιβ) and (ιγ , ιδ) lie in the same fiber φ
−1(ζ), then they necessary have the form (ια, ζ ◦ ια) and
(ια ◦ l, ζ ◦ ια ◦ l) respectively. Simultaneousity of the two inclusions proves the proposition.
The map φ endows E × E the canonical equivalence D∼: (ια, ιβ) D∼ (ιγ , ιδ), if φ(ια, ιβ) = φ(ιγ , ιδ) and
we can identify DEFM(B) with quotient space4 πD(E × E), consisting of classes [(ια, ιβ)]D = ζαβ , such
that π−1D (ζαβ) is the fiber of Proposition 1, containing the element (ια, ιβ) ∈ E × E .
On the set πD(E × E) one can introduce the following binary relation:
ρ = {(ζ1, ζ2) ∈ πD(E × E)× πD(E × E) |Pr2(ζ1) = Pr1(ζ2)}.
It is easily checked, that ρ is T−reflective and T−antisymmetric, i.e. (ζ, ζT) ∈ ρ, and, if simultaneously
(ζ1, ζ2) ∈ ρ and (ζ2, ζ1) ∈ ρ, then zeta2 = ζT1 . Here (ζT)αβ ≡ ζβα.We’ll call this relation T−tournament5.
Lets denote Y ∓ζ the following subsets:
Y −ζ ≡ {ζ′ ∈ πD(E × E) | (ζ′, ζ) ∈ ρ}; Y +ζ ≡ {ζ′ ∈ πD(E × E) | (ζ, ζ′) ∈ ρ}.
4Such quotient space is sometimes called twisted multiplication and in our case is denoted E ×Diff(B) E.
5Tournament is reflective and antisymmetric binary relation [21].
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Proposition 2 On the set πD(E × E) with T−tournament ρ there exists pseudogroup structure 6.
Proof. For any ζ ∈ πD(E × E) and for all ζ′ ∈ Y −ζ ζ′′ ∈ Y +ζ we define left and right pseudogroup
multiplications as compositions of deformations:
ζ′ ∗ ζ ≡ ζ′ ◦ ζ, and ζ ∗ ζ′′ ≡ ζ ◦ ζ′′
respectively. In components:
ζ′ ∗ ζ = [(ι′, ι1)]D ∗ [(ι1, ι2)]D ≡ [(ι′, ι2)]D; ζ ∗ ζ′′ = [(ι1, ι2)]D ∗ [(ι2, ι′′)]D ≡ [(ι1, ι′′)]D.
Units elements will be given by the expressions:
e−ζ ≡ [(ιζ , ιζ)]D ∈ πD(Dg(E × E)), e+ζ ≡ [(ι′ζ , ι′ζ)]D ∈ πD(Dg(E × E)),
where ιζ ∈ Pr1(ζ), ι′ζ ∈ Pr2(ζ). Finally, for every ζ ∈ πD(E × E) there exist unique inverse element ζ−1
and it is easily to check in components, that ζ−1 = ζT.
So, the set πD(E × E) ≡ DEFM(B) — pseudogroup.
2.3 Classification of deformations and Boolean matrix calculus
Lets consider the following formal object:
I ≡
(
Dom ∩Dom Dom ∩ Im
Im ∩Dom Im ∩ Im
)
.
It can be understood as the mapping: DEFM(B)×DEFM(B)→ M2×2(B(M)), where M2×2(B(M)) —
module of 2 × 2 matrices over ring of subsets of M, which form boolean algebra B(M). For every pair
(ζ1, ζ2) ∈ DEFM(B)×DEFM(B), such that ζ1 : S1 → S ′1 and ζ2 : S2 → S ′2 we have:
I(ζ1, ζ2) =
( S1 ∩ S2 S1 ∩ S ′2
S ′1 ∩ S2 S ′1 ∩ S ′2
)
.
We’ll call I(ζ1, ζ2) matrix of intersection of ζ1 and ζ2. For ζ1 = ζ2 = ζ we’ll call I(ζ, ζ) matrix of self-
intersection of ζ. Easily to check, that matrix of intersection is degenerate on any pair of deformations in
boolean sense, i.e. det I(ζ1, ζ2) ≡ ∅, where determinant is defined as usually, but calculation are carried
out with the help of boolean operations ∩, \.
The first step to classification of deformations is based on the kind of matrix I(ζ, ζ). We’ll say, that
deformation ζ : S → S ′
— is parallel, if I(ζ, ζ) — diagonal in boolean sense (i.e. nondiagonal components are ∅);
— is sliding,7 if I(ζ, ζ) = S · Ω, where
Ω ≡
( M M
M M
)
and multiplication on ”number” S is component-wise boolean multiplication ∩ of S on elements of Ω;
— is stretch of S, if
I(ζ, ζ) =
( S S
S S ′
)
;
6Let remind, that pseudogroup is a set of elements A, for which composition ∗ is defined may be on some subset (binary
relation) U ⊂ A × A and where the following properties are hold: associativity, for every a ∈ A there exist unique left e−a
and right e+a units elements (generally speaking depending on a), lying in A and there exists unique inverse element a
−1,
lying in A, such that e−a ∗ a = a ∗ e
+
a = a and a ∗ a
−1 = e−a , a
−1 ∗ a = e+a [21].
7It is useful to differ the following particular cases: total sliding, if ζ — sliding with S =M and empty sliding, if ζ —
sliding with S = ∅.
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— is contraction of S, if
I(ζ, ζ) =
( S S ′
S ′ S ′
)
.
We’ll denote this the simplest classes of deformations as
Simp ≡ {Par(S), Sl(S), Str(S), Ctr(S)}
respectively, omitting sometimes argument S. We observe, that by the definitions
Sl(M) ∼= DEFM(M) ≡ Diff(M), Str(S) ∩Ctr(S) = Sl(S).
Easily to see, that for every S = ι(B), Sl(S), Str(S), Ctr(S) form subpseudogroups8 of DEFM(B), while
Par(S) generally speaking, doesn’t. Obviously, boolean matrix calculus become trivial for Diff(M), since
it is mapped into a single self-intersection (in fact, intersection too) matrix Ω.
Let DEFM(B) ∋ ζ : S → S ′ and let S ∩ S ′ ≡ S0 is connected. Then we can define deformations ζ±
by the rules:
ζ+ : S0 → ζ(S0) ≡ S ′0; ζ− : S0 → ζ−1(S0) ≡ S ′′0 .
We’ll call S0 — zeroth self-intersection, ζ+ — first direct and ζ− — first reverse continuations of ζ. Then
we introduce the first direct S0 ∩ S ′0 = S+ and first reverse S0 ∩ S ′′0 = S− intersections and second direct
and reverse continuations of ζ — deformations ζ±± :
ζ++ : S+ → ζ(S+); ζ+− : S+ → ζ−1(S+); ζ−+ : S− → ζ(S−); ζ−− : S− → ζ−1(S−).
Assuming connectedness of S± and continuing this procedure, we obtain the chain of self-intersections
and corresponding chain of deformational continuations:
S0 {ζ±}→ {S±} {ζ±±}→ . . .
{ζαn−1}→ {Sαn−1}
{ζαn}→ {Sαn} . . . ,
where {αn} denotes collection of 2n binary codes of length n of the kind i1i2 . . . in, ik = +,−. For
example, if Sαn — some connected fixed n-th self-intersection, then we define by induction:
{ζαn+1} ∋ ζαn+ : Sαn → ζ(Sαn); {ζαn+1} ∋ ζαn− : Sαn → ζ−1(Sαn);
Sαn+ = Sαn ∩ ζ(Sαn); Sαn− = Sαn ∩ ζ−1(Sαn).
Also we get the set of matrices of n-th self-intersections as {Iαn} ≡ {I(ζαn , ζαn)}.
The following two propositions are basic for classifying of intersected d-objects.
Proposition 3 If ζαn ∈ Simp, then all continuations of ζαn lie in Simp.
Proof. Let ζαn ∈ Par, then Sαn = ∅ and all Iαm = ∅2×2 for m > n, so ζαm ∈ Sl(∅) ≡ Par(∅).
Let ζαn ∈ Sl(Sαn−1), then Sαn = Sαn−1 . So, we have ζαn± : Sαn−1 → Sαn−1 and Iαm(ζ, ζ) =
Iαn(ζ, ζ) = Sαn−1 · Ω for all m ≥ n.
Let ζαn ∈ Str(Sαn−1), then Sαn = Sαn−1 and ζαn+ ∈ Str, ζαn− ∈ Ctr.
Let ζαn ∈ Ctr(Sαn−1), then Sαn = ζαn(Sαn−1) and ζαn+ ∈ Ctr, ζαn− ∈ Str.
Proposition 4 For any n and k Si1...ik−1+−ik+2...in = Si1...ik−1−+ik+2...in .
8The set A′ ⊂ A is said to be subpseudogroup of pseudogroup A, if A′ — pseudogroup with respect to composition in
A. We leave notation A′ ≤ A from groups theory [21].
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Proof. Accordingly to inductive definition
ζi1...ik−1+ : Si1...ik−1 → ζ(Si1...ik−1); ζi1...ik−1− : Si1...ik−1 → ζ−1(Si1...ik−1).
Then
Si1...ik−1+ = Si1...ik−1 ∩ ζ(Si1...ik−1), Si1...ik−1− = Si1...ik−1 ∩ ζ−1(Si1...ik−1 ).
Similarly
ζi1...ik−1+− : Si1...ik−1+ → ζ−1(Si1...ik−1+); ζi1...ik−1−+ : Si1...ik−1− → ζ(Si1...ik−1−).
Finally, we check
Si1...ik−1+− = Si1...ik−1+ ∩ ζ−1(Si1...ik−1+) = ζ−1(Si1...ik−1) ∩ Si1...ik−1 ∩ ζ(Si1...ik−1) = Si1...ik−1−+.
So, all continuations of every deformation ζ can be depicted by the following commutative branching
partially ordered graph Γ of simple self-intersections (Fig.1). Commutativity (convergence of arrows)
is guaranteed by proposition 4. Notation (n, s), which is shortening of ζ(n,s), includes n — order of
continuation of ζ (length of binary code αn) and s — signature of continuation — difference between
number of + and − within binary code αn. Correctness and unambigiousity of such notations is again
guaranteed by proposition 4. If some arrow (n0, s0) belongs to the Simp, then all following arrows (n, s)
with n > n0, s0 − (n − n0) < s < s0 + (n − n0) are the simplest accordingly to the proposition 3. So,
(1, 1)
(1,−1)
(2, 2)
(2,−2)
(2, 0)
(2, 0)
(3, 3)
(4, 4)
(4,−4)
(3,−3)
(3, 1)
(3, 1)
(3,−1)
(3,−1)
(4, 2)
(4, 2)
(4, 0)
(4, 0)
(4,−2)
(4,−2)
Figure 1: Graph of simple self-intersections.
for every oriented path of graph Γ there are two possible alternatives: either on some step (n0, s0) it
become simplest, or it can be infinitely prolonged as nonsimplest. In this last case we’ll call order of
self-intersection of ζ infinite. If any path of Γ become simplest on some step, we say that order of self-
intersection of ζ is finite. Then we can define type and order of this finite self-intersection, specifying order
and type of continued deformation, from which the simplest types begin. Lets consider some examples.
1. Consider parallel shift of square on R2 along diagonal on its 1/3 part. The deformation and its
graph of self-intersection are shown in Fig.2
Beginning with n = 3 the graph is stabilized and all ζα3 belong to the type Par. So the type of the
graph is (3,Par).
2. Lets consider rotation of square on R2 by angle π/4 around one of its vertexes (Fig.3).
Beginning with n = 2 the graph is stabilized and all ζαn , n ≥ 2 belong to the type Sl(O). The type
of the graph is (2, Sl(O)). Sliding set is center of rotation O.
3. Consider deformation of R1 in R2, such that S ′ is obtained from S = R1 by bending R1 at the
point 0 and by following constant shift of obtained curve on vector (a, 0) (along R1) (Fig.4). Easily to
6
SS′
S′0
(1, 1)
(2, 2)
(3, 3)
(1,−1)
(2,−2)
(3,−3)
(2, 0)
(2, 0)
(3, 1)
(3, 1)
(3,−1)
(3,−1)
Figure 2: Shift of square. Order and type of the graph — (3,Par)
(1, 1)
(2, 2)
(1,−1)
(2,−2)
(2, 0)
(2, 0)
S
S′
pi/4
S′0
Figure 3: Rotation of square. Order and type of the graph — (3, Sl).
see, that under n = 1 graph of self-intersection is stabilized. Namely, ζ+ ∈ Ctr, ζ− ∈ Str. So, its type is
(1,Ctr, Str).
We have consider the case of simple self-intersections, when every continuation S(n,s) is connected. If
it is not the case, we need to introduce one additional index γ(n,s), numbering connected components of
S(n,s) for every pair (n, s) :
S(n,s) =
⋃
γ(n,s)
Sγ(n,s) .
Graph of self-intersection will become more complicated: it acquires additional branching (say in third
dimension) due to the possible topological branching of continuation S(n,s). However, notions of finite and
infinite order of self-intersection remains valid and specifyings of finite order and type of self-intersections
are well defined.
The more detailed (but more complicated) classification of self-intersections involves analysis of in-
tersection matrix I(ζ(n1,s1), ζ(n2,s2)). We don’t touch this possibility in the present paper.
qq
a0S
S′
(1, 1)
(1,−1)
+∞
Figure 4: Bending and shift of R1. The type of the graph — (1,Ctr, Str).
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Lets briefly outline the role of I(ζ1, ζ2). Firstly, we observe, that for every ζ1 : S1 → S2 and for every
Y +ζ1 ∋ ζ2 : S2 → S3 or Y −ζ1 ∋ ζ2 : S0 → S1 we have:
I(ζ1, ζ2) =
( S1 ∩ S2 S1 ∩ S3
S2 S2 ∩ S3
)
or I(ζ1, ζ2) =
( S1 ∩ S0 S1
S2 ∩ S0 S2 ∩ S1
)
respectively. It is naturally to call such class of intersection matrices and deformations consequent.
Let we have the pair of consequent deformations ζ1 : S1 → S ′1 and ζ2 : S ′1 → S2.
Proposition 5 There is following relations between self-intersection and intersection matrices:
I(ζ1, ζ1) · I(ζ2, ζ2) = (S1 ∪ S2) ∩ S ′1 · I(ζ1, ζ2), (6)
where boolean matrix multiplication is defined as usually (line × column) with the help of boolean opera-
tions.
Proof. The proposition can be checked directly.
Particularly, it is follows from (6), that, if ζ1 and ζ2 are both parallel (i.e. (S1 ∪ S2) ∩ S ′1 = ∅), then
I(ζ1, ζ1) · I(ζ2, ζ2) = ∅.
There is necessary and sufficient matrix criteria for the situation, when two parallel consequent de-
formations gives parallel composition.
Proposition 6 Two consequent deformations ζ1 and ζ2 together with their composition ζ2◦ζ1 are parallel,
if and only if
I(ζ1, ζ2) =
(
∅ ∅
S ′1 ∅
)
Proof. Proposition is checked directly in both directions.
In case of more general situation we have
Proposition 7 Two consequent deformations give parallel composition, if and only if
I(ζ1, ζ2) = S ′1
( S1 ∅
M S2
)
Proof. Proposition is checked directly in both directions.
At the end of the subsection we introduce some another special deformations. We’ll say, that ζ : S →
S ′ is deformation with invariant (fixed) set S i (Sf), if ζ|Si ∈ Sl(S i) (ζ|S˜ ∈ Sl(S˜) for any S˜ ⊆ Sf).
2.4 Homotopies, histories and proper deformations
Lets consider the set πH(E), consisting of homotopic classes of embeddings E . Here we define strong
smooth homotopy of embedding ι ∈ E as smooth mapping F : B × I → M, where I = [0, 1], such,
that F (B, 0) = ι and F (B, t) ≡ Ft(B) ∈ E for every t ∈ I. The two embeddings ι and ι′ are said to be
homotopic: ι
H∼ ι′, if there exist strong homotopy F, such that F0(B) = ι, F1(B) = ι′. Homotopy relation
is equivalence on E and πH(E) ≡ E/ H∼ [24].
Lets define strong homotopic equivalence on E ×E . We’ll say, that (ι1, ι2) H∼ (ι′1, ι′2), if simultaneously
ι1
H∼ ι′1 and ι2 H∼ ι′2. Obviously, the set of classes of the strong homotopic equivalence πH(E × E) =
πH(E)× πH(E).
Now we are able to define some special kinds of deformations in DEFM(B), using the homotopy
relation. Lets consider the set π−1H (Dg(πH(E) × πH(E))), i.e. set of pair of homotopic embeddings.
The set, after factorization by πD becomes the subset DEFM(B)0 ⊆ DEFM(B), which we’ll call proper
deformations. Within the classical (nonquantum) d-structures it is naturally to restrict ourself only by
this type of deformations. Obviously, DEFM(B)0 — subpseudogroup of DEFM(B).
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For every ζ ∈ DEFM(B)0 by its definition there exists some history — strong homotopy F(ζ)t, such
that F(ζ)0 = Dom ζ = S, F(ζ)1 = Im ζ ≡ ζ(S) = S ′. The set of all histories of the deformation ζ we’ll
denote Hist(ζ) and call class of histories of ζ. It is easily to see, that pseudogroup structure on DEFM(B)
induces composition law for histories: for every ζ1, ζ2, ζ3, such that ζ3 = ζ2 ◦ ζ1, we put
F(ζ3) = F(ζ2◦ζ1) ≡ F(ζ2) ◦ F(ζ1),
where last equation means standard composition of homotopies [24]. Similarly, we can define multiplica-
tion of classes Hist(ζ2) ◦Hist(ζ1) = Hist(ζ2)×Hist(ζ1) ⊂ Hist(ζ3), consisting of all possible compositions
of histories from Hist(ζ1) and Hist(ζ2).
Every ζ ∈ DEFM(B)0 can be classified by the methods of previous section. We’ll say, that history
F(ζ)t has type ζ in a strong sense, if F(ζ)t has the same type as ζ on a whole I. Now we can introduce
the simplest proper deformations as collection
Simp0 ≡ Simp ∩DEFM(B)0
with histories of corresponding types in the strong sense. Also, we introduce notions of strongly invariant
(fixed) subset S i ⊆ S = ι(B) (Sf ⊆ S = ι(B)) relatively F(ζ)t, if
F(ζ)t(S i) = S i (F(ζ)t(s) = s for all s ∈ Sf)
for all t ∈ I.
2.5 Vector fields, motions and generalized Killing equations
Lets consider some proper deformation
ζ ∈ DEFM(B)0 : S = ι(B) ζ→ S ′ = ι′(B)
and let F(ζ) will be its some history. Consider the set M ⊇ PF(ζ) = ∪t∈IF(ζ)t(B) ≡ ∪t∈ISt. It can be
treated as image of smooth mapping of the smooth manifold I × B →M, which, generally speaking, is
not submanifold and even not immersion in M. We’ll call it trace of history F(ζ)t in M. Its boundary
∂PF(ζ) is S ∪ S ′ ∪t∈I Ft(∂B). Let d˜/dt — uniquely determined horizontal vector field on B × I, i.e. such
that dπ1(d˜/dt) = 0, dπ2(d˜/dt) = d/dt, where π1, π2 — projections of B × I onto B and I respectively.
The trace PF(ζ) is composed of an integral lines {F(ζ)t(b)}b∈B of the vector field τ = dF(ζ)(d˜/dt), defined
on PF(ζ) . The family of embeddings {F(ζ)t(B)}t∈I induces the family of deformation forms {∆tB}t∈I by
the following rule:
∆tB = (dF(ζ)t)
∗Θ− (dF(ζ)0)∗Θ.
We’ll say, that the history F(ζ)t is motion
9 of the d-body B in M, if ∆tB = 0 for any t ∈ I or, in other
words, if the image (dF(ζ)t)
∗Θ is constant on I. This notion generalizes a concept of absolutely rigid
solids in classical mechanics.
Proposition 8 History F(ζ)t is motion, if and only if
£τΘ|PF(ζ) = 0, (7)
where £τ — Lie derivative along the vector field τ = dF(ζ)(d˜/dt) on PF(ζ) .
9Of course, one can consider not only proper motion. The generalization is obvious and we don’t touch it in present
paper.
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Proof. Lets calculate the derivative
d
dt
{
(dF(ζ)t)
∗ΘSt
} 1
= lim
s→0
(dF(ζ)t+s)
∗ΘSt+s − (dF(ζ)t)∗ΘSt
s
2
= (dF(ζ)t)
∗ lim
s→0
((dF(ζ)t)
∗)−1 ◦ (dF(ζ)t+s)∗ΘSt+s −ΘSt
s
3
= (dF(ζ)t)
∗ lim
s→0
(d(F(ζ)t+s ◦ (F(ζ)t)−1))∗ΘSt+s −ΘSt
s
4
= (dF(ζ)t)
∗£τΘSt .
The eq. ”1” — definition of derivative, in ”2” we have used independence of (dF(ζ)t)
∗ on s, in ”3” —
property (2) and identity ((dα)∗)−1 = (d(α−1))∗ for any diffeomorphism α, and in ”4” - definition of Lie
derivative (note, that the mapping Ft+s ◦ F−1t maps St → St+s). Since (dF(ζ)t)∗ is nondegenerate under
every fixed t, then proposition is proved.
The equations (7) we’ll call generalized Killing equations, and τ — generalized Killing vector field.
2.6 d-coverings of d-manifolds
Let S = ι(B) will be some fixed deformant and let MOTM(S) — set of all its possible motions inM. Easily
to see, that the motions define equivalence
M∼ on E : we’ll call the two embeddings ι and ι′ M−equivalent:
ι
M∼ ι′, if there exist history F(ζ) ∈ Hist(ζ), where ζ : S → S ′, such that F(ζ) ∈ MOTM(S). Obviously,
the equivalence
M∼ is more weak then H∼ and, generally speaking, the set π−1H [ι]H = ∪απ−1M [ια]M , where
{ια}— some set of all pair-wisely M∼-nonequivalent elements from π−1H [ι]H , and π−1M [ια]M ∩π−1M [ιβ ]M = ∅
for all α 6= β. We’ll call π−1M [ια]M — α-component of π−1H [ι]H , and its image
R(Sα) ≡
⋃
F(ζ)∈MOTM(Sα)
PF(ζ)
rigidity α−component of the manifold M relatively to the embedding ι. Here Sα = ια(B). The family
{R(Sα)} forms some covering of M:
M =
⋃
α
R(Sα),
which we’ll call deformational (B,Θ, h)−covering of the manifold M or, more shortly, d-covering, where
πH(E) ∋ h = πH(ι),
Within the classical dynamical d-structures, which will be considered in the next sections, it is natu-
rally to use as configuration space of deformant not π−1H [ι]H , but its factor:
{π−1H [ι]H/
M∼} ≡ {πM ◦ π−1H [ι]H)} ∼= {R(Sα)},
that reflects the deformational indistinguishability of those configurations, that are connected by some
motion. It will be automatically provided in second half of the paper by formulation of physical action F
in terms of ∆ : F = F[∆], so that δF ∼ δ∆ — vanishes on motions.
We’ll call the manifold M deformationally trivial relatively to its (B,Θ, h) − d-covering, if πM —
constant mapping and deformationally discrete, if πM — identical mapping. The manifold M will be
called deformationally homogeneous (d-homogeneous), if
R(Sα) =M (8)
for some α and completely deformationally homogeneous, if (8) is satisfied for all α.
Deformationally trivial manifolds have no significance from the view point of deformational structure
theory by the following
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Proposition 9 Any deformationally trivial manifold has:
1) constant d-metric, if Θ ∈ Ω0;
2) zero d-metric, if Θ ∈ Ω⊗p, p 6= 0.
Proof. For any of the cases deformational triviality by the proposition 8 means £τΘ = 0 for all
smooth vector fields τ. In case p = 0 we have £τΘ = τΘ = 0 and then, in any coordinate system {xA}
on M, taking consequently τ = ∂A, A = 1, . . . , n we obtain ∂AΘ = 0, A = 1, . . . , n⇒ Θ = const.
In case p 6= 0 we have in coordinates:
(£τΘ)A1...Ap = τ
B∂BΘA1...Ap +
p∑
j=1
(∂Ajτ
B)ΘA1...B...Ap = 0 (9)
Take as previously τ = ∂A, A = 1, . . . , n consequently and obtain that Θ is constant form (so the
first term in (9) vanishes). Since coordinate system is arbitrary, we conclude, that Θ ≡ 0.
Riemannian manifold with general metrics g is an example of deformationally discrete manifold.
Euclidean space En is completely deformationally homogeneous relatively any (B, η, h)−decomposition,
where η — Euclidean metric, B — arbitrary d-body, h — arbitrary element πH(E). As an example of
deformationally homogeneous, but not completely deformationally homogeneous manifold consider the
following situation. Let M = D22r(0) \ D2r(0) — closed ring on 2D Euclidean plane (as usually, Dnr (a)
— n−dimensional disk with radius r and center a, bar above letter — topological closure), Θ = η —
2D Euclidean metrics, B = S1, ι(S1) = S1R ⊂ M — circle with radius R and πH(ι) = 1 (for the
considered case πH(E) ≡ π1(M) — fundamental group of M, isomorphic Z.) Then, in case R < 3r/2,
R(S1R) = D22R−r(0) \D2r(0) 6=M and only in case R = 3r/2, R(S13r/2) =M.
Now we formulate two propositions and give an example, all illustrating relation of a free deformational
structure theory with isometries of Riemannian spaces.
Let St(v) ≡ {m ∈ M| ψt(m) = m} will be the set of all stationary points of one-parametric group
ψt, generated by some smooth vector field v ∈ TM.
Proposition 10 If manifold M admits isometry of d-metrics, i.e. if there exists vector field v ∈ TM,
such that £vΘ = 0, then ∀ S such that S 6⊆ St(v), there exists nonidentical motion {ψt|S} ∈ MOTM(S)
and, by the fact, M is not deformationally discrete.
Proof. The proposition immediately follows from the relation: £vΘ = 0 ⇒ £v˜ Θ|PF = 0, whereSt = Ft(B) ≡ ψt|S , v˜ ≡ v|PF .
Proposition 11 If manifoldM admits r−parametric isometry group G, generated by vector fields {v1, . . .
, vr} , such that £viΘ = 0, i = 1, . . . , r, that acts on M
1) transitively, then M — completely deformationally homogeneous (relatively any decomposition);
2) intransitively, and if also S ∩OrbG — connected for some orbit OrbG, then
a) OrbG — completely deformationally homogeneous relatively its (ι−1(S ∩ OrbG), Θ|OrbG , h =
πH(ι))-decomposition.
b) G ≤ MOTM(S ∩OrbG).
Here, as usually, S = ι(B).
Proof. 1) Taking any S and acting by G, we get (by the transitivity property):⋃
g∈G
g(S) =M.
2) (a) follows from transitivity property of G on OrbG. (b) is obvious.
Particularly, if S = ι(B) = OrbG, then
MOTM(S) ∩ Sl(S) 6= ∅
defines the group of rigid proper slidings.
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So, if Θ — Riemannian (or any other d-) metric on M and M admits isometry, then nontrivial
motions of d-objects always exist. The following example shows, that inverse is not always valid.
Let M = R2 with cartesian coordinate system {x1, x2}, B = I = [0, 1] ∈ R, Ω1(R2) ∋ Θ = (x1x2 +
cothx2)dx1. Let ι(B) ≡ S = {0 ≤ x1 ≤ 1, x2 = 0}. By the fact, that Θ|x2=0 = dx1 = const, it is easily
to see that the set of homotopies
{Ft : S → St = (x1 + t, 0), 0 ≤ x1 ≤ 1, −∞ < t <∞},
(they are simple rigid translations of units interval along axe x1) lies in MOTM(S). Moreover, PFt =
R1 = {(x1, 0)}. The related vector field v˜(t, x1), along which £v˜ Θ|PF = 0 is simply ∂/∂x1. It is easily
to show, that v˜ does’nt admit smooth continuation v from PF on a whole R2. Really, Killing equations
£vΘ = 0 for this case (under restriction v|PF = ∂/∂x1) ultimately give:
v2 = − x
2
x1 + sinhx2
.
The component has singularity on line x1 = − sinhx2, which cross any neighborhood of PF in R2.
We’ll call the set
MOTM(B) =
⋃
ι∈E
MOTM(ι(B))
motions of d-body in M. Obviously, MOTM(B) < DEFM(B)0.
2.7 Conformal motions
Similarly to Riemannian geometry we also define more general (then motions) histories — conformal
motions. Infinitesimally, they are defined by the equation:
d
dt
{
(dF(ζ)t)
∗Θ
}
= ϕ · (dF(ζ)t)∗Θ, (10)
where ϕ : B × I → R — some scalar function. Using calculations similar to proof of proposition 8, it is
easily to show, that (10) is equivalent to the following generalized conformal Killing equations:
£τ (Θ|PF ) = ϕΘ|PF ,
where τ — generalized conformal vector field. We’ll denote all possible histories with initial embed-
ding S, satisfying (10), CMOTM(S)ϕ and set of such histories for all S CMOTM(B)ϕ. Obviously, that
MOTM(B) ≤ CMOTM(B)ϕ ≤ DEFM(B)0 and MOTM(B) = CMOTM(B)0. Similarly to the case of
motions, we can define conformal deformational (B,Θ, h)−covering of the manifold M, and conformal
generalizations of d-trivial, d-discrete and (completely) d-homogeneous manifolds.
2.8 d-substructures, compositions and polymetric d-structures
Lets define isomorphism between free d-structures. The two d-structures
D = 〈B,M, E ,Θ〉 and D′ = 〈B′,M′, E ′,Θ′〉
will be called isomorphic, if there exist diffeomorphisms
Ψ : B′ → B, Φ : M′ →M,
such that
Ψ(B′) = B; Φ(M′) =M; (dΦ)∗Θ = Θ′; E ′ = Φ−1 ◦ E ◦Ψ.
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Proposition 12 Isomorphic d-structures have isomorphic pseudogroups of deformations and motions10.
Proof. Isomorphism
ς : DEFM(B)→ DEFM′(B′)
is given by the relations:
ς(ζ) = Φ−1 ◦ ζ ◦ Φ, S ′i = Φ−1(Si), i = 1, 2
for every DEFM(B) ∋ ζ : S1 → S2.
If Ft ∈MOTM(B), then F ′t = Φ−1 ◦ Ft ◦ Φ ∈MOTM′(B′), since
d
dt
{(dF ′t )∗Θ′} =
d
dt
{
(d(Φ−1 ◦ Ft ◦ Φ))∗(dΦ)∗Θ
}
=
d
dt
{(d(Ft ◦ Φ))∗Θ} = (dΦ)∗ d
dt
{(dFt)∗Θ.}
Since (dΦ)∗ — isomorphism, then also
F ′t ∈ MOTM′(B′)⇒ Ft = Φ ◦ F ′t ◦ Φ−1 ∈ MOTM(B),
and so MOTM′(B′) ∼= MOTM(B).
We’ll call d-structure D′ = 〈B′,M′, E ′,Θ′〉 d-substructure of D = 〈B,M, E ,Θ〉, if B′ ⊆ B is embedding
of B′ in B or (and) M′ ⊆ M is embedding of M′ in M and Θ′ = Θ|M′or (and) E ′ ⊆ E . In case ”or”
some components of d−structures may be identical. We shall denote this situation as D′ X D, where
X shows restricted elements of D, for example D′ B′ D.
Proposition 13 In case D′ B′ D there is homomorphism α : DEFM(B) → DEFM(B′). In case
D′ M′ D or D′ E′ D, DEFM′(B) ≤ DEFM(B).
Proof. In case D′ B′ D homomorphism α acts by the rule:
DEFM(B′) ∋ α(ζ) = α([(ι1, ι2)]D) = [(ι1|B′ , ι2|B′)]D′ , ∀ζ ∈ DEFM(B),
where D′ means factorization by Diff(B)B′ < Diff(B) with invariant submanifold B′ ⊆ B. In case D′ M′
D it is obviously, that if ζ′ ∈ DEFM′⊆M(B), then necessarily ζ′ ∈ DEFM(B). Third case is obvious.
One example of the case we already have faced with: proper substructure D′ E′ D with DEFM(B)0 <
DEFM(B).
We’ll say that free d-structure D = 〈B,M, E ,Θ〉 is composition of the free d-structures
D1 = 〈B1,M1, E1,Θ1〉 and D2 = 〈B2,M2, E2,Θ2〉: D = D1 ×D2, if
B = B1 × B2, M =M1 ×M2, E = E1 × E2, Θ = (dπ1)∗Θ1 ⊗ (dπ2)∗Θ2,
where π1 and π2 — projections of M1 ×M2 onto multipliers.
Proposition 14 For composite d-structure D
DEFM(B) = DEFM1(B1)×DEFM2(B2), MOTM(B) = CMOTM1(B1)ϕ × CMOTM2(B2)−ϕ,
where ϕ = constB.
10As in case of groups we define homomorphism between pseudogroups A1 and A2 as a mapping α : A1 → A2, such
that for every a1, a2, a3 ∈ A1 connected by the relation a1 ∗ a2 = a3 takes place relation for images α(a1) ∗ α(a2) = α(a3),
where ∗ in last expression — pseudogroup multiplication in A2. Also, we define left and right kernels of homomorphism for
element a as the following subsets of A1 :
keraL α ≡ {b ∈ A1 | (b, a) ∈ U1, α(b) = e
−
α(a)
}; keraR α ≡ {b ∈ A1 | (a, b) ∈ U1, α(b) = e
+
α(a)
).
In case keraL,R α = e
∓
a ∀a ∈ A, α — isomorphism of pseudogroups.
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Proof. Note, that any pair
(ζ1, ζ2) ∈ DEFM1(B1)×DEFM2(B2)
defines unique deformation
ζ ∈ DEFM(B) : S → S ′,
where S = S1×S2, S ′ = S ′1×S ′2. Inversely, any ζ ∈ DEFM(B) determines unique ζ1 = π1ζ and ζ2 = π2ζ.
We only need to restrict general diffeomorphisms Diff(B) on its subgroup Diff(B1)×Diff(B2), conserving
B1 and B2 in B and consistent with product structure of E , when define DEFM(B) as factor E × E/ D∼ .
To clear out relation between motions pseudogroups, lets calculate the derivative:
d
dt
{(dFt)∗Θ} = d
dt
{(dFt)∗(dπ1)∗Θ1 ⊗ (dFt)∗(dπ2)∗Θ2} ,
where Ft — some history of some deformation ζ = (ζ1, ζ2) in M. Using composition property (2),
relations π1Ft = F1t, π2Ft = F2t, where F1t ∈ Hist(ζ1), F2t ∈ Hist(ζ2) and Leibnitz rule we obtain:
d
dt
{(dFt)∗Θ} = d
dt
{(dF1t)∗Θ1} ⊗ (dF2t)∗Θ2 + (dF1t)∗Θ1 ⊗ d
dt
{(dF2t)∗Θ2} .
It is easily to see, that if
d
dt
((dF1t)
∗Θ1) = ϕ · (dF1t)∗Θ1, d
dt
((dF2t)
∗Θ2) = −ϕ · (dF2t)∗Θ2,
then previous equations are satisfied and so CMOTM1(B1)ϕ×CMOTM2(B2)−ϕ ⊆MOTM(B). Inversely,
let d/dt((dFt)
∗Θ) = 0. It means, that for any sets of vector fields {u, v} on B: u = {u1, . . . up1} ∈
(TB1)×p1 , v = {v1, . . . vp2} ∈ (TB2)×p2 , where p1 = degΘ1, p2 = degΘ2, we have d/dt((dFt)∗Θ)(u, v) =
0. Lets denote (dF1t)
∗Θ1(u) = f1(u, t), (dF2t)
∗Θ2(v) = f2(v, t). Then
d/dt((dFt)
∗Θ)(u, v) = f˙1(u, t)f2(v, t) + f1(u, t)f˙2(v, t) =
d
dt
(f1f2) = 0,
that gives f1f2 = constI under any u and v. Then it follows, that
f1(u, t) = f˜1(u)α(t), f2(v, t) = f˜2(v)/α(t).
Coming back to codifferential, omitting arguments u, v by its arbitrariness and taking derivatives over t
we obtain
d
dt
((dF1t)
∗Θ1) = ϕ(t)(dF1t)
∗Θ1;
d
dt
((dF2t)
∗Θ2) = −ϕ(t)(dF2t)∗Θ2,
with ϕ(t) = α′/α. We find that MOTM(B) ⊆ CMOTM1(B1)ϕ ×CMOTM2(B2)−ϕ with ϕ = ϕ(t) and so,
ultimately, MOTM(B) = CMOTM1(B1)ϕ × CMOTM2(B2)−ϕ with ϕ = ϕ(t).
There is direct generalization of proposition 14.
Proposition 15 For multicomponent d-structure D = D1 × . . .×Dn
DEFM(B) =
n∏
i=1
DEFMi(Bi); MOTM(B) =
n∏
i=1
MOTMi(Bi)ϕi
with ϕi = (constB)i and
n∑
i=1
ϕi = 0.
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Note, that in case of composed d-structure D = D1 × D2 there is two independent d-metrics on
M = M1 ×M2: (dπ1)∗Θ1 and (dπ2)∗Θ2, which we have used for constructing universal d-metric on
M with ”good” properties. The similar situation arises in a more general case, when d-manifold possess
two (or more) metrics. We’ll call d-structure with the set of metrics {Θα} on the same d-manifold M
polymetric d-structure. If we consider all of Θα as d-metrics, then every Θα burns its own pseudogroup
of motions MOTM(B)α. We can introduce partial order on the set {Θα}. Namely we define Θα  Θβ ,
if MOTM(B)α ⊇ MOTM(B)β . We’ll say, that in this case the metric Θα is weaker then Θβ . Obviously,
that if d-metric Θα is weaker then Θβ, then d-covering induced by Θβ is submitted to the d-covering,
induced by Θα.
Generally speaking, it is not necessary to consider all metrics from {Θα} as d-metrics (see example
in Sec.5.4). Some of them can be used as g-metrics (see Sec.3.1).
2.9 Physical realizations of free
d-structures
Any smooth form Θ ∈ Ω⊗p defined on arbitrary manifold M can be viewed as d-metric, if one specifies
some d-body B. So, any M, supported by smooth form can be transformed into some d-structures.
In physical applications the most often case is B = M. In this case pseudogroup DEFM(B) become
group of deformations of M, while MOTM(B) — its subgroup of motions of d-metric Θ. Direct physical
realizations of the such d-structures are following:
1. M = B = E3 — 3D Euclidean space, Θ = η —Euclidean metrics. In this case we obtain kinematics
of standard elasticity theory (where ∆/2 — standard strain tensor).
2. M = B = M4 — pseudoeuclidian Minkowski space, Θ — Minkowski metrics. Such d-structure
realizes relativistic generalization of 3D elasticity theory [18, 27]. Here MOTM4(M4) = P
↑
+(1, 3) —
Poincare group with homogeneous subgroup of proper orthochronal Lorentz transformations.
3. M = B = V4 — arbitrary 4D Riemannian manifold with Riemannian metric g = Θ. Here we
have generally covariant 4D elasticity theory, which takes into account gravitational field. The
MOTV4(V4) is isometry group of V4. Note, that while in two previous cases M — completely
deformationally homogeneous, V4 is, if and only if it is homogeneous (in common sense).
Lets note also the following less direct and obvious realization of free d-structures.
4. M — 2n-dimensional phase space of some dynamical system with canonical symplectic 2−form
ω = Θ [25]. If d-body B ⊆M— some closed subset of initial data, then MOTM(B) — Hamiltonian
phase flow, going through B, which is (locally) generated by some Hamiltonian function h (while
DEFM(B)0 — group of arbitrary proper diffeomorphisms ofM, generally speaking, changing form
ω (see Sec.5.4)). Dynamical systems with constraints {fa(p, q) = 0} are described by d-bodies —
submanifolds of M and in this case
MOTB(B) = MOTM(B) ∩ Sl(B)
and is defined by equation of motion for constraints
{fa, h} =
∑
a
cafa,
where { , } — Poisons’s brackets. Quite different physical interpreting of symplectic d-structures,
MOTM(B) and DEFM(B)0 we’ll consider within dynamical case in Sec.5.4.
5. Lets P (B,G) — bundle space with base B
π← P , canonical projection π, and structural group G
[5]. Connection on P can be defined by the 1-form Θ ∈ Ω(TP, g), which maps vector fields on TP
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into Lie algebra g of G. So, MOTP (P ) will consist of all such deformations, which leave Θ invariant.
Note, that MOTP (P ) is always nonempty, since under vertical diffeomorphisms P × G → P Θ is
invariant by its definition. If there are additional deformations, which conserve Θ, it is said, that Θ
is invariant connection. Summary of some results on invariant connections for the case MOTP (P )
can be found in [5]. Our approach requires more general consideration in the case MOTP (B) for
B 6= P.
Another form, appearing in bundle space is 2-form of curvature: Ω ≡ dΘ+Θ∧Θ. So, formally, we
could view on 〈P, P,Diff(P ), {Θ,Ω}〉 as bimetric structure, but easily to show, that Ω  Θ.
6. Let M — space of all thermodynamical parameters, Θ ≡ Q — heat form, S ≡ B ⊂ M — some
thermodynamical system, described by some set of equations of state {ϕα = 0}. In other words,
B is some admissible submanifold in M, which the system can evolve along. Then, DEFM(M)0
describes arbitrary continuous evolutions of thermodynamical parameters — some given thermody-
namical processes, DEFM(B)0, generally speaking, describes continuous changings of properties of
the thermodynamical system (parameters of states equation); MOTM(M) — continuous processes,
conserving heat power, MOTM(M) ∩ Sl(B) — continuous variations of state of the system, which
conserves heat power, MOTM(B), — continuous variations of properties, conserving heat power.
Continuous quasistatic changings of state of the system are exactly proper slidings Sl(B) : B → B.
3 Dynamical deformational structures
3.1 Definitions
We have developed the theory of free deformational structures, containing some kinematical aspects of
the deformational approach. To consider dynamics it is necessary to supply a free structure D with some
variational principle A. We define A as the triad 〈F , µ,Γ〉, where F : Ω⊗p(B)×B → R — scalar energy
density, µ— some volume measure on B, Γ — boundary conditions collection. We’ll call 〈D,A〉 dynamical
d-structure or simply d-structure. Lets discuss every of A components separately.
1. Within standard continuum media physics dependence of F on deformable bodies properties, on
deformations and on external conditions is defined by, a so called, material or definitional relation11
and specified either by experiments or by some theoretical considerations, such as reference frame
independence (see [23]). In present paper we restrict ourself by those d-bodies, whose definitional
relation 1) does not depend on ”past prehistory” of deformations and 2) admits the separation:
F = F0 + U˜ ,
where F0 – elastic part – depends only on deformation measure, U˜ : B → R – external potential part
– does not depend on deformation form12. In analogy with similar common bodies, satisfying the
condition 1, we’ll call such d-bodies elastic and satisfying condition 2 — simple and corresponding
d-structures — elastic and simple respectively. We’ll say, that d-structure is closed, if U˜ ≡ constB×I ,
and is open, if U˜ 6≡ constB×I . Everywhere below we’ll consider F0 = F0(∆B, ∆˙B), that also restricts
a wide class of minimal d-structures within more general high ones, where F0 can depend on high
derivatives of ∆B.
2. Although the mapping (dι)∗ induces form (dι)∗Θ ≡ ΘB on B, there is a problem to build local volume
form dµ and scalar F0(∆), besides the case13 p = 2. We have the following two alternatives: 1) try
11In [23] material relations were defined as expressing instant stress tensor σt through prehistory of system Ft′ , t
′ ≤ t.
There is no importance how the relation is defined: by σt[Ft′ ] or by local energy F [Ft′ ] in view of the relation σ
t = δF/δ∆t.
The second will be more convenient for us.
12In fact, U˜ = ι∗(U), where U : M→ R, ι ∈ E, — potential energy of B in external fields on M, which can possess by
their own deformational dynamics.
13Even under p = 2 one should check, that detΘB 6≡ 0 (see Appendix A).
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to define somehow form dµ and scalar F0(∆) in terms of ΘB in case of general forms ΘB ∈ Ω⊗p(B);
2) to define dµ and (or) F0(∆) on B independently on d-metrics ΘB. d-structures, realizing the first
alternative will be called internal, second — external. Present paper will be mainly concerned with
(more economical) internal d-structures (see Sec.3.3 and Appendix B). For future purposes we’ll
call the metrics, which define scalar products and (or) volume form g-metrics, in difference with
d-metrics, defining deformation measure.
3. Boundary conditions we’ll discuss and specify after derivation of Euler-Lagrange equations in
Sec.4.3.
3.2 Static and evolutional cases
In applications of the approach to different physical systems we’ll be faced with the two types of dynamical
deformational structures — static and evolutional. To differ them we introduce special index ǫ, which
takes value ”1” in case of evolutional structures and ”2” — in case of static ones. Variational functional
F can be written then as the following universal expression:
F[Υǫ] =
∫
Cǫ
(F0(∆ǫ) + U˜) dµǫ, (11)
where in notations of Sec.2.1, 2.4, 3.1
Υ1 = Ft(B), C1 = B × I, ∆1 = {∆tB, ∆˙tB}, dµ1 = (dπ2)∗e(t)dt ∧ (dπ1)∗dµ,
Υ2 = ι
′(B), C2 = B, ∆2 = ∆B, dµ2 = dµ.
Here e(t) — some ”metric” on I, π1, π2 — projections of B × I on the first and second multipliers
respectively. In other words, in case ǫ = 1 we find minimum of F[Ft] and vary evolution Ft, while ”ends
points” {F∂I} hold fixed. In case ǫ = 2 we find minimum of F[ι′], varying final embedding ι′, while initial
embedding ι hold fixed.
3.3 Internal d-structures
and g-metrics
The fact of existence of scalar density F0(∆) and variational functional (11) put some restrictions on
possible kinds of d-metrics ΘB. Within internal d-structures this metric merely should:
1) admit the isomorphism Ω⊗p(B)→ V ⊗p(B), where V ⊗p(B) ⊂ T (0, p)(B) — subspace of contravari-
ant tensor fields of valency p (p-vectors). With the help of the isomorphism we are able to build from ∆
scalars of type (∆,∆) ≡ 〈∆, ∆˜〉, where ∆˜ ∈ V ⊗p;
2) provide possibility for constructing of invariant volume form dµ = ̟dx1∧. . .∧dxd, where̟ = ̟(Θ)
— scalar density of weight −1 with respect to coordinate diffeomorphisms on B.
In Appendices (A)-(C) we generalize standard square matrix calculus on arbitrary form of even degree
p = 2k. The results are following:
1. A form ΘB of even degree 2k admits point-wise isomorphism Ω
⊗2k → V ⊗2k and has inverse
2k−vector Θ−1B : Θ−1B · ΘB = ΘB · Θ−1B = E, if in some coordinate system its matrix is point-wise
preimage of the isomorphism χ∗ of any nondegenerate section of trivial bundle B ×Mdk×dk(R):
‖ΘB‖ = χ−1∗ (M(B)), M(b) ∈ Mdk×dk(R), detM(b) 6= 0, ∀ b ∈ B,
where χ∗ and all another notations are introduced in Appendix A.
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2. For any natural d and k, related by the equation
3k − 2kdk−1 = 4m+ 1, m ∈ Z
there exists volume form on B of the kind:
∣∣detΘB∣∣1/2kdk−1 dx1 ∧ . . . ∧ dxd ≡ |detχ∗(ΘB)|1/2kdk−1 dx1 ∧ . . . ∧ dxd,
where ΘB — any form of degree 2k, satisfying the existence of Θ
−1
B condition.
3. The form ΘB as image (dι)
∗ΘM is nondegenerate, if and only if
(LΘ(M) ∪RΘ(M)) ∩ (TS)⊗k = ∅. (12)
or in words, when left and right kernels of the form ΘM has null intersections with the space of all
k−vector V ⊗k(S) on a whole S (see Appendix C).
Everywhere below we assume, that d-metric has even valency and satisfies all conditions 1,2,3.
4 d-objects dynamical (equilibrium) equations
Now we are going to derive general dynamical equation of d-objects. Lets introduce some useful indexless
matrix notations, adopted both for static and for evolutional problems.
4.1 Description of embeddings and deformation measure
We’ll describe some history Ft(B) by the set of functions14 {xA(ξ, t)}A=1,...,n, where
{xA}A=1,...,n, {ξα, t}α=1,...,d
— coordinates on M and B × I respectively. This multicomponent notation we’ll short as usually to
x = x(ξ, t) ≡ xt(ξ). Corresponding matrix Dxt for (dFt)∗ has the components
(Dxt)
A
α =
∂xAt
∂ξα
.
Codifferential (dFt)
∗ defines induced linear mapping:
Lt ≡ (Dxt)⊗p (13)
of d-metric — representation of (dFt)
∗ in (T ∗S)⊗p, such that:
ΘtB = (dFt)
∗Θ ≡ LtΘM.
For measure of deformation we have in evolutional case:
∆tB = (dFt)
∗Θ− (dF0)∗Θ ≡ LtΘ(xt)− L0Θ(x0) ≡ ΘtB −Θ0B; ∆˙B ≡ Θ˙tB =
dΘtB
dt
, (14)
where Θ0B ≡ L0Θ — background (initial) metric.
For static problem we formally put:
∆B = (dF1)
∗Θ− (dF0)∗Θ ≡ L1Θ(y)−Θ0B,
where y ≡ x1(ξ).
14They are often called in literature embedding variables.
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4.2 Equations of motion (evolutional case)
Lets begin from a more general evolutional case. Accordingly to Sec.3.2 (case ǫ = 1) full action has the
following kind:
F[xt(ξ)] =
∫
B×I
(F0 + U) υdt ∧ dµξ, (15)
where F0 = F0(∆tB, ∆˙tB) — internal elastic part of energy of (generally speaking, nonhomogeneous15)
d-body B, U(xt(ξ)) ≡ U˜(ξ, t) — external potential part of energy, υ ≡ e(t) ·̟(ΘtB), e dt — metric on I,
̟ dµξ — volume form on B, induced by ΘtB, dµξ ≡ dξ1 ∧ . . . ∧ dξd.
First variation of (15) over xt(ξ) takes the form:
δF =
∫
B×I
{(δF + δU)υ + (F + U)δυ} dt ∧ dµξ.
Everywhere below in our derivation we’ll omit B and t at the bottom and top of ∆ and of other values.
Using the relations and definitions:
δF = 〈F|∆, δ∆〉+ 〈F|∆˙, δ∆˙〉 ≡ 〈σ, δ∆〉 + 〈π, δ∆˙〉; δU = 〈U|x, δx〉; δυ = 〈υ|∆, δ∆〉, (16)
where we have introduced stress tensor σ and surface momentum density tensor π, have used 〈 , 〉 for
coordinateless representation of summation as ”linear functional” over variations in corresponding spaces
and have taken into account, that by (14) δ∆tB = δΘ
t
B.
After integrating by parts over t we have:
δF =
∫
B×I
{〈συ − d
dt
(πυ) + (F + U)υ|∆ , δ∆〉+ 〈U|xυ, δx〉} dt ∧ dµξ +
∫
B×∂I
〈π, δ∆〉υ dµξ.
The first triangle bracket within volume term can be transformed by the following way:
συ − d
dt
(πυ) + (F + U)υ|∆ = συ − π˙υ − π〈υ|∆, ∆˙〉+ (F + U)υ|∆ = (σ − π˙)υ − Tˆ υ|∆ ≡ υΣ,
where we have introduced
Tˆ ≡ π ⊗ ∆˙− (F + U)Iˆ
— deformational energy-momentum affinnor, Iˆ — identical linear operator in T (0, p): Iˆ v|∆ = v|∆,
Σ ≡ (σ − π˙ − Tˆ (ln̟)|∆)
— generalized stress tensor.
Simple calculation with using (13) and (14) gives:
δ∆ = δ(LΘ) = δLΘ+ LδΘ ≡ 〈Θˇ, δDx〉 + 〈(Θ|x)B, δx〉, (17)
where
Θˇ α1...αp︸ ︷︷ ︸
p−1 indexes
A ≡
(
∂L
∂(Dx)
)
α1...αp︸ ︷︷ ︸
p−1 indexes
A
≡
p∑
s=1
ΘBα1...αs−1Aαs+1...αp , (Θ|x)B ≡ LΘ|x.
Substituting all into δF and integrating by parts over ξ, we have:
δF =
∫
B×I
{〈−∂ξ(υΣ˜) + 〈υΣ, (Θ|x)B〉+ υU|x, δx〉} dt ∧ dµ
15Such nonhomegeneous d-body possess different elastic properties at different points. We should denote it by using
apparent dependency of F on ξ, but for the brevity don’t do it.
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+∫
B×∂I
〈π, δ∆〉υ dµξ +
∫
∂B×I
〈Σ˜, δx〉 υdt ∧ dµ′ξ, (18)
where we use notation Σ˜ = 〈Σ, Θˇ〉 and in last boundary integral dµ′ξ symbolizes elements of the sets
{dξα1 ∧ . . . ∧ dξαd−1} of d− 1 coordinate boundary hypersurface volume form.
Extremality condition δF = 0 gives the following equations of motion:
div Σ + fΘ + fext = 0, (19)
where
(div Σ)A ≡ 1
υ
∂αs
(
υΣα1...αs...αpΘˇα1...αpA
) ≡ 1
υ
∂α
(
υΣ˜αA
)
≡ 1
̟
∂α
(
̟Σ˜αA
)
— operator of divergence,
fΘ ≡ −
〈
Σ, (Θ|x)B
〉
— Θ-gravity force density, induced by nonhomogeneity of Θ in M (it vanishes, when Θ — constant
form),
fext ≡ −U|x
— external force density, induced by external fields (it vanishes in case of closed d-structures).
4.3 Boundary conditions
Under derivation of dynamical equations we have obtained boundary conditions (18) of the following
general kind:∫
Γa
〈Xa, δx〉 dµa, a = 1, 2, 3, (20)
having sense of vanishing of ”average work” on variations δx at boundary. Here boundary16
Γ = ∂(B × I) = (∂B × I) ∪ (B × ∂I) ≡ Γ1 ∪ Γ2; Γ3 = Γ1 ∩ Γ2 = ∂B × ∂I;
X1 = Σ˜; X2 = −div π + 〈π, (Θ|x)B〉; X3 = π˜ ≡ 〈π, Θˇ〉;
dµ1 = υ dt ∧ dµ′ξ; dµ2 = υdµξ; dµ3 = υdµ′ξ.
Here we consider only the most known and widely used boundary conditions (generalizing ones in
standard elasticity theory):
1. Pinned boundaries (P ). In this case δx|Γ = 0 and all equations (20) are satisfied identically.
2. Free boundaries (F ). In this case variations δx are arbitrary on Γ and boundary conditions takes
the form:
(F ) : Xa|Γa = 0 a = 1, 2, 3.
One only should check consistency of this independent equations on Γ3.
16The term with Γ3 arises after integrating by parts of term with Γ2 with using (17).
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3. Sliding boundaries (S). Let δxτ ≡ δFτ (Γ) — variational homotopy of Γ. We’ll relate δxτ to a class
of variations of sliding type δx‖, if dδFτ (d˜/dτ ) ∈ TΓ. Then sliding boundary conditions takes the
form:
(S) :
〈
Xa, δx‖
〉
= 0, a = 1, 2, 3.
If {ηα} — coordinates on Γ, then its image ι(Γ) in M can be described by the set of functions
{x(η)}. The set {∂ηx} ⊂ TM forms collection of basis vector fields on ι(Γ). Then coordinate form
of sliding boundary conditions will be
(S) : 〈Xa, ∂ηx〉 = 0, a = 1, 2, 3.
One should only check it consistency on Γ3.
4. Boundaries with given variations (R). If δx|Γa ≡ ϕa(η) — some fixed functions on Γ, such that
ϕ3 = ϕ2|Γ3 = ϕ1|Γ3 then we come back to general conditions (20) and get:
(R) :
∫
Γa
〈Xa, ϕa〉 dµa = 0, a = 1, 2, 3.
4.4 Static case
In the static case accordingly to the Sec.3.2 (case ǫ = 2) we start from the action:
F[y(ξ)] =
∫
B
(F0 + U)̟dµξ.
Then we should carry out similar to the evolutional case manipulations, that lead to the particular case
of evolutional equations (19) and boundary conditions (20), taken under
π = 0, I = {0, 1}, ∂I = ∅, υ → ̟.
So, in static case we obtain (19) as equilibrium equations, with
Tˆ = −(F0 + U)Iˆ ; Σ = σ − Tˆ (ln(̟))|∆
and with the only boundary condition:∫
∂B
〈Σ˜, δx〉̟dµ′ξ = 0.
4.5 Perturbative elasticity theory
Since deformational energy density F0(∆) is scalar17, it can depend on ∆ only through the following
combinations:
∆(i) ≡ Tr (∆¯i), (21)
where ∆¯ ≡ ∆·(Θ0)−1 ∈ T (p/2, p/2) and matrix degree, multiplication and trace operation are understood
in the sense of the corresponding operations of its χ∗-images (see Appendix A) in some coordinate system.
Since dimB = d, then there exists no more then d functionally-independent scalars ∆(i), which can be
ordered by increasing i. Let {∆(il)}1≤il≤I; l=1,...,s≤d will be collection of the first s such independent
scalars.
17Here we don’t differ ∆ and ∆˙ since they possess similar algebraic structure. So, our consideration in this paragraph
touches pure cases F0(∆B) or F0(∆˙)B, but general mixed case F0(∆, ∆˙) can be considered by the similar manner
21
To compare equations of the Sec.4.2,4.4 with well known equations of standard field theory it is
necessary to go to decomposition of the energy F0 over power of ∆. We’ll see, that the most part of
modern field-theoretical models can be described by the first members of the decomposition — the so
called ∆1 and ∆2 -structures (see below). So we need investigate the structure of the following formal
row:
F0(∆) =
∞∑
i=1
1
i!
∂iF0
∂∆i
∣∣∣∣
∆=0
∆i. (22)
The symbolic Macloren row (22) with using notations (21) can be rewritten as follows:
F0 =
∞∑
i=0
∑
(~k,~i)=i
µik1...ki(∆
(i1))k1(∆(i2))k2 · · · (∆(is))ks , (23)
where in the second sum there is summation over all vectors ~k = (k1, . . . , ks) of s−dimensional integer-
valued lattice, whose nonnegative coordinates satisfy the equation of atomic hyperplane (~k,~i) = i. Paren-
thesis denote Euclidean scalar product in Es, the vector ~i = (i1, i2, . . . , is). Scalar coefficients {µik1...ki}
characterize ”elastic properties” of the d-body. Similarly to standard elasticity theory we’ll call it gener-
alized Lame coefficients.
We’ll call deformational structure D with energy density F0 as exact finite sum of powers of ∆ with
highest term of order i in (23) ∆i-structure.
Lets consider in more details ∆3-structure, assuming that the scalars ∆(1),∆(2),∆(3) are nonzero and
independent.
1) i = 0. There is one Lame coefficient µ0 ≡ F0(0), which represent background (null) energy and
practically always can be annihilated by constant shift of F0.
2) i = 1. There is one Lame coefficient µ11. The corresponding term of finite sum is:
µ11∆
(1). (24)
Within the standard elasticity theory the term is responsible for energy of strongly tensed bars and plates
(strings and membranes) and heat expanding of isotropic bodies [8].
3) i = 2. There is two Lame coefficient µ201 and µ
2
20 and two terms in F0 respectively:
µ201∆
(2) + µ220(∆
(1))2. (25)
The expression is well known Hooks law of linear elasticity theory (where µ201 = µ — shift modulus,
µ220 = λ/2 — second independent Lame coefficient).
4) i = 3. Three nonzero Lame coefficient µ3001, µ
3
110, µ
3
300 gives the following terms in F0:
µ3001∆
(3) + µ3110∆
(1)∆(2) + µ3300(∆
1)3.
This part describes nonlinear corrections to the linear models within elasticity and field theory. In present
paper we’ll not touch it.
So, we have the following general kind of F0 within ∆3-structure:
F0(∆(1),∆(2),∆(3)) = µ0+µ11∆(1)+µ201∆(2)+µ220(∆(1))2+µ3001∆(3)+µ3110∆(1)∆(2)+µ3300(∆1)3.(26)
Lets calculate stress tensor18 σ for ∆3-structure. Using its definition in (16) and decomposition (26), we
have:
σ ≡ ∂F0
∂∆
=
3∑
i=1
∂F0
∂∆(i)
∂∆(i)
∂∆
= (µ11 + 2µ
2
20∆
(1) + µ3110∆
(2) + 3µ3300(∆
(1))2)(Θ0)−1
+ 2(µ201 + µ
3
110∆
(1))(Θ0)−1 ·∆ · (Θ0)−1 + 3µ3001(Θ0)−1 ·∆ · (Θ0)−1 ·∆ · (Θ0)−1. (27)
The expression (26), (27) generalize in many aspects well known expression for elastic energy and stresses
tensor within standard linear elasticity theory [8].
18Surface momentum density can be obtained by changing ∆→ ∆˙.
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5 Examples of dynamical deformational structures
Now we consider some examples of classical d-structures, which can be observed within the well known
theories. We leave without attention those examples, which concern either with standard elasticity theory
— starting point of our generalizations, or with its development in M4 or in V4, mentioned in Sec.2.9,
since we are intending to devote them special papers in future.
5.1 Example 1: The theory of classical d− 1−brane
LetM =MN+4 be pseudoeuclidian space with metric Θ. Lets consider static ∆1-structure with arbitrary
d-body B. There is unique scalar invariant:
∆(1) = Tr[(∆ · (Θ0)−1] = Tr(DyT ·Θ ·Dy −Θ0) · (Θ0)−1) = Θ⊗ (Θ0)−1(Dy,Dy)− d ≡ |Dy|2 − d,
where Θ⊗ (Θ0)−1 contracts Dy as vectors in TMN+4 and as forms in T ∗B. Assuming µ11 = T/2 in (24),
we obtain the action of the following kind 19:
F =
T
2
∫ (|Dy|2 − d)√detΘ0 dµξ. (28)
This expression coincides with well known Polyakov’s action for classical d− 1-brane with special cosmo-
logical term [2]. In a difference with string and brane models the metric Θ0 is considered here as fixed
(background). In accordance with string and brane ideology variation of the (28) over (Θ0)−1 leads to
the constraint:
Θ(Dy,Dy)− 1
2
(|Dy|2 − d)Θ0 = 0.
Its contraction with (Θ0)−1 leads to the relation:
|Dy|2 = d
2/2
d/2− 1 ,
which under d = 2 (string case) gives inconsistent constraint d = 0. This arguments, typical for original
string theory, are not so catastrophic within deformational approach, since true dynamical variables are
not components of metric Θ0, but embedding variables x0(ξ). If we minimize F with respect to both final
and initial position of d-object, we obtain the following consistent system:
divDy = 0; div (Dx0 − 2Θ⊗ (Θ0)−1(Dy,Dx0)Dy) = 0,
where the first is obtained by y−variation (it is identical to the string theory equation) and second —
by x0−variation of action (28). We do not write here boundary conditions. Note also, that cosmological
term −d · T/2 can be absorbed by suitable choice of F0(0).
5.2 Example 2: Classical solids dynamics as ∆1‖ +∆
2
⊥-structure
Let M = M4, Θ — Minkowski metric, B ⊂ M4 — thin 4D time-like bar, i.e. body, whose size along
time-like direction much more then in space-like. Within approach, been proposed in [18], it performs
the so called absolute (”objective”) history of thing, while its space-like sections, observing from the point
of view of some reference frame, performs relative (”subjective”) history of the thing. Then, we have
endowed the bar by some linear elastic properties, described by Lame coefficients µ201 = µ and λ = 2µ
2
20,
(see Hooks law (25)) and have generalized standard elasticity theory of common bars in Euclidean 3D
space on the 4D case. Analysis of the theory has led to the following curious conclusions:
19Here we omit external potential energy U .
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• Classical mechanics can be formulated within 4D static deformational picture in terms of straining
of the thin strongly tensed bars (strings) without special notion of mass (it has 4D force nature).
In terms of deformational structures such theory should be related to the anisotropic ∆1‖ + ∆
2
⊥-
structure, where symbols ”‖” and ”⊥” differ time-like and space-like directions within our d-objects
— 4D strings. General formulation of such anisotropic d−structures is obvious, but goes beyond
the scope of the present paper.
• Only third Newton’s law20 remains independent, while first and second appear as its consequences.
Curiously, that second Newton’s law can be viewed as 1D Laplace formula for strings, similar to
2D case for membrane.
• The approach reveals, that classical Newton laws are, in fact, result of some extremely exact ”tun-
ings” in mechanical structure of Universe, which itself can be imagined as twisted and strongly
tensed net.
• In principle, there is possibility of violation of Newton dynamics in some special situation: rapid
rotations, large accelerations, beginning and end of absolute history of some 3D body and others
additionally to relativistic effects.
• The approach reveals fundamental role of observer as not only ”spectator” but ”participants” of
formation of physical laws even within classical mechanics (see also ([26])).
Similar ideas, revealing connections of elasticity and inertia has been discussed in [27]. We hope that
the deformational picture of classical mechanics will provide useful means for its more deep understanding.
5.3 Example 3: Einstein gravity as ∆2-structure
Let as in Example 1 M = MN+4 — pseudoeuclidian space with metric Θ and B ⊂ MN+4 — thin 4D
plate, i.e. body, whose sizes along some four dimensions (one — timelike and three space-like) are much
more then in other ones. In the works [15, 16, 17] some generalization of standard elasticity theory for
common (2D in E3) plate has been applied for the 4D plate equilibrium problem. We have endowed B
with elastic constants λ = 2µ220 and µ = µ
2
01 and derived energy of bending Fb ([15, 16]) and stretching Fs
([17]) by integrating over extradimensions and 4D directions within static ∆2-structure. We had found,
that:
• Theory of straining of 4D plates in MN+4 can describe space-time (this is plate itself!) and matter
(this is special stresses of the plate) dynamics in unified language. Namely, pure bending energy
Fb, calculated within ∆
2-structure (up to a dimensional constant) generalizes linearized Gilbert-
Einstein’s action for gravity. On the other hand, pure stretch energy Fs plays role of action of 4D
matter field, living on the plate.
• Within the deformational approach physical essence of Einstein equations becomes very clear. They
express vanishing of total 4D stresses on the plate, induced by bending and stretching. In other
words, Einstein equations says, that true dynamic of space-time is realized as locally nonstressed
states of space-time.
• This strange (from the view point of common plate theory) fact is originated from the ”wrong”
variational procedure, used in GR. From the viewpoint of deformational approach true variational
variables are not Riemannian metric components {gαβ(x)}, but embedding variables {y(ξ)}. Varying
F over y(ξ) we have obtained in [17] ”right” plate equilibrium equations for y(ξ) and have proved
that they possess more generality, then Einstein equations.
20As it has been cleared in [23] third Newton’s law follows only from assumption of additivity of force function f on
bodies of mechanical Universe Ω: f(U1 ∪ U2) = f(U1) + f(U2), ∀ U1, U2 ⊂ Ω.
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• More detailed analysis shows, that Fb is reduced to an exact linearized Einstein-Gilbert action when
Poisons coefficient σP of the plate is 1/2. In this case variational derivative of Fb (over g) transforms
into linearized purely geometrical Einstein tensor, whose divergence vanishes by Bianchi identities.
So, from the viewpoint of the deformational approach matter equations of motion follows from the
field equations due to special elastic properties of space-time.
• Curiously, that the Einstein case σP = 1/2 is degenerate from the viewpoint of the deformational
approach, since F0 dµ becomes exact form relatively to embedding variables x(ξ) (but not g). In
physical deformational language plate’s cylindrical stiffness factors {Dm}m=1,...N in all N extradi-
mensions vanish under σP = 1/2.
• Dimensional manipulations leads to the following relation between Einstein gravitational constant
κ and elastic parameters of B, supporting old Sacharov’s hypothesis [28]:
EhN+3 ∼ 1
κ
,
where E — Young modulus of the plate, N — number of extradimensions, h— (averaged) thickness
of the plate in extradimensions. Assuming h ∼ lPl, N ∼ 1 we obtain lnE(Pa) ∼ 102 — huge stiffness
of space-time!
Some another interesting topics, involving thermodynamics, origin of hyperbolicity of space-time, la-
grangian formalism and boundary conditions have been discussed in cited papers. Cosmological implica-
tion of the theory in the simplest case N = 1 has been considered in [19].
5.4 Example 4: Maxwell electrodynamics as symplectic bimetric ∆2-structure.
Let M — symplectic manifold (dimM = 2n) with Θ = ω ∈ Λ2(M) — symplectic form, which is closed
(dω = 0) and nondegenerate. As usually we define the mapping iz : Λ
2(M) → Λ(M), where z ∈ TM,
by the relation:
izω(u) ≡ ω(z, u), (29)
for all u ∈ TM.
Let B =M and let Ft(M) — some diffeomorphismM→M, which we consider as a history of some
deformation. It induces corresponding vector field A = dF (d˜/dt) ∈ TM. Lets calculate local measure of
the deformation. Using rule of action of Lie derivatives on external forms [22]: £z = iz ◦ d + d ◦ iz, we
have:
ω˙ ≡ £Aω = (iA ◦ d+ d ◦ iA)ω = diAω = dÂ = F̂ ,
where closeness of ω has been used. It is naturally to associate F̂ = dÂ with Faradey-Maxwell 2-form and
Â = iAω — with electromagnetic potential 1-form, whose deformational nature become clear. Following
to the ideology of (unimetric) deformational structures, ∆2-structure should be based on the lagrangian:
Fω0 = µ(F, F )ω +
λ
2
(Trω(F ))
2,
where notations ( , )ω and Trω remind us, that they are defined relatively to ω as both d−metric and
g-metric. Easily to check (for example, using Darboux theorem and going to canonical form of ω :
dx1 ∧dx2+ . . .+dx2n−1∧dx2n), that this lagrangian is not maxwellian. To get Maxwell electrodynamics
we need to introduce Minkowski metric η and, so, go to bimetric structure. Obviously, that Trη(F ) ≡ 0,
and we have:
Fη0 = µ(F, F )η
— standard maxwellian lagrangian with µ = −1/16π in Gauss units. Note also, that dµη = dµω ∼ ω∧n.
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It is easily to understand the role of MOTM(M) within the considered model. It just generates
gauge transformations of Â. More exactly, let Φt(M) ∈ MOTM(M) and let v = dΦ(d˜/dt). Then by
interrelations of MOTM(M) and Hamilton vector fields (see Sec.2.9 and [25]), v = gradh, where h —
some (local) Hamiltonian function, generating motion Φt and vector field v. By uniqueness theorem there
is isomorphism (up to a constant) between MOTM(M) and set of all Hamilton functions {h}, defined
by equation dΦ(d˜/dt) = gradh. Then we define gauge mapping:
φh : DEFM(M)0 → DEFM(M)0
by the rule:
d(φh(F )) ≡ Ah = dF (d˜/dt) + gradh = A+ gradh.
In terms of forms, we’ll have
iAhω = iAω + igradhω = Â+ dh
— gauge transformation of electromagnetic potential.
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A The problem of Θ−1B
Our approach to the question of existence of Θ−1B will be based on some well known facts of standard
square matrix algebra. Namely, in case of d-metrics, taken as bilinear quadratic forms, we know robust
criteria, which provides existence of both inverting and scalar density of weight −1:
1) Metric g admits point-wise isomorphism Ω⊗2 → V ⊗2, if and only if det‖g‖ 6= 0, where ‖g‖ —
matrix of the form g in any basis. The element of bivector space, isomorphic to g will be g−1 ∈ V ⊗2,
which in basis, dual to basis of Ω⊗2 has inverse to ‖g‖ matrix;
2) Let ‖L‖ — is matrix of nondegenerate linear transformation in the same vector space, where form
g is acting. Then, as well known, matrix of the form is transformed by the rule:
‖g‖ = ‖L‖T · ‖g′‖ · ‖L‖. (30)
Taking determinant of the both sides and square root we get: |det‖g′‖|1/2 = |det‖g‖|1/2 /det‖L‖ —
required scalar density of weight −1.
Let consider the set Ω⊗p(b) of all forms of degree p at some fixed point b of d-body. The set, after
fixing some basis, can be naturally identified with the space of p-cubic real matrices Md×p of dimension
d. Let p = 2k, k ∈ N and let some fixed division of all vector arguments of the 2k−forms on two set
with k elements is given. Without loss of generality we can relate the first k arguments to the first set,
and remaining k — to the second. Let, then, χ: (Z+d )
×k → {1, 2, . . . , dk} — some ordering of (Z+d )×k,
where Z+d — the set of positive integer numbers from 1 to d. This ordering induces the isomorphism
(depending on the ordering) χ∗: Md×2k → Mdk×dk between spaces of p-cubic matrices and square matrices
of dimension dk, which maps every matrix element Aα1...αkαk+1...α2k into matrix element χ∗(A)ab by the
following rule21:
χ∗(A)ab = Aχ−1(a)χ−1(b).
21For example a and b can be taken as k−digits numbers of d-adic system of calculus of respective halfs groups of indexes:
a = α1d
0 + α2d
1 + . . .+ αkd
k−1; b = αk+1d
0 + αk+2d
1 + . . .+ α2kd
k−1.
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The isomorphism lets to pull-back all operations of standard matrix algebra from Mdk×dk to Md×2k .
Namely, let the following operations are given on Mdk×dk : α: Mdk×dk → Mdk×dk , β: Mdk×dk → R and
∗: Mdk×dk ×Mdk×dk → Mdk×dk . Then this operations by the isomorphism χ∗ induce the operations α¯, β¯
and ∗¯ in Md×2k by the rules:
α¯ = χ−1∗ ◦ α ◦ χ∗ (i); β¯ = β ◦ χ∗ (ii); •∗¯ • = χ−1∗ (χ∗ • ∗χ∗•) (iii).
Let ∗ — is standard matrix multiplication in Mdk×dk . Then (iii) gives the rule for multiplication of
matrices in Md×2k :
(A∗¯B)α1...αkαk+1...α2k =
d∑
β1,...βk=1
Aα1...αkβ1...βkBβ1...βkαk+1...α2k ,
∀ A,B ∈Md×2k . Preimage of matrix unit Idk×dk ≡ e will be matrix χ−1∗ (e) = Id×2k ≡ E with components
Eα1...αkαk+1...α2k = δα1αk+1δα2αk+2 · · · δαkα2k .
Let α — inversion operation in Mdk×dk . Then by (i), if inverse matrix exists for image χ∗(A), it will
always exist for its preimage and A−1 ≡ χ−1∗ ((χ∗(A))−1) for every A ∈ Md×2k . Let β ≡ det. Then
det-operation is well defined in Md×2k . Namely, by (ii) it follows that detA ≡ det(χ∗(A)).
Now we clame that the matrix equation
A∗¯X ≡ A ·X = E
in Md×2k has solution, if detA 6= 0. The solution we call matrix A−1, inverse to A. Identifying E in the
fixed coordinate system with mixed tensor in (TB)⊗k ⊗ (T ∗B)⊗k
(in components Eα1 ... αkαk+1...α2k = δ
α1
αk+1
· · · δαkα2k),
A — with form22 ΘB ≡ (dι)∗Θ of degree 2k, we go to the statement 1 of Sec.3.3.
B The problem of dµ (internal d-structures)
Let j — Jacobi matrix of some smooth nondegenerate coordinate transformation ξ → ξ′(ξ) on B:
jαβ ≡
∂ξ′α
∂ξβ
,
and j−1 — its inverting. In the space Ω⊗2k(B) this transformation induces 2k-cubic matrix J−1 ∈Md×2k ,
such that
Θ′α1...αkαk+1...α2k = (J
−1)β1...βkα1...αkΘβ1...βkβk+1...β2k(J
−1)βk+1...β2kαk+1...α2k . (31)
Obviously, that J−1 = (j−1)⊗k. The expression (31) has image in Mdk×dk :
χ∗(Θ
′) = χ∗(Θ)
′ = χ∗(J
−1)Tχ∗(Θ)χ∗(J
−1),
— the formula similar to the (30). Taking determinant of the both sides we get:
detχ∗(Θ
′) = detχ∗(Θ)[detχ∗(J
−1)]2 =
detχ∗(Θ)
[detχ∗(J)]2
, (32)
where the relation χ∗(J
−1) = (χ∗(J))
−1 has been used, which, in turn, is direct consequence of the
(i). From the (32) we see, that scalar density of weight −1 exists when the expression [detχ∗(J)]2 is
22Here and below we omit for brevity ‖ ‖ and identify tensors with matrices, which represent them in some coordinate
system.
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some degree of det j. It means, that degrees of [detχ∗(J)]
2 and det j, viewed as homogeneous polynomial
relatively to derivatives ∂ξ′/∂ξ, should be connected by the relation:
deg(∂ξ′/∂ξ)[detχ∗(J)]
2 = l · deg(∂ξ′/∂ξ)detj, (33)
where l ∈ R. Since
deg(∂ξ′/∂ξ)detj = d, deg∂ξ′/∂ξ[detχ∗(J)]
2 = 2 · deg J · deg det|M
dk×dk
= 2kdk,
we go to the condition:
l = 2kdk−1, (34)
which means, that the expression
|detχ∗(Θ)|1/l =
∣∣detΘ∣∣1/l = ∣∣detΘ∣∣1/2kdk−1 (35)
is the candidate on the scalar density of weight −1 relatively to general coordinate transformation on B.
As it follows from (35), the case of forms of degree 2 is peculiar, since under k = 1 volume form takes
the standard kind: |detΘ|1/2 dx1 ∧ . . . ∧ dxd and dependency on dimension of B disappears.
The condition (33) and its consequences (34) and (35) are necessary but not sufficient for existence
dµ, since one should check that the homogeneous polynomial |detχ∗(J)|2/l with right degree d is exactly
equal to det j. Let consider the transformation ςµν : j → j˜, which permutates two lines of j — ν-th and
µ-th. The permutation induces the transformation ς¯µν : J → J˜ in Md×2k , which permutates any matrix
element of J, up indexes of which contains µ and (or) ν with the elements, which have on the same
positions indexes ν and (or) µ respectively. The transformation, in turn, induces transformation (ς¯µν)∗:
χ∗(J) → χ˜∗(J), acting by the rule: (ς¯µν)∗χ∗(J) ≡ χ∗(ς¯µνJ). It pair-wisely permutates lines in matrix
χ∗(J), whose numbers a has preimages χ
−1
∗ (a) = α1 . . . αk, containing in their sequences numbers µ and
(or) ν. Total number of such permutations in matrix χ∗(J) is equal:
P =
k∑
i=1
2i−1Cki = (3
k − 1)/2. (36)
So, under any permutation of two lines of Jacobi matrix j, (for columns all statements remains the
same), detχ∗(J) considered as homogeneous polynomial with respect to ∂ξ
′/∂ξ is transformed by the
rule det (ς¯µν)∗χ∗(J) = (−1)Pdetχ∗(J). It means, that detχ∗(J) up to a constant factor is P+2m-th (m—
any integer) degree of det j, which is the unique function of ∂ξ′/∂ξ with required antisymmetry property.
By the kind of isomorphism χ∗ (identifying of elements), and by the tensor product structure j
⊗k of
matrix J, the constant multiplier can not be dependent on the matrix. The fact, that it is equal unity
can be directly checked by calculation of determinant of image of identical coordinate transformation:
detχ∗(E) = det e = +1.
Now comparing the expressions
detχ∗(J) = (det j)
P+2m
with (33) and (35), we get their general consequence: P + 2m = l/2 or (using (36) and (34)):
3k − 2kdk−1 = 4m+ 1, (37)
which should be considered as equation, relating dimensions of d-body and admissible degree of a d-
metric within internal d-structures. All solutions of the equation can be parametrized by the three
integer numbers (m, k, d). For −5 ≤ m ≤ 5 there are the following solutions of (37):
(0, 1, d), (0, 2, 2), (1, 2, 1), (−1, 2, 3), (2, 2, 0), (−2, 2, 4),
(−3, 2, 5), (4, 4, 2), (−4, 2, 6), (5, 3, 1), (−5, 2, 7).
The first parenthesis says, that forms of degree 2 can be d-metrics of internal d-structures on manifolds
with any dimensions. Easily to check, that for k = 2 and k = 4 there are no restrictions on d too. In case
k = 3 dimension d can not be even.
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C Restrictions on Θ in M
To the moment we have considered the form ΘB, as initially defined on B. Lets clear what conditions
on the form ΘM and embedding ι to be satisfied, when ΘB = (dι)
∗Θ possesses nondegeneracy property
as induced d-metric. We’ll use χ∗-representation for proving of statement 3 in Sec.3.3. Lets turn to the
diagram (38).
ΘM(s)
(dι)∗(s)−−−−−−−−−−−−→ ΘB(b)
χ(n)∗
y yχ(d)∗
Mnk×nk
χ(n)(d)∗ (dι)
∗
−−−−−−−−−−−−→ Mdk×dk
(38)
It shows, that after fixing some coordinates system, codifferential (dι)∗ at every point s = ι(b) of defor-
mant S can be isomorphically represented by the linear operator23 χ(n)(d)∗ (dι)∗(s) ≡ χd∗◦(dι)∗(s)◦(χn∗ )−1,
lying in Hom(Mnk×nk ,Mdk×dk), where real linear spaces of matrices Mnk×nk and Mdk×dk represent
χ
(n)
∗ (ΘM) and χ
(d)
∗ (ΘB) respectively in the fixed basis. In compact matrix form we have:
Λb = A
TΛsA,
where Λb ≡ χ(d)∗ (ΘB)(b), Λs ≡ χ(n)∗ (ΘM(s)), A ≡ χ(nd)∗ ((dι)∗) and Mnk×dk ∋ χ(nd)∗ ((dι)∗)ab ≡
((Dx)⊗k)
(χ(n))−1(a)
(χ(d))−1(b)
which we can interpret as element of Hom(Rn
k
,Rd
k
). Here we identify Rn
k
and Rd
k
with (TsM)⊗k and (TbB)⊗k respectively in our fixed coordinate system. So, we can put the problem at
the point in language of real vector spaces. Let remind some definitions [29].
Consider V1 and V2 — some real linear vector spaces and V
∗
1 and V
∗
2 — their dual spaces (of linear
functionals). Let Λ : V1 × V1 → R — bilinear form in V1. The set LΛ ⊂ V1 is called left kernel of Λ, if
Λ(l, x) = 0 ∀ x ∈ V1 and ∀ l ∈ LΛ. Similarly, RΛ ⊂ V2 is right kernel of Λ, if Θ(x, r) = 0 ∀ x ∈ V1 and
∀ r ∈ RΛ. The form Λ is called nondegenerate24, if LΛ = RΛ = 0. Let A ∈ Hom(V∗1,V∗2) — some linear
mapping of dual spaces. It has dual conjugated mapping A∗ ∈ Hom(V2,V1), defined by the rule:
(Au)(z) = u(A∗z)
for all u ∈ V∗1, z ∈ V2. Its kernel
kerA∗ ≡ {w ∈ V2 |A∗w = 0}. (39)
We denote ImA∗ ≡ V A2 . The mapping A induces mapping A2 : V⊗21 → V⊗22 by the rule
ΛA(z, w) ≡ A2Θ(z, w) = Θ(A∗z, A∗w), (40)
for all z, w ∈ V2. If we fix some basises in V1 and V2, then (40) takes the following matrix form:
ΛA = ATΛA.
When ΛA will be nondegenerate? Let LΛA = RΛA = 0, then for z, w ∈ V2 where z any fixed and w runs
whole V2 we have:
ΛA(w, z) = ΛA(z, w) = 0 ⇒ z = 0.
By (40) it means, that for any fixed z and any w we have:
Λ(A∗w,A∗z) = Λ(A∗z, A∗w) = 0 ⇒ A∗z = 0.
In other words, the narrowing Λ|V A2 of the form Λ must be nondegenerate. It means, that
(LΛ ∪RΛ) ∩ V A2 = ∅. (41)
23Now we use notations χ(n) and χ(d) for ordering of different sets (Z+n )
×k and (Z+
d
)×k respectively.
24More generally, the form Λ can be nondegenerate from the left and from the right.
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Inversely, if Λ|V A2 is nondegenerate, then for any u running whole V A2 and for any fixed v ∈ V A2 we have
Λ(u, v) = Λ(v, u) = 0 ⇒ v = 0.
By (39) we can symbolically express u and v as
u = A∗(w + kerA∗), v = A∗(z + kerA∗),
for some w, z ∈ V2. Then by (40) we have:
Λ(A∗(w + kerA), A∗(z + kerA∗)) = ΛA(w, z) = 0 ⇒ z ∈ kerA∗.
Similar conclusion takes place for left kernel of ΛA. So, necessary (sufficient) condition of ΛA nondegen-
eracy is nondegeneracy of Λ|V A2 (+ the condition kerA∗ = 0.)
Now we come back to our initial problem. Identifying:
V1 ≡ (TsM)⊗k; V2 ≡ (TbB)⊗k; A ≡ (dι)∗; A∗ ≡ dι; V A2 ≡ (TsS)⊗k
and observing, that ker dι ≡ 0, since ι — embedding, we go to the expression (12) of Sec.3.3, which is
exactly (41), where LΘ(M) and RΘ(M) are subsets of V
⊗k(M), such that at every point m ∈M
LΘ(m) ≡ (χ(n)∗ )−1(Lχ(n)∗ (Θ(m))); RΘ(m) ≡ (χ
(n)
∗ )
−1(R
χ
(n)
∗ (Θ(m))
).
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