The basic effect of extratropical atmosphere-ocean thermal coupling is to enhance the variance of both anomalous sea surface temperatures (SSTs) and air temperatures (AIRT) due to a decreased energy flux between the atmosphere and ocean, called reduced thermal damping. In this paper it is shown that rapidly varying surface winds, through their influence upon the turbulent surface heat fluxes that drive this coupling, act to effectively weaken the coupling and thus partially counteract the reduced thermal damping. In effect, rapid fluctuations in wind speed somewhat insulate the atmosphere and ocean from each other.
Introduction
Coupling of the atmosphere and ocean is largely due to fluxes of momentum and heat through their common boundary, the sea surface. Most of this exchange is a result of the turbulent nature of the atmospheric boundary layer; molecular momentum and heat transfers play a very minor role in atmosphere-ocean coupling. That is, in a hypothetical world without any sea surface winds there would be little air-sea interaction. Wind-driven turbulent heat fluxes are commonly expressed in terms of simple bulk formulas that depend upon the strength of the wind speed |U | and typically take the form f ϭ ␤(T o Ϫ T a )|U | (positive flux upward), where T o and T a are the sea surface temperatures (SSTs) and air temperatures (AIRT), respectively; and ␤ is a (in general not constant) parameter including the densities of seawater and air, specific heats, the Bowen ratio, and also other time varying physical processes [see Frankignoul and Hasselmann (1977) , Sura et al. (2006) , or any textbook on air-sea interaction, e.g., Kraus and Businger (1994) , for details]. Variations in this flux can then drive variations in midlatitude SST and AIRT. Barsugli and Battisti (1998; hereafter BB98) proposed a simple heuristic model to gauge the effect of atmosphere-ocean thermal coupling, consisting of two linear equations for the rate of change of the AIRT anomaly T Ј a and the SST anomaly T Ј o :
where a is Gaussian white noise representing rapidly varying weather fluctuations, the parameters a and d are the damping coefficients, and b and c are coupling coefficients. How surface winds drive surface fluxes was not explicitly considered in this model; rather, BB98 suggest that the coupling coefficients represent the effects of both feedback due to surface fluxes (turbulent and radiative) and the dynamical response of the atmosphere to SST anomalies. The main point of BB98 is that the atmosphere-ocean coupling enhances the variance in both media owing to a decreased energy flux between the atmosphere and the ocean, which they termed reduced thermal damping. BB98 can be viewed as a straightforward extension of the Frankignoul and Hasselmann (1977) null hypothesis for SST variability, where the effect of atmospheric forcing on SST anomalies is commonly represented by a simple stochastic model of the oceanic mixed layer, dTЈ o dt ϭ ϪTЈ o ϩ ͑2͒ (Hasselmann 1976; Frankignoul and Hasselmann 1977, hereafter FH77) . Here is a constant rate coefficient representing the transfer of heat from the slowly evolving mixed-layer heat anomaly and is Gaussian white noise representing heat fluxes due to rapidly varying weather fluctuations. However, Sura et al. (2006, hereafter SNA) showed that this implicitly ignores the effect of rapid variations in the wind speed, |U |Ј, upon . That is, because surface wind speeds have relatively large variability and are almost uncorrelated from day to day, it is more appropriate (as derived from first principles) to parameterize as a stochastic process in which ϭ ϩ Ј, where is constant but Ј is white noise. This results in the addition of a state-dependent, or multiplicative, noise Ϫ ЈTЈ o to (2) that depends upon the SST anomaly itself. As described in SNA, such multiplicative noise has two notable consequences. First, it results in non-Gaussian probability distribution functions (PDFs) for SSTs, even though the deterministic portion of (2) remains linear. Second, it increases the autocorrelation time scale of SST anomalies, even as the autocorrelation function remains exponential as suggested by FH77. This is a consequence of a phenomenon known as noise-induced drift, which occurs because the time mean of the multiplicative noise term, ЈTЈ o , is not zero even though the time mean of Ј is zero. SNA showed that their simple modification of the FH77 paradigm compared well to observed nonGaussian PDFs of daily SSTs at several ocean weather stations (OWSs) and, using a single-column mixedlayer ocean model, suggested that most of the multiplicative noise during the cold season (i.e., NovemberApril) was likely due to rapidly varying sensible and latent heat flux anomalies.
The success of the SNA multiplicative noise approach for uncoupled SST variability immediately suggests that it is also relevant to the coupled problem, particularly as formulated by BB98. For example, note that anomalies of the heat flux f can be partitioned into three terms that depend upon the products | U|(
While the first term represents deterministic coupling of AIRT and SST anomalies and the second term is a source of additive (i.e., state-independent) noise, the third term potentially represents multiplicative noise. Thus, we might expect that, in the BB98 model, the damping and coupling coefficients (a, b, c, d) should all contain stochastic components. As in SNA, noiseinduced drift due to fluctuations in the damping coefficients would act to increase persistence of both SST and AIRT anomalies. However, as noted in a different climate context by Sardeshmukh et al. (2001) , noiseinduced drift due to fluctuations in the coupling coefficients might act to decrease persistence, acting to oppose reduced thermal damping. Moreover, stochastic fluctuations in the coupling parameters raise the possibility that not all air-sea coupling is necessarily deterministic, as is assumed in the BB98 framework.
In this paper we study the impact of rapidly varying (on daily and subdaily time scales) sea surface heat fluxes on atmosphere-ocean coupling by deriving a simple coupled model of SST and AIRT variability that accounts for rapid fluctuations in surface heat fluxes due to rapid variability of sea surface winds. We restrict our study to the Northern Hemisphere cold season because then the SST anomaly tendency is predominantly due to the net turbulent heat flux anomalies and not to changes in the mixed layer depth; also, radiative flux anomalies have only a minor impact during the cold season (Park et al. 2005) . The outline of the paper is as follows. First, because noise-induced drift is a critical component of the effect of rapidly fluctuating winds on atmosphere-ocean coupling, we will explain the physical cause of the noise-induced drift in a heuristic way (section 2). The coupled model, similar in form to BB98 except that it includes multiplicative noise, is then introduced in section 3. In section 4 we use inverse methods to estimate the parameters of our simple coupled model, show that the non-Gaussianity of anomalous SST variability during the extended winter season at several ocean weather stations can be reproduced by this model, and discuss the impact of the multiplicative noise on the power spectra of SST and AIRT. Finally, section 5 provides a summary and discussion.
Noise-induced drift
To understand how multiplicative noise affects atmosphere-ocean coupling, it is useful to first clarify how introducing stochastic components with zero mean to the coefficients in (1) can nevertheless result in a noiseinduced drift. Readers already familiar with stochastic differential equations may wish to skip this section, whereas those interested in rigorous math should consult one of the available textbooks (e.g., Gardiner 2004; Horsthemke and Léfèver 1984; Kloeden and Platen 1992; Paul and Baschnagel 1999) . However, to heuristically explain the noise-induced drift consider the simplified system
where wind-driven heat flux acts to relax (damp) the air-sea temperature difference ␦T ϵ (TЈ a Ϫ TЈ o ) toward its climatological (equilibrium) state ␦T ϭ 0. The relaxation is forced by two components of the heat flux, one driven by the mean wind speed | U | and the other driven by the anomalous wind speed |U |Ј.
For some climate problems of interest, stochastic differential equations are obtained by approximating rapidly varying quantities as white noise. In (3), for example, note that ␦T evolves much more slowly than |U |Ј, so |U |Ј is approximated by white noise. In reality, of course, the underlying systems are usually continuous in both time and space. That is, physical processes are often smooth with at least a small degree of autocorrelation. In our specific example this means that there exists a small time increment during which the anomalous wind |U |Ј can be considered constant (loosely speaking, this is the definition of a Stratonovich system; see the appendix for a more detailed discussion).
Consider an ensemble of realizations for which it is assumed that the wind anomaly forcing is Gaussian with a standard deviation |U|Ј and PDF p(|U |Ј) ϵ p. We ask how the ensemble mean trajectory that passes through the point ␦T 0 evolves for a small time increment where the wind speed anomaly |U |Ј is approximately constant. To answer, note that the average response to positive ϩ|U |Ј and negative Ϫ|U |Ј kicks is
Therefore, the mean response to the anomalous wind forcing will be
͑7͒
However, without wind forcing anomalies ͗␦T ͘ evolves according to ͗␦T͘ ϭ ␦T 0 exp͑Ϫ|U |t͒.
͑8͒
The key point here is that in the presence of anomalous wind speeds |U|Ј the average response ͗␦T ͘ differs from the corresponding response without the anomalous forcing. This occurs owing to the physics of the system: weaker wind means weaker heat flux so that the exponential decay of the air-sea temperature difference is much less rapid in response to a negative wind speed anomaly Ϫ|U |Ј but only somewhat more rapid in response to an equal amplitude but positive wind speed anomaly ϩ|U |Ј. That is, the effects of equal but opposite wind anomalies do not cancel each other, resulting in a noise-induced drift of the ensemble mean. This situation is depicted in Fig. 1 , a comparison of (7) (response with anomalous wind speeds: solid line) and (8) (response without anomalous wind speeds: dashed line), for | U | ϵ 1, |U|Ј ϵ 0.5, and ␦T o ϵ 1. Inclusion of anomalous wind speeds makes ͗␦T ͘ decay slower than when there is no wind variability. That is, in this particular case (linear system with linear multiplicative noise) the stochastic forcing effectively reduces the damping of the system. In more general terms, the stochastic forcing induces an additional drift term, the noise-induced drift. Note that this drift, although due to a stochastic (i.e., unpredictable) term, results in a predictable change to the evolution of ͗␦T ͘.
Finally, let us define the terminology used in the remaining sections (and, in general, in the literature) . The mean response of the stochastic system with multiplicative noise [(6) or (7) and solid line in Fig. 1 ] is called the effective drift. The mean response of the stochastic system without multiplicative noise [(8) and dashed line in Fig. 1 ] is referred to as the deterministic drift (or just the drift). The difference, that is the mean drift induced by the multiplicative noise, is called the noise-induced drift. To summarize: effective drift ϭ (deterministic) drift ϩ noise-induced drift.
A simple coupled model
In this section we show how important rapid surface wind variability is to atmosphere-ocean coupling and how its effects can be modeled with multiplicative noise. Our approach is to extend the BB98 stochastic model by explicitly considering wind-induced heat flux anomalies in the context of a simple mixed layer model. Recall that BB98 assumed that the coupling coefficient b in their model included the dynamical atmospheric response to SST anomalies. In the following model derivation, coupling is only due to surface heat flux, so all model parameters are based on local coupling alone. However, in section 4 model parameters will be determined from observations and so might also implicitly include the effects of atmospheric dynamics.
a. The basic equations
Consider a one-dimensional thermodynamic model for the upper mixed layer ocean coupled to a onedimensional mixed layer atmosphere. The atmosphere is assumed to be a well-mixed and horizontally homogeneous layer with temperature T a and effective heat capacity ␥ a in contact with the underlying ocean, a wellmixed and horizontally homogeneous layer of constant depth with temperature T o and effective heat capacity ␥ o . For the sake of simplicity, all effects of horizontal advection, humidity, and salinity are ignored. Then local heat budget equations for AIRT T a and SST T o can be written as
where From here on, the equilibrium temperature terms will be included in a and o . The bulk formula for the heat flux f is
where ␤ is a parameter that depends upon the bulk transfer coefficients and the inverse Bowen ratio (ratio of latent to sensible heat flux). That is, we assume that the heat flux variability is only due to AIRT, SST, and wind speed variability. This is a reasonable approximation in our simple framework since cold season heat flux anomalies are strongly related to wind speed anomalies (e.g., Ronca and Battisti 1997; Alexander and Scott 1997) . It is not a perfect approximation, of course. In particular, we make the key simplifying assumption that the sensible and latent heat fluxes can be combined together into one term in the bulk heat flux equation [ (11)] (as, e.g., Frankignoul and Hasselmann 1977) , removing humidity as an explicit variable. Note that, for the uncoupled problem, SNA found that this simplification affected the results quantitatively but did not obscure the main points drawn from the derivation using (11); that is, the fundamental nature of multiplicative noise can be established from (11) since it contains the basic physics involved in local air-sea coupling.
FIG. 1. Solution of (7) (response with anomalous wind speeds; solid line) and (8) (response without anomalous wind speeds; dashed line) for | U | ϵ 1, |U|Ј ϵ 0.5, and ␦T o ϵ 1. It can be seen that with anomalous wind speeds ͗␦T ͘ decays slightly slower than in the case with the mean wind only. That is, in this particular case (linear system with linear multiplicative noise) the stochastic forcing effectively reduces the damping of the system.
b. Taylor expansion
A Taylor expansion of the right-hand sides of (9) and (10) with respect to T a ϭ T a ϩ TЈ a and
where (T a dimension)
and (T o dimension)
overbars represent means and primes represent anomalies, and O(TЈ 2 a , TЈ 2 o ) represents all higher-order terms in the Taylor's expansion. The derivation is further simplified by setting ␤ to a constant. In reality, ␤ depends somewhat on the air-sea temperature difference T o Ϫ T a (the stability) and the strength of the wind speed |U | (e.g., Large and Pond 1982) , but again SNA found that ignoring the dependence upon stability has some quantitative but little qualitative impact on the results. For constant ␤, F a and F o have only quadratic nonlinearities so that there are no higher-order terms in (12) and (13). Thus, there is no restriction on the magnitudes of the temperature anomalies.
The time mean of (12) and (13) produces
Subtracting (16) and (17) from (12) and (13) results in the coupled set of equations for the anomalous temperatures TЈ a and TЈ o :
Apart from anomalous external forcing, which for simplicity hereafter is assumed to be additive noise, perturbations in this simple model are only due to heat flux anomalies induced by either the mean wind or the ) from observations at OWS P. Note that wind speed anomalies are almost uncorrelated after 2-3 days and that the distribution is almost Gaussian.
anomalous wind. Typically, the ratio of daily averages of mean and anomalous wind speeds is only about 2 to 1 (e.g., Monahan 2006b). As a consequence, a scale analysis of the flux terms (SNA) shows that the terms depending upon the wind speed anomalies |U |Ј are too large to ignore.
We now assume that |U |Ј can be approximated by Gaussian white noise. This assumption is justifiable if |U |Ј varies much more rapidly than SST and AIRT and if it has a distribution that is nearly Gaussian. For example, at OWS P daily wind speed anomalies have a 1-day autocorrelation time scale ( Fig. 2a) and deviations from Gaussianity are relatively small (Fig. 2b) . However, while SST has an autocorrelation time scale of a few months, AIRT has only about a 3.5-day autocorrelation time scale so that, while the white noise approximation of wind speed is excellent compared to SST, it may be only fair compared to AIRT. This issue can be partly addressed by simply scaling the white noise amplitude by the square root of the wind speed time scale (Sardeshmukh et al. 2001) . Perhaps a better approximation of wind speed would be to represent it as red noise with a short decorrelation time, but this correction may be relatively minor for the values considered herein given a previous analysis of multiplicative red noise in a system similar to that discussed below (Sardeshmukh et al. 2003) .
Employing the Gaussian white noise assumption for wind speed and absorbing the mean forcing in the definition of the anomalies, (18) and (19) become stochastic differential equations (SDEs) that in matrix form are expressed as
with the 2 ϫ 2 matrices
͑22͒
The state vector is T ϭ (TЈ a , TЈ o ) T , and the mean SST-AIRT temperature difference is ⌸ ϭ T o Ϫ T a . Note that the absorption of the mean forcing in the definition of the anomalies is a simple stochastic renormalization procedure, which does not impact the dynamics of SST and AIRT variability. There are two sources of noise: the additive stochastic noise vector A ϭ ( has unit variance. The stochastic components are assumed to be independent, normalized Gaussian white noise processes.
Without multiplicative noise (B M ϵ 0), (20) is structurally equivalent to the system used by BB98, except they assumed no white noise forcing of SST. With multiplicative noise, the system can result in non-Gaussian PDFs of TЈ. However, if ⌸ ϵ 0, the multiplicative noise is symmetric about TЈ a ϭ TЈ o ϭ 0 and will only produce symmetric (not skewed) non-Gaussian distributions. That is, the ⌸ M T a terms in B M (TЈ), which represent additive noise that is correlated with the multiplicative noise, induce skewness. This is consistent with the mixed-layer single-column model results in SNA, where the skewness of SST anomalies was largely due to the mean AIRT -SST difference. On the other hand and unlike our bivariate model, their simple univariate theoretical model did not include T a explicitly, so it did not contain correlated additive and multiplicative noise components and consequently could not produce skewness.
Because a rapidly fluctuating quantity (|U |Ј) with a small but finite correlation time is approximated as white noise, (20) has to be treated as a Stratonovich SDE. As we have already heuristically explained in section 2, the multiplicative noise in a Stratonovich system induces a noise-induced drift. Here the corresponding
for the TЈ a component, and
for the TЈ o component. Noting that the atmospheric heat capacity is much smaller than oceanic heat capacity (i.e., ␥ a K ␥ o ) the second terms on the right-hand sides can be neglected:
for the TЈ a component and
for the TЈ a component. Figure 3 summarizes the distinction made above between air-sea interaction with mean wind only (upper panel) and air-sea interaction with mean and fluctuating winds (lower panel). The physical setups are shown on the left-hand sides of each panel, while the equivalent mathematical relations are depicted on the panel's right-hand sides. In both cases (upper and lower panels) the oceanic and atmospheric temperatures are radiatively damped. When only the mean wind drives heat flux (upper panel), the heat flux coupling is Ϯ␤(T o Ϫ T a )| U | and the evolution of SST and AIRT is given by the deterministic drift matrix A with parameters Ϫa, b, c, Ϫd. This is depicted by the corresponding arrows: Ϫa damps the atmosphere, b is the oceanic forcing of the atmosphere, c is the atmospheric forcing of the ocean, and Ϫd damps the ocean. When the heat flux is instead due to both the mean and fluctuating winds, the predictable evolution of atmosphere-ocean temperatures is given by the effective drift matrix:
͑27͒
That is, the multiplicative noise results in a noiseinduced drift [see (25) and (26)] that effectively decreases the amplitudes of the damping and coupling parameters, altering the predictable dynamics of airsea interaction. In particular, multiplicative noise leads to effectively reduced damping through its effect on ã and d , yet simultaneously effectively weakens air-sea coupling and thus weakens the (coupling induced) reduced thermal damping proposed by BB98. Very strong multiplicative noise could even, in principle, cause a change in sign of the coefficients of Ã, as long as the system is not destabilized for long periods of time. In effect, rapid fluctuations in wind speed act to somewhat insulate the atmosphere and ocean from each other.
Parameter estimation from observations
To gauge the effect of multiplicative noise on atmosphere-ocean coupling, we next estimate the parameters of the simple coupled model [(20) ] from ocean weather station data. Of all the ocean weather stations, OWS P may be best suited for this purpose (Hall and Manabe 1997; Sura et al. 2006) . It has a long highquality record, the El Niño-Southern Oscillation (ENSO) signal is relatively weak there (e.g., Alexander et al. 2002) and it is located far from strong currents. We will, therefore, in the following provide a detailed discussion of OWS P (see Table 1 ) as our "prototype" for midlatitude, wintertime atmosphere-ocean coupling. A brief discussion of results from shorter-record stations is presented at the end of this section.
a. Data
Daily SST and AIRT anomalies were determined as follows. First, daily averages were calculated from the raw 3-hourly data. Then the climatological monthly averages were estimated. A daily climatology was constructed by linear interpolation using these monthly averages as base points. Finally, daily anomalies were calculated by subtracting the daily climatology from the mean daily values.
SNA have already shown that SST variability is best described by a stochastic model of surface heat fluxes during the extended wintertime (November-April) since the anomalous mixed-layer temperature (SST) tendency is predominantly due to the net turbulent heat A schematic drawing to illustrate the physics/mathematics of our coupled model. We focus on the distinction between (top) air-sea interaction with mean wind only and (bottom) air-sea interaction with mean and fluctuating winds. The physical setups are shown on the left-hand sides of each panel, while the equivalent mathematical relations are depicted on the panel's right-hand sides. In the case with only the mean wind the evolution of atmosphere-ocean temperatures, given by the deterministic drift matrix with parameters Ϫa, b, c, Ϫd, is visualized by the corresponding arrows: Ϫa damps the atmosphere, b is the oceanic forcing of the atmosphere, c is the atmospheric forcing of the ocean, and Ϫd damps the ocean. Most important, note that in the case where the heat flux is due to the mean and fluctuating winds, the evolution of atmosphere-ocean temperatures, given by the effective drift matrix with parameters
is altered by the noise-induced drift. The noise effectively decreases the absolute values of the damping and coupling parameters, altering the dynamics of air-sea interaction. See section 3 for a detailed discussion.
flux anomalies and not to changes in the mixed layer depth (Alexander and Penland 1996; Sura et al. 2006) . Also, radiative flux anomalies have only a minor impact during the cold season (Park et al. 2005; Frankignoul and Kestenare 2002) . Therefore, the following analysis is restricted to the extended winter season.
b. Parameter estimation
The most general expression of a bivariate SDE that governs the evolution of AIRT and SST anomalies is Fig. 4 shows the drift is nearly linear, suggesting that the linear approximation of (20) and (27) [and earlier used by Barsugli and Battisti (1998)] is a good approximation of the real system; that is, A(TЈ) Ϸ ATЈ. Thus, we recalculated the linear effective drift matrix for OWS P, which is The method used to estimate the multiplicative noise matrix BB T is similar to that used to estimate the drift. However, as noted in the appendix, estimation of the former is more prone to error. The most practical way to detect the systematic error made by using a finite time step is to examine the results to changing ⌬t (Sura and Barsugli 2002) . Unfortunately, because the components of BB T vary over more than two orders of magnitude, only the largest component (BB T ) 11 , shown in Fig. 4c , can be determined with confidence. Even then, there is some uncertainty in an overall constant; that is, the gradient of (BB T ) 11 (which represents the multiplicative noise) is much less sensitive to varying ⌬t than is the vertical offset (which represents the additive noise), a result consistent with the findings in Sura and Barsugli (2002) . This uncertainty in the nonparametric estimation of the vertical offset [(A6)] can be overcome by instead determining the additive noise from the fluctuation-dissipation relation, which requires the noise to reproduce the observed covariance structure [see (35) below]. As a caveat, note that all stochastic parameters determined using the above method are meant to be rough estimates, having uncertainties up to a factor of 2. However, the results shown below are reasonably robust to factor of 2 variations in the parameters, suggesting that this analysis captures the basic underlying stochastic physics.
Recall that in the simple model of section 3, (BB M ␤/␥ a ) 2 can be estimated from the gradient in Fig. 4c . Next, the ratio ␥ a /␥ o is given by the ratio c/b [see (27) 
2 . This procedure results in the following estimates:
As determined in this manner, ␥ a /␥ o is identical to that used by BB98, where it was determined as the ratio of the heat capacities of a dry tropospheric column and oceanic mixed layer with depth of about 50 m. The actual mixed layer depth at OWS P during winter is larger by about a factor of 2, but given the limitations of our simple model (e.g., the effective heat capacity of the atmospheric column could be greater due to effects of moisture content and atmospheric heat transport processes ignored here) ␥ a /␥ o seems of reasonable value. The other parameters are consistent with typical values of ␤ and wind speed variability at OWS P. From (22), the covariance of the multiplicative noise is then
Ϫ0.024 0.0012
Given the multiplicative noise, the additive noise required to reproduce the observed covariance structure can now be calculated from the fluctuation-dissipation relation (see appendix),
where C 0 is the data's covariance matrix at lag zero, yielding ͪ .
͑36͒
Note that the multiplicative noise comprises about onethird of the overall atmospheric noise forcing but is an almost negligible component of SST noise forcing. Also, while the pure additive noises of SST and AIRT have a 0.4 correlation, SST and AIRT multiplicative noises are anticorrelated so that overall SST and AIRT noises have only a 0.2 correlation. Finally, the deterministic drift is calculated as the difference between the effective drift [ (29) ͪ .
͑37͒
Comparison of A and Ã suggests that the noise-induced drift reduces the effective coupling by roughly onethird and decreases the effective damping by roughly 10% for SST and 20% for AIRT.
c. Testing the multiplicative white noise model
We next test if the two assumptions of linear dynamics and the white noise approximation made in (20) are consistent with the data from OWS P. For any observation TЈ obs (t) the effective drift ÃTЈ obs (t) estimated from data can be used to calculate a forward time step ⌬t: TЈ(t ϩ ⌬t) ϭ ÃTЈ obs (t)⌬t ϩ TЈ obs (t). If the white noise assumption is correct the residual r ϵ TЈ obs ͑t ϩ ⌬t͒ Ϫ T͑t ϩ ⌬t͒ ͑38͒
should equal the white noise terms in (20). Autocorrelation functions and PDFs of the residual are shown in Fig. 5 . For both AIRT and SST anomalies the autocorrelations are close to zero after one time step of 1 day.
That is, the residuals are practically uncorrelated on the resolved time scale, consistent with the white noise approximation. Moreover, the PDFs of the residuals are non-Gaussian, indicating that multiplicative white noise is essential to represent the noise in the coupled system. In particular, the PDF of the SST residual is very close to an exponential distribution (straight line in logarithmic plot) and thus highly non-Gaussian (discussed in more detail in SNA). On the other hand, the PDF of the AIRT residual is closer to a Gaussian, but still shows a heavy non-Gaussian tail for negative residuals. Not only are the residuals uncorrelated after a day, but there is also no significant long range correlation in Fig. 5a , confirming that the linear model of local air-sea interaction is a good approximation of the observed coupled thermodynamics at OWS P. Note, however, that the assumption of additive Gaussian white noise made in the BB98 model (and also, e.g., Mosedale et al. 2005 ) appears invalid.
d. Probability density functions
As a hard test of our simple coupled multiplicative noise model, we next examine if it reproduces the observed joint PDF of AIRT and SST anomalies at OWS P. Deviations from Gaussianity of PDFs can shed light on the underlying dynamics of stochastic systems (e.g., Peinke et al. 2004; Sura et al. 2005) . A parametric method is used to calculate the joint PDFs of observed (and modeled) AIRT and SST anomalies in which the parameters of a "skew-t" distribution are determined by a maximum likelihood estimate (MLE). The skew-t distribution, a skewed and kurtosed alternative to the normal distribution, is used because it is capable of adapting very closely to skewed and heavy-tailed data (Azzalini and Capitanio 2003; Jones and Faddy 2003; Azzalini 2005; R Development Core Team 2006) . By comparing a simple histogram to the skew-t estimate, SNA showed that the skew-t distribution excellently represents the marginal PDF of observed SST anomalies. Similarly, for the joint PDFs the skew-t distribution captures the structure of the 2D histograms very well (not shown).
The joint PDF anomalies (deviations from Gaussianity) of our simple model are shown in Fig. 6a , whereas the observed joint PDF anomalies are shown in Fig. 6b . Here we normalized the anomaly time series to have zero means and unit variances to make the comparison of the PDFs easier to view.
The basic non-Gaussian structures and their amplitudes are the same in both the model and the observations. The joint PDF is stronger than Gaussian around the origin, has weak flanks on both sides of the peak (weaker for negative AIRT anomalies than for positive ones), and has heavy tails (not well seen here because of the contour levels used). The maxima of both the modeled and observed PDF anomalies lie shifted into the positive AIRT plane, consistent with the effect of the mean air Ϫ sea temperature difference in the multiplicative noise. These results are reasonably robust, to factor of 2 variations in the parameters (30)-(33). The main difference between the model and observations is in the positive AIRT half-plane, where there is a slight mismatch of the PDF anomaly's orientation and amplitude. This mismatch may be due to the simplicity of the model; for example, the stability dependence of the bulk flux parameter ␤ was neglected, but in reality the value should be different for T a Ͼ T o and T a Ͻ T o [e.g., Large and Pond (1982) ; see also the discussion of the model results in SNA]. Still, given the simplicity of the model the agreement of the simulated and observed joint PDFs in Fig. 6 is remarkably good. The main point is that the effective deterministic drift of our model is linear and that parameterizing state-dependent rapidly varying heat flux with multiplicative noise can explain the observed non-Gaussian statistics.
e. Spectra
The impact of multiplicative noise upon the variability of AIRT and SST anomalies is demonstrated by numerically integrating two different coupled stochastic models with and without multiplicative noise. To do so, we integrate (20) forwards for 10 6 days (the "multiplicative noise model") and then repeat the calculations by removing all multiplicative noise terms (the "additive noise model"). The crucial difference is that, while both model runs have the same deterministic dynamics, the additive noise model does not have the noiseinduced drift. In addition, the overall variance of modeled anomalous AIRT and SST variability is reduced in the additive noise model because the strength of the noise forcing itself is reduced. More precisely, the observed covariance structure of AIRT and SST variability is not conserved in the additive noise model. This experiment visualizes the bias that one might observe, for example, in the extreme case of a coupled model failing to reproduce rapidly decorrelating (in time) sea surface winds.
The spectra for this set of model runs are shown in Fig. 7 , for AIRT (top) and SST (bottom). The spectra of the additive noise model are indicated by the dashed lines, and the spectra of the full multiplicative noise model are indicated by the solid lines. Consistent with the amplitude of the noise-induced drift found in section 4b, the removal of the multiplicative noise has a much larger impact on the AIRT spectrum than the SST spectrum. AIRT variance decreases by about 35%, with most of this impact evident on the subseasonal time scale where variance decreases by about 45% and the peak in the spectrum shifts to shorter periods. Conversely, the effect of multiplicative noise is much less on periods of months to years. That is, the multiplicative noise has an impact not just on the overall variance but also on the shape of the power spectrum, leading to relatively more subseasonal variability.
Multiplicative noise has two effects upon SST, leading to the change between the two curves in Fig. 7b . First, the noise-induced drift weakens the effective damping of SST and thus acts to increase SST variance. If only this effect is removed, SST variance is reduced by about 10% (not shown) in the additive noise model, consistent with the results in SNA. However, removing multiplicative noise also reduces AIRT variance, so consequently the forcing of SST by the atmosphere is reduced. Note that the red noise structure of the SST spectrum is not visibly altered by the multiplicative noise.
f. Other ocean weather stations
We repeated the analysis performed upon OWS P for two other stations with shorter data records: OWS N in the North Pacific and OWS K in the North Atlantic (see Table 1 for the exact locations). These stations are both in midlatitudes far away from strong currents. Therefore, we expect to see rather similar characteristics at OWSs P, N, and K.
The observed joint PDFs at OWSs K and N are shown on the left-hand sides of Figs. 8a and 8b. The joint PDF at OWS K (Fig. 8a, left-hand side) is, indeed, similar to the PDF observed at OWS P (Fig. 6b) , albeit with the SSTs slightly more kurtosed and skewed. The joint PDF at OWS N (Fig. 8b , left-hand side) also shows a similar structure, but the deviation from Gaussianity is notably rotated so that the non-Gaussianity is much stronger in the direction of the SST axis (consistent with the marginal SST PDFs shown in SNA).
The modeled joint PDFs at OWSs K and N are shown on the right-hand sides of Figs. 8a and 8b. The simple stochastic model reproduces the joint PDF at OWS K relatively well (Fig. 8a) , including the slight rotation of the PDF relative to OWS P. In fact, all of the parameters at OWS K are broadly similar to the parameters determined at OWS P. At OWS N the model reproduces the basic structure, but captures only some of the rotation of the observed PDF (Fig. 8b ). In the model, such clockwise rotation of the PDF anomaly occurs because of an increase in the estimated ␥ a /␥ o (Ϸ0.2 at OWS N), which results in relatively more multiplicative noise forcing of SST [e.g., in (19) ]. Although the failure of the model to completely reproduce the OWS N PDF might be due to the difficulty of estimating parameters from the shorter data record, it seems more likely be a result of a deficiency of the model itself. Notably, the model combines latent and sensible heat fluxes together using the Bowen ratio formulation and then parameterizes the heat flux solely as a function of the air Ϫ sea temperature difference. Strictly speaking, however, the latent heat flux is a function of the dewpoint as well. Since OWS N is farther south than OWSs P and K, the latent heat flux there is relatively more important (e.g., Alexander and Scott 1997) and may need to be treated separately (to account for the Clausius-Clapyeron effect) rather than combined with sensible heat flux as in our model. Also, recall that the skew in this model is due to the mean stability parameter ⌸, which determines the amount of additive noise correlated with the multiplicative noise in B M (TЈ). For the latent heat flux, the relevant parameter is instead the difference between the mean SST and mean dewpoint temperature. This difference is twice as large at OWS N as at OWS P, so the fraction of correlated additive noise might be underestimated by a model that focuses on the mean AIRT Ϫ SST difference alone. Other physical processes not considered in our simple model that result in more correlated additive noise might also be particularly important at this location.
The key point, however, is that the multiplicative noise physics and the related non-Gaussianity at OWS P are not unique but also appear relevant at other midlatitude stations. This adds confidence to the ability of the model to capture the basic mechanism through which rapid wind variability impacts air-sea thermal coupling.
Summary and conclusions
In this paper we investigated how air-sea thermal coupling is impacted by the presence of rapidly varying surface winds, an effect generally ignored in past studies. By representing the rapidly varying winds as white noise within a bulk formulation of surface turbulent heat fluxes, an equation for the coupled AIRT-SST system is derived that notably includes a stochastic process depending upon the atmospheric and oceanic ther- mal anomalies themselves. This state-dependent, or multiplicative, noise alters the predictable dynamics of atmosphere-ocean coupling because it induces an additional heat flux term, the noise-induced drift, that acts to effectively weaken coupling but also to effectively weaken dissipation. For example, at OWS P the noiseinduced drift results in about a one-third decrease of the effective coupling parameters and about a 10%-20% decrease of the effective damping parameters. In general, the effect of reduced thermal damping is weakened by noise in the coupling coefficients, one possible reason why the empirically determined effective coupling parameters for all three ocean weather stations are much weaker than those used by BB98. Thus, while multiplicative noise acts to increase the persistence of SST and AIRT anomalies by reducing the damping of each, it simultaneously acts to decrease the persistence by weakening the air-sea coupling.
Our analysis has focused on how rapid wind variability alone results in multiplicative noise in the surface heat flux. Our model is quite simple and, in particular, does not include any possible dynamical response of the atmosphere to SST anomalies (e.g., Neelin and Weng 1999) , especially in the surface wind variability itself. 
APPENDIX

Stochastic Dynamics in a Nutshell
This appendix reviews a few basic ideas of stochastic dynamics used in this paper. More comprehensive treatments may be found in many textbooks (e.g., Gardiner 2004; Horsthemke and Léfèver 1984; Paul and Baschnagel 1999) .
Consider the dynamics of an n-dimensional system whose state vector x is governed by the stochastic differential equation (SDE):
where the vector A represents all slow (deterministic) processes and B(x), with the matrix B and the noise vector , represents the stochastic approximation to the fast nonlinear processes. The stochastic components i are assumed to be independent Gaussian white noise processes:
͗ i ͑t͒͘ ϭ 0, ͗ i ͑t͒ i ͑tЈ͒͘ ϭ ␦͑t Ϫ tЈ͒,
͑A2͒
where ͗ · · ·͘ denotes the averaging operator. describes the conservation of the probability density p(x, t) of the system described by the SDE (A1). Two different values of ␣ yield two physically important stochastic calculi: the Itô (␣ ϭ 0) and the Stratonovich calculus (␣ ϭ 1/2). On the right-hand side, the first term within square brackets describes the dynamics of the deterministic system and is called the deterministic drift. The second term within square brackets, which does not occur in Itô systems (␣ ϭ 0), is called the noise-induced drift. The remaining term is associated with the diffusion of the probability density by noise. For a detailed discussion of stochastic integration and the differences between Itô and Stratonovich SDEs see for example Horsthemke and Léfèver (1984) , Gardiner (2004 ), or Penland (1996 . The key point here is that the Stratonovich calculus is relevant for continuous physical systems, such as the atmosphere, in which rapidly fluctuating quantities with small but finite correlation times are approximated as white noise. Thus, simplified stochastic models constructed from atmospheric dynamical equations may assume Stratonovich calculus. However, if instead a stochastic model is indirectly estimated from observed discrete data, then the inferred drift will be the sum of the deterministic and the noise-induced drifts. In this case using the Itô framework may be preferable, where now A(x) represents not just the deterministic drift but rather this sum, or the "effective drift".
Equations for This equation is known as the fluctuation-dissipation relation (FDR) of the system (see, e.g., Penland and Matrosova 1994) .
In principle, the deterministic and stochastic parts of (A3) can be determined from data by using their statistical definitions (Siegert et al. 1998; Friedrich et al. 2000; Gradišek et al. 2000; Sura and Barsugli 2002; Sura 2003; Sura and Gille 2003; Sura et al. 2006) : 
͑A6͒
where X(t ϩ ⌬t) is a solution (a single stochastic realization) of the SDE [(A1)] with the initial condition X(t) ϭ x at time t. The data define a state space representing every observed value of x. The effective drift and stochastic diffusion are estimated by replacing the theoretical limit ⌬t → 0 with a finite difference approximation. In practice, estimating B(x)B T (x) from discretely sampled data is prone to error because Taylor expansions of stochastic terms are proportional to ͌⌬t and not proportional to ⌬t as are the deterministic terms (e.g., Sura and Barsugli 2002; Sura 2003) . Note that B(x)B T (x) rather than B(x) is estimated from data. In general it is impossible to find a unique expression for B(x) in the multivariate case (e.g., Monahan 2004) .
When A and B are known, analytical solutions of the Fokker-Planck equation [(A3)] for p(x, t) can only be found in limited cases. For more general cases, numerical methods must be used. To interpret the results of the Fokker-Planck equation, numerical integrations of the SDE [(A1)] can also be performed.
