










NORMAN MORRISON, Ph. D. 
Chief Scientist, Harris-Intertype Corporation 
Printing Equipment Research Center 
McGRAW-HILL BOOK COMPANY New York St Louis 
San Francisco London Sydney Toronto Mexico Panama 
INTRODUCTION TO SEQUENTIAL SMOOTHING AND 
PREDICTION . 
Copyright © 1969 by McGraw-Hill, Inc. All Rights Reserved. 
Printed in the United States of America. No part of this publication 
may be reproduced, stored in a retrieval system, or transmitted, 
in any form or by any means, electronic, mechanical, photocopying, 
recording, or otherwise, without the prior written permission of the 
publisher. Library of Congress Catalog Card Number 69-17187 
43182 
1234567890 MAMM 754321069 
TO THE MEMORY OF MY FATHER 
BENZION MORRISON 
TO WHOM I OWE SO MUCH 

PREFACE 
Our objective has been to provide, in a systematic tutorial way, an intro-
duction to the field of sequential smoothing and prediction of numerical 
data. The areas of application lie almost anywhere that digital computers 
are in operation — data analysis, process control, operations research, missile 
guidance, satellite work and astronautics being but a few examples. 
Our ai5proach has been to assume that the quantities we are attempting to 
estimate are deterministic functions which have been observed or measured 
in the presence of additive random errors. The estimation of random 
variables is beyond the scope of this book although there is, of course, a very 
strong connection between the two areas. In our final chapter we touch 
very briefly on this problem. Nor are we concerned with the theory of 
numerical filtering in the frequency-domain.t 
The book commences with a review of necessary background material. 
This extends over the first six chapters and covers the essentials of numerical 
analysis, differential equations, perturbation methods, probability and statis-
tics and some basic ideas from estimation theory. Thereafter, the main 
contents are presented in three parts, entitled Fixed-Memory Filtering, 
Expanding-Memory Filtering and Fading-Memory Filtering. This division is 
a very natural one and provides an extremely systematic way in which to 
develop the ideas and techniques involved. 
We do not claim completeness in any of the areas discussed, nor do we 
claim rigor. The author is an engineer, trained as one by engineers and by 
tSee e.g. Kuo, F. and Kaiser, J. F., "System Analysis by Digital Computer," John Wiley & Sons, 
New York, 1966, Chapter 7. 
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applied mathematicians. Correctness and ease of understanding is what have 
been sought throughout and, above all, the needs of the reader entering this 
field for the first time, have been constantly kept in mind. 
There are actually two, essentially separable books, entwined in this 
volume. As a first reading, one could omit Chapters 8, 10, 11, 12, 14 and 
15. The material in Chapters 1 through 7, 9 and 13 forms a consistent 
introduction and covers the very basic area of polynomial estimators. The 
second reading could then include the slightly more advanced material in 
the remaining chapters, in which the ideas of polynomial estimation are 
generalized and extended to cover the area of state estimation of deterministic 
processes governed by arbitrary differential equations. 
Concerning the background expected of the reader, we assume that he is 
familiar with the material presented in a first course on linear algebra, and in 
a first course on probability or statistics. A review is given, in Chapter 5, of 
the necessary techniques in the latter, areas, but we do not formally review 
matrix theory in any one place, although from time to time helpful comments 
are inserted. Heavy use is made of matrix notation throughout the book, 
since any other approach would be utterly hopeless. However, the depth of 
proficiency called for in the area of matrix theory is very slight, knowledge 
being assumed in only the following areas: solvability of sets of linear 
equations, rank of a set of vectors and of a matrix, eigenvalues of a real 
symmetric matrix, quadratic forms, positive-definite and positive semidefinite 
matrices and congruence transformations. 
Every attempt has been made to keep the symbol. usage as simple as 
possible. This is perhaps not always accomplished, but it is hoped, at least, 
that consistency is maintained. A small mental investment on the part of 
the reader will be called for in this regard. 
We have numbered every equation, whether it is to be referenced or not. 
The symbol (3.2.5) refers to Chapter 3, Section 2, Equation 5. Likewise, 
the symbol [9.5] refers to the fifth reference cited at the end of the ninth 
chapter. 
The ideas presented in this book should perhaps best be thought of as the 
primary colors on an artist's palette — the onus is on the user to blend them 
correctly, in order to achieve the desired end-result. If we succeed in taking 
the reader along the first few steps of what is already a very old field — Gauss 
would have found very little new in this volume — then we will have 
accomplished our purpose. 
N. Morrison 
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This book is divided into four parts. The first of these extends over 
Chapters 1 through 6, and is devoted to a presentation of background 
material. It constitutes the basis on which all of our subsequent discussion 
on smoothing and prediction will depend. 
Great care has been taken, wherever possible, to ensure that redundant 
material be left out, and only what was felt to be absolutely essential has 
been included. As a result, almost every equation that we develop in Part 
1 will be applied in the later parts of the book. 

INTRODUCTION 
Throughout this book we are primarily concerned with the estimation of 
deterministic functions of the real variable t, which is essentially the time 
variable. Of course t could be regarded in any other way and the resulting 
estimation procedures would still be valid in that context. However, since 
time is what we have in mind, we deliberately refrain from assuming that the 
entire t-axis is available to us at every stage. Rather, we shall assume that 
there exists a point called the present, which moves along the t-axis in a 
positively increasing direction, and only points to the left of the present, 
namely the past, are accessible to us. Points to the right of the present are 
the future, and become available only at the real-time rate at which the 
present moves along the t-axis and uncovers them. 
The functions, whose estimation we shall concern ourselves with, are 
supposed to be generated by what we term a process. Examples of processes 
are chemical reactions, bodies moving under the action of a force — in fact 
any system which is governed by a differential equation, whether linear or 
nonlinear. By assumption, the functions of interest will be continuous for 
all t, but we do not assume that their form is known. Instead we will 
suppose that we have some prior knowledge about the process, which enables 
us to construct a model of it, defined by a differential equation. 
Under ideal conditions the model will be identical to the true process, 
but in practice it is usually an approximation to it. The approximations may 
be either deliberate, in order to reduce the complexity of the equations, or 
else forced on us, by virtue of our inability to understand the true process 
completely. Estimation errors will arise because of discrepancies between 
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the model and the process, and we will consider these errors in greater 
detail in our discussion. 
Three successively more general types of model equations will be con-
sidered. Let X (t) be a vector of functions,t i.e. 
X( t) 












dt m  
Then we write the three classes of differential equations as 
= AX (t) 	 (1.3) 
A(t)X(t) 	 (1.4) 









The vector X(t) is called the state-vector of the model and its components 
are known as the state-variables. In (1.3) X (t)t is seen to be related to X (t) 
tOur matrix and vector subscripts start from 0 and not from 1. This slight deviation from custo-
mary usage was motivated by the fact that derivatives start from the zeroth, degrees of polynomials 
start from zero and factorials start naturally from zero. These items appear frequently in the material 
to come, and forced on us the decision to start our matrix and vector subscripts from zero as well. 
We shall use the notation X ( t) and ( d/dt) X ( t) interchangeably. 
INTRODUCTION 5 
by a linear transformation, defined by the constant matrix A. Such a system 
is accordingly called a constant-coefficient linear differential equation. 
In (1.4) we have the general form of the time-varying linear differential 
equation in which X (t) is a linear transformation on X( t), with the transfor-
mation matrix A (t) having time-varying components. 
In (1.5) X (t) is shown related to X (t) by a vector of functions of the form 
	
(t) = fo [x0 (t), x i (t), 	,x m (t), t]  
x i (t) = f i [x 0 (t), x i (t), 	, x.(t), t] 
(1.6) 
.(t) = frn [x o (t), x i (t), 	, x.(t),t] 
where each of the functions 10 , f i , • • • , fm  is a possibly nonlinear function of 
the vector X (t) and possibly of t as well. Equation (1.5) is thus the general 
form of a nonlinear differential equation. 
If we assume that initial conditions are specified by a vector of deter-
ministic numbers, then it is clear that in all of the above three cases X (t) will 
be a deterministic vector-function of time, and it is essentially with such 
models that we are concerned. However, in the final chapter we will consider 
very briefly the situation where X (t) is governed by a differential equation of 
the form 
X(t) = A(t)X(t) + U(t) 	 (1.7) 
in which U(t) is a vector of white random variables. This clearly makes X (t) a 
vector of random variables and so, strictly speaking, the estimation of such a 
vector is beyond our scope. However the brief treatment given in Chapter 
15 is included because it throws further light on the algorithms developed in 
the earlier chapters. 
Given that a process is modelled by one of the three differential equations 
in (1.3), (1.4) or (1.5), there still exists an infinity of possible trajectories 
along which .the state-vector X (t) might be evolving. Without a set of initial 
conditions, and we assume that this is not explicitly available, it is not known 
which trajectory is the one currently being generated. We accordingly require 
some further information in order to enable us to narrow down our choice 
and to select a . trajectory as being the one along which we believe the process 
to be evolving. 
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This further information is provided us by one or more measuring instru-
ments, assumed to be at our disposal. These enable us to observe the process, 
and they provide us with vectors of observations which, under ideal condi-
tions, are linear or possibly nonlinear transformations on some or all of the 
state-variables. In practice however, the measuring instruments introduce 
errors which are assumed to be additive. 
Thus, letting X (t.) be the vector of model state-variables at t = to and 
letting Y. be the vector of observations obtained at that tirne,t we consider 
three successively more general observation schemes: 
Y n = MX (t n) + Nn 	 (1.8) 
Y n = Mn X (t n) + Nn 	 (1.9) 
	
Y = G 	[X (tn ), tn] + N 	 (1.10) 
In (1.8) we show Y n as being equal to a constant linear transformation on 
X (tn ), as defined by the matrix M, plus a vector of errors symbolized by Nn . 
In (1.9) Y. is related to X (t.) by the time-varying linear transformation Mn , 
plus an error vector Nn. Finally in (1.10) the vector Y n is related to X (t.) by 
a system of nonlinear equations in which both the elements of X(t.) and 
possibly t o as well constitute the independent variables. 
An example would be the following. Let the state-variables of the model 
be the position and velocity, in Cartesian coordinates, of a body in straight 
line motion. Then its differential equation will be 
xo (0\ 	/0 ooloo\ I xo (t)\ 
x (t) 0 0 0 0 1 0 	x 1 (t) 
d X 2 (t) 	0 0 0 0 0 1 x2 (t) 
dt xo (t) 0 0 0 0 0 0 	xo (t) 
x l ( t) 	0 0 0 0 0 0 z 1 (t) 
).C 2 (t) \0 0 0 0 0 0/ V.C 2 (0/ 
which is of the form of (1.3). Also, let Y . be the vector of observations made 
directly on the position coordinates of the body. Then the observation 
relation would be 























x o (tn)\ 
x i (tn) 
x 2 (tn
)io (tn  
x i (tn) 






which is of the form of (1.8). 
Alternatively, let Yn be the observations obtained by a radar, located at 
the Cartesian origin, of the range, azimuth and elevation of the body. Then 
the observation relation would be 







2 ) 1/2 
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which is of the form of (1.10). 
The primary purpose of this book is to show how the theory of differential 
equations (introduced through the model) can be combined with techniques 
from estimation theory ( introduced through the observations), so that one 
trajectory of the possible infinity, referred to previously, can be selected. 
Criteria will be set up so that the selection process is best in some clearly 
defined sense. It will be the basic task, in each of the chapters from Chapter 
7 on, to derive the algorithm which, based on a model and a set of observa-
tions, will select the trajectory which best satisfies the chosen criterion. 
In addition to setting up the algorithms, we will also study the errors in 
the estimate, i.e., in the selected trajectory. The errors which we consider 
will be seen to arise from two sources — errors in the model and errors in the 
observations. The former give rise, in the estimate, to what are termed the 
systematic or bias errors, and the latter to what we call the random errors. 
rrhe symbol ** will be used to signify the end of an example or the completion of a proof 
(theorems, lemmas, etc.). 
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The observations are assumed to be streaming in to a computer, whose 
function it is to accept and store them and to operate on them in order to 
arrive at a vector of numbers which constitutes an estimate of the process 
state-vector. These numerical values then stream out of the computer and 
serve as the most up-to-date estimates of the trajectory currently under way. 
As successive observations arrive, the algorithm will possibly modify the 
selected trajectory. 
We will examine in detail three classes of smoothing procedures. The 
first will be the Fixed-Memory Filters in which the trajectory is always 
chosen on the basis of observations taken over a fixed time-interval into the 
past. The Expanding-Memory Filters, on the other hand, base their current 
estimates on all observations made up to the present, and as time moves 
forward, this is naturally an expanding set. Finally the Fading-Memory 
Filters perform their trajectory selection on the basis of all observations 
made up to the present, but a stress-factor is applied so that the older or 
staler an observation becomes, the less influence it exerts on the current 
estimate. 
In addition to setting up algorithms and studying their error properties, 
we will also concern ourselves with some of the important practical problems, • 
such as computer memory-space requirements, the amount of computation 
needed to execute the algorithms, numerical difficulties that can be expected, 
etc. It will emerge that each of the three classes of filters to be discussed has 
its own set of properties in respect to errors, memory-space and computa-
tional details. Depending upon the specific situation the user must then 
select the best compromise. There is no perfect filtering algorithm for use 
in all cases. 
The output of a filter is a vector which we shall always show with a star, 
e.g. r, and the star should be immediately associated with the word "esti-
mate." It is also necessary that we append two subscripts to X*, the first 
to designate the time-instant at which this vector estimate applies, and the 
second to show the time-instant of the most recent observation on which 
the estimate is based. Thus, suppose X* is an estimate of X (tp) and let it 
be based on observations up to and including those made at t . Then we 
show it as 
q* 
X*P 	We will, on occasions, refer to t as the validity instant,  
meaning of course the instant for which this estimate of the true state-
vector is valid. The instant t q should be thought of as the "most recent 
observation" instant. 
We distinguish three cases. If tp > t q then Xp* is called a prediction and 
the algorithm producing it is called a predictor. if t 	t 	
4 
, then X* is said 
13 , 
to be an updated estimate, and finally if tp < tq, then we say that we are 
retrodicting and X: q is called a retrodiction. 
s* n,n (1.17) 
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Many of the algorithms to be developed put out predictions of the state-
vector which are valid for the time at which the next observation vector is to 
be made. Such an estimate is written + 1 n 
	
X* 	and is called a 1-step prediction. n , 
We shall frequently use the term 1-step predictor, by which we mean an 
algorithm which is putting out, on successive cycles, the sequence of vectors 
X* X* 	
• • n - 1, n - 2' n, n - n + 1,n' • 
Other words which we shall use are filter and estimator, in addition to or 
in place of the word algorithm. The word filter is intended, as in electrical 
engineering, to convey the ideal of a wanted component (the true process) 
being allowed to pass, with an unwanted component (the observation errors) 
being retarded and diminished. An estimator accepts information in the 
presence of errors and estimates the values of certain quantities or parameters. 
The word smoother, in use in the literature, essentially coincides with the 
word filtent 
Our algorithms will accomplish various combinations of the above ideas. 
Thus we might develop an algorithm which puts out smoothed 1-step pre-
dictions of position and velocity together with estimates of a parameter in 
the process, based on observations of position. It will be an estimator, a 
predictor and a smoother. - 
In addition to obtaining Xp*,,, it will frequently be the case that our 
algorithm also puts out estimates of the statistics of X: 4 . These will be in 
the form of its covariance matrix, a topic which we shall discuss in greater 
detail in Chapter 5. The covariance matrix of nq will be written Sp* 4. 
Along with the two subscripts discussed above, it will also frequently be 
necessary to show the matrix subscripts. Thus 
X* n,n (1.16) 
shows that the updated estimate X n* n has two components (xt)n,n and (A) 
n, n . 
Likewise its covariance matrix would be 
tone convention, sometimes adopted, is as follows. Let X 4:„ q be the output of an algorithm. 
Then if p < q, we are smoothing, if p = q, we are filtering and if p > qwe are predicting. We shall 
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showing the four components (so, 	(Rt 	(R o,„,„5 and (4,1),.. Observe 
that the matrix subscripts are inside the matrix brackets and the time 
subscripts are outside. 
The letter n will be reserved exclusively for use as the general form of the 
time-ordering subscript. Thus the sequence of observations 
Y1' Y2' • • • ' Yn - 1' Yn' • " 
has as its general term y n whose predecessor is y n _ 1 and whose successor 
will be y. 1. Likewise the general term of a one-step predictor will be 
+ 1,n 	 n X * whose predecessor was X* . n - 1 . The general term of an updated 
estimator is r with successor - X* n,n 	 n + 1, n + 1• 
On occasions we shall be forced to modify the double subscript notation 
very slightly and to write X to tn , by which we of course mean a C -second 
prediction. 
The above notation will be used repeatedly and will be frequently rede-
fined in the earlier chapters as we add to it. The reader should have no 
trouble becoming familiar with it and, like any system of notation, it is 
not perfect, having both advantages and drawbacks. However, we have 
striven for consistency, and with a little patience the symbolism should 
soon become easily understood. 
In Figure 1.1 we display, in flow-chart form, the essential contents of the 
book, as contained in Chapters 6 through 15. As the development progresses, 
the reader should refer back to the chart, where he will be able to identify 
the titles and symbols appearing in each of the blocks. The chart is useful in 
defining the assumptions which lead to each of the algorithms and in 
establishing the interrelationships between them. 
We now embark on a review of some background material needed for the 






In the course of developing various numerical filters, we will frequently be 
dealing with sampled or discretized functions of the form 
f = f (nr) 	f (t) I 	 (2.1.1) 
While f(t) may be amenable to analysis using the differential and integral 
calculus, the same is not true for fn . However a corresponding calculus does 
exist for such discretized functions, and it is the purpose of this chapter to 
outline as much of what we accordingly call discrete function analysis as 
will be required for subsequent use. 
Note from (2.1.1) that we are considering equispaced sampling, the 
separation being r seconds. This is true for the entire present chapter. 
2.2 THE SHIFTING OPERATORS 
Assume that f(t) is defined for all t. Sampling it at t = nr, where 
n = 0, 1, 2, . 	gives the sequence 
f 0 = f(0), f l 	f (r), 	f 	f (nr) 
12 
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We define the backward-shifting operator q by the equation 
qk in = in k 	 (2.2.1) 
where k is any integer. 
We sometimes prefer to use the forward-shifting operator, E, defined by 
Ekfn = f n k 	 (2.2.2) 
Then 
gin = 
Efn = fn+i  
If we define the product qm qk by 
in 	(qk in ) 
then 	 I. 





qm Ek = qm k = Ek qm 	 (2.2.6) 
Thus the q and E operators commute with themselves and with each other. 
For m = 0 the operator qm is defined by (2.2.1) to give 
12,0 in 
The shifting operators are linear since 
qm(c o fn + ci gn) = co qm fn + 	gn 
Also since 
(a °  qm 4- a l qk)fn = a gm + a 1 gk fn  
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(I I al q) f
n j=0 - 
(2.2.10) 
 
   
By (2.2.3) 
qEfn = fn 	 (2.2.11) 
and so q and E are each other's inverse. The inverse of q is q-zn or Em. 
Every shifting operator thus has an inverse. 
We now ask whether the operator 	a. q1 defined in (2.2.10) has an .v=0 1 
inverse? Consider first the simpler case 
(1 - q) gn = fn 	 (2.2.12) 




in which gn is computed as a linear combination of its predecessor and the 
input fn . By iterating (2.2.13) starting with n = 0, we obtain 
n 
gn 	g-1 	 k = g-1 
	 k f 
	 (2.2.14) 
k=0 	 k=0 
We shall assume, henceforth, that any of the systems to which we shall 
apply these operators is initially in a completely relaxed state, i.e., both 
gn and fn are identically zero prior to some time. Without loss of generality, 
we let that time be t = 0. Then g_ 1 in (2.2.14) is zero. Moreover, we can 
also then write 






and so (2.2 14) gives, under this assumption 
(2.2.16) 
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If we now compare (2.2.16) with (2.2.12) we see that the inverse of 1 - q 
is 
 l
c° qk . But 1/(1 - q) if treated algebraically gives (by direct division) 
.k=0 





We see then that we can find the inverse of 1 - q by algebraic reciprocation, 
i.e. 
Inv (1 — q) = 	1 (1 0 -1 
1 — q 
In a like manner, we can show that for any number 9 
Inv (q j3) — 	1 = (q - 13)-1 
— 
Moreover, if 
( q P (q P2 ) gn = n 
then, by transposing the operators one at a time, it follows that 
1 	1 





Thus the inverse of (q - p 1 ) (q - p 2) is its algebraic reciprocal. 
Now, any polynom. ial in q (or E) can be factored, i.e., for any set of a's 
there exist /3's so that 
a ql = a H (q - /3 i) 	 (2.2.22) 
i=0 	 .1=1 
the order of the factors being immaterial, since it is easily seen that they 
commute with each other. Then 
( 
i 	 i 
Inv laj qi = Inv ai r' ( 
j=0 
	j) 
1 H 	1 ) 
(2.2.23) 
j=1 	
a i j=i q — Pi 
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and so 






showing that / a, q1 does in fact have an inverse — its algebraic reciprocal. i=0 
This means that any rational function of q such as 
R (q) = 





is a well defined operator. Moreover R (q) can be combined with other such 
operators using +, x and = in their ordinary algebraic sense to form further 
rational operators involving q or F . 
Any linear recursion relation is now seen to have an equivalent operational 
form involving the shifting operators. Thus if g . is related to f by the 
linear recursion 
g n = 	ai gn - 	Yi in - 
j =1 	 j=0 
then using the q - operator we can write it as: 
a . 	g = 	v 	f • n 
( Po n 	j=0 
(2.2.26) 
(2.2.27) 
(where « 0 = 1) and so 
Yi qj 
gn 
	i=o 	In 	 (2.2.28) 
i=0 
ai qi 
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We are thus able to express any linear recursion relation of the form 
(2.2.26) by the equivalent statement 
g. = R(q)f. 	 (2.2.29) 
where R (q) is a rational function in q. We shall return at the end of this 
chapter to the solution of (2.2.29) for gn given fn . 
A word of caution is in order. All of the above development was based 
on the assumption that the coefficients of the operators were constants, 
i.e., independent of n. When this is not the case, careful attention must be 
given to the rules formulated for q and E. (See Ex. 2.3.) Such situations 
will arise in later chapters and we will accordingly handle them with the 
care they deserve. 
2.3 THE DIFFERENCE OPERATORS 
Define the backward-difference operator V byt 




and the forward-difference operator A byt 
Afn 	tc.+1 — fn 
It then follows that 
V = 1 — q 
A E — 1 = 	(1 — q) 
Hence their inverses are, respectively 
1 1 	1+q+q2 





= q (1 	q + 	 (2.3.5) 
tFor V read "Nabla" and for A read "Delta." Sometimes we shall subscript V or A to show which 
variable they are operating on e.g., Vx (x - i) / 	 - ) 1 - 	 - 1 - 
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By (2.3.3) 
Vm = (1 — q) m  
for any integer m. Thus for r, m, and k integers 
Vm Vk 	k = V k Vm 
Om \T in = 1 
vm (Vk vr) = vm + k + r 	(vm vk)vr 
(2.3.6) 
(2.3.7) 
The integral powers of V thus form a set of operators which commute, have 
inverses and associate. Moreover they are all linear operators. Writing out 
(2.3.6) for m = 2 gives 
V 2 y. = (1 — 2q + q 2)y. = y. — 2y._ 1 + 	_ 2 	 (2.3.8) 
and so on for V 3 etc. 
Since, by (2.3.3), Arn (for m an integer) is defined as a rational function in 
q, it too forms a set of linear operators which commute, have inverses and 
associate. Moreover any rational combinations of Om, A t, and qk will thus 
also commute and associate with one another, and will constitute linear 
operators. 
Given the values of fn for various n, we can set up a table of backward 
differences as follows: 
n fn V fn V 2 fn V3 fn V 4 fn 
-2 -4 
-1 1 5 
0 0 -1 -6 
1 -1 -1 0 6 
2 4 5 6 6 0 
3 21 17 12 6 0 
In this instance f n is the cubic n 3 — 2n although any function fn can be 
treated in this way. 
In a like manner, for the above fn we can set up the table of forward 
differences of successively higher powers: 
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The operators V and A come closest to the idea of differentiation. Using 
a Taylor series expansion, we have 
2 
f(t — 	 = f (t) — ri(t) + 	- ) 
2! 
and so we see that 
2 r 
fn — in- 1 = Tin 2! in- t 






fn 	 11 + 1 — fn = Tin 	21 fn+ e 
0 « 1 (2.3.12) 
giving 
6`in = Tin 
	 (2.3.13) 
with an error (r2 /2) fn e . 
Neglecting the error terms, (2.3.10) and (2.3.12) give us the square-law 
(or Euler's law) numerical integration rules 
n = fn _ 1 + Tin 	 (2.3.14) 
fn = fn -1  + Tin - 
	 (2.3.15) 
2r 
• 	fn ÷1 — fn-1
- 	 fn  (2.3.20) 
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and their average gives the trapezoidal rule 
n 
(in + 1,2 _ 1\ 
+ r \ 2 
(2.3.16) 
whose error term 
	
= 2 (in 1 +e 	) 
	
(2.3.17) 
is easily shown to be of the form 
E = 
2 
(4 e - 	p. 	0 < p, < 1 	(see Ex. 2.5) 	(2.3.18) 
By averaging (2.3.11) and (2.3.13) we obtain the differentiation rule 
fn 
'fn + Vfn 
(2.3.19) 
2r 
whose error is a term in r 2 . It is readily verified that the above is equivalent 
to 
2.4 THE FACTORIAL FUNCTIONS 
In the preceding section we discussed the difference operators V and A 
which correspond, in some sense, to differentiation. There is no counterpart 
to q or E in the analysis of functions of a continuous variable. In this section 
we consider the concept in discrete function analysis which is analogous to 
powers such as x 2 , x3 , etc. 
Define the backward factorial function of order k by 
x ( k) s x(x - 1) 	(x - k 	1) 	 (2.4.1) 
where k is a positive integer. Thus x ( k ) is the product of k terms starting 
from x and counting down by unity. 
(2.4.7) 
• • • 
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Likewise, the forward factorial function of order k is defined as 
xtki = x(x + 1) ... (x + k - 1) 	 (2.4.2) 
again the product of k terms, but counted up by unity. 
For k = 0, we define 
x( ° ) = 1 
xr° 1 	1 
	 (2.4.3) 
In what follows we confine our remarks chiefly to x (k ) , the backward 
factorial function. However, the reader should bear in mind that to each 
statement involving x ( k), there is an analogous statement involving the for-
ward factorial function x [ k] . 
When x is a positive integer, but less than the integer k, then 
x (k) = x(x - ) . . . 1 . 0 .(- 1)... (x - k + 1) 	 (2.4.4) 
and so for this case, x (k ) is zero. For the case where x is an integer equal to 
k, we obtain 
k ( k ) = k(k - 1) . 3.2.1 	 (2.4.5) 
which is known as k - factorial, and written k! 
When x is a variable, x (k) is a polynomial in x of degree k. We expand x ( k) 
for k = 0, 1, 2, ... to give 
X (C)) = 1 
X(1) = x 
X(2) = x2 	x 
	 (2.4.6) 
X(3) = x3 - 3x 2 + 2x, etc. 
which can be written as the matrix equation 
	
73c 00 	71 0 0 0 0 
X(1) 0 1 0 0 0 
X(2) 0 -1 1 0 0 
X(3) 0 2 -3 1 0 
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The matrix of this equation is called the Stirling matrix of the first kind, 
named for its discoverer. We symbolize it as S, and it is seen to give x ( ' ) 
 as a polynomial in x, i.e., 
X (i ) = 	
[S]=j 
	 (see Note) (2.4.8) 
j=0 
The matrix S can be obtained by the recursion (see e.g. [2.1] ) 
[S] 	= [S] - 1, - 1 	 1,1 — (i — 1) [S] 	 j 	1 	 (2.4.9) 
To start the recursion we use 




= 0 = [S] o 	j ?_ 1 
Using this process we generate the Stirling first-kind matrix up to i, j = 10, 
displayed in Table 2.1. k 
A series of the form 	a x(i) is called a Newton series, in distinction to 
1=0 
the power series 	A i x'. Any Newton series can now be written as a 
i=0 
power series as follows: 




163 i 	 (2.4.11) 
Note: The symbol [.s], 1 means the i, j element of the matrix S. 
O O O O O v■4 O O O O O 
O O 1-0 O O O O O O v.) 
O O O O 
O 
O O O O 
CM 00 O 
00 
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where 
(13 0 , /8 1 , • • • 9 /3k) 	(a 0 , a l , • • • , adS 
the S in this case being the Stirling first-khid matrix of order k + 1. 
The inverse relation to (2.4.7), namely 
(2.4.12) 
/1\ 	/1 	0 	0 	0 	0 /x( ° )\ 
x 0 1 0 0 0 	.. x(1)  
X 2 0 	1 	1 	0 	0 .. x(2)  
x3 0 1 3 1 0 	• • x(3)  i 	
• (2.4.13) 
*/ 	• 	• 
defines the Stirling matrix of the second kind. 	We symbolize it as S -1 andit 
can be obtained either by inverting S, or else from the recursion (see [2.1] ), 
[S-11 0 = [S -1], _ + [S-11 , J - 1 	i - 1,1 j 	1 (2.4.14) 
with boundary conditions 
= 1 
[S-1 1 04 = 0 = [S-1] 40 j 	1 
(2.4.15) 
Table 2.2 gives S -1 upto i, j = 10. 
We shall encounter two matrices in Chapter 4 which are closely related to 
S and S-1. They are the associate Stirling first- and second-kind matrices, S 
and S-1 which serve to relate the backward and forward differences of a 
polynomial to its derivatives. 
Resuming our discussion on the factorial function x (k), we have, as an 
analog to the equation 
dm k X = k (al X k rn 
dxm 
the relations 




I 0 0 0 0 0 0 0 0 0 0 1-4 




















O 0 0 
- 	• 














































1■1 0 r■I 1••••1 1...4 ...■4 r••■1 iI 1■1 1...4 ,F1 
C 0 0 0 0 0 0 0 0 
1 0 	I 
O 1...1 CI) Tr VI VD r"..  O\ 
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and 
A rn X (k) = k (m) X (k  —112) 	 (2.4.18) 
where k and m are positive integers. Both are easily proved by induction. 
(See Ex. 2.8.) 
The factorial function can often be conveniently broken up. Thus for 
example 
X (m) = X (r) (X — r) (rn  
= X(r) (X — r)(x - r - 1) (7" - 	1) 
(2.4.19) 
giving two possible forms. Note that in the latter, as r goes from zero to 
m - 1, the factor x - r scans through all of the factors of x (m ) . 
It is also sometimes useful to factor -1 from each term in x (m ) . Thus, 
x (m ) = x (x 	1) (x - 2) ... (x - m + 1) 
= (-1)rn (-x + m - 1) (m ) 
= (-1)' (-x)(-x + 1) ... (-x + m - 1) 	 (2.4.20) 
= (-1)rn (-x) [rni 
showing how x (m ) and x[mlare related. 
Although we have defined x ( m ) only for m > 0, it is possible to give a 
consistent definition for m < 0 or when m is not an integer. However, these 
cases will not be used, and we mention them only for completeness. 
2.5 THE BINOMIAL COEFFICIENTS 
Let k be any integer, x any number. Then the binomial coefficient (k)
is defined as 
X(k) 
k > 0 
k! 
1 	k = 0 
0 k < 0 
(2.5.1) 
If, in particular, x is a non-negative integer, say m, then we see that 
m! 
(2.5.2) 
k!(m - k)! 
and so 
If k > m, then m — k < 0 and so by (2.5.1) 
an k > m 	integer 




The binomial coefficients ( m) can be conveniently displayed using the 
well-known Pascal's triangle, 
1 
1 
1 2 1 
1 3 3 1 
4 6 4 1 
1 5 10 10 1 
1 6 • 	• 15 20 15 6 1 
1 7 21 35 35 21 7 1 
1 8 28 56 70 56 28 8 1 
1 9 36 84 126 126 84 36 9 1 
1 10 45 120 210 252 210 120 45 10 1 
in which each number is the sum of the two above it, and numbers not shown 
to the right and left are zeros. Then, starting with m = 0, the M th horizon- 
tal row is el k ). 
Using the Gamma function, we can extend (:) to the case where k is not 
an integer. While this generalization will not be needed anywhere in this 
book, we mention it in passing for completeness. 
Perhaps one of the most useful relations involving the binomial coefficients 
is the recursion 
(x kll1) = (xk) (k 1) 
	
(2.5.5) 
Its proof follows easily from a direct expansion using (2.5.1) (see. Ex. 2.9). 
k=0 
(1 + y) m = 	(771) Yk (2.5.11) 
28 	INTRODUCTION TO SEQUENTIAL SMOOTHING AND PREDICTION 




) (Ix? 1) 
A2c( 30 = (k -x 1) 
(2.5.6) 
(See Ex. 2.9) 	(2.5.7) 
Equation (2.5.5) is the cornerstone of the proof for the well-known 
binomial expansion theorem: 
03 
(1 + y) m = 	( in) yk 13'1 < 1 
k=0 
(2.5.8) 
The proof for m a positive integer is quite simple, and follows readily from 
(2.5.5) when the method of induction is applied. It is also a simple matter 
to extend the proof to cover negative integral exponents. Thus 
co 






which means that for m any integer, positive or negative, 
(1 + y) m 
co 
= 	(k771) Yk 
k=o 
(2.5.10) 
When m is a positive integer, ( 10 is zero for k > m and so the series 
terminates to give 
From (2.5.10) we deduce that 
OD 
(1 — y)" 
k=0 
(- 1) k (M) yk 
	
(2.5.12) 
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Using the binomial expansion we are able to express V and A in terms of 
q and E as follows. By (2.3.3), for m a positive integer 
pm = (1 — 
= 	(-1) k (M) q k  
k=0 
and so 
V m In = Y (-1) k (k) n _ k  
k=0 
Likewise 
Om = (E- 1) m  
Ern (1 — E -1 ) m  










Returning to (2.4.17) we see that V!' reduces the degree of the polynomial 
x( k), from k to k — m. In particular, when m > k we see that 
Om x(k) = 0 
	m > h 	 (2.5.17) 
We have seen in Section 2.4, that any polynomialI f3 x' can be written as 
i-o 
= 	
i a.x ( z ) us ng 	Stirling matrix, and so for m > r (2.5.17) implies that •
i 0 
(
1 p i x) = 0 
=o 
(2.5.18) 
V al x (r) = r (n2) (x — 17) (r az) = 	(-1) k (m) (2.5.22) (r) 
k= 0 
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The backward-difference operator V' thus annihilates all polynomials of 
degree m — 1 or less. Thus for example, if 
.-1 
In = 	0I 7Z 
	 (2.5.19) 
i=o 
then it follows that 
V rn f n = 0 
	
(2.5.20) 
and by an analogous argument, 
Am in = 0 
	
(2.5.21) 
Using (2.5.14) and (2.4.17) we can now write, (for m > 0 an integer) 
to 
giving very useful alternate expressions for V' x ( *) . 
In the above paragraphs, powers of V were expanded in terms of q. We 
now reverse the procedure and obtain powers of q in terms of V. Thus 
fn-h = gh fn  




	(hOvk f n  
This gives a method of interpolation. 
As an example, let f be given by a set of values for n = 0,1,2,3,4. We can 
then set up the table of successive backward differences of fn : 
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n fn Vfn v 2 fa 03 in V 4 fn 
0 1 
1 1.5 0.5 
2 2.25 0.75 0.25 
3 3.375 1.125 0.375 0.125 
4 5.0625 1.6875 0.5625 0.1875 0.0625 
- . • • . . 
- • • • • . 
• • - - • • 
Referring to the final line of the table, (2.5.23) gives 








[h(h - 1)(h - 2) (h - 3)] 
24 
which is seen to be the Newton series counterpart to the power series 
expansion about the point 4. 
By truncating this equation at various points, we obtain polynomials in h 
of varying degrees, which pass through successively more values of f n . Thus, 
14- h = 5.0625 - 1.6875 h 	 (2.5.25) 
gives the first-degree polynomial interpolator passing through f 4 (h = 0) and 
13 (h = 1). The formula 
t .4 - h = 5.0625 - 1.6875 h + 0.5625 [h (h 1)1 	 (2.5.26) 
2 
is the quadratic passing through f 4 , f3 , and f2 , and so on. 
Although the above derivation was based on h being an integer, we extend 
it (without proof) to nonintegral h, giving for example, for h = 1/2 and a 
quadratic fit, 
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13 = 5.0625 — 1.6875 (1/2) + 0.5625 [1/2 (-1/2)1 
 2 	
= 4.1484 	(2.5.27) 
The function is actually 
n (3 n ) 
f  
and so 
134 = 4.1335 
(2.5.28) 
(2.5.29) 
showing that a quadratic interpolator in this case gives an error of about 
1/3 percent. 
By setting h = —1, say, we can use (2.5.24) as an extrapolator to predict 
what 15 will be. The prediction of course will be subject to error, depending 
on the goodness of fit. 
It might seem, as we take more and more terms in (2.5.24), that the 
approximation improves. While this is often true it is not always so, and it 
is possible for the errors to begin to diverge as the number of terms is 
increased beyond a certain value. This anomaly is known as the Runge 
phenomenon and the interested reader is referred to [2.3]. 
An analogous interpolation formula can be developed using t rather than 
V. (See Ex. 2.14.) 
We have touched only briefly on the concepts of numerical differentiation, 
numerical integration and interpolation. For an extremely good treatment 
of these topics the reader is referred to [2.2] . 
2.6 USEFUL IDENTITIESt 
We have shown that if fn is a polynomial in n of degree m — 1 then 
V n = 0 
	
(2.6.1) 
This means that by (2.5.14), if d is an integer less than m, 
m 




t The author is indebted to J. Riordan of Bell Telephone Laboratories for much of the material in 
this section. 
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Since this is true for any n, we see that the operator 
(_i) k 	q k 
k=0 
annihilates all polynomial sequences obtained from 
= n d 
when d is less than m. 
As an example let d = 2, and consider the sequence 
, 49, 64, 81, 100, ... 
Then, for 7n = 3, (2.6.2) gives 
(3) 49 — () 64 + ( 32) 81 — (33) 100 . 0 1  
(2.6.3) 
(2.6.4) 
By the symmetry of the binomial coefficients, we can reverse the order of the 
sequence. Moreover, all linear combinations of sequences of inadequate 
degree will also be annihilated. Thus, combining the first-degree sequence 
• , 1, 0, —1, —2, ... 
with the quadratic sequence 
• , 4, 9, 16, 25, ... 
gives 
• , 5, 9, 15, 23, ... 
and again (2.6.2) gives 
(g) 5 — ( 30 9 +(2)15 — ( 3) 23 . 0 
	
(2.6.5) 
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We call this equivalence an A - transformation. We also have the equivalence 
67)(pk) = Gm)(mk 
	 (2.6.7) 
Proof is by direct expansion of both sides (see Ex. 2.1.6). We call (2.6.7) a 
B- transformation. 
By alternately applying B and A-transformations we obtain the following 
chain of equivalences: 
(k) (p) (pm)(km :p9 
(m m- P)(17: 1 
m fm - k +19) 
▪ kk - 	m-k 
• km - k + pi m - k 
• (m m- 1)( 1;) 
(2.6.8) 
Suppose on the other hand that we start with an A-transformation rather 
than a B, and again alternate thereafter. We obtain: 
(km) ep) = .1k) 	p) 
(ni _ k + 
m ym - k 




(m in- 	PO 
▪ (m m- k)(k k- 








_ 2) (k — 31 
nz — 3\ 
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We consider next the results of successively iterating (2.5.5) in various 
ways. As a start, 
m k 1/ (17: -- ) 
	
(In — 	[(m — 2 \ 	— k ± 
\ k — 1J + — 2) 
(2.6.10) 
This can be terminated at any stage or else it can be continued until zeros 




k 1 v  
v= o 
Alternatively, we may iterate (2.5.5) as follows 
( km) (m k 	+ (k -- 
(m k— 2) 4. (mk 21)] Rmk 	( 
j Ck 22 )1 
m k— 2) 2 ( km 21) + (km 2 ) 
Again 
(km) = 	—k 	± (kn 
--3 
 1)1 +2  [(Ilk 31) 4- 
Rnkz --- 	± (717: 	= (in —k 3) 3 (ink -- 31 




(z) = 	(3v)(7: ,3,) 
v =0 • 
(2.6.14) 
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and in general, it is easy to see that the iteration can be continued to give 
k 
(k) — 	(Vi)(71:1 
V=0 
(2.6.15) 
This is known as the Vandermonde convolution formula. Note that it is of 
the form 
(cbi + d) Vbakc) 
	
(2.6.16) 
Note also that v, the variable of summation, is present in only the lower 
positions of the right of (2.6.15). 
By various transformations, many variants are possible. Thus setting 
m — j = µ in (2.6.15), we obtain 
k 





and so on. 
The above identities were essentially based on (2.5.5). We have not even 
begun to exhaust the powers of that equation, but for the present purpose 
our collection will be adequate. (See Ex. 2.19.) 
2.7 SUMMATION FORMULAE 
We are now able to develop a number of summation formulae which will 
be of frequent use. As a rather trivial start, we infer from (2.3.1) that 
n=a 
Vfn = In 
b 
a 1 
b> a 	 (2.7.1) 
   
and (2.3.2) gives 
n=a 
Aft, b > a (2.7.2) 
U n - 
n=a 
n 'Chin = (lin Un) 
n=a 
b 
a - 1 
b 	
- 
a - 1 
b 
I U n - 1 V n 
n= a 
= (Zi n n 
b 
V n Vlin 
n=a (2.7:8) 
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These, of course, are analogous to 
b 







However, note the important differences in the evaluation points (a - 1, 
b + 1) on the right of (2.7.1) and (2.7.2) respectively. 
Consider next the relation 
ll (m) - 
n=a 
non + 1) 
 
b + 1 
b > a 	 (2.7.4) 
m + 1 
 
a 
     
Proof is either by induction or by a combination of (2.7.2) with (2.4.18) 
(see Ex. 2.20). We observe that this corresponds to 
f b 
41 





(2.7.5) -  
m + 1 
Again note the appearance - of b + .1 rather than b on the right of (2.7.4). 












V(u. Un) = lin V n - un - 1 y r: - 1 
= Un V n - Un - 1 V n + Un - 1 V n - Un - 1 v n - 1 
	 (2.7.7) 
n
V U n + Un - 1 V  n 
Hence, using (2.7.1) we obtain two equivalent formulae for backward 
summation by parts: 
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In a like manner, we are able to obtain the rules for forward summation 
by parts: 
b 	 b 
Un + Ay n 	(Un n
) lb + 1 
a 	
Vn  Dun 
n=a 	 n= a 
b 
b + 1 
a 
	 Un + 1 Ay n 
n= a 
Au n = nn) 
n=a 
(2.7.9) 
(See Ex. 2.21.) The above four equations are sometimes known as Abel's 
transformations. 
We conclude this section with a brief discussion on the summation of 
nj . Consider first, by (2.7.4) 
n=0 
n( j ) = 
n=0 
n u + 1) 
 
L + 1 
(L 	1) (i + 1) 
1 0 
(2.7.10) 
j + 1 
 
     
which we call C 1 . We now recall that, by the use of the Stirling matrix of 
the second kind, we can write 
k 






n k = 	 {s -likjn
(j) 
n=0 	n=0 j=0 
L 
= 	[s-ii 	I n (l) 
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But C. can be expressed as a polynomial in L using the Stirling matrix of the 
first kind, i.e., 
(L + 1)" 
 1) 
C = j 	j + 1 
L + 1  L(i) 
 j + 1 
L+1  
Thus, by combining the preceding two equations, we obtain 
(2.7.13) 
111( = (L 	1) 	[S- 1 ] ki 1 	[SL v ir y 
n=0 	 1=0 + 1 
7;c, (2.7.14) 
As an example, let k = 3. Then from Table 2.2 on p. '25, we see that 
the numbers [S -1] 3j are 0, 1, 3, 1. Using these together with [S] ii from 
Table 2.1, (2.7.14) gives 
n=0 
n 3 = 	+ 1)[0 + (L) +(—L+ L 2 ) + (21a — 3L 2 L3 )] 
4 
L 2 (L + 1) 3 
4 
(2.7.15) 
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So = L +1 
S 1 = 2 L(L+1) 
S2 = 1 L (L +1)(2L +1) 
6 
S 3 = 
4 L
2 (L+1) 2  
S4 = 
3





 L (L +1)(2L +1)(3L 4 +6L 3 -3L +1) 	(No L 2 term) 
24 L2(L+1)2(3L4+6L3-L2-4L+2) 
S8 = L (L +1)(2L +1)(5L 6 +15L s +5L 4 -15L 3 -L 2 9L -3) 
90 
S9 = 20 L 2 (L +1) 2 (214 6 -1-6L 5 -I-L 4 -8L 3 	+6L -3) 
S10 = 	L(L+1)(2L+1)(31. 8 +12L 7 +8L 6 -18L 5 -10L 4 +24L 3 bib 
+2L 2 -15L+5) 
The method used in the derivation of the above formulae should be 
compared to the approach in [2.4] . 
2.8 DIFFERENCE EQUATIONS 
We close this introductory chapter with a brief discussion on the theory of 
difference equations. As an example of the sort of equations we wish to 
solve, consider the linear recursion 
gn = 0g _1 + n 	 (2.8.1) 
By direct substitution we can easily verify that this is satisfied by 
0 
g = a0n 	 
	







for any a. 
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Operationally the above recursion has the equivalent representation 
(1 — q8) gn = n 	 (2.8.3) 
and is an example of a linear difference equation with constant coefficients. 
In general, such an equation has the operational form 






where D and N are polynomials in q (or E) and where, by assumption, those 
polynomials have constant coefficients. fa is known as the forcing or 
driving function, and the unknown gn is called the response, the output or 
the solution. 
The equation (2.8.5) is conveniently represented by Figure 2.1 
f n 	
R(q) 
Fig. 2.1 Difference-equation block diagram. 
in which the operator 




acts on fn to produce gn . 
Since R (q) is a linear operator (see Section 2.2) we see that if fn is the 
sum of two functions, (On and (f 2)n say, then gn will be given by 
gn = (g 1)n + (g2)n 	 (2.8.7) 
where 
(gl)n = R(q)(f1)n 
(g)n = R(q)(12) n 
(2.8.8) 
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The solution can thus be obtained by studying each of the forcing functions 
individually and then adding the results. 
This usage of the linearity property of R (q) will prove useful in subsequent 
discussion when (f 1) will be a wanted function and (1 2). an unwanted one. 
R (q) will be the filter whose purpose is to permit the former to pass through 
while at the same time reducing the latter. 
The solution to the general case of (2.8.4) is based, almost entirely, on 
the results of the special case 
(1 - qA) rn gn = 0 	 (2.8.9) 
We solve this as follows. 
Suppose that pn is any function of n, and consider by (2.5.12), 
m 
(1 — gioni (A. ) 	I (-1) k () A l( le (A n p n) 
k=0 
(— 	 p k n k 
k=0 
Thus by (2.5.14) 
(1 — qx)rn 	pn ) = An vmpn 
(2.8.10) 
(2.8.11) 
But, as we recall from (2.5.19) and (2.5.20), if p n is any polynomial in n of 
degree m - 1 then V m p n = 0. We have thus shown that the difference equation 
(1 - qA) rn gn = 0 	 (2.8.12) 
has as its general solution 
Anpn 	 (2.8.13) 
where p n is any polynomial in n, of degree one less than the multiplicity of 
the factor 1 - 0, in the operator of (2.8.12). 
The solution (2.8.13) contains m arbitrary constants. Thus, if m = 2, say, 
the difference equation 
(1 - qA) 2 gn = 0 	 (2.8.14) 
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has as its general solution 
g = (a0 + nade 	 (2.8 15) 
which contains two unspecified constants. Given two independent initial 
conditions we can solve for ao and a 1 and obtain the required particular 
solution. 
Consider next the case 
(1 - qt9) 3 (1 - qC) 2 gn = 0 	 (2.8.16) 
We know from Section 2.2, that the factors of the q - operator can be com-
muted. Let the general solution to the difference equation 
(1 - qd") 2 gn = 0 	 (2.8.17) 
be the function an , and let the general solution to 
(1 - q0 3 *en = 0 	 (2.8.18) 
be called b n . Then applying the operator of (2.8.16): 
F1 - 0 3 (1 - q4) 2](an + bn) = (1 - q0) 3 [(1 - qC) 2 an] 




showing that the general solution for (2.8.16) is the sum of the solutions for 
(2.8.17) and (2.8.18). 
In general then, since any operator of the form 
D(q) = 1 + y 1  q + y 2 q 2 + • • • + y r qr 	 (2.8.20) 
can be factored into the product 
D(q) 	 qA 	 (See Note) 	(2.8.21) 
Note: We assume that (2.8.20) hasµ distinct roots X 1 , X2, 	, XA, and that these have 
multiplicities ml , m 2 , 	, mµ  respectively. 
INTRODUCTION TO SEQUENTIAL SMOOTHING AND PREDICTION 
we see that the equation 
D(q)gn = 0 
has as its solution 
gn = an + bn + Cn + • • • 
where 
an = A l n p l (n) 





and where the On) are polynomials in n of degree one less than m 1 , the 
multiplicity of the factor (1 — qA i) in (2.8.21). There will be m 1 + m2 + • • • + 
m = r arbitrary constants in (2.8.20) and so r initial conditions are needed 
to generate a particular solution. 
The equation (2.8.22) is called a homogeneous, constant coefficient, 
linear difference equation, and is seen to arise from the general case 
gn = R(q) f 	 (2.8.25) 
if at some instant f n is set to, and thereafter maintained at, zero. The 
resultant function g is known as the solution to the homogeneous part. 
The degree of the denominator of R (q), namely D (q), is called the order of 
the difference equation.t 
Consider, as an example, the second order equation 
(1 + aq + bq2 ) gn 	N (q) fn 	 (2.8.26) 
g. = ag a - 1 	bg. - 2 + N ( q) 
	
(2.8.27) 
tWe exclude the case where D(q) is of the form q 2 (1 + 2q + 3q 2) say, and regard this as a 
quadratic, and not as a quartic in q. However, the reader can verify that the term q 2 leads to a 
polynomial of degree unity multiplied by zero to the nth, i.e., to zero. 
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and suppose that at some time (say n = 0) fn is removed, leaving the 
homogeneous portion 
gn 	— agn _ — bgn _ 2 	n > 0 	 (2.8.28) 
If g_ i and g_ 2 are both zero, then gn will be zero for n Ze0. The system is 
said to be completely relaxed and remains that way until stimulated. On 
the other hand, if g_ 1 and g_ 2 are not both zero, then gn will follow the 
form given by the particular solution of (2.8.28) with specified initial values 
on g_ 1 and g_ 2 . The ways in which the system behaves when the forcing 
function is removed are known as its natural modes. They are all solutions 
of (2.8.28) for various initial conditions. 
Setting 
gn = An 	A 7E 0 
	 (2.8.29) 
in (2.8.28) gives (after permissible concellations) 
A 2 + aA + b = 0 
	 (2.8.30) 
which is known as the characteristic equation of the system. Its solutions 
are the values of A needed to set up the form (2.8.21). In general we note 
that the characteristic equation is obtained from the denominator of (2.8.6) 
by setting q = A7 1, i.e., 
D(q) l q.x- i = 0 	 (2.8.31) 
and clearing powers to leave a polynomial in A. The values of A which solve 
the characteristic equation are called the eigenvalues of the system. The 
functions An p n of (2.8.24) are called the eigenfunctions, and we see that 
the natural modes are simply sums of the eigenfunctions. 
Consider, next, the forcing function 
n 	
1 	
n = r (2.8.32) 
0, otherwise 




In particular, S mo is unity at n = 0 and zero otherwise. 
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One natural mode of particular interest is called the impulse response and 
symbolized In . It arises when the system is initially completely relaxed 
(gn = 0 for n < 0) and a forcing function consisting of a unit impulse is 
applied at n = 0. 
As an example, we consider the impulse response of the system 
1 — q f 
 g. = 	i 
1 — 2 q n 
which is the operation form of the system 
On = i gn -1 + fn — f n- 1 
(2.8.34) 
(2.8.35) 
The term fn is taken to be 8 n0 and so fn _ 1 is on _ 1,0 . But, by its definition, 




Hence (2.8.35) can be written as 
g. = 	1 + .6n,0 	8n,1 
	 (2.8.37) 
By virtue of the linearity of this system, one can analyze the effects of the 
two impulses separately (c/f (2.8.8)). Thus we consider first the forced system 
(g1)n 




0  n < 0 
(2.8.38) 
But this is now seen to be precisely equivalent to the homogeneous system 
( gdn 	(gdn 	= 
	n > 0 	 (2.8.39) 
with initial conditions 
(g1) 0  = 1 
	 (2.8.40) 
and so the solution to (2.8.38) is just a particular solution of this homo-
geneous equation. In fact, by (2.8.39) and (2.8.40) 
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(g1). = { 1 \r, 
n < 0 
n > 0 
(2.8.41) 
Repeating the argument for the second impulse in (2.8.37), we obtain as 
the other component of gn , 
(g2)„ = 
n < 1 
n > 1 
(2.8.42) 
The solution of (2.8.37) is then the sum of (g 1)11 and (g2)n , giving finally, as 
the impulse response, 
n <0 
I 
	 n = 0 	 (2.8.43) 
(2) 
	
n > 1 
We have thus verified that the impulse response is simply a certain sum of 
the natural modes, each with appropriate initial conditions. This result is 
easily seen to be true in general. 
The impulse response can now be used to give the solution for any 
forcing function whatever. First we note that if the response of a system 
to the impulse 8, 0 is I., then the response to 8.„,0 will be I.,. But 
8 
n - r, 0  
is the same as n,r . Thus 8 n,r will produce In - r . 
Next, we observe that any forcing function I n can be written as the sum 
fn = fo 6no+ 6 	+ • • • + f a 	+ • • • 1 n,1 r n,r (2.8.44) 
and so the response tof f, will be the sum of the responses to its individual 
components. This, we now know, will be simply 






48 INTRODUCTION TO SEQUENTIAL SMOOTHING AND PREDICTION 
Finally, since I 	is identically zero for n - r negative, we see that the abover 
sum terminates when r = n, and so we obtain 
gn 
	E frin-, 	 (2.8.47) 
r=0 
Equation (2.8.47) is a very fundamental result, and is called a convolution 
product in which the forcing function and the impulse response have been 
convolved to give the response g n . 
The impulse response I n is governed solely by the operator R (q) in (2.8.25). 
It can thus be determined once and for all for a given system. Then, when a 
forcing function is given, the response is a convolution of that forcing function 
with the impulse response. In the final analysis every forced response is thus 
directly obtainable from the solution to the homogeneous part. (See Ex. 
2.25.) 
The convolution product (2.8.47) represents a particular solution to 
(2.8.25) for the case where gn = 0 for n < 0. If to (2.8.47) we add the 
general solution of the homogeneous part, we see that we will have thereby 
obtained the general forced solution, capable of satisfying any set of initial 
conditions on gn  with any given forcing function fn . 
In some cases of practical interest we can obtain a closed form solution 
for gn rather than the series given by the convolution sum. One method 
commonly used is known as the method of undetermined coefficients and 
an even more versatile method is known as the method of variation of para-
meters. The interested reader is referred to [2.5] for a discussion of both 
of the above methods. 
EXERCISES 
2.1 Consider the system 
gn gn - 1 =fn  with fn = 0 for n < 0 
	
(I) 
a) Assuming that g_ 1 = 0, verify by iteration that 
gn = 	fn- k 
k=0 
b) Now write (I) as (1 - q) gn = fn , and using (2.2.18) verify again 
that (II) is true. 
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2.2 Consider the system 
gn  — 1 gn _ 1 = f n with f n = 0 for n< 0 	 (I) 
a) Assuming that g_ 1 = 0, verify by iteration that 
n 
g n = 	f n k 
k=0 
b) Now write (I) as (1 - 	g. = in , and using (2.2. 18) verify again 
that (II) is true. 
2.3 Consider the system of equations 
n + 1 =a6 n 
	 (I) 
+1 =J n len + 1 ÷ 138n 
4 	2 (2n - 1) 6 
ntl = 23/1` — 	-1 	n + 1 n 	(n + 1) n n-1 
where we wish to solve for a and 13. Write the first two equations as 
( ( 1 — q 	0 	ut + 1 
—1 	1 — q 	yl n c 4. 1 
and verify that this gives 
an + (1 — Op% 
(IV) 
 
1 — 2q + q 2 
Now equate (IV) to (III) obtaining 
a — 
2 
 (n + 1) n
2 (2n — 1)  
(n + 1) n 
However, the fact that a and /3 emerge as functions of n now means that 
our procedure is in error. Repeat the entire process but using an and pn 




6 2 (2n + 1)  
Pn 
(n + 2) (n + 1) n 	(n + 2) (n + 1) 
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2.4 Starting from (2.3.1) verify that 
73 fn = v [7 (ofn)] = fn  — 3f. - 	3fn -2 — in-3 
Apply this to fn = n 2 , fn E.-- n 3 . Form the backward and forward-
difference tables (see pp. 18 and 19) for fn E n 2 , fn = n 3 in the range 
—3 < n < 3 . 
2.5 Using Taylor's expansion show that if 0 < C < 1, and 0 < e < 1, then 
g[(n - 1 + e)r] = gRn — 	 + (4' + e - Dran — p)ri 
where 0 < µ < 1 and so infer that (2.3.18) follows from (2.3.17). 
2.6 Using the function 
fn = sin( 7) 
8 2 
obtain (from tables) the values of I n for 0 n 8. Now use the three 
integration methods (2.3.14), (2.3.15), (2.3.16) to approximate r/ 2 
sin x dx 
Compare the three results obtained with the true answer in the light 
of the error terms in (2.3.10) and (2.3.18). 
2.7 a) Verify that x ( k) is a polynomial in x of degree k whose zeros are at 
x = 0, 1, 2, ... , k 1. Write out (-1) ( k) and verify that it equals 
(-1)kk! 
b) Express x( 5) as a power series in x by direct multiplication. Compare 
the resultant coefficients to the 5 th row of Table 2.1. 
c) Verify that the matrices of (2.4.7) and (2.4.13) are inverses of one 
another. 
2.8 Prove, by induction on m, that 
vrn x (k) = 
k(m) 
	m) (k - 
and 
Am (k) = k(m) 
x(k 
 m) 
2.9 By direct expansion on both sides prove that 
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+k 1) 	+ 
Using this result, verify that 
a)V.(xk) - (xk 	b) Ox \k! 
2.10 Verify that 
a) xE m l = (-1) m (-x) (m) , 	b) x(m) = (-1) m (-x)Em l. 
2.11 a) Verify that ( 53) = (2), (4) = (). 
5 b) Using the form ( 3k̀) = .f ! 





2.12 Verify that (1 - x) 1 = 1 + x + x 2 ± • • • 
a) by applying the binomial theorem 
b) by direct division. _ 
What happens if we set x = 2? 
2.13 Verify (2.5.22) using m = 1, r = 2, and m = 2, r = 4. 
2.14 Starting from the form in + h = Eh in , use (2.3.3) to express E in terms 
of A and hence verify that 
co 
fn+h = 	ek) Alc in  
k=0 
Compare this to (2.5.23) and interpolate the function 
3 in (2/ 
at the point n = 31/2 by forward differences as was done on p. 31 
using backward differences. 
2.15 Form the sequence of numbers n 2 - 2n + 4 for 0 n 5 and verify, 
by direct use of those numbers (c/f (2.6.4)) that (2.6.2) is true (use 
m = 1, 2, 3, 4). What is the counterpart of (2.6.2) is we start from 
Am f = 0? 
52 	INTRODUCTION TO SEQUENTIAL SMOOTHING AND PREDICTION 
2.16 Verify (2.6.7) by direct expansion of both sides. 
2.17 Using various values for m and k, (e.g., m = 5, k = 3) verify (2.6.11). 
2.18 a) Using m = 6, k = 3, j = 3 verify (2.6.15). Sets = 3, j = 3, k = 3 and 
verify (2.6.17). 
b) Show that 
I 
(i,)(, )= v=0 
+ j\ _ 	+ j\ 
I 
Hint: Use Vandermonde convolution. 
2.19 Starting from (2.6.11) verify that 
(Z) = (m ie" 	+ • • • .= 
v + 0\iin - v - 
v 	k - v 
v=0 
Then by (2.5.5), verify that this now gives 
(k) = 	k- 	+ 2 (kin 	3 (mk -- 	4- • • • 
k 
= 	(I/ v+ 1)(m k- v v- 2) 
V=0 
and in general, using (2.5.5) repeatedly, verify that 
(km) im j\ 	j - 1\ (m - 1 
k j ± k 1 	I\ k - 1
j 
 ) 
(2 + j - Aim - 2 - j) 
2 	) k k 	1 + • • • 
i.e., that 
= 	(V 4. 
v -0 
1\ (nt — v — A 
I\ k — v 1 0 < j < m 
This form is similar but not identical to the Vandermonde convolution. 
2.20 Prove (2.7.4) by induction on b. Now prove it by combining (2.7.2) 
with (2.4.18). 
2.21 Prove (2.7.9). 
2.22 Using (2.7.17) find 
10 	 4 	 3 
E n n2 / n3 
n=0 	 n=0 	 n=0 
Verify each by direct expansion. 
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2.23 Solve the following 
a) g. — g._ 1 = 0 	 (go = 1) 
b) g. — 2g._ + g._ 2 = 0 	(go = 1, g1 = 2) 
c) gn — 	 = 0 	 (go = 1) 
d) g. + g._ 2 = 0 	 (go =b' 1 = 1) 
e) gn+  1 — 3g. + 2g. _ 1 = 0 	(go = 1, g1  = 3/2) 
0 	+ 4g._ 1 = 0 
	
(go = gi = 1) 
Which of these systems dies out as n .0? Which builds up at an 
exponential rate as n Plot the eigenvalues of each equation on the 
complex plane. What can we infer about the location of the eigen-
values and the behavior of the corresponding system as--n .? Does 
the position of the eigenvalues in relation to the unit circle have any 
significance? 
2.24 Verify (2.8.42) and (2.8.43). 
2.25 Find the impulse response of the system 
gn 	 1 = fn 
Hence, use (2.8.47) to solve 
a) gn — 	_ 1 = 1 	n > 0 
gn = 0 	n < 0 
b) gn
2 gn - 1 = n 	n > 0 
g. = 0 	n < 0 
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Consider the set of polynomials cp (x ; 0), co(x ;1), (1)(x; 2), ... , ct,(x ; j), .. . 
where x is the polynomial argument and j is the degree, and let w (x) be a 
function of x which is nonnegative in a x < b. If these polynomials 
satisfy the condition 
b 
el
(p(X ; 9(X W (X) dX = 0 
a 
i # j 	 (3.1.1) 
then we say that these are the polynomials which are orthogonal over the 
range [a, b] with respect to the weight-function w (x). 
The reader is no doubt well aware of the orthogonal polynomials of 
Legendre and Laguerre, which satisfy 
tp(x ; 	(x ; dx = 0 
	
i• j 	 (3.1 2) 
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and 
co 
co(x ; i)(p(x ; j)e— ax dx = 0 ij 
a > 0 
(3.1.3) 
respectively. These polynomials play a prominent role in the solution of 
certain differential equations, in electrical filter theory, and in general 
approximation theory. (See e.g. [3.1] .) 
Of much greater interest to us here are the corresponding polynomials 
which are orthogonal over a discrete set of equidistant points, defined by 
p(x;i,L)p(x;j,L) = 0 
	




p (x ; i, 0) p(x ; j, 0) 0x = 0 
	
i 	j (3.1.5) 
x=0 	 (01 < 1 
These are termed respectively, the discrete Legendre and Laguerre polyno-
mials. Note the triple arguments in each case. The first set, I p(x ; j, L)1, are 
polynomials in x, of degree j, orthogonal over the discrete range 0 x L 
with respect to the weight-function unity. On the other hand Ip(x; j, 0)1 is 
the set of polynomials in x, of degree j, orthogonal over the discrete range 
0 x oo with respect to the weight-function O.  It is important to bear 
in mind that while the orthogonality condition involves the argument x 
only at the integral values 0,1,2,. . ., the polynomials are themselves never-
theless continuous functions of x — polynomials in the normal sense. 
The discrete Legendre polynomials can be seen from (3.1.4) to have a 
weight-function equivalent to 
where L is a positive fixed integer. Thus w (x) is unity over a fixed interval 
and zero elsewhere. In Chapter 7, these polynomials will form the basis for 
the Fixed-Memory Polynomial Filters. 
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In- Chapter 9, on the other hand, we will show that the cycle counting 
number n can be used in place of L in (3.1.4). Then, as n increases through 
the integers, we obtain- successive sets of polynomials 'which are orthogonal 
over an expanding interval. From these we will construct the Expanding-
Memory Polynomial Filters. 
Finally, we see in (3.1.5) that the weight-function of the discrete Laguerre 
polynomials is an exponential function which fades out in a well behaved 
manner as x increases. These polynomials will form the basis for the Fading-
Memory Polynomial Filters of Chapter 13. 
We now develop the expressions for their general forms, for use in the 
later chapters mentioned above. 
3.2 THE DISCRETE LEGENDRE POLYNOMIALSt 
We derive first, the general form of the discrete Legendre polynomial 
p (x j, L). In order to do this, it will be necessary to draw on some of the 
results obtained in the previous chapter. dealing with discrete function 
analysis. 
Let p (x ; j, L) be a polynomial in x of degree j, with parameter L, having 
the property that 
p(x;i,L)p(x;j,L) = 0 
	
i 	j (3.2.1) 
x=0 
One approach to obtaining the form of the polynomials so defined would 
be to use a Schmidt orthogonalization procedure. Thus, we would take 
p(x;O,L) = 1 
	
(3.2.2) 
and assume that 
p(x;1,L) = a + f3x 
	 (3.2.3) 
tin [3.1] , Hildebrand considers briefly the question of orthogonality over a discretized interval 
and derives the Gram polynomials, sometimes also called the Chebyshev polynomials (see e.g. [3.2, p. 
788] ). These polynomials are related to ours by a shift of the origin. We have extended Hildebrand's 
approach to obtain the discrete Legendre and Laguerre polynomials. 
For an alternate, and extremely elegant derivation of the discrete Legendre polynomials, the 
reader is referred to [3.3] . 
0 
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where a and /3 are constants to be determined. We now use these in (3.2.1) 
which then enables us to solve for p(x;1,L) to within a single constant. 
Proceeding in this way we can derive the form of as many of the polynomials 
as we have energy for, each to within an unspecified constant. 
The drawback of the above method is that the general form of the 
polynomials is not then obtained. A much more systematic approach is to 
proceed as follows. 
Suppose that f (x ; k) is any polynomial of degree k. Then it is evident that 
there exist constants /3, such that f(x;k) can be synthesized by the linear 
combination 




That being the case, it follows immediately by (3.2.1) that 
	
f(x;k)p(x;j,L) = 0 
	
0 	k < j 	 (3.2.5) 
x=0 
This will be used in place of (3.2.1) to obtain the required form of p(x; j, L). 
Since k cannot be negative and since k is less than j, we are by implication 
considering only j > 1. The case j = 0 is obviously solved by (3.2.2). 
We apply summation by parts (see p. 37) to (3.2.5), and to facilitate 




where the V acts on the variable x according to the definition 
Vg(x;j,L) 	g(x;j,L) - g(x - 1; j,L) 
	
(3.2.7) 
(Note that g(x; j, L) is not envisaged as a "polynomial in x of degree j with 
parameter L" as is the case with p (x ; j, L). We have merely adopted an 
analogous symbolism in both cases for simplicity. In fact, as is evident 
from (3.2.6), g(x ; j, L) must be a polynomial in x of degree 2j.) 
Since any polynomial of degree less than j is annihilated by V 1 , we see 
that (3.2.6) only defines g(x;j,L) to within an arbitrary additive polynomial 
of degree j - 1. This will be of significance later. 
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Combining (3.2.6) and (3.2.5) we now have 
f(x;k)V jg(x;j,L) = 0 	j ?_ 1 	 (3.2.8) 
x=0 
and, making the associations f(x ; k) ti u. _ 1 and V' - g(x ; j, L) 	v., (2.7.8) 
then gives us 
0 = f(x + 1 ; k)Vi - 1 g(x ; j, L) 
By iterating this procedure we obtain 
0 = f(x + 1;k)Vi 	ig(x;j,L) 
- E Vf (x + 1, k) 	- 
- 1 	 g(x ; j, L) (3.2.9) 
x= 0 
L 	 2 ; k) Vi - 2g I L 	+ • • • 
(3.2.10) 
+ (-1)i 	1 [V i - f (x + j ; g(x; j, L) L 	(see Ex. 3.1), 
-1 
where the iteration terminates since, by assumption, 
VI f(x;k) 	0 (3.2.1.1) 
' Let j = 1. Then we must have k = 0, and so (3.2.10) gives 
L 
f(x + 1;0) g(x;1,L) - 1 	= 0 (3.2.12) 
Since this must hold for any polynomial f, of degree zero, we have 
g(L;1,L) 	= g(-1;1,L) (3.2.13) 
But by (3.2.6), g(x ;1, L) is defined in terms of p (x ; 1, L) to within an 
arbitrary additive constant. Hence we can take (3.2.13) to mean 
g(L ;1,L) = g(-1;1,L) -.= 0 	 (3.2.14) 
Repeating this argument for j = 2, 3, ... , and remembering that in each 
case (3.2.10) must hold for any polynomial f(x ; k) of degree j - 1 or less, 
g(x;j,L)1 	= g(x ; j,L)1 	= • • x=-1 	 x=-1 
g(x; j,L)1 x=L  =Vg(x;j, L) x=L l g(x;j,L) 
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we obtain as one possible set of boundary conditions on g (x ; j, L) that 
(3.2.15) 
Moreover, by (3.2.6) 
V""g(x;j,L) = 0 
	
(3.2.16) 
This difference equation and the 2j chosen boundary conditions of (3.2.15) 
can be solved to give g(x ; j, L) to within a constant multiplier. By trial and 
error, or otherwise (see Ex. 3.2), we obtain the following polynomial in x 
of degree 2j: 
(j+v)  g(x;j,L) = a(j,L) 	(-1)11\0\ ( x + fi 	 (3.2.17) v) v=0 (L 	j) (1+ v) 
where the mutliplier a(j, L) is as yet unspecified. 
It then follows from (3.2.6) that 
p(x;j,L) = V 1g(x;j,L) 
j\ + v\ X (v)  
= a(j,L) 	j(i) 
\v/ v 	
L
(v) (L + j) (i) 
The constant a(j,L) is arbitrary. By setting 
a(j,L) = (L  
(3.2.18) 
(see Ex. 3.3). 
(3.2.19) 
we obtain 
p (x ; J,L) = 	(-1) v (i ) (i + 	x ( u) 
\V/ \ V / 
7)=0 	 L ( u ) 
(3.2.20) 
This is the discrete Legendre polynomial of degree j. The first five polyno-
mials (j = 0, 1, 	, 4) are: 
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p(x;O,L) = 1 
p(x; 1,L) 	- 2 2-c- 
p(x;2,L) = 1 - 6 x  +6 x(x-1) 
 
p (x ; 	L) = 1.- 






L (L - 1) 
- 1) + 30 
(3.2.21) 
20 x (x - 1)(x - 2) 
L (L - 1) 
x (x - 1) + 90 
L (L - 1) (L - 2) 
140  x (x - 1) (x - 2) 
L 	L (L - 1) 	L (L - 1) (L - 2) 
+70  x (x - 1) (x - 2) (x - 3)  
L(L - 1) (L - 2) (L - 3) 
Note that p (x ; j, L) is only defined for j L, and so the set f p (x ; j, L) has-
precisely L + 1 members, namely p(x; 0, L) . . . p(x; L, L). This is irtmarked 
contrast with the "continuous" Legendre polynomials defined by (3.1.2) 
which form a set having an infinite number of members. 
The reader should investigate the location of the zeros of g(x; j, L) by 
examining (2.2.15). It will then emerge that (3.2.6) is a peifect analogy to 
Rodriguez' theorem [3.2, p. 785] as related to the continuous Legendre 
polynomials which satisfy (3.1.2). This duality between the discrete and 
continuous polynomials is very evident throughout, and is a consequence of 
the many dualities, established in Chapter 2, between the calculi of continuous 
and discrete functions. 
We require one further basic result, namely c (j, L) defined by 




In order to obtain this we proceed as follows. Let (3.2.20) be written as the 
Newton series 
p(x; j,L) = E a (v, L) x(v) 
v=o 
(3.2.23) 
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Then (3.2.22) becomes 
[c(j,L)] 2 = 	p(x;j,L) 	a(v,L) x(v) 
x=o 	v=0 
= a(j, L)- 	x (np (x ; j, 
x=0 





which we sum by parts to give 
[c(j,L)1 2 = (-1)1 j! a(j,L) 	g(x;j, L) 
R=0 
Now by (3.2.20), the coefficient of x ( i ) is 
a(j,L) = (-1)l (2j) 1 .  
Lo) 
and from (3.2.17) and (3.2.19), 
(3.2.25) 





(-1) v 	(x 
	j) 
v=0 	v (L + (3.2.27) 








(see Ex. 3.5). 
It is shown in Ex. 3.6 that 
(--i)v(j) 	1 	= (2; 1)(1 
11 = 0 	v j + v + 1 
(3.2.28) 
Hence 
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(L + j + 1) (" 1) 
x =0 	 j ! (2j + 1)(21 ) 
Thus using (3.2.26) and (3.2.29) in (3.2.25), we obtain finally 
[c(j,L)] 2 _ (L + + 1)
(1+1) 
(2j + 1)L ( J ) 
For future reference, the first five values of [c(j, L)] 2 are: 
(3.2.29) 
(3.2.30) 
[c (0,L )] 2 = L + 1 
[c(1, L)] 2 
[c (2, L)] 2 
[C(3, L)1 2 
 [c(4, L)]2 
(L + 2) (L + 1) 
3L 
(L + 3) (L + 2) (L + 1)  
5L (L — 1) 
(L + 4) (L + 3) (L + 2) (L + 1) 
2L (L — 1) (L — 2) 
(L + (L + 4) (L + 3) (L + (L + 1) 
9L (L — 1) (L — 2) (L — 3) 
(3.2.31) 
Equations (3.2.20) and (3.2.30) are the two fundamental equations for 
the discrete Legendre polynomials. We now turn our attention to the 
derivation of the general form of the discfete Laguerre polynomials. 
3.3 THE DISCRETE LAGUERRE POLYNOMIALSt 
Let p (x ; j, 0) be a polynomial in x of degree j, with parameter 0, such that 
co 
p (x ; 	p (x ; j, 0) O x = 0 
	
j 	i 	 (3.3.1) 
X =0 
where 1 0 1 < 1. Summation is over the positive integers although x itself is .a 
tThe interested reader is referred to [3.4] for a more complete discussion on these polynomials. 
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continuous variable. We term these polynomials the discrete Laguerre 
polynomials and their form and properties will be seen to be very similar 
to the continuous Laguerre polynomials satisfying (3.1.3). These polyno-
mials will constitute the basis on which we build the Fading-Memory 
Polynomial Filters in Chapter 13, and it is the purpose of this section to 
derive the general expression for p (x ; j, 0) as well as for the quantity 
rx=
[p(x;j,0)]2 O x  
0 
Following the same arguments as those given in the previous section, we 
see quite readily that (3.3.1) is equivalent to the statement 
co 
Ef(x;i4p(x;ime. 0 	 (3.3.2) 
x=o 
where f(x ; k) is any polynomial of degree k < j.t We now obtain the form 
of p (x ; j,0) from (3.3.2) by the use of summation by parts. 
To facilitate this, we first define the function g (x ; j, 0) by the equation 
O xp(x;j,()) = A Ig(x;j,0) (3.3.3) 
where A is the forward-difference operator which operates on the variable x 
by a definition which is analogous to (3.2.7) where the backward-difference 
operator V was defined. Setting (3.3.3) into (3.3.2), we obtain 
f(x;k)A ig(x;j09) = 0 
	> 0 	 (3.3.4) 
x=0 
We now make the associations f(x;k) ti u., 1  and Al lg (x ; j, 0) ti v., and 
by applying summation by partst repeatedly to (3.3.4), we obtain (see 
Ex. 3.7) 
0 = f(x - 1;k) 	l g(x ; 	- Af(x - 2 ;k) 	2g(x ; j,0) 
co 
+ • • • 
  
+ (-1) l -1 [Ai if(x - j; k)] g(x ; j, 
co 	 (3 3.5) 
0 
Since (3.3.5) must hold for any polynomial f (x ; k) where 0 _5_ k < j, we use 
tWe are thus considering only the cases j > 1. 
$See (2.7.9). 




Moreover by (3.3.3), 
Ai +1 [0- 
as we made 
Ag(x;j,0) x= co 
Ag(x;j,0) 
x=o 
0-x O jg (x ; j, 
A l g (x ; j, 0)1 	= 0 
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to justify (3.2.15) in Section 
• • 	= 	Aj-1g(x;j,0) 
X = CO 
• = 	g(x; j,0)1 
x = 0 
0) is a polynomial of degree 
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3.2 to give, in 
= 0 
X = CO 
(3.3.6) 
= 0 x= o 
j, and so 
(3.3.7) 
This boundary value problem defines one of the possible generators for 
the discrete Laguerre polynomials. The difference equation (3.3.7) plus the 
choice of the boundary conditions . of (3.3.6) gives us, either formally or by 
inspection (see Ex. 3.8), 
g(x;j,0) = 0'0 
If we now apply (3.3.3) to (3.3.8) we obtain 
p(x; j, 0) = 0—x A i 0' 01 





Using the method outlined in Ex. 3.9, (3.3.9) reduces to the more convenient 
form 
p(x;j,0) = Oj 	(-1) 110(1 	e\zi (x\ 
v=0 0 kv) 
(3.3.10) 
and this is the required expression for the discrete Laguerre polynomial of 
degree j. 
We list the first five polynomials: 
p(x;2,e) 	= 0 2 [1 - 
p(x;3,0) = 03 1 [ 
- 
p(x;4,0) = 04 1- [ 
- 0 ) x 2(1- 
 e 
-01  x(x -  
0 / 	2! 
3(1 - 0) 
 x + 3
(1 - 0)2 x (x - 1) 
0 	0 1 	2! 
x(x -1)(x - 2) 
3! 
4 (1 - 0) x 
0 
)
2 x(x - 1)  
2! 
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p(x;1,0) 	= 01 [
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0 
_ 4 (1 - Oy x(x - 1)(x - 2) 
3! 
- 0)4 x(x - 1)(x - 2)(x - 3)  
0 	 4! 
(3.3.11) 
This set of polynomials is seen to have an infinite number of elements in 
contrast to those of the previous section, which form a finite set for any 
given value of L. 
We close this chapter with the derivation of the important quantity 




Following the approach used in the derivation of the corresponding quantity 
for the discrete Legendre polynomials in the preceding section, we arrive at 
co 
[C(j, On 2 = (-1) iji. a (j, 	g(X ; j, 	 (3.3.13) 
x= 0 
	
(see Ex. 3.10) 
where a (j, 0) is the coefficient of x (1) in (3.3.10). This is seen to be 
(-1)'(1- a(i,e) _ )j  
j! 
(3.3.14) 
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Following the method outlined in Ex. 3.11, we also obtain 
I ex; j,0) = 	 
x=o 	 (1 +1  
and so fmally by (3.3.13), (3.3.14) and (3.3.15) 
[C(.1,6)1 2 - 	 




3.1 Verify (3.2.9) and (3.2.10). 
3.2 Given that (c/f (3.2.17) and (3.2.19)) 
g(x ; j, 	= (-1) v (i) 
 (x 
	j)(j 1))  
v=0 	v (L + j)(i + v) 
verify that 
V ig(x ; i,L) = L + j 	(_ Dv(j\(j  + v) (i) (x + j -  \v/ v=o 	 (L fi u v) 
Now verify that 
Vig(x;j,L) = 0 	for x = L, -1 
and i = 0, 1, 	j - 1 
Hint: (L + j) (i v) = 	+ j) (i)(L + j - i) (" v i) . 
Also verify that 
V" + 1 g(x ; j,L) 	0 
3.3 From the results of Ex. 3.2, verify that (c/f (3.2.18)) 
Vig(x;j i L) 	
v=0 	L(v) 
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3.4 Show, using summation by parts, that (c/f (3.2.25)) 
X(i)
Vig(x ; j, L) = 	j! 	g(x;j,L) 
x=o 	 x=o 
3.5 Show that 
L  cx p(' 	L + j + 1 
xfo (L + j) (i + + v + 1 
Hence verify that (3.2.27) is correct. 
3.6 Let 
fi lm) 	(-1)210(  m 
V 	v) 
V=0 
Then show that 
f i (m) = f _ 1  (m) 	m f _ (m + 1) 
m + 1 
Hint: ( i) 	— v v 
Now verify that 
fo (m) = 1 = 	1  
(m +
O J 
and so, using the above recursion, infer that 
f i (m) = 	 
1 
Now deduce that 
(_nvo 1  
v=0 	v J±,+1 
- (2j + 1)(2J  
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3.7 Verify (3.3.5). 
3.8 Given that (c/f (3.3.8)) 
g(x;j,O) = Ox (X) 
use (2.5.16) to verify that 
Ai ex; j,0) = 	(.4) i-v0 61.+v x + vl 
v=0 
Now deduce that for I 0 < 1, i 5_ j - 1, 
	
lira 0'g (x-; j, 	= 
A ig(0 ; j, 	= 
	= 0, 1, 	- 1 	 (c/f (3.3.6)) 
Also verify that (c/f (3.3.7)) 
A i+1 [0-x A ig(x;j,0)] = 0 
3.9 Given that (c/f (3.3.9)) 
p(x;j,O) = 	(-1) l tOOT + 
t=o 
apply the Vandermonde convolution formula (see (2.6.17)) 
= E (, x 1)(ft) p.=0 
to obtain 
p(x;j,0) = 	x )(-1) 1-11 	(-1) t- 000 t 
P. µ— o 	 t=o 
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p(x;j,0) = (-1)1 
—AL j )01.4 	(-1) 1-4 (j 	11)60-1-` 
- 	
. 
- 	t=1.4 C  
and so finally, make use of the binomial expansion theorem to obtain 
v p(x;j,0) = ei 	(-1)v ( j )( 0) (c) 
0 v=o 
3.10 Verify (3.3.13) from (3.3.12). 
3.11 Define 
CO (77 ). 
x=0 I 





1 — 	I-1 
Verify that 
1  
S° 1 — 0 
and hence that 
s. 	ei 
(1 - 
See (2.7.9) and (2.5.7). 
j_>1 
S 
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Finally infer that (c/f (3.3.15)) 
co 
0 1  
g(x;j,0) = 
01 " (1 -  
where g(x ; j, 0) is the discrete Laguerre polynomial generator of (3.3.8). 
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The first step in implementing a smoothing algorithm is to select a model 
which we believe adequately describes the process which we are observing. 
This model is defined in the form of a differential equation. 
As a simple example it may be decided that the process can be adequately 
described by a second degree polynomial, and so the model is taken to be 
d3x(t)  - o 
dt3 
Alternatively, as a result of investigating the physics of the true process, some 
extremely complicated nonlinear differential equation may be arrived at, 
to be used as the model. 
It is the purpose of this chapter to investigate the methods whereby a 
chosen model is actually implemented for use in the smoothing algorithms 
which we propose to develop in the later chapters. 
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C m x ( t + 4') = xn 	— + • • • + 	Dmx 2! n 
0 
(4.2.3) 
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4.2 THE DERIVATIVE POLYNOMIAL MODEL 
Perhaps the simplest way in which to model a process is to assume that it 
can be adequately described, at least locally, by a polynomial of appropriate 
degree. The efficacy of polynomials as models is based on their well-known 
ability to approximate any continuous function - over a finite interval to any 
degree of precision. (We refer to the celebrated Weierstrass approximation 
theorem, for a statement and proof of which see e.g. [4.1] .) 
As will be seen later, by virtue of their extreme simplicity, polynomials 
give rise to extremely compact smoothing algorithms. Moreover they can 
generally be used for smoothing over short enough intervals with very little 
actual knowledge of the true process. It is thus not surprising then, that 
they are in widespread use in smoothing and prediction work. We accord-
ingly commence our study of models with the polynomial. 
Assume that we have a process under observation, which we have decided 
to characterize as a polynomial. Let x(t) be a polynomial of degree m and 
let D symbolize differentiation. Thus we abbreviate as follows: 
Dix = —di x(t) 
  
t = tn 
(4.2.1) 
  
We consider first the situation where the sampling instants t o , t 1 , . . . , to are 
unequally spaced. 
As j goes from 0 to m and n progresses through its successive values, 
(4.2.1) gives rise to a sequence of vectors of the form 
X(t) (4.2.2) 
each of which completely defines the polynomial x(t). Thus, given the 
vector of numbers X ( t n) , we can form 
which is seen simply to be the polynomial x (t), expanded about the point 
t = tn . Thus for any n, the vector X n of (4.2.2) provides us with all we need 
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to know about the state of the assumed form of the process. It is accordingly 
referred to as a state-vector of the chosen model.t 
By the use of expansions similar to (4.2.3) we can write 
DiX(t n 	4- ) = 	D IX 	0 < i < m 	 (4.2.4) 
J. ; (j - i)! 	n 
Define the matrix 0(C) whose i, j th element is 
[ (1) (C)] ,i 0 < j < m 	 (4.2.5) 
where by definition 1/(j - i)! is zero when j < i. Then (4.2.4) is equivalent 
to 	• 
+ 4-) cox(t) 
As an example, let m = 2. Then (4.2.6) becomes$ 
x\ 	(1 	C 	
4.2\ /A 
2! 
i 	= 	1 	C 	i 





which is simply a matrix Taylor's expansion of x(t) and its derivatives about 
t = t n . 
Equation (4.2.6) is of great value in that it provides us with a method for 
computing the value of the state-vector at any instant, given its value at any 
other instant. It is known as a transition equation for the chosen model, and 
(1) (C) as the transition matrix. 
When the sampling instants tr, are equally spaced, a simplification is 
possible. Let the separation between sampling instants be r seconds. Then 
t = nr, and if we set C = hr say, 
X(t n 	C) = x (nr + hr) -= X n + h 	 (4.2.8) 
t As will be seen, more than one choice of state-vector for a given model is possible. 
$Whenever matrices appear as in (4.2.7) with missing elements, then those elements are zeros. 
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In this case (4.2.4) becomes 
xn + h 
m „ 
(hr)' 	Di x  
= 	( j — i)! n 
0 < i m 	 (4.2.9) 
and the definition for (1)(‘) is replaced by 
(hr) j  [41(hr)] 	= 
" ( j — i)! 
0 	i, j'‹ m 	 (4.2.10) 
giving the transition equation 
Xn -F h = 	Xn 
	 (4.2A1) 
It is now possible, and frequently convenient, to move r out of the transi-
tion matrix and into the state-vector. We do this by writing (4.2.9) as 
x n + 
giving 
rl 
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and the transition matrix (I)(h) by 
[1(h)]11 	()hi 1 
	
0 < j < m 	 (4.2.15) 
enables us to write (4.2.13) as 
Z n+h = (1) (h)Z n 
where we see from (4.2.15) that Ch) is now independent of r. 
As an example, for h = 1, m = 2, (4.2.16) gives 
	
I x 	11 	1 	1\  x\ 










Closer examination of 1(h) of (4.2.15) for h = 1, shows that it is simply 
Pascal's triangle (p. 27) arranged so as to form an upper-triangular matrix. 
The elements of the state-vector Z n defined in (4.2.14) are seen to be 
equal to the elements of X. of (4.2.2) to within scalar multipliers which 
depend on r. In fact 
X n = D (r)Z n 
	 (4.2.18) 
where D(r) is a diagonal matrix defined by 
[D(r)] 	11 8. ri . 0 < , j < m 	 (4.2.19) 
being the Kronecker delta. Thus given Z. and r we can easily compute the 
values of x n and its derivatives by the use of (4.2.18). 
Although we have used the symbol (I) on three separate occasions, namely 
(4.2.5), (4.2.10) and (4.2.15), the matrices are of course not identical..  
However, they do have the common property of precisely stating that the 
model in question is a polynomial. We accordingly refer to them (and 
certain others to follow) as polynomial transition matrices. 
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They share a number of properties in common. In the first place they all 
satisfy 
0(0) = 1 	 (4.2.20) 
which follows immediately, either from their definitions or else from their 
associated transition relations. 
From (4.2.16) we see that 
Z n = [0(h)]-1 Zn h 
	 (4.2.21) 
where the inverse is obviously defined, since by inspection c(h) has a 
determinant equal to unity and is thus nonsingular.t Using (4.2.16) again, 
we set n to n — h and then h to —h giving 
Z n = C-h)Zn-Fh 
	 (4.2.22) 
which, when compared with the preceding equation, shows that 
[(I)(h)J -1 	(I)(—h) 
	
(4.2.23) 
This relation clearly holds for any polynomial transition matrix since it is 
based entirely on (4.2.16) in which (1) itself was not specified. 
As we shall see presently, both (4.2.23) as well as (4.2.20) are special 
cases of the more general relation 
[0(h)] k = (I)(kh) 	 (4.2.24) 
satisfied by the transition matrices of any system which satisfies a constant-
coefficient linear differential equation. • Since polynomials are certainly 
within this class, they too have transition matrices satisfying (4.2.24). We 
shall return to the proof of (4.2.24) later. 
We pause for an example. Setting h = 1 in (4.2.15), we see by (4.2.23) that 
for m = 3 say 
1 1\ 1 1 —1 1 
12 3 1 —2 3 (4.2.25) 
1 3 1 -3 
1/ 1 / 
tThe fact that these matrices are nonsingular is a property shared by transition matrices in general. 
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showing that Pascal's triangle does indeed possess some delightful properties. 
.• 
The transition matrices (1)(h) are used in filtering algorithms as manipula-
tors of the validity instant.t Thus, suppose by some means we arrive at an 
algorithm of the form 
Z* ,n = WY(n) n (4.2.26) 
where W is a matrix of weights, Y (n) is a vector of observations defined by 
 
(4.2.27) Y (n) 
 
• 
    
- Li 
and where z* ,n  is an estimate of Z n in (4.2.14), which is valid at time t n 
based on observations up to t n , i.e., an updated estimate (see p. 8). 
Assume that we now need a 1-step prediction of Z n , and let the separation 
between observations be r seconds. Then the required prediction can be 
obtained from (4.2.26) by operating on its output with the transition matrix 
as follows: 
Z* 	= (1) Z * n + 1,n 	 n,n (4.2.28) 
The matrix (1) is defined in (4.2.15). 
Alternatively we can obtain the 1-step prediction directly by the use of 
Z + 1 n  	=•41)(1)WY (n) n , (4.2.29) 
where W and Y (n)  are defined as before. This can now be rewritten as 
Zn 1,n = w'r (n)  
where 
W' 	(1)( 1)W 
(4.2.30) 
(4.2.31) 
showing how the transition matrix for the chosen model can be absorbed in 
the weight matrix of the algorithm. 
ti.e., the first of the dual subscripts of an estimate vector, e.g., X p* , go 
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This use of the transition matrix to move us along a trajectory will occur 
very frequently, and it can be generalized quite readily to give us predictions 
and retrodictions to any desired point. It is the explicit way in which we 
implement the model which we have chosen. Whether the observations are 
equally spaced or not, if the model chosen is a polynomial, the developments 
of this section should provide us with an appropriate state-vector/transition 
matrix pair which mathematically realizes that choice. 
The reader is referred to Examples 4.1 throUgh 4.5 which pertain to this 
section. 
4.3 THE DIFFERENCE VECTORS 
In the previous section we showed how the choice of a polynomial model 
could be mathematically realized by state-vector/transition matrix pairs of 
various kinds. However, in all three cases considered, the state-vectors 
shared the common property of being based on derivatives of the polynomial. 
In this section, we again assume a polynomial model but specified instead by 
a state-vector of backward-differences rather than derivatives. This approach 
will prove to be extremely useful when, at a later stage, we apply the 
orthogonal polynomials of the previous chapter to the synthesis of filtering 
algorithms. 
Accordingly, let x(t) be a polynomial of degree m, and assume equally 
spaced sampling instants. Letting q be the backward-shifting operator 
defined in Section 2.2, we have 
xn + h = qx n 
	 (4.3.1) 
Now, q = 1 — V and so 
V i X
n + h = \7i 
= V 1(1 — 0) -11xn 	
(4.3.2) 
m-i 
= 	(-1) 7 1 ( h)\71 Xn 	
(See (1.5-1 
v=0 
where the sum terminates at v = m i since, by assumption, x (t) is a 
polynomial of degree m. Setting v = j — i, this becomes (see Ex. 4.6) 
— — 	x 
Xn + h 	 j 	 n 
(4.3.3) 
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which is clearly a transition relation of the form 





(4.3.5) Un Ea 
   
     
and transition matrix defined by 
[(1)(h)1„ •=7- (h 
	
0 < 	j 	m 	 (4.3.6) 
Note that the intersample time r does not appear anywhere in (4.3.4). 
(See Ex. 4.7.) 
It follows from (4.3.4) that for this matrix 
(I) (0) = I 
(4.3.7) 
[(1)(h) 1 -1 = (I) (—h) 
showing, of course, that 1(h) is nonsingular for any h. We shall prove later 
that 
[CIO' = (I)(kh) 	 (4.3.8) 
which subsumes the two preceding equations. 
As an example, we form OW from (4.3.6) to obtain (for m = 3), 
(4.3.9) 
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Upon closer examination, all of the four equations implicit above are seen 
to be simply reorganizations of 
xn + 1 = 4xn  - 6xn 1 	4xn - 2 — xn - 3 
	 (4.3.10) 
or equivalently 
vo x n = 
	 (4.3.11) 
which, of course, defines x n as a cubic. 
As a second example we use (4.3.8) with k = -1 and h = 1 to give, (for 





4.4 THE LINK MATRICES 
While the state-vectors consisting of backward or forward differences of 
xn , as discussed in the preceding section, will prove to be extremely useful in 
the derivation of filtering algorithms, they are not too convenient for ex-
pressing final answers. One seldom requires smoothed differences and we 
almost always prefer smoothed derivatives as the final filter outputs. How-
ever, as we now show, the derivatives of a polynomial can be obtained by 
forming appropriate linear combinations of its differences using the Stirling 
matrices discussed in Chapter 2. 
As before, let x n be a sampled polynomial of degree m. Then 
I7Xn = xn - 1 
+ (-1)
rn  T2  
= x — 	
m (rD) 
+ — x — n    
n 	2 1 n 	
n 
[ 1 rD ± (rD) 2 
• • 1 x 
2! 	
It 
= e-  D X n 
(4.4.1) 
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This gives the operator relationship (valid for polynomials), 
q 	e-TD 	 (4.4.2) 
We make use of this as follows 
V i Xn = (1 — q) ixn 
= (1 — e-TD) ixn 
V=0 
(-1) v ( i)e'xn 
	 (4.4.3) 
= 	[ 	(-1) 1 (vi) (— V)i (rD)j 
	
j=0 v=0 J 1 
n X 
Dividing through by i! gives 
v x = E [s- 	(rD)l  x 
j=0 	
i1 	 n 
where the matrix S -1 is defined by 












   
   
v n =7- 
1 
— V X 
2! 
it (4.4.6) 
     
     
     






ri 0 1 1 2 
r 2 —x 0 0 1 3 
2!  
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and we then see that (4.4.4) can be written 
n 
= 	1 Z n 	 (4.4.7) 
Assuming for the moment that S -1 is nonsingular, we thus obtain 
Z n = SV 	 (4.4.8) 
which gives the vector of derivatives (to within the scale factor ri/j! ) in 
terms of the backward differences (scaled by 1/i!). 
By direct computation on (4.4.5) (see Ex. 4.8) we obtain the first few 
elements of S -1 as 
0 0 01 
S-1 = 
0 1 -1 1 (4.4.9) 
0 0 1 -3 
0 0 1/ 
which is clearly nonsingular. Starting with the bottom row, we can easily 
verify that its inverse is 
/1 0 0 0\ 
0 1 1 
S 
0 0 1 3 
\O 0 0 ll 
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Equation (4.4.8) thus provides the link between the derivative and the 
backward-difference state-vectors of a polynomial. We accordingly call S 
a link matrix. (See Ex. 4.9.) 
Comparing S of the above example to S, the Stirling matrix of the first 
kind (Table 2.1 on p. 23), we see that the elements of S can be obtained 
by transposing the matrix S and removing all minus signs. For this reason 
we have called S the associate Stirling matrix of the first kind and we 
display it in Table 4.1 up to i, j = 10.t 
The matrix 	can be obtained analogously from 	the Stirling matrix 
of the second kind (Table 2.2 on p. 25), by transposing that table and 
negating the odd superdiagonals. This gives S-1 , the associate Stirling matrix 
of the second kind, as displayed in Table 4.2. t By using the matrix S 
together with appropriate scale factors, we are thus able to obtain derivative 
state-vectors from the backward-difference state-vectors. We can, of course, 
also use the transition matrices of the previous sections in combination 
with the link matrices, as demonstrated in the following example. 
In subsequent work we shall obtain an algorithm which gives us On n , 
the updated estimate (0-step prediction) of the backward-difference state-
vector of (4.4.6). In order to then obtain a 1-step prediction of the 
derivative state-vector + 1 , n Z* 	of that equation, we will use n  
Z* 	= Irn (1) SIT * n+1,n 	 n, n (4.4.12) 
where S is the associate Stirling matrix of the first kind and (I)(1) is defined 
in (4.2.15). 
The reader can follow the derivation which led to (4.4.8) and satisfy 
himself that the forward-difference and derivative state-vectors, namely 
(4.4.13) 
n 
tWe give a recursion formula for generating S and S' 1 inthe notes at the end of this chapter. 
t Observe from Tables 4.1, 4.2 that both S and S-1 are nonsingular, regardless of their order, by 
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are likewise related by 
Z n = S T V n 
	 (4.4.14) 
where S T is simply the transpose of the Stirling matrix of the first kind 
(see p. 23). 
4.5 THE LAGRANGE ESTIMATOR 
One of the classical problems in numerical analysis is the construction of 
the polynomial which passes through a set of equally spaced ordinates. One 
method in wide use is that due to Lagrange and results in expressions for 
the polynomial and its derivatives as linear combinations of the ordinates 
through which the polynomial is to pass. We present here a method for 
performing Lagrange interpolation which involves considerably less effort 
than the classical approach (see e.g. [4.2] ), while at the same time serving as 
a vehicle for the ideas being developed in this chapter. It also leads directly 
to a programmable algorithm. 
Suppose we have a process x(t), not necessarily a polynomial, which is 
sampled without errors at equispaced instants r seconds apart. This gives us 
a train of observations - 
y 0 = x (0), y 1 = x (r) , . . . , y n = x (nr) 
Assume that we are located in time just after t = nr but before (n + 1) r, and 
that we wish to obtain predictions of what x (t) and its derivatives will be at 
(n + 1 ) r. 
We decide to do this by passing a polynomial of degree L through the 
most recent L + 1 observations 
3'n-L' Yn - L + 	• • Yn 
and then to obtain estimates of the required 1-step predictions by the 
evaluation of this polynomial and its derivatives at (n + 1) r. 
Assume that n is fixed, i.e., we freeze the further passage of time so that, 
for the moment, no additional observations are made. Then the polynomial 
passing through the 3 points y n 2 , Yn _ 1, yn is shown in Figure 4.1 where 
for definiteness we are considering the quadratic case (L = 2). 
We symbolize the required polynomial by [p* (r)]., where the star symbo-
lizes estimation and the continuous variable r is the polynomial argument, 
with the r-origin, as shown in the figure, being taken at the beginning of the 
interval containing the observations of interest. The subscript n in [p* (r)]n is 
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Time axis 
	  r-axi s 
0 	 1 	 2 
Fig. 4.1 The interpolation polynomial [p*(r)] a . 
to remind us that this polynomial is based on the set of observations whose 
most recent member is y n . It thereby serves to differentiate between this 
interpolating polynomial and its predecessors and successors, which may or 
may not be the same polynomial as [p* (r)] n . 
Since, by assumption, [p* (0] n is to pass through y n-2' yn-1' yn' we must 
have 
[p* (2)] n = yn 
[p* (1)] n  = yn _ 1 	 (4.5.1) 
[p* (0)] n = yn _ 2 
We now evaluate successive backward differencest of [la* (r)] n at r = 2, by 
the use of (4.5.1), i.e., 
/7°p* (2)\ 	/31 n 
p* (2) 	= y n 	yn -1 
\ p* (2)/n \yn — 2yn _ 1  + yn 
tWith respect to r. 
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and defining the vector V% by 
/___1 Vol,* (2)\ 
0! 
V * n,n 
(4.5.3) 














We call the vector of observations in the above equation Y (n) , i.e., we define 
yn 
Y = .(n)  Yn - 1 
Y n - 21 
(4.5.5) 
(Note that the subscript of Y (n) is parenthesized to show that it is not a 
sampling instant but rather the ordered set of observations whose most 
recent is y n .) Then (4.5.4) can be written 
V n n * = F-1BY (n) , 
where F-1 is the inverse of the matrix 
/0! 0 	0 
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i.e., F is the diagonal matrix of factorials, and where 
1 	0 	0\ 
B ._.-- 	1 	—1 	0 
1 	-2 	1/ 
(4.5. 8) 
is a weight matrix easily constructed using the binomial coefficients. 
We set out to obtain the 1-step prediction of the derivative state-vector, 
and this is now easily derived as follows. Let 
r2 
/ 
\2! b, n 
Then by (4.4.12) 
Z * 	= (1)(1) SV * n + 1,n 	 n 
and, taking into account (4.5.6), we thus have 
+ 1,n Z 	= (I) (1) SF-113Y (n) n  
Finally the derivatives themselves, namely 




X * n + 1,n (4.5.12) 
may be obtained using (4.2.18), i.e. 
+ 1,n 	(DM X* = D (7) 	SF- 1BY (n) 	 (4.5.13) n  
This expression, while perhaps appearing to be a bit formidable, is 
actually easily reduced to 
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in which form it is readily implemented in a computer. For the quadratic 
case the reader can easily verify that (4.5.13) gives us, (assuming r = 1) 
W is called the weight matrix since it provides the numbers by which the 
observations Y (n) are weighted in (4.5.14) to give X: Ln . 
We can easily generalize as follows. Let 






0 < i,j < L 
(Note that F-1 and not F is used in (4.5.13).) The matrix S can be obtained 
for any L up to 10 from Table 4.1 on p. 85. F(h) is defined in (4.2.15) 
and D(r) in (4.2.19). Then 
X + h,n = D (r)(1)(h)SF-1 BY (n) n  (4.5.17) 
gives the h-step prediction of the derivative state-vector based on estimation 
by polynomial interpolation. 
The weight matrix of (4.5.17) namely 
W(h,r) = D(r)(I)(h)SF-1 B 	 (4.5.18) 
can be evaluated once and for all when 	and L are fixed, thereby 
yielding the L + 1 algorithms-contained in 
rn + h,n = w(h,r)Y (n) 	 (4.5.19) 
in their final computational form. 
Of course we now unfreeze n and permit it to cycle through successive 
values, thereby obtaining successive estimates of the h -step prediction of the 
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derivatives of the process producing the observations. As the numbers which 
form Y
(n) n 
are obtained and fed to the algorithm, so the vectors e + n  are 
produced and constitute the output of the algorithm. The scheme is 
readily implemented on a digital computer and can be seen to be a simple, 
real-time way of obtaining estimates based on the interpolating polynomial. 
(See Ex. 4.10.) 
4.6 CONSTANT-COEFFICIENT LINEAR DIFFERENTIAL 
EQUATIONS 
Until now, we have considered only one form of model, namely the 
polynomial. Instead of viewing a polynomial in its functional form 
(4.6.1) 
we could also view it in the equivalent form 
-"x(t) = 0 	 (4.6.2) 
This differential equation generates, as its solutions, the entire class of 
polynomials of degree m as given by (4.6.1). 
Suppose, instead of (4.6.2) we consider the somewhat more general 
linear, constant-coefficient, differential equation 
(Dm + + yin Dm + • • • + y 1 D + yo )x(t) = 0 	 (4.6.3) 
where the y i are constants. Thus (4.6.2) is a special case of (4.6.3). For 
definiteness we let m = 2, and consider 
(D3 + y2 D 2 + y i D + yo ) x(t) = 0 	 (4.6.4) 
Define as the state-vector 
ix(t)\ 
X( t) 	i(t) 
	 (4.6.5) 
VW) 
Then using (4.6.4) to obtain *i* in terms of x, x and Y, we see that 
—d X (t) = 
dt 
x = 0 (i t 	
(4.6.6) 0 
I t 	1 Y 0  — Y 1 
i.e., (4.6.4) can be stated as 
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As a final generalization, we can consider the transformation 
X (t) = G X (t) 	 (4.6.9) 
where G is a 3 x 3 nonsingular constant matrix. Then (4.6.7) becomes 
X(t) = AX(t) 	 (4.6.10) 
dt 
where 
A =7- GCG-1 	 (4.6.11) 
and since G is arbitrary, A is any 3 x 3 matrix of constants. 
Now, it is well known from the elementary theory of differential equations, 
that the solutions of (4.6.4) are of the form 
x(t) = 	pi (t)exit 	 (4.6.12) 
j=1 
where p j (t) is a polynomial in t and A i is a zero of the characteristic equation 
of (4.6.4) namely 
where 
0 1 0 \ 
C = 	0 
( 
0 1 
--Y0 -Y1 -11 2/ 
+ y2 A 2 + y i A + y o = 0 	 (4.6.13) 
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and where k equals the number of distinct roots of this equation. The 
degree of the polynomial p i (t) is one less than the multiplicity with which 
A. j occurs as a root of (4.6.13). 
Since (4.6.10) is simply a restatement of (4.6.4), it follows that the 
solution to (4.6.10) is likewise of the form 
X(t) = 	pi (t)e
X•t 	 (4.6.14) 
j=0 
where the coefficients of ) 1 (t) depend on initial conditions. 
Wheny2 = y i = yo = 0, (4.6.13) becomes 
A 3 = 0 	 (4.6.15) 
which means that we have a single root, namely zero, of triple multiplicity. 
In this case (4.6.14) takes on the form 
x(t) = a o + a l t + a 2 t 2 	 (4.6.16) 
which is, of course, the general polynomial of degree 2. 
We see then that in general, the following three equations are equivalent 
(Dril 4" 1 + 	Dm 	- • • + y 1 D + yo ) x (t) = 0 	 (4.6.17) 
d X(t) = AX(t) 	 (4.6.18) 
dt 
x(t) = 	p i (t) ex i t 	 (4. 6.19) 
j = 0 
and that the polynomial model considered previously is simply just a special 
case of this more general model, comprised of products of polynomials and 
exponentials. 
In practice, the polynomials (not multiplied by exponentials) are probably 
the only really useful subset of these functions. This accounts for the 
detailed treatment given to the polynomial transition matrices in the earlier 
sections of the chapter. However, the subsequent developments of the 
present section are a necessary preamble to the extensions which we intend 
to make later, and for that reason we continue our analysis further. 
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We now examine the solutions of (4.6.18) in more detail. First we write 
the vector Taylor's series 
2 
X(t 	= Pt) ± CDX(t) + 	+ • • • 
2! 
(4.6.20) 
co e r) 37(#)  
v=c, v! 
But by (4.6.18) 
Dv X(t) = A' X(t) 
	
(4.6.21) 
and so (4.6.20) can be written 






It is shown in texts on matrix theory (see e.g. [4.3, p. 335 et seq] ) that 
the infinite sum of matrices above converges to a well-defined matrix G (CA) 
for any A and C, with the property that 
G(Ci A)G(C 2 A) = G [(CI + C2 ) A] 
[G (Ci A)] k = G (kC1 A ) 
	
(4.6.23) 
G(CA) = G(CA)A 
c1C 
Since this is reminiscent of the scalar exponential function we accordingly 
write 
CO 




and (4.6.22) becomes 
X(t + 	= exp(CA)X(t) 	 (4.6.25) 
Note: The matrix exponentialexp ( A) does not share all of the properties of the scalar exp ( a). 
Thus, e.g., exp (A) exp (B) 	exp (A + B) unless A and B commute. 
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Thus, given the state-vector valid at time t, (4.6.25) gives the value of the 
state-vector at any other time. This equation is in fact a transition relation, 
and so we write it as 







For now the function exp (64) can be thought of by its power-series, i.e. 
exp (CA) = I + CA + 
2 	 3 




although there are more powerful ways possible to actually evaluate it, as 
we shall presently show. 
For the case of the polynomial model we now see that we can obtain each 
of the transition matrices of the preceding sections by the use of (4.6.27). 
(See Ex. 4.11 and 4.12.) Thus for any of the polynomial transition matrices 
already derived, there exists an associated matrix A such that (4.6.27) is 
satisfied. 
It follows immediately from (4.6.27) and (4.6.23) that 
(4.6.29) 
thereby proving (4.2.24) and (4.3.8). We can also deduce from (4.6.28) 
that (1)(0) = I. Moreover, setting h = in (4.6.29) shows that (I)(C) is 
nonsingular for any (and any A). 
Returning to (4.6.26) we have 
X(C) = (I)(C)X(0) 	 (4.6.30) 
and so, by differentiation of both sides, 
(1)(C) X (0) = —d X (4') 
	 (4.6.31) 
dC 
(We use the symbol (d/dC) (I)(0 to mean the matrix obtained by differentiating 
each element of (NCO Combining the above equation with (4.6.18), we 
obtain 
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(1)(C) X(0) = AX(C) 
dC 
= 	(C) X (0) 
and so, since X (0) is arbitrary, we must have that 
(4.6.32) 
(by (4.6.30)) 
—d (1)(C) = Aszto(C) 	 (4.6.33) 
dC 
Thus both the state-vector X(t) and the transition matrix 0(C) satisfy the 
same differential equation. (See Ex. 4.13.) 
Finally, consider the associated differential equation 




Its solution is 
VC) = 	exp(-CA) 	 (4.6.35) 
which can be verified as follows. By direct differentiation, (4.6.35) gives 





which is the same as (4.6.34), and so (4.6.35) is in fact the solution. 
Suppose we now take, as initial conditions for (4.6.34), 
W(0) = I 
Then (4.6.35) shows that 
111 (C) = exp(-0) = [4:1)(0] -1 
(4.6.3 7) 
(4.6.38) 
i.e., (4.6.34) is the differential equation for the inverse of OW. (See Ex. 
4.13.) It is thus possible, if required, to obtain (1)(C) and its inverse W(C) 
from the matrix A, by numerical integration of the system of differential 
equations 




(4.6.40) d (C) = 	(C)A 
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with initial conditions 
O(0) = I = 	(0) 	 (4.6.41) 
We shall return briefly to this question of numerical integration in the next 
section. 
Consider the following simple example. Given the matrix 
- C 	c 
G(C) = 	
-C 1+ C 
	 (4.6.42) 
we wish to determine whether or not it is a transition matrix. 
If it is, then by (4.6.27), there must be a matrix A so that 
G(4") = exp(CA) 	 (4.6.43) 
i.e., we must be able to show that, for some A, 
= I + 	+ 4: 2—A 2 + 	+ 
. 3! 2 
• • • (4.6.44) 
We can determine the probable form of A by writing (4.6.42) as 
	
1 0 	-1 1 
G(C) = 	+ 
(0 1 -1 1 
(4.6.45) 
which appears to be a truncated version of (4.6.44). From (4.6.45) the 
matrix A must be 
A (4.6.46) 
and - since for this matrix, A 2 and all higher powers are null, we see that G (C) 
does indeed satisfy (4.6.44). Hence it is in fact a transition matrix. 
We also verify that (4.6.39) and (4.6.41) hold true for G(C). Thus, from 
(4.6.42) 
c1C 	( —1 
dG (C)  
(4.6.47) 
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and from (4.6 46), 





dG(C)  - AG (C) 
and clearly also 
G(0) = I 
showing that G(C) does indeed satisfy (4.6.39) and (4.6.41). 
The reader can now verify, by the same argument, that 
cos e 	sine G(e) 
— sin e cos e 






4.7 TIME-VARYING LINEAR DIFFERENTIAL EQUATIONS 
The next step in the generalization of the choice of models is to assume 
that the process satisfies a linear differential equation with time-varying 
coefficients, i.e. 




(The preceding discussion in which A(t) was a matrix of constants is, of 
course, subsumed by this more general model.) 
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We attempt to solve (4.7.1) using a vector Taylor's series as we did in 
(4.6.20). Thus we form the series 
X(t) = X(0) + t[DX(t) + —t2 [D2X(t) t=o] t=0] + • • • 
• (4.7.2) 
CD 




t=o  L 
In this case, however, the time-varying nature of the coefficient matrix A(t) 
complicates matters considerably. Thus, by (4.7.1) 
DX = AX 
D 2 X = D (AX) = AX + AX = (A + A 2 ) X 	
(4.7.3) 
D 3 X = (A . + AA + AA) X + (A + A 2 ) AX 
= 	+ AA + 2AA + A 3 )X 
and so the simple result obtained in (4.6.22) now fails to materialize. 
However, under fairly relaxed conditions on A(t) (see e.g. [4.6] ), by 
virtue of the linearity of (4.7.1) there also exists a linear relationship 
between X (t) and its initial value X (0). Thus, it can be shown that there 
exists a matrix P(t) so that X ( t) of (4.7.1) satisfies 
X(t) = P(t)X(0) 	 (4.7.4) 
and that the matrix P(t) is nonsingular. 
The above equation is suggestive of a transition relation, but on comparing 
it to (4.6.25), the essential difference between the time-varying and constant-
coefficient models becomes very clear; in the present case the matrix P (t) 
does not have the simple exponential form which it had previously. An 
immediate result is that, in general, 
P(ht) 	 (4.7.5) 
equality holding only for the transition matrices which stem from constant-
coefficient models (c/f (4.6.29)). 
In order to examine further the properties of the transition matrices 
associated with time-varying linear systems, we first manipulate (4.7.4) into 
a more useful form. Thus (4.7.4) gives us the equations 
Mtn C) = P(tn C)X(0) 
X(tn) = P(t )X(0) 
(4.7.6) 
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and so, by combining them, we obtain 
X(t n 	C) = P(t n + C)[P(td] -i X(t n) 	 (4.7.7) 
in which we have used the fact that P (tn) is nonsingular. 
Define 
(I)(t n + C, tn) 	P(tn + C)[P(t n)] -1 	 (4. 7. 8) 
(The double argument of (1) means that each of its elements is a function of 
two variables.) Then (4.7.7) can be written 
X(t n + C) = (I) (t n + C,t n)X(t n) 	 (4.7.9) 
which is a transition relation in the more usual form. 
This equation displays the time-varying nature of the process very clearly, 
since it shows that the transition matrix relating X(t n) and X (t n + C) depends 
not only on the separation interval C, as it did formerly, but also on tn , the 
time at which the transition is occurring. (See Ex. 4.14 and 4.15.) We note 
that (4.7.9) can be written 
X(c) 	(I)(t rn , tn)X(t n ) 
	
(4.7.10) 
and that the matrix to satisfies 
(tn , tn) = 	 (4.7.11) 
The matrix Ct n + C, t n) as defined by (4.7.8) is clearly not easily obtained 
from that equation, and we now consider how one does in fact generate 
n 
+ C, t n) given the matrix A (t) of (4.7.1). To do this, we examine the 
differential equation which (I) satisfies, and based on our experience with the 
constant-coefficient case, we suspect that it is of the same form as (4.7.1). 
In forming (4.7.6), we set t = tn + C. Thus, differentiation with respect to 
t and C are equivalent. Differentiating (4.7.9) gives 
_a oct + c,ta)x(ta) 	a xct 
n 	 a (94.  
Then by (4.7.1) and (4.7.9) 
as (Dun  + C,ta)x(t a) = Acta + opta + C) 
= A(t n + C) (1) (t n + C,t n)X(t n) 
(4. 7.12) 
(4.7.13) 
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and since Mt n) can be made to assume an infinity of values depending on 
X (0), we must have 
_a ctn + t, t n) = Mt n + C) (D(tn + C, t n) at 
(4.7.14) 
(I) and X do in fact both satisfy the same differential equation. 
We can obtain (I) by numerical integration of (4.7.14), using any chosen 
integration technique. One simple integration procedure can be obtained as 
follows. By Taylor's theorem 
(1)(t n 	h, t ) 	(I)(tn ,tn ) + h —
a ct + 	t )1 	+ 0(h2)(9‘,. 	n n =0 
The term 0 (h 2 ) is actually 
0(h2) —h2 _32 ct +) n L=e 	o < e < h 
2! a2 	n 
(4.7.15) 
(4.7.16) 
and so goes to zero like h 2 . Neglecting this error term and taking account 
of (4.7.11) and (4.7.14), we obtain 
430 (t n + ht ) = I + hA(tn) 
	
(4.7.17) 
This represents the initial step of a numerical integration algorithm for 
4:1) (t n + C, t n). 
First we note that if t  is sufficiently small, we simply set h = C and 
obtain Ct n + C, t n) by a single application of (4.7.17). The "smallness" of 
is gauged by whether or not we are prepared to ignore the 0 (h 2 ) term of 
(4.7.15) when h = C. If this error is unacceptably large then we break 4" up 
into equal fractions, say h = C/m where m is an integer. We now use 
(4.7.17) followed by repeated applications of the same idea namely 
(I)(t n + kh,tn) = (I)[tn + (k 	1)h,tn] + h--(9 (I)(t + 4. , t 
at
n 
which, by the use of (4.7.14), reduces to 
(I)(tn + kh,tn) = 3 1+ hA[tn + (k — 1) hl (Kt n + (k — 1)h, t n] 
k = 1, 2, 3, . . . , m 
(4.7.18) 
(4.7.19) 
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The integer M. is chosen so that the errors, which at each stage are 0 (h 2 ), 
collectively give rise to an acceptably small error after them cycles of the 
integration algorithm. Depending upon how much computation time we 
are prepared to use, this integration method can be made to yield (13 , (tn + C, tn) 
to any required degree of accuracy. Alternatively, we can use higher order 
numerical integration schemes (see e.g. [4.2] or [4.5]) to give (1)(t n + C, tn) 
with improved accuracy but at the cost of more computation on each 
integration cycle. 
In the case of the constant-coefficient model, the possibility of obtaining 
(1) by numerical integration (see p. 97) may have seemed somewhat 
gratuitous, since one expects that the direct evaluation of exp (tA) might be 
simpler. However, this is not in general true, since in order to derive exp ( tA) 
the eigenvalues of A are required, and obtaining them poses a nontrivial 
problem. With certain exceptions numerical integration is, in fact, the most 
readily available way for actually obtaining the transition matrix of a model 
from its differential equation, whether constant-coefficient or time-varying. 
Finally we consider the inverse of 41 )(tn + C, tn) a matrix _which we shall 
make use of in a later development. By (4.7.6) and (4.7.8) we can write 
X(t) = P(t n)[P(t n Or X(t n 4- ) 
= (Mtn' t n C)X(tn C) 
	 (4.7.20) 
and so 
[ (Mt n C, t n)r i = Ct n , t n C) 	 (4.7.21) 
or 
[(1)(t-„, t )1 -1 = (1)( , tn) 
	
(4.7.22) 
We can thus obtain the inverse of (13. by simply interchanging its two 
functional arguments. 
However, in practice we seldom expect to know the actual functional 
form of (1), and so again we must rely on numerical integration. Thus, 
consider the differential equation 
a 111 (tn  + C, tn ) 	— 111 (tn + C, tn)A(t n (94.  (4.7.23) 
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and form the product IN. Then by differentiation and making use of 
(4.7.14) and (4.7.23) we see that 
a —T + 4-, t,,A)(t 	= 	un 	tn) Aft. + C)(131(t n + C, 
n 
+ ‘11 (tn + C,t.)A(tn + C)0(tn + C,t.) 
= 0 (4.7.24) 
This means that T(t n C, t ri) (I) (t n C, n) is independent of C and so we can 
write 
111 (tn + C, tn) Ct. + C, tn) = B(t.) 
	
(4.7.25) 
We now impose the initial conditions 
n' n
) = I 
	
(4.7.26) 
and setting C = 0 in (4.7.25) shows that B(tn ) is in fact the identity matrix, 
and hence that 111 is the inverse of (1). 
This provides us with a way of obtaining (Ir by numerical integration. 
Thus by using (4.7.23) together with (4.7.26), we can follow the numerical 
integration scheme of (4.7.19) thereby obtaining the inverse of (I)(t. + 4*, t.). 
In conclusion, we observe that what is true for to is true for t generally, and 
so we summarize the theory developed in the present section by the follow-
ing system of equations: 
—
d
X(t) = A(t) X(t) 
dt 
X( t + C) = (I)(t + 	t) X ( t) 
a 	+ c,t) = Act + C)43.(t + c,t) 
(34 
[ 1( t + 	= 'V( t + C, 	= (I)( t, t + 
a T(t + c,t) = —T(t + c,t)mt + C) 
ac 
00, 	= I = 	(t, t) 
(Mt + 	t + ii.)(1)(t + 	t + 13) = (DU + C, t + [3) 
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4,8 NONLINEAR SYSTEMS 
We come now to the final generalization in choosing the model, namely 
to the case of the nonlinear differential equation 




where X is the state-vector at time t and F is a vector of nonlinear functions 
of the variables of which X is comprised and possibly of t as well. To make our 
subsequent discussion more explicit, we shall actually follow an example 
through in this section, accompanying each of the theoretical statements 
with a corresponding further development of the example. 
Example: 
Consider a body moving under the action of gravity through the atmosphere. 
To a good approximation the magnitude of the drag force exerted by the 
atmosphere on the body is given by 
d 	2 = —pv
2  a (4.8.2) 
where p is the atmospheric density, v is the speed of the body and a is 
assumed to be a known constant. 
Define the x o , x 1 , x2 coordinate system so that its origin is at some point 
on the Earth's surface, x o is North, x l is West and x2 is Up. We assume the 
Earth's surface to be essentially flat. It is well known that to a good 
approximation, the atmospheric density obeys the exponential law 
P = Po e 
 
-kx2 	 (4.8.3) 
which is consistent with the assumption of an isothermal atmosphere (k and 
p c) are taken to be constants). 
The total force acting on the body is the sum of drag and gravity forces, 
the former along the velocity vector, the latter along x 2 . We resolve the 
drag-force into its components in the x o , x 1 , x2 system by noting that the 
velocity vector is 
V = vV 	 (4.8.4) 
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where v is its length and 1) is the unit vector along V. Thus (4.8.2) can be 
written in vector form as 
Fd 	2 = —1 Pa  v2V 
A A 	A 
Now, letting i, j, and k be unit vectors along the x o , x 1 , and 
respectively, we have 
A 	/ 	A 
V = 'Go 
.■ 
+ X 2 k 
and so 
A 
A 	Xo / + X J ± X 2 k V — 	  
V 
Hence 
A 	A 	A) 
F
d 	2 —1 pav 	i + 
giving, as the differential equations of motion 
tit; = 	pavio 
 —2 pavz l mar l = 
m3e2 = 	— mg 
(4.8.5) 





The term g is taken to be a constant although it is really a function of x 2 , a 
refinement which is easily introduced. 
We define the state-vector as 
(4.8.10) 
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(x32 + x42 + X5
2)2 X4 
e
-kx 2 (x 32 + x4
2 + X5





which is of the form (4.8.1). 
The treatment of such nonlinear systems will be essentially as follows. 
For a given set of initial conditions, X(0), we can numerically integrate 
(4.8.1), thereby obtaining the associated subsequent history of X (t) known 
as a nominal trajectory. We assume that we have such a trajectory,t based 
on some assumed initial conditions, but that the true initial conditions were 
in fact slightly different, by an unknown amount. Let the true trajectory, 
X (t) , differ from the nominal trajectory by an amount 8X (t), i.e. 
X(t) = X(t) + 8X(t) 	 (4.8.12) 
Then 6X(t) is a vector of time dependent functions which are, by assumption, 
small in relation to the corresponding elements in X (t). Differentiation of 






dt 	dt 	dt 
(4.8.13) 
f At a later stage (in Chapter 8) we will describe explicitly how nominal trajectories are obtained. 
ko 
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and using (4.8.1) we obtain 
—d —X(t) + —d SX(t) = F[Tat) + 8X (t)] 
	
(See Note) 	(4.8.14) 
dt 	dt 
Consider say the first equation of (4.8.14), namely 
d _  
dt 	dt 
xo (t) + —d 8x 0 (t) = fo [5c" 0 (0 + 8x0 (t), 7c 1 (t) + Sx i (t)] (4.8.15) 
where we assume, for simplicity, that X is a 2-vector. Let t be temporarily 
fixed. Then the right-hand side of (4.8:15) is of -the form 
fouo + 	+ n) 
which, by a double application of Taylor's theorem, gives 
1 ( (92 f0 
a 2 
24-77 	I 0 	2 a2f) _ 4-2 + 





where 0 < < 4", 0 v < 
If we drop the final term, as we shall henceforth do, then we see that we 
are committing an error of the form 
aC 2 4, b67 	2 
and if 	and n are themselves sufficiently small, this term is very small. 
However, we should always bear this error term in mind, particularly if 77 
and 4" are of questionably large size. More will be said about this at a 
later stage. 
Note: We have not shown that F may also depend explicitly on t, as we did in (4.8.1), but this is 
implied both here and henceforth. Omitting t as a possible functional argument has no effect on the 
discussion to be presented. 
ax o 
(4.8.20) 
f_d 6x 0(t 
dt 




axo I xow 
21(t) 
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Returning to (4.8.15) we are now able to see that, to first order, 
d 	 of x 0(t) + —d 3x () = fo(5Evii) 	0 
dt dt 	 ax o 
so  
7 1 
• 8x 0 + 310— 
ax, 
    
(4.8.17) 
and in a like manner 
of 
—d (t) + —d 8x (t) 	fi (5-c o ,Fc i) 
dt 1 	dt 1 axo 
'Cl 
af 
• 6x 0 + 
axi 
. 8x i 




But by assumption 
—d X (t) = P[7(t)] 
dt 
(4.8.19) 
which means that (4.8.17) and (4.8.18) can be written 
and in general we see that, to -first order, 8X(t) satisfies the time -varying 
linear differential equation 
—d 8X(t) = A[X(t)]8X(t) 
dt 
(4.B.21) 
where the matrix A[PO] is defined by 
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di (X) 
[A [X (t)fi . ._ 	 nx.  




In order to make the above development more specific, we pause briefly 
to derive the A matrix for the system of equations (4.8.11). Thus, differ-
entiating each term with respect to each variable gives the matrix A [Te(t)], as 
follows: 
I 
0100 	 1 	 0 	 0 
	 -I 	  
—0 1-0-1. 0 	 0 	 1 	 0 
I 0 
I 0 	0 	 0 	 0 	 1 
1 	 7 --1 	_ -1 
i I -ki, ,i, o 1 o cke-k572 -Ux-3 -ce
- k 
i.2 52 




ti  A[X(t)] - 	I. 
-n2 „- 
-kx2 	 ' "4 	 -k 1E2(4 X5) 0 0 cke 	ux4 -ce
-k C4) 





0 0 oke 	ux
s 
-ce-ki2(3x5) 	-ce 	— 	-ce 	 
r, 
Po 
Note: c 	- 	d = (R. 
3 
 2 ÷ x4 	x5 
 2 	2)1/2 	_ 2m° an 	
. By x2 we mean -Z2  (t) etc • 
Once the functions io(t), ;(t), . . . , 5 (t) are obtained by numerical integra-
tion of (4.8.11) starting from Y(0), they can be inserted into A [5C (t)] thereby 
providing a square matrix of numbers. Alternatively if Dt.) has been obtained 
previously, we can integrate (4.8.11) forward starting from X ( t n) to obtain 
7e(t n -I- 0 These numbers, if inserted into A, then provide us with 
A[X— (t n + C)] and we see that, in general, A is simply a time-varying matrix 
whose elements, instead of being given explicitly as functions of t, are given 
as functions of 0(t), , Fc 5 ( t) which are themselves defined by a differential 
equation rather than explicity. 
Returning now to (4.8.21) we compare it to (4.7.1) and, as a result, 
are able to see immediately that all of the theory of the preceding section 
on time-varying linear differential equations now applies, where the state-
vector X (t) of (4.7.1) is now 8X (t) in (4.8.21), and the time-varying coefficient 
matrix is A [X( t)] rather than just A (t). 
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Thus the transition equation for 8X (t) will be (c/f (4.7.9)) 
8X(t n + 	= (I)(tn + 	to ;R-)8X(t n) 	 (4.8.24) 
where (1) is, as before, a matrix of functions of two variables as well as 
depending on the assumed reference trajectory X (t) about which' 8X (t) is the 
perturbation. 
The transition matrix (1), and its inverse 111, satisfy (c/f (4.7.14) and 
(4.7.23)) 
o(tn  + c,tn; Te) = A[g<tn + C)]ctn + c,tn; To 	(4.8.25) ac  
a T(t + 	;70 = -- 111 (t + 	t ;YOMTC - (t + C)] 	(4.8.26) 
with initial conditions 
(D(t ,t •5C) = 	= 111 (t ,t • 5T) n n 1 	 n n 1 (4.8.27) 
These can be integrated by the numerical schemes discussed in the previous 
section (or, of course, by any other scheme the user may wish to employ) 
to provide (I)(t n + C, t.;X) and its inverse. 
In this way we are able to reduce a model based on a nonlinear differential 
equation to a problem involving a time-varying linear differential equation. 
The reader is reminded that the linearization is based on the assumption that 
a nominal trajectory is available, and that the perturbation vector SX(t) is 
sufficiently small, so that terms involving products and squares of the 
components of that vector can be safely ignored. How that nominal tra-
jectory is actually obtained will be discussed later. We now consider a 
simple example in order to reinforce the above ideas. 
Example: 
Returning to (4.8.2), we assume one-dimensional motion along the x 
axis. Then (4.8.2) gives us the differential equation 
3e(t) = k[i(t)] 2 	 (4.8.28) 
where we assume that k is a known constant. This is a nonlinear differential 
equation in the state-variables x (t) and z (t). 
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First we reorganize (4.8.28) into the vector form of (4.8.1). Thus 
—d  x(t) = i(t) 
dt 
and by (4.8.28), 
—d i(t) = k[i(t)]2 
 dt 
which means that we can write 
d
x(t)\ 	fo ix(t), i(t)] 
dt i(t) 	fi {x(t), i(t)] 
where 
fo [x(t), i(t)] = i(t) 
and 






The latter two equations define the nonlinear functions of the state-
variables x(t) and i (t), which make up the vector F[X(t)] of (4.8.1). 








be that trajectory, and assuming that 
x(t) 	= 	z(t) + ax(t) (4.8.35) 
i(t) 	= 	z(t) + Si(t) 
we rewrite (4.8.31) as 
i(t) + 6x(t) 	( t) + d ( t) 
(4.8.36) 
(4.8.37) 
dt 	1(t) + 6.1c(t) 	k 	( t) + (t)] 2  
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Expanding this equation now gives us 
d ()7(t) + d 8x (t) 
dt 5:c- (0 ) 	dt Bic(t)/ 
( "c(t) 	Si (t) 	 0 	.) 
+ 	 + 
h[ft(t)] 2) (21j(t)82(t)) 	(k[ai(t)] 21 
and so we have, precisely, that 
d 8x (t)(0 	1 	(8x (t) 	0 
dt8i(t) 	0 	21j(t))8i(t)) 	lz[8i(t)] 2) 
(4.8.38) 
(4.8.39) 
This is the nonlinear differential equation governing the evolution of the 
perturbation vector 3X (t) 	Dx(t), Si(t)j 71 
The linearized differential equation is obtained from (4.8.39) by dropping 
the higher order terms. Thus. we obtain the approximate system 
d
ox(t)\ 	0 	1 	8x (t) 
dt(8i(t)) 	(0 	2kz (t) 	82 (t) 
which can now be written in the form 










In this particular case A happens .to depend on only one element of X. 
The matrix A [X(t)] above could also have been obtained by the use of 
(4.8.22). Thus, applying that equation to (4.8.32) and (4.8.33) gives us 
aoo [3c(0] = afo 
ax(t) 
= 0 	 (4.8.43) 
X = X 
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al° a01 [X(t)] = ai(t) 
x = x 
= 1 (4.8.44) 
    
Of, 
ct io 	( = ax (t)  
x = x 
= 0 	 (4.8.45) 
   
i tX(t)]  
   
= 20(t) 	 (4.8.46) 
at (t) 
 
x = x 
     
which is in precise agreement with (4.8.42). 
We conclude this example by integrating (4.8.25) to obtain the transition 
matrix. For our numerical integration algorithm we use the very simple 
rule (c/f (4.7.17)) 
(1)(t n + 	t n ; X) = 	hA[X(t n)] 	 (4.8.47) 
This gives us, by the use of (4.8.42) above, 
(1)(t 	11, 0-0 = 
n 
 + t n 	
(1 0) 	(0 
1“-c(t) 
+ h 
0 1 	0 	2 
1 
(1 
\O 1 + 2hk 5c (t)) 
(4.8.48) 
which is a very elementary, but very often used method of approximating 
(1). Given the numerical values of the state-variables g (tn ) and 31c (t n ) we see 
that (13, above can be readily reduced to a 2 x 2 matrix of numbers. Of course 
)the values of i(t and - (t n ) would have to be obtained by numerically 
integrating the differential equations given in (4.8.29) and (4.8.30), using 
some selected integration algorithm and a set of initial conditions. The 
latter defines the trajectory3C(t). •• 
The reader is strongly urged to work Examples 4.20 through 4.22 where 
we consider further illustrations of the material discussed in this section. 
We now close this chapter by considering the following very important 
interpretation of the transition matrix in the nonlinear case. Suppose that 
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we define the matrix K whose i, j th term is 
. ct + 
Rat + t ; xil 	n 
L n 	n 	jij .(t ) n 
where X is governed by the differential equation 
—d X(t) = F[X(t)] 
dt 
Then it can easily be shown that K satisfies the differential equation 
(4.8.49) 
(4.8.50) 
—a K(t n  + C,tn ;D = Arg(tn  + 0]K(tn  + C, ;Y) 	 (4.8.51) a 4.  
with initial conditions 
IC(t n , tn 07) = I 
and where the matrix A in -(4.8.51) is obtained from (4.8.50) by 
a f.(X) 
[A[X(t)110 - 	 ax 
X = 1(0 
(4.8.52) 
(4.8.53) 
But this means that K is equal to the matrix CI, as defined by (4.8.25) and 
(4.8.27). We have thus arrived at an alternate expression for the transition 
matrix, namely 
 
ax i (tn + C) 
   




ax i (tn ) 
 
x = x 
     
The above result is an exact equation and there are no higher order terms 
being neglected. It states that the sensitivity matrix of )7(t) at time t o + C, 
to its value at time tn , is precisely equal to the transition matrix. Equation 
(4.8.54) has a very useful practical application in that it permits us to 
obtain closed-form approximations, of any desired degree of accuracy, for 
the transition matrix, without the need for numerical integration and without 
the need to obtain the matrix A [X(t n)] of (4.8.22). This is a definite 
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extension to the techniques that we have developed, and the reader is 
strongly urged to study Examples 4.16 through 4.19 where we prove 
(4.8.54) and then show how it can be applied. The results of Ex. 4.19 
should be compared to (4.8.48) above. 
NOTES 
A recursion algorithm for the matrix S shown in Table 4.1 on p. 85 can 
be obtained from [4.5, p. 18] as 
= [S],
- 1,i - 1 + (j — 1) [Sl i, 
with 
[S10,0 = 1 and [S] o.i  = 0 = [S] 10 for 	j 	1 
As an example, let i = 5, j = 8. Then the above recursion becomes 
[S]58 = [S]4,7 + 7[S]57 
Table 4.1 shows that 
[S] 4,7 + 7[S]57 = 735 + 1225 
giving 
[S] 58 = 1960 
The corresponding recursion for S -1 (Table 4.2 on p. 86) is 
[S-1] 1 = [S-1 ] 1 _ 	1 — 	_ 
[S-q00 = 1, 	[S-1 ] 0 ,i = 0 = N- 90 , 	for i, j 	1 
These two recursions should be compared to the recursion for S and S -1 
 given in (2.4.9) and (2.4.14) on pages 22 and 24 respectively. 
EXERCISES 
4.1 a) Given that x(t) = t2 , verify that for r = 2 seconds: x n = 4n 2:, i n = 4n, 
aGn = 2, Vx n = 8n — 4, V2 x n = 8. 	Also verify that rin = VX n 
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(1/2!) V 2 X n , and that (r 2 /2!) zn = (1/2!)V 2 xn . Are these consistent 
with (4.4.11)? 
b) Given that x (t) = sin (77/2) t, verify that for r = 0.1 seconds: 
nrr 	7r 	nrr 	77 2 	na 
	
x n = S111 20 
, Xn 
	2 20 
= — cos 
Xn 	4 20 
= — — sin , 
Vx =1 — cos ) sin —nu + (sin —u )(cos —nu). 
20 	20 	20 	20 
Also verify that lim (1/r)Vx n = (7/2) cos (77/2) t = i(t). 
-3.0 
4.2 a) Given that x. = n 2 , what is x(t) when r = 1, r = 0.1, r = 2? What 
is in' 51n for each of these cases? 
b) Given that xn = sin(n7r/16), what is in , iin when r = 0.2, 2? 
4.3 For the matrices (I) of (4.2.5) and (4.2.15) verify (4.2.23) when thc 
matrices are 4 x 4. Using k = 2, verify (4.2.24) for the same matrices. 
4.4 Let x(t) = t3. Form the state-vector X (0) (x, z , z, Ve) tT_ 0 . Now 
using (4.2.6), verify that X(C) = (1)(C) X(0) where (1)(4) is defined by 
(4.2.5). Verify that X (2) = (1) (1) X (1). 
4.5 a) Let (t) = t 3 and t .= 2 seconds, and set up the vector X n of (4.2.2). 
b) Now form Z. defined by (4.2.14), and verify that for (I) of (4.2.15), 
(1)(1)Z 1 = Z2 and ((M; = Z h. 
c) Next use (4.2.18) to obtain X2 D (r) Z2 and X h EE D (r) Z h and 
compare these to X2 and X h obtained from part a) above. 
4.6 Verify that (4.3.3) follows from (4.3.2). Obtain the alternate result 
Vix h 	in 	- =i 	 - )\71 xn  . 
4.7 Using x(t) = t 3 , set t = nr with r = 2 and obtain the vector U 
n
, VX n , V 2 X n , V 3 Xny . Now verify that (4.3.6) gives 
h 









Set n = 0 and verify (4.3.4). Repeat with n = 1. 
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r = 2. 
4.10 a) Obtain the Lagrange interpolator matrix W of (4.5.14) for a 1-step 
predictor, assuming a cubic polynomial and r = 2. Apply it to the 
function x(t) = t 3 , and verify that it does in fact gives the 1-step 
predictions of x and its derivatives. 
b) Using x. = sin (n/8)(77/2), form the observation vector Y oT) 
xn _ 1 , x. _ 2 , X 3) T for n = 3, by the use of 5-figure tables. 
Now apply the first two rows of the Lagrange matrix from (a) 
above to Y(3) and obtain x4 , x4 . Compare these to table values 
for sin(77/4) and (77/32) cos (77/4). 
c) Repeat b) above using n = 4. 
Note: 	x. = sin[nr(1/87)(77/2)] and so x(t) = sin [(77/16r) 
(t) = (rr/16r) cos [(rr/16r) t] giving in = (7/16r) cos (n/8)(77/2). 
4.11 a) Write the differential equation for polynomials of degree 2 in the 
vector-matrix form of (4.6.7) using the state-vector of (4.6.5). Now 
form 1(C) = exp (CA) as defined by (4.6.28). Verify that X (t + C) = 
0(C) X (t). Compare 0(C) to (4.2.5). 
b) Repeat, but using the state-vector Z. of (4.2.14) instead. Obtain 
0(h) where h = Cr, and thus verify (4.2.15), (4.2.16) and (4.2.24). 
4.12 Define the state-vector V. - 	VXn , (V2 /2!)xn]T (c/f (4.4.6)). Now 
use (4.4.8) to write Z (t) [x(t), ri (t), (r 2 /2) I ( t)] T in terms of V (t). 
Assuming that x (t) is a quadratic, write the differential equation for 
Z(t) in the form of (4.6.18), and hence (using Table 4.1 to obtain S), 
write the differential equation for V (t) in the form (d/ dt) V (t) = AV (t). 
Now form exp (CA) and reconcile it with 41(h) of (4.3.6) where C = hr. 
4.13 a) For the matrix 0(C) of (4.2.5) form (d/dt) 1 (t). Now, using the 
associated A matrix for this 0 (see Ex. 4.11), verify that (4.6.33) 
holds. 
b) Similarly verify (4.6.34) where IP( t) is the inverse of (I) (t) above. 
(Use (4.2.23) to express ' (t) in terms of OW.) 
4.14 Consider the linear constant-coefficient differential equation 
1(t) = x(t) 
a) Verify that its solutions are 
4.8 Obtain (4.4.9) by direct computation on (4.4.5). 
4.9 Using the vector U n of Ex. 4.7, set up the vector V. defined in (4.4.6). 
Now use (4.4.8) to find 4. of (4.4.6), and using r = 2, obtain 
n
, n , xn , nY. Compare this to Xn of (4.2.2) for x (t) = t3 with 
Thus 
STATE-VECTORS AND TRANSITION MATRICES 	119 
e t 	e -t 	x(0) 
e t _ e -t 	i(0) 
0 1 
b) Verify that (I) can be written as (d/dt) X ( t) = AX (t) where A 
1 0 
c) Write (II) in the form X (t) = P (t) X (0) and find [P(t)]-1. Now form 
+ C, t) = P(t + C)[P (O] '. Verify that 1 is independent of t, 
and so we can write it as 0 (C). 
d) Find exp (CA) and compare it to 0(C) of c) above. 
4.15 Consider the following linear time-varying differential equation 
(1 — 	31(0 + (1 + 4t2 ) i(t) — (2 — 2t + 4t2 ) x(t) = 0 	 (I) 
a) Verify that its solutions are x(t) = e t2 X (0) + e t ic (0). 
b) Verify that (I) can be written in the form (d/dt)X(t) = A (t) X(t), 
where X ( t) 	[x ( t), ( t)] 7. and 
/ 	0 	 1 
A(t) 
 
2 — 2t + 4t2 —(1 + 4t2 ) 
1 — 2f 
   
  
1 	2t 
c) Verify from a) above that we can write X (0 = P (t) X(0) where 






(2t et 	et 
d) Find [P(t)]-1 and hence form 0 (t + C, t) = P (t + C)[P (O]- '. 
e) Finally verify that .X (t '+ C) = (I)(t + C, t) X (t). 
4.16 For the linear system (d/dt) X (t) = A (t) X (t), show that if we define the 
matrix whose i, PI terms is ax i (tn + C)/axj (t.), then this matrix is 
precisely the associated transition matrix 0( tn tn), i.e., 
L0(tn + C, 	= ax i (tn + C)/axj (t.). 
4.17 a) Consider the nonlinear system 
i(t) = f[x(t)] 
(where f and x are both scalars) and let the trajectory passing through 
g(tn ) be 
Fc(tn 	4") = g[Fc(tn),41 	 (II) 
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where g depends on the form of f in (I) above. Define the functions 
1352(t 	C) 
k(t 	C, t;51) = 	n 
, ai(t ) 
and 
aip(t 
(t 	=  	 , (IV) 
331 (t n) 
Now show that k satisfies the differential equation 
_a k(t
/1 	
4*  + , t n ; 37) = tn 	k(tn 	n ; x) 
with initial conditions k(t n , to ; 5a) = 1. Hence infer that (III) is the 
(scalar) transition matrix for the linearized system using 31 (tn ) as 
the nominal trajectory. 
b) Verify that the above is true in general for the vector system 
(d/dt) X (t) = F [X (0] . 
Comment: We see then that for any differential equation, whether 
linear or nonlinear we have precisely 
i ctn 
(tn) 
4.18 (This example follows Ex. 4.17 for a specific differential equation.) 
a) For the nonlinear system (d/dt) x (t) = f[x(t)] , where f [x (6] 	[x (t)] 2 , 
show that the solutions are x (t) = 1/(c — t), where c is an arbitrary 
constant. Hence prove that 
FC(t n 	C) = 
) n  
1 — C3c(tn ) 
b) Verify that for (I) above 
831 (tn 	C) 
	
1 
a5e(t n ) [1 — ‘-(tri )J2 
[
0(t C,t ;56] — n n 
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c) Let the function (II) be called k (t n 	to ;Fc), and define 
dip 
a [i(tn)] = 	 
85C- (t 11) 
where I [i( c)] is given in a) above. Verify that a [Fc ( t 	= 2x (t), 
and that k satisfies the equation 
—a k(t n 	tn ; Fe) = a[R (tn 	C)] k (t n 	tn ; 5e) 34' 
with initial conditions k(t n , t n ;TC) = 1. Hence (II) is, in fact, the 
transition matrix, i.e. 
a)T(tn 	C) 90 On + C, to ; 3c) 
dx (t n) 
4.19 Consider the differential equation 
z(t) = k[ic(t)] 2 	 (I) 
(This could arise, for example, when a body is moving through a viscous 
medium whose drag is proportional to the speed squared.) 
a) Using a two-term Taylor series, verify that 
5c- (t + i(tn ) 	 C):a(t n ) 
	 kP.C(t 
n 2!  
5-"c (tn) + ck ond 2 
Now apply the results of Ex. (4.17b) to obtain an explicit approxi-
mation for the transition matrix by forming 
0( tn 	tn ; TC) = 
(
a (t n + C) aFC(t n  + 4. ) 
ag(t n) tht (t n) 
	
1:1i(t n  + 	 act + 
a3c (tn ) 	 ayc 
Compare the result to (4.8.48). 
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b) Repeat using a three-term Taylor series. 
Comment: The above method avoids the need for numerical 
integration in obtaining the transition matrix. 
4.20 Verify, for the differential equation of Ex. 4.18a), that the trajectory 
whose value is unity at t = 1 is given by x(t) = 1/(2 — 
a) Integrate dx/dt = x 2 numerically,t using a step-size h = 0.1, starting 
with 1(1) = 1 and continue to 1(1.5). Use the integration algorithm 
aC(tn 	 Fc(tn) 	hfe(t n). 
b) Repeat a) above, but use Heun's Method for the integration, viz. 
13 (t n h) = FC(tn) + hx (tn) 
h) = 5C- (tn ) 	hi3(t n h) 
5c- (tn h) = 2 -1"-P (t n y(t. + 
Note: i3 (t. + h) =[B(tn + 
c) Compare the trajectories obtained from a) and b) above, with the 
exact trajectory, z (t) = 1/(2 — t). 
4.21 a) Assume that 
[x o] 2 	 (I) 
and that x(1) = 1.1. Use the methods of Section 4.8 to linearize 
the above differential equation about the nominal trajectory i(t) 
where i (1) = 1. Hence verify that 
d 
8x (t) = 	(ffi8x(t) 
dt 
is the resultant linearized system. 
b) The nominal trajectory 1 (t) has been obtained by numerical inte-
gration in Ex. 4.20b). Using those values for (t), integrate (II) 
above using the algorithm Ox (t. + h) = 8x(tn) h —d [8x (t )]. Start 
dt 
with ax (1) = 0.1 and continue to t = 1.5 with step-size h = 0.1. 
c) Add 8x(t) obtained above to 1 (t), and so obtain the trajectory x(t) 
passing through 1.1 at t = 1. Verify that the exact solution to 
(t) = [x(t)]2with initial condition x (1) = 1.1, is x (t) = 1/(1.9091 — t), 
and compare this to 8x (t) + 37(t) obtained numerically above. 
ti.e., with the aid of a desk-calculator or a computer. 
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4.22 a) For the linearized system (c/f Ex. 4.21) 




verify that the transition relation is 
Sx(tn + 	= (p(t. + 	tn ;56)8x(tn ) 




 + C,tn ;"3-C.) = [2TC (t n 	C SOU n 	t o ;37) 
d 
with initial conditions co 	t. ;Fc) = 1. 
b) Integrate (III) numerically, using the values for R(t) as obtained from 
Ex. (4.20b). Use step size h = 0.1 and start at (p (1, 1 ;5E) = 1, pro-
ceeding to (p(1.5,1 ; by the algorithm given in (4.7.19). 
c) Apply the values of (p obtained in b) to (II) of a), to give 
8x(1), 3x(1.1), 	, 8x (1.5). Compare the procedure and the results 
to Ex. 4.21. 
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The approach which we adopt in this book to the problem of smoothing 
and prediction is, briefly, as follows. A process, modelled by a given differ-
ential equation, is being observed in the presence of additive errors. The 
purpose of the algorithms which we propose to develop is to select a 
trajectory from the model equations which best fits the observations, in 
some specified sense. 
The component of the observations which is truly related to the process 
will be referred to as the signal, and the additive error components will be 
called the observation errors or the input errors. The processes with which 
we shall concern ourselves are deterministic whereas the errors will be re-
garded as random variables. 
In this chapter we review the statistical concepts needed to examine the 
errors both before and after smoothing. The background of the reader is 
assumed to be equivalent, at least, to the first four chapters of [5.1] or to 
the first four chapters of [5.2] . For a background in matrix theory, as 




(y.) ; = x + (yr) ; 
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5.2 CONCEPTS FROM PROBABILITY THEORY 
Suppose at time t = to we use a device, called a transducer, to make a 
single observation on a real-valued process. We obtain 
yn = xn Vn 	 (5.2.1) 
where x n is the value of the process at t = tn , n is the error introduced by 
the transducer, and y n is the resultant observation in the presence of that 
error. In what follows, we use the terms observation error and input error 
interchangeably in reference to v n , and the component in (5.2.1) related to 
the process (in this case x n ) will be called the signal. 
If we were to observe the process at some fixed time t o by simultaneously 
using a large ensemble of identicalt transducers (see Fig. 5.1), we would 
obtain a set of y n 's differing only in their respective v n 's. 
'The word "identical," as used here, implies only that the transducers are macroscopically 
identical. Thus, while each measures the process in precisely the same way, the individual corruptions 
added by the respective instruments are permitted to differ. 
Transducer 
No. 1 




(Y.)2 = x n  + (v.)2 
 
   
    
    




(y„) 3 = xn  + (v.) 3 
 
   
    
    
Fig. 5.1 Simultaneous observations of a process by an ensemble of 
identical transducer& 
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Since we are restricting ourselves to the domain of real numbers, v n is 
seen to be a real random variable which can range in value (from transducer 
to transducer at time t. ) over the continuous range +0.. Exam-
ination of this set of observations 1y4, would show that, for a given real 
number A, a certain fraction of the v.'s satisfy 
vn  < 
	
(5.2:2) 
That fraction is assumed to tend to a limit as the number of transducers 
used increases, and we obtain, as that limit, a well-defined function of A, 
called the probability distribution function of the random variable v.. We 
symbolize it as Pv (A), by which we mean: 
P vn (A) 	The probability that y r,. $_ 
We define the probability density function of v n as pv (A) where n 
(5.2.3) 
P (X) 
	(e) de 	 (5.2.4) 
It then follows immediately that p v (A) is an integrable function of A related 
to Pvn(A) by 
p v (A) = 	P„ (A) 	 (5.2.5) n 
i.e. the density function is simply the derivative of the distribution function. 
The ensemble expectation of any function of the random variable v n is 
defined by 
co 




and in particular, when f n) is vn itself, then 
	
Ap vn(A) dA. 	 (5.2.7) 
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The expectation of avn , where a is a constant, is obtained from (5.2.7) as 
Eav4 = aElv4 
	
(5.2.8) 
In a like manner, by (5.2.6), 
t op 
A. 2 pv (A.) dA n (5.2.9) 
and from this it follows immediately that 
EI(xvn)1 = a 2 E1v. 21 
The variance of the random variable v n is defined as 
Var (vn) 	a2(vn ) E(n — E 0 . 1 
We say that the random variable v n is zero-mean if 
E1v4 = 0 




a2 (vn) = E 5 vn 2 	 (5.2.13) 
We shall be dealing almost exclusively with zero-mean random variables and 
so a2 (vn) will be used interchangeably with E iv n 2 1, the reader being asked 
to recall that Eli), is zero by assumption. 
Until now we have concerned ourselves with only a single random variable 
v n , which was introduced by examination of the errors in the ensemble of 
observations ly n made at t = tn . We now turn our attention to a second 
ensemble, 3 yk  1, made at t = t k , where k n. 






vn,vk  (5.2.17) 
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The errors in y k are symbolized as v k and as with vn , they can be seen to 
form a random variable in the range 5_ vk < +.. vk has a probability 
distribution function P, k(A) and a density function p u (A). P and p of v k  
may or may not have the same functional form as they did for v n . 
We now perform the following experiment. Assume that t o < tk . By 
using a single transducer, we obtain first a sample value of v n and then of 
v k , thereby providing the ordered pair of numbers (v n , vk). By the simul-
taneous use of a large number of such transducers, we can obtain many such 
ordered pairs 
n Vk) 	(V' v n ky2' ' • • 1 
where the outer subscript, in each case, is identified with the transducer 
providing the pair. (See Figure 5.1.) 
We now examine this ensemble of ordered pairs and determine the 
fraction of the overall set of pairs which satisfies, simultaneously, 
V 	 V _5_ fL 	 real) n k " (5.2.14) 
As the number of transducers increases, this fraction is assumed to tend to a 
limit which depends on A and We call it the bivariate or joint distribution 
function of the random variables v n and v k , and symbolize it by 
 P 	(A 	
The fraction of the pairs (v n , v kl which 
v n ,y/c ' 11)  -- satisfy v n < A and vk < IL 
(5.2.15) 
We define the joint probability density function of v n and v k as I),12, vk ( A 11) 
where 
Pv, ,k(A,p) = 	P un, uk(e, id de C171 
	 (5.2.16) 
-co -co 
and so it follows immediately that 
E n v 
1OD ao 
CO f 
Aypvn ,vk(A, IL) dXdp (5.2.19) 
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Define the bivariate ensemble expectation of the function f (v n , v k ) by 
E3f(v ro v k) 
	r r  
f (A, Op n, k(A. clXdp 
	 (5.2.18) 
One such f (v n , v k) is the product v. V k . Thus 
The covariance of V n and v k is defined by 
COV 	v 1  - Elv.0(vk - Eivk0 	 (5.2.20) 
For zero-mean random variables v n  and vk , we see immediately that 
Cov(v.,v id = E vn vk 	 (5.2.21) 
The E operator has the very important linearity property. Thus, since 
by definition 
CO 	 CO 
Elaf n) + 13g( 	= 	[af 	+ g (1.)] p 	k(A, dAdiL 
(5.2.22) 
It follows that (see Ex. 5.2 
E)af(v n) + g 	= a E 1f (v) + P E 1g (v) 	 (5.2.23) 
E is thus a linear operator. We now apply this linearity property of E 
to vectors and matrices of random variables. 
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i.e. N is a vector of m + 1 random variables. Then we define E 	as 
Evc1\ 
E l f 
• 
• (5.2.25) 
   
Consider the matrix NN T. By the formal rule for matrix multiplication 
/ 2 v0 	V 0 V 1 • • • V0 Vrn 
NNT = (5.2.26) 
V 1 um 
• • • Vin
2 
v0 v 1 	v 1
2 • • • V V 1 m 
Then we define E)NN1 as 
Eivol 	E Iv o vj • • • E iv o vrA 
E vo v 1 	E1v 12 1 	• • E •11 v.1- 
• 
EINN1 = (5.2.27) 
\E Ivo v E 	• • 	E 1 v^2  
 
 
Suppose now that U is a linear transformation on N, i.e., that 
U = WN 	 (5.2.28) 
where W is a matrix of constants, not necessarily square. We are interested 
in the first and second order statistics of U in terms of the statistics of N. 
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Consider firstElUt. By the linearity of the E operator, it follows immedi-
ately that 
E {U} = WE INI 	 (5.2.29) 
Consider next the pair of linear transformations 
U = GN 
V = HN 
(5.2.30) 
where U and V are not necessarily vectors of the same order. Then 
UVT = GN(HN) T  
GNN THT 
= G(NN T )HT 
(5.2.31) 
Once again, the linearity of the E operator gives us 
ElUV1 = E3G(NNT)H T 
 = G E NN1HT 
As an example, let G and H both be a matrix with a single row, say CT . 
Then 
U = V = CTN 	 (5.2.33) 
and so, by (5.2.32) 
E TNN TC = C T E3NNT C 
	
(5.2.34) 
More generally, letting G = H = W say, the above discussion demonstrates 
that when 
U = WN 
then EIU1 and E1UU/ are given in terms of E {N} and E 
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and 
EIUU1 = E3lif(NN T )W 1 = WEINNI WT 
The above two equations will be applied very frequently. 
As an example, let 
(u o) (2 —1 	1) /i/ c 
3 —1 —1 v 
V2/ 
Then 
— Eiv i t + E.1v 2) 




If v o , v 1 and v 2 are all zero-mean, then clearly so are both u 0 and u 1 . 
Let this be the case, and suppose we are given that 
E)1■IN/ = 










  Eluo uj E1u 2  
2 	—1 	1 	/1 
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Finally, we examine the notions of correlation and statistical indepen-
dence.t By definition, two random variables v n and v k are said to be 





 (A, ti) = 	n (A) /3, k(ID 	 (5.2.42) 
i.e. if their joint density function equals the product of their univariate 
density functions. On the other hand v n and v k are said to be uncorrelated 
if 
vn vk l 	E vrj 	 (5.2.43) 
Independence is a much stronger property and, as is well known, 
"independent" implies "uncorrelated," but the reverse is not in general true. 
(See Ex. 5.3 and 5.4.) 
In practice, attempts to estimate the statistical properties of random 
variables from empirical data lead naturally to the estimation of expectations 
rather than of distribution (or density) functions.- Expectations are, 
practically speaking, much , easier to estimate than are distribution functions, 
this for the most part being because the expectation operator is a functional 
and so it leads in every case to a single real number as the sought for 
answer. On the other hand, distributions and densities are functions, and 
to estimate them from empirical data leads, at best, to a functional approxi-
mation process, and not to the true functions themselves. It thus turns out 
that in practice the notion of correlation is more frequently used. Two 
random variables v n and vk can be observed and empirical data can be 
gathered by drawing typical values. The expectations Elvj, E3v4 E3v:r, 
Elv kl and Elv n v i can then be estimated, the accuracy of the estimates 
depending on the size of the samples. 
Defining the vector N as in (5.2.24) we call the matrix 
E I(N — E 	— E {N })7 	 (5.2.44) 
tThe attention of the reader is directed to the fact that the term "independence" can be used 
in two distinct ways. First there is the statistical sense used above and defined by (5.2.42). Second 
there is the linear sense, i.e. the quantities f and g are said to be linearly independent if a f + )3g = 0 
only when a = 0 = /3. Thus two random variables can be linearly independent and yet not stati-
stically independent. 
134 INTRODUCTION TO SEQUENTIAL SMOOTHING AND PREDICTION 
the covariance matrix of N. It will frequently be the case that the elements 
of N are zero-mean, i.e., that 
E{N} = 0 	 (5.2.45) 
where 0 symbolizes the null-vector of appropriate order. We see then that 
for two zero-mean random variables v n and vk , their covariance matrix is 
NN1 
( 
 Eiv 	 ) it2 Eivn v A. 
Elvn v 1  Efr kl (5.2.46) 









5.3 PROPERTIES OF COVARIANCE MATRICES 
For definiteness, we consider three random variables v 0 , v 1 and v2 , all of 
which are zero-mean and we define the vector 
N 
(5.3.1) 
Then the covariance matrix of N, namely E 3 NN T , is a real symmetric matrix. 
We investigate its properties. 
Let C be any non-null vector of constants. Then by (5.2.34) we have that 
C T E1NN1C = E1CTNN T CI 
= E 1(C T N) (C T N) 
= El(C TN)1 
(5.3.2) 
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But C TN is itself a scalar random variable, and clearly El(CTN1 is non-
negative. We have thus shown that for any non-null vector C, 
CTEINNTV 0 	 (5.3.3) 
which proves that the matrix E3 NNT is either positive definite or positive 
semidefinite.t We call a matrix which belongs to either of these two classes, 
a nonnegative definite matrix. Every covariance matrix is thus nonnegative 
definite. 
In general, covariance matrices are positive definite. In examining -the 
situation where a covariance matrix is positive semidefinite, we find that the 
following holds true. 
Let N be a vector of m zero-mean random variables. Then the following 
two statements are equivalent. 1 
A. E1NN T has a rank-defect of k.§ 
B. Precisely k of the random variables in N are linear combinations of 
the remaining m - k. 
The proof that B implies A is straightforward and is left as an exercise for 
the reader. As a demonstration of the fact that A implies B, we present the 
following numerical example. The reader can readily construct a general 
proof from our procedure. 
Suppose that N has the covariance matrix 
1 	
1 -1 	2 
1 2 -2 	3 
-1 -2 	2 -3 
\ 2 3 -3 5/ 
We diagonalize this matrix by congruence, using the method of Gaussian 
elimination discussed in Ex. 5.11. Thus, let 
EINN1 = (5.3.4) 
B (5.3.5) 
tWhenever the term positive semidefmite is used, we imply that the matrix in question is singular. 
each implies the other. 
§ i.e., its rank is m — k. 
411 We assume N to be zero -mean. 
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which shows that El NNT is positive semidefinite with rank 2 and rank- 
defect 2. We thus suspect that two elements of N are linearly dependent on 
the other two which are independent of one another. This is now verified. 
Define the vector U by the transformation 
U = BN 	 (5.3.7) 
where B is given in (5.3.5). Then 
11 0 = V0 	 (5.3.8) 
ul = -V0 + v l 
	 (5.3.9) 
U 2 = V 1 + V2 
	 (5.3.10) 
U3 = -1/ 0 - 211 1 - V2 + 113 
	 (5.3.11) 
Since N is zero-mean, so is U. Moreover,, by (5.2.37) 
E)U11/ = BE3NNTBT 
	
(5.3.12) 
which is displayed in (5.3.6). Thus u 2 and u3 have zero variance, and being 
zero-mean, they are themselves zero with probability one. Hence from 
(5.3.10) and (5.3.11) 
	
V1 4. V2 	0 
-1/ 0 - 2v 1 - V2 + V3 = 0 
and so, solving for v 2 and 2i 3 gives us, 
= V0 	1)1 
(5.3.13) 
(5.3.14) 
This shows that v 2 and v3 are indeed linearly dependent on v o and v i . 
It remains only to show that the latter are linearly independent of each 
other. 
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From (5.3.12) and (5.3.6) we see that 
u 	(u0 , u ) E {(0) 0 , 1 1 
0 
01) (5.3.15) 
which is a positive definite matrix. Thus for all nonzero constants c o 
 and c1 , 
( co , c 1 ) 
	
(u0) ( uo , 1(1 
> 0 
We now follow the reasoning employed in (5.3.2) and we thus obtain 
E1(co uo +c 1 > 0 	 (5.3.16) 
and so it must also be true that the sum c o uo + 	cannot be identi- 
cally zero, if c o and c 1 are nonzero. We have thus shown that u o and 
u i are linearly independent of each other. Finally then, by (5.3.8) and 
(5.3.9), vo and v I are also linearly independent of each other. 	** 
In the above example, we saw that if E 3 NNT has a rank-defect of 2 and 
a rank of 2, then two of the elements in N are linear combinations of the 
other two, and the latter are not linearly related to each other. We now 
summarize as follows: Let El NN T  be the mxm covariance matrix of N, 
a vector of m zero-mean random variables. Then 
a) E 3 NN 1 is symmetric nonnegative definite. 
b) If k of the random variables in N are identically zero or are a linear 
combination of the remaining m - k, then E3 NNT is positive semidefinite 
with rank m - k and vice versa. 
c) If k = 0, i.e. if none of the random variables in N is linearly related 
to the others, then E 3NNT is positive definite and vice versa. 
In general, the latter will be the case in our subsequent discussion, and so, 
unless stated otherwise, a covariance matrix will always be positive definite. 
However, on specific occasions we will encounter situations where this is 
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not the case, such as for example, when a perfect measurement is obtained, 
or when measurements with correlation coefficient unity are introduced. 
However, these cases will be exceptional and will be clearly pointed out. 
The reader is referred to Example 5.6. 
5.4 THE COVARIANCE MATRIX OF THE INPUT ERRORS 
Suppose that at time to we make a vector of observations on a process. 
As an example we might choose to observe x(t) and ±(t) say, and in each 
case a zero-mean additive error is assumed to be present. Thus, letting 
Yii (1 and N  - vo 
yi 	 = .1.
n 
be the vector of observations and errors respectively, we have 
= X(t n ) 	(1/012 
(Y1), = ±(t n) + (11 )n 
	 (5.4.1) 
The covariance matrix of Nn will be written R n , and since we are assuming 
zero-mean observation errors throughout, 
R. = EINn N til 	 (5.4.2) 
Thus, 
R n = 
(
E i(v o): E)(v o v i.V. 
El(v i v 0V E Rv i)n 
(5.4.3) 
The numerical algorithms which we intend to develop will form 
estimates of the process based on sets of such vectors of observations, made 
'The correlation coefficient of two zero-mean random variables v i and vi is defined by 
E{ v j } 
[0.2 (1, i) 0.2 (v p il / 	2 
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over the sequence of L + 1 successive instants 
tn - L ' t o - L +1' " ' to - 1 , tn 
Accordingly we define the total observation vector 
Y  n 




\Y  n - 
Y n - i being the vector of observations made at time tn - j . Associated with 






N n - being the vector of errors in Y n - We have assumed that the random 
variables forming Is I (n) are all zero-mean, and we designate its covariance 
matrix as R (n). Thus we define the total covariance matrix 
R = E 	N T (n) • — (n) (n) (5.4.6) 
We pause briefly to comment on notation. The upper-case italic letters 
Y n , Nn and R are used to signify observations, errors and their covariance 
matrix respectively, obtained at time tn . The subscript shows the single 
instant at which they prevail, and is an essential piece of data along with the 
actual components of the vectors or matrix. On the other hand, the sans 
serif italic upper-case letters Y (n) , N (n) and 12 (n) will be used to represent what 
we call the total observation and error vectors, and covariance matrix, 
formed by a concatenation of the Y n's and N.'s. The parenthesized 
subscript in Y in) , N 00 and R (n) signifies that the n th is the most recent 
(E)Nn Nni 
V 0 
 E 	_ N nT 
E 1Nn NnT _ 
)
El Nn _ i NnT _ i
(5.4.7) 
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observation of the sequence. The reader should be particularly aware of this 
distinction, and whenever Y n , Nn or R . are used, a single observation instant 
is implied, whereas Y N R (n) carry with them a sequence of observation 
instants. 
We now examine the properties of R (n) . For simplicity assume that we 
form Y (n) from observations at times to and to - 1 ,and assume that we are 
observing two quantities in each case. (See e.g. (5.4.1).) Then 





N TI NT 
n n- 
and since, in this 'case, 
N 
i n n - 1 
(5.4.8) 




E ) (v1)n(v1)n-1 
    
R = 
E 3(v0)n-i(v0)n E l(vOn-1(v i)rj 
E (v 0 n-1 (I) 0),J E (7 n- 1(7)4 
O'2 RvOn-j 
El(vi v0)._ 1 1. 
E3 \v° 
cr2 Rv On-d 
(5.4.9) 
Thus R (n)  is seen to be a real symmetric matrix and by the arguments given 
in the previous section it will be nonnegative definite. If none of the 
random variables (vo)n,  (v), 6)n _ or e l) _ is a linear combination of n 
the others, as will usually be the case in practice, then R o) will be positive 
definite. As can be seen from (5.4.9), the on-diagonal blocks of R (n) contain 
only a single time-subscript whereas the off-diagonal ones contain two. 
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We address ourselves to three essential properties of R (n) in addition to its 
nQnnegative definiteness: 
1. Firstly, the random processes giving rise to the error vectors 
.. • , N n _L, Nn —L +1' • • • ,1\1,2 _ 1 ,1\1n , • • • may or may not be stationary, i.e., 
their statistics may or may not be changing with time. In the event that 
the second order statistics of these vectors are changing with time, then this 
information will be clearly conveyed by the successive total covariance 
matrices. Thus, we are not limited to stationary input-error statistics. 
2. Secondly, the matrices Ell\ln _,I\InT _ for i j may or may not all 
be null. These matrices form the off-diagonal blocks in R0 . In the event 
that the observation errors made at any one time are uncorrelated with 
those made at any other time, then they will all be null. However, if some 
correlating action along the time-axis is present (e.g. electronic circuitry 
containing capacitors or inductors), then some or all of the off-diagonal 
blocks will be nonnull. If they are all null, we say that the errors are stage-
wise uncorrelated and in such a case, all total covariance matrices obtained 
from that observation scheme will be block-diagonal with a single time-
subscript in each block. 
3. Finally, consider the covariance matrices ... , R n _ p R n , ... which 
form the on-diagonal blocks of the total covariance matrices. The individual 





may or may not be correlated with one another. (Note the single-time-
subscript in (5.4.10).) If they are not, then its covariance matrix li n will 
be a diagonal matrix. If this is true for all such vectors N making up 1■1 (n) 
of (5.4.5) then the errors are said to be locally uncorrelated. 
Thus for example, if all of the total covariance matrices obtained from 
some observation scheme have the form 
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where a is a constant, then clearly 
a) the second order statistics are stationary, 
b) the errors are stage-wise uncorrelated, 
c) the errors are locally uncorrelated. 
On the other hand, if R (n) has the form (assuming two observation instants 
in Y (n) and two measurements in each of Y n and Y 	) n - 1 
on on 
O n 20n 
On - 1 	on - 1 
O n - l 20' 
R (n) = (5.4.12) 
where .0 is a real constant, then the errors are 
a) nonstationary, 
b) stage-wise uncorrelated, 
c) locally correlated. 
Since each of the three properties discussed above can be disjointly 
present or absent in any one case, there are clearly eight possibilities in 
all. While they can obviously all occur in practice, and our filtering 
algorithms will naturally be able to handle any of them, two cases will 
occur most frequently in our discussion. These are first, the case shown in 
(5.4.11) and second, the case of stage-wise uncorrelated errors of which 
(5.4.12) is a simple example. 
= 
5.5 THE COVARIANCE MATRIX OF THE OUTPUT ERRORS 
The filters which we will develop will be of the formt 
X 	(n) n+ h,n = WY 	 (5.5.1) 
where 	 + h, n X* is a prediction of what the process state-vector will be at time n  
to + h based on observations up to time t a , W is a matrix, and Y (n) is the total 
observation vector on which the estimate is based. 
For definiteness let X * n + h,n be a 3-vector and let the row-vectors of the 
matrix W be called W O ' W 1' W2 " Then from (5.5.1) 
( *x  + h,n = W O 11 (n) 
(x * 
1)n + h,n 
x
* n + h,n 
W 1 Y (n) 
= W 2 Y (n) 
(5.5.2) 
t See e.g. (4.5.14). 
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We now demonstrate that the rows of W will, in general, be linearly indepen-
dent. This is so for the following reason. Suppose, to the contrary, that 
they were linearly related so that for example 
W2 = aWo /3W 1 
	 (5.5.3) 
where a and are a pair of constants. Then it would be easier to compute 
(x*, 	from the relation 
+ h,n 
* X „ 	= a (X *, 	+ (x 1  ) + h,n 	 h,n 	 n + h,n (5.5.4) 
rather than by the use of the final equation in (5.5.2). The matrix W would 
in fact have in it a redundant row, namely W 2 , which we need never use. 
Thus, without loss of generality, the rows of W can be assumed to be 
linearly independent row-vectors. Hence, W will have rank equal to the 
number of its rows. We refer to this condition as full row -rank. 
We now examine Y (n) of (5.5.1). We know that each of its components is 
a sum of a term due to the process, plus an additive observation error (see 
(5.4.1)). (We have referred to the former as the signal and to the latter as 
the input errors.) What is true, term by term for each component of Y (n) , 
must be true for the entire vector. Suppose we now remove the signal. Then 
all that remains of Y (n) is the total error vector N (n) of (5.4.5), and by (5.5.1) 
we now see that the filter gives 
X
n + h,n 
* 	= WN (n) 
	 (5.5.5) 
This shows how the observation errors are acted on by, the algorithm. We 
call the above the random output-error vector, and to make matters com-
pletely explicit we designate it as 
N * 	WN 
n + h,n 	(a) (5.5.6) 
The symbol N *n hm should be read as "the random errors in X*,, h,n" , and 
the presence of the star and the subscripts are intended to link it very 
clearly to the vector X: + hm • 
When the signal is not removed from Y (n) then by (5.5.1) we see that X: + h,a  
will have two components, one due to the signal in Y (n) and the other given 
by (5.5.6), which is due solely to the input errors in Y (n) . At a later stage we 
will analyze the part of X: + hm which is related to the signal and we will find 
that errors may be present in it too. Those errors will be called the 
systematic or bias errors. 
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We now examine the statistics of the random output-error vector 1\1 *,, 
By assumption, the input errors are zero-mean, i.e., 
EiNj = 0 
	
(5.5.7) 
Hence, making use of (5.2.36) we see from (5.5.6) that El 	h,n f = 0 and 
so the random output errors will then also be zero-mean. 
The covariance matrix of the random output-error vector N *n hm is 
designated as S*n  h,n , i.e. 
,S* 	E1N * 	N* n + h,n 	n + h,r2 n + h,n (5.5.8) 
We can express S: h,n in terms of the covariance matrix of the observation 
errors as follows. By (5.5.6) 
S* + h,n 	E 1WN (WN, 7 )1 n  
= WEIN (n) No)1W T  
and so by (5.4.6) 
S * 	WR 02) WT n + h,n 
(5.5.9) 
(5.5.10) 
This equation forms a complementary pair with (5.5.1). In the earlier 
equation we saw how the filter, as exemplified by W, acts on the observation 
vector Y (n) to produce the estimate. In (5.5.10), on the other hand, we see 
how the filter acts on the covariance matrix of the observation errors to 
produce the covariance matrix of the errors in the estimate. 
Assume now that we set up the filter which gives us updated estimates. 
We write (5.5.1) as 
n X * = W(0) Yo) n, 
and for an h-step prediction 
XW (h) Y (n) n + h,n 
(5.5.11) 
(5.5.12) 
the functional argument of W being intended to show explicitly the amount 
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of prediction being performed. Let 1 be the transition matrix for the 
process under consideration, assumed for simplicity to be a constant-coeffi-
cient linear differential equation. Then the assertion that X:, and X*. + h,n  
both define the same trajectory can be stated precisely by the equation 
X * (h) X *  n + h,n = 0 n,n (5.5.13) 
Combining this with the previous two equations thus gives 
W(h) Y (n) = (h) W(0) Y oo 	 (5.5.14) 
and clearly, since Y o) is arbitrary, we see then that W (h) must satisfy 
W (h) 	41) (h) W (0) 
	
(5.5.15) 
This is in close analogy to (5.5.13) and is a direct consequence of the fact 
that the process is being modeled by a differential equation whose transition 
matrix is 0(h).  
Now the random output errors in n X * and X:4. h,n  are, respectively, 
and 
N* 	W (0) N n,n (n) (5.5.16) 
n + h,n 	W (h) N (n) 	 (5.5.17) 
Making use of (5.5.15) then shows that 
— (1)(h)N* 	 (5.5.18) n + h,n 	 n,n 
Thus, just as the prediction X: + h,r1 can be obtained from X:„ by the use of 
1(h) in (5.5.13), so the random errors in the prediction are related to those 
in the updated estimate by (5.5.18). 
We examine the covariance matrices of N* n + h,n and N*,, n . By (5.5.18), 
E1 	+ h,n N *n T+  + h,n 
E 14) (h) NL,FD (h) N *n 
= (1) (h) E 	CD(h) T  n,n n,n 
(5.5.19) 
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i.e., S*n + h,n 	n and s* n  are related by the congruence transformation , 
S*+ h,n 	n  ) (h) S* n  (h) T 
	
(5.5.20) 
Thus the transition matrix 1'(h) is seen to have the ability to move the 
validity instant of the estimate, if used as in (5.5.13), or of the covariance 
matrix, if used as in (5.5.20). (Observe that in both cases only the first 
subscript of X*. or S* n h,n  is affected by (1). The 'second subscript 
signifies that the most recent observations used in forming the estimate 
were obtained at tn , and nothing can modify that short of changing the 
vectorY (n) in (5.5.1). 
We pause briefly to examine (5.5.13) and (5.5.20) in somewhat further 
detail. This pair of equations will appear frequently in our subsequent 
discussion, and the reader will soon become accustomed to seeing filtering 
algorithms headed by the pair of equations (or their equivalent) 
X* 	= (1:1 (h) X* n + h,n 	n,n 
S n+h,n 	n = 4:1) (h) s* ,n 0 (h)T 
Now, it is clear that given the model differential equations 





(assuming a linear constant-coefficient system) and given, as a set of initial 
conditions, 
n 
X* n,n (5.5.24) 
a unique trajectory is implied. Moreover, it is also clear that we can move 
ourselves back and forth along that trajectory, by the use of backward or 
forward integration of (5.5.23) subject to (5.5.24). What equation (5.5.21) 
states is that, in addition to employing numerical integration, we can also 
accomplish precisely the same result by an appropriate linear transformation. 
Thus n n X * and X* + h,n define one and the same trajectory and are merely 
restatements of it. Given either, we can obtain the other by the use of 
(5.5.21) or by the integration of (5.5.23). 
tIn Ex. 5.9 we define the congruence transformation and examine some of its more important 
properties. 
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We must further bear in mind that the two vectors appearing in (5.5.21) 
are state-vectors of an estimated trajectory, and that estimation was based 
on a given set of data obtained up to tn , as stated by the second of their dual 
subscripts. The symbol appearing in that position obviously cannot change 
as we move back and forth along the trajectory to which X:, and X: + h,n 
belong, and this is in evidence in (5.5.21). In summary then, (5.5.21) 
connects two state-vectors of one and the same estimated trajectory based 
on a single given set of data 
In (5.5.22) we see how 	
+ h,n n 	n 
S* and S * 	are related. Thus, given that the  
errors in 	 n n 	 n X* have as their covariance matrix S* , a very natural question to 
ask is how those errors propagate if we integrate the differential equation 
using X*,,„ as initial conditions. The answer is given in (5.5.18), and (5.5.22) 
shows how the second-order statistics propagate. We accordingly think of 
(5.5.21) as the state-prediction equation, and of (5.5.22) as the error-
statistics propagation equation. Of course, if we were only interested in 
moving the state-vector down the trajectory, it would be computationally 
easier to simply integrate the differential equations, and the transition matrix 
would not be needed. However, when we are interested in how the errors 
propagate, then the transition matrix is essential and must be obtained.t 
(Note that integrating the differential equations of the transition matrix 
is a much larger operation than integrating the differential equations of 
the state-vector.) 
When the equations of motion are nonlinear, the problem is slightly more 
complicated. Given X:, we can now no longer form X: + h,n by a relation 
of the form of (5.5.21), since there is no transition equation for a nonlinear 
process. Instead, we simply integrate the model equations 
X (t) = F[X(t)] 
dt 
using as initial conditions 
X(t ) = X * n 	n,n 
(5.5.25) 
(5.5.26) 
The truncation errors caused by the chosen numerical integration procedure 
can, in theory at any rate, be made as small as we please, and so X: + h,n can 
be obtained with any degree of precision. Movement along the unique 
trajectory specified by (5.5.25) and (5.5.26) can thus be implemented. In 
the case of nonlinear systems, prediction or retrodiction is always carried 
out in this manner. 
tSee Sections 4.7 and 4.8. 




X = X ( t) 
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The error propagation problem is not solved quite so simply. Thus, 
assuming. that XIn were known to have as its covariance matrix S*nn , the 
problem of determining precisely how those statistics propagate if we 
integrate (5.5.25) is, in general, very complex. In fact we usually require 
the entire density function of the errors, i.e. all of their statistics and not 
only their second-order ones. Even then, in all but the simplest cases, the 
situation is usually intractable. 
However, if we are prepared to accept an approximate solution, we can 
obtain an answer quite readily. Thus, given that 




suppose that the true trajectory X(t) were perturbed by a small amount to 
X (t) + E [X (t)] where E [X (t)] means "errors in X (t)." The vector X (t) + e [X (t)] 
can be thought of as the estimate XL, i.e., 
X(tn) + E[X(tn)] 	 (5.5.28) 
Thus E [X ( t)] is actually the vector of errors in 	n 	 n X* namely N * ,n  . As a 
result of the perturbation, (5.5.27) gives us (c/f (4.8.14)) 
d X(t) + —d e[X(t)] = F EX(t) + E[X(t)]] 
dt 	dt 
and so (c/f (4.8.21)) we have, to first order accuracy, 





Thus (5.5.30) gives us an approximation to the differential equation 
giverning the evolution of the errors inX(t), subject to (5.5.27). 
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We of course now recognize that the approximation we have obtained 
is a time-varying linear differential equation, and so we can write (c/f 
(4.8.24)) 
e[X(t n + C)] = (Mtn + C, tn ; X) E[X(t n)] 	 (5.5.32) 
This is exact relative to (5.5.30) but is of course only accurate to first 
order, relative to (5.5.27). Then the law by which the second-order 
statistics of E [X (t)) will propagate is given from (5.5.32) as (c/f (5.5.10)) 
St 	(1) (t n 	, tn ;X)S* 	0(t n tn + t,t n t n , tn 
where, of course, we define et , to  by 
t n , tn 	Eic[X(tn)]c[X(tn)]T 
"L=.- EIN*rim N:721 
+ 	t n ;X) T 	(5.5.33) 
(5.5.34) 
The transition matrix is- thus required, and it is obtainable either by the 
method of integrating (4.8.25), i.e. 
a4. 
(I)(tn  + C, tn ; 	= A[X(t n + Cdto(tn + C, 	; (5.5.35) 
subject to 
(1)(tn , t n ;X) = I 
	
(5.5.36) 
or else directly from (4.8.54), namely 
8X.(t 





Equation (5.5.33) is accurate only to second order terms involving 
components of e[X(t n)]. If c[X(t n)] involves only small numbers, i.e., if 
the errors in X: 71 are small relative to X(t n), then (5.5.33) shows, to good 
precision, how the second-order statistics of the errors in X:n will propagate. 
However, if those errors are not small relative to X(t n ) then (5.5.33) may 
in fact be a very poor approximation to the true value of et t, tn given n  
S tn, tn . 
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As the nominal trajectory in the above procedure, we can now use the 
state-vector Xn , since, after all, (5.5.28) could also be written as 
Xn =n,n — E (X n) 	 (5.5.38) 
i.e. we can also think of the true trajectory X n as being a perturbed version 
of the estimated trajectory X. In this case we would write (5.5.35) as 
a 10 (t
n 	
t + to X*) = A (X* + C,t )(1)(tn + 	to ; X * ) 
094. 	
ri 	n 
where, by (5.5.31) 
(5.5.39) 
[A (rt n ‘,t  






= X tri 	to 
     
The vector X*tr, 	to  is obtained by integrating (5.5.27) from to to t + 
using X:, as initial conditions. Thus in the nonlinear case, to integrate the 
differential equations of the transition matrix, we must also integrate the 
state-equations. We note that if we are only moving the state-vector along 
the trajectory then we accomplish this without the transition matrix in 
both the linear and nonlinear case, by simply integrating the state-equations. 
However, if we also wish to study the error propagation, then the transition 
matrix is required. 
Finally we examine the rank of the covariance matrices of the output 
errors. By (5.5.10) 
5* FE E( N* N* r 	n,n 
= W (0)R (n) W(0) T  
(5.5.41) 
and since R (n)  is symmetric, so then is S. Moreover, we have already 
demonstrated that, without loss of generality, W (0) can be assumed always 
to have full row-rank. Thus from (5.5.41) it follows that if R (n) is positive 
definite, then so is en, (see Ex. 5.7). 
From (5.5.20) we recall that 5* n + h,n is a congruence transformation on 
S ,n 
 
. Hence, if the latter is positive definite, then so is the former.t Thus n 
for any amount of prediction or retrodiction, the covariance matrix of the 
output errors will be positive definite if the covariance matrix of the input 
errors is positive definite. 
Positive definiteness is preserved under congruence. (See Ex. 5.9.) 
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The reader is also referred to Examples 5.8 through 5.12 which contain 
much useful information related to covariance matrices and congruence 
transformations. 
We consider a simple example. Let en+ hm be a 2-vector with the 
transition matrix 
1 	r) 
11(r) = 	 (5.5.42) 
(0 1 
and let the filtering algorithm be 
n X * = W(0) Yoz) 	 (5.5.43) n, 
where 
10 (3 1 —1 
1 7 4 1 
W(0) = — 	 (5.5.44) 
we wish to find W(1). 
Clearly, 
ri{n + 1,n 
	sto (1) XL 
= (1)(1)W(0) Y o2) 
= W(1) Y (n) 
Hence [c/f (5.5.15)] 
W(1) = (11(1)W(0) 
( 
L- 0
1 1 5 0 -5 
. _ 
10 3 1 -1 -3 
(5.5.45) 
(5.5.46) 
Thus if W(0) of (5.5.44) gives an updated estimate, then W (1) of (5.5.46) 
will give the 1-step prediction down the same trajectory. 
Assume next that R (n)  = I where I is 4 x 4. Then by (5.5.44) and (5 5.10) 
en n = W (0) R(n) W (0) T  
70 30 ( 
100 30 20) 
(5.5.47) 
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Likewise, by (5.5.46) and (5.5.10), 
s* 	= W (1) R 02) W (1) T  n + 1,n 
(5.5.48) 
1 	(150 50 
- 100 	50 20 
Moreover, by (5.5.20) 
= 	(1) (1) S* 	) S: + 1,n 	 n,n (1) T  
(5.5.49) 
1 	(150 50 
100 50 20 
which obviously agrees with (5.5.48). 
Note that W(0) of (5.5.44) has two independent rows and hence it has 
rank 2, i.e. full row-rank. Thus en, and en + i„ should be positive definite 
and from (5.5.47) and (5.5.48) this is in fact the case. In general, 
S * 	= 	(h) SIn (1) (h) 2. n h,n 
1 70 + 60h + 20h 2 	30 + 20h) 
100 ( 30 + 20h 	20 
(5.5.50) 
and, as is easily verified, this is positive definite for all h. 
The smallest diagonal elements in en + h,n  are obtained when h = — 3/2, as 
we see by setting 
—




Thus, at h = -3/2, 
S* 	
1 (25 0) 
n - 3 /2 n 100 0 	20 
(5.5.52) 
and so for the case of 3/2-second retrodiction, the errors in the estimate 
have the smallest variances and are uncorrelated. 
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5.6 THE GAUSSIAN AND CHI-SQUARED DENSITY FUNCTIONS 
In the discussion to come on various smoothing algorithms, we will 
constantly be interested in the statistics of the random output errors, given 
the statistics of the observation errors. It will be assumed that the latter have 
zero mean and that they have covariance matrices with bounded elements, 
all of which are known. • One of the primary tasks in the analysis of the 
filtering schemes will then be to develop expressions which give the 
covariance matrix of the random output errors as a function of the co-
variance matrix of the input errors. 
Concerning the form of the probability density functions for the observa-
tion errors, however, we will make no restrictions whatever. All we will 
require is that they be zero-mean and have finite second-order statistics, 
which are known. Within these limits, any density function will be ac-
ceptable, and the derivation of the algorithms or the analysis of their 
properties will be completely unrelated to the particular forms which those 
density functions might assume. 
Now, it is a known fact that one particular density function occurs very 
frequently in practice, and this is the normal or Gaussian probability density 
function. It is the purpose of this section to consider that function briefly, 
and to itemize some of its salient properties. We also examine briefly the 
Chi-squared density function and consider some extremely valuable applica-
tions of the latter to our present discussion. Our approach will be very 
elementary, and for further detail the reader is referred to [5.2] , [5.4] or 
[5.5] . 
A random variable v with expectation b and variance r is said to be 
normal or Gaussian if its density function has the form 
A v (C) = 	1 „ exp 
(27Tr) 11 ` (5.6.1) 
This is the very familiar bell-shaped curve that occurs so frequently in 
probability and statistics. 'If v has zero mean and unity variance, then we 
obtain what is called the standard normal distribution 
pp (C) = 	1„ exp )-1C 
(20' 1 2 
(5.6.2) 
Assume now that N is a vector of m Gaussian random variables with mean 
B and positive-definite covariance matrix R. Then its multivariate density 
) ( ) 
(z 0 - bo , z 1 - b ) r oo 	7.01 	zo 	bo 
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function is given by 
1 
P N ( Z) 	(27011112 (det R) 112 2
- B) T R -1 (Z - B)]  
(5.6.3) 
We see that if N is .multivariate normal, then its density function, and hence 
all of its statistics, are completely determined by its expectation B and 
covariance matrix R . 1. (See Ex. 5.14.) 
One important property of Gaussian random variables is that any linear 
combination of them is again Gaussian. This fact is of direct interest to us 
for the following reason. As pointed in the preceding section, all of our 
smoothing algorithms will essentially be in the form of a linear transforma-
tion on the observations, and from (5.5.6) we thus see that each element of 
the output-error vector N* + h 02 is a linear combination of the input errors in 
N (n). It thus follows that if the input errors are Gaussian with mean zero and 
covariance matrix R 02)1  then the output errors are also Gaussian with mean 
zero. From (5.5.10) we obtain the covariance matrix of the output errors 
as WR (n) W T and so the statistics of the output errors are, in this case, 
completely known. 
We now examine a further very important aspect of the Gaussian density 
function. Thus, suppose that we equate (5.6.3) to a constant. Then clearly 
we are considering contours or surfaces in the Z-space, made up of all the 
points which give rise to a certain value of pN (Z). These contours are of 
great interest in performing system analyses, and we now examine their 
shapes. 
To within a constant (i.e. -1/2), the exponent of the multivariate Gaussian 
density function of (5.6.3) is the quadratic form 
f(Z) 	(Z - B) T R -1 (Z - 	 (5.6.4) 
Thus, if we equate p N 	of that equation to a constant, then we are also 
equating the above scalar f(Z) to a constant. Consider first the bivariate 
case. Setting 1(Z) to a constant, say k 2, gives us the equation 
tThis is also true even if R is singular. In this case the density function for N can be given in terms 
of its characteristic function. (See e.g. [5.2, p. 130] .) 
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and as is well known, if the matrix R is positive definite, then this defines a 
family of ellipses with respect to z o and z 1 , which are possibly rotated, 
depending on R, and whose centers are displaced by the vector B from the 
system origin. In this way we see that if the bivariate normal density 
function is set equal to a constant, then the sample values of the random 
variables v o and v 1 will be constrained to lie on ellipses whose properties 
are given completely by R, B and k 2. In higher dimensions, the analogy goes 
over to families of hyper-ellipsoids in the hyper-spaces of four and five 
dimensions, etc. 
An examination of the covariance matrix of a Gaussian density function 
can thus be an extremely fruitful undertaking, if viewed in this light. It 
gives us the general shape of the constant probability contours for the 
errors, telling us for example whether they are flat and pancake-like, cigar-
shaped or spherical. To perform this study, the Z-space is best transformed 
to the coordinate system in which the ellipsoids are symmetrically oriented 
with respect to the axes, and centered at the origin. 
It can be shown quite simply (see e.g. [5.3] ) that if R is a positive-definite 
matrix and if Q is the orthogonal matrix formed from its orthonormalized 
eigenvectors, then 
QTR -1 Q = A-1 	 (5.6.6) 
where A -1 is a diagonal matrix, made up of the eigenvalues of R -1 . By 
inverting both sides of the above equation, we note that these are the 
reciprocals of the eigenvalues of R. 
Suppose then that we have the ellipsoid 
(Z - B) T R -1 (Z - B) = k 2 	 (5.6.7) 
and that we wish to study its shape. Let Q be defined as above, and define 
the transformation 
Z - B = QJ 	 (5.6.8) 
Then the vector J is an orthogonal transformation on the vector Z -B, and so 
shapes have been preserved (since orthogonal transformations only rotate and 
do not stretch). Using (5.6.8) in (5.6:7) gives 
j QT R-1QJ = k2 
	
(5.6.9) 
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which, by (5.5.6) becomes 
JTA-1 = k2 
But 	is diagonal and so (5.6.10) reduces to 
; 2 	; 2 	 ; 2 
Jo Ji J rn  
— — + • • • + 	= k 2 
m 0 	A l 	A  
(5.6.10) 
(5.6.11) 
showing that the ellipsoids are now symmetrically oriented in the J-space 
and centered on the J-origin. Moreover for k = 1, the numbers A. 01/2 , 
X1 112 , • • • A. 1/2 are the intercepts which the ellipsoid makes along the axes 
of the J-system. 
Thus in this new coordinate system, the eigenvalues of the matrix R give 
us all the information we require to form a picture of the shape of the 
ellipsoids, and so to study the shapes of the error surfaces. All that we in 
fact require are those eigenvalues. While we do not propose to continue this 
discussion further, it is readily seen that the shape of the error ellipsoids is a 
most useful concept in performing a system analysis, and in determining 
major sources of error. (See Ex. (5.15).) 
A density function which is very closely related to the Gaussian one is the 
Chi-squared function. Assume that N is an m-vector of independent standard 
normal variables (i.e. zero-mean and covariance matrix given by an identity 
matrix). Then the scalar NTN, i.e. the sum of the squares of those random 
variables, has a density function known as the Chi-squared function with m 
degrees of freedom. The details of its form need not concern us here (see 
e.g. [5.5, p. 98] ), and all that we require are tables of its cumulative distribu-
tion function (see e.g. [5.6] ). 
In the event that N has a covariance matrix R (not necessarily an 
identity matrix), then it is readily shown (see Ex. 5.16) that the scalar 
x 2 = NTR -1 N 	 (5.6.12) 
is also Chi-squared.t 
The Chi-squared function provides us with an extremely sensitive test for 
verifying, to within confidence limits, the hypothesis that a given vector is a 
likely member of an ensemble whose covariance matrix is known. Thus, 
assume that we were told that a Gaussian ensemble has as its covariance 
tThe vector N is still assumed to be Gaussian with zero-mean. 







and suppose that the vector N = , OT were presented. We wish to test 
the hypothesis that this N is a likely member from that ensemble. To do 
this, we compute the value of x 2 for N relative to R, thereby obtaining: 
X2 a N TR-1 N = 100.25 	 (5.6.14) 
Then reference to tables (Chi-squared with two degrees of freedom) shows - 
that 
P(x2 	100.25) = 0.99999 ... 	 (5.6.15) 
which means that of all possible points in the 2-space in which N lies, 
99.999% of them have smaller values of x 2 than the N given above. If our 
confidence limit is established at, say 95%, then we infer that our hypdthesis 
is false, i.e. that N is not a likely member of our ensemble. Alternatively 
we can infer that R is not its covariance matrix. - 
On the other hand, as is readily verified, the vector N 	--2)T  has a 
)( 2 , relative to the above R of 0.5, and from tables 
P(x 2 5_ 0.5) = 0.22120 	 (5.6.16) 
This, by our chosen confidence limit, does nothing to disprove our hypo-
thesis, and so we can assume that this N is a likely member. 
While the reader may well feel that in the above case the likelihood 
of the two N's could have been judged by inspection from the sign of the 
off-diagonal element in R, in higher dimensions this is not possible. But in 
all cases, regardless of the dimension of the space, the Chi-squared test 
proves to be an extremely powerful and very easily implemented criterion. 
In much of the work to come, our algorithms will produce both an 
estimate en , and a covariance matrix enn . Needless to say, the algorithm 
is not of much use if the errors in the former are inconsistent with the 
latter. 
During the testing and de-bugging phase, when the inputs to the filter are 
being generated by the addition of synthetic errors to a known trajectory, 
it should be possible to compute the actual errors in X *7,, namely Nn n. 
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Then, by computing the x 2 of the latter, relative to the matrix S: n , it is 
possible to verify whether or not inconsistencies are present. If they are, 
the matter should be further investigated until the reason for those incon-
sistencies is found. This could lie either in mathematical errors in setting 
up the algorithm, or in programming errors. But regardless of the cause, 
the problem should always be rectified before proceeding further. 
In many cases the algorithms also contain a prediction phase, in which 
+ 1 n 	 n n X* 
+ 1,n 	 n 
is computed from x* by forward-integration of the model, and , , 
s* is computed from s* ,n  by the use of (5.5.33). Again possible in- 
consistencies istencies between the errors in 	 + 1,n + 1,n 	 n X* and the matrix S* 	should n  
be checked for using the Chi-squared criterion with a specified confidence 
limit. For if inconsistencies do exist, the algorithm will be of questionable 
value. 
In Ex. 5.15 it is shown that the Chi-squared value of the errors in en +1,,, 
relative to S* 	should be equal to the Chi-squared for the errors in X* n + 1,n 	 n,n 
n relative to s* S. This equality should also be checked for, and in this way n, 
the consistency of the algorithm which computes en + i , n from x4nt n with 
that of the algorithm for computing en +1,n from S*n, can be established. 
EXERCISES 
5.1 Assume that a random variable x has meanµ and variance a2 . We 
sample x by making observations on it, thereby obtaining the values 
(x) 1 , (x) 2 , . . . , ( 30 i from which we form 
k 
m 	
(X) . 	 (I) 
k 




k —1 i=i 
Assuming that the observations are statistically independent, verify that 
E 	= 	E Is2 = a2 thereby showing that ti and a2 can be estimated 
by the above averaging schemes. Show also the Om - itL)1 = a2  /k 
and so the variance of the estimate of goes to zero as k 
Hint: Set (x)i = µ + v where Elv a  = 0, and Ely 	a2 if / - i 
and zero if i 	j . 
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5.2 Show formally, using (5.2.18), that 
a) )av n + i3v k = a Ely + /3ESv k  
b) El(av n + k)1 = a2 E)vn2  + 	Ely n v + /3 2 E k2 
c) Hence verify that (c/f (5.2.34)) 
E)(av n 
+. 	) 21 (a, f3) E (v)) a(v.,v 
v k 	 1(31 
5.3 Verify that if v n and v k are statistically independent then 
Elv na 	= Ekrq Eivnl 	 (I) 
for any exponents a and /3. For uncorrelated randoiri variables (I) 
holds in general only for a, /3 = 1. 
5.4 Let v n , v k be two discrete random variables which assume values 
1-1, 0, 21 and 10, 1, 21 respectively. Their joint density function is 
given by 
Compute 
a) the probability that v n j, for j = — 1, 0, 2 , 
b) the probability that v k = i, for i = 0, 1, 2, 
c) Eiv , E1VA, E1V 12 1/k  
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d) Hence verify that v n and v k are uncorrelated but are not indepen-
ent. 
5.5 Prove that if all of the random variables in 
N E.- (v o , v i , 
are uncorrelated, then, whether they are zero-mean or not, the co-
variance matrix of N is diagonal. 
5.6 Let ri . be the i, j th element of R, the covariance matrix of m random 
variables. Show that 
rn  r j  —> r 	1 _5_ i,j < m 	 (I) 
What happens to the above inequality in the event that every one of the 
m random variables is linearly independent of the others? If (I) has a 
strict inequality, can we infer that all m random variables are linearly 
independent? 
5.7 Let A be an mxk matrix and R a kxk matrix. Show that if R is 
positive definite then ARA T is positive definite if and only if A has 
full row-rank. 
5.8 Prove that if R is nonnegative definite then its diagonal elements are 
all nonnegative. 
5.9 Let B and M be real square matrices with M symmetric and B non-
singular. Then BMB T is said to be a congruence transformation on M. 
Verify 
a) that since M is symmetric then so is any congruence transformation 
on M and 
b) that each of the properties 
i) positive definite, ii) positive semidefinite, and 	nonnegative 
definite, is preserved under congruence. (In fact the signature 
of a matrix is also preserved under congruence. The signature 
is the triplet of numbers a, /3, y where a is the number of 
positive eigenvalues, /3 the multiplicity with which zero is an 
eigenvalue and y the number of negative eigenvalues. This 
accounts for b) above but is considerably harder to prove.) 
5.10 Let D be a congruence transformation on M, i.e. D = BMB T, all matrices 
being m x m. Verify 
a) that if M is positive definite then all of D's diagonal elements are 
positive. 
b) If D is diagonal with positive diagonal elements then M is positive 
definite. 
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c) Hence infer that if D is diagonal then its diagonal elements are all 
positive if and only if M is positive definite. 
d) If D is diagonal with m - k positive elements and k zeros on the 




M = 2 5 
\2 5 
Verify that if 
/ 
B 1 -2 1 
  
o 	0 	1 , 
then B 1 MB 1T has zeros in the 1,2 and 2,1 positions. We have, in 
fact, performed one step of Gaussian elimination. We call a matrix 
such as B 1 an elementary matrix, which by definition is an identiy 
matrix with a single nonzero off-diagonal element. 
b) Construct the elementary matrix B 2 such that B 2 (B i MB 1 T)B 2 T  
has zeros in 1,3 and 3,1 (in addition to 1,2 and 2,1). Finally 
construct the elementary matrix B 3 which then also puts zeros in 
2,3 and 3,2, thus making B 3 [B 2 (B 1  M B B 27] B 3T diagonal. 
c) Using part c) of Ex. 5.10, infer that M above is positive definite. 
d) Verify that B = B 3 B 2 B 1 is lower triangular. 
5.12 Diagonalize 
/2 1 3\ 
M1 --- 1 	5 	0 
0 5) 
by congruence using the method of Ex. 5.11. From that diagonal 
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Is M2 nonnegative definite? 
Hint: See Ex. 5.10. 
5.13 Given that the covariance matrix of the zero-mean random variables 
v 0' v 1' v 2  and v3 is 
E WW1 = 
1 -2 2 	3\ 
-2 	5 -2 -10 
2 -2 
3 -10 
show that two of the random 'variables in N are linearly dependent 
on the other two which are independent of one another. 
Hint: Diagonalize the above matrix by congruence. 
5.14 Verify that normally distributed random variables are independent if 
and only if they are uncorrelated. 
Hint: What form does the covariance matrix for uncorrelated random 
variables assume? 
5.15 Assume that v o and v are two normally distributed zero-mean random 
variables which have as their covariance matrix 
a) Verify that the eigenvalues of R n are 2 and 4 and that the associa-
ted normalized eigenvectors are, respectively 
1 	 1 — and V 
—1 	 1 
2 = 
b) Verify that the matrix 
Q = (71, 172) 
is orthogonal, i.e. QT = -1 and that 
2 
Q Tlin Q = (0 
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i.e. Q is the orthogonal transformation which diagonalizes R n to 
its eigenvalues. 
c) Infer that 
1 
2 
Q TR: 1 Q = 
0 
 0 
d) The density function of v o and v 1 is 
pvo, vi (z o , z ) o 	— 1 	 exp 
277V 
Infer that the contours of equal probability are ellipses centered 
on the z o , z 1 origin, their semimajor axes rotated by 45 ° with 
respect to the z o axis, and with the lengths of the semimajor and 
semiminor axes in the ratio . : 1. 
5.16 a) Prove that if N is an m-vector of Gaussian random variablest 
with E IN) = B and El (N - B)(N - B)1 = R, then R -1/ 2 (N - B) 
is a vector of independent standard Gaussian variables. 
b) Infer from a) above that the scalar x 2 defined by 
X2 = (N - 13) T R -1 (N - B) 
is a random variable which has a Chi-squared distribution function. 
5.17 a) Define 
,2 	N* 	N* 
A n,n n,n n,n n,n 
2 
A n + 1,n 
N *T S *-1 N * n + 1,n n + 1,n n + 1,n 
Making use of (5.5.18) and (5.5.20) prove that 
,2 	 „2 
An + 1,n — A n,n 
( 	
(2 1 
b) Assume that = (I) 	1 1 , N * = (1, 17 and S:. 	Com- 
pute the X 2 for N *n,n . Now derive N: Li, and en + 1 , n . Compute 
the x2 of N: +1,n  and compare this to the x2 for 
t See p. 154 for a definition. 
1 
4 
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This chapter is concerned with the general form of linear estimators, i.e., 
x* ,n = W n Y (n) n (6.1.1) 
in which the estimate is obtained as a linear transformation on the observa-
tions. 
We show that the matrix Wn must satisfy a fundamental condition, called 
the exactness constraint. This is followed by a statement and proof of two 
theorems by which Wn is chosen, the first being called the least-squares 
method and the second the minimum-variance method. All of our subsequent 
work will be merely implementations of W chosen either by least-squares or 
by minimum-variance. 
The chapter then proceeds with an analysis of the properties of these two 
concepts. The minimum-variance procedure is shown to be very far-reaching, 
ICC 
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and will be seen to be the cornerstone on which our most powerful smoothing 
algorithms are based. 
6.2 THE OBSERVATION SCHEME 
Assume that we are observing a process and that we wish to smooth our 
data or make predictions based on them. As a first step, we will have to make 
an a priori assumption concerning the mathematical form which we believe 
will adequately describe that process. As was shown in Chapter 4, this 
means the assumption of a state-vector and a differential equation, and the 
consequent derivation of a transition matrix. 
Suppose then that a model has been selected, based on the state-vector 
X (t) In Chapter 4 we showed how, depending on the type of differential 
equation on which that model is based, three successively more general 
situations arise. These can be summarized by stating the form of the 
transition equation for each case. Thus 
Constant-Coefficient Linear Model 
X(t n 	C) = 4) ( C) X(t n) 
Time-Varying Linear Model 




X (t n) = X (t. n) 	8X (i n) 
	
(6.2.3) 
6X(tn + C) = (I)(tn + 	to ;X
/ 
 
In the first case, the transition matrix depends on only one parameter, 
namely C , the amount by which time is shifted. In the second case, two 
parameters enter into (I), the amount of time-shift, c , and the time at which 
the shift takes place, t n . Finally in the nonlinear case, three facts are 
required for the formation of (1). In addition to the amount of time-shift 
and the time at which it takes place, a specific trajectory is involved, as 
specified by X in (6.2.3). In all three cases, however, a linear transition 
relation can always be written. 
We now examine the possible ways in which the observations can be re-
lated to the state-vector, and show that a very close analogy to the above 
three cases also exists here. 
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Consider first the very simple situation where we have, say, a quadratic 
model, and where we are observing x(t) at each sampling instant. Then the 
observation yn is related to x. by 
Yn = 	vn 
where v n is the n th observation error. This can also be written 
yn = (1, 0, 0)(x) + vn 
36 
which is of the form 




where Yn is the vector of observations taken at time t o , and Nn is the 
associated error vector. (In this case, Y. = y„,N n = v„.) 
In the above example, the matrix M assumes a particularly simple form, 
but it is easy to generalize slightly and to assume that M is any constant 
matrix of appropriate dimensions. (See Ex. 6.1.) 
Suppose next that the matrix M changes with n. Then we would write 
the observation relation as 
Yn = M n Xn + Nn 
	 (6.2.7) 
Consider, finally, the most general observation model which could (and 
frequently does) arise, namely, 
Yn = G(X ) + N 
	
(6.2.8) 
where G is a vector of nonlinear functions of the state-variables. 
A common example of such a situation is the following. Let X(t) be the 
state-vector consisting of the Cartesian coordinates of the position of an 
object and the first derivatives of position, i.e. 
X(t) = (x o(t), x i (t), x 2 (t), 'C ott), 	i2(t) T 	 (6.2.9) 
The reader is referred to Figure 6.1. 
xo 
tif 	tan-1 (1) 	 (azimuth) (6.2.11) 
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Fig. 6.1 Cartesian and polar coordinates. 
Suppose now, that a radar is being used to observe the object and that 
the radar puts out the triplet of numbers 
Y (6.2.10) 
where p, and 0 are the polar coordinates of position 
p 7 (x 02 + x12  + 
x 22)1/2 	
(range) 
0 Es tan-1 	 1/2 	(elevation) 
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and vP' v41 ' v are the respective observation errors. This is a nonlinear 
observation system, and if (6.2.11) is used in (6.2.10) we obtain an equation 
of the form of (6.2.8). 
While we shall return to the nonlinear case in a later chapter, and discuss 
it in further detail, •  we outline here briefly how we will handle such 
situations. 
Assume that we have a known nominal trajectory X( t), close to the true 
trajectory, i.e. 
X(t) = X(t) + OX (t) 
	
(6.2.12) 
where the components of SX(t) are small compared to those of X(t). We 
compute 
vn G (xn) 
Now subtract (6.2.13) from (6.2.8), and letting 
SYn Yn 
this gives us 
(6.2.13) 
(6.2.14) 
SY. = G 	+ 8X n ) — G (TO +1 \ 	 (6.2.15) 
We now expand the first two terms on the right, using the Taylor series 
method discussed on p. 108, thereby obtaining to first order, 







X = xn 
     
For the example considered in (6.2.11) M 
page. 
is given on the following 













Equation (6.2.16) is seen to provide an approximate but linear relation, 
with which we can replace the nonlinear system of (6.2.8). The linearized 
replacement is, of course, subject to errors due to the truncation of the 
Taylor series. More will be said about this later. 
We see then, that in close analogy to (6.2.1), (6.2.2) and (6.2.3), we can 
summarize the above analysis on the possible observation methods by the 
following sets of equations. 
Constant-Coefficient Linear Observation System 
Y n = MX n N n 	 (6.2.18) 
Time-Varying Linear Observation System 
Y n = M n Xn N n 	 (6.2.19) 
Nonlinear Observation System 
X = X + 8X 
	
n 	n 	n 
Yr, G(Te n) 
SY n Y n — Vn 
saY n 	M(X n)8X n + Nn 
(6.2.20) 
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In practice, systems may arise which have any of the three model choices 
mated with any of the three types of observation systems. Thus, for 
example, we could have a nonlinear set of observation equations used in 
conjunction with a linear model. This will pose no problems. However, 
for the remainder of this chapter we shall assume, essentially, that both the 
model and the observation equations are time-varying linear, and this 
naturally covers the constant-coefficient linear cases as well. The nonlinear 
cases will be discussed, per se, in later chapters. However, as we shall then 
see, very little changes, and the results of this chapter continue to apply 
with only very minor modifications. 
6.3 THE EXACTNESS CONSTRAINT 
Suppose that at time t o we make a vector of observations on a process. 
Let the chosen state-vector be the (m + 1)-vector 
X (t)  
(6.3.1) 





Y r1 N n 
(6.3.2) 
    
    
where r and m are not necessarily equal. Then, assuming a time-varying 
linear observation scheme of the form shown in (6.2.19), we have that 
Yn = Mn Xn N n 
	 (6.3.3) 
On page 139 in Chapter 5, we define the total observation and error 
vectors as 
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Y = (n) 













N n -L 
 
formed from the concatenation of L + 1 successive vectors of the form of 
(6.3.2). The total observation vector Y (n) will form the input to our filtering 
algorithms, and we investigate how it is related to the state-vector X.. 
Accordingly we use (6.3.3) for each of the instants to _ L to to and obtain 
_ Y rz .._\ / 
Yn - 1 
\Yn - L 
M n Xn 
Mn - 1 Xn - 1 
•  
\Mn - L Xn - 
Nn-1 
Nn - Ll 
(6.3.5) 
Assume now, that the transition relation for the chosen model has the 
form 
X (t n k) = 0(tn - t n) (t n) (6.3.6) 
(which means that the model is a time-varying linear differential equation). 
Then (6.3.5) can be written 
IMn-1 0(tn-1' tn )Xn M n Xn 
(6.3.7) 
Y  n - Li i\Mn -L 4)(tn - L' t n)X n \N n _ 
n-1 
showing that the entire set of observations, made over the extended time 
span t._ L 5_ .t 5_ to can be related to the model state-vector evaluated at the 
single instant in. 
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We now factor Xn out of the right-hand side of (6.3.7) and obtain 
Y n - 1 
M n 
M n - 1 0 (t n - 1' t n ) 
xn 
N n _ 
N n - 1 — — 
(6.3.8) 
• • 
\Y n - L 	 \Mn - L 	( t n - L t Nn - L 
Define the matrix 
M n 
M n - 1 (1) ( t n - 1 	tn) 
T 
n (6.3.9) 
M n - L 	( t n --L tn)/ 
Then (6.3.8) can be written as 
Y (n) 	T n X n 	N(n) 	 (6.3.1 0) 
This compact equation is of crucial importance in what follows and will 
recur over and over again. It is the most general form of a linear observation 
scheme, combiried with a linear model,t and shows that the total observation 
vector can be related, by the use of the matrix T n , to a single value of the 
state-vector. (See Ex. 6.2.) There are essentially three types of information 
which are incorporated into T n . 
1. As is evident from (6.3.9), the instants at which the observations 
were taken is recorded in T , both indirectly by the subscripts of the M's 
as well as explicitly, in the dual arguments of the transition matrices. Note 
that at no stage have we restricted the observation times tn _ , tn in 
any way whatever. They can be concurrent, some or all distinct, equally or 
unequally spaced, etc., and in fact tn need not even be the most recent, 
although for convenience we take it to be so. They also need not follow 
f Discussion of the nonlinear cases is deferred to Chapter 8. 
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one another according to their subscripts, although this is again taken to be 
the case for convenience. 
2. The choice of observation schemes is recorded clearly in T. by the 
elements of the matrices M n _ L 	, Mn. Complete freedom is possible, and 
the dimensionality of the vectors Y. _ L , 	, Y n can differ from one another. 
Moreover the relationships of those vectors to the state-vectors X._ L , 	, X. 
need not all be the same, provided only that they are all linear. The M 
matrices will convey that information in an appropriate way. 
3. Finally, the specific choice of model is firmly contained in T. by 
the presence of the transition matrices. The only restriction, at this stage, 
is that the model be a linear one, although this too will be relaxed later on. 
Thus all of the a priori decisions which we make for our smoothing 
scheme — when we observe, how we observe and what we believe we are 
observing — enter into the formation of T. It is not surprising that this 
matrix occurs so frequently in what lies ahead. 
The decision is now made that we shall limit ourselves exclusively •to 
linear estimation schemes. Thus all of our algorithms will either be of the 
form, or reducible to the form, 
X*n n = W n Y (n) , (6.3.11) 
As yet the matrix W. is completely arbitrary in all respects, other than its 
array size, which is, of course, fixed by the orders of the vectors Y(n)  and X. 
It will be our aim, in what follows, to develop various schemes for deriving 
W so that certain objectives are met. 
We now combine (6.3.10) and (6.3.11), thereby obtaining 
=W TX n,n 	n a a +W (n) (6.3.12) 
We also make the further restriction that the only matrices W which are 
of interest to us, are those which guarantee that their associated Xn is an 
unbiased estimate of X n , i.e. that 
E1X*.A = Xn 	 (6.3.13) 
Taking the expectation of both sides of (6.2.13) gives ust 
= W n T n X n 	 (6.3.14) 
t No) is zero-mean, by assumption. 
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and so if (6.3.13) is to hold, then we must have 
Xn 	W n Tn Xn 
	 (6.3.15) 
However, since X n is arbitrary, this can only mean that Wn must satisfy 
W n Tn = 1 
	
(6.3.16) 
where T n is given. Only those W's which do satisfy (6.3.16) will be accept-
able, since only for those cases will X: ,n be an unbiased estimate of X n . 
We refer to (6.3.16) as the exactness constraint and as we shall see, it 
forms the basis of all of our further developments.t We examine it in 
further detail. 
Suppose, first, that the order of the vector Y w is tess than the order of X n . 
For definiteness let Y (n) be a 2-vector and X n a 3-vector. Then (6.3.10) has 
the form 
YO 





and (6.3.11) appears as 
(w 00 
W 1 0 W 1 1 








Hence the exactness constraint (6.3.16) gives 
wl 0 	
/V 	t 00 	t 01 	tot 	1 	0 
w l 1 	t 10 
01 
t 11 t 12) 0 	1 
/WOO 
\W 20 W21/ 0 0 
n (6.3.19) 
t See chart at the end of Chapter 1. 
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which is seen to be 9 equations for the 6 unknown wij 's.. A solution for such 
an overdetermined system does not in general exist and so we shall exclude 
the case where the order of Yc n>is  less than the order of X . 
Suppose next that Y o) and X n are vectors of the same Order. Then both 
W n and Tn are square and since (6.3.16) implies that T is nonsingular, we 
have the solution 
W n = T: 1 (6.3.20) 
In this case W is uniquely determined and the resulting filter turns out to be 
simply an interpolation on the data, in which the trajectory is forced to pass 
through every observation precisely. This case will only be of marginal 
interest to us, since it leaves us no freedom to attempt to do something about 
the observation errors. 
Finally then, we consider the case where the order of Y o) exceeds the 
order of Xn , e.g. Y (n) is a 4-vector and Xn a 2-vector. The exactness constraint 
now gives us 
W01 	w02 00 	 W03 /t00 	t01 \ 	1 	0 
W 11 	w 12 	w13 	(0 	1 10 	 	 t 11 
	
t 20 	t21 
\t30 	t31/ 
(6.3.21) 
which is an underdetermined system. There exists an infinity of W's which 
will satisfy it for a given T, and yet all of them will lead to unbiased 
estimates. Within that underdetermined structure we will be free to maneu-
ver, in an attempt to offset the observational errors, and so this is the case 
of real interest to us. 
As we shall soon show, by setting up further constraints, we will arrive at 
two choices for W, the first being called the least-squares filter matrix, 
A 
symbolized W , and the second the minimum-variance filter matrix, symbo-
lized 	. ti 
I Examp e:t We take as our model a first-degree polynomial, and as the 





t This example is continued in each of the sections of this chapter to illustrate the successive 
developments. 
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where r is the constant inter-sample time. The transition matrix is (c/f 
(4.2.15)) 
(6.3.23) (1)(h) = 
0 1 
and, assuming that we are observing only the position variable, (c/f (6.2.5)) 
the observation matrix is 
M = (1, 0) 	 (6.3.24) 
For the case, where three observations go into each estimate, we have 
yn \ 
Y (n) = y - n-1 
\Y n- 

















1 —1 n 
V —21 
Thus (6.3.10) becomes 
178 
Y n 
n - 1 
n - 
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x 	/ v n 
1 	—1 	Ti n 
	- 1 
\V n - 2/ 
(6.3.28) 
The exactness constraint now gives us 
woo 	W01 	W02) 1 	0 
—1 W10 	W11 	W 12 0 	1 (6.3.29) 
which is four equations in six unknowns, namely 
woo + Wo 	w02 = 1 
w01 + 2w 02 = 
0 (6.3.30) W 10 + W 11  + W12 = 
W11 + 211)12 = 
6.4 FURTHER RELATIONSHIPS 
Prior to embarking on a discussion of the least-squares and minimum-
variance techniques for selecting W, a few additional results are required. 
Returning to (6.3.12) we see that Xn n  is composed of the sum of two 
parts, a deterministic vector W. T. X. plus a random vector W n No) . Since 
only W's satisfying the exactness constraint will be considered, the former 
reduces simply to X., and the latter we recognize, of course, as N *.. defined 
on p. 143. Thus (6.3.12) can actually be written 
= 	N* n,n n 	n,n (6.4.1) 
This very simple form shows that X.* ,n will equal X. to within a vector of 
zero-mean, random errors, N. 
Unfortunately another error component enters for the following reason. 
We have assumed, somewhat naively perhaps, that the chosen model exactly 
describes the true process. What if it does not? As we shall see later, a 
further vector of deterministic errors will then be added to (6.4.1). However, 
for the present we ignore that possibility, and we continue to assume a per-
fect match between the chosen model and the true process. 
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From (6.4.1) we solve for X n , and inserting the result so obtained in 
(6.3.10) gives us 
Y(n) — T X * = N(n) — T N n ,n n,n 	 n n,
Then, by taking the expectation of both sides, we see that 
(6.4.2) 
.X *nA = 0 	 (6.4.3) 
	
The vector Y (n) 	n n — T X* n  is thus zero-mean if the exactness constraint holds. 
We now examine the rank of the matrix T n , a quantity of considerable 
importance. 
The matrix T n first arose in (6.3.10) which we repeat here, i.e. 
Y (a) = T n 	N (n) 
	 (6.4.4) 
In general, the order of Y (n) will exceed that of X n , and so T n will be a 
rectangular matrix with more rows than columns. The maximum rank which 
T n could possibly have is thus equal to the number. of its columns. We 
show that, without loss of generality, only T's with maximum rank, i.e. full 
column-rank, need ever be considered. 
Suppose, for definiteness, that Y (n) is a 4-vector and X n is a 3-vector. Then 
(6.4.4) would become 









\X 2/12 	V 2 
\113/(n) 
Y1 t 10 t 11 t 12 	X 1 V 1 (6.4.5) 
Assume now that the three column vectors of T n are linearly related. For 
example, let the first column be a-times the second plus /3-times the third, 
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But this is now of the form 
Y(n) = T 11 " Xn + N n 
	 (6.4.7) 
where T' has two columns and where 
X # 
axo + x1)1 ( 
Pxo + x2 
(6.4.8) 
is a 2-vector. We started out with the assumption that the state-vector should 
be a 3-vector and we have arrived at a situation where we are observing a 
2-vector. It will not be possible to estimate the required three quantities 
(x0 , x 1 , x2)n  from an estimate of (6.4.8), and so we are forced to conclude 
that we cannot let the columns of T be linearly related. Thus only T's with 
full column-rank will be considered. tn 
As we show in the next section, it is precisely that assumption that T has 
full column-rank which enables us, from a matrix formalism standpoint, to 
obtain estimates at all. Without it we encounter operations which call for 
the inverses of singular matrices. 
Example: Returning to T n of (6.3.27) we see clearly that it has rank 2, 
i.e. full column-rank. 
6.5 LEAST-SQUARES ESTIMATION 
In the preceding section we showed how the total observation vector 
could be related to the true state-vector by 
Y(n) = Tn Xn + N (n) 
	 (6.5.1) 
We now introduce the idea of a simulated observation vector. 
Thus, let the state-vector Xn in (6.5.1) have some given numerical value, 
say V. Then the simulated observation vector is that vector of numbers 
computed from (6.5.1) as though an error-free total observation vector were 
being made on V. Thus the simulated observation vector on V, based on the 
observation relation (6.5.1), is 
Y 	T n V 
	
(6.5.2) 
-This question of the rank of T is of course governed by a relationship between M and 4) (see 
(6.3.9)). In Section 8.9 we pursue this matter further. 
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As another example of a simulated observation vector the reader is referred 
to (6.2.13). 
The next concept which we introduce is the idea of the residual vector. 
Thus, suppose Y(n) is a total observation vector related to the true state-
vector by (6.5.1), and let rtin be some estimate of X n , extracted from Y (n) 
 by the estimation scheme 
n X* = W n Y (n) a, (6.5.3) 
We now form the simulated observation vector based on enn , namely T 	. n n,n 
Then the total residual vector is defined as the true observation vector minus 
the simulated observation vector based on that estimate. We designate the 
residual vector as E, and so we have 
E (en,n) 	- T X (n) 	a n,n 
	 (6.5.4) 
where we display clearly the functional dependence of E on the estimate 
n,n . 
At this stage we are in_ a position to embark on a general discussion of the 
least-squares principle. Of the infinite number of ways in which 4, can be 
chosen, the principle of least-squares states, simply, that it should be chosen 
so that the sum of the squared components of its residual vector is least. 
Thus, least-squares calls for the vector n X* to be chosen so that the scalar 
inner-product, 
e (2C: ,n) 	[E (rna)]T E (X * 
	
(6.5.5) 
shall be smallest. We now show how e (X* n)  is minimized over X*nn . 
First, we recall from the previous section that, without loss of generality, 
we can always assume the matrix T n to have full column rank. That being 
the case, the matrix T nT T n will be symmetric and positive definite (see Ex. 
6.4), and so it is quite permissible to talk about its inverse (T : Tn)- ', as well 
as about the matrices (Tn1
' 
T n )112 and (T: T nr. (See Ex. 6.5.) 
We now insert (6.5.4) into (6.5.5), obtaining 
e (en,n ) = (Tn en, - Y(n)T (T. 	- Y(n) 	 (6.5.6) 
which, by a rearrangement of terms analogous to "completing squares," 
A 
ness constraint (6.3.16) and so W n ‘ftylo is an unbiased linear estimate of X . 
This is a direct consequence of choice by least-squares. 
A 
The reader can verify immediately that W n , so defined, satisfies the exact- 
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becomes 
e x ) = [(TTn1i2x* — (TTD)1/2-1- 
	
[(TTT) 1/2 X* — (TTT) 1/2 TTY] 




Proof follows quite readily by direct expansion. (See Ex. 6.9.) 
Examination of (6.5.7) shows that, of the three terms on the right, only 
one of them contains e n . We have no control over the other two, and so n, 
if e is to be least then r n  must be chosen so as to minimize the first of n, 
those terms. This is readily accomplished if we set 
T 
r 
n n 	n,n 
(TnTTny1/2 TriT Y(n) 
(6.5.8) 
for then, that first term becomes zero. Since e(rnn 
scalar, this is clearly the correct way to minimize it. 
From (6.5.8) we thus get the least-squares estimate 
1 
= (7-n Tn TnT  n,n 	 Y (n) 
and under these circumstances, by (6.5.7), 
/A 	\ --1 *r ,r2) 	Y(n) — T. (T: Tn) TnT1 Y (n) 




(Henceforth when we place a hat over X ,, i.e. X,, then we are referring 
specifically to the unique estimate shown in (6.5.9), obtained by the least-
squares principle.) 
Equation (6.5.9) is seen to be of the same form as (6.5.3), the weight 
matrix being 
A 	 1 w a (T TT ) 	T 
n n n 
(6.5.11) 
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In Section 5.5 we pointed out that W. can be taken, without loss of 
generality, to always have full row-rank. Likewise in Section 6.4 we showed 
that Tn can be assumed to always have full column-rank. The reader can 
A 
easily verify, from (6.5.11), that W. will have the same rank as T.T , and 
so the full column-rank assumption on T. implies full row-rank for W. 
A 
Consider now the covariance matrix of the random errors in X* ,n , namely n 
A 
n 	an S* . By (5.5.10) d (6.5.11) this will be n , 
A 	A 	A 
S* a- W n R (n ) W nT r2,12 
= (7.n T 
1 
T: R (n) TnnT T f2)- 
1 
(6.5.12) 
and so, if the covariance matrix of the random input errors in Y oo is known, 
A 
n then the covariance matrix of the random errors in X* is obtainable from n 
this expression. 
One case of particular interest is the following. Suppose that a single 
instrument is being used to observe the process and that the observation 
errors have constant variance and are uncorrelated with each other. Then 
R (n) would have the form 
R (.) = 0-7,1 	 (6.5.13) 
where I is the identity matrix and a 2 the variance of the errors. For this 
case, (6.5.12) reduces quite readily to 
A 
n n 




yi 	 (6.5.14) , 	v  
The matrix (TnT  TJ 1 plays a very significant role in least-squares estima- 
• 
tion, as can be seen from (6.5.11), (6.5.12) or (6.5.14). Obtaining that 
inverse is, in fact, the major problem of least-squares estimation from a 
computational standpoint. We refer to (6.5.9) as the classical formula. 
In Chapters 7, 9 and 13 we will derive least-squares algorithms which 
avoid the need for a matrix inversion. This is accomplished by the use of the 
orthogonal polynomials developed in Chapter 3, and it will be seen that, as a 
result of the orthogonality property, the matrix T.T T. will, in effect, be 
replaced by a diagonal matrix whose inversion is trivial. However, there are 
many practical situations where the classical formula must be used and we 
cannot stress its value sufficiently. 
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As long as both the model and the observation scheme are linear, the 
foregoing discussion shows how the principle of least-squares can be used to 
provide an estimate. If either of them is nonlinear, however, then a further 
analysis will have to be undertaken before an estimation scheme is obtained. 
In Chapter 8 we treat this question and arrive at what is known as the 
method of iterative differential-correction. 
A 
We note in conclusion that W can also be obtained by using the differ-
ential calculus to minimize e(r.,.) of (6.5.6). The reader is referred to 
Ex. 6.6 and 6.7 and to the important comment following Ex. 6.7. 
Example: Using the observation equation (6.3.28) we obtain the least-
squares weight matrix. Thus, by (6.3.27) 
( 3 -3) 
T T T n n 
-3 5 
and so by (6.5.11) 
(6.5.15) 
W = (Tnr TnY 1 TnT 
6 3 0 _3 
1 (5 2 -1 
A 
Note that WT = I, showing that the exactness constraint is satisfied. 
We recall, Prom (6.3.23), that the model which gave rise to T. used above, 




Then (6.5.9) gives us 
X * n,n 	
1 (5 2 — 	. 1\ 






'See also (6.3.22) where its state-vector was defined. 
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Thus the estimate of x(t), at the time that the observation yn = 3.1 was 
obtained, is 
1-1,n 	3.167 	 (6.5.1 9) 
and the estimate of r5c(t) at that time is 
ri* = 1.1 	 (6.5.20) 
Assuming that r = 1/10 second, we see that 
n,n 




Let the covariance matrix of the errors in Y (n) of (6.5.1 7) be 
1 
R (n) = 	2 
2) 
(6.5.22) 
Then by (6.5.12) 
A 	A 	A 






6.6 MINIMUM-VARIANCE ESTIMATION 
In the least-squares estimation approach discussed above, we directed our 
attention towards the summed squared residuals. Reference to (6.4.3) shows 
that the total residual vector is a vector of zero-mean random variables, and 
what we did, by the least-squares principle, was to set up the algorithm 
which minimizes the sum of the squares of those random variables obtained 
on each successive sample draw from the observation process. 
We now direct our attention, instead, to the covariance matrix of the 
output errors. Assume that the matrix Tn is given, and that the covariance 
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matrix of the input errors, R oo , is known. This last assumption is basic to 
the minimum-variance estimation procedure.t Restricting ourselves to those 
matrices W which satisfy the exactness constraint (6.3.16), we conceptually 
form all possible estimates 
X*n,n = W n Y (n) 
Their respective covariance matrices will be 
s* T  n,n 	Wn R (n) W  n 
(6.6.1) 
(6.§.2) 
We now set about sorting through this infinity of covariance matrices, 
generated by the infinity of W's which satisfy the exactness constraint. 
Among those covariance matrices, one in particular is of interest to us. 
We call it the minimum-variance covariance matrix, designated SzT.. Like-
wise the W which produced it, in (6.6.2), is called the minimum-variance 
weight matrix, designated Wn , and the resultant estimate is called the 
minimum-variance estimate and designated 4,n . 
The property of this matrix S: n which interests us is that each of its 
diagonal elements is individually the smallest if compared to the correspond-
ing diagonal elements of all of the other matrices en n generated by (6.6.2). 
Specifically, assuming 3 x 3 matrices say, then the diagonal elements of en, 
satisfy 
(I)* 	<_ 0,01, ,n — 	0 ,0) ro., 
0* ) 5_ (S * 1, li mn 	1, 1)„,n  
0* 	< (S* 2,2),, , ,, 	2,2)„,n 
(6.6.3) 
for every matrix e. generated by (6.6.2). t 
The matrix s*n n  so selected exists, it is unique, and it constitutes the 
crux of the minimum-variance estimation procedure. While we have singled 
it out by examination and comparison of diagonal elements only, we shall 
see, in the succeeding sections, that the minimum-variance property actually 
reaches further than just the diagonal terms. It in fact covers the entire 
matrix and has a number of very far-reaching implications. 
f By contrast, we did not require IR(n) in order to perform least-squares estimation. See. (6.5.9). 
t Always assuming that Wn satisfies the exactness constraint (6.3.16). 
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We now embark on solving the minimum-variance estimation problem, 
namely: Given 	 n Y (n) , R0) and T n , find 1* n n, , i* n 	n and ,§* S. The problem can be 
restated more formally as follows: 
Given the observation relation 
yoi)= T n X n + N(n) 
	 (6.6.4) 
and given that R (n) is the positive definite covariance matrix of the zero-
mean error vector N ow find the weight matrix W n so that 
a) If we estimate X n by 
.k)* 
n,n W'n Y (n) 
then the errors in x *,n  have the smallest variances, and n 
b) The matrix W n satisfies 
in Tn  = 1 
(6.6.5) 
(6.6.6) 
The problem is well suited to an application of Lagrange's method of 
undetermined multipliers (see e.g. [6.11). Thus, given the positive definite 
matrix R () and the full-column-rank rectangular matrix T n , find the rectan-
gular matrix W n so that each of the diagonal elements of 
W R n W nT 
	
(6.6.7) 
is minimized, subject to the constraint equations 
W r1 T n = I 
	
(6.6.8) 
For definiteness let R () be 3 x 3 and T n be 3 x 2. Then W n will have to be 
2 x 3. Define its rows by the row-vectors 
WO E"-- (w00 , w01 , w02 ) 
W1 "7- (U)10 , w11 , wl 
(6.6.9) 
and likewise, define the column-vectors of Tn by 
T o (6.6.10) 
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a- (A 	A1  ) 1-.)  
A 11 
(6.6.11) 
Thus Ao is the first column of A and A l the second. 





W o RWiT) 
W 1 RW 
(6.6.12) 
The constraint equation (6.6.8), on the other hand, gives us the four scalar 
equations 
Wo To = 
W i To = 
1, 
0, 
W T = 0 




and it is now clear that the Lagrangian minimization problem can be 
separated into two completely disconnected problems. Thus: 
Problem I 
Minimize the scalar W o RW 0T over the row-vector of numbers W 0 , subject 
to the constraints 
Wo To = 1 
	
Wo T 1 = 0 	 (6.6.14) 
Problem II 
Minimize the scalar W 1  RW iT over the row-vector of numbers W 1 , subject 
to the constraints 
T 
	
W1 T l = 1 	 (6.6.15) 
Lagrange's method requires that we foim the Lagrangian function L, which 
is the sum of the function to be minimized and each of the constraint 
equations multiplied by an "undetermined multiplier." Thus for Problem I 
above we form the scalar L 0 , defined by 
L 	W o RiVoT - 2(W o To - 1)A00 - 2(Wo T 1 - 0)A. 10 	(6.6.16) 
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where, for convenience we use -2A 00 and -2A 10 as the multipliers. L o is a 
function of the vector (W 0  A. 	A ). o 	oo , 	10 
Following Lagrange's method we now differentiate L 0 with respect to 
each of the components of W o , setting the results to zero. This gives the 
vector of equations (see Ex. 6.10) 
	
2RW or - 2T0 A 00 - 211 1 A. 10 = 0 	 (see Note) 	(6.6.17) 
which we reorganize as 
A fig., 
RS oT = 	T ) 0 	) 
io 
(6.6.18) 
Lagrange's method also requires that we differentiate L o with respect to each 
of the multipliers A 00 and A 10 . This gives 
Wo To = 1 and Wo T i = 0 	 (6.6.19) 
We now have exactly the right number of equations to solve for A00, A10 and 
the numbers in W 0 , and _we could, if we wish, solve for W 0 from the above 
system of equations. 
The situation is simplified, however, if we solve Problems I and II above 
simultaneously. Applying the same operations to Problem II as we did to 
Problem I, leads to the set of equations 
A RWiT = (T o I T 1 ) ") ( 
A 11 
(6.6.20) 
W 1 T 0" = 0 and W 1 T 1 = 1 	 (6.6.21) 
which can be combined with (6.6.18) and (6.6.19) to give 
RWT = "TA 	 (6.6.22) 
WT = I 	 (6.6.23) 
It is easily inferred that this pair would also result if we were solving the 
general case rather than the 2 x 2 case considered above. 
Note: By the symbol 0, both here and henceforth, we mean a null-vector or a null-matrix, 
whichever is appropriate. 
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The matrix W is now obtained as follows. By transposing (6.6.22) we get 
WRT = AT TT. 	 (6.6.24) 
but since R is a (symmetric) positive definite matrix (6.6.24) can be written 
as 
W = ATTTR -1 	 (6.6.25) 
Post-multiplying by T then gives 
WT = AT TT R -1 T 
= I 
	
by (6.6.23). 	 (6.6.26) 
It is shown in Ex. 6.4 that TT R -1 T is positive definite if R is positive definite 
and T has full column-rank,t and since by assumption, this is the case, 
TT R -1 T can then be inverted. Thus by (6.6.26) 
AT = (TTR-1 T) -1 
This is now used in (6.6.25) to give, finally, 
W n = (T T R -1 T)-1 7. T R -1  n 	(n) n 	n 	(n)
(6.6.27) 
(6.6.28) 
Strictly speaking, Lagrange's Method leads to a stationary point, i.e. the 
above W may have made the diagonal elements of S:. to be maximum, 
minimum, or at a saddle point. However, by (6.6.12) we see that each of 
those elements is a quadratic form on a positive definite matrix which rules 
out the possibility of a maximum or a saddle point. Thus we have arrived at 
the matrix W which minimizes, individually, each of the diagonal elements 
of S:,. and we write, as the resultant filter 
2°< * = V°V nn 	n  Y (n) 
where 
(
7- TR-1 T T R-1 
n (n) n n (n) 
(6.6.29) 
(6.6.30) 
This is called the minimum-variance unbiased linear estimator. 
frith fact also follows directly from (6.6.26), i.e., A T T T R-1 T = I implies A T and T T R -1 T 
have nonzero determinants. 
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n The resultant covariance matrix ,§* ,n  is, by (6.6.7) 
O 
,17 = 'cif) n R (n)I* nT 
	
(6.6.31) 
and it is easily verified (see Ex. 6.11) that this reduces to 
1( n,n §1*  = (TnT  R (-n1) T ni 1 (6.6.32) 
The reader is also referred to Examples 6.12 through 6.14. 
It is particularly interesting to examine the case where, the input errors 
are uncorrelated, stationary and have covariance matrix (c/f (6.5.13)) 
R (n) 	a 71'I 
	
(6.6.33) 
The minimum-variance filter matrix and the output-error covariance matrix 
then become 
-1 
( n  1 n Tn 
§* T T T n n -1 n,n 
(6.6.34) 
(6.6.35) 
which follows readily by using (6.6.33) in (6.6.30) and (6.6.32). Comparison 
of the above two equations with (6.5.11) and (6.5.14) thus shows that if the 
input errors have a covariance matrix given by (6.6.33) then the least-squares 
filter is also the minimum-variance filter. For any other case of input errors, 
however, the diagonal elements of Sn ,n will be less than or equal, term by 
term, to corresponding elements in all covariance matrices of unbiased linear 
estimates on the same data, including the least-squares estimate. 
In this way, then, we have solved the minimum-variance estimation 
problem. Again we see from (6.6.30) that matrix inversions are called for —
not one, as in the least-squares case, but two. We have also seen that, under 
certain circumstances, the minimum-variance and least-squares estimators 
are one and the same. 
The minimum-variance estimate has been derived on the basis of complete 
linearity, i.e. a linear model and linear observation relations have been 
assumed throughout. In many cases of practical interest however, linearity 
does not prevail, and in Chapter 8 we will show how minimum-variance 
estimation can be applied to nonlinear situations by the use of the method 
of iterative differential-correction. 
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The remainder of this chapter is devoted to a study of the minimum-
variance property in greater depth. Many relationships will be revealed 
which will play important roles in our future discussion. 
Example: Using the observation equation (6.3.28) and the observation-
error covariance 
* ,n 
 matrix (6.5.22), we now derive the minimum-variance 
matrices W n and S . Thus n 
n 











which, by (6.6.32), is the mat_rix 	By  (6.6.30) the minimum-variance 
weight matrix if becomes 
iv) 	1 (10 	2 
11 6 -1 _5  
(6.6.37) 
W of (6.6.37) does satisfy the 
A 
(6.6.36) to the matrix S'inc n of 
denominator, namely 396, we 
As a check, we note that kr n = I, and so 
exactness constraint. 
We compare the covariance matrix 'S)*nn in 
(6.5.23). Reducing them to their common 
obtain from (6.6.36), 
n,n 
1 (360 216 
396 216 288 
(6.6.38) 
and from (6.5.23) 
- 
S 
A 	1 385 231 
*  
11' n 	396 231 	297 
showing clearly that the diagonal elements of .§3* n,n 
(6.6.39) 
are smaller than those of 
n,n • 
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6.7 GENERAL ASPECTS OF MINIMUM-VARIANCE 
The approach we adopted in the preceding section to the minimum-
variance estimator was through the diagonal elements of the output-error 
covariance matrix. We now show that the minimum-variance property 
actually goes far deeper, only one aspect being the minimal nature of those 
diagonal elements. 
Suppose, as we did in the previous section, that we consider all covariance 
matrices 
n,n 
	Wn R (n) WnT 
	
(6.7.1) 
which arise from weight matrices W. which satisfy the exactness constraint 
Wn Tn = I 
	
(6.7.2) 
Suppose that owe now subtract from each matrix S.*  , the minimum-
variance matrix S *.„ , as obtained in Section 6.6. In general, the difference 
between two positive definite matrices may or may not be a definite matrix. 
However, as we now prove, the matrix n S is such that every one of the n 
matrices C•defined by 
o 
C S:n - 
is a nonnegative definite matrix. 




C BBT - BG(GTG) -1 GTBT 	 (6.7.4) 
where B and G T are any m x k matrices with k m, and G T G is nonsingular. 
Then .0 is nonnegative definite. 
Proof 
A 
Returning to (6.5.10) we recall that e(C
* 
 .„) is nonnegative, and so since 
Y (n) of that equation is arbitrary, it must be true that the matrix I - 
T (T T T) TT is nonnegative definite. Hence so is I - G (G T G) -1 G T for any 
where R W and T n are given.t Each of those matrices Si n is positive definite n, 
if R (n) is positive definite and Tn has full column rank. 
f Throughout this section, when we write St y,, we mean a covariance matrix of the form of (6.7. 1 1 
where Wn satisfies (6.7.2). 
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matrix G for which (GT G) -1 exists. Finally then for any matrix B, the 
matrix 
C = B[I — G(GT 	GlBT 
	
(6.7.5) 
is nonnegative definite and so the lemma is proved. 
We now have the following: 
Theorem 6.1 
Let R be a positive definite k x k matrix and T a k x m matrix (k m) with 
full column rank. Let W be any m x k matrix satisfying 
WT = I 
Then the matrix 
C WRWT - (T T R -1 Ti' 




Using the previous lemma we set 
B = WR 112 
	
G = R-112 T 	 (6.7.8) 
Then (6.7.4) shows that the matrix 
WRWT - WT (TT R -1 T) -1 T T WT 
is nonnegative definite. But by (6.7.6) this now reduces to 
WRW T (TT R- 1 T) -1 
and so the theorem is proved. 	 •• 
Of course, it is now evident that the following is also true. 
Corollary 6.1.1 
For S:n and tn defined by (6.6.2) and (6.6.31) respectively, the matrix 
C a IS* — n,n 	n,n 
is nonnegative definite. 
(6.7.9) 
EXACTNESS, LEAST-SQUARES AND MINIMUM-VARIANCE 	195 
Proof follows directly from Theorem 6.1 above. 
This corollary is the very fundamental aspect of the minimum-variance 
concept to which we have been alluding, and all of the properties of the 
minimum-variance covariance matrix can be obtained from it. 
As a start, if 	— en ,n is nonnegative definite, then its diagonal elements 
are all nonnegative,t i.e. 
[c] 	[s* 	[.§* 	0 	(0 < i < m) 	 (6.7.10) n,n i i 	n,n 
We thus have 
Corollary 6.1.2 
[s* 	> Pi* 1 n,n (0 < i < m) (6.7.11) 
The above proves that each of the diagonal elements of S * ' are individually 
less than, or equal to, corresponding elements in any of the other matrices 
m • S* This formed the basis of the preceding section and now emerges simply n 
as a corollary of the minimum-variance property as stated in Theorem 6.1. 
Henceforth, when we talk of the minimum-variance property of the matrix 
SL, then we are referring specifically to the fact that the matrix 
C .s* _§* n,n 	n,n 
is nonnegative definite. 
As a further important corollary we have the following. Suppose that 
i*  n is the unbiased minimum-variance updated estimate of Xn , based on 
Y(n)' R (n) and T n , and assume that we form the prediction 
U 	(h) n,n 	 (6.7.12) 
Clearly U is an unbiased estimate of X n h since 
E 1 U — X n h = cro ( E 	— Xn 	 (6.7.13) 
t See Ex. 5.8. 
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The question we now ask is, if U is compared with any other unbiased 
estimate of Xn + h based on Y (n) and T n , will the covariance matrix of U 
have the smallest diagonal elements? The answer is yes, as we now propose 
to show. 
Thus, let en, be any unbiased estimate of X n based on Yo) and T , i.e. 
let 
X * = W Y n,n 	a (a) 
where W n Tn = 1. Form the prediction 
V E.- 411(h) X* n,n 
(63.14) 
(6.7.15) 
Then by the reasoning of (6.7.13), V is an unbiased estimate of Xn + h based 
on Y (n)  and T n . 
The covariance matrix of V is, by (6.7.15) and (5.5.20), 
S* 	(h) 	(h) 
	
(6.7.16) 
Likewise the covariance matrix of U is seen from (63.12) to be 




SV, — 	= (h) 1Sn n — 	n) (M T 	 (6.7.18) 
But by Corollary 6.1.1, the right-hand side is now seen to be a congruence 
transformation on a nonnegative definite matrix. This property is preserved 
under congruence (see Ex. 5.9) and so the left-hand side of (6.7.18) is then 
also nonnegative definite. Thus the diagonal elements of S. — S*u are non-
negative and so we have proved the following: 
Corollary 6.1.3 
Each of the diagonal elements of St and S. satisfy 
? [41 . 	 (6.7.19) 
By equation (6.7.18) we now have the final corollary, 
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Corollary 6.1.4 
The minimum-variance property is preserved under prediction or retro-
diction, i.e. for any h, the matrix 
C = S* 	— :S* n + h,n 	n + h,n 
is nonnegative definite. 
We shall accordingly write (6.7.12) and (6.7.17) as 
X* 	(h) n + h,n 	n,n 




showing that if a prediction is made on the basis of a minimum-variance 
estimate, then that prediction is also minimum-variance by comparison to 
all other unbiased predictions to the same time-instant, based on the same 
data. 
The minimum-variance property does indeed contain some important 
ramifications. They will feature more and more strongly as our discussion 
proceeds. , 
Example: In (6.6.38) we obtained the minimum-variance covariance matrix 
n 1132° n 	 n whereas in (6.6.39) we have the least-squares matrix /* for the same S*
model and the same data. Their difference is 
S* — §* ,n 17 
1 (25 15 = 
396 1_5 	9 
(6.7.23) 
which is quite clearly nonnegative definite, as Theorem 6.1 predicts. More-
over, if we now form, say, a 1-step prediction using 40(1) from (6.3.23), then 
§* n + 1,n = (1)(1)?n,n 	T 
 1 	1 1 360 	216 1 	0 
0 1 396 216 288 1 1 
'(1080 504 
396 504 288 
(6.7.24) 




