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CHEVALLEY WARNING TYPE RESULTS ON ABELIAN
GROUPS
ERHARD AICHINGER AND JAKOB MOOSBAUER
Abstract. We develop a notion of degree for functions between two abelian
groups that allows us to generalize the Chevalley Warning Theorems from fields
to noncommutative rings or abelian groups of prime power order.
1. Introduction
A classical result by C. Chevalley [Che35] states that if a system of polynomial
equations f1(x1, . . . , xN ) = · · · = fr(x1, . . . , xN ) = 0 over a finite field F has
exactly one solution in FN , then the sum of the total degrees of the fi’s is at
least N . E. Warning [War35] improved this result by showing that under the
hypothesis that N is strictly larger than the sum of the total degrees of the fi’s,
the number of solutions, which cannot be 1 by Chevalley’s result, is divisible
by the characteristic of the field F (Warning’s First Theorem), and the system
has either no or at least |F |N−
∑r
i=1 deg(fi) solutions (Warning’s Second Theorem).
Proofs of these results can be found, e.g., in [Asg18]. All three results have been
considerably strengthened: for Warning’s First Theorem, [Ax64, Kat71] provide
lower bounds for µ such that pµ divides the number of solutions. O. Moreno
and C.J. Moreno showed that in these bounds, the total degree of a polynomial
can be replaced with the p-weight degree [MM95]. S.H. Schanuel and D.J. Katz
generalized Chevalley’s Theorem to a wider class of finite commutative rings
[Sch74, Kat09]. D. Brink considered solutions lying in rectangular subsets of FN
([Bri11], with a p-weight degree version given in [CGM19]). Brink’s result was
used in [KS18, Aic19] to solve equations over finite nilpotent rings, groups, and
generalizations of these structures.
In this article, we generalize the Chevalley Warning Theorems into a different
direction: instead of polynomial functions on finite fields, we consider arbitrary
functions on abelian groups. Unlike for polynomial functions on fields, there is
no generally agreed concept of the degree of such functions. In the first half
of the present article, we develop a notion of degree for functions between two
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abelian groups based on [May12, VL83]. Since this degree does not depend on
a term representation of the function, we suggest the name functional degree for
this concept. Using this functional degree, we obtain variants of Chevalley’s and
Warning’s First Theorem for finite abelian p-groups (Theorems 10.2 and 11.3).
From these results, one easily derives Moreno and Moreno’s p-weight improve-
ment of Warning’s First Theorem (Theorem 12.4). We also see that Warning’s
First Theorem remains true if we replace “finite field” with “not necessarily com-
mutative ring of prime power order” (Theorem 11.5). The proof of the last result
takes advantage of the fact that every function, be it polynomial or not, has a
functional degree. For polynomial functions over finite fields, the functional de-
gree specializes to the p-weight degree from [MM95]. This allows us to generalize
Asgarli’s proof of Warning’s Second Theorem [Asg18] to derive its p-weight de-
gree improvement [MM95, Theorem 2] (Theorem 14.1). A similar improvement
of Brink’s Theorem [Bri11, Theorem 1] can be obtained in the special case that
the domain is restricted to a subgroup of FN (Section 13) and we also obtain
that the number of solutions in the subgroup is divisible by the field character-
istic (Theorem 13.2). Warning’s First Theorem can be strenghtened if we know
that the functions are not surjective: such “restricted range” versions are given
in Theorem 13.5 and Corollary 13.6.
The functional degree defined in this note has its origins in [BAE+00, May12,
VL83]. In [May12], P. Mayr defines the degree of every finitary operation on
an algebra with a Mal’cev term [May12, (3.9)]. Our definition applies to func-
tions from one abelian group A into another abelian group B, and it involves
the augmentation ideal of the group ring that acts on a function by shifting
its arguments. This follows an idea from [VL83], where such group rings were
successfully applied in the structure theory of nilpotent algebras in congruence
modular varieties (cf. [FM87] and [May12, Corollary 3.10]). In those situations
where both definitions apply, Mayr’s degree and the functional degree coincide.
A pivotal result is that the functional degree of the composed function g ◦ f is at
most the product of the functional degrees of f and g (Theorems 4.2 and 5.3).
For arbitrary finite abelian groups, there may be functions of infinite degree, but
if domain and codomain are finite abelian p-groups (for the same p), then the
degree of every function is finite (Section 9).
2. Definition of the functional degree
In this section, we will introduce the functional degree Fdeg(f) of a function f
between two abelian groups. We write N for the set of positive integers, N0 :=
N∪{0}, and for n ∈ N, the set {1, 2, . . . , n} is abbreviated by n. In general, we will
write groups additively, and we sometimes simply write A for the abelian group
(A,+). By Z[A], we denote its group ring over the integers [Pas77]. The elements
of this ring are integer tuples r = (za)a∈A indexed by A with {a ∈ A | za 6= 0}
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finite. We will write such a tuple in the form r =
∑
a∈A zaτa, where za ∈ Z for all
a ∈ A, instead of the more common
∑
a∈A zaa. The multiplication of Z[A] then
satisfies τa · τb := τa+b for all a, b ∈ A; thus (Z[A],+, ·) is a commutative ring with
unity 1 = 1τ0. The augmentation ideal of Z[A] is the ideal generated by {τa− 1 |
a ∈ A}, and it will be denoted by Aug(Z[A]). For every ideal I of Z[A], the power
I0 is defined as Z[A], and In is the ideal generated by {i1 · · · in | i1, . . . , in ∈ I}.
For n ∈ N, (Aug(Z[A]))n is generated by the set {
∏n
i=1(τai−1) | a1, . . . , an ∈ A}.
Let (B,+) be an abelian group, and let BA := {f : A → B}. The ring Z[A]
operates on the group (BA,+) by
(τa ∗ f) (x) := f(x+ a),
and hence
((
∑
a∈A
zaτa) ∗ f) (x) =
∑
a∈A
zaf(x+ a).
We will use this module operation also for a function from an abelian group into a
ring, or even a field, B. The multiplication on B is then immaterial for the module
operation. For f : A→ B and an ideal J of Aug(Z[A]), J ∗ f := {j ∗ f | j ∈ J}.
Definition 2.1 (Functional degree). Let (A,+) and (B,+) be abelian groups,
and let f : A→ B. Let I := Aug(Z[A]) be the augmentation ideal of Z[A]. The
functional degree of f is defined by
Fdeg(f) := min ({n ∈ N0 | I
n+1 ∗ f = 0}),
with Fdeg(f) =∞ if there is no n ∈ N0 with I
n+1 ∗ f = 0.
For all k, l ∈ N with k < l, we have I l ⊆ Ik, and thus if Ik ∗f = 0, also I l ∗f = 0.
Hence for each function f and for each n ∈ N0, we have
Fdeg(f) ≤ n if and only if In+1 = 0.
We also see that Fdeg(f) = max ({m ∈ N | Im ∗ f 6= 0} ∪ {0}), where max (S)
is ∞ for all infinite subsets S of N. Hence for each n ∈ N0, we have
Fdeg(f) ≥ n if and only if (In ∗ f 6= 0 or n = 0).
Another description is given in the following Lemma.
Lemma 2.2. Let A and B be abelian groups such that A is generated by G ⊆ A.
Let f : A→ B, and let m ∈ N0. Then the following are equivalent:
(1) Fdeg(f) ≤ m.
(2) For all g1, . . . , gm+1 ∈ G, we have (
∏m+1
i=1 (τgi − 1)) ∗ f = 0.
Proof. Let I := Aug(Z[A]). We first observe that I is generated, as an ideal
of Z[A], by {τg − 1 | g ∈ G}. To show this, let J be the ideal generated by
{τg − 1 | g ∈ G}. Obviously, J ⊆ I. For the other inclusion, we note that
the set H := {h ∈ A | τh − 1 ∈ J} is a subgroup of A because τh1+h2 − 1 =
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τh1(τh2 − 1) + (τh1 − 1) and hence, if τh1 − 1 and τh2 − 1 are both elements of J ,
then so is τh1+h2−1. Furthermore, if τh−1 ∈ J , then (−τ−h)·(τh−1) ∈ J , and thus
τ−h − 1 ∈ J . Thus H is indeed a subgroup of A. Now by the definition of J , we
have G ⊆ H , and since A is generated by G, A = H . Thus {τa− 1 | a ∈ A} ⊆ J ,
which implies I ⊆ J . We will now prove the equivalence of (1) and (2).
(1)⇒(2): Clearly,
∏m+1
i=1 (τgi − 1) ∈ I
m+1. By (1), Im+1 ∗ f = 0.
(2)⇒(1): Since I is generated as an ideal by {τg − 1 | g ∈ G}, its power I
m+1 is
generated as an ideal by {
∏m+1
i=1 (τgi − 1) | g1, . . . , gm+1 ∈ G}. By (2), all these
elements lie in the ideal Ann(f) := {r ∈ Z[A] | r ∗ f = 0} of Z[A], and therefore
Im+1 ⊆ Ann(f). Hence Im+1 ∗ f = 0, which implies (1). 
3. Elementary properties of the functional degree
In this section, we list some properties of the functional degree that follow quite
immediately from its definition.
Lemma 3.1. Let (A,+) and (B,+) be abelian groups, let f : A → B, let σ ∈
Aug(Z[A]), and let a ∈ A. Then we have:
(1) Fdeg(τa ∗ f) = Fdeg(f).
(2) If Fdeg(f) > 0, then
Fdeg(f) ≥ 1 + Fdeg(σ ∗ f).
(3) If Fdeg(f) > 0, then
Fdeg(f) = 1 + sup ({Fdeg((τb − 1) ∗ f) | b ∈ A}).
(4) Fdeg(f) = 0 if and only if f is a constant function.
(5) If f is a group homomorphism, then Fdeg(f) ≤ 1.
With the convention 1 + ∞ = ∞, items (2) and (3) are also valid if f has
functional degree ∞.
Proof. Let I := Aug(Z[A]). For (1), we observe that τa is an invertible element
in the ring Z[A]. The ring Z[A] is commutative. Therefore, for each ideal J of
Z[A], we have we have J ∗ f = 0 if and only if J ∗ (τa ∗ f) = 0. Hence f and τa ∗ f
have the same functional degree. This completes the proof of (1).
For proving (2), we first observe that the statment is obvious if Fdeg(f) =
∞. Hence we assume Fdeg(f) ∈ N and set n := Fdeg(f). We show that
In ∗ (σ ∗f) = 0. To this end, we observe that for all r ∈ In, r ∗ (σ ∗f) = (r ·σ)∗f .
Since r · σ ∈ In+1, we have (r · σ) ∗ f = 0. From the definition of the functional
degree, we see that In ∗ (σ ∗ f) = 0 implies that n − 1 ≥ Fdeg(σ ∗ f), and
therefore Fdeg(f) ≥ 1 + Fdeg(σ ∗ f).
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(3) From the previous item, we obtain that for every b ∈ A,
Fdeg(f) ≥ 1 + Fdeg((τb − 1) ∗ f).
This implies Fdeg(f) ≥ 1 + sup ({Fdeg((τb − 1) ∗ f) | b ∈ A}).
For proving ≤, we first show that for every n ∈ N with n ≤ Fdeg(f) there exists
b ∈ A such that n−1 ≤ Fdeg((τb−1)∗f). For this purpose, let n ∈ N be such that
n ≤ Fdeg(f). Then there are a1, . . . , an ∈ A such that (
∏n
i=1(τai−1))∗f 6= 0: If
this product is 0 for all a1, . . . , an, then I
n ∗ f = 0, contradicting Fdeg(f) = n.
Take b := an. Hence I
n−1 ∗ ((τb− 1) ∗ f) 6= 0, and therefore Fdeg((τb− 1) ∗ f) ≥
n− 1. Hence there exists a b ∈ A with the required property.
Therefore, if Fdeg(f) < ∞, then taking n := Fdeg(f), we obtain
sup ({Fdeg((τb − 1) ∗ f) | b ∈ A}) ≥ Fdeg(f)− 1.
In the case Fdeg(f) = ∞, we obtain a sequence (bn)n∈N from A such that
Fdeg((τbn − 1) ∗ f) ≥ n− 1. Hence sup ({Fdeg((τb − 1) ∗ f) | b ∈ A}) =∞.
This completes the proof of the ≤-inequality of (3).
(4) For the “if”-direction, we see that for all a ∈ A, (τa−1)∗f = 0 if f is a constant
function. Therefore I ∗f = 0 and thus Fdeg(f) = 0. For the “only if”-direction,
we assume that Fdeg(f) = 0. Now let x ∈ A. Then ((τ−x − 1) ∗ f) (x) = 0,
hence f(x) = f(0). Thus f is constant.
(5) We assume that f is a group homomorphism, and we let a, x ∈ A. Then
(τa − 1) ∗ f (x) = f(x + a) − f(x) = f(x) + f(a) − f(x) = f(a), and therefore
(τa − 1) ∗ f is a constant function. By item (4), Fdeg((τa − 1) ∗ f) = 0. Now
by (3), Fdeg(f) ∈ {0, 1}.

Lemma 3.2 (Addition). Let (A,+) and (B,+) be abelian groups, and let f, g :
A→ B. Then we have:
(1) Fdeg(f + g) ≤ max (Fdeg(f),Fdeg(g)).
(2) If Fdeg(f) > Fdeg(g), then Fdeg(f + g) = Fdeg(f).
Proof. We set I := Aug(Z[A]).
(1) Let n := max (Fdeg(f),Fdeg(g)). We assume n < ∞ and let i ∈ In+1.
Then i ∗ (f + g) = i ∗ f + i ∗ g = 0, and thus Fdeg(f + g) ≤ n.
(2) Let n := Fdeg(f). If n < ∞, then there is i ∈ In such that i ∗ f 6= 0.
Since n > Fdeg(g), we have i ∗ g = 0, and thus i ∗ (f + g) = i ∗ f + i ∗ g 6= 0.
Therefore Fdeg(f + g) ≥ n. The converse inequality follows from item (1). If
Fdeg(f) = ∞, then for every m > Fdeg(g), we have an im ∈ I
m such that
im ∗ f 6= 0. Then im ∗ (f + g) = im ∗ f + im ∗ g = im ∗ f + 0 6= 0, and therefore
Fdeg(f + g) ≥ m. Hence Fdeg(f + g) =∞. 
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Lemma 3.3 (Restriction of a function). Let (A,+) and (G,+) be abelian groups,
let f : A→ G, let B be a subgroup of A, and let f |B be the restriction of f to B.
Then Fdeg(f |B) ≤ Fdeg(f).
Proof: Suppose that Fdeg(f) ∈ N0, and let m := Fdeg(f). Let i ∈
Aug(Z[B])m+1. Seeing Z[B] as a subring of Z[A], we observe that i ∈
Aug(Z[A])m+1. Hence i∗f = 0. For every r ∈ Z[B], we have (r∗f)|B = r∗ (f |B).
Thus i ∗ (f |B) = (i ∗ f)|B = 0. Therefore, Fdeg(f |B) ≤ m. 
Lemma 3.4 (Combination of functions). Let (A,+), (B,+) and (C,+) be abelian
groups, let f : A→ B, and let g : A→ C. We define a function h : A→ B × C
by h(a) = (f(a), g(a)) for all a ∈ A. Then Fdeg(h) = max (Fdeg(f),Fdeg(g)).
Proof. For every r ∈ Z[A], we have (r ∗ h) (a) = ((r ∗ f) (a), (r ∗ g) (a)). Hence
for every r ∈ Z[A], r ∗ h = 0 if and only if both r ∗ f = 0 and r ∗ g = 0, which
implies the result. 
4. The degree of composed functions
The aim of this section is to prove that the functional degree of a composition g◦f
is at most the product of the functional degrees of f and g. For this purpose, we
characterize the functional degree of a function by certain “linearity” properties.
Similar linearity properties have been used in [May12] for defining the degree of
finitary operations in an algebra with a Mal’cev term. For a set X and n ∈ N0, we
write P(X) for the power set ofX and P≤n(X) for the set {Y ∈ P(X) : |Y | ≤ n}.
We write Y ⊂ X for (Y ⊆ X and Y 6= X).
Lemma 4.1 (Characterization of the degree). Let (A,+) and (B,+) be abelian
groups, let f : A→ B, and let m ∈ N0. Then the following are equivalent:
(1) Fdeg(f) ≤ m.
(2) For every k > m, we have
(4.1) f(
k∑
i=1
xi) =
∑
S⊂k
(−1)k−|S|+1f(
∑
j∈S
xj).
(3) For every k ∈ N, there exists a family K = 〈αS | S ∈ P≤m(k)〉 of integers
such that for all x1, . . . , xk ∈ A, we have
f(
k∑
i=1
xi) =
∑
S∈P≤m(k)
αSf(
∑
i∈S
xi).
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(4) There exist functions g1, . . . , gm+1 : A
m+1 → B such that for all
x1, . . . , xm+1 ∈ A, we have
(4.2) f(
m+1∑
i=1
xi) =
m+1∑
i=1
gi(x1, . . . , xm+1),
and for each i ∈ m+ 1, the function gi does not depend on its i th argu-
ment.
Proof. (1)⇒(2): Let x1, . . . , xk ∈ A. Since k > Fdeg(f), we have ((
∏k
i=1(τxi −
1)) ∗ f) (0) = 0. We have
∏k
i=1(τxi − 1) =
∑
S⊆k(−1)
k−|S|
∏
i∈S τxi. Hence
0 = ((
k∏
i=1
(τxi − 1)) ∗ f) (0)
= ((
∑
S⊆k
(−1)k−|S|
∏
i∈S
τxi) ∗ f) (0)
=
∑
S⊆k
(−1)k−|S|f(
∑
i∈S
xi)
= f(
k∑
i=1
xi) +
∑
S⊂k
(−1)k−|S|f(
∑
i∈S
xi),
which implies (4.1).
(2)⇒(3): We proceed by induction on k. If k ≤ m, then we set αk = 1 and
αS := 0 for all subsets of m that are not equal to k. Now assume k > m. For all
x1, . . . , xk ∈ A, we have
f(
k∑
i=1
xi) =
∑
S⊂k
(−1)k−|S|+1f(
∑
j∈S
xj).
We will now expand each f(
∑
j∈S xj) using the induction hypothesis. Since every
proper subset of k has less than k elements, the induction hypothesis yields for
every S ⊂ k a family K(S) := 〈α
(S)
T | T ∈ P≤m(k)〉 of integers such that
f(
∑
j∈S
xj) =
∑
T∈P≤m(k)
α
(S)
T f(
∑
i∈T
xi)
for all x ∈ Ak. Note that we may take α
(S)
T := 0 for those T ⊆ k with T 6⊆ S.
Hence ∑
S⊂k
(−1)k−|S|+1f(
∑
j∈S
xj) =
∑
S⊂k
(−1)k−|S|+1
∑
T∈P≤m(k)
α
(S)
T f(
∑
i∈T
xi)
=
∑
T∈P≤m(k)
(
∑
S⊂k
(−1)k−|S|+1α
(S)
T ) f(
∑
i∈T
xi)
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for all x ∈ Ak, and therefore 〈αT | T ∈ P≤m(k)〉 with αT :=
∑
S⊂k(−1)
k−|S|+1α
(S)
T
satisfies the required property, which completes the induction step.
(3)⇒(4): By (3), we have a family 〈αS | S ∈ P≤m(m+ 1)〉 of integers such that
for all x ∈ Ak, f(
∑m+1
i=1 xi) =
∑
S∈P≤m(m+1)
αSf(
∑
i∈S xi), which is equal to
m+1∑
j=1
∑
S∈P≤m(m+1)
min(m+1\S)=j
αSf(
∑
i∈S
xi).
Hence
gj(x1, . . . , xm+1) :=
∑
S∈P≤m(m+1)
min(m+1\S)=j
αSf(
∑
i∈S
xi)
does not depend on its j th argument, and the gj’s satisfy (4.2).
(4)⇒(1): We prove that for each m ∈ N0 and for each f : A→ B, the existence of
such g1, . . . , gm+1 implies Fdeg(f) ≤ m. We proceed by induction onm. Form =
0, we observe that the identity f(x1) = g1(x1) with g1 not depending on x1 implies
that f is constant, and therefore of functional degree 0 by Lemma 3.1(4). For the
induction step, letm ∈ N and assume that f(
∑m+1
i=1 xi) =
∑m+1
i=1 gi(x1, . . . , xm+1),
where gi does not depend on its i th argument. The induction hypothesis is that
every f ′ with f ′(
∑m
i=1 xi) =
∑m
i=1 hi(x1, . . . , xm) and hi not depending on its i th
argument satisfies Fdeg(f ′) ≤ m − 1. We want to prove Fdeg(f) ≤ m. If
Fdeg(f) = 0, there is nothing to prove, hence we may assume that Fdeg(f) ∈
N ∪ {∞}. We will use Lemma 3.1(3) to compute Fdeg(f). To this end, we let
b ∈ A and estimate Fdeg((τb − 1) ∗ f). For each x ∈ A
m, we have
((τb − 1) ∗ f) (
m∑
i=1
xi) = f(
m∑
i=1
xi + b)− f(
m∑
i=1
xi + 0)
=
m+1∑
i=1
(gi(x1, . . . , xm, b)− gi(x1, . . . , xm, 0)).
Now for i ∈ m and x ∈ Am, we define hi(x1, . . . , xm) := gi(x1, . . . , xm, b) −
gi(x1, . . . , xm, 0). Since gm+1 does not depend on its (m + 1) th argument, we
have
((τb − 1) ∗ f) (
m∑
i=1
xi) =
m∑
i=1
hi(x1, . . . , xm)
for all x ∈ Am. The function hi does not depend on its i th argument. Therefore,
the induction hypothesis yields Fdeg((τb−1)∗f) ≤ m−1. Now by Lemma 3.1(3),
Fdeg(f) ≤ m. 
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The interplay of the degree with functional composition will be central in our
further development.
Theorem 4.2 (Composition). Let (A,+), (B,+), (C,+) be abelian groups, let
f : A → B and g : B → C with Fdeg(f) < ∞ and Fdeg(g) < ∞. Then
Fdeg(g ◦ f) ≤ Fdeg(g) · Fdeg(f).
Proof. Let m := Fdeg(f), n := Fdeg(g). We show that g ◦ f satisfies condi-
tion (4) of Lemma 4.1. To this end, let x ∈ Amn+1. Then from Lemma 4.1(3),
applied first to f and then to g, we obtain two families 〈αS | S ∈ P≤m(mn + 1)〉
and 〈βT | T ∈ P≤n(P≤m(mn + 1))〉 such that
g(f(
mn+1∑
i=1
xi)) = g(
∑
S∈P≤m(mn+1)
αSf(
∑
i∈S
xi))
=
∑
T∈P≤n(P≤m(mn+1))
βTg(
∑
S∈T
αSf(
∑
i∈S
xi)).
Now for each T , the corresponding summand can only depend on those xi with
i ∈
⋃
{S | S ∈ T}, and hence on at most mn arguments. Therefore we can
write g ◦ f (
∑mn+1
i=1 xi) as a sum of functions each of which depends on at most
mn arguments. Collecting these functions into mn + 1 summands, we obtain
the functions g1, . . . , gmn+1 that satisfy condition (4) of Lemma 4.1, and hence
Fdeg(g ◦ f) ≤ mn. 
Using Theorem 4.2 and items (2) and (4) of Lemma 4.1, one can prove that the
functional degree coincides with the the degree defined in [May12, (3.9)] when
A = Gl and B = G for some abelian group G and some l ∈ N.
5. Partial degree
We will now define the partial degree of a function f :
∏k
j=1Aj → C in each
of its variables. Intuitively, Pdegi(f) is the maximal degree of those functions
from Ai → C that we obtain by setting all arguments except for the i th one to
constants. More formally, we proceed as follows: For a = (a1, . . . , ak) ∈
∏k
j=1Aj
and i ∈ k, we define the function E
(i)
a : Ai →
∏k
j=1Aj by E
(i)
a (x) (j) := aj if j 6= i,
and E
(i)
a (x) (i) := x for all x ∈ Ai. Hence E
(i)
a (x) = (a1, . . . , ai−1, x, ai+1, . . . , ak).
Definition 5.1 (Partial degree). Let k ∈ N, let 〈Aj | j ∈ k〉 be a family of
abelian groups, and let C be an abelian group. Let f :
∏k
j=1Aj → C, and let
i ∈ k. Then the partial degree of f in its i th argument, Pdegi(f), is defined by
Pdegi(f) := sup ({Fdeg(f ◦ E
(i)
a
) | a ∈
k∏
j=1
Aj}).
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Theorem 5.2. Let k ∈ N, let 〈Aj | j ∈ k〉 be a family of abelian groups, let C
be an abelian group, and let r ∈ k. Let f :
∏k
j=1Aj → C. Then Pdegr(f) ≤
Fdeg(f) ≤
∑k
j=1Pdegj(f).
Proof. For proving the first inequality Pdegr(f) ≤ Fdeg(f), we fix a ∈
∏k
j=1Aj
and estimate the degree of the function f ◦E
(r)
a from Ar to C. Since the degree of
a constant function is 0 and the degree of the identity mapping on Ar is at most
1 (it is 0 if |Ar| = 1 and 1 if |Ar| > 1), Lemma 3.4 yields that the function E
(r)
a
is of degree at most 1. Hence by Theorem 4.2, Fdeg(f ◦ E
(r)
a ) ≤ Fdeg(f) · 1,
which completes the proof of Pdegr(f) ≤ Fdeg(f).
We will now prove
(5.1) Fdeg(f) ≤
k∑
j=1
Pdegj(f).
We first consider the case k = 2. To this end, let A := A1, B := A2, and
f : A × B → C. Let m := Pdeg1(f) and n := Pdeg2(f). We assume m < ∞
and n < ∞. Let I := Aug(Z[A]), J := Aug(Z[B]), K := Aug(Z[A × B]). Let
ϕA : Z[A] → Z[A × B] be the ring homomorphism defined by ϕA(τa) := τ(a,0)
for all a ∈ A, and let ϕB : Z[B] → Z[A × B] be defined by ϕB(τb) := τ(0,b). We
observe that
(τa ∗ (f ◦ E
(1)
(a′,b))) (x) = (ϕA(τa) ∗ f) (x, b) and
(τb ∗ (f ◦ E
(2)
(a,b′))) (y) = (ϕB(τb) ∗ f) (a, y)
for all a, a′, x ∈ A and b, b′, y ∈ B. Therefore for all elements r =
∑
a∈A zaτa ∈
Z[A] and s =
∑
b∈B z
′
bτb ∈ Z[B], we have
(5.2)
(ϕA(r) ∗ f) (x, b) = (r ∗ (f ◦E
(1)
(a,b))) (x) and
(ϕB(s) ∗ f) (a, y) = (s ∗ (f ◦ E
(2)
(a,b))) (y)
for all x, a ∈ A and y, b ∈ B.
Since ϕA(I) ⊆ K, we have ϕA(I
l) ⊆ K l, and similarly ϕB(J
l) ⊆ K l for all l ∈ N0.
We let Iˆ := 〈ϕA(I)〉 be the ideal of Z[A × B] that is generated by ϕA(I), and
similarly Jˆ := 〈ϕB(J)〉 denotes the ideal generated by ϕB(J). We then have
(5.3) K ⊆ Iˆ + Jˆ .
To see this, we notice that τ(a,b) − 1 = τ(0,b) · (τ(a,0) − 1) + (τ(0,b) − 1) = τ(0,b) ·
ϕA(τa−1)+ϕB(τb−1), completing the proof of (5.3). Now we are ready to prove
Fdeg(f) ≤ Pdeg1(f) + Pdeg2(f). Let m := Pdeg1(f) and n := Pdeg2(f),
and assume that m,n ∈ N0. We prove K
m+n+1 ∗ f = 0. We know Km+n+1 ⊆
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(Iˆ + Jˆ)m+n+1 ⊆
∑m+n+1
i=0 Iˆ
iJˆm+n+1−i ⊆ Iˆm+1 + Jˆn+1. We first prove
(5.4) Iˆm+1 ∗ f = 0.
The ideal Iˆ is generated as an ideal by ϕA(I). Therefore, Iˆ
m+1 is generated (as
an ideal of Z[A × B]) by P := {ϕA(i) | i ∈ I
m+1}. Next, we show that for each
σ ∈ Im+1, we have
(5.5) ϕA(σ) ∗ f = 0.
For this purpose, we observe that for all x, y ∈ A, we have (ϕA(σ) ∗ f) (x, y) =
(σ ∗ (f ◦E
(1)
(a,y))) (x). Since σ ∈ I
m+1 and Fdeg(f ◦ E
(1)
(a,y)) ≤ Pdeg1(f) = m, we
have (σ ∗ (f ◦ E
(1)
(a,y))) (x) = 0, completing the proof of (5.5). Since L := {ψ ∈
Z[A×B] | ψ ∗ f} = 0 is an ideal of Z[A×B] and since by (5.5), P ⊆ L, we have
Iˆm+1 ⊆ L, which implies (5.4). Similarly, Jˆn+1 ∗ f = 0. Hence Iˆm+1 ⊆ L and
Jˆn+1 ⊆ L, and therefore Iˆm+1 + Jˆn+1 ⊆ L. Thus Km+n+1 ⊆ L, which implies
Km+n+1 ∗ f = 0. This proves that the functional degree of f is at most m + n,
which completes the proof of (5.1) for the case k = 2.
For an arbitrary k ∈ N, we proceed by induction on k. In the case k = 1, the
assertion is obvious, and the case k = 2 has been treated above. Let us now
assume k > 2. Let A :=
∏k−1
i=1 Ai and B := Ak, and let g : A×B → C be defined
by
g((x1, . . . , xk−1), xk)) := f(x1, . . . , xk)
for all (x1, . . . , xk−1) ∈ A and xk ∈ B. This allows us to view f as a function in
k and g as a function in 2 arguments. Let ϕ be the isomorphism from A×B to∏k
i=1Ai defined by ϕ((x1, . . . , xk−1), xk) = (x1, . . . , xk). Applying Theorem 4.2
and Lemma 3.1(5) to f = g ◦ ϕ−1 and g = f ◦ ϕ, we see Fdeg(f) = Fdeg(g).
The domain of g is the product of the 2 groups A and B, and so we can apply
the case above and obtain
Fdeg(g) ≤ Pdeg1(g) + Pdeg2(g).
We have
Pdeg1(g) = sup ({Fdeg(g ◦ E
(1)
(a,b)) | (a , b) ∈ A× B}).
Let (a , b) ∈ A × B. The function g ◦ E
(1)
(a,b) is a function from A to C, and it
satisfies
g ◦ E
(1)
(a,b)((x1, . . . , xk−1)) = g((x1, . . . , xk−1), b) = f(x1, . . . , xk−1, b)
for all (x1, . . . , xk−1) ∈ A. Let h : A→ C be defined by
h(x1, . . . , xk−1) := f(x1, . . . , xk−1, b).
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By the induction hypothesis, we have Fdeg(h) ≤
∑k−1
i=1 Pdegi(h). For i ∈ k − 1,
we have
{h ◦ E
(i)
a ′
| a ′ ∈ A} = {f ◦ E
(i)
a ′
| a ′ ∈
k∏
j=1
Aj , a
′
k = b} ⊆ {f ◦E
(i)
a ′
| a ′ ∈
k∏
j=1
Aj}.
Taking the suprema of the degrees of the functions in these sets, we obtain
Pdegi(h) ≤ Pdegi(f). Altogether, we obtain Pdeg1(g) ≤
∑k−1
i=1 Pdegi(f).
Since g ◦ E
(2)
(a,b) = f ◦ E
(k)
(a1,...,ak−1,b)
for all a = (a1, . . . , ak−1) ∈ A and b ∈ Ak, we
have Pdeg2(g) = Pdegk(f). Hence Fdeg(f) ≤
∑k
i=1Pdegi(f). 
Theorem 5.3. Let k ∈ N, 〈Bi | i ∈ k〉 be a family of abelian groups, let A and
C be abelian groups, and for each i ∈ k, let fi : A → Bi. Let g :
∏k
i=1Bi → C,
and let G : A→ C be defined by
G(a) := g(f1(a), . . . , fk(a))
for all a ∈ A. Then Fdeg(G) ≤
∑k
i=1Pdegi(g) · Fdeg(fi).
Proof. We first define a function h : Ak → C by
h(x1, . . . , xk) := g(f1(x1), . . . , fk(xn))
for all x ∈ Ak. We will first estimate Fdeg(h). By Theorem 5.2, we
have Fdeg(h) ≤
∑k
i=1Pdegi(h). Now let i ∈ k. For giving an upper
bound for Pdegi(h), we fix a ∈ A
k and compute Fdeg(h ◦ E
(i)
a ). We have
h ◦ E
(i)
a = (g ◦ E
(i)
(f1(a1),...,fk(ak))
) ◦ fi. The functional degree of g ◦ E
(i)
(f1(a1),...,fk(ak))
is at most Pdegi(g). Hence by Theorem 4.2, Fdeg(h ◦ E
(i)
a ) = Fdeg((g ◦
E
(i)
(f1(a1),...,fk(ak))
) ◦ fi) ≤ Pdegi(g) · Fdeg(fi). Taking the supremum we obtain
Pdegi(h) ≤ Pdegi(g) · Fdeg(fi). Thus, we have
Fdeg(h) ≤
k∑
i=1
Pdegi(g) · Fdeg(fi).
Let us now find the degree of G. To this end, let e : A → Ak, e(a) = (a, . . . , a).
Then by Lemma 3.4, Fdeg(e) ≤ 1, and therefore Fdeg(G) = Fdeg(h ◦ e) ≤
Fdeg(h) ≤
∑k
i=1Pdegi(g) · Fdeg(fi). 
6. Multiplicative properties of the functional degree
Lemma 6.1 (Multiplicative property of the functional degree). Let (A,+) be
an abelian group, let (R,+, ·) be a (not necessarily commutative) ring, and let
f, g : A→ R. Then Fdeg(f · g) ≤ Fdeg(f) + Fdeg(g).
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Proof. Let m : R × R → R, (x, y) 7→ x · y. Since for all a, b ∈ R, both map-
pings y 7→ a · y and x 7→ x · b are group homomorphisms, Lemma 3.1(5) yields
Pdeg1(m) ≤ 1 and Pdeg2(m) ≤ 1. Now Theorem 5.3 implies Fdeg(f · g) =
Fdeg(m(f, g)) ≤ 1 · Fdeg(f) + 1 · Fdeg(g) = Fdeg(f) + Fdeg(g). 
A lower bound to the functional degree of certain functions is provided by the
next lemma. For two groups (A,+) and (B,+), a field (F,+, ·), and f : A→ F
and g : B → F , we let f⊗g : A×B → F be defined by (f⊗g) (a, b) := f(a) ·g(b).
Lemma 6.2. Let (A,+) and (B,+) be abelian groups, let (F,+, ·) be a field, and
let f : A → F and g : B → F . We assume that none of f and g is the zero
function. Then Fdeg(f ⊗ g) = Fdeg(f) + Fdeg(g).
Proof. Let I := Aug(Z[A]), J := Aug(Z[B]), K := Aug(Z[A × B]). Let ϕA :
Z[A] → Z[A × B] be the ring homomorphism defined by ϕA(τa) := τ(a,0) for all
a ∈ A, and let ϕB : Z[B]→ Z[A×B] be defined by ϕB(τb) := τ(0,b). We see that
ϕA(τa) ∗ (f ⊗ g) = (τa ∗ f)⊗ g and ϕB(τb) ∗ (f ⊗ g) = f ⊗ (τb ∗ g). Next, we show
that for all elements r =
∑
a∈A zaτa ∈ Z[A] and s =
∑
b∈B z
′
bτb ∈ Z[B], we have
(6.1) (ϕA(r) · ϕB(s)) ∗ (f ⊗ g) = (r ∗ f)⊗ (s ∗ g).
We have
(r ∗ f)⊗ (s ∗ g) (x, y) = (
∑
a∈A
zaf(x+ a))(
∑
b∈B
z′bg(y + b))
=
∑
a∈A
∑
b∈B
zaz
′
bf(x+ a)g(y + b)
=
∑
a∈A
∑
b∈B
zaz
′
b
(
(τ(a,b) ∗ (f ⊗ g)) (x, y)
)
=
∑
a∈A
∑
b∈B
zaz
′
b
(
((τ(a,0) · τ(0,b)) ∗ (f ⊗ g)) (x, y)
)
=
(
(
∑
a∈A
∑
b∈B
zaz
′
bτ(a,0) · τ(0,b)) ∗ (f ⊗ g)
)
(x, y)
=
((
(
∑
a∈A
zaϕA(τa)) · (
∑
b∈B
z′bϕB(τb))
)
∗ (f ⊗ g)
)
(x, y)
= ((ϕA(r) · ϕB(s)) ∗ (f ⊗ g)) (x, y),
which proves (6.1). Since ϕA(I) ⊆ K, we have ϕA(I
k) ⊆ Kk, and similarly
ϕB(J
k) ⊆ Kk for all k ∈ N0.
Let m,n ∈ N0 be such that m ≤ Fdeg(f) and n ≤ Fdeg(g). Since f 6= 0 and
g 6= 0, we have Im ∗ f 6= 0 and Jn ∗ g 6= 0, and thus there are i ∈ Im and j ∈ Jn
such that i∗f 6= 0 and j∗g 6= 0. We have (ϕA(i)·ϕB(j))∗(f⊗g) = (i∗f)⊗(j∗g).
Now if a ∈ A and b ∈ B are such that (i ∗ f) (a) 6= 0 and (j ∗ g) (b) 6= 0, then
((i∗f)⊗(j ∗g)) (a, b) 6= 0, and therefore (i∗f)⊗(j ∗g) 6= 0. Since ϕA(i) ·ϕB(j) ∈
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Km+n, we obtain Km+n∗(f⊗g) 6= 0, which implies Fdeg(f⊗g) ≥ m+n. Hence
we have Fdeg(f ⊗ g) ≥ Fdeg(f) + Fdeg(g).
For the other inequality, we let p1 : A × B → A, (a, b) 7→ a and p2 : A × B →
B, (a, b) 7→ b. By Lemma 3.1(5), Fdeg(p1) ≤ 1 and Fdeg(p2) ≤ 1. Let
fˆ : A × B → R, (a, b) 7→ f(a), and gˆ : A × B → R, (a, b) 7→ g(b). Then
f ⊗ g = fˆ · gˆ. Now Fdeg(f ⊗ g) = Fdeg(fˆ · gˆ) ≤ Fdeg(fˆ) + Fdeg(gˆ) =
Fdeg(f ◦ p1) + Fdeg(g ◦ p2) ≤ Fdeg(f) · 1 + Fdeg(g) · 1. 
7. Functions of maximal degree
We will need upper bounds for the degrees of functions between two finite abelian
groups, and we will also need examples of functions for which these bounds are
attained. For two abelian groups A,B, we define
δ(A,B) := sup ({Fdeg(f) | f ∈ BA}).
For a ∈ A and b ∈ B, we define the characteristic function χA,ba of a with value b
by
χA,ba (a) = b and χ
A,b
a (x) = 0 for all x ∈ A \ {a}.
If A and B have nonzero elements of coprime order, then δ(A,B) = ∞. To this
end, we first show:
Lemma 7.1. Let p, q be different primes, let P be an abelian p-group, and let Q
be an abelian q-group. Then every function f : P → Q of finite functional degree
is constant.
Proof. We will show that there is no function of degree n with n ∈ N. We
proceed by induction. If the degree of f is 1, then for all a, b ∈ P , we have
0 = (((τb − 1)(τa − 1)) ∗ f) (0) = f(a + b) − f(a) + f(0)− f(b), and therefore g
defined by g(x) = f(x)− f(0) is a group homomorphism from P to Q. Now for
every x ∈ P , the order of x is pm for some m ∈ N0. Hence if g(x) 6= 0, the order
of g(x) is pm1 = qm2 for some m1, m2 ∈ N0. Thus m1 = m2 = 0, which implies
g(x) = 0. Therefore, f is a constant mapping, and thus its degree is 0. Hence
there is no f of degree 1. For the induction step, let n ∈ N. Suppose that there is
a function f of degree n+1. Then by Lemma 3.1(3), there also exists a function
f ′ of degree n. But no such function exists by the induction hypothesis. Hence
there is no function f of degree n+ 1 either. 
Theorem 7.2. Let A and B be periodic abelian groups. If δ(A,B) is finite, then
there is a prime p such that both A and B are p-groups.
Proof. Suppose that there are primes p, q with p 6= q such that A has an element
a of order p and B has an element b of order q. We claim that Fdeg(χA,b0 ) =
∞. Let 〈a〉 be the subgroup generated by a. Lemma 3.3 yields Fdeg(χA,b0 ) ≥
CHEVALLEY WARNING ON ABELIAN GROUPS 15
Fdeg(χA,b0 |〈a〉). This restriction is a nonconstant mapping from the p-group 〈a〉
into the q-group 〈b〉, which has infinite degree by Lemma 7.1. 
Before we investigate δ(A,B) for finite abelian p-groups, we relate δ(A,B) to
the nilpotency degree of the augmentation ideal in the group ring (cf. [May12,
Corollary 3.10]). Let R be a commutative ring with 1, and let R[A] denote the
group ring of A. Then we define
ν(R[A]) := min {m ∈ N | (Aug(R[A]))m = 0},
with ν(R[A]) =∞ if no such m exists.
For elements r ∈ Z[A], the ideal generated by r will be denoted by (r); if n ∈ Z,
then (n) = (nτ0).
Lemma 7.3. Let A be an abelian group, and let B be an abelian group of finite
exponent n ≥ 2. Then δ(A,B)+1 = ν(Zn[A]) (with the convention ∞+1 =∞).
Proof. We first prove δ(A,B)+1 ≤ ν(Zn[A]). If ν(Zn[A]) =∞, there is nothing to
prove, so we assume ν(Zn[A]) = m ∈ N. We then have (Aug(Zn[A]))
m = 0. From
this, we conclude that (Aug(Z[A]))m ⊆ (n) in Z[A]. Hence (Aug(Z[A]))m ∗ f = 0
for every f ∈ BA, and therefore Fdeg(f) ≤ m−1. This implies δ(A,B)+1 ≤ m.
For the inequality δ(A,B) + 1 ≥ ν(Zn[A]), we assume δ(A,B) < ∞. Then
Aug(Z[A])δ(A,B)+1 ∗ f = 0 for every f ∈ BA. We have Zn[A] = Z[A]/(n), and
it acts faithfully on BA by (r + (n)) ∗ f := r ∗ f . To prove faithfulness, we
fix an element b ∈ B of order n. Now suppose that (r + (n)) ∗ χA,b0 = 0. Let
r =
∑
a∈A zaτa. Then 0 = r ∗ χ
A,b
0 =
∑
a∈A za(τa ∗ χ
A,b
0 ) =
∑
a∈A zaχ
A,b
−a . The
value of this function at x ∈ A is z−xb. From 0 = z−xb, we obtain that n divides
z−x. Altogether, r ∈ (n), completing the proof that Zn[A] acts faithfully on B
A.
Hence Aug(Z[A])δ(A,B)+1 ⊆ (n), and therefore Aug(Zn[A])
δ(A,B)+1 = 0. Thus
ν(Zn[A]) ≤ δ(A,B) + 1. 
Often, certain characteristic functions attain the maximal possible degree.
Lemma 7.4. Let A be an abelian group, let B be an abelian group of finite
exponent n, and let b ∈ B be an element of order n. Then δ(A,B) = Fdeg(χA,b0 ).
Since δ(A,B) ≥ Fdeg(χA,b0 ) follows from the definition of δ(A,B), we only have
to prove δ(A,B) ≤ Fdeg(χA,b0 ). We first show that for every a ∈ A and b
′ ∈ B,
we have
(7.1) Fdeg(χA,b0 ) ≥ Fdeg(χ
A,b′
a ).
We first construct a group endomorphism h of B such that h(b) = b′. Such an
endomorphism can be constructed by constructing an endomorphism hp in each
p-component Bp of B [Rob96, 4.1.1]. We will now show that in an abelian p-
group Bp of finite exponent, an element bp of maximal order p
β can be mapped
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to each element b′p ∈ Bp. By [Rob96, 4.2.7], bp generates a direct factor of
Bp, thus there is an epimorphism e : Bp → Zpβ with e(bp) = 1. We define
i : Zpβ → Bp by i(z) = zb
′
p, and hp := i ◦ e. From these hp’s, we obtain
a group endomorphism of B with h(b) = b′. Since χA,b
′
a = h ◦ (τ−a ∗ χ
A,b
0 ),
Theorem 4.2 and Lemma 3.1 yield Fdeg(χA,b
′
a ) ≤ 1·Fdeg(χ
A,b
0 ), which completes
the proof of (7.1). Now let f ∈ BA such that Fdeg(f) ≥ m ∈ N0. We will show
that then Fdeg(χA,b0 ) ≥ m. Since Fdeg(f) ≥ m, there are a1, . . . , am ∈ A
and there is y ∈ A such that ((
∏m
i=1(τai − 1)) ∗ f) (y) 6= 0. Let A
′ be a finite
subset of A and (za)a∈A′ ∈ Z
A′ be such that
∏m
i=1(τai − 1) =
∑
a∈A′ zaτa. Let
g :=
∑
a∈A′ χ
A,f(y+a)
y+a . Then for S = {y + a | a ∈ A
′}, we have g|S = f |S. Hence
0 6= ((
∏m
i=1(τai − 1)) ∗ f) (y) = ((
∑
a∈A′ zaτa) ∗ f) (y) =
∑
a∈A′ zaf(y + a) =∑
a∈A′ zag(y + a) = ((
∑
a∈A′ zaτa) ∗ g) (y) = ((
∏m
i=1(τai − 1)) ∗ g) (y). Thus
Fdeg(g) ≥ m. Hence there is an a ∈ A′ such that Fdeg(χ
A,f(y+a)
y+a ) ≥ m, and
thus by (7.1), Fdeg(χA,b0 ) ≥ m. This implies Fdeg(χ
A,b
0 ) ≥ δ(A,B). 
8. Bounds for the functional degree in finite p-groups
We will now determine upper bounds for δ(A,B), where A =
∏k
i=1 Zp
αi and B
is an abelian group of exponent pβ. In [Kar87, Corollary 2.5], we find that
ν(Zp[A]) = 1 +
∑k
i=1(p
αi − 1), and therefore Lemma 7.3 yields δ(A,Zp) =∑k
i=1(p
αi − 1). For computing an upper bound for δ(A,B), we let m := δ(A,Zp)
and observe that the augmentation ideal J of Zp[A] satisfies J
m+1 = 0. There-
fore in Z[A], (Aug(Z[A]))m+1 ⊆ (p), and thus (Aug(Z[A]))β(m+1) ⊆ (pβ), which
implies (Aug(Z[A]))β(m+1) ∗ BA = 0. Thus every function from A to B is of
functional degree at most β(m+ 1)− 1.
We include a self-contained derivation of these results without resorting to the
results on the nilpotency degree of the augmentation ideal from [Kar87], and
without the results from Section 7. In the case β ≥ 2, we obtain a bound which
is lower than the one obtained through the ring theoretic considerations given
above.
Lemma 8.1. Let p be a prime, let k ∈ N, let α1, . . . , αk ∈ N0, and let β ∈ N0. Let
A :=
∏k
i=1Zp
αi , and let B be an abelian group of exponent pβ, and let f : A→ B.
Then Fdeg(f) ≤ β
∑k
i=1(p
αi − 1).
Proof. We first prove the result for the case k = 1 and β = 1, and we set α := α1.
In this case, A is cyclic, and we let a be a generator of A. By Lemma 2.2, it is
sufficient to show (τa − 1)
pα ∗ f = 0. We assume f 6= 0. Let Ann(f) be the ideal
of Z[A] defined by Ann(f) := {r ∈ Z[A] | r ∗ f = 0}. Since exp(B) = p, we have
p ∈ Ann(f), and therefore the quotient ring Z[A]/Ann(f) is a commutative ring
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of characteristic p. Hence (τa−1)
pα ≡Ann(f) τ
pα
a −1 = τpαa−1 = τ0−1 = 1−1 = 0.
Thus (τa − 1)
pα ∗ f = 0, finishing the case k = 1 and β = 1.
Next, we consider the case k = 1 with β ∈ N0 arbitrary. Again, we set α := α1,
and we proceed by induction on β. If β = 0, then |B| = 1 and hence f is
constant and therefore of degree 0. Suppose β ≥ 1. The group A is cyclic. Hence
by Lemma 2.2, it is sufficient to show (τa − 1)
µ+1 ∗ f = 0, where µ = β(pα − 1)
and a is a generator of the group A. We let C := {b ∈ B | p b = 0} be the
subgroup consisting of all elements of order p, and let pi be the projection of
B to B/C. B/C has exponent pβ−1, and pi ◦ f is a function from A to B/C.
Therefore, Fdeg(pi ◦ f) ≤ (β − 1)(pα − 1) by the induction hypothesis. Thus
0 = (τa− 1)
(β−1)(pα−1)+1 ∗ (pi ◦ f) = (τa− 1) ∗ ((τa− 1)
(β−1)(pα−1) ∗ (pi ◦ f)). Hence
by Lemma 2.2, (τa − 1)
(β−1)(pα−1) ∗ (pi ◦ f) is constant. Since for every r ∈ Z[A],
r ∗ (pi ◦ f) = pi ◦ (r ∗ f), this implies that there exists a b ∈ B and a function
g : A→ C such that
((τa − 1)
(β−1)(pα−1)) ∗ f (a) = b+ g(a)
for all a ∈ A. Since C is of exponent p, we can use the case β = 1 above to obtain
(τa− 1)
pα ∗ g = 0. Hence, for e := pα+ (β− 1)(pα− 1), we have (τa− 1)
e ∗ f = 0.
Since e = µ+ 1, we have completed the proof of Fdeg(f) ≤ µ in the case k = 1
for arbitrary β ∈ N0.
For the case k ≥ 1, we observe that by Theorem 5.2, Fdeg(f) ≤
∑k
i=1Pdegi(f).
From its definition and the case k = 1 , we see that Pdegi(f) is at most β(p
αi−1),
which implies Fdeg(f) ≤
∑k
i=1 β(p
αi − 1). 
This upper bound is sometimes actually reached by the characteristic function of
an element. Although the following result also follows from [Kar87], we include
a direct proof.
Lemma 8.2. Let p be a prime, let α1, . . . , αk ∈ N, let A :=
∏k
i=1 Zp
αi , let
a ∈ A, and let χa : A → Zp with χa(a) = 1 and χa(x) = 0 for x 6= a. Then
Fdeg(χa) =
∑k
i=1(p
αi − 1).
Proof. From [Kar87, Corollary 2.5], we obtain ν(Zp[A]) = 1 +
∑k
i=1(p
αi − 1),
and thus by Lemma 7.3, δ(A,Zp) =
∑k
i=1(p
αi − 1). By Lemma 7.4, δ(A,Zp) =
Fdeg(χA,10 ) = Fdeg(τ−a ∗ χ
A,1
0 ) = Fdeg(χa).
For a direct proof avoiding Section 7 and [Kar87], we start with the case k = 1
and set α := α1. In the polynomial ring Zp[t], we have (t − 1) · (t − 1)
pα−1 =
(t− 1)p
α
= tp
α
− 1 = (t− 1) ·
∑pα−1
i=0 t
i, and since Zp[t] is an integral domain, we
obtain (t− 1)p
α−1 =
∑pα−1
i=0 t
i. Let Ann(χa) := {r ∈ Z[A] | r ∗χa} = 0. Then p ∈
Ann(χa), and thus ϕ : Zp[t]→ Z[A]/Ann(χa),
∑
i∈N0
(γi+pZ) t
i 7→ (
∑
i∈N0
γiτ
i
1)+
Ann(χa) is a well defined ring homomorphism. Hence we have (τ1−1)
pα−1 ∗χa =
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(
∑pα−1
i=0 τ
i
1) ∗ χa, and therefore ((τ1 − 1)
pα−1 ∗ χa) (0) = ((
∑pα−1
i=0 τ
i
1) ∗ χa) (0) =∑pα−1
i=0 χa(0 + i) = 1. Hence Fdeg(χa) ≥ p
α − 1, and thus by Lemma 8.1,
Fdeg(χa) = p
α − 1, which finishes the case k = 1. For k ≥ 2, we write a =
(a1, . . . , ak) and let χai : Zpαi → Zp be the characteristic function of ai. Then
with the notation of Lemma 6.2, χa = χa1 ⊗ · · · ⊗ χak . Now this Lemma yields
Fdeg(χa) =
∑k
i=1Fdeg(χai). From the case k = 1, we infer that the last sum
is equal to
∑k
i=1(p
αi − 1). 
For two finite abelian p-groups A and B, it would be interesting to know the exact
value of δ(A,B) := max {Fdeg(f) | f : A→ B}. By Lemma 3.4 (or Lemma 7.3),
we may restrict ourselves that B is a cyclic group Zpβ . By Lemma 7.3, finding
δ(A,Zpβ) + 1 is equivalent to the following problem:
Problem 8.3. For a finite abelian p-group A =
∏k
i=1 Zp
αi and β ∈ N, find the
nilpotency degree ν of the augmentation ideal of Zpβ [A].
For β = 1, this problem is solved in Lemmas 8.1 and 8.2 (and in [Kar87]) with
the result ν = 1+
∑k
i=1(p
αi − 1). For β ≥ 2, the considerations at the beginning
of Section 8 yield ν ≤ β(1 + (
∑k
i=1(p
αi − 1)). In Lemma 8.1, this upper bound
is lowered by β − 1 to ν ≤ 1 + β
∑k
i=1(p
αi − 1). In the case that A = Zpα is
cyclic (this is the case k = 1, and we set α := α1), ν can be computed inside
Z[x] as the smallest number such that (x− 1)ν lies in (pβ, xp
α
− 1). From a few
experiments, we hypothesize that then ν = βpα − (β − 1)pα−1, which would tell
δ(Zpα,Zpβ) = βp
α − (β − 1)pα−1 − 1. For noncyclic A and β ≥ 2, we note that,
unlike the case β = 1, we cannot reduce the problem from arbitrary A to cyclic
A because using Lemma 6.2 requires that Zpβ is a field, i.e., β = 1.
9. Functions of finite degree
If A,B are periodic abelian groups that are not both p-groups for the same p,
then by Theorem 7.2 there exist functions from A to B of infinite degree. Still,
there are functions of finite degree, and they have the interesting property that
they can be decomposed into functions on each p-component of A and B.
Lemma 9.1. Let K ∈ N, and let p1, . . . , pK be pairwise distinct primes. For each
i ∈ K, let Ai and Bi be abelian pi-groups. Let A :=
∏K
i=1Ai and B :=
∏K
i=1Bi,
and let f : A → B, f(a) = (f1(a), . . . , fK(a)) be a function of finite degree.
Then there is a family of functions (gi)i∈K with gi : Ai → Bi such that
(9.1) f(a1, . . . , aK) = (g1(a1), . . . , gK(aK))
for all (a1, . . . , aK) ∈ A.
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Proof. We show that for all i, j ∈ K with i 6= j, fi does not depend on its jth
argument. To this end, we show that
(9.2) fi(a1, . . . , aK) = fi(a1, . . . , aj−1, b, aj+1, . . . , aK)
for all (a1, . . . , aK) ∈ A and b ∈ Aj . We fix (a1, . . . , aK) ∈ A and b ∈ Aj ,
and define the functions αj : Aj → A, x 7→ (a1, . . . , aj−1, x, aj+1, . . . , aK), and
pii : B → Bi, (b1, . . . , bK) 7→ bi. The function αj is of degree at most 1 by
Lemma 3.4 and items (4) and (5) of Lemma 3.1. The degree of pii is at most 1
by Lemma 3.1(5). Hence by Theorem 4.2, the degree of h := pii ◦ f ◦ αj is finite.
Since h : Aj → Bi, Lemma 7.1 implies that h is constant. Hence h(aj) = h(b),
which implies (9.2). Thus fi does not depend on its j th argument. This implies
that the function f can be written in the form given in (9.1). 
Hence for finite abelian groups A,B, we can explicitly give an n ∈ N (depending
on A and B) such that Fdeg(g) ≤ n or Fdeg(g) =∞ for all g : A→ B.
Theorem 9.2. Let K ∈ N, and let p1, . . . , pK be pairwise distinct primes. Let
A :=
∏K
i=1
∏Li
j=1Zp
α(i,j)
i
and B :=
∏K
i=1
∏Mi
j=1Zp
β(i,j)
i
, and let f : A → B. Then
the following are equivalent:
(1) f is of finite degree.
(2) For all i1, i2 ∈ K, j1 ∈ Li1, and j2 ∈ Mi2 we have: if i1 6= i2, then the
(i2, j2)-th component of the value f(a) does not depend on the (i1, j1)-th
component of a.
(3) Fdeg(f) ≤ maxi∈K( (maxj∈Mi(β(i, j))) · (
∑Li
j=1(p
α(i,j) − 1)) ).
Proof. (1)⇒(2): For a ∈ A, let fi,j(a) ∈ Zpβ(i,j)
i
be the (i, j)th component of
f(a). Writing a = (a1, . . . aK) with ai ∈
∏Li
j=1Zpα(i,j)i
, Lemma 9.1 yields that for
i1 6= i2 and j2 ∈Mi2 , fi2,j2 does not depend on ai1 .
(2)⇒(3): With Ai :=
∏Li
j=1Zpα(i,j)
i
and Bi :=
∏Mi
j=1 Zpβ(i,j)
i
, condition (2)
tells that we can write f(a) = f(a1, . . . , aK) = (g1(a1), . . . , gK(aK)). Let
g′i(a1, . . . , aK) := gi(ai). Now by Lemma 3.4, Fdeg(f) ≤ maxi∈K(Fdeg(g
′
i)).
Let us now fix i ∈ K. By Theorem 5.3, we have Fdeg(g′i) ≤ Pdegi(g
′
i), which
is equal to Fdeg(gi) by the definition of the partial degree. With gi(ai) =
(gi,1(ai), . . . , gi,Mi(ai)), Lemma 3.4 yields Fdeg(gi) = maxj∈Mi(Fdeg(gi,j)).
The function gi,j maps
∏Li
r=1 Zpα(i,r)i
into Z
p
β(i,j)
i
. Form Lemma 8.1, we obtain
Fdeg(gi,j) ≤ β(i, j)
∑Li
r=1(p
α(i,r)
i − 1). Thus Fdeg(gi) = maxj∈Mi(Fdeg(gi,j)) ≤
maxj∈Mi(β(i, j)
∑Li
r=1(p
α(i,r)
i − 1)) = (maxj∈Mi(β(i, j))) · (
∑Li
j=1(p
α(i,j)
i − 1)).
(3)⇒(1): immediate. 
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10. Chevalley’s Theorem
The properties of the functional degree developed so far allow us to put N. Alon’s
proof of Chevalley’s Theorem [Alo99, Theorem 3.1] into a more general frame.
For functions f1, . . . , fr : A
N → B, we define
V (f1, . . . , fr) := {a ∈ A
N | f1(a) = · · · = fr(a) = 0}
to be the set of common zeroes of the fi’s.
Theorem 10.1. Let p be a prime, let m,n ∈ N, let α1, . . . , αm, β1, . . . , βn ∈ N0,
and let A =
∏
i∈m Zp
αi and B =
∏
i∈n Zpβi be two finite abelian p-groups. Let
f1, . . . , fr : A
N → B be functions, and assume
N (
m∑
i=1
(pαi − 1)) > (
r∑
i=1
Fdeg(fi)) (
n∑
i=1
(pβi − 1)).
Then V (f1, . . . , fr) is not a singleton.
Proof. Seeking a contradiction, we suppose that there is a ∈ AN with
V (f1, . . . , fr) = {a}. Let χ
AN
a
: AN → Zp be the characteristic function of
a defined by χa(x ) = 1 if x = a and χa(x ) = 0 else. Similarly, we define
the characteristic function χB
r
0 : B
r → Zp of 0 in B
r. From the assumption
V (f1, . . . , fr) = {a}, we obtain
χB
r
0 (f1, . . . , fr) = χ
AN
a
.
By Lemma 8.2, which we apply with k := Nm, we have Fdeg(χA
N
a
) =
N(
∑m
i=1(p
αi − 1)). Hence N(
∑m
i=1(p
αi − 1)) = Fdeg(χB
r
0 (f1, . . . , fr)). By The-
orem 5.3, we have Fdeg(χB
r
0 (f1, . . . , fr)) ≤
∑r
i=1Pdegi(χ
Br
0 ) · Fdeg(fi). Since
for each i ∈ r, Pdegi(χ
Br
0 ) is the supremum of degrees of functions from B to
Zp, Lemma 8.1 yields Pdegi(χ
Br
0 ) ≤
∑n
j=1(p
βj − 1). Thus N(
∑m
i=1(p
αi − 1)) ≤
(
∑r
i=1Fdeg(fi)) (
∑n
j=1(p
βj − 1)), contradicting the assumption. 
We note that two of the sums occurring in this theorem come from our compu-
tation of δ(A,Zp) and δ(B,Zp) in Sections 7 and 8. Setting A = B, we obtain
the following corollary.
Theorem 10.2. Let p be a prime, let A be a finite abelian p-group with |A| > 1,
and let f1, . . . , fr : A
N → A be functions with
N >
r∑
i=1
Fdeg(fi).
Then V (f1, . . . , fr) is not a singleton.
With a little more effort, one also obtains a new version of Warning’s First The-
orem.
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11. Warning’s First Theorem
Similar to the well known proof of Warning’s First Theorem (cf. [Ax64, Asg18]),
our proof relies on a fact on the sum of all values of a function of nonmaximal de-
gree. We recall from Section 7 that for a finite abelian group A, the characteristic
functions χA,1a from A to Zp attain the maximal degree δ(A,Zp).
Lemma 11.1. Let p be a prime, let A be a finite abelian p-group, let χ0 =
χA,10 : A → Zp be the characteristic function of 0, let M := Fdeg(χ0), and let
f : A→ Zp. If Fdeg(f) < M , then
∑
x∈A f(x) = 0.
Proof. Every g ∈ ZAp satisfies
(11.1) g =
∑
x∈A
g(x)(τ−x ∗ χ0),
and therefore (or by Lemma 7.4) Fdeg(g) ≤ M . Let I := Aug(Z[A]). Clearly,
I ∗ χ0 = {i ∗ χ0 | i ∈ I} is a subvectorspace of Z
A
p . Let D be the subvectorspace
of ZAp generated by χ0. We will first prove
(11.2) I ∗ χ0 +D = Z
A
p .
Let h ∈ ZAp . From (11.1), we obtain r ∈ Z[A] with r ∗ χ0 = h. Now take
z ∈ Z such that r − zτ0 ∈ Aug(Z[A]). Let i := r − zτ0. Then h = r ∗ χ0 =
i∗χ0+(zτ0) ∗χ0 = i∗χ0+ zχ0. Hence h ∈ I ∗χ0+D, which concludes the proof
of (11.2). Let
S := {f ∈ ZAp | Fdeg(f) < M}.
Then S is a subvectorspace of ZAp , and since χ0 6∈ S, we have S 6= Z
A
p . By
Lemma 3.1(2), we have I ∗χ0 ⊆ S. By (11.2), I ∗χ0 is of codimension at most 1,
and therefore I ∗χ0 = S. Now by the assumptions f ∈ S, and therefore f ∈ I ∗χ0,
and thus we have i ∈ I with f = i ∗ χ0. We can write i =
∑
a∈A(τa − 1)ra with
ra ∈ Z[A] for each a ∈ A. Now∑
x∈A
f(x) =
∑
x∈A
∑
a∈A
(((τa − 1)ra ∗ χ0) (x))
=
∑
a∈A
∑
x∈A
(((τa − 1)ra ∗ χ0) (x)).
We will now show that for each a ∈ A, the corresponding summand is 0. To this
end, we compute
∑
x∈A
(((τa − 1)ra ∗ χ0) (x)) =
∑
x∈A
(τa ∗ (ra ∗ χ0)) (x)−
∑
x∈A
(ra ∗ χ0) (x)
=
∑
x∈A
(ra ∗ χ0) (x+ a)−
∑
x∈A
(ra ∗ χ0) (x).
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Since the mapping x 7→ x + a is a bijection on the group A, we have
∑
x∈A(ra ∗
χ0) (x + a) =
∑
x∈A(ra ∗ χ0) (x). Hence the summand corresponding to a is 0,
which proves
∑
x∈A f(x) = 0. 
Now we can improve Theorems 10.1 and 10.2.
Theorem 11.2. Let p be a prime, let m,n ∈ N, let α1, . . . , αm, β1, . . . , βn ∈ N0,
and let A =
∏
i∈m Zp
αi and B =
∏
i∈n Zpβi be two finite abelian p-groups. Let
f1, . . . , fr : A
N → B be functions, and assume
N (
m∑
i=1
(pαi − 1)) > (
r∑
i=1
Fdeg(fi)) (
n∑
i=1
(pβi − 1)).
Then p divides |V (f1, . . . , fr)|.
Proof. Let χB
r
0 : B
r → Zp be the characteristic function of 0 in B
r. Then
(11.3)
∑
x∈AN
χB
r
0 (f1, . . . , fr) (x )
is the congruence class of |V (f1, . . . , fr)| modulo p. It is therefore sufficient to
prove that (11.3) is 0. Let M be the functional degree of the characteristic
function χA
N
0 : A
N → Zp. From Lemma 8.2, we obtain M = N
∑m
i=1(p
αi − 1).
We have Fdeg(χB
r
0 (f1, . . . , fr)) = Fdeg(
∏r
i=1 χ
B
0 ◦ fi), where χ
B
0 : B → Zp is
the characteristic function of 0 on B. By Lemma 6.1, Fdeg(
∏r
i=1 χ
B
0 ◦ fi) ≤∑r
i=1Fdeg(χ
B
0 )Fdeg(fi), which by Lemma 8.1 is ≤
∑r
i=1Fdeg(fi)
∑n
j=1(p
βj −
1)). By the assumption, this last expression is less than N (
∑m
i=1(p
αi − 1)) =M .
Now Lemma 11.1 yields
∑
x∈AN χ
Br
0 (f1, . . . , fr) (x ) = 0. 
Again by setting A = B, we obtain:
Theorem 11.3. Let p be a prime, let A be a finite abelian p-group with |A| > 1,
and let f1, . . . , fr : A
N → A be functions with
N >
r∑
i=1
Fdeg(fi).
Then p divides |V (f1, . . . , fr)|.
We apply this Theorem to polynomial functions over not necessarily commutative
rings. For such a ring R and X = {x1, . . . , xn}, a monomial is a nonempty
word over the alphabet R ∪ X . We denote the set of nonempty words over the
alphabet R ∪X by (R ∪ X)+. A polynomial expression over R in the variables
X is a sum
∑
m∈(R∪X)+ zmm with zm ∈ Z and only finitely many zm 6= 0. The
degree of a monomial y1y2 . . . yk is defined as #{i ∈ k | yi ∈ X}. The degree
of
∑
m∈(R∪X)+ zmm is the defined as the maximal degree of those monomials m
with zm 6= 0; we set deg(0) := 0. As an example, let R be the ring Mat2(Z)
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of 2 × 2-matrices over Z. Then the degree of the polynomial expression g =
5 x1 (
1 −2
3 5 )x1x2 (
1 0
0 1 ) x2+0 x1x1x2x3 (
1 0
0 −1 ) x7+2 x1 (
2 8
7 6 ) is max (4, 1) = 4. For a
polynomial expression f , we write deg(f) for its degree. A polynomial expression
f in the variables x1, . . . , xn induces a function f : R
n → R; in the example above,
the function g induced by g is given by g(x1, . . . , x7) = 5x1 (
1 −2
3 5 ) x1x
2
2+2 x1 (
2 8
7 6 )
for all x ∈ Mat2(Z)
7.
Lemma 11.4. Let R be a ring, let f be a polynomial expression over R, and let
f be the function that f induces in R. Then Fdeg(f) ≤ deg(f).
Proof. We assume |R| > 1. Let f =
∑
m∈I zmm for some finite set of mono-
mials I over R ∪ {x1, . . . , xn}. We assume I 6= ∅ and that zm 6= 0 for all
m ∈ I. The functional degree of the function induced by a variable xi is 1,
and the functional degree of a constant function is 0. Lemma 6.1 yields that
Fdeg(m) ≤ deg(m) for every m ∈ I. Now Lemma 3.1(5) and Theorem 4.2
yield Fdeg(zmm) ≤ Fdeg(m) ≤ deg(m). Applying Lemma 3.2, we obtain
Fdeg(f) = Fdeg(
∑
m∈I zmm) ≤ maxm∈I Fdeg(zmm) ≤ maxm∈I deg(m) =
deg(f). 
Theorem 11.5. Let p be a prime, let α ∈ N, let R be a (not necessarily commuta-
tive) finite ring with |R| = pα, let N ∈ N, let X = {x1, . . . , xN}, and let f1, . . . , fr
be polynomial expressions over R in the variables X. If N >
∑r
i=1 deg(fi), then
p divides |V (f1, . . . , fr)|.
Proof. We want to apply Theorem 11.3 setting A to be the additive group of
R. By the assumption, we have N >
∑r
i=1 deg(fi), and thus by Lemma 11.4,
N >
∑r
i=1Fdeg(fi). Now Theorem 11.3 yields that p divides |V (f1, . . . , fr)|. 
12. The functional degree of polynomial functions
In this section, we will compute the functional degree of polynomial functions
on a field F . We denote the total degree of a polynomial f ∈ F [x1, . . . , xn] by
deg(f); here, for c ∈ F \ {0}, the total degree of a monomial m = c
∏n
i=1 x
αi
i is
defined by deg(m) :=
∑n
i=1 αi; the total degree of a polynomial is the maximum
of the total degrees of its monomials, and deg(0) is additionally set to 0. For a
field of characteristic p, we will also use the p-weight degree that was defined in
[MM95]: By sp(n), we denote the digit sum of n in base p. For c ∈ F \ {0} and
α1, . . . , αn ∈ N0, the the p-weight degree of a monomial m = c
∏n
i=1 x
αi
i is defined
by
degp(c
n∏
i=1
xαii ) :=
n∑
i=1
sp(αi).
The p-weight degree of a polynomial is the maximum of the p-weight degrees of
its monomials, and we set degp(0) := 0. In Theorem 12.3, we will see that a
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polynomial f over a finite field F which is reduced modulo all x
|F |
i − xi induces
a function of functional degree degp(f).
Lemma 12.1. Let p be a prime, and let F be a field of characteristic p. For each
n ∈ N0 and x ∈ F , let fn(x) := x
n. Then
(1) Fdeg(fn) ≤ sp(n);
(2) If F is finite and n < |F |, then Fdeg(fn) = sp(n).
Proof: (1) We let n ∈ N0, and let t ∈ N and γ0, . . . , γt−1 ∈ {0, . . . , p− 1} be such
that n =
∑t−1
i=0 γi p
i. Let i ∈ {0, . . . , t− 1}. The functional degree of f1(x) = x is
equal to 1. Hence by Lemma 6.1, the functional degree of fγi(x) = x
γi is at most
γi. Since hi : F → F , hi(x) := x
pi is a group homomorphism, Lemma 3.1(5)
and Theorem 4.2 imply Fdeg(fγi pi) = Fdeg(hi ◦ fγi) ≤ Fdeg(fγi) ≤ γi. Since
fn =
∏t−1
i=0 hi ◦ fγi , Lemma 6.1 implies Fdeg(fn) ≤
∑t−1
i=0 γi = sp(n). This
completes the proof of (1).
(2): Let q := |F |, and let α ∈ N be such that pα = q. We assume that n ≤
q − 1 and n =
∑α−1
i=0 γi p
i. We set k :=
∑α−1
i=0 (p − 1 − γi) p
i. Let g(x) :=
1 − xq−1. Since the additive group of F is isomorphic to Zαp , the function g can
also be seen as a function from Zαp to Zp, and it satisfies the assumptions on f in
Lemma 8.2. By this Lemma, we have Fdeg(g) = α(p− 1). Now Lemma 3.2(2)
yields Fdeg(g) = Fdeg(fq−1) = Fdeg(fk · fn). By Lemma 6.1 and item (1), we
have Fdeg(fk · fn) ≤ Fdeg(fk) +Fdeg(fn) ≤
∑α−1
i=0 (p− 1− γi) +Fdeg(fn) ≤∑α−1
i=0 (p− 1 − γi) +
∑α−1
i=0 γi = α(p− 1). Hence all inequalities in this chain are
equalities, and so Fdeg(fn) =
∑α−1
i=0 γi = sp(n). 
Lemma 12.2. Let p be a prime number, let α, n ∈ N, let F be a field of chac-
teristic p, and let e1, . . . , en ∈ N0. Let f(x1, . . . , xn) := x
e1
1 · · ·x
en
n for x ∈ F
n.
Then
(1) Fdeg(f) ≤
∑n
i=1 sp(ei).
(2) If |F | is finite and e1, . . . , en ∈ {0, . . . , |F | − 1}, then Fdeg(f) =∑n
i=1 sp(ei).
Proof: The claim follows from Lemma 6.2 and Lemma 12.1. 
Theorem 12.3. Let p be a prime number, let F be a finite field with q = pα
elements, let n ∈ N, let f =
∑
e∈E cex
e1
1 . . . x
en
n ∈ F [x1, . . . , xn], where E is a
finite subset of Nn0 and (ce)e∈E is a family from F \{0}, and let f be the function
from F n to F induced by f . Then Fdeg(f) ≤ degp(f). If all exponents occurring
in f are at most q − 1, i.e, if E ⊆ {0, 1, . . . , q − 1}n, then Fdeg(f) = degp(f).
Proof. If E = ∅, then f is the 0-polynomial, and we have degp(f) = 0 and
Fdeg(f) = 0.
CHEVALLEY WARNING ON ABELIAN GROUPS 25
Let us now assume f 6= 0. By the definition of the p-weight degree, we have
degp(f) = max {
∑n
i=1 sp(ei) | (e1, . . . , en) ∈ E}. For each e ∈ E, Lemma 12.2
and Lemma 6.1 yield that the functional degree of the function m induced by
m = cex
e1
1 · · ·x
en
n satisfies Fdeg(m) ≤
∑n
i=1 sp(ei). Lemma 3.2(1) now implies
Fdeg(f) ≤ degp(f).
For proving the claimed equality, we may assume f 6= 0. Let cax
a1
1 . . . x
an
n
be a monomial of maximal p-weight degree in f . Let g be the remainder of
xq−1−a11 · · ·x
q−1−an
n · f modulo x
q
1− x1, . . . , x
q
n− xn. We claim that g contains the
monomial cax
q−1
1 · · ·x
q−1
n . To this end, let cbx
b1
1 · · ·x
bn
n be a monomial in f such
that the remainder of (xq−1−a11 · · ·x
q−1−an
n )·(x
b1
1 · · ·x
bn
n ) modulo x
q
1−x1, . . . , x
q
n−xn
is xq−11 · · ·x
q−1
n . Then for each i ∈ n, q−1−ai+ bi is either q−1 or 2(q−1), and
therefore bi = ai or (ai = 0 and bi = q − 1). Since
∑n
i=1 sp(bi) ≤
∑
i=1 sp(ai), the
alternative ai = 0 and bi = q − 1 may never occur. Therefore, a = b, and hence
only the monomial cax
a1
1 · · ·x
an
n from f contributes to the monomial x
q−1
1 · · ·x
q−1
n
in g. Now by Lemma 12.2(2), this monomial induces a function of functional
degree nα(p − 1), and all other monomials in g induce a function of functional
degree at most nα(p−1)−1. Lemma 3.2(2) implies Fdeg(g) = nα(p−1). Thus
nα(p−1) = Fdeg(g) ≤ Fdeg(xq−1−a11 · · ·x
q−1−an
n )+Fdeg(f) =
∑n
i=1 sp(q−1−
ai) +Fdeg(f). Since sp((q− 1)− z) = α(p− 1)− sp(z) for all z ∈ {0, . . . , q− 1},
we have
∑n
i=1 sp(q − 1 − ai) + Fdeg(f) = nα(p − 1) −
∑n
i=1 sp(ai) + Fdeg(f).
From this chain of inequalities, we obtain Fdeg(f) ≥
∑n
i=1 sp(ai) = degp(f). 
Now we can derive a special case of Moreno and Moreno’s improvement [MM95,
Theorem 1] of Warning’s First Theorem.
Theorem 12.4 (cf. [MM95]). Let p be a prime, let F be a finite field of char-
acteristic p, let r,N ∈ N, and let f1, . . . , fr ∈ F [x1, . . . , xN ]. We assume that
N >
∑r
j=1 degp(fj). Then p divides |V (f1, . . . , fr)|.
Proof. The additive group of F is a finite abelian p-group. From the assumption
and Theorem 12.3, we obtain N >
∑r
j=1Fdeg(fj). Now Theorem 11.3 yields
that p divides |V (f1, . . . , fr)|. 
13. Chevalley Warning Theorems with restricted domain and
range
We start from a variant of Chevalley’s Theorem that was formulated and proved
in [Bri11] in the following form:
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Theorem 13.1 ([Bri11, Theorem 1]). Let F be a finite field with q elements, let
f1, . . . , fr ∈ F [x1, . . . , xN ], and let A1, . . . , AN be non-empty subsets of F with
N∑
i=1
(|Ai| − 1) > (q − 1)
r∑
j=1
deg(fj).
Then the set {a ∈
∏N
i=1Ai | f1(a) = · · · = fr(a) = 0} is not a singleton.
In the case that all subsets Ai are subgroups of the additive group of F , we can
sometimes improve this result:
Theorem 13.2. Let p be a prime, α ∈ N, and let F be a finite field with q = pα
elements. Let f1, . . . , fr ∈ F [x1, . . . , xN ], let A1, . . . , AN be subgroups of (F,+)
with |Ai| = p
αi for i ∈ {1, . . . , N}. We assume that
N∑
i=1
αi > α
r∑
j=1
degp(fj).
Then p divides the cardinality of {a ∈
∏N
i=1Ai | f1(a) = · · · = fr(a) = 0}.
Actually, we shall prove the following stronger version.
Theorem 13.3. Let p be a prime, α ∈ N, and let F be a finite field with q = pα
elements. Let f1, . . . , fr ∈ F [x1, . . . , xN ], let A be a subgroup of (F
N ,+) with pM
elements. We assume that
M > α
r∑
j=1
degp(fj).
Then p divides the cardinality of {a ∈ A | f1(a) = · · · = fr(a) = 0}.
Proof. We want to use Theorem 11.2 with N := 1, m :=M , n := α, αi = βj = 1
for i ∈M , j ∈ α; then A ∼= ZMp and B
∼= Zαp . We will now verify that with these
settings, the inequality in the assumption of Theorem 11.2 is satisfied. We have
N(
∑M
i=1(p
αi − 1)) = M(p − 1) > (α
∑r
j=1 degp(fj))(p − 1). By Theorem 12.3,
we have degp(fj) ≥ Fdeg(fj) for each j, and hence by Lemma 3.3, degp(fj) ≥
Fdeg(fj|A). Thus (α
∑r
j=1 degp(fj))(p − 1) ≥ (
∑r
j=1Fdeg(fj |A))α (p − 1) =
(
∑r
j=1Fdeg(fj |A))(
∑α
i=1(p − 1)) = (
∑r
j=1Fdeg(fj |A))(
∑α
i=1(p
βi − 1)). Theo-
rem 11.2 now yields that p divides |{a ∈ A | f1(a) = · · · = fr(a) = 0}|. 
Theorem 13.2 is an immediate consequence of this result, since A :=
∏N
i=1Ai is
a subgroup of (FN ,+) with pM elements, where M =
∑N
i=1 αi. In the case that
the subsets Ai are subgroups of (F,+), then Theorem 13.1 can then be derived
from Theorem 13.2 in the following way: Let p be a prime and α ∈ N be such
that q = pα, and assume that for each i ∈ N , Ai is a subgroup of (F,+) with p
αi
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elements, and that
∑N
i=1(p
αi − 1) > (pα− 1)
∑r
j=1 deg(fj). In order to show that
the assumptions of Theorem 13.3 are fulfilled, we first estimate
∑r
j=1 degp(fj).
Since sp(n) ≤ n for all n ∈ N, we have
∑r
j=1 degp(fj) ≤
∑r
j=1 deg(fj). By the
assumption,
∑r
j=1 deg(fj) <
∑N
i=1((p
αi − 1)/(pα− 1)) =
∑N
i=1(q
αi/α− 1)/(q− 1).
Now we consider the function e(x) = (qx − 1)/(q − 1) in the real interval [0, 1].
We have e(0) = 0 and e(1) = 1. Since e is convex, we therefore have e(x) ≤ x
for all x ∈ [0, 1]. Thus
∑N
i=1(q
αi/α − 1)/(q − 1) ≤
∑N
i=1(αi/α), and therefore
α
∑r
j=1 degp(fj) <
∑N
i=1 αi =M . Applying Theorem 13.2 we obtain that the set
of common zeroes of the fj’s has cardinality divisible by p.
The bound in the assumptions of Theorem 11.2 can be improved if we know
that the functions fi are not surjective. For this improvement, we first need an
auxiliary result.
Lemma 13.4. Let p be a prime, let B be an abelian group of exponent p, and let
S be a finite subset of B with 0 ∈ S. Then there is a function cS0 : B → Zp such
that cS0 (0) = 1, c
S
0 (s) = 0 for s ∈ S \ {0}, and Fdeg(c
S
0 ) ≤ |S| − 1.
Proof. We proceed by induction on |S|. For |S| = 1, cS0 (x) := 1 satisfies the
required properties. If |S| > 1, we choose s ∈ S \ {0}. Since B is of exponent
p and hence a vectorspace over Zp, there is a homomorphism h : B → Zp with
h(s) = 1. We choose c
S\{s}
0 using the induction hypothesis and define c
S
0 (x) :=
(1−h(x))·c
S\{s}
0 (x). Since Fdeg(h(x)) = 1, we obtain Fdeg(c
S
0 ) ≤ 1+(|S|−2) =
|S| − 1. 
Theorem 13.5. Let p be a prime, let k ∈ N, let α1, . . . , αk ∈ N0, let A :=∏k
i=1 Zp
αi , let B be an abelian group of exponent p, and let δ(A,Zp) =
∑k
i=1(p
αi−
1). Let f1, . . . , fr : A→ B. If
δ(A,Zp) >
r∑
i=1
(|Range(fi)| − 1)Fdeg(fi),
then p divides |V (f1, . . . , fr)|.
Proof. Let Si := Range(fi). If there is an i ∈ r such that 0 6∈ Range(fi), then
V (f1, . . . , fr) = ∅, and the claim is true. Hence we can assume 0 ∈ Si for all
i ∈ r. Now consider the function
f(x) :=
r∏
i=1
cSi0 (fi(x)),
where x ∈ B and the functions cSi0 are those constructed in Lemma 13.4. We
have Fdeg(f) ≤
∑r
i=1(|Si| − 1)Fdeg(fi) < δ(A,Zp). Now Lemmas 11.1 and 8.2
yield
∑
x∈A f(x) = 0. Since f(x) = 1 if x ∈ V (f1, . . . , fr) and f(x) = 0 else, this
implies that p divides |V (f1, . . . , fr)|. 
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Corollary 13.6. Let p be a prime, let α ∈ N, and let F be a finite field of
characteristic p with q = pα elements, and let f1, . . . , fr ∈ F [x1, . . . , xN ]. If
Nα(p− 1) >
r∑
i=1
(
∣∣Range(fi)
∣∣− 1) degp(fi),
then p divides |V (f1, . . . , fr)|.
Proof. Let A := FN . Then A is isomorphic to ZαNp , and thus with the nota-
tion of Theorem 13.5 we have δ(A,Zp) = αN(p − 1). Now
∑r
i=1(
∣∣Range(fi)
∣∣ −
1)Fdeg(fi) ≤
∑r
i=1(
∣∣Range(fi)
∣∣ − 1) degp(fi) < δ(A,Zp), and hence Theo-
rem 13.5 yields the result. 
14. Warning’s Second Theorem
Warning’s Second Theorem states that if a system of r polynomial equations over
a finite field with q elements has a zero, then it has at least qn−d zeros, where
d =
∑r
i=1 deg(fi). In the case r = 1, this had been improved to d = degp(f1)
by [MM95, Theorem 2]. Using the functional degree in S. Asgarli’s proof of
Warning’s Second Theorem from [Asg18], we obtain:
Theorem 14.1. Let p be a prime, let α ∈ N, let F be a finite field of characteristic
p with q = pα elements, let r,N ∈ N, and let f1, . . . , fr ∈ F [x1, . . . , xN ]. If
0 ∈ V (f1, . . . , fr), then |V (f1, . . . , fr)| ≥ q
N−
∑r
j=1 degp(fj).
Proof. We first consider the case α = 1. For this case, we follow the proof of S.
Asgarli in [Asg18]. Let D :=
∑r
i=1Fdeg(fi). We first show
(14.1) |V (f1, . . . , fr)| ≥ p
N−D.
We proceed by induction on N − D. If N ≤ D, then pN−D ≤ 1, and the
existence of one solution is guaranteed by the assumption. For the induction
step, we assume N−D ≥ 1. Let s := |V (f1, . . . , fr)|. Then Theorem 11.3 implies
that p divides s. As in [Asg18], we count X = {(x,H) | x ∈ V (f1, . . . , fr) \
{0}, H is a hyperplane in ZNp with 0 ∈ H, x ∈ H} in two ways. Since each x 6= 0
is contained in exactly (pN−1−1)/(p−1) hyperplanes through the origin, we have
|X| = (s−1)(p
N−1−1)
p−1
. Each hyperplane H is the solution set of an equation g = 0
with Fdeg(g) = 1. By the induction hypothesis, |V (f1, . . . , fr, g)| ≥ p
N−D−1.
Hence, in each hyperplane H with 0 ∈ H , we find at least pN−D−1 − 1 nonzero
elements of V (f1, . . . , fr), and therefore |X| ≥
pN−1
p−1
(pN−D−1 − 1). This implies
s − 1 ≥ p
N−1
pN−1−1
(pN−D−1 − 1) > pN−D − p. Since p | s, this implies s ≥ pN−D,
completing the proof of (14.1).
Now let α be an arbitrary natural number. Taking a basis (b1, . . . , bα) of F
over Zp, we define h1, . . . , hα : F → Zp to be the group homomorphisms with
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x =
∑α
i=1 hi(x)bi for all x ∈ F . Now we consider the system h1 ◦ f1 = · · · =
hα ◦ f1 = h1 ◦ f2 = · · · = hα ◦ f2 = · · · = h1 ◦ fr = · · · = hα ◦ fr = 0, where all αr
functions map ZαNp into Zp. From (14.1), we know that this system has at least p
E
solutions, where E = αN −D′ and D′ =
∑α
i=1
∑r
j=1Fdeg(hi ◦ fj). Since D
′ ≤∑α
i=1
∑r
j=1Fdeg(hi)Fdeg(fj) ≤
∑α
i=1
∑r
j=1Fdeg(fj) = α
∑r
j=1Fdeg(fj) ≤
α
∑r
j=1 degp(fj), the result follows. 
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