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Introduction
Anomaly detection is the task of finding patterns within the data that do not conform to the norm. Depending on the specialization domain, the uncovered patterns are usually termed as anomalies, outliers, or novelty points. These often translate to some significant information about the data, which allows us to interpret the data or determine a suitable approach to handle it. Over the years, anomaly detection has gained interest from the scientific community due to its significance in practical applications such as intrusion detection, fraud detection, image processing, sensor networks, traffic networks, and behavior analysis [1] - [4] .
Several techniques have been developed addressing anomaly detection problems, depending on their specific application [2] , [4] . Some popular straightforward methods include employing classifiers, nearest neighbor-based techniques, and clustering [2] , [4] - [6] . While classification is a supervised technique and requires known labels, and nearest neighbor-based classification performs better for semisupervised than unsupervised, clustering may be more advantageous when the data is assumed to be free of anomaly, which is the case for most anomaly detection settings. In this study, clustering is not an objective but a means for fitting multiple simple units to a given dataset to represent a complicated normal class model, as depicted in Fig. 1 . The focus is on fuzzy clustering for anomaly detection, in particular, algorithms are developed by applying weighted least squares fitting to update cluster models, and we discuss the case where only normal data are given. Least squares fitting of a linear manifold such as vector subspaces and affine subspaces have been utilized in a variety of applications such as pattern recognition, anomaly detection [2] , [4] , de-noising [7] , data compression [8] , and visualization [9] . However, linear manifolds cannot represent curved surfaces, and thus kernel methods have been often employed to address this issue, and other concerns such as handling high-dimensional data. Existing clustering methods related to manifold learning and kernel functions are summarized in Table 1 , together with the contributions of this paper. The techniques for fitting vector subspaces and affine subspaces have been used for several decades [10] and were generalized to kernel methods in the late 1990s [11] - [13] . Ho et al. [14] developed a clustering method with vector subspaces, and Lu and Vidal [15] presented its affine subspace version. Ho et al.'s clustering method was kernelized by Li and Fukui [16] and extended to fuzzy clustering by Li et al. [17] . To develop the fuzzy clustering algorithm with vector subspaces, Li et al. devised an elementary technique called the weighted singular value decomposition (WSVD). The WSVD assumes that each entry in the design matrix is to be weighted, unlike in our setting where each input vector is assumed to be weighted. Also, the WSVD is an iterative algorithm and the theoretical guarantee for optimality is not given in their paper, whereas the algorithm presented in this paper is guaranteed to achieve the optimal solution. Although weighted PCA [18] has also been proposed, the deviation for the kernel version of the weighted least squares fitting of the manifold with more than one dimension has not been clearly described.
In this paper, we develop new fuzzy algorithms that learn multiple subspaces, and provide empirical evidence indicating promising performances of the proposed methods in the area of anomaly detection compared to other known algorithms. The rest of the paper is organized as follows. An overview of the problem is presented in Sect. 2. We then proceed to the development of the algorithms for fuzzy clustering of subspaces in Sects. 3 and 4. In Sect. 5, we give the details of the experimental results in applying the aforementioned algorithms to anomaly detection on real-world data including face images, sounds, and amino acid sequences, and provide a performance comparison with hard clustering. Finally, we conclude the paper in Sect. 6. Although all the algorithms presented in this paper are developed in the reproducing kernel Hilbert space, all discussions are de- (c) Multiple subspace model with κ distance. Fig. 1 Normal class models. In this study, the normal class is modeled by a set of points S(Θ). Classically, the anomalism of an input data point is examined with the distance to its projection onto the point set S(Θ). Figure ( a) describes a model that uses a single affine subspace S(Θ) = S sa (U, μ). In (b), the normal class model is given by the union of two affine subspaces S(Θ) = S sa (U 1 , μ 1 ) ∪ S sa (U 2 , μ 2 ). The classical distance to the set is the square Euclidean distance to the nearest subspace. In this study, we introduce the κ-distance that is the linear combination of the distances with weights κ 1 and κ 2 , as in (c). scribed in Euclidean space for the sake of readability. We underline that all the proposed algorithms can be kernelized straightforwardly with the kernel trick [19] . Notation. We denote vectors by bold-faced lower-case letters and matrices by bold-faced upper-case letters. Entries of vectors and matrices are not bold-faced. The transpose of a matrix A is denoted by A T , and the inverse of A by A −1 . The n × n identity matrix is denoted by I n . The ndimensional vector whose entries are all one is denoted by 1 n . We use R and N to denote the set of real and natural numbers, R n and N n to denote the set of n-dimensional real and natural vectors, and R m×n to denote the set of m × n real matrices. The set of real nonnegative numbers is represented by R + . For any n ∈ N, we use N n to denote the set of natural numbers less than or equal to n. We use S n to denote the set of n × n symmetric matrices, and O m×n the set of m × n orthonormal matrices, i.e.
A permutation of the set N n is a bijective map from N n to N n . We use P n to denote the family of permutations of N n . The n-dimensional probabilistic simplex is denoted by Δ n ≡ {x ∈ R n + | x T 1 n = 1}.
Problem Setting
Anomaly detection is a task of learning from a set of normal examples. Given normal examples
, an anomalous pattern is detected if it is distant from the normal class model learned using the examples. This section focuses on the normal class model which is given by a set of points in a d-dimensional space, say S(Θ) ⊂ R d , where Θ is the set of model parameters. If x ∈ R d is an unknown input vector, its square Euclidean distance to the model S(Θ) is given by
This provides the confidence level for the anomalism of x, where larger distances yield higher confidence levels. Instead of the square Euclidean distance, one may also use the Mahalanobis distance [20] or the distance with a learnable Gram matrix [21] . However, these are not rotationally invariant, thus prohibiting us from kernelizing them.
Distance to Normal Class Models
We now introduce four normal class models wherein values of the parameter Θ are determined such that the mean square deviation of the training examples given by
is minimized in the conventional method.
Single Vector Subspace Model. When we employ the vector subspace with orthonormal bases u 1 , . . . , u m , the normal class model is given by
Single Affine Subspace Model. The normal class model using a single affine subspace is described as
where Θ = {U, μ}, U ∈ O d×m and μ ∈ R d . Vector Subspace Set Model. This model is defined by a set of L vector subspaces:
where U ≡ {U k } k∈N L and Θ = U. The clustering method of [14] finds a local optimum of U. Each subspace is expected to represent a cluster of normal class data.
Affine Subspace Set Model. The normal class model can also be defined by a set of L affine subspaces,
A local optimum of Θ is found using a trick similar to the K-means method, as in the algorithm of Lu and Vidal [15] .
Learning Normal Class Models
In this section, we present how to determine the model parameter Θ. First, a conventional method, Hard Clustering, is described in 4.1, and then two Fuzzy Clustering Methods are presented in 4.2 and 4.3.
Hard Clustering
When using a vector or an affine subspace set (i.e. S(Θ) = S ms (U) or S(Θ) = S ma (U, μ)), the distance from the model can be expressed as
where S k (Θ k ) is the kth cluster model with parameter Θ k . Meanwhile, the cluster model is given by S k (Θ k ) = S ss (U k ) with Θ k = {U k }, when a single vector subspace is used, and
when using a single affine subspace. The mean square deviation (1) is rewritten as
This implies that minimizing J(Θ) with respect to Θ is equivalent to finding the optimal partitions of training ex-
which elucidates that, in learning the model parameters Θ, each example contributes to only one out of L cluster models. That is, training examples are not shared among cluster models.
A self-organizing map (SOM) [22] is a clustering model in which clusters share training examples. Usually, SOM is designed so that each cluster is put on the grid in advance, and each example is shared with the clusters near to the winner cluster in the grid. The cluster models of SOM are, thereby, learned as a 'single connected component.' However, clusters in real world data are not always 'connected'. Motivated by this observation, similarly to fuzzy c-means method [23] , we now propose two fuzzy algorithms that learn multiple subspaces. In the algorithms, cluster models can share examples, but do not necessarily have to be 'connected.'
Fuzzy Clustering with κ-Distance
Using the set of predefined weights κ ∈ R L + of the clusters, such that
we replace the distance in (2) with a linear combination of L distances with weights in κ,
during learning, where P L is the set of permutations on the index set N L and π(k) returns the index value where π ∈ P L maps k. Here, we redefine the objective function J(Θ) (defined previously in (1)) by replacing d euc with d κ . We refer to this distance as the κ-distance. Since the (4) is equal to (2) when
the κ-distance is a generalization of the square Euclidean distance in (2) . From the assumption in (3), if π * is the optimal permutation, then
Using the optimal permutation π * i ∀i ∈ N , the minimum of the mean square deviation is expressed as
where v k,i is defined as
The kth cluster model is learned from every training example with weight v k,i > 0, hence, training examples can be shared with multiple cluster models, resulting to 'naturally connected' cluster models. The block coordinate ascent method [24] for minimizing J(Θ) with respect to Θ is given in the following algorithm.
Algorithm 1. Alternate the following steps until convergence.
• Step 1: For each example x i , i ∈ N , update the permutation such that ∀k ∈ N L−1 :
by sorting the L distances and compute v (t+1) k,i using (6).
• Step 2: For each cluster model, update the parameters as: ∀k ∈ N L ,
The definition of the algorithm guarantees that the sequence {J(Θ (t) )} t∈N is monotonically decreasing. Furthermore, the values of model parameters become unchanged within a finite number of iterations since the cardinality of the permutation set P L is finite.
In updating the model parameters in Step 2, Theorem 1 and Corollary 2 (in Appendix) are applied to each cluster model to update Θ k for the vector subspace set model. For the affine subspace set model, Theorem 4 and Corollary 5 (in Appendix) are employed.
Fuzzy Clustering with Bezdek Distance
Another approach to sharing the training examples with multiple clusters is to extend the square Euclidean distance (2) to the Bezdek distance [23] defined by
where b bez (≥ 1) is constant. A similar distance is used in fuzzy c-means method [23] and is equivalent to (2) when b bez = 1. If b bez > 1, the optimal weight w * can be derived using the method of Lagrange multipliers, and the kth entry is given by
The clustering algorithm using the Bezdek distance is given as follows.
Algorithm 2.
Alternate the following steps until convergence.
• Step 1: For each example x i , i ∈ N , update weight w (t+1) i using (8) , and set
•
Step 2: For each cluster model, update the parameters as: ∀k ∈ N L , Algorithm 2 is formed such that the sequence {J(Θ (t) )} t∈N is decreasing monotonically, where J(Θ) (firstly defined in (1)) is redefined by changing d euc to d bez . Moreover, from the definition of J(·), the sequence is nonnegative. Hence, the algorithm must converge.
Experiments and Results
To investigate the anomaly detection performance of each model presented in the previous section, experiments on face images, sounds, and string patterns were conducted.
The face images data are from the Extended Yale Face Database B which contains 2,350 192 × 168 gray-scaled images of 39 people. The images of the first three people are used as normal data, and the remaining images are regarded as anomalous data (See Fig. 2 (a),(b) ), yielding 192 normal images and 2,158 anomalous images. The kernel function defined by K(I, I ) = tr(I T I ), for any I, I ∈ R 192×168 , is used.
For the second data, sounds are recorded in a bathroom and the power spectra are extracted to obtain 256-dimensional input vectors. The linear kernel is used to obtain the kernel values. This dataset contains 1, 406 normal data and 94 anomalous data.
Lastly, for string patterns, we used 3, 427 amino-acid sequences in 12 folds classified in the protein structure database SCOP [25] . The sequences in the first four folds are assumed to be in the normal class, and the remaining data in the anomalous class, yielding 909 normal data and 2, 518 anomalous data. Kernel values are obtained via a string kernel by Lodhi et al. [26] that are capable of efficient inner product computation without explicit extraction of very high-dimensional input vectors.
Eighty percent of the normal data are randomly selected and used as training data, while the remaining normal data together with the anomalous data are used for performance evaluation. For the single vector and single affine subspace models, we determine the number of dimensions m of the manifold so that m is the maximum dimension for which the ratio of the cumulative variances is below 0.95. To obtain the value of m for the subspace set models, we performed single-linkage clustering to divide the training data into the predetermined number of clusters and searched for the maximum number of dimensions for which the ratio of the cumulative variances is below 0.95 in any cluster. We varied the number of clusters with L = 10, 20, 30. The weights κ in the κ-distance are set as κ 1 = 0.9, κ 2 = 0.1, and κ 3 = 0, while the parameter of the Bezdek distance is set to b bez = 2. We tested eight methods: SS, MS-κC, MS-BC, MS-HC, SA, MA-κC, MA-BC, and MA-HC. SS and SA, respectively, are the single vector and the single affine subspace models, while MS and MA correspond to the vector and the affine subspace set models. We have κC, BC, and HC indicating the types of learning methods, where κC and BC are clustering methods with the κ-distance and the Bezdek distance, and HC is classical hard clustering such as the Kmeans method. The square Euclidean distance is used in the prediction stage, while the κ-distance or the Bezdek distance is employed during learning. Accordingly, MS-κC, MA-κC, MS-BC, and MA-BC are the new methods proposed in this paper. Furthermore, to the best of our knowledge, no work uses a kernel version of MA-HC (See Table 1 ).
The detection performances are summarized in Table 2 . The values are the area under the ROC curve (AUC) where 'Highest' refers to the maximum among the three AUCs obtained when L = 10, 20, 30, and 'Average' is their mean. Four random partitions are made dividing the data into training and test sets. The average and the standard deviation of the AUCs are used to determine the performance quality given Table 2 . We employed the one-sample t-test to detect statistical significance of the differences among the detection performances, and set the significance level to 0.01. In Table 2 , bold-faced figures represent the best AUC, and underlined figures indicate performances with no significant difference from the best AUC.
In the first experiment using face images, MA-κC achieves the best performance when the Highest values are considered in all methods. The Highest AUC of MA-HC is 0.044 lower than that of MA-κC, however, they are not significantly different since standard deviation for MA-HC is large (0.040). The Highest AUC of MA-κC is also the best among the eight methods. In general, the values of the hyper-parameters, such as the number of clusters, can be determined by using cross-validation in supervised learning, although the use of the cross validation method is not easy in the scenario of anomaly detection. For MA-HC, Average is 0.051 lower than Highest, which is larger compared to the difference between Average and Highest in MA-κC (0.019). For MS-κC, MS-BC, and MA-BC, respectively, Average and Highest values differ by 0.030, 0.034, and 0.020, while the difference is 0.059 for MS-HC. This suggests that performances using fuzzy clustering do not change drastically with different number of clusters compared to the hard clustering. Similar observations are derived using the dataset of sounds, while MA-BC exceeded the performance of other methods using the string patterns.
For MS-κC, MS-BC, MA-κC, and MA-BC, the results presented in Table 2 make use of the square Euclidean distance in prediction, and the fuzzy distances -the κ-distance and the Bezdek distance -in learning, as described previously. Experiments using the generalized distances, d κ and d bez , both in learning and in prediction are also done. The prediction performances when the square Euclidean distance d euc is used with the manifold learned using the generalized distances d κ and d bez are slightly better than the performances of the methods using the κ-distance d κ and Bezdek distance d bez .
Kernel methods are often employed to obtain nonlinear learning machines. Any kernel in our experiments enjoys no nonlinear effect, although the pre-computed kernel values can be transformed easily to nonlinear kernels: (K(x, x ) + c) p for polynomial kernel, and exp(−γ(K(x, x) + K(x , x ) − 2K(x, x ))) for RBF kernel, where c, p, and γ are constants. We used these tricks to test the nonlinear kernels, but no improvements were exhibited.
We also applied the one-class SVM to anomaly detection for performance comparison, employing both linear and RBF kernels. Similar settings as above were employed while the value of the parameter ν of the one-class SVM was varied as 0.1, 0.2, . . . , 0.7. We report here the best AUC values among all trials for each dataset. For all datasets, Highest AUC is obtained using RBF kernel: 0.868 for the face images, 0.890 for the sound data, and 0.836 for the strings data, and their respective Averages are given by 0.751, 0.867, and 0.789. While the Highest AUC value in the last experiment using string patterns has no significant difference from the best AUC obtained using the proposed algorithm according to statistical tests performed, comparing the said values to the those from the proposed algorithms as presented in Table 2 reveals that the proposed methods outperform one-class SVM.
Conclusions
We have developed fuzzy clustering algorithms with vector and affine subspaces in a reproducing kernel Hilbert space. The performances of the algorithms in detecting anomalous patterns proved to be stable against using different number of clusters. Utilization of fuzzy multiple subspace fitting is not limited to anomaly detection, so our technique can also be applied to several other tasks. We consider de-noising as one promising application. Future work includes performance evaluation on other applications.
Weighted least square fitting of cluster component is a necessary step in fuzzy clustering. In this Appendix we give algorithms for weighted least squares fitting of vector and affine subspaces in a kernelizable manner (See Fig. A· 1) .
Fitting of Vector Subspaces. The square Euclidean distance from any input vector x ∈ R d to a linear subspace S ss (U) is given by
For a training set {x i } i=1 , it is known that a value of the parameter U ∈ O d×m minimizing the unweighted mean square deviation is the matrix whose columns are the m major eigenvectors of
Our goal is to give a kernelizable solution to minimize the weighted mean square deviation 
i=1 v i with respect to U, where v i ∈ R + is the weight of the ith example x i .
Let X ∈ R d× be the design matrix
For arbitrary vectors x, y ∈ R d , the function K(x, y) is given by
In kernel methods, various analyses are performed by rewriting the definition of K(x, y) in terms of a positive definite kernel. The inner-product matrix for the input data {x i } i=1 is defined as the × matrix K ∈ S whose entries are K i j ≡ K(x i , x j ). Moreover, such matrices are always positive semidefinite. We also define the vector-valued function
The following theorem gives the algorithm for the weighted least squares estimation of a vector subspace. Proof. The weighted mean deviation can be written as
Hence, the columns of the optimal U are the m major eigenvectors of a symmetric matrix X D v X T . Moreover, each column lies in the span of the input vectors with positive weights. Therefore, there exists a matrix A ∈ R ×m such that U = X D 1/2 v A. Substituting this to J ss (U; v), the second term in (A· 3) becomes
From the orthonormality of U, A must satisfy A TK A = I m . Hence, the optimal matrix A is the solution of the following constraint optimization problem:
Furthermore, the columns of A should be proportional to the m major eigenvectors ofK. Thus, we have
Now, the columns of U must be unit vectors. And since ∀h ∈ N m ,
. Therefore, an optimal value of u h is obtained such that
and the conclusion follows.
To kernelize the method, input vectors are embedded in the inner product. Nevertheless, the input vectors remain explicitly in the result of Theorem 1. Fortunately in many applications, what are important are the distances from arbitrary vectors to the manifold, and not the basis vectors in U.
The equation holds by substituting the result of Theorem 1 into Eq. (A· 1).
Thus, distances to the vector subspace spanned by the columns of the matrixÛ ss do not include any input vector explicitly, enabling us to kernelize the distance to the vector subspace even if the training data are weighted.
Note that the optimal solution is not unique since the set of eigenvectors of a symmetric matrix is not unique. For instance, if u is an eigenvector corresponding to an eigenvalue λ, then so is the negative of u. Hence, in our problem, UR, where R ∈ O m×m , is also an optimal solution whenever U is an optimal solution. The set of optimal solutions are further expanded when the mth largest eigenvalue ofK is equal to its (m + 1)st largest eigenvalue.
We now build the relationship between Theorem 1 and some classical results. If inputs are given by vectors (e.g. inputs are not given by structured kernels), the non-kernelized method can be used to obtain the vector subspace linear to the input vectors. Furthermore, if d , the nonkernelized method is faster: The algorithm in Theorem 1 requires eigen-decomposition of an × symmetric matrix. The following result shows that the optimal basis vectors of U are also obtained by eigen-decomposition of a d × d matrix. 
Any set of the m major eigenvectors of M minimizes J ss (U; v).
Fitting of Affine Subspaces. In a similar manner as before, we give a method for fitting affine subspaces using weighted least squares. Given the weight v i ∈ R + for each data x i , we wish to find the affine subspace minimizing
Without loss of generality, we can assume that Previously, we defined the functions K(·, ·) and k(·), and a matrix K to represent inner products of input vectors. For the shifted input vectors, we introduce two functions,K : Then the shifted inner product matrix is given byK ∈ S , Finally, we have the following weighted least squares estimation and the distance to the optimal affine manifold in an analytic and kernelizable form. Proof. Substituting (A· 4) into J sa (U, μ; v) gives us The equation follows when the result of Theorem 4 is substituted in Eq. (A· 4).
For completeness, we give the non-kernelized form in the following corollary.
