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ABSTRACT 
The machines in a production line may be prone to 
random failures. Also it may not be possible to perfectly 
balance the processing times of the individual stages in a 
line. Buffer stocks tend to dampen the effect of these 
problems on line throughput. However, excessive amount of 
WIP would lead to longer lead times, less flexibility, and 
poor cash flow, as capital would be tied up with the inven-
tories. 
Simulation studies were conducted on two, three, 
and four stage lines and the results were compared with the 
analytical models. 
Empirical models, based on simulation results of 
multi-stage automated production lines, have been developed 
in this research. ·These would help to identify the right 
amount of buffer storage that would act as a cushion against 
line imbalances and failures, thus enabling the line to meet 
the required throughput. A parameter called, "Percentage 
Capacity Recovery (PCR), which measures the buffer effec-
tiveness irrespective of the number of stages in the lines, 
was derived. 
This study also provided some interesting insights 
into the dynamics of production lines. Based on our bottle-( 
neck artalysis - analysis with one of the stages being much 
1 
slower or much faster than the rest- it was found that 
buffer stocks are useful only against minor short term line 
imbalances. Also, the percentage down time of the individu-
al stages was a critical factor in deciding the line 
throughput. 
Some of the early researchers have recommended 
line reorganizations to raise the throughput. Discussions on 
the relevance of these suggestions in a just-in-time envi-
ronment, are provided. 
2 • 
Chapter I. 
INTRODUCTION 
The problems of series production lines have been 
I 
addressed by many researchers during the last 20 years. 
Production flow lines are required to accommodate a variety 
of products and are often subjected to equipment breakdowns, 
absenteeism, differing labor performance rates, etc. Thus, 
providing buffer stocks or work-in-process (WIP) inventories 
between the production stages has been used as one of the 
key tools in matching the line throughput with market 
demand. 
However, there are exhortations to eliminate WIP, 
and reports that manufacturers in other countries are far 
ahead of U.S. industry in this "crusade". While there is 
little doubt that typical U.S. practice involves substantial 
levels of WIP and there are compelling reasons to reduce 
these levels, it is not always true that the less WIP in the 
system, the better it operates. Moreover, the "zero 
inventory" goal is obviously unattainable. Rather 
surprisingly, there is very little in the technical 
literature to guide the designer or manager of a production 
facility on the role that WIP plays, and in particular very 
little quantitative guidance on the appropriate amount of 
WIP in different circumstances. 
3 
The production machines and workcenters in a 
typical production system have their individual 
characteristics. Their processing times may follow various 
statistical distributions and they may be subjected to 
random failures. Due to the coupling effect that exists 
among the stages, a lot of work-in-process inventory gets 
accumulated in the system. Thus although the throughput is 
high, one may find that the leadtimes are also high. Higher 
leadtimes reduce the flexibility and make industry less 
competitive. It becomes essential to identify the locations 
where WIP or buffer storage has to be provided and what its 
quantity should be. 
1.1 Definition of Work-in-process inventory 
WIP is defined as inventory in the factory from 
immediately before the first step in manufacturing up to 
immediately after the last processing step. We thus exclude 
raw material inventory, for which there may be other consid-
erations of delivery and price variation, and finished goods 
inventory, for which there may be considerations of customer 
demand and marketing strategies of the company. 
4 
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1.2. Role of WIP in production flow lines: 
The purpose of WIP is to give each stage of a 
production system some degree of independent action. Two 
work stations in series without intervening WIP must be 
perfectly synchronized to operate effectively. They must 
perform and be scheduled as if they were, in effect, a 
single machine. On the other hand, by providing storage 
space for some amount of WIP between the processes, each 
station has some independence in its operation. 
An automated production line is defined as a 
network of automatic production stages through which parts 
are successively fed. At each stage some work is performed 
on the part which is then passed to the next stage and 
ultimately ejected from the line at the last stage. 
A production line is considered to be producing 
when the last stage is turning out finished products. Other-
wise the line is said to be "down". Down time thus represent 
a reduction in a line's productive capacity. 
Each stage in the line is subject to breakdowns 
which are random in both occurrence and duration. These 
breakdowns may be the result of malfunctions, or time 
-- ·, 
required to change or adjust tools, settings and so forth. 
A stage in this condition is said to be "down". When a stage 
5 
is working on a part it is said to be "up". 
Without the intervening WIP, unless the worksta-
tions in series finish each production cycle at precisely 
the same instant, they will interfere with each other and 
~ production capacity will be lost. A third state is also 
possible for a stage. That is, it is physically able to 
produce (that is, there is no break down) but it either has 
no parts on which to work, or it has no place to eject the 
part on which it has just completed the work. If either 
condition occurs, the stage is said to be "forced down". It 
is assumed that a stage cannot break down while it is in the 
forced down state. Even if they have the same average 
processing times, the first sometimes finishes a cycle 
before the second. The first must wait to dispose of its 
finished piece before it begins the next piece, -it is said 
to be "blocked". Similarly, if the second station finishes a 
cycle before the first and it must wait for input material 
until the first finishes, the second station is said to be 
"starved". Both blocking and starving mean that a process is 
prevented from starting, and hence, potential productive 
capacity is lost. Provision for WIP between such 
workstations increases capacity by reducing the frequency 
and severity of blockage and starvation. 
A similar but more severe loss occurs if a machine 
is unexpectedly shut down for any reason: a breakdown, 
6 
broken or missing tooling, operator unavailability, second-
ary material unavailability, etc. Again, some amount of WIP 
provides a "grace period" during which operation continues 
when another station is shut down. WIP also allows two 
workstations to work on different products, even if there is 
a significant setup time required to change from one product 
to another. 
1.3. The rocks below the water level analogy: 
Sometimes, it is argued that protecting the system 
with WIP is counterproductive. By alleviating the harmful 
effects of variability or unreliability, buffer storage 
allocation (or WIP) prevents addressing the causes of those 
problems. Similarly, it is argued that by permitting batch 
production, WIP reduces the effect of setup time. These 
arguments are often supported by an analogy of water level 
in a river (representing WIP) covering rocks in the river 
bed (representing problems). The implication is that the 
proper solution is to let the water level run low so that 
the problems can be identified and solved. 
The level of WIP is not the only factor affecting 
production performance. The location of WIP is as important 
as the quantity. There are some locations where WIP in-
creases cost without any commensurate benefit, and others 
7 
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where even a tiny provision for WIP is highly productive. 
The role of WIP is to deal with short term tran-
sients; it is not capable of overcoming long term imbalance 
in capacity. Buzacott[8] pointed out that due to long term 
imbalance between stages, storage buffers become permanently 
full and serve no useful purpose. Therefore, the variation 
in the buffer level is a measure of the effectiveness of 
buffer stores. Even so, the capacity of a facility varies 
importantly as a function of the amount and location of 
storage space for WIP. The zero WIP production capacity is 
related to the probability that all workstations are simul-
taneously in operation. At the other extreme, the infinite 
WIP capacity is the long term average capacity of the limit-
ing stage; this is the bottleneck in the design. 
It should be remembered that normal production has 
to go on while these steps toward improving the production 
system are going on. It is not possible to shut down the 
factory, and try to implement "zero inventory" concepts, as 
this might lead to the loss of markets. It becomes neces-
sary to continuously improve the system by progressively 
reducing the levels of WIP. As a first step in continuous 
improvement, it becomes essential to identify that particu-
lar level of WIP that would enable the system to meet the 
market demand. 
8 
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1.4. Effect of buffer capacity on system throughput: · 
A storage facility between two successive stages 
is called a buffer. The maximum number of parts that can be 
stored in the facility is called the buffer capacity. A 
stage will build up the number of parts in the downstream 
buffer whenever that stage is up and the succeeding stage is 
down or forced down. Similarly, a stage will decrease the 
' 
numb~r.of parts in the upstream buffer whenever that stage 
is down or forced down. 
If there is no buffer capacity provided between 
' 
the stages of a production line, a breakdown of any stage in 
the line will cause every other stage to be forced down for 
the duration of time needed to return the disabled stage to 
an up state. The downtime of the line is the sum of the 
downtime of the individual stages. 
At the other extreme, buffers of infinite capacity 
between each two stages can be imagined. In this case the 
long run down time of the line~is equal to that of the stage 
with the maximum downtim~. All the other stages will be able 
to more than keep up with the slowest stage. The infinite 
buffers thus produce a decrease in the downtime of the line 
as compared to zero buffers. Thus infinite buffers achieve 
a maximum degree of independence between the individual 
stages. With zero buffers the stages are completely 
9 
dependent upon one another. 
The provision of finite buffer capacity between 
stages will lessen this dependence monotonically as the 
capacity is raiseq. 
1.5. Cost associated with WIP: 
The classical investment cost of WIP is probably 
the least important price one must pay for WIP. One must 
also consider the cost of the equipment required to support 
and move WIP, and the cost of the space WIP occupies. These 
considerations include substantial elements of "opportunity 
cost" that make them harder to quantify than capital costs. 
The most important cost of WIP is its effect on 
manufacturing "lead time". This is the time required to 
move a part through the manufacturing process, from entry on 
the factory floor to completion of the last production 
stage. The sum of the processing time is the minimum 
possible value of flow time, and everything above that is 
associated with WIP, including materials handling. 
If, for example, materials handling were instanta-
neous and there was one unit of WIP between each pair of 
workstations, each piece would spend roughly as much time 
waiting as being processed; and the ratio of flow time to 
10 
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processing time would be approximately 2 to 1. But it is 
found that a ratio of even 10 to 1 is hard to achieve, and 
in most of the modern manufacturing plants ratios in excess 
of 100 to 1 are common; a part that can be produced in a 
single day may require months to pass through the plant. 
Alternatively, a manufacturing process capable of 
producing one of these products with a short lead time would 
eliminate the necessity of stocking finished products, and 
provide greater freedom of choice for the customer. Such a 
"fast reaction" process has many other advantages to correct 
quality problems and implement engineering changes, and can 
usually be housed in a facility a fraction of the size of 
the conventional alternative. To achieve this desirable 
competitive position, it is imperative to maintain a low 
ratio of WIP to throughput. Hence there are abundant reasons 
to seek minimal-WIP process, which underscores the necessity 
of knowing precisely where WIP is useful and how much is 
valuable. 
1.6. Definition of the scope and objectives of this thesis 
research: 
The research is primarily aimed at the development 
of models for deciding the buffer capacity for serial pro-
duction lines. These lines are assumed to be made up of 
11 
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stages, with each stage consisting of many individual work 
stations. The system considered is an automated production 
line with the stages having constant processing times; thus 
the stages are perfectly balanced. Automated machines have 
low variability in processing times, but they are prone to 
random failures. In contrast, a manual assembly line will 
have high reliability, but there may be large variations in 
processing times. The stages are assumed to fail in a 
random manner. The buffers are therefore needed to recover 
the system throughput that is lost only due to the random 
stage failures. 
Many researchers have analyzed a variety of pro-
duction lines with analytical and simulation tools. Notwith-
standing these efforts, there is still a lack of appropriate 
models that provide realistic estimates of "optimum" buffer 
capacity, given the various system parameters. 
This research is aimed at simulating lines con-
sisting of two, three and four stage lines, with different 
system parameters, such as repair times, buffer sizes etc. 
It is proposed to develop an empirical model that could 
provide the "optimal" buffer capacity (from the point of 
view of throughput rather than cost), to attain user speci-
fied levels of recovery of the system capacity that is 
otherwise lost due to the absence of buffers. 
12 
Apart from the development of empirical models, it 
is felt that this thesis research involving detailed simula-
tion of various configurations of multi-stage production 
lines, would provide many insights into the various aspects 
of production systems. There has been a lot of discussion 
in the literature regarding various techniques for improving 
throughput, like creating minor system imbalances by unequal 
distribution of workloads, station rearrangements etc. This 
research attempts to examine these methods in flow-line 
management and thus lead to better understanding of the 
various factors associated with the design and operation of 
production lines. 
13 
Chapter II 
LITERATURE REVIEW 
2.1. Description of the analytical models developed in the 
past: 
There has been an extensive amount of literature 
existing in the field of buffer capacity allocation. Most of 
the work has been focussed on developing analytical models 
for simple production systems, with many unrealistic assump-
tions being made to facilitate the analysis. Some of these 
analytical models, with brief mention of their merits and 
demerits are described below. 
Researchers so far have dealt with flow-line 
systems where station time variability is described by 
normal or exponential distributions. Although the exponen-
tial distribution is not particularly representative of 
operator variability, it allows mathematical manipulation. 
Analytical studies using exponential distribution and rely-
ing on queuing theory have been reported by, among others, 
Hunt [38], Hatcher [32], Hillier and Boling [34], Ignall 
and Silver [39], Koenigsberg [48], Murphy [61], and Rao 
[72]. 
Hunt [38] has investigated two and three stage 
systems using a Markov chain analysis with finite and infi-
1 
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nite buffers. By assuming that processing time had an 
... 
exponential distribution, he developed some relationships 
for the utilization of the line, which, in turn, determines 
production capacity. Koenigsberg [49] identified the number 
of stages, the location of the buffers and buffer capacities 
as the important design parameters. 
The study made by Hillier and Boling [34] is par-
ticularly interesting since they developed an approximate 
technique to determine the efficiency of lines for which 
exact solutions would be laborious. This method allowed 
Erlang processing time distributions. They had demonstrated 
that unbalancing the line actually increases the production 
capacity, provided that the center stage is given a lesser 
workload. However, the improvements were in the order of 1% 
with exponential processing.times. This is termed as the 
"bowl" phenomenon because the plot of processing time versus 
line position is bowl shaped, given optimal allocation. 
El-Rayah [19] has suggested that the output rate of 
a line could be maximized by unbalancing the lines; design--~ 
1 lines with balanced means, but create imbalances through th~ 
variability of processing times. He has also found that the 
throughput of the line is not very sensitive to the unequal 
allocation of buffer capacities and that close to most 
:efficient design could be achieved by equal buffer capacity 
15 
allocation for all stages. 
El-Sayed and Hwang [21] have explored the possibil-
ity of using redundant machines rather than buf
fers to 
improve the system throughput. 
Hatcher [32] has shown that buffer capacities of 
10 or less are usually sufficient when process
ing times are 
exponential, for up to three stages. Basu [5] ad
dresses 
the economic tradeoffs of buffer capacity versu
s production 
capacity, based on the earlier work of Koenigsb
erg. 
Carnall and Wild [14] addressed the issue of un-
equal variability of processing times. Using th
e Weibull 
distribution, they demonstrated that the produc
tion capacity 
of a line is maximized when the most variable p
rocesses are 
placed at the ends of the line. This is viewed
 as being 
complementary to the "bowl" phenomenon for unba
lanced lines. 
Whitt [91] examined approximations for serial lines, inc
lud-
ing cases with unequal variability, and develop
ed heuristics 
for the placement of workstations. His analys
is was aimed 
at reducing the flow time or manufacturing lead
 time. 
Thus, all investigators agree that for balanced 
systems, line efficiency in terms of output and
 idle time 
are functions of the number of stations, the se
rvice time 
variability, and the buffer capacity between th
e stations. 
16 
Rao [74] has extended the results of two stage 
systems to include normal, Erlang, and uniform distribution 
of processing times. He has found out that if there is 
variability in processing times between the stages, and if 
there are zero buffers, then better results are obtained by 
allocating slightly higher workload to the stage that has a 
lower variability. But if there is provision for a storage 
space between the stages, that would act as a strong cor-
rective measure, so that the need for unbalancing the line 
becomes less prominent. 
The unreliability of workstations is addressed by 
several authors. Freeman [24] discusses using buffers to 
isolate unreliable stations, and shows that misallocation of 
buffers results in poor buffer effectiveness. Buzacott (8] 
develops approximate equations for system efficiency under 
general and geometric distributions of failure and repair 
times. Further, production rate is higher if unreliable 
stations are placed at the first or last position in the 
line, rather than in the center. This is complementary to 
the processing time finding of Carnall and Wild [14], and is 
a third example of the "bowl" phenomenon. Ignall and Silver 
(39] also deal with unreliable machines, but their work is 
limited to two stage lines. 
Gershwin [25,26] also studied unreliable worksta-
17 
tions with constant processing times, and developed approxi-
mations to analyze throughput as a function of the number of 
machines and buffer occupancy. 
Little research has been undertaken on the use of 
buffers in mixed and multi-model lines. It could be assumed 
that the inventory capacity in such lines are a compromise 
between the requirements of different models. 
Further, all inventories are assumed to have the 
same cost functions, and the cost functions themselves are 
assumed to be of a simplified form. In most of the optimiz-
ing models it is assumed that the lines are perfectly bal-
anced. 
·t 
2.2. Modeling limitations of the existing analytical models: 
Most of the above mentioned research has concen-
trated on analytical models for small systems and analytical 
approximations for larger systems. Little has been done to 
explore the allocation of buffer capacity, the effect of 
unequal processing time variability, or the problem of 
bottlenecks. Further there is a great need to develop good 
insights into the operation of serial production facilities. 
The analytical models developed so far are inadequate to 
explore the various issues as they are heavily dependent 
upon the properties of the exponential distribution. 
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However, computer simulation of production lines 
can be carried out with many combinations of processing 
time and repair time distributions. This enhances the suit-
ability of computer simulations in deriving guidelines that 
could help in solving the buffer capacity estimation prob-
lem. 
Analytical results as mentioned above as well as 
simulation techniques have been employed to investigate the 
behavior of flow line systems. Because of the lengthy compu-
tations involved these analytical models are no~ applicable 
to systems with more than two or three stages. For evaluat-
ing the output from a flow line system, Hillier and 
Boling[34] employed a numerical approach. This again, could 
not be applied to large systems with finite in-process 
buffers. 
Although production lines are characterized most 
precisely by Markov models, such models are seldom useful be-
cause of the large numbers of states required to model even 
a modest production line. The number of possible states in 
Markov analysis becomes so enormous that the analysis be-
comes mathematically intractable. An interesting Markov 
model has been developed in Gershwin and Schick [25], but 
its usefulness is limited to lines with three machines and 
two buffers. However, even when ?PPlied to such a small 
19 
system, the precision and memory requirements for the numer-
ical solution of the Markov chain equations are so demanding 
that the possibility of extending this analysis to more 
-
complex production systems appears unlikely. 
Published analytical models generally assume 
operation times of the stages to be exponentially distribut-
ed, an assumption with little validity in practice. 
2.3. Review of previous research on production line analysis 
using computer simulation: 
Computer simulation has often been employed for 
the analysis of large systems with operation time distribu-
tions other than exponential. 
Anderson and Moodie [3] have developed an optimiza-
tion procedure for balanced non-mechanical flow lines where 
\ 
\ 
all the stages have normally distributed service times and 
for similar flow lines with exponentially distributed serv-
ice times. They have pointed out that the equations for 
both the distributions are of the same form but the con-
stants are specific for the situation studied. Their model, 
however, was applicable to only systems with low variability 
in operation times of stages. Knott [47] on tqe otherhand, 
developed approximate relationships for the system output, 
but could obtain accurate results only in the case of lines 
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• with small number of stages . 
Once having established the beneficial effects of 
buffer capacity on the line efficiency, the cost of such 
buffers is of importance when designing a line. Barten [4] 
simulated a flow line having normally distributed operation 
times and derived an empirical model for computing the rate 
of system throughput. This however, proves to be of little 
help as the coefficients of the equation could not be de-
rived in a general form. Young [95] reaffirmed the accuracy 
of this model by simulation and also investigated lines 
whose service times are described by negative exponential 
distributions. 
Knott [47] has overcome this problem to some extent 
by developing an expression for predicting the delay in 
lines in terms of line length, buffer capacity and service 
time variability. 
Conway et.al.(16] have simulated multi-stage lines 
with equal and unequal buffers between the stages. To ana-
lyze the effect of coefficient of variation of processing 
time on system throughput, uniform and exponential distribu-
tions were used. It is found that for buffered lines with 
equal buffers and no breakdowns, allocating buffers of 
capacity equal to 10 times the coefficient of variation 
recovers 80 to 85% of the capacity lost due to variability. 
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Their research also supports the strategy of equal buffer 
capacity allocation between the stages. Bottleneck analyses 
were performed for unbalanced lines, and it is found that 
the buffers are most essential only for slight line imbal-
ances. Because in unbalanced lines, the bottleneck "pulls" 
the buffer capacity towards itself to avoid the idle time of 
the flow limiting process. Similarly, a fast workstation 
"pushes" buffer capacity away, acting as a buffer itself 
during its idle time. Thus unbalanced lines require less 
buffer capacity because the faster machines act somewhat 
like buffers. Buffer capacity against random failures was 
found to be in multiple of the average quantity that one 
station produces during repair of another station. The size 
of the multiple depended on the degree of variability exhib-
ited by the repair times. 
Yamashina and Okamura [94] did an extensive simula-
tion study of fixed cycle lines with geometric failure and 
repair times, and developed some rules for buffer placement. 
They have found that a variation of breakdown rates affects 
the production rate more strongly than a corresponding 
variation in repair rates. The difference in breakdown 
rates reduces the effect of installing a buffer, while a 
corresponding difference in repair rates doesn't. 
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2.4. Need for developing empirical models for production 
lines: 
From the survey of the literature, it can thus be 
seen that the real life flow line systems are very complex 
to analyze and hence the use of analytical methods for their 
study have limited scope. If computer simulations were to 
be performed for all possible configurations of each and 
every production system, it might involve large amounts of 
computational time and thus be uneconomical. Under these 
circumstances, empirical models seem to be the best alterna-
tive. Hence this thesis research is focused on simulating 
a few common production line configurations, with different 
failure rates and repair times. Based on the results, empir-
ical relations between the system throughput and parameters 
like number of stages, buffer capacities, processing times, 
and repair times, could be derived. These empirical rela-
tions have a wider range of applicability. Although simula-
tions don't provide mathematically proven solutions, the 
analysis and interpretation of simulation results can pro-
vide significant insights into the behavior of the inter-
stage buffer capacity problem. 
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Chapter III 
DESCRIPTION OF SIMULATION EXPERIMENTS 
3.1. Selection of the parameters for experimentation: 
As described in the previous chapters, simulation 
was used as the tool to perform experiments with various 
production line configurations. The different factors that 
play a major role in the performance of production lines are~ 
line length (or number of stages), buffer locations along 
the line, capacity of each buffer, mean time to failure 
(MTTF), and mean time to repair (MTTR). Hira and Pandey 
(35], have suggested that for maximum output from balanced 
line, the total in-process inventory has to be equally 
divided amongst all the interstage storages. 
3.1.1. Selection of type of buffer allocation procedure: 
Okamura and Yamashina [94], have performed many 
simulation runs of lines of different numbers of stages, 
with different values of buffer allocation ratios. They 
have found that the uniform buffer capacity allocation does 
not guarantee optimum performance even for balanced lines. 
But there is not much difference between the production 
rates in the neighborhood of optimum allocation due to the 
insensitivity of the production rate to changes in alloca-
tion near optimum. Uniform buffer capacity allocation is 
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included in this neighborhood. Therefore, the assumption of 
uniform buffer capacity allocation may be accepted for 
balanced line in the sense that the production rates by 
uniform capacity allocation does not differ very much from 
the production rate by optimum allocation. 
Based on all these previous findings, this thesis 
research will assume equal allocation for all buffer capaci-
ties and for all values of number of stages in the produc-
tion line. 
3.1.2. Selection of processing time distribution: 
The production line configuration that is consid-
ered here is similar to a typical automated electronic 
manufacturing line. The stages are assumed to be groups of 
machines, with constant processing times. The processing 
times are always maintained at a constant value equal to 
unity. 
3.1.3. Selection of· percentage down time: 
In any automated assembly line, the machines are 
capable of failing in a random manner. The simulations were 
conducted over three different values of percentage down 
times, to study the effect of down time on line throughput. 
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At one extreme, it was assumed that the lines could be down 
for 5%, representing high machine reliability. At the other 
end the lines may be subjected to frequent failures at the 
rate of 25%, a case with low machine reliability. It is 
decided not to analyze line that have failures more frequent 
than 25%, as this only means that they have serious reli-
ability problems and buffer allocation may be a highly 
uneconomical alternative. 
The above mentioned values of percentage down 
times, are basically ratio between mean time to repair to 
the sum of mean time to repair and mean time to failure. 
Thus for different values of percentage of line failures, 
either MTTR or MTTF has to be maintained a constant and the 
other has to be calculated. The failures in our analysis are 
assumed to be due to routine failures, i.e. they have more 
or less the same value of MTTR. Examples of such failures 
can be tool resharpening, tool changes etc. Okamura and 
Yamashina [66], based on their study of two stage lines, has 
proved that a variation of breakdown rates affects the 
production rate more strongly than that of repair rates. It 
was also found that a difference in breakdown rates reduced 
the effect of installing a buffer, while that of repair 
rates did not. Hence in our analysis, we have decided to 
keep the value of MTTR constant and calculate values of MTTF 
for different values of percentage line failures. Thus for 
. 
26 
each value of percentage of line failure, the corresponding 
value of MTTF is calculated, keeping MTTR as a constant. 
3.1.4. Selection of maximum number of stages to be analyzed: 
The majority of analytical work done in the field 
of buffer allocation has been concentrated on two and three 
stage lines. Buzacott [8] has suggested that the number of 
stages should be kept fairly small unless the cost of both 
storage capacity and dividing the line for a buffer are low. 
He has recommended that it might be difficult to justify 
more than five stages. In our analysis, we have studied 
~ lines that have two, three and four stages. 
3.1.5. Selection of Buffer capacities: 
As it has been proven by many of the previous 
researchers, the effectiveness of a buffer decreases with 
the increase in the value of buffer capacity; that is buffer 
effectiveness is a diminishing function of the buffer capac-
ity. The following were the buffer sizes that were analyzed 
in our study; o, 5, 10, 50, 1000. Buffer capacity of 1000 
was used to simulate the condition of infinite buffer capac-
ity. This enabled the study of line throughput when the 
buffer capacity is changed from zero to infinity. 
Two types of distributions, exponen~ial and con-
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stant, were tried for the MTTR. Exponential distribution 
has a coefficient of variation of 1.0 and for constant 
distribution the coefficient of variation is equal to 0.0. 
Thus the effect of coefficient of variation of MTTR on line 
performance could be analyzed. 
Buzacott has suggested that if there is a well 
defined repair procedure, e.g. repair by replacing the 
faulty unit, it is often a reasonable assumption that all 
stations have identical repair distributions. In our re-
search, it is assumed that all the stages have the same 
percentage of downtime and same values for MTTR and MTTF, 
during any specific run of the simulation. 
3.2 Description and construction of the models using XCELL+: 
3.2.1. Introduction to the XCELL+ simulation package: 
XCELL+ [93] is a computer application package that 
enables the building of a "logical model" of a manufacturing 
process. The model that is built can simulate the operation 
of a factory so that statistics of parameters such as line 
throughput, queue lengths before workcenters, and system 
utilization could be collected. 
Simulations of manufacturing processes have been 
used with considerable success for many years. 
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recently, the effort required to build such models using the 
specialized programming languages, was so great that the 
technique was not as widely used as it could have been. 
The price of simplicity in XCELL+ is some loss of 
both generality and power. These are sometimes classified as 
"quick and dirty" systems, meaning "quick with a limited 
level of detail". XCELL+ uses symbolic graphics rather than 
realistic pictorial graphics. That is, there is no attempt 
to make the XCELL+ model look like the real counterparts. 
XCELL+ is a menu driven software package. An 
example of the mode-tree of the menu system is shown in 
figure 1. An essential and fundamental characteristic of 
XCELL+ is the use of a uniform rectangular grid for the 
factory floor. The factory is represented as a uniform grid 
of cells. Essentially, to construct an XCELL+ model, one 
has to choose elements such as work cells, buffers etc. and 
position them in some cell of the factory floor. In the 
following paragraphs, the salients steps involved in the 
construction of a typical production line that has been used 
I 
in 'our research, are explained. 
3.2.2. Designing a typical ~actory model: 
The design mode allows the creation of a new 
! 
factory. The elements that make up the model are work cen-
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ters equal in number with the number of stages modeled, 
receiving and shipping areas, buffers in between each pair 
of stages, and a maintenance facility to service the work-
stations when they fail in a random manner. To begin with, 
a receiving area is created. The software then prompts the 
user to enter the part name that is received. After return-
ing to the main design menu, we create the work centers. 
Each work center is described by a specific process it 
performs. While defining the processing times for each work 
center, the user has an option of specifying a variety of 
distributions. It is also possible to define major and 
minor setup times for each process. XCELL+ has been de-
signed to model any form of distribution for the processing 
and repair times, using the Ramberg-Schmeiser density func-
tion. By choosing appropriate values for the four parameters 
of this function, any form of distribution could be emulat-
ed. 
For each work center, inputs and outputs have to 
be defined. The work centers are assigned to a maintenance 
facility. The values of mean time to failure and mean time 
to repair are specified for each work center. Between the 
work centers, buffers are defined. For each buffer, type of 
parts and their capacity has to be specified. After all the 
work centers and buffers are defined, the shipping area is 
designed at the end of the line. In all the simulation 
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runs, it is assumed that there is only one service crew (or 
maintenance team) to attend to the machines in case of 
failure. 
After the complete model is created, it could be 
stored using the file manager utility. The package provides 
options for analyzing the model before a sample run is made. 
The structural analysis option ensures that there is conti-
nuity existing between the workcenters; there is consistency 
in flow of part types within the system. The bottleneck 
analysis could check whether the system could meet a pre-
scribed value of throughput. This helps to identify the 
workcenters before which buffers are to be allocated to 
improve the system performance. Any fatal errors in the 
model are also detected during the analysis phase. 
3.3. Running of a model and collection of the results: 
One critical choice in the experiments conducted 
with simulation is the determination of the length of the 
simulation run. The system, in general, takes a while 
before it attains steady state. There is no general formula 
that provides the value of the length of simulation. 
The method adopted in this study is as follows: 
after the model is created, it is run for intervals of 5000 
time units. At the end of this period, the values of the 
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parameters like queue length, throughput etc. are recorded. 
The simulation was run again for 5000 time units. If there 
is less than 2% change observed in the cumulative values of 
the parameters, it means that the system has achieved 
steady state. Based on this technique, it was found that 
the system achieves steady state after 30000 
most of the cases. 
time units, 
~ 
/" ---0 
' 
• 1n 
In.any simulation run, it is essential to ensure 
that the final steady state values are not influenced by the 
initial transients. This is because the average values of 
parameters like throughput and utilization are based on the 
cumulative statistics that have been collected so far. When 
the model is constructed, the value of WIP in the system is 
zero. Also all the machines are up and running. However, 
when the factory is started on any typical day, there will 
be some amount of WIP in the system and some of the machines 
may be under repair. To tackle this condition, the normal 
practice is to clear all the statistical data collection 
arrays, after the simulation is run for a certain period of 
time. It could be ensured that all the initial transients 
are contained within this "warm-up" period. To decide on 
this hedging point, the value of the throughput of the 
system was plotted against time. It is found that in all 
the cases the transients die out before 10000 time units. 
It is very important while comparing the values under 
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different operating conditions, that all the experiments 
have been run for the same lengths of time, and that the 
statistical arrays were cleared after the same length of 
time. So as a general rule, all the simulation experiments 
were run for 30000 time units with the statistical arrays 
cleared after 10000 units of time. 
After any sample run, the package provides all the 
necessary results such as throughput, utilization of the 
workcenters and maintenance facilities, and average and 
maximum values of each buffer stock. It should be remembered 
that after each trial run is completed, choosing "restart 
results" option basically clears all the statistical arrays, 
while choosing "restart run" initializes the whole factory 
and is equivalent to starting a new run. 
3.4. Analysis of the simulation results: 
3.4.1. Buzacott's analytical model for two stage lines: 
Buzacott [8] had developed an analytical model for 
predicting the system throughput of two stage lines. He has 
also developed an iterative procedure for calculating the 
system efficiency for three stage lines. The simulation 
model developed for this thesis research was executed and 
the results compared with.the analytical model. It was 
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found that certain assumptions made in the analytical mod
el 
cause the system performance to always be overestimated. 
The 
model for two stage systems is described briefly here. 
The assumption of Buzacott's model is that when no 
stage is under repair, all the stages in the line operate
 
and there is no change in the stock levels. Thus he pre
-
sumes that the stock levels in the buffers change only 
during the breakdown of a stage. This may appear unreali
s-
tic in cases which have a need for buffer stocks, against
 
the minor line imbalances due to variation in cycle times
. 
The steps involved in the development of Buza-
cott's model for two stage lines, is briefly described 
below. 
Consider a multi stage production line. Let the 
MTTR of the 'i'th stage be Tcti· Let Fi be the frequency 
of 
breakdown of the 'i'th stage. For the case with zero buff
er 
storage, the total time that the line is down is the sum 
of 
the times that the individual stages are down. The effi-
ciency of the line is the ratio between the average cycle
 
time and the average production time. The average product
ion 
time is the sum of the cycle time and the average down tim
e 
of the line. Thus for zero buffer capacity, 
d 
Tc /Tp . ~ ....................... (3.1) 
· 35 
• 
where Tp 
At the other extreme, if there is infinite buffer 
storage between the stage, the stages are completely decou-
pled. The efficiency of 'i'the stage of a line with infinite 
buffer storage capacity • 1S, 
The overall efficiency of the line has the same 
value as that of the stage with the lowest efficiency. 
E (oo) . . . . . . . . . . . . • . . . . . ( 3 . 3 ) 
In a typical production system, the level of 
inventory between zero and infinity, the efficiency has a 
value intermediate between Eo and E(oo). 
For a two stage line that has a buffer capacity of 
'B', the efficiency is expressed as, 
E = Eo + D1h(B) ••..•••..•..••••..•••••. (3.4) 
where Eo represents the efficiency of the line with no 
buffer storage. The second term in the above equation repre-
sents the improvement in line efficiency due to the addition 
of buffer. For a two stage line, 
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D1 is the proportion of the time that stage 1 is 
down and is equal to, 
The value of h(B) is the ideal proportion of the 
down time o1 (when stage 1 is down) that stage 2 could be up 
and operating within the limits of buffer capacity b. 
Groover [28] has found that the above equations, 
the line efficiency is always overestimated. This is because 
Buzacott assumes that the two stages will never be under 
repair together. This also means that during the down time 
of stage 1, stage 2 is assumed to be always operating. 
However, it is realistic to expect that during the down time 
of stage 1, stage 2 may be down for certain portion of time. 
This downtime is determined by the efficiency of stage 2. 
Incorporating this correction, the efficiency of the two 
stage line could be expressed as, 
E - Eo + D1h(b)E2 ...................... (3.7) 
From the point of view of blocking or starving, a 
stage cannot break down while it is being starved or 
blocked. However, Buzacott's model does not take care of 
this condition. As the frequency of downtime increases, for 
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the same buffer capacity and for the same value of MTTR, the 
amount of times the stages are blocked or starved also 
I increases. The difference between the actual line effi-
ciency and the value predicted using Buzacott's model in-
creases with an increase in the frequency of downtime. Also 
with the increase in number of stages in the production 
line, the dependency between the stages increases. There are 
more occasions when more than one stage will be under re-
pair. There is also an increase in the percentage of time 
the stages in the front end of the line are blocked or the 
stages in the back end of the line are starved. Thus Buza-
cott's model looks deficient on these aspects. 
3.4.2. Comparison of simulation results for throughput with 
the results from Buzacott's model : 
A simulation model for the two stage lines was 
developed and run using XCELL+. The throughput of the two 
stage line is tabulated below. The value of throughput 
calculated using Buzacott's analytical model is also given. 
There is a good match between the two models for low values 
of the Percentage of Down Time (PDT) of the stages. The 
values of average throughput from simulation represents the 
average of two runs of 30000 time units, with two different 
random number streams. This was done to make the results 
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independent of the random number stream. The simulations 
were compared with Buzacott's results for both constant and 
exponentially distributed repair time distributions. 
1) Two stage analysis with PDT= 5% 
Case a: MTTR = 5 (canst) and MTTF - 95 (exp) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput 
XCELL+ 
54.5475 
55.8540 
55.9290 
56.2695 
56.4570 
(parts/hr) 
Buzacott 
54.2900 
55.6400 
56.0950 
56.7500 
56.9860 
Case b: MTTR - 5(exp) MTTF - 95 (exp) 
Buffer size 
0 
5 
10 
50 
1000 
39 
Throughput 
XCELL+ 
53.9664 
55.3284 
55.9680 
56.3856 
56.6565 
(parts/hr) 
Buzacott 
54.2900 
55.2550 
55.7100 
56.5900 
56.9800 
2) Two stage analysis with PDT= 15% 
case a: MTTR 
Buffer size 
0 
5 
10 
50 
1000 
= 5 (Const) and MTTF = 
Throughput 
XCELL+ 
44.2530 
47.0850 
48.0900 
49.7835 
50.2155 
28.33 (exp) 
(parts/hr) 
Buzacott 
44.2100 
47.5600 
48.6800 
50.3000 
50.8757 
Case b: MTTR - 5 (exp) and MTTF - 28.33 (exp) 
Buffer size 
0 
5 
10 
50 
1000 
40 
Throughput 
XCELL+ 
44.3670 
46.6005 
47.4144 
49.2885 
49.4460 
(parts/hr) 
Buzacott 
44.2100 
46.6000 
47.7400 
49.8900 
50.8500 
3) Two stage analysis PDT= 25% 
Case a: MTTR = 5 (canst) and MTTF - 15 (exp) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput 
XCELL+ 
36.0000 
38.9490 
40.6815 
42.8910 
43.1895 
(parts/hr) 
Buzacott 
36.0000 
40.5000 
42.0000 
44.1818 
44.9550 
Case b: MTTR - 5 (exp) and MTTF - 15(exp) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput 
XCELL+ 
36.0690 
37.4160 
39.3570 
41.1075 
42.2430 
{parts/hr) 
Buzacott 
36.0000 
39.2100 
40.7400 
43.6300 
44.9200 
Figure 2 is a plot of the above simulation re-
sults for two stage lines. It could be seen that as the 
frequency of down time increases, the throughout of the line 
decreases. Between the two cases of 5% and 25%, the slope of 
the initial portion of the throughput vs. buffer size curve 
is higher for the 25% case. Thus the effectiveness of the 
buffer increases with the increase in down time frequency. 
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Figure 3 is a plot which compares the simulation 
values with Buzacott's results for two stage lines with 
constant repair time distribution. Figure 4 represents a 
similar comparison for exponential repair time distribu-
tions. 
Let the line throughput without any buffer be P0 • 
For infinite buffers between the stages, the throughput is 
P00 • The difference between these two represents the maximum 
throughput that could be recovered for this system. If P8 
is the throughput for a buffer size of B, then a parameter 
called "Percentage capacity recovery" (PCR) could be defined 
as, 
PCR(B) ( PB - p O) I ( p 00 - p O) ......... ( 3 . 7) 
PCR could be used as an index to compare the 
different buffer capacity alternatives. This also serves as 
an important tool for selecting the "optimum" buffer capaci-
ty for a specific line, from the point of view of capacity 
recovery. 
The PCR values for the above mentioned cases of 
two stage lines are tabulated below. It can be seen that 
with an increase in the PDT, to achieve the same PCR value, 
we need to have higher buffer capacity compared to a case 
.I 
with low values of PDT. Also the absolute difference between 
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P00 and Po increases with increase in the frequency of down 
times. That is, installing a buffer gains more and more 
relevance with increases in PDT. 
3.4.3 Percentage capacity recovery values for two stage 
lines: 
1) PCR for two stage analysis with PDT - 5% 
Buffer size 
0 
5 
10 
50 
1000 
MTTR=5(const) 
0.00 
68.42 
72.35 
90.18 
100 
PCR(%) 
MTTR=5(exp) 
0.00 
50.63 
74.41 
89.93 
100 
2) PCR for two stage analysis with PDT=15% 
Buffer size 
0 
5 
10 
50 
1000 
MTTR=5(const) 
0.00 
47.49 
64.35 
92.75 
100 
46 
PCR ( % ) 
MTTR=5(exp) 
0.00 
43.98 
60.00 
96.89 
100 
3) PCR for two stage lines with PDT=25% 
Buffer size 
0 
5 
10 
50 
1000 
MTTR=5(const) 
0.00 
41.02 
65.12 
95.85 
100 
PCR(%) 
MTTR=5(exp) 
0.00 
21.82 
53.26 
81.61 
100 
Figure 5 indicates the plot of the PCR values of 
the above mentioned two stage cases with constant and geo-
metric repair time distribution. 
From these results, it can be observed that, for 
the same buffer size, going from constant distribution to 
exponential distribution for a specific value of repair time 
for the same buffer size the PCR values decreases. It should 
be kept in mind that the difference between P00 and P0 re-
mains the same, irrespective of the type of repair time 
distribution. The exponential distribution represents a 
case with maximum variability over the mean; that is, it 
has a coefficient of variation equal to 1. This indicates 
the need to control the amount of variability in production 
systems. Greater variability in the processing and repair 
times results in higher performance reduction due to stage 
interactions. 
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Figure 5. Percentage capacity recovery results 
for 2 stage lines 
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3.4.4. Buzacott's analytical model for 3 stage lines: 
Buzacott has developed an approximation method for 
calculating the efficiency of three stage lines. The effi-
ciency of the three stage line is given by, 
E = Eo + D1h13(~1,B2) + D2h23(B1,B2) ····~···· (3.8) 
I 
where Di is the proportion of the time stage 'i' is under 
repair, a~d hij(B1 ,B2 ) is the proportion of the time when 
stage 'i' is under repair and stage 'j' is up and operating. 
It is assumed that the repair time distribution is the same 
for all the stages. 
The three stage line can be divided into a two 
stage line by either the first or second storage point. The 
equations for h(B) for two stage lines have been developed 
by Buzacott using Markov chain analysis. Thus if the three 
stage line is approximated to be a two stage line with 
either the first or the second storage point, the line 
efficiency could be calculated. The iterative procedure is 
.described below. 
49 
• 
Given values of F1 , F2 , and F3 , 
Step 1: F23= F2 + F3(l-h32(b2)) ........ (3.9) 
Step 2: h12 (b1) - h(b1 ,r1 ) where ....... (3.10) -
r1 = F23/F12 
Step 3: F12 = F2 + F1(l-h12(b1)) ....... (3.11) 
Step 4: h32(b2) = h(b2 ,r2 ) where ....... (3 .12) 
r2 = F12/F32 
Starting with an assumed value of h32 , using the 
above mentioned steps, the value of h 32 is calculated, and 
the procedure is repeated until a specified value of toler-
ance is achieved between the successive values of h12 and 
h 32 . Substituting these values in Equation (3.8), the 
efficiency of the three stage line can be calculated. A 
Fortran 77 program, as listed in Appendix 1, was developed 
to perform this iterative procedure. The comparison between 
the throughput calculated with this analytical model and the 
simulation model is presented below. 
,, 
50 
3.4.5. Comparison of simulation results of throughput with 
the results from Buzacott's model: 
1) Three stage analysis with PDT= 5% 
Case a: MTTR - 5(const) and MTTF = 95(exp) 
Buffersize Throughput (parts/hr) 
·XCELL+ Buzacott 
0 52.0860 51.8200 
5 
10 
50 
1000 
54.5355 
55.3380 
56.6535 
56.7870 
54.8600 
55.6500 
56.6700 
56.9400 
Case b: MTTR - 5(exp) MTTR - 95(exp) 
Buffer size 
0 
5 
10 
50 
1000 
51 
Throughput (parts/hr) 
XCELL+ Buzacott 
51.3525 51.8200 
53.5740 54.0700 
54.3840 54.9800 
55.6335 56.4200 
56.0970 56.8700 
' . 
... 
2) Three stage analysis with PDT - 15% 
Case a: MTTR - 5(const) MTTF - 28.33(exp) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput 
XCELL+ 
39.4575 
44.1585 
46.3875 
48.2625 
49.2435 
(parts/hr) 
Buzacott 
39.2300 
46.1300 
47.9400 
50.2400 
50.8700 
Case b: MTTR - 5(exp) MTTF - 28.33(exp) 
Buffer • Throughput size 
XCELL+ 
0 39.1485 
5 42.7785 
10 44.1750 
50 47.5785 
1000 48.2040 
3) Three stage analysis with PDT - 25% 
Case a: MTTR 
Buffer size 
0 
5 
10 
50 
1000 
- 5(const) and MTTF -
52 
Throughput 
XCELL+ 
30.2385 
34.9005 
37.0545 
39.8940 
40.6980 
(partsLhr) 
Buzacott 
39.2200 
44.3400 
46.4000 
49.6800 
50.4300 
15(exp) 
(partsLhr} 
Buzacott 
3,0.0000 
38.7900 
41.1000 
44.0300 
44.9400 
..... 
Case b: MTTR = 5(exp) and MTTF = 15(exp) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput 
XCELL+ 
29.9220 
33.5310 
35.1780 
37.5915 
38.8575 
(parts/hr) 
Buzacott 
30.0000 
36.5100 
39.1400 
43.3200 
44.0100 
Figure 6 is a plot of the throughput of three 
stage lines using simulation results. It can be seen that, 
similar to the two stage line case, the throughput decreases , 
with increase in the coefficient of variation of the repair 
time. This difference between the two types of distributions 
increases as we increase the number of stages. Figure 7 is a 
comparison between)Buzacott's results and simulation re-
sults, with constant repair time distribution. Figure 8 is 
a similar plot with exponential repair time distribution. 
Between Figure 7 and Figure 8, it can be seen that as the 
coefficient of variation of repair time or the percentage 
down time increases, the difference between the throughput 
results from the simulation and Buzacott's model also in-
creases. 
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3.4.6. Percentage capacity recovery results for 3 stage 
lines: 
1) Three stage analysis with down time frequency - 5% 
Buffer size 
0 
5 
10 
50 
1000 
MTTR=5(const) 
0.00 
52.11 
69.17 
97.16 
100.00 
PCR(%) 
MTTR=5(exp) 
0.00 
46.82 
63.89 
90.23 
100.00 
2) Three stage analysis with down time frequency - 15% 
• Buffer size 
0 
5 
10 
50 
1000 
MTTR=5(const) 
0.00 
48.04 
70.78 
89.98 
100.00 
PCR{%) 
MTTR=5(exp) 
0.00 
40.08 
55.07 
93.09 
100.00 
3) Three stage analysis with down time frequency - 25% 
Buffer size 
0 
5 
10 
50 
1000 
MTTR=5(const) 
0.00 
44.57 
65.17 
92.31 
100.00 
57 
PCR(%) 
MTTR=5(exp) 
0.00 
, 
40. 39 
58.82 
85.83 
100.00 
Figure 9 is a plot-of the PCR values of the above 
mentioned cases with constant and exponential repair time 
' 
distributions. 
There are no analytical models that exist in the 
literature to calculate the efficiency (and thus throughput) 
of lines with more than three stages. However, it is felt 
that to draw any general conclusions about the behavior of 
the parameters of the multi-stage lines, it is necessary to 
simulate the four stage line with different MTTF values as 
J 
was done for two and three stage cases. 
In fact, with the above data for two and three 
stage lines, while comparing throughput and PCR values 
across the stages, we would have only two points. But if we 
could have one more point, we could determine whether a 
linear or non-linear relationship would best describe the 
behavior of the model. Thus it becomes necessary to simulate 
a four stage line. 
3.4.7. Throughput results for 4 stage lines: 
A model for a four stage line was developed and 
was run using XCELL+, and the throughput values under dif~ 
ferent operating conditions are listed below. 
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Figure 9. Percentage capacity recovery results 
for 3 stage lines 
rm 
PDT ==2(c) 
~ 
PDT ==5(e) 
.ik.: 
PDT ==15(c) 
·I· 
PDT =15(e) 
D 
PDT ==2S{c) 
>< 
PDT ==2::(e) 
,· 
1) Four stage analysis with PDT= 5% 
Buffer size 
0 
5 
10 
50 
1000 
Throughput(parts/hr) 
MTTR=5(const) MTTR=5!exp) 
49.9455 50.0550 
53.8185 52.2870 
54.9810 53.7060 
56.3880 55.6095 
56.3460 55.6335 
2) Four stage analysis with PDT - 15% 
Buffer size 
0 
5 
10 
50 
1000 
Throughput(parts/hr) 
MTTR=5(const} MTTR=5(exp) 
35.6820 35.6355 
41.6985 ~9.6600 
44.1270 
47.0910 
47.6550 
42.1635 
I 
45.4290 
46.1685 
3) Four stage analysis with PDT - 25% 
Buffer size 
0 
5 
10 
50 
1000 
Throughput(parts/hr) 
MTTR=5(const) MTTR=5(exp) 
26.1135 26.1180 
31.7280 30.4275 
33.8685 32.0115 
36.3810 34.1865 
37.1835 35.3550 
Figure 10 indicates the plot of the above men-
60 
,IL • 
tioned results. Figure 11 is a comparison of the two, three 
and four stage lines for PDT equal to 5%. Figure 12 and 
Figure 13 are similar plots for 15% and 25% PDT respective-
ly. It can be seen that the difference in throughout between 
the three stages increases with the increase in PDT value. 
3.4.8. Percentage capacity recovery values for 4 stage 
lines: 
1) Four stage analysis with PDT - 5% 
Buffer size PCR 
-
0 
5 
10 
50 
1000 
MTTR=5(const) 
0.00 
60.51 
78.67 
100.00 
100.00 
2) Four stage analysis with PDT - 15% 
Buffer size 
0 
5 
10 
50 
1000 
MTTR=5{const) 
0.00 
50.25 
70.53 
95.29 
100 
61 
MTTR=5(exp) 
0.00 
40.01 
65.45 
99.56 
100.00 
PCR 
MTTR=5{exp) 
0.00 
38.21 
61.98 
92.97 
100 
• ~I. . • ••• I ' ' ' ~. .. '. • ' . I , ...... 
. ' 
6Qt-----~~~~~---------------------------------, 
• 
PDT ==2(c) 
55 ~ 
•••••••••••••••• 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
PDT =E(e) 
..... 
,4.E) ·························································· . ··································· PDT ==1 E(c) 
·I· 
40 •••••••••••••••••••••••••••••• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• PDT=1E(e) 
D 
PDT=25{c) 35 •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• ••••••••••••••• 
)( 
PDT ==25{e) :3() ····························· 
•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
\ 
25 
0 5 10 1CCO 
Buffff size 
• Figure 10. Throughput results for 4 stage lines 
• 
60 
55 . .. .... .. .. ....... .. . . . .................. . • ••••••••••••••••••••••••••••••••••••••••••••••••••••• 
~ ················· ..•................•.......•...........••••••...••..•.................................... 
45L----------.----.-----.----.----
0 5 10 1CCO 
Buffff size 
Figure 11. Comparison of throughput results for 
I 
2, 3, and 4 stages at PDT=5(const.) 
----
2 stage 
~ 
3 stoge 
.. 
4 stage 
; . 
\ 
<• 
. . . 
' .. ' • , t •• 
:J 
0. 
..c.. 
Ol 
~ 
I-
55--------------------:-------, 
--•--
.AQ 
·········································· Lf ••••••••••••••••••• .••••••••• ·•••••••••••••••••••••••••••••••••• 
351.----,.,----y------r-----.------.-----' 
. 
0 10 1CCO 5 
Buffa- size 
Figure 12. Comparison of throughput results for 
2, 3, and 4 stages at PDT=l5(const.) 
... 
2 sb"Jge 
~ 
3 stage 
.... 
4 stage 
' 
45r------------------, 
Li() ............................................. . ...................... ~~ .. -::-:: ... : .. ~----~·-··············· 
~ ..•...•........••.•..••......•••... .................•..•.. ····························-··············· 
:31:) .......................... . ..••••...•.•.•.••......•..••••••.•••.•..•....•.......•....................... 
25 "---...-------,.-------,.---.---------
D 5 10 1CCO 
Buffer size 
Figure 13. Comparison of throughput results for 
2, 3, and 4 stages at PDT=25(const.) 
--,•--
2 stoge 
~ 
3 stage 
... 
4 stage 
( 
' 
r 
' i 
• 1 
3) Four stage analysis with PDT 25% 
Buffer size 
0 
5 
10 
50 
1000 
MTTR=5(const) 
0.00 
50.72 
70.05 
92.75 
100.00 
PCR 
MTTR=5(exp) 
0.00 
46.65 
63.80 
87.35 
100.00 
The PCR values for the above mentioned four stage 
analyses for constant and geometric repair time distribution 
have been plotted in Figure 14. 
Figure 15, Figure 16, and Figure 17 represent 
the variation of the PCR with the number of stages for 5, 
15, and 25% PDT respectively. It is seen that the value of 
PCR for any specific value of MTTR and MTTF, is independent 
of the number of stages. Thus PCR could be used as a gener-
al performance parameter to measure the effectiveness of 
buffer installation, irrespective of the number of stages. A 
regression model has been developed in the next chapter, 
between the buffer capacity and PCR. This would help in 
calculating the percentage recovery in capacity that could 
be achieved by installing a buffer of a specific size. 
3.5. Bottleneck analysis of two stage lines: 
Most of the analytical models that are available 
~ 
in the literature assume that production lines are 
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Figure 16. Comparison of PCR values for 2, 3, and 4 
stages at PDT=lS(const.) 
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perfectly balanced; that is, the cycle time at all the 
stages have the same mean processing time. But it may be 
expected that there are minor imbalances or variations in 
the mean processing times of the stages. 
In our research so far, we have assumed that the 
stages have constant processing times with no variability. 
In the bottleneck analysis, we therefore, assume that the 
stages have slightly different mean processing times, while 
still being subjected to random failures. 
Conway [16] et.al., reports about the existence of 
the mirror phenomenon in production lines. What this means 
is that there is no difference in system performance meas-
ures between the following two cases; stage 1 being faster 
than stage 2 or stage 2 being faster than stage 1. Other 
researchers have also observed similar phenomenon in lines 
with three or four stages. This is of great help in reduc-
ing the number of experiments needed to study the effect of 
buffer storage on processing time imbalances. 
The simulation experiment involved studies with 
stage 1 processing time equals 0.75 and 1.25 while that of 
stage 2 being maintained at 1.00 time unit. It is obvious 
that the stage with the higher processing time is the one 
that decides the line throughput. In any line with bottle-
necks, the bottleneck must be utilized to the maximum. The 
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buffer thus helps to keep the bottleneck.running even when 
the faster running stage is under repair . 
.. 
As with the experiments so far, the processing 
times of the stages have constant values. The stages are 
subjected to random repairs, with exponentially distributed 
MTTF. 
3.5.1. Throughput results for bottleneck analysis with the 
processing time of station 1 equal to 0.75: 
1) Two stage bottleneck analysis (PDT=5%) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput(parts/hr) 
MTTR=5(const) MTTR=5(exp) 
54.9612 54.7170 
56.6988 56.3655 
56.8932 56.2905 
56.9256 56.6040 
56.9415 57.1455 
------------------------------------------------------------------
2) Two stage bottleneck analysis ( PDT - 15%) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput(parts/hr) 
MTTR=5(const) MTTR=5(exp) 
46.0530 46.1130 
49.8675 48.0645 
50.2032 49.7370 
50.2140 49.8180 
50.2500 50.1630 
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3) Two stage bottleneck analysis ( PDT =25%) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput(parts/hr) 
MTTR=5(const) MTTR=5(exp) 
38.0400 38.3490 
42.3060 41.1420 
43.2928 41.8005 
43.3665 42.9015 
43.6800 43.2945 
Simulation studies were also conducted for bottle-
neck analysis of 2 stage systems with stage 1 being slower 
than stage 2. The results of this study are tabulated 
below. 
3.5.2. Throughput results for bottleneck analysis with 
processing time of stage 1 equal to 1.25: 
1. Two stage bottleneck analysis (PDT=5%) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput(parts/hr} 
MTTR=5(const) MTTR=5(exp) 
44.1285 43.7685 
45.2832 45.1215 
45.3810 45.3705 
45.6885 45.4065 
45.6855 45.5160 
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2. Two· stage bottleneck analysis (PDT - 15%) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput(parts/hr) 
MTTR=5(const) MTTR=5(exp) 
36.5895 36.4605 
39.9210 39.0690 
40.0680 39.6570 
40.3230 39.7170 
40.5550 39.8340 
3. Two stage bottleneck analysis (PDT - 25%) 
Buffer size 
0 
5 
10 
50 
1000 
Throughput(parts/hr} 
MTTR=5(const} MTTR=5(exp} 
30.3120 30.5805 
32.2695 32.6130 
34.7340 33.6615 
34.7415 34.0875 
34.9005 34.1475 
Figure 18 indicates the plot of throughput vs. buffer 
capacity for the bottleneck, with PDT equal to 5%. It can 
be seen that for the case of balanced line and the case with 
stage 1 processing time equal to 0.75, the throughput values 
are very close. This is because in both the cases the stage 
with processing time equal to 1.00 determines the line 
throughput. However, in the case when stage 1 has process-
ing time equal to 1.25, the line throughput is considerably 
lower than the two previous cases. 
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Figure 18. Bottleneck analysis for 2 stage 
lines with PDT=5(const.) 
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Figure 19 and Figure 20 are also similar plots 
~ 
when PDT equal to 15% and 25% respectively. It is observed 
that for any value of PDT, for the cases with balanced line 
and the case with processing time of stage 1 equal to 0.75, 
the throughput at infinite storage is the same. This is 
because at infinite storage, the stages are completely 
decoupled. The average processing time in both the cases 
becomes equal to 
Tp = Tc ( 1 + MTTR/(MTTF+MTTR)) ........ (3.13) 
where Tc is the cycle time of the slower stage in the line. 
This is equal to 1.00 in both these cases. The effect of 
reduction in throughput due to blocking or starving is not 
observed at infinite buffer capacity for these two cases, 
thus giving the same value of throughput. 
The difference in throughput between the balanced 
line and the line with stage 1 being faster than stage 2 
increases, with the increase in the PDT. This is because 
when the PDT increases, the percentage of time the stations 
are blocked or starved also increases. But in the case when 
stage 1 has processing time equal to 0.75, for low values of 
buffer capacity, the percentage of time stage 2 is starved 
is less, compared to the case of balanced line. Thus the 
stage that is faster also acts like a buffer, in addition to 
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the buffer capacity between the stag
es. This effect becomes 
especially distinct for low values o
f buffer capacities. 
The difference between P00 and P0 red
uces when the 
bottleneck becomes more and more sev
ere; that is, as one 
stage becomes progressively faster o
r slower than the other. 
Thus the concept of buffer storage a
llocation has its rele-
vance only for production li~es that
 have minor imbalances 
in processing times and/or short term
 imbalances due to 
station down times. 
3.6. Discussion of the Bowl Phenomen
on: 
Numerous studies have considered the
 effects of 
various design factors upon the effi
ciency of series systems 
that have stochastic operation time
s. It has been found 
that in certain cases the efficiency
 of the line containing 
variable-time stations is affected b
y the magnitudes and 
locations of the variances along the
 line. The consequences 
of selectively positioning varianc
es within a line have 
been treated by Kala and Hitchings [44], C
arnall and Wild 
[14], Rao [75], and others. 
Hillier and Boling [33], using classical q
ueuing 
theory, have shown that if service 
time of stations in a 
series system are exponentially dist
ributed, and if buffer 
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stock capacities are limited, it is possible to achieve 
greater output levels for cases where the system is unbal-
anced rather than for cases where mean output rates are all 
equal. 
Payne [69] has also concluded that idle time may be 
reduced if operations having greater mean times or greater 
variability are placed towards the end of the line. This is 
similar to our initial recommendation that the bottleneck 
should be utilized to its fullest potential, without being 
starved or blocked by other stations. A station that is in 
the middle of the line stands a greater chance of blocking 
or starving compared to a station at the ends. Thus while 
allocating workload to the stages in a line, lower mean 
processing times should be assigned to the stages in the 
middle of the line. 
Carnall and Wild [14] support the existence of a 
bowl shaped phenomenon and extend it to the case of changing 
stage variances rather than mean output rate. They conclude 
that the bowl phenomenon may arise from either imbalance of 
means or imbalance of variances and suggest that the "mean 
effect" and the "variance effect" may be additive. 
After conducting extensive experimental studies, 
El-Rayah [19] has concluded that, under certain conditions, 
the bowl effect applies not only to the arrangement of mean 
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times, but also to that of variability. But El-Rayah has 
used means with different values of coefficient of variation 
(CV), which is only a measure of relative variation. The 
absolute variability is measured only by standard deviation. 
Thus there is some confusion relative to whether the bowl 
phenomenon is caused by an imbalance in means, an imbalance 
in variability, or a combination of these factors. 
Thompson [86] has performed a thorough investiga-
tion using simulation to clarify the role of some of the 
above mentioned factors in the existence of the bowl phe-
nomenon. He simulated a three station line with zero buffer 
stock, for each configuration of the three-station means, 
1.04 , 1.04, and 0.92, with CV=0.3. It was found that the 
system output rate is significantly higher for the case 
where the station having the smallest mean is placed in the 
middle of the line. 
The same experiment was repeated with standard 
deviation (rather than CV) being equal to 0.3. Even in this 
case placement of the station with smallest mean gave a 
slightly higher output than the other cases. But the re-
sults were not found to be statistically significant. This 
suggests that the arrangement of the means within a line has 
little or nothing to do with the output level of the system. 
Next, station mean times were held constant and 
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various arrangements of CV= 0.3, 0.3, and 0.15 were simulat-
• 
ed. In this case the standard deviation and coefficient of 
variation are always equal. It was found that if the sta-
tion with the smallest absolute variability is placed in the 
middle of the line, the output of the system was signifi-
cantly higher (in a statistical sense). 
These studies indicated that there exists a sig-
nificant bowl phenomenon as it relates to the placement of 
variance within a series production line when in-process 
inventories are severely restricted. But a dimunition of 
the bowl effect was observed as the buffer stock capacities 
are increased. When the last of the above mentioned exper-
iment was repeated with buffer capacity of 2 between the 
stages, the bowl effect becomes insignificant. 
Similar studies were conducted for lines with five 
stages, and it was found that there exists no statistically 
significant increase in output level associated with the 
location of the lowest mean. On the other hand, location of 
the least variable operation time in the middle of the line 
gave significantly superior output compared to the other 
arrangement options. 
Based on all these findings by Thompson, it could 
be concluded that bowl phenomenon exists in series produc-
tion lines only when the in-process inventories are severely 
82 
restricted. As suggested earlier, it is always beneficial 
to have least variability in the middle of the line. This 
is because for lines that have less in-process inventories, 
' 
the loss in throughput due to coupling between stages in-
creases with an increase in processing time variability. 
All the analytical and simulation models that have 
been developed so far assume a "push" type of operation, 
rather than a "pull" type. They assume that there is an 
infinite amount of raw materials available for the first 
stage, and that there is an infinite amount of space pvail-
able at the end of the line, wherein the finished components 
from the last stage can be stored. It should be realized 
that all the above mentioned conclusions about the bowl 
phenomenon hold good only under the "push" situation. The 
reason for obtaining a better output level by moving the 
more variable stations to the ends of the line, is mainly 
because at the ends of line, compared to the middle, there 
is less blocking and starving due to the assumption of 
"infinite availability". Thus we are basically masking the 
problem, through the redistribution of the line variability. 
But the concept of "infinite availability" is losing its 
relevance in a typical manufacturing environment, as more 
and more industries are making efforts toward "just-in-time' 
and reduction of work-in-process inventory. It may be 
recommended as a possible avenue of study in the future, to 
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investigate whether the bowl phenomenon exists for non-zero 
· buffer capacities for lines that have restricted availabili-
ty of raw materials and restricted space for finished-good 
inventory. 
• \ 
··~ 
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Chapter IV. 
Development of models for predicting 
optimum buffer capacities 
The results of the last chapter provide some 
insights into the effect of various production line parame-
ters on the output of the line. The key variables that 
were considered in the simulation studies mentioned so far 
are, 
a. Number of stages 
b. Interstage buffer capacity 
c. Percentage down time of the stages 
d. Coefficient of variation of the repair time 
e. Ratio of the processing times of stages (only 
the case of two stage bottleneck analysis) I 1n 
It was seen that the line throughput was a concave 
function of the buffer capacity; that is, the improvement in 
the throughput levels for an addition of a unit of buffer 
capacity becomes less as the buffer capacity is increased. 
The results obtained can be classified under two 
categories. One is throughput and PCR values for 2, 3, and 4 
stage analyses where all the stages had the same value of 
cycle time. These results help us to draw general conclu-
sions and predict the behavior of systems with different 
number of stages in the line. 
The second set of results are for the two stage 
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bottleneck analysis. Using these, we could predict how the 
ratio of the processing times of the stages affects the 
effectiveness of buffers on improving line throughput and 
PCR. But these results apply only for a two stage case. 
Multiple linear regression is a technique that can 
be used to derive an empirical model whenever the output is 
dependent on more than one independent variable. The above 
mentioned simulation experiments were carried out for only a 
few combinations of the independent variables - number of 
stages, buffer capacity, MTTR, MTTF, etc. However, if an 
empirical model for system throughput and percentage capaci-
ty recovery could be developed using the results of simula-
tion, it would be possible to predict the system performance 
under any combinations of the operating conditions. 
Before fitting a regression model for each of the 
above cases, it becomes necessary to consider whether there 
are any second or third order interactions among the various 
independent variables. From the plot of throughput vs. 
buffer storage for all the cases, it could be observed that 
the relation is close to linear for low values of percentage 
down times(PDT), and for low values of number of stages. The 
relation appears to be parabolic or cubic as PDT or the 
number of stages is increased. 
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4.1. Two stage bottleneck analysis: 
4.1.1. Analysis of variance for throughput: 
were 
In the bottleneck analysis, the cases considered 
i. when stage 1 is faster ( processing time =0.75) 
compared to stage 2. 
ii. when stage 1 is slower (processing time =1.25) 
compared to stage 2. 
In the experiments mentioned in the previous 
~ 
chapters, we have studied the output and PCR for 2 stage 
lines that are balanced; that is both stages have cycle 
times equal to 1.00. Thus, including the above two cases, 
we have three sets of data to develop models of the bottle-
neck analysis. 
Due to large number of data points from our exper-
iments and number of variables in the model, it was decided 
to use SAS (Statistical Analysis System) for performing the 
d 
Analysis of Variance (ANOVA) and the Regression Analysis. 
Using the VAX/VMS editor a data file containing 
values of the independent and dependent variables was creat-
ed. A sample listing of the SAS code for performing the 
ANOVA for the two stage bottleneck analysis is given in 
Appendix 2. 
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The program perfor1c1s a step-wise regression proce-
dure to calculate the factors of significance. For each 
iteration, one of the independent variables is included and 
the mean square error (MSE) of the model is determined. If 
the MSE value decreases significantly from that of the 
previous iteration, then the factor is considered to be 
statistically significant. In this model, to consider 
second and third order interactions, products of all the 
factors were entered as the input for the iterative proce-
dure. 
The various steps involved in the iterative ANOVA 
for two stage bottleneck analysis are listed in Figure 21. 
From the model, it is found that the level of 
significance is very high for the following factors; 
D - Percentage down time 
R - ra.tio between processing time of station 2 to that 
of station 1 
DB= Product of percentage down time and buffer 
capacity of the stages. 
DBSQ - product of square of the buffer capacity 
and the percentage down time. 
It could be observed that the R2 value of the 
model becomes 0.5997 and 0.8559 after the inclusion of 
factors D and R respectively. From this it improves only to 
0.8661 and 0.8819 after the addition of factors DB and DBSQ 
respectively. This means that the system model could be 
described to a large extent by a regression model containing 
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Figure 21. Summary of ANOVA of throughput results 
for 2 stage bottleneck analvsis 
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D and R only. The factor DBSQ gains its importance only for 
higher values of buffer capacity. As seen earlier, PCR 
values improve greatly only for low values of buffer capaci-
ty. It is interesting to note that CV of repair time distri-
bution does not show up as a significant factor during the 
regression analysis. 
4.1.2. Regression model for throughput: 
A regression model was developed for the above 
mentioned data, using the factors that were chosen in the 
ANOVA. The analysis of variance of this model and the 
parameter estimates (coefficients of the factors) are given 
in Figure 22. Thus the final model for throughput from a 
two stage bottleneck analysis is given by, 
TPUT = 38.04 - 0.778*D + 17.077*R + 0.0034*D*B -
32*D*B2 *10-6 ............................... ( 4 .1) 
where Dis the percentage down time of the stages, 
R is the ratio of processing time of stage 2 to 
stage 1, and 
Bis the buffer capacity between the stages. 
In order to ensure that the mean square error 
values in an empirical model are perfectly random in nature, 
it is a standard practice to plot the model residuals. Thus 
if the errors are perfectly random, no specific pattern will 
.... 
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Figure 22. Results from multiple linear regression 
of throughput values from 2 stage 
bottleneck analysis 
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be observed in the plots. In Figure 23 a, b, c, d, and e, 
the residuals from the above mentioned empirical model are 
plotted against the total predicted value, and then against 
all the individual factors. This is because when the pre-
dicted values are plotted against the model residuals, the 
cumulative effect of all the factors may suppress any pat-
tern. Sometimes, plotting the residuals against each of the 
individual factors would help in the discovery of a pattern, 
if any exists. Since no pattern is observed in any of these 
cases, all the errors of this model are assumed perfectly 
random in nature. 
4.1.3. Analysis of variance for percentage capacity recovery 
values: 
An ANOVA was performed for the PCR values of the 
bottleneck analys~s. It was found that the main factors are 
B B2 d B3. 
' 'an Subsequently, a regression model was de-
veloped using these factors. The results of the ANOVA and 
the multiple linear regression model are described in Figure 
24 and Figure 25. 
4.1.4. Regression model for PCR values: 
The final model for Percentage Capacity Recovery 
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of the two stage bottleneck analysis is given as, 
PCR = 5.408 + 9.76*B - 0.16807l*B2 + 0.00016*B3 ... (4.2) 
with a R2 value of the model equal to 0.8826. A plot of the 
·residuals against the predicted values and all the factors 
of the model is shown in Figure 26 a, b, c, d. It may be 
seen that in Fig.b, c, and d, there exists a point "R". In 
these plots "A" corresponds to one observation, "B" stands 
for two observations and so on. Thus "R" stands for the 18 
data points that correspond to the buffer size of 1000. We 
have to ensure that these points do not represent an outli-
er. Thus a new data file was created, after removing all 
these points from the original capacity recovery data file. 
The multiple-linear regression analysis was repeated; it was 
found that the factors of significance were the same as that 
of the old model. This validates that the point "R" does 
not represent an outlier. The parameter estimates for the 
two models are listed in Figures 27 and 28. 
} 
\ 
\ 
4.2. Development of Models for 2, 3, and 4 stages: 
4.2.1. ANOVA for throughput: 
The previous model was meant to study the effect 
of line imbalances, as applied to a two stage line. This 
section describes a study of how a balanced system behaves 
Cl 
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Figure 27. Regression results for model with data 
points corresponding to "R" included 
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Figure 28. Regression results for model with data ·· 
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Q 
when the number of stages is a variable. our aim was to 
develop models that could predict the throughput and PCR 
values of multi-stage lines. An input data file was created, 
containing all the independent variables: the cycle times, 
percentage of down time(D), coefficient of variation of 
repair time(CV), buffer size(B), and number of stages(S) was 
created. 
ANOVA was conducted using these data points, to 
identify the key factors involved in the model for through-
put. Using step-wise regression procedure, it was found 
that entering factors D, S, D*B, and D*B2 into the model 
provides a final R2 value of 0.9449. The results of the 
ANOVA are shown in Figure 29. 
4.2.2. Regression for throughput: 
Based on this, a multiple-linear regression analy-
sis was performed for the throughput of multi-stage lines. 
The results of the model are given in Figure 30. It is seen 
once again that the factor D*B2 has its relevance only for 
higher values of buffer capacity. Also from the ANOVA it is 
seen including this factor improves the R2 value from 0.9022 
to 0.9449. 
... 
Thus the final model for throughput for multi-
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Figure 29. summary of 'ANOVA for throughput results 
of 2, 3, and 4 stage analysis 
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Figure 30. Results of multile linear regression analysis 
for 2, 3, and 4 stage throughput values 
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stage lines is, 
TPUT = 66.39 - 1.077*D - 2.373*8 + 0.0063*D*B -
6.0*D*B2*10-6 ...•.......................... (4.3) 
A plot of residuals against the predicted values 
and all the factors of the model are shown in Figure 31 a, 
b, c, d, and e. This verifies that the errors of the model 
are perfectly random in nature. 
4.2.3. ANOVA for PCR values: 
For the PCR values of the 2, 3 and 4 stage analy-
sis, an ANOVA was performed to determine the factors of 
importance. These are listed in Figure 32. Following this a 
multiple-linear regression model was fit for the PCR values, 
using the factors recommended from ANOVA. The results of 
this are listed in Figure 33. It is seen for an R2 value 
of 0.9649, the significant factors are B, B2 , and B3 . 
4.2.4. Regression model for PCR values: 
The final model for PCR of multi-stage lines is, 
PCR - 3.249 + 7.832*B - 0.1269*B2 + 0.00012*B3 ... (4.4) 
Similar to the analysis of 2 stage bottleneck 
results, plot of the residuals against the predicted values 
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and all the factors, as seen in Figure 34 a, b, c, and d. 
Even in this model points corresponding to buffer size of 
1000 appear far separated from the rest of the points. After 
all the data points corresponding to buffer size of 1000 
were removed, the regression was repeated, and it was found 
that the factors of significance were the same as that of 
the old model. This is seen from Figure 35. and Figure 36; 
thus the points corresponding to "R" are not outliers. 
From the regression models fitted for the PCR 
values, it is seen that PCR is independent of the number of 
stages in the line. Similar observations have been made by 
Conway [16] et.al. This serves as an important result, as it 
enables the prediction of the buffer effectiveness for lines 
of any number of stages. For example, consider a multi-stage 
production line with provision for interstage buffer stor-
age. The market demand for any product determines the 
throughput required from the production line. Based on our 
model for throughput, and given all the parameters of the 
line (e.g. MTTR, MTTF, and number of stages), it is possible 
to calculate the buffer size needed to meet the demand. 
Using the model for PCR, and with the above calculated 
buffer capacity, the amount of capacity recovery due to 
buffer installation can be estimated. This could indicate 
the effectiveness of employing buffers in this specific 
production line. 
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Chapter V. 
CONCLUSIONS 
5.1. Summary of results and applicability of models for 
capacity estimation: 
A good deal of detailed methodology is available 
for solving individual problems in production flow lines, 
usually assuming rather idealized operating conditions. 
Simulation studies prove to be an excellent alternative in 
understanding the interrelationships between the of the 
various elements of a production system. They enable the 
realistic estimation of the system capacity. 
This thesis research has provided us with the 
following observations regarding production flow lines: 
1) The interference loss in production lines may be reduced 
> 
I 
l by placement of buffers between workstations, but the im-
provement diminishes rapidly with increased buffer size. 
I 
I 
2) Using the simulation results for percentage capacity 
I 
recovery, it is seen~1that the amount of buffer capacity 
required to recover )bout 60 to 70% of the lost capacity, • lS 
less than 10 in most of the cases. In all our experiments, 
MTTR and the stage processing times were equal to 5.0 and 
1.0 time units respectively. Thus a buffer storage capacity 
125 
-equal to two times the ratio of MTTR to stage processing 
time could be used as a good starting estimate in our ef-
forts to optimize the buffer levels. 
3) From our bottleneck analysis of production lines, it was 
found that the maximum capacity that could be recovered is 
inversely proportional to the imbalance in stage processing 
time. Thus buffer capacity allocation studies have relevance 
only in lines with minor variances or short term imbalances. 
Improvement of throughput in cases with large imbalances 
could be done only with rebalancing the lines or improving 
the machine reliability. 
4) Percentage Capacity Recovery serves as an important 
production line performance parameter that is independent of 
the number of stages in a line. Thus a specific value of 
buffer storage recovers almost the same amount of lost 
\ 
capacity, no matter whether it is a line ~~ith two, three or 
many stages. 
5) All the researchers that have studied the "bowl" phenome-
t29n so far, have assumed that there is infinite supply of 
parts to the first stage, and that there is infinite storage 
space for finished goods at the end of the line. Thus 
their recommendations to create minor line imbalances is 
relevant only in a "push" type of environment. Moreover, 
) 
. 
this phenomenon becomes insignificant when buffers of even 
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small sizes are allocated in the lines. 
This thesis research has resulted in the develop-
ment of models for choosing optimum buffer capacities in 
production lines. Given the existing setup of the produc-
tion line and the current required throughput, using the 
model for throughput, it is possible to calculate the re-
quired buffer capacity. This buffer capacity could be 
substituted in the model for percentage capacity recovery, 
to calculate how much of lost capacity in the factory is 
recovered, through the installation of the proposed buffer 
storages. In fact, these two steps could be performed itera-
tively, to fine tune the production system to meet the 
throughput requirement better. 
5.2. Relevance of this research in a JIT environment: 
Most manufacturing companies are in the process of 
reorganizing their manufacturing operations so that WIP and 
lead time are reduced, and flexibility and quality are 
improved. One of the tools towards these goals is adopting r-·~· ... 
) 
the Just-in-Time philosophy. This enables looking at the 
manufacturing operations from a systems perspective and 
cutting down inventory at all stages. But it should be 
remembered that one cannot just shut down the factory for a 
month, and work towards implementing JIT. If the daily 
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production schedules are not satisfied, and if the customer 
demands are not met, one may find himself out of business 
very soon. The existing amount of WIP will have to be 
reduced only in a progressive manner. 
As seen during this research, it is equally important 
to provi~e adequate inventory around stages with variability. 
Reducing this fnventory may even be counter-productive. 
Models similar to the one that we have developed enables the 
estimation of just the right amount of inventory required to 
meet the throughput. So as a first step towards JIT, one 
can estimate this buffer capacity and cut down the excess 
inventory existing in the shop floor. As a next step, • in-
stead of learning to live with the system imbalances and 
variability, one should try to reallocate work loads or 
provide preventive maintenance to improve machine reliabili-
ties. This is in par with the philosophy of "continuous 
improvement". 
Referring to the analogy of "water and rocks", 
models like ours help to estimate the right level of water 
required for safe sailing. As a next step, one can work 
towards removing the rocks. Empirical models, similar to the 
ones developed in this research would make the problems 
existing in the production system more visible. 
Sometimes it may be impossible to achieve the ultimate 
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goal of zero inventory. In such cases, KANBANs are employed 
to dampen minor system imbalances. Again, estimation of the 
size of the KANBAN is necessary. It was observed that about 
80 to 90% of the lost capacity could be recovered by in-
stalling a few buffer storages. Our models for calculating 
the "optimum" buffer capacity could be utilized in deciding 
the size of KANBAN, provided all the system parameters are 
available. 
After implementing measures of variability reduction, 
and reliability improvement, the variation in the levels of 
KANBAN should be observed. If the levels never change, then 
it means that the levels could be cut down further. If a 
KANBAN is always full, it means that the operation following 
the KANBAN is a bottleneck. This would call for steps to 
increment the KANBAN size at that specific location. These 
kind of iterations help to tune the production system better 
to the needs of the market. 
Any reduction in WIP level also leads to improvement in 
quality. Reduced WIP means smaller batch sizes. This helps 
to identify and rectify the problems more quickly, rather 
than detecting the problem after so much value has been 
added. Thus, identifying the right amount of WIP required 
before the stages is the first step towards implementing the 
concept of "total quality control (TQC)". 
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It is impossible to model or simulate "the production 
system", whose results could be universally applied. Each 
production line is unique in terms of processing time dis-
tributions, repair time distributions, levels of inventory, 
and frequencies of down times. To optimize any system, the 
final solution is to simulate it with all combinations of 
variables. Research similar to this thesis, by providing 
some vital insights into the behavior of production systems, 
could be of great help in reducing the combinations of 
variables that are to be simulated. 
5.3. Recommendations for future research: 
Some of the possible future enhancements to this thesis 
research are as follows: 
1) Instead of modeling a "push" system with infinite avail 
ability at both the ends of the line, efforts to model a 
"pull" system with limited input and output to the system 
could be carried out. 
2) Throughput was the only output variable that was consid-
ered in this research. Steps to include "cost" in this 
framework could be tried. Following up this with an optimi-
zation model may also be beneficial. 
3) The bottleneck analysis was carried out only for lines 
with 2 stages, to get a "feel" for the effect of bottlenecks 
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on the optimum buffer capacity. This could be extended to 
lines with more than 2 stages to check whether similar 
trends are observed. 
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Appendix. A. 
.\ 
1. Listing of the program for calculating throughput of 3 
stage lines with constant repair time distribution: 
write(*,1) 
1 format(2X, 'ENTER THE VALUE OF BUFFER CAPACITY',2X) 
read(*,*)Z 
write(*,2) 
2 format(2X,'ENTER THE VALUE OF MTBF',2X) 
read(*,*)TF 
write(*,3) 
3 format(2X, 'ENTER THE VALUE OF MTTER',2X) 
read(*,*)TD 
fl=l.O/tf 
f2=fl 
f3=fl 
$ The cycle time is a constant equal to 1.0 
tc=l.O 
$ The initial estimates for h 12 and h 32 have been 
$ chosen as 0.5. 
h12=0.5 
hold=h12 
10 r2=(f2+fl*(l.O-h12))/f3 
call buff(r2,z,td,q) 
h32=q 
write(*,*)h32 
rl=(f2+f3*(1.0-h32))/fl 
call buff(rl,z,td,q) 
h12=q 
if(abs(h12-hold)).le.O.Ol) then 
goto 40 
else 
hold=h12 
goto 10 
end if 
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40 eO=tc/(tc+fl*td+f2*td+f3*td) 
,-
41 
temp=td/(tc+fl*td+f2*td+f3*td) 
dl=fl*temp 
d2=f2*temp 
d3=f3*temp 
e2=tc/(tc+f2*td) 
e=eO+(dl*h12+d2*h32)*e2 
tp=tc/e 
tput=60.0/tp 
write(*,41)tput 
-
format(2x, 'THE THROUGHPUT (PARTS/HR) IS',2X,El3.6,2X) 
stop 
end 
subroutine buff(r,z,td,q) 
L=int(z/td) 
v=z-(L*td) 
tl=r*(l.O-(r**L))/(1.0-(r**(L+l))) 
t2=v*(r**(L+l))*((l.O-r)**2.0) 
yl=(r**(L+l.O) 
y2=(r**(L+2.0) 
t3=td*(l.O-(yl))*(l.O-(y2)) 
t4=t2/t3 
q=tl+t4 
return 
end 
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2. Listing of the program for calculating throughput of 3 
stage lines with geometric repair time distribution: 
Write(*, 1) 
1 format(2x, 'ENTER THE VALUE OF BUFFER CAPACITY',2x) 
read(*,*)z 
write(*,2) 
2 format(2x, 'ENTER THE VALUE OF MTBF',2X) 
read(*,*)tf 
write(*,3) 
3 format(2x, 'ENTER THE VALUE OF MTTR',2x) 
read(*,*)td 
fl=l.O/tf 
f2=fl 
fJ=fl 
tc=l.O 
h12=0.5 
hold=h12 
10 r2={f2+fl*(l.O-h12))/f3 
call buff(r2,z,td,tc,q) 
h32=q 
rl={f2+f3*(1.0-h32))/fl 
call buff{rl,z,td,tc,q) 
h12=q 
if ((abs{hl2-hold).le.O.Ol) then 
goto 40 
else 
hold=h12 
goto 10 
end if 
eO=tc/(tc+fl*td+f2*td+f3*td) 
temp=td/(tc+fl*td+f2*td+f3*td) 
dl=fl*temp 
d2=f2*temp 
d3=f3*temp 
e2=tc/(tc+f2*td) 
e=eO+(dl*h12+d2*h32)*e2 
tp=tc/e 
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.. 
tput=60.0/tp 
write(*,41)tput 
41 format(2x, 'THE THROUGHPUT (PARTS/HR) IS',2X,E13.6,2X) 
stop 
end 
subroutine buff(r,z,td,tc,q) 
wl=(l.O+r-(tc/td)) 
w2=(1.0+r-(r*tc/td)) 
ww=wl/w2 
q=(r*(l.O-(ww**z)))/(1.0-(r*(ww**z))) 
return 
end 
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Appendix. B. 
1. Listing of a sample SAS command file to perform ANOVA 
using the stepwise regression procedure: 
options ls=72 
libname in '[ubramak.analysis]'; 
options user=in; 
filename perstage'[ubramak.analysis]perstage.dat'; data name; 
infile perstage; 
input sno tel tc2 d cv b st cap; 
proc print; .. 
var sno tel tc2 d cv b st cap; 
data work.test; 
set in.name; 
$ All possible second and third order interactions are $ defined here for performing stepwise regression 
r=tc2/tcl; 
rd=r*d; 
rcv=r*cv; 
rb=r*b; 
dcv=d*cv; 
db=d*b; 
cvb=cv*b; 
rsq=r**2.0; 
dsq=d**2.0; 
cvsq=cv**2.0; 
bsq=b**2.0; 
bcu=b**3.0; 
rbsq=r*bsq; 
dbsq=d*bsg; 
cvbsg=cv*bsq; 
rsqb=rsq*b; 
dsqb=dsq*b; 
cvsqb=cvsq*b; 
dsqbsq=dsq*bsg; 
rsqbsq=rsg*bsg; 
proc stepwise; 
model cap=b bsq bcu rd rev r rb dcv db cvb 
rsq dsq cvsq rbsq dbsq cvbsq rsqb 
dsqb cvsqb dsqbsq rsqbsq/stepwise; 
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2. Sample listing of a SAS command file to perform multiple 
linear regression and calculate the residuals: 
options ls=72 
libname in '[ubramak.analysis]'; 
options user=in; 
filename perstage'[ubramak.analysis]perstage.dat'; data name; 
infile perstage; 
input sno tel tc2 d cv b st cap; 
proc print; 
var sno tel tc2 d cv b st cap; data work.test; 
set in.name; 
$ All possible second and third order interactions are $ defined here. 
r=tc2/tcl; 
rd=r*d; 
rcv=r*cv; 
rb=r*b; 
dcv=d*cv; 
db=d*b; 
cvb=cvlb; 
rsq=r**2.0; 
dsq=d**2.0; 
cvsq=cv**2.0; 
bsq=b**2.0; 
bcu=b**3.0; 
rbsq=r*bsq; 
dbsq=d*bsq; 
cvbsq=cv*bsq; 
rsqb=rsq*b; 
dsqb=dsq*b; 
cvsqb=cv·sq*b; 
dsqbsq=dsq*bsq; 
rsqbsq=rsq*bsq; 
proc reg; 
model cap~= b bsq bcu; 
output out=c p=pred r=res; 
proc print; 
var pred res; 
proc plot; 
plot res*pred res*b res*bsq res*bcu; 
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