Sections 8.1 -8.3 NUMERICAL APPROXIMATION METHODS
It is the exception rather than the rule when an initial value problem of the general form 0 0 ) ( ), , ( y t y y t f dt dy can be solved exactly and explicitly by elementary methods like those we learned in Chapter 2.
In the case of models, finding a specific solution of an initial value problem is a means to an end. The goal is to be able to predict -with a reasonable degree of accuracy -the growth of a population, the trajectory of a particle, or the modes of vibration of a mechanical system. Where an exact and explicit specific solution cannot be found by elementary methods we can turn to numerical methods.
Euler's Method
To describe Euler's Method, we first choose a fixed step size h > 0 and consider the points t 0 = a, t 1 , t 2 , , t n , , where t n = a + nh so that t n+1 = t n + h, for n = 0, 1, 2, ….
Our goal is to find suitable approximations y 1 , y 2 , , y n , , to the values 1 (t), 2 (t), Example 5. Apply the Runge-Kutta method to the initial value problem y =2t + y, y(0) = 1, using a step size of h = .2 to approximate y(.4). Errors There are two main sources of the total error in numerical approximations: 1. The global truncation error arises from the cumulative effect of two causes: At each step we use an approximate formula to determine y n+1 (leading to a local truncation error). The input data at each step are only approximately correct since in general (t n ) y n . 2. Round-off error, also cumulative, arises from using only a finite number of digits.
It can be shown that the global truncation error for the Euler method is proportional to h, for the Improved Euler method is proportional to h 2 , and for the Runge Kutta method is proportional to h 4 .
We compute the total error by subtracting the numerically computed value y n from the exact value (t n ). ________________________________________________________________________ 
