Under a general regression setting, we propose an optimal unconditional prediction procedure for future responses. The resulting prediction intervals or regions have a desirable average coverage level over a set of covariate vectors of interest. When the working model is not correctly specified, the traditional conditional prediction method is generally invalid. On the other hand, one can empirically calibrate the above unconditional procedure and also obtain its crossvalidated counterpart. Various large and small sample properties of these unconditional methods are examined analytically and numerically. We find that the K-fold crossvalidated procedure performs exceptionally well even for cases with rather small sample sizes. The new proposals are illustrated with two real examples, one with a continuous response and the other with a binary outcome.
INTRODUCTION
One of the main goals of regression analysis is to predict future responses based on vectors of observable covariates. The conventional frequentist's prediction interval or region guarantees a certain coverage level under the setting that one would repeatedly draw future subjects with the same fixed covariate vector of interest (Stine, 1985; Carroll & Ruppert, 1991; Schmoyer, 1992; Olive, 2007) . However, this conditional coverage level requirement is rather stringent and may not be practically relevant. In practice, a prediction interval procedure will be used for predicting future responses repeatedly for various distinct sets of covariates. Therefore, it is appealing to 2 T. CAI, L. TIAN, S. D. SOLOMON, AND L. J. WEI consider prediction regions which have the desirable average coverage level with respect to the covariate vector from a population of interest. Similar arguments for using such an averaging concept to evaluate a general statistical method, which is expected to be used repeatedly under different settings, have been made by Neyman (1977) , Rubin (1984) , Bayarri & Berger (2004) and Uno et al. (2005) .
In the first part of this article, we assume that the working regression model is correctly specified and show how to construct an 'optimal' prediction interval procedure among all the aforementioned unconditional prediction methods with a prespecified coverage level. In the second part of this paper, we consider the situation that the working model may be mis-specified. Note that, when the fitted regression model is mis-specified, robust inference procedures for regression parameters, especially with respect to hypothesis testing, have been studied, for example by Gail et al. (1984) , Lagakos & Schoenfeld (1984) , Struthers & Kalbfleisch (1986) , Lin & Wei (1989) and DiRienzo & Lagakos (2001) .
OPTIMAL PREDICTION INTERVALS OR REGIONS WHEN THE WORKING MODEL IS CORRECTLY SPECIFIED
First we assume that the response variable Y is absolutely continuous. Let Z be its pdimensional bounded covariate vector whose first component is 1. Also, let be a vector of unknown parameters, whose dimension is either infinite or finite. Assume that there exists = 0 such that, for Z = z, the conditional distribution of Y can be generated via a random variable Y 0 (z). For example, one may let
where β and γ are unknown parameter vectors, h(·), g(·) and σ (·) are prespecified strictly monotone functions, σ (·) > 0, and is a random error term which is free of z with zero mean and unit variance. This is a typical heterogeneous regression model, which relates a continuous response to its covariates (Carroll & Ruppert, 1988) . If the distribution form of is completely unspecified, consists of β, γ and the distribution or density function of . Suppose that we are interested in predicting the response Y 0 of a future subject with covariate vector Z 0 = z 0 . Moreover, suppose that the conditional distribution of Y 0 given z 0 is the same as that of Y 0 (z 0 ). Then a theoretical prediction interval or region J η (z 0 ) for Y 0 with coverage level 0 < η < 1 is a set of possible values for Y 0 such that
As with the standard confidence or credible regions, there are many choices for J η (z 0 ). On the other hand, it is not difficult to obtain a prediction region which has the smallest size among all J η (z 0 ). To this end, let f (y; z 0 ) be the continuous density function of Y 0 (z 0 ), and let
where c η (z 0 ) is chosen such that I η (z 0 ) satisfies (2). If pr{ f (Y 0 ; Z 0 ) = s | Z 0 = z 0 } = 0 for any s > 0, then such a c η (z 0 ) uniquely exists. It follows from the argument for the optimality property of the highest posterior density region in the Bayesian literature (Box & Tiao, 1973, pp. 123-4) that I η (z 0 ) is the optimal one in the sense that I η (z 0 ) J η (z 0 ) , where A denotes the length or size of the set A.
To obtain empirical prediction regions for Y 0 , assume that the data {(Y i , Z i ), i = 1, . . . , n} are n independent copies of (Y, Z ) and letˆ be a 'consistent' estimator of 0 . The mean or mode of Prediction from possibly mis-specified models
where the probability is with respect to Yˆ (z 0 ) given the data. Under certain regularity conditions, the true coverage level ofĴ η (z 0 ) converges to η; that is, as a function of the data, pr{Y 0 ∈ J η (z 0 )| Z 0 = z 0 , data}, converges to η, in probability, as n → ∞. Letf (·; z 0 ) be the density function of Yˆ (z 0 ). Then the empirical counterpart of (3) iŝ
whereĉ η (z 0 ) is chosen such thatÎ η (z 0 ) satisfies (4). Assume thatf (y; z 0 ) converges to f (y; z 0 ), uniformly in y, as n → ∞. Then it is straightforward to show that Î η (z 0 ) converges to I η (z 0 ) in probability. Therefore, in the limit,Î η (z 0 ) is expected to be the smallest region among all J η (z 0 ). When model (1) is the standard linear regression model with identically distributed error terms and f (·; z 0 ) is unimodal, we expect that, in the limit, the setÎ η (z 0 ) corresponds to the optimal interval, studied by Olive (2007) , derived via the empirical distribution function of the residuals. It is important to note that, when the fitted model is mis-specified, asymptotically the coverage probability ofÎ η (z 0 ) can be quite different from its nominal coverage level η. Note that condition (4), imposed on the prediction intervalsĴ η (·), is rather stringent and may not be practically relevant. It guarantees the validity ofĴ η (z 0 ) under the setting that one would repeatedly draw future subjects with the same fixed z 0 . In practice, a prediction interval procedure will be used for predicting Y 0 with many different values of Z 0 , in a set D, say. Therefore, it is appealing to consider a prediction regionL η (·) such that
where H (·) is the distribution function of Z 0 ∈ D. In the Appendix, we show that the true average coverage level ofL η (·), pr{Y 0 ∈L η (Z 0 ) | data}, converges to η, in probability, as n → ∞, where the probability is with respect to the joint distribution of Y 0 and Z 0 . When the fitted model is not correctly specified, the unconditional prediction procedureL η (·) can be calibrated empirically so that the average coverage level of the resulting regions is about η. On the other hand, it is rather difficult, if not impossible, to do so for its conditional counterpart J η (·). More details are given in § 3.
Any conditional prediction setĴ η (·) in (4) automatically satisfies (6). On the other hand, the class of prediction setsL η (·) is much larger than that ofĴ η (·). The question is how to identify an 'optimal' procedure, for example, one which produces prediction regions with the smallest average length or size over Z 0 ∈ D among allL η (·). This seems to be a rather complex optimization problem. It turns out that such an optimal region can be constructed quite easily. Let
Here,ĉ η is free of z and is chosen such that (6) is satisfied; that is,
where I(·) is the indicator function. In the Appendix, we show that under some regularity conditions, if sup y,z |f (y; z) − f (y; z)| → 0 in probability, as n → ∞, then E{ K η (Z 0 ) } is the 
smallest among all E{ L η (Z 0 ) } in the limit, where the expectation is with respect to Z 0 ∈ D. It is important to note that, by using the patient-specific cut-offĉ η (z), the conditional prediction regionÎ η (z) preserves a coverage level of η for any fixed z. On the other hand, the coverage level of the unconditional prediction regionK η (z) may be less than or greater than η for any fixed z, but is equal to η averaging over all z in D.
We now use an example with a relatively small sample size to illustrate the proposed procedures. The dataset consists of 54 patient records (Neter et al., 1985, p. 419) . Each record has the patient's survival time Y after a liver surgery and the corresponding four pre-operational biomarker values: blood clotting score (BCScore), prognostic index (PIndex), enzyme function test score (EScore) and liver function test score (LScore). Here, Z is a 5 × 1 vector. The goal is to establish a prediction model for the patient's survival after surgery in terms of these four pre-operational covariates. We used model (1) to fit these data with h(x) = log(x) and g(x) = x, σ (x) = exp(x), and an unspecified distribution of the error term . Here, 0 consists of the true values β 0 and γ 0 of β and γ, and the true density function of . The estimatorβ for β 0 , is obtained via the estimating function
We then estimate γ 0 byγ with the estimating function
The resulting estimatesβ andγ and the corresponding estimated standard errors are given in Table 1 . Note that more efficient estimation procedures for model (1) may be used for estimating β 0 and γ 0 . On the other hand, when the fitted model is not correctly specified, the estimators obtained via (8) and (9) are 'well behaved'. More details are given in the next section. Lastly, for the present example, we estimate the density function of the error term via the following univariate kernel function estimatef 0 (·) with the standardized residuals,
is the standard normal density function and τ is the smoothing parameter. As in any nonparametric function estimation problem, Prediction from possibly mis-specified models the proper choice of the smoothing parameter is not obvious. In practice, one may use the simple rule-of-thumb proposed by Scott (1992) for choosing the bandwidth, that is, τ = 1·06n −1/5 × min(1, 1·34IQR), where IQR is the interquartile range of {ê i , i = 1, . . . , n}. Alternatively, one may select an optimal bandwidth based on crossvalidation methods by minimizing the mean-squared error of the resulting density estimator (Rudemo, 1982; Bowman, 1984) . For all numerical studies discussed in this paper, we use crossvalidation to select τ . Based on the above estimates and model (1), conditional on Z = z, the prediction density
whereḣ(y) is the derivative of h(y). In the Appendix, we show under a rather general setting thatˆ is consistent under Model (1). To illustrate how to construct prediction intervalsÎ η (·) andK η (·), we plot in Fig. 1 the prediction density functionsf (·; z 0 ) with two distinct sets of z 0 . The density function on the right-hand side, labelled (a), is relatively flat and skewed. The 0·8 conditional prediction intervalÎ 0·8 (z 0 ) is (328 days, 424 days), quite a long interval. If we let the distribution H (·) of z 0 in (6) be the empirical distribution of {Z i , i = 1, · · · , n}, the corresponding 0·8 unconditional region isK 0·8 (z 0 ) = (346, 403), which is a relatively short interval. Here,ĉ 0·8 = 0·0063 andĉ 0·8 (z 0 ) = 0·0020. The prediction density function labelled (b) is narrow and peaked. The corresponding setsÎ 0·8 (z 0 ) andK 0·8 (z 0 ) are (110, 136) ∪ (144, 145) and (110, 137) ∪ (140, 150), respectively. For this case, the unconditional region is slightly larger than its conditional counterpart, but it is still tight enough for practically meaningful predictions. For a global comparison between these two interval procedures with this example, Fig. 2 contains a scatter diagram with 54 dots, the x and y coordinates of each dot denoting the sizes ofÎ 0·8 (z 0 ) andK 0·8 (z 0 ) for a study subject with its observed pre-operational covariate vector z 0 . The average lengths ofÎ 0·8 andK 0·8 over these 54 cases are 43 and 38 days, respectively.
Note that one can also fit the data with a standard normal error in (1). The resulting conditional prediction intervalÎ 0·8 (z 0 ) for Case (a) in Fig. 1 is (326, 430) ; for the second case, it is (110, 138). Their unconditional counterparts are (359, 391) and (106, 142), respectively. The average lengths over 54 cases are 45 days for the conditional intervals and 40 days for the unconditional intervals.
We now consider the case in which the response Y is discrete. As in the continuous case, we show in the Appendix that asymptotically the unconditional setK η (·) has the smallest average size with respect to Z among allL η (·) provided that η is an attainable prediction level of these sets. Here the size is determined by the counting measure. Note that, when there is at least one continuous covariate in Z , for any given 0 < η < 1, in general one can obtainK η (·), but its conditional counterpartÎ η (·) may not exist.
We use an example with a binary outcome to illustrate how to construct the prediction set K η (·). The data come from a study called 'HEART', the Healing and Early Afterload Reducing Therapy Trial (Pfeffer et al., 1997; Manes et al., 2003) , which is a randomized double-blind study of the haemodynamic effects of early versus delayed administration of ramipril after myocardial infarction. Although there were no significant differences with respect to the patient's mortality or morbidity among the three treatment groups in the trial, it is interesting to use the data to establish a prediction model for early identification of high-risk patients for proper medical interventions or for planning future studies. Here, the response is binary, equal to 1 if the patient died or had a heart failure by or at a year after randomization, and equal to zero otherwise. The covariates are the patient's 14-day ejection fraction (EFrac), average ST-segment evaluation at day 7 (AveST), and maximum ST-segment elevation at day 7 (MaxST). There are 274 study patients who have complete information about these variables. We assume that Y (z) is a binary variable with the failure probability pr(Y = 1 | Z = z) = g(β z). The parameter vector is β, and we let g(x) = {1 + exp(−x)} −1 , the standard logistic link function. A consistent estimatorβ is obtained via the estimating function (8) with h(·) being the identity function. It follows that, given Z = z, the prediction density functionf (y; z) for the binary variable Yˆ (z) is
The η-level prediction setK η (·) in (7) can then be constructed accordingly via (11).
It is interesting and important to examine the connection betweenK η (·) and the classical binary classification rule. For a future patient with covariate vector z 0 , a conventional classification rule predicts Y 0 = 1, if Yˆ (z 0 ) ξ, and otherwise Y 0 = 0, where ξ is chosen between 0 and 1 to satisfy certain criteria. For this classification rule, the corresponding prediction setL η (z 0 ) in (6) consists of a single element, either 0 or 1, where η corresponds to the conventional correct classification probability. Note that this rule may not produce the best prediction setK η (·) defined in (7), because a general η prediction set has four possibilities, the empty set, {0}, {1} and {0, 1}.
A commonly used classification rule is that with ξ = 0·5. For the HEART trial, the corresponding prediction set attains η = 0·82 and coincides withK 0·82 (·). Thus, when the fitted model is correctly specified, this rule gives the best prediction set among all 0·82-level prediction sets. On the other hand, if one desires a higher prediction level, such as η = 0·9, then the above rule is no longer valid.
For illustration, suppose that we are interested in predicting future responses for two distinct sets of covariate vectors. The z 0 = (1, EFrac, AveST, MaxST) of the first case is (1, 68, 0·52, 1·16) and for the second case is (1, 35, 0·5, 1·26 ) . For the first case, the estimate of the failure probability g(β z 0 ) is 0·04, a very small value. We obtainK 0·82 (z 0 ) = {0}, indicating that the patient is very likely to be free of the event. For the second case, the probability of failure is 0·51, and K 0·82 (z 0 ) = {1}. On the other hand, if we choose η = 0·9, a relatively high coverage level, the correspondingĉ 0·9 = 0·27 instead of 0·5. For the first case,K 0·9 (z 0 ) is still {0}. However, for the second case,K 0·9 (z 0 ) = {0, 1}, suggesting that, although we cannot make a good prediction based on three 'baseline' covariates, we will provide extra, maybe quite costly, medical interventions for this type of subject to prevent them from suffering early heart failure or death. Therefore, a high η value is associated with high medical cost.
Suppose now that resources are limited and we are willing to consider a prediction rule with a relatively low prediction level, η = 0·7, say. This results inĉ 0·7 = 0·72. For the first case discussed above,K 0·7 (z 0 ) is still {0}. However, for the second case,K 0·7 (z 0 ) becomes the empty set; that is, we will not do anything for this type of subject, but will allocate resources to subjects with nonempty prediction sets. There are 53 empty prediction sets with the HEART dataset. For those patients with nonempty prediction sets, the correct classification rate is 0·87, which is higher than the correct classification rate for the standard binary decision rule with the cut-off value of 0·5.
For further illustration of the proposed prediction procedure with various prediction levels η, we consider n = 274 realized prediction sets based on all observed covariate vectors z from the HEART study. Figure 3 presents the estimated prediction sets at levels η = 0·7, 0·82 and 0·9. In each case, the horizontal axis gives the estimated risk score probability g(β z) and the vertical axis indicates the possible prediction sets, namely the empty set φ, the singletons {0} and {1}, and the whole set {0, 1}. For this dataset the standard binary classification rule with risk score probability cut-off equal to 0·5 coincides with the present prediction rule generated at level η = 0·82.
PREDICTION INTERVALS OR REGIONS WHEN THE WORKING MODEL MAY NOT BE CORRECTLY SPECIFIED
In practice, the conditional distribution of Y 0 (z) is simply an approximation to the true conditional distribution of Y given Z = z. Therefore, even asymptotically, the coverage probability of a prediction setL η (·) defined by (6) can be markedly different from its nominal level η. On the other hand, if the distribution H (·) of Z 0 in (6) is from the same population as the observed Z 's in the data, one may consider an empirically calibrated prediction setL η (·) such that
Correspondingly, letK η (·) be defined by (7), but with a cut-off pointc η chosen to satisfy
Note that, when at least one of the covariates is continuous, it is difficult, if not impossible, to calibrate empirically the conditional intervalÎ η (z 0 ) so that its coverage level is approximately η for given z 0 .
To illustrate how to constructK η (·), consider the working model (1) for a continuous response variable Y with a completely unspecified density function of . Even when the model is misspecified, it follows from the argument in Appendix 1 of Tian et al. (2007) that, as n → ∞,β and γ obtained via the estimation functions (6) and (7) still converge, in probability, to finite constants, β 0 and γ 0 say, respectively. Furthermore, the working prediction density functionf (·; z) is still (10).
In the Appendix, we show that, under the possibly mis-specified model (1), the true coverage level,η = pr{Y 0 ∈K η (Z 0 )| data}, converges to η in probability, as n → ∞, without the assumption that the distribution of Y 0 (z 0 ) is the true distribution of Y 0 given Z 0 = z 0 . Moreover, for large n, the distribution of n 1/2 (η − η) can be approximated well by a normal with zero mean and variance η(1 − η). This rather simple approximation can be used for identifying possible values of the true coverage level ofK η (·). Note that all the above large-sample properties can be justified for the case in which Y is discrete.
When the sample size n is not large with respect to the dimension of Z , the expected value ofη for the prediction setK η (·) in (13) can be markedly different from its nominal level η. This is analogous to the bias issue regarding the 'apparent error' estimator for the prediction error (Efron, 1986) . One common way of reducing such a bias is to use crossvalidation. Here, we propose to use the K-fold crossvalidation approach to obtain prediction sets. We randomly split the data into K disjoint subsets of about equal sizes and let ξ i ∈ {1, . . . , K} denote the group label for the ith subject; that is, ξ i = k indicates that the ith subject falls into the group k. For each k ∈ {1, . . . , K}, we use all observations not in group k to obtain the estimatorf (−k) (y, z) in (10), and use the observations in group k to calibrate the coverage level: we obtain an η-level prediction setK cv η (·) defined by (7), but its cut-off pointĉ η =c cv η satisfies
Letη cv denote the corresponding true coverage level ofK cv η (·). We show in the Appendix that, as n → ∞, n 1/2 (η cv − η) converges in distribution to N {0, η(1 − η)}, the limiting distribution of n 1/2 (η − η).
With the liver surgery data, for future patients with z 0 as for Case (a) in Fig. 1 , the 0·8 prediction intervalK 0·8 (z 0 ) is (349, 400), which is similar toK 0·8 (z 0 ) obtained under the assumption that the fitted model is true. With the five-fold crossvalidated procedure,K 151) . Here,c 0·8 = 0·0076 andc cv 0·8 = 0·0056. Moreover, the distributions ofη cv andη are approximately normal with zero mean and standard deviation 0·054. For the present small study, with 95% probability with respect to the sampling variation, the true coverage levels ofK 0·8 (·) andK cv 0·8 (·) are between 0·69 and 0·91. Note that one may increase the nominal level η to obtain an 'acceptable' lower bound forη andη cv . The average length ofK cv 0·8 over these 54 cases is 42 days, which is slightly shorter than that ofÎ 0·8 .
One can also obtain empirically calibratedK η (·) andK cv η (·) by fitting the data via model (1) with the standard normal error. For the first case in Fig. 1 , we obtainK 0·8 (z 0 ) = (369, 379) andK cv 0·8 (z 0 ) = (345, 405). For Case (b), the corresponding intervals are (107, 142) and (105, 144), respectively.
For the case of a binary response Y, we use the logistic regression working model with failure probability pr(Y = 1 | Z = z) = g(β z) and the estimating function (8) with h(·) being the identity function. With the data from the HEART study discussed in § 2,c 0·7 = 0·72 and, with ten-fold crossvalidation,c cv 0·7 = 0·72. Note thatĉ 0·7 = 0·72 forK 0·7 (·) presented in § 2. The distribution ofη is approximately normal with zero mean and standard error 0·024. Thus, with a chance of 95%, the true coverage levels ofK 0·7 andK cv 0·7 are between 0·65 and 0·74.
SIMULATION STUDY
We conducted an extensive simulation study to examine the performance of the empirically calibratedK η (·), its K-fold crossvalidated counterpartK cv η (·) and the corresponding conditional setÎ η (·) under various scenarios with small, moderate and large sample sizes.
First, we mimicked the liver surgery study to establish a true model for generating the data {(Y i , Z i ), i = 1, . . . , n}. We fitted the observed liver surgery data, n = 54, via a location-scale model (1) with h(·) being the natural logarithm, g(·) being the identity function and σ (·) being the exponential function, but with only two covariates, the standardized prognostic index, PIndex, and the enzyme function test score, EScore. The regression coefficients of this true model are the estimates for β and γ obtained from (8) and (9), respectively. The true model for our simulation study is log Y = (5·08, 0·38, 0·43)(1, PIndex, EScore)
where V ∼ N (0, 1/9). For a given sample size n, we generated 1000 datasets {(Y i , Z i ), i = 1, . . . , n} from (14). For each dataset, each of n independent realizations of the covariate vector Z = (1, BCScore, PIndex, EScore, LScore) was generated from the joint empirical distribution based on the observed 54 covariate vectors, and the corresponding Y was generated from (14). The prediction sets,Î 0·8 (·), K 0·8 (·),K 0·8 (·) andK cv 0·8 (·), were then constructed as described in § 2 and § 3 under the following six different working models. Note that the error term in each model has zero mean and variance one, but its distribution function is unspecified.
Model 1: This is a location-scale model as in (14).
Model 2: This is a mis-specified location model for log Y .
log Y = β (1, PIndex, EScore) + exp(γ ) .
Model 3: This is a mis-specified location-scale model for Y . 
Model 6: This is a mis-specified location-scale model for Y 3 .
For each working model, we estimate β and γ via (8) and (9), and then use (10) to obtain the working prediction density function with the smoothing parameter selected through crossvalidation as in the analysis of the liver surgery data in § 2. For the K-fold crossvalidation procedure in the simulation study, we let K = 5 for 50 < n < 100 and let K = 10, for n 100. For each realized prediction procedure, the prediction coverage level, PCL, was obtained from (14) . For each working model and each prediction procedure, there are 1000 estimated realizations of PCL. For each case, we examine closely whether or not the normal distribution N {η, η(1 − η)/n} is a good approximation to the sampling distribution of PCL based on those 1000 realizations. In Table 2 , we report the results with η = 0·8 and n = 54, 200 and 600. In the table, each entry under the heading 'EPCL Y ', the empirical prediction coverage level for the future response Y 0 , is the average of the above 1000 realized PCL's. Note that, for cases with n = 54,K 0·8 (·) has a noticeable downward bias with respect to the prediction coverage level. On the other hand, its crossvalidated counterpart behaves quite well. For each prediction procedure, the entry under the 54  1  79  74  80  79  96  78  93  94  40  35  41  47  2  80  75  79  80  97  82  94  95  41  36  41  46  3  82  74  80  80  94  79  93  96  90  69  84  95  4  79  74  80  78  93  76  92  92  168  147  174 189  5  77  72  80  77  91  68  92  87  39  34  43  46  6  61  74  80  63  16  80  95  23  221  348  399 heading 'ESCL η ', the empirical sampling coverage level forη orη cv , is the proportion of the 1000 realized true coverage levels that belong to the 0·95 two-sided interval [η − 1·96{η(1 − η)/n} 1/2 , η + 1·96{η(1 − η)/n} 1/2 ]. Although the distribution of the true coverage level forÎ may not be approximated well by a normal, for comparison we also report the coverage levels forÎ in the table. All ESCL η 's are quite close to 0·95 withK cv 0·8 (·), but not so withK 0·8 (·). Under the heading 'EAS', each entry is the empirical average size based on 1000 realized values of E K 0·8 (Z 0 ) ,
. Although, among the three prediction procedures, on averageK 0·8 (·) is the shortest for most cases considered here, unfortunately it may not have the desired prediction coverage level. The empirically calibrated, crossvalidated procedureK cv 0·8 (·) has correct coverage level and also produces uniformly smaller regions thanÎ 0·8 (·) across all models studied here except for Model 6, where the true prediction coverage level ofÎ 0·8 (·) is much lower than the nominal level of 0·8.
We also examined the scenario in which the working prediction density function is based on a parametric model. For example, we let the error term in each of the working models be the standard normal or equivalently letf 0 in (10) be the density function of the standard normal. In Table 3 , we report results obtained under the same setting as in Table 2 , but with this specific parametric modelling. TheÎ 0·80 (·) does not perform well at all with respect to the prediction coverage level and average length. The prediction coverage level ofK 0·8 (·) is not correct for most cases. On the other hand, the crossvalidatedK cv 0·8 (·) continues to perform exceptionally well for every case.
For a continuous response, Olive (2007) proposed prediction intervals,Ô η (·), based on model (1) with h(·) being the identity function and with a constant variance for the error term. 0·8   54  1  77  76  80  76  96  88  95  89  37  37  41  43  2  77  77  79  77  97  90  94  93  37  37  40  42  3  83  77  80  83  92  91  95  95  102  85  93 108  4  74  76  80  74  93  89  94  81  151  159  173 168  5  74  74  80  73  91  78  93  76  35  35  43  42  6  44  77  80  51  16  90  95  13  215  330  365 236   200  1  79  79  80  79  99  93  95  97  38  38  39 His proposal is valid unconditionally when the model is mis-specified. We have conducted a numerical study to compare his procedure withK (cv) η (·). For almost all cases studied, on average our prediction sets are smaller than those generated by Olive (2007) . In Table 4 , we report results for a similar set-up to that of the previous simulation study. Data were generated from three true models, but were analyzed via various working models. The table entries give the average lengths of prediction intervals generated by both procedures. When the model is correctly specified, K cv η (·) is always optimal, but it appears thatÔ η (·) is only optimal for model (1) when h(·) is the identity function, σ (x) = σ and is unimodal.
REMARKS
Based on the results from the numerical study in § 4, we find that the empirically calibrated prediction procedureK η (·) tends to be too liberal, in that its prediction coverage probability can be markedly smaller than the nominal level even with moderate sample sizes. On the other hand, the K-fold crossvalidation procedure performs quite well. Moreover, the extra computational burden for constructing its prediction regions is minimal; we recommend its usage in practice.
If the fitted model is correctly specified, one may construct optimal prediction intervals based on eitherK η orK cv η . However, unlike the case forK cv η , the limiting distribution of the true coverage level forK η may depend on the underlying error distribution.
When the fitted model is not correctly specified,K cv η (·) may not be the optimal prediction set among all empirically calibrated, crossvalidated, unconditional prediction procedures. Therefore, every effort should be made to ensure that the fitted model is the best approximation to the true one. The use of sound model evaluation and checking techniques is crucial for achieving this goal (Tsiatis, 1980; Landwehr et al., 1984; Su & Wei, 1991; Cook & Weisberg, 1994 Lin et al., 2002; Cook, 2004) . On the other hand, it is of theoretical and practical interest to explore whether or not one can identify a prediction procedure which produces the shortest intervals on average over a population even when the model is mis-specified. In survival analysis, the response variable is the time to a certain event, which is possibly right-censored. Therefore, the right-hand tail of the prediction density function f (·; z) may not be estimated well semiparametrically. Moreover, it is not clear how to do the empirical calibration because Y may be incompletely observed. It is interesting to explore how to predict future responses when the survival model may be mis-specified.
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APPENDIX

Technical details
Proof of optimality forK η (·). First, suppose that Y is continuous. Assume thatε 1 = sup y,z |f (y; z) − f (y; z)| → 0 in probability, as n → ∞. Then First, it follows from similar arguments to those in Tian et al. (2006) that θ 0 exists and is unique andβ is consistent for β 0 . This, together with standard M-estimation theory (van der Vaart, 1998, Ch. 5), implies thatγ is consistent for γ 0 . Furthermore, it is straightforward to show thatθ − θ 0 = O p (n −1/2 ). Sinceθ is consistent for θ 0 , the uniform consistency off (y; z) for f (y; z) holds iff 0 (x) is uniformly consistent for f 0 (x). Now, sup x |f 0 (x) − f 0 (x)| is bounded by 
