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Abstract
Quantum-mechanical systems of practical relevance often comprise hundreds or even thousands
of electrons. To describe their electronic structure in a rigorous way, the calculation and storage
of correlated many-electron wavefunctions are necessary. Even with the most efficient methods
this is far beyond the capacity of the presently available computational power and will probably
ever be. Therefore, a commonly pursued strategy is to accommodate many-electron physics in
manageable single-particle theories as well as possible. In recent years, the debate about the
credibility of the single-particle interpretation of the electronic structure, particularly in terms of
molecular orbitals, has been fueled by intriguing results of orbital imaging techniques. Angle-
resolved photoemission spectroscopy (ARPES) experiments on organic semiconductor molecules,
for instance, have revealed tomographic images that can be interpreted as showing molecular
orbitals. Yet, this interpretation rests upon a simple model of the photoemission process, which
assumes, for example, that the emitted electron can be described by a plane wave. Triggered by
the issues associated with orbital imaging, this thesis aims to shed light on essential aspects of
the theoretical description of ARPES and photoemission in general. These aspects can roughly be
subsumed under the following topics: (i) the description of the electronic structure of the probed
molecule as regards simulating photoemission spectra within a Fermi’s golden rule formalism, (ii)
a fully dynamical simulation of the photoemission process focusing on a proper description of the
emitted electron, and (iii) the satisfaction of an exact constraint within many-body perturbation-
theory approaches for establishing highly accurate ionization-potential predictions.
A major part of (i) is concerned with the credibility of the molecular-orbital concept. From a rigor-
ous theory of photoemission it becomes evident that imaging experiments do not show molecular
orbitals but Dyson orbitals. In contrast to molecular orbitals, Dyson orbitals are exact quasiparticle
states that can be derived from many-electron wavefunctions. Under the premise of employing
a high quality single-particle theory, molecular orbitals can be granted a physically meaningful
interpretation as approximations to Dyson orbitals. Particularly the freedom of the prominent self-
interaction error within density-functional theory (DFT) approaches is decisive to obtain molecular
orbitals that agree with observations from ARPES experiments. To surpass the pure molecular-
orbital interpretation of ARPES, I illustrate a more stringent scheme to calculate approximate
Dyson orbitals by invoking Kohn-Sham Slater determinants, which are used as approximations to
exact many-electron wavefunctions. Although individual molecular orbitals often explain ARPES
spectra, experiments reveal features which are clearly beyond the molecular-orbital level but can
be understood with the Dyson orbital scheme. Further, an interpretation of ARPES experiments in
combination with this approach permits to unveil information on the electron-vibration coupling of
specific modes in molecular materials.
Aspect (ii) focuses on the state of the emitted electron which can influence the simulation of
ARPES spectra substantially. I introduce a real-time propagation approach to time-dependent DFT
that allows to obtain final-state effects from first principles. As the emitted electron is subject
to the Kohn-Sham potential, the interaction of the photoelectron with the remaining electrons
is fully captured on the DFT level. The accuracy of this approach manifests in the prediction
of four hallmark effects that are beyond the widely used plane-wave final-state approximation:
relative photoemission cross-sections, emission perpendicular to the light polarization, circular
dichroism in the photoelectron angular distribution, and a pronounced photon energy dependence
of the photoemission intensity.
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The holy grail of theoretical photoemission spectroscopy is the prediction of important material
properties such as ionization potentials with utmost precision. In this respect, part (iii) deals
with the GW approach to many-body perturbation theory, which is currently considered as the
method of choice for ionization-potential predictions. Here, a major source for the discrepancy
between experimental ionization potentials and theoretical quasiparticle energies is the deviation
from the straight line error (DSLE), i.e., the spurious nonlinearity of the total energy as a function
of fractional particle numbers. An unbiased assessment of the DSLE within the fully self-consistent
GW scheme reveals a comparatively small DSLE with respect to common DFT approaches. For
perturbative G0W0 calculations the DSLE depends on the starting point. Yet, the starting-point
dependence can be exploited to reduce (or completely eliminate) the DSLE. I demonstrate that the
agreement with experimental ionization potentials increases as the DSLE diminishes.
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Kurzdarstellung
Quantenmechanische Systeme, wie zum Beispiel organische Halbleiter, bestehen ha¨ufig aus hun-
derten oder sogar tausenden von Elektronen. Um solche Systeme exakt zu beschreiben, mu¨sste
sich die korrelierte Vielteilchenwellenfunktion einerseits berechnen und andererseits auch spei-
chern lassen ko¨nnen. Selbst mit den effizientesten Verfahren wird dies in absehbarer Zeit nicht
mo¨glich sein. Deshalb ist es eine ha¨ufig verfolgte Strategie, die Vielteilcheneffekte so gut wie
mo¨glich in handhabbaren Einteilchentheorien unterzubringen. Allerdings wird die physikalische
Aussagekraft von Einteilchengro¨ßen, allem voran von Moleku¨lorbitalen, kontrovers diskutiert.
Mithilfe von winkelaufgelo¨ster Photoemissionspektroskopie (ARPES) an Moleku¨len ist es zum
Beispiel ku¨rzlich gelungen, tomographische Abbilder zu erstellen, die sich als Moleku¨lorbitale
interpretieren lassen. Diese Interpretation beruht aber auf einem einfachen Modell des Photo-
emissionsprozesses, das unter anderem eine ebene Welle fu¨r den Zustand des emittierten Elektrons
annimmt. Zur Diskussion dieser Annahmen setzt sich meine Arbeit mit ausgewa¨hlten Aspekten
zur theoretischen Beschreibung von ARPES und von Photoemission im Allgemeinen auseinander.
Grob lassen sich diese Aspekte wie folgt gliedern: (i) die Beschreibung der elektronischen Struktur
von Moleku¨len im Bezug auf die Simulation von Photoemission mithilfe Fermis goldener Regel,
(ii) die Simulation von Photoemission in Echtzeit, vor allem im Hinblick auf die Beschreibung
des emittierten Photoelektrons, und (iii) die Vorhersage von mo¨glichst genauen Ionisationspo-
tentialen mithilfe der Vielteilchensto¨rungstheorie unter der Einhaltung einer exakt formulierbaren
Rahmenbedingung.
In Teil (i) steht die elektronische Struktur der untersuchten Moleku¨le im Vordergrund. Aus der
Theorie zur Photoemission la¨sst sich zeigen, dass ARPES-Experimente eigentlich keine Moleku¨l-
sondern Dysonorbitale abbilden. Beide Orbitaltypen beruhen auf unterschiedlichen physikalischen
Konzepten, wobei Dysonorbitale formal exakte Quasiteilchenzusta¨nde sind, die sich aus Viel-
teilchenwellenfunktionen herleiten lassen. Liegt den Moleku¨lorbitalen eine qualitativ hochwertige
Einteilchentheorie zugrunde, lassen sich dennoch Argumente dafu¨r finden, dass Moleku¨lorbitale
gute Na¨herungen an Dysonorbitale sein ko¨nnen. Innerhalb der Dichtefunktionaltheorie (DFT)
liegt der Schlu¨ssel zu physikalisch aussagekra¨ftigen Moleku¨lorbitalen, die sich mit Beobachtun-
gen aus ARPES-Experimenten decken, in der Korrektur des Selbstwechselwirkungsfehlers. Um
u¨ber die reine Moleku¨lorbitalinterpretation hinauszugehen, stelle ich ein Modell vor, mit dem
sich Dysonorbitale aus Kohn-Sham-Slaterdeterminanten na¨herungsweise konstruieren lassen. Die
Slaterdeterminanten fungieren als Na¨herungen an die exakten Vielteilchenwellenfunktionen. Ob-
wohl einzelne Moleku¨lorbitale ha¨ufig experimentelle Beobachtungen erkla¨ren ko¨nnen, finden sich
in ARPES-Spektren Signaturen, die sich mit dem stichhaltigeren Dysonorbitalansatz verstehen
lassen. Daru¨ber hinaus machen es ARPES-Experimente in Kombination mit dem Dysonorbital-
ansatz mo¨glich, Informationen u¨ber die Elektron-Phonon-Kopplung spezifischer Moden in moleku-
laren Systemen zu enthu¨llen.
In Punkt (ii) wird demonstriert, dass der Zustand des emittierten Photoelektrons ebenfalls großen
Einfluss auf die korrekte Vorhersage von Photoemissionsspektren hat. Ich stelle eine Methode
vor, die den Photoemissionsprozess in Echtzeit simuliert. Dadurch ergibt sich der Zustand des
emittierten Elektrons auf natu¨rliche Weise aus der Zeitentwicklung des Systems, ohne den Zustand
explizit spezifizieren zu mu¨ssen. Außerdem wird die Wechselwirkung des Photoelektrons mit
dem zuru¨ckbleibenden ionisierten System komplett auf DFT-Niveau beschrieben. Der Vorteil
von Echtzeitsimulationen, vor allem im Vergleich zur ha¨ufig verwendeten Beschreibung des Pho-
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toelektrons als ebene Welle, besteht darin, dass sich folgende Effekte vorhersagen lassen: Rela-
tive Photoemissionsintensita¨ten, Photoemission senkrecht zur Polarisation des elektrischen Feldes,
zirkularer Dichroismus in der Winkelabha¨ngigkeit der Photoemissionsintensita¨t und die Photonen-
energieabha¨ngigkeit.
Abschnitt (iii) behandelt die Vorhersage von Ionisationspotentialen mit ho¨chstmo¨glicher Pra¨zision.
In diesem Zusammenhang gilt der GW -Ansatz innerhalb der Vielteilchensto¨rungstheorie als am
vielversprechendsten. Unterschiede zwischen experimentell bestimmten Ionisationspotentialen
und GW -Quasiteilchenenergien lassen sich hauptsa¨chlich auf die Verletzung der straight-line-
Bedingung zuru¨ckfu¨hren, die vorgibt, dass sich die Gesamtenergie eines Systems linear mit der
fraktionellen Teilchenzahl a¨ndert. Inwiefern diese exakte Bedingung fu¨r GW erfu¨llt ist, la¨sst sich
mit selbstkonsistenten GW -Rechnungen zeigen. Im Vergleich zu typischen DFT-Rechnungen sind
die Abweichungen von der straight-line-Bedingung klein. Fu¨r G0W0-Rechnungen la¨sst sich die
straight-line-Bedingung nutzen, um einen optimalen Startpunkt zu finden. Ich zeige in meiner
Arbeit, dass sich die Qualita¨t des vorhergesagten Ionisationspotentials verbessert, wenn die Ab-





I Electronic-structure approaches to photoemission 1
1 Probing the electronic structure with photoemission 3
1.1 Basic principles of photoemission . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Angle-resolved photoemission . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Electronic-structure theory and photoemission . . . . . . . . . . . . . . . . . . . . 6
2 Ground-state density-functional theory 9
2.1 Foundations of ground-state density-functional theory . . . . . . . . . . . . . . . . 9
2.2 Fundamental relations with respect to photoemission . . . . . . . . . . . . . . . . 11
2.3 Common exchange-correlation functional approximations . . . . . . . . . . . . . . 15
2.4 Self-interaction correction within the Kohn-Sham scheme . . . . . . . . . . . . . . 18
2.5 The molecular orbital interpretation and orbital tomography . . . . . . . . . . . . . 20
2.6 Beyond the molecular-orbital interpretation: the wavefunction perspective . . . . . 23
2.7 Visualizing electron-phonon coupling with ARPES . . . . . . . . . . . . . . . . . 25
3 Photoemission as a dynamical process: time-dependent density-functional theory 27
3.1 Fundamentals of time-dependent density-functional theory . . . . . . . . . . . . . 27
3.2 The linear-response approach: excited states from particle-hole expansions . . . . 29
3.3 Photoemission spectra from real-time propagations . . . . . . . . . . . . . . . . . 31
4 Many-body perturbation theory in the GW approximation 39
4.1 The Green’s function formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Hedin equations and the GW approximation . . . . . . . . . . . . . . . . . . . . . 41
4.3 Perturbative G0W0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.4 Fully self-consistent GW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.5 Piecewise linearity and the accuracy of quasiparticle energies . . . . . . . . . . . . 44
A Complementing work 47
A.1 Coulomb-wave final state and the partial-wave expansion . . . . . . . . . . . . . . 47
A.2 Horizontal polarization and NTCDA . . . . . . . . . . . . . . . . . . . . . . . . . 51
A.3 The energy dependence of the circular dichroism of CO . . . . . . . . . . . . . . . 52
A.4 Adsorption effects of PTCDA on Ag(110) . . . . . . . . . . . . . . . . . . . . . . 54
A.5 Miscellaneous details on the real-time propagation scheme . . . . . . . . . . . . . 56
A.6 Self-interaction correction: details . . . . . . . . . . . . . . . . . . . . . . . . . . 60
ix





Publication 0 from the end of my diploma
Orbital density reconstruction for molecules 97
Publication 1
Angle resolved photoemission from organic semiconductors:
orbital imaging beyond the molecular orbital interpretation 107
Publication 2
Electron-vibration coupling in molecular materials: assignment of vibronic modes from
photoelectron momentum mapping 127
Publication 3
Angle-resolved photoemission from outer valence states: approximate Dyson orbitals from
time-dependent density functional theory 137
Publication 4
Predicting photoemission intensities and angular distributions with real-time density-functional
theory 149
Publication 5
Perpendicular emission, dichroism, and energy dependence in angle-resolved photoemis-
sion: the importance of the final state 161
Publication 6
Outer-valence electron spectra of prototypical aromatic heterocycles from an optimally
tuned range-separated hybrid functional 173
Publication 7
Piecewise linearity in the GW approximation for accurate quasiparticle energy predictions 195
Publication 8








Probing the electronic structure with
photoemission
The attempts to understand the photoelectric effect were among the triggers for the development
of quantum mechanics. Since then, photoemission has always been playing an invaluable role
in the characterization of condensed matter systems. During the recent years a wealth of fasci-
nating insights has been unveiled because steady efforts promoted the accuracy of photoemission
experiments to a completely new level. A detailed examination of interface effects between metal
surfaces and organic semiconductors with angle-resolved photoemission spectroscopy (ARPES)
is one of the remarkable successes of this development. While studies of the latter kind are
technologically relevant for the design of organic electronic devices and their interfaces with
classical (semi)conductors, sophisticated photoemission experiments also provide access to the
very fundamentals of quantum mechanics. On that score, an intriguing result of ARPES is the
mapping of outer valence molecular orbitals since it visualizes an inherently quantum-mechanical
phenomenon, i.e., the probability density of finding a single electron in a certain region of space.
However, the common interpretation of ARPES data as showing a tomographic image of a one-
electron state in a many-electron system is not straightforward to reconcile with the fundamentals
of exact many-body quantum mechanics. Strictly speaking, nature does not know about the concept
of molecular orbitals. So, to what extent is ARPES able to image what should actually be hidden
behind the curtain of highly complex many-electron wavefunctions [Sch06]?
Apart from the fundamental perspective, the credibility of the molecular orbital concept is vital
to the vast majority of electronic-structure theory methods. Density-functional theory (DFT), for
example, does rely on orbitals, if only implicitly. It is, thus, kind of obvious that orbitals have
significant influence on observables and that finding criteria for a physically sound interpretation of
molecular orbitals is highly relevant for practical applications. Also the development of theoretical
methods would benefit if it was possible to grasp the decisive physics behind experimentally
verified orbitals. Completely aside from orbitals, photoemission has proved to be indispensable
in the pursuit of increasingly reliable electronic-structure theories on a rather general level. Pho-
toemission observables, where ionization energies are leading the way, are frequently employed as
premier theory benchmarks. Due to photoemission’s versatility it also offers valuable insights into
various kinds of physical effects and material properties such as vibrational excitations.
A meticulous description of photoemission processes that captures all features observed in experi-
ment can get arbitrarily complicated. To name but a few difficulties, the N-electron initial and the
N− 1-electron final state are described by correlated wavefunctions. While the former is usually
assumed to be in the ground state, the latter can even be excited. In principle both states have to
be known for the simulation of photoemission if a steady-state picture within Fermi’s golden rule
is assumed. I further want to emphasize that the description of the state of the ejected electron can
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contribute to the simulated photoemission spectra significantly. Interaction effects with its ionized
mother system, scattering events, or interferences of outgoing waves can deflect the trajectories of
photoelectrons and alter the photoelectron yield. Last but not least, photoemission is a dynamical
process. To unveil dynamical effects, the time evolution of the entire photoemission process has
to be simulated. This ansatz is especially appealing as it goes beyond the prevalent notion of
describing photoemission by a transition between steady states.
My thesis aims to shed some light on the topics raised. In Part I, I present the background to and
brief summaries of my publications. Further, I discuss how the publications are related. Part II
contains all publications, which are ordered according to their topics. As a first step, let me start
with a concise introduction to photoemission and its relation to electronic-structure theory in this
chapter.
1.1 Basic principles of photoemission
The first steps towards photoemission spectroscopy (PES) as it is applied nowadays date back
to the late 19th century [BK95]. Triggered by the experiments of Heinrich Hertz [Her87], the
photoelectric effect was discovered by the observation that electrons are dislodged from a metal
only if light above a certain threshold frequency impinges on the sample. Albert Einstein’s Nobel
prize winning explanation of the photoelectric effect primarily rests on associating the light’s
frequency with the quantized energy h¯ω of photons [Ein05]. According to his explanation, an
electron can be emitted and retains the excess energy as kinetic energy Ekin if the workfunction φ
and the electron binding energy EB1 is overcome by the energy of the incident photon [Hu¨f03],
Ekin = h¯ω−φ −|EB|. (1.1)
Over the years, the underlying principle of conducting PES experiments has remained similar. Yet,
increasingly sophisticated setups have turned PES into a powerful technique for probing various
kinds of systems. A detailed overview of experimental and practical aspects of PES can be found,
for example, in Refs. [Hu¨f03, RH05]. Depending on the desired photon energy, a light source
such as gas-phase discharge lamps, X-ray tubes, or synchrotron radiation is used. Placing a state-
of-the-art electron analyzer into the trajectory of photoelectrons, it is possible to measure their
kinetic energy with high precision. The great success of PES can be rationalized as one can deduce
information about the binding characteristics of electrons in the probed sample from the energy
conservation in Eq. (1.1). Besides, the availability of diverse photon sources that cover energies
from the ultraviolet up to the X-ray regime makes it possible to probe outer-valence as well as
core-level electrons. Probing the latter is used, for example, as a noninvasive method to identify
elements and their concentration in compounds. Further, core-level binding energies are sensitive
to their chemical environment which permits chemical analyses2 [Hu¨f03].
1.2 Angle-resolved photoemission
Extending PES in such a way that the angular distribution of photoelectrons is additionally recorded
paves the way for a large variety of further applications. Most prominently, ARPES is renowned as
1For solids EB is usually referred to the Fermi level. For free molecules and atoms EB refers to the vacuum level. In
my work EB of composite systems such as molecular monolayers on metal surfaces is related to the Fermi level.
2X-ray PES is often called electron spectroscopy for chemical analysis (ESCA). Kai Siegbahn was awarded a Nobel
prize in 1981 for his contribution to the development of ESCA.
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Figure 1.1: (a) Sketch of typical ARPES setups. A molecular monolayer is prepared on a metal surface.
Photons are incoming under an angle β towards the surface normal with an energy of h¯ω . The photoelec-
tron’s kinetic energy and the azimuthal and polar emission angles (φ and θ , respectively) are recorded.
(b) Measured momentum map corresponding to the photoemission intensity from the highest occupied
molecular orbital of PTCDA. The setup details are: h¯ω = 27 eV, β = 65◦, and a light polarization that
is parallel to the long molecular axis (x-axis). Courtesy of A. Scho¨ll and M. Graus from the University of
Wu¨rzburg.
a technique for probing the band structure of solids [AFN+98, Dam04, RH05]. However, studied
systems are not only traditional metals and semi-conductors, but range up to superconductors,
graphene monolayers, and adsorbed atoms and molecules [PEFK83, MW84, WBGS89, HTY+93,
DHS03, Dam04, RH05, KTY+06, BKP+08, UK08, SWLZ09, PBF+09, MGW+13, PL15]. In
my work I will mainly focus on ARPES on monolayers of planar organic molecules adsorbed on
metallic surfaces. Typical examples are 3,4,9,10-perylene-tetracarboxylic dianhydride (PTCDA) or
1,4,5,8-naphthalene-tetracarboxylic dianhydride (NTCDA) on Ag(110). Apart from studying inter-
face effects themselves [ZFS+10, WHS+12, WZF+13, WKF+13, ULR+14], the major advantage
of placing the molecules onto a substrate is that the molecules can be prepared to form well-ordered
structures. Thus, the angular distribution of photoelectrons retains the geometrical and structural
information about the molecules without averaging over all possible orientations as in gas-phase
experiments. In the case of PTCDA the molecular monolayer can be arranged, e.g., in a brickwall-
like structure [SAL+97, GSS+98, WHS+12]. The silver substrate and noble metal surfaces in
general offer the benefit of being chemically inert and, hence, having a rather small influence on
the electronic structure of the molecules. Yet, interfacial bonding can cause a hybridization of
molecular and substrate states. This leads, e.g., for PTCDA and NTCDA, to a charge transfer into
the lowest unoccupied molecular orbital (LUMO)3 [ZKS+06, ZFS+10, WHS+12, WKF+13] and
a substrate mediated lateral band dispersion of the hybridized states [WZF+13, ULR+14].
A generic setup for ARPES experiments is sketched in Fig. 1.1. The sample is irradiated by photons
with an energy of h¯ω that come in from a predefined direction in the surface plane and under an
angle β which is measured towards the surface normal. In addition to the photoelectron’s kinetic
energy also the emission intensities are recorded with respect to the polar angle θ and azimuthal
angle φ . Measured ARPES spectra are usually visualized as photoelectron momentum maps. As
the momentum of a photoelectron parallel to the substrate surface is conserved [Dam04], ARPES
intensities are plotted as a function of the parallel components of the momentum (to be more
precise as the parallel components of the wave vector k, which are kx and ky according to the
3For clarity I will stick to the gas-phase notation of orbitals, i.e., to the term LUMO, although the LUMO is partially
occupied in this kind of experiment.
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sketch in Fig. 1.1) at a constant kinetic energy of the photoelectron. The parallel momenta follow






2meEkin cosφ sinθ , (1.2)
h¯ky =
√
2meEkin sinφ sinθ . (1.3)
To exemplify, a measured momentum map of a PTCDA monolayer on Ag(110) is displayed in the
right panel of Fig. 1.1. The photoemission intensity is normalized to one and encoded in colors,
where deep blue represents no intensity and red maximal intensity. The spectrum is analyzed at
a kinetic energy that corresponds to the binding energy of the highest occupied molecular orbital
(HOMO). Hence, the observed ARPES signal can be interpreted as stemming from electrons that
are ejected from the PTCDA HOMO. Most of the experiments presented in the publications in
Part II were conducted by the group of Achim Scho¨ll and Friedrich Reinert from the University
of Wu¨rzburg at the Elettra synchrotron radiation facility using a nanoESCA photoemission mi-
croscope. For more details I refer the reader to Refs. [WPK+11, Wie13] and the Supplemental
Material of Publs. [P0], [P1], [P2], and [P5].
1.3 Electronic-structure theory and photoemission
Interpreting ARPES data on systems with high complexity solely from experimental observations
is a challenging task if not impossible. Involved correlation effects in many-electron systems,
interactions with a substrate, and last but not least interaction of the remaining system with the
ejected electron might make important contributions to photoemission spectra. Yet, it is these
effects that make studying PES attractive. An interpretation of PES in conjunction with electronic-
structure theory, which ideally provides a sound theoretical framework of the PES process, can
establish a promising avenue towards a comprehensive understanding of the central interaction
mechanisms governing photoemission and the entire electronic structure of the probed systems.
The traditional approach to describe PES rests upon time-dependent perturbation theory. With
Fermi’s golden rule the transition probability between two states and, thus, the intensity J can in
principle be calculated via [Hu¨f03]
JI ∝ |〈ΨI,k(N)|Hint |Ψ0(N)〉|2 δ (h¯ω+E0(N)−EI,k(N)) . (1.4)
The δ -function on the right side of Fermi’s golden rule ensures energy conservation. Prior to the
photoemission process the system is assumed to be in its ground state with a ground-state energy of
E0(N) associated. EI,k(N) describes the total energy of the final system which includes the kinetic
energy of the photoelectron and the energy of the ionized molecule. The latter is not restricted to
be in the ground state but generally can be found in its Ith eigenstate. The transition matrix element
consists of the initial N-electron state Ψ0(N), which is a solution of the N-electron Hamiltonian.
Likewise, theN-electron final stateΨI,k(N) enters the matrix element. It is composed of the emitted
electron and the ionized molecule with N− 1 electrons. An in practice common approximation
neglects correlations between them. This allows for expressingΨI,k as an antisymmetrized product







ΨI(r1, ...,ri−1,ri+1, ...,rN)χk(ri). (1.5)
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Here, χk stands for the emitted electron and ΨI(N − 1) for the Ith eigenfunction of the N − 1-
electron Hamiltonian that describes the singly ionized molecule.
The ionization process is prompted by Hint. It describes the interaction with a light field. In






Here, A denotes the vector potential of the light field and P = ∑Ni=1 pi the many-body momentum
operator.
Photoemission spectra are directly linked to the transition probability of Fermi’s golden rule. Each
transition from the initial ground state to a certain molecular final state ΨI(N − 1) will cause a
photoemission peak. Its energetic location is uniquely determined by the energy conservation, i.e.,
by the δ -function in Eq. (1.4). Thus, photoemission peaks will only occur at photoelectron kinetic
energies of
Ekin = h¯ω+E0(N)−EI(N−1) = h¯ω− IPI . (1.7)
The Ith ionization energy IPI is the minimal amount of energy that is required to eject an electron
while leaving the ionized molecule in its Ith excited state. The magnitude of the corresponding
matrix element in Eq. (1.4) determines the emission peak heights.
The most involved ingredients to Fermi’s golden rule that are needed to calculate PES spectra
according to Eq. (1.4) are the correlated many-electron wavefunctions. They are solutions of
the stationary Schro¨dinger equation Hˆψ = Eψ [Sch26]. In its nonrelativistic form the electronic


























|ri−R j|︸ ︷︷ ︸
Vext
. (1.8)
The first term of Eq. (1.8) is the interacting kinetic energy operator T , the second is the electron-
electron Coulomb interaction VC, and the last term describes the interaction with an external
potential Vext, which is here given as the interaction with NK individual nuclei placed at R j.
Solving the Schro¨dinger equation for many-electron systems exactly is far beyond the capability
of state-of-the-art computational methods and will probably ever be. This is mainly caused by
the intrinsic mathematical structure of the correlated many-body wavefunction. For N electrons,
Ψ(r1,r2, ...,rN) depends on 3N spatial coordinates (r= (x,y,z)) leaving the spin completely aside.
The memory required for storing such an object scales with the power of 3N. Even on sparse
numerical grids one would quickly run into an enormous exponential barrier in terms of memory.
Driven by the mentioned restriction, it is appealing to recast the many-body matrix element in
Fermi’s golden rule into an effective single-particle matrix element that formally depends on a
single electronic coordinate,
JI ∝ |〈χk(r) | Hint | dI(r)〉|2 δ (h¯ω+E0(N)−EI(N−1)−Ekin) . (1.9)
All steps that are involved in the derivation are explicitly presented in Publs. [P1], [P3], and
Ref. [WH08]. The decisive idea behind Eq. (1.9) is to wrap up all information about the many-
4Photon energies used here are in the order of 10 eV, which corresponds to a wavelength of λ ≈ 103 A˚. The typical
length scale of the studied molecules is at least one order of magnitude smaller.
5The adiabatic approximation [BO27] allows to decouple the description of electrons and nuclei.
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body systems in the so-called Dyson orbital dI(r). Formally, it is defined as the projection of the




Yet, the Dyson orbital can be interpreted more intuitively: it pictures the photohole that arises
during the photoemission process. In this line of thought, Eq. (1.9) can be understood as a transition
from a quasiparticle state dI(r) to the state of an ejected photoelectron χk(r). The notion of quasi-
particles, which have their origin in many-body perturbation theory (MBPT) [FW71], provides a
tremendous conceptual simplification for treating emergent phenomena in interacting many-body
systems [Mat92]. One defines a quasiparticle as a bare particle that is dressed by the interaction
with its environment, i.e., quasiparticles allow for conveniently accommodating complex many-
body interactions in a single-particle quantity. Typical correlation effects are, for instance, the
screening of the Coulomb interaction by the surrounding cloud of charges and electronic relaxation.
Similar to single particles, quasiparticles can be attributed a quasiparticle energy. In the case of
photoemission the quasiparticle energy εI has an exact physical meaning as it equates with IPI .
To sum up, the prediction of PES and ARPES via Eq. (1.9) requires knowledge about the Dyson
orbital, the state of the emitted electron, and the system’s ionization energies. In practice there are
several schemes to simulate photoemission intensities that follow distinct concepts. Dyson orbitals
have been evaluated, for instance, with ab initio wavefunctions in the spirit of Eq. (1.10) [OK07].
However, this approach is only feasible for small systems as it easily exceeds the restrictions im-
posed by the wavefunctions presented above. In my work I will present different computationally
traceable routes to calculate IPs and Dyson orbitals for a wider range of molecules, in particular
molecular semiconductors. Publications [P0], [P1], [P3], and [P6] demonstrate in which cases
single-particle orbitals and eigenvalues from DFT can be accurate approximations to Dyson orbitals
and quasiparticle energies, respectively. I lay the foundations to these publications in chapter 2.
Herein, I will present the basics of ground-state DFT, fundamental relations regarding photoemis-
sion, and offer an introduction to the publications. The second way to approximate Dyson orbitals
from DFT, i.e., explicitly constructing Dyson orbitals from approximate wavefunctions according
to Eq. (1.10), is to be presented in Publs. [P1], [P2], and [P3].
I draft yet another perspective on photoemission in chapter 3. It completely breaks with the notion
of describing the photoemission process by the evaluation of steady-state matrix elements as in
Fermi’s golden rule. Instead, the photoemission process is entirely described in the time domain.
The exceptional feature of this approach is that it infers photoemission observables from simulating
the time evolution of the probed system explicitly. The resulting advantages of such a method are
delineated in Publ. [P4] for gas-phase PES and in Publ. [P5] for ARPES.
Finally, I give a brief synopsis of MBPT in the GW approximation in chapter 4. The merits of
MBPT are that it provides a formally exact framework for quasiparticle calculations. In practice
one still has to rely on computationally feasible approximations, as for example, the GW approxi-
mation. Nevertheless, GW is often heralded as the method of choice for quasiparticle calculations.
Publications [P7] and [P8] demonstrate that the high accuracy of IPs from GW is strongly coupled




DFT has become one of the prevalent methods to predict PES. To explain the success and, of
course, the limitations of DFT, this chapter gives a concise introduction to its principles. I focus on
aspects that are wedded to photoemission in general and to my publications in particular. Therefore,
Sec. 2.1 recaps the conceptual footings of DFT. Section 2.2 provides an overview of fundamental
relations and exact constraints that are tied to photoemission. As DFT calculations rely on approx-
imations for the exchange-correlation (xc) functional, I present frequently used representatives
and briefly comment on their failures and achievements in Sec. 2.3. The subsequent section is
devoted to the primary xc functional, i.e., a certain type of a self-interaction correction functional,
which I employ throughout my work. One of the central aspects of my thesis is to examine the
interpretability of Kohn-Sham orbitals in terms of quasiparticles in the context of ARPES, which I
review in Secs. 2.5 and 2.6. In Sec. 2.6 I discuss a way to reveal the coupling of specific vibrational
modes to electronic excitations. For details beyond the scope of my thesis and for a comprehensive
textbook-like introduction to DFT, I recommend Refs. [PW89, DG90, FNM03, Cap06].
2.1 Foundations of ground-state density-functional theory
Recalling the obstructions imposed by the wavefunctions mentioned in the previous chapter, it
seems appealing to consider the electron density as the fundamental property to describe many-
electron systems as the spatial degrees of freedom can be reduced tremendously. This idea has
been fueled particularly by the groundbreaking work of Hohenberg and Kohn, which proves that
the ground-state electron density contains the same information as the exact ground-state wave-
function [HK64]. On a formal level the so-called Hohenberg-Kohn (HK) theorem, which sets the
foundation of DFT, can be cast in two separate statements:
First, for a given electron-electron interaction there exists a one-to-one mapping between the
ground-state electron density n(r) and a local external potential νext(r) (up to a physically irrelevant
constant). Since the kinetic energy and the Coulomb operator are known, the entire electronic
Hamiltonian of the system and, in turn, the ground-state wavefunction Ψ0 are uniquely determined
by the ground-state density. Therefore, all observables are in principle functionals of the ground-
state density.
Second, minimizing the total-energy functional
E[n] = F [n]+
∫
νext(r)n(r) d3r (2.1)
according to the Rayleigh-Ritz variational principle yields the exact ground-state density and en-
ergy [Lev82]. While the HK theorem proposes a formal way to solve the many-electron problem
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that is in principle exact, there is one inherent flaw: the universal functional F [n] = 〈Ψ[n] | Tˆ +
VˆC |Ψ[n]〉, which is independent of the external potential, is typically not known exactly.
Finding a viable way to construct approximations for F [n] led Kohn and Sham (KS) to invoke
an auxiliary system of N noninteracting particles that is designed to reproduce the true electron
density [KS65]1. To do so, the many-body electron interaction is mapped onto a spatially local,
multiplicative potential, the KS potential νKSσ [n](r). Together with the noninteracting kinetic






ϕiσ (r) = εiσϕiσ (r). (2.2)











fiσ niσ (r) = ∑
σ=↑,↓
nσ (r). (2.3)
Here, σ denotes the spin degree of freedom, fiσ are the Fermi occupation factors, and εiσ are
the KS eigenvalues. Behind the KS scheme lies a specific partitioning of the total energy and the
universal functional, respectively,
E[n] = F [n]+
∫
νext(r)n(r) d3r = Ts[{ϕiσ [nσ ]}]+EH[n]+Exc[n↑,n↓]+
∫
νext(r)n(r) d3r. (2.4)





∫ ∫ n(r) n(r′)
|r− r′| d
3r d3r′. (2.5)
The second conceptually important step is to use the noninteracting kinetic energy functional,











2ϕiσ (r) d3r, (2.6)
which is an implicit functional of the electron density. Yet, Ts[n] and EH[n] do not comprehensively
describe the energies of interacting many-electron systems as they lack important contributions of
the interacting kinetic energy T and the full Coulomb energyVC. The neglected terms can formally
be subsumed under the prominent xc functional,
Exc[n↑,n↓] := (T [n]−Ts[{ϕiσ [nσ ]}])+(VC[n]−EH[n]) = F [n]−EH[n]−Ts[{ϕiσ [nσ ]}]. (2.7)
While the magnitude of Exc is typically small compared to Ts and EH, it often makes the crucial
contribution that is decisive for a correct description of various properties such as binding and
ionization energies. Hence, Exc is vital for every practical application of DFT.
Minimizing Eq. (2.4) with respect to the spin density leads to the noninteracting N-electron system
proposed in Eq. (2.2), where the noninteracting electrons are subject to the KS potential
νKSσ [n](r) = ν
xc
σ [n](r)+νH[n](r)+νext(r). (2.8)
It is composed of the xc, the Hartree, and the external potential. In practical applications, Eqs. (2.2),
1An extension to spin-polarized systems is introduced in Ref. [vBH72].
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(2.3), (2.4), and (2.8) are solved iteratively. They form the backbone of the KS scheme, which is
an in principle exact reformulation of the many-body problem in quantum mechanics. The major
advantage of the KS scheme is that it provides a significant conceptual and practical simplification
of the many-body problem that is traceable for up to hundreds or even thousands of electrons when
applying appropriate xc-functional approximations.
2.2 Fundamental relations with respect to photoemission
The persistent drawback of KS DFT is that the ultimate xc functional remains unknown for systems
of practical relevance. Despite relying on approximations for the xc functional, one can formulate
fundamental relations which the ultimate xc functional and potential, respectively, must obey. Sat-
isfying as many of these exact constraints as possible has become one of the promising philosophies
in the development of xc approximations [PRT+05]. I will mainly present relations that have
impact on the prediction of photoemission observables, for more details on exact constraints I
recommend Ref. [PK03].
The first relation that I want to discuss has immediate implications on photoemission. It guarantees
that the HOMO eigenvalue obtained with the ultimate xc functional equals the negative, relaxed,
vertical ionization potential [PPLB82, LPS84, AvB85, PL97],
εHOMO(N) = E0(N)−E0(N−1) =−IP(N). (2.9)
The relation follows from the asymptotic decay of the true electron density n(r)∼ exp(−2√2 IP r)
of a finite system [AvB85]. As the KS density is governed by the least bound occupied KS
orbital for large r which, in turn, decays with its eigenvalue |ϕHOMO(r)|2 ∼ exp(−2
√−2εHOMO r)
[KKGG98], the IP and the exact HOMO eigenvalue have to be identical. Relation (2.9) is often
referred to as the IP theorem. In contrast to Koopmans’ theorem [Koo34], which is its counterpart
in Hartree-Fock (HF), the IP theorem in DFT has the advantage of implementing the process of
electronic relaxation. This is apparent from the total-energy difference of Eq. (2.9), where E0(N)
and E0(N−1) are self-consistent ground-state energies. Accordingly, E0(N−1) and the underlying
N−1-electron density are fully adapted to the loss of one electron.
Since the IP theorem is rigorously valid only for the ultimate functional, HOMO eigenvalues
from approximate functionals usually deviate from the exact IP. Whether approximate HOMO
eigenvalues can still serve as reliable IP predictions will be part of the discussion within this
chapter. To obtain an entire photoemission spectrum from DFT, also ionization energies of more
strongly bound electrons have to be accessible. Unfortunately, DFT doesn’t offer any equivalently
exact relation between IPs and eigenvalues that lie energetically beneath the HOMO. It has been
demonstrated, though, that KS eigenvalues from accurate ab initio densities can be decent approx-
imations to IPs of outer valence electrons. Reported deviations to experiment are on the order
of 0.1 eV [CGB02]. Furthermore, KS eigenvalues are connected to quasiparticle energies by an
expansion in which they form the leading contribution [CGB02, GBB03, KK10]. These relations
are of paramount importance as they put the customary approach of predicting photoemission
spectra with DFT, i.e., approximating IPs by DFT eigenvalues from self-consistent ground-state
calculations [BC95, AMH+00, MKHM06, SB09, KK10, KSRAB12], on solid ground.
An accurate IP prediction is further related to the asymptotic decay of the exact xc potential with
−e2/r [LPS84, AvB85]. This fall-off is plausible considering a single electron far away from
the system as it leaves behind a positively charged ion. The electron will experience the −e2/r
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potential, which matches the leading contribution from a multipole expansion of the electrostatic
Coulomb potential of a single charge. A wrong asymptotic behavior is known to cause HOMO
eigenvalues to deviate from the IP [CS13, SKKK14].
Yet another constraint can be deduced from one of the most paradigmatic systems: a single electron
bound to a single nucleus. In this system there should obviously be no electron-electron interaction.
However, if one inserts the density of a one-electron system n1(r) into the total-energy functional as




∫ ∫ n1(r) n1(r′)
|r− r′| d
3r d3r′. (2.10)
To correct the artificial Hartree self-interaction energy, the xc functional has to compensate EH[n1]
exactly,
EH[n1]+Exc[n1,0] = 0. (2.11)
The bad news is that the most common xc approximations do not meet this requirement, giv-
ing rise to one of the prominent deficiencies of DFT, namely the spurious self-interaction error
(SIE) [PZ81]. Since the SIE definition of Eq. (2.11) is rigorously defined only in the one-electron
limit, it is difficult to find a universal criterion for many-electron systems. Yet, in 1981 Perdew
and Zunger extended the concept of one-electron SIE (OE-SIE) to the many-electron case in a
straightforward way. Keeping up the interpretation of individual orbital densities ni(r) as electrons,






(EH[niσ ]+Exc[niσ ,0]) = 0. (2.12)
Concerning photoemission, the presence of the OE-SIE manifests in severe distortions of the
energetic location of eigenvalues. As demonstrated in Ref. [KKMK09, KKMK10], the distinctly
varying energy contributions to eigenvalues which arise from the OE-SIE are depending on the
degree of localization of the corresponding orbitals. Whereas localized orbitals often suffer from a
large OE-SIE, delocalized states are less affected. The eigenvalue spectra of PTCDA or NTCDA
are prime examples since their outer valence electronic structures are composed both of localized
σ orbitals and of rather delocalized pi orbitals. Particularly in scenarios like these, functionals
affected by the OE-SIE predict orbitals in a notably distorted energetic order [DMK+06, KKMK09,
KKMK10, SK16b], [P0], [P1], [P3], and [P6].
In their seminal work on fractional particle numbers within DFT, Perdew et al. [PPLB82] provided
the basis for further relations. One of them states that the total energy of a quantum-mechanical
ensemble, which is designed to describe a statistical mixture of the pure N and N − 1-electron
ground states of a system, has to change linearly with respect to fractional removal (or addition) of
an electron,
E( f ) = (1− f )E0(N−1)+ f E0(N). (2.13)
Here, f specifies the fractional charge, which is confined between ]0,1] for each linear total-energy
segment [PPLB82]. Figure 2.1 illustrates the straight-line condition for total energies between
N− 1 and N as well as N and N+ 1 electrons. Whether piecewise linearity is satisfied has been
studied intensively on the DFT and HF level from various perspectives [ZY98, RPC+06, MSCY06,
CMSY08, MSCY08, TDT08, KK13, CAR+14, KSKK15, VESN+15, AZH+16, SK16b]. A con-
12
2.2 Fundamental relations with respect to photoemission
cave (or convex) deviation from the straight-line condition is often dubbed (de-)localization error
[CMSY08]. The latter term originates from the fact that, e.g., convex deviations from linearity
cause spurious delocalization of charges, which can be seen best in stretched H+2 . Semilocal
xc functional approximations yield a lower total energy compared to the piecewise linear total
energy if both fragments are fractionally charged. Thus, the one electron erroneously favors a
delocalization over both nuclei [CMSY08].
Further, the deviation from the straight line is often used as an alternative definition of the SIE
in many-particle systems, termed many-electron SIE (ME-SIE). ME-SIE and the Perdew-Zunger
definition of OE-SIE are not unrelated. Assuming that orbitals do not change when removing frac-
tional charge from the HOMO (frozen-orbital approximation), only the occupation factor fHOMO
scales the total energy. While the kinetic energy and external energy are still changing linearly
upon fHOMO, the Hartree energy does not. More precisely, the Hartree contribution to the one-
electron self-interaction energy corresponding to the density of the HOMO, EH[nHOMO] as defined
in Eq. (2.10), shows a quadratic dependence. Standard xc approximations are not able to compen-
sate for the deviation from linearity. In fact, the OE-SIE often makes a major contribution to the
total-energy behavior, giving rise to a close connection of both SIE definitions.
However, the definitions of the OE-SIE and the ME-SIE are not mutually interchangeable. This
can be exemplified by some distinct properties of both definitions. Freedom of the OE-SIE, for
example, does not automatically imply a vanishing ME-SIE and vice versa [RPC+07, HKKK12,
SK16b]. On the one hand, the ME-SIE provides a stringent condition that is naturally fulfilled
for the exact functional. On the other hand, single-particle densities obtained with the ultimate
functional do not necessarily force the OE-SIE condition in Eq. (2.12) to be zero [HK12b]. In order
to satisfy the OE-SIE condition, single-particle ground-state densities have to be used to evaluate
Eq. (2.12) since xc functionals are only defined rigorously for ground-state densities. Single-
particle densities that are part of many-electron systems typically don’t meet this criterion. Yet, the
compelling strength of the OE-SIE definition in the Perdew-Zunger sense is that it offers a intuitive
and practical scheme to correct the OE-SIE [PZ81] while there is no obvious analogue for ME-
SIE. Various studies point out that presently no xc expression is available that can globally restore
(or intrinsically obey) the straight-line behavior without invoking system dependent parameters
[MSCY06, VSP07, SK16b].
A consequence related to piecewise linearity is that the chemical potential
µ =
 limf→0 ∂E/∂ f |N− f =−IP(N)lim
f→0
∂E/∂ f |N+ f =−EA(N)
(2.14)
jumps discontinuously at integer particle numbers resulting in a kink of the total energy curve
between two linear segments [PPLB82, PL83]. This behavior is illustrated in Fig 2.1. The jump
arises because the electron ejection energy IP(N) and the electron affinity EA(N) of an N-electron
system differ by the fundamental gap
∆f = IP(N)−EA(N). (2.15)
In DFT the jump of the chemical potential can be attributed to two contributions. The first one
stems from the discontinuity of the noninteracting kinetic energy that is equal to the KS HOMO-
LUMO gap, ∆KS = εLUMO(N) - εHOMO(N). The second part is due to a constant jump of the xc
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Figure 2.1: Left: Illustration of the straight-line condition. The black line corresponds to the linear total
energy of the ultimate xc functional that is free from ME-SIE. The typical behavior of ME-SIE affected
functionals (represented by the typical behavior of semilocal functionals) is sketched in blue.
Right: Illustration of Janak’s theorem and its relation to the IP.
potential when passing an integer electron number, which is the famous xc derivative discontinuity
[PPLB82, PL83, SS83]. Critical for IP predictions from the KS HOMO eigenvalue in the spirit
of the IP theorem in Eq. (2.9) is that common xc-functional approximations have an xc potential
that is erroneously continuous at integer electron numbers. Instead of jumping, they yield an xc
potential that averages over the xc derivative discontinuity which, in turn, results in a severe up-
shift of εHOMO with respect to the true HOMO eigenvalue [PL83, TDT08].
The discussion of the constraints and relations has illustrated that most of them are closely con-
nected. Even more insights into their relationship, especially regarding the IP prediction from
approximate eigenvalues, is provided by Janak’s theorem [Jan78]. It states that the derivative of




= εiσ ( fiσ ). (2.16)
Remarkably, Janak’s theorem holds for any approximate density-dependent xc functional. A closer
look at this relation is particularly interesting for the HOMO eigenvalue. For a total energy that is
piecewise linear between N and N− 1 electrons the HOMO eigenvalue needs to be constant and
independent of the occupation number. If Eq. (2.16) is reformulated by integration over f between




d f εHOMO( f ), (2.17)
the HOMO eigenvalue can be tied to the IP directly. In the exact case in which the HOMO
eigenvalue is constant upon f one arrives at the IP theorem as defined in Eq. (2.9). However, once
the total energy exhibits a curvature, the eigenvalues necessarily have to be a nontrivial function
of f . As a consequence it is unlikely that an f -dependent HOMO eigenvalue will suffice the IP
theorem. This immediately affects the accuracy of IP predictions from HOMO eigenvalues of
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individual N-electron ground-state calculations (illustrated on the right of Fig. 2.1) as it is done in
the vast majority of applications. Functionals that are severely impaired by ME-SIE will lead to
eigenvalues that strongly depend on f which, in turn, leads to lousy IPs. Thus, the bottom line of
Janak’s theorem viewed with respect to photoemission is that functionals which do not suffer from
a large SIE can provide accurate eigenvalues for IP predictions.
In summary, this section suggests a few conditions which a functional should obey in order to be
suited for a reliable description of photoemission spectra. To first rank comes the freedom of self-
interaction (broadly speaking in the sense of both definitions) as it comprehensively affects a wide
range of photoionization properties. I will therefore discuss an efficient scheme that corrects the
OE-SIE in Sec. 2.4. Further, paying heed to the correct asymptotic decay and the presence of an xc
derivative discontinuity is supposed to be vital for accurate eigenvalues. In the next section I will
present practically relevant and instructive xc functional approximations. I will briefly comment
on their capabilities regarding photoemission.
2.3 Common exchange-correlation functional approximations
From a historical point of view, the remarkable success of practical DFT was pioneered by the
development of the local-density approximation (LDA) [HK64] (see Ref. [vBH72] for the spin-
polarized case). It assumes that the electron density varies only slowly in space and, thus, is close
to the spatially constant density of the uniform electron gas. This led to the idea of evaluating
the xc energy density of the homogeneous electron gas with the local density n(r) instead of a
uniform density. For the exchange part of ehomxc an analytical expression is known [Dir30]. The
correlation energy density ehomc is obtained from highly accurate Monte-Carlo calculations [CA80]
with different parametrization as, for example, the one by Perdew and Wang [PW92]. The total










Consistent improvements over the LDA are achieved by the class of semilocal generalized-gradient
approximations (GGA) [PK03]. This class of functionals includes the gradients of the density to
account for deviations from homogeneity in a controlled way, i.e., it preserves the correct features
of the LDA while adding others [PK03]. All GGAs follow the general structure of
EGGAxc [n] =
∫
d3r eGGAxc (n(r),∇n(r)), (2.19)
where eGGAxc is constructed to either fulfill exact constraints or by a suitable empirical fitting. The
classic example of the former is the Perdew-Burke-Ernzerhof (PBE) functional [PBE96] and of the
latter the Becke exchange, Lee-Yang-Parr correlation (BLYP) functional [Bec88, LYP88].
Although GGAs do not reach chemical accuracy for thermochemistry, they improve, for example,
over the LDA in predicting atomization energies and bond strengths [PK03]. Yet, the LDA and
typical GGAs suffer from similar notorious deficiencies [KK08]. Neither exhibits an xc derivative
discontinuity and, instead, averages it. As discussed before, this leads to a serious underestimation
of the IP and overestimation of the EA [PL83, TDT08]. Contrasting eigenvalues to PES data, this
deficiency is usually compensated by rigidly shifting all eigenvalues such that the HOMO is in
accord with the first experimental IP [KK14]. Further, both are grossly affected by SIE, which can
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lead to severe distortions in the eigenvalue spectra [KKMK09, KKMK10, KK14].
Besides semilocal functionals, the second major class of functionals involves not only the electron
density (and gradients thereof) but explicitly depends on the orbitals and can have a spatially
nonlocal xc potential [KK08], which promises more flexibility in the construction of functionals.
A typical representative is the exact-exchange (EXX) functional as known from the Fock exchange
of HF. Formulated in terms of KS orbitals it reads









ϕ∗iσ (r)ϕ∗jσ (r′)ϕiσ (r′)ϕ jσ (r)
|r− r′| . (2.20)
EXX cancels the Hartree self-interaction error entirely, induces the correct asymptotic decay of the
corresponding EXX potential, but completely lacks correlation.
Recalling the deficiency of semilocal functionals, it seems to be a promising strategy to combine the
merits of semilocal functionals and EXX. Conventional hybrids2 do so by mixing a fixed amount
α of EXX with approximate (app), typically semilocal, exchange and correlation,
Ehybxc = αE
EXX
x +(1−α)Eappx +Eappc . (2.21)
This general type of functional together with a certain nonempirical mixing α can be substan-
tiated by the adiabatic connection theorem [HJ74, Bec93b, EPB97]. A typical representative is
the PBE hybrid (PBEh) functional. It combines PBE exchange and EXX by a ratio of α with
full PBE correlation. A specific and nonempirically parametrized case is the PBE0 functional
with α = 0.25 [PEB96, AB99]. The Becke, 3-parameter, Lee-Yang-Parr (B3LYP) global hy-
brid functional, which is heavily used for thermochemistry, employs even three parameters in its
construction [Bec93a, SDCF94]. They are determined by extensive empirical fitting [Bec93a].
Due to the inclusion of a fraction of EXX, hybrids at least partly remedy the OE-SIE, have an
improved asymptotic ∼ −α e2/r decay3, and they exhibit an xc derivative discontinuity because
of the explicit orbital dependence [KK08]. The prediction of IPs and generally outer valence PES
spectra benefit from hybrid functionals, yet there are still unsatisfying deviations to experimental
PES spectra [KK14].
More sophisticated hybrid schemes, for instance local hybrid functionals [JSE03, SKM+14] or
range-separated hybrids [SF95, LSWS97], depart from a globally fixed mixing. For range-separated
hybrids the electron-electron interaction is split into a short-range (typically described by semilocal
exchange) and a long-range part (typically described by EXX) [LSWS97]. The range separation is
mediated via a smooth, r dependent function which is controlled by a range-separation parameter.
The approach is ideally suited for finding a well tempered balance between EXX, which enforces
the correct long-range asymptotic of the potential, and short-range semilocal exchange, which, in
turn, maintains the delicate balance with semilocal correlation. In optimally-tuned range-separated
hybrids (OT-RSH) [SKB09, SEKB10, BLS10, KSRAB12, RASG+12], [P6] the range-separation
parameter can be tuned such that the IP theorem (2.9) is obeyed. As discussed in Publ. [P6] for the
case of prototypical organic molecules, OT-RSHs serve as an excellent tool for predicting highly
2The term hybrid was coined by the fact that they were understood as a hybrid of DFT and HF theory [Bec93b]. Yet,
hybrid functionals were later shown to be well founded in the realm of DFT by virtue of the generalized KS scheme
[SGV+96] or optimized effective potential method [KK08].
3For the discussion of the potential asymptotics of orbital-dependent functionals I always refer to an evaluation within
the optimized effective potential formalism [KK08] as it leads to a local potential that is the same for all orbitals.
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accurate ionization energies and photoemission spectra, respectively. Particularly, a comparison to
OE-SIE free approaches illustrates that OT-RSHs are able to mitigate OE-SIE efficiently although
they are not completely free from the OE-SIE.
Evaluating orbital functionals
To make practical use of orbital functionals one has to face a difficulty arising from the orbital
dependence: in order to construct a local, multiplicative xc potential, as it is required in the KS





There are two distinct strategies to tackle this problem [KK08]. Either the KS scheme is generalized
in the sense that the derivative is taken with respect to the orbitals instead of the density, or one
exploits the fact that the orbitals themselves are functionals of the density, which allows to take the
derivative with respect to the density. While the former approach, the so-called generalized Kohn-
Sham (GKS) scheme [SGV+96], resides in the realm of DFT, it leaves the scope of KS theory. The
GKS approach roots in a mapping of an interacting N-electron system onto an auxiliary, partially
interacting system that is represented by a single Slater determinant. Minimizing the energy with
respect to the orbitals leads to a set of single-particle equations. Each equation has an orbital
specific and in general nonlocal potential. In light of this, the GKS equations require more effort
to be solved. Yet, it is the most popular way to apply hybrids in practice (which I also have used in
Publs. [P7] and [P8]).
The optimized effective potential (OEP) formalism marks the second approach [SH53, TS76,
Cas95a, KK08]. It sticks to the conceptual realm of KS DFT by applying the functional derivative
chain rule to Eq. (2.22),










This equation can be transformed into its typical form, i.e., the OEP integral equation [KK08].
Solving it for the local, multiplicative xc potential νxc,OEPσ is a feasible, yet tedious task that can
be realized by applying the S-iteration scheme proposed in Refs. [KP03a, KP03b]. Due to the
high computational demands, approximations to the full OEP are often preferred in practice. Most
frequently used is the Krieger-Li-Iafrate (KLI) approximation [KLI92]. It can be interpreted as a
mean-field approximation to the OEP [KK08].
Concerning the interpretation of eigenvalues as quasiparticle energies, the GKS and KS (also
via OEP) schemes lead to differences which are discussed, for example, in Publ. [P6] and Ref.
[KK10]. The nonlocal exchange contribution in GKS can bring the outer valence eigenvalues
closer to quasiparticle energies. This can be explained from two perspectives. First, the additional
nonlocality resembles the in general nonlocal self-energy operator of the quasiparticle equation
(Dyson’s equation) of MBPT more closely [KK08, KSRAB12, KK14]. Second, the fraction of
nonlocal Fock exchange can be understood as mimicking a part of the first-order correction of
KS eigenvalues towards ionization energies as derived by Chong et al. [CGB02, KK10]. When
the effect of a nonlocal xc contribution is evaluated non-self-consistently on top of semilocal KS
eigenvalues and orbitals, it results in an effective stretching of the KS eigenvalue spectrum [KK10].
On the other hand, the OEP formalism establishes a closer connection between pairs of KS orbitals
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and eigenvalues due to one local potential. This particularly eases a combined interpretation of
orbitals and eigenvalues [P0]. Further, the OEP guarantees all benefits of KS DFT [KK08] such as
the interpretation of the KS HOMO eigenvalue via Janak’s theorem, which is only valid in the KS
framework.
2.4 Self-interaction correction within the Kohn-Sham scheme
As discussed in the previous sections, correcting the SIE is one of the keys towards reliable
eigenvalue spectra. Starting from the OE-SIE definition of Eq. (2.12), one can formulate the famous
self-interaction correction (SIC) scheme suggested by Perdew and Zunger [Per79, PZ81]. If one
identifies the OE-SIE contribution per particle arising from the spurious Hartree energy and an
approximate xc functional with
δiσ = EH[niσ ]+Eappxc [niσ ,0], (2.24)
it seems natural to correct for this energy contribution. On top of an approximate functional
such as LDA4 a new SIC functional can be defined by subtracting the OE-SIE energies from the
approximate Eappxc ,











(EH[niσ ]+Eappxc [niσ ,0]) . (2.25)
By construction, the SIC expression is an explicitly orbital-dependent functional and, thus, an
implicit functional of the density. This makes a first choice necessary: either it is evaluated via a
direct minimization of ESICxc with respect to the orbitals as done in the first application [PZ81], or
one reverts to the KS world via the OEP formalism. As discussed in Refs. [VSP07, KK08], the
former would lead to generally nonorthogonal and spatially localized orbitals from orbital-specific
potentials and to eigenvalues that are not straightforward to interpret. These issues can be avoided
by the OEP method. Supportive of IP predictions, the well-defined KS SIC xc potential shows
the desired −e2/r decay in the asymptotic limit. This is owed to the fast exponential fall-off of the
LDA xc potential leaving the field to the correct decay of the Hartree part of the SIC xc potential. It
is also worth noting that SIC exhibits integer discontinuities [Per90, HK12a]. Besides these general
remarks, there is another important subtlety buried in the SIC expression. If two different sets of
orbitals that reproduce the same total density are used, two different total energies will be obtained.
Thus, the SIC expression is variant under unitary orbital transformations. At first glance this seems
like a curious feature of SIC. Yet, it is deeply rooted in its definition as there is no rigorous way to
define one-electron densities in a many-electron system. Neither KS orbitals nor any other type of
single-particle orbitals are distinguished if their sum reproduces the true total density. Viewed from
a different angle, the ambiguity – or more positively phrased the additional degree of freedom – can
be exploited in a physically meaningful way. Vital to all electronic-structure approaches and DFT
in particular is the energy-minimization principle. In the very same spirit, it seems encouraging to
use a set of orbitals that minimizes the SIC energy. Starting from, e.g., the KS orbitals, one can
4I apply the LDA throughout this work. For a discussion of other choices I refer the reader to Refs. [HKKK12, HK12b].
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Uσi jϕ jσ , (2.26)
which can enforce the derived orbital set to, e.g., minimize the SIC energy while retaining the same
total density nσ (r) =∑Nσi=1 |ϕiσ (r)|2 =∑Nσi=1 |ϕ˜iσ (r)|2. Inserting the energy-minimizing orbitals ϕ˜iσ
into the Perdew-Zunger SIC expression imposed on the LDA leads to the definition of the Emin-SIC
energy functional






EH[|ϕ˜iσ |2]+ELDAxc [|ϕ˜iσ |2,0]
)
. (2.27)
The optimization of the unitary transformation builds on the works of Pederson et al. [PHL84,
PHL85, PL88]. It was later refined such that the transformation allows for complex-valued orbitals
[HKKK12]. On the one hand, complex transformations are required for a time-dependent general-
ization of the Emin-SIC approach. On the other hand, complex-valued orbitals are promising from
a fundamental point of view. In order to maintain orthogonality between the orbitals, complex
orbitals need fewer nodal planes and are smoother in contrast to their real counterparts [HKKK12].
One may thus argue that complex orbitals are closer to ground-state orbitals. As any ground-state
xc functional is rigorously defined only on the domain of ground-state densities, an evaluation
of Eq. (2.27) with orbital densities that are closer to one-electron ground-state densities is more
appropriate, especially in the OE-SIE context which explicitly identifies orbital densities with
electrons [HK12b, HKKK12]. Whether complex-valued orbitals meet this criterion is discussed in
appendix A.6. While I find that complex orbital densities have indeed fewer nodal planes compared
to their real counterparts, they are generally not ν-representable [Koh83], i.e., are not one-electron
ground-state densities that arise from a local potential.
A second type of unitary transformation that I have used in my work employs spatially localized
Foster-Boys (FOBO) orbitals [Boy60, FB60, KKM08]. As the Hartree energy is very sensitive to
the degree of localization, EH can be increased by inserting localized densities. Thus, similar to
energy-minimizing orbitals, FOBO orbitals reduce the SIC energy. It was also shown that they are
good approximations to real-valued energy-minimizing orbitals [HKKK12]. Finding a localizing
transformation is numerically less expensive than an energy minimizing one, which offers a great
trade-off for heavier calculations.
To generalize the OEP formalism in such a way that unitary transformations can be included in the
construction of a KS SIC potential, the functional-derivative chain rule in Eq. (2.23) needs to be
extended to the transformed orbitals [KKM08]. Also for the so-called generalized OEP (GOEP) a
generalized KLI (GKLI) approximation exists [KKM08]. Especially for SIC it matters on which
level the xc potential is computed. Employing energy-minimizing orbitals, GKLI is a reliable
approximation to the full GOEP, while this is not necessarily the case without unitary optimization
[KMK08, KKM08]. In the following I will use the abbreviation GSIC for approaches that utilize
the Perdew-Zunger SIC expression in conjunction with a localizing or energy-minimizing orbital
transformation which is evaluated within the GKLI approximation.
With respect to PES, an argument which suggests that SIC eigenvalues are good approximations
to relaxed IPs can be established via Janak’s theorem. As discussed earlier, SIC approaches are
supposed to lead to total energies that should not severely deviate from piecewise linearity. Hence,
Eqs. (2.16) and (2.17) substantiate the connection between presumably scarcely f -dependent GSIC
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HOMO eigenvalues and relaxed IPs. Unfortunately, the unitary orbital transformation as used here
does not permit to validate this argument explicitly as the total energy cannot be calculated at
fractional particle numbers.
It was further argued by Perdew and Zunger that SIC eigenvalues should benefit from an effective
cancellation of errors [PZ81]. The IP theorem can be reformulated as [PZ81]
IP=−εHOMO+Σ+Π. (2.28)
The non-Koopmans correction Π denotes all differences between the eigenvalue and the unrelaxed
IP5. The orbital relaxation energy Σ measures the energy difference between the unrelaxed and
relaxed IP. As demonstrated for the Perdew-Zunger SIC approach, both terms reasonably cancel
each other in the case of atomistic densities [PZ81]. I will discuss whether this relation is fulfilled
for a few systems beyond the atomic level in appendix A.6, where I employ the GSIC approach and
SIC evaluated with the OEP using KS orbitals only. Here, it becomes apparent that the cancellation
is not systematic, which is why I cannot make a general statement about an effective cancellation
of errors.
Further, it turns out that SIC HOMO eigenvalues obtained by solving the traditional OEP tend to
slightly overestimate experimental IPs, which is in clear contrast to the underestimation predicted
by semilocal xc approximations [KKM08]. This tendency is further enhanced with GSIC due
to the additional energy-minimization step of the unitary transformation. The additional energy-
minimization procedure might deepen the KS potential and, therefore, moves down the eigenvalue
spectrum in energy. In practice, this error is typically compensated by applying a rigid shift to all
GSIC eigenvalues if the eigenvalue spectrum is contrasted to photoemission experiments, see, for
example, Publs. [P4] and [P6].
Despite overestimating absolute IPs, the power of the GSIC approach manifests in highly accurate
relative eigenvalue differences and a vastly correct energetic ordering of the KS states [KKMK09,
KKMK10], [P0], [P1], [P3], and [P6]. Particularly the latter feature is of paramount importance
for a sound interpretation of KS orbitals in terms of photoemission, which I will discuss in the
following section.
2.5 The molecular orbital interpretation and orbital
tomography
With all the considerations about eigenvalues and photoemission spectra in mind it is natural to
ask whether KS orbitals can be granted a physical meaning, too. For a long time it was commonly
acknowledged that one should not have too high expectations of the interpretation of KS orbitals
as they are merely auxiliary quantities of which the sum of the squares add up to the true total
electron density. This is nicely reflected by a, as they have admitted, exaggerating statement of
Ralf Stowasser and Roald Hoffmann [SH99]: “[...] the physicists and chemists who use density
functional theory so fruitfully have by and large shied away from attributing to Kohn-Sham orbitals
the reality that (we think) they deserve.” Yet, there are several arguments that are supportive of
meaningful KS orbitals [BG97, SH99]. I will inspect the interpretation of KS orbitals in the context
of photoemission, i.e., whether they may serve as approximations to Dyson orbitals.
To that end, I briefly introduce the quasiparticle framework behind Dyson orbitals and discuss their
5The term is adopted from HF since Koopmans’ theorem establishes a one-to-one correspondence between eigenvalues
and unrelaxed IPs [Koo34].
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′) d3r′ = εQPI dI(r). (2.29)
In the limit of full correlation, this definition and the one given in Eq. (1.10), i.e., the projection
of the Ith molecular N± 1-electron onto the N-electron wavefunction, are equivalent. Equation
(2.29) is a generalized eigenvalue equation whose quasiparticle solutions fall into two branches:
ionization and electron attachment. I will only consider the photoionization solution here, where
εQPI is the Ith ionization energy and dI(r) are the corresponding Dyson orbitals
6. Superficially
speaking, the structure of Dyson’s equation seems quite familiar to the KS equation (2.2) since both
contain the noninteracting kinetic energy, the Hartree potential, and an external potential. However,
there are essential differences. The KS equation and the Dyson’s equation are motivated by distinct
physical concepts (see chapter 4 or Refs. [FW71, Mat92] for the Dyson’s equation). While the KS
equation resembles a time-independent single-particle Schro¨dinger equation, Dyson’s equation is
in fact an exact many-body equation for charged excitations instead of steady-state energies. The
difference arises from the xc self-energy operator Σxc. It is a nonlocal, nonmultiplicative, and
energy-dependent operator, which includes many-body correlation effects such as relaxation, self-
interaction correction to the Hartree potential, screening, and dynamic polarization. As the self-
energy is also non-Hermitian, Dyson orbitals are neither normalized nor orthogonal. Despite these
discrepancies, there are several formal arguments in favor of a close connection between Dyson
and KS orbitals. For instance, the squares of the absolute values of both types of orbitals sum up
to the exact electron density. If one finds regions in space that are dominated by one single orbital,
Dyson and KS orbitals can differ by no more than a phase factor. Following the discussion of the
IP theorem in Sec. 2.2, this is particularly interesting for the HOMO in the asymptotic limit. As
all other orbitals fall off more quickly, the KS HOMO and the Dyson orbital HOMO must have the




|dHOMO(r)|2 = 1. (2.30)
Duffy et al. [DCCS94] also pointed out that KS orbitals can be viewed as a zeroth-order approxi-
mation in a perturbation expansion where the difference between the xc potential and the xc self-
energy is considered as the perturbation. First-order corrections are then due to the immediate




〈ϕ j | Σxc(εQPI )−νxc | ϕi〉
εi− ε j , (2.31)
where εQPI = εi+〈ϕi |Σxc(εQPI )−νxc |ϕi〉 is the first-order quasiparticle energy [DCCS94]. Whether
KS orbitals are suitable approximations to Dyson orbitals is therefore primarily a question of
the extend to which the KS xc potential resembles the self-energy. As a matter of fact, it was
demonstrated that the exact KS xc potential is the variationally best local approximation to the xc
6Extending the analogy to electron attachment within DFT, unoccupied states are responsible to describe quasielectrons
and electron affinities. This is problematic even in the exact case since the HOMO-LUMO gap differs from the
fundamental gap by the xc derivative discontinuity [PL83, SS83]. For a detailed overview of the interpretation of
virtual KS eigenvalues I recommend Ref. [BGvM13].
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self-energy in the Dyson’s equation [Cas95a]. Further, the local, multiplicative potential in KS DFT
facilitates a mutual interpretation of KS eigenvalues and orbitals. Thus, high quality eigenvalues
should indicate good KS orbitals.
Despite the fact that all these formal considerations suggest a close resemblance of both types of
orbitals, they do not make strong statements about the quality of KS orbitals as approximations to
Dyson orbitals. This is where ARPES comes into play.
In the seminal work of Puschnig et al. [PBF+09] on orbital tomography [P0], [SWR+12, WHS+14,
WLU+15], the authors paved the way for a surprisingly simple, yet illuminating interpretation of
ARPES experiments. They proposed a one-step model for the photoemission process where an
electron that is localized in a certain molecular orbital is ejected into an unbound state. If the
state of the emitted electron is assumed to be completely unperturbed, meaning it can be described
reasonably well by a plane wave (PW) [Gad74], the photoemission intensity within Fermi’s golden
rule reads
Ji ∝ |〈eikr | Ap | ϕi(r)〉|2 δ (h¯ω+ εi−Ekin). (2.32)
The matrix element can be simplified by conducting a Fourier transform of the depleted orbital
from real to momentum space, which leads to
Ji(kx,ky) ∝ |Ak|2 |ϕi(k)|2|k|=√2meEkin/h¯2 . (2.33)




is constant if h¯ω is fixed. Thus, for a predefined kinetic energy the ARPES intensity is obtained
by a hemispherical cut through the k-space representation of the absolute value of the orbital.
Plotted as a two dimensional momentum map, the ARPES intensity Ji(kx,ky) can be interpreted as
a tomographic image of a molecular orbital.
However, the notion of viewing the photoemission process in terms of molecular orbitals might be
a serious simplification. As it is shown in Sec. 1.3 and in greater detail in Publs. [P1] and [P3], a
solid theoretical model for photoemission and particularly ARPES can be derived from a stringent
many-body perspective. Keeping up the PW approximation, the photoemission intensity can be
formulated in terms of Dyson orbitals as follows (see also Eq. (1.9)):
JI ∝ |〈eikr | Ap | dI(r)〉|2 δ (h¯ω+ εI−Ekin). (2.34)
On the conceptual level, the change between the many-body and the molecular-orbital picture
narrows down to the difference between the Dyson and the molecular orbital. Thus, instead
of describing a transition of a photoelectron as to originate from a molecular orbital, Eq. (1.9)
describes the transition from a quasiparticle state into an unbound sate. Also in this many-body
picture the ARPES intensity of Eq. (1.9) boils down to a Fourier transform of the Dyson orbital
from real to momentum space,
JI(kx,ky) ∝ |Ak|2 |dI(k)|2|k|=√2meEkin/h¯2 . (2.35)
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Except of the Dyson orbital, only the polarization7 dependent scaling factor |Ak|2 influences
the ARPES intensity. The PW approximation has been demonstrated to work accurately for the
case of planar molecular semiconductors if the ARPES spectrum is not crucially depending on
the energy and if the light polarization direction is chosen such that it is aligned parallel to the
favored photoemission directions [PBF+09]. More detailed comments on the validity of the PW
approximation are presented in Chap. 3, Publ. [P5], and Refs. [PBF+09, BW15]. In particular,
Publ. [P5] analyses the limits of the PW approximation explicitly and proposes a method to go
beyond.
The compelling strength of Eq. (2.35) is the direct interpretation of ARPES momentum maps
as tomographic images of Dyson orbitals. Thus, it establishes an ideally suited means to check
whether KS orbitals do reflect Dyson orbitals by contrasting them to experimental data. This is
precisely what is in the focus of Publs. [P0], [P1], and [P3].
In summary, the publications reveal profound differences in the upper valence DFT orbitals as
predicted by various xc functionals for prototypical organic semiconductors. Consequently, the
theoretical momentum maps of the DFT orbitals can differ notably. Whether xc functionals yield
orbitals that agree with experimental observations from ARPES experiments is a question of the
complexity of the probed molecule’s electronic structure. For molecules which have a rather simple
electronic structure like pentacene even semilocal approaches achieve a reasonable description
of the upper orbitals. This is due to the strong delocalization of all outer-valence orbitals on
similar length scales. Consequently, the orbitals are all equally affected by a rather small OE-SIE.
However, if the system’s electronic structure gets more involved, more sophisticated approaches
are required. In fact, the freedom of self-interaction is the primary key towards an agreement with
measured momentum maps. This can be expected from the preliminary considerations within this
chapter. The GSIC approach fulfills many of the demanded relations of Sec. 2.2, including its very
feature of correcting the OE-SIE completely. The differences in the predictive power of various
functionals become particularly apparent in the case of ARPES momentum maps of PTCDA and
NTCDA. In contrast to the GSIC approach, OE-SIE affected functionals such as PBE or B3LYP
(the latter to a lesser extend, though) often predict severely distorted eigenvalue spectra and, thus,
different orderings of states. While GSIC correctly predicts delocalized pi orbitals as the uppermost
orbitals, OE-SIE affected functionals in many cases favor the σ orbitals to surface near the Fermi
level. The more localized σ orbitals differ vastly in spatial shape from pi states. The signatures of
σ orbitals are not observed in ARPES experiments. Conversely, the momentum maps of pi orbitals
agree with measured ARPES spectra. It is also worth noting that not only the most physically sound
HOMO but also outer valence GSIC orbitals were shown to yield matching momentum maps. All
these results indicate that KS orbitals from self-interaction corrected xc functionals can indeed be
able to capture essential aspects of Dyson orbitals.
2.6 Beyond the molecular-orbital interpretation: the
wavefunction perspective
In chapter 1 I initially introduced the Ith Dyson orbital as the projection of the molecular N− 1-
electron onto the N-electron wavefunction, see Eq. (1.10). In this section I propose an approach
to approximate Dyson orbitals from DFT with the aid of Eq. (1.10), which aims to go beyond
the purely molecular-orbital picture. As explained in Publs. [P1] and [P3], the decisive idea is to
7The direction of the vector potential A corresponds to the polarization direction of the electrical field as it can be seen
using the Coulomb gauge (in absence of a scalar potential), E =−∂tA.
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approximate the correlated many-body wavefunctions Ψ by KS Slater determinants Φ. This can
be justified for the case of planar organic semiconductors as they are dominated by dynamic rather
than by static correlation. As a consequence, their true electronic wavefunctions are of single
reference character and do not exhibit a (near) degenerate ground state, which would require a
superposition of at least two Slater determinants with similar weights [Cre01]. Besides, building an
approximate determinant from occupied ground-state KS orbitals is generally a reasonable choice
as DFT orbitals are designed to produce the correct spatial electron distribution [BG97].
As shown in Publs. [P1] and [P3], inserting the KS determinants into Eq. (1.10) allows to write the








The contributing orbitals are weighted by factors wIi . In principle, the w
I
i can be obtained by
conducting the integration between the contributing determinants over N − 1 coordinates, see
Publs. [P1] and [P3] for details. To write down Eq. (2.36) in a more universal fashion, I included
the possibility of excited final states. How to obtain an expression for the Ith excited final-state
wavefunction from DFT is explained in Publ. [P3] and in Sec. 3.2. In this section I will concentrate
on the transition to the ground state of the ionized molecule, which is described by one ground-state
KS determinant (see also Publ. [P1]).
The wavefunction ansatz is interesting for a couple of reasons. First, it explicitly breaks away from
the single-orbital interpretation of photoemission, i.e., from identifying one KS orbital with one
Dyson orbital. In the previous section I argued that KS orbitals can serve as reasonable zeroth-
order approximations to Dyson orbitals. However, the first-order correction in the spirit of the
perturbation expansion of Eq. (2.31) points out that a superposition of orbitals is a more correct
description. In this light, Eq. (2.36) might be interpreted as taking one systematic step beyond the
mere single-orbital approximation.
Second, I want to mention that this ansatz generally leads to approximate Dyson orbitals that are
neither orthogonal nor normalized, which is also a feature of exact Dyson orbitals. Since the
orbitals of both Slater determinants, one for the initial state and one for the ionized final state,
are computed self-consistently, the two sets of orbitals correspond to different KS Hamiltonians.
Integrating over determinants which include sets of orbitals that are not orthogonal to each other
results in Dyson orbitals with a norm between [0;1]. Since the Dyson orbital directly enters the
transition matrix element of Fermi’s golden rule, its norm plays an important role for the magnitude
of the transition matrix element and, hence, influences the ionization probability [P3].
Third, Dyson orbitals incorporate electronic relaxation effects. If only the ground-state transition
is discussed, the ground-state Slater determinants of the N and N-1-electron systems are inserted
into Eq. (2.36). Thus, the orbitals of the ionized system entail all electronic reorganization effects
caused by one missing electron. A detailed discussion of relaxation effects is offered in Publ.
[P1]. In a nutshell, electronic relaxation leads to the structure of Eq. (2.36) with more than one
orbital making a significant contribution, i.e., more than one wIi differing from zero. This becomes
plausible by considering the limiting case of no relaxation, where the only change of the molecule’s
system upon ionization is the depletion of one orbital. If both determinants in Eq. (2.36) are
built by the same set of orbitals, the structure of the Dyson orbital falls back to the single-orbital
case because of orthogonality considerations. Thus, it is the spatial difference of the ionized
system’s orbitals with respect to the neutral system’s orbitals that accounts for multiple orbital
contributions. Although Publ. [P1] shows that in many cases Dyson orbitals are dominated by
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one single orbital, which advocates the single-orbital approximation, it also provides experimental
evidence for beyond single-orbital contributions to ARPES intensities. ARPES spectra recorded
with high photon energies reveal additional intensities in the NTCDA HOMO momentum map,
which can be explained by the presented ansatz in terms of a superposition of two orbitals.
Fourth, the ansatz has proven to be beneficial for less accurate xc functionals. While the single-
orbital approximation is highly sensitive to the xc functional and to the right energetic ordering
of states, respectively, the Slater determinant ansatz is considerably less. This is primarily due
to the fact that the internal energetic ordering of the occupied KS states has no influence on
the magnitude of the wIi . In fact, it is solely the overlap integral that determines the orbitals
which have a nonvanishing contribution in Eq. (2.36). Thus, it is merely a question of the spatial
structure of the orbitals involved. Despite predicting an internal orbital ordering that differs notably,
most functionals predict spatially similar orbitals to be occupied for the studied systems since
the HOMO-LUMO separation is rather large. Consequently, the Dyson orbital ansatz will yield
similar waiting factors for similar orbitals and, thus, will widely mitigate the influence of the xc
approximations.
Besides ARPES, also high harmonic generation techniques were able to image Dyson orbitals of
diatomic molecules [ILZ+04, Lei07, PZBV07, MFBG08, HCB+10]. In Publ. [P1] I demonstrate
the close resemblance of calculated Dyson orbitals of N2 to measured reference orbitals presented
in Ref. [ILZ+04].
2.7 Visualizing electron-phonon coupling with ARPES
Finally, the Dyson orbital approach allows for another fascinating application. It can be used for
studying electron-phonon coupling in organic semiconductors. Publication [P2] illustrates that
ARPES can reveal and visualize the coupling between specific vibronic modes and electronic
excitations. Due to the highly accurate ARPES experiments conducted for Publ. [P2], it was
possible to resolve the vibronic progression within the photoemission band that corresponds to
the emission from the HOMO (in the sense of the molecular-orbital interpretation) of a coronene
monolayer on Ag(111). The remarkable experimental observation is that the ARPES momentum
maps change significantly when going to higher vibronic excitations, i.e., to slightly lower kinetic
energies of the photoelectron. Whereas the (0-0)
transition yields goggle-shaped intensity patterns, the (0-2) transition reveals triangle shaped re-
gions of high intensity in the corresponding momentum map. Here, (q-p) labels transitions in a
Franck-Condon-like picture from the qth vibronic state of the initial electronic ground state to the
pth vibronic level of the final electronic state, which is the state of the ionized system. So far, tradi-
tional PES studies on the coupling of electronic to vibronic excitations in organic semiconductors
have only provided information on the vibrational energy [YNF+05, UK08, KYU09, SWLZ09].
An assignment to specific vibrational modes was difficult since restrictions could only be made by
selection rules or symmetry considerations. Combining ARPES experiments and the Dyson orbital
ansatz, Publ. [P2] demonstrates that only two in plane modes couple to the electronic excitation
such that the triangular shaped intensities are reflected by the calculations. Thus, the method
provides an unique tool to pinpoint electron-phonon coupling in organic systems. The advantage
of the Dyson-orbital ansatz lies in the fact that the vibronic excitation of the molecular final state
can be taken into account explicitly. A vibronic displacement of the nuclei can be used for the




Photoemission as a dynamical process:
time-dependent density-functional theory
In the previous chapter I discussed the prediction of photoemission observables from a steady-
state perspective. However, photoemission is a highly dynamical process. As illustrated in Publs.
[P3], [P4], and [P5], important characteristics of PES and ARPES spectra cannot be captured by
ground-state DFT for fundamental reasons. In the course of this chapter I explain how to include
the dynamical nature of the photoemission process in simulations with the aid of time-dependent
DFT (TDDFT). Therefore, I introduce the conceptual framework of TDDFT in Sec. 3.1. In light
of Publ. [P3], I outline the basic ideas behind TDDFT in the linear-response limit in Sec. 3.2.
Finally, Sec. 3.3 highlights a method to predict PES and ARPES by a real-time propagation of the
KS system, see Publs. [P4] and [P5]. A historical survey and more details about TDDFT can be
found, for example, in Refs. [GDP96, MG03, MG04, BWG05, MUN+06, Cas09].
3.1 Fundamentals of time-dependent density-functional theory
To set the stage for a dynamical simulation of photoemission, an extension of DFT to the time
domain promises to be a viable strategy. In analogy to the Hohenberg-Kohn theorem in ground-
state DFT, TDDFT rests upon the Runge-Gross (RG) theorem1 [RG84]. It establishes a one-to-one
mapping, modulo a purely time-dependent function, between the time-dependent external potential
νext(t) [vL99] and the time-dependent electron density evolving from a given initial state and a
given particle-particle interaction. Since the entire time-dependent Hamiltonian is determined by
a known νext(t), also the time-dependent wavefunction has to be a functional of the density and an
initial state, again up to a purely time-dependent phase factor.
With the RG theorem it is possible to construct a time-dependent KS (TDKS) scheme if an auxil-
iary system of noninteracting particles subject to an external local potential νKSσ (t) is introduced.
Applied to the noninteracting system, the TDKS potential is unique by virtue of the RG theorem
and is chosen in such a way that the KS density,





fiσ |ϕiσ (r, t)|2, (3.1)
is identical to the interacting system for all times. The noninteracting KS particles obey the time-
1Due to formal intricacies in the original RG proof such as contradictions in symmetry and causality arising from the xc
kernel used in the linear-response limit, the proof was later refined as discussed in Refs. [vL98, vL99, vL01, Vig08].
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ϕ jσ (r, t). (3.2)
As in TDDFT’s precursor, the TDKS potential is partitioned into the external potential, the Hartree
potential, and the xc potential,
νKSσ (r, t) = νH(r, t)+νext(r, t)+ν
xc
σ (r, t). (3.3)
In addition to the interaction with the nuclei the external potential can include time-dependent
fields. Ionization processes can be driven, for example, by introducing a time-dependent classical
electric field of the form νEext(r, t) = e E0r sin(ωt). While the Hartree potential adopts its time de-
pendence directly from the time-dependent density, the time dependence of the xc potential is more
subtle. It does not simply depend on the density at the present time t but also on its entire history,
which also includes initial-state effects [GDP96, MB01a, MB01b, MBW02, TGK08, Thi09]. The
role of the total-energy functional in the ground-state case is taken by an action functional A[n]
[vL98, vL01]. Based on the latter, the xc potential is formally defined as a functional derivative
of the xc part of A[n] using the Keldysh pseudotime formalism [vL98]. Further, the xc potential is
responsible for many-body effects just as its ground-state complement. Considering all additional
subtleties arising from the time dependence, how could it be any different that Axc and νxc, respec-
tively, are typically not known exactly. Therefore, the most common approach is to refer to the
so-called adiabatic approximation. In the adiabatic limit the xc potential is approximated via the







Essentially, the adiabatic approximation is local in time, neglects all retardation effects2, and as-
sumes an instantaneous reaction of νxc on temporal changes of the density. Due to its computational
efficiency, the workhorse of TDDFT is the adiabatic LDA or time-dependent LDA (TDLDA) for
which the ground-state expression of ELDAxc [n] is used to evaluate Eq. (3.4). Although TDLDA is
local in time and space, it performs reasonably well for a wide range of applications even beyond
its scope of slowly varying densities in time and space [MMN+12].
Generally, most of the adiabatic time-dependent xc-functional approximations carry the notorious
failures of their ground-state inspirations. To name but a few, the previously discussed self-
interaction error, the xc derivative discontinuity, and the potential fall-off constitute issues, which
should be addressed in time-dependent calculations [MK05, Mun07, HKK12]. From that per-
spective, it seems promising to transfer the successful SIC concept to the time domain. Besides
other time-dependent SIC approaches [URS98, TC98, MCR01, MDRS08, VDR+13], also an
extension of GSIC was realized [HKK12, HK12b]. Here, too, the explicit orbital dependence
poses some challenges. Solving the OEP equation in the time-dependent realm [UGG95, MK06]
is prohibitively demanding even in one spatial dimension and suffers from stability problems. Its
approximate fellow, i.e., the time-dependent KLI, is also problematic regarding stability during
the time evolution [MKvLR07]. However, the unitary variance of the SIC expression of Perdew
and Zunger once again proves useful as employing energy-minimizing (or FOBO) orbital trans-
2Orbital dependent functionals inherit a memory dependence from the orbitals to some extent [MBW02, MMN+12].
In this sense, they are so-called orbital-adiabatic functionals [MMN+12].
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formations mitigates the stability issue [HKK12, HK12b]. To utilize Eq. (2.26) in the time
domain, the unitary transformationUσi j (t) and the orbitals are instantly updated at each time t. The
generalization of the KLI to unitarily variant functionals for the time-dependent case is delineated
in Refs. [HKK12, HK12b]. The very same works also outline the encouraging performance of
the time-dependent GSIC (TDGSIC) approach even for delicate situations such as charge-transfer
excitations [HKK12]. Publication [P4] complements these findings and sheds light on the benefits
of describing photoemission with TDGSIC.
Having settled the fundamentals of TDDFT and having highlighted some aspects about the time-
dependent xc functionals, there are two more subjects that require some thought. First, to make
practical use of TDDFT, Eq. (3.2) has to be solved. I will explain two distinct ways in the
following sections. Second, the question of how to obtain photoemission observables plays not
a less significant role. By virtue of the RG theorem the existence of a density functional for
photoemission intensities is guaranteed [RG84]. The exact form of such a functional has not yet
been discovered, though. To acquire PES observables, I present two schemes, each tailored to the
corresponding method of solving Eq. (3.2).
3.2 The linear-response approach: excited states from
particle-hole expansions
The first approach is guided by the preliminary considerations made in Sec. 1.3. Photoemission
peaks, which are specified through the energy conservation in Fermi’s golden rule (see Eqs. (1.4),
(1.7), and (1.9)), occur only at energies that are directly related to the eigenstates of the ionized
N−1-electron system, i.e., EI(N−1) and ΨI(N−1). Thus, the goal for this section is to get hold
of the excited-state properties of the ionized molecular systems.
In general, excited-state properties can be gained by transforming the TDKS equation from time to
the frequency domain3. The first-order density response of an interacting system to a perturbation
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The poles of χ at ΩI = E0−EI are the system’s true excitation energies. nˆ denotes the density
operator, ΨI the eigenstates of the system, and η a positive infinitesimal. The noninteracting KS




In contrast to the interacting χ , χKS exhibits poles only at the excitation energies of independent
3In the following I will consider a system with a fixed number of electrons, where all properties belong to the same
number of electrons, be it a neutral or ionized system.
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particles, i.e., at the KS ground-state eigenvalue differences. Since the RG theorem ensures that the
density change of the interacting and exact noninteracting KS system is identical, one can derive









The presence of the so-called Hartree-exchange-correlation kernel fH,xc, inter alia, shifts the po-
sition of the single-particle poles to the real excitation energies [MZCB04, TK14]. In its time-
dependent form, fH,xc arises from the functional derivative of the Hartree and xc potential with
respect to the time-dependent density,
fH,xc(r,r′, t− t ′) = e
2
|r− r′| + fxc(r,r
′, t− t ′) = δ [νH(r, t)+νxc(r, t)]
δn(r′, t ′)
. (3.9)
Popular strategies to solve Eq. (3.8) for the excitation energies were suggested by Casida [Cas95b,
Cas96, JCS96] and Petersilka et al. [PGG96]. The Casida equations [Cas95b, Cas96] can be















The matrix elements of A and B have the following structure (here for the sake of generality in spin
polarized notation),
Aiaσ , jbτ = δi jδabδστ(εaσ − εiτ)+Kiaσ , jbτ , (3.11)
Biaσ , jbτ = Kiaσ ,b jτ , (3.12)
where Kiaσ , jbτ is defined as








The indices σ and τ stand for the spin. i, j and a, b denote occupied and virtual orbitals, respec-
tively.
Besides excitation energies, the linear-response formalism provides access to oscillator strengths
and approximate exited-state wavefunctions [Cas95b, Cas96]. Having introduced a viable recipe
to calculate excitation energies and their optical transition strengths, I will now come back to
photoemission.
In the context of PES, i.e., to determine the ionization energies by virtue of Eq. (1.7), the gen-
eralized eigenvalue equation (3.10) has to be solved for the ionized molecular final state [WH08,
HWSM13],[P3]. To predict ARPES spectra according to Eqs. (1.9) and (2.36), an expression for
the final-state wavefunction is further needed. The excited-state wavefunction can approximately
be associated with a particle-hole expansion of the ground-state Slater determinant. In particular,
the Tamm-Dancoff approximation [HHG99, HHGB99] to Eq. (3.10), which essentially sets B= 0,
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aσciσ |Ψ0 〉. (3.14)
The expansion coefficient X Iiaσ corresponds to the eigenvector of Eq. (3.10) in the Tamm-Dancoff
approximation. Here, c†aσ and ciσ are the fermionic creation and annihilation operators, respec-
tively.
This approach lies at the very heart of Publ. [P3]. Particularly, the wavefunction assignment of Eq.
(3.14) provides an excellent means to calculate approximate Dyson orbitals. To be more specific,
inserting Eq. (3.14) into Eq. (2.36) constitutes a straightforward extension of the discussion in Sec.








Just like in the ground-state situation, the Dyson orbitals can be processed to ARPES momentum
maps by adopting the PW approximation.
From a practical perspective this ansatz is attractive because for PTCDA not only the momentum
map belonging to the HOMO was revealed but also the maps of the four states located directly be-
neath it [P0],[PRU+11]. As already discussed in Sec. 2.5, less accurate xc functionals were shown
to predict wrong orbitals at the respective energies. However, if excitations are properly taken into
account with the linear-response TDDFT formalism (explained in more detail in Publ. [P3]), the
resulting Dyson orbitals yield momentum maps that are in good agreement with experimental data.
3.3 Photoemission spectra from real-time propagations
All approaches to calculate ARPES spectra that I have presented up to now rely on the evaluation
of Fermi’s golden rule. Although TDDFT equips the Dyson orbitals with properly calculated
excitations from TDDFT, there is still room for improvement. A mild restriction, at least for
my purpose, is that the linear-response limit is not suited for strong-field applications. More to the
point is the lack of an xc kernel corresponding to xc potentials constructed via the OEP scheme,
which foils the use of GSIC within linear-response TDDFT. Aside from the issues related to the
linear-response limit, the most severe restriction steps in at an earlier stage of the photoemission
discussion. All Fermi’s golden rule based ARPES simulations rely on approximations for the
ejected electron’s state. So far, I have deliberately used the PW approximation because of its
simplicity and instructive interpretation of ARPES. However, it carries several major deficiencies.
First of all, real photoelectrons do interact with the remaining ionized system. Hence, they are not
correctly described by free-particle continuum states. This implies further restrictions.
Properly calculating photoemission peak heights necessitates an evaluation of the magnitude of the
transition matrix element in Eq. (1.4). The reliability of such an evaluation is highly doubtful with
the PW state. In ground-state DFT the customary approach is to ascribe a normalized intensity to
each eigenvalue. This establishes a rather crude way to estimate transition probabilities, which is
only sensitive to the degree of degeneracy of the states [BC95, AMH+00, KK10, RASG+12].
Within the wavefunction approaches and specifically with the TDDFT ansatz presented in the
previous section, one can evaluate the norm of the Dyson orbitals in combination with oscillator
strengths, see Publ. [P3]. Neither of these approaches allows for a rigorous assessment of emission
intensities. Thus, a reliable strategy to account for the so-called matrix-element effects is highly
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desired for predicting PES comprehensively.
Further, the scope of the PW approximation is rather narrow considering the orientation of the
polarization of the ionizing light field. As discussed in Refs. [PBF+09, BW15], the PW yields
accurate results if setups are chosen such that the favored emission directions and the light po-
larization are aligned parallel. A paradigm in which the PW approximation is deemed failing is
circular light polarization. Here, the polarization vector is rotating in time and, thus, is never
spatially constant hindering a parallel alignment. Finally, also the simplistic energy dependence
of the PW approximation can be a massive obstacle for the correct prediction of photoemission
intensities [Lie74]. Depending on the energy, ARPES intensities are merely modified by evaluating
the k-space representation of an orbital on a hemisphere with a different radius corresponding to a
different kinetic energy of the photoelectron. Since the k-space structure of typical orbitals is rather
smooth, the PW is not able to explain significant variations in ARPES patterns.
A possible solution is either to forge more reliable approximations for the final state that go beyond
the PW such as, for example, the independent atomic-center approximation [Gro78, PBF+09], mul-
tiple scattering Xα [DD74, SS08], and solutions to the Lippmann-Schwinger equation for frozen-
core HF potentials [LRM82], or to circumvent the requisite for stationary final states completely.
Within this section I outline such an approach. It departs from the notion of using matrix elements
and Fermi’s golden rule, respectively, to calculate PES observables.
Imagine a typical PES experiment that is rendered into a large numerical simulation box. At t = t0
the probed molecule, which initially is in its ground state, is located at the center. The KS system
is now allowed to evolve in time. If a light field intense enough to trigger an ionization process
is switched on, parts of the electron density will be forced to travel towards the periphery of the
simulation box. Eventually, the outgoing density will be measured by a photoelectron detector. I
want to emphasize that also the photoelectron’s state, which is specified by the outgoing density, is
part of the KS density. As a consequence, the interaction of the outgoing density with the remaining
ionized system is captured completely on the DFT level as the outgoing density experiences the
full KS potential. In this scenario the time evolution intrinsically provides all information about
the photoelectron from first principles, i.e., without making any a priori assumption about the
emitted electron’s state. How to realize this concept in practice and to what extent the prediction
of photoemission benefits from it, is the topic of the following and of Publs. [P4] and [P5].
The first step is to solve the TDKS equation in time. Starting from the ground-state as the initial
condition, the time evolution can be computed by propagating the KS orbitals in real-time [YB96,
CRS97, CAO+06, MK07],






dt ′hKS(r, t ′)
]
ϕ jσ (r, t0). (3.16)
The time-propagation operator U(t, t0) originates from the formal solution of Eq. (3.2), where Γ is
the time-ordering operator. To alleviate the time dependence of the integral in Eq. (3.16), i.e., to
decompose the full propagator into smaller time intervals,U(t, t0) is split into N smaller time steps






Among other schemes [CMR04], a widely used method to evaluateU (with the Hamiltonian in the
exponential function) leans on a fourth-order Taylor expansion of U around ∆t. Since the time-
steps are chosen such that hKS(t) has only a weak time dependence within ∆t, the time integral in
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Knowing the orbitals and the density by virtue of Eq. (3.1) at all time steps, the question of
how to extract the photoemission signal is remaining. Besides other solutions to this problem
[URS97, VTM03, MK07, DVM+12, DRRS13], Pohl and co-workers suggested a method that can
be realized numerically on real-space grids [PRS00, WFD+10, WDSR12]: At a specific detection
point RD in the periphery, all occupied orbitals ϕ jσ (RD, t) are recorded as a function of time. If
one thinks of each orbital as a superposition of plane waves, they can be understood as outgoing
wavepackets arriving at RD, i.e., ϕ jσ (RD, t) =
∫
dω c jσ (ω)exp[i(kRD−ωt)]. Taking the Fourier
transform of ϕ jσ (RD, t) from the time into the frequency domain reveals |c jσ (ω)|2, which is the
probability of finding a certain kinetic-energy component in the outgoing wavepacket. Summing













|c jσ (Ekin/h¯)|2. (3.19)
If the outgoing wavepackets are identified with outgoing electrons, the probability density is pro-
portional to finding a photoelectron with kinetic energy Ekin at space-point RD, i.e.,
J(RD,Ekin) ∝ n(RD,Ekin/h¯). (3.20)
In total these equations define an implicit density functional to extract the photoemission intensity
that is attractive because of its palpable interpretation. It is approximate, too, which is apparent
from the derivation of Eqs. (3.20) and (3.19): interpreting the TDKS orbitals at large RD as outgoing
wavepackets, one implicitly identifies KS particles with electrons. Another approximation is
the obligatory reliance upon approximate xc functionals. The two issues are somewhat related:
Because the photoemission scheme identifies KS particles with electrons, it is clear that it can be
expected to work best with xc approximations that conform with this identification. The GSIC
approaches meet this criterion, as discussed in Refs. [KKM08, HK12b].
An advantage of this scheme, which is satisfying from a formal DFT perspective, is that it avoids
interpreting eigenvalues in order to obtain the photoemission peak positions. Besides, it is ideally
suited for recording the spatial distribution of emitted electrons by placing detection points on a
spherical surface around the probed molecule.
There is another, though technical, aspect that is essential for acquiring PES signals free of nu-
merical noise. A wavepacket that ventures towards the numerical boundary has to be absorbed
efficiently. Otherwise the density would be reflected and, in turn, strongly contaminate the recorded
PES signal. To do so, I implemented smooth imaginary potentials [GS78, Man02, GLRM04,
DLR15, SK16a], which have the property of being not norm conversing. When added to the usual
KS Hamiltonian as
hKS(r, t) = h0KS(r, t)− iνabs(r), (3.21)
the potential acts as an absorber for νabs(r)> 0. Absorbing potentials can be designed to suppress
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reflections efficiently within a certain kinetic-energy window [DLR15]. It is important that νabs(r)
has an active length long enough to absorb all Fourier components of the wavepacket, even those
with large wavelengths. However, it turned out that finding a suitable balance between a sufficient
absorbing length and a numerically traceable grid size is a rather delicate task. Coupled to that issue
is the proper choice of the detection points. It has to be adequately far away from the system such
that the molecular potential has (sufficiently) faded but not within the absorbing region. Publication
[P4] examines the raised restrictions and offers a possible implementation.
Apart from the technical issues, the main objective of Publ. [P4] is to assess traditional gas-phase
photoemission spectra. As it turns out, the real-time propagation scheme is able to reasonably
estimate the emission peak heights of the outer-valance PES spectra on benzene and pyridine.
This improvement over the ground-state approach is a consequence of including dynamical effects
and of not relying on the evaluation of Fermi’s golden rule with its requisite of an approximation
for the ejected electron’s state. Recalling the discussion of Sec. 2.2, it comes by no means as
a surprise that the chosen xc functional crucially influences the predicted PES spectra in terms
of energy. TDLDA yields neither satisfying ionization energies nor intensity heights. TDGSIC,
on the contrary, performs appreciatively better in both respects. It has to be noted, though, that
there is hardly a difference between ionization energies predicted from the GSIC eigenvalues and
from its time-dependent complement via Eq. (3.20). Apparently, the peak positions are primarily
governed by the ground-state electronic structure and are barely affected by the system’s dynamics.
As expected, the TDGSIC yields spectra with an excellent assessment of the relative PES peak
positions, the absolute IPs are overshot by a few eV.
Another facet of Publ. [P4] deals with angular-resolved photoemission on benzene in the gas-phase,
i.e., on benzene molecules that are randomly oriented. Experiments conducted with a spatially fixed
light polarization reveal that individual photoemission peaks exhibit different emission character-
istics with respect to the polarization direction [SK78, MKJS77, CGK+87, LAM+11]. Thus, two
peaks that are located at different energies might each prefer a distinct emission direction. This
allows to infer further information on the electronic structure and on orbitals in particular. For each
emission peak, which is determined by its energetic location E, the intensity can be described via
[Bet33, CZ68a, CZ68b, WFD+10]
J(E,θ) ∝ 1+β (E)P2(cosθ). (3.22)
Here, P2 is the Legendre polynomial of second order and θ denotes the emission angle with respect
to the light polarization direction (θ = 0◦ and θ = 180◦ parallel; θ = 90◦ perpendicular). The
variation of the angularly resolved intensity is rated by β (E), the anisotropy parameter. It ranges
from β = 2 for a maximally parallel emission via β = 0 for completely uniform emission to
β = −1 for maximally perpendicular emission. Importantly, each individual photoemission peak
of benzene reveals its own characteristic β . This permits to check whether the angular variation
can be traced back to be caused by individual molecular orbitals, i.e., whether each peak can be
identified uniquely with one orbital. Particularly, the real-time propagation allows for an unbiased
assignment of orbitals as no further assumptions, e.g., about the final state, have to be made. To do
so, I tracked the emission signal of each orbital individually, i.e., calculated Ji ∝ |ϕi|2. Based on
Ji, the anisotropy parameter βi for orbital ϕi can be obtained, see Publ. [P4] for technical details.
The anisotropy parameters appear to be in good agreement with experimental observations for the
majority of emission peaks. Hence, this analysis provides further evidence that molecular orbitals
from GSIC are a physically relevant and useful concept.
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Figure 3.1: Setup for a circular dichroism experiment illustrated for one oriented PTCDA molecule. The
handedness, i.e., the breaking of inversion symmetry, is implemented by the three distinctly oriented axes in
combination with the two different directions of rotation of the electric field. The first axis is provided by
the normal of the molecular plane of PTCDA (n). The second axis is the emission direction of the electrons
(e−). The third one is the direction of the incoming photons with either left-handed circularly polarized light
(LCP on the left panel) or right-handed circularly polarized light (RCP on the right panel).
Publication [P5] goes one step further. Beyond monitoring the gas-phase PES for small molecules,
the complete photoemission angular distribution is recorded from time propagations. The com-
bined experimental and theoretical study aims to emphasize the importance of an accurate final-
state description. This is evidently shown for three hallmark examples: the dependence of ARPES
spectra on the polarization directions of the electric field, the circular dichroism in the angular
photoemission distribution, and the energy dependence of ARPES spectra. The first example
considers photoemission caused by an electric field that is polarized horizontally. Intuitively, one
would expect that the favored emission direction is somewhere close to the polarization direction,
i.e., close to the direction of the electric field vector that drives the photoemission process. Yielding
the main intensities in directions close to the light polarization direction, the PW approximation
behaves just as expected. In fact, the PW approximation even forbids emission perpendicular
to the light polarization as the |Ak|2 factor in Eq. (2.35) vanishes in that situation. In clear
contrast, experiment and real-time propagation both unveil a different picture. There are strong
intensities in perpendicular directions. A possible explanation of emission perpendicular to the
electric field vector might be that interaction of the emitted electron with the ionized systems
leads to a strong deflection of the photoelectron’s trajectory. In studies on orbital tomography,
measured ARPES momentum maps are often assigned to orbitals by comparing intensity patterns
[KTY+06, PBF+09, PRU+11], [P0]. It is, thus, important to be aware of this issue, as additional
intensities may lead to a false assignment.
The second example is photoemission induced by circularly polarized light. In this case, studies
on adsorbed diatomic molecules suggest that the photoelectron angular distribution is largely gov-
erned by interference effects of partial-wave components of the final state [DDM85, WBGS89,
Sch90, DL14]. The first-principles description of the final state within the real-time approach
promises a clear advantage since such interference effects are included in the time evolution of
the outgoing density. Remarkably, ARPES experiments on PTCDA, NTCDA, and CO conducted
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Figure 3.2: PTCDA probed with photons at h¯ω = 27 eV that incide in the xy-plane under an angle of 65◦
towards the surface normal. The x-axis denotes the long molecular axis, y the short one. (a) shows the LCP
and (d) RCP from TDLDA. (b) and (e) are experimentally obtained spectra for LCP and RCP, respectively.
(c) and (f) show the results of the single molecular-orbital interpretation of the LDA HOMO with the PW
approximation for LCP and RCP. The experimental spectra are displayed by courtesy of M. Graus and A.
Scho¨ll from the University of Wu¨rzburg.
with circularly polarized light show a crucial dependence of the photoemission response on the
photon’s helicity [WBGS89, WHS+14]. Thus, depending on whether the incident photons are left-
handed or right-handed circularly polarized (LCP) and (RCP), respectively, ARPES spectra can
differ significantly. This gives rise to a circular dichroism in the photoemission angular distribution
(CDAD). A necessary criterion for observing a CDAD in photoemission is the presence of a definite
handedness considering the entire system. Whereas chiral molecules, with amino acids and further
biomolecules as prominent examples, inherently provide a handedness [Rit76, Pow00, BLS+01],
the required breaking of inversion symmetry can be implemented by the overall experimental
geometry for nonchiral species, too [Sch90]. As shown in Fig. 3.1, the ordered monolayer structure
of the molecular semiconductors naturally provides a first distinct axis (represented by one spatially
fixed PTCDA molecule in Fig. 3.1), the other directions are determined by the photon incidence
and the photoemission direction. The dissymmetry is then introduced by the oppositely rotating
electric fields, which are associated with LCP and RCP light.
I will discuss the results of Publ. [P5] concerning the CDAD based on one further example. Probing
PTCDA with LCP and RCP light, respectively, leads to a distinct difference in the momentum
maps, as shown in the left part of Fig. 3.2. Here, the molecule is oriented as illustrated in Fig. 3.1,
where the long molecular axis is parallel to the x-direction. The short axis corresponds to the y-axis.
Photons incide in the xz-plane with an angle of 65◦ towards the surface normal and an energy of
h¯ω = 27 eV. Except of the photon incidence direction, the computational4 and experimental setup
4I performed the ground-state DFT calculations with the Bayreuth version of the PARSEC real-space code [Mun09,
KMT+06] using LDA norm-conserving Troullier-Martins pseudopotentials [TM91]. The time-propagation was
executed with an in large parts refined version of PARSEC that allows to propagate systems on large grids efficiently
[SK].
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is identical to what is shown in Publ. [P5]. Therefore, I refer to the Supplemental Material of Publ.
[P5] and to appendix A.5 for more details on the time propagation and further technical aspects.
The LCP and RCP spectra in Fig. 3.2(a) and (d), respectively, which I calculated with TDLDA5,
clearly exhibit a left-right asymmetry with respect to the ky = 0 axis for the photoemission signal
of the HOMO. Remarkably, the most distinctly pronounced intensity peak at kx ≈ 1.5 A˚−1, ky ≈
0.6 A˚−1 for LCP (Fig. 3.2(a)) switches sides to kx ≈ 1.5 A˚−1, ky ≈ −0.6 A˚−1 for RCP (Fig.
3.2(d)). The experimental analogues in Figs. 3.2(b) and (e) clearly confirm this feature. In contrast,
less accurate final-state approximations, as demonstrated in Fig. 3.2(c) and (f) for the PW, do not
exhibit a CDAD but instead average the left-right asymmetry. In appendix A.1 I discuss a stationary
final-state approximation that goes beyond the PW final state.
The third point addressed in Publ. [P5] is the dependence of ARPES intensities on the photon
energies. Particularly, the CDAD signal is shown to be sensitive to the energy, mounting in an
inversion of the CDAD pattern. Again, the TDDFT simulation is able to capture this tendency as
shown for the PTCDA HOMO and for emission from the 4σ orbital of oriented CO molecules. To
underpin these findings, I present more details and further calculations on the energy dependence
of the CDAD of the CO molecule in appendix A.3.
Admittedly, the numerical burden is considerably higher for the real-time propagation, particularly
compared to the simple Fourier transform that is needed for the PW approximation. In return, the
real-time propagation stands out with a first-principles description of the final state. In this way a
reasonable assessment of photoemission peak heights is possible. Further, the approach is suited
for any type of light polarization, in particular circularly polarized light, and is able to reproduce
the energy dependence of CDAD patterns.
5The accuracy of the TDLDA is sufficient for this purpose as the correct orbital is predicted as the HOMO. Further,
the calculations fortuitously benefit from the underestimation of the gas-phase IP within the LDA. Due to adsorption
effects in experiment, the experimental HOMO IP is also decreased compared to the gas-phase and agrees well with




Many-body perturbation theory in the GW
approximation
In the course of the previous chapters, the concept of quasiparticles has played a substantial role in
the interpretation of DFT eigenstates. Within the following chapter I focus upon quasiparticles in
more detail. Inextricably linked to quasiparticles is the single-particle Green’s function formalism,
which I introduce in the subsequent section. A mathematical framework for calculating the Green’s
function is provided by the Hedin equations that I present in Sec. 4.2. To make practical use of these
equations one typically draws on the GW approximation, see also Sec. 4.2. The most widespread
ways to solve the GW Hedin equations are outlined in Secs. 4.3 and 4.4. An introduction to
Publs. [P7] and [P8] is offered in Sec. 4.5, which deals with the accuracy of quasiparticle IPs in
conjunction with the constraint of piecewise linearity. For an in-depth guide to MBPT, Green’s
functions, and GW, I recommend Refs. [FW71, Mat92, AG98, AJW00, ORR02].
4.1 The Green’s function formalism
Central for quasiparticle calculations is the single-particle Green’s function G. In its most basic
form, G is defined as an expectation value with respect to the N-electron ground state Ψ0(N),






Here, Ψˆ(rt) denotes the field operator of the second quantization in the Heisenberg picture where







Ψˆ(rt) Ψˆ†(r′t ′) for t > t ′,
−Ψˆ†(r′t ′)Ψˆ(rt) for t < t ′. (4.2)
Equations (4.1) and (4.2) allow for a quite intuitive interpretation of the Green’s function. For the
case of t < t ′, the far right side of Eq. (4.1), which consists of Ψˆ(rt) |Ψ0(N)〉, represents an N−1-
electron state with one electron being annihilated at point r and time t. In combination with the
left-hand side of the matrix element, 〈Ψ0(N) | Ψˆ†(r′t ′), the Green’s function gives the probability
amplitude to detect a missing electron at r′ and t ′. Thus, G describes the propagation of a hole. If
the time order is reversed, the Green’s function can be interpreted in terms of electron injection,
which is the propagation of an additional electron.
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h¯ω− [εI+ iη sgn(µ− εI)] , (4.3)
is often more convenient and widely used. Equation (4.3) can be derived from Eq. (4.1) by
inserting a complete set of N−1-particle states ∑I |ΨI(N−1)〉〈ΨI(N−1) | and of N+1-particle
states ∑I | ΨI(N+ 1)〉〈ΨI(N+ 1) |, respectively, depending on the time ordering. Subsequently,
the expression has to be Fourier transformed from the time to the frequency domain [FW71].
The positive infinitesimal η guarantees convergence of the Fourier transform and µ denotes the
chemical potential. The denominator reveals one of the prominent features of the Green’s function.
It has poles exactly at the true quasiparticle energies εI . If the chemical potential in Eq. (4.3) is
higher than εI , the poles lie at the exact ionization energies of the N-electron system. Otherwise
εI describes the exact electron affinities. Also the numerator is comprised of familiar quantities,
namely the Dyson orbitals dI , which are often dubbed Lehmann amplitudes in this context. They
can be expressed in terms of the spatial part of the field operators as follows [ORR02]
dI(r) =
{
〈Ψ(N) | Ψˆ(r) |ΨI(N+1)〉 for εI > µ,
〈ΨI(N−1) | Ψˆ(r) |ΨI(N)〉 for εI < µ.
(4.4)





∣∣∣∣∫ d3r limr′→r ℑ(G(r,r′,ω))
∣∣∣∣ . (4.5)
It is proportional to the photoemission intensity when a PW final state is assumed for the ejected
electron [Hed99, ORR02]. Commonly, two types of photoemission peaks arising from A(ω) are
distinguished: Sharp peaks are related to single-particle-like excitations with long quasiparticle
lifetimes. Broader satellite peaks, which are associated with short lifetimes and arise from collec-
tive excitations such as plasmons, can contribute significantly to the spectral function especially in
the case of metallic systems.
Apart from the quasiparticle energies and amplitudes, the Green’s function contains observable
properties of any single-particle expectation value [FW71]. Further, the total energy of a system


















which I employed for the calculations presented in Publ. [P7]. The Galitskii-Migdal total-energy
functional is, however, not unique [GA58, LW60, Kle61]. This is important for the evaluation of
approximate and especially problematic for not self-consistently obtained Green’s functions (in the
sense of being a self-consistent solution of the Dyson equation, see Sec. 4.3) as the total energy
might depend on the functional expression employed [DvLvB06]. Moreover, the electron density
can be written as a functional of G,
n(r) =−2ih¯G(rt,rt+), (4.7)
where the superscript + denotes an infinitesimal shift of the respective time coordinate.
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4.2 Hedin equations and the GW approximation
I now want to discuss how to make practical use of the Green’s function formalism. The catch is,
once again, that an evaluation of the exact Green’s function as defined in Eqs. (4.1) and (4.3) would
either require the ground-state many-body wavefunctions and the entire eigenspectrum of the N±
1-electron systems or equivalently all Dyson orbitals and quasiparticle energies. To attack the issue
in a different way, MBPT is used [Mat92]. The essential idea here is to start from an assembly of
noninteracting electrons where the propagation of a noninteracting particle is described by the
noninteracting Green’s function G01 [Mat92]. The interacting nature of the propagated particle
is then introduced by scattering events caused by the Coulomb interaction. When all possible
scattering probability amplitudes with the cloud of the surrounding particles are summed up, one
obtains the Dyson’s equation for the fully interacting Green’s function. It is equivalent to the






For the sake of clarity I use a contracted notation for time and spatial coordinates in which 1 =
{r, t}, 2 = {r′, t ′}, etc. (The spin is neglected here but can be included in a straightforward
manner.). Σxc is the self-energy. In this picture, the self-energy represents the contribution to a
particle’s energy arising from the interaction with the surrounding cloud of particles. Now, the
next step is to find an expression for the self-energy.
The gist of MBPT is to construct the self-energy from a perturbation expansion of the Coulomb
interaction, where the unperturbed system is represented by the noninteracting particle case. Thus,
Σxc is supposed to be increasingly accurate the higher the expansion order gets. As an example, the
Fock exchange operator is nothing else but the first-order contribution2 to the self-energy, Σxc ≈
ih¯ G νHFx . Yet, achieving improvement over Hartree-Fock is laborious as already the second order
of the Coulomb interaction is not necessarily finite and the convergence rate of the expansion is
poor especially with increasing polarizability of systems [FW71]. To circumvent this issue, Hedin
proposed to expand the self-energy in a Taylor series in powers of the screened instead of the
bare Coulomb interaction ν(r′,r′′) [Hed65]. In this expansion, the dynamically screened Coulomb




In this picture, the presence of other charges acts as a dielectric medium that generally reduces,
i.e., screens, the interaction strength. Incorporating the dielectric matrix ε−1 thus gives hope for a
more rapidly convergent perturbation treatment. Moreover, Hedin showed that W , ε−1, and G can
be calculated by solving a set of integro-differetial equations [Hed65].
As it has been demonstrated extensively for solids and more recently also for molecules, the first
order in W ,
Σxc(1,2) = ih¯G(1,2)W (1+,2), (4.10)
already yields quite accurate results for ionization energies and fundamental gaps [AG98, AJW00,
ORR02, RJT10, BAO11, vCS+15]. It is exactly Eq. (4.10) that coined the term GW approximation.
1Here, G0 corresponds to h = hHartree, i.e., the Hartree interaction is already included in G0. In most practical
applications that are based upon DFT, G0 corresponds to h = hHartree + νxc. In this situation the self-energy in Eq.
(4.8) has the form Σ˜xc = Σxc−νxc.
2The zeroth-order contribution is the Hartree interaction, which is included in G0.
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Figure 4.1: Self-consistency cycle for an itera-
tive solution of the GW Hedin equations. A
noninteracting G0 is used as the starting point.
For perturbative G0W0 the cycle is left after the
self-energy is calculated for the first time, i.e.,
before the Green’s function is updated.






χ(1,2) = − ih¯G(1,2)G(2,1) (4.12)







Σxc(1,2) = ih¯G(1,2)W (1+,2). (4.15)
Here, χ denotes the irreducible polarizability, which in GW accords to the polarizability of the
Random-Phase Approximation (RPA) [ORR02]. To include second or higher orders of W , i.e., ev-
erything that is missing in GW , the GW Hedin equations have to be augmented. These contribution
are commonly referred to as vertex corrections [Hed65, BSO+05]. The GW Hedin equations still
need to be solved self-consistently as illustrated in Fig. 4.1 since W and Σ depend on G and vice
versa. As such a self-consistent treatment is quite expensive for large systems, various schemes
have been suggested to evaluate the self-energy in a non-self-consistent fashion [BG14].
4.3 Perturbative G0W0
On the lowest rung of the GW self-consistency hierarchy ladder one constructs a noninteracting
Green’s function G0 that is as accurate as possible. Instead of traversing the full cycle of Eqs.
(4.11)-(4.15) more than once, only G0 is used to calculate all subsequent properties. The Green’s
function itself is never updated. From G0 follows a zeroth-order expression for the screened
Coulomb interaction W0. The self-energy is then evaluated as
Σxc = ih¯G0W0. (4.16)
In this so-called G0W0 scheme [HL85, HL86] the quasiparticle energies are now evaluated with
first-order perturbation theory in the following way.
Since single-particle energies and orbitals from DFT can be reasonable approximations to quasi-
particle energies and Dyson orbitals, as I have discussed in Sec. 2.5, they can be used to construct
a zeroth-order Green’s function. Identifying a complete set of KS or GKS single-particle orbitals
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Figure 4.2: Quasiparticle IPs of PTCDA
from G0W0@PBEh(α) for various amount
of EXX α . Predicted IPs lie in a range
of about 1 eV. The experimental refer-
ence value adopted from Refs. [DMK+06,
SWLZ09] lies at 8.2 eV. The DSLE-
minimized (∆DSLE-min) starting point with
α = 0.4 shows a quasiparticle IP of 8.29
eV.





h¯ω− [εi+ iηsgn(µ− εi)] . (4.17)
Assuming that the G0W0 self-energy makes only a small correction to the single-particle eigenval-
ues, its difference to the xc functional employed in the preliminary DFT calculation can be treated









′,εQPI )−νDFTxc (r)δ (r− r′)
]
ϕi(r′). (4.18)
As the self-energy is depending on the quasiparticle energy itself, Eq. (4.18) has to be solved for
εQPI .
Since its first application to metals, the G0W0 approach has proved to be quite successful for
computing band structures of metals, semiconductors, and insulators [AG98, AJW00, ORR02].
In recent years G0W0 is increasingly used for molecules, too, with a mostly satisfying accuracy for
IPs and PES [BAO11, FAO+11, QUM11, MCR+12, Bru12, SBKN12].
Decisive for a successful first-order perturbation treatment is an appropriate zeroth-order approx-
imation or starting point. Particularly the considerations on the accuracy of DFT eigenvalues and
orbitals in chapter 2 suggest that large variations of the results might occur depending on the choice
of the xc functional employed in the preliminary DFT calculation. Indeed, significant deviations on
the order of 1 eV for IP predictions of molecules have been reported [RQN+05, FFB+07, MCR+12,
BM13]. As an example, I illustrate the starting-point dependence in Fig. 4.2 for the quasiparticle
IPs of PTCDA4. To properly define a G0W0 calculation, the notation “G0W0@starting point” has
been established. While G0W0@PBE underestimates the experimental IP by about 0.34 eV, a
starting point with 100% EXX, as included in G0W0@PBEh(α = 1.0), overshoots the IP by about
0.44 eV. Varying the amount of EXX via the parameter α in G0W0@PBEh(α), pretty much every
quasiparticle energy in between can be obtained. The rather broad range of predictions certainly
introduces some degree of arbitrariness in the results. A pragmatic solution to this issue would be
empirical benchmarking or an a posteriori choice of the starting point. However, these approaches
are rather unsatisfying from a formal perspective. Systematic schemes to find optimized starting
3HF orbitals and eigenvalues are also often used.
4I performed all G0W0 calculations with the FHI-aims code [BGH+09, RRB+12] employing numeric atom-centered
Tier 4 augmented by Gaussian aug-cc-pV5Z basis functions [Dun89, RRB+12].
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points were proposed, for example, by Ko¨rdo¨rfer et al. [KM12] and Atalla et al. [AYC+13]. A
central aspect of Publ. [P7] is to determine an optimized starting point from hybrid functionals by
satisfying the constraint of piecewise linearity as well as possible.
The starting-point dependence is not the only drawback of G0W0 calculations. For example, particle
and momentum conservation laws are violated [BK61, SGGG01]. Also ground-state properties
such as the total energy are not unambiguously defined as mentioned before [DvLvB06]. Since
neither the Green’s function nor the orbitals are updated in the calculations, the electron density
from G0 is qualitatively wrong [CRR+12].
One rung beyond G0W0 are various flavors of partially self-consistent schemes. Self-consistency
in the quasiparticle energies mitigates the starting-point dependence [HL86, MCR+12]. Here, the
quasiparticle energies are inserted into the Green’s function in Eq. (4.17) after each iteration loop
while keeping the single-particle orbitals. Another approach is GW0 in which only G is updated
until self-consistency [vBH96]. The screened Coulomb interaction remains on the W0 level, which
alleviates computational cost since calculatingW is the most expensive step in the iteration scheme.
Yet another approach, namely the quasiparticle self-consistent GW , aims to find the single-particle
Hamiltonian that minimizes the G0W0 correction in a self-consistent manner [vSKF06, KvF07,
BG14]. Publication [P8] offers a comparison of various GW flavors for a benchmark set of 100
molecules [vCS+15].
4.4 Fully self-consistent GW
At the highest rung, i.e., a fully self-consistent implementation of GW , most pathologies of G0W0
can be cured. In fully self-consistent GW (scGW ) [HvB98, FVK04, RJT10, CRR+12, Car13]
the Hedin equations are iterated until deviations between the Green’s functions of two succeeding
iterations fall beneath a certain threshold [CRR+13]. This procedure eliminates the starting-point
dependence completely. Unlike perturbative approaches, scGW provides unique and accurate
total energies and electron densities, which makes a unified description of the ground state and
of charged excitations possible [CRR+12]. Moreover, scGW permits an unbiased assessment of
the intrinsic accuracy of the GW approximation to the exact self-energy. For molecules it has been
shown that quasiparticle IPs typically improve over G0W0 with purely semilocal or HF starting
points [RJT10, CRR+12], [P7]. In Publ. [P7] ionization energies from self-consistently obtained
total-energy differences are shown to deviate from vertical experimental IPs by a mean absolute
error of 0.2 eV (for a set of 48 benchmark molecules). In contrast to perturbative G0W0, the
quasiparticle energies are evaluated from the spectral function (4.5) in scGW .
4.5 Piecewise linearity and the accuracy of quasiparticle
energies
Since GW is an approximate theory, a critical survey of its level of exactitude is fundamental
to reveal sources of error. Exact constraints supply an ideal means to do so. Therefore, I will
revisit the condition of piecewise linearity, which not only has to be obeyed by DFT but is a valid
relation for quantum-mechanical ensembles in general. Unfortunately, a direct evaluation of Eq.
(2.13) is presently not possible for GW because a rigorous ensemble generalization has not yet
been achieved and might even necessitate an augmentation of the GW self-energy [vLS12]. For
the special case of G0W0 it was shown that an approximate generalization is possible under the
assumption of the frozen orbital approximation [YMSC13].
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Due to this obstruction, the central idea of Publ. [P7] is to assess piecewise linearity in an indirect
manner. The linearity condition in Eq. (2.13) implies that the first derivative of the total energy
with respect to the fractional occupation number f (i.e., ∂E/∂ f ) should be constant and that it
exhibits discontinuities at integer occupations ( f = 0 and f = 1). Additionally, ∂E/∂ f equals the
electron removal energy E0(N)−E0(N− 1) or, equivalently, the energy for adding an electron to






= E0(N)−E0(N−1) =−IP(N). (4.19)





= E0(N)−E0(N−1) =−EAc(N−1). (4.20)
Equations (4.19) and (4.20) illustrate that IP=EAc in an exact theory. Thus, the difference between
IP and EAc,
∆DSLE = EAc(N−1)− IP(N), (4.21)
can be seen as a criterion for a deviation from the straight line error (DSLE). The major asset of Eq.
(4.21) is that it lends itself to an evaluation of the DSLE within GW , which only provides access to
properties at integer particle numbers. These include the quasiparticle IP and EA. Since ∆DSLE = 0
is a necessary condition for piecewise linearity, this indicator tells precisely if piecewise linearity
can be fulfilled. However, in an approximate treatment of electronic exchange and correlation such
as, for example, in GW , the IP and the EAc may differ. To make a statement also about the severity
of the DSLE via Eq. (4.21), another assumption has to be made. If an ensemble generalization to
GW was known, additional contributions to the self-energy have to be small near integer electron
numbers. Note that for G0W0 the quasiparticle energies correspond to the slopes of the total energy
of the RPA if the frozen orbital approximation is assumed [Wan10].
Another reason why the indicator ∆DSLE is proposed in Publ. [P7] relates to the self-screening in
GW , which provides an alternative view on the DSLE perspective. Self-screening can be seen as an
analogue to the self-interaction present in some DFT functionals. Yet, the origin of self-screening
is differing as the Hartree self-interaction as defined in Eq. (2.10) is canceled in GW . This can
be shown if the GW self-energy is split into an exchange and correlation part, Σxc = Σx +Σc. The
former corresponds to the Fock operator and, hence, cancels the Hartree self-interaction exactly
[NBRG07]. The correlation part of Σ has no counterpart, though. Invoking the hydrogen atom
example, the residual correlation part leads to one electron erroneously screening itself. As the
screening in GW apparently is not sophisticated enough, also IP(N) and EA(N−1) will most likely
not be the same. In the calculation for the N−1-particle system, the screening will be that of N−1
electrons and, thus, typically less than that in the N-particle system. Again, this is most evidently
seen for 1-electron systems such as the hydrogen atom where the calculation for N-1-electron
system, i.e., the proton, correctly gives zero screening. The calculation for the neutral H atom
already includes screening. Following this line of thought, the EA(N − 1) and IP(N) difference
measures the severity of the self-screening.
Publication [P7] shows that the GW approach is inherently in error concerning piecewise linearity
because ∆DSLE does not vanish for scGW calculations for the studied molecules. Compared to
semilocal DFT or HF, scGW reduces the severity of the DSLE significantly. The second major
subject of Publ. [P7] is to examine the DSLE with respect to the starting-point dependence of
G0W0. As discussed above, varying the starting point leads to varying accuracies in the IP predic-
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tions. Evaluating ∆DSLE for G0W0 with PBEh(α) starting points, a clear correlation of the quality
of IPs and the DSLE indicator is demonstrated. Particularly the starting points that minimize ∆DSLE
show the best agreement to experimental reference IPs with mean average deviations of only 0.21
eV for a set of 48 molecules and atoms. I present further analysis for another set of 100 molecules
and atoms in Publ. [P8] that underpins the findings of Publ. [P7], i.e., the DSLE minimized starting
points yield an accurate IP description. That the minimization is not only a concept applicable to
GW is demonstrated in Publ. [P7] by an analysis that utilizes a perturbative method beyond GW
[RMC+15].
The problem of charge transfer in donor-acceptor systems provides an ideal test case for illustrating
the reliability of the DSLE-minimized GW approach. For a weakly coupled donor-acceptor system,
such as the tetrathiafulvalene donor (TTF) and the tetracyanoquinodimethane acceptor (TCNQ)
[CAR+14], the energy required to promote an electron from the donor’s HOMO to the acceptor’s
LUMO level can be approximated by the energy difference [CAR+14]
ECT = IP(donor)−EA(acceptor). (4.22)
In scGW 5, the charge-transfer energy ECT = 5.96 eV−4.24 eV = 1.71 eV significantly underesti-
mates the reference value of 3.5 eV. The reference is composed of the vertical experimental IP(N)
of TTF, which lies at 6.7 eV [KYA+84], and the EA(N) of TCNQ from coupled-cluster singles,
doubles, and perturbative triples [RTPHG89] calculations, which lies at 3.2 eV [MPAVO04].
First, I want to discuss the accuracy of the IP description of TTF. The deviation of the IP predicted
by scGW from the reference IP can be explained by a rather large ∆DSLE of 1.1 eV. The accuracy
of the IP can be increased by drawing on ∆DSLE-minimized G0W0 calculations. For the optimal
starting point that minimizes ∆DSLE, G0W0 yields an IP of 6.7 eV, which perfectly coincides with
the experimental value.
Second, the accuracy of the electron affinity EA(N) of the acceptor has to be assessed. Here, the
proposed DSLE concept can analogously be transferred to the N and N + 1-electron interval of
the total-energy curve. By adapting Eqs. (4.19) and (4.20), ∆DSLE compiles to ∆DSLE = EA(N)−
IP(N+1), which again has to vanish for an exact theory. Here, scGW yields a ∆DSLE = EA(N)−
IP(N+ 1) = 1.0 eV for the acceptor TCNQ. The nonvanishing ∆DSLE suggests that EA(N) from
scGW differs from the true value. With EA(N)= 4.24 eV scGW indeed overestimates the reference
EA(N) significantly. Turning to G0W0 with the ∆DSLE-minimized starting point, I find EA(N) =
3.9 eV. This prediction is still too high compared to the reference. Consequently, the charge-
transfer energy ECT = 2.8 eV is too low but indicates the right direction when compared to the
non-∆DSLE-minimized scGW prediction. That EAs of molecules are usually overestimated is a well
known problem of G0W0 (even for starting points that employ a high fraction of Fock exchange),
which is often discussed in the context of predicting fundamental gaps (see Eq. (2.15)) [BAO11,
SBKN12].




A.1 Coulomb-wave final state and the partial-wave expansion
As I have discussed in the main part of my thesis, a reliable approximation for the photoelectron’s
final state is desirable. To improve upon the simple PW state, the interaction with the positively
charged molecule has to be taken into account. The most straightforward approach is to expose
the photoelectron to a single positive charge that is located at the molecule’s center. This situation
can be described by the Schro¨dinger equation of the hydrogen atom. Yet, the spatial extend of the
molecule, any screening effects of the remnant electrons, and a delocalization of the photohole over
the molecule are still neglected. Based on these assumptions, the photoelectron’s state, χk, can be








χk(r) = εkχk(r), (A.1)
with a kinetic energy of εk = h¯
2k2
2me
> 0. Z is the number of positive charges. Expressed as an
expansion of partial waves, i.e., an expansion in an angular basis in terms of the spherical harmonics














The angles θk,φk and θr,φr refer to the representation of the vectors k and r in spherical co-
ordinates. σl = Arg [Γ(l+1+ iη)] describes the phase shift of different outgoing partial waves,
which arise due to the Coulomb potential. Thereby, Γ denotes the gamma function [AS72] and
η = −Z me2
kh¯2
. The radial part of the final state, Fl(kr,η), is the so-called Coulomb wave (CW)










Fl(ρ,η) = 0, (A.3)
which can be derived by separating the spherical part of the Laplacian from the radial part and
projecting the equation onto a specific Yml . The coordinate ρ stands for the product kr. The second
parameter of the CW is η =−Z me2
kh¯2
. It is worth pointing out that the CW final state merges into the
partial-wave expansion of the PW final state for η → 0, which means that the number of positive
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Figure A.1: ARPES intensity momentum maps computed with the CW final state for the GSIC HOMO of
PTCDA with horizontal polarization parallel to the long molecular axis. The momentum of the photoelectron
corresponds to |k| = 2.0 A˚−1. The partial-wave expansion in Eq. (A.6) is truncated at (a) l = 5, (b) 10, (c)
15, and (d) 20.
charges goes to zero for a finite k [Mes14]. The partial-wave expansion of the PW reads









l (θr,φr) jl(kr), (A.4)
where jl(kr) stands for the spherical Bessel function [AS72].
I implemented the CW and PW final state, respectively, with the adjustable parameter η according
to the recursive algorithms presented in Ref. [AS72]. Based on Eq. (A.2), CW and PW ARPES
intensities can be computed via Fermi’s golden rule. Inserting the CW final state into Eq. (1.9), the























For a fixed kinetic energy of Ekin = h¯
2k2
2me
the photoemission intensity can then be written in terms












The expansion along the angular momentum l is usually well converged for systems such as CO
or PTCDA for lmax = 20 (for both the PW and CW case). This is demonstrated in Fig. A.1 for the
momentum maps corresponding to the GSIC HOMO of PTCDA obtained with the CW final state
with increasing lmax. To ensure convergence in all further CW and PW calculations in this thesis
and in the publications, I never truncate the sum in Eq. (A.6) before l = 20. A reason for the rapid
convergence is due to the behavior of Fl(ρ,η)/kr, which goes to zero at the molecular region with
increasing l as displayed in Fig. A.2. Therefore, the expansion coefficients cml , which are governed
by the overlap of the final and initial state, approach zero for large l.
For most ARPES momentum maps on PTCDA and NTCDA there is no significant difference
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Figure A.2: Behavior of the radial part
Fl(kx,η)
kx of the CW final state for differ-
ent angular momenta l displayed on the
x-axis of a Cartesian grid. The prob-
ability distribution at the center of the
numerical box vanishes with increasing
l. Each radial function is computed
with k = 3.8 A˚−1 that corresponds to a
kinetic energy of 55 eV.
Figure A.3: ARPES intensity momen-
tum maps obtained from the GSIC
HOMO of PTCDA with horizontal po-
larization parallel to the long molecular
axis. The momentum of the photoelec-
tron corresponds to |k| = 2.0 A˚−1. (a)
depicts the PW result whereas (b) shows
the CW intensity pattern.
between the PW and the CW final state. Representative for linearly polarized fields, I display
the momentum map of the PTCDA HOMO and horizontal polarization that is parallel to the long
molecular axis in Fig. A.3. The momentum of the photoelectron corresponds to |k| = 2.0 A˚−1.
The corresponding measured momentum map is shown and discussed in Fig. 1 of Publ. [P5].
Comparing the PW and CW results in Fig. A.3 (a) and (b), both momentum maps hardly differ.
Only the positions of the four spots of high intensity are slightly shifted. The CW final state also
fails to predict the prominent intensity features at kx = 0.0 A˚−1 present in experiment, see Publ.
[P5].
The implementation of the CW approximation was mainly prompted by the hope that the CW
is able to predict the circular dichroism observed for the organic semiconductors molecules. As
nicely illustrated for the toy model of emission from atomic orbitals in Ref. [Sch90], the circular
dichroism can be explained as arising from interference effects between different partial-wave
components of the CW final state. Thereby, the photon helicity can reverse the relative phasing
of partial-wave components leading to distinct interference patterns for both circular polarization
directions.
While the CW final state is able to produce a significant CDAD for atomistic systems and small
molecules (see Sec. A.3), it is clearly limited for systems with a larger spatial extent. This is
demonstrated in Fig A.4 for the PTCDA HOMO. Although there is a slight difference in the
intensity pattern between positive and negative ky, a CDAD effect is barely visible. Thus, the
CW final state seems to be too crude to capture important aspects such as the emission from a large
molecule with a photohole that can be delocalized over large parts of the systems.
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Figure A.4: ARPES intensity momen-
tum maps obtained from the GSIC
HOMO of PTCDA with circularly po-
larized light using the CW approxi-
mation. Photon incident direction is
the long molecular axis with an an-
gle of 65◦ towards the normal (z-axis)
of the molecular plane. The photo-
electron’s momentum corresponds to
|k| = 2.3 A˚−1. (a) depicts the LCP
result, whereas (b) shows the RCP in-
tensity pattern.
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A.2 Horizontal polarization and NTCDA
Besides PTCDA, ARPES experiments on NTCDA adsorbed on Ag(110) were conducted. To
underpin the results of Publ. [P5], I want to demonstrate that effects beyond the PW final state
can be observed for NTCDA, too. As an example, Fig. A.5 (b) shows the experimentally recorded
momentum map of the NTCDA HOMO. The system was probed with photons of h¯ω = 26 eV that
are polarized horizontally. However, the alignment of the polarization vector parallel to the long
molecular axis is imperfect in this measurement. To improve the quality of the spectrum, it was
symmetrized with respect to the molecular principal axes and a constant background intensity was
subtracted.
Nevertheless, the measured momentum map in Fig. A.5 (b) demonstrates that intensities arise at
kx ≈ 0 A˚−1, which corresponds to an emission direction that is approximately perpendicular to the
polarization direction. Whereas the PW results displayed in Fig. A.5 (a) shows no intensities at
this particular spots, the real-time approach does, see Fig. A.5 (c). In addition to the experimental
uncertainties due to the imperfect alignment, another reason for deviations might be deficiencies
of TDLDA. For NTCDA the OE-SIE distorts the ordering of the upper orbitals. In particular, the
measured HOMO momentum map matches the (TD)LDA HOMO-2 orbital. Thus, the spectrum in
Fig. A.5 (c) actually corresponds to the TDLDA HOMO-2 and not to the HOMO.
Figure A.5: ARPES intensity momentum maps obtained with horizontal polarized light that is aligned
parallel to the long molecular axis (x-axis). (a) Momentum map of the GSIC HOMO of NTCDA obtained
with the PW approximation. The momentum of the photoelectron corresponds to |k|= 2.0 A˚−1. (b) shows
the experimental intensity, courtesy of A. Scho¨ll and M. Graus. The experiment is performed on an NTCDA
monolayer on top of Ag(110) at h¯ω = 26 eV. Note that the polarization direction deviates from the long
molecular axis by a few degrees, which influences the ARPES pattern. The spectrum was symmetrized and
a constant background was subtracted before normalization. (c) TDLDA real-time propagation results.
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A.3 The energy dependence of the circular dichroism of CO
A significant energy dependence of the circular dichroism was further reported for uniformly
oriented CO molecules adsorbed on a Pd(111) surface [DDM85, WBGS89, Sch90, WBG+91].
For my calculations I oriented an isolated CO molecule according to Fig. A.6, which is consistent
with the experimental geometry in [WBGS89, Sch90, WBG+91].
The right part of Fig. A.6 shows the energy dependence of the fully angle-resolved CDAD for the
emission from the 4σ orbitals of CO. Here, the normalized CDAD intensities are defined as
JCDAD = (JLCP− JRCP)/(JLCP+ JRCP). (A.7)
The angle of photon incidence is set to β = 50◦. The left column of Fig. A.6 displays the results
of the real-time propagation scheme, whereas the right column shows the CW results. Each row
corresponds to a different photon energy. I now want to discuss some of the features observed in
Fig. A.6.
As it can be anticipated from the change of the helicity of the photons, the CDAD patterns reveal
a mirror symmetry of the emission intensities with respect to the plane of photon incidence (xz-
Figure A.6: Left: Setup for ARPES on a spatially aligned CO molecule, which accords with the experimen-
tal setup used to probe a monolayer of CO molecules adsorbed on a Pb(111) surface [Sch90]. Photons are
incoming under an angle of β = 50◦. The angular dependence as depicted in Fig. A.7 is recorded in the
yz-plane, i.e., under an angle of φ = 90◦.
Right: Fully angle-resolved, normalized CDAD intensity JCDAD = (JLCP− JRCP)/(JLCP + JRCP) obtained
from an individual CO molecule, which is oriented as depicted on the left. Red areas indicate regions with
emission predominately caused by LCP light, blue by RCP. The left column shows the real-time propagation
results from TDLDA for the emission from the 4σ orbital of CO. The right column shows the CW results.
Each row corresponds to a different photon energy.
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plane). Emission in the xz-plane corresponds to φ = 0,180◦. As an example, the upper left CDAD
spectrum of Fig. A.6 indicates that emission caused by LCP is dominating for 0◦ < φ < 180◦ (red
colored area). On the other side of the plane of incidence, i.e., for 180◦ < φ < 360◦, the prevalent
emission is triggered by RCP (blue colored area). The intensities ratios of RCP to LCP are exactly
the same on both sides, yet with different sign.
Further, the CDAD must vanish for emission angles that lie in the plane of photon incidence. Since
two of the three distinct axes merge, the system doesn’t provide a definite handedness for this
particular emission direction. A similar argument holds for θ = 0◦ as the surface normal coincides
with the emission direction. The limiting cases given by the geometry, which are completely
independent of the photon energy, are predicted correctly by both approaches. Note that small
deviations of the real-time results from this behavior are due to the coarse angular resolution.
Regions at which the CDAD vanishes or switches sign for nongeometrical reasons are characteristic
of the energy dependence. Whereas the real-time approach for a photon energy of h¯ω = 24.6 eV
predicts no such nodes for 0◦< θ < 90◦, there are two for h¯ω = 36.6 eV. The energy dependence of
the emission from the 4σ orbital is discussed in more detail in Publ. [P5]. Figure. 3 of Publ. [P5]
shows the CDAD signal for a fixed emission angle of φ = 90◦. While the real-time approach cap-
tures the energy dependence in accordance with frozen-core HF reference calculations presented
in Refs. [LRM82, WBG+91], the CW is too simplistic for predicting the energy dependence
correctly.
In addition to the emission from the 4σ orbital, also the emission from the 5σ and the twofold
degenerate 1pi orbitals were measured in Refs. [WBGS89, Sch90, WBG+91]. For CO adsorbed
on Pd(111) the three orbitals are too close in energy to be recorded separately. Therefore, Fig.
A.7 shows the superposition of the emission signals of all three orbitals. The panels correspond
to different photon energies. In general, the frozen-core HF and real-time calculations are in good
agreement and follow the same trend, i.e., from a positive CDAD at small θ to negative CDAD
values around θ = 45◦ and back to a positive CDAD for θ = 90◦. This feature is characteristic of
all three energies displayed. Yet, the magnitude changes as the energy increases. Compared to the
reference calculations, the real-time results show a slightly less pronounced CDAD signal around
θ ≈ 20◦ for h¯ω = 33.3 eV and 39.3 eV. Contrasted to the experimental data shown in [WBG+91],
the real-time approach seems favorable for small angles θ due to the smaller CDAD values.
Figure A.7: Normalized
CDAD intensity as given
in Eq. (A.7) from a
superposition of the
emission signals from
the 5σ and the twofold
degenerate 1pi orbitals of
CO. Red solid line: TDLDA
real-time results. Black
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A.4 Adsorption effects of PTCDA on Ag(110)
Adsorption effects of molecules on noble metal substrates can play an important role. Among
others, it was shown that the functional side groups of PTCDA are bent towards the Ag(110)
surface. The deflection of the nuclei positions are illustrated in Fig. A.8. In a first attempt
to grasp adsorption effects and particularly their effect on ARPES, I used the measured nuclei
displacements from Ref. [MBW+13] for my calculations. To be more precise, I manipulated
the gas-phase equilibrium geometry of PTCDA in such a way that the functional side groups are
deflected as displayed in Fig. A.8. With the bent geometry as a refined input for the DFT ground-
state calculations, I inspected the ARPES intensity maps of the frontier KS orbitals. While the
influence of the geometrical change seems to be small for energetically well separated KS states,
it affects the degenerate HOMO-3 and HOMO-4 predicted by FOBO GSIC used in Publ. [P0].
A superposition of the degenerate HOMO-3 and HOMO-4 leads to the intensity depicted in Fig.
A.9(a). Including the geometrical change in the FOBO GSIC calculation splits the degeneracy
of the orbitals. The resulting ARPES intensities of the energetically separated HOMO-3(d) and
HOMO-4(b) are presented in the middle of Fig. A.9. Comparing the spectra with experiment,
which is shown on the right panel of Fig. A.9, reveals a decent agreement of the intensities.
However, the geometrical deformation does not improve upon the relative energetic position of the
FOBO GSIC states.
To sum up, the geometrical distortion of the molecule makes a rather small contribution in terms
of modeling the substrate-molecule interaction effects. However, it can be decisive for degenerate
states. For a more accurate description of adsorption effects it seems necessary to include a Ag(110)
surface slab in the calculations explicitly [AS09, ULR+14].
Figure A.8: Geometrical deformation of PTCDA
adsorbed on Ag(110). The functional side groups
are bent towards the metal surface and are de-
flected from the gas-phase position according to
the values presented in the panel, which are
adopted from Ref. [MBW+13].
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Figure A.9: Influence of the geometrical deformation of PTCDA adsorbed on Ag(110) on the degenerate
FOBO GSIC HOMO-3 and HOMO-4 orbitals. The degeneracy is split resulting in two well separated states
that show a decent agreement with measured spectra. (a) shows the incoherent superposition of the ARPES
spectra of the FOBO GSIC orbitals calculated with the gas-phase equilibrium geometry. In the middle,
the ARPES intensities of the separated HOMO-3 (d) and HOMO-4 (b) orbitals calculated with the bent
geometry are shown. The right column corresponds to the experimental intensities adopted from Publ. [P0].
The calculated spectra are evaluated within the PW approximation at k = 1.92 A˚−1. The polarization factor
|Ak|2 is set to one.
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A.5 Miscellaneous details on the real-time propagation scheme
In this section I discuss some additional results and technical aspects of the real-time propagation
scheme that are not covered by the main part of my thesis or by the publications and the corre-
sponding Supporting Material.
Implementation of circular polarized fields
Monochromatic circularly polarized light can be described by an electric field that is rotating in
time. The frequency of the rotation is given by the light’s frequency ω . For the example of light
incoming from the z-direction with a wave vector k = (0,0,kz) and a field vector rotating in the
xy-plane, the electric field reads






The phase shift between the two opposing rotation directions is denoted by δ . It is either +pi/2 or
−pi/2 and, thus, the electric field becomes






Considering only the real part of Eq. (A.9), the electric field reads






Circular polarization may be referred to as right-handed or left-handed, and clockwise or anti-
clockwise, respectively, depending on the direction in which the electric field vector rotates. Un-
fortunately, two opposing conventions exist and are used in the literature. To avoid confusion, I
consider the rotation of the electric field from the viewpoint of the molecule’s center (z= 0 in Eqs.
(A.8)-(A.10)) for all of my calculations. If the incoming light rotates clockwise in time, I refer to
the polarization as right-handed polarized. This is the case for the upper sign in Eqs. (A.9)-(A.12).
In the case of anti-clockwise rotating fields, I denote the field as left-handed circularly polarized,
which is given by the lower sign in Eqs. (A.9)-(A.12).
In order to be able to specify the orientation of the electric field freely, I implemented the field
vector’s direction depending on two angles,
E±(t) = E0
 cosα cosβ cosωt∓ sinβ sinωt−cosα sinβ cosωt∓ cosβ sinωt
sinα cosωt
 . (A.11)
Here, α denotes the photon incident angle, which is counted towards the normal of the xy-plane.
β stands for the angle within the xy-plane, which is counted from the negative x-axis (β = 0◦)
towards the positive y-axis (β = 90◦)1.
The polarization of a field can also be described by its complex valued Jones vector. For the
example of circularly polarized light incoming from the z-direction, the Jones vector is given by
the (1,±i) vector in Eq. (A.9). In the Coulomb gauge the directions of E and A are parallel. Thus,
1In the TDDFT code, the key for setting α is “inc angle a” and “inc angle b” for β .
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Figure A.10: Angle-integrated emission signal from
the TDLDA PTCDA HOMO as a function of the
kinetic energy. The system was probed with LCP
light incoming from the −x-axis under an angle of
65◦ to the normal of the molecular plane (xy-plane).
The photon energy was set to h¯ω = 27 eV. The gray
marked area indicates the energy range that is inte-
grated to obtain an ARPES signal.
the Jones vector of the vector potential A for an arbitrary photon incident direction reads
A± =
 cosα cosβ ± i sinβ−cosα sinβ ± i cosβ
sinα
 . (A.12)
I use A of Eq. (A.12) to evaluate the transition matrix elements of Fermi’s golden rule.
Evaluation of intensities
To track the angular dependence of the photoemission signal, I distribute the detection points on
a hemispherical surface in such a way that they lie on an equidistant angular grid, i.e., at ∆φ =
∆θ = const with 0≤ φ ≤ 2pi and 0≤ θ ≤ pi/2. As the orbitals are recorded for every time step and
each detector position, the density of the angular grid should be chosen carefully in order to keep
the memory demands within feasible limits. A reasonable choice for angle-integrated spectra is a
resolution of 120x30 detection points in φ and θ direction, respectively. For typical momentum
maps I recommend a resolution of 240x60.
The calculation of the PES signal from the recorded orbitals is done with an external program.
The first step is to Fourier transform the recorded orbitals from the time to the frequency domain.








dθ R2D sinθ |ϕi(RD,φ ,θ ,Ekin)|2. (A.13)
Figure A.10 shows the angle-integrated intensity from the HOMO of PTCDA as a function of the
kinetic energy using TDLDA and LCP light with h¯ω = 27 eV. The spectrum reveals the emission
peak positions. Since the fully angle-resolved emission signal depends on the kinetic energy at
which it is evaluated, the kinetic energy can be chosen on the basis of the angle-integrated PES
spectrum. To obtain the entire ARPES signal within a photoemission peak, I integrate over the
width of the emission peak of interest. Usually, I choose a suitably narrow kinetic energy rage of
0.2 eV on each side of the emission peak maximum, which is represented by the gray area in Fig.
A.10. Explicitly angle-dependent spectra can be converted to momentum maps via Eqs. (1.2) and
(1.3). The resulting momentum map corresponding to Fig. A.10 is displayed in Fig. A.11 (a).
Technical aspects and computational parameters
I now want to present additional details and technical aspects on the real-time propagation scheme.
All technical aspects for the propagation of benzene and pyridine are delineated in Publ. [P2].
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Figure A.11: ARPES intensity momentum maps from the TDLDA HOMO of PTCDA. Photons of h¯ω =
27 eV are incoming from −x-axis under an angle of 65◦ to the normal of the molecular plane (xy-plane).
The polarization is LCP. Spectra are obtained at different detection radii: (a) RD = 27a0, (b) 28a0, and (c)
29a0.
Some of the aspects presented here are meant to complement the in-depth discussion of the techni-
cal aspects given in Publ. [P2].
The calculations of PTCDA, NTCDA, and CO were performed on an equally spaced real-space
grid [SK]. The radius of the numerical box for the time-propagation was R = 40a0 for PTCDA,
R = 32a0 for NTCDA, and R = 26a0 for CO. The grid spacing was set to ∆r = 0.38a0 for each
calculation. I used the Crank-Nicholson propagator [CMR04] to evaluate the time evolution.
Compared to other possible propagation schemes the latter allows a relatively large time-step of
∆t = 0.002 fs. I employed LDA norm-conserving Troullier-Martins pseudopotentials [TM91] with
cutoff radii of rc = 1.39a0 for H, 1.09a0 for C, and 1.10a0 for O. In most applications the intensity
of the incoming light was ramped up to a constant intensity between 108 W/cm2 and 109 W/cm2
within 0.5 fs and remained constant throughout the total propagation time of T = 50 fs (T = 40 fs
in the case of CO). Differences in ARPES observables arising due to different intensities are small.
For a sufficient photoelectron yield I recommend intensities around 109 W/cm2.
To prevent reflections at the numerical boundaries, I augmented the KS Hamiltonian, h′KS = hKS−


















which is based on the absorbing potentials presented in Refs. [Man02, GLRM04, SK16a]. Here, RS
denotes the radius where the potential starts acting (RS = 28a0 for PTCDA, RS = 24a0 for NTCDA,
and RS = 14a0 for CO ). For r < RS the potential is set to zero. RE = R+∆ is the radius of the
numerical box R plus a shift ∆ = 3a0 that is needed to prevent the potential from diverging at the
numerical boundary. ∆R= R−RS is the “active length“ of the potential.
The photoemission signals were evaluated at a detection radius of RD = 27a0 for PTCDA, RD =
24a0 for NTCDA, and RD = 14.5a0 for CO.
Representative for the majority of applications, Fig. A.11 illustrates the dependence of ARPES
momentum maps on the detection radius for the case of the TDLDA HOMO of PTCDA with LCP
and photons of h¯ω = 27 eV incoming from −x-axis under an angle of 65◦ to the normal of the
molecular plane. The spectra were obtained at different detection radii (a) RD = 27a0, (b) 28a0,
and (c) 29a0. There are minor differences in the intensity patterns, for example, at kx ≈ 1.0 A˚−1,
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ky ≈ 1.0 A˚−1. It has to be noted that for some setups the deviation between various RD can be more
pronounced. This may be caused by the overall numerical setup as simultaneous optimization of
the relevant parameter space is laborious and often limited by computational feasibility. Further, the
parameters are depending on the system. I also cannot rule out that the detection point dependence
is one of the inherent limitations of this method.
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A.6 Self-interaction correction: details
In this section I discuss two issues regarding the GSIC calculations.
Relaxation effects
As discussed in Chap. 2, the exact HOMO eigenvalue coincides with the first vertical and relaxed
IP. In practice, the level of approximation used for the xc functional has a huge influence on how
well this relation is fulfilled.
An aspect that I briefly touched in Sec. 2.4 is to what extent electronic relaxation effects are
incorporated in eigenvalues. Perdew and Zunger argued in their seminal work that SIC eigenvalues
benefit from an effective cancellation of errors [PZ81]. While this was based on the evaluation
of atomistic densities and orbital-specific SIC calculation, it is tempting to check whether these
arguments transfer to larger systems and the SIC scheme presented in Sec. 2.4.
The IP theorem can be reformulated as [PZ81]
IP=−εHOMO+Σ+Π. (A.15)
In the exact case, the two additional contributions have to cancel. The first quantity,
Σ= IPR− IPU, (A.16)
measures the severity of relaxation effects and is called orbital-relaxation energy. It consists of the
difference of the completely unrelaxed ionization potential IPU and the vertical ionization potential
IPR that includes electronic relaxation. The second contribution,
Π= IPU+ εHOMO, (A.17)
is the so-called non-Koopmans correction. The term was coined by Koopmans’ theorem, which
states that HF eigenvalues are equal to unrelaxed IPs [Koo34]. In the context of DFT, Π can be
interpreted as to measure to what extent approximate DFT HOMOs go beyond IPs from Koop-
mans’ theorem. Here, IPR always refers to the total-energy difference between the self-consistent
calculation of the ground-state energy of the neutral system and the ground-state energy of the
corresponding singly ionized system.
To determine the unrelaxed IP, one assumes that the only change of the molecule’s electronic
system upon ionization is the depopulation of the HOMO. Employing the same set of orbitals as
for the neutral molecule, the unrelaxed ionized density reads
n+↑ (r) = n↑−|ϕHOMO,↑(r)|2, (A.18)
n+(r) = n+↑ (r)+n↓(r). (A.19)
For density dependent functionals the unrelaxed total energy of the ionized system can be calcu-
lated according to




+] = T [{n+iσ}]+EH[n+]+Exc[n+↑ ,n↓]+Eext[n+]. (A.21)
The situation gets more involved considering GSIC. Here, the orbital-dependent SIC energy is
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Uσi jϕ jσ . (A.22)
The depopulation of the HOMO orbital can be introduced by means of the occupation numbers fiσ ,
which are set to zero if the index iσ corresponds to the HOMO. Otherwise the occupation numbers






f jσUσi jϕ jσ , (A.23)
where Uσi j is exactly the same as for the neutral N-orbital case. Both sets of orbitals reproduce the
same density n+σ (r) = ∑
Nσ






















































Yet, the transformed orbitals are no longer orthonormal:































= δi j−Uσ∗iN UσjN 6= δi j
(A.25)
The matrix elements UσjN of the transformation denote the contribution of the depleted HOMO.
I label an evaluation of the total energy with this kind of orbital transformation as the unrelaxed
transformation.
An alternative way is to construct a completely new unitary transformation U¯σi j that minimizes the
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Figure A.12: Non-Koopmans correction Π, orbital-relaxation energy Σ, and ∆ = Π+Σ for Na5 (left) and
[C2H2]2H2 (right). For each system calculations were performed with LDA, GSIC with a complex, energy-
minimizing, relaxed unitary transformation, and SIC evaluated with OEP without unitary optimization.





U¯σi jϕ jσ . (A.26)
To be more specific, it is only based on the N−1 orbitals ϕi↑ that constitute n+↑ (r). This procedure
implies that U¯σi j is adopted to the loss of one electron, i.e., an additional energy-minimizing step
is performed before the unrelaxed total energy is computed. I will denote this procedure as the
relaxed transformation method. It is not a priori clear which scheme is to be favored to quantify Σ
and Π as there is no unique and rigorous way to determine the unrelaxed ionization potential for
GSIC.
To avoid the restrictions due to the unitary transformation, I computed the unrelaxed IP for SIC
energies from solving the full OEP without unitary optimization. Figure A.12 illustrates Π, Σ, and
∆=Π+Σ for Na5 and two repeat units of polyacetylene ([C2H2]2H2). For Na5 I find a reasonable
cancellation of Σ and Π leading to a good description of the relaxed IP. In the case of GSIC with
a relaxed, complex, energy-minimizing transformation, Π is close to zero and therefore does not
cancel Σ. Consequently, the IP is slightly worse than for the OEP calculation. As a reference I
also display the LDA results that suggest a poor description of electronic relaxation. The right part
of Fig. A.12 displays the results for polyacetylene. GSIC and the OEP calculation yield negative
Σ and Π values. Instead of canceling each other, both add up to a high ∆. Predictions by LDA
are inferior to the SIC calculation results. Turning towards the organic semiconductor NTCDA
and PTCDA reveals a rather inconsistent picture. Here, Π+Σ from GSIC is on the same level as
LDA and in case of NTCDA even larger, see Tab. A.1. Unfortunately, a comparison to OEP KS
SIC calculations is not possible because convergence of the ground-state calculations for ionized
PTCDA and NTCDA has not yet been achieved.
Table A.1 also compares the results for Π and Σ for GSIC evaluated with the relaxed and the
unrelaxed unitary transformation. While the sum ofΠ+Σ is in both cases the same, the assessment
of relaxation effects reveals massive differences. As it can be anticipated, the relaxed unitary
transformation yields distinctly lower values for Π and Σ. Generally, this analysis shows that
relaxation effects are difficult to quantify with GSIC, as the values strongly depend on the method
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used to take the unitary transformation for the calculation of the unrelaxed total energy into account.
Further, the results suggest that no general statement can be made about the extent to which non-
Koopmans and orbital-relaxation energy cancel each other.
Table A.1: Non-Koopmans correction Π, orbital-relaxation energy Σ, and Π+Σ for PTCDA and NTCDA.
Complex, energy-minimizing GSIC and LDA calculations were performed. The GSIC calculations were
conducted with the relaxed (R GSIC) and unrelaxed (UR GSIC) transformations. All values are presented
in eV.
PTCDA NTCDA
LDA R GSIC UR GSIC LDA R GSIC UR GSIC
Π 2.13 -1.05 3.93 2.88 -1.20 4.29
Σ -0.38 -1.13 -6.11 -1.81 -2.00 -7.49
Π+Σ 1.74 -2.18 -2.18 1.07 -3.20 -3.20
ν-representability of complex-valued orbitals
Within the introduction of the GSIC approach in the main part of my thesis in Sec. 2.4, a large
share of the discussion focused on the definition of SIC as a single-particle based correction. As
I pointed out, the SIC expression should be evaluated with one-electron ground-state densities
to fulfill the premise that xc functionals are only defined rigorously for ground-state densities
[HK12b]. Usually, KS orbitals of many-electron systems are far away from ground-state orbitals
since they have to fulfill the orthogonality condition. One way to maintain orthogonality between
orbitals is to equip them with an increasing number of nodal planes. In GSIC calculations the SIC
expression is evaluated with orbitals from a unitary transformation. In general, the latter can be
complex-valued, which introduces an additional degree of freedom to enforce orthogonality. As
it was shown in Ref. [HKKK12], complex orbitals can indeed have a smoother spatial structure
and fewer nodal planes. One may therefore ask whether complex orbital densities are closer to
one-electron ground-state densities than their real-valued counterpart.
In general, a one-electron ground-state density is generated by a local external potential. For a




ϕi(r)+ν(r)ϕi(r) = εiϕi(r) (A.27)
can be inverted such that a potential can be obtained from the single-particle density








Such a density is called ν-representable [Koh83].
Starting from this consideration, I evaluate Eq. (A.28) for the example of the CO molecule. After
subtracting the electrons that are treated by the pseudopotential, CO has five occupied orbitals
(spin-unpolarized). I performed two self-consistent ground-state GSIC calculations, one with
a real-valued energy-minimizing transformation, the other with a complex-valued. Note that a
specific ordering of transformed orbitals has no physical significance. Therefore, I contrast a pair
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Figure A.13: ν-representability of real- and complex-valued orbital densities of CO. Upper row: orbital
densities ni(r) of a real (right) and a corresponding complex-valued (left) energy-minimizing unitary orbital
transformation. The displayed axis is perpendicular to the molecular axis. Lower row: Potential that is
reconstructed from the displayed orbitals.
of transformed orbitals which I assigned due to their close resemblance, see Ref. [HKKK12] for
iso-surface plots of all the transformed orbitals of CO. The upper row of Fig. A.13 shows the orbital
densities ni(r) of one pair of transformed orbitals along the y-axis, which is perpendicular to the
molecular axis (x-axis). The left corresponds to the complex-valued orbital transformation and the
right to the corresponding real-valued orbital. While the orbital density of the complex orbital is
smooth on this axis, the real-valued shows a kink at 1.5a0 resulting from a nodal plane. This affects
the second derivative needed to evaluate Eq. (A.28) substantially. The potential is dominated by a
sharp peak at the position of the kink. Opposed to that, the potential from the complex orbital is
smooth and shows a reasonable behavior.
If plotted along the molecular axis, the structure of both orbital types exhibits kinks as illustrated
in Fig. A.14. For the same reason as mentioned above, the potentials show an unphysical structure
that does not resemble ground-state potentials. The remaining CO orbitals show a similar behavior.
Each orbital (be it complex or real) shows at least one direction that exhibits a kink and, thus,
produces a nonphysical potential. Therefore, this analysis suggests that while complex orbital
densities are smoother and presumably closer to ground-state densities, they are generally not ν-
representable.
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Figure A.14: ν-representability of real- and complex-valued orbital densities of CO. Upper row: orbital
densities ni(r) of a real (right) and a corresponding complex-valued (left) energy-minimizing unitary orbital
transformation. The displayed axis is perpendicular to the molecular axis. Lower row: Potential that is
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The experimental imaging of electronic orbitals has allowed one to gain a fascinating picture of
quantum effects. We here show that the energetically high-lying orbitals that are accessible to experi-
mental visualization in general differ, depending on which approach is used to calculate the orbitals.
Therefore, orbital imaging faces the fundamental question of which orbitals are the ones that are
visualized. Combining angular-resolved photoemission experiments with first-principles calculations,
we show that the orbitals from self-interaction-free Kohn-Sham density functional theory are the ones best
suited for the orbital-based interpretation of photoemission.
DOI: 10.1103/PhysRevLett.107.193002 PACS numbers: 33.60.+q, 31.15.E, 79.60.i
Experiments that are interpreted as the visualization of
molecular orbitals have become possible in rather different
fields of science [1–3]. Angular-resolved photoemission
spectroscopy (ARPES) has emerged as a particularly
powerful tool [4–6], allowing one to visualize interface
effects and substrate influences, thus gaining practical
relevance by giving one access to properties that are fun-
damental to molecular electronics. However, the recon-
struction of orbital densities is also fascinating from a
fundamental point of view, as it allows one to visualize
quantummechanical properties that are considered elusive,
revealing what is interpreted as a picture of the probability
density for finding ‘‘an electron’’ in a molecule. However,
for the very same reason, the results of ‘‘orbital measure-
ments’’ may be debated: Nature does not know about one-
electron orbitals, because electrons in a many-electron
system are described by a correlated wave function and
not by one-electron orbitals. Orbitals are a theoretical
concept, introduced for noninteracting particles and used
in interacting theories merely to build up a correlated wave
function or to construct the density.




jhfjA  pjiij2ðEf  Ei  @!Þ (1)
for a transition from state jii to jfi triggered by one
photon of frequency ! in the semiclassical electromag-
netic field A. The final-state energy Ef is determined by
the material’s work function and the kinetic energy of the
measured electron. Writing the final state as an (antisym-
metrized) product of a plane wave for the emitted electron
and the N  1 electron state of the ionized system leads to
a representation of the ionization process in terms of Dyson
orbitals [8]. Even when the conditions under which the
plane-wave approximation can be used [5] are fulfilled, it is
not clear why the density of states on the right-hand side of
Eq. (1) should be the one that one straightforwardly obtains
from Hartree-Fock (HF) or density functional theory
(DFT) calculations, and why ARPES should reflect the
corresponding HF or DFTorbitals. In principle, the density
of states should be the one of quasiparticles, e.g., as
approximately obtained in a GW calculation [9]. The
amazing observation is, though, that previous experiments
could directly be related to the orbitals obtained from HF
theory or semilocal density functional calculations. Here,
we take this puzzle one step further and turn it into a
serious question. We show that, for molecules that are of
greater complexity than previously studied cases, different
theories predict upper orbitals of different spatial character.
What will orbital reconstruction techniques visualize in
such cases? Combining first-principles calculations with
ARPES experiments, we show that there is a systematic
relation between the orbitals from self-interaction-free
Kohn-Sham (KS) DFT and the measured intensities.
The orbital that typically is of greatest interest in orbital
density reconstruction is the highest occupied molecular
orbital (HOMO), and one of the so far largest molecules for
which accurate orbital density visualization of the HOMO
has been reported is pentacene [3,5,10]. In Ref. [5],
ARPES data was explained based on generalized gradient
approximation (GGA) orbitals, and our Fig. 1 confirms
this approach: It hardly matters which theory is used to
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calculate the HOMO. This is a consequence of pentacene’s
simple electronic structure. The upper valence orbitals are
delocalized on similar length scales; thus, the relative
ordering of the orbitals and the momentum distributions
are not sensitive to possible shortcomings of theoretical
methods [11,12].
The situation changes for molecules of greater complex-
ity. A prominent example in this respect is the 1,4,5,8-
naphthalene-tetracarboxylic dianhydride (NTCDA) mole-
cule. Neither HF nor GGAs lead to eigenvalues [13] that
match the gas phase photoelectron spectrum [14].
Contracting [4] or stretching [15] theoretical spectra can
improve spectral agreement. However, with the full mo-
mentum distribution available from ARPES, theory and
experiment can be compared in much greater detail. Kera
et al. [4] have shown in an important study that the ARPES
for the NTCDA HOMO can be understood based on HF.
However, GGAs yield different results, as shown below. So
while for specific systems, HF or GGA-based DFT can
yield a reliable description [4,5], there is the pressing
question of whether there exists a theoretical approach
which generally yields the correct orbital ordering and
momentum distributions for molecules—in other words,
which single-particle orbitals are the best approximation to
Dyson orbitals. This question is at the heart of ‘‘molecular
orbital reconstruction.’’
To answer these questions, we investigate several single-
particle approaches: HF and different density functionals,
namely, the Perdew-Burke-Ernzerhof (PBE) GGA, the
Becke three-parameter Lee-Yang-Parr (B3LYP) hybrid
[16], and the KS self-interaction correction (SIC) func-
tional. The KS SIC approach used here has been described
in detail in Ref. [17]. Its essential feature is that a spatially
local, multiplicative potential that is the same for all orbi-
tals is constructed according to the generalized optimized
effective potential equation (see [18] for technical details).
In this way, the powerful arguments of KS theory can be
brought to bear despite the functional’s orbital dependence.
There are pronounced differences between the NTCDA
HOMOs obtained by different approaches. The top-left
and top-middle panels of Fig. 2 show j’ðkÞj ¼
jR’ðrÞeikrd3rj of the NTCDA HOMO from the PBE
and the KS SIC calculation, respectively, both evaluated
at jkj ¼ 2:75 A1 (see [18] for technical details). The
observed marked differences have an important implica-
tion, because, as discussed in detail, e.g., in Ref. [5], j’ðkÞj
can be related to the square root of the photoemission
intensity. As the different calculations make rather differ-
ent predictions for this quantity, NTCDA puts the orbital
density interpretation to a serious test, allowing one to
check which orbital, if any, will be seen in experiment.
The ARPES intensity distribution for the first emission
peak is shown in the right plot of the top row of Fig. 2. The
result is unambiguous: The experimental data reveal a
close relation to the SIC orbital and none to the GGA
orbital. The HOMO from HF and B3LYP (not shown)
are similar to the SIC HOMO. The latter two approaches
use integral-operator potentials, and the generalized Kohn-
Sham equation resembles the Dyson equation [19,20];
thus, one may be tempted to believe that HF or hybrid
functionals may approximate quasiparticle excitations bet-
ter than any KS approach.
However, this is not the case, as seen by investigating the
orbital below the HOMO, called HOMO-1 in the follow-
ing. In the bottom row of Fig. 2, we compare j’ðkÞj for the
HOMO-1 as found by B3LYP (left) and KS SIC (middle),
each evaluated on a hemisphere of radius jkj ¼ 2:73 A1,
to the ARPES data (right). The SIC approach shows the
experimentally observed features, whereas the B3LYP
HOMO-1 does not resemble the experiment at all. The
HF HOMO-1 (not shown) is similar to the HOMO-1
from KS SIC, but the characteristic ‘‘outward bending’’
seen experimentally for kx  1 A1, ky * 0:5 A1 is
better reproduced by the SIC orbital. Furthermore, HF
eigenvalues below HOMO-1 do not match the experiment
at all, whereas the ones from self-interaction-free DFT are
much more realistic, as shown in detail in Refs. [12,13].
Thus, we arrive at a decisive twofold insight. First, the
orbital interpretation of photoemission can be used also
for complex systems. Second, the self-interaction-free
KS approach yields eigenvalues that reflect relative PES
FIG. 2 (color online). Top: HOMO of NTCDA from PBE
(left), KS SIC (middle), and square root of the ARPES intensity
(right). Bottom: HOMO-1 from B3LYP (left), KS SIC (middle),
and experiment (right).
FIG. 1 (color online). Pentacene HOMO in momentum space.
j’ðkÞj was evaluated on a hemisphere of radius jkj ¼ 2:80 A1
Left: HF. Middle: PBE GGA [24]. Right: KS SIC [17].




peak positions and orbitals that correspond to ARPES
intensities. It thus matches the ‘‘orbital density measure-
ment’’ interpretation best.
This, of course, raises the question of whether one can
understand why the orbitals from certain calculations can-
not be related to the ARPES measurements. In KS DFT
with its local multiplicative potential, the interpretabilities
of orbitals and eigenvalues are closely tied to each other.
Traditional DFT literature vigorously denied the KS eigen-
values any physical meaning. This, however, is not correct.
Chong, Gritsenko, and Baerends [21] showed that KS
eigenvalues can be very accurate approximations to the
ionization potentials of upper valence electrons, and Duffy
et al. [20] discussed in detail the relation between KS
orbitals and Dyson orbitals. The decisive aspect for when
an exchange-correlation functional will not yield physi-
cally interpretable eigenvalues and orbitals can be under-
stood from Janak’s theorem [22], which states that relaxed
ionization potentials can be obtained by integrating over





In a non-self-interaction-free KS calculation, the eigenval-
ues depend strongly and unphysically on the occupation
numbers [11]. In KS approaches that eliminate self-
interaction, the integrand in Eq. (2) does change much
less over the integration range and can therefore be ap-
proximately taken out of the integral, and the eigenvalue at
the upper integration limit approximately reflects the ion-
ization potential. In other words, Kohn-Sham DFT can
benefit from a cancellation of relaxation effects and
‘‘non-Koopmans’’ corrections. Earlier work gave semian-
alytical arguments for a near cancellation in atoms [11].
Our results show that in KS SIC the cancellation is
excellent even for complex systems. Furthermore, any
approach that is self-interaction-free and uses a multipli-
cative (KS) potential should yield physical orbitals and
eigenvalues, and indeed we found that x-only optimized
effective potential orbitals are qualitatively similar to the
ones from KS SIC.
HF theory neglects correlation and does not employ a
local multiplicative potential as KS theory does. Its eigen-
values correspond to an unrelaxed x-only approximation.
They are thus less amenable to physical interpretation. The
case of hybrid functionals is yet more involved. B3LYP
combines 20% of HF with a GGA, and thus the potential
is neither self-interaction-free nor purely multiplicative—
nevertheless, it yields eigenvalues that qualitatively often
match photoemission peak positions [13,15], in particular,
for NTCDA. However, the ARPES experiment presented
here for the NTCDA HOMO-1 shows that the B3LYP
orbital whose eigenvalue is at the right energy does not
yield the experimentally observed momentum distribution;
i.e., the energy agreement in this case is fortuitous.
As discussed in Refs. [4,5], scattering effects may influ-
ence the ARPES signal. Yet, for the present systems, their
influence is much smaller [5] than the pronounced differ-
ences that are due to different molecular orbitals.
However, we can take the concept of measuring orbital
densities to the edge by investigating a particularly chal-
lenging system. 3,4,9,10-perylene-tetracarboxylic acid di-
anhydride (PTCDA), anothermodel organic semiconductor
[6], is a complicated case, because different theoretical
approaches agree on the structure of the HOMO, but the
predictions for the lower lying orbitals differ largely, and
there is not one distinct HOMO-1 but several energetically
close-lying orbitals. We again focus on the PBE GGA and
on KS SIC as the paradigm examples for a semilocal and
self-interaction-free functional, respectively.
The PBE GGA finds two degenerate orbitals (HOMO-1
and HOMO-2) about 0.82 eV below the HOMO. The next
orbital (HOMO-3) is energetically well separated from this
degenerate pair, being lower by another 0.51 eV. The upper
right plot in Fig. 3(a) shows the normalized sum of the
absolute values of the Fourier transforms of the two degen-
erate GGA orbitals, evaluated at jkj ¼ 1:92 A1. Based on
the GGA calculation, one would thus expect one experi-
mental peak about 0.82 eV below the HOMO peak that
should be associated with a distinct ARPES intensity
distribution.
The prediction from the KS SIC calculation is very
different. SIC finds four orbitals in close energetic vicinity
of each other. HOMO-1 lies 1.2 eV below the HOMO and
is separated from HOMO-2 by just 0.19 eV. HOMO-2 itself
is quasidegenerate (0.08 eV difference) with HOMO-3 and
HOMO-4, the latter being strictly degenerate with each
other. The lower left plot in Fig. 3(a) shows the absolute
value of the Fourier transform of the SIC HOMO-1, the
lower right the one of HOMO-2, and the upper left the
normalized sum of the absolute values of the Fourier trans-
forms of the two degenerate SIC orbitals HOMO-3 and
HOMO-4. We used jkj ¼ 1:92 A1 in each case. Thus,
based on the SIC calculation, one expects that the ARPES
intensity below the HOMO peak should have different
contributions appearing in a rather small energy interval
with distinctly different spatial patterns.
Turning to the ARPES experiment, one notes that, in
contrast to the photoemission signals at the binding ener-
gies EB ¼ 1:9 eV and EB ¼ 0:7 eV, which are directly
assigned to the HOMO and the former lowest unoccupied
molecular orbital, respectively, the signal between EB ¼
3:0 eV and EB ¼ 3:6 eV (close to the onset of Ag 4d
emission at EB  4 eV) shows great complexity. A prin-
cipal component analysis (see [18]) showed that at least
four contributions need to be considered. We located these
at binding energies of 3.1, 3.2, 3.3, and 3.5 eV. The corre-
sponding data are shown in Fig. 3(b).
For the GGA calculation, neither the energetic position
of the HOMO-1 nor the intensity pattern match the




experiment. The comparison of the experiment to the SIC
calculation, on the other hand, is much clearer. The ener-
getic separation between the HOMO and the next lower
peak matches, and the experiment also very clearly con-
firms several different contributions. The intense signal at
EB ¼ 3:1 eV is similar to the contribution one expects
from the strictly degenerate SIC orbitals as seen in the
upper left plot in Fig. 3(a). The measured intensity at
EB ¼ 3:3 eV clearly reflects the lower left pattern in
Fig. 3(a). Furthermore, the ARPES signal at EB¼3:5 eV
shows intensity at kx  0, ky ¼ 1 A1, which may stem
from the orbital shown in the lower right plot in Fig. 3(a).
A finding that is puzzling at first sight is that the orbital
ordering in the SIC calculation does not match the
energetic ordering in which the corresponding ARPES
intensities appear in the experiment, and we cannot deter-
mine unambiguously whether the experimental pattern at
EB ¼ 3:2 eV should be reflected by a separate orbital.
However, these discrepancies have a deeper reason, as
can be seen from a comparison with a GW calculation
for PTCDA [9]:GW predicts the same HOMO-1 pattern as
KS SIC. This confirms that effects beyond the molecular
orbital level must play a role.
At second sight, these discrepancies hardly come as a
surprise given the complex situation that we investigate
here. First, the Ag d-electron bands become increasingly
important with increasing binding energy. Second, with the
energetic differences between the SIC (or GW) orbitals
being as small as found here, one cannot rule out that
substrate influences or structural deformations such as
bending [23] may change the ordering of the orbitals or
may split degeneracies, and interactions between the vari-
ous orbitals may be non-negligible. Yet, it is important to
note that it can already be inferred from the calculation that
the limits of the simple orbital interpretation are reached,
as it results in a set of energetically close but spatially
different orbitals.
In summary, we showed that for complex molecular
systems different theories predict different upper orbitals,
forcing us to face the question which of these orbitals, if
any, can be related to experiments that are interpreted as
measuring orbital densities. ARPES data unambiguously
reveals a close correspondence to the orbitals from self-
interaction-free KS theory, and we gave arguments for why
this is the case. The combination of self-interaction-free
density functional theory and angular-resolved photoemis-
sion reveals itself as a powerful tool for gaining insight into
electronic properties.
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We here present technical details of our study.
The ARPES data for NTCDA was recorded for a
monolayer of NTCDA on an Ag(110) single crystal sur-
face at beamline 9A of the Hiroshima Synchrotron Ra-
diation Center (HiSOR) using photons with circular po-
larization and a photon energy hν = 36 eV. The beam-
line is equipped with a 6-axes manipulator (i-GONIO,
R-Dec Co.) and a Scienta R4000 photoelectron ana-
lyzer enabling photoemission measurements with an en-
ergy resolution better than 10 meV. The Ag(110) sur-
face was prepared by several sputtering and annealing
cycles as described elsewhere [1]. The NTCDA films were
grown at room temperature and the coverage was con-
trolled by monitoring the characteristic LEED-pattern of
the commensurate monolayer superstructure, which con-
sists of molecules with uniform alignment [2]. Moreover,
the well known valence band spectra of the chemisorbed
monolayer [3, 4] were used as a reference. The ARPES
measurements were performed at T = 80 K. Note that
the room temperature order was maintained after rapid
cool-down. To access a larger k-space region the polar
angle was varied in 2◦ degree steps and the sample was
then tilted, resulting in an overall momentum resolution
of approximately ∆k = 0.1 A˚−1 analogous to Ref. [5].
To plot the angular photoemission intensity distribution
the NTCDA HOMO was integrated over an energy win-
dow of ∆EB =110 meV at EB =2.4 eV covering the
main part of the photoemission line. The individual an-
gle scans were then joined and symmetrized according to
the C2v symmetry of the system [2]. The data for the
NTCDA HOMO-1 was obtained following an equivalent
procedure.
The ARPES data for PTCDA was recorded with a
monochromatized vacuum ultraviolet lamp for He Iα ra-
diation (hν=21.2 eV) and a Scienta SES200 photoelec-
tron analyzer (energy resolution better than 10 meV)
at room temperature. The preparation of the PTCDA
monolayer on Ag(110) is described in detail elsewhere
[6] [7] [5], and results in a similar overlayer with paral-
lel molecules as in the case of NTCDA. In this angle-
resolved experiment the polar angle was varied in steps
of 2◦ and the azimuthal angle was scanned at a fixed tilt
angle. We combined the individual angle scans into one
map for each contribution, for doing so we used the C2v
symmetry of the PTCDA molecules.
Fig. (S1) displays a deconvolution of the averaged
spectra (black curve) of PTCDA into four components
which were derived from the four distinct points in
reciprocal space that are listed in the inset. These
are points with high intensity. In the evaluation of
the complete photoemission data set these components
were (together with a Lorentzian shaped background for
the Ag4d-states) represented by one Gaussian each at
the energy position of the intensity maximum of the
respective energy distribution curve. The experimen-
tal data in panel (b) of Fig. (4) of the manuscript
show the resulting intensities of the four Gaussians de-
rived from the curve fit analysis of the ARPES data
as a function of kx and ky. Note that artefacts due
to dispersing sp-bands are inevitable, but do not af-
fect the overall interpretation of the intensity variations.
Fig. S1: Decomposition of the so-called “HOMO-1”-
peak in the PTCDA spectrum into four contribu-
tions. The four Gaussian functions respected in the
fit analysis are at 3.1 eV (yellow), 3.2 eV (green),
3.3 eV (lightblue) and 3.5 eV (purple).
The relation between |k|-values at which the Fourier
transfoms of the calculated orbitals are taken and the ex-
perimental binding energies follows from the arguments
given in the main manuscript. In detail, the numbers are
the following.
For the NTCDA HOMO, the experiment used photons
with an energy of 36 eV. The Fermi edge of Ag(110) is at
4.7 eV. The binding energy (measured against the Fermi
edge) of the HOMO is 2.46 eV. This results in a kinetic
energy of the emitted photoelectron of 28.84 eV, corre-
sponding to a wavevector of magnitude |k| = 2.75 A˚−1.
Following Ref. [8] this is the radius of the hemisphere in
k-space at which the absolute value of the Fourier trans-
form of the molecular orbital which is taken as the initial
state is to be evaluated. For the HOMO-1 of NTCDA
the same argument leads to a kinetic energy of 28.40
eV, corresponding to |k| = 2.73 A˚−1. For PTCDA the
situation is more complicated due to the different con-
tributions to the here studied photoemission peak which
2occur at slightly different binding energies. However, for
the theoretical evaluation we used |k| = 1.92 A˚−1 for all
orbitals, corresponding to a kinetic energy of 14.0 eV.
This is perfectly justified as the differences that one ob-
tains from evaluating the theoretical data for a kinetic
energy of, e.g., 13.7 eV instead of 14.0 eV, are negligi-
ble in the plots. For Pentacene we followed Ref. [8] and
used |k| = 2.80 A˚−1, corresponding to a kinetic energy
of 29.80 eV.
In our KS-SIC approach we constructed a spatially
local, multiplicative exchange-correlation potential that
is the same for all orbitals via the Optimized-Effective
Potential (OEP) equation. A direct construction of the
OEP is possible but numerically tedious for the SIC en-
ergy functional [9]. Here, this problem did not arise as
we employed the generalized OEP (GOEP) equation for
unitarily variant functionals [10]. The Krieger-Li-Iafrate
(KLI) approximation to the OEP can fail badly for the
SIC [9], but the generalized KLI approximation has been
shown to be an excellent approximation to the GOEP
[10] and was used here. For the localizing transforma-
tion we employed the Foster-Boys procedure; an energy
minimizing transformation leads to negligible differences
for the observables discussed here. We solved the self-
consistent SIC and GGA equations on equidistant real
space grids with a grid spacing of 0.3 Bohr and a spheri-
cal boundary of 21 Bohr (Pentacene and PTCDA) or 16
Bohr (NTCDA) using the Bayreuth version [10, 11] of
the PARSEC electronic structure package [12]. Molec-
ular geometries were obtained by minimizing the total
energy using the B3LYP functional as implemented in
the Turbomole program suite [13, 14]. The observables
discussed in this work do not change significantly when
PBE geometries are used instead of B3LYP geometries.
Hartree-Fock orbitals were obtained using Turbomole.
We verified that it is not only the orbitals from the
PBE GGA that do not match the ARPES data for
NTCDA and PTCDA, but that also other local or semi-
local functionals show similar discrepancies. For exam-
ple, calculating the orbitals using the local density ap-
proximation in exactly the same parameterization from
which we constructed the SIC leads to orbital shapes that
are nearly identical to the PBE ones. This shows that it
is indeed the self-interaction freeness that is decisive for
the correct prediction of the orbitals and not the (semi-
)local parameterization.
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Abstract
Fascinating pictures that can be interpreted as showing molecular orbitals have
been obtained with various imaging techniques. Among these, angle resolved
photoemission spectroscopy (ARPES) has emerged as a particularly powerful
method. Orbital images have been used to underline the physical credibility of
the molecular orbital concept. However, from the theory of the photoemission
process it is evident that imaging experiments do not show molecular orbitals,
but Dyson orbitals. The latter are not eigenstates of a single-particle Hamiltonian
and thus do not ﬁt into the usual simple interpretation of electronic structure in
terms of molecular orbitals. In a combined theoretical and experimental study we
thus check whether a Dyson-orbital and a molecular-orbital based interpretation
of ARPES lead to differences that are relevant on the experimentally observable
scale. We discuss a scheme that allows for approximately calculating Dyson
orbitals with moderate computational effort. Electronic relaxation is taken into
account explicitly. The comparison reveals that while molecular orbitals are
frequently good approximations to Dyson orbitals, a detailed understanding of
Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence.
Any further distribution of this work must maintain attribution to the author(s) and the title of the work, journal
citation and DOI.
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photoemission intensities may require one to go beyond the molecular orbital
picture. In particular we clearly observe signatures of the Dyson-orbital character
for an adsorbed semiconductor molecule in ARPES spectra when these are
recorded over a larger momentum range than in earlier experiments.
S Online supplementary data available from stacks.iop.org/njp/16/103005/
mmedia
Keywords: orbital imaging, photoemission spectroscopy, density functional
theory, Dyson orbitals, NTCDA, PTCDA, ARPES
1. Angle resolved photoemission from molecules
The imaging of molecular orbitals has attracted great attention in recent years in rather
different areas of physics [1–10]. This interest is fueled by at least two motivations. First,
images that in some sense reﬂect quantum mechanical probability densities are fascinating
from a quantum mechanical, many-body point of view, because they have been interpreted to
visualize ‘a single electron’ in a many-electron system, i.e. an object whose observability
may be questioned on fundamental grounds. Second, the molecular orbital picture, although
approximate, has proved invaluable for understanding many-particle systems and is
frequently and successfully used in particular in the ﬁeld of organic semiconductors. Having
tools to visualize, e.g. the highest-occupied and lowest-unoccupied molecular orbitals
(HOMO and LUMO, respectively) that are frequently employed for understanding charge
transfer and interface effects helps our understanding of this important class of materials
[3, 7]. Angle resolved photoemission spectroscopy (ARPES) has emerged as one of the most
powerful techniques in the ﬁeld [3, 6–12] as it allows for studying large molecules in setups
of technological relevance, e.g. adsorbed and interacting with a substrate. The question of
what actually is visualized in molecular orbital (density) imaging experiments has been
discussed from several perspectives [8, 13, 14] and the power of the molecular orbital
interpretation of ARPES experiments has been impressively demonstrated. In this work,
however, we take one step further and demonstrate in a combined theoretical and
experimental study that in certain cases the interpretation of ARPES experiments for
molecular semiconductors may require one to go beyond the single molecular orbital point of
view. To demonstrate this, we review in section 2 the theory of the photoemission process
which reveals the Dyson orbitals as the fundamental quantities for describing photoemission.
In section 3 we present an approximate way of calculating Dyson orbitals that combines
computational feasibility with predictive power for the qualitative features of ARPES
intensity patterns. A decisive aspect of our approach is that it explicitly takes into account
electronic relaxation effects, i.e. the changes in electronic structure that occur when one
electron leaves the system. The latter effect is typically neglected in the molecular orbital
interpretation of photoemission data. We discuss the approximations that are made in our
approach and show how it can be implemented as a straightforward extension of existing
electronic structure theory methods. Finally, we discuss how our calculated Dyson orbitals
compare to orbital imaging data for the N2 molecule and the molecular semiconductors
pentacene, 3,4,9,10-perylene-tetracarboxylic-dianhydride (PTCDA), and 1,4,5,8-
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naphthalene-tetracarboxylic-dianhydride (NTCDA). We show that imaging experiments
resolve the differences between molecular orbitals and Dyson orbitals. This demonstrates that
even for organic semiconductor molecules for which the molecular orbital picture is
frequently employed, a detailed understanding of ARPES experiments can require one to go
beyond the molecular orbital point of view.
2. Photoemission and the Dyson orbitals
To set the ground for explaining our approach, we ﬁrst review the basic equations from which
the Dyson orbital emerges as the fundamental concept for interpreting vertical (in the Franck–
Condon sense) photoemission intensities [15–18]. In doing so we explicitly point out the steps
in which approximations are made.
According to Fermiʼs golden rule the probability for a transition from an initial N-particle
stateΨNin to a ﬁnal stateΨ
N
f that is triggered by a photon of energy ω of an electromagnetic ﬁeld
that is described by a vector potential A is given by
Ψ Ψ δ ω∝ + −→ ( )W E EA P· . (1)N Nin f f in
2
in f
Here, P is the momentum operator, and Ein and Ef are initial and ﬁnal state energy, respectively.
This matrix element describes photoemission, i.e. the photoemission intensity is proportional to
→Win f , if the ﬁnal state is one in which an electron has been detached. We presume that the N-
electron molecule is initially in its ground state ΨNin,0 with energy Ein,0. In writing the ﬁnal state
one commonly makes a ﬁrst approximation by assuming that the correlation between the
emitted electron and the remaining ones can be neglected. Then, the ﬁnal state can be
approximated as an antisymmetrized product of the wavefunction γ x( )k of the liberated
electron, with momentum k and with σ=x r( , ) denoting spatial and spin degree of freedom,




1 1 , which is the Ith eigenfunction of the −N( 1)-electron
Hamiltonian of the ionized system. Note that for vertical photoemission, which we consider
here, the (N− 1)-electron Hamiltonian contains the same nuclear coordinates as the N-electron
Hamiltonian because nuclear relaxation is occuring on a signiﬁcantly longer timescale. Thus,













































The abbreviation ⧹{ }ix denotes the set of N coordinates from which xi has been excluded. The
energy of this ﬁnal state is +E EI kin, where the ﬁrst term is given by the expectation value of
the −N 1 electron Hamiltonian of the ionized system taken with Ψ −IN 1, and the second term is
the kinetic energy of the emitted electron. Thus
Ψ Ψ δ ω∝ + − −→ ( )W E E EA P· , (3)IN N Ikin f f, , in,0
2
in,0 kin
with = ∑ =A P A p x· · ( )jN j j1 . Making a second approximation by assuming that A is constant
in space, one can write the matrix element as
3





































x x A p x x
x A p x x x
x x A p x x
·
( 1)
( ) · ( ) ( { } )
( 1)
d {x } * · ( ) d x * ( ) ( { } )
( 1)










































In the second step we split the sum into the direct term i = j and the remainder ≠i j.
Photoemission results from the direct term because in this expression the perturbation only acts
on the liberated electron. The term with ≠i j is responsible for other effects, e.g. Auger
transitions [16], and will not be considered in the following—which is the third approximation.
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This naturally leads to the deﬁnition
∫ Ψ Ψ= ⧹ ⧹− ( ){ }N i ix x xd ( ) d {x } * ( { } ) (6)I i IN N3 1 in,0
of the Ith Dyson orbital dI. It is the decisive concept for the present work. With the Dyson
orbital, the many particle matrix element can be written in the form of a single-particle matrix
element




A P x A p x x·
( 1)








By deﬁning =x xN and using the relation
= = − −x x xd ( ) : d ( ) ( 1) d ( ), (8)I I N N i I i
which follows directly from the antisymmetric properties of the wavefunctions, one can
simplify the matrix element to ﬁnd
∫Ψ Ψ γ=A P x A p x x· d x * ( ) · ( ) d ( ) . (9)IN N Ik kf, , in,0 3
For further evaluation of the matrix element we need to specify the ﬁnal state of the emitted
electron, γk. With the assumption that this is a plane-wave, i.e. assuming that the emitted
electron is completely free and not affected by the remaining moleculeʼs potential (which is the
4
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fourth approximation), one obtains a transparent and charmingly simple result: inserting
γ ∝ krexp (i )k into the matrix element and Fermiʼs golden rule, respectively, and letting the
momentum operator act on the plane wave, the probability of ﬁnding an emitted electron with
momentum k becomes proportional to the Fourier transform of the Dyson orbital
∝→ =W A k k· d ( ) . (10)I kin f 2 const
2
The plane waveʼs wave-vector, i.e. the emitted electronʼs momentum, follows from the energy
conservation law





Equation (10) shows that, apart from the light-polarization dependent scaling factor
A k· ,2 the photoemission intensity is determined by the Fourier transform of the Dyson
orbital. This opens a fascinating interpretation of angular resolved photoemission experiments:
the ARPES intensity maps a (hemi)spherical cut [6] through the momentum representation of
the Dyson orbital, or more precisely, through its absolute value, with the radius of the cut being
determined by the kinetic energy of the emitted electron via equation (11). As the conditions for
the validity of the four approximations that were mentioned in the course of the derivation are
usually well fulﬁlled, ARPES experiments can be interpreted as visualizing Dyson orbitals.
However, from the perspective of the above reviewed derivation the question ‘When and why
can molecular orbitals be observed?’, which is underlying imaging experiments, can be phrased
more precisely in the form ‘It is plausible that Dyson orbitals can be observed, but when and
why are Dyson orbitals close to molecular orbitals?’ In the following we take a closer look at
this question and give some answers.
3. Approximate Dyson orbitals from DFT
The most straightforward relation between Dyson orbitals and molecular orbitals is to identify
one with the other. Within this approach, which we call the ‘molecular orbital interpretation’ or
‘single orbital picture’ of photoemission, the ith Dyson orbital (i.e. the Dyson orbital
corresponding to the ith ionization potential) is identiﬁed with the molecular orbital φ x( )i
corresponding to the ith eigenvalue
φ≈x xd ( ) ( ). (12)i i
In Hartree–Fock (HF) theory, Koopmans’ theorem and its complete neglect of correlation and
electronic relaxation build a formal bridge, but the accuracy of HF orbitals and eigenvalues in
practice is very limited [19–21]. It has been argued that the identiﬁcation of DFT orbitals with
Dyson orbitals can be much more accurate because of the inclusion of correlation and the
formal similarity between the Dyson equation and the Kohn–Sham (KS) or generalized KS
equation [15, 22, 23]. Whether the KS or the generalized KS approach are to be preferred in the
context of photoemission can be viewed from different perspectives. On the one hand, if one is
interested in eigenvalues that well map ionization potentials and electron afﬁnities, the
generalized KS approach has beneﬁts [21, 23]. On the other hand it has been stressed that the
KS orbitals are more physical than the generalized KS orbitals [20], and exact KS eigenvalues
have been shown to be excellent approximations to the ionization potentials of upper valence
5
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electrons [19]. We will show below that in our present work it is not the difference between KS
and generalized KS theory (which we both use here) that is decisive, but the quality of the
approximation used for the exchange-correlation (xc) potential. Systems in which all orbitals
are delocalized on similar length scales [24, 25] can be well described by semi-local functionals
[6, 9]. For systems with a more complicated electronic structure, semi-local functionals and
global hybrid functionals can lead to a distorted spectrum, whereas a self-interaction correction
carried out in the KS approach [26] has been shown to yield KS orbitals that well reproduce
ARPES experiments also in such situations [8]. However, despite these successes it must be
kept in mind that even when the exact xc potential could be used, the identiﬁcation between KS
orbitals and Dyson orbitals remains approximate and cannot include exactly all the physical
effects that play a role in ionization [23, 27, 28].
An inherent limitation of the single orbital picture of photoemission is the assumption that
the only change in the electronic structure of a molecule upon photoionization is the
depopulation of just one speciﬁc orbital. The state of the remaining, positively charged ion is
assumed to be equal or at least very similar to the initial state except for the emptied orbital.
This neglect of electronic relaxation, i.e. neglecting that the remaining electrons restructure once
one electron has been removed, is to be questioned for typical molecular systems. In the
following we explicitly go beyond the ‘one-orbital emission and no relaxation’ picture and
study the ﬁrst photoionization event, i.e. the transition from the ground state of the initial
molecule to the ground state of the singly ionized system, from a many-particle perspective. We
focus on the ﬁrst transition because the ﬁrst ionization potential is often the most relevant one in
practical applications. In the single particle picture it corresponds to the view of ‘an electron is
emitted from the HOMO’. A formal reason for why it is natural to focus on the ﬁrst transition is
that the HOMO plays a special role in DFT, because its eigenvalue can rigorously be related to
the ionization energy [29].
The starting point for our considerations is the above reviewed deﬁnition of the Dyson
orbital as the overlap of the initial and ﬁnal molecular ground-state wavefunctions,
equations (6), (8). Using this deﬁnition for calculating the Dyson orbital of molecular
semiconductors in practice requires one to face two challenges.
The ﬁrst is that one needs to calculate the N- and ( −N 1)-electron wavefunctions,
respectively. For molecules with many tens to hundreds of electrons, calculating an explicitly
correlated wavefunction is not just a very demanding task—it is prohibitively expensive.
Therefore, we here focus on the alternative approach of approximating the true wavefunction Ψ
by a single Slater determinant Φ. This is possibly a very serious approximation. However, for
the molecules that we are interested in it is typically justiﬁed because they are dominated not by
static but by dynamical correlation and their wavefunction is predominantly of single-reference
character. In other words, when written as a conﬁguration interaction expansion, the fully
correlated many-body wavefunction has one leading, dominating determinant with small
corrections from many other determinants. The paradigm one-determinant approach of HF
theory may still be inaccurate in such a situation. However, a KS Slater determinant, i.e. the
Slater determinant built from the occupied orbitals that are obtained after converging a self-
consistent KS calculation, is often an acceptable approximation to the true wavefunction. While
there is no guarantee, even if the exact xc functional were known, that the KS determinant
approximates the true wavefunction well, experience shows that for systems that are not
strongly correlated this is very often the case [30]. This ﬁnding can be rationalized by the
observation that the KS determinant is density-optimal instead of energy optimal [31, 32].
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The second challenge is the calculation of the overlap integral between the N- and the
−N( 1)-electron wavefunction according to equation (6). We address it by expanding the N
electron Slater determinant in minors [16]
∑Φ φ Φ= − ⧹
=















i.e. decompose it into a sum of Slater determinants build up by −N 1 orbitals. Each Slater
determinant is multiplied by the single orbital φ iin, that depends on the remaining coordinate.
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This shows explicitly that the Dyson orbital does not correspond to a single-particle orbital, but
is a coherent superposition of all N occupied orbitals that build the initial Slater determinant,
weighted by wi. The weighting factors are given by the overlaps of ( −N 1)-particle
determinants. The calculation of the wi is mostly a technical issue. We delineate the procedure
in appendix A.
Central for our work is the choice of orbitals that we use to build up the initial and ﬁnal
state Slater determinants. The crudest approximation would be to use a simple Koopmans like
picture where relaxation effects are completely neglected. The only change of the moleculeʼs
electronic system upon ionization would then be that one initially occupied orbital is
unoccupied after the ionization process. Hence, one would use the same set of orbitals to build
the initial and ﬁnal state Slater determinants. The expansion in minors of the initial state
according to equation (13) would lead to one contribution where the single orbital is equal to the
depopulated orbital and the −N 1 determinant from the corresponding expansion term would be
equal to the unrelaxed ionized state. The overlap between the two latter determinants would
therefore be one, whereas all other overlaps respectively weighting factors would be zero due to
orthogonality. As a consequence the Dyson orbital would be equal to the emptied orbital and
one would return to the single orbital picture.
Our aim is, however, to treat electronic relaxation explicitly in order to check how large its
impact on vertical photoemission and orbital interpretation is, respectively. Therefore, we
perform two separate self-consistent calculations, one for the ionized and one for the initial
system, while keeping the moleculeʼs nuclear geometry ﬁxed. In this way we ﬁnd in addition to
the initial orbitals a second set of orbitals—non-orthogonal to the ﬁrst—representing the ground
state electron density that minimizes the total energy of the positively charged molecule.
Having two nonorthogonal orbital sets φ nin, and φ mf, in general leads to non-vanishing overlaps
in equation (13), i.e. weighting factors wi that are not restricted to zero or one. Hence, relaxation
effects can lead to more than one molecular orbital contributing to the Dyson orbital. How much
the structure of the Dyson orbital differs from the one of a single molecular orbital therefore
depends on how strongly electronic relaxation inﬂuences the ionization process, and on how
large the differences between the different molecular orbitals are. A detailed description of the
calculation of the overlaps with two different sets of orbitals is given in appendix A.
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4. Photoemission from the N2 molecule
As a ﬁrst test for the relaxed Slater determinant approach (RSA) that we introduced in the
previous section, we chose the nitrogen molecule because here the spatial structure of the Dyson
orbital is known from higher harmonic generation (HHG) experiments [1]. As a ﬁrst step we
examine the inﬂuence that the choice of the DFT xc-functional has on the structure of the RSA
Dyson orbital. Therefore, we have performed calculations with the widely used semilocal
Perdew–Burke–Ernzerhof generalized-gradient-approximation (PBE-GGA) [33] and the Becke
three-parameter Lee–Yang–Parr (B3LYP) [34–36] hybrid as a representative for a non-local
generalized KS approach. In addition we used a self-interaction-correction (SIC) KS approach
based on the generalized optimized effective potential (KS-SIC) [26, 37]. In all cases the
resulting RSA Dyson orbitals have an almost indistinguishable spatial structure, displayed in
ﬁgure 1(a), and this is in very good agreement with the orbital that has been experimentally
reconstructed by Itatani et al [1]. The Dyson orbital in each case is mainly dominated by the
corresponding σ-HOMO, φ≈ σd(x) (x)HOMO . All other orbital contributions are at least 30 times
smaller.
It is quite instructive to investigate the situation with HF theory as the single-particle
starting point. In contrast to the DFT results described above, HF theory leads to a degenerate
highest eigenvalue which is associated with two π-shaped orbitals, see ﬁgure 1(c). This implies
that the unrelaxed approximation, i.e. the molecular orbital interpretation in the HF
approximation, leads to a Dyson orbital that is a superposition of these orbitals, in disagreement
with the experiment. However, when one builds the ﬁnal state from relaxed HF orbitals, i.e.
uses a HF-based RSA, one ﬁnds a Dyson orbital that solely corresponds to the HF σ-HOMO-1,
φ≈ σ −d(x) HOMO 1 (for a detailed explanation see appendix A). It is shown in ﬁgure 1(b) and,
again, reﬂects all features of the orbital reconstructed by HHG. Therefore, a HF-based
calculation leads to dramatically different results depending on whether electronic relaxation
effects are taken into account or not. This failure of the unrelaxed HF approximation of course
is not a major surprise since correlation effects are known to be important in multiple bonds
[38], and HF theory for N2 leads to the wrong energetic ordering of the HF HOMO and
HOMO-1.
In summary, this ﬁrst, small-molecule example demonstrates two things. First, treating
relaxation effects can be decisive for a correct description of photoionization in terms of
orbitals. Second, it points out a strength of the RSA. Equation (14) shows that the RSA Dyson
orbital only depends on the overlaps wi. Therefore, as long as two different single particle
calculations, e.g. a HF and a DFT one, lead to the same set of occupied orbitals, the
corresponding DFT and HF RSA Dyson orbital will look the same, i.e. are independent of the
Figure 1. Isosurface plots of the relaxed Slater determinant Dyson orbital constructed
based on (a) a KS-SIC calculation and (b) a HF calculation for the N2 molecule. (c) One
of the two degenerate HF π-HOMOs that would correspond to a Dyson orbital in the
unrelaxed, molecular orbital interpretation.
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internal energetic orbital ordering. The question of having the correct orbital ordering that can
complicate ARPES interpretation based on molecular orbitals [6, 8, 9] thus becomes immaterial
or at least mitigated.
5. Photoemission from organic semiconductor molecules
Next, we turn to orbitals as reconstructed by ARPES experiments. In particular, three π-
conjugated model molecular semiconductors have been intensively studied in recent years,
namely pentacene, PTCDA and NTCDA [3, 6–10, 39–41]. Therefore, we here focus on these
systems.
Beginning with the simplest case, pentacene, we know that the molecular orbital ordering
hardly depends on the used xc-functional [21], i.e. all functionals yield very similar HOMOs.
(The corresponding momentum maps are compared to each other in detail in [8].) It is a
reassuring ﬁnding that it also does not matter which approach we use as a basis for the RSA
calculation. For the above mentioned functionals and HF, the RSA Dyson orbital is equivalent
to the HOMO
φ≈x xd ( ) 0.99 · ( ). (15)RSA HOMO
This simplicity in the analysis is due to pentaceneʼs simple electronic structure: with all frontier
orbitals being π-orbitals delocalized on the same length scale, the ordering is not sensitive to the
used xc-functional, and ionization hardly changes the spatial structure of the orbitals. The
impressive resemblance of the pentacene HOMO momentum space map to the corresponding
measured ARPES intensity has been discussed in detail in [6].
For the more complex molecule PTCDA the situation is quite similar. Again all
approaches yield the same orbital, i.e. the obtained Dyson orbital is very close to the HOMO,
and relation (15) holds in this case too. In appendix B, in particular ﬁgure A.1, we show in
detail that the RSA Dyson orbital as well as the HOMO momentum space maps are in good
agreement with experimental ARPES data.
However, the situation gets more involved for NTCDA, which is the main focus of the
present investigation. In contrast to pentacene, the outer valence orbitals of NTCDA are
alternately of π- or σ-character. Their ordering is very much inﬂuenced by which xc-functional
is used. An important aspect in explaining this ﬁnding is the self-interaction error whose
magnitude strongly depends on the orbital character [24]. We see this effect in particular for the
HOMO. Whereas B3LYP, HF and KS-SIC predict a π-HOMO, PBE shows a σ-HOMO.
The two orbital types π and σ show distinct momentum space maps as displayed in ﬁgure 2.
The π-orbital has its four main features at ≈ ± Å−k 1.2x 1 and ≈ ± Å−k 0.8y 1. The σ-orbital on
the other hand primarily has high intensities at higher k| |-values. This is a consequence of the
nodal structure of the probability density in real space: the σ-orbitalʼs nodes are more closely
spaced than those of the π-orbital.
Again we want to contrast the molecular orbital interpretation with the RSA, where PBE is
particularly interesting, as it is the odd one out. With the HF N2 case in mind our hope is that the
RSA approach can compensate for shortcomings of the underlying single-particle theory.
Indeed, the RSA based on PBE yields a Dyson orbital that differs from the PBE HOMO. It is a
superposition of the PBE HOMO and the HOMO-1, in detail
9
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φ φ≈ −σ π −x x xd ( ) 0.76 · ( ) 0.63 · ( ). (16)PBE HOMO HOMO 1
The momentum space map of the PBE-based RSA Dyson orbital (ﬁgure 3(a)) shows the four
characteristic peaks at ≈ ± Å−k 1.2x 1 and ≈ ± Å−k 0.8y 1 that also the KS-SIC, B3LYP, and HF
HOMO show. In addition, it inherits features of the σ-orbital. Thus, the RSA as hoped for leads
to a more uniﬁed prediction of which intensity pattern should be expected for the ﬁrst
Figure 2.Momentum space maps for the NTCDA molecule within the molecular orbital
interpretation. The molecular orbitals are calculated with the PBE xc-functional where
(a) shows the σ-HOMO and (b) the π-HOMO-1. The momentum space maps are
evaluated at a kinetic photoelectron energy of =E 52.6 eVk and with kx being parallel
to the long and ky to the short molecular axis.
Figure 3. Momentum space maps for the NTCDA molecule: (a) RSA Dyson orbital
based on PBE, (b) RSA Dyson orbital based on KS-SIC and (c) the corresponding
measured ARPES signal at a binding energy of EB = 2.4 eV, shown as the sum of left-
and righthanded circular polarized light at 55 eV photon energy.
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photoemission process. However, for NTCDA the ‘uniﬁcation’ is not as complete as for, e.g.
the above discussed case of N2. This becomes visible when one builds the RSA Dyson orbital
starting from a KS-SIC calculation. In this case the Dyson orbital is mostly determined by the
KS-SIC π-HOMO
φ≈ π− x xd ( ) ( ). (17)KS SIC HOMO
Also in the KS-SIC Dyson orbital there is more than one contribution, but the weighting factor
for the HOMO is =w 0.98HOMO , whereas the next contribution (HOMO-16) comes with a
much smaller weight of =−w 0.06HOMO 16 , and the intensity scales with the square of the
weighting factors. Summarizing the results obtained for NTCDA, we can therefore say that for
the momentum range ≈ Å< −k 2.5 1 that had been studied in previous ARPES experiments [8], the
prediction from the two RSA Dyson orbitals (the PBE and the KS-SIC one) are very similar,
agree with the KS-SIC HOMO, and match well the experimentally observed pattern in the spirit
of the orbital density reconstruction [6] interpretation. However, for larger momenta the
different theoretical approaches lead to different predictions.
Therefore, we have performed further ARPES experiments (see appendix C for details).
Measurements were performed at a kinetic photoelectron energy of =E 52.6 eVkin , allowing us
to display k| |-values up to ⩽ Å−|k| 3.7 1, i.e. compared to previous experiments we extended the
observation range to larger momenta. For PTCDA and NTCDA the inﬂuence of the Ag
substrate on the orbital which is the HOMO of the isolated molecules is small [7, 42]. The
experimental pattern observed for the peak that traditionally has been associated with ‘the
HOMO’ is depicted in ﬁgure 3(c). Comparing it to ﬁgure 2(a) shows without doubt that the
measured intensity cannot be explained just by the PBE HOMO. The latter lacks the four peaks
at ≈ ± Å−k 1.2x 1 and ≈ ± Å−k 0.8y 1 which in the experiment have the highest intensity. The
most interesting observation, however, is that in addition to these four prominent features there
are four additional peaks with lower intensity located at ≈ ± Å−k 3.1x 1 and ≈ ± Å−k 0.5y 1.
From an experimental point of view there is no doubt that all of these features belong to the
same ionization process, as their intensities occur uniformly in the same energy interval and
well separated from other peaks.
Comparing to the RSA Dyson orbital in ﬁgure 3(a) shows that the PBE based RSA Dyson
orbital clearly shows such features. In order to reveal them more clearly, we repeated the
evaluation of the theoretical spectra and the experiment with horizontal light polarization (i.e. s-
polarization). In this way high k| |-values are more accentuated. In our setup the NTCDA
monolayer is aligned such that the polarization is parallel to the long molecular axis (in our
notation deﬁned as the x-axis). On the theoretical side this brings the polarization factor of
equation (10) into play. With the vector potential being parallel to the x-axis, the relation of the




∝→ =W kA · k d( ) . (18)x x kin f 2 const2
As a consequence features at large k| |-values that are not well visible in ﬁgures 3(a) and (b) can
now be compared much better to the experimental data.
In ﬁgure 4 we display the ARPES intensity as measured with horizontal light polarization.
The experimental data has been overlaid with the contours of the PBE Dyson orbital on the left
hand side and with the ones from the KS-SIC Dyson orbital on the right hand side. Both Dyson
11
New J. Phys. 16 (2014) 103005 M Dauth et al
orbitals show features at large k| |. This in itself is a reassuring observation. There are, however,
differences between the two calculations. First, in the PBE case the outer features emerge from
the σ-orbital, whereas in KS-SIC they are purely attributed to the π-orbital. Second, there are
differences in the relative intensities. For the PBE contour lines in ﬁgure 4(a) we see the trend
that the intensity of the peaks increases with their position on the kx-axis so that the features at
high kx are more apparent. This is in better agreement with the experiment than the relative
intensities from the KS-SIC Dyson orbital. Third, however, there are also differences in the
positions of the outer peaks, and in terms of these the RSA KS-SIC Dyson orbital is in better
agreement with the experiment than the PBE one. For putting these ﬁndings into perspective
one needs to be aware of additional issues. One of them is that higher k| |-values correspond to
emission angles closer to the substrate. Thus, the interaction between the outgoing photo
electron and the remaining system could be stronger and lead to larger inaccuracies within the
plane wave approach. Another one is that for the high ∥k -values the slight misalignment of the
crystals surface normal with respect to the optical axis of the photoemission electron
microscope leads to different kx- and ky-ranges. Additionally, this leads to distortions of the k-
image that can lead to a mismatch of the kx-position of the emission peaks. We are therefore not
able to make an unambiguous statement about which approach yields the better result.
However, the overall picture that emerges from this study is consistent. It has been argued for a
long time [43] that SIC eigenvalues can approximate relaxed ionization energies well. It thus
appears natural that the SIC molecular orbitals can reﬂect effects which in another approach
such as PBE must be included via explicit consideration of relaxation. The RSA Dyson orbital
calculation for NTCDA amends the peaks at high k| |-values and as well captures the intensities
at lower k| | that are completely missing in the molecular orbital interpretation of the PBE
HOMO. Thus, the experimental data can be explained over the full range of measured electron
momenta.
Figure 4. Both images show the measured ARPES intensity for NTCDA (interpreted as
a momentum space map) at a binding energy of =E 2.4 eVB with horizontal polarized
light of ω = 55 eV. The spectra are overlaid with the contours of the (a) RSA Dyson
orbital based on PBE and (b) the KS-SIC RSA Dyson orbital. Both Dyson orbitals were
therefore calculated with the horizontal polarization scaling factor.
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6. Conclusions
Motivated by ARPES experiments that can be interpreted as revealing orbital densities, we
reviewed the theory of photoemission in which the Dyson orbitals, deﬁned as the overlaps
between N- and ( −N 1)-particle states, emerge as the relevant quantities. When Dyson orbitals are
a priori approximated by single molecular orbitals the quality of the so predicted ARPES
intensities can depend sensitively on which electronic structure method is used to calculate the
molecular orbitals. We demonstrated that by approximating the initial and ﬁnal molecular states by
relaxed N- and ( −N 1)-electron Slater determinants, one achieves a description of the ﬁrst
photoemission process that is considerably less sensitive to the underlying single-particle picture
and its orbital ordering. More importantly yet, this procedure allows for explicitly taking into
account relaxation effects. ARPES experiments were done for the model organic semiconductors
PTCDA and NTCDA covering a larger range of electron momenta than covered by previous
experiments, and using variable light polarization. For PTCDA the RSA Dyson orbital approach
leads to the same result as the molecular orbital approach and both are in agreement with the
experimental data. For NTCDA the experiment reveals previously unobserved intensities at large
electron momenta that cannot be explained based on molecular orbitals as obtained from, e.g. a
usual GGA DFT calculation. The RSA Dyson orbitals show the additional intensities. Thus,
ARPES experiments have reached an accuracy at which a simple molecular orbital interpretation
may not be sufﬁcient for explaining all of the observed features. The RSA Dyson orbitals
discussed here provide a non-empirical and computationally relatively efﬁcient approach for going
beyond the molecular orbital interpretation of photoemission. Seen from a different angle, one can
also argue that the present work gives further credibility to the concept of orbital imaging—as long
as one keeps in mind that it is Dyson orbitals that are imaged.
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Appendix A. Calculating the weighting factors
We here explain the calculation of the weighting factors
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The overlap of two Slater determinants with the same number of orbitals can be expressed as a
determinant of overlap matrix elements between all single-particle orbitals
⎡⎣ ⎤⎦Φ Φ φ φ⧹ ∣ ⧹ = ∣{ } { }N Nx x det . (A.2)n mf in f, in,
This leads to the following expression for the weighting factor
⎡⎣ ⎤⎦φ φ= − ∣+ ≠w N
1
( 1) det . (A.3)i
i N
n m m if, in, ,
Looking again at the expansion for the initial ground state














the index i implies that the reduced initial state Slater determinant Φ ⧹Nx{ }i does not contain
orbital φ iin, . Therefore, this orbital is not involved in the calculation of the weighting factors wi
and in the −N( 1)2 overlap matrix elements of equation (A.3), respectively. If both orbital sets
do not differ much, then the single particle overlaps will be close to either one or zero.
Consequently, only the matrix element of the one reduced Slater determinant which contains the
orbitals that are similar to the orbitals in the ionized determinant will be close to one. When
there is only little relaxation the Dyson orbital is dominated by the depopulated orbital. Strong
relaxation leads to two clearly different orbital sets and several non-vanishing weighting factors.
With this we can also elucidate why the HF N2 Dyson orbital is determined by the σ-
HOMO-1, in spite of the existence of the degenerate π-HOMOs: in the cation N2
+ the ordering of
orbitals is inverted such that the σ-orbital lies about 14 eV above the two π-orbitals. According
to equation (A.1) the weighting factors are determined by the overlap of the reduced Slater
determinant Φ ⧹Nx{ }iin, with the Slater determinant of the ionized system, each containing−N 1 orbitals. As the σ-orbital of N2+ is not populated and also is spatially similar to the N2
HOMO-1, the only combination of two determinants that can be close to one involves neither of
the two σ-orbitals. This can happen only for the overlap corresponding to the weighting factor
of the σ-HOMO-1 of N2. In a similar manner, the Dyson orbitals’ structure of NTCDA and
PTCDA can be explained. All approaches for PTCDA+ yield a depopulated orbital that has a
spatial structure that is close to the PTCDA HOMO. Therefore, the overlap argument strikes
again and forces all weighting factors to be small, except for the one that corresponds to the
HOMO. In the case of PBE NTCDA+ the depopulated orbital is rather a superposition of the π-
HOMO-1 and σ-HOMO of NTCDA, which is why the Dyson orbial also emerges as a
superposition of these two orbitals.
Also note that the norm of the Dyson orbital is not one, but ranges between zero and one. It
can be interpreted as a measure of the ionization probability.
Appendix B. Photoemission from the PTCDA/NTCDA molecule
For the sake of completeness, we here discuss the PTCDA results in greater detail. As
mentioned in section 5, all approaches lead to a similar intensity pattern for the ﬁrst ionization
of PTCDA, independent of the inclusion of relaxation and the used functional. Therefore, the
Dyson orbital is in each case given by the corresponding π-HOMO. Contrary to the NTCDA
case there are no additional orbital contributions. In ﬁgure A.1(d) we show the momentum map
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of the RSA Dyson orbital with horizontal light polarization and in ﬁgure A.1(a) with vertical
light polarization (i.e. p-polarization). The ﬁgures A.1(b) and (c) show the measured ARPES
intensities, overlaid with the Dyson orbital contours for ease of comparison. All spectra
correspond to a kinetic photoelectron energy of =E 48.6 eVkin , i.e. = Å−|k| 3.6 1. The
horizontally polarized case, which should reveal any additional σ-orbital contributions if there
are any, is well reproduced by the calculation as far as the peak positions are concerned. The
trend is similar to the KS-SIC NTCDA result, i.e. the outer features are higher in intensity in the
experiment than in the calculation. The magnitude of the differences, however, is smaller for
PTCDA than for NTCDA. For PTCDA we thus come to the conclusion that the single
molecular orbital approach is well justiﬁed, and relaxation effects are smaller than for NTCDA.
Expressed in numbers, the difference between the relaxed and unrelaxed ﬁrst ionization
potential calulated with PBE for NTCDA is about 0.93 eV, whereas for PTCDA we ﬁnd only a
difference of 0.16 eV. This appears plausible, as a larger system with more electrons should be
less affected by removing one charge.
Appendix C. Experimental and computational details
All experiments were performed under ultrahigh vacuum conditions at a base pressure of
2 × 10−10 mbar. The NTCDA and PTCDA monolayer ﬁlms were prepared in an attached
preparation chamber by organic molecular beam deposition. Prior to deposition the Ag(110)
substrate was cleaned by several sputter and annealing cycles. The cleanliness and surface
quality was checked by low energy electron diffraction (LEED) and the absence of
characteristic carbon 1 s signals in core level photoelectron spectra. The coverage and quality
of the organic monolayers was monitored by their characteristic LEED patterns [39, 44–46] and
the absence of any second layer signal in valence photoelectron spectra [40, 47, 48]. The ∥k
-dependent photoemission intensity distributions were recorded at the NanoESCA beamline at
Elettra [49] using a FOCUS GmbH/Omicron NanoESCA photoelectron microscope [50, 51].
With this setup the complete photoemission hemisphere can be measured at once, if the Fourier
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Figure A.1.Momentum space maps for the PTCDA molecule at a kinetic photoelectron
energy of =E 48.6 eVk . (a) The RSA Dyson orbital based on KS-SIC, (b) the
correponding measured ARPES with vertical polarized light overlaid with the RSA
Dyson KS-SIC contour. (c) The measured ARPES with horizontal polarized light
overlaid with the contours of the KS-SIC RSA Dyson orbital calculated with the
horizontal polarization scaling factor shown in (d).
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measurement and evaluation process is given in [40]. In contrast to previous investigations [6–
10, 40] we used different light polarizations (linear horizontal and vertical, and circular) to
enhance and suppress photoemission intensities. To maximize the available ∥k -range at
manageable beam damage we used photon energies of around 50 eV and carefully checked
degradation effects for each measurement.
The KS-SIC and PBE calculations for NTCDA, PTCDA, pentacene and N2 were
performed with the Bayreuth version [28] of the PARSEC real-space code, [52] where we
employed a grid-spacing of 0.3 bohr (for N2 0.2 bohr) and Troullier–Martins norm-conserving
pseudopotentials [53].
The KS-SIC method has been explained in detail in [26, 37], so we here just summarize
very brieﬂy its main features. Based on the self-interaction-correction functional of Perdew and
Zunger [43] we construct—in contrast to traditional SIC approaches—a spatially local,
multiplicative xc potential via the optimized-effective potential (OEP) equation [54]. This
ensures that we stay within the realm of KS DFT with all its beneﬁts. The direct construction of
the OEP, which is possible but tedious for the SIC energy functional [55], was avoided by
resorting to the generalized OEP equation and the corresponding generalized KLI
approximation [26] with a complex-valued energy minimizing unitary orbital transforma-
tion [37].
For all HF and B3LYP calculations we used the QChem program package [56] and cc-
PVTZ basis functions [57]. We explicitly checked and veriﬁed that the use of the
pseudopotentials does not lead to any differences with respect to the all electron calculations
in the PBE RSA Dyson orbitals.
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Electron-phonon coupling is one of the most fundamental effects in condensed matter physics. We here
demonstrate that photoelectron momentum mapping can reveal and visualize the coupling between specific
vibrational modes and electronic excitations. When imaging molecular orbitals with high energy
resolution, the intensity patterns of photoelectrons of the vibronic sidebands of molecular states show
characteristic changes due to the distortion of the molecular frame in the vibronically excited state. By
comparison to simulations, an assignment of specific vibronic modes is possible, thus providing unique
information on the coupling between electronic and vibronic excitation.
DOI: 10.1103/PhysRevLett.116.147601
The coupling of charge to vibronic excitation plays a
crucial role for various physical phenomena from super-
conductivity [1–3] to the nonradiative decay pathways
involved in photosynthesis [4]. In molecular materials,
charge-vibration coupling influences the optical and elec-
tronic properties [5] and is a decisive quantity for the
hopping transport [6–8]. In the case of hopping, the
predominant transport mechanism for molecular solids
relevant for device application [9], the charge mobility is
immediately connected to the reorganization energy. The
latter quantity is a measure of the energy cost for the
deformation of the molecular frame upon adding or
subtracting an electron. It has been demonstrated that
photoelectron spectroscopy (PES) can be applied to quan-
tify this reorganization energy from the analysis of the
electron-vibration coupling from first principles [7,10].
The coupling of electronic to vibronic excitations has
been studied for a long time by several methods such as
PES [7,10,11], optical spectroscopy [12], x-ray absorption
[13,14], and electron energy loss spectroscopy [15].
Nevertheless, an assignment of the specific vibrational
modes that couple to the electronic excitation is compli-
cated, since the experiment provides only information on
the mode energy and restrictions on possible symmetries by
selection rules.
Here we show that the angle-dependent intensity dis-
tribution in a PES experiment can provide a fingerprint of
the coupled vibration. In the case of the paradigmatic
molecule coronene [C24H12; see Fig. 3(c) for the molecular
structure] investigated in this work, our analysis provides
evidence that the mode which couples to an ionization of
the highest occupied molecular orbital (HOMO) is an Ag in-
plane mode with a vibronic excitation energy of 196 meV.
For our experiments the coronene molecules were
prepared in a commensurate monolayer (ML) with 4 × 4
superstructure on an Au(111) substrate [16]. The interfacial
bonding in this particular case is comparatively weak, thus
leading only to a relatively small broadening of the
molecular states due to hybridization with the metal. The
momentum-resolved PES data were recorded at a sample
temperature of 15 K and with He-I excitation (21.22 eV)
utilizing a state-of-the-art photoelectron momentum micro-
scope which collects all photoelectrons emitted into the
complete half-sphere above the sample. This provides a
three-dimensional data set of the photoemission spectral
function Iðkx; ky; EBÞ, depending on the in-plane momen-
tum coordinates (kx, ky) and the binding energy (EB) with a
momentum resolution of 0.005 Å−1 and energy resolution
of 20 meV [17] (see Supplemental Material [18] for
experimental details).
Figure 1(a) presents the energy distribution curve (EDC)
derived from a data set recorded between the Fermi energy
and the low-energy onset of the Au 5d band. The data were
integrated over a circular area with diameter 0.5 Å−1 in
momentum space centered at (kx ¼ 1.45 Å−1; ky ¼ 0 Å−1).
The resulting spectrum shows a prominent peak at 1.5 eV,
which can be assigned to the coronene HOMO. In addition,
two shoulders appear on the high binding energy side, which
resemble the equidistant vibronic overtones observed for
several similar molecules in the gas and condensed
phase [7,10].
For a detailed analysis of the fine structure of the
coronene HOMO signal, shorter energy scans between
1.23 and 2.03 eV were performed to reduce the measure-
ment time and radiation damage, which manifests itself in a
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broadening and slight energy shift of the molecular signals
and the occurrence of additional low-energy features. With
the applied settings, damage was visible after about 15 min
of irradiation, while all data presented in the following were
recorded in less than 10 min.
Figure 1(b) shows a spectrum derived from such a short
scan after the same integration in momentum space as
described above. To demonstrate the vibronic origin of the
peaks on the high binding energy side, a least-squares fit
was performed with three equidistant Voigt functions of
equal width plus an additional linear background. The fit
reproduces the experimental data well with Gaussian and
Lorentzian widths of (79 25) and ð106 25Þ meV,
respectively, and an energy spacing of ð206 10Þ meV,
representing the energy of the coupled vibration.
Figures 2(a)–2(c) show the photoelectron momentum
maps recorded at a binding energy of 1.55, 1.75, and
1.95 eV, respectively, corresponding to the three individual
vibronic peaks, which we will in the following refer to as
(0-0), (0-1), and (0-2), respectively. (n-m) indicates a
transition from the vibronic state n in the electronic ground
state to the vibronic state m in the electronic excited state.
No background subtraction was applied, and the color scale
was adapted to enhance the color contrast of the individual
patterns.
It has been demonstrated that the angle-dependent
intensity distribution of photoelectrons is immediately
connected to the electron density in real space [19,20].
In the case of planar organic molecules, a plane-wave final-
state approximation of the photoemission final state allows
furthermore a direct comparison of experimental momen-
tum maps with calculated real-space orbitals by a Fourier
transform [19,21]. In this sense, the intensity pattern
recorded for the (0-0) peak in Fig. 2(a) resembles the
previous experimental data for the HOMO of coronene on
Ag(111) and the corresponding theoretical simulation for
the coronene HOMO [22]. However, while the main
features in the momentum map of the (0-0) peak appear
oval or slightly goggle shaped, these features develop an
increasing triangular appearance in case of the (0-1) and
(0-2) peaks.
Since the peaks of (0-1) and particularly (0-2) have
relatively low intensities, adapting the intensity scale in
Figs. 2(b) and 2(c) results in an increasing contribution of
emission from the substrate. To verify that the substrate
signal does not interfere with the molecular features in the
momentum maps, we have simulated the intensity patterns
FIG. 2. (a)–(c) Photoelectron momentum maps of the HOMO
of coronene=Auð111Þ recorded at the energy of the (0-0) peak
and the vibronic sidebands (0-1) and (0-2). (d) Simulated back-
ground from the Au substrate derived by backfolding of a
momentum map of a clean Au(111) sample (recorded at
EB ¼ 1.95 eV; see Fig. S1 in Supplemental Material [18]) on
the 4 × 4 superstructure of the adsorbate (see the text for details).
The color scaling of the intensity was chosen individually to
optimize the contrast.
FIG. 1. (a) Momentum-integrated EDCs of 1 ML coronene on
Au(111) recorded at a sample temperature of 15 K (red data
points). The HOMO signal consists of three components (in-
dicated by arrows). The corresponding data derived from a clean
Au(111) sample considering the backfolding on the 4 × 4 super-
structure of the adsorbate are plotted in black [see Fig. 2(d) and
the corresponding text for details]. (b) Experimental spectrum
derived from a short scan (red data points), fitted by a vibrational
progression consisting of three equally spaced Voigt peaks of
identical line width (black solid curves) and a linear background
(black dotted line).




derived from the Au sp bands taking into account the
backfolding on the 4 × 4 superstructure of the adsorbate.
For this purpose, a momentum map recorded at the same
energy as the (0-2) peak for a clean Au(111) sample (see
Fig. S1 in Supplemental Material [18]) was shifted by 1=4,
2=4, and 3=4 of the Γ¯ − Γ¯ distance towards each of the
six adjacent surface-Brillouin zones and then averaged.
The resulting intensity pattern is given in Fig. 2(d) and
allows identifying the substrate signals in the momentum
maps recorded for the (0-1) and (0-2) peaks of
coronene=Auð111Þ. The backfolded sp bands contribute
relatively sharp patterns such as the two hexagrams,
which are most clearly visible in the (0-2) momentum
map [Fig. 2(c)]. Also, the slight increase in intensity around
kx ¼ 1.45 Å−1, ky ¼ 0 Å−1 and the intense lines along
kx ¼ 1.40 Å−1 (and symmetrically equivalent sites) have to
be associated with crossing points of multiple Au bands.
The comparison of the momentum patterns recorded for
the low-intensity vibronic sidebands to the simulated
background thus allows identification of several contribu-
tions from Au sp bands. Although some of these signals
coincide with the intensity pattern from the coronene
HOMO, the overall change of the coronene features
towards a triangular shape cannot be explained by a
contribution from the substrate.
The changes in Figs. 2(a)–2(c) thus obviously have to be
sought in a change of the coronene electronic wave
function in momentum—and thus also in real space—upon
vibronic excitation. A deviation of the intensity patterns
recorded for vibronically excited molecular states was
already observed for pentacene [23] as well as for several
phthalocyanines (X-Pc, X ¼ OTi, OV, ClAl, Pb, Cu, H2)
[24] and assigned to a breakdown of the sudden approxi-
mation in the photoionization process. In contrast to an
instantaneous (vertical) transition, the photoemission proc-
ess has to be rather described on a finite time scale, which is
defined by the photohole lifetime. Photoemission thus
bears information on a displacement of the nuclei on this
very time scale.
Theoretical considerations can help to extract this
information. Since the energy of the relevant vibrations
is much larger than kBT, the molecule is initially in its
ground state [which is identical for the (0-0), (0-1), and
(0-2) transitions]. Within the Born-Oppenheimer approxi-
mation, the electronic state of a system defines an energy
surface, which acts as the potential for the motion of the
nuclei. The change of the electronic potential that is caused
by emission of an electron can trigger the vibronic
excitation of the ionized system. While the common
interpretation of angle-resolved PES based on ground-state
single-particle orbitals can describe vertical processes well
[19,25], it cannot capture structural changes of the molecu-
lar geometry caused by removing an electron. The latter,
however, become accessible through the use of Dyson
orbitals, defined by the projection of the (N − 1) electron
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Viewing the PES process in terms of this overlap is ideally
suited to our purpose, as the altering of the final molecular
state’s electronic structure due to the nucleis’ vibrational
displacement can easily be included explicitly. To identify
possible vibrational modes, we perform a vibrational
frequency analysis of positively charged isolated coronene
using the density-functional theory with the Perdew-Burke-
Ernzerhof exchange-correlation functional [27]. Nine
modes are found in the energy range of interest between
185 and 250 meV (see Table I in Supplemental Material
[18]). Since the vibronic excitations when time-averaged
correspond to a displacement of the nuclei along normal
coordinates, we calculated the electronic final state
ΨþðN − 1Þ for displacement amplitudes ranging from zero
up to a reasonable mean displacement of 0.15 Å [28]. In
combination with the ground-state wave function of the
neutral molecule, we evaluate the Dyson orbital according
to Eq. (1) following the relaxed Slater determinant
approach [20]. Approximating the photoelectron’s state
by a plane wave, which is justified for this class of materials
[19,25], the photoelectron momentum maps can be simu-
lated by a Fourier transform of the real-space Dyson
orbitals into momentum space [20]. For the equilibrium
position of the nuclei, i.e., the (0-0) transition, the corre-
sponding momentum map is presented in Fig. 3(a) and
resembles the single-particle molecular orbital case pub-
lished earlier [22].
The overall agreement of Fig. 3(a) with its experimental
counterpart in Fig. 2(a) is reasonable. However, the
calculation does not reproduce the indicated goggle shape
of the six main intensity maxima. Generally speaking, one
possible explanation for this deviation could be a slight
azimuthal tilt of the high-symmetry direction of coronene
against the [1¯01] direction of the substrate surface. Taking
into account different domains, this would lead to an
azimuthal doubling of the intensity patterns in the experi-
ment. However, based on such a multiplication of the
calculated momentum map in Fig. 3(a), a simulation of the
goggle features in Fig. 2(a) is not possible, thus rendering
this explanation unlikely. An alternative explanation can be
provided by the effect of lateral band dispersion. To reveal
this, we have fitted the vibronic progression in the EDCs for
all k∥ in analogy to Fig. 1(b). The energy of the (0-0) peak
derived from this fit shows a lateral dispersion of about
20 meV, which is a reasonable value compared to similar
systems [29,30]. Moreover, when plotted against k∥, the
energy position of the (0-0) peak mimics the goggle shaped
features in Fig. 2(a) (see Fig. S2 in Supplemental Material
[18]). Since the experimental momentum maps were
recorded at constant energy, energy dispersion of the




(0-0) peak will directly translate to intensity variations, thus
most likely accounting for the observed difference between
the calculated and experimental momentum maps of the
(0-0) peak.
For an increasing displacement of the nuclei, we find a
change in the shape of the coronene features, depending on
the displacement directions according to the individual
vibrational modes. The momentum maps calculated for the
nine vibrational modes between 180 and 250 meV at a
mean displacement of 0.15 Å are depicted in Fig. S3
in Supplemental Material [18]. Interestingly, the modes
show remarkable differences in the momentum maps.
Only two modes show a change into a triangular pattern,
which resembles the experimental finding for the vibronic
sidebands in Figs. 2(a)–2(c).
Consequently, the changes in the photoemission data can
be explained by changes of the molecular orbital density of
the HOMO due to a deformation of the coronene molecule
in a vibronically excited state. The gradual change from
(0-0) over (0-1) to (0-2) is moreover plausible, since (0-1)
to (0-2) represent transitions into different overtones of the
same vibration, which have different mean displacement
amplitudes. The simulation of the respective orbital density
allows identifying the corresponding vibronic modes, a B2u
mode at 195 meV and an Ag mode at 196 meV, which fit
quite well to the experimentally determined energy of
ð206 10Þ meV. Moreover, the momentum patterns of
the other modes in Fig. S3 obviously do not contribute
significantly to the experimental data in Fig. 2, thus ruling
out a coupling of these modes. This agrees with earlier
studies that also found a preferential coupling of selected
modes for pentacene and perfluoropentacene [31].
Based on our experimental data alone, we cannot derive
further restrictions on the coupled vibronic modes.
However, our calculations show that upon photoionization
the coronene molecular frame relaxes as illustrated by
Fig. 3(c), reducing the point group symmetry from D6h to
D2h. The displacement of the nuclei is indicated by red
arrows and shows Ag symmetry, thus resembling the Ag
mode at 196 meV, which is depicted in Fig. 3(d) together
with the corresponding momentum pattern in Fig. 3(b).
In summary, we demonstrated that the angle-dependent
intensity patterns of photoelectrons of molecular states
show characteristic changes due to the vibronic distortion
of the molecule. By a comparison to the simulated patterns,
an assignment of the specific vibronic modes that prefer-
entially couple to the electronic excitation is possible. In the
example of the coronene HOMO, the experimental data
agree with two in-plane modes with an energy of 195 and
196 meV, respectively. The latter mode is Ag symmetric and
should be favored according to symmetry arguments. Our
approach of orbital imaging by photoelectron momentum
mapping with high energy resolution thus provides unique
information and constitutes a novel route for the analysis of
the coupling between electronic and vibronic excitation and
allows unprecedented insight into the properties of molecu-
lar materials.
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All experiments were performed with a home-built mo-
mentum microscope [1] at the Max-Planck Institute of
Microstructure Physics in Halle, Germany. All samples
were prepared in situ in an attached preparation cham-
ber. The Au(111) substrate was cleaned by repeated
cycles of 30 min Ar-sputtering and annealing for 5 min
at 870 K. Commercially available coronene was cleaned
twice by sublimation in a home-built system. Coronene
films were prepared onto the substrate at room temper-
ature by molecular beam deposition from a home-made
evaporator at a temperature of 450 K, resulting in a rate
of two monolayers per hour. The coverage was calibrated
by low energy electron diffraction (LEED), monitoring
the well known 4x4 superstructure [2]. With increasing
coronene coverage the LEED spots become sharper due
to increasing domain size and the sharpest spots occur
for a coverage of one complete monolayer (1 ML).
Photoelectron momentum mapping (PMM) experi-
ments were performed at a base pressure in the low
10−11 mbar regime and at a sample temperature of about
15 K with unpolarized He-I excitation (Specs UVS 300).
Photoelectrons were detected with a momentum micro-
scope, adjusted to a momentum resolution of 0.005 A˚−1
and an energy resolution of 20 meV [1]. The detection en-
ergy was changed in steps of 25 meV and the aquisition
time per picture was set to 15 sec.
Darkcurrent subtraction and flat-field correction were
made to account for the inhomogeneities in the mi-
crochannel plate response and hotpixels. The camera
images were averaged to a size of 512x512 to further im-
prove statistics. The energy aberration of the imaging en-
ergy filter, resulting in a curvature of the energy over the
image in the order of less than 100 meV, was corrected
by calibrating the energy distribution curves (EDC) at
every pixel to the Fermi energy, resulting in an accuracy
of the energy axis of better than ± 10 meV over the full
hemisphere. All presented PMM data were symmetrized
sixfold according to the symmetry of the adsorbate sys-
tem. This also accounts for the effect of the A× k factor
as described by Puschnig et al. [3].
For our DFT calculations we use the PBE exchange
correlation functional [4]. Geometry optimization and
the vibrational analysis have been performed with the
Gaussian09 code [5] and the 6-31G(d,p) basis set. The
ground-state electronic structure necessary for determin-
ing the Dyson orbitals was calculated with the Bayreuth
version [6] of the parsec real-space code [7] following the
procedure outlined in Ref. 8. We here use a grid spac-
ing of 0.3 a0 and PBE based norm conserving Troullier-
Martins pseudopotentials with cutoff radii of 1.53 a0 and
1.40 a0 for carbon and hydrogen, respectively [9].
FIG. 1. Photoelectron momentum map recorded for the clean
Au(111) substrate at a binding energy of EB=1.95 eV with a
photon energy of 21.22 eV and a sample temperature of 15 K.
FIG. 2. Dispersion of the (0-0) peak derived from a fit of the
EDCs at different k||. The colorscale is given in meV and
shows a molecular dispersion of around 20 meV. The disper-
sion pattern reflects the goggle shape of the (0-0) intensity











TABLE I. Energy and symmetry of the vibrational modes
of coronene between 185 eV and 250 eV calculated with the
Gaussian09 code, using a PBE functional and a 6-31G(d,p)
basis set.
2FIG. 3. Simulated photoelectron momentum maps derived for the Dyson orbital of the HOMO of distorted coronene+ for the
different vibrational modes listed in TABLE I. The patterns were derived for a mean displacement amplitude of 0.15 A˚ and
after sixfold symmetrization. Independent of amplitude, the triangular features observed in experiment can only be explained
by the modes at 195 meV and at 196 meV.
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Photoemission spectroscopy is a primary technique for characterizing the electronic structure of
condensed matter systems. The fundamental quantities for the interpretation of photoemission
processes in wavefunction-based quantum mechanics are Dyson orbitals, i.e., the overlaps between
N -electron and N − 1-electron wavefunctions. However, today’s electronic structure theory is of-
ten based on the density-functional theory (DFT) formulation of quantum mechanics. As there
is no wavefunction in DFT, Dyson orbitals are, strictly speaking, beyond DFT. We here discuss
how approximations to Dyson orbital can be calculated from linear-response time-dependent DFT.
Studying the photoemission from adsorbed 3,4,9,10-perylene-tetracarboxylic-dianhydride (PTCDA)
we explore the practical usefulness of the concept.
PACS numbers: 33.60.+q,31.15.E-,79.60.-i
I. INTRODUCTION
Photoemission is one of the cornerstones for charac-
terizing physical and chemical properties of materials.
Yet, the interpretation or accurate prediction of photoe-
mission data is a non-trivial task. Most systems that
are interesting to study from a fundamental or practical
perspective are many-electron systems. One, thus, has
to face the question of how to properly embed involved
electron-electron interactions in theories that aim to de-
scribe photoemission. An intuitive view on the ejection
of a single electron can be gained, for instance, from the
quasiparticle picture. It provides a natural framework
in which a quasihole (or quasielectron for electron injec-
tion) is dressed by the interaction with its environment.
Quasiparticle energies are directly related to photoemis-
sion energies, quasiholes and electrons are described by
so-called Dyson orbitals. They are solutions to the identi-
cally named Dyson equation [1, 2]. Alternatively, Dyson
orbitals can be viewed from a stringent many-body wave-
function perspective. They emerge as effective single par-
ticle orbitals which are formally defined as the projection
of the – possibly excited – many-body wavefunction of an
ionized system ψI(N ± 1) with N ± 1 electrons onto its
initial N electron ground-state wavefunction. Even with-
out invoking formal arguments, it seems plausible from
the definition of Dyson orbitals that they are related to
photoemission. Due to the projection of the N − 1 onto
the N electron state, the resulting Dyson orbitals can be
interpreted as to describe the missing electron.
In practice, the most frequently applied realization
of the quasipartilce ansatz is many-body perturbation
theory in the GW approximation [1–3]. Typically, the
GW method achieves a reliable description of ioniza-
tion energies [4–6]. Likewise frequently used is density-
functional theory (DFT). In common applications one
assigns ground-state single particle eigenvalues to ioniza-
tion energies [7–11]. This is exact for the highest occu-
pied molecular orbital (HOMO) eigenvalues [12–15] but
lacks a rigorous connection for eigenvalues that lie be-
neath the HOMO. Yet, Kohn-Sham (KS) and general-
ized KS eigenvalues can be tied to quasiparticle energies
as they form the leading contributions in a perturbation
expansion [16, 17]. Applying sophisticated exchange-
correlation (xc) functionals, such as range-separated hy-
brids, the accuracy of generalized KS eigenvalues can
even reach the GW level [18, 19].
Single particle molecular orbitals play a comparable
role in DFT as Dyson orbitals do in many-body pertur-
bation theory [20–22]. They share several formal sim-
ilarities such as being solutions to effective single par-
ticle equations, reproducing the exact electron density,
and having the same exponential decay [20]. Further,
it has been been argued that the exact KS xc potential
is the variationally best local approximation to the ex-
change correlation self-energy in the Dyson equation [21].
Despite these facts, orbitals from DFT do not resemble
all features of Dyson orbitals as the former would lead,
for example, to infinite quasiparticle lifetimes. Further,
Dyson orbitals are neither normalized nor orthogonal.
The key differences between DFT orbitals and Dyson or-
bitals arise from the distinctly different nature of the KS,
respectively Dyson equation. Whereas the former is a
single particle equation for auxiliary particles, the latter
is an exact many-body equation for charged excitations
and probability amplitudes (Dyson orbitals). Neverthe-
less, the Dyson equation has the form of an effective sin-
gle particle equation with all interactions embedded in
the self-energy, which is in general non-local in space and
time [1, 3].
That KS orbitals can still have an – admittedly approx-
imate – physical interpretation has been underpinned by
studies using angle-resolved photoemission spectroscopy
(ARPES) [23–32]. These works are based on the no-
tion that the photoemission process can be described as
a transition of an electron from a molecular orbital (MO)
into the state of an unbound photoelectron. Approximat-
ing the latter as completely unperturbed, i.e., assuming
the emitted electron can be reasonably described by a
plane wave (PW), a one-to-one relation between ARPES
2intensities and orbitals ϕi has been established [23, 33],
J ∝ |〈eikr | Ap | ϕi(r)〉|2δ(Ek+~ω−εi) ∝ |ϕ˜i(k)|2. (1)
The intriguing resemblance of certain experimental spec-
tra with the ones obtained from MOs of planar organic
molecules doubtlessly supports the physical interpreta-
tion of MOs as approximations to Dyson orbitals [23–
25, 27, 28]. Yet, the interpretability is strongly coupled
to the satisfaction of a few premises [23, 27]. Particu-
larly the level of sophistication of the xc functional ap-
proximations has a major impact on the reliability of
MOs because all many-body effects are ingrained in the
xc functional. As the interpretability of KS orbitals is
closely related to the quality of eigenvalues, a reliable
description of eigenvalues is a necessary requirement for
predicting the right orbitals in the right energetic or-
der [17, 19, 27, 34, 35]. The prominent self-interaction
error plays a major role in this instance [27, 34, 35].
One needs to be particularly cautious when considering
deeper lying eigenvalues that are approximate even with
the ultimate xc functional.
Further, effects that are beyond the molecular orbital
interpretation have been reported in Ref. 30. A possibil-
ity to go one step beyond the mere MO interpretation
while still resting on DFT calculations has been pro-
posed for photoemission processes in which the ionized
system remains in its ground state. In a nutshell, one
constructs approximate Dyson orbitals from the ground-
state KS Slater determinants of the neutral and ion-
ized system [30, 36, 37]. As the resulting Dyson orbital
emerges as a coherent superposition of all initially occu-
pied orbitals, one breaks away from the single MO in-
terpretation. This might be a useful concept for excited
final states, too.
In this work we want to demonstrate how to calcu-
late approximate Dyson orbitals from time-dependent
DFT (TDDFT) that correspond to excited molecular
final states. Therefore, we briefly review the connec-
tion of Dyson orbital and ARPES intensities in Sec. II.
In Sec. III we propose a way to calculate approximate
Dyson orbitals from TDDFT in the linear response limit.
We begin the discussion of the results reviewing ARPES
intensities obtained from the molecular orbital perspec-
tive and compare to measured intensities of PTCDA in
Sec. IV. Subsequently, we contrast the Dyson orbitals
from TDDFT with the experimental ARPES intensities
of PTCDA in Sec. V. A conclusion is offered in Sec. VI.
II. PHOTOEMISSION IMAGING DYSON
ORBITALS
To derive an approach for calculating ARPES using
Dyson orbitals from DFT, we want to give an overview of
the photoionization process expressed in terms of Dyson
orbitals. Describing the vertical ionization process trig-
gered by a photon with energy ~ω via Fermi’s Golden
Rule in dipole approximation [38], the photoemission in-
tensity writes
J ∝ |〈ΨI | A ·P | Ψ0〉|2δ(~ω + E0 − EI). (2)
It is proportional to the matrix element with the initial
ground state Ψ0 with N electrons, the dipole operator
A · P, and the final state ΨI . Here, A is the vector po-
tential of the electro-magnetic field and P denotes the
many-body momentum operator. We approximate ΨI as
an antisymmetrized product of the state of the ionized
molecule ΨI+ (quantities of the ionized system are de-
noted by +) and the state of the emitted electron χk un-
der the assumption that correlation between both states
can be neglected. ΨI+ is either in the ground state I = 0
or in an exited state I > 0.
With the definition of Dyson orbitals
dI(r) =
√
N〈ΨI(N − 1)|Ψ0(N)〉, (3)
the many-body matrix element can be reduced to a ef-
fective single particle matrix element [30, 36],
J ∝ |〈χk(r) | ∆ | dI(r)〉|2δ
(
~ω + E0 − EI+ − Ek
)
. (4)
In our notation dI is the Dyson orbital to the transition
from the initial ground state to the final molecular state
ΨI+.
Furthermore, applying the PW approximation simpli-
fies the evaluation of the matrix element significantly,
leading to a one-to-one relation of ARPES intensities to
Dyson orbitals,
J ∝ |dI(k)|2. (5)
On a formal level one can deduce the intensity within
the single particle interpretation given in Eq. (1) from
Eq. (2) under a few assumptions. First, the initial and
final states are approximated by Slater determinants,
Ψ ≈ Φ. Usually this simplification is supposed to be
well justified for organic systems with non-degenerate
ground states [20, 39–41]. Second, electron relaxation
effects have to be negligible [30]. Particularly for excited
final states, there is a third approximation that has to
be made in order to obtain Eq. (1). Instead of a sound
treatment of the excited state, one assumes that the fi-
nal molecular state emerges from the initial state Slater
determinant by annihilating only one particle in a cer-
tain single particle state ϕi. It corresponds to the orbital
which is depleted during the photoemission process. This
approximation certainly depends on how dominant the
single particle character of the considered excitation is.
III. EXCITED STATES FROM TDDFT
Despite being a ground-state theory in its original for-
mulation, DFT can systematically be extended to de-
scribe excitations. Within TDDFT in the linear-response
3limit, excited-state properties can be obtained by evalu-
ating the first order density response to a small pertur-
bation [42–45]. Applying common xc potential approxi-
mations (in their adiabatic formulation), respectively the
corresponding xc kernels, usually yields reasonable esti-
mates for excitation energies and oscillator strengths [46–
49]. Pertinent to our purpose, TDDFT provides an ap-
proximate way to assign an excited-state wavefunction.
Due to the superposition of different particle-hole excita-
tions, which are mediated by the xc kernel, an approxi-
mate excited-state wavefunctions can be written in a con-








Here, the index α denotes occupied ground-state orbitals,
l virtual orbitals, and a† the creation, respectively a the
annihilation operator.
To follow up with the Dyson orbital calculation, one
needs to conduct the integration between the wavefunc-
tions according to Eq. (3). For this purpose it is helpful to
reformulate the N electron ground-state Slater determi-
nant as an expansion by minors that reduces the number






ϕ0i (r)(−1)i+NΦ0i (N − 1). (7)
The index i implies that orbital ϕ0i is excluded from the
Φ0i (N − 1) determinant. Inserting Eqs. (7) and (6) in
Eq. (3) allows for rewriting the Dyson orbitals as a co-
herent superposition of all N occupied orbitals of the







(−1)i+N 〈ΦI+ | Φ0i 〉. (8)
Here, each overlap accords with one weighting factor and







Eventually, the Dyson orbital boils down to a superposi-
tion of the occupied ground-state orbitals of the neutral









l aα | Φ0+〉. (10)
IV. RELATING THE “HOMO-1” EMISSION
PEAK OF PTCDA TO MOLECULAR ORBITALS
To probe the approach we draw on ARPES measure-
ments on a 3,4,9,10-perylene-tetracarboxylic-dianhydride
FIG. 1. Experimental momentum maps of PTCDA on
Ag(110) from Ref. 27. Figures (a)-(d) show the four differ-
ent contributions to the “HOMO-1” PTCDA emission band,
obtained from a principle component analysis. The maps are
ordered by increasing binding energies (relative to the Fermi
level) of EB = 3.1 eV (a), 3.2 eV (b), 3.3 eV (c), and 3.5 eV
(d).
(PTCDA) monolayer absorbed on Ag(110) [27, 28].
This system has delivered unique insights because a
principle component analysis of emission band beneath
the ”HOMO“-emission peak has revealed four distinct
ARPES intensity patterns [27]. They lie within a range
of just 0.4 eV, each originating from a different excited
final state though. We refer to this emission band as the
“HOMO-1” peak. Its four components are displayed in
Fig. 1 (a)-(d), ordered by increasing binding energy.
Our aim in the following sections is to associate the
four patterns with momentum maps of molecular orbitals
and Dyson orbitals from the presented TDDFT approach
to gain detailed insights which orbitals are needed to gen-
erate the measured intensities. We start the discussion
from the individual molecular orbital perspective, i.e., as-
signing single molecular orbitals to the ARPES spectra
according to their energetic order.
As an example, the commonly used PBE xc functional
[52] predicts the four outermost valence orbitals (beneath
the HOMO) to be of σ type. Their resulting momentum
maps are displayed in Fig. 2. Neither of the PBE mo-
mentum maps can be doubtlessly associated with one of
the experimentally recorded intensity patterns. More ap-
propriate pi type orbitals lie beneath the σ orbitals [28].
Apparently, PBE lacks the sensitivity to push down σ,
respectively spatially more localized, orbitals in the en-
ergetic order which is one of the notorious deficiency of
self-interaction affected functionals [34, 35]. This is in
line with the argumentation in Ref. 27, where the pres-
ence of the self-interaction error is shown to have major
4FIG. 2. Momentum maps of the four frontier valance orbitals
beneath the HOMO from PBE ordered by increasing binding
energy (a)-(d). The orbitals to (a) and (b), respectively (c)
and (d) are each twofold degenerate in energy. The maps are
evaluated at a kinetic photo electron energy of Ek = 14.05 eV.
impact on a physically sound interpretation of orbitals.
In analogy to the momentum maps obtained from the
self-interaction corrected (SIC) KS orbitals in Ref. 27, we
display the maps of the KS HOMO-1 to HOMO-4 from
a refined SIC version [53] in Fig. 3. In Ref. 27 the vari-
ance under unitary orbital transformations of the Perdew
and Zunger (PZ) [54] SIC expression gave reason to em-
ploy a real, localizing unitary transformations. Here, we
want to exploit the PZ SIC in a more systematic and
physical way. Vital to all electronic structure approaches
and DFT in particular is the energy minimization princi-
ple. In the very same spirit, it seems promising to use a
set of orbitals that minimizes the SIC energy. More de-
tailed, we use a complex unitary orbital transformation
that minimizes the PZ SIC energy based on LDA [53].
To stick to the realm of KS DFT we used the general-
ized [55] Krieger-Li-Iafrate approximation[56] to the gen-
eralized optimized effective potential equation (GOEP)
that is an extension to the traditional OEP for unitarily
variant functionals [55, 57].
We find four pi orbitals located beneath the HOMO.
The experimental intensity pattern in Fig. 1 (a) can
easily be identified with the SIC HOMO-4 momentum
map in Fig. 3 (d) due to the unique intensities around
kx ≈ 1.2 A˚−1, ky ≈ 0 A˚−1. Next, we want to assign the
maps displayed in Fig. 3 (a) and (c). As the main inten-
sities in Fig. 3 (a), which stem from the SIC HOMO-1,
are located at larger ky ≈ 1.0 A˚−1 compared to the ones
in Fig. 3 (c) (ky ≈ 0.6 A˚−1), we associate the former with
the measured ARPES intensity in Fig. 1 (c) and the lat-
ter with Fig. 1 (b), respectively. The momentum map of
the HOMO-2 orbital in Fig. 1 (b) reproduces mainly the
FIG. 3. Momentum maps of the HOMO-1 (a) to HOMO-4 (d)
obtained from KS-SIC. The maps are evaluated at a kinetic
photo electron energy of Ek = 14.05 eV. The maps (a)-(d)
are ordered by increasing binding energy, respectively by their
eigenvalue sequence.
blurred peaks around kx ≈ 0.0A˚−1 and ky ≈ ±1.1 A˚−1 in
Fig. 1 (b). However, it lacks the vertical intensity bands
at kx ≈ ±1.2A˚−1. Due to the discrepancies, it remains
not completely clear whether the experimental pattern
can be fully explained by this single orbital. A possible
reason might be the influence of the silver substrate, as
the corresponding experimental momentum map is ener-
getically close to the Ag d band emission. Besides, we
cannot exclude the possibility that the concept of just
one orbital being responsible for the photoemission is
stretched to its limits.
Although we have identified the presented SIC mo-
mentum maps and their MOs as possible origins for the
ARPES intensities, they do not emerge in the correct en-
ergetic order. An explanation might be that we compare
calculations of an isolated molecule with measurements
on an adsorbed monolayer. This is plausible since the en-
ergetic differences between the individual contributions
lie within a range of just 0.4 eV, which is on the scale
where adsorption effects might tilt the energetic ordering
with respect to the gas phase. Likewise, the SIC HOMO-
1 until HOMO-4 orbitals are only separated by 0.3 eV.
Predicting the correct order of states in such a small in-
terval is certainly challenging for every DFT method and
lies at the edge of capability of DFT and yet more the
interpretation of the orbitals.
V. DYSON ORBITALS
We now proceed to the TDDFT model and raise the
question whether a more stringent treatment of excita-
5tions may lead to reliable results, especially with respect
to the PBE momentum maps. Therefore, we evaluate the
ARPES intensity in Eq. (5) with the Dyson orbitals of
Eq. (9) for PBE using the QChem code [58] and the cc-
pVTZ basis sets [59]. The most straightforward way to
ascribe the calculated Dyson orbitals, respectively their
momentum maps, to experiment is by successively in-
creasing excitation energy. Following this strategy, the
four Dyson orbitals corresponding to the four lowest
excitation energies predominantly reproduce the spatial
structure of the molecular orbitals predicted by PBE. Ex-
pressed in terms of the weighting coefficients in Eq. (9),
there is one dominant contribution to each Dyson orbital
that coincides with the corresponding molecular orbital
(the Dyson orbital to the first excitation resembles the
HOMO-1 orbital and so on). Subsequent weighting fac-
tors are negligible as they are at least one order of mag-
nitude smaller. Note that ARPES intensities scale with
the second power of the weighting coefficients. The mo-
mentum maps obtained from the first four excitations, re-
spectively from the corresponding Dyson orbitals, hardly
show differences to the momentum maps from the MOs
presented in Fig. 2. From this perspective, it seems like
the TDDFT approach is not able to make corrections to
the deficiencies buried in the PBE approximation.
Despite being a straightforward approach for the as-
signment of experimental spectra to TDDFT excitations,
it might lack a criterion for transition probabilities. To
further distinguish between experimentally relevant exci-
tations we suggest another ansatz.
Although oscillator strengths are formally related to
optical transitions, they provide a proper criterion for
the probability to find the cation in a certain excited
state. In this sense, an oscillator strength close to zero
indicates a dark final state that will not be seen in ex-
periment. In contrast, high values are hallmarks of high
transition probabilities. The second requirement follows
directly from Fermi’s golden rule, respectively the transi-
tion matrix element in Eq. (4). Among the constituents
of the matrix element are the Dyson orbital, the dipole
operator, and the state of the emitted electron. The lat-
ter two parts are independent of the molecular system,
but the Dyson orbital is not. It comprises all informa-
tion about the overlap of the wavefunctions of the initial
and the ionized system. The Dyson orbital is in gen-
eral not normalized, 〈d | d〉 ≤ 1. Because the transition
probability is proportional to the square of the matrix
element, the norm of the Dyson orbital accordingly has
to be proportional to the transition probability.
Both arguments suggest a qualitative ansatz to approx-
imately assign the TDDFT excitations to the experimen-
tally measured excitations: Beginning with the lowest
TDDFT excitation in energy, we check whether the norm
of the Dyson orbital and the oscillator strength is high
(compared to other excitations), where we consider their
product as the critical quantity. In the case of both at-
tributes, respectively their product, having low values,
the transition to this particular excited state will not be
〈d | d〉·fI Eexc (eV) Dyson orbital d ≈
(a) 0.0008 1.44 −0.88ϕH−5+0.33ϕH−8+0.25ϕH−10
(b) 0.0005 1.51 0.68ϕH−6
(c) 0.01 1.78 −0.89ϕH−9−0.31ϕH−5+0.12ϕH−10
(d) 0.004 1.976 −0.94ϕH−10 + 0.15ϕH−5
TABLE I. Data of the four relevant excitations calculated
with TDDFT based on PBE. 〈dI | dI〉 · fI is the product of
the Dyson orbital norm and the oscillator strength FI where
we display and consecutively label only excitation with a high
product. Omitted excitation have an at least two orders of
magnitude smaller product. Eexc denotes the excitation en-
ergy. The last column shows the orbital contributions to the
Dyson orbital according to Eq. (9) with all weighting factors
that are not more than ten times smaller than the highest
one. The momentum maps (a)-(d) in Fig. 5 correspond to
the excitations (a)-(d). The orbital in the last column are
numbered by their energetic order from the HOMO (H) down-
wards. Note that degenerate orbitals are counted separately.
FIG. 4. Momentum maps from Dyson orbital calculations
based on TDDFT with PBE evaluated at a kinetic photo
electron energy of Ek = 14.05 eV. (a)-(d) shows the four
different Dyson orbital momentum maps to the “HOMO-1”
PTCDA emission ordered by increasing TDDFT excitation
energy, respectively binding energy.
related to the measured intensities and we consider the
state with the next higher excitation energy (within an
adequate energy interval) and repeat the procedure. We
apply this procedure consecutively to refer all measured
spectra to a specific TDDFT excitation along with its
Dyson orbital if possible.
6A. Dyson orbitals from time-dependent DFT
Having established a scheme to relate TDDFT final-
state excitations to ARPES, we discuss the results of this
approach based on PBE.
The first distinct difference to the previous approach is
that all Dyson orbitals (within the first 20 TDDFT exci-
tations) that have σ-character originate from excitations
with a vanishingly low oscillator strength (fI < 10
−4).
Thus, they do not meet the criterion of having a high
product of the oscillator strength and Dyson orbital norm
and hence will not be assigned to experiment. We present
the details about the four relevant excitations in table I,
in which we only label the relevant excitations according
to their energetic position from (a) to (d). Addition-
ally, the four TDDFT excitations lie in the right energy
range although they do not coincide with the experimen-
tal ordering. In detail, the gap between the HOMO and
the “HOMO-1” peak is with 1.4 eV close to the experi-
mental one of 1.2 eV. All four excitations are located in
an interval of about 0.5 eV (experiment 0.4 eV). How-
ever, the energetic ordering of the individual TDDFT
momentum maps according to their excitation energies
does not comply with experiment, just as in the case of
the SIC orbitals. As we performed all calculations on
the basis of PBE, this hardly comes as a surprise. The
difference to the MO interpretation can further be em-
phasized as the Dyson orbitals now come as superposi-
tions of molecular orbitals. Thus, the intensity patterns
are generated by more than one orbital. The detailed
composition of the Dyson orbitals is displayed in table I
and the resulting momentum maps are shown in Fig. 4
(a)-(d). Taken as a whole, the measured maps in Fig. 4
match appreciably better with experiment than the maps
of the frontier PBE molecular orbitals and the ones from
the straightforward assignment within TDDFT based on
PBE. In detail, the intensity pattern of the experimen-
tal map in Fig. 1 (a) is clearly reflected by the map of
Fig. 4 (c). Note that the main features of Fig. 4 (c)
around ky = 0 A˚
−1 and the four side intensities around
ky = ±1 A˚−1, which are present in experiment and the-
ory, are generated by different orbital contributions. Sim-
ilarly, the intensities in the momentum map of Fig. 4 (a)
stem from multiple orbitals. The dominant features that
are located at kx ≈ ±0.8 A˚−1 and ky ≈ ±1.0 A˚−1 are due
to the HOMO-5 which has the largest weighting coeffi-
cient [60]. The less pronounced intensities at ky ≈ 0 A˚−1
originate from the two additional orbitals that are listed
in table I. Contrasted to experiment, we find a possi-
ble counterpart with Fig. 1 (b), which in addition to the
main intensities shows intensities around ky ≈ 0 A˚−1
Owing to the close resemblance of these maps, our first
conclusion here is that the Dyson orbital can comprise
additional features that go beyond the single molecular
orbital interpretation. Particularly, intensities that are
less pronounced stem from non trivial orbital superposi-
tions.
To complete the assignment puzzle, we relate the four
FIG. 5. Momentum maps from Dyson orbital calculations
based on TDHF evaluated at a kinetic photo electron energy
of Ek = 14.05 eV. (a)-(d) shows the four different Dyson
orbital momentum maps to the “HOMO-1” PTCDA emission
ordered by increasing excitation energy, respectively binding
energy.
distinct intensity peaks at kx ≈ ±1.0 A˚−1 and ky ≈
0.8 A˚−1 in Fig. 4 (b) to Fig. 1 (c). Finally, the remaining
momentum map of our analysis yields a new candidate
to explain the intensity pattern of Fig. 1 (d). Inside the
washed-out intensity at ky ≈ ±1.0 A˚−1 there is a finer
structure present with two maxima at kx ≈ ±0.3 A˚−1.
Thus, the peak might be pieced together by two separate
intensities maxima as they are predicted by the TDDFT
Dyson orbital in Fig. 4 (d). Additionally, the latter
map shows an admittedly weak intensity band around
kx ≈ ±1 A˚−1 that could reflect the intensity band in its
experimental counterpart.
All in all, the TDDFT approach illustrates that, first,
Dyson orbitals can deviate from the single molecular or-
bital interpretation and rather are composed of a su-
perposition of MOs. Second, including the oscillator
strength as a criterion for the selection of relevant excita-
tions rejects Dyson orbitals that have σ-orbital character,
which are not present in the experimental reference. This
significantly improves the resemblance of the momentum
maps compared to the mere MO interpretation.
B. Dyson orbitals from Hartree-Fock
Within our approach, one is not restricted to a descrip-
tion of photoemission with TDDFT but can, for instance,
use the conceptually similar is time-dependent Hartree-
Fock (TDHF). An advantage of Hartree-Fock is that it
is free of self-interaction. This is particularly interest-
ing because the requirement of the xc-kernel foils the use
7〈d | d〉 · fI Eexc (eV) Dyson orbital d ≈
(a) 0.03 2.45 0.58 ϕH−4
(b) 0.18 3.39 0.57 ϕH−3
(c) 0.003 3.88 0.21 ϕH−3
(d) 0.007 4.48 −0.12 ϕH−1 + 0.11 ϕH−4
TABLE II. Data of the four relevant excitations calculated
with TDHF. 〈dI | dI〉 · fI is the product of the Dyson or-
bital norm and the oscillator strength FI where we display
and consecutively label only excitation with a high product.
Omitted excitation have an at least two orders of magnitude
smaller product. Eexc denotes the excitation energy. The last
column shows the orbital contributions to the Dyson orbital
according to Eq. (9) with all weighting factors that are not
more than ten times smaller than the highest one. The mo-
mentum maps (a)-(d) in Fig. 5 correspond to the excitations
(a) -(d).
of the SIC approach presented above as there is no ker-
nel to xc-potentials constructed via the GOEP [55, 57],
nor to its approximate generalized [55] Krieger-Li-Iafrate
[56] counterpart known by now. Yet, one has to pay
the price of passing on electron correlation when using
HF. A closer look at the momentum maps of the frontier
HF orbitals substantiates the use of HF, as the LUMO,
HOMO until HOMO-4 spectra are very similar to the
KS-SIC results with the same energetic ordering. The
energetic positions with respect to the HOMO eigenvalue
do not coincide, though. We therefore do not expect the
energetic positions of TDHF excitations to improve sig-
nificantly.
Within the first couple of excitations we find four
contributions with a comparatively high product of
the Dyson orbital norm and oscillator strength. All
other contributions are at least two orders of magnitude
smaller. These values, excitation energies, and the re-
sulting Dyson orbitals are depicted in table II.
Going through the excitations (a) to (d), several in-
teresting features occur. From an eigenvalue sequence
point of view, one would expect that the Dyson orbital
to the first relevant excitation should approximately co-
incide with the HOMO-1. This is, however, not necessar-
ily the case as excitation (a) explicitly illustrates. Here,
the Dyson orbital is mainly dominated by the HOMO-
4. In this context we use ”dominated“ to highlight that
there are other orbitals contributing to the Dyson or-
bitals. Yet, their weighting factors are at least one order
smaller. As the intensity is proportional to the square of
the weighting factors, their influence on the momentum
maps is hardly recognizable. Comparing the momentum
map from excitation (a) in Fig. 5 to the first experi-
mental pattern, they are in good accordance. This is
particularly remarkable, as in contrast to assigning the
orbitals by their eigenvalue sequence to experiment, we
find the matching Dyson orbital in the right order. The
situation is similar for excitation (b). Its Dyson orbital
is set by the HOMO-3 and the resulting momentum map
in Fig. 5 (b) approximately reflects the main features of
the second experimental map in Fig. 1 (b). Yet, it misses
the intensity present at ky = 0 A˚
−1. Turning towards ex-
citation (c), our analysis predicts a momentum map akin
to the one of excitation (b) as both show a similar Dyson
orbital structure. Compared to its experimental coun-
terpart in Fig. 5 (c) it shows a similar intensity pattern
but with the main experimental peaks being at higher
|ky|. Having a closer look at excitation (d), we find a
Dyson orbital with a new feature. By now, all TDHF
calculations have yielded Dyson orbitals that are merely
determined by one single orbital. Opposed to this, there
are two equal contributions, i.e., the HOMO-1 and the
HOMO-4. The corresponding momentum map is shown
in Fig. 5 (d) and reveals six distinct intensity maxima.
The four peaks at kx ≈ ±0.5 A˚−1 and ky ≈ ±1.0 A˚−1 can
be associated with the experimental intensities of Fig. 1
(d) if one assumes that the experimental intensities are
composed of four maxima. Furthermore, the intensities
around kx ≈ ±1.2 A˚−1 and ky ≈ 0.0 A˚−1 are visible in
both spectra. One may argue that the six intensities re-
semble the experimental data. However, the ratio of the
intensity heights is reversed in contrast to experiment.
VI. CONCLUSION
In summary, the focus of our present work was to link
ARPES intensities from outer valence band emission to
Dyson orbitals, respectively molecular orbitals. With the
deconvoluted “HOMO-1” emission band from PTCDA
that reveals four different contributions we were able to
underpin that a direct assignment of orbitals from DFT
to the measured ARPES spectra according to their eigen-
value sequence is possible when using a high quality xc
functional. An example is the self-interaction corrected
approach we explained. From a fundamental point of
view our analysis gives rise that high quality KS orbitals
from DFT can be reliable approximations to Dyson or-
bital. This might, for instance, be beneficial for choosing
a sound starting point for perturbative G0W0 calcula-
tions.
However, not all features of the experimental momen-
tum maps can be unambiguously linked to one single
orbital. To go beyond the mere orbital interpretation we
constructed approximate Dyson orbitals from TDDFT.
Thereby, we calculated the excitations of the ionized
molecular state with TDDFT. Contrary to the single or-
bital interpretation the Dyson orbital emerge as a co-
herent superposition of KS orbitals. By considering the
norm of the Dyson orbitals and the oscillator strength as
a qualitative criterion to assign excitations to ARPES in-
tensities we found fairly good matching momentum maps
with PBE. Although multi orbital contributions to one
Dyson orbital can entail detailed features of the momen-
tum maps, it is not possible recognize all experimental
8features. Further, the energetic ordering of the Dyson or-
bitals is wrong. The freedom of self-interaction of TDHF
yields a correct ordering underlining the importance of
an effective self-interaction correction within DFT.
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Photoemission spectroscopy is one of the most frequently used tools for characterizing the electronic structure
of condensed matter systems. We discuss a scheme for simulating photoemission from finite systems based on
time-dependent density-functional theory. It allows for the first-principles calculation of relative electron binding
energies, ionization cross sections, and anisotropy parameters. We extract these photoemission spectroscopy
observables from Kohn-Sham orbitals propagated in real time. We demonstrate that the approach is capable of
estimating photoemission intensities, i.e., peak heights. It can also reliably predict the angular distribution of
photoelectrons. For the example of benzene we contrast calculated angular distribution anisotropy parameters
to experimental reference data. Self-interaction free Kohn-Sham theory yields meaningful outer valence single-
particle states in the right energetic order. We discuss how to properly choose the complex absorbing potential
that is used in the simulations.
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I. INTRODUCTION
Outer valence electrons determine a wide range of proper-
ties inherent to condensed matter systems that are relevant
to physics, chemistry, and material science. A fundamen-
tal understanding of these properties can often be gained
by analyzing the valence electrons’ density of states. The
primary technique for determining the density of states is
photoemission spectroscopy (PES) [1]. With PES’ growing
sophistication, increasingly detailed insights have become
possible. Even the spatial structure of outer valence molecular
orbitals could recently be revealed by techniques such as
angular resolved photoemission spectroscopy (ARPES) [2–8]
and high-harmonic generation [9–12]. Yet, theoretically pre-
dicting photoemission observables with satisfying accuracy is
still challenging for state-of-the-art computational methods.
Density-functional theory (DFT) is one of the most frequently
used electronic structure approaches because it offers a favor-
able ratio of computational cost to accuracy. The customary
approach for predicting photoemission spectra from DFT
calculations is to approximate ionization potentials (IPs) by
Kohn-Sham (KS) or generalized KS eigenvalues from self-
consistent ground-state calculations [13–17]. This is based on
the—in exact DFT rigorously valid—relation that the highest
occupied molecular orbital (HOMO) eigenvalue equals the
first ionization potential [18–21]. In addition to this rigorous
relation it has been demonstrated that exact KS eigenvalues
can be decent approximations to higher IPs of outer valence
electrons, with deviations to experiment on the order of
0.1 eV [22]. Furthermore, KS eigenvalues are connected to
quasiparticle energies by a perturbation expansion in which
the former are the leading contribution [17,22].
In practice the predictive power of DFT eigenvalues
strongly depends on the approximation for the exchange-
correlation (xc) functional that is used. Known deficien-
cies of common functionals, in particular with respect to
an accurate description of photoemission, are for instance
the self-interaction error (SIE), the absence of a derivative
discontinuity, and the deviation from the correct asymptotic
∼ − 1/r behavior of the xc potential [19,20,23–28]. Yet, it
has been demonstrated that, e.g., tuned-range separated hybrid
functionals can predict IPs with an accuracy that matches that
of many-body perturbation theory methods such as the GW
approximation [26,29].
While ground-state DFT can thus make relevant contri-
butions to the understanding of PES experiments, there are
also important characteristics of PES spectra that cannot
be captured by ground-state DFT for fundamental reasons.
Dynamical effects such as the interaction of the ejected
photoelectron with the remaining system are intrinsically
beyond a ground-state approach. Furthermore, the “static
eigenvalue approach” gives information about the relative
photoemission intensities, i.e., the ratio of ionization cross
sections at different binding energies, only in a very approxi-
mate way. For understanding this problem, one should recall
that in a single-particle picture, the ionization cross section
follows from Fermi’s golden rule under the assumption that
one electron is ejected from a specific single-particle orbital
ϕi . However, calculating PES intensities from transition matrix
elements (including the dipole operator Ap),
I ∝ |〈ψk|Ap|ϕi〉|2δ(Ekin + ~ω − i), (1)
requires knowledge about the state of the emitted electron ψk .
Finding a reliable approximation for this photoelectron wave
function is a delicate task. Furthermore, using DFT orbitals in
the evaluation of matrix elements assigns physical meaning
to the orbitals, which rigorously taken are just auxiliary
quantities. Hence, one usually does not explicitly evaluate
any matrix element at all, but simply ascribes a normalized
intensity to each eigenvalue [13,14,17,26,29,30]. With this
simplistic approach the relative peak heights in a spectrum
are determined just by the degeneracy of the eigenvalues.
Investigating PES with time-dependent DFT (TD-DFT) in the
linear response limit allows for including some dynamical
effects, but also does not lead to a rigorous assessment of
emission intensities [31–33].
Constructing (approximate) Dyson orbitals from KS Slater
determinants [34,35] is yet another way of going beyond
the purely static picture, but leads to a different level, both
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conceptually and in terms of computational complexity. In
this work, we discuss a way to evaluate PES observables
directly from TD-DFT. In this way, dynamical effects, if
desired also beyond the linear regime, are explicitly taken
into account (Sec. II). We further show in Sec. III that one can
obtain reasonable estimates for intensity heights and binding
energies. Finally we demonstrate in Sec. IV that the approach
is able to predict the angular distribution of photoelectrons.
Conclusions and an outlook are offered in Sec. V.
II. PHOTOEMISSION FROM REAL-TIME PROPAGATION
When one wants to take into account the dynamical nature
of the PES process and wants to assess PES intensities, it is
natural to go over to an explicitly time-dependent description.
TD-DFT [36] allows for realizing this idea by propagating a
system’s occupied KS orbitals in real time and real space using
the time-dependent KS equations [32,36–40]. This ansatz is
particularly interesting as the entire dynamics, including the
dynamics of the ionized density, is captured. The key question,
however, is how to obtain photoemission observables from the
time-dependent electron density. By virtue of the Runge-Gross
theorem [36], the existence of a density functional for the
ionization probability is guaranteed, but so far an exact, explicit
functional form has not been discovered. However, different
approximate schemes have been suggested [32,41–44].
Giovannini et al. proposed a photoelectron density func-
tional relying on a phase-space interpretation of photoemission
[41]. At the heart of this method lies a Wigner transformation
of the TD KS density matrix. It has been interpreted as an
approximate, semiclassical probability distribution for finding
a photoelectron with a certain momentum at a certain point in
space.
An alternative approach that is attractive because of its
transparency was suggested by Pohl et al. [42,45,46]. One
records the occupied orbitals at a detection point RD as a
function of time, i.e., one records ϕj (RD,t) for j = 1, . . . ,N ,
where N is the number of electrons. Each orbital can be
interpreted as being a superposition of plane waves, i.e.,
ϕj (RD,t) =
∫
dω cj (ω) exp[i(kRD − ωt)]. For RD far away
from the system, this superposition can be interpreted as an
outgoing wave packet. Consequently, a Fourier transform of
ϕj (RD,t) from the time into the frequency domain reveals
|cj (ω)|2 as the probability with which a certain kinetic energy
is found in the outgoing wave packet. Summing over all
orbitals yields the total probability density for detecting the









which is proportional to the probability of finding a photoelec-
tron with kinetic energy Ekin at space point RD, i.e.,
I (RD,Ekin) ∝ n(RD,Ekin/~). (3)
Equations (3) and (2) define an implicit density functional
for the photoemission intensity. It avoids interpreting the
eigenvalues as removal energies, which is satisfying from a
formal DFT perspective. A second and important advantage
is that no a priori assumptions about the outgoing electron’s
(final) state have to be made—the outgoing electron’s state
emerges naturally during the propagation. A third advantage
is that the scheme is ideally suited for obtaining the spatial
distribution of emitted electrons by placing detection points
on a spherical surface around the probed molecule (see the
discussion further below).
On the fundamental level, there is one inherent approx-
imation made in the derivation of Eqs. (3) and (2): By
interpreting the TD KS orbitals at large RD as outgoing wave
packets, one implicitly identifies KS particles with electrons.
A second approximation—inherent to almost all (TD-)DFT
calculations—is of course that one has to rely on an approx-
imate exchange-correlation functional. These two issues are
somewhat related: Because the scheme identifies KS particles
with electrons, it is clear that it can be expected to work best
with exchange-correlation approximations that conform with
this identification. The self-interaction correction (SIC) [47]
used as a KS scheme meets this criterion, as discussed in
Refs. [48,49].
In practice there is a third set of approximations which are
of purely technical nature, but nevertheless very important.
These are related to the choice of the detection point and
the boundary conditions that are used in the simulation. The
detection point RD should be placed as far as possible from the
system’s center to ensure that one only analyzes density that
corresponds to detached electrons. Thus, the real-space grid
on which we run our simulations should be chosen as large
as possible (see Appendices A and B). A second reason for
choosing a large grid is related to the boundary conditions: In
order to prevent that outgoing density is reflected back when it
reaches points on the grid boundaries (Rb) and interferes with
outgoing waves, we do not use the zero boundary condition
that is used in ground-state calculations [ϕ(Rb) = 0]. Instead
we employ an imaginary absorbing potential [50,51]. In doing
so it is important that the absorbing function is chosen to be
very smooth and that the effective absorbing region is large
enough to absorb all Fourier components of the outgoing
wave packet [51]. These conditions can be fulfilled easier,
the larger the grid is. Yet, the computational effort grows
noticeably with increasing grid size, and one therefore has
to optimize the numerical setup to obtain good accuracy at
reasonable computational expense. We acquire our PES signals
(as, for instance, displayed in Figs. 2 and 3) according to
Eq. (3) without substantial numerical noise for benzene and
pyridine by using a spherical simulation box with a radius
of Rb = 24a0 and an exponential function for the absorbing
potential, which we add to the usual KS Hamiltonian (see
Appendix A). The detection points have to be placed in a
region where the absorbing potential is still small and the
molecule’s potential has (sufficiently) faded. We found that
in the present calculations a radius of RD = 17.5a0 was
a good choice. We further note that the potential created
by the ionizing light is present at the detection point. As
we use only moderate intensities of 8.8 × 107W/cm2, we
assume its impact to be small [43]. In Appendix A we
discuss in detail how the the choice of RD affects the
spectra.
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III. GAS-PHASE PHOTOEMISSION FROM
BENZENE AND PYRIDINE
In gas-phase photoemission spectroscopy the probed en-
semble of molecules is confined in a cavity and the molecules
are randomly oriented. The photoemission process is triggered
by linear polarized light with a fixed photon energy, here
~ω = 21.2 eV, incoming from a certain direction [1,52,53].
In order to simulate this experimental situation, we cannot
restrict ourselves to one TD-DFT simulation run, because one
run corresponds to one distinct alignment of the molecule with
respect to the light polarization. To average over the different
molecular orientations as in experiment, we simulate different
alignments in separate runs. Instead of varying the molecule’s
orientation towards the fixed light polarization it is computa-
tionally more convenient (and equivalent) to keep the molecule
fixed and to rotate the linear light polarization. We place the
benzene, respectively, pyridine, ring in the x-y plane and
sample over the polarization directions as illustrated (for the
first octant) in Fig. 1. The polarization directions for the other
octants are completely equivalent. Thus, due to the symmetry
of benzene, we can reduce the number of actually needed
TD-DFT runs to the ones displayed.
We compute the angle-integrated cross section for one
single TD-DFT run by distributing about 3000 detection points
on a spherical surface with radius RD and by integrating over
all individual intensities from the detection points.
In the first step of our analysis we focus on binding energy
differences between the outer valence states. In order to obtain
these reliably it is essential to correct for the self-interaction
error that is present in commonly used xc functionals [5,24,25].
Therefore, we use the KS SIC, respectively, time-dependent
SIC (TD-SIC) [48,49,54,55]. It is based on the seminal SIC
energy functional of Perdew and Zunger [47]. However,
contrary to the orbital-specific potential approach of Ref. [47],
we here stay on the grounds of KS theory and construct a
local multiplicative xc potential using the time-dependent [56]
generalized [54] Krieger-Li-Iafrate [57] (TD-GKLI) approx-
imation to the optimized effective potential equation with a
complex Foster-Boys localizing unitary orbital transformation
[49].
FIG. 1. Blue arrows indicate the seven different directions of the
light polarization that were chosen to simulate the angularly averaged
photoemission spectrum of the benzene molecule. In the chosen
coordinate system shown in the figure, the polarization directions
indicated by the blue arrows correspond to the vectors (1,0,0), (0,1,0),
(0,0,1), (1,1,0), (1,1,1), (0,1,1), and (1,0,1).
FIG. 2. Photoemission spectrum of benzene. Black dashed line:
Experimental spectrum from Ref. [52]. Orange full line: Photoemis-
sion spectrum as predicted by TD-SIC. Dotted blue line: Ground-state
SIC eigenvalues folded by Gaussian functions with a width of 0.4 eV.
Blue bars indicate the positions of the SIC eigenvalues. The peak
position and height at the smallest binding energy were scaled to
match the corresponding experimental peak for all theoretical spectra.
Figures 2 and 3 show the resulting PES spectra for benzene
and pyridine, respectively. In order to facilitate comparison
with the experimental data we aligned all calculated eigen-
values and the spectrum obtained from the TD calculation
such that the first peak in the theoretical spectra in each case
coincides with the first experimental peak [58]. Consequently,
we restrict our analysis to relative energy differences.
For benzene, the (shifted) first ground-state SIC eigenvalue
corresponds to a binding energy of EB = 9.4 eV, and the sec-
ond eigenvalue corresponds to EB = 11.4 eV. Their difference
matches the difference between the first two experimental
peaks reasonably well, deviating by 0.3 eV. Altogether,
three eigenvalues are correctly found within the experimental
emission band around EB ≈ 12 eV [26,59]. The next (lower)
three eigenvalues (close to EB ≈ 14 eV) are located at slightly
too low binding energies. The reason for discrepancies of
this kind has been clarified in earlier work: KS eigenvalues
are just lowest order approximations to ionization potentials,
and higher order corrections lead to an effective “stretching”
of the spectrum [17,22]. Nonlocal exchange can correct KS
eigenvalues towards quasiparticle energies [15,17,22,26]. The
same effect is seen even more pronouncedly for the eigenvalue
at EB ≈ 16 eV.
FIG. 3. Photoemission spectrum of pyridine. Black dashed line:
Experimental spectrum from Ref. [52]. Orange full line: Photoemis-
sion spectrum as predicted by TD-SIC. Dotted blue line: Ground-state
SIC eigenvalues folded by Gaussian functions with a width of 0.4 eV.
Blue bars indicate the positions of the SIC eigenvalues. The peak
position and height at the smallest binding energy were scaled to
match the corresponding experimental peak for all theoretical spectra.
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When we now turn towards the time-dependent description
of PES by the real-time approach, our first observation is
that the energetic positions of the PES intensities do not
change significantly: The orange peaks are almost at the same
positions as the blue lines that mark the eigenvalues. This
shows that, at least with the chosen xc approximation, the
positions of the photoemission peaks are primarily determined
by the ground-state electronic structure and are hardly affected
by dynamical interactions.
However, despite the similarity in the peak positions,
the peak heights that are obtained in the time-dependent
calculation differ significantly from the peak heights predicted
by the ground-state calculation. In order to ease the comparison
between the experimental data and the different calculations,
we scaled the theoretical intensities plotted in Fig. 2 such that
the peak height at the smallest binding energy in each case
equals the height of the first experimental peak. Looking at the
blue dotted curve that reflects the eigenvalue-based prediction
for the intensities then shows that for the larger binding
energies, i.e., for the three peaks around 12 eV and for the
three around 14 eV, the intensity is severely underestimated:
Based on the eigenvalues’ degeneracies one would expect the
peaks at 12 and 14 eV to have approximately the same heights
as the first peak at 9.4 eV. Yet, in the experimental spectrum,
the peaks around 12 and 14 eV are more than twice as high as
the first peak.
This serious deficiency is to a large extent remedied when
the photoemission spectrum is calculated with the real-time
approach. The orange line that reflects the intensity from the
TD-DFT calculation shows the same pattern of increasing peak
heights as the experiment and captures the relative heights of
the first three main emission bands (around EB ≈ 9.4, 12.0,
and 14.0 eV) well. That this is a nontrivial finding is seen
particularly well when looking at the TD-DFT peaks at binding
energies of EB ≈ 9.4 eV and EB ≈ 13.5 eV (see Fig. 2). Both
correspond to doubly degenerate Kohn-Sham states, yet the
intensities from the TD-DFT calculation differ by a factor of
about 3. Thus, in the real-time approach it is not the degeneracy
that governs the intensity, but the dynamics and final state
effects. TDDFT thus captures effects that are intrinsically
beyond a ground-state-based interpretation of photoemission
and leads to a much better agreement with the experimental
observation.
Finally, we note that deviations between experiment and the
real-time results occur for the emission peaks corresponding
to more strongly bound electrons (from 16 eV onwards for
benzene, from 17 eV onwards for pyridine, not shown in
the figures). In an orbital-based interpretation, the origin of
these peaks can be traced back to the HOMO-9 and further
down. Whether these discrepancies are a consequence of the
employed xc approximation or of the implicit identification of
KS particles with electrons remains to be investigated in future
work.
Similar findings as the one just discussed for benzene are
also made for other systems, e.g., pyridine, as shown in Fig. 3.
Again we display the binding energies as obtained from the
eigenvalues and as found in the real-time approach (both
rigidly shifted by  = 2.8 eV). Again the relative energetic
positions found in the two approaches are very similar and
are overall in good agreement with experiment. The positions
of emission peaks above EB = 12 eV are even closer to the
experimental reference than for the case of benzene. We note,
however, that the first two peaks around EB = 10 eV should
be quasidegenerate [26,59], i.e., the separation of about 0.4 eV
that we find here is too large. This affects the scaling of the
theoretical spectra, which we again want to do such that the
first peak height matches the first experimental peak height.
We account for the overestimation of the peak separation by
scaling the added intensities of the first two calculated peaks
to the first experimental peak height. With a common basis
for the comparison of relative peak heights thus established,
it becomes obvious that the ground-state eigenvalue approach
(blue line in Fig. 3) again considerably underestimates the
intensity of the emission peaks that correspond to binding
energies of about 12 eV and more. Yet, as in the case of
benzene, the real-time approach cures this deficiency and
predicts considerably higher intensity for the more strongly
bound electrons, in agreement with experiment. As a specific
example one may look at the emission peaks at about
EB = 12.5 and 15.7 eV: The considerable increase in intensity
that is seen in the experiment is well reproduced by the
real-time approach, yet missed completely by the eigenvalue-
based interpretation of photoemission. We thus conclude that
the real-time approach to photoemission can capture what
commonly is called “matrix element effects” [31] without
explicitly evaluating any matrix elements.
IV. ORBITAL CHARACTERIZATION
Photoemission can reveal much more about a system’s
electronic structure than what can be inferred from peak
positions and peak heights. Of particular interest is the
spatial distribution of the electronic density. Measurements
that have been interpreted as showing single-particle orbitals or
orbital densities, respectively, have become possible with the
techniques of high-harmonic generation [9–12] or ARPES [2–
5,7,8]. However, the number of systems which can be studied
in this way is limited for various reasons. ARPES, e.g., requires
an aligned molecular monolayer to prevent averaging over
emission directions. This restricts the repertory of molecules
that can be studied. Although gas-phase PES provides no
immediate access to data that can be interpreted as reflecting
orbitals, such information can be extracted from the specific
emission behavior at different binding energies. When one
realizes PES without any preferred direction, the photoelectron
angular distribution from a randomly oriented ensemble is
strictly uniform. Yet, one can take advantage of the typical
gas-phase PES experimental setup that has one distinguished
direction, namely, the spatially fixed linear light polarization.
As a result the photoemission intensity can vary with respect to
the polarization direction. If one defines θ as the angle between
the photoelectron emission direction and the light polariza-
tion (θ = 0◦ and θ = 180◦ parallel; θ = 90◦ perpendicular),
the photoemission intensity for spherical systems is given
by [45,60–62]
I (E,θ ) ∝ 1 + β(E)P2(cos θ ). (4)
Here, P2 is the Legendre polynomial of second order.
The angular dependence (i.e., deviation from a spatially
uniform emission) introduced by P2(cos θ ) is weighted by
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the factor β, called the anisotropy parameter. The largest
possible value of the anisotropy parameter, determined by
dipole selection rules [60], is β = 2. It corresponds to an
emission maximally parallel to the light polarization with
I (θ ) ∝ cos2 θ . An emission that is primarily perpendicular
to the polarization is indicated by β = −1, which leads to
I (θ ) ∝ sin2 θ .
Typically, individual photoemission bands show different
emission characteristics, and β can vary between the two
limiting cases. When the photoemission signal is interpreted
in terms of molecular orbitals, i.e., when each emission peak
is assigned to electron ejection from one specific orbital as
in Eq. (1), the variation in β as a function of energy can be
ascribed to probing different molecular orbitals with different
spatial structure. However, there is another ingredient to the
transition matrix element in Fermi’s golden rule in Eq. (1),
namely, the final state of the ejected electron. It can also affect
the emission characteristics. A direct evaluation of Fermi’s
golden rule was, for example, realized by approximating the
photoelectron’s state with the aid of multiple scattering Xα
approaches [53,63]. However, the real-time propagation ap-
proach is an elegant and parameter-free way to bypass the need
for explicitly specifying the ejected electron’s state. It allows
for connecting orbitals and emission peaks in an unbiased
way. Separately evaluating the emission from the individual
orbital densities ni(E) as discussed in Sec. II, then calculating
βi(E) and comparing these values to the anisotropy parameters
that were experimentally recorded for the individual emission
bands, allows us to check the orbital assignment in a straight-
forward way. Closely linked to the orbital assignment question
is the finding that different xc-functional approximations can
predict different orbital orderings [5,17,24,64]. This raises the
question of which theoretical approach gives the “correct”
energetic ordering of orbitals. The self-interaction error plays
a prominent role in determining the orbital ordering [24]. In the
following we show that anisotropy parameters calculated for
individual emission peaks based on the KS SIC orbital ordering
match the experimentally measured anisotropy parameters
well.
To calculate the anisotropy parameter for benzene, we
record, similar to Wopperer et al., who calculated β for sodium
clusters [45,46], the PES signal angle and energy resolved.
We again use the alignment scheme for the gas-phase PES
calculation from Sec. III including the variation of the light
polarization instead of the molecule’s orientation. However, a
smooth angular signal requires a denser discretization of light
polarization to molecule alignment directions. Furthermore,
we have to transform all individual spectra from the molecular
frame (with the spatially fixed molecule and varying light
polarization) into the laboratory frame where the light polar-
ization is spatially fixed, i.e., is pointing into the z direction.
Afterwards we sum the individual spectra up to obtain the
total, angle-resolved photoemission spectrum. As the only
distinguished direction is that of the light polarization, we
integrate the intensity over the azimuthal angle which lies in
planes perpendicular to the light polarization (in the laboratory
frame). We provide further details regarding the calculation of
β in Appendix C.
Figure 4 shows two examples for the resulting angle-
resolved emission intensity for the case of benzene. The
FIG. 4. Left: Angle-resolved photoemission intensity from the
benzene HOMO as predicted by TD-SIC. The direction of the light
polarization is indicated by the orange arrows. Photoemission parallel
to the light polarization corresponds to θ = 0◦ and 180◦; θ = 90◦
corresponds to perpendicular emission. The calculated intensity
(black crosses) was fitted with the help of Eq. (4), resulting in
β = 0.75 (blue line). Emission occurs predominantly parallel to
the light polarization. Right: Angle-resolved photoemission intensity
from the benzene HOMO-7 (green-white orbital in Fig. 5). Here the
emission is predominantly perpendicular to the light polarization,
with β = −0.20.
left panel depicts the angle-resolved emission intensity solely
from the two degenerate HOMOs. Thus, instead of taking
the entire electron density into account as in Eq. (3), we
exclusively calculated the intensity ejected from the HOMOs,
IHOMO ∝ nHOMO. This angle-resolved signal was evaluated
at the HOMOs’ electron binding energy. A polar angle θ
equal to 0◦ or 180◦ indicates emission parallel to the light
polarization (marked by the arrows in Fig. 4). We have fitted
the intensity profile of the calculated data according to Eq. (4).
The resulting β value amounts to β = 0.75, which indicates
an emission primarily towards the polarization direction. As
an example for perpendicular emission we show in the right
part of Fig. 4 the angle-resolved intensity profile which corre-
sponds to the most negative anisotropy parameter, β = −0.20
(this value corresponds to the emission at EB = 14.6 eV in
Fig. 5).
Figure 5 shows the shapes of the benzene orbitals at the very
top, in the upper panel the experimentally recorded β values
for benzene from Refs. [52,53,65,66], and the measured and
calculated photoemission spectra in the lower panel. In order
to compare measured and calculated β values in a meaningful
way, the scales for the binding energies must match. Therefore,
we enhance the resemblance of the two spectra by stretching
the calculated spectrum by a constant factor of s = 1.11.
With this stretching factor, the first (lowest binding energy)
and last (highest binding energy) calculated peak in Fig. 5
coincide exactly with the corresponding experimental peaks.
This a posteriori stretching procedure can be understood as
imitating a first order correction of the KS eigenvalues towards
quasiparticle energies [17,22].
We now discuss the data going through the spectrum,
starting at the lowest binding energy of 9.4 eV. For this first
peak we calculated β = 0.75, as indicated by the leftmost
triangle in the upper panel of Fig. 5. We see that the
experimentally measured values of β in this energy range show
quite some scatter, but are generally of quite similar magnitude
(though the theoretical value admittedly lies at the lower end
of the experimental scatter). Going to higher binding energies
the experimental emission characteristic changes significantly
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FIG. 5. Lower panel: Experimentally recorded photoemission
spectrum for benzene from Ref. [52] (black) and photoemission
spectrum from TD-SIC (orange). In difference to Fig. 2, we here
stretched the theoretical spectrum by a factor of s = 1.11 to ease
comparison to experiment. Top panel: Anisotropy parameter β as a
function of energy. Triangles depict the calculated values obtained
for the emission from individual orbitals, i.e., corresponding to the
peaks shown right below in the lower panel. Different experimental
β values are designated by small symbols as designated in the plot,
with the data taken from Liu et al. [52], Carlson et al. [53], Mattsson
et al. [65], and Sell and Kuppermann [66].
and becomes uniform, with values of β that are close to zero.
This is correctly reflected by the TD-DFT calculation, which
yields β = 0.01 at EB = 11.7 eV. Similar, the transition of
β from positive over slightly negative and back to positive
values in the binging energy region from 14.0 to 15.5 eV is
accurately reproduced. This characteristic transition enables a
decomposition of the rather broad emission band in terms of
the origins of the photoelectrons. As we obtained the β values
from the individual orbital densities separately, it allows us to
draw conclusions about the responsible orbitals, as indicated
at the top of Fig. 5.
The only severe discrepancy between theory and experi-
ment is seen for the anisotropy parameter at EB = 12.2 eV. It
corresponds to the π orbital that is completely delocalized over
the whole benzene ring. While the calculated value ofβ = 1.70
suggests an electron emission mostly along the polarization,
measurements observe a rather uniform electron emission. A
possible explanation is the natural broadening of the emission
peaks. The only sparsely pronounced shoulder at around
EB = 12.5 eV testifies a strong mixing of the emission from
the neighboring states with the ring-shaped one. Probably, the
experimental anisotropy parameter is thus notably suppressed
by the nearby states showing a uniform emission with β =
0.01. Moreover, the ring orbital is predicted to be slightly
overbound by SIC, most likely due to a lack of beyond
(semi-)local correlation [26]. It thus should be even closer to
the states with the next lower binding energy than seen in our
spectrum in Fig. 5. We are therefore inclined to believe that the
value of β which we calculated for the ring orbital and find to
be noticeably larger than zero, is not an artifact. Yet, the precise
theoretical value may be influenced by electron-electron
interaction effects that are beyond our xc-functional approx-
imation, and the experimental data may suffer from orbital
near degeneracy. Therefore, we presently cannot draw a final
conclusion.
Yet, the overall agreement between theory and experiment
for β is quite good, and we can therefore return to the question
of assigning orbitals to emission peaks. Since the orbital is
a noninteracting particle concept, while true electrons are
interacting, this assignment is of course an approximation.
However, in line with the results of Carlson et al. [53]
our results confirm that, at least for the present systems,
the interpretation that individual emission bands stem from
individual orbitals is a reasonable one and is confirmed
by the directional-specific emission behavior. Along with
earlier works on the interpretability of molecular orbitals
[2,5,22,34,67,68] we can further corroborate the assertion that
KS orbitals can be attributed physical significance, i.e., KS
orbitals have more meaning than just being auxiliary quantities
that reproduce the electron density.
V. CONCLUSION
We simulated photoemission from organic molecules using
self-interaction-free KS TD-DFT. Doing so we go beyond
the static, ground-state approach to photoemission which
interprets the eigenvalues as ionization potentials and infers
relative peak heights just from degeneracies. The TD-DFT
approach explicitly includes dynamical effects and allows for
the first-principles calculation of gas-phase PES with angular
resolution. We demonstrated for benzene and pyridine that a
strength of the approach lies in yielding reasonable estimates
for photoemission intensities. This improvement is a conse-
quence of including dynamical effects and of not relying on
the evaluation of Fermi’s golden rule which necessitates, e.g.,
an approximation for the ejected electron’s state. The real-time
approach makes a straightforward evaluation of PES intensities
possible via Eq. (3). We have used the method for calculating
angle-resolved photoemission from benzene. Assessing the
photoemission anisotropy with respect to a spatially fixed light
polarization, expressed in terms of the anisotropy parameter
β, and comparing β values calculated for individual orbital
emissions to measured values of β, showed that associating
individual photoemission peaks with individual orbitals is a
very useful concept for the systems studied here. We are
convinced that this approach is promising also for other
systems and applications. In particular, the description of
situations which require one to go beyond stationary or simple
final state approximations will benefit from the accurate, first-
principles approach in which the final state emerges naturally
without a priori assumptions. For example, the prediction of
circular dichroism in the photoelectron angular distribution is a
challenge in which we expect valuable contributions from our
method.
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APPENDIX A: DETECTION POINT DEPENDENCE
In this section, we discuss details of our technical setup
regarding the choice of the absorbing potential and the
detection point. These are rather technical issues. They are
important, however, because the interplay of quite a number of
factors is important for obtaining reliable results with bearable
computational effort. Among the things that one has to take
into account are the choice of the detection point, the choice of
the shape of the absorbing imaginary potential, its strength, the
radial extension of the volume in which the absorbing potential
acts, and the size of the simulation box (which one would like to
be as small as possible to minimize the computational effort).
We start by discussing the absorbing potential. As stated in
Sec. II we have chosen an exponential function,
−iv(r) = −i exp r − Rb
1.39a0
. (A1)
We tested several other potential shapes. Polynomial
functions of second order and transmission-free absorbing
potentials [51] led to similar results, but overall we found that
the potential of Eq. (A1) performed best. It has the advantage
of being continuous and very smooth, thus being very unlike a
steplike structure that causes quantum-mechanical reflections.
However, the price that has to be paid is that the potential is
not vanishing at any point in the simulation box. Therefore,
it in principle absorbs some probability density also in the
central molecular region. However, this amount can be kept
extremely small in practice and utterly negligible with a
proper choice of parameters. In our experience it is mainly
the effective length (effective absorbing region) that is crucial
for efficiently absorbing all Fourier components (respectively,
all wavelengths) of the outgoing density. In Fig. 6 we contrast
three different effective absorption lengths, where the detection
point was held fixed. We have changed the radius of the
spherical numerical box from Rb = 24a0 to 22a0, and 20a0 and
hence decreased the effective length of the potential according
to Eq. (A1). This results in a dramatically increasing width
FIG. 6. PES spectra obtained using absorbing potentials with dif-
ferent effective length. We show the kinetic energy of photoelectrons
from benzene for one relative orientation of light polarization and
molecule.
FIG. 7. Anisotropy parameter for three different choices of the
detector radius: RD = 14.5a0 (red triangles), 16.0a0 (blue stars),
and 17.5a0 (orange triangles). Positions of the TD-SIC β values are
aligned and scaled by s = 1.11. The experimental data is taken from
Liu et al. [52], Carlson et al. [53], Mattsson et al. [65], and Sell and
Kuppermann [66].
of the emission peaks as depicted in Fig. 6. Therefore, with
decreasing effective absorption length the spectrum is in-
creasingly contaminated by signals from quantum-mechanical
reflections. An absorption region that is too small can easily
wipe out the relevant signal.
The next parameter we discuss is the detection point RD.
For the potential (A1) with a box size of 24a0, we set RD
to 17.5a0, 16.0a0, and 14.5a0 [as measured from the center
of the simulation box. For comparison: the H atom furthest
away from the coordinate origin (the origin is also the center
of mass of the benzene molecule) is located at R ≈ 4.7a0.]. To
demonstrate the influence, we show the anisotropy parameters
in Fig. 7 evaluated in exactly the same way as described in the
main text in Sec. IV, just using the different values for RD.
The resulting differences are visible, but are not huge and lie
within the experimental uncertainty range.
In contrast to the minor influence on the anisotropy
parameter, the difference is more pronounced for the PES
intensities, i.e., peak heights. Figures 8 and 9 show the PES
spectra for benzene and pyridine for all three observation
distances. Yet, we find moderate deviations in the intensity
heights at, e.g., EB = 13.5 and 14.5 eV for benzene (Figs. 2
and 8).
Finally, we show the spectra that result without correcting
for the one-electron SIE. The PES in Fig. 10 is evaluated in
exactly the same way as for TD-SIC except for the difference
in the xc approximation. We here used the local density
approximation (LDA) which is strongly influenced by SIE. The
TD-LDA PES spectrum does not resemble the experimental
spectrum very much.
APPENDIX B: TECHNICAL DETAILS
For all our simulations we used the Bayreuth version of
the PARSEC real-rime and real-space code [40,69], which uses
norm-conserving Troullier-Martins pseudopotentials [70,71].
Our simulations for benzene and pyridine were performed
with a grid spacing of 0.38a0 in the space and 0.001 fs
in the time domain. The propagation time for benzene was
50 fs for the photoemission spectra and 25 fs for the
TD-DFT runs necessary to calculate β. For pyridine we
propagated the system for 30 fs. The ionizing laser pulse
was simulated by a classical time-dependent electric field.
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FIG. 8. Photoemission spectrum of benzene, predicted by TD-
SIC, for three different choices of the detector radii: RD = 17.0a0
(orange), 16.0a0 (blue), and 14.5a0 (red). Experimental spectrum
taken from Ref. [52].
This electric field was chosen as a sine with a frequency
of ~ω = 21.2 eV that was linearly ramped to its maximal
intensity of 8.8 × 107W/cm2 within 1 fs and then remained
constant throughout the propagation time. The chosen spatial
grid spacing is on the coarse side for the chosen elements
and pseudopotentials. We went into this limit in order to
keep the numerical burden for the time propagation with the
TD-SIC approach manageable. (Changes in the real-space grid
spacing relate approximately quadratically to the time step
spacing, i.e., doubling the real-space grid spacing allows for
FIG. 9. Photoemission spectrum of pyridine, predicted by TD-
SIC, for three different choices of the detector radii: RD = 17.0a0
(orange), 16.0a0 (blue), and 14.5a0 (red). Experimental spectrum
taken from Ref. [52].
FIG. 10. Orange: Photoelectron spectrum of benzene as predicted
by TD-LDA. Black: Experimental photoemission spectrum from
Ref. [52]. The position and height of the TD-LDA peak corresponding
to the smallest binding energy was aligned to its experimental
counterpart. The agreement between TD-LDA and experiment is not
good.
taking an about four times larger time step.). With respect
to a calculation that uses a grid spacing that is tightened to
convergence, the grid spacing of 0.38a0 leads to uncertainties
in the eigenvalues of up to 0.2 eV. This tolerance is acceptable
for the present purposes, but it does affect, e.g., the two
benzene emission peaks at a binding energy of about 11.5 eV in
Fig. 8. These are closer together when a smaller grid spacing is
used. The convergence threshold for the localizing Foster-Boys
unitary orbital transformation, which is described in Ref. [55],
Eq. (B18), was set to 1 × 10−5.
APPENDIX C: SAMPLING OF MOLECULE
ORIENTATIONS
In order to calculate the intensity in a way that corresponds
to experimental gas-phase PES setups, we need to sample
over many molecule to light polarization directions. As
discussed in Sec. IV, we varied the light polarization instead
of the orientation of benzene (it lies in the x-y plane).
The polarization vector directions—(1,0,0),(0,1,0), (0,0,1),
(1,1,0), (1,1,1), (0,1,1), and (1,0,1)—are displayed in Fig. 1
and as red pentagons in Fig. 11 for the first octant in the
case of benzene. In the case of pyridine, the nitrogen on one
site of the ring lowers the symmetry compared to benzene.
FIG. 11. Directions of the light polarization in the first octant
with respect to benzene that is lying in the x-y plane. The red
pentagons correspond to the directions chosen for calculating the
PES spectra of benzene. For calculating β we additionally ran the
TD-DFT simulations with the orientations corresponding to the blue
dots.
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To account for this, we additionally performed TD-DFT runs
with the polarization orientations (1,−1,0) and (1,−1,1). The
polarization directions for the octants that are not shown
explicitly are analogous.
For recording the angular-resolved photoemission data for
β from benzene we had to increase the number of discrete
sampling directions in order to get a smooth angular signal.
The additional polarization directions are displayed in Fig. 11
for the first octant. The polarization directions for the other
octants are equivalent. The 16 directions for which we actually
performed TD-DFT runs to calculate β are the ones shown in
Fig. 11.
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Angle-resolved photoemission spectroscopy has been developed to a very high accuracy. However,
effects that depend sensitively on the state of the emitted photoelectron were so far hard to compute for real
molecules. We here show that the real-time propagation approach to time-dependent density functional
theory allows us to obtain final-state effects consistently from first principles and with an accuracy that
allows for the interpretation of experimental data. In a combined theoretical and experimental study we
demonstrate that the approach captures three hallmark effects that are beyond the final-state plane-wave
approximation: emission perpendicular to the light polarization, circular dichroism in the photoelectron
angular distribution, and a pronounced energy dependence of the photoemission intensity.
DOI: 10.1103/PhysRevLett.117.183001
Photoelectron spectroscopy is one of the most important
techniques for characterizing condensed matter systems
[1,2]. With rapidly increasing experimental accuracy,
increasingly precise insights into the electronic structure
have become possible [3,4]. In addition to conventional
applications such as the band mapping of solids [5,6],
angle-resolved photoemission spectroscopy (ARPES) has
become an invaluable tool for studying organic semi-
conductors and their interfaces [7–9]. It can, e.g., quantify
hybridization and band dispersion effects of adsorbed
molecular films and can reveal the structure of molecular
orbitals [10–19]. Yet, as photoemission is an involved
many-body process [2,20–22], the interpretation of experi-
ments relies on theoretical models. Evaluating the com-
monly assumed one step Fermi’s golden rule transition
[21,22] requires the initial and the final state. For many
prototype organic semiconductors, the initial state has
successfully been approximated under the assumption that
the photoelectron stems from a single molecular orbital
[10,11,13,14,19,22]. Assuming the final state of the emitted
electron to be a plane wave (PW) is not only computa-
tionally straightforward but under certain conditions
[11,23] also leads to a fascinating interpretation of
ARPES experiments: The transition matrix element reduces
to the Fourier transform ~φiðkÞ of the molecular orbital
φiðrÞ from which the electron is emitted. Thus, the
photoemission intensity,
Iðkx; kyÞ ∝ jA·kj2j ~φiðkÞj2k¼const; ð1Þ
finds a powerful interpretation [11]: It reveals the structure
of orbital densities on a hemisphere of constant kinetic
energy in momentum space [11]. Here, k denotes the
momentum of the photoelectron and A the vector potential
of the ionizing electromagnetic field which also determines
the polarization direction of the field. Equation (1) has been
used with great success for organic molecular films in the
past years [10–19].
Yet, it is well known that important photoemission
effects are beyond the PW approximation [18,19,24,25].
A more accurate description of final state effects can be
achieved, for instance, with the independent atomic center
approximation, (continuum) multiple scattering Xα
approaches, frozen-core Hartree-Fock final states, and time
reversed low-energy-electron-electron-diffraction (LEED)
states [11,20,23,26–33]. Many approaches of this type rely
on combining a static single particle concept—often
ground-state density functional theory (DFT)—with a
model description of the final state.
In this paper we show that simulating the photoemission
process in real time within the framework of time-
dependent density functional theory (TDDFT) incorporates
very important experimentally observed final-state effects.
The approach avoids model assumptions about initial and
final state and leads to a consistent DFT-based description
of photoemission. The emission dynamics emerges natu-
rally including interaction effects between the outgoing
electron and the remaining molecule. In this way the need
for explicitly evaluating transition matrix elements, which
would require a quasiparticle initial state and a fully
interacting final state [22,34], is sidestepped.
Specifically, we demonstrate that the real-time descrip-
tion captures three important effects: First, photoemission
perpendicular to the light polarization direction, second,
circular dichroism in the angular distribution (CDAD) of
photoelectrons, and third, the dependence of the emission
pattern on the energy of the photoelectron. These effects are
missed by the PWapproximation: The polarization factor in
Eq. (1) strictly forbids intensity in planes perpendicular to
the light polarization, a fixed parallel alignment A∥k as
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preferred by Eq. (1) is not possible for circularly polarized
light, and the energy dependence obtained from Eq. (1) is
typically much too weak, as it only stems from evaluating
the Fourier transform of the orbital on hemispheres of
different radii [35].
However, a reliable description of beyond-PW effects is
decisive, as exemplified by the following example: In
orbital density mapping, one tries to associate the exper-
imentally observed ARPES intensity to one [10,11] or
several [13,14] orbitals. As shown in Fig. 1 and discussed
in detail below, the PW ansatz can completely miss
pronounced spots of intensity. Based on the PW ansatz
one would thus associate the wrong orbital with the
observed intensity or would wrongly assume contributions
from several orbitals in order to explain the intensity
pattern. Thus, one would grossly mispredict the studied
system’s electronic structure. In order to avoid such
mistakes, a theoretically consistent approach that allows
us to go beyond the PW ansatz, yet is computationally
feasible enough to be applicable to true systems, is of great
conceptual and practical importance. TDDFT offers the
distinct advantage of a favorable ratio of accuracy to
computational efficiency.
Different suggestions for simulating photoemission with
TDDFT have been made [36–41]. The technique that we
rely on here has been pioneered by Pohl et al. [38].
Propagating a system’s Kohn-Sham (KS) orbitals in real-
time on a real-space grid is an established powerful
technique [40,42–44]. In our calculations the electronic
dynamics is driven by an external electrical dipole field that
corresponds to a specific photon energy, polarization, and
incidence direction. When the field is large enough it can
ionize the system. A fraction of the electron density,
represented by the occupied TD KS orbitals, is then
traveling away from the molecule. This outgoing density
can be understood as originating from a superposition of
plane waves. A Fourier transform of the KS orbitals
φiðRD; tÞ recorded at an observation point RD far away
from the system’s center from time t to frequency ω renders
a spectral decomposition of the outgoing kinetic energy
components. Detecting a photoelectron emitted from a
certain state at RD is proportional to the probability
amplitude [38,45]
Ii ∝ jφiðRD; Ekin ¼ ℏωÞj2: ð2Þ
The total intensity can be calculated by summing up the
contributions from all occupied orbitals. By distributing
many detection points on a hemisphere, the scheme can
record ARPES signals. We recently [45,46] were able to go
beyond earlier work on small sodium clusters [38,47,48]
and implemented this technique in combination with non-
local norm-conserving pseudopotentials [49,50], a diligent
choice of the required absorbing boundary conditions [51]
and an efficient real-space grid parallelization [46]. These
aspects are crucial for the present study in order to achieve
the very high accuracy that is needed in the computations.
They allow us to study the same complex molecules as in
recent ARPES experiments and we can capture electron
dynamics over extended regions of space. For the perylene-
3,4,9,10-tetracarboxylic dianhydride (PTCDA) calcula-
tions we in practice used an equally spaced real-space
grid with a spacing of Δr ¼ 0.38a0 and a radius of
R ¼ 40a0. A timestep of Δt ¼ 0.002 fs was employed
with a Crank-Nicholson propagator [52]. The intensity of
the incoming light was ramped to a constant intensity of
109 W=cm2 within 0.5 fs and remained constant through-
out the total propagation time of T ¼ 50 fs. The photo-
emission signals were evaluated at a detection radius of
RD ¼ 27a0. Further technical details can be found in the
Supplemental Material [51], which includes Refs. [53–55],
and Ref. [45].
In the following we show that the real-time approach
remedies all of the three major restrictions of the PW
approximation. In a first step we demonstrate that it can
describe electron emission that is not parallel to the field
vector. The experimental geometry was in this case chosen
such that the light polarization is purely parallel to the long
molecular axis, denoted as x axis, of the PTCDA molecules,
which are azimuthally aligned in the so-called brick wall
monolayer on Ag(110) [56–59]. We refer to the short axis in
the molecular plane as the y axis. With this setup, the A∥k
condition is fulfilled for emissionalong thexdirection and the
PWapproximation cannot yield any photoemission intensity
at kx ≈ 0 Å−1. This is reflected in the momentummap on the
left of Fig. 1 which we calculated using the PW approxima-
tion, the HOMO in the local-density approximation (LDA),
and a photoelectron momentum of jkj ¼ 2.0 Å−1. Turning
towards our experimentally recorded ARPES spectrum,
shown in the middle of Fig. 1, however, reveals that there
is significant emission perpendicular to the light polarization:
Two bright spots of intensity occur around kx ≈ 0 Å−1 and
ky ≈1.5 Å−1. The PW approximation completely misses
these spots. The ARPES pattern from the real-time approach
is displayed on the right of Fig. 1. It was obtained by
propagating the KS orbitals of an isolated PTCDA molecule
under the influence of an ionizing field with a polarization
vector aligned in the x direction and a frequency correspond-
ing to a photon energy of ℏω ¼ 27 eV [51], i.e., consistent
FIG. 1. ARPES maps corresponding to the PTCDA highest
occupied molecular orbital (HOMO). Left: plane-wave result;
middle: experiment; right: real-time propagation result.




with experiment. We again used the LDA and evaluated
Eq. (2) for the HOMO. Clearly, the real-time approach
captures the emission perpendicular to the light polarization:
All six of the experimentally recorded spots of bright intensity
are reproduced, and specifically the ones at kx ≈ 0 Å−1,
ky ≈1.5 Å−1. The comparison also reveals that there are
differences in some of the smaller features: the experimental
data include additional arc-shaped features stemming from
the sp bands of the silver substrate, and the shape of the spots
is not identical. These differences reflect that both exper-
imentally and computationally, obtaining the accuracy for
such detailed comparisons is a challenge. For instance, small
reflections from the boundary can remain in the calculations
and can slightly distort the low intensity regions. However,
there is no doubt that in both theory and experiment,
pronounced emission perpendicular to the light polarization
is observed.
Encouraged by this success we look at a yet more
challenging effect, namely differences in the photoemission
signal that result from different circular light polarizations.
Studies on adsorbed diatomic molecules suggest that here
the photoelectron angular distribution is largely governed by
interference effects of partial-wave components of the final
state [60–62]. Yet, constructing an appropriate final-state
approximation for extended molecules is technically and
conceptually challenging. Nonetheless there is an urgent
need for theoretical access to photon helicity driven ARPES
due to the fascinating insights that can be obtained in this
way. For instance, dichroism experiments revealed infor-
mation about the phase symmetry of molecular orbitals [18],
and circular dichroism is one of the candidates for explain-
ing the origin of the homochirality of organic molecules
which is relevant for the development of life [63].
A necessary criterion for observing CDAD in photo-
emission is a definite handedness of the entire system.
Whereas chiral molecules, with amino acids and further
biomolecules as prominent examples, inherently provide a
handedness [63–65], the required breaking of inversion
symmetry can be implemented by the overall experimental
geometry also for nonchiral molecules [60]. Thereby, the
ordered monolayer structure of the molecular semiconduc-
tors provides a first distinct axis, while the other directions
are determined by the photon incidence and the photo-
emission direction.
In this spirit we probe PTCDA with right circularly
polarized (RCP) light and left circularly polarized (LCP)
light with an energy of ℏω ¼ 20 eV. We set the incidence
direction of the photons in the yz plane with an angle of 65°
counted from the surface plane normal as displayed in
Fig. 2(b). The polarization vector rotates in a plane
perpendicular to the incidence direction. Our first observa-
tion (both in experiment and calculation) is an increased
intensity for photoelectrons emitted in the direction of the
polarization plane with ky > 0 Å
−1 as seen in Figs. 2(a) and
2(c). While this finding is also predicted by the PW
approach, the latter results in identical ARPES patterns
for LCP and RCP which are symmetrical to kx ¼ 0 Å−1
[51]. In contrast, the emission obtained in the real-time
propagation has its strongest intensity at about kx ¼ 1.4 Å−1
and ky ¼ 0.7 Å−1 for LCP, as seen in the upper left part of
Fig. 2(a), and when switching the polarization to RCP, as
shown in the upper right part of Fig. 2(a), this feature
changes sides to kx ¼ −1.4 Å−1 and ky ¼ 0.7 Å−1: The
whole LCP spectrum equals the RCP one mirrored at the
kx ¼ 0 axis. Comparing this to the experimental situation,
displayed in the lower row of Fig. 2(a), shows that again the
real-time approach captures the relevant experimental fea-
tures: There are four spots of preferred emission, each one
with a different intensity, and upon reversing the helicity, the
FIG. 2. ARPES maps corresponding to the PTCDA HOMO at ℏω ¼ 20 eV (a) and 50 eV (c). Upper row: real-time propagation.
Lower row: experiment. Within each panel, LCP spectra are on the left and RCP on the right. Middle panel (b): geometry.




observed pattern is mirrored at the kx ¼ 0 Å−1 axis. Note
that the LCP and RCP data were obtained in separate,
independent calculations and experiments, respectively.
That the panels in the upper row in Figs. 2(a) and 2(c) look
like pairwisemirror images is a result of the calculations and
attests their numerical accuracy. Comparing theory and
experiment in detail we note that the intensity difference
between the spots at kx ¼ 1.4 Å−1, ky ¼ 0.7 Å−1 and
kx ¼ −1.4 Å−1, ky ¼ 0.7 Å−1 in Fig. 2(a) is more pro-
nounced in the calculations than in the experiment. The
influence of the Ag substrate, which is again visible in the
experiment, may explain such differences. However, given
that recording a subtle observable like dichroism from a
monolayer of medium sized molecules is a serious chal-
lenge; the qualitative agreement of theory and experiment is
noteworthy.
When changing the energy of the incident photons from
20 to 50 eV, we observe a distinct change in the observed
ARPES pattern. This pronounced dependence on the
kinetic energy of the photoelectron is the third important
final-state effect. The lower part of Fig. 2(c) shows the
experimental ARPES intensities for a photon energy of
ℏω ¼ 50 eV, i.e., at considerably higher photoelectron
energy than in Fig. 2(a). The upper two panels show the
corresponding result from the real-time propagation
approach. For computing the latter, the change of the
photoelectron energy was easily achieved by simply
changing the frequency of the applied external field.
Comparing, e.g., the top left panels of Figs. 2(c) and 2(a)
shows that the change of photon energy reverses the
observed intensity pattern: The two bright spots that appear
on the right side (i.e., kx > 0 Å
−1) in the LCP part of
Fig. 2(a) appear on the left side (i.e., kx < 0 Å
−1) in the
LCP part of Fig. 2(c). The same pattern reversal is also seen
in the RCP signals. The ability to theoretically predict
changes in the intensity patterns—within the accuracy
limits of TDLDA—upon varying the photoelectron energy
is a consequence of the “automatic” adaption of the
photoelectron’s state within the real-time approach. As
shown in the Supplemental Material [51], this effect is
missed completely in the plane-wave approximation. There
we also show that the circular dichroism observed exper-
imentally for a different photon incident direction and for
the (partially) filled lowest unoccupied molecular orbital of
PTCDA is captured by the real-time approach; i.e., the
agreement is found not only for the HOMO.
Close inspection of Fig. 2(c) shows that theory and
experiment again somewhat differ for some of the less
intense features. As mentioned previously, we expect
certain differences due to influences of the Ag substrate
and finite resolution in the experiment, and remaining
quantum mechanical reflections or LDA limitations in the
calculations. Therefore, in order to demonstrate the accu-
racy and generality of the real-time approach beyond the
PTCDA molecule, we compare to established reference
results for a completely different system: For adsorbed CO
molecules, a significant energy dependence of the circular
dichroism has been reported [60,61,66,67].
Figure 3 compares the normalized CDAD intensities,
ICDAD ¼ ðILCP − IRCPÞ=ðILCP þ IRCPÞ, of the 4σ orbital of
a single CO molecule from the real-time propagation with
calculations using frozen-core Hartree-Fock final states
[30,61,66], which were calculated by iteratively solving the
Lippmann-Schwinger equation. Also shown are results for
continuum final states of the bare Coulomb potential
corresponding to a single positive charge. The setup is
displayed in the inlay of Fig. 3 and has been adopted from
Ref. [66]. The real-time approach is close to the reference
results for all three photon energies, and we presently
cannot tell which approach’s limitations are responsible for
the small deviations seen for large angles in the left panel.
The Coulomb final state results, on the other hand, disagree
noticeably, demonstrating that the final state question here
is a nontrivial one.
In conclusion, we have demonstrated that the real-time
approach to DFT allows us to go beyond the PW final-state
approximation in a consistent manner. It opens up theo-
retical access to important ARPES features. In particular
we have shown that three prominent effects are correctly
described: emission perpendicular to the light polarization,
circular dichroism in the photoelectron angular distribution,
and a pronounced energy dependence of the photoemission
intensity. Our work indicates that final state properties may
also be relevant in several observations in photoemission
[33,68] which cannot be described by first principle
calculations of the initial state alone.
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that is based on the absorbing potentials presented in Refs. 1–3. Here, RS denotes the radius where the potential
starts acting (RS = 28a0 for PTCDA and RS = 14a0 for CO calculations). For r < RS the absorbing potential is set
to zero. RE = RB + ∆ is the radius of our numerical box (RB = 40a0 for PTCDA and RB = 26a0 for CO ) plus a
shift ∆ = 3a0 that is needed to prevent the potential from diverging at the numerical boundary. ∆R = RB − RS is
the “active length“ of the potential. During the total simulation time the norm of the electron density was typically
reduced by approximately 1 · 10−2 due to absorption at the boundaries. Thus, a charge equivalent to approximately
1 · 10−2e was absorbed. Under the used conditions, it made almost no difference whether Eq. (2) of the main paper
was evaluated for just the HOMO or summed over all orbitals. Furthermore we found that qualitatively, the HOMO
ARPES signal stays the same when we propagate only the HOMO and keep all other orbitals frozen.
The frequency of the pulse was chosen as in the experiment. We ran the simulations once with a pulse that was
switched on (linearly ramped up over 0.5 fs) and then kept on for the whole time of the simulation (50 fs), and once
with a pulse that was ramped up over 0.5 fs, kept on for 24 fs, and then ramped down for 0.5 fs. In both cases, the
ARPES signal that we obtained was very similar. We generally find that neither the time to ramp up the laser, nor
the time to ramp it down have influence on the spectra for sufficiently long propagation times.
To give an example for the type of results that are found with the plane-wave approximation and circular polarized
light we show the momentum maps of the PTCDA HOMO corresponding to h¯ω = 20 eV (upper row) and 50 eV
(lower) with LCP (left) and RCP (right) in Fig. 1. In contrast to experiment and our TDDFT calculations, the PW
results are completely symmetric to the kx = 0 Å−1 axis and, thus, miss the major characteristic of the circular
dichroism. The results for LCP and RCP are completely identical. This can also be shown analytically. For the
example of circular polarization in the xy-plane A± = (1,±i, 0), the sign that determines LCP or RCP vanishes in
the polarization dependent scaling factor |A±k|2 = (kx)2 + (ky)2. Furthermore, increasing the photon energy from
20 to 50 eV does not lead to any significant difference in the momentum maps, contrary to what is observed in the
experiment and the real-time approach.
As mentioned in the main paper, we present results for the PTCDA HOMO for another photon incidence direction
FIG. 1. ARPES momentum maps corresponding
to the PTCDA HOMO at h¯ω = 20 eV (upper row)
and 50 eV (lower row) calculated with the PW
approximation and LCP (left) and RCP (right).
The momenta of the photoelectrons at which the
spectra are evaluated are k = 1.9 Å−1 (left) and
k = 3.4 Å−1 (right). These values correspond to
the energy of the photon minus the HOMO binding
energy as predicted by LDA for an isolated PTCDA
molecule. To ease comparison, we only display k
values up to 2.0 Å−1 for the maps at the bottom.
2FIG. 2. ARPES momentum maps corre-
sponding to the PTCDA HOMO at h¯ω =
27 eV. Photon incident direction is 65◦ to-
wards the surface normal and the xz-plane,
i.e., the incidence direction is changed by 90◦
with regards to the yz-plane incidence in the
spectra of Fig. 2 of the main paper. The
molecular orientation and the numerical se-
tups are identical. Left: TDDFT. Right:
experiment. Upper row: LCP. Lower row:
RCP.
FIG. 3. CDAD intensity from the PTCDA
LUMO. Left: real-time propagation. Right:
Experiment. In red (blue) colored areas the
RCP (LCP) intensity is higher than the LCP
(RCP) intensity.
in Fig. 2. Further, we demonstrate that the approach can also be applied to describe ARPES corresponding to
other orbitals. Figure 3 shows the results for the lowest unoccupied molecular orbital (LUMO) of PTCDA, which is
(partially) filled by electrons from the metal substrate and appears close to the Fermi level [4, 5].
In Fig. 2 PTCDA is probed with photons incoming in the xz-plane. We observe a pronounced dichroism of the
HOMO, which manifests in a mirroring of the dominant intensities at kx ≈ 1.5 A˚−1, ky ≈ 0.7 A˚−1 (for LCP) to
kx ≈ 1.5 A˚−1, ky ≈ −0.7 A˚−1 (for RCP) in the real-time propagation results as well as in experiment. The circular
dichroism intensity for the LUMO is shown as the difference of the RCP and LCP intensities, ICDAD = IRCP − ILCP.
To evaluate the CDAD, we normalized each LCP and RCP spectrum to unity before subtracting them. The left
panel of Fig. 3 shows the CDAD signal obtained by propagating all orbitals and evaluating the ARPES signal for the
unoccupied time-dependent LDA LUMO following Eq. (2) of the main paper. The right panel shows the experimental
CDAD signal. We observe that also the LUMO, which is here probed with photons of 27 eV incident in the xz-plane,
reveals a strong dichroism signal. CDAD patterns are in general extremely sensitive to the exact positioning and
heights of the intensities, therefore this test is extremely challenging and perfect agreement can hardly be expected.
Yet, we find that the theoretical and experimental CDAD spectra show the same characteristic pattern of increased
and decreased intensity, with distinct blue areas at kx ≈ 0 A˚−1, ky ≈ 2 A˚−1 and kx ≈ 1.5 A˚−1, ky ≈ −1 A˚−1 and
distinct red areas at kx ≈ 1 A˚−1, ky ≈ 1 A˚−1 and kx ≈ 0 A˚−1, ky ≈ −2 A˚−1.
For the CO calculations we use the same pseudopotentials, the same grid spacing, and the same active length,
i.e., the same form, of the imaginary potential as for PTCDA. The radius of the numerical grid could be reduced to
26a0 due to the significantly smaller molecule size, resulting in reduced computational effort. The emission signal is
recorded at a radius of 14.5a0, the propagation time is T = 40 fs, and the laser intensity is 108 W/cm2.
Experiments were performed with a momentum microscope (Omicron NanoESCA) at the ELETTRA synchrotron in
Trieste, Italy. All presented data was recorded for samples of perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA)
on Ag(110) in the so-called brick-wall monolyer, where all molecules are aligned with their long axis along the [100]-
direction of the substrate. The Ag(110) substrate was cleaned in situ by thermal flashing to 400°C, followed by cycles
of 45min Ar+ ion-sputtering (acceleration voltage 1000V, sample current 15 µA) and annealing (525°C and 480°C,
5min each). The PTCDA powder was sublimated twice in a home-build system and deposited onto the substrate at
room temperature by thermal evaporation from a glass crucible at a temperature of 365°C resulting in a rate of about





The momentum maps were recorded with an energy resolution of ≈ 150meV and a momentum resolution of ≈
±0.05Å and corrected for darkcurrent and flat-field. The energy aberration of the imaging double hemispherical
energy analyzer was compensated by calibration of each energy distribution curve to the Fermi energy. Data recorded
3with circular polarized light and dichroism data are plotted as measured, whereas the data recorded with s-polarization
in Fig. 1 of the main article is twofold symmetrized to improve statistics.
The calculated and experimental spectra in Fig. 1 and Fig. 2 of the main article and Fig. 1 and Fig. 2 of the Sup-
plemental Material are normalized to unity. For Fig. 1 of the main text we further subtracted a constant background
from the experimental intensities and we chose a maximal k-radius of 2.0 Å−1 to accord with the experimental pho-
toemission horizon. In the right panel of Fig. 1 of the main article we reduced the displayed k-range to k = 2.0 Å−1
in order to ease comparison to experiment because additional features occur at larger k.
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ABSTRACT: Density functional theory with optimally tuned
range-separated hybrid (OT-RSH) functionals has been
recently suggested [Refaely-Abramson et al. Phys. Rev. Lett.
2012, 109, 226405] as a nonempirical approach to predict the
outer-valence electronic structure of molecules with the same
accuracy as many-body perturbation theory. Here, we provide
a quantitative evaluation of the OT-RSH approach by
examining its performance in predicting the outer-valence
electron spectra of several prototypical gas-phase molecules,
from aromatic rings (benzene, pyridine, and pyrimidine) to more complex organic systems (terpyrimidinethiol and copper
phthalocyanine). For a range up to several electronvolts away from the frontier orbital energies, we ﬁnd that the outer-valence
electronic structure obtained from the OT-RSH method agrees very well (typically within ∼0.1−0.2 eV) with both experimental
photoemission and theoretical many-body perturbation theory data in the GW approximation. In particular, we ﬁnd that with
new strategies for an optimal choice of the short-range fraction of Fock exchange, the OT-RSH approach oﬀers a balanced
description of localized and delocalized states. We discuss in detail the sole exception founda high-symmetry orbital, particular
to small aromatic rings, which is relatively deep inside the valence state manifold. Overall, the OT-RSH method is an accurate
DFT-based method for outer-valence electronic structure prediction for such systems and is of essentially the same level of
accuracy as contemporary GW approaches, at a reduced computational cost.
I. INTRODUCTION
Many electronic properties of molecules and materials are
determined by and understood through the energetics of the
valence electrons, which are often probed experimentally using
photoemission spectroscopy (PES).1 Via measurement of the
kinetic energy of photoemitted electrons, PES provides direct
experimental access to the electron ejection energies, the
smallest of which is the ionization potential (IP). Calculating
PES data from ﬁrst principles is a long-standing challenge to
modern electronic structure methods.2,3 A state-of-the-art
method for obtaining ionization spectra theoretically is many-
body perturbation theory (MBPT), which calculates quasi-
particle excitation energies via solving the Dyson equation,
typically within the GW approximation (where G is the Green
function and W is the dynamically screened Coulomb
potential).4−7 However, GW calculations can be computation-
ally demanding. Moreover, in particular for gas-phase
computations that are at the center of this work, results can
be sensitive to details of the speciﬁc GW scheme employed8−13
and can also be challenging to converge.11,14
Density functional theory (DFT),15,16 in which the ground-
state electron density, rather than the many-electron wave
function, is the fundamental quantity,17 is a computationally
eﬃcient ﬁrst principles method for calculating the electronic
structure of many-electron systems. DFT is often made
practical via the Kohn−Sham (KS) scheme,18 in which the
original many-electron problem is mapped uniquely into a
ﬁctitious noninteracting electron system yielding the same
electron density. This mapping leads to eﬀective single-particle
equations that provide a signiﬁcant conceptual and computa-
tional simpliﬁcation of the original many-electron problem.
However, due to the ﬁctitious nature of the noninteracting
electrons, the correspondence of KS eigenvalues with ionization
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energies measured in an experiment is not at all straightfor-
ward.3,19 It can be shown that for the exact KS potential, the
energy of the highest occupied molecular orbital (HOMO)
equals the negative of the IP, a result known as the IP
theorem.20−23 Lower-lying eigenvalues do not strictly corre-
spond to electron removal energies.19 For outer-valence
electrons, however, exact DFT eigenvalues may still serve as a
useful and even quantitative approximation to electron removal
energies.3,24 We note that in general the simulation of
photoemission spectra also requires that the photoionization
cross-section is addressed.1 Its calculation is outside the scope
of the present manuscript, which focuses on the correct
description of the energetics. Our comparison between the
calculated density of states and the photoelectron spectra
concentrates, therefore, on peak positions rather than peak
intensities. We note, however, that for gas-phase ultraviolet
photoemission spectroscopy (UPS)the standard choice for
probing molecular outer-valence statesangle-dependent
cross-section eﬀects are irrelevant, owing to orientational
averaging, and orbital-dependent cross-section eﬀects are
relatively weak.25 Therefore, their neglect is not expected to
have serious consequences.
The KS mapping scheme relies on an exchange-correlation
energy-functional of the density, the exact form of which is
generally unknown and must be approximated. Common
approximate exchange-correlation functionals used within the
KS scheme are the local density approximation (LDA) and the
generalized gradient approximation (GGA).15,16 In the former,
one assumes that at each point in space the exchange-
correlation energy per particle is given by its value for a
homogeneous electron gas. In the latter, information on
deviations from homogeneity is partly accounted for by
considering gradients of the charge density. Unfortunately, for
gas-phase molecules, KS eigenvalues obtained through the use
of these approximations are not in good agreement with
experimental ionization spectra.3,26 First, the IP theorem is
grossly disobeyed and the negative of the HOMO energy
usually underestimates the IP severely.27−30 Even if this
diﬀerence is accounted for by rigidly shifting the theoretical
eigenvalue spectrum,31,32 the calculated eigenvalue spectrum
may still exhibit qualitative failures, notably an erroneous
ordering of the electronic levels (see, e.g., refs 33−41).
These two drawbacks can be traced back to two diﬀerent (yet
not unrelated) deﬁciencies of the above-described approx-
imations: lack of a derivative discontinuity (DD) and orbital
self-interaction errors (SIE).3,26,28,42 The DD is a uniform
“jump” in the KS potential, when approaching the integer
electron number either from above or from below. This “jump”
helps to account for the discontinuity of the chemical potential
at integer electron numbers, i.e., for the fact that the electron
removal energy is not the same as the electron insertion
energy.16 Part of the discontinuity in the chemical potential is
accounted for by the KS kinetic energy term.20,23 But the
kinetic energy contribution to the discontinuity in the chemical
potential is generally insuﬃcient, and the remaining disconti-
nuity must be provided by the DD. Because the electron−ion
and Hartree energies are continuous in the electron density, the
remaining discontinuity can only be attained by a jump in the
exchange-correlation potential. However, in standard LDA or
GGA functionals, the exchange-correlation potential explicitly
depends on the electron density and does not incorporate any
orbital dependence (in contrast to, e.g., Fock exchange). As a
result, calculations based on these approximations cannot
exhibit any DD in the exchange-correlation part of the
potential.43 Instead, they approximately average over it, and
as a consequence the KS-HOMO energy is strongly under-
binding with respect to the “true” ionization potential.31,44,45
The SIE46 arises from the fact that the classical electron−
electron repulsion term (Hartree potential) in the KS equation
means that each electron is repelled from the total charge in the
system, including a spurious repulsion from itself. Because KS
theory is, in principle, exact, whatever error one makes in the
Hartree term must then be completely canceled out by the
exact exchange-correlation term. Unfortunately, only partial
error cancellation is obtained in either LDA or GGA. For
strongly localized orbitals, self-interaction may be signiﬁcant
and spuriously destabilize electron energies.26
The situation can be improved, if one uses “hybrid” DFT, i.e.,
functionals that contain exact exchange based expressions
employed using a nonlocal Fock operator.26 We emphasize that
while such functionals do not fall within the KS scheme, they
are still very much within the DFT framework3,26,47 through the
generalized Kohn−Sham (GKS) scheme.48 In the KS scheme,
many-body eﬀects are incorporated entirely in a multiplicative
potential (which is the sum of the Hartree and exchange-
correlation potentials). In contrast, in the GKS scheme, many-
body eﬀects are incorporated in a combination of a multi-
plicative potential and a nonlocal operator (nonmultiplicative
potential). This is achieved via mapping to a partially
interacting electron gas. Generally, in the GKS scheme, the
additional nonlocal operator can mitigate the need for a DD in
the multiplicative potential.26 This may reduce errors associated
with averaging over the DD in practical approximations. Most
hybrid functionals in everyday use are of the global type, i.e.,
they contain a ﬁxed fraction of Fock exchange.49−51 In practice,
one typically observes that HOMO energies extracted from
such hybrid functionals are closer to experimental ionization
energies than those obtained from LDA or GGA but still
signiﬁcantly underestimate those observables.9,32,52 Spectral
distortions (including the possibility of an erroneous ordering
of the electronic levels) are often mitigated, as the fraction of
Fock exchange reduces the SIE.3,26,33,34 However, the
quantitative details of the eigenvalue spectrum typically still
depend on the speciﬁc choice of the approximate hybrid
functional.53
One reason for the failure of conventional hybrid functionals
to obey the IP theorem is the presence of only a fraction of
exact exchange. Because of this, they do not yield the correct
∼1/r asymptotic potential that should be “felt” by an electron
at large distances from the molecule, which is especially relevant
for describing the ionization process. However, when using the
full Fock exchange to correct for that, the delicate balance
between exchange and correlation is disrupted, which is highly
detrimentalespecially for short-range electron−electron
interactions that govern chemical bonding.26 A promising
strategy for tackling that problem is oﬀered by the more recent
class of range-separated hybrid (RSH) DFT functionals,54
pioneered by Savin and co-workers.55 In these functionals, the
interelectron Coulomb repulsion term is separated into long-
range (LR) and short-range (SR) components via a range-
separation parameter γ. The LR term is mapped using full Fock
exchange, thereby establishing the correct asymptotic potential.
The SR termed is (typically) mapped using a GGA approach,
maintaining the compatibility between the exchange and
correlation expressions. In this approach, one still needs to
determine the range-separation parameter, γ.
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Both formal considerations56 and practical simulations show
that aiming at accurate results for a broad range of systems, one
typically needs signiﬁcantly diﬀerent values of γ. This is taken
care of by using optimally tuned RSH (OT-RSH) func-
tionals.32,47 There, instead of using one and the same range-
separation parameter for all systems, γ is tuned for each system
such that physically motivated tuning conditions are fulﬁlled
without introducing any empirical parameters. In particular, it
has been shown for gas phase molecules that insisting on the
HOMO energy being equal to the negative of the IP (i.e.,
fulﬁlling the IP theorem) for the neutral and anion species
yields highly accurate HOMO energies and HOMO−LUMO
gaps when compared to experimentally measured fundamental
gaps or to the results of GW calculations.52,57 More recently,
some of us have shown that in addition to the IP and the
fundamental gap, the entire higher-lying part of the valence-
electron spectrum of gas-phase molecules and molecular solids
can be accurately described by the eigenvalues of OT-RSH
ground-state DFT calculations.58,59 In particular, it has been
suggested that a more general OT-RSH functional that
introduces a fraction of Fock exchange in the SR and
simultaneously maintains the full Fock exchange in the LR60
allows for a more ﬂexible treatment of diﬀerently localized
molecular orbitals, resulting in an accurate description of more
complex organic molecules relevant for applications in organic
electronics.58
In the present contribution, we further investigate the
capabilities of such more general OT-RSH functionals for
predicting outer-valence electron spectra of organic molecules
in the gas phase. First, we study the prototypical aromatic
building blocksbenzene, pyridine, and pyrimidine (see Figure
1a). This choice is motivated by the fact that for such simple
systems, existing high-level experimental PES data can serve as
useful benchmarks for theory. Moreover, the nitrogen
heteroatoms in the azabenzenes can be expected to result in
diﬀerently localized molecular orbitals in the higher-lying part
of the valence electron system and, in particular, close-lying σ
and π states.30 For their accurate description, the OT-RSH
approach would need to attain a quantitatively satisfactory
balance of self-interaction errors for both.58 Moreover, these
prototypical systems were recently identiﬁed as a challenge for
both the GW61 and the OT-RSH62 methods. Here, we perform
both OT-RSH and GW calculations for these systems and ﬁnd
that they overall yield similar (to ∼0.2 eV) eigenvalue energies,
both being highly accurate compared to PES experiments. We
suggest that a simultaneous reliable prediction of both π and σ
orbital energies is indeed within the realm of the OT-RSH
functional applied here. Still, we identify one speciﬁc molecular
orbital that is peculiar to ring-type molecules, which in the OT-
RSH calculations displays a signiﬁcant deviation from
experimental results and GW calculations. We analyze the
origin of this discrepancy by further computing the spectra of
the same systems using conventional hybrid calculations, as well
as explicitly self-interaction corrected (SIC) calculations.
With the obtained overall very encouraging results at hand,
we proceed toward larger and more complex systems, here
chosen to be terpyrimidinethiol and copper phthalocyanine
(3N-thiol and CuPc, see Figure 1b). These molecules, which
also contain N as a heteroatom, are interesting for novel
applications in organic electronics63−68 but at the same time
challenging to assess theoretically due to pronounced diﬀer-
ences in SIE among the high-lying orbitals in the valence
electron spectrum.34,68,69 Through a comparison to GW
calculations and/or PES experiments, we show that OT-RSH
can provide accurate valence-electron spectra also for these
more complex organic systems, with an optimal choice for the
short-range Fock exchange that is guided by conventional
hybrid functional calculations. Our results clearly demonstrate
that OT-RSH functionals are a highly promising, state-of-the-
art approach for predicting ionization spectra of gas-phase
organic molecules.
II. THEORETICAL AND METHODOLOGICAL DETAILS
A. Formalism. As mentioned in the Introduction, we
examine a generalized RSH form, which allows for diﬀerent
amounts of Fock exchange in the short range and in the long
range.70 We use the range-partitioning expression of Yanai et
al., given by71
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Here, r is the interelectron coordinate and α, β, and γ are
adjustable parameters. Naturally, this partition is not unique,
but the choice of the error function is computationally
convenient when using a Gaussian basis for expanding the
wave functions of ﬁnite systems.55 Equation 1 deﬁnes the
range-separation procedure, where the Coulomb operator, 1/r,
in the exchange-part of the xc potential is replaced by two
complementary terms, which are treated diﬀerently. As
suggested by the “HF” and “GGA” delimiters in the equation,
the ﬁrst term is treated using Hartree−Fock exchange, the
second term is treated using GGA semilocal exchange.
Speciﬁcally, using the Perdew−Burke−Ernzerhof (PBE)72
form for the GGA exchange-correlation leads to the following
expression for the exchange-correlation energy73
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where the superscripts LR and SR denote that the full Coulomb
repulsion, 1/r, has been substituted by the LR and SR Coulomb
repulsions, erf(γr)/r and erfc(γr)/r, respectively. PBE correla-
tion is used for the entire range. Yanai et al. viewed α, β, and γ
as semiempirical parameters and determined “universal” values
for them based on benchmark thermochemistry data. Here, we
wish to determine these parameters based on the satisfaction of
Figure 1. Molecules studied in this article. (a) Prototypical aromatic
ringsbenzene, pyridine, and pyrimidine. (b) More complex
representative systemsterpyrimidinethiol and copper phthalocya-
nine.
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inherent constraints on the exchange-correlation density
functional, without recourse to experimental data.
From eq 2 it is clear that for full long-range Fock exchange,
which guarantees the correct asymptotic potential, one
condition is that α + β = 1 (note that the ﬁt to
thermochemistry data performed by Yanai et al. leads to α +
β = 0.65, i.e., to a potential that is not asymptotically correct
and will, therefore, run into problems when trying to associate
eigenvalues with ionization energies or electron aﬃnities).
Equation 2 further shows that α controls the fraction of SR
Fock exchange. We restrict the current investigation to α values
between 0 and 0.2. This is because in the former limit, the SR
behavior is expected to be GGA-like; in the latter limit, the SR
behavior is expected to resemble that of a conventional hybrid
functional.58,74 For example, in the PBE0 hybrid functional,
which is based on the PBE semilocal functional, a global exact-
exchange fraction of 25% is used.51 In a RSH functional, the SR
Fock exchange fraction is indeed expected to be somewhat
smaller than in a conventional hybrid functional, because the
LR Fock exchange is 100% in the former but only a ﬁnite
fraction in the latter. The remaining parameter, γ, controls the
range-separation. As mentioned in the Introduction, we do not
seek a universal value for γ. Instead, we rely on a nonempirical
tuning procedure, where γ is adjusted on a per-system basis.
One possibility to determine the optimal gamma, γopt, is to
choose it such that the IP theorem is satisﬁed:32,75
ε = −γ γN N( ) IP ( )H
opt opt
(3)
εH(N) is the HOMO energy of the N-electron system and
IP(N) is the ionization potential of the N-electron system,
determined from total energy diﬀerence of the N- and (N − 1)-
electron systems. In general, as emphasized by the superscript
notation, both εH(N) and IP(N) display a strong γ dependence.
It is often useful to invoke the IP theorem not only for the
molecule in its neutral state but also in certain charged states.
The condition which then needs to be fulﬁlled is that the target
function J2, given by32






is minimized. In eq 4, i can in principle adopt any integer
number, and one can observe the eﬀect of adding further terms
on the residual J value (vide inf ra). In practice, only values of i
that are close to zero are of interest to avoid information from
highly charged radical speciesa point elaborated below. In
particular, including the anion has been found to be highly
beneﬁcial for the prediction of fundamental gaps and the
energies of charge-transfer excited states.52,76,77 Note that when
restricting i to 0 in eq 4, which we do here if the electron
aﬃnity is negative and the molecule does not bind an extra
electron, then eq 3 is recovered. In agreement with previous
work,32,52,57−60,78−80 it was repeatedly found that the optimal γ
strongly changes from one system to the other, showing that
our “per system” tuning approach is indeed necessary.
The above-mentioned optimal-tuning of γ can, in principle,
be performed for any choice of the SR Fock exchange
parameter, α. In fact, various strategies can be employed to
determine α. These are discussed below in detail, along with
their pros and cons, in the context of speciﬁc computational
results.
B. Computational Details. All PBE calculations (within
the KS scheme) and PBE0 and RSH calculations (within the
GKS scheme) presented in this article were obtained within the
QChem81 and NWChem82 codes, using cc-PVTZ83 basis
functions. All geometries were optimized using the PBE
functional. As the above-described tuning scheme is based on
components taken from well-established density functionals (cf.
eq 2) and range-separation is available in many diﬀerent
electronic structure codes, optimal tuning of γ via eq 4 is
straightforward to perform. Moreover, the tuning strategy is
computationally eﬃcient, as it relies on a series of standard
total-energy DFT calculations. We note, however, that when
charging the gas-phase molecule as part of the above-explained
tuning procedure, the conﬁguration of the cation and/or anion
must be identiﬁed carefully, as it may aﬀect the results of the
calculation.84
We illustrate the possible complications associated with
diﬀerent ion conﬁgurations by considering pyridineone of
the molecules of Figure 1, which is discussed extensively in the
results section. When tuning γ using the above-described
approach, it is important to ensure that the character of the
HOMO (related to the left-hand term in eq 3) corresponds to
the “hole density,” deﬁned as the charge-density diﬀerence of
the neutral and charged states (and, consequently, related to
the right-hand term in eq 3). For pyridine, the self-consistent
solution of the GKS equation with the RSH functional was
found to lead to two diﬀerent doublet conﬁgurations of the
cation, depending on the initial guess used in the procedure.
These two conﬁgurations correspond to two qualitatively
diﬀerent hole densities (see Figure 2, left part). As shown in the
right part of Figure 2, the reason for the diﬀerent hole densities
is that the two cation conﬁgurations possess two diﬀerent
LUMO orbitals; i.e., the two cationic ground states represent
two diﬀerent ionization processes. The main diﬀerence is that
the electron “loss” is, in one case, from a π orbital and, in the
other case, from a σ orbital. These two cationic conﬁgurations
are energetically close, which is consistent with the observation
that the HOMO and the HOMO−1 of pyridine are very close
in energy (vide inf ra). Importantly, however, only the “hole
density” depicted in Figure 2bwhich is associated with the
conﬁguration lower in energy, i.e., the true ground state
predicted for the cationcorresponds to the HOMO of
pyridine (see Figure 2c). Therefore, one has to ensure that the
Figure 2. Charge-density diﬀerence between neutral and cation (left)
and LUMO of cation (right), obtained using two diﬀerent doublet
conﬁgurations (a and b) of the pyridine cation. The conﬁguration
denoted by b is the energetically more stable one. In the charge-
density diﬀerence plots, red (blue) regions denote areas of electron
density depletion (accumulation) as a consequence of the ionization
process. (c) HOMO of the neutral pyridine molecule.
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cationic state shown in Figure 2b is indeed the one entering the
tuning procedure, in order to retain consistency for the orbital
energies and total energies required in eq 3.
For our analysis of the OT-RSH results, we also performed
comparative GW calculations, as well as self-interaction-
corrected calculations and KS-PBE0 calculations (the latter
are deﬁned and explained below). Our GW calculations are
based on a standard G0W0 scheme,
14 where quasi-particle
energies are computed via a ﬁrst-order correction to DFT
eigenvalues, with no self-consistent update of the starting wave
functions. The starting quasi-particle wave function for the
G0W0 corrections was obtained from the PBE functional.
72 The
static dielectric function is computed within the random-phase
approximation and extended to ﬁnite frequency via the
generalized plasmon-pole (GPP) model of Hybertsen and
Louie.5
Our G0W0 calculations were performed using the Berke-
leyGW package,85 which employs a plane-wave basis set to
compute the dielectric function and self-energy, using a PBE
starting point. DFT-PBE calculations were performed within
the Quantum Espresso package,86 which is compatible with
BerkeleyGW. The nuclei and core electrons were described by
Troullier−Martins relativistic norm-conserving pseudopoten-
tials,87 which are part of the Quantum Espresso pseudopoten-
tial library. Here, one, four, ﬁve, and six electrons were explicitly
considered as valence electrons for H, C, N, and S, respectively,
with cutoﬀ radii (in Bohr) of 1.3, 0.5, 1.0, and 1.7, respectively.
We used a plane-wave basis cutoﬀ of 80 Ry for benzene and
120 Ry for pyridine, pyrimidine, and 3N-thiol. These values
lead to a total DFT energy converged to <1 meV/atom. To
avoid spurious interactions with periodic images, we used a
supercell with lattice vectors twice the size necessary to contain
99% of the charge density and, when computing the GW self-
energy, the Coulomb interaction was truncated at distances
larger than half of the unit cell size. The supercell dimensions,
in atomic units, were 35 × 39 × 24; 30 × 20 × 32, 19 × 30 ×
30; and 64 × 26 × 15.5 for benzene, pyridine, pyrimidine, and
3N-thiol, respectively.
Our static dielectric function and self-energy were con-
structed from 4914, 5515, 5071, and 3598 unoccupied states,
respectively, for benzene, pyridine, pyrimidine, and 3N-thiol.
For the former three prototypical small molecules, this energy
range corresponds to 90 eV above the vacuum energy, while for
3N-thiol, it corresponds to 50 eV above the vacuum energy.
Fewer states were included for 3N-thiol due to the greater
computational expense associated with this rather large system.
A static remainder approach was applied to the self-energy to
approximately complete the unoccupied subspace.88 The plane-
wave cutoﬀ for the dielectric function was 30 Ry for pyridine
and pyrimidine and 24 Ry for 3N-thiol and benzene. We ﬁnd
that these parameters converge the HOMO energies of the
prototypical small molecules to less than 0.1 eV. On the basis of
the convergence behavior of these molecules and the residual
diﬀerences that we ﬁnd for GW and OT-RSH HOMO energies
(vide infra), we extrapolate the errors associated with
eigenvalues of the 3N-thiol calculation to be less than 0.2 eV.
All SIC calculations were based on the seminal SIC concept
of Perdew and Zunger.46 However, we constructed a spatially
local, multiplicative exchange-correlation potential identical for
all orbitals in the system, which ensures that the SIC remains
within the KS realm.89,90 This is based on the generalized
optimized eﬀective potential (OEP) equation, which extends
the original OEP equation to the case of unitarily variant
functionals. It is solved using the generalized Krieger−Li−
Iafrate (KLI) approximation.89,91 Unlike the KLI approximation
to the standard OEP equation, which can introduce signiﬁcant
deviations for the SIC,92 the generalized KLI approximation
used here has been shown to be an excellent approximation to
the generalized OEP. The additional degree of freedom arising
from the variance inherent to our procedure can be used to
construct a set of orbitals that minimize the total SIC energy of
the system, where we applied a complex-valued energy
minimizing unitary orbital transformation.90 For additional
insights, we also used the PBE0 functional in conjunction with
a local multiplicative potential, constructedin contrast to
traditional GKS schemesvia the KLI91 approximation for the
exact exchange part of the functional. We refer to these
calculations as PBE0KS.
All SIC and PBE0KS calculations were performed with the
Bayreuth version93 of the PARSEC real-space code,94 where we
employed a grid-spacing of 0.2 Bohr and Troullier−Martins
norm-conserving pseudopotentials.87
Finally, for a meaningful comparison between the results of
diﬀerent functionals and/or computational approaches, we
tested explicitly that eigenvalues obtained from diﬀerent codes
and basis-set expansions (Gaussian, planewave, real-space) do
not diﬀer by more than 0.1 eV for the same underlying
functional. Furthermore, we veriﬁed by visual inspection95,96
that eigenvalues calculated from diﬀerent methods correspond
to the same molecular orbitals.
III. PROTOTYPICAL AROMATIC RINGSRESULTS
AND DISCUSSION
We start our analysis by considering the prototypical aromatic
gas-phase molecules of Figure 1a. The computed peak positions
in the eigenvalue spectra (neglecting diﬀerences of the
photoionization cross sections) should correspond to those in
the photoemission spectra (in arbitrary units, denoted as a.u. or
arb. units) and are shown in Figure 3. The computed spectra
are obtained from OT-RSH eigenvalues with SR Fock exchange
fractions of α = 0 and α = 0.2 for (a) benzene, (b) pyridine, and
(c) pyrimidine. The results are compared to gas-phase PES
spectra from refs 97−99 and to the results of our GW
calculations. Importantly, the spectra are plotted on an absolute
energy scale; i.e., the calculated eigenvalue spectra shown in
Figure 3 have not been shifted so as to align the theoretical data
with experimental results. To facilitate a visual comparison with
the experimental spectra, we broadened the calculated
eigenvalue spectra via convolution with a Gaussian (with a
standard deviation of 0.4 eV for benzene and 0.2 eV for
pyridine and pyrimidine). For all three systems, we ﬁnd an
overall excellent agreement between OT-RSH, our GW
calculations, and experimental results. In particular, the
HOMO energies calculated from the OT-RSH approach
correspond very well to the ﬁrst peak in the experimental
spectrum, indicating the success of the tuning procedure. In
addition, the shape of the experimental spectra at higher
binding energies is very well reproduced by the OT-RSH
spectra. Note that the comparison extends over a relatively
large energy range of ∼8 eV below the ﬁrst IP (much more
than the ∼3 eV in previous work on somewhat larger aromatic-
based organic molecules58). The agreement over such a wide
energy range is remarkable, considering that the correspond-
ence between DFT eigenvalues and photoemission energies is
expected, on general theoretical grounds, to deteriorate for
lower-lying states.3,24,100 Interestingly, the shape of the OT-
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RSH spectra for these molecules is only mildly sensitive to the
choice of α (which is not always the casesee below).
Despite the overall agreement, there is one particular feature
which does not agree with experimental results for each of the
three molecules: For benzene, the pronounced intensity in the
OT-RSH spectra around −13 eV is in contrast to the very low
intensity seen in the experiment. For pyridine and pyrimidine,
mismatches occur around −13 eV and −15 eV, respectively.
These discrepancies, discussed in more detail below, are
observed for both considered SR choices (α = 0 and α = 0.2).
The main deviation between our GW calculations and
experiments is found for the benzene molecule, where the
feature that in the experiment occurs around −11.5 eV is
shifted to higher binding energies. A similar discrepancy (as
well as some additional ones for the other rings) has previously
been pointed out by Marom et al.61
A precise quantitative comparison between theory and
experiment beyond the above statements is complicated by
several aspects: (i) The peaks in the experiments are not well
separated; i.e., to determine peak maxima and, correspondingly,
vertical ionization energies, one would need to perform
extensive ﬁtting. (ii) While important information on orbital
symmetry and localization can be obtained directly from
experimental results, it is common practice to provide a detailed
assignment of orbital shape and ordering based on comparisons
to theory, as was done in, e.g., ref 97. (iii) There are also some
deviations between diﬀerent experimental reports, e.g., for
pyrimidine, where the two experimental spectra from refs 98
and 99 (shown in Figure 3c) appear to be shifted with respect
to each other by ∼0.2 eV. Therefore, in the following, we
choose to compare theoretical data only to the original
experimental spectra and avoid the extraction of vertical
ionization series from the experiments. Nevertheless, in the
interest of putting our OT-RSH results for these prototypical
systems into perspective with previous literature ﬁndings,62 we
adopt the extracted experimental values for the ionization
energies reported by Marom et al.61 We can then perform a
straightforward statistical analysis of mean absolute diﬀerences
(MADs) between theory and experiment. This yields MADs of
∼0.1 eV for our GW calculations and MADs of ∼0.2 eV for the
OT-RSH (α = 0.2) calculations. Ref 62 can be understood to
suggest that the accuracy of the OT-RSH method falls short of
that of GW. In fact, the MADs of the OT-RSH calculations
diﬀer from those of our GW calculations by an extent which is
marginal and on par with the experimental resolution.
Furthermore, the MAD between OT-RSH and GW results is
∼0.2 eV, i.e., in the same range. Similar conclusions hold for the
3,4,9,10-perylene-tetracarboxylic-dianhydride (PTCDA) and
1,4,5,8-naphtalene-tetracarboxylic-dianhydride (NTCDA) mol-
ecules discussed in detail in refs 58 and 62.
For a deeper analysis of the remaining diﬀerences between
theory and experiment and their origin, we turn to a detailed
comparison between the OT-RSH and GW eigenvalues, given
in Figure 4. For each eigenvalue, the ﬁgure also provides the
corresponding single-electron orbital.
It has been recently implied62 that the satisfactory agreement
between OT-RSH and GW results, reported in ref 58, worsens
if the comparison is made to a GW calculation based on a
hybrid-functional DFT starting point, rather than on a PBE
starting point. To examine this, the ﬁrst two columns in Figure
4 show PBE- and PBE0-based G0W0 valence-electron energies
computed by Marom et al.61 for the small aromatic systems.
Our PBE-based G0W0 calculations, based on the scheme
presented in ref 14 and already shown in Figure 3 to agree well
with experiment results, are given in the third column in Figure
4. They are followed by our two (α = 0 and α = 0.2) OT-RSH
results. As in Figure 3, all eigenvalues are shown on an absolute
energy scale, with no shifting of the computed data. For all
three prototypical rings, our PBE-based G0W0 calculations,
Figure 3. Valence electron spectra for (a) benzene, (b) pyridine, (c)
pyrimidine, as obtained from experiment (benzene and pyridine, ref
97; pyrimidine, refs 99 and 98, reference I and II in the ﬁgure),
compared with simulated data obtained from GW and OT-RSH
calculations (with two diﬀerent amounts of SR Fock exchange, α),
broadened with Gaussians of widths 0.4, 0.2, and 0.2 eV, respectively,
to facilitate comparison with experimental results.
Journal of Chemical Theory and Computation Article
dx.doi.org/10.1021/ct400956h | J. Chem. Theory Comput. 2014, 10, 1934−19521939
within a plasmon-pole approximation,5 are closer to the PBE0-
based “full frequency”101 G0W0 calculations of Marom et al.
61
than to their PBE-based ones. Speciﬁcally, the MAD between
our PBE-based G0W0 results and the literature ones (averaged
over outer valence orbitals of all three molecules) is 0.56 eV.
The MAD is reduced to only 0.22 eV upon comparison with
the G0W0 results based on PBE0. The diﬀerence stems from
the fact that these two non-self-consistent, “one-shot” G0W0
results are calculated using diﬀerent approximations within the
GW scheme itself. Here, we use a plasmon-pole approximation,
pseudopotentials, and a plane-wave basis, an approach that
yields good agreement with measured IPs for small gas-phase
molecules;12,14 ref 61 reports all-electron calculations, with a
fully frequency-dependent dielectric function and a ﬁnite
localized basis. Indeed, the outcome of a GW calculation can
depend on more than just the starting point,9,12,14,102,103 and
more speciﬁcally, plasmon-pole models have been seen, in
other classes of systems such as simple oxides,104,105 to enhance
the magnitude of GW corrections. A detailed discussion of the
relative accuracy and precision and the pros and cons of
diﬀerent G0W0 approaches for molecular systems is well outside
the scope of this manuscript and will be taken up elsewhere.
Here, the only salient point is that the similarity between the
second and third columns of Figure 4 validates the comparison
made here and in ref 58, to the PBE-based GW methodology of
ref 14 (simply referred to as GW hereafter). Generally,
diﬀerences of 0.1−0.2 eV, owing to numerical precision, are
expected in present-day GW approaches. As mentioned above,
uncertainties of similar magnitude are expected in many of the
experiments relevant in the present context. Beyond numerical
precision, owing to the physical approximations inherent in any
choice of DFT functional, as well as in a G0W0 or GW
approximation to the self energy, energy diﬀerences smaller
than ∼0.1−0.2 eV are beyond the accuracy of these approaches.
Turning to the detailed comparison between OT-RSH and
our GW calculation, given in Figure 4, the following picture
emerges. First, the OT-RSH HOMO energies for all three
systems are in very good (<0.15 eV) agreement with the
respective lowest quasi-hole energy computed from GW.
Excellent agreement of OT-RSH HOMO values with reference
theoretical or experimental IPs has been previously reported for
a variety of systemssee, e.g., refs 52, 57, and 78. Nevertheless,
this ﬁnding is still not trivial, because the HOMO of benzene
consists of degenerate π orbitals, whereas the HOMO of
pyridine and pyrimidine is of σ character (n, to be precise). We
emphasize the importance of the tuning procedure for
obtaining this level of accuracy for the HOMO energy. For
comparison, consider the LC-ωPBE106 or LC-ωPBE074
functionals. Both are PBE-based RSH functionals just like the
one used here, with (α, γ) pairs of (α = 0, γ = 0.4 Bohr−1) and
(α = 0.2, γ = 0.2 Bohr−1), respectively; i.e., they employ a ﬁxed
nontuned value of γ. The outer-valence energies obtained from
these two functionals are shown in the two right-most columns
of Figure 4. For the LC-ωPBE functional, the ﬁxed-γ value is
much larger than the optimally tuned one at α = 0 (cf. Figure 3;
γopt = 0.287 Bohr−1, γopt = 0.312 Bohr−1, and γopt = 0.353
Figure 4. Valence eigenvalue spectra of (a) benzene, (b) pyridine, and (c) pyrimidine, obtained from GW, OT-RSH, and the nonoptimally tuned
LC- ωPBE and LC-ωPBE0 RSH functionals. The GW spectra shown were obtained from literature data (scanned in with corresponding color
coding from ref 61) with two diﬀerent starting points, and from our own work. The OT-RSH data were obtained from two diﬀerent choices for the
amount of SR Fock exchange, α.
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Bohr−1 for benzene, pyridine, and pyrimidine, respectively),
and consequently, the LC-ωPBE spectrum is too low in energy.
Complementarily, the LC-ωPBE0 ﬁxed-γ value is smaller than
that obtained with optimal γ tuning at α = 0.2 (cf. Figure 3; γopt
= 0.238 Bohr−1, γopt = 0.235 Bohr−1, and γopt = 0.278 Bohr−1 for
benzene, pyridine, and pyrimidine, respectively), and the
spectrum is too high in energy. Even for benzene, where this
is a smaller eﬀect, the LC-ωPBE0 are shifted by ∼0.35 eV from
our GW data and by ∼0.25 eV from the OT-RSH (α = 0.2)
data. For pyrimidine, the eﬀect is more pronounced and the
shifts amount to ∼0.55 eV and ∼0.6 eV, respectively. This
observation is fully consistent with the discussion of ref 32
(especially Figure 6 therein) and underscores once again the
importance of optimal tuning.
With the optimally tuned functional, the predicted deeper-
lying parts of the spectra (with one exception, mentioned
previously and discussed in more detail below) are in overall
excellent agreement with our GW calculations in spite of the
large energy range and the fact that for all systems both σ and π
orbitals are present. Increasing α from 0 to 0.2 slightly improves
the agreement between OT-RSH and GW, but the eﬀect is
overall minor for this kind of system; shifts in orbital energy
amount to up to ∼0.2 eV, as shown in the Supporting
Information (SI)). The reasons for this minor impact of α are
discussed below.
One may question the accuracy of the OT-RSH functional
for describing states with higher binding-energies because of
the absence of piecewise linearity62 (discussed in more detail
below) for highly charged species of the studied system. Such
piecewise linearity should indeed be obtained with the exact
DFT functional. However, it should be kept in mind that a
highly charged radical is much less stable and undergoes
considerable charge density relaxation and orbital reordering
with respect to the neutral or cationic molecule. As shown
above for the case of the pyridine molecule, even for the (only
singly charged) cation, it can be diﬃcult to obtain a meaningful
ground state, and this issue can be expected to be more severe
for more highly charged molecules. Therefore, while indeed
piecewise linearity in principle should be observed with the
exact functional also for highly charged species, we believe that
other issues are more relevant for describing accurately the
excited states of the singly charged cation, which are the ones
essential for describing the photoemission process.3,93,107,108
The one discrepancy between the GW and OT-RSH data
(vide supra) involves a particular ring-shaped π orbital (orange-
colored in Figure 4), which is speciﬁc to cyclic compounds. In
the OT-RSH, this orbital appears signiﬁcantly below its GW
position (by ∼0.4 eV for benzene and pyridine and an even
worse ∼0.7 eV for pyrimidine, almost independently of α). For
all three molecules, this orbital is primarily responsible for the
remaining disagreement between the OT-RSH calculations and
the experimental spectra in Figure 3.
To understand the OT-RSH results in more detail, and to
explore the possible origins of this remaining discrepancy, we
performed additional DFT calculations with several diﬀerent
functionals. Of all DFT functionals studied here, the OT-RSH
one is the only one capable of obeying the ionization potential
theorem of eq 3 and, consequently, providing HOMO energies
Figure 5. Shifted eigenvalue spectra of (a) benzene, (b) pyridine, and (c) pyrimidine obtained from diﬀerent theoretical schemes: a semilocal
functional (PBE), a conventional hybrid functional (PBE0) in both the Kohn−Sham (KS) and generalized Kohn−Sham (GKS) scheme, a self-
interaction-corrected (SIC) calculation, with and without additional “stretching” of the energy axis, GW calculations based on a PBE starting point,
and optimally tuned range-separated hybrid (OT-RSH) calculations with two diﬀerent short-range exchange parameters, α = 0 and α = 0.2. See text
for further details on the computational approaches. The absolute HOMO energy, in electronvolts, is given at the top of each column.
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that are close to the experimental IP.3,32 Therefore, in the
following comparison, all energies are reported relative to the
HOMO energy of the respective calculation (which is set to
zero). The resulting shifted eigenvalue spectra for the three
prototypical aromatic molecules are shown in Figure 5, with the
original HOMO energies shown on top.
First, we compare our OT-RSH results to those obtained
with their “parent” semilocal functionalPBEand those
obtained from PBE0, the most popular “conventional” hybrid
functional based on PBE. In the latter functional, semilocal PBE
exchange is mixed with 25% nonlocal Fock exchange for the
entire interaction range. This leads to an orbital-dependent
functional for the exchange-correlation energy,26 which can
then be used within DFT in two diﬀerent ways. If one wishes to
remain within the KS framework, one must take the variational
derivative of the exchange-correlation energy with respect to
the density, so as to determine the multiplicative KS potential.
This can be achieved for an implicit density-functional by
solving the (integro-diﬀerential) optimized eﬀective potential
(OEP) equation.26,109−111 Here, we solve this equation within
the KLI approximation91 (for details, see the “Computational
Details” section) and refer to the result as PBE0KS.
Alternatively, one can minimize the total energy with respect
to the orbitals. This is the almost universal practice with hybrid
functionals, which (as explained in the Introduction) is
rigorously justiﬁed within the generalized Kohn−Sham scheme.
We refer to this result as PBE0GKS.
A ﬁrst observation is that the shifted PBE0KS eigenvalues are
virtually identical to the shifted PBE ones for all systems. This is
in agreement with similar observations reported in ref 53. One
notable diﬀerence between the PBE and PBE0KS results is that
the shift needed to align the PBE0KS HOMO energy to the
experimental IP energy is substantially smaller than in PBE,
albeit still signiﬁcant. More profound diﬀerences occur between
the PBE0GKS and the PBE0KS data. While the amount of shift
needed for alignment of the HOMO with experimental results
is essentially the same for PBE0GKS and PBE0KS, the PBE0GKS
eigenvalues are overall “stretched” (= energy rescaled) with
respect to the PBE0KS dataas seen most clearly for the case of
benzene. For pyridine and pyrimidine, some additional orbital
reordering is found, especially in the upper part of the valence
band, due to mitigation of self-interaction errors, as discussed
below. Such a “stretching” of the energy scale has been
observed previously (see, e.g., refs 53, 112, and 113):
Körzdörfer and Kümmel53 have rationalized it by arguing
that, if the diﬀerences in the shapes of the KS and GKS orbitals
are ignored, then the diﬀerence between GKS and correspond-
ing KS eigenvalue can be viewed in terms of ﬁrst-order
perturbation theory involving the diﬀerence between Fock and
semilocal exchange. They suggested that this ﬁrst-order
correction mimics successfully the ﬁrst-order correction
between KS values and ionization energies, which is known
to dominate for outer-valence electrons.3,24,100 Indeed, the
shifted PBE0GKS eigenvalues are in much better agreement with
GW than the PBE0KS ones. This underscores the beneﬁcial
eﬀect of the nonlocal potential operator that is inherent to the
GKS scheme but absent in the KS schemes.
As a next step, the role played by the self-interaction error
(SIE) in the description of these systems shall be assessed, also
in order to understand whether orbital SIE considerations may
explain the discrepancy found above for the ring-shaped π
orbital. In order to examine that, we have performed SIC
calculations within the KS scheme (for details, see the
“Computational Details” section), which results in SIE-free
orbitals and eigenvalues. Generally speaking, the shifted SIC
spectra are quite similar (but not identical) to the shifted
PBE0KS spectra for all systems, although some eigenvalue
diﬀerences between the two spectra (up to ∼0.3 eV for benzene
and ∼0.4 eV for pyridine and pyrimidine) are found. This leads
to the above-mentioned orbital reordering found for pyridine
and pyrimidine once the SIE is mitigated. We furthermore ﬁnd
that SIC modiﬁes PBE eigenvalues diﬀerently for π and σ
orbitals, by an average of 0.2 eV, which in particular leads to a
reordering of the close-lying HOMO−1 and HOMO−2 of
pyrimidine. Notably, these diﬀerences in the SIC corrections
for π and σ PBE orbital energies are rather similar for all three
systems, meaning that the relative diﬀerences of SIEs in the σ
and π orbitals of benzene are similar to the ones in pyridine and
pyrimidine. We further note that, for these particular systems,
the magnitude of the SIC modiﬁcations is moderate, suggesting
a moderate SIE in these systems.
Comparison of the SIC data to our GW calculations reveals
immediately that, just like the PBE0KS data, they would beneﬁt
from further “stretching.” This is fully consistent with the fact
that both SIC and PBE0KS spectra arise from a KS, rather than a
GKS, calculation. We can simulate the eﬀect of such
“stretching” on the SIC spectrum by multiplying the shifted
SIC eigenvalues with a constant (a procedure that is, in fact,
often performed heuristically in the comparison of KS data with
experimental spectrasee, e.g., refs 114 and 115). For each
SIC spectrum, we chose this stretching factor such that the
lowest-energy PBE0GKS and SIC eigenvalues agree. For all three
prototypical systems, the resulting stretched SIC eigenvalue
spectra are in overall better agreement with the PBE0GKS
spectra than the regular (unstretched) SIC spectra and,
furthermore, are in very good agreement with the OT-RSH
data and with GW. For a few of the pyridine and pyrimidine
orbitals, we ﬁnd some remaining deviations of the stretched
SIC from the PBE0GKS and OT-RSH results, which is, however,
expected as the three approaches are very diﬀerent. This
agreement shows that a (range-separated or conventional)
hybrid can be highly eﬀective in the quantitative mitigation of
SIEs, even though it is not rigorously self-interaction free
because only a fraction of exact exchange is employed in the
short range. Indeed, similar observations have been made for
many other molecular systems,33−35,39,53,58,61,112,116 often by
comparison to experimental results, but also by comparison to
SIC.36,68 This rules out that the poor description of the “ring-
shaped” (orange-colored) π orbital by OT-RSH is due to a
general lack of balance in the description of π and σ orbitals
owing to the SIE.
Instead, we attribute the incorrect description of this highly
delocalized orbital to the absence of beyond-PBE (and possibly
nonlocal) correlation. This is supported by the observation that
this π orbital is also overbound in the shifted PBE0GKS data,
albeit by a lesser amount of ∼0.2 to ∼0.35 eV. As semilocal
exchange is known to mimic static correlation,117,118 it stands to
reason that further removal of some of it, as in the OT-RSH
scheme, would worsen the situation. From this point of view,
the error in this orbital is then yet one more issue of
compatibility between exact exchange and correlation,
especially a static one.26 However, one cannot rule out that
even if the correlation issue is overcome, an error would still
remain, owing to further dynamic relaxation which is not
captured in any eigenvalue-based and thus static description.
Indications for such eﬀects have been reported in the literature
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for small metal clusters,119 and the response of a very
delocalized orbital may be “metallic like.” Overcoming this
drawback, e.g., by examining more advanced correlation
functionals is, therefore, a challenge for future work.
IV. MORE COMPLEX AROMATIC
HETEROCYCLESRESULTS AND DISCUSSION
Encouraged by the overall success of the OT-RSH approach for
the prototypical aromatic rings, we now turn to examining the
performance of the OT-RSH method for more complex organic
molecules: terpyrimidinethiol (3N-thiol) and copper phthalo-
cyanine (CuPc)see Figure 1b.
Pyrimidinethiols such as 3N-thiol are known to form self-
assembled monolayers (SAMs),120 and they were shown to
display a number of interesting phenomena; e.g., they exhibit
diode-type current−voltage characteristics in molecular-scale
electronic devices.66,121 In the context of 3N-thiol SAMs, some
of us have predicted theoretically that the electronic structure is
signiﬁcantly altered due to collective electrostatic eﬀects in the
SAM, leading to a localization of the frontier molecular orbitals
and a concomitant pronounced reduction in the HOMO−
LUMO gap.68 3N-thiols were also suggested as SAMs to
strongly reduce or enhance the work function of an underlying
metal.67 These appealing ﬁndings render 3N-thiols an
interesting candidate for applications in organic and molecular
electronics. 3N-thiols are also interesting from a methodo-
logical perspective, as they pose a serious challenge to semilocal
KS schemes:68 By means of SIC calculations analogous to the
ones performed here, it was shown that close-lying π and σ
orbitals in the outer-valence region of 3N-thiol have markedly
diﬀerent SIEs and, as a consequence, are wrongly ordered in
(semi)local DFT functionals such as PBE. It was additionally
found that the Heyd−Scuseria−Ernezerhof (HSE) SR hybrid
functional122,123 to a large extent reproduces the SIC
corrections to the PBE outer-valence eigenvalues. In HSE,
the SR components are the same as in PBE0, but in the LR
there is no nonlocal exchange. From the photoemission
spectroscopy point of view, the behavior of HSE is known to
be similar to that of conventional hybrid functionals.34,124−128
The above-mentioned ﬁndings are supported by the data in
Figure 6a, which shows the shif ted eigenvalue spectra of 3N-
thiol, i.e., aligning all HOMO levels to zero, starting with the
literature data68 for PBE, SIC, and HSE. Here, we focus on the
range of ∼3 eV below the HOMO, which we have previously
identiﬁed for molecules of a similar size as a useful range of
accuracy for the RSH-derived eigenvalues.58 Generally, PBE
tends to produce σ orbitals that are underbound owing to
signiﬁcant SIE.33,34,58,68 Because the HOMO obtained from
Figure 6. (a) Shifted eigenvalue spectra of 3N-thiol as obtained from diﬀerent theoretical schemes (see text for details). PBE, SIC, and HSE values
were taken from ref 68. For the OT-RSH calculations, the optimal γ value was 0.217 and 0.187 (in Bohr−1) for α = 0 and α = 0.15, respectively. The
absolute HOMO energy, in electronvolts, is given at the top of each column. (b) Unshifted eigenvalue spectra of the same system, as calculated from
HSE, PBE0GKS, OT-RSH calculations with the two diﬀerent α values, and GW.
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PBE is of σ nature, shifting according to its energy results in π
orbitals that appear to be overbound. The SIC calculations (as
above, the spectrum is shown both “as calculated” and
“stretched”) correct the SIE and, as discussed above, strongly
shift the σ orbitals down in energy with respect to the π ones,
leading to extensive reordering of the eigenvalue spectrum. This
eﬀect also applies to the HSE spectrum, which needs no
stretching as it originates from a GKS calculation. We
additionally performed PBE0GKS calculations, also shown in
Figure 6a,129 and found an overall very good agreement with
the HSE spectrum and with the “stretched” SIC with an average
deviation of the shifted eigenvalues around ∼0.1 eV. This is
consistent with the above-mentioned ﬁndings, namely that HSE
is comparable to conventional hybrid functionals as far as
photoemission spectra are concerned.
To the best of our knowledge, an experimental PES spectrum
of 3N-thiol is not available in the literature. Therefore, we
performed reference GW calculations for which the (again
shifted) eigenvalue spectrum is also given in Figure 6a. As seen
above for the prototypical aromatic rings, the agreement of the
shifted GW spectrum with the shifted hybrid functional (PBE0
or HSE) spectrum is very good. Some discrepancy is observed
between ∼−2.0 to ∼−2.5 eV, but in this context it should be
kept in mind that here the plotted energy range is much smaller
than for the aromatic rings in Figures 4 and 5. In fact, in the
present case, the errors do not exceed 0.2 eV, which is within
the expected level of agreement between the two methods (vide
supra). This conﬁrms the conclusion drawn already from the
data of the “prototypical” molecules that the partial correction
of SIE and a “stretching” of the spectrum are the essential
eﬀects of a hybrid functional.
Despite the excellent agreement of the shifted conventional
hybrid (and stretched SIC) data with the GW results, the two
diﬀer by a large rigid energy shift. This can be gleaned even
from Figure 6a, where the HOMO eigenvalue obtained from
each method is given at the top of each column, but is made
obvious by Figure 6b, which shows unshif ted spectra on an
absolute energy scale. This discrepancy is removed by the OT-
RSH results, also shown in Figure 6a and b (again with two
diﬀerent choices of SR exact exchangeα = 0 and α = 0.15
the motivation for this particular selection of α values is
discussed below). As with the simpler systems, the IPs deduced
from our computed OT-RSH and GW eigenvalues are very
close in energy (∼0.2 eV) for both choices of α. Consequently,
the OT-RSH scheme produces quantitatively meaningful
spectra also on an absolute energy scale. This is in sharp
contrast to all other DFT methods presented in Figure 6.
A remaining and important issue is the best choice for the
short-range Fock-exchange fraction, α. In contrast to the case of
the small aromatic rings, where diﬀerent choices for α have had
no qualitative eﬀect and only a small quantitative eﬀect, for the
3N-thiol system the diﬀerences between the OT-RSH spectra
for the two choices of α are more pronounced. As shown in
Figure 6, these diﬀerences include qualitative deviations, e.g., a
reordering of the HOMO−3 and HOMO−4 orbitals. In
particular, we observe that, while the position of the π orbitals is
similar in both spectra, the σ orbitals are systematically
underbound in the α = 0 calculation, in comparison to the α
= 0.15 or the GW calculations. The diﬀerent dependence of π
and σ orbitals on α is underscored in Figure 7, which shows the
dependence of orbital eigenvalues on α in the entire range of α
= 0 to 0.2, with the range-separation parameter, γ, optimized
individually for each choice of α. We relate the underbinding of
σ orbitals at small α to the fact that the spatial extent of the σ
and π orbitals within the molecular plane is signiﬁcantly
diﬀerent; i.e., the σ orbitals are clearly more localized than π
states and, therefore, should suﬀer from a larger SIE.68 The
ﬁnding that the agreement with our GW calculations is
signiﬁcantly improved for α = 0.15 underscores that, as
suggested in ref 58 and discussed in the Introduction, a fraction
of Fock exchange in the SR together with full Fock exchange in
the LR allows for a mitigation of SIE and therefore a balanced
treatment of diﬀerently localized molecular orbitals, while
retaining the correct absolute position of the energy levels. In
principle, a similar statement applies for the small aromatic
rings as well. However, there the diﬀerence in degree of
localization is not the same and, perhaps more importantly, the
energy diﬀerences between individual eigenvalues are much
larger. Therefore, the practical importance of α is smaller in the
prototypical small (hetero)cycles, as shown in Figure 4 and in
the SI.
These considerations raise the question of whether an
optimal α can be chosen a priori. Srebro and Autschbach60 have
suggested that it can be achieved by tuning α. Speciﬁcally, they
sought the value of α that minimizes the curvature of the ideally
piecewise-linear total energy versus particle number curve for
the addition and removal of one charge from the neutral
molecule. This was done while simultaneously determining the
optimal γ for each choice of α obtained from eq 4 (with i
restricted to 0 and 1). As discussed in ref 58, some of the
Figure 7. Eigenvalues of 3N-thiol, obtained from optimally tuned range-separated hybrid (OT-RSH) calculations, as a function of the short-range
exchange fraction, α, with the optimal value of the range-separation parameter, γopt (in Bohr−1) determined for each choice of α.
Journal of Chemical Theory and Computation Article
dx.doi.org/10.1021/ct400956h | J. Chem. Theory Comput. 2014, 10, 1934−19521944
present authors successfully employed a similar approach to
determine an optimal value of α also for the purpose of
obtaining an outer-valence eigenvalue spectra, but only if it also
involved the removal of a second electron. Speciﬁcally, αopt was
found to equal 0.2 for PTCDA and NTCDA. This value agrees
well with the above considerations. Recently, Stein et al.
established a rigorous quantitative equality between deviations
from piecewise linearity and deviations from the IP theorem.130
Therefore, one can equivalently seek α directly by minimizing
the target function J from eq 4 without an explicit consideration
of fractional densities. Indeed, if this procedure is applied to
PTCDA and NTCDA, the same optimal α value is found (see
SI). Therefore, we discuss these two tuning procedures (by
piecewise linearity and by the IP theorem) together in the
following.
Indeed, in cases where an optimal α can be clearly identiﬁed,
several properties, including the eigenvalue spectrum, have
been found to be predicted satisfactorily.58,60,131 However, in
the case of 3N-thiol, we could not employ that strategy: With i
restricted to 0 and 1, a similar minimal value of the target
function J of eq 4 is obtained across a large range of α values:
the residual J only changed by 0.01 eV from α = 0.00 to α =
0.60, and no minimum of J occurred. Removal of the second
electron resulted in orbital reordering (see SI for more details).
In the absence of viable alternatives, a possible strategy would
be to resort to the generally recommended value74 of α = 0.2,
which indeed has been shown to yield very good results, for the
prototypes studied above as well as for other systems.59 This
would also be the case here; i.e., the MAD between the absolute
eigenenergies from our GW calculations and OT-RSH with α =
0.2, for the states shown in Figure 7, is ∼0.1 eV. However, as
the 3N-thiol results do depend more sensitively on α, it is still
interesting, if possible, to determine an optimal α value from
additional considerations. In this context, a useful practical
observation is that the shif ted results of the conventional hybrid
functional PBE0 are in good agreement with experimental and/
or theoretical reference data for the systems discussed here, as
well as for many other cases.35,58,59,132 Therefore, a pragmatic
approach would be to simply tune α so as to obtain agreement
between splitting of eigenvalues in the OT-RSH and in the
PBE0 spectra. Speciﬁcally, one should seek a balance in the
relative description of delocalized π and localized σ states. The
easiest way to achieve that is to tune α such that the π−σ
energy diﬀerence between the HOMO and HOMO−1 states is
the same in the OT-RSH and the PBE0GKS calculations. This
allows us to obtain the same useful level of SIE mitigation as in
a conventional hybrid functional, without the need for spectral
shifting. It is this approach which has led to the value of α =
0.15 for which the data shown in Figure 6 have been obtained.
Comparing our unshifted GW and OT-RSH (α = 0.15)
calculations of Figure 6b, one, indeed, observes a very good
agreement between the two methods. The only clear diﬀerence
is some orbital reordering around ∼−10.8 eV. One should,
however, note that the eigenvalues clustered there are very
close in energy and that this reordering does not involve
deviations greater than ∼0.1 eV between corresponding
eigenvalues of the two methods. Overall, the MAD between
the GW and OT-RSH (α = 0.15) calculations is a satisfying
∼0.1 eV, with the largest deviation being ∼0.2 eV for the
HOMO. For comparison, with OT-RSH (α = 0) the MAD is
∼0.25 eV, with the largest deviation being ∼0.45 eV, where the
reduced level of agreement is mostly due to the less accurate
description of the σ orbitals.
Encouraged by this further success, we now turn to an even
more complex systemcopper phthalocyanine (CuPcsee
Figure 1b). In molecular-solid form, CuPc is a highly stable
organic semiconductor with a broad range of applications,
including light-emitting diodes, solar cells, gas sensors, and
thin-ﬁlm transistors.133 Owing to these applications, there is
considerable interest in investigating its electronic structure
(see ref 69 and additional references therein). In the present
context, CuPc mainly serves as a test case that poses several
additional challenges for the OT-RSH method: First, it is an
open shell molecule (s = 1/2). Second, the interaction between
the d orbitals of the copper atom and the s and p orbitals of the
embedding macrocycle result in a highly nontrivial set of
localized and delocalized orbitalsan issue elaborated below.
For the CuPc molecule, Marom et al. have previously
established that: (1) semilocal functionals, such as PBE, result
in eigenvalue spectra that are strongly distorted by severe SIE;34
(2) these errors are mitigated substantially, though not
completely, by the use of hybrid functionals such as PBE0 or
HSE;34,69 (3) severe SIE distortions at the DFT level are partly
carried over to GW calculations building on the DFT
densities.69
To better understand the above claims, consider Figure 8a,
which provides a scheme containing the computed frontier
eigenvalues and orbitals. We illustrate the severe SIE (claim 1)
by considering several selected frontier orbitals. Whereas the
a1u orbital and the doubly degenerate eg orbitals are highly
delocalized on the macrocycle, the spin-split b1g orbitals are
quite strongly localized around the copper atom. Conﬁguration
1 (left side of Figure 8a) was obtained from the OT-RSH
calculations discussed below but is equivalent to the one
obtained from the GW calculations of ref 69. It identiﬁes the
delocalized a1u and eg orbitals as the HOMO and LUMO,
respectively, and places the spin-split b1g↑ and b1g↓ orbitals as
HOMO−1 and LUMO+1, respectively. PBE calculations,
however, predict conﬁguration 2 (right side of Figure 8a), in
which the spin-split b1g↑ and b1g↓ are identiﬁed as HOMO and
LUMO, respectively. Clearly, the localized b1g↑ orbital is
spuriously pushed to higher energies by the SIE, the eﬀect
being strong enough to make the b1g↑ orbital become the
HOMO. This forces the unoccupied b1g↓ orbital to be
spuriously shifted to lower energies in order to maintain the
spin-splitting symmetry, to the point of it becoming the
LUMO. PBE0 or HSE strongly mitigate this error (claim 2)
and yield conﬁguration 1.
To understand the manifestation of the SIE (and its
mitigation) in the simulated photoelectron data, spectra
computed with diﬀerent computational methods are compared
to experimental photoemission data in Figure 9. Importantly, in
this ﬁgure we compare occupied-state eigenvalues to the gas-
phase photoelectron spectrum as before, but further compare
unoccupied-state eigenvalues to experimental inverse photo-
emission spectroscopy (IPES). In IPES, photons are emitted
from a sample due to its irradiation with ﬁxed-energy electrons,
and the energy distribution of the emitted photons is measured,
yielding experimental information on virtual states.1 CuPc is the
ﬁrst system in this article for which such comparison is possible,
because for the small aromatic rings the virtual states are
unbound and because for 3N-thiol no (regular or inverse)
experimental PES data are available. In fact, gas-phase inverse
photoemission spectroscopy is nonexistent in general. There-
fore, the comparison is to experimental data obtained from thin
CuPc ﬁlms. Due to polarization eﬀects,59,134,135 the electron
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aﬃnity of a ﬁlm is much smaller than that of an isolated
molecule, and the computed empty state energies and the
measured inverse photoemission spectroscopy data can be
compared only up to a rigid shift. Therefore, to allow
comparison to experimental results without modifying the
computational gas-phase data, the experimental IPES spectra
were shifted so as to align the lowest-energy peak with the GW
spectrum shown at the topmost computed spectrum in Figure
9.
As discussed above, it is well-known that for either PBE or
PBE0 the HOMO and LUMO do not correspond to the
ionization potential or the electron aﬃnity, respectively (see,
e.g., refs 26 and 32). This causes an uncontrolled rigid shift of
the simulated photoemission curve. To facilitate a meaningful
comparison also for these functionals, the PBE and PBE0
spectra of Figure 9 are additionally shown in shifted form. To
determine the required rigid shift, the ionization potential is
computed as the total energy diﬀerence between the neutral
species and the cation, and the ﬁlled-state eigenvalue spectrum
is rigidly shifted such that the HOMO energy coincides with
the computed ionization potential. An equivalent procedure is
applied to the unoccupied-state eigenvalue spectrum, which is
rigidly shifted such that the LUMO energy coincides with the
computed electron aﬃnity. Comparison of the PBE- and PBE0-
based simulated spectra in Figure 9 (taken from ref 69) with
the experimental data reveals that whereas the shifted PBE
spectrum is in poor agreement with experiment for both ﬁlled
and empty states, the shifted PBE0 spectrum provides for a
much improved agreement with experimental results. This
highlights both the severe SIE in the PBE calculation and its
mitigation by the PBE0 calculation. Better agreement yet,
including an accurate placement of the spin-split ﬁlled b1g↑ and
empty b1g↓ orbitals, is aﬀorded by GW calculations of Marom et
al.,69 based on a PBE0 starting point. It is in signiﬁcantly better
agreement with experimental results than their GW calculations
based on a PBE starting point (at least with the particular ﬂavor
of GW used in ref 69, which, as discussed earlier, is diﬀerent
from the one we used above for benzene, pyridine, and
pyrimidine; we refrained from conducting such GW calcu-
lations also for CuPc, because of the computational cost
involved). This improved description of the electronic structure
Figure 8. (a) Schematic diagram of selected frontier eigenvalues and
orbitals for the CuPc molecule, as obtained from an OT-RSH
calculation (conﬁguration 1, left) and from a PBE calculation
(conﬁguration 2, right). (b) OT-RSH charge-density diﬀerences
between neutral and cation (left) and LUMO of cation (right),
obtained from the “open-shell singlet” conﬁguration of the CuPc
cation, corresponding to ionization of netrual conﬁguration 1 (in
green), and from the “closed-shell singlet” conﬁguration of the CuPc
cation, corresponding to ionization of conﬁguration 2 (in red). In the
charge density diﬀerence plots, green or red (blue) regions denote
areas of electron density depletion (accumulation) as a consequence of
the ionization process.
Figure 9. Simulated DFT and GW spectra (see text for details),
obtained from computed energy levels (shown as sticks) by
broadening via convolution with a 0.15-eV-wide Gaussian. PBE,
PBE0, and GW data were taken from ref 69. Theoretical data are
compared to the experimental gas phase photoemission data of
Evangelista et al.141 and to the thin ﬁlm inverse photoemission data of
(a) Murdey et al.142 (shown with curve ﬁtting results) and (b) Hill et
al.143 The experimental inverse photoemission spectra were shifted so
as to align the LUMO peak with the computed GW@PBE0 LUMO
peak. On the OT-RSH data, optimal γ values are given in Bohr−1.
Eigenvalues corresponding to the eg, a1u, and b1g orbitals are designated
by the same color scheme as in Figure 8.
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of CuPc by the PBE0 based GW calculations substantiates the
third above claim, i.e., the possible carry-over of severe SIE to
the GW calculation.
It is intriguing to determine how well the OT-RSH approach
performs in this more complicated scenario. As for the case of
pyridine (see Figure 2), it is important to choose the correct
cationic conﬁguration for the tuning procedure. Two cationic
conﬁgurations can be obtained from the OT-RSH calculation.
One is an “open shell singlet,” with a single spin in the b1g
orbital and in the a1u orbital, which corresponds to removal of
an electron from the a1u HOMO of conﬁguration 1 in Figure
8a. The other is a “closed-shell singlet” cation, which
corresponds to removal of an electron from the b1g HOMO
of conﬁguration 2 in Figure 8a. Importantly, only for the “open-
shell singlet” conﬁguration (which is lower in total energy) is
the LUMO consistent with the character of the neutral
HOMO, and with the “hole density,” as shown in Figure 8b.
Just like in the pyridine example of Figure 2, all tuning must be
performed solely with this conﬁguration. We note that multiple
stable conﬁgurations are well-known to occur in metal-
phthalocyanines,132 which is why we strongly stress the need
for correct identiﬁcation and usage of compatible neutral and
ionic conﬁgurations in the tuning procedure.136
Having ascertained the validity of our tuning procedure, we
turn to the spectra simulated using the OT-RSH method, also
shown in Figure 9. As for the case of 3N-thiol, the obtained
spectra (second and fourth theoretical curves in the ﬁgure) are
strongly α-dependent. This is shown explicitly in Figure 10,
which shows the dependence of orbital eigenvalues on α, with
the range-separation parameter, γ, again optimized individually
for each choice of α. It is particulary striking that the orbitals
most sensitive to α are the highly localized spin-split b1g pair,
which is fully consistent with our above discussion on the
relation between orbital localization and sensitivity to short-
range Fock exchange. Unfortunately, here direct tuning of α
based on eq 4, even with i = 0, 1, −1, was not useful because
the minimal value of the target function J was very small and
very weakly dependent on α within the numerical accuracy of
our work (see SI). Thus, while the procedure of ref 58 did not
fail, in the sense of providing an incorrect value for α, it did not
succeed either. Therefore, we determined α as for the case of
3N-thiol, i.e., based on the success of the shifted PBE0
spectrum. As discussed above, a crucial aspect in the theoretical
description of the CuPc spectrum is the energy separation
between the delocalized a1u orbital and the ﬁlled localized b1g
orbital of Figure 8. Therefore, we tune the value of α so as to
agree with the PBE0-calculated separation between the
eigenvalues for the a1u and b1g orbitals. This yields α = 0.17,
which is again close to the “default” value of 0.2, further
supporting the latter as a useful choice even without any α-
tuning. α = 0.17 was then used to calculate the second
theoretical curve in Figure 9. It yields excellent agreement with
prior GW@PBE0 calculations (shown in the ﬁgure) and the
experimental data in both the top valence (i.e., occupied) states
and the bottom conduction (i.e., unoccupied) states. In
particular, the OT-RSH alignment of the a1u, b1g, and eg states
of Figure 8 agrees very well with the prior GW calculations. As
orbitals above and below these frontier ones tend to be
“clustered” for these larger molecule, we do not discuss them
individually. However, it is clear that the agreement between
GW and OT-RSH gradually deteriorates as one goes further
down or up in the valence or conduction states, respectively. In
particular, it appears that agreement of the lower valence states
with the GW results could be further assisted by some
“stretching” of the energy scalean observation consistent
with the generally expected diﬀerences between nonlocal
exchange and self-energy operators,3 as well as with our
general guideline of restricting our attention to states within a
few electronvolts of the frontier orbitals. Nevertheless, in the
absence of detailed orbital information, at the level of the given
experimental resolution, the OT-RSH results can be viewed as
agreeing with experimental results as well as the GW ones,
possibly even relatively deep into the valence band.
As an additional observation, we note that the HOMO and
LUMO eigenvalues obtained from the OT-RSH (α = 0.17)
calculation (as is, without any rigid shifting of the data) are in
excellent agreement with the lowest quasi-hole and quasi-
electron excitations, respectively, obtained from GW@PBE0.
This is fully consistent with the work of Stein et al.,52 who
suggested that OT-RSH gaps can be identiﬁed with quasi-
particle gapsan observation that has since been conﬁrmed for
a large variety of systems by ourselves, as well as by several
other groups.58,59,78,137−140 A related interesting observation is
that the OT-RSH (α = 0) data are rather similar to the GW@
Figure 10. Eigenvalues of CuPc, obtained from optimally tuned range-separated hybrid (OT-RSH) calculations, as a function of the short-range
exchange fraction, α, with the optimal value of the range-separation parameter, γopt (in Bohr−1), determined for diﬀerent choices of α.
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PBE calculations from ref 69 (again, for that particular ﬂavor of
GW): Both are far better than the PBE data, but in both
spectra, the a1u−b1g and eg−b1g separations are not large
enough. This highlights yet again the positive role of SR
exchange in mitigating SIEs where they are signiﬁcant.58
V. CONCLUSIONS
In conclusion, we examined the performance of optimally tuned
range-separated hybrid functionals for predicting the photo-
emission spectra of several challenging prototypical (benzene,
pyridine, and pyrimidine) and complex (3N-thiol and CuPc)
(hetero)cyclic organic molecules. Overall, the resulting spectra
agree very well (typically within ∼0.1−0.2 eV) with
experimental data and our GW calculations, even for states
several electronvolts away from the frontier orbitals. We
performed several additional hybrid DFT calculations in both
the KS and GKS schemes and found that the inclusion of a
nonlocal operator strongly beneﬁts the calculated spectrum.
Moreover, our SIC calculations conﬁrmed that self-interaction
errors can be eﬃciently mitigated in OT-RSH functionals,
which shows that, with a PBE0-based optimal choice of the
short-range fraction of Fock exchange, the OT-RSH method
can oﬀer an excellent balance in the description of localized and
delocalized states. The sole exception found in the studied
systems is a high-symmetry orbital, particular to small aromatic
rings. We conclude that the OT-RSH method is a highly
accurate DFT method for outer-valence PES prediction for
such systems, and its accuracy is comparable to state-of-the-art
GW schemes. This success comes at the price of increased
computational and conceptual cost that is inherent to the
parameter tuning. While this increase in eﬀort is notable
compared to standard, nontuned DFT calculations, it is not
overwhelming and still lower than the cost of a GW calculation.
■ ASSOCIATED CONTENT
*S Supporting Information







▽These authors contributed equally to this work.
Notes
The authors declare no competing ﬁnancial interest.
■ ACKNOWLEDGMENTS
D.A.E. was partially supported through a DOC fellowship by
the Austrian Academy of Sciences. S.R.A. is supported by an
Adams fellowship of the Israel Academy of Sciences and
Humanities. Portions of this work were supported by the
European Research Council, the Israel Science Foundation, the
United States-Israel Binational Science Foundation, the
Germany-Israel Foundation, the Wolfson Foundation, the
Hemlsley Foundation, the Austrian Science Fund (FWF):
P24666−N20, the German Science Foundation (DFG/GRK
1640) and the Molecular Foundry. J.B.N was supported by the
U.S. Department of Energy, Oﬃce of Basic Energy Sciences,
Division of Materials Sciences and Engineering (Theory FWP)
under Contract No. DE-AC02-05CH11231. S.S. was partially
supported by the Scientiﬁc Discovery through Advanced
Computing (SciDAC) Partnership program funded by U.S.
Department of Energy, Oﬃce of Science, Advanced Scientiﬁc
Computing Research and Basic Energy Sciences. Work
performed at the Molecular Foundry was also supported by
the Oﬃce of Science, Oﬃce of Basic Energy Sciences, of the
U.S. Department of Energy. We thank the National Energy
Research Scientiﬁc Computing center for computational
resources.
■ REFERENCES
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(66) Díez-Peŕez, I.; Hihath, J.; Lee, Y.; Yu, L.; Adamska, L.;
Kozhushner, M. A.; Oleynik, I. I.; Tao, N. Rectification and Stability of
a Single Molecular Diode with Controlled Orientation. Nat. Chem.
2009, 1, 635−641.
(67) Egger, D. A.; Rissner, F.; Rangger, G. M.; Hofmann, O. T.;
Wittwer, L.; Heimel, G.; Zojer, E. Self-Assembled Monolayers of Polar
Molecules on Au(111) Surfaces: Distributing the Dipoles. Phys. Chem.
Chem. Phys. 2010, 12, 4291.
(68) Rissner, F.; Egger, D. A.; Natan, A.; Körzdörfer, T.; Kümmel, S.;
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(93) Mundt, M. Kümmel, S. Photoelectron Spectra of Anionic
Sodium Clusters from Time-Dependent Density-Functional Theory in
Real Time. Phys. Rev. B 2007, 76, 035413.
(94) Kronik, L.; Makmal, A.; Tiago, M. L.; Alemany, M. M. G.; Jain,
M.; Huang, X.; Saad, Y.; Chelikowsky, J. R. PARSEC − the
Pseudopotential Algorithm for Real-Space Electronic Structure
Journal of Chemical Theory and Computation Article
dx.doi.org/10.1021/ct400956h | J. Chem. Theory Comput. 2014, 10, 1934−19521950
Calculations: Recent Advances and Novel Applications to Nano-
Structures. Phys. Status Solidi B 2006, 243, 1063−1079.
(95) Humphrey, W.; Dalke, A.; Schulten, K. VMD: Visual Molecular
Dynamics. J. Mol. Graphics 1996, 14, 33−38.
(96) Kokalj, A. XCrySDena New Program for Displaying
Crystalline Structures and Electron Densities. J. Mol. Graphics Modell.
1999, 17, 176−179.
(97) Liu, S.-Y.; Alnama, K.; Matsumoto, J.; Nishizawa, K.; Kohguchi,
H.; Lee, Y.-P.; Suzuki, T.; He, I. Ultraviolet Photoelectron Spectros-
copy of Benzene and Pyridine in Supersonic Molecular Beams Using
Photoelectron Imaging. J. Phys. Chem. A 2011, 115, 2953−2965.
(98) Kishimoto, N.; Ohno, K. Collision Energy Resolved Penning
Ionization Electron Spectroscopy of Azines: Anisotropic Interaction of
Azines with He*(2 3 S) Atoms and Assignments of Ionic States. J.
Phys. Chem. A 2000, 104, 6940−6950.
(99) Potts, A. W.; Holland, D. M. P.; Trofimov, A. B.; Schirmer, J.;
Karlsson, L.; Siegbahn, K. An Experimental and Theoretical Study of
the Valence Shell Photoelectron Spectra of Purine and Pyrimidine
Molecules. J. Phys. B: At., Mol. Opt. Phys. 2003, 36, 3129−3143.
(100) Jones, R. O.; Gunnarsson, O. The Density Functional
Formalism, Its Applications and Prospects. Rev. Mod. Phys. 1989, 61,
689−746.
(101) Ren, X.; Rinke, P.; Blum, V.; Wieferink, J.; Tkatchenko, A.;
Sanfilippo, A.; Reuter, K.; Scheffler, M. Resolution-of-Identity
Approach to Hartree−Fock, Hybrid Density Functionals, RPA, MP2
and GW with Numeric Atom-Centered Orbital Basis Functions. New J.
Phys. 2012, 14, 053020.
(102) Bruneval, F.; Marques, M. A. L. Benchmarking the Starting
Points of the GW Approximation for Molecules. J. Chem. Theory
Comput. 2013, 9, 324−329.
(103) Caruso, F.; Rinke, P.; Ren, X.; Scheffler, M.; Rubio, A. Unified
Description of Ground and Excited States of Finite Systems: The Self-
Consistent GW Approach. Phys. Rev. B 2012, 86, 081102(R).
(104) Kang, W.; Hybertsen, M. S. Quasiparticle and Optical
Properties of Rutile and Anatase TiO2. Phys. Rev. B 2010, 82, 085203.
(105) Stankovski, M.; Antonius, G.; Waroquiers, D.; Miglio, A.; Dixit,
H.; Sankaran, K.; Giantomassi, M.; Gonze, X.; Côte,́ M.; Rignanese,
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We identify the deviation from the straight-line error (DSLE)—i.e., the spurious nonlinearity of the total
energy as a function of fractional particle number—as the main source for the discrepancy between experimental
vertical ionization energies and theoretical quasiparticle energies, as obtained from the GW and GW+SOSEX
approximations to many-body perturbation theory (MBPT). To check whether a DSLE is present in GW , we
propose an indicator that only invokes observables at integer particle numbers. For self-consistent calculations, we
show that GW suffers from a small DSLE. Conversely, for perturbative G0W0 and G0W0+SOSEX calculations the
DSLE depends on the starting point. We exploit this starting point dependence to reduce (or completely eliminate)
the DSLE. We find that the agreement with experiment increases as the DSLE reduces. DSLE-minimized schemes
thus emerge as promising avenues for future developments in MBPT.
DOI: 10.1103/PhysRevB.93.121115
Electronic structure theory has developed into an essential
tool in materials science because it offers a parameter-
free, quantum mechanical description of solids, molecules,
and nanostructures. This success is due to the continuous
development of electronic structure methods such as density-
functional theory (DFT) [1] and many-body perturbation
theory (MBPT) in the GW approximation [2]. This devel-
opment is guided in part by comparisons with experimental
reference data and in part by exact constraints, imposed by the
theoretical framework itself. We will demonstrate in this Rapid
Communication that invaluable insight into the GW approach
can be gained from such an exact constraint. The GW method
has long been heralded as the method of choice for band
gaps and band structures of solids and quasiparticle spectra
of molecules and nanostructures [3–5]. Yet, its accuracy is
not always satisfying and the starting point dependence in
the perturbative G0W0 variant can be very pronounced [5–7].
Here, we will show that the accuracy of GW is closely related
to the exact constraint that the ionization energy of the neutral
system must equal the electron affinity of the cation, which
is a direct consequence of the piecewise linearity of the total
energy [8]. Its violation gives rise to the deviation from the
straight-line error (DSLE), which has been extensively studied
in DFT [9–14]. The starting point dependence in G0W0 can
then be exploited to minimize the DSLE, which uniquely
defines the optimal starting point.
In 1982 Perdew et al. showed that the total energy of
a quantum mechanical system has to change linearly with
respect to the fractional removal (or addition) of an electron
[8],
E(f ) = (1 − f )E(N0 − 1) + fE(N0). (1)
Here, N0 is the number of electrons in the neutral system
and E(N0) the associated total energy. E(N0 − 1) is the total
energy of the singly ionized system and f varies in the interval
[0,1]. This piecewise linearity condition was initially derived
in the context of DFT, but applies to any total energy method.
In the following, we introduce a formal definition of the
deviation from linearity at fractional occupation numbers that
employs only quantities directly accessible by quasiparticle
energy calculations, that is, the ionization potential (IP)
and the electron affinity (EA). The linearity condition in
Eq. (1) implies that the first derivative of the total energy with
respect to the fractional occupation number f (i.e., ∂E/∂f )
should be constant and that it exhibits discontinuities at
integer occupations (f = 0 and f = 1). Additionally, ∂E/∂f
equals the electron removal energy E(N0) − E(N0 − 1) or,
equivalently, the energy for adding an electron to the positively
charged system. Therefore, the vertical IP of the neutral system





= E(N0) − E(N0 − 1) = −IP(N0). (2)






= E(N0) − E(N0 − 1) = −EAc(N0 − 1). (3)
Equations (2) and (3) illustrate that IP = EAc in an exact
theory. We thus define the difference between IP and EAc
as the DSLE,
DSLE = EAc(N0 − 1) − IP(N0). (4)
DSLE = 0 is a necessary condition for piecewise linearity.
However, in an approximate treatment of electronic exchange
and correlation, as, e.g., in GW , IP and EAc may differ. A
nonvanishing DSLE indicates a curvature in the total energy
versus fractional electron number curve, as illustrated in Fig. 1,
causing an erroneous deviation from the straight line [15,16].
The DSLE is most easily seen in the deviation from the
straight line
E(f ) = E(f ) − Elin(f ), (5)
where, following Eq. (1), Elin(f ) is the straight line between
E(N0) and E(N0 − 1). We will first examine the DSLE and
Eq. (5) for different DFT functionals before proceeding to our
GW analysis [17]. In DFT, common (semi)local functionals
typically exhibit a convex curvature and suffer from a large
2469-9950/2016/93(12)/121115(5) 121115-1 ©2016 American Physical Society
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FIG. 1. Schematic representation of the DSLE for total energies
E (left) and their derivatives ∂E/∂f (right) as a function of the
occupation number f .
DSLE, whereas Hartree-Fock (HF) is concave with a moderate
DSLE [9–14]. We show this tendency in terms of E(f ) for
the examples of the O2 and the benzene molecule in Fig. 2.
To quantify the DSLE by means of Eq. (4) we use
the eigenvalue of the highest molecular orbital (HOMO)
of the neutral system (HN0 ) for IP(N0) and the eigenvalue
of the lowest unoccupied molecular orbital (LUMO) of
the cation (LN0−1) for EAc(N0 − 1) [8,18–20]. For O2, the
Perdew-Burke-Ernzerhof (PBE) functional gives DSLE =
HN0 − LN0−1 = 11.6 eV, which agrees with the pronounced
convexity observed in Fig. 2. For benzene, the DSLE in
PBE reduces to half the size (DSLE = 5.9 eV), which is
also apparent from the maximal extent of E(f ) in Fig. 2.
Conversely, HF exhibits a concave DSLE manifested in
DSLE = −3.5 eV for O2 and DSLE = −2.5 eV for benzene.
All in all, the magnitude of DSLE can be taken as a measure
for the severity of the DSLE, whereas the sign indicates the
curvature. A positive value of DSLE corresponds to a concave
and a negative sign to a convex curvature. Convexity gives
rise to a delocalization of the electron density and concavity
to an overlocalization [9].
We now move on to discuss the DSLE in the GW
approximation. In GW , the total energy is only available
at integer occupation numbers because a rigorous ensemble
FIG. 2. Deviation from the straight line E(f ) for O2 (left)
and benzene (right). The slopes of E are indicated by arrows
obtained by evaluating Eq. (6) with an scGW quasiparticle and total
energies or RPA@PBEh(α = 0.6) total and G0W0@PBEh(α = 0.6)
quasiparticle energies. α defines the fraction of HF exchange in the
PBEh(α) hybrid. The blurred curves qualitatively show how E(f )
could behave (see main text for a discussion).
generalization of G to fractional particle numbers has not yet
been achieved and might give rise to additional self-energy
diagrams at fractional particle numbers [21]. For the exact
Green’s function our analysis is warranted, because it satisfies
Eqs. (2) and (3) and DSLE = 0. Even if diagrams beyond GW
would change ∂E/∂f so that it does not equal the quasiparticle
energies at the integer end points of an approximate theory such
as GW , E(f ) can still not be a straight line if DSLE, as defined
by the quasiparticle energy difference in Eq. (4), is not equal
to zero. It therefore makes sense to anticipate the severity of
the deviation from the straight line by DSLE, which we will
discuss for GW in the following.
Another reason for inspecting DSLE is related to the
self-screening problem in GW . In the calculation for the
N − 1 particle system, the screening in W will be that of
N − 1 electrons and thus typically less than that in the N
particle system. This is most evidently seen for one-electron
systems such as the hydrogen (H) atom where the calculation
for the proton gives the correct screening, i.e., zero, whereas the
calculation for the neutral H atom already includes screening
[22]. Thus, deviations between EAc(N − 1) and IP(N ) also
measure the severity of the self-screening.
Among the different GW flavors only fully self-consistent
GW (scGW ), in which the Dyson equation is solved itera-
tively, gives results that are independent of the starting point
[23,24]. Therefore, scGW provides an unbiased assessment
of the DSLE. Most importantly, in scGW also the ground
state is treated at the GW level and the scGW density does
not inherit the (de)localization error of the starting point, as
is the case in G0W0 calculations. First, we evaluate Eq. (4)
with the scGW quasiparticle HOMO and LUMO energies
and obtain DSLE = 0.9 eV for O2. This clearly indicates that
self-screening and a DSLE is present in scGW calculations.
Making the analogy to the DSLE in DFT, DSLE = 0.9 eV
would indicate convexity in the GW total energy curve,
however, much less pronounced than in PBE.
Extending the DFT DSLE analogy, we would like to
estimate how the GW total energy would behave if it could be
calculated for fractional particle numbers. For this we assume
that an ensemble generalization ofGW exists and that potential
additional diagrams yield only a negligible contribution near
integer particle numbers. The slopes of E then are
∂E/∂f = ∂E/∂f − ∂Elin/∂f. (6)
For the reference straight line we use ∂Elin/∂f = E(N0 −
1) − E(N0). Identifying the GW quasiparticle energies with
the electron affinity, respectively, the ionization potential,
allows us to connect ∂E/∂f with the GW quasiparticle






HN0 + E(N0 − 1) − E(N0) for N0,
LN0−1 + E(N0 − 1) − E(N0) for N0 − 1,
(7a)
(7b)
where we calculate the total energies E(N0 − 1) and E(N0)
with scGW [23,24]. The resulting slopes are displayed as
arrows in Fig. 2. For the example of O2, the slopes at the two
end points of the scGW curve confirm the convex behavior
predicted by DSLE, because they are pointing in different
121115-2
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FIG. 3. Left panel: Average DSLE for the G2ip set. Right panel:
Mean average error (MAE) of the ionization potential.
directions, i.e., they have different signs. The behavior between
the end points can be schematically illustrated in the spirit of
DFT total energies. Since we cannot calculate intermediate
points at fractional particle numbers, we indicate a possible
behavior schematically by the blurred curves. For our second
example, benzene, the behavior is markedly different. The
signs of ∂E/∂f are equal at both ends of the occupation
interval. To connect both end points—again schematically
sketched by the blurred curve in Fig. 2—E inevitably has to
cross zero at some point. Hence, we expect the E curve to
be divided into two regimes. Beginning from the cation, the
positive slope at N0 − 1 gives rise to a concave DSLE. When
we approach the N0 electron limit, the positive slope at N0
requires a convex curvature. For benzene, the absolute value
of the slope at N0 − 1 is higher than at the other end of the
interval. As a result, we expect the concave deviation on the
N0 − 1 side to be more pronounced than the convex part. This
is also reflected by a negative DSLE of − 0.7eV, which we
associate with a concave DSLE.
To provide a comprehensive assessment of the DSLE in the
GW approximation, we have further performed calculations
for a benchmark set consisting of 48 atoms and molecules
selected from the quantum chemical G2 ion test set [25,26]
based on the availability of experimental vertical IPs—referred
to as G2ip in the following [27]. For scGW we find a mean
DSLE of ¯DSLE = −0.5 eV. The average over the absolute
¯DSLE amounts to 0.9 eV. The scGW DSLE is thus much
smaller than that of PBE and HF (Figs. 2 and 3). Our
results suggest that scGW predominantly exhibits a concave
DSLE and thus has the tendency to overlocalize electron
density, which is consistent with previous work [16] on the
quasiparticle self-consistent GW approach [28].
Most commonly, GW is not carried out fully self-
consistently, but applied in first-order perturbation theory
(G0W0). This introduces a dependence on the reference ground
state encoded in G0. Logically, also the DSLE should depend
on the chosen starting point.
For O2, G0W0 calculations based on orbitals and eigen-
values from PBE (G0W0@PBE) yield an IP of −11.6 eV,
which differs from the EAc of the cation (−13.0 eV).
Thus, G0W0@PBE also violates the straight-line condition,
as quantified through Eq. (4), which yields DSLE = 1.4 eV.
The positive value of DSLE indicates a convex total energy
at fractional particle numbers as in PBE, albeit an order of
magnitude smaller than in PBE. Conversely, we find DSLE =
−0.6 eV with opposite sign if we use G0W0 based on the
PBE hybrid functional PBEh(α) with α = 1. PBEh(α) mixes
FIG. 4. DLSE (red), ∂E/∂f for O2, and benzene at N0 −
1 (blue) and N0 (black) particles for G0W0@PBEh(α) and
RPA@PBEh(α) total energies.
PBE exchanges with HF exchange according to EPBEhxc (α) =
EPBEc + (1 − α)EPBEx + αEHFx [29,30].
Now one could ask if our DSLE definition may prove
useful for the design of novel DSLE-free approaches for
quasiparticle energy calculations. Since in our two examples
DSLE changes sign for α = 0 and α = 1, it is conceivable to
postulate that an intermediate, optimal α exists for which the
DSLE in G0W0 is eliminated or at least considerably reduced.
To test this postulate, we evaluate the DSLE for several α
values in the range [0,1]. As illustrated in the lower panel of
Fig. 4, an increasing α gradually decreases DSLE for O2 and
benzene. At an optimal α of ≈0.4 for benzene and ≈0.6 for
O2, the DSLE vanishes. Beyond this point, DSLE becomes
increasingly negative with a further increase in α, indicating
an increasingly concave total energy curve.
We can support the G0W0 DSLE results by examining the
slopes of E as defined in Eq. (6). Within an approximate en-
semble generalization of the noninteraction Green’s function
G0 [31,32], G0W0 quasiparticle energies become equivalent
to the derivative of the total energy in the random phase
approximation (RPA) with respect to the particle number [31].
We show ∂E/∂f for N0 − 1 and N0 as a function of α for
O2 and benzene in Fig. 4. Both molecules show the trend
expected from the DSLE calculations. Beginning at small α,
the slopes support convexity because E falls away from
N0 − 1 and rises again approaching N0. Conversely, for large
α, the signs of the slopes are reversed, implying concavity.
Both slopes approach zero around α = 0.6 for O2 and α = 0.4
for benzene, which is consistent with the α values for which
DSLE vanishes. Figure 2 shows the expected behavior of the
total energy for α = 0.6.
Next, we return to our benchmark set of 48 molecules. As
illustrated in the upper panel of Fig. 5, G0W0 exhibits the
largest DSLE, when starting from PBE. The DSLE decreases
for increasing α and approaches a negative DSLE in the limit
of 100% HF exchange that is almost as large in absolute value
as for G0W0@PBE. The optimal α that eliminates the DSLE
again amounts to ≈0.4. We also determined the optimal α
values for each molecule, individually. Here, too, the optimal
α amounts to α ≈ 0.4 on average.
We now establish a correlation between the DSLE and
the agreement with experimental reference data for ion-
ization potentials. For all M molecules of the G2ip test
set, we evaluated the G0W0@PBEh(α) HOMO energies for
different α and calculated the mean absolute error (MAE ≡∑M
i=1 |Hi − IPexpi |/M) with respect to the experimental
121115-3
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FIG. 5. Upper panel: Average DSLE for the G2ip set computed
with scGW , G0W0, and G0W0 + SOSEX, as a function of the HF
exchange parameter α employed in the PBEh(α) starting point. Lower
panel: MAE of the predicted ionization potential depending on the
starting point.
vertical IPs [33]. As shown in the lower panel of Fig. 5, the
MAE exhibits a minimum at α ≈ 0.4 when G0W0@PBEh(α)
becomes DSLE minimized. At this point, the MAE amounts
to 0.20 eV [34], which can be seen as the intrinsic accuracy
of G0W0 based on global hybrid functionals. With increasing
DSLE we observe a concomitant increase of the MAE.
As the minimum in the G0W0 MAE curve is rather
shallow, hybrid functional starting points with 30%–50% HF
exchange produce reasonable MAEs. This is consistent with
the empirical findings of Bruneval [35], Marom et al. [7], and
the work of Ko¨rzdo¨rfer et al. [36].
Consistent with the analysis above, the MAE of scGW
(0.36 eV) is slightly higher than for DSLE-minimized G0W0.
However, the MAE of the IPs from the total energy difference,
in scGW amounts to only 0.22 eV, and is thus comparable to
DSLE-minimized G0W0. Our results strongly suggest that the
DSLE is largely responsible for the discrepancies betweenGW
quasiparticle energies and experimental ionization energies.
Finally, we illustrate that the concept of DSLE-minimized
quasiparticle calculations is generally applicable and can be
transferred to other self-energy approximations. Motivated by
the good results of renormalized second-order perturbation
theory (rPT2) for electron correlation energies [37], Ren and
co-workers recently proposed a beyond-GW scheme [38]
that combines GW with a second-order screened exchange
self-energy (G0W0+SOSEX). In the following, we apply our
DSLE analysis to (G0W0+SOSEX)@PBEh(α) calculations
for the G2ip test set. In the upper panel of Fig. 5 we display
the corresponding DSLE and in the lower panel the MAE
as a function of α. Compared to G0W0, the starting point
dependence is weaker and the DSLE is always negative. Also,
the DSLE and the MAE are minimized at smaller α values.
This confirms our previous, heuristic findings, that rPT2 and
G0W0+SOSEX perform best for starting points that are close
to PBE. The smallest MAE amounts to 0.21 eV, which is
comparable to G0W0.
In conclusion, we have shown that the DSLE is a prominent
source of discrepancy between experimental and theoretical
vertical IPs. Through a formal definition of the DSLE for
quasiparticle calculations, we show that the GW approach
has an intrinsic DSLE of −0.5 eV and a tendency towards
concavity, i.e., localization of electrons. We then establish
a correlation between the DSLE and the deviation from
experimental ionization energies. This allowed us to propose
a recipe for obtaining DSLE-minimized approximations to
many-body perturbation theory. The DSLE-minimized G0W0
and G0W0+SOSEX schemes give the best agreement with
experimental data, as illustrated for the 48 molecules of the
G2ip test set.
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In the following we present a detailed listing of the relevant data that sets the foundation for the figures in the
article Piecewise linearity in the GW approximation for accurate quasiparticle energy predictions. We list the
molecules from the G2ip test set togehter with the corresponding experimental vertical ionization energies taken
from http://cccbdb.nist.gov. Additionally we show the quasiparticle energies of the highest occupied molecular
orbital ÔHN0 , the deviation from the straight line error ∆DSLE, and the deviation from the experimental ionization
energy |∆IP|. Representiv for all G0W0 calculations we list numerical values for the starting points G0W0@PBE,
G0W0@PBEh(0.4), and G0W0@PBEh(1.0). Further, we show the data obtained from fully self-consitent GW and
from G0W0+SOSEX@PBEh(0.1).
TABLE I: List of molecules from the G2ip test set. The second column show the experimental vertical ionization
energies IPexp taken from http://cccbdb.nist.gov. Calculated values for the quasiparticle energy of the highest
occupied molecular orbital ÔHN0 , the deviation from the straight line error ∆DSLE, and the deviation from the
experimental ionization energy |∆IP| are given in eV.
G0W0@PBE G0W0@PBEh(0.4) G0W0@PBEh(1.0)
IPexp ÔHN0 ∆DSLE |∆ IP| Ô
H
N0 ∆DSLE |∆ IP| Ô
H
N0 ∆DSLE |∆ IP|
Al 5.98 -5.85 0.32 0.13 -6.08 -0.01 0.10 -6.21 -0.26 0.23
Ar 15.76 -14.83 0.83 0.93 -15.27 0.02 0.49 -15.54 -0.68 0.22
B 8.30 -7.70 1.30 0.60 -8.33 0.21 0.03 -8.67 -0.27 0.37
BCl3 11.64 -11.09 0.60 0.55 -11.69 -0.04 0.05 -12.09 -0.55 0.45
Be 9.32 -8.96 0.05 0.36 -9.12 -0.25 0.20 -9.12 -0.41 0.20
BF3 15.96 -14.94 0.68 1.02 -15.81 -0.35 0.15 -16.34 -1.19 0.38
C 11.26 -10.37 1.21 0.89 -11.18 0.19 0.08 -11.61 -0.53 0.35
C2H2 11.49 -11.06 0.74 0.43 -11.43 -0.07 0.06 -11.62 -0.80 0.13
C2H4 10.68 -10.32 0.64 0.36 -10.59 -0.13 0.09 -10.70 -0.83 0.02
C2H4S 9.05 -8.74 0.92 0.31 -9.10 -0.02 0.05 -9.31 -0.87 0.26
C2H5OH 10.64 -10.18 2.23 0.46 -10.84 0.15 0.20 -11.34 -1.66 0.70
C6H6 9.25 -9.05 0.73 0.20 -9.35 0.06 0.10 -9.49 -0.68 0.24
CH2CCH2 10.20 -9.91 0.76 0.29 -10.32 -0.11 0.12 -10.58 -1.04 0.38
CH2S 9.38 -8.97 0.95 0.41 -9.38 -0.03 0.00 -9.58 -0.86 0.20
CH3 9.84 -9.21 0.91 0.63 -9.76 0.00 0.08 -10.10 -0.78 0.26
CH3Cl 11.29 -10.92 1.21 0.37 -11.33 0.13 0.04 -11.59 -0.81 0.30
CH3F 13.04 -12.72 1.00 0.32 -13.35 -0.05 0.31 -13.90 -1.38 0.86
CH3SH 9.44 -9.08 0.97 0.36 -9.43 0.02 0.01 -9.64 -0.76 0.20
CH4 13.60 -13.94 0.62 0.34 -14.43 -0.19 0.83 -14.74 -0.91 1.14
CHO 9.31 -9.11 1.00 0.20 -9.87 0.14 0.56 -10.48 -0.57 1.17
Continued on next page
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G0W0@PBE G0W0@PBEh(0.4) G0W0@PBEh(1.0)
IPexp ÔHN0 ∆DSLE |∆ IP| Ô
H
N0 ∆DSLE |∆ IP| Ô
H
N0 ∆DSLE |∆ IP|
Cl 12.97 -12.42 0.69 0.55 -12.80 -0.06 0.17 -13.02 -0.70 0.05
Cl2 11.49 -11.06 0.73 0.43 -11.48 0.09 0.01 -11.80 -0.51 0.31
ClF 12.77 -12.22 0.94 0.55 -12.73 0.13 0.04 -11.35 -0.63 0.40
CO 14.01 -13.37 1.19 0.64 -14.18 -0.06 0.17 -14.87 -1.22 0.86
CO2 13.78 -13.30 1.11 0.48 -13.91 -0.07 0.13 -14.35 -1.55 0.57
CS2 10.09 -9.79 0.81 0.30 -10.14 0.02 0.05 -10.39 -0.92 0.30
F 17.42 -16.15 1.15 1.27 -16.90 -0.27 0.52 -17.24 -1.43 0.18
FH 16.12 -14.99 1.35 1.13 -15.76 -0.28 0.36 -16.11 -1.70 0.01
Li 5.39 -5.76 -0.56 0.37 -5.77 -0.49 0.38 -5.71 -0.39 0.32
Mg 7.65 -7.45 0.05 0.20 -7.58 -0.20 0.07 -7.58 -0.32 0.07
N 14.54 -13.44 1.43 1.10 -14.31 0.20 0.23 -14.79 -0.72 0.25
N2 15.58 -14.90 1.03 0.68 -15.75 0.07 0.17 -17.21 -1.50 1.63
Na 5.14 -5.28 -0.51 0.14 -5.32 -0.38 0.18 -5.28 -0.25 0.14
NaCl 9.80 -8.15 1.40 1.65 -9.02 -0.05 0.78 -9.26 -0.86 0.54
Ne 21.56 -19.61 1.33 1.95 -20.34 -0.23 1.22 -20.64 -1.56 0.92
NH3 10.82 -10.23 1.06 0.59 -10.88 -0.20 0.06 -11.24 -1.29 0.42
O 13.61 -12.84 0.92 0.77 -13.54 -0.32 0.07 -13.83 -1.27 0.22
O2 12.30 -11.64 1.41 0.66 -12.64 0.34 0.34 -13.52 -0.62 1.22
OCS 11.19 -10.96 0.83 0.23 -11.35 0.03 0.16 -11.65 -0.86 0.46
OH 13.02 -12.33 1.10 0.69 -13.05 -0.31 0.03 -13.37 -1.49 0.35
P 10.49 -9.98 0.77 0.51 -10.40 0.12 0.09 -10.65 -0.37 0.16
P2 10.62 -10.24 0.71 0.38 -10.49 0.10 0.13 -10.60 -0.43 0.02
PH3 10.59 -10.27 0.64 0.32 -10.60 -0.07 0.01 -10.79 -0.69 0.20
S 10.36 -10.06 0.53 0.30 -10.40 -0.14 0.04 -10.58 -0.68 0.22
S2 9.55 -9.06 0.87 0.49 -9.58 0.23 0.03 -10.02 -0.35 0.47
SH2 10.50 -10.06 0.69 0.44 -10.39 -0.03 0.11 -10.57 -0.68 0.07
Si 8.15 -7.81 0.58 0.34 -8.15 0.05 0.00 -8.34 -0.34 0.19
SiH4 12.30 -12.33 0.71 0.03 -12.88 -0.05 0.58 -13.24 -0.62 0.94
3TABLE II: List of molecules from the G2ip test set. The second column show the ex-
perimental vertical ionization energies IPexp taken from http://cccbdb.nist.gov.
Calculated values for the quasiparticle energy of the highest occupied molecular
orbital ÔHN0 , the deviation from the straight line error ∆DSLE, and the deviation
from the experimental ionization energy |∆IP| are given in eV.
G0W0+SOSEX@PBEh(0.1) scGW
IPexp ÔHN0 ∆DSLE |∆ IP| Ô
H
N0 ∆DSLE |∆ IP|
Al 5.98 -6.13 -0.42 0.15 -5.72 0.42 0.26
Ar 15.76 -15.54 -0.48 0.22 -15.41 0.14 0.35
B 8.30 -8.64 -0.64 0.34 -8.12 0.62 0.18
BCl3 11.64 -11.65 -0.23 0.01 -11.43 -0.47 0.21
Be 9.32 -9.34 -0.39 0.02 -8.56 0.30 0.76
BF3 15.96 -16.07 -0.59 0.11 -16.23 -1.70 0.27
C 11.26 -11.51 -0.60 0.25 -11.12 0.51 0.14
C2H2 11.49 -11.40 -0.21 0.09 -10.99 -1.33 0.50
C2H4 10.68 -10.61 -0.21 0.07 -10.16 0.62 0.52
C2H4S 9.05 -9.18 -0.36 0.13 -8.75 0.46 0.30
C2H5OH 10.64 -10.97 -0.61 0.33 -10.81 -2.61 0.17
C6H6 9.25 -9.45 -0.33 0.20 -8.79 -0.72 0.46
CH2CCH2 10.20 -10.19 -0.24 0.01 -9.91 -1.67 0.29
CH2S 9.38 -9.47 -0.38 0.09 -9.03 0.43 0.35
CH3 9.84 -10.11 -0.69 0.27 -9.70 -0.02 0.14
CH3Cl 11.29 -11.40 -0.70 0.11 -11.17 -1.66 0.12
CH3F 13.04 -13.47 -0.68 0.43 -13.48 -1.91 0.44
CH3SH 9.44 -9.51 -0.40 0.07 -9.12 0.25 0.32
CH4 13.60 -14.39 -0.57 0.79 -14.34 -1.75 0.74
CHO 9.31 -9.77 -0.30 0.46 -9.73 0.68 0.42
Cl 12.97 -12.95 -0.43 0.02 -12.61 0.52 0.36
Cl2 11.49 -11.52 -0.18 0.03 -11.24 -0.70 0.25
ClF 12.77 -12.86 -0.28 0.09 -12.59 -1.38 0.18
CO 14.01 -14.28 -0.64 0.27 -13.93 -1.35 0.08
CO2 13.78 -13.98 -0.44 0.20 -13.71 -2.18 0.07
CS2 10.09 -10.07 -0.06 0.02 -9.59 -0.73 0.50
F 17.42 -17.41 -0.83 0.01 -17.39 -0.17 0.03
FH 16.12 -16.26 -0.82 0.14 -16.30 -4.47 0.18
Li 5.39 -5.78 -0.58 0.39 -5.44 -0.13 0.05
Mg 7.65 -7.67 -0.23 0.02 -7.14 0.21 0.51
N 14.54 -14.69 -0.36 0.15 -14.44 0.05 0.10
N2 15.58 -15.89 -0.31 0.31 -15.57 -0.06 0.01
Continued on next page
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G0W0+SOSEX@PBEh(0.1) scGW
IPexp ÔHN0 ∆DSLE |∆ IP| Ô
H
N0 ∆DSLE |∆ IP|
Na 5.14 -5.36 -0.56 0.22 -5.17 -0.06 0.03
NaCl 9.80 -8.99 -0.10 0.81 -9.02 -1.65 0.78
Ne 21.56 -21.05 -0.98 0.51 -21.40 -1.13 0.16
NH3 10.82 -11.21 -0.66 0.39 -10.88 0.13 0.06
O 13.61 -13.99 -0.83 0.38 -15.47 -1.81 1.86
O2 12.30 -12.48 -0.29 0.18 -12.65 0.95 0.35
OCS 11.19 -11.35 -0.19 0.16 -10.88 -0.95 0.31
OH 13.02 -13.44 -0.73 0.42 -14.10 -0.75 1.08
P 10.49 -10.58 -0.18 0.09 -10.19 0.43 0.30
P2 10.62 -10.54 -0.16 0.08 -9.86 -0.54 0.76
PH3 10.59 -10.66 -0.23 0.07 -10.32 0.36 0.27
S 10.36 -10.41 -0.37 0.05 -10.99 -0.43 0.63
S2 9.55 -9.39 -0.07 0.16 -9.24 1.11 0.31
SH2 10.50 -10.55 -0.33 0.05 -10.10 0.58 0.40
Si 8.15 -8.27 -0.40 0.12 -7.87 0.61 0.28
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ABSTRACT: For the recent GW100 test set of molecular
ionization energies, we present a comprehensive assessment of
diﬀerent GW methodologies: fully self-consistent GW (scGW),
quasiparticle self-consistent GW (qsGW), partially self-
consistent GW0 (scGW0), perturbative GW (G0W0), and
optimized G0W0 based on the minimization of the deviation
from the straight-line error (DSLE-min GW). We compare our
GW calculations to coupled-cluster singles, doubles, and
perturbative triples [CCSD(T)] reference data for GW100.
We ﬁnd scGW and qsGW ionization energies in excellent
agreement with CCSD(T), with discrepancies typically smaller than 0.3 eV (scGW) and 0.2 eV (qsGW), respectively. For scGW0
and G0W0 the deviation from CCSD(T) is strongly dependent on the starting point. We further relate the discrepancy between
the GW ionization energies and CCSD(T) to the deviation from straight line error (DSLE). In DSLE-minimized GW
calculations, the DSLE is signiﬁcantly reduced, yielding a systematic improvement in the description of the ionization energies.
1. INTRODUCTION
Many-body perturbation theory provides an ideal framework
for the ﬁrst-principles study of electronic excitations in
molecules and solids.1 At variance with approaches based on
density-functional theory (DFT),2,3 the description of
electronic many-body interactions through the electron self-
energy facilitates a seamless account of exact exchange and
screening, which are essential to predict electronic excitations
with quantitative accuracy.4−7 The GW approximation8,9
provides an ideal compromise between accuracy and computa-
tional cost, and it has, thus, evolved into the state-of-the-art
technique for the computation of ionization energies and band
gaps in molecules and solids.5
GW calculations are typically based on ﬁrst-order perturba-
tion theory (G0W0),
9 a procedure that introduces a spurious
dependence of the results on the starting point, that is, the
initial reference ground state the perturbation is applied
to.6,10−13 The starting-point dependence may be reduced by
resorting to partial self-consistent approaches,11,14 such as
eigenvalue self-consistent GW or self-consistent GW0 (scGW0),
and it is completely eliminated in the self-consistent GW
method (scGW)15,16 − in which the Dyson equation is solved
fully iteratively −and in quasi-particle self-consistent GW
(qsGW).17−19 While scGW implementations are still relatively
rare,15,16,20−27 qsGW is now widely used.19,28−32 Moreover,
with rare exceptions,25 scGW and qsGW are typically not
implemented in the same code and have therefore not been
systematically compared.
Given the various ﬂavors of the self-consistent GW
methodology, benchmark and validation are important instru-
ments to (i) quantify the overall accuracy of GW calculations;
(ii) reveal the eﬀects of diﬀerent forms of self-consistency; and
(iii) identify new ways to improve over existing techniques for
quasiparticle calculations. The GW100 set provides an ideal test
case for addressing these challenges.33 This benchmark set is
speciﬁcally designed to target the assessment of ionization
energies, and it is composed of 100 molecules of diﬀerent
bonding types, chemical compositions, and ionization energies.
In this manuscript, we present the ionization energies for the
molecules of the GW100 test set calculated with G0W0, scGW0,
scGW, and qsGW. We analyze their behavior in terms of the
change in the electron density, the screening properties, and the
treatment of the kinetic energy. The accuracy of diﬀerent GW
approaches is established based on the comparison with
coupled-cluster singles, doubles, and perturbative triples34−36
[CCSD(T)] energies obtained for the same geometries and
basis sets.37 Our study reveals that scGW and qsGW ionization
energies diﬀer on average by 0.3 and 0.15 eV from the
CCSD(T) reference data, respectively. The discrepancy of
G0W0 and scGW0 from CCSD(T), on the other hand, is
contingent on the starting point. For the GW100 set, we report
an average starting-point dependence of 1.0 and 0.4 eV for
G0W0 and scGW0, respectively. Correspondingly, the starting
point introduces an additional degree of freedom that allows
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one to improve the agreement with CCSD(T), e.g., by
imposing the satisfaction of exact physical constraints. One
such constraint is the linearity of the total energy at fractional
particle numbers.38 The deviation from straight line error
(DSLE) has been shown to lead to systematic errors in DFT,
such as the tendency to overly localize or delocalize the
electron density.39,40 Within the context of GW calculations,
the DSLE may be minimized by varying the starting point. This
procedure we refer to as the DSLE-minimized GW approach
(DSLE-min).41 We show here that DSLE-min GW reduces the
discrepancy with CCSD(T) for the GW100 set as compared to
scGW with an average absolute deviation slightly larger than
that of qsGW (0.26 eV, based on the def2-TZVPP basis set).
Overall, our results provide a comprehensive assessment of the
starting-point dependence, the accuracy of G0W0 and self-
consistent GW methods, and suggest that the DSLE
minimization may provide a strategy to improve the accuracy
of the GW method at the cost of G0W0 calculations.
The manuscript is organized as follows. In Section 2 we
review the basics of the GW method and self-consistency.
Computational details are reported in Section 3. The ionization
energies for the GW100 test set are reported in Section 4 and
discussed in Section 5. DSLE-min GW results are discussed in
Section 6. Conclusions and ﬁnal remarks are presented in
Section 7.
2. METHODS
In the following, we give a brief introduction to the GW
methodology employed throughout the manuscript: scGW,
scGW0, qsGW, perturbative G0W0, and DSLE-min GW.
In the scGW approach, the interacting Green’s function G is
determined through the iterative solution of Dyson’s equation
= − Σ − + Δ− −G G v v[ ]1 0 1 0 H (1)
ΔvH denotes the change of the Hartree potential, which
accounts for the density diﬀerence between G0 and G, and v0 is
the exchange-correlation potential of the preliminary calcu-
lation.
The noninteracting Green’s function G0 may be expressed as
∑ω ψ ψ
ω μ η μ
′ =
* ′







( , , )
( ) ( )





where μ is the Fermi energy, and η is a positive inﬁnitesimal.
ψnσ and ϵnσ denote a set of single-particle orbitals and
eigenvalues determined from an independent-particle calcu-
lation (e.g., Hartree−Fock or DFT) for spin-channel σ. In the
GW approximation, the self-energy Σ is given by
∫ω ωπ ω ω ωΣ ′ = ′ ′ + ′ ′ ′σ σ ωηi d G W er r r r r r( , , ) 2 ( , , ) ( , , ) i
(3)
The screened Coulomb interaction W, in turn, is also
determined from the solution of a Dyson-like equation
∫ω χ ω ω′ = ′ + ′W v d d v Wr r r r r r r r r r r r( , , ) ( , ) ( , ) ( , , ) ( , , )1 2 1 0 1 2 2
(4)
where v(r,r′) = |r − r′|−1 is the bare Coulomb interaction. The
polarizability χ0 is most easily expressed on the time axis τ
∑χ τ τ τ′ = − ′ ′ −
σ
σ σi G Gr r r r r r( , , ) ( , , ) ( , , )0
(5)
and is Fourier transformed to the frequency axis before it is
used in eq 4.
The structure of eqs 1−5 reveals the self-consistent nature of
the GW approximation. Due to the interdependence of G, χ0,
W, and Σ, eqs 1−5 need to be solved iteratively until the
satisfaction of a given convergence criterion.16 We denote the
procedure in which eqs 1−5 are solved fully self-consistently as
scGW. Recent studies have revealed that Hedin’s equations may
exhibit multiple-solution behavior.42−47 For closed shell
molecules we have not yet observed multiple solutions.
Moreover, it has been shown that, if self-consistency is achieved
through the solution of the Dyson equation, as in this work, the
self-consistent loop converges to the unique physical solution.46
In scGW0 the screened interaction W is evaluated only once
using orbitals and eigenvalues from an independent-particle
calculation. The Dyson equation is thus solved iteratively
updating G and Σ at each step but keeping W0 ﬁxed. In scGW
and scGW0, the physical properties of the system − such as,
e.g., the total energy,20,21,48−50 the electron density,51 and the
ionization energy15,23 − may be extracted directly from the self-
consistent Green’s function by means of the spectral function
∫ω π ω= − ′′→A d Gr r r( ) 1 lim Im ( , , )r r (6)
As an example, we report in Figure 1 the spectral function of
the adenine nucleobase (C5H5N5O) evaluated using scGW,
scGW0@HF, and scGW0@PBE. For each approach, the energy
of the quasiparticle highest occupied molecular orbital
(HOMO) is given by the position of the highest energy
peak, indicated by arrows in Figure 1. We note that scGW0 still
exhibits a dependence on the starting point, which stems from
the nonself-consistent treatment of W, whereas scGW is
completely independent of the initial reference calculation.15
In the G0W0 approach, the quasiparticle energies ϵ
QP are
evaluated as a ﬁrst-order perturbative correction to a set of
single-particle (SP) eigenvalues ϵSP [obtained, for instance,
from DFT]
ψ ψϵ = ϵ + ⟨ |Σ ϵ − | ⟩σ σ σ σ σv( )n n n n nQP SP QP 0 (7)
Owing to the perturbative nature of eq 7, one would expect a
pronounced dependence of ϵnσ
QP on the starting point, that is, on
the set of eigenvalues ϵnσ
SP and orbitals ψnσ. To benchmark the
starting point dependence for the GW100 test set we consider
hereafter two diﬀerent starting points: Hartree−Fock and the
Perdew−Burke−Ernzerhof53 (PBE) generalized gradient ap-
proximation to DFT. We explicitly denote the starting-point
Figure 1. Spectral function of the adenine nucleobase, for which the
molecular geometry is shown, obtained from scGW, scGW0@HF, and
scGW0@PBE using the def2-TZVPP basis set.
52 The quasiparticle
HOMO is indicated by arrows.
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dependence by adopting the notation method@starting point
(e.g., G0W0@PBE).
In qsGW the Green's function keeps the analytic structure of
a noninteracting Green’s function (omitting spin indices for
brevity)
∑ω ψ ψ
ω μ η μ
′ =
* ′
− ϵ − − − ϵG i sgnr r
r r
( , , )
( ) ( )










The quasi-particle orbitals and energies are iteratively updated
solving the quasi-particle equation applying a linear mixing
scheme.17−19 The QP-orbitals of the (i + 1)th iteration ψn
(i+1)(r)
are expressed in terms of the orbitals of the previous iteration
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qsGW] is the single-particle part of the Hamiltonian
evaluated with the electron density generated by G0
qsGW. The
self-energy matrix is approximated as static and Hermitian
Σ̃ = Σ ϵ + Σ ϵ′ ′ ′ ′12 ( ( ) ( ))nn nn n nn n (11)





With these new orbitals, the wave functions at iteration i + 1
(ψn
QP(i+1)(r)) are constructed via eq 9. The orbitals become
orthonormal by construction due to the hermiticity of the
operators in eq 10.
qsGW is closely related to G0W0 in the sense that in each
cycle of the self-consistent solution the Green’s function is a
noninteracting G0. The ﬁnal result was shown to be
independent of the starting point,19 but both the stability of
the iterative cycle and the rate of convergence can be greatly
improved by using an optimal starting point. In addition, it was
found that a simple iteration scheme may not always converge.
In practice a linear mixing scheme is applied. In qsGW the
orbital energies are directly available via eq 10.
Besides scGW, scGW0, and qsGW, other approximate self-
consistent GW approaches have been investigated in the past,
such as eigenvalue self-consistent GW11,14,54,55 and GW
+COHSEX.13,56 These will not be discussed in this article.
Among the diﬀerent ﬂavors of GW calculations, the starting-
point dependence is most pronounced in G0W0, since both G0
and W0 depend explicitly on the initial set of orbitals and
eigenvalues. Yet, this ambiguity also provides a means to
improve the accuracy of G0W0, by seeking the optimal starting
point that leads to the satisfaction of exact physical constraints.
A prominent example is the piecewise linearity of the total
energy.57 Usually approximate theories do not automatically
exhibit a linearly changing total energy under fractional electron
removal (or addition) but instead produce a DSLE. If the total
energy were a linear function of the fractional particle number,
the ionization energy of the neutral system would be equal to
the electron aﬃnity of the cation (EAc).
40,58 Identifying the
ionization energy with the G0W0 quasiparticle HOMO and EAc
with the lowest unoccupied molecular orbital (LUMO) of the
cationic system, one may thus deﬁne the DSLE as41
Δ ≡ ϵ − ϵDSLE HOMOQP LUMO,cQP (12)
This deﬁnition can be applied to approximately quantify the
DSLE in the GW method without explicitly invoking the total
energy at fractional particle numbers. Furthermore, the
minimization of ΔDSLE in G0W0 calculations allows one to
ﬁnd a starting point that minimizes or completely eliminates
the DSLE. We here adopt the DSLE-min GW approach
proposed in ref 41 which is based on these concepts. For the
DSLE-min procedure we utilize starting points from PBE-based
hybrid (PBEh) functionals59 with an adjustable fraction α of
Hartree−Fock exchange and evaluate eq 12 with the G0W0@
PBEh(α) quasiparticle energies. We then identify the optimal
starting point with the very α that leads to a minimization of
ΔDSLE.
The coupled cluster singles, doubles, and perturbative triples
[CCSD(T)]34−36 approach is often regarded as the gold
standard among the quantum chemistry methods as it yields
results that approach chemical accuracy for a variety of
physical/chemical properties, such as binding energies and
atomization energies. CCSD(T) values are thus particularly
suitable to unambiguously establish the accuracy of GW
approaches for the ionization energies. In the following, our
calculated ionization energies are compared to reference values
from CCSD(T),37 whereby the ionization energy has been
obtained as a total energy diﬀerence between the ionized and
neutral molecules. The comparison to CCSD(T) is here
preferred to experimental data as it allows us to focus on the
eﬀects of exchange and correlation. We can therefore safely
ignore the eﬀects of temperature, nuclear vibrations, and
interaction with the environment, which aﬀect experimental
ionization energies.60 The CCSD(T) calculations of ref 37 used
the molecular geometries of the GW100 test set33 and are
therefore suitable to be compared with our calculations, in
which the same geometries were employed. Additional details
on the CCSD(T) calculations may be found in ref 37.
3. COMPUTATIONAL DETAILS
Our G0W0, DSLE-min GW, and scGW calculations have been
performed with the FHI-aims code,61−63 whereas qsGW
calculations have been performed using a local version of the
TURBOMOLE64 code. For G0W0, DSLE-min GW, and scGW
the frequency dependence is treated on the imaginary
frequency axis, and the quasiparticle energies are extracted by
performing an analytic continuation based on Pade ́ approx-
imants. Similarly to ref 33, for G0W0 and DSLE-min GW the
parametrization of the analytic continuation employed 200
imaginary frequency points on a Gauss-Legendre grid and 16
poles for the Pade ́ approximant method. The qsGW
calculations were performed directly in real frequency by
exploiting the full analytic structure of G and W as described in
refs 19 and 65. Our scGW calculations used the same
computational parameters as refs 15 and 16 for the frequency
dependence. At variance with ref 33, no basis set extrapolation
scheme has been employed in this work. Additional details on
the numerical implementations of G0W0, scGW, and scGW0 in
FHI-aims15,16,63 and the qsGW implementation in TURBO-
MOLE19,65 can be found elsewhere. All calculations use the
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Table 1. Vertical Ionization Energies for the GW100 Test Set Calculated with qsGW, scGW, scGW0@HF, scGW0@PBE, and
DSLE-Minimized G0W0 (DSLE-min) and def2-TZVPP Basis Sets
name formula qsGW scGW scGW0@HF scGW0@PBE DSLE-min DSLE-min (T4+) CCSD(T)
1 helium He −24.43 −24.44 −24.47 −24.01 −24.51
2 neon Ne −21.62 −21.40 −21.49 −20.84 −20.82 −20.22 −21.32
3 argon Ar −15.53 −15.26 −15.50 −15.18 −15.34 −15.27 −15.54
4 krypton Kr −13.74 −13.65 −13.88 −13.62 −13.62 −13.75 −13.94
6 hydrogen H2 −16.22 −16.18 −16.27 −15.98 −16.40
7 lithium dimer Li2 −5.34 −4.96 −5.15 −5.02 −5.00 −5.05 −5.27
8 sodium dimer Na2 −5.02 −4.63 −4.80 −4.74 −4.87 −4.93 −4.95
9 sodium tetramer Na4 −4.25 −3.85 −4.09 −3.99 −4.18 −4.27 −4.23
10 sodium hexamer Na6 −4.41 −3.94 −4.25 −4.16 −4.31 −4.40 −4.35
11 dipotassium K2 −4.08 −3.73 −3.90 −3.86 −3.96 −4.10 −4.06
13 nitrogen N2 −16.01 −15.44 −15.84 −15.32 −15.49 −15.75 −15.57
14 phosphorus dimer P2 −10.40 −9.73 −10.20 −10.01 −10.30 −10.52 −10.47
15 arsenic dimer As2 −9.62 −9.00 −9.48 −9.34 −9.52 −9.82 −9.78
16 fluorine F2 −16.33 −15.78 −16.17 −15.50 −15.56 −15.76 −15.71
17 chlorine Cl2 −11.52 −11.07 −11.47 −11.13 −11.36 −11.55 −11.41
18 bromine Br2 −10.54 −10.23 −10.58 −10.30 −10.31 −10.77 −10.54
20 methane CH4 −14.56 −14.28 −14.50 −14.14 −14.20 −14.35 −14.37
21 ethane C2H6 −12.99 −12.62 −12.92 −12.55 −12.60 −12.75 −13.04
22 propane C3H8 −12.35 −11.95 −12.30 −11.92 −12.03 −12.18 −12.05
23 butane C4H10 −11.89 −11.46 −11.85 −11.46 −11.73 −11.88 −11.57
24 ethylene C2H4 −10.63 −10.14 −10.45 −10.24 −10.40 −10.60 −10.67
25 acetylene C2H2 −11.53 −10.89 −11.23 −10.98 −11.17 −11.43 −11.42
26 tetracarbon C4 −11.45 −10.68 −11.21 −10.87 −10.87 −11.07 −11.26
27 cyclopropane C3H6 −11.13 −10.62 −10.98 −10.66 −10.77 −11.00 −10.87
28 benzene C6H6 - 9.38 −8.73 −9.20 −8.97 −9.12 −9.34 −9.29
29 cyclooctatetraene C8H8 −9.30 −7.81 −8.33 −8.04 −8.21 −8.44 −8.35
30 cyclopentadiene C5H6 −8.73 −8.10 −8.54 −8.29 −8.47 −8.69 −8.68
31 vinyl fluoride C2H3F −10.64 −10.11 −10.46 −10.16 −10.36 −10.59 −10.55
32 vinyl chloride C2H3Cl −10.09 −9.63 −10.02 −9.72 −9.92 −10.14 −10.09
33 vinyl bromide C2H3Br −9.33 −8.82 −9.19 −8.94 −9.06 −9.32 −9.27
35 carbon tetrafluoride CF4 −16.77 −16.34 −16.75 −15.89 −15.84 −15.78 −16.30
36 carbon tetrachloride CCl4 −11.63 −11.16 −11.69 −11.18 −11.46 −11.57 −11.56
37 carbon tetrabromide CBr4 −10.57 −10.10 −10.59 −10.16 −10.33 −10.59 −10.46
39 silane SiH4 −13.04 −12.74 −13.00 −12.55 −12.66 −12.88 −12.80
40 germane GeH4 −12.81 −12.40 −12.67 −12.28 −12.41 −12.55 −12.50
41 disilane Si2H6 −10.88 −10.46 −10.82 −10.45 −10.48 −10.75 −10.65
42 pentasilane Si5H12 −9.56 −9.04 −9.50 −9.10 −9.18 −9.32 −9.27
43 lithium hydride LiH −8.00 −7.88 −7.97 −7.45 −6.48 −6.71 −7.96
44 potassium hydride KH −6.17 −6.02 −6.17 −5.52 −5.65 −5.63 −6.13
45 borane BH3 −13.52 −13.22 −13.42 −13.05 −13.17 −13.30 −13.28
46 diborane(6) B2H6 −12.58 −12.23 −12.54 −12.09 −12.17 −12.30 −12.26
47 ammonia NH3 −11.08 −10.76 −10.97 −10.59 −10.59 −10.78 −10.81
48 hydrogen azide HN3 −10.91 −10.24 −10.69 −10.38 −10.61 −10.89 −10.68
49 phosphine PH3 −10.65 −10.24 −10.53 −10.28 −10.39 −10.60 −10.52
50 arsine AsH3 −10.50 −10.10 −10.39 −10.17 −10.24 −10.49 −10.40
51 hydrogen sulfide SH2 −10.39 −9.97 −10.26 −10.02 −10.15 −10.38 −10.31
52 hydrogen fluoride FH −16.33 −16.11 −16.26 −15.71 −15.63 −15.64 −16.03
53 hydrogen chloride ClH −12.65 −12.28 −12.55 −12.27 −12.41 −12.57 −12.59
54 lithium fluoride LiF −11.52 −11.34 −11.50 −10.59 −10.66 −10.85 −11.32
55 magnesium fluoride F2Mg −13.99 −13.77 −13.97 −13.05 −12.87 −13.00 −13.71
56 titanium fluoride TiF4 −15.75 −15.55 −16.15 −14.98 −14.80 −15.19 −15.48
57 aluminum fluoride AlF3 −15.69 −15.40 −15.68 −14.83 −14.59 −14.75 −15.46
58 fluoroborane BF −11.13 −10.64 −10.94 −10.56 −10.82 −10.98 −11.09
59 sulfur tetrafluoride SF4 −12.98 −12.47 −12.95 −12.36 −12.51 −12.73 −12.59
60 potassium bromide BrK −8.15 −7.88 −8.12 −7.72 −7.84 −8.25 −8.13
61 gallium monochloride GaCl −9.80 −9.35 −9.69 −9.49 −9.62 −9.93 −9.77
62 sodium chloride NaCl −9.07 −8.79 −9.03 −8.51 −8.79 −9.03 −9.03
63 magnesium chloride MgCl2 −11.64 - 11.39 −11.70 −11.24 −11.22 −11.39 −11.67
65 boron nitride BN −11.79 −11.06 −11.58 −11.27 −11.19 −11.81 −11.89
66 hydrogen cyanide NCH −13.65 −13.15 −13.51 −13.20 −13.47 −13.72 −13.87
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same parameters reported in ref 33 for the resolution-of-
identity and the real-space grids. To enable the direct
comparison with reference values from CCSD(T), we used
the Gaussian def2-TZVPP basis sets.52 In FHI-aims the
Gaussian basis functions are numerically tabulated and are
treated as numerical orbitals. We refer to ref 33 for detailed
convergence tests for this procedure. For the DSLE-min
method, basis set converged calculations for the quasiparticle
energies have been performed using the Tier 4 basis sets
augmented by Gaussian aug-cc-pV5Z basis functions (Tier
4+).63 To facilitate the comparison with CCSD(T), we also
report DSLE-min quasiparticle energies obtained with def2-
TZVPP basis sets.
We use the same geometries as in ref 33. [Experimental
geometries have been employed whenever available, otherwise
molecular geometries are optimized within the PBE approx-
imation for the exchange-correlation functional using the def2-
QZVP basis set. More details on the strategy adopted for
selecting the compounds of the GW100 set and their
geometries are given in ref 33.] We assume zero electronic
temperature, and the eﬀects of nuclear vibrations are ignored.
All ionization energies are vertical and do not include any
relativistic corrections.
4. IONIZATION ENERGIES FOR THE GW100 SET
The GW100 test set consists of 100 atoms and molecules which
have been selected to span a broad range of chemical bonding
situations, chemical compositions, and ionization energies. Due
to the absence of all-electron def2-TZVPP basis sets for ﬁfth-
row elements, we exclude Xe, Rb2, Ag2, and the iodine-
containing compounds (I2, C2H3I, CI4, and AlI3). For the
remaining 93 members of GW100 we can then conduct a
meaningful comparison with CCSD(T) reference data.
As discussed in ref 33, many molecules of the GW100 test set
have positive LUMO energies (that is, negative electron
aﬃnities), which makes them unsuitable for a systematic
assessment of electron aﬃnities since experimental data for
such compounds is diﬃcult to obtain. Moreover, CCSD(T)
reference data is presently also not available for the LUMOs in
the GW100 test set.37 For these reasons, we focus here on the
ﬁrst vertical ionization energy, for which experimental and
CCSD(T) reference data are available. An assessment of GW
methods for electron aﬃnities may found in ref 13. In Table 1,
we report the ionization energies for this subset of GW100
calculated with qsGW, scGW, scGW0@HF, and scGW0@PBE
and def2-TZVPP basis sets. For comparison, we also report the
CCSD(T) ionization energies from ref 37.
Table 1. continued
name formula qsGW scGW scGW0@HF scGW0@PBE DSLE-min DSLE-min (T4+) CCSD(T)
67 phosphorus mononitride PN −11.93 −11.56 −12.03 −11.60 −11.60 −11.84 −11.74
68 hydrazine H2NNH2 −10.08 −9.63 −9.93 −9.52 −9.53 −9.75 −9.72
69 formaldehyde H2CO −11.22 −10.82 −11.15 −10.67 −10.77 −11.02 −10.84
70 methanol CH4O −11.46 −11.07 −11.36 −10.86 −10.94 −11.19 −11.04
71 ethanol C2H6O −11.07 −10.69 −11.05 −10.51 −10.59 −10.84 −10.69
72 acetaldehyde C2H4O −10.62 −10.20 −10.59 −10.03 −10.10 −10.36 −10.21
73 ethoxy ethane C4H10O −10.23 −9.81 −10.27 −9.67 −9.77 −10.02 −9.82
74 formic acid CH2O2 −11.78 −11.42 −11.80 −11.19 −11.29 −11.57 −11.42
75 hydrogen peroxide HOOH −11.98 −11.55 −11.90 −11.38 −11.42 −11.69 −11.59
76 water H2O −12.91 −12.59 −12.78 −12.32 −12.26 −12.45 −12.57
77 carbon dioxide CO2 −14.07 −13.55 −13.95 −13.45 −13.61 −13.91 −13.71
78 carbon disulfide CS2 −10.04 −9.45 −9.95 −9.69 −9.89 −10.14 −9.98
79 carbon oxysulfide OCS −11.33 −10.72 −11.17 −10.88 −11.08 −11.35 −11.17
80 carbon oxyselenide OCSe −10.60 −10.00 −10.42 −10.19 −10.29 −10.62 −10.79
81 carbon monoxide CO −14.55 −13.95 −14.43 −13.90 −14.21 −14.44 −14.21
82 ozone O3 −13.21 −12.54 −13.16 −12.57 −12.24 −12.49 −12.55
83 sulfur dioxide SO2 −12.54 −12.05 −12.54 −12.06 −12.21 −12.55 −13.49
84 beryllium monoxide BeO −10.11 −9.77 −10.01 −9.58 −9.40 −9.68 −9.94
85 magnesium monoxide MgO −8.30 −7.97 −8.27 −7.72 −7.48 −7.60 −7.49
86 toluene C7H8 −9.00 −8.35 −8.83 −8.60 −8.74 −8.96 −8.90
87 ethylbenzene C8H10 −8.97 −8.30 −8.80 −8.55 −8.68 −8.91 −8.85
88 hexafluorobenzene C6F6 −9.91 −9.48 −10.08 −9.66 −9.96 −10.23 −9.93
89 phenol C6H5OH −8.82 −8.19 −8.67 −8.39 −8.52 −8.78 −8.70
90 aniline C6H5NH2 −8.12 −7.51 −7.99 −7.69 −7.83 −8.09 −7.99
91 pyridine C5H5N −9.76 −9.11 −9.58 −9.37 −9.53 −9.76 −9.66
92 guanine C5H5N5O −7.95 −7.49 −8.06 −7.71 −7.88 −8.18 −8.03
93 adenine C5H5N5O −8.41 −7.77 −8.33 −8.00 −8.16 −8.45 −8.33
94 cytosine C4H5N3O −8.99 −8.38 −8.93 −8.47 −8.63 −8.92 −9.51
95 thymine C5H6N2O2 −9.30 −8.69 −9.25 −8.83 - 9.01 −9.28 −9.08
96 uracil C4H4N2O2 −9.74 −9.12 −9.66 −9.22 −9.41 −9.69 −10.13
97 urea CH4N2O −10.45 −10.02 −10.45 −9.81 −10.13 −10.44 −10.05
99 copper dimer Cu2 −7.52 −6.98 −7.23 −7.29 −7.15 −7.57 −7.57
100 copper cyanide NCCu −10.97 −10.54 −11.13 −10.26 −10.38 −10.50 −10.85
aBasis set converged DSLE-minimized G0W0 calculations employ Tier 4 basis sets augmented by Gaussian aug-cc-pV5Z basis functions, denoted as
DSLE-min (T4+). For comparison, we also report CCSD(T) values from ref 37. All values are in eV.
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5. COMPARISON OF GW METHODS
To quantify the deviation from CCSD(T) calculations, we
analyze the error Δ ≡ εCCSD(T)HOMO − εQPHOMO and the absolute error
Δabs ≡ |εCCSD(T)HOMO − εQPHOMO|. In Figure 2, we report the error
distribution for the molecules of the GW100 test set, whereas
the absolute error is reported in Figure 3.
5.1. scGW vs qsGW.We start by considering the scGW and
qsGW approaches. At variance with G0W0 and scGW0, the
scGW ionization energies are independent of the starting
point.15,16 Any deviations between scGW and CCSD(T) can
then be attributed to intrinsic limitations of the GW
approximation (i.e., missing vertex corrections) rather than
the artiﬁcial starting-point dependence introduced by perturba-
tion theory or approximate self-consistent procedures. The
qsGW ionization energies of molecules have also been reported
to be independent of the starting point.19 However, for some
solids, a dependence on the starting point has been observed.66
Our calculations reveal that qsGW overestimates the
ionization potentials in our test set by 0.15 eV on average
[Figure 2 (b)], whereas scGW underestimates them by 0.3 eV
[Figure 2 (a)]. qsGW exhibits a MAE of ∼0.22 eV [Figure 3
(b)], and it thus yields quasiparticle energies in slightly better
agreement with CCSD(T) than scGW [MAE = 0.32 eV, Figure
3 (a)]. Overall, scGW and qsGW ionization energies diﬀer on
average by 0.45 eV, revealing that diﬀerent forms of self-
consistency may signiﬁcantly aﬀect the value of the
quasiparticle energies and the corresponding agreement with
experiment. In the following we explore four diﬀerent potential
explanations.
5.1.1. Screening Properties. While it is expected that
diﬀerent forms of self-consistency lead to diﬀerent results, the
magnitude of the diﬀerence is surprising. At ﬁrst glance, scGW
and qsGW should be similar since in both approaches the
quasiparticle energies enter the denominator of the Green’s
function. For both approaches we would therefore expect
underscreening, due to the inverse dependence of the
magnitude of screening on the energy diﬀerence between the
lowest unoccupied and the highest occupied state in GW. In a
beyond-GW treatment this underscreening due to the large
quasiparticle gap would be compensated by vertex corrections,
such as ladder diagrams.30,67 Without this compensation, the
underscreening due to the too large quasiparticle gap in W
would lead to an overestimation of ionization energies and
quasiparticle energies that resemble those of G0W0@HF, which
is also based on an underscreened W0 due to the large
HOMO−LUMO gap in HF. For qsGW we indeed observe this
resemblance with G0W0@HF in Figures 2 and 3, which results
in the aforementioned slight average overestimation of
ionization energies compared to CCSD(T). The small
reduction of the ionization energies by 0.09 eV in going from
G0W0@HF to qsGW can therefore be attributed to a reduction
of the underscreening due to the fact that the qsGW gap is
smaller than the HF gap and to density changes that we will
discuss in the following.
The corresponding ionization-energy histogram for scGW is
closer to scGW0@PBE and G0W0@PBE than to G0W0@HF,
with a concomitant underestimation of the CCSD(T) reference
data. This observation is consistent with previous scGW
calculations for molecules11,13,15,16,25,51,68 that observed a
similar underestimation of the ionization potential. Also in
scGW the HOMO−LUMO gaps are smaller than in G0W0@
HF and smaller than in qsGW. scGW therefore underscreens
less than qsGW, and we attribute part of the 0.45 eV average
deviation between qsGW and scGW to this diﬀerence in
screening.
Figure 2. Error distribution [deﬁned as the diﬀerence to CCSD(T)
reference energies from ref 37] for the ionization energies of the
GW100 test set evaluated using (a) scGW, (b) qsGW, (c) scGW0@
PBE, (d) scGW0@HF, (e) G0W0@PBE, and (f) G0W0@HF and def2-
TZVPP basis sets. The mean error (ME) for each method is listed in
the corresponding panel.
Figure 3. Absolute error distribution (deﬁned similarly to Figure 2) for
the ionization energies of the GW100 test set evaluated using (a)
scGW, (b) qsGW, (c) scGW0@PBE, (d) scGW0@HF, (e) G0W0@
PBE, and (f) G0W0@HF and def2-TZVPP basis sets. The mean
absolute error (MAE) for each method is listed in the corresponding
panel.
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5.1.2. Spectral-Weight Transfer. For solids, a spectral-
weight transfer from the main quasiparticle peaks to satellites
has been reported for scGW calculations of the homogeneous
electron gas.69 Schematically, the self-consistent Green’s
function can be written as G = ZGqp + G̅, where Z is the
spectral weight of the quasiparticle peak Gqp, and G̅ is the
incoherent part of the spectral function. In qsGW Z is equal to
one and G̅ is zero.19,70 Conversely, for scGW Z is smaller than
one, and G̅ is larger than zero, as spectral weight is transferred
from Gqp to G̅. This spectral weight transfer leads to an
additional underscreening and an overestimation of band gaps
in solids.22,27,71
For small molecules there are no continuum states or
collective excitations that could be excited at valence energies.49
The scGW spectral functions therefore are sharply peaked
around the quasiparticle energies, and the spectrum exhibits no
signature of an incoherent background in the valence energy
region49 as shown in Figure 1. We would thus not expect any
additional underscreening due to spectral-weight transfer,
because Z is equal to one and G¯ is zero, just as for qsGW.
The spectral-weight transfer concept can therefore not explain
the consistent underestimation observed for molecules in
scGW.11,13,15,16,51,68
5.1.3. Self-Consistent Density. Further insight into the
eﬀects of diﬀerent GW approaches on electron correlation may
be gained from the study of the self-consistent electron density.
To focus on the eﬀects of correlation, we consider in the
following diﬀerences of the PBE, scGW, scGW0, and qsGW
electron density to the density of a Hartree−Fock calculation
using the same computational parameters. Figure 5 illustrates
isosurfaces of these density diﬀerences for F2 (upper panel) and
BF (lower panel) with isovalues of 0.05 and 0.01 Å−3,
respectively. To quantify the diﬀerence between the GW and
the HF densities, we introduce a density diﬀerence parameter D
deﬁned as
∫= | − |D d n nr r r( ) ( )GW HF (13)
for which the values for BF and F2 are also reported in Figure 5.
For both BF and F2, scGW and scGW0 induce qualitatively
similar modiﬁcations of the electron density as compared to the
Hartree−Fock reference both in shape and magnitude (as
quantiﬁed by D). In particular, both scGW and scGW0@HF
yield D = 0.20 for BF and F2, whereas scGW0@PBE yields a
slightly larger modiﬁcation of the electron density, indicated by
the larger D value, which we attribute to overscreening induced
by the PBE starting point. In qsGW the change of electron
density is more pronounced with respect to scGW and, for the
BF dimer, exhibits a considerably diﬀerent charge redistribution
pattern.
Overall, these results indicate that electron densities resulting
from scGW and qsGW calculation may exhibit quantitative and
qualitative diﬀerences. In self-consistent treatments, such a
density diﬀerence aﬀects the external and the Hartree potential
as well as the kinetic and the self-energy and thus contributes to
the quasiparticle energy diﬀerence observed in this work.
However, the small example shown in Figure 5 illustrates that
the density diﬀerence between qsGW and scGW is neither
systematic in shape nor in magnitude and can probably not
explain the systematic shift of ∼0.45 eV observed between our
qsGW and scGW data.
5.1.4. Kinetic Energy. Another aspect in which scGW and
qsGW diﬀer is the treatment of the kinetic energy. In the G0W0
approach, the quasiparticles are subject to the noninteracting
kinetic energy. If the noninteracting Green’s function G0
derives, for example, from a Kohn−Sham DFT calculation,
the kinetic energy contribution to the total energy would be
that of the f ictitious noninteracting system of Kohn−Sham
particles (Ts). In Kohn−Sham theory, the diﬀerence between Ts
and the kinetic energy of the interacting system T − as
obtained for instance from a self-consistent Green’s function
calculation − is included through the exchange-correlation
energy functional. In the following, we analyze how the kinetic
energy is handled in qsGW, a hybrid approach which combines
elements of Green’s theory and Kohn−Sham theory. In
particular, we discuss whether the diﬀerences in the scGW
and qsGW quasiparticle energies may be ascribed to a diﬀerent
treatment of the kinetic energy in the two methods.
The diﬀerence between the noninteracting and the
interacting kinetic energy of a GW calculation may be
quantiﬁed by invoking the analogy with the random-phase
approximation (RPA).72,73 The total energy in scGW, G0W0,
and RPA can be separated into diﬀerent contributions49,50
= + + + +E G T G E G E G E G U G[ ] [ ] [ ] [ ] [ ] [ ]GW GWext H x c (14)
= + + + +E G T G E G E G E G U G[ ] [ ] [ ] [ ] [ ] [ ]G W s GW0 0 ext 0 H 0 x 0 c 00 0
(15)
= + + +
= + + +
+ +
E G T G E G E G E G
T G E G E G E G
E G T G
[ ] [ ] [ ] [ ] [ ] (16)
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where T is the fully interacting kinetic energy, Ts is the
noninteracting kinetic energy, Eext is the external energy, EH is
the Hartree energy, and Ex is the exchange energy evaluated for
the fully interacting Green’s function G or the noninteracting
reference calculation G0. Following refs 49 and 50, we deﬁned
Uc
GW and Ec
RPA as the correlation energy functionals in the GW
and RPA approximation, respectively
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where χλ is the reducible polarizability
χ χ χ χ= +λ λv0 0 (20)
at coupling strength λ that follows from the irreducible
polarizability χ0 deﬁned in eq 5. In GW there is no coupling
strength integration and χ = χλ=1. RPA contains a coupling
strength integration over ﬁctitious systems with coupling
strength λ that varies between zero (noninteracting) and one
(fully interacting). The comparison between eqs 18 and 19
reveals that Uc
GW contains only electronic correlation (that is,
arising from the Coulomb interaction), whereas Ec
RPA recaptures
an interacting kinetic energy contribution through the coupling
constant integration for the same starting point G0.
49 We can
then deﬁne the kinetic energy contribution of the correlation
energy as
≡ −T G E G U G[ ] [ ] [ ]GWcRPA 0 cRPA 0 c 0 (21)
Equations 15−21 illustrate that both the full Green’s function
framework (scGW) and DFT (e.g., RPA) incorporate the
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interacting kinetic energy. In the perturbative G0W0 framework,
however, this contribution is absent.
In scGW the quasiparticle energies are extracted directly
from the imaginary part of the Green’s function, i.e. the spectral
function, as illustrated in Section 2, and therefore contain a
contribution from the interacting kinetic energy. In DFT, the
Kohn−Sham eigenvalues are obtained from the solution of the
Kohn−Sham equation. The eﬀective Kohn−Sham potential
includes the exchange-correlation potential, that is deﬁned as





and therefore includes the diﬀerence between the interacting
and the noninteracting kinetic energy in the correlation
potential via the derivative of Tc.
Conversely, in the G0W0 approach, the quasiparticle energies
ϵQP are evaluated as a ﬁrst-order perturbative correction to the
single-particle eigenvalues ϵSP as shown in eq 7, which we
repeat here for clarity
ψ ψϵ = ϵ + ⟨ |Σ ϵ − | ⟩σ σ σ σ σv( )n n n G W n nQP SP QP xc0 0 (22)
For DFT starting points, the matrix element of the exchange-
correlation potential vxc subtracts the aforementioned Tc
contribution from the eigenvalue ϵnσ
SP. Since ΣG0W0 is purely an
exchange and Coulomb correlation self-energy, it does not add
an interacting kinetic energy contribution back in, which is thus
absent from the G0W0 quasiparticle energies.
In qsGW the situation is similar to G0W0. Equation 22 is also
solved for the qsGW quasiparticle energies. However, vxc is
replaced by Σ̃, the self-consistently determined, optimal,
nonlocal, static potential that best represents the G0W0 self-
energy. Since Σ̃ derives from ΣG0W0 it also does not contain an
interacting kinetic energy contribution and neither does ϵnσ
SP.
The kinetic energy contribution is therefore also absent from
the quasiparticle energies in the qsGW framework.
Figure 4. Deviation between the CCSD(T) reference ionization energies and our ﬁrst-principles calculations obtained using (a) scGW, scGW0@
PBE, and scGW0@HF and (b) scGW, qsGW, G0W0@PBE, and G0W0@HF, and def2-TZVPP basis sets. Only compounds with ionization energies
that diﬀer from CCSD(T) by less than 1 eV are included. Vertical dotted lines denote the separation between diﬀerent subgroups of the GW100 test
set and coincide with the horizontal separation lines of Table 1. The separation in subgroups (as well as the name attributed to each subgroup) is a
guide to the eye but not necessarily representative of the chemical compositions of each compound. Points falling within the horizontal shaded area
diﬀer by less the 0.3 eV from CCSD(T).
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We therefore conclude that although scGW and qsGW at
ﬁrst glance appear to be similar GW self-consistency schemes,
they diﬀer quite considerably in their treatment of the kinetic
energy. We attribute the observed, average deviation of ∼0.45
eV between these two schemes to the diﬀerence in the kinetic
energy treatment, the diﬀerence in the electron density and the
screening properties.
5.2. Partially Self-Consistent GW. We now turn to the
partially self-consistent GW0 scheme. Unlike scGW and qsGW,
the ionization energies of this partially self-consistent scheme
still exhibit a dependence on the starting point, owing to the
nonself-consistent treatment of W.11 To account for this
dependence, we based our scGW0 calculations on two diﬀerent
starting points: PBE and HF. Our calculations for the GW100
set indicate that scGW0@PBE underestimates the ionization
energies by 0.34 eV [Figure 2 (c)], whereas scGW0@HF
overestimates them by 0.06 eV [Figure 2 (d)]. This trend
reﬂects the over- and underscreening of the screened Coulomb
interaction induced by the evaluation of W with PBE or HF
orbitals, respectively. In practice, owing to the band gap
problem of Kohn−Sham DFT74 PBE calculations typically
underestimate the HOMO−LUMO gap by as much as 50% as
compared to quantum-chemical calculations or reference
experimental values. The small HOMO−LUMO gap, in turn,
leads to an overestimation of the polarizability [eq 5] and,
correspondingly, of the correlation part of the G0W0 self-
energy, as alluded to in the previous Section. Conversely,
HOMO−LUMO gaps are typically overestimated in Hartree−
Fock owing to the lack of electronic correlation which leads,
following similar arguments, to an underscreening of the
polarizability and a corresponding overestimation of the
quasiparticle energies.
The scGW0@HF and scGW0@PBE ionization energies diﬀer
from each other by 0.4 eV on average, with a maximum
deviation of 1.0 eV (e.g., for F2Mg). scGW0@HF exhibits the
lowest MAE (0.2 eV) relative to CCSD(T) among the GW
methods considered in this work [Figure 3 (d)]. It gives larger
ionization energies than scGW on average. Since also the partial
self-consistency scheme incorporates the interacting kinetic
energy through the self-consistent Green’s function, we
attribute the larger ionization energies in scGW0@HF to a
more pronounced underscreening due to the fact that the HF
HOMO−LUMO gap that determines the screening strength of
W@HF is larger than that of scGW. Conversely, the
underscreening in scGW0@PBE indicates that PBE-based
screening (W@PBE) is not as suitable for the GW100 set as
Hartree−Fock based screening (W@HF), although for larger
molecules or solids, the situation may diﬀer.
5.3. The Perturbative G0W0 Scheme. For comparison, we
report in Figures 2 and 3 the ME and MAE of G0W0@HF and
G0W0@PBE. Other G0 starting points will be discussed in
connection to the DSLE-scheme in Section 6. G0W0@PBE
underestimates the ionization energies by 0.7 eV [Figure 2 (e)],
whereas G0W0@HF overestimates by 0.3 eV [Figure 2 (f)].
G0W0 calculations exhibit a more pronounced dependence on
the starting point as compared to scGW0, since neither G and
W are treated self-consistently. The average discrepancy
between G0W0@PBE and G0W0@HF ionization energies is
approximately 1 eV and can be as large as 2 eV. For G0W0, in
particular, HF provides a better starting point as it leads to a
mean absolute error a factor of 2 smaller as compared to PBE
[Figure 3 (e)-(f)]. A similar observation was also made for the
ionization energies and electron aﬃnities of organic acceptor
molecules.13
Figure 5. Isosurfaces of the density diﬀerence to Hartree−Fock for PBE, scGW0@HF, scGW0@PBE, scGW, and qsGW. We used an isovalue of 0.05
and 0.01 Å−3 for F2 (upper panel) and BF (lower panel), respectively.
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As alluded to in Section 5.1, G0W0@HF gives results that are
comparable to qsGW. However, scGW diﬀers appreciably.
Looking at the progression from G0W0@HF to scGW0@HF to
scGW we can now understand the reduction of the ionization
energies in terms of changes to the electronic screening, the
electron density, and the kinetic energy. Going from G0W0@
HF to scGW0@HF incurs a density change as illustrated in
Figure 5 and a change from the noninteracting to the
interacting kinetic energy (albeit without possible kinetic
energy changes due to changes in W). Both eﬀects together
reduce the ionization energies on average. Going from scGW0@
HF to scGW does not change the density appreciably anymore
according to Figure 5. The additional reduction of the
ionization energies in scGW therefore results from a reduction
of the underscreening in W in going from W@HF to the self-
consistent W and a concomitant change in the kinetic energy.
5.4. Trends across the GW100 Set. For all molecules of
the GW100 set, the deviation from the CCSD(T) ionization
energies is illustrated in Figure 4. The horizontal shaded area
marks points diﬀering by less than 0.3 eV from CCSD(T). As a
guide through the chemical composition of the diﬀerent
compounds, we divided the GW100 set into ten subgroups:
atoms, dimers, hydrocarbons, hydrides, halogenides, nitrides,
oxides, aromatic molecules, nucleobases, and transition metals
compounds. These categories are intended as an approximate
indication of the chemical compositions of the GW100 subsets.
Diﬀerent categories are color-coded and separated by vertical
dotted lines.
Figure 4 (b) shows that scGW provides accurate ionization
energies for molecules of the hydride, halogenide, and oxide
groups. The MAE reduces to ∼0.15 eV if we consider only
molecules of the oxide group. A common element of these
compounds is the presence of highly electronegative atoms (O,
F, Cl) and, correspondingly, the formation of covalent bonds
with a strong ionic character. The largest discrepancies among
the scGW ionization energies are observed for systems
characterized predominantly by delocalized π-type orbitals
such as, e.g., compounds of the hydrocarbon and nucleobase
groups. At variance with scGW, scGW0@HF [Figure 4 (a)] and
G0W0@HF [Figure 4 (b)] exhibit the largest deviation from
CCSD(T) for ionic compounds (hydrides, halogenides, and
oxides), whereas the discrepancy is small for π-orbital
compounds. Figure 4 further reveals that scGW0@PBE deviates
rather homogeneously from the CCSD(T) reference data.
6. DSLE-MIN GW IONIZATION ENERGIES
We now turn to the discussion of the accuracy of basis-set
converged (T4+) DSLE-min GW calculations. In Figure 6, we
report the DSLE for two representative molecules of the
GW100 test set, sodium chloride (left) and the adenine
nucleobase (right). In practice, the DSLE is estimated by
evaluation of eq 12 with the QP energies from G0W0@
PBEh(α) for α between 0 (pure PBE exchange) and 1 (pure
Hartree−Fock exchange). In addition, we show the deviation of
the quasiparticle energy for the HOMO from the CCSD(T)
reference (ϵCCSD(T)
HOMO − ϵQPHOMO). Both molecules exhibit a clear
correlation between the DSLE and the accuracy of the
ionization energy. Figure 6 reveals that α values smaller than
0.4 typically result in a positive ΔDSLE and a corresponding
underestimation of the ionization energy, whereas the opposite
trend is observed for larger α values. At α ≈ 0.4 for NaCl and α
≈ 0.45 for adenine we ﬁnd ΔDSLE = 0. For NaCl, the DSLE-
minimized starting point yields an ionization energy that
coincides with the CCSD(T) result, whereas for adenine it is
slightly overestimated. More generally, we ﬁnd for all the
systems in the GW100 set that the deviation from CCSD(T) is
strongly reduced when the DSLE is minimized.
More generally, we ﬁnd that also for other systems of the
GW100 set the deviation from CCSD(T) is strongly reduced
whenever the DSLE is minimized. In Figure 7, we illustrate the
distribution of optimal α values across the systems of the
GW100 test set computed with the Tier 4+ basis set. The
optimal α determined from the DSLE-min G0W0 approach is
almost unaﬀected by ﬁnite basis set errors owing to cancellation
eﬀects in eq 12. Only three molecules of the GW100 test set
minimize the DSLE already for α = 0 (that is, for pure PBE
exchange): LiH, Li2, and Na2. The average over all α values
amounts to 0.35. This substantiates the results of previous
starting-point benchmarks,75−78 which ﬁnd a similar fraction of
Fock exchange to provide the most accurate vertical ionization
energies. Figure 8 explicitly shows the MAE for the ionization
energies of the GW100 set obtained from G0W0@PBE(α) as a
function of α and, marked by a horizontal red line, the MAE of
DSLE-min GW.
Finally, in Figure 8 we report the MAE for the ionization
energies of the GW100 set obtained from G0W0@PBE(α) as a
function of α and, marked by a horizontal red line, the MAE of
DSLE-min GW. Figure 8 reveals that, among all possible
choices of PBEh(α) starting points, the DSLE-minimization
procedure yields a gratifying MAE and, thus, is a reliable choice
for ionization energy predictions.
Figure 6. Correlation between DSLE and accuracy of the ionization
energy for the NaCl (left) and the adenine (right) molecules. The
deviation of the G0W0@PBEh(α) HOMO energies from the reference
CCSD(T) ionization energies, ϵCCSD(T) − ϵG0W0, is displayed in blue for
diﬀerent amounts of Hartree−Fock exchange α used in the PBE
hybrid starting point. The ΔDSLE values are depicted in red as a
function of α. We use Tier 4+ basis sets for our DSLE-min G0W0
calculations.
Figure 7. Distribution of the optimal α values obtained from the
DSLE-min G0W0 approach for the GW100 test set with the Tier 4
+
basis set.
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7. CONCLUSIONS
In summary, we have studied the accuracy of state-of-the-art
techniques based on many-body perturbation theory for the
description of (charged) electronic excitations in molecules.
For compounds of the GW100 benchmark set, we have
computed the ionization energies as obtained from perturbative
(G0W0) and self-consistent GW approaches (scGW, qsGW, and
scGW0), as well from the recently developed DSLE-min GW
approach. Based on the comparison with CCSD(T) reference
data, the results presented here quantify the overall accuracy of
diﬀerent ﬂavors of GW calculations for molecular compounds
of diverse chemical composition. Overall, our scGW
calculations suggest that the eﬀect of vertex correction may
become important for compounds characterized by chemical
bonds with a pronounced ionic character (as, for instance,
halogenides) or by nitrogen-lone pair orbital types, as these
compounds exhibit the largest deviation from CCSD(T).
Conversely, scGW ionization energies lie typically within 0.3 eV
from CCSD(T) for covalently bonded compounds. The
comparison between scGW, scGW0, and qsGW further reveals
that diﬀerent forms of self-consistency may inﬂuence the
ionization energies and its agreement with the reference data
considerably. We have identiﬁed underscreening, density
changes, and the treatment of the kinetic energy as reasons
for the diﬀerence in the diﬀerent self-consistent GW schemes.
Finally, we have shown that the deviation from CCSD(T) may
in part be attributed to the DSLE, and, correspondingly, the
DSLE-minimization procedure recently proposed by some of
the authors emerges as a promising way to optimize the starting
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