This paper presents a non-parametric modeling scheme for high resolution SAR data, based on Short Time Fourier Transform which is able to integrate the radiometrical and morphological properties of the data, for object recognition, scene and target indexing, addressing the problem of large data base queries and information retrieval.. The method is assessed by using a Bayesian Support Vector Machine image search engine based on a hierarchical learning model. The method allowed for the recognition of over 30 different classes, both homogeneous and heterogeneous urban objects with high levels of details. Qualitative and quantitative measures for evaluation are presented and discussed.
INTRODUCTION
Many users of Earth observation SAR images are only interested in individually selected application tasks. Thus, instead of applying universal data analysis tools, SAR users often aim at interactively controlled feature determination based on object size, object motion, double bouncing, or occultation.
In contrast to these typically geometry-driven approaches, we propose a combined radiometry/ morphology-driven approach that allows us to detect, identify and classify arbitrary and unexpected objects being "machine visible" in high resolution SAR images.
The proposed approach is motivated by the characteristics of typical high resolution remote sensing SAR images. On the one hand, we see extended surface areas such as forests or ocean surfaces: their main criteria are overall brightness and texture. On the other hand, we can also see an enormous number of small-scale details especially in urban areas, where three-dimensional effects and multiple scattering have to be taken into account [1] . Since typical SAR images taken from satellites often contain both large-scale and small-scale objects, we have to cover both cases. In order to solve these issues, we resort to descriptors that provide a universal and robust representation of arbitrary scene content. In particular, we have to deal with fully developed speckle of extended objects as well as with peculiar reflection effects of smallscale facets that become visible in high resolution images. This variety of structures is depicted in Figure 1 (24 visually annotated classes from the database used in our tests, consisting of patches from four large TerraSAR-X scenes). On one hand, classes 1, 2 and 10 show extended, homogeneous classes (bare land, large scale agriculture, and sea). On the other hand, classes 18, 21 and 24 exhibit particular scattering effects due to different building architectures (hexagonal building, dome, and skyscraper).
METHODOLOGY
Our interest is for any kind of generic object being characterized by specific brightness and shape feature combinations. This implies the use of a very compact set of robust descriptors. Given the non-stationery character of the SAR signal in particular for urban scenes, and also taking into account the fact that pixel level descriptors do not capture the context of the data (which becomes very important with the increased resolution), our approach is based on a Short Time Fourier Transform (to account for the non-stationarity) with an increased window size (to make use of the context).
Our method starts with the ingestion of images to be analyzed. Each image is decomposed into adjacent and partly overlapping patches. To reduce the data volume the selected image locations may be taken from a sub-sampled grid of an image tile. In most cases the sub-sampling step does not affect the description quality. Then feature vectors will be extracted from each patch. Each feature vector comprises several elements that describe the most important properties per image location. Every element of the feature vector associated with one patch is computed based on the spectra for time location in range and azimuth [2] , [5] .
The feature vectors transform the two-dimensional information contained in the image tiles (of typically 200 * 200 pixels) to a three-dimensional data structure (the third dimension being given by the length of the feature vector). We can apply our technique both to detected SAR data as well as to complex-valued images [2] . In both cases, the descriptors can be clustered to obtain a representation amenable to classification and the definition of categories.
By combining the information derived from adjacent tiles, an entire image can be described by a so-called feature map. This feature map is independent from any user application and can be understood as an extended image annotation similar to a quick-look image.
The advantage of this technique is that we can fully explore the data space without being limited by the capabilities of the human visual system. In particular, this becomes a clear advantage when we have to deal with speckled SAR images and their visually annoying appearance.
BAYESIAN SVM CLASSIFIER
The use and interpretation of these feature maps requires a feature browser or an attached image search engine. In our case, we use an image search engine comprising a Bayesian inference stage to learn categories together with a support vector machine classifier to assign user-defined semantics to images [3] . The engine is based on the hierarchical representation of the image content on three levels (data level, signal class level and semantic class level) using human expertise in order to generalize the inferred data models to all the scenes in the archive, thus reaching an automate image annotation process. The resulting categories are grouping and memorizing the semantics of image structures; thus, they facilitate their recognition in various contexts. The generation of categories helps learning from a small training data set (i.e., user selected image examples). As a consequence, the method is also useful for the exploitation of very large data volumes where we search for similar scene content across many images.
One of the clear advantages of our system is its capability to handle and analyze detected as well as complex-valued SAR image data. Thus, any phase effects in the backscattered signals can be exploited. This allows the recognition of inhomogeneous or moving targets [4] . Typical examples are classical sub-band analysis goals: the detailed analysis of isolated buildings, towers, pylons, or the analysis of moving, rolling, or pitching ships. Moving trains represent an additional class of objects as their extended length can be exploited to fit motion effects over several pixels resulting in high accuracy velocity measurements. 
RESULTS AND EVALUATION
In order to asses the capabilities of our method, two approaches have been used. First, we performed a visual evaluation, using the Bayesian SVM classifier described in section 3. A human interpreter with expertise in SAR image understanding trained the classifier, giving positive and negative examples and analyzing the results retrieved by the system. Tests were performed on a large range of classes, from very simple ones (see for example classes 2, 3 and 6 in Figure 1 ) to complex combinations of classes (giving as examples patches that contain more than one dominating class). Figures 2 and 3 depict the results in both these cases. This led to a subjective qualitative evaluation, which allowed us to determine which classes can or can not be discriminated, which classes are likely to be confused, and which classes are grouped in spite of our visual separation.
A quantitative assessment has been performed in our second approach, in which we visually grouped the patches into classes based on one principal class. A total number of 42 classes were defined. Multi-class and secondary classes were ignored for this test. Positive and negative training samples were chosen randomly from the visually annotated classes. For each class we trained the classifier three times, each time with randomly selected training samples. Next, we compared the retrieved patches to our annotated data-base. Results are presented in the Precision Recall graph in Figure 4 . It must be noted that except for the homogeneous patches, the majority of rest consists of splitclasses (e.g. low urban area and tall vegetation). However, the numbers presented in this paper only account for the class to which one patch has been visually assigned to. 
CONCLUSIONS
We have presented a combined radiometry/ morphologydriven approach for high resolution SAR image information mining, based on Short Time Fourier descriptors, integrated into a Bayesian hierarchical learning scheme which allowed for the recognition of over 30 classes. This first evaluation which does not take into account split-classes shows a recognition rate between 57 and 97 % for 14 classes. Performance could be higher if the multiclass case is considered.
Ongoing activities aim at assessing the impact of additional de-speckling and at understanding the physical origin of the observed phenomena. Our goal is to decompose the available image information into physical building blocks being responsible for the observed signals. This can be reached by comparing the signatures of selected objects with their physical structure. Since we can concentrate on a few established test sites with known targets, we are confident to obtain reliable results.
A point that still needs more attention is combination of SAR and optical image data when we want to exploit their joint information. There are two points to consider. Firstly, we have to use different features for each kind of image data. Secondly, we have to work with correctly co-aligned data. In the case of SLC SAR data where we want to preserve their phase information, this would necessitate a distortion of optical data to adapt them to the geometry of the SAR data acquisition.
