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TWO SPECIES NONLOCAL DIFFUSION SYSTEMS WITH FREE
BOUNDARIES
YIHONG DU†, MINGXIN WANG‡ AND MENG ZHAO§
Abstract. We study a class of free boundary systems with nonlocal diffusion, which are natural
extensions of the corresponding free boundary problems of reaction diffusion systems. As before
the free boundary represents the spreading front of the species, but here the population dispersal is
described by “nonlocal diffusion” instead of “local diffusion”. We prove that such a nonlocal diffu-
sion problem with free boundary has a unique global solution, and for models with Lotka-Volterra
type competition or predator-prey growth terms, we show that a spreading-vanishing dichotomy
holds, and obtain criteria for spreading and vanishing; moreover, for the weak competition case
and for the weak predation case, we can determine the long-time asymptotic limit of the solution
when spreading happens. Compared with the single species free boundary model with nonlocal dif-
fusion considered recently in [6], and the two species cases with local diffusion extensively studied
in the literature, the situation considered in this paper involves several extra difficulties, which are
overcome by the use of some new techniques.
Keywords: Nonlocal diffusion system; Free boundary; Existence-uniqueness; Spreading-vanishing
dichotomy
AMS Subject Classification (2000): 35K57; 35R20; 92D25
1. Introduction
Nonlocal diffusion has been widely used to describe diffusion processes where long range dispersal
may play a significant role, a situation arising frequently in propagation questions in biology and
ecology (see, e.g., [13]). Several well-known population models, where population dispersal was
traditionally approximated by local diffusion, have been examined recently with the local diffusion
operator in the model replaced by a nonlocal diffusion operator; see, for example, [1, 2, 3, 5, 10,
11, 12] and references therein. A commonly used nonlocal diffusion operator has the form
d(J ∗ u− u)(t, x) := d
(∫
RN
J(x− y)u(t, y)dy − u(t, x)
)
,
where the kernel function J : R → R is continuous, nonnegative, even, and
∫
R
J(x)dx = 1. The
quantity J(x−y) is proportional to the probability that an individual member of the species (whose
population density is u(t, x)) in location x moves to location y or vice versa.
In [6], such a nonlocal diffusion operator was applied to the free boundary model of [8], to
investigate the spreading behaviour of a new or invasive species. The nonlocal diffusion model with
free boundary in [6] has the form
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(1.1)

ut = d
∫ h(t)
g(t)
J(x− y)u(t, y)dy − du(t, x) + f(t, x, u), t > 0, g(t) < x < h(t),
u(t, g(t)) = u(t, h(t)) = 0, t > 0,
h′(t) = µ
∫ h(t)
g(t)
∫ ∞
h(t)
J(x− y)u(t, x)dydx, t > 0,
g′(t) = −µ
∫ h(t)
g(t)
∫ g(t)
−∞
J(x− y)u(t, x)dydx, t > 0,
u(0, x) = u0(x), |x| ≤ h0,
h(0) = −g(0) = h0,
where x = g(t) and x = h(t) are the moving boundaries to be determined together with u(t, x),
which is always assumed to be identically 0 for x ∈ R \ [g(t), h(t)]; d, µ and h0 are given positive
constants. The kernel function J : R→ R satisfies
(J) J is continuous, nonnegative and even, J(0) > 0,
∫
R
J(x)dx = 1, sup
R
J <∞.
The growth function f(t, x, u) is continuous, locally Lipschiz in u, and f(t, x, 0) ≡ 0.
In [6], the existence and uniqueness of a global solution were proved, and for the special case
that f = f(u) is a logistic function, a spreading-vanishing dichotomy, criteria for spreading and
vanishing, and long time behaviour of the solution were established. A series of new ideas and
techniques appeared in [6].
In this paper we further develop the ideas and techniques in [6] to study systems of population
models with nonlocal diffusion and free boundaries. It turns out that extra difficulties arise, and
further new techniques are required. In order to keep the presentation transparent and ideas clear,
we will restrict to systems with only two species.
We consider the case that the two species under consideration spread through a common spread-
ing front, as in [9, 14, 16]. Such a setting arises rather naturally in several situations; for example,
when the two species are of predator-prey type, with the predator following (or driving) the spread-
ing of the prey, or for two competing plant species whose spreading relies on the same group of
animals (insects, birds etc.) carrying their seeds to new fields. Based on the free boundary con-
ditions in (1.1) above, this free boundary problem with nonlocal diffusion can be expressed in the
form 
uit = di
∫ h(t)
g(t)
Ji(x− y)ui(t, y)dy − diui + fi(t, x, u1, u2), t > 0, g(t) < x < h(t),
ui(t, g(t)) = ui(t, h(t)) = 0, t ≥ 0,
h′(t) =
2∑
i=1
µi
∫ h(t)
g(t)
∫ ∞
h(t)
Ji(x− y)ui(t, x)dydx, t ≥ 0,
g′(t) = −
2∑
i=1
µi
∫ h(t)
g(t)
∫ g(t)
−∞
Ji(x− y)ui(t, x)dydx, t ≥ 0,
ui(0, x) = ui0(x), h(0) = −g(0) = h0, |x| ≤ h0,
i = 1, 2,
(1.2)
where x = g(t) and x = h(t) are the moving boundaries to be determined together with u1(t, x)
and u2(t, x), which are always assumed to be identically 0 for x ∈ R\ [g(t), h(t)]; di and µi (i = 1, 2)
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are positive constants. We assume that the initial function pair (u10, u20) satisfies
(1.3) ui0 ∈ C([−h0, h0]), ui0(±h0) = 0, ui0 > 0 in (−h0, h0), i = 1, 2,
with [−h0, h0] representing the initial population range of the species. The kernel functions J1 and
J2 satisfy the condition (J).
The free boundary conditions in (1.2) mean that the expansion rate of the common population
range of the two species is proportional to the outward flux of the population of the two species;
some justifications of this assumption can be found in [6].
The growth terms fi (i = 1, 2) are assumed to be continuous and satisfy
(f) f1(t, x, 0, u2) = f2(t, x, u1, 0) = 0, and fi(t, x, u1, u2) is locally Lipschitz in u1, u2 ∈ R
+,
i.e., for any K1,K2 > 0, there exists a constant L(K1,K2) > 0 such that
|fi(t, x, u1, u2)− fi(t, x, v1, v2)| ≤ L(K1,K2)(|u1 − v1|+ |u2 − v2|)
for all u1, v1 ∈ [0,K1], u2, v2 ∈ [0,K2] and all (t, x) ∈ R
+ × R. When K1 = K2, we write
L(K1,K2) = L(K1);
(f1) There exist k > 0 and r > 0 such that for all u2 ≥ 0 and (t, x) ∈ R
+ × R, there hold:
f1(t, x, u1, u2) < 0 when u1 > k, f1(t, x, u1, u2) ≤ ru1 when 0 < u1 ≤ k;
(f2) For any given K > 0, there exists Θ(K) > 0 such that f2(t, x, u1, u2) < 0 for 0 ≤ u1 ≤ K,
u2 ≥ Θ(K) and (t, x) ∈ R
+ × R.
We note that condition (f) implies
|f1(t, x, u1, u2)| ≤ L(K1,K2)|u1|, |f2(t, x, u1, u2)| ≤ L(K1,K2)|u2|
for all u1 ∈ [0,K1], u2 ∈ [0,K2] and all (t, x) ∈ R
+ × R.
It is easily seen that the conditions (f), (f1) and (f2) hold for the following classical Lotka-
Volterra competition and predator-prey growth terms:
Competition Model : f1 = u1(a1 − b1u1 − c1u2), f2 = u2(a2 − b2u2 − c2u1),(1.4)
Predator-prey Model : f1 = u1(a1 − b1u1 − c1u2), f2 = u2(a2 − b2u2 + c2u1),(1.5)
where ai, bi, ci (i = 1, 2) are positive constants.
Unless otherwise stated, we always assume that f1 and f2 satisfy (f), (f1) and (f2), J1, J2 satisfy
(J), and (1.3) is satisfied by the initial function pair. We will write
‖a, b‖ ≤M to mean ‖a‖ ≤M , ‖b‖ ≤M .
The main results of this paper are the following theorems.
Theorem 1.1. Problem (1.2) has a unique solution (u1, u2, g, h) defined for all t > 0.
Theorem 1.2 (Spreading-vanishing dichotomy). Assume further that J1(x) > 0, J2(x) > 0 in R,
and that (f1, f2) satisfies either (1.4) or (1.5). Let (u1, u2, g, h) be the unique solution of (1.2).
Then one of the following alternatives must happen:
(i) Spreading: lim
t→∞
[h(t)− g(t)] =∞,
(ii) Vanishing: lim
t→∞
(g(t), h(t)) = (g∞, h∞) is a finite interval and lim
t→∞
max
g(t)≤x≤h(t)
ui(t, x) = 0,
i = 1, 2.
Theorem 1.3 (Spreading-vanishing criteria). Under the conditions of Theorem 1.2, the following
conclusions hold:
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(i) If either a1 ≥ d1 or a2 ≥ d2, then spreading always happens.
(ii) If a1 < d1 and a2 < d2, then there exists a unique ℓ∗ > 0 such that
(a) whenever vanishing happens, we have h∞ − g∞ ≤ ℓ∗,
(b) spreading always happens when h0 ≥ ℓ∗/2,
(c) if h0 < ℓ∗/2, then there exist two positive numbers Λ
∗ ≥ Λ∗ > 0 such that vanishing
happens when µ1 + µ2 ≤ Λ∗ and spreading happens when µ1 + µ2 > Λ
∗.
As we will see in Section 3 below, ℓ∗ depends only on ai, di and Ji, i = 1, 2. On the other hand,
Λ∗ and Λ
∗ depend also on bi, ci and ui0, i = 1, 2.
To determine the long-time behaviour of the solution when spreading happens, we restrict to
two special cases:
(a) The weak competition case: (f1, f2) satisfies (1.4) with b1/c2 > a1/a2 > c1/b2.
(b) The weak predation case: (f1, f2) satisfies (1.5) with a1b1b2 > a2b1c1 + a1c1c2.
Theorem 1.4 (Asymptotic limit). Let (u1, u2, g, h) be the unique solution of (1.2) and suppose
lim
t→∞
[h(t)− g(t)] =∞. Then
(i) in the weak competition case we have
lim
t→∞
(u1(t, x), u2(t, x)) =
(
a1b2 − a2c1
b1b2 − c1c2
,
a2b1 − a1c2
b1b2 − c1c2
)
locally uniformly for x ∈ R,
(ii) in the weak predation case we have
lim
t→∞
(u1(t, x), u2(t, x)) =
(
a1b2 − a2c1
b1b2 + c1c2
,
a1c2 + a2b1
b1b2 + c1c2
)
locally uniformly for x ∈ R.
Remark 1.5. We believe that the condition Ji(x) > 0 in R for i = 1, 2 in Theorem 1.2 is unnec-
essary, though our proof of lim
t→∞
max
g(t)≤x≤h(t)
ui(t, x) = 0 in part (ii) of Theorem 1.2 makes essential
use of this extra condition.
Remark 1.6. When spreading happens, it is a challenging task to determine the long-time limit
of the solution for systems with Lotka-Volterra growth terms in general. Many technical difficulties
arising here do not occur in the corresponding free boundary problems with local diffusion. It appears
that new techniques are needed to handle most of the cases not covered in Theorem 1.4.
Remark 1.7. When the nonlocal diffusion term in (1.2) is replaced by the usual local diffusion term
di∂xxui, for competition and predator-prey type Lotka-Volterra growth functions (f1, f2), the problem
was investigated in [9, 14, 16, 19]. The results in Theorem 1.4 indicate that when local diffusion
is replaced by nonlocal diffusion for these special Lotka-Volterra systems with free boundary, the
basic features of the model is not altered significantly. However, Theorem 1.3 (i) suggests that the
dispersal rates d1 and d2 play a more dominant role in determining whether the species can spread
successfully than in the local diffusion case [9, 14, 16, 19], reinforcing the phenomenon revealed in
the single species case in [6].
The rest of the paper is arranged as follows. In Section 2 we prove Theorem 1.1, namely problem
(1.2) has a unique global solution, by further developing the approach of [6]. As the situation
here is more complicated, considerable changes are needed. In Section 3, we prove Theorems 1.2,
1.3 and 1.4. Here we encounter a difficulty in understanding the vanishing case, which does not
occur in the corresponding local diffusion systems with free boundary (see [9, 14, 16, 19]), or in
the nonlocal diffusion model with a single species considered in [6]. To overcome this difficulty,
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we introduce a new technique; see details in the proof of Theorem 3.3. The proof of the other
conclusions is largely based on adequate adaptations of techniques developed for the local diffusion
case in [14, 16, 17, 18].
2. Global existence and uniqueness
In this section we prove that, for any given initial value U0 := (u10, u20) satisfying (1.3), problem
(1.2) has a unique solution defined for all t > 0. For convenience, we first introduce some notations.
For given h0, T > 0, define
H
T
h0 =
{
h ∈ C1([0, T ]) : h(0) = h0, h(t) is strictly increasing
}
,
G
T
h0 =
{
g ∈ C1([0, T ]) : −g ∈ HTh0
}
.
For g ∈ GTh0 , h ∈ H
T
h0
and U0 = (u10, u20) satisfying (1.3), we denote
DT = D
T
g,h :=
{
(t, x) ∈ R2 : 0 < t ≤ T, g(t) < x < h(t)
}
,
X
T
U0
= XTU0,g,h :=
{
ϕ ∈ [C(DT )]
2 : ϕ ≥ 0, ϕ
∣∣
t=0
= U0(x), ϕ
∣∣
x=g(t),h(t)
= 0
}
.
Here by ϕ = (ϕ1, ϕ2) ≥ 0 we mean ϕ1 ≥ 0 and ϕ2 ≥ 0 in DT .
The following theorem, which contains the conclusion in Theorem 1.1, is the main result of this
section.
Theorem 2.1. For any given initial value U0 := (u10, u20) satisfying (1.3), problem (1.2) has a
unique global solution (u1(t, x), u2(t, x), g(t), h(t)). Moreover, for any T > 0, we have (g, h) ∈
G
T
h0
×HTh0, (u1, u2) ∈ X
T
U0,g,h
, and{
0 < u1 ≤ max {‖u10‖∞, k} := A1 in D
T
g,h,
0 < u2 ≤ max {‖u20‖∞, Θ(A1)} =: A2 in D
T
g,h,
(2.1)
g′(t) < 0, h′(t) > 0, ∀ t > 0.(2.2)
The rest of this section is devoted to the proof of Theorem 2.1. The following Maximum Principle
will be used frequently in our analysis to follow.
Lemma 2.2 (Maximum Principle [6]). Assume that J satisfies (J), and (g, h) ∈ GTh0×H
T
h0
. Suppose
that ψ,ψt ∈ C(DT ) and satisfies, for some c ∈ L
∞(DT ),
ψt(t, x) ≥ d
∫ h(t)
g(t)
J(x− y)ψ(t, y)dy − du+ c(t, x)ψ, t ∈ (0, T ], g(t) < x < h(t),
ψ(t, g(t)) ≥ 0, ψ(t, h(t)) ≥ 0, t > 0,
ψ(0, x) ≥ 0, |x| ≤ h0.
Then ψ ≥ 0 on D
T
g,h. Moreover, if ψ(0, x) 6≡ 0 in [−h0, h0], then ψ > 0 in D
T
g,h.
The following result will play a crucial role in the proof of Theorem 2.1.
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Lemma 2.3. For any T > 0 and (g, h) ∈ GTh0 ×H
T
h0
, the problem
wit = di
∫ h(t)
g(t)
Ji(x− y)wi(t, y)dy
−diwi(t, x) + fi(t, x, w1, w2), 0 < t ≤ T, g(t) < x < h(t),
wi(t, g(t)) = wi(t, h(t)) = 0, 0 ≤ t ≤ T,
wi(0, x) = ui0(x), |x| ≤ h0,
i = 1, 2
(2.3)
has a unique solution wg,h = (w1,g,h, w2,g,h) ∈ X
T
U0,g,h
, and wg,h satisfies (2.1).
Proof. The idea of the proof comes from [6]. We break the proof into three steps.
Step 1: A parametrized ODE problem. Define
f∗i (t, x, u1, u2) =
{
fi(t, x, u1, u2) if u1, u2 ≥ 0,
0 if u1, u2 ≤ 0,
f∗1 (t, x, u1, u2) = f1(t, x, u1, 0) if u2 ≤ 0, u1 > 0,
f∗2 (t, x, u1, u2) = f2(t, x, 0, u2) if u1 ≤ 0, u2 > 0.
For any given x ∈ [g(T ), h(T )], set
u˜10(x) =
{
0, |x| > h0,
u10(x), |x| ≤ h0,
u˜20(x) =
{
0, |x| > h0,
u20(x), |x| ≤ h0,
tx =

tx,g if x ∈ [g(T ),−h0), x = g(tx,g),
0 if |x| ≤ h0,
tx,h if x ∈ (h0, h(t)], x = h(tx,h).
Clearly tx = T for x = g(T ) or x = h(T ), and tx ∈ [0, T ) for x ∈ (g(T ), h(T )).
For any given 0 < s ≤ T and ϕ = (ϕ1, ϕ2) ∈ X
s
U0
, we first consider the initial value problem of
the following ordinary differential system with parameter x ∈ (g(s), h(s)):
pit = di
∫ h(t)
g(t)
Ji(x− y)ϕi(t, y)dy − dipi + f
∗
i (t, x, p), tx < t ≤ s,
pi(tx, x) = u˜i0(x), g(s) < x < h(s),
i = 1, 2.
(2.4)
Denote
Fi(t, x, p) = di
∫ h(t)
g(t)
Ji(x− y)ϕi(t, y)dy − dipi + f
∗
i (t, x, p), i = 1, 2,
Kϕ = 1 +A1 +A2 + ‖ϕ1, ϕ2‖C(Ds), Lϕ = max
{
d1, d2
}
+ L(Kϕ),
where A1 and A2 are given by (2.1). Then for any pi, qi ∈ (−∞,Kϕ], i = 1, 2, we have
|Fi(t, x, p1, p2)− Fi(t, x, q1, q2)| ≤ |f
∗
i (t, x, p1, p2)− f
∗
i (t, x, q1, q2)|+ di|pi − qi|
≤ Lϕ (|p1 − q1|+ |p2 − q2|) , i = 1, 2.
In other words, the function Fi(t, x, p) is Lipschitz continuous in p = (p1, p2) for p1, p2 ∈ (−∞,Kϕ]
with Lipschitz constant Lϕ, uniformly for t ∈ [0, T ] and x ∈ [g(s), h(s)], i = 1, 2. Additionally,
Fi(t, x, p) is continuous in all its variables in this range, i = 1, 2. Based on the Fundamental Theorem
of ODEs, for every fixed x ∈ (g(s), h(s)), the problem (2.4) has a unique solution pϕ = (pϕ1 , p
ϕ
2 )
defined in some interval [tx, Tx).
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We will prove that t → pϕ(t, x)(t, x) can be uniquely extended to [tx, s]. Clearly, it suffices to
show that if pϕ(t, x) is defined for t ∈ [tx, t0] with t0 ∈ (tx, s], then
(2.5) 0 ≤ pϕ1 (t, x), p
ϕ
2 (t, x) < Kϕ for t ∈ (tx, t0].
We first show that pϕ1 (t, x) < Kϕ in (tx, t0]. If this inequality is not true, then, by p
ϕ
1 (tx, x) =
u˜10(x) ≤ ‖ϕ1‖C(Ds) < Kϕ, there exists t
′ ∈ (tx, t0] such that p
ϕ
1 (t, x) < Kϕ in (tx, t
′) and pϕ1 (t
′, x) =
Kϕ. It follows that (p
ϕ
1 )t(t
′, x) ≥ 0 and f∗1 (t
′, x, pϕ1 (t
′, x), pϕ2 (t
′, x)) < 0 as Kϕ > k. Hence from the
equation satisfied by pϕ1 we can deduce
d1Kϕ = d1p
ϕ
1 (t
′, x) ≤ d1
∫ h(t′)
g(t′)
J1(x− y)ϕ1(t
′, y)dy ≤ d1‖ϕ1‖C(DT ) ≤ d1(Kϕ − 1).
This is a contradiction. Similarly, pϕ2 (t, x) < Kϕ in (tx, t0].
We now prove the first inequality in (2.5). Since
|f∗1 (t, x, p1, p
ϕ
2 )| = |f
∗
1 (t, x, p1, p
ϕ
2 )− f
∗
1 (t, x, 0, p
ϕ
2 )| ≤ L(Kϕ)|p1|, ∀ p1 ∈ (−∞,Kϕ],
it follows that
(pϕ1 )t ≥ c(t, x)p
ϕ
1 + d1
∫ h(t)
g(t)
J1(x− y)ϕ1(t, y)dy ≥ c(t, x)p
ϕ
1 , ∀ t ∈ [tx, t0],
where c(t, x) = −L(Kϕ) − d1 when p
ϕ
1 (t, x) ≥ 0, and c(t, x) = L(Kϕ) when p
ϕ
1 (t, x) ≤ 0. Notice
pϕ1 (tx, 0) = u˜10(x) ≥ 0, the above inequality immediately gives p
ϕ
1 (t, x) ≥ 0 in [tx, t0]. Similarly,
pϕ2 (t, x) ≥ 0 in [tx, t0]. We have thus proved (2.5), and therefore the solution p
ϕ(t, x) of (2.4) is
uniquely defined for t ∈ [tx, s].
Step 2: A fixed point problem. Recall pϕ(0, x) = U0(x) for |x| ≤ h0, and p
ϕ(t, x) = 0 for
x ∈ {g(t), h(t)} and t ∈ [0, s]. Moreover, by the continuous dependence of the ODE solution on
parameters, pϕ is continuous in Ds, and so p
ϕ ∈ XsU0 . Define a mapping Γs : X
s
U0
→ XsU0 by
Γsϕ = p
ϕ.
Clearly, if Γsϕ = ϕ then ϕ solves (2.4), and vice versa.
We will show that Γs has a unique fixed point in X
s
U0
when 0 < s ≪ 1. This conclusion will be
proved by the contraction mapping theorem, i.e., it will be shown that for such s, Γs is a contraction
on a closed subset of XsU0 , and any fixed point of Γs in X
s
U0
lies in this closed subset.
Take C = max
{
2‖u10‖∞, 2‖u20‖∞, A1, A2
}
and define
XsC :=
{
ϕ = (ϕ1, ϕ2) ∈ X
s
U0 : ‖ϕ1, ϕ2‖C(Ds) ≤ C
}
.
Clearly XsC is a closed subset of X
s
U0
. We will find a δ > 0 small depending on C such that for
every s ∈ (0, δ], Γs maps X
s
C into itself, and is a contraction.
Let ϕ ∈ XsC and denote p
ϕ = Γsϕ. Then p
ϕ solves (2.4), and so (2.5) holds with t0 replaced by
s. Thus, f∗i (t, x, p
ϕ) = fi(t, x, p
ϕ) for i = 1, 2. Now we prove that for 0 < s≪ 1,
pϕ1 (t, x), p
ϕ
2 (t, x) ≤ C, ∀ g(s) ≤ x ≤ h(s), tx ≤ t ≤ s,(2.6)
which is equivalent to ‖pϕ1 , p
ϕ
2 ‖C(Ds) ≤ C. Note that p
ϕ
1 , p
ϕ
2 ≥ 0 implies f1(t, x, p
ϕ
1 , p
ϕ
2 ) ≤ rp
ϕ
1 . It
follows from the first equation of (2.4) that, for t ∈ [tx, s] and x ∈ (g(s), h(s)),
(pϕ1 )t ≤ d1
∫ h(t)
g(t)
J1(x− y)ϕ1(t, y)dy + rp
ϕ
1 ≤ d1‖ϕ1‖C(Ds) + rp
ϕ
1 .
Multiplying this inequality by e−rt and then integrating from tx to t we obtain
pϕ1 (t, x) ≤ e
r(t−tx)pϕ1 (tx, x) + d1
∫ t
tx
er(t−τ)dτ‖ϕ1‖C(Ds) ≤ ‖u10‖∞e
rs + d1Cse
rs.
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Take δ1 > 0 such that d1δ1e
rδ1 ≤ 1/4 and erδ1 ≤ 3/2. Then, for s ∈ (0, δ1], we have
pϕ1 (t, x) ≤ (8‖u10‖∞ + C)/4 ≤ C in Ds.
This combined with the properties of f2 allows us to derive
f2(t, x, p
ϕ
1 , p
ϕ
2 ) ≤ L(C,Θ(C))p
ϕ
2 := L
∗pϕ2 , ∀ x ∈ (g(s), h(s)), t ∈ [tx, s].
Similar to the above, take δ2 > 0 satisfying d2δ2e
L∗δ2 ≤ 1/4 and eL
∗δ2 ≤ 3/2, then
pϕ2 (t, x) ≤ (8‖u20‖∞ + C)/4 ≤ C in Ds
for all s ∈ (0, δ2]. Set δ = min{δ1, δ2}. Then (2.6) holds for s ∈ (0, δ].
Thus pϕ = Γsϕ ∈ X
s
C , as desired. Next we show that by shrinking δ if necessary, Γs is a
contraction on XsC for s ∈ (0, δ]. Let ϕ, ρ ∈ X
s
C , then pi = p
ϕ
i − p
ρ
i satisfy p1t + ap1 = d1
∫ h(t)
g(t)
J1(x− y) (ϕ1 − ρ1) (t, y)dy + bp2, tx < t ≤ s, g(s) < x < h(s),
pi(tx, x) = 0, g(s) < x < h(s),
where a = d1 − ∂p1f1(t, x, p˜1, p
ϕ
2 ), b = ∂p2f1(t, x, p
ρ
1, p˜2) for some p˜i between p
ϕ
i and p
ρ
i , i = 1, 2.
Then ‖a, b‖∞ ≤ d1 + L(C) := L1. It follows that, for x ∈ (g(s), h(s)) and tx < t ≤ s,
p1(t, x) = e
−
∫ t
tx
a(τ,x)dτ
∫ t
tx
e
∫ l
tx
a(τ,x)dτ
(
d1
∫ h(l)
g(l)
J1(x− y) (ϕ1 − ρ1) (l, y)dy + b(l, x)p2(l, x)
)
dl.
Since (g(t), h(t)) ⊂ (g(s), h(s)) when t ≤ s, we deduce that, for x ∈ (g(t), h(t)),
|p1(t, x)| ≤ e
L1(t−tx)
∫ t
tx
eL1(l−tx)dl
(
d1‖ϕ1 − ρ1‖C(Ds) + L1‖p2‖C(Ds)
)
≤ (t− tx)e
2L1(t−tx)
(
d1‖ϕ1 − ρ1‖C(Ds) + L1‖p2‖C(Ds)
)
≤ se2L1s
(
d1‖ϕ1 − ρ1‖C(Ds) + L1‖p2‖C(Ds)
)
.
This gives
‖p1‖C(Ds) ≤ se
2L1s
(
d1‖ϕ1 − ρ1‖C(Ds) + L1‖p2‖C(Ds)
)
.
Similarly,
‖p2‖C(Ds) ≤ se
2L2s
(
d2‖ϕ2 − ρ2‖C(Ds) + L2‖p1‖C(Ds)
)
,
where L2 = d2 + L(C). Set L = max{L1, L2}. Then
‖Γsϕ− Γsρ‖C(Ds) ≤
1
2
(
‖ϕ1 − ρ1‖C(Ds) + ‖ϕ2 − ρ2‖C(Ds)
)
, ∀ s ∈ (0, σ]
provided that σ ∈ (0, δ] satisfies
σLe2Lσ ≤ 1/2, σdie
2Lσ ≤ 1/4, i = 1, 2.
For such s we may now apply the Contraction Mapping Theorem to conclude that Γs has a unique
fixed point W in XsC . It follows that w =W solves (2.3) for 0 < t ≤ s.
If we can show that any solution w of (2.3) satisfies 0 ≤ w1, w2 ≤ C in Ds then w must coincides
with the unique fixed point W of Γs in X
s
C . We next prove such an estimate for (w1, w2). Note
that w1, w2 ≥ 0 already follows from (2.5). It is enough to show w1, w2 ≤ C. We actually prove
the following stronger inequality
(2.7) w1(t, x) ≤ A1, w2(t, x) ≤ A2, ∀ g(s) ≤ x ≤ h(s), tx ≤ t ≤ s.
We only prove w1(t, x) ≤ A1 since w2(t, x) ≤ A2 can be shown by the same way. It suffices to show
that the above inequality holds with A1 replaced by A1 + ε for any given ε > 0. Suppose this is
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not true. Due to w1(tx, x) = u˜10(x) ≤ ‖u10‖∞ < A
ε := A1 + ε, there exist x0 ∈ (g(s), h(s)) and
t0 ∈ (tx0 , s] such that
w1(t0, x0) = A
ε, 0 ≤ w1(t, x) < A
ε for g(t0) ≤ x ≤ h(t0), tx ≤ t < t0.
It follows that w1t(t0, x0) ≥ 0 and f1(t0, x0, w(t0, x0)) ≤ 0 due to w1(t0, x0) = A
ε > A1 and
w2(t0, x0) ≥ 0. Hence from the first equation of (2.3) we obtain
0 ≤ w1t(t0, x0) ≤ d1
∫ h(t0)
g(t0)
J1(x0 − y)w1(t0, y)dy − d1w1(t0, x0).
Since w1(t0, g(t0)) = w1(t0, h(t0)) = 0, we have w1(t0, y) < A
ε for y ∈ (g(t0), h(t0)) but close to the
boundary of this interval. It follows that
d1A
ε = d1w1(t0, x0) ≤ d1
∫ h(t0)
g(t0)
J1(x0 − y)w1(t0, y)dy < d1A
ε
∫ h(t0)
g(t0)
J1(x0 − y)dy ≤ d1A
ε.
This contradiction proves (2.7). Thus (w1, w2) satisfies the wanted inequality and hence coincides
with the unique fixed point of Γs in X
s
C . We have now proved the fact that for every s ∈ (0, σ], Γs
has a unique fixed point in XsU0 .
Step 3: Completion of the proof. From Step 2 we know that (2.3) has a unique solution w
defined for t ∈ [0, σ] and w satisfies (2.7) with s = σ. Note that
max
{
max
[g(σ),h(σ)]
w1(σ, x), k
}
≤ max{A1, k} = A1,
max
{
max
[g(σ),h(σ)]
w2(σ, x), Θ(A1)
}
≤ max{A2, Θ(A1)} = A2.
Hence we may apply Step 2 to (2.3) but with the initial time t = 0 replaced by t = σ to conclude
that the unique solution can be extended to a slightly larger domain Dσg,h. Moreover, by (2.7) and
the definition of σ in Step 2, we see that σ depends only on di and Ai, and it can take any value
in (0, 2σ]. Furthermore, from the above proof of (2.7) we easily see that the extended solution w
satisfies (2.7) in Dσg,h. Thus the extension can be repeated. By repeating this process finitely many
times, the solution w of (2.3) will be uniquely extended to DTg,h. As explained above, now (2.7)
holds with s = T , and hence to prove that w satisfies (2.1), it only remains to show w1 > 0, w2 > 0
in DTg,h. Recall w1, w2 ≥ 0. Using the conditions (f), (f1), (f2) and the conclusion (2.7) we may
write f1(t, x, w) = b1(t, x)w1 and f2(t, x, w) = b2(t, x)w2 with bi ∈ L
∞(DTg,h). Then Lemma 2.2
gives the desired result. 
Proof of Theorem 2.1. By Lemma 2.3, for any T > 0 and (g, h) ∈ GTh0 ×H
T
h0
, we can find a unique
wg,h = (w1,g,h, w2,g,h) ∈ X
T
u0,g,h
that solves (2.3) and satisfies (2.1).
Using such a wg,h, we define the mapping F by F(g, h) =
(
g˜, h˜
)
, where
h˜(t) = h0 +
2∑
i=1
µi
∫ t
0
∫ h(τ)
g(τ)
∫ ∞
h(τ)
Ji(x− y)wi,g,h(τ, x)dydxdτ,
g˜(t) = −h0 −
2∑
i=1
µi
∫ t
0
∫ h(τ)
g(τ)
∫ g(τ)
−∞
Ji(x− y)wi,g,h(τ, x)dydxdτ
for 0 < t ≤ T . To simplify notations, we will write
GT = G
T
h0 , HT = H
T
h0 , DT = D
T
g,h, XT = X
T
U0,g,h.
To prove this theorem, we first show that if T is small enough, then F maps a suitable closed
subset ΣT of GT × HT into itself, and is a contraction mapping. This clearly implies that F has
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a unique fixed point in ΣT , which gives a solution (wg,h, g, h) of (1.2) defined for t ∈ (0, T ]. Then
we prove that any solution (u1, u2, g, h) of (1.2) with (g, h) ∈ GT × HT must satisfy (g, h) ∈ ΣT ,
and hence (g, h) must coincide with the unique fixed point of F in ΣT , which then implies that the
solution (u1, u2, g, h) of (1.2) is unique. Finally we extend this unique local solution to a global
one. This plan will be carried out in several steps.
Step 1: Properties of (g˜, h˜) and a closed subset of GT × HT . Let (g, h) ∈ GT × HT . Then
g˜, h˜ ∈ C1([0, T ]) and for 0 < t ≤ T ,
(2.8)

h˜′(t) =
2∑
i=1
µi
∫ h(t)
g(t)
∫ ∞
h(t)
Ji(x− y)wi,g,h(τ, x)dydx,
g˜′(t) = −
2∑
i=1
µi
∫ h(t)
g(t)
∫ g(t)
−∞
Ji(x− y)wi,g,h(τ, x)dydx.
These facts imply (g˜, h˜) ∈ GT × HT . To show that F is a contraction, we need some further
properties of g˜ and h˜ to be used in choosing a suitable closed subset of GT ×HT , which is invariant
under F , and on which F is a contraction mapping.
Denote wi = wi,g,h to simplify the notations. Since (w1, w2) solves (2.3) and satisfies (2.1), we
obtain by using (f), (f1), (f2) that
wit(t, x) ≥ −diwi(t, x)− L(A1, A2)wi(t, x), 0 < t ≤ T, g(t) < x < h(t),
wi = 0, 0 ≤ t ≤ T, x = g(t), h(t),
wi(0, x) = ui0(x), |x| ≤ h0.
It follows that
wi(t, x) ≥ e
−[di+L(A1,A2)]tui0(x) ≥ e
−[di+L(A1,A2)]Tui0(x), t ∈ (0, T ], |x| ≤ h0.(2.9)
By the condition (J), there exist constants ε0 ∈ (0, h0/4) and δ0 > 0 such that
Ji(x− y) ≥ δ0 for |x− y| ≤ ε0, i = 1, 2.(2.10)
Using (2.8) we easily see
[h˜(t)− g˜(t)]′ ≤ (µ1A1 + µ2A2)[h(t) − g(t)], ∀ t ∈ [0, T ].
We can choose 0 < T ≪ 1, depending on µi, Ai, h0, ε0, such that h(T )− g(T ) ≤ 2h0 + ε0/4 and
h˜(t)− g˜(t) ≤ 2h0 + T (µ1A1 + µ2A2)(2h0 + ε0/4) ≤ 2h0 + ε0/4, ∀ t ∈ [0, T ],
h(t) ∈ [h0, h0 + ε0/4], g(t) ∈ [−h0 − ε0/4, −h0], ∀ t ∈ [0, T ].
Combining this with (2.9) and (2.10) we obtain that, for t ∈ (0, T ],
2∑
i=1
µi
∫ h(t)
g(t)
∫ ∞
h(t)
Ji(x− y)wi(t, x)dydx ≥
2∑
i=1
µi
∫ h(t)
h(t)−
ε0
2
∫ h(t)+ ε0
2
h(t)
Ji(x− y)wi(t, x)dydx
≥
2∑
i=1
µie
−LT
∫ h0
h0−
ε0
4
∫ h0+ ε02
h0+
ε0
4
Ji(x− y)e
−diTui0(x)dydx
≥
ε0
4
δ0e
−(d1+d2+L)T
2∑
i=1
µi
∫ h0
h0−
ε0
4
ui0(x)dx
=: α1µ1 + α2µ2
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where L = L(A1, A2), α1, α2 are positive constants depending only on Ji, fi and U0. Thus, for
sufficiently small T0 = T (µ1, µ2, A1, A2, h0, ε0) > 0,
h˜′(t) ≥ α1µ1 + α2µ2 := h∗ > 0, t ∈ [0, T0].(2.11)
Similarly,
g˜′(t) ≤ −(α˜1µ1 + α˜2µ2) := g∗ < 0, t ∈ [0, T0](2.12)
for some positive constants α˜1 and α˜2 depending only on Ji, fi and U0.
For 0 < T ≤ T0, we define
ΣT :=
{
(g, h) ∈ GT ×HT :
g(t2)− g(t1)
t2 − t1
≤ g∗,
h(t2)− h(t1)
t2 − t1
≥ h∗ for 0 ≤ t1 < t2 ≤ T,
and h(t)− g(t) ≤ 2h0 +
ε0
4
for 0 ≤ t ≤ T
}
.
The above analysis shows that F(ΣT ) ⊂ ΣT .
Step 2: F is a contraction mapping on ΣT for 0 < T ≪ 1. For (gj , hj) ∈ ΣT , j = 1, 2, we set
ΩT = D
T
g1,h1 ∪D
T
g2,h2 , w
j
1 = w1,gj ,hj , w
j
2 = w2,gj ,hj , F (gj , hj) =
(
g˜j , h˜j
)
,
wˆj = w
1
j − w
2
j , gˆ = g1 − g2, hˆ = h1 − h2, g˜ = g˜1 − g˜2, h˜ = h˜1 − h˜2.
Make the zero extension of wji in
(
[0, T ] × R
)
\DTgj ,hj . It then follows that
|h˜′(t)| ≤
2∑
i=1
µi
∣∣∣∣∣
∫ h1(τ)
g1(τ)
∫ ∞
h1(τ)
Ji(x− y)w
1
i (τ, x)dydx−
∫ h2(τ)
g2(τ)
∫ ∞
h2(τ)
Ji(x− y)w
2
i (τ, x)dydx
∣∣∣∣∣
≤
2∑
i=1
µi
∫ h1(τ)
g1(τ)
∫ ∞
h1(τ)
Ji(x− y)|wˆi(τ, x)|dydx
+
2∑
i=1
µi
∣∣∣∣
(∫ g2(τ)
g1(τ)
∫ ∞
h1(τ)
+
∫ h1(τ)
h2(τ)
∫ ∞
h1(τ)
+
∫ h2(τ)
g2(τ)
∫ h2(τ)
h1(τ)
)
Ji(x− y)w
2
i (τ, x)dydx
∣∣∣∣
≤
2∑
i=1
µi
(
3h0‖wˆi‖C(ΩT ) + ‖gˆ‖C([0,T ])Ai + (Ai + 3h0Ai‖Ji‖∞) ‖hˆ‖C([0,T ])
)
,
and so
|h˜(t)| ≤ C0T
(
‖wˆ1, wˆ2‖C(ΩT ) + ‖gˆ, hˆ‖C([0,T ])
)
, 0 < t ≤ T,
where C0 depends only on h0, µi, Ai and Ji. Similarly,
|g˜(t)| ≤ C0T
(
‖wˆ1, wˆ2‖C(ΩT ) + ‖gˆ, hˆ‖C([0,T ])
)
, 0 < t ≤ T.
Therefore,
(2.13) ‖g˜, h˜‖C([0,T ]) ≤ CT
(
‖wˆ1, wˆ2‖C(ΩT ) + ‖gˆ, hˆ‖C([0,T ])
)
.
Next, we estimate ‖wˆ1, wˆ2‖C(ΩT ). Fix (s, x) ∈ ΩT . We now estimate |wˆ1(s, x)| and |wˆ2(s, x)| in
all the possible cases.
Case 1: x ∈ (g1(s), h1(s)) \ (g2(s), h2(s)). In such case, either g1(s) < x ≤ g2(s) or h2(s) ≤ x <
h1(s), and w
2
1(s, x) = w
2
2(s, x) = 0.
When h2(s) ≤ x < h1(s), there exists 0 < s1 < s such that x = h1(s1), and so h1(s) > h1(s1) =
x ≥ h2(s). Clearly, g1(t) < h1(s1) = x ≤ h1(t) for all t ∈ [s1, s]. By integrating the equation
satisfied by w11 from s1 to s we obtain
|wˆ1(s, x)| = w
1
1(s, x) =
∫ s
s1
(
d1
∫ h1(t)
g1(t)
J1(x− y)w
1
1(t, y)dy − d1w
1
1 + f1(t, x, w
1
1 , w
1
2)
)
dt
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≤ (s− s1)
[
d1 + L(A1, A2)
]
A1
≤ h−1∗
[
h1(s)− h1(s1)
][
d1 + L(A1, A2)
]
A1
≤ h−1∗
[
h1(s)− h2(s)
][
d1 + L(A1, A2)
]
A1
≤ C4‖h1 − h2‖C([0,s]) = C4‖hˆ‖C([0,T ]).
When g1(s) < x ≤ g2(s), we can analogously obtain
|wˆ1(s, x)| = w
1
1(s, x) ≤ C4‖gˆ‖C([0,T ]).
Hence
|wˆ1(s, x)| ≤ C4‖gˆ, hˆ‖C([0,T ]).
Similarly we can show |wˆ2(s, x)| = w
1
2(s, x) ≤ C4‖gˆ, hˆ‖C([0,T ]). Thus, in this case,
|wˆ1(s, x)|, |wˆ2(s, x)| ≤ C4‖gˆ, hˆ‖C([0,T ]).(2.14)
Case 2: x ∈ (g2(s), h2(s)) \ (g1(s), h1(s)). Similar to case 1 we have |wˆ1(s, x)| = w
2
1(s, x) ≤
C4‖gˆ, hˆ‖C([0,T ]) and |wˆ2(s, x)| = w
2
2(s, x) ≤ C4‖gˆ, hˆ‖C([0,T ]). Thus (2.14) holds in this case as well.
Case 3: x 6∈ (g2(s), h2(s)) ∪ (g1(s), h1(s)). In this case clearly wˆ1(s, x) = wˆ2(s, x) = 0 and hence
(2.14) holds trivially.
Case 4: x ∈ (g1(s), h1(s)) ∩ (g2(s), h2(s)). If x ∈ (g1(t), h1(t)) ∩ (g2(t), h2(t)) for all 0 < t < s,
that is, x ∈ [−h0, h0], it then follows that
wˆ1t(t, x) = d1
∫ h1(t)
g1(t)
J1(x− y)wˆ1(t, y)dy + d1
{∫ g2(t)
g1(t)
+
∫ h1(t)
h2(t)
}
J1(x− y)w
2
1(t, y)dy
−d1wˆ1(t, x) + f1(t, x, w
1
1 , w
1
2)− f1(t, x, w
2
1 , w
2
2).(2.15)
Note that wˆ1(0, x) = 0, 0 < w
i
1 ≤ A1, 0 < w
i
2 ≤ A2 and
|f1(t, x, w
1
1 , w
2
2)− f1(t, x, w
2
1 , w
2
2)| ≤ L(|w
1
1 − w
2
1|+ |w
1
2 − w
2
2|) = L(|wˆ1|+ |wˆ2|),
where L = L(A1, A2). Integrating (2.15) from 0 to s we have
|wˆ1(s, x)| ≤
(
2d1‖wˆ1‖C(ΩT ) + d1A1‖J1‖∞‖gˆ, hˆ‖C([0,T ]) + L‖wˆ1, wˆ2‖C(ΩT )
)
T.
Similarly,
|wˆ2(s, x)| ≤
(
2d2‖wˆ2‖C(ΩT ) + d2A2‖J2‖∞‖gˆ, hˆ‖C([0,T ]) + L‖w1, w2‖C(ΩT )
)
T.
If there exists 0 < t < s such that x 6∈ (g1(t), h1(t))∩(g2(t), h2(t)), then we can choose the largest
t0 ∈ (0, t) such that
x ∈ (g1(t), h1(t)) ∩ (g2(t), h2(t)), ∀ t0 < t ≤ s,(2.16)
and
x ∈ (g1(t0), h1(t0)) \ (g2(t0), h2(t0)), or x ∈ (g2(t0), h2(t0)) \ (g1(t0), h1(t0)).
Using the conclusions of Case 1 and Case 2 we have |wˆ1(t0, x)| ≤ C4‖gˆ, hˆ‖C([0,T ]). In view of (2.16),
it is clear that (2.15) holds for all t0 < t ≤ s. Integrating (2.15) from t0 to s we obtain
|wˆ1(s, x)| ≤ |wˆ1(t0, x)|+
(
2d1‖wˆ1‖C(ΩT ) + d1A1‖J1‖∞‖gˆ, hˆ‖C([0,T ]) + L‖wˆ1, wˆ2‖C(ΩT )
)
(s− t0)
≤ C4‖gˆ, hˆ‖C([0,T ]) + C5
(
‖gˆ, hˆ‖C([0,T ]) + ‖wˆ1, wˆ2‖C(ΩT )
)
T
=: C6‖gˆ, hˆ‖C([0,T ]) + C5T‖wˆ1, wˆ2‖C(ΩT ).
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In the same way one has
|wˆ2(s, x)| ≤ C6‖gˆ, hˆ‖C([0,T ]) + C5T‖wˆ1, wˆ2‖C(ΩT ).
Summarizing the above discussions, we obtain
‖wˆ1, wˆ2‖C(ΩT ) ≤ C
′‖gˆ, hˆ‖C([0,T ]) + C
′T‖wˆ1, wˆ2‖C(ΩT ) ≤ 2C
′‖gˆ, hˆ‖C([0,T ])
if C ′T < 1/2. This combined with (2.13) yields
‖g˜, h˜‖C([0,T ]) ≤ C(2C
′ + 1)T‖gˆ, hˆ‖C([0,T ]) ≤
1
2
‖gˆ, hˆ‖C([0,T ])
if C(2C ′ + 1)T ≤ 1/2. This shows that F is a contraction mapping on ΣT .
Step 3: Local existence and uniqueness. By Step 2 and the Contraction Mapping Theorem we
know that (1.2) has a solution (u1, u2, g, h) defined for t ∈ (0, T ]. If we can show that (g, h) ∈ ΣT
holds for any solution (u1, u2, g, h) of (1.2) defined for t ∈ (0, T ], then (g, h) must coincide with the
unique fixed point of F in ΣT and the uniqueness of the local solution (u1, u2, g, h) to (1.2) would
follow.
Let (u1, u2, g, h) be an arbitrary solution of (1.2) defined for t ∈ (0, T ]. Then
h′(t) =
2∑
i=1
µi
∫ h(t)
g(t)
∫ ∞
h(t)
Ji(x− y)ui(t, x)dydx,
g′(t) = −
2∑
i=1
µi
∫ h(t)
g(t)
∫ g(t)
−∞
Ji(x− y)ui(t, x)dydx.
In view of Lemma 2.3, 0 < u1 ≤ A1, 0 < u2 ≤ A2 in D
T
g,h. Thus
h′(t)− g′(t) =
2∑
i=1
µi
∫ h(t)
g(t)
(∫ ∞
h(t)
+
∫ g(t)
−∞
)
Ji(x− y)ui(t, x)dydx ≤
2∑
i=1
µiAi[h(t)− g(t)],
which implies
h(t)− g(t) ≤ 2h0e
(µ1A1+µ2A2)t, t ∈ (0, T ].(2.17)
Shrink T so that 2h0e
(µ1A1+µ2A2)T ≤ 2h0+ ε0/4, then h(t)− g(t) ≤ 2h0+ ε0/4 on [0, T ]. Moreover,
the proof of (2.11) and (2.12) gives h′(t) ≥ h∗ and g
′(t) ≤ g∗ in (0, T ]. Thus (g, h) ∈ ΣT as we
required.
Step 4: Global existence and uniqueness. By Step 3, we see that the problem (1.2) has a unique
solution (u1, u2, g, h) for some time interval (0, T ]. Moreover, for any fixed s ∈ (0, T ), there hold
u1(s, x) > 0, u2(s, x) > 0 in (g(s), h(s)), and ui(s, ·) (i = 1, 2) are continuous on [g(s), h(s)]. This
implies that we can treat (u1(s, ·), u2(s, ·)) as an initial function and use Step 3 to extend the
solution from t = s to some T ′ ≥ T . Suppose that (0, T0) is the maximal existence interval of
(u1, u2, g, h) obtained by such an extension process. We show that T0 =∞. Otherwise T0 ∈ (0,∞)
and we are going to derive a contradiction.
Firstly, (2.17) holds for t ∈ (0, T0). Since h(t) and g(t) are monotone in [0, T0), we may define
h(t0) := lim
t→T0
h(t), g(T0) := lim
t→T0
g(t) with h(T0)− g(T0) ≤ 2h0e
(µ1A1+µ2A2)T0 .
The free boundary conditions in (1.2), together with 0 ≤ u1 ≤ A1 and 0 ≤ u2 ≤ A2 indicate that
h′, g′ ∈ L∞([0, T0)) and hence g, h ∈ C([0, T0]) with g(T0), h(T0) defined as above. It follows that
the right-hand side of the first equation in (1.2) belongs to L∞(DT0g,h), this implies ui,t ∈ L
∞(DT0g,h).
Thus for each x ∈ (g(T0), h(t0)) and i = 1, 2, the limit ui(T0, x) := lim
tրT0
ui(t, x) exists, and ui(·, x)
is continuous at t = T0. We may now view (u1(t, x), u2(t, x)) as the unique solution of the ODE
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problem in Step 1 of the proof of Lemma 2.3 (with ϕ = (u1, u2)), which is defined over [tx, T0]. Since
tx, Ji(x, y), and fi(t, x, u1, u2) are all continuous in x, by the continuous dependence of the ODE
solution to the initial function and the parameters in the equation, we see that ui(t, x) (i = 1, 2) are
continuous in DT0g,h. By assumption, u1, u2 ∈ C(D
s
g,h) for any s ∈ (0, T0). To show this also holds
with s = T0, it remains to show that ui(t, x)→ 0 as (t, x)→ (T0, g(T0)) and as (t, x)→ (T0, h(t0))
from DT0g,h. We only prove u1(t, x)→ 0 as (t, x)→ (T0, g(T0)) from D
T0
g,h because of the other cases
can be shown similarly. We note that xց g(T0) implies tx ր T0, and so
|u1(t, x)| =
∣∣∣∣∣
∫ t
tx
(
d1
∫ h(t)
g(t)
J1(x, y)u1(τ, y)dy − d1u1(τ, x) + f1(τ, x, u1(τ, x), u2(τ, x))
)
dτ
∣∣∣∣∣
≤ (t− tx)
[
2d1 + L(A1, A2)
]
A1
→ 0 as DT0g,h ∋ (t, x)→ (T0, g(T0)).
Thus we have shown that ui ∈ C(D
T0
g,h) and (u1, u2, g, h) satisfies (1.2) for t ∈ (0, T0]. Writ-
ing fi(t, x, u1(t, x), u2(t, x)) = bi(t, x)ui(t, x) with bi ∈ L
∞(DT0g,h), and using Lemma 2.2 we have
ui(T0, x) > 0 for x ∈ (g(T0), h(t0)). Thus we can regard (u1(T0, ·), u2(T0, x)) as an initial function
and apply Step 3 to conclude that the solution of (1.2) can be extended to some (0, T˜ ) with T˜ > T0.
This contradicts the definition of T0. Therefore we must have T0 =∞.
From the above proof we see that (2.1) and (2.2) hold, and the theorem is proved. 
3. Spreading and vanishing
In view of (2.2) we can define
lim
t→∞
g(t) = g∞ ∈ [−∞,−h0), lim
t→∞
h(t) = h∞ ∈ (h0,∞].
Clearly we have either
(i) h∞ − g∞ <∞, or (ii) h∞ − g∞ =∞.
We will call (i) the vanishing case, and call (ii) the spreading case.
The main purpose of this section is to determine when (i) or (ii) can occur, and to determine the
long-time profile of (u1, u2) if (i) or (ii) happens. It turns out that these are highly nontrivial tasks
as many techniques worked in the corresponding local diffusion cases are not applicable anymore,
and those worked in the one species nonlocal diffusion problem with free boundary in [6] are also
lacking for treating the current two species situation. In subsection 3.1 below, we introduce some
new techniques which are enough to treat the Lotka-Volterra cases (1.4) and (1.5). In subsection
3.2, we will further restrict the growth function classes in order to determine the long-time profile
of (u1, u2).
3.1. Criteria for vanishing and spreading. The following two simple lemmas provide some key
ingredients for analysing the vanishing phenomenon.
Lemma 3.1. Let the condition (J) hold for the kernel functions J1, J2, and β1, β2 > 0 be constants.
Suppose that g, h ∈ C1([0,∞)), g(0) < h(0), g′(t) ≤ 0, h′(t) ≥ 0 and wi, wit ∈ C(D
∞
g,h)∩L
∞(D∞g,h)
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for i = 1, 2, where D∞g,h = {t > 0, g(t) < x < h(t)}. If (w1, w2, g, h) satisfies
h′(t) =
2∑
i=1
βi
∫ h(t)
g(t)
∫ ∞
h(t)
Ji(x− y)wi(t, x)dydx, t ≥ 0,
g′(t) = −
2∑
i=1
βi
∫ h(t)
g(t)
∫ g(t)
−∞
Ji(x− y)wi(t, x)dydx, t ≥ 0,
(3.1)
and
lim
t→∞
h(t)− lim
t→∞
g(t) <∞,(3.2)
then
lim
t→∞
g′(t) = lim
t→∞
h′(t) = 0.
Proof. Set lim
t→∞
h(t) = h∞, lim
t→∞
g(t) = g∞. The condition (3.2) implies −∞ < g∞ < h∞ < ∞.
Take M > 0 such that βi|wi| ≤M , βi|wit| ≤M in D
∞
g,h for i = 1, 2. It then follows from (3.1) that
g′(t) and h′(t) are bounded. For any given t, s > 0, we have
h′(t)− h′(s) =
∫ h(t)
g(t)
∫ ∞
h(t)
2∑
i=1
βiJi(x− y)wi(t, x)dydx−
∫ h(s)
g(s)
∫ ∞
h(s)
2∑
i=1
βiJi(x− y)wi(s, x)dydx
=
{∫ g(s)
g(t)
+
∫ h(t)
h(s)
}∫ ∞
h(t)
2∑
i=1
βiJi(x− y)wi(t, x)dydx
−
∫ h(s)
g(s)
∫ h(t)
h(s)
2∑
i=1
βiJi(x− y)wi(s, x)dydx
+
∫ h(s)
g(s)
∫ ∞
h(t)
2∑
i=1
βiJi(x− y)
[
wi(t, x)− wi(s, x)
]
dydx
=
{∫ g(s)
g(t)
+
∫ h(t)
h(s)
}∫ ∞
h(t)
2∑
i=1
βiJi(x− y)wi(t, x)dydx
−
∫ h(t)
h(s)
∫ h(s)
g(s)
2∑
i=1
βiJi(x− y)wi(s, x)dxdy
+
∫ h(s)
g(s)
∫ ∞
h(t)
2∑
i=1
βiJi(x− y)wit(τi(x), x)(t − s)dydx,
where τi(x) is a number lying between s and t. Therefore
|h′(t)− h′(s)| ≤ 2M
(
|g(t) − g(s)| + |h(t)− h(s)|
)
+ 2M |h(t) − h(s)|+ 2M(h∞ − g∞)|t− s|
≤ 2M
(
3M ′ + h∞ − g∞
)
|t− s|,
where M ′ = ‖g′‖∞ + ‖h
′‖∞. This shows that h
′(t) is Lipschitz continuous in [0,∞). And hence,
lim
t→∞
h′(t) = 0 due to h′(t) ≥ 0 and lim
t→∞
h(t) = h∞ ∈ (0,∞). Similarly, lim
t→∞
g′(t) = 0. 
Lemma 3.2. Let J satisfy the condition (J) and J(x) > 0 in R. Suppose that g, h ∈ C1([0,∞)),
g(0) < h(0), g′(t) ≤ 0, h′(t) ≥ 0, and (3.2) holds. If (w, g, h) satisfies, for some positive constants
β and M ,
0 ≤ w ≤M in D∞g,h, w(t, g(t)) = w(t, h(t)) = 0, ∀ t ≥ 0,
h′(t) ≥ β
∫ h(t)
g(t)
∫ ∞
h(t)
J(x− y)w(t, x)dydx, ∀ t > 0,
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and lim
t→∞
h′(t) = 0, then
lim
t→∞
∫ h(t)
g(t)
w(t, x)dx = 0,
∫ ∞
0
∫ h(t)
g(t)
w(t, x)dxdt <∞.
Proof. Since J(x) > 0 in R, we have∫ ∞
h(t)
J(x− y)dy =
∫ x−h(t)
−∞
J(z)dz ≥
∫ g∞−h∞
−∞
J(z)dz =: σ0 > 0 ∀ x ∈ (g(t), h(t)), t > 0.
It follows that
1
β
h′(t) ≥
∫ h(t)
g(t)
∫ ∞
h(t)
J(x− y)w(t, x)dydx ≥ σ0
∫ h(t)
g(t)
w(t, x)dx.
Hence
lim
t→∞
∫ h(t)
g(t)
w(t, x)dx = 0,
∫ ∞
0
∫ h(t)
g(t)
w(t, x)dxdt ≤
h∞ − h(0)
βσ0
as lim
t→∞
h′(t) = 0. The proof is complete. 
For a < b, i = 1, 2 and θ ∈ C([a, b]), we define the operator Ldi(a,b) + θ by(
Ldi(a,b) + θ
)
ϕ(x) := di
(∫ b
a
Ji(x− y)ϕ(y)dy − ϕ(x)
)
+ θ(x)ϕ(x), x ∈ [a, b], i = 1, 2.
The generalized principal eigenvalue of Ldi(a,b) + θ is given by
λp(L
di
(a,b) + θ) := inf{λ ∈ R : (L
di
(a,b) + θ)φ ≤ λφ in [a, b] for some φ ∈ C([a, b]), φ > 0}.
Theorem 3.3. Assume that J1 and J2 satisfy (J), J1(x) > 0, J2(x) > 0 in R, and that (f1, f2)
satisfies either (1.4) or (1.5). Let (u1, u2, g, h) be the unique solution of (1.2). If h∞ − g∞ < ∞,
then
lim
t→∞
max
g(t)≤x≤h(t)
ui(t, x) = 0, i = 1, 2;(3.3)
moreover,
λp
(
Ldi(g∞,h∞) + ai
)
≤ 0, i = 1, 2.(3.4)
Proof. As h∞ − g∞ < ∞ and u1, u2 are bounded, it follows from the first equation of (1.2) that
|uit| is bounded for i = 1, 2. Lemma 3.1 then infers that lim
t→∞
g′(t) = lim
t→∞
h′(t) = 0. Since ui > 0
and µi > 0, we have
h′(t) ≥ µi
∫ h(t)
g(t)
∫ ∞
h(t)
Ji(x− y)ui(t, x)dydx, ∀ t > 0, i = 1, 2.
Applying Lemma 3.2 we thus obtain
lim
t→∞
∫ h(t)
g(t)
ui(t, x)dx = 0,
∫ ∞
0
∫ h(t)
g(t)
ui(t, x)dxdt <∞, i = 1, 2.
We extend ui(t, x) by 0 for x 6∈ [g(t), h(t)] and denote the extended function still by ui(t, x). Then
we may rewrite the above inequality as∫ ∞
0
∫ h∞
g∞
ui(t, x)dxdt <∞.
By Fubini’s theorem we have∫ h∞
g∞
∫ ∞
0
ui(t, x)dtdx =
∫ ∞
0
∫ h∞
g∞
ui(t, x)dxdt <∞.
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Therefore, for i = 1, 2, the function
Ui(x) :=
∫ ∞
0
ui(t, x)dt
is finite for a.e. x ∈ (g∞, h∞). Since ui(t, x) ≥ 0 and uit ∈ L
∞(D∞g,h), it follows, in particular, that
lim
t→∞
ui(t, x) = 0 for almost every x ∈ [g(0), h(0)].(3.5)
Define, for i = 1, 2,
Mi(t) := max
x∈[g(t),h(t)]
ui(t, x).
To complete the proof of (3.3), it suffices to show that
lim
t→∞
Mi(t) = 0 for i = 1, 2.(3.6)
To this end, we need to prove some useful properties of Mi(t) first. Clearly Mi(t) is continuous.
Define
Xi(t) := {x ∈ (g(t), h(t)) : ui(t, x) =Mi(t)}.
Then Xi(t) is a compact set for each t > 0. Therefore, there exist ξi(t), ξi(t) ∈ Xi(t) such that
uit(t, ξi(t)) = minx∈Xi(t)
uit(t, x), uit(t, ξi(t)) = max
x∈Xi(t)
uit(t, x).
We claim that Mi(t) satisfies, for each t > 0,
M ′i(t+ 0) := lims>t,s→t
Mi(s)−Mi(t)
s− t
= uit(t, ξi(t)),
M ′i(t− 0) := lims<t,s→t
Mi(s)−Mi(t)
s− t
= uit(t, ξi(t)).
(3.7)
Indeed, for any fixed t > 0 and s > t, we have
ui(s, ξi(t))− ui(t, ξi(t)) ≤Mi(s)−Mi(t) ≤ ui(s, ξi(s))− ui(t, ξi(s)).
It follows that
lim inf
s>t,s→t
Mi(s)−Mi(t)
s− t
≥ uit(t, ξi(t)),(3.8)
and
lim sup
s>t,s→t
Mi(s)−Mi(t)
s− t
≤ lim sup
s>t,s→t
ui(s, ξi(s))− ui(t, ξi(s))
s− t
.
Let sn ց t satisfy
lim
n→∞
ui(sn, ξi(sn))− ui(t, ξi(sn))
sn − t
= lim sup
s>t,s→t
ui(s, ξi(s))− ui(t, ξi(s))
s− t
.
By passing to a subsequence if necessary, we may assume that ξi(sn) → ξ as n → ∞. Then
ui(t, ξ) = lim
n→∞
Mi(sn) = Mi(t) and hence ξ ∈ Xi(t). Due to the continuity of uit(t, x), it follows
immediately that
lim
n→∞
ui(sn, ξi(sn))− ui(t, ξi(sn))
sn − t
= uit(t, ξ) ≤ uit(t, ξi(t)).
We thus obtain
lim sup
s>t,s→t
Mi(s)−Mi(t)
s− t
≤ uit(t, ξi(t)).
Combining this with (3.8) we obtain
M ′i(t+ 0) = uit(t, ξi(t)).
Analogously we can show
M ′i(t− 0) = uit(t, ξi(t)).
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Let us note from (3.7) that M ′i(t − 0) ≤ M
′
i(t + 0) for all t > 0. Therefore if Mi(t) has a local
maximum at t = t0, then M
′
i(t0) exists and M
′
i(t0) = 0. Moreover, if Mi(t) is monotone non-
decreasing for all large t and lim
t→∞
Mi(t) = σ > 0, then necessarily M
′
i(tn − 0) → 0 along some
sequence tn → ∞; and if Mi(t) is monotone nonincreasing for all large t and lim
t→∞
Mi(t) = σ > 0,
then necessarily M ′i(sn + 0) → 0 along some sequence sn → ∞. These properties of Mi(t) will be
used below.
We are now ready to prove (3.6). We first consider the situation that (f1, f2) satisfies (1.4).
Arguing indirectly we assume that there exists i ∈ {1, 2} such that the desired identity above does
not hold for Mi(t). For definiteness, we assume that i = 1. Then necessarily
σ∗ := lim sup
t→∞
M1(t) ∈ (0,∞).
By the above stated properties of Mi(t), there exists a sequence tn > 0 increasing to ∞ as n→∞,
and ξn ∈ {ξ1(tn), ξ1(tn)} such that
lim
n→∞
M1(tn) = σ
∗, lim
n→∞
u1t(tn, ξn) = 0.
By passing to a subsequence of (tn, ξn) if necessary, we may assume, without loss of generality,
lim
n→∞
u2(tn, ξn) = ρ ∈ [0,∞).
Since
lim
t→∞
∫ h(t)
g(t)
u1(t, x)dx = 0,
and supx∈R J1(x) < +∞, we have
lim
t→∞
∫ h(t)
g(t)
J1(x− y)u1(t, y)dy = 0 uniformly for x ∈ R.
We now make use of the identity
u1t = d1
∫ h(t)
g(t)
J1(x− y)u1(t, y)dy − d1u1 + u1(a1 − b1u1 − c1u2)
with (t, x) = (tn, ξn), and take n→∞ to obtain
0 = −d1σ
∗ + σ∗(a1 − b1σ
∗ − c1ρ) < (a1 − d1)σ
∗.
It follows that a1 > d1. We show next that this leads to a contradiction.
Indeed, by (3.5), there exists x0 ∈ (g(0), h(0)) such that
lim
t→∞
ui(t, x0) = 0 for i = 1, 2.
Therefore we can find T > 0 large so that
−d1 + a1 − b1u1(t, x0)− c1u2(t, x0) > (a1 − d1)/2 > 0 for t ≥ T.
It then follows from the equation satisfied by u1 that
u1t(t, x0) ≥
a1 − d1
2
u1(t, x0) for t ≥ T,
which implies u1(t, x0)→∞ as t→∞, a contradiction to the boundedness of u1. This completes
the proof of (3.3) for the case that (f1, f2) satisfies (1.4).
Next we consider the case that (1.5) is satisfied. The proof mainly follows the above argument
for the competition case, though some small changes are needed. In this case we can similarly show
that lim
t→∞
M1(t) = 0. Hence
lim
t→∞
max
x∈[g(t),h(t)]
u1(t, x) = 0.
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With this at hand, we may now repeat the argument for the competition case to deduce that
lim
t→∞
M2(t) = 0. We have thus proved (3.3).
In the following we prove (3.4). Suppose on the contrary that λp(L
d1
(g∞,h∞)
+ a1) > 0. Then
λp(L
d1
(g∞+ε,h∞−ε)
+ a1 − ε) > 0 for small ε > 0, say ε ∈ (0, ε1). Due to (3.3), for such ε, there exists
Tε > 0 such that
c1u2(t, x) < ε, ∀ t ≥ Tε, g(t) ≤ x ≤ h(t),
and
h(t) > h∞ − ε, g(t) < g∞ + ε, ∀ t ≥ Tε.
Consider the auxiliary problemwt = d1
∫ h∞−ε
g∞+ε
J1(x− y)w(t, y)dy − d1w + fε(w), t > Tε, x ∈ [g∞ + ε, h∞ − ε],
w(Tε, x) = u1(Tε, x), x ∈ [g∞ + ε, h∞ − ε],
(3.9)
where fε(w) = w(a1−ε−b1w). Since λp(L
d1
(g∞+ε,h∞−ε)
+f ′ε(0)) > 0, it is well known (see [3, 7]) that
the solution wε(t, x) of (3.9) converges to the unique positive steady state Wε(x) of (3.9) uniformly
in [g∞ + ε, h∞ − ε] as t→∞. Moreover, a simple comparison argument yields
u1(t, x) ≥ wε(t, x), ∀ t > Tε, x ∈ [g∞ + ε, h∞ − ε].
Thus, there exists T1ε > Tε such that
u1(t, x) ≥
1
2
Wε(x) > 0, ∀ t > T1ε, x ∈ [g∞ + ε, h∞ − ε].
Clearly this is a contradiction to (3.3). The proof is complete. 
Corollary 3.4. Suppose that J1, J2 and (f1, f2) satisfy the conditions in Theorem 3.3, and (u1, u2, g, h)
is the unique solution of (1.2). If a1 ≥ d1 or a2 ≥ d2, then necessarily h∞ − g∞ =∞.
Proof. Arguing indirectly we assume that h∞ − g∞ < ∞ and ai ≥ di for some i ∈ {1, 2}. Thanks
to [6, Proposition 3.4],
λp
(
Ldi(g∞,h∞) + ai
)
> 0.
This is a contradiction to (3.4). 
We next consider the case that
ai < di for i = 1, 2.(3.10)
In this case, in view of [6, Proposition 3.4], λp
(
Ldi(0,ℓ)+ ai
)
< 0 if 0 < ℓ≪ 1, and λp
(
Ldi(0,ℓ)+ ai
)
> 0
if ℓ≫ 1, and there exist two positive constants ℓ1 and ℓ2 such that
λp
(
Ldi(0,ℓi) + ai
)
= 0, i = 1, 2.
Define
ℓ∗ = min{ℓ1, ℓ2}.
We have the following result.
Theorem 3.5. Assume that Ji(x) > 0 in R for i = 1, 2, (f1, f2) satisfies either (1.4) or (1.5), and
(3.10) holds. Let (u1, u2, g, h) be the unique solution of (1.2). Then the following conclusions hold:
(i) If h∞ − g∞ <∞, then h∞ − g∞ ≤ ℓ∗.
(ii) If h0 ≥ ℓ∗/2, then h∞ − g∞ =∞.
(iii) If h0 < ℓ∗/2, then there exist two positive numbers Λ
∗ ≥ Λ∗ > 0 such that h∞ − g∞ < ∞
when 0 < µ1 + µ2 ≤ Λ∗ and h∞ − g∞ =∞ when µ1 + µ2 > Λ
∗.
20 Y.H. DU, M.X. WANG AND M. ZHAO
It is easily seen that conclusions (i) and (ii) in Theorem 3.5 follow directly from the definition
of ℓ∗ and (3.4). We prove (iii) by several lemmas.
Lemma 3.6. Under the assumptions of Theorem 3.5, there exists a positive number Λ0, depending
only on h0, di, Ji, ai and ui0, i = 1, 2, such that h∞ − g∞ < ∞ for any µ1, µ2 satisfying 0 <
µ1 + µ2 < Λ0.
We need some comparison results to prove this lemma. The proof of the following Lemmas 3.7
and 3.8 can be carried out by a combination of the proofs of [6, Theorem 3.1], [9, Lemma 5.1] and
[14, Lemma 4.1]. Since the adaptation is rather straightforward, we omit the details here.
Lemma 3.7. For T ∈ (0,∞), suppose that h¯, g¯ ∈ C([0, T ]), u¯1, u¯2 ∈ C
(
{0 ≤ t ≤ T, g¯(t) ≤ x ≤ h¯(t)}
)
and satisfy
u¯1t ≥ d1
∫ h¯(t)
g¯(t)
J1(x− y)u¯1(t, y)dy − d1u¯1 + u¯1(a1 − b1u¯1), 0 < t ≤ T, g¯(t) < x < h¯(t),
u¯2t ≥ d2
∫ h¯(t)
g¯(t)
J2(x− y)u¯2(t, y)dy − d2u¯2 + u¯2(a2 − b2u¯2), 0 < t ≤ T, g¯(t) < x < h¯(t),
u¯i(t, g¯(t)) ≥ 0, u¯i(t, h¯(t)) ≥ 0, i = 1, 2, 0 < t ≤ T,
h¯′(t) ≥
2∑
i=1
µi
∫ h¯(t)
g¯(t)
∫ ∞
h¯(t)
Ji(x− y)u¯i(t, x)dydx, 0 ≤ t ≤ T,
g¯′(t) ≤ −
2∑
i=1
µi
∫ h¯(t)
g¯(t)
∫ g¯(t)
−∞
Ji(x− y)u¯i(t, x)dydx, 0 ≤ t ≤ T,
u¯i(0, x) ≥ ui0(x), i = 1, 2, h¯(0) ≥ h0, g¯(0) ≤ −h0, |x| ≤ h0.
(3.11)
Let (u1, u2, g, h) be the unique solution of (1.2) with (f1, f2) satisfying (1.4). Then
u1 ≤ u¯1, u2 ≤ u¯2, g ≥ g¯, h ≤ h¯ in D
T
g,h.
Lemma 3.8. In Lemma 3.7, if we replace the second inequality in (3.11) by
u¯2t ≥ d2
∫ h¯(t)
g¯(t)
J2(x− y)u¯2(t, y)dy − d2u¯2 + u¯2(a2 − b2u¯2 + c2u¯1), 0 < t ≤ T, g¯(t) < x < h¯(t),
and let (u1, u2, g, h) be the unique solution of (1.2) with (f1, f2) satisfying (1.5), then the conclusion
still holds true.
Proof of Lemma 3.6. The idea of this proof comes from [6, Theorem 3.12], [14, Lemma 5.2] and
[15, Lemma 4.4].
Since λp
(
Ldi(−h0,h0) + ai
)
< 0, i = 1, 2, we can choose h1 > h0 such that
λi := λp
(
Ldi(−h1,h1) + ai
)
< 0, i = 1, 2.
Case 1: The competition case. Suppose that (f1, f2) satisfies (1.4). Let wi(t, x) be the unique
solution of
(3.12)

wit = di
∫ h1
−h1
Ji(x− y)wi(t, y)dy − diwi + aiwi, t > 0, |x| ≤ h1,
wi(0, x) = ui0(x), |x| ≤ h0,
wi(0, x) = 0, |x| > h0.
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Let ϕi > 0 be the corresponding normalized eigenfunction of λi, namely ‖ϕi‖∞ = 1 and(
Ldi(−h1,h1) + ai
)
[ϕi](x) = λiϕi(x), ∀ |x| ≤ h1.
For C > 0 and zi(t, x) = Ce
λit/2ϕi(x), it is easy to check that
di
∫ h1
−h1
Ji(x− y)zi(t, y)dy − dizi + aizi − zit
= Ceλit/2
(
di
∫ h1
−h1
Ji(x− y)ϕi(y)dy − diϕi + aiϕi −
λi
2
ϕi
)
=
λi
2
Ceλit/2ϕi(x) < 0, ∀ t > 0, |x| ≤ h1, i = 1, 2.
Choose C > 0 large such that Cϕi > ui0 on [−h1, h1]. Then we can apply [6, Lemma 3.3] to wi− zi
to conclude that
(3.13) wi(t, x) ≤ zi(t, x) = Ce
λit/2ϕi(x) ≤ Ce
λit/2, ∀ t > 0, |x| ≤ h1.
Set
λ = max{λ1, λ2}, r(t) = h0 + 2(µ1 + µ2)Ch1
∫ t
0
eλs/2ds, η(t) = −r(t), t ≥ 0.
Then λ < 0.
We claim that (w1, w2, η, r) is an upper solution of (1.2) with (f1, f2) satisfying (1.4). Firstly,
we compute for t > 0,
r(t) = h0 − 2(µ1 + µ2)Ch1
2
λ
(
1− eλt/2
)
< h0 − 2(µ1 + µ2)Ch1
2
λ
≤ h1
provided that
0 < µ1 + µ2 ≤ Λ0 :=
−λ(h1 − h0)
4Ch1
.
Similarly, for such µ1 and µ2, we have η(t) > −h1 for any t > 0. Thus (3.12) gives
wit ≥ di
∫ r(t)
η(t)
Ji(x− y)wi(t, y)dy − diwi + wi(ai − biwi), t > 0, x ∈ [η(t), r(t)].
Secondly, due to (3.13), it is easy to check that∫ r(t)
η(t)
∫ ∞
r(t)
Ji(x− y)wi(t, x)dydx ≤ 2Ch1e
λit/2 ≤ 2Ch1e
λt/2.
Thus
r′(t) = 2(µ1 + µ2)Ch1e
λt/2 ≥
2∑
i=1
µi
∫ r(t)
η(t)
∫ ∞
r(t)
Ji(x− y)wi(t, x)dydx.
Similarly, one has
η′(t) ≤ −
2∑
i=1
µi
∫ r(t)
η(t)
∫ η(t)
−∞
Ji(x− y)wi(t, x)dydx.(3.14)
The above arguments show that (w1, w2, η, r) is an upper solution of (1.2) with (f1, f2) satisfying
(1.4). By Lemma 3.7 we get
u1(t, x) ≤ w1(t, x), u2(t, x) ≤ w2(t, x), g(t) ≥ η(t), h(t) ≤ r(t)
for all t ≥ 0, g(t) ≤ x ≤ h(t). Therefore
h∞ − g∞ ≤ lim
t→∞
[r(t)− η(t)] ≤ 2h1 <∞.
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Case 2: The prey-predator case. Suppose that (f1, f2) satisfies (1.5). Inspired by [14, Lemma
5.2], let w1(t, x) and w2(t, x) be the unique solution of
w1t = d1
∫ h1
−h1
J1(x− y)w1(t, y)dy − d1w1 + a1w1, t > 0, |x| ≤ h1,
w1(0, x) = u10(x), |x| ≤ h0,
w1(0, x) = 0, |x| > h0
and 
w2t = d2
∫ h1
−h1
J2(x− y)w2(t, y)dy − d2w2 + w2(a2 − b2w2 + c2w1), t > 0, |x| ≤ h1,
w2(0, x) = u20(x), |x| ≤ h0,
w2(0, x) = 0, |x| > h0,
respectively. Take λi and ϕi as above. Then there exists 0 < σ ≤ 1 such that
σc2ϕ1(x) ≤ b2ϕ2(x), ∀ |x| ≤ h1.(3.15)
Choose C > 0 large such that
σCϕ1(x) > u10(x), Cϕ2(x) > u20(x), ∀ |x| ≤ h1.
Set z1(t, x) = σCe
λ1t/2ϕ1(x), λ = max{λ1, λ2} and z2(t, x) = Ce
λt/2ϕ2(x). Similar to the above,
d1
∫ h1
−h1
J1(x− y)z1(t, y)dy − d1z1 + a1z1 − z1t
= σCeλ1t/2
(
d1
∫ h1
−h1
J1(x− y)ϕ1(y)dy − d1ϕ1 + a1ϕ1 −
λ1
2
ϕ1
)
=
λ1
2
σCeλ1t/2ϕ1(x) < 0.
Now we consider z2(t, x). Using λ = max{λ1, λ2} < 0 and (3.15), we obtain
d2
∫ h1
−h1
J2(x− y)z2(t, y)dy − d2z2 + z2(a2 − b2z2 + c2z1)− z2t
= Ceλt/2
(
d2
∫ h1
−h1
J2(x− y)ϕ2(y)dy − d2ϕ2 + a2ϕ2 −
λ
2
ϕ2
)
+ C2eλt/2ϕ2
(
σc2e
λ1t/2ϕ1 − b2e
λt/2ϕ2
)
= Ceλt/2
(
λ2ϕ2 −
λ
2
ϕ2
)
+ C2eλtϕ2
(
σc2e
(λ1−λ)t/2ϕ1 − b2ϕ2
)
≤
λ
2
Ceλt/2ϕ2(x) < 0.
Similar to the above, applying [6, Lemma 3.3] to wi − zi we have{
w1(t, x) ≤ z1(t, x) = σCe
λ1t/2ϕ1(x) ≤ σCe
λt/2, ∀ t > 0, |x| ≤ h1,
w2(t, x) ≤ z2(t, x) = Ce
λt/2ϕ2(x) ≤ Ce
λt/2, ∀ t > 0, |x| ≤ h1.
(3.16)
Set
r(t) = h0 + 2(σµ1 + µ2)Ch1
∫ t
0
eλs/2ds, η(t) = −r(t), t ≥ 0.
For t > 0, we have
r(t) = h0 − 2(σµ1 + µ2)Ch1
2
λ
(
1− eλt/2
)
< h0 − 2(σµ1 + µ2)Ch1
2
λ
≤ h1
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provided that
0 < σµ1 + µ2 ≤ Λ0 :=
−λ(h1 − h0)
4Ch1
.
Similarly, for such µ1 and µ2, η(t) > −h1 for any t > 0. Thus we have
w1t ≥ d1
∫ r(t)
η(t)
J1(x− y)w1(t, y)dy − d1w1 + a1w1,
w2t ≥ d2
∫ h1
−h1
J2(x− y)w2(t, y)dy − d2w2 + w2(a2 − b2w2 + c2w1)
for t > 0 and x ∈ [η(t), r(t)]. On the other hand, due to (3.16), it is easy to check that∫ r(t)
η(t)
∫ ∞
r(t)
J1(x− y)w1(t, x)dydx ≤ 2σCh1e
λt/2,
∫ r(t)
η(t)
∫ ∞
r(t)
J2(x− y)w2(t, x)dydx ≤ 2Ch1e
λt/2.
Thus
r′(t) = 2(σµ1 + µ2)Ch1e
λt/2 ≥
2∑
i=1
µi
∫ r(t)
η(t)
∫ ∞
r(t)
Ji(x− y)wi(t, x)dydx.
Similarly, η(t) satisfies (3.14). We may now apply Lemma 3.8 to conclude that, when σµ1+µ2 ≤ Λ0,
h∞ − g∞ ≤ lim
t→∞
[r(t)− η(t)] ≤ 2h1 <∞.
As µ1 + µ2 ≤ Λ0 implies σµ1 + µ2 ≤ Λ0, the desired result is proved. 
To complete the proof of Theorem 3.5, it remains to show that if µ1+µ2 is large, then h∞−g∞ =
∞. We need the following lemma.
Lemma 3.9. Let (J) hold for the kernel function J , and C > 0 be a constant. For any given
constants s0,H > 0, and any function w0 ∈ C([0, s0]) satisfying w0(±s0) = 0 and w0 > 0 in
(−s0, s0), there exists µ
0 > 0, depending on J(x), d, C, w0(x) and s0, such that if µ ≥ µ
0 and
(w, s, c) satisfies
wt ≥ d
∫ s(t)
c(t)
J(x− y)w(t, y)dy − dw − Cw, t > 0, c(t) < x < s(t),
w(t, c(t)) = w(t, s(t)) = 0, t > 0,
s′(t) ≥ µ
∫ s(t)
c(t)
∫ ∞
s(t)
J(x− y)w(t, x)dydx, t > 0,
c′(t) ≤ −µ
∫ s(t)
c(t)
∫ c(t)
−∞
J(x− y)w(t, x)dydx, t > 0,
w(0, x) = w0(x), s(0) = −c(0) = s0, |x| ≤ s0,
then lim inf
t→∞
[s(t)− c(t)] > H.
Proof. We adapt the approach of [16, Lemma 3.2].
Firstly, the comparison principle gives
w(t, x) > 0, ∀ t > 0, c(t) < x < s(t).
It then follows that s′(t) > 0, c′(t) < 0 for t > 0.
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Take a function b(t) ∈ C1([0, 1]) satisfying b(t) > 0 in [0, 1], b(0) = s0 and b(1) = H, and set
a(t) = −b(t). Consider the following problem
zt = d
∫ b(t)
a(t)
J(x− y)z(t, y)dy − dz − Cz, 0 < t < 1, a(t) < x < b(t),
z(t, b(t)) = z(t, a(t)) = 0, 0 < t < 1,
z(0, x) = w0(x), |x| ≤ s0.
In view of [6, Lemma 2.3], this problem has a unique solution z which is continuous on {0 ≤ t ≤
1, a(t) ≤ x ≤ b(t)} and satisfies z(t, x) > 0 for all t ≥ 0 and a(t) < x < b(t). Thus the functions
r(t) :=
∫ b(t)
a(t)
∫ ∞
b(t)
J(x− y)z(t, x)dydx, l(t) :=
∫ b(t)
a(t)
∫ a(t)
−∞
J(x− y)z(t, x)dydx
are positive and continuous on [0, 1], and so r(t), l(t) ≥ σ > 0 on [0, 1] for some constant σ. Since
a′(t) and b′(t) are bounded on [0, 1], we can find µ0 > 0 such that when µ ≥ µ0, there hold:
b′(t) ≤ µr(t) = µ
∫ b(t)
a(t)
∫ ∞
b(t)
J(x− y)z(t, x)dydx,
a′(t) ≥ −µl(t) = −µ
∫ b(t)
a(t)
∫ a(t)
−∞
J(x− y)z(t, x)dydx
for all 0 ≤ t ≤ 1. Applying the comparison principle we get
c(t) ≤ a(t), s(t) ≥ b(t), ∀ 0 ≤ t ≤ 1,
and so s(1) − c(1) ≥ b(1) − a(1) = 2H when µ ≥ µ0. The desired conclusion now follows directly
and the proof if complete. 
Completiton of the proof of Theorem 3.5. Since u1 and u2 are bounded, there exists C > 0 such
that
a1 − b1u1(t, x)− c1u2(t, x) > −C.
We thus have
u1t ≥ d1
∫ h(t)
g(t)
J1(x− y)u1(t, y)dy − d1u1 − Cu1, t > 0, g(t) < x < h(t),
u1(t, g(t)) = u1(t, h(t)) = 0, t ≥ 0,
h′(t) ≥ µ1
∫ h(t)
g(t)
∫ ∞
h(t)
J1(x− y)u1(t, x)dydx, t ≥ 0,
g′(t) ≤ −µ1
∫ h(t)
g(t)
∫ g(t)
−∞
J1(x− y)u1(t, x)dydx, t ≥ 0,
u1(0, x) = u10(x), |x| ≤ h0,
h(0) = −g(0) = h0.
In view of Lemma 3.9, there exists µ01 > 0 such that h∞ − g∞ > ℓ∗ when µ1 > µ
0
1. Similarly,
h∞ − g∞ > ℓ∗ when µ2 > µ
0
2 for some µ
0
2 > 0. Take Λ
0 = µ01 + µ
0
2. Then h∞ − g∞ > ℓ∗ when
µ1 + µ2 > Λ
0, and hence h∞ − g∞ =∞ by the conclusion (i). 
Clearly Theorems 1.2 and 1.3 follow directly from Theorem 3.3, Corollary 3.4 and Theorem 3.5.
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3.2. Long-time behaviour in the case of spreading. In this subsection, we examine the long-
time behaviour of the solution to (1.2) when h∞ − g∞ = ∞. For simplicity, we only consider two
situations, namely the weak competition case and the weak predation case as described in Theorem
1.4.
Proposition 3.10. Let (u1, u2, g, h) be the unique solution of (1.2) with h∞ − g∞ = ∞. Then
g∞ = −∞ and h∞ =∞ in the weak competition case and in the weak predation case.
Proof. We first consider the weak competition case. By a simple comparison argument involving
the ODE problem v′ = v(a1 − b1v), v(0) = ‖u10‖∞, we easily see that, for any small ε > 0, there
exists T = Tε > 0 large such that
u1(t, x) ≤ a1/b1 + ε for t ≥ T, x ∈ [g(t), h(t)].
Since b1/c2 > a1/a2, we may assume that a˜2 := a2 − c2(a1/b1 + ε) > 0. Thus (u2, g, h) satisfies
u2t ≥ d2
∫ h(t)
g(t)
J2(x− y)u2(t, y)dy − d2u2 + u2(a˜2 − b2u2), t ≥ T, g(t) < x < h(t),
u2(t, g(t)) = u2(t, h(t)) = 0, t ≥ T,
h′(t) ≥ µ2
∫ h(t)
g(t)
∫ ∞
h(t)
J2(x− y)u2(t, x)dydx, t ≥ T,
g′(t) ≤ −µ2
∫ h(t)
g(t)
∫ g(t)
−∞
J2(x− y)u2(t, x)dydx, t ≥ T.
(3.17)
Consider the following auxiliary problem
wt = d2
∫ r(t)
η(t)
J2(x− y)w(t, y)dy − d2w + w(a˜2 − b2w), t > T, η(t) < x < r(t),
w(t, η(t)) = w(t, r(t)) = 0, t ≥ T,
r′(t) = µ2
∫ r(t)
η(t)
∫ ∞
r(t)
J2(x− y)w(t, x)dydx, t ≥ T,
η′(t) = −µ2
∫ r(t)
η(t)
∫ η(t)
−∞
J2(x− y)w(t, x)dydx, t ≥ T,
w(T, x) = u2(T, x), g(T ) ≤ x ≤ h(T ),
η(T ) = g(T ), r(T ) = h(T ).
(3.18)
By the comparison principle, the unique solution (w, η, r) of (3.18) satisfies
w(t, x) ≤ u2(t, x), η(t) ≥ g(t), r(t) ≤ h(t).
In view of [6, Theorem 1.3], if d2 ≤ a˜2, then spreading happens to (3.18) and hence η(t)→ −∞,
r(t)→∞ as t→∞, which imply that g∞ = −∞, h∞ =∞.
If d2 > a˜2, then [6, Theorem 1.3] infers the existence of a unique ℓ2 such that spreading happens
to (3.18) provided h(T )− g(T ) ≥ ℓ2. The latter is guaranteed to happen if T is large enough, since
h∞ − g∞ =∞. Therefore in either case, we must have g∞ = −∞, h∞ =∞.
We now consider the predator-prey case. This time (3.17) holds for any T > 0 with a˜2 replaced
by a2. Hence the same argument shows that g∞ = −∞, h∞ =∞. The proof is complete. 
Remark 3.11. The assumptions in Proposition 3.10 can be relaxed. From the above proof, it is
easily seen that the conclusion holds whenever (f1, f2) satisfies (1.5), and in the competition case
(1.4), the conclusion holds if either b1/c2 > a1/a2 or a1/a2 > c1/b2.
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The remaining part of this paper is devoted to the proof of Theorem 1.4. We start with several
preparitory results. Consider the auxiliary problem
(3.19)
ut = d
∫
R
J(x− y)u(t, y)dy − du+ u(a(x) − bu), t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
where a ∈ C(R) ∩ L∞(R), d and b are positive constants, and J satisfies (J).
Proposition 3.12. Let a, b, d and J be as given above. Then the following conclusions hold:
(i) For any bounded interval Ω, the principal eigenvalue λp(L
d
Ω + a) is strictly increasing in a.
(ii) If λp(L
d
R
+a) := lim
l→∞
λp(L
d
(−l,l)+a) > 0, then problem (3.19) admits a unique positive steady
state U(x). Moreover, for any non-negative initial function u0 ∈ C(R)∩L
∞(R), u0 6≡ 0, the unique
solution of (3.19) satisfies
lim
t→∞
u(t, x) = U(x) locally uniformly in R.
Proof. Conclusion (i) follows from [7, Proposition 1.1 (ii)]. Conclusion (ii) can be obtained by
similar arguments as in [5, Section 4]. 
Next we consider the auxiliary problem
(3.20)
ut = d
∫ l
−l
J(x− y)u(t, y)dy − du+ u(al − bu), t > 0, x ∈ [−l, l],
u(0, x) = u0(x), x ∈ [−l, l],
where al, d, b, l are positive constants, J satisfies (J), and al satisfies
lim
l→∞
al = a > 0.
Lemma 3.13. Under the above assumptions, there exists L > 0 large such that for any l > L and
any u0 ∈ C([−l, l]) satisfying u0 ≥, 6≡ 0, the following conclusions hold:
(i) The unique solution of (3.20) satisfies
lim
t→∞
ul(t, x) = ul(x) uniformly for x ∈ [−l, l],
where ul(x) is the unique positive solution of
d
∫ l
−l
J(x− y)u(y)dy − du+ u(al − bu) = 0, x ∈ [−l, l];
(ii)
lim
l→∞
ul(x) = a/b locally uniformly in x ∈ R.
Proof. Given any ε > 0 small, we can find L0 > 0 such that
0 < a− ε < al < a+ ε for l > L0.
It follows that, for such l,
λp
(
Ld(−l,l) + al
)
> λp
(
Ld(−l,l) + a− ε
)
→ a− ε > 0 as l →∞.
Therefore there exists L ≥ L0 such that
λp
(
Ld(−l,l) + al
)
> 0 for l > L,
and by [3, 7] and Proposition 3.4 of [6] we can conclude that for l > L, (i) holds.
To show (ii), we note that for l > L, ul(t, x) is a super-solution to (3.20) with al replaced by
a− ε, whose unique solution we denote by ul,ǫ(t, x). Hence ul(t, x) ≥ ul,ε(t, x). By [3, 7] again, we
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see that as t → ∞, ul,ε(t, x) → ul,ε(x) uniformly in [−l, l], with ul,ε(x) the unique steady state of
the problem. We thus obtain ul(x) ≥ ul,ε(x). According to [6, Proposition 3.6], we have
lim
l→∞
ul,ε(x) = (a− ε)/b locally uniformly in R.
It follows that lim inf
l→∞
ul(x) ≥ (a − ε)/b locally uniformly in R. The arbitrariness of ε then infers
that
lim inf
l→∞
ul(x) ≥ a/b locally uniformly in R.
Analogously we can show
lim sup
l→∞
ul(x) ≤ a/b locally uniformly in R.
Therefore (ii) holds. 
When spreading happens, in the local diffusion case, to study the long-time behavior of diffusive
population systems with free boundaries, a key tool is an iteration method, which has been widely
used in, for example, [14, 16, 17, 18]. To adapt this method to the nonlocal diffusion case here, we
rely on the following technical lemma.
Lemma 3.14. Let g(t) < h(t) be two continuous functions satisfying
lim
t→∞
g(t) = −∞, lim
t→∞
h(t) =∞.
Let K0 be a positive constant, w be a continuous function satisfying |w(t, x)| ≤ K0 for t > 0, x ∈
[g(t), h(t)]. Suppose that u satisfies
ut = d
∫ h(t)
g(t)
J(x− y)u(t, y)dy − du+ u(a− bu− w(t, x)), t > 0, x ∈ (g(t), h(t)),
u(t, g(t)) = u(t, h(t)) = 0, t > 0,
u(0, x) = u0(x), −g(0) = h(0) = h0, x ∈ (−h0, h0),
where a, b, d, h0 are positive constants, J satisfies (J), u0 ∈ C([−h0, h0]) is nonnegative and not
identically 0. Then the following statements hold:
(i) If for some constant m ∈ [−K0,K0],
(3.21) lim inf
t→∞
w(t, x) ≥ m locally uniformly in R,
then
lim sup
t→∞
u(t, x) ≤ [a−m]+/b locally uniformly in R,
where [ · ]+ is defined by [θ]+ = max{θ, 0}.
(ii) If a > M and
(3.22) lim sup
t→∞
w(t, x) ≤M locally uniformly in R
for some constant M , then
lim inf
t→∞
u(t, x) ≥ (a−M)/b locally uniformly in R.
Proof. (i) For any integer n ≥ 1, it follows from (3.21) that there exists Tn such that
w(t, x) ≥ m− 1/n for t ≥ Tn and x ∈ [−n− 1, n+ 1].
For any given small ε > 0, define
σn =
{
a−m+ 1/n, a−m > 0,
ε+ 1/n, a−m ≤ 0,
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and
an(x) =

σn, |x| < n,
σn + 2(a+K0 + 1− σn)(|x| − n), n ≤ |x| ≤ n+ 1/2,
a+K0 + 1, |x| > n+ 1/2.
Clearly an ∈ C(R), a− w(t, x) ≤ an(x) for t > Tn and x ∈ R, an(x) is nonincreasing in n and
lim
n→∞
an(x) = σ∞ :=
{
a−m, a−m > 0,
ε, a−m ≤ 0.
Let K := max {(a+K0)/b, ‖u0‖∞}. It follows from the comparison principle ([6, Lemma 2.2])
that
u(t, x) ≤ K for t ≥ 0, x ∈ [g(t), h(t)].
Let zn be the unique solution of
(3.23)
zt = d
∫
R
J(x− y)z(t, y)dy − dz + z[an(x)− bz], t > Tn, x ∈ R,
z(Tn, x) = K, x ∈ R.
Then clearly
znt ≥ d
∫ h(t)
g(t)
J(x− y)zn(t, y)dy − dzn + zn(a− w − bzn), t > Tn, x ∈ (g(t), h(t)),
zn(t, g(t)) ≥ 0, zn(t, h(t)) ≥ 0, t > Tn,
zn(Tn, x) ≥ u(Tn, x), x ∈ [g(Tn), h(Tn)].
The comparison principle (see [6, Lemma 2.2]) then infers that
(3.24) u(t, x) ≤ zn(t, x) for t ≥ Tn and x ∈ [g(t), h(t)].
Since u(t, x) = 0 for t ≥ Tn and x ∈ R\(g(t), h(t)), we have
u(t, x) ≤ zn(t, x) for t ≥ Tn and x ∈ R.
By Propositions 3.12 (i) and [6, Proposition 3.4(ii)], we have
lim
l→∞
λp(L
d
(−l,l) + an(x)) ≥ lim
l→∞
λp(L
d
(−l,l) + σ∞) = σ∞ > 0.
It follows from Proposition 3.12 (ii) that (3.23) admits a unique positive steady state z˜n ∈ C(R):
(3.25) d
∫
R
J(x− y)z˜n(y)dy − dz˜n + z˜n(an(x)− bz˜n) = 0, x ∈ R,
and
(3.26) lim
t→∞
zn(t, x) = z˜n(x) locally uniformly in R.
Since σ∞/b is a lower solution of (3.25) and σ∞/b ≤ K, applying the comparison principle gives
that zn(t, x) ≥ σ∞/b for t ≥ Tn and x ∈ R. Similarly, we have zn(t, x) ≤ K for t ≥ Tn and x ∈ R.
Thus, σ∞/b ≤ z˜n(x) ≤ K for every x ∈ R. It follows from the monotonicity of an(x) in n that
zn+1(t, x) ≤ zn(t, x) for t ≥ Tn+1 and x ∈ R. Then z˜n+1(x) ≤ z˜n(x) for every x ∈ R. Therefore,
there exists z˜∞(x) such that
lim
n→∞
z˜n(x) = z˜∞(x) for every x ∈ R,
where z˜∞(x) satisfies σ∞/b ≤ z˜∞(x) ≤ K in R. By the Lebesgue dominant convergence theorem,
we can pass to the limit in (3.25) and obtain
d
∫
R
J(x− y)z˜∞(y)dy − dz˜∞ + z˜∞(σ∞ − bz˜∞) = 0, x ∈ R.
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Since this problem has a unique positive solution, we necessarily have z˜∞(x) ≡ σ∞/b, which implies
that
lim
n→∞
z˜n(x) = σ∞/b for every x ∈ R.
Since z˜n is monotone in n, thanks to Dini’s theorem, we have
lim
n→∞
z˜n(x) = σ∞/b locally uniformly in R.
It follows from this fact, (3.24), (3.26) and the arbitrariness of ε that
lim sup
t→∞
u(t, x) ≤ [a−m]+/b locally uniformly in R.
(ii) For any given l > L1 := 2/(a −M). Clearly
λp
(
Ld(−l,l) + a− (M + 1/l)
)
> λp
(
Ld(−l,l) + (a−M)/2
)
.
By [6, Proposition 3.4], there exists L2 ≥ 0 such that
λp
(
Ld(−l,l) + (a−M)/2
)
> 0 when l > L2.
Take L := max{L1, L2}. Then
λp
(
Ld(−l,l) + a− (M + 1/l)
)
> 0 when l > L.
For any such l, it follows from (3.22) that there exists Tl such that
w(t, x) ≤M + 1/l for t ≥ Tl, x ∈ [−l, l].
Since h(t)→∞ and g(t)→ −∞ as t→∞, there exists T˜l ≥ Tl such that
(−l, l) ⊂ (g(t), h(t)) for t ≥ T˜l.
Thus u satisfies
ut ≥ d
∫ l
−l
J(x− y)u(t, y)dy − du+ u [a− (M + 1/l) − bu] , t > T˜l, x ∈ [−l, l].
Let ul be the unique solution of
(3.27)
ut = d
∫ l
−l
J(x− y)u(t, y)dy − du+ u [a− (M + 1/l)− bu] , t > T˜l, x ∈ [−l, l],
u(T˜l, x) = u(T˜l, x), x ∈ [−l, l].
By the comparison principle [6, Lemma 3.3],
u(t, x) ≥ ul(t, x) for t ≥ T˜l, x ∈ [−l, l].
By Lemma 3.13, we have that (3.27) has a unique positive steady state U l(x) and
limt→∞ ul(t, x) = U l(x) uniformly in [−l, l],
liml→∞U l(x) = (a−M)/b locally uniformly in R.
Consequently,
lim inf
t→∞
u(t, x) ≥ (a−M)/b locally uniformly in R.
This completes the proof. 
We are now ready to prove Theorem 1.4.
Proof of Theorem 1.4 (i): The weak competition case.
Step 1: Let q(t) be the solution of{
q′(t) = q(a1 − b1q), t > 0,
q(0) = supx∈R u0(x).
30 Y.H. DU, M.X. WANG AND M. ZHAO
Then lim
t→∞
q(t) = a1/b1. By the comparison principle ([6, Lemma 2.2]), we have u1(t, x) ≤ q(t)
for t > 0 and x ∈ [g(t), h(t)]. In view of u1(t, x) = 0 for t > 0 and x ∈ R\(g(t), h(t)), we have
u1(t, x) ≤ q(t) for t > 0 and x ∈ R. Hence,
(3.28) lim sup
t→∞
u1(t, x) ≤ a1/b1 =: A¯1 locally uniformly in R.
Step 2: By the condition c1/b2 < a1/a2 < b1/c2, we have
a2 − c2A¯1 = (a2b1 − a1c2)/b1 > 0.
It follows from this fact, (3.28) and Lemma 3.14 that
(3.29) lim inf
t→∞
u2(t, x) ≥ (a2 − c2A¯1)/b2 =: B1 locally uniformly in R.
The condition c1/b2 < a1/a2 < b1/c2 implies
a1 − c1B1 = a1 −
c1
b1b2
(a2b1 − a1c2) = a1 −
a2c1
b2
+
a1c2c1
b1b2
> 0.
This fact combined with (3.29) and Lemma 3.14 allows us to derive
lim sup
t→∞
u1(t, x) ≤ (a1 − c1B1)/b1 =: A¯2 locally uniformly in R.
Furthermore, the condition c1/b2 < a1/a2 < b1/c2 implies
a2 − c2A¯2 = a2 −
a1c2
b1
+
c1c2
b21b2
(a2b1 − a1c2) > 0.
Similar to the above,
lim inf
t→∞
u2(t, x) ≥ (a2 − c2A¯2)/b2 =: B2 locally uniformly in R.
Step 3: Repeating the above procedure, we can find two sequences A¯i and Bi such that
lim sup
t→∞
u1(t, x) ≤ A¯i, lim inf
t→∞
u2(t, x) ≥ Bi locally uniformly in R,
and
A¯i+1 = (a1 − c1Bi)/b1, Bi = (a2 − c2A¯i)/b2, i = 1, 2, · · · .
Let
p :=
a1
b1
−
a2c1
b1b2
, q :=
c1c2
b1b2
.
Then p > 0, 0 < q < 1 by the weak competition assumption. By direct calculation,
A¯i+1 = p+ qA¯i, i = 1, 2, · · · .
From A¯2 < A¯1 and the above iteration formula, we immediately obtain
0 < A¯i+1 < A¯i, i = 1, 2, · · · ,
from which it easily follows that
lim
i→∞
A¯i =
a1b2 − a2c1
b1b2 − c1c2
, =⇒ lim
i→∞
Bi =
a2b1 − a1c2
b1b2 − c1c2
.
Thus we have
lim sup
t→∞
u1(t, x) ≤
a1b2 − a2c1
b1b2 − c1c2
, lim inf
t→∞
u2(t, x) ≥
a2b1 − a1c2
b1b2 − c1c2
locally uniformly in R.
Similarly, we can show
lim inf
t→∞
u1(t, x) ≥
a1b2 − a2c1
b1b2 − c1c2
, lim sup
t→∞
u2(t, x) ≤
a2b1 − a1c2
b1b2 − c1c2
locally uniformly in R.
Theorem 1.4 (i) is proved.
Proof of Theorem 1.4 (ii): The weak predation case.
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Step 1: Similarly to the proof of Theorem 1.4 (i),
lim sup
t→∞
u1(t, x) ≤ a1/b1 =: A¯1 locally uniformly in R.
Taking advantage of Lemma 3.14 one has
lim sup
t→∞
u2(t, x) ≤ (a2 + c2A¯1)/b2 =: B¯1 locally uniformly in R.
The condition a1b1b2 > a2b1c1 + a1c1c2 implies
a1 − c1B¯1 =
a1b1b2 − a2b1c1 − a1c1c2
b1b2
> 0.
Making use of Lemma 3.14, repeatedly, we have
lim inf
t→∞
u1(t, x) ≥ (a1 − c1B¯1)/b1 =: A1 locally uniformly in R,
and
lim inf
t→∞
u2(t, x) ≥ (a2 + c2A1)/b2 =: B1 locally uniformly in R.
Notice
a1 − c1B1 =
b1b2(a1b1b2 − a2b1c1 − a1c1c2) + a2b1c
2
1c2 + a1c
2
1c
2
2
b21b
2
2
> 0,
it follows from Lemma 3.14 that
lim sup
t→∞
u1(t, x) ≤ (a1 − c1B1)/b1 =: A¯2 locally uniformly in R.
Similar to the above,
lim sup
t→∞
u2(t, x) ≤ (a2 + c2A¯2)/b2 =: B¯2 locally uniformly in R.
Step 2: Repeating the above procedure, we can find four sequences Ai, A¯i, Bi and B¯i such
that, for all i ≥ 1,
(3.30) Ai ≤ lim inf
t→∞
u1(t, x) ≤ lim sup
t→∞
u1(t, x) ≤ A¯i, Bi ≤ lim inf
t→∞
u2(t, x) ≤ lim sup
t→∞
u2(t, x) ≤ B¯i
locally uniformly in R, and
A¯1 =
a1
b1
, B¯i =
a2 + c2A¯i
b2
, Ai =
a1 − c1B¯i
b1
, Bi =
a2 + c2Ai
b2
, A¯i+1 =
a1 − c1Bi
b1
,
i = 1, 2, · · · . Define
a :=
a2b1 + a1c2
b1b2
, q :=
c1c2
b1b2
.
By direct calculation, we have
B¯1 = a, A1 =
a1
b1
−
c1
b1
a, B1 = a(1− q),
A¯2 =
a1
b1
−
c1
b1
a(1− q), B¯2 = a(1− q + q
2), A2 =
a1
b1
−
c1
b1
a(1− q + q2),
and
Bi+1 = a(1− q) + q
2Bi, B¯i+1 = a(1− q) + q
2B¯i, i ≥ 1.
Since a1b1b2 > a2b1c1 + a1c1c2, we have 0 < q < 1 and
B2 > B1 > 0, B¯1 > B¯2 > 0.
The above iteration formula then infers
Bi+1 > Bi > 0, B¯i > B¯i+1 > 0, i ≥ 1.
32 Y.H. DU, M.X. WANG AND M. ZHAO
From these we easily obtain
(3.31) lim
i→∞
B¯i = lim
i→∞
Bi =
a1c2 + a2b1
b1b2 + c1c2
,
and subsequently
(3.32) lim
i→∞
A¯i = lim
i→∞
Ai =
a1b2 − a2c1
b1b2 + c1c2
.
Theorem 1.4 (ii) clearly is a consequence of (3.30), (3.31) and (3.32). The proof is finished.
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