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A New Differential Operator of the Pure Wave Type* 
JOHN E. LAGNESE? 
University of Maryland, College Park, Maryland 
SECTION 1 
The question of Huygen’s principle in the theory of second order linear 
partial differential equations has been investigated by numerous mathemati- 
cians [l-5, 7-11, 13-151 since its original formulation by Hadamard [6]. 
Yet in spite of their considerable efforts, many deep and basic problems in 
this domain remain unresolved. The purpose of this paper is to present a 
new result in the theory which, it is hoped, may be of interest because of its 
implications as to the extent of the class of operators of Huygen’s type. 
The strict formulation of Huygen’s principle can, as we know, be given 
by an interpretation of the solution formulas of Cauchy’s problem; namely 
a linear, hyperbolic differential operator L of second order is said to satisfy 
Huygen’s principle in the point P if the solution at P of the differential equa- 
tion Lu =f(x) with vanishing Cauchy data on some fixed (spacelike) surface 
s(P#S),d p d e en s only on the values of f(x) and its derivatives on the mantle 
of the characteristic conoid with vertex at P.l (Math&son [IO] called such 
operators pure erase.) 
In this paper we shall restrict ourselves to operators of the form2 
(1.1) 
* This research was supported in part by the Army Office of Ordnance Research. 
t Present address: National Bureau of Standards, Washington, D. C. 
1 Equivalently, L is Huygen’s at P if, and only if, the solution at P of Lu = 0, with 
arbitrary Cauchy data on S, depends only on the initial data on the intersection of S 
with the mantle of the characteristic conoid with vertex at P. 
2 Hadamard [6j has proved that Huygen’s principle cannot hold if the number n of 
independent variables is odd. The case n = 2 is exceptional, and the case n = 4 
has been settled in [8, IO] for operators with constant principal part. In [IJJ, Stellmacher 
treated the probIem of Huygen’s principle relative to operators of the form 
Lgu = 7&t - 
e UZ‘Z< + 4, Xl, . . . . 4u. 
i==l 
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in which we assume c(t) to be an analytic function of t on some open interval. 
Under this requirement, we seek to determine explicitly the form of c(t) for 
which (1.1) satisfies Huygen’s principle. This problem is known to have 
nontrivial solutions, namely, 
and those operators equivalent3 to (1.2), but these are the only ones of the 
form (1 .l) which are known to be Huygen’s. We shall show that there exist 
other operators of our form, fundamentally distinct from (1.2), which are 
Huygen’s; more precisely, we will find that the operator 
u3u _ W2 + t3) 
(1 - t3y u 
satisfies Huygen’s principle and furthermore, the only possible solutions 
of our problem are (1.2) and (1.3) and, of course, equivalent operators. 
Let us note that (1.1) cannot be equivalent to the ordinary wave operator 
q su = 0 for any function c(t) + 0. This is a consequence of the following 
result; for its proof, the reader is referred to [Z4J. 
THEOREM. The necessary and su@zient condition that the d@rential equation 
q u + c(x) u = $g%,,,, + C(X) u = 0 
i=O 
be brought to the ‘(trivial form” q u = 0 through (i) a proper coordinate trans- 
formation f, =Fi(x), ( ii multiplication of the unknown function with a mm- ) 
vanishing scalar, u = h(x) zi, and (iii) multiplication of the equution with a 
nonvanishing scalar p(x), is that c(x) 3 0. 
(It is assumed that C(X) is defined in some open and connected domain R, 
that Fi is three times continuously differentiable and A(X), P(X) twice con- 
tinuously differentiable in R and that (( aFJaxj )I # 0, h(x) # 0, p(x) # 0 
there.) 
SECTION 2 
Hadamard has proved that the necessary and sufficient condition that (1 .l) 
be Huygen’s in the point P is that its elementary solution 
u(X,P)=;+ WlogF 
B Two operators are called equivalent if they can be deduced from each other by 
(i) a proper coordinate transformation (ii) multiplication of the unknown function 
by a nonvanishing scalar (iii) multiplication of the operator by a nonvanishing scalar. 
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contains no logarithmic term, i.e., that W(X, P) vanishes identically in X. 
Here 
and 
This is the criterion that shall be used here. Moreover, we shall require 
that (1 .l) be Huygen’s at every point P in the domain of analytic&y of c(t) or, 
equivalently that W E 0 in X and P. 
The construction of the elementary solution follows by writing 
U=$5-+, W=ZtiP, 
V=O V=O 
substituting (2.1) into (1 .l), and requiring that (1.1) hold identically in r. 
One then obtains 
L 1, (fh = 4 .2 LdpB = &c(t), (2 = g + c(t)) 9 
These equations, together with the requirement that 3, J& be regular at 
t = 0, determine the singular part 
r-~~fiP+ w1ogr 
V=O 
of the elementary solution in a unjque manner. 
Let us note that the functions 7J (v = 0, 1,2), k are functions o t an T 
only. Furthermore, they are symmetric in these variables, e.g., 
lip, T) = ti(T, t). 
This is a consequence of the fact that (1 .l) is self-adjoint and of the inter- 
change relation [5, p. 2681. 
Since W(X, I’), as a function of X, must itself be a regular solution of 
(l.l), it follows that WE 0 is equivalent to W L 0, i.e., 8’A 0 2 Pi!?. 
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(The symbol L means t@ equality must hold only on the characteristic 
cfn; r = 0.) Bu: since W is independent of (x1 , .--, x,) it follows that 
W = 0 implies W 3 0 in t. Therefor:, for the Huygen’s behavior of (1.1) 
it is necessary and sufficient that 8U = 0 for ;very value of the pojnt P. 
Rather than deal directly with the” functions U (V = 0, 1,2) and W, we 
prefer to introduce new functions T (these functions were first introduced 
by M. Riesz in [Z2]) defined as 
L 1, ri=2.44Lj, ?=2*46, 
“P = 2(- l>” (?z!) 4n+3+, (n b 0). 
These regular, symmetric functions satisfy the somewhat simpler differential 
equations 
In particular, &, + $ = c(t) so that 
&C-CO 
--T---’ 
c - co = St c(t) dt, 
T 
and 
i$ = s t 7 tZfdt = j”” [&, + c(t) (C - CO)] dt 5 
= (c - 2$) It + +<c - coy. 
7 
Thus 
L;[c+co-2 y + +(c - co,q ) 
(2.2) 
(2.3) 
in which co = C(T). 
For (1.1) to be Huygen’s, it is necessary and sufficient that ? = 0 or, 
equivalently, 9? = 0. We now calculate &’ from (2.3) in which we 
write for the analytic function c(t) the power series development 
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The result of the calculation is 
!m 
= 2 n’(n + 4) (n + 5) @“, n=O * 
(2.4) 
the definitionSof qn being obvious. 
If now 9’T = 0, we must have 
1 
Liz+ If-0 = 4 . 5 - (c4 + 10% + 5c,2 + lOc9) Its7 = 0; 
but the choice of 7 is arbitrary if T is in the domain of c(t) so that, in this whole 
domain, 
qo(t) = c4 + IOCC, + 5c,a = 1ocs = 0 (2.5) 
must be valid. In addition to (2.5), infinitely many more restricting conditions 
must hold, namely 
Q?%(t) = 0, (n = 1, 2, a**). (2.6) 
The equation qk = 0 is a nonlinear differential equation for c(t) of order 
k + 4, and we must deal with the question of existence of solutions of the 
infinite system (2.5), (2.6). The following theorem4 simplifies greatly the 
extended computation which are unavoidable in this connection. 
THIWREM 2.1. If c(t) is a solution of the system q. = 0, q1 = 0, 
*.a, qen = 0 in some t-interval I, then c(t) satisfies q2n+l = 0 in I. Furthermore, 
q2,,+2 is an integral of this system of equations. 
’ Due to K. Stellmacher (private communication). 
176 LAGNESE 
For the proof, we need3to establish certain identities among the qn’s. To do 
this, we first compute T from (2.2) and (2.4). It is easy to see that, setting 
AZ = n!(ff + 3) (n’; 4) (?I + 5) ’ 
we have 
@,T) = $&)ti = f$- l)“p,(t)t” (2.7) 
fZ=O n=o 
on account of the symmetry of ?. The functions a(t) are analytic in 
the same interval as c(t), so that p,(t) may be developed in a power series 
there, that is 
Substitution of (2.8) into (2.7) yields 
and upon equating odd powers of i we obtain the identity 
P -1 2n+1 - 2 “g (- l)2n+1--p d-, 
M=l p! ’ 
(2.9) 
which proves the first statement of the theorem. (Equating even powers of 
tgives simply the differentiated form of (2.9).) 
Note that as an immediate corollary of this result, we may conclude that 
qzy = 0 (v = 0, 1, *a-, n) implies q2v+l = 0 (V = 0, 1, ..-, n). Thus, in the 
system (2.6), we may disregard all equations having an od+ subscript. 
To prove the second assertion, we use the fact that ‘f is analytic in t 
in the same domain as c(t), and write 
+<t, T) = 2 Y%(T) E (2.10) 
n-0 
Next we insert the series expressions (2.7) and (2.10) into (2.2) with v = 4 to 
obtain 
(n+4)r,=[(n+l)(n+2)p,+,+~&,]. (2.11) 
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In view of the symmetry of ?, the relation (2.2) with Y = 4 implies that 
- i +, + 4+ = FTT + co+ (2.12) 
holds as an identity in t and 7, and combining (2.12) with (2.7) and (2.10) 
yields (with r-r = 0) 
(n + 4)rn - +7l-1 =A - 2h + l>Pn+1 + (n + 1) (n + 2)p,+, + cop,, 
(2.13) 
in which * denotes differentiation with respect to r. I f  we now replace r, 
and t,,-r in (2.13) through the expression (2.11), we obtain the identity 
(n + 1) (8 + 6) A+1 = 6 + 
n+3 
(2.13)* 
Finally, substitution of IZ + 1 for n in (2.13)* (making use of (2.9)) shows that 
4 = const. if qav = 0, (0 < v  < n). This completes the proof of Theorem an+2 - 
2.1. 
The system of equations which c(t) must satisfy is therefore q2n = 0 
(n = 0, 1, **a). We shall now prove the somewhat surprising result that, in 
fact, only a finite number of equations of this system are independent. To 
this end, we Take th,e following considerat$s. 
Let us set I’ = i2T. W first calculate YT in terms of ti and & makinf 
use of the fact that i*, = c - *. This enables one to compute ci = ikPT 
in terms of c, cr , and +. We have 
i42& = t,, - 4& + (ci2 + 6) f’, 
so that 
b, = id- = + [(c,i - 2c) + ?(2 + ci”)], 
Ftt = f [(4c - 2c,i + (c2 + c2) i2) + +(- 4 + @)], (2.14) 
A;‘i4Zf = A&4, + A,+) + B, (2.15) 
where the Ai = Ai(t) are polynomials in i whose coefficients are functionals 
of c; explicitly 
A,(i) = ci2 + 6, 
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a continuous function which is different from zero in some neighborhood of 
t = 7. Next we differer$ate (2.15) with respect to t, making use of (2.14) and 
(2.2). If we set V = tT, the result may be written 
t2AS2 4 (A;1t49f) = B, + B,fi, (2.16) 
the B$) again being polynomials in t; in particular 
B,(i) = - 144 - 72ct2 - 6(c, + 3c2) ta + (c; - cc2 - c”) ? 
is not zero at t = 0 and consequently, in some neighborhood of that point 
B,(t) # 0, this function being contimious. Let us now apply a/at to (2.16), 
after multiplication by Bi’. Since I’, = c(t), we have 
B,2 ; [B;‘A3’? & (A,-‘i4&)] = t”jP(;), 
where P(f) is a polynomial in i2 of degree 4 whose coefficients, up to a con- 
stant factor, are 
qo* = c4 + 1occs + 5cra + lOc3, 
4cq,* + 392*, 
with 
and 
(~2 + 5c2) qo* + 6cq,* - q4*, 
(Cl” - 2cc2 - 4.4 qo* + (cg - 5c2) q2* + %I,*, 
C(C12 - cc2 - 4 qo* + 4% - c”) q2* + c2qp*, 
cl2 * = - 2c,c, - 1occia + c2s - 5c4 (2.17) 
44 * = cs2 + 4cc,c, - 2ci2c2 + 2Oc%, + ~cc,~ - 10c”ci2 + 4c5. (2.18) 
Note that qo* E q. . The fact that P(i) is even in i is an indication that the 
equations q21L+1 = 0 play no role in our discussion. 
THEOREM 2.2. A necessary and sujicient condition that 9!? = 0 is that 
c(t) be a solution of the system q,, = 0, q2* = 0, and q4: = 0. 
Necessity is trivial; for sufficiency, set #(t, T) = 9T. This function must 
then satisfy 
a p(i) t2 g (A(i) i”#)] = 0, 
at 
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where A(Z) and B(t) are regular at t = 0. As (a/at) (i4 A(t) ‘#) is therefore 
regular at t = 0, we conclude that this quantity must vanish identically, and 
since $ is also regular at i = 0, it follows that necessarily $ s 0. 
Let us next examine the connection between the differential expressions 
(2.17) and (2.18) set to zero, and the infinite system (2.5), (2.6). The equations 
q,, = 0, q2 = 0, and q4 = 0, when written explicitly, are (2.5) together with 
42 = c6 + y cc4 + 28c,c, + 21cg2 + 35c%, + 7 44 = 0, (2.19) 
44 = cg + 12cc, + 2$ ClC5 + 5T c2c4 + 2T c2c4 
+ 69c,2 + 252cc,c, + 168~~; + 252c12c2 = 0, 
and it is not difficult to show that (’ = d/dt) 
42 - Qo” - &qo = q2*, 
and also 
(2.20) 
(2.21) 
- q4 + $2” - 3# - + ClQo’ + f (‘k, + C”) q. = Q4*. (2.22) 
Therefore if c(t) satisfies the system q0 = 0, q2 = 0, and q4 = 0, then 
necessarily q2* = 0 and q4 * = 0 for this c(t). Conversely, if q0 = 0, q2* = 0, 
q4* = 0 each hold, then from (2.21) and (2.22) it follows immediately that 
both (2.19) and (2.20) are valid. We have proved 
THEOREM 2.3. A necessary and sz@ient condition that LZ?f = 0 is that 
c(t) satisfv the system q0 = 0, q2 = 0 and q4 = 0. 
Thus, the infinite system of nonlinear equations qzn = 0 (n = 0, 1,2, ..a) 
has but three independent equations, and these are of sufficiently high order 
as to admit, as we shall see, a two parameter family of solutions. 
The system of equations q,, = 0, q2* = 0 and q4* = 0 may be reduced to a 
single equivalent differential equation of second order. To do this, we simply 
eliminate the quantity c, between (2.17) and (2.18) to obtain 
- 94 + qqo 7 q2) = *$ + (5c - + s, c2 
+ (203 - 24 c2 - 5cc,2 + 19c5 + 2;; = 0, 
’ (2.23) 
(remembering the identities (2.21) and (2.22)) where F(qO , q.J is a functional 
of q,, and q2 which vanishes when q,, = 0 and q2 = 0 simultaneously. If, in 
5 
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addition, q4 = 0, then (2.23) is valid. Conversely, if (2.23) holds we obtain, 
upon differentiation of that identity, 
(- 2c,c, + c; - 1occra - 5c4) 
( 1 cas 5 c4c2 5 cc2 -- x -yc13+zc13 ~+c,-lo+o. (2.24) 
Let us require that the equation obtained by setting the second factor of 
(2.24) to zero have no solution in common with (2.23). Then qz* = 0, and 
differentiation of that equation yields 
- 2c,q(J = 0, (2.25) 
that is, q,, = 0 if c(t) a# constant. Equation (2.21) now shows that qz = 0 
must hold and, from (2.23), we conclude that q4 = 0 also. (The presence of 
qz* as a factor in (2.24) is not just coincidence, but rather is to be expected as a 
consequence of Theorem 2.1. The same remark is true regarding the factor 
q,, in (2.25).) 
In order to determine the common solutions of (2.23) and the second 
factor of (2.24) set to zero, it is convenient to first examine the transformation 
properties of the functionals q,, under the coordinate transform5 t = ors + /3, 
where (Y and p are constants and 01 # 0. If we define 
e(s) = &(os + p), 334 = u,, + e(s) 24, 
we see that 2 = c?S. Also since t(a/at) is an invariant under this trans- 
form, it follows that 
f = c&, 
so that (T = cyu + @) 
from which we conclude that 
4% = a*+eq, . 
The functionals q,, are therefore relatively invariant under the transform 
c(t) --+ or2c(olt + 18). We say that qn is homogeneous of weight 71 + 6. Each term 
6 This transform, together with xi = olxl + pi, is that subgroup of the general 
“conformal” group (i.e., the group of coordinate transforms which leave the priin- 
cipal part of (1 .I) unchanged up to a scalar factor) which leaves (1.1) self-adjoint and 
preserves the dependence of c on t alone. 
A NEW PURE WAVE OPERATOR 181 
of q,, has the same homogenuity property; in particular, c(t) is, by definition, 
homogeneous of weight + 2. 
We shall regard (2.23) as a polynomial equation in c, , say p4(cs) = 0, 
and set P4 = 4~~9, . Similarly, we denote the second factor of (2.24) by 
p3(c2) and put P3 = - 2cr3p3 . Finally, we shall write x for the quantity c, . 
Repeated application of the division algorithm yields 
PAX) = xPs(x) + Pdx)7 
41Ps(X) = G&X - 42) Pz(x) + Pl(X>7 
41&(X) = L%l&X - bw,, - 424dI PI(X) + PO ? 
where the Pi(x) are polynomials in x of degree i with coefficients 
A,, (1 <j < i + 1). The quantities A,, and P, are nonconstant homoge- 
neous polynomials in c and cr (in the sense described above). 
If c(t) is a common solution of p, = 0 and p, = 0, then it must also satisfy 
P&c, cr) = 0. Now P, is a polynomial homogeneous of weight N, each of 
whose terms is also of weight N. Multiplication of P, by a suitable power 
of c (i.e., @I’) therefore yields a polynomial p0 homogeneous of weight zero, 
that is, a polynomial in the single quantity cr/~Y~, whose algebraic solutions 
are c~/CS~~ = y = const. If y # 0, we have 
cc2 = # ycw$ = 8 ClS, 
so that (c+~),~ = 0. The common solutions that we seek must therefore be 
of the form 
c(t) = ___ (t $2 * 
To determine the values of A for which (1 .l), with this function c(t), is 
Huygen’s, we substitute (2.26) into q0 = 0, q2 = 0, and q4 = 0. In each case 
we obtain the same equation for A, namely 
44 + 2) (A + 6) = 0, 
in agreement with the results of [14]. 
We summarize our results so far in the following 
THEOREM 2.4. Let c(t) be an analytic function on some open interval 
It such that c, # 0 in It .6 Then a necessary and sujkient condition that (1.1) 
be Huygen’s in If is that c(t) satisfy (2.23), OY be identically equal to 
- 2/(t + 13)2 or - 6/(t + B)2. 
6 In view of the analyticity of s(t), this is no essential restriction unless c1 = 0. 
‘l?he possibility c(t) z const. # 0 is non-Huygen’s, whereas c(t) - 0 is, of course, 
the ordinary wave operator. 
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SECTION 3 
Still keeping to the analytic hypothesis let us now determine the set of 
solutions of (2.23). More precisely, suppose that c(t) is a fixed analytic 
function on an open interval It which satisfies (2.23) and let us assume (with- 
out loss of generality) (see footnote 6) that It is such that neither c nor c, 
vanishes there. 
It will prove convenient to introduce the function F(t) = $~a/?; this 
function is again analytic on I, . Let 7 E It and set 0 = F(T). Assuming 
F’(7) f;  0, the function F(t) has a unique inverse F-i(s), defined and having 
a continuous derivative in some neighborhood N, of C, such that F-l(o) = r 
and s - F(F-l(s)) = 0 for each s in N, . 
We shall prove the following two theorems. 
THEOREM 3.1. If c(t) is an analytic solution of (2.23) on It for which 
none of the functions 
(9 F’(t), (ii) F(t) + 2, (iii) F(t) + E, 
(iv) F(t) + Q , (v) cl2 - *cc2 
vanish identically, there is a point T in It and a nehborhood of t = T in which 
c(t) has the form 
C(t) = 24125”*u - (kt*n 
[l + 2(kt*)3]2 ’ (3-l) 
where t* = t + k*, k and k* being constants. 
THEOREM 3.2. If any of the functions (i)-(v) vanish identimh’y for a 
solution c(t) of (2.23), then necessarily c(t) has the form (2.26). 
We first prove the latter theorem. Therefore, let us observe that if 
F(t) _= const. = A*, say, then c2 = A*c2 and we may replace ca by A*c2 
in (2.23), obtaining a homogeneous polynomial in c and c, . We have already 
seen that the only solutions of this type of equation are (2.26). 
I f  cl2 - see, _= 0, (2.26) again follows immediately. 
On account of the analyticity of c(t), if it has the form (3.1) in a neighbor- 
hood N, contained in I, , then it must have that form in all of It provided the 
denominator of (3.1) does not vanish there. 
We now proceed to prove Theorem 3.1. We first observe that (3.1) does 
indeed satisfy’ (2.23) and is, in fact, a solution at every point of its domain 
of definition. 
’ In the next section we shall construct the elementary solution of (1 .l) in which 
c(t) is replaced by (3.1), and we shall see that its elementary solution does indeed 
lack a logarithmic term. Then, as (2.23) is a necessary condition for Huygen’s behavior, 
one concludes that (3.1) must satisfy that equation. 
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Now let c(t) be a fixed analytic solution satisfying our hypotheses. Since the 
functions (i)-(v) are analytic on It and do not vanish identically, there is 
certainly a point r in It and a neighborhood N, of that point in which none of 
these functions are zero. In particular, F’(T) # 0 and, therefore, there is a 
neighborhood N, of u = F(7) in which F(t) has a unique inverse F-r(s). We 
may assume that N, and N, are such that F(N,) = N, and F-l(N,) = N, . 
We now define the two functions X(s) = cs(F-i(s)), Y(s) = c,~(F-~(s)); 
these functions exist and have a continuous derivative on N,, and do not 
vanish there. In terms of X and Y and the variable s, (2.23) may be rewritten 
as 
(3s + 5) (g)” - (y ss+3os+19) (4)~&++2+0. 
According to (iv), 3s + 5 # 0 for s E N, so that, by application of the 
quadratic formula, we easily obtain, in that interval, 
y = x [(45/5) s2 + 30s + 191 i- (9 d/4) (s + 2)5’S 
2(3s + 5) 
= X(s - g,(s)), (i = 1, 2), (3.2) 
in whichgt(s) is defined by the last relation. We shall now determine explicitly 
the functions X(s) and Y(s). 
In order to do this, we differentiate (3.2) with respect to s, observing that 
Y, = SX, . Since X(s) g,(s) = sX(s) - Y(s), it follows that g,(s) # 0 in 
N, in view of(v) and the fact that F-l(N,) = N, . We may therefore write 
X8=-X( l-y, 
gi 
and it follows from the general theory that in N, , every solution of this first 
order linear ordinary differential equation has the form 
xi = WI f 1) (7 7 2)2/?6, (i= 1,2), 
in which we have set r] = m); 7 # 0 in N, on account of hypothesis 
(ii); the kt denote arbitrary constants. 
The corresponding functions Yi are now uniquely determined from (3.2) 
and found to be 
Yl = - 2 (q _ 92 (v2 - ; - 4)2 ) 
y2 = 5 (rl + 2)2 (7” + 27 - 4)2 . 
rla 
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Replacing X by c3 and Y by cl2 we see that c and c, , in terms of the para- 
meter 7, must have the form 
c = s&j + 1)1’3 (7 - 2)2’3/7j2 = &), 
Cl = d- um (77 - 2) b12 - 27 - 4)h3 = 1cll(d 
for i = 1 and, for i = 2, 
(3.3) 
c = v&(7 - 1y3 (7 + 2)2’3/772 = g&7), 
Cl = amhI + 2) h2 + 27I - 4)h3 SE #2W (3.4) 
We first deal with the system (3.4). By definition 7 + 2 cannot vanish and 
in view of (iv), neither can 7 - 1 ifs is in iV, . The function r+~a(v) is therefore 
analytic with (v2),, # 0 for 7 in the appropriate domain. Therefore 
must hold, which immediately yields 
3 = k(7j - 1)1'3 trl + 21213, 
dt 
kz- (3.5) 
If we now introduce 2 = [(T - l)/(~ + 2)]l$ (3.5) becomes simply 2, = k 
so that 2 = k(t + k*) = kt*. As a function of t, 7 must therefore have the 
form 
1 + 2(kt*)” 
7 = 1 - (kt*)3 ’ 
and substitution of this quantity into ~~(7) shows that c(t) necessarily has the 
structure of (3.1). 
The integrability condition (r,& Q = #i(v) (7 - 2 # 0 in view of (iii)) 
again leads to the expression (3.1) for c(t), as may be seen by replacing r) 
by - 7 in (3.3). In this case, k denotes - (l/2 2/z) q- k, . 
The group of transforms t + at + /3, c -+ &, which maps Y to or29, 
transforms any function of the form (3.1) into another function of that form. 
Choosing OL = - rik-1, fl = - k*, (3.1) transforms to the interesting 
normal form 
c(q = _ w + t”) 
(1 - ty 
=2[log] P- 1 I]” 
1 
= - 2 [& + (t -lq + (t - oJ2)2 I ’ (3.6) 
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where wr , wa are third roots of unity. It is not uninteresting to note that in 
the limit as K + co, (3.1) becomes - 6/t2 which, as we know, leads to a 
Huygens’ operator. 
We might also observe that there is no restriction regarding the reality 
of the parameter k in (3.1). Indeed, if either k, > 0 or k, < 0, the corres- 
ponding function c(t) is complex, and in general, kt (i = 1,2) may be an 
arbitrary complex number. The gauge transform which maps (3.1) to (3.6) 
would then, of course, in general be complex. There are, therefore, pure 
wave operators of constant principal part whose coefficients are complex, a 
remarkable fact first pointed out by Hadamard in [S]. 
Let us finally note one significant characteristic of the function (3.6): 
It is absolutely invariant under the gauge transform t--f wt, c -+ w2c, if o 
denotes any third root of unity. This property is indicative of the symmetry 
of the poles of (3.6) on the unit disc. A general gauge transform does not, 
of course, leave (3.6) invariant, a property which is, however, enjoyed by all 
previously known pure wave operators of our form. 
We summarize our results briefly: Up to the group of transforms 
c(t) --+ or2c(cyt + /I), the analytic Huygens’ operators among the class of 
operators of the form (1.1) are precisely 
q u _ 642 + t3> *, 
(1 - ty (3.7) 
where 
We have said nothing in the preceeding discussion concerning the question 
of existence of Huygens’ operators which are not analytic and indeed, thii 
remains a completely open problem. It is certainly possible the (2.23) admits 
solutions which are nonanalytic. But even if this were that case, it is still 
questionable whether such solutions would define pure wave operators. 
SECTION 4 
In this section we shall construct the elementary solution of (3.7) and verify 
our claim that this operator does indeed satisfy Huygen’s principle. We first 
observe that the ordinary differential equation 
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admits as a fundamental system of solutions the rational functions 
(4.1) 
Now from (3.6) we find that 
t+ = ,I c(t) dt = 2 [-&log (1 - 19)]1 
Z--. tw + (t + T) 
6i (1 - P) (1 - 9) ’ 
whence 
C - Co = - 6[t2G + (t + ~)]/(l - t3) (1 - g). 
The formula (2.3) yields the value of ?: 
In view of (4.1) we see that9 ? E 0. The Hadamard elementary solution 
of (3.7) is therefore obtained by multiplication of !P and f with appropriate 
constants (see (2.2a)), that is, 
is the singular solution which we seek, and from this expression the Huygen’s 
character of (3.7) is obvious. 
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