Abstract. Non-divergence form elliptic equations with discontinuous coefficients do not generally posses a weak formulation, thus presenting an obstacle to their numerical solution by classical finite element methods. We propose a new hp-version discontinuous Galerkin finite element method for a class of these problems that satisfy the Cordès condition. It is shown that the method exhibits a convergence rate that is optimal with respect to the mesh size h and suboptimal with respect to the polynomial degree p by only half an order. Numerical experiments demonstrate the accuracy of the method and illustrate the potential of exponential convergence under hp-refinement for problems with discontinuous coefficients and nonsmooth solutions.
Introduction. This work is concerned with boundary-value problems of the form
where f ∈ L 2 (Ω) and L is a second-order elliptic operator in non-divergence form, i.e. the leading term of L is of the form n i,j=1 a ij u x i x j , with coefficients a ij ∈ L ∞ (Ω). To keep the exposition clear, we focus on operators of the form n i,j=1 a ij u x i x j without lower order terms. Nevertheless, the results of this work can be extended to problems with lower order terms by following ideas from [6] . Non-homogeneous boundary conditions are discussed in §6 below.
Problem (1.1) arises in many applications from areas such as probability and stochastic processes. These equations also arise as linearisations to fully nonlinear PDE, as obtained for instance from the use of iterative solution algorithms. In such cases, it can rarely be expected that the coefficients of the operator be smooth or even continuous. For example, in applications to Hamilton-Jacobi-Bellman equations [8] , the coefficients a ij will usually be merely essentially bounded. The extension of the schemes developed here to these problems will be the subject of future work [18] .
In contrast to the study of divergence form equations, it is usually not possible to define a notion of weak solution to (1.1) when the coefficients are non-smooth. In the case of continuous but possibly non-differentiable coefficients, the Calderon-Zygmund theory of strong solutions [10] establishes the well-posedness of the problem in sufficiently smooth domains. However, without additional hypotheses, well-posedness of (1.1) is generally lost in the case of discontinuous coefficients; see [14] for a comprehensive treatment and various examples; see also the example in [10, p. 185] .
Despite these difficulties, well-posedness of solutions in the space H 2 (Ω) ∩ H 1 0 (Ω) is recovered for problems in convex domains that satisfy the Cordès condition stated in (2.5) below. This condition will play a central role in the numerical analysis of the method proposed in this work. For the analysis and motivation of the Cordès condition, we refer the reader to [14] and the references therein.
Unlike the literature on elliptic equations in divergence form, the literature on the numerical analysis of non-divergence form equations is comparatively sparse. In view of the applications mentioned above, it is important to consider methods that do not assume a priori information about the location of the discontinuities of the coefficients.
Conforming finite element methods for (1.1) require at least H 2 -regularity of the approximation; this amounts to a C 1 -continuity condition on the finite element space. For instance, [3] proposes a collocation scheme using C 1 splines for non-divergence form equations, but we note that the analysis therein requires at least C 1,1 regularity of the coefficients. Otherwise, it would appear that the numerical analysis of (1.1) with discontinuous coefficients has remained unexplored.
Discontinuous Galerkin (DG) finite element methods allow the approximation to be discontinuous between elements, with the continuity conditions being enforced only weakly through the discretised problem. These methods have been analysed and applied to a large range of problems [1, 13, 16] ; see also the book [7] . The ability of DG methods to handle hp-refinement, where one varies both mesh size and polynomial degree, is of significant interest here, in view of the potential loss of higher regularity of the solution near discontinuities of the coefficients. Indeed, hp-refinement has been used in the context of continuous and discontinuous Galerkin finite element methods to obtain exponential convergence for problems with non-smooth solutions; see [2, 12, 15, 17] . Exponential convergence rates for hp-DGFEM were proved in [20] .
This paper proposes and analyses a new hp-DG finite element method for equations in non-divergence form with coefficients satisfying the Cordès condition. A key question addressed here is that of specifying a stable discretisation scheme, for it is not possible to use a weak form of the problem to exhibit the underlying coercive structure of the differential operator. Stability is achieved by coupling the residual of the differential equation to terms measuring the lack of H 2 -conformity of the numerical solution. The exact choice of bilinear form draws upon a discrete analogue of an identity that is central to the analysis of well-posedness in H 2 (Ω) of elliptic problems on convex domains [11, 14] . Section 2 defines the problem considered and the notation used in this paper. This is followed by the definition of the scheme and the analysis of consistency in §3. Stability and well-posedness are proved in §4, followed by the a priori error analysis in §5, where it is found that the convergence rates in a broken H 2 -type norm are optimal with respect to mesh size and suboptimal with respect to the polynomial degree by only half an order. Section 6 presents numerical experiments testing the accuracy and robustness of the scheme: the first experiment verifies the predicted convergence rates and the second experiment gives an example of exponential accuracy under appropriate hp-refinement for a problem featuring both discontinuity of the coefficients and non-smoothness of the solution.
Preliminaries.
Let Ω be a bounded convex polyhedral domain in R n , n ≥ 2. Note that the convexity assumption implies that Ω has a Lipschitz boundary ∂Ω; see [11] . Let the bounded operator L :
where it is assumed that
and that L is uniformly elliptic, i.e. there exist Λ, λ > 0 such that for a.e. x ∈ Ω,
We consider the following problem: for a given f ∈ L 2 (Ω), find a strong solution
It is well-known that, in the case of discontinuous coefficients a ij , assumptions (2.2) and (2.3) are generally not sufficient to obtain well-posedness of the problem (2.4); see for instance the examples in [10, 14] . For this reason, we consider problems that satisfy the Cordès condition: there is ε ∈ (0, 1) such that, for a.e. x ∈ Ω,
The uniform ellipticity assumption on the operator L implies that there is γ 0 > 0 such that γ ≥ γ 0 a.e. in Ω. The Cordès condition implies the following inequality that will be central to the subsequent analysis. Lemma 1. Let the operator L defined by (2.1) satisfy (2.2), (2.3) and (2.5) and let γ ∈ L ∞ (Ω) be defined by (2.6). Then, for any open set U ⊂ Ω and v ∈ H 2 (U ), we have
where ε ∈ (0, 1) as in (2.5).
Now, by expanding the square and using (2.6) followed by (2.5), we find that n i,j=1
Inequality (2.7) follows immediately.
2.1. Analysis of the PDE. The Cordès condition leads to the well-posedness of (2.4), as the results of this section demonstrate. We follow [14] in naming the following estimate the Miranda-Talenti estimate.
Theorem 2 (Miranda-Talenti). Let Ω be a bounded convex domain. Then, for
where C is a constant depending only on n and diam(Ω).
Proof. [11, Chapter 3] shows that for any convex domain Ω with C 1,1 boundary,
. The generalisation to non-smooth convex domains is largely based on the proof of [11, Theorem 3.2.1.2]. The argument is given here for completeness. Let Ω be a convex domain, with possibly non-smooth boundary; Theorem 11 below shows that for any ε > 0 there is an open convex subset U ε ⊂ Ω such that U ε has C 1,1 boundary Γ ε and dist(U ε , Ω) < ε, where the distance between sets is defined in (A.1). Select a sequence of such sets U ε with ε → 0.
Since Γ ε is of class C 1,1 , existence and uniqueness of u ε ∈ H 2 (U ε ) ∩ H 1 0 (U ε ) may be deduced from [10] . The extensions by zero of u ε , also denoted u ε , belong to H 1 0 (Ω) for all ε > 0, and there exists a constant C depending only on diam Ω such that
Additionally, since the Miranda-Talenti estimate holds for domains of class C 1,1 , it is found that |u ε | H 2 (U ε ) ≤ ∆u L 2 (Ω) for all ε. Let v ε ij denote the zero-extension of D ij u ε onto Ω. We claim that there is a subsequence, to which we pass without change of notation, such that u ε ⇀ u in
, where D ij u is the ij-th weak derivative of u on Ω. These results are shown by the arguments in [11] , yet a proof is given here for completeness.
First, from the bounds
≤ ∆u L 2 (Ω) for all ε, there is a subsequence, to which we pass without change of notation, such that
First, we show that u =ũ. The hypothesis that u ∈ H 2 (Ω) and the definition of weak derivatives implies that for any φ ∈ C ∞ 0 (Ω), we have
Since φ is compactly supported in Ω and since U ε is convex, Lemma 14 shows that there is ε 0 > 0 such that supp φ ⊂ U ε for all ε < ε 0 . Since
Then, since u ε ⇀ u as ε → 0 and since v ε ij ⇀ v ij , we find that for any
So v ij = D ij u is the ij-th weak derivative of u on Ω, as claimed. Finally, weak convergence and lower semi-continuity of the L 2 norm with respect to weak convergence shows that
This proves inequality (2.8a). Using the hypothesis that
, we use the definition of a weak derivative to obtain
where we have used the fact that u ρ L 2 (Ω) → u L 2 (Ω) as ρ → 0. Then, inequality (2.8b) is obtained from Poincaré's inequality together with inequality (2.10).
Theorem 3. Let Ω be a bounded convex domain and let the operator L defined by (2.1) satisfy (2.2), (2.2) and (2.5). Then, for a given f ∈ L 2 (Ω), there exists a unique
, where C depends only on n, diam Ω, λ, Λ, and ε.
Proof. Let γ be defined by (2.6). Define H := H 2 (Ω) ∩ H 1 0 (Ω). Theorem 2 shows that the bilinear form ·, · ∆ : H × H → R, u, v ∆ = Ω ∆u ∆v dx, defines an inner product on H and it follows that (H, ·, · ∆ ) is a Hilbert space. Let · ∆ denote the norm induced by the inner product on H. Define the bilinear form A :
Then ℓ is a bounded linear functional on H. The Lax-Milgram theorem shows existence of a unique u ∈ H such that a(u, v) = ℓ(v) for all v ∈ H. We claim that Lu = f pointwise a.e. in Ω. For any g ∈ L 2 (Ω), there is v ∈ H such that ∆v = g. So
This implies that γLu = γf a.e. in Ω. Since γ > 0 a.e. in Ω, we conclude that u is a strong solution of (2.4). Finally, we have
where the constant C from (2.8b) depends only on n and diam Ω.
Finite element spaces.
Let {T h } h be a sequence of shape-regular meshes on Ω, consisting of simplices or parallelepipeds. For each element
Let h if and only if F is the closure of a non-empty smooth connected open hypersurface that is a subset of ∂Ω ∩ ∂K for some K ∈ T h , and such that there is no smooth connected open hypersurface containing F that is also a subset of ∂Ω ∩ ∂K. This definition has the advantage that each boundary face is then flat, which will help to simplify the analysis below, whilst also preventing any compactly contained subset of a face from also being considered as a face. A boundary face would not be necessarily flat if it were defined as an intersection of an elemental boundary with the boundary of the domain. The union of the interior faces and boundary faces is denoted by
Mesh conditions. We shall make the following assumptions on the meshes. The meshes are allowed to be irregular, i.e. there may be hanging nodes. We assume that there is a uniform upper bound on the number of faces composing the boundary of any given element; in other words, there is c F > 0, independent of h, such that
It is also assumed that any two elements sharing a face have commensurate diameters, i.e. there is c T ≥ 1, independent of h, such that
for any K and K ′ in T h that share a face. For each h, let p = (p K : K ∈ T h ) be a vector of positive integers. For convenience, the dependence of p on h is left implicit in our notation. In order to let p K appear in the denominator of various expressions, we shall assume that
We make the assumption that p has local bounded variation [13] : there is c P ≥ 1, independent of h, such that
for any K and K ′ in T h that share a face. Fig. 1 . Diagram for the notation of jump and average operators. For a face F ∈ F i h , and a chosen normal vector n F , K int is the element for which n F is inward pointing, and K ext is the element for which n F is outward pointing.
Function spaces. For each K ∈ T h , let P p K (K) be either the space of all polynomials with total degree less than or equal to p K or with partial degree less than or equal to p K . The discontinuous Galerkin finite element space V h,p is defined by
, where s K = s for all K ∈ T h . Jump and average operators. For each face F , let n F ∈ R n denote a fixed choice of a unit normal vector to F . The above definitions of faces imply that n F is constant over F . The jump and average operators on faces of a mesh are defined as follows. For each face F with corresponding unit normal vector n F , define · , the jump operator over F , by 16) and define {·}, the average operator over F , by
where φ is a sufficiently regular scalar or vector-valued function, and K ext and K int are the elements to which F is a face, i.e. F = ∂K ext ∩ ∂K int . Here, the labelling is chosen so that for any x ∈ int F , x − λn F ∈ K ext for small λ > 0 and x + λn F ∈ K int for small λ > 0, see Figure 1 . Using this notation, the jump and average of scalarvalued functions, resp. vector-valued, are scalar-valued, resp. vector-valued. In the case of an interior face, the jump and average are independent of the choice of n F . For two matrices A, B ∈ R n×n , we set
A ij B ij .
For an element K, we define the bilinear form ·, · K by
The abuse of notation will be resolved by the arguments of the bilinear form. The bilinear forms ·, · ∂K and ·, · F , F ∈ F i,b
h , are defined in a similar way. Tangential differential operators. It will be helpful to briefly review the construction of certain traces that is given in [11] . Let K be an element of T h , and let F ⊂ ∂K be a face of K. Recall that the unit normal n F ∈ R n is constant over F , with n F being either inward facing or outward pointing with respect to K. Then, n F extends trivially as a constant vector field over
, denote the trace operator from K to F . The trace operator τ F is extended componentwise to vector-valued functions. Then, for v ∈ H s (K), s > 3/2, the normal derivative of v on F is defined by
where we use the fact that, after extending n F to a constant vector field on K, the function ∇v · n F ∈ H s−1 (K) belongs to the domain of τ F . For a face F , let ∇ T and div T denote respectively the tangential gradient and tangential divergence operators on F [11] . The following lemma shows that traces and tangential differential operators commute.
Lemma 4. Let Ω be a bounded polytopal domain and let T h be a mesh on Ω consisting of simplices or parallelepipeds. Then, for each K ∈ T h and each face F ⊂ ∂K, the following identities hold:
Proof. First, observe that the terms in (2.20) and (2.21) are independent of the choice of n F , since a reversal in the sign of n F leaves the right-hand sides of these equations unchanged.
Recall that F is flat. So, after a suitable rotation and translation, we may assume without loss of generality that
Since the identities (2.20) and (2.21) are independent of the choice of unit normal n F , we may assume that n F = e n = (0, . . . , 0, 1).
Let s > 3/2; for i ∈ {1, . . . , n − 1} we have the identity
Indeed, this identity is valid for a smooth function v, and thus extends to general v ∈ H s (K), s > 3/2, by construction of the trace operator. So, for v ∈ H s (K), we write
and we use the linearity of the trace operator with (2.22) to obtain
where the last equality follows from the fact that n F is constant over K. Then, (2.21) is found by applying the trace operator to both sides of the previous identity and repeatedly applying (2.22) to v and its first tangential derivatives.
Extensions of the results of this work to meshes with curved elements may make use of generalisations of Lemma 4 found in [11, p. 136 ].
3. Numerical scheme. To define the numerical scheme, we use the following auxiliary bilinear forms. First, let B * :
where u h , v h will denote functions in V h,p throughout this work. Then, for facedependent quantities µ F > 0 and η F > 0 to be specified later, let the jump stabilisation term J stab be defined by
The bilinear form
The numerical scheme for approximating the solution of (2.4) is to find u h ∈ V h,p such that
) vanish except for the jump stabilisation terms of J stab (u h , v h ). In this case, the numerical solution is u h ≡ 0. This suggests that at least quadratic polynomials ought to be employed. Nevertheless, this still compares favourably with conforming elements, because, for instance, Argyris elements require at least polynomials of degree five on simplicial elements in two dimensions [4] .
3.1. Consistency. We turn to the question of consistency of the scheme (3.4) with respect to the original problem (2.4). It will be seen below that a discrete analogue of the identity of [11, Theorem 3.1.1.1] is central to the analysis of the numerical scheme. The following proposition establishes the broken form of this identity.
Lemma
Proof. Let w satisfy the above assumptions and let v h ∈ V h,p . The second statement in (3.5) is trivial. Let K ∈ T h , letn be the piecewise constant outward normal on ∂K, and momentarily assume that w ∈ H 3 (K). Then, for 1 ≤ i, j ≤ n, integration by parts gives
Summing (3.6) over i, j, and using the fact thatn is piecewise constant over ∂K, we obtain
A density argument shows that (3.7) holds for w ∈ H s (K), s > 5/2. Note that for each face F ⊂ ∂K,n = ±n F on F . Also, for each face F ⊂ ∂K, identity (2.20) shows that
For each face F ⊂ ∂K, identity (2.21) gives
Substituting (3.8) and (3.9) into (3.7) and summing over all elements shows that
h , then we use the fact that the trace operator commutes with tangential differential operators to obtain
h is a boundary face, then we use the fact that w = 0 on F to obtain div T ∇ T w = 0. Therefore
Substituting the above simplifications into (3.10) shows that
From the hypotheses on w, ∇w vanishes on any interior face and ∇ T w vanishes on any face. Therefore,
Identity (3.5) then follows from equations (3.11) and (3.12) . Recalling the definition of B DG(θ) in (3.2), it is clear that if a function w satisfies the hypotheses of Lemma 5, then for any θ ∈ [0, 1] we have
In particular, recalling the definition of A DG in (3.3) , we obtain the following consistency result. Corollary 6. Let Ω be a bounded convex polytopal domain, let T h be a simplicial or parallelepipedal mesh and let u ∈ H 2 (Ω) ∩ H 1 0 (Ω) be the unique solution of (2.4).
4. Well-posedness of the numerical scheme. For a positive constant c * , independent of h and to be specified later, and θ ∈ [0, 1], define the functionals h , definẽ
where K and
h . The assumptions on the mesh and the polynomial degrees, in particular (2.12) and (2.13), show that if F is a face of K, then
Let Ω be a bounded convex polytopal domain, {T h } h a shape-regular sequence of simplicial or parallelepipedal meshes satisfying (2.11). Then, for each constant κ > 1, there exist positive constants c stab and c * , independent of h, p and θ, such that
Proof. Let v h ∈ V h,p . For some δ > 0 to be chosen below, the Cauchy-Schwarz inequality with a parameter gives
Since the tangential operators commute with the trace operator, for each face F = ∂K ∩ ∂K ′ , Young's inequality yields
Therefore, the trace and inverse inequalities give
where C(n) is a constant depending only on n and C Tr is the constant of the trace and inverse inequality. Since each element has at most c F faces, see (2.11), a counting argument shows that
.
We then use the definitions ofp F andh F from (4.2) to obtain
A similar analysis shows that
where C(n) is a constant depending only on n. Inequalities (4.6) and (4.7) imply that
A i , where
Let κ > 1 be given. Then, since κ −1 < 1, there exists δ > 0 sufficiently small such that (1 − 2δC(n)C Tr c F ) > κ −1 . Then, we choose c stab = 2δ −1 , c * = κ/2 and µ F ≥ c stabp 2 F /h F . Therefore, for any θ ∈ [0, 1],
As a result, it is found that
which completes the proof of (4.4). Lemma 7 ensures that it is possible to choose c stab and c * such that (4.4) holds with κ < (1 − ε) −1/2 , because (1 − ε) −1/2 > 1. Theorem 8. Under the hypotheses of Lemma 7, let c stab and c * , µ F and η F be chosen so that (4.4) and (4.5) hold with κ < (1 − ε) −1/2 . Let the operator L satisfy (2.2), (2.3) and the Cordès condition (2.5). Then the bilinear form A DG is coercive on V h,p with respect to the norm · DG(1) . In particular, for any v h ∈ V h,p , there holds
Therefore, there exists a unique solution u h ∈ V h,p of the numerical scheme (3.4).
Moreover, u h satisfies
Proof. Let v h ∈ V h,p and note that (2.7) implies that
We use the Cauchy-Schwarz inequality with a parameter, together with the fact that (4.4) holds with κ < (1 − ε) −1/2 , to get
The previous inequality implies (4.8), which in turn proves that there exists a unique solution u h ∈ V h,p of (3.4). Then, applying (4.8) to the numerical solution u h shows that
which gives (4.9).
5. Error analysis. In the following analysis, for a, b ∈ R, we shall write a b to signify that there exists a constant C such that a ≤ C b, with C independent of h = (h K : K ∈ T h ), p and u, but otherwise possibly dependent on the shape-regularity constants of T h , c F , c P , c T , s, etc.
Theorem 9. Let Ω be a bounded convex polytopal domain, let the shape-regular sequence of simplicial or parallelepipedal meshes {T h } h satisfy (2.11) and (2.12), with p satisfying (2.13) for each h. Let the operator L satisfy (2.2), (2.3) and the Cordès condition (2.5) and let u ∈ H 2 (Ω) ∩ H 1 0 (Ω) be the unique solution of (2.4). Assume either that u ∈ H s (Ω), s > 5/2, or that u ∈ C 1 (Ω), and assume in addition that u ∈ H s (Ω; T h ), with s K ≥ 3 for all K ∈ T h . Let c stab , c * and µ F be chosen as in Theorem 8 and choose
h . Then, there exists a constant C > 0, independent of h, p and u, but depending on max K s K , such that
where
Note that for the special case of quasi-uniform meshes and uniform polynomial degrees, if u ∈ H s (Ω) with s ≥ 3, the a-priori estimate (5.1) simplifies to
Thus it is seen that the rates are optimal with respect to the mesh size and suboptimal in the polynomial degree only by half an order. Note that the standard analysis of the SIPG method for divergence-form elliptic equations leads to a similar suboptimality, and that optimal rates were recovered in [9] through considerations of regularity of the solution in augmented Sobolev spaces. Proof. Since the sequence of meshes is shape-regular, there is a constant C independent of u, h K and p K , but dependent on max K s K , and z h ∈ V h,p such that, for all 0 ≤ q ≤ s K , 2) and for 0 ≤ q ≤ s K − 1,
Note that the hypothesis s K ≥ 3 allows the choice of q = 2 in (5.3). Since u ∈ H s (Ω), s > 5/2, or u ∈ C 1 (Ω) and u = 0 on ∂Ω in the sense of traces, it follows that u satisfies the hypotheses of Corollary 6, and thus satisfies
Now set ψ h = z h − u h and ξ h = z h − u. Then, by coercivity of A DG from (4.8), we get
It is then deduced that
Now,
Recalling (4.3) and (4.5), we use (5.3) to obtain e 1
Similarly, we use the hypothesis η F p 4 F /h 3 F to find that
Therefore,
Similarly,
It follows from the inverse and trace inequalities that
The above inequalities imply that
, and similar estimates yield (1) and the above inequalities complete the proof of (5.1).
5.
1. An estimate for problems with minimal regularity. Theorem 9 involved a regularity assumption on the solution u of (2.4). In comparison, Proposition 10 below provides an a priori estimate on the error that is valid for problems with minimal regularity, namely u ∈ H 2 (Ω) ∩ H 1 0 (Ω). Furthermore, the result below shows that the scheme proposed here is at least as accurate in H 2 -type norms as a method using C 1 elements with the same polynomial degrees on the same mesh. The
Proposition 10. Let Ω be a bounded convex polytopal domain, let the shaperegular sequences of simplicial or parallelepipedal meshes {T h } h satisfy (2.11) and (2.12), with p satisfying (2.13) for each h. Let the operator L satisfy (2.2), (2.3) and the Cordès condition (2.5) and let u ∈ H 2 (Ω) ∩ H 1 0 (Ω) be the unique solution of (2.4). Let c stab , c * , µ F and η F be chosen as in Theorem 8. Then there exists a constant C, independent of h and p, such that
) and z h = 0 on ∂Ω. Therefore, Corollary 6 applies to z h , and after setting
, it follows that ∇u = 0 and u = 0 for all interior faces, and that ∇ T (τ F u) = 0 and τ F u = 0 on all boundary faces. Therefore, u − z h DG(1) = |u − z h | H 2 (Ω;T h ) . So, the triangle inequality gives
Since z h was arbitrary, taking the infimum over all
(Ω) completes the proof.
6. Numerical experiments. In our first numerical experiment, we demonstrate the convergence rates predicted by Theorem 9 and we indicate the significance of their validity for C 1 (Ω) ∩ H s (Ω; T h ) regular solutions. Notice that for problems in less than four dimensions, requiring C 1 (Ω) smoothness of the solution is a weaker condition than requiring H s (Ω) regularity with s > 5/2. Moreover, it is apparent from the proof of Lemma 5 that the commutation between tangential differential operators and jump operators is key to weakening the regularity assumptions needed for Theorem 9.
6.1. First experiment. With the above considerations in mind, we apply the numerical scheme to the following problem:
Here, Ω = (−1, 1) 2 and f is chosen so that the solution of (6.1) is u(x, y) = x e 1−|x| − x y e 1−|y| − y . D = {(x, y) ∈ Ω : x = 0 or y = 0}. Also, note that the solution u ∈ C 1 (Ω), but u / ∈ H s (Ω) for s > 5/2 as a result of the discontinuity in the second derivatives of u across the set D.
We apply the numerical scheme (3.4) to problem (6.1) with meshes obtained by regular subdivision of Ω into uniform quadrilateral meshes T h with mesh sizes h = 2 −k , 2 ≤ k ≤ 6. It follows that u ∈ C 1 (Ω) ∩ H s (Ω; T h ) for all s ≥ 3. The DG finite element spaces V h,p are defined by employing the space of polynomials of fixed total degree p on each element. For the choice of penalty parameter, we set c stab = 10 and set Figure 2 plots the errors measured in the broken H 2 (Ω) seminorm for various choices of polynomial degrees p, 2 ≤ p ≤ 5. The expected optimal rates |u − u h | H 2 (Ω;T h ) = O h p−1 are observed, in accordance with Theorem 9.
6.2. Second experiment. In this example, we demonstrate the robustness of the scheme by illustrating exponential accuracy for a problem that involves both non-smoothness of the solution and discontinuity of the coefficients at a corner of the domain. We also show how to apply the numerical scheme to problems with non-homogeneous boundary conditions. It can be verified that for α > 1, u = |x| α , x ∈ Ω = (0, 1) 2 , solves n i,j=1
where c α is a suitable constant depending only on α. Notice that the term x i x j / |x| 2 fails to be continuous at the origin when i = j. This example draws upon the examples in [10, 14] that illustrate the possibility of ill-posedness of the problem when the Cordès condition fails. However, the operator in (6.3) satisfies the Cordès condition (2.5) with ε = 4/5. In the following, we take α = 1.6, so u ∈ H 2.6−ε (Ω) for arbitrarily small ε.
In order to extend the numerical scheme (3.4) to problems with non-homogeneous boundary conditions, the right-hand side must be suitably modified as follows. Let g be the restriction of u on ∂Ω. Then the numerical scheme for problem (6.3) is to find u h ∈ V h,p such that for every v h ∈ V h,p , there holds
Following [17] , we construct a sequence of finite element spaces on geometrically refined meshes by increasing the elemental polynomial degrees linearly away from the origin; see Figure 3 for further details. Fig. 3 . Sequence of geometrically graded meshes used for the solution of Problem (6.3). The polynomial degrees are chosen to be linearly increasing away from the origin, which is located at the bottom left corner of each diagram. So, for example, in the coarsest mesh pictured here, the degree on the element closest to the origin is two, it is three on the neighbours of the latter element, and it is four on the remaining elements. The sequence of meshes is continued by uniform refinement of the element closest to the origin.
To measure the error of the computed solutions, we define the broken Table 1 reports the errors obtained by applying the scheme on nine successively refined meshes. Figure 4 plots the errors in the broken H 1 norm and H 2 semi-norm against 3 √ N , where N is the number of degrees of freedom, and shows that a convergence rate of at least O exp −c 3 √ N is achieved [20] .
7. Conclusion. We have introduced a new hp-DGFEM for non-divergence form elliptic equations with discontinuous coefficients that satisfy the Cordès condition. Convergence rates were shown to be optimal with respect to the mesh size h and suboptimal with respect to the polynomial degree p by only half an order. The robustness and accuracy of the scheme was further evidenced by the numerical experiments. As a result, this method permits the effective numerical solution of a broad class of non-divergence form elliptic equations. Here we choose |·| to denote specifically the Euclidian norm on R n . 
The proof of Theorem 11 is split into two lemmas. In Lemma 12, we show that convex sets can be approximated from the outside by convex sets with C 1,1 boundaries. Lemma 13 then shows how to construct inner approximations by translation and rescaling of outer approximations.
Lemma 12.
Let Ω be a bounded open convex domain in R n . Then, for each δ > 0, there exists an open convex set Ω δ with C 1,1 boundary such that Ω ⊂ Ω δ and dist(Ω, Ω δ ) = δ.
Proof. Define
where B(x, δ) is the open Euclidian ball around x of radius δ. Clearly, Ω ⊂ Ω δ . It is straightforward to check that Ω δ is convex and that dist(Ω, Ω δ ) = δ. We begin by noting the fact that Ω δ satisfies the uniform interior sphere condition with radius δ: for every x ∈ ∂Ω δ , there exists y ∈ Ω such that B(y, δ) ⊂ Ω δ and |x − y| = δ. To see this, suppose that x ∈ ∂Ω δ . Then we must have inf y∈Ω |x − y| ≥ δ for otherwise x would belong to Ω δ . Now let {x n } ⊂ Ω δ be a sequence converging to x; there is a sequence {y n } ⊂ Ω such that |x n − y n | < δ for all n ∈ N. Since Ω is precompact, there exists a subsequence of {y n }, to which we pass without change of notation, and y ∈ Ω, such that y n → y. Therefore |x − y| = lim n→∞ |x n − y n | ≤ δ and hence |x − y| = δ. We must have B(y, δ) ⊂ Ω δ since for any pointx ∈ B(y, δ), we use y ∈ Ω to see that there isỹ ∈ Ω such that |x −ỹ| < δ, thusx ∈ Ω δ . This shows that Ω δ satisfies the uniform interior sphere condition with radius δ.
We claim that Ω δ has a C 1,1 boundary in the sense of [11, Definition 1.2.1.1]. Let x 0 ∈ ∂Ω δ and let V be a neighbourhood of x 0 such that under a new orthonormal coordinate system, V = {(y 1 , . . . , y n ) :
With these definitions, ϕ is a convex function. Moreover, by [11, Corollary 1.2.2.3], which states that Ω δ has a Lipschitz boundary, it follows that ϕ ∈ C 0,1 (V ′ ), after possibly shrinking V ′ . Since V ′ has Lipschitz boundary, if we show that ϕ ∈ W 2,∞ (V ′ ), then it will follow that ϕ ∈ C 1,1 V ′ and the proof will be complete. Following the arguments in [5] , to prove that ϕ ∈ W 2,∞ (V ′ ) it is enough to show that there exists C > 0 such that for each compact subset K ⊂⊂ V ′ and each unit vector v ∈ R n−1 , we have
We will see below that (A.2) holds with C = C(n, |ϕ| C 0,1 (V ′ ) )/δ. However, to see why (A.2) is plausible, let us assume momentarily that Dϕ(y ′ ) = 0 at a point y ′ ∈ V ′ , i.e. the supporting hyperplane of Ω δ at (y ′ , ϕ(y ′ )) is aligned with the axes given by {y 1 , . . . , y n−1 }. Then the point (y ′ , ϕ(y ′ ) + δ) is the center of a sphere of radius δ contained in Ω δ , thereby giving
for any unit vector v ∈ R n−1 and h small enough so that y ′ + hv ∈ V ′ . Therefore
and one calculates
Returning to the general case, let ν : V ′ → R n , the inward pointing unit normal vector to ∂Ω δ , be given by ν(y ′ ) = (−ϕ x 1 (y ′ ), . . . , −ϕ x n−1 (y ′ ), 1)
1 + |Dϕ(y ′ )|
2
, and let ν ′ = (ν 1 , . . . , ν n−1 ). Then, it can be deduced from geometry that for a unit vector v ∈ R n−1 and h ∈ R sufficiently small, is an open set U ⊂ Ω such that U is similar to V and dist(Ω, U ) < ε. In particular, the boundary of U is of the same class as the boundary of V and U is convex if and only if V is also convex.
Proof. Ω is a bounded open convex set, and without loss of generality we may assume that 0 ∈ Ω. Let g Ω : R n → R denote the gauge functional of Ω, defined by
g Ω (x) = inf{t > 0 : x/t ∈ Ω}.
It is well-known that g Ω is a sublinear functional on R n , and that Ω = {x ∈ R n : g Ω (x) < 1}.
Since Ω is open and bounded, it follows that there exists positive constants r and R such that r |x| ≤ g Ω (x) ≤ R |x| ∀ x ∈ R n .
Also, by boundedness of Ω, there is K > 0 sufficiently large such that Ω is contained in the ball of radius K about the origin. Let ε > 0 be fixed; without loss of generality we may assume that ε < K. Now suppose that V is an open set containing Ω such that dist(Ω, V ) < δ and
Since g Ω is sublinear, it follows that g Ω (x) ≤ 1 + R δ for all x ∈ V . Indeed, if x ∈ V , then there exists y ∈ Ω such that |x − y| ≤ δ. Therefore,
g Ω (x) ≤ g Ω (y) + g Ω (x − y) ≤ 1 + R δ.
Now let λ ∈ (0, 1) and define U = {λx : x ∈ V }.
If λ < (1 + R δ) −1 , then g Ω (x) < 1 for all x ∈ U by sublinearity of g Ω , hence U ⊂ Ω. In this case, dist(Ω, U ) = sup x∈Ω dist(x, U ), which we estimate as follows. Let x ∈ Ω ⊂ V . Then λx ∈ U , and thus dist(x, U ) ≤ (1 − λ) |x| ≤ (1 − λ)K. So dist(Ω, U ) ≤ (1 − λ)K < ε provided that λ > 1 − ε/K. It is then clear from (A.5) that the interval 1 − ε/K, (1 + R δ) −1 is non-empty, thereby allowing λ to be chosen so that U satisfies the claims stated above.
Theorem 11 is now proven as follows. Let ε > 0 be given, and let δ > 0 be as in Lemma 13. Without loss of generality, assume that δ < ε. Then let the open convex set Ω δ with C 1,1 boundary be as in Lemma 12 , so that Ω ⊂ Ω δ and dist(Ω, Ω δ ) = δ < ε. Lemma 13 shows that there exists an open convex set U ε ⊂ Ω, such that dist(Ω, U ε ) < ε and U ε has a C 1,1 boundary. Then U ε and V ε := Ω δ satisfy the claim of Theorem 11. Lemma 14.
Let Ω be a bounded open convex set in R n and suppose that {U ε } ε is a sequence of open convex subsets of Ω such that dist(Ω, U ε ) < ε for every ε > 0. Then, for any compact subset K of Ω, there exists ε 0 > 0 such that for all ε < ε 0 , K is contained in U ε .
Proof. Since K is a compact subset of the open set Ω, there exists δ > 0 such that for every x ∈ K, B(x, δ) ⊂ Ω. Set ε 0 < δ, and assume that there is ε < ε 0 such that K ⊂ U ε , i.e. there is x ∈ K \ U ε . Since U ε is an open convex set, the supporting hyperplane theorem shows that there exists a bounded linear functional ϕ on R n such that ϕ(x) > ϕ(y) for every y ∈ U ε . This implies that ϕ > 0, and hence after re-normalising, we may assume that ϕ = 1. Moreover, there is a unit vector v ∈ R n such that ϕ(v) = 1. Then, set z = x + ε v and note that z ∈ Ω since ε < δ. Furthermore, the hypothesis on U ε implies that there is a point y ∈ U ε such that |z − y| < ε. Therefore, ϕ(y) = ϕ(y − z) + ϕ(x + ε v) = ϕ(y − z) + ε + ϕ(x) ≥ − |y − z| + ε + ϕ(x) ≥ ϕ(x).
However, this contradicts ϕ(x) > ϕ(y) for all y ∈ U ε , therefore K ⊂ U ε .
