Human speech perception often includes both an auditory and visual component. A conflict in these signals can result in the McGurk illusion, in which the listener perceives a fusion of the two streams, implying that information from both has been integrated. We report two experiments investigating whether auditory-visual integration of speech occurs before or after lexical access, and whether the visual signal influences lexical access at all. Subjects were presented with McGurk or Congruent primes and performed a lexical decision task on related or unrelated targets. Although subjects perceived the McGurk illusion, McGurk and Congruent primes with matching real-word auditory signals equivalently primed targets that were semantically related to the auditory signal, but not targets related to the McGurk percept. We conclude that the time course of auditory-visual integration is dependent on the lexicality of the auditory and visual input signals, and that listeners can lexically access one word and yet consciously perceive another.
Introduction
Speech comprehension is a complex, multi-staged process. Although speech perception is primarily driven by the auditory signal (Barutchu, Crewther, Kiely, Murphy, & Crewther, 2008; Erber, 1975) , visual information, such as that provided by mouth movements, can have an influence as well (Fort, Spinelli, Savariaux, & Kandel, 2010; Green, 1998; Summerfield, 1987) , especially in noisy or degraded environments (Erber, 1975; Grant & Seitz, 2000; Sumby & Pollack, 1954) . This implies that auditory and visual signals are integrated into a single representation at some point during processing. The present work addresses whether auditory-visual (AV) integration occurs before or after the component stimuli access the lexical-semantic network, and thus what role (if any) visual speech information plays in lexical access. McGurk and MacDonald (1976) first reported the McGurk Effect, in which mismatching auditory and visual signals perceptually combine. The result is that listeners consciously perceive a stimulus which is a fusion of the auditory and visual inputs, and thus is different from what would be perceived by hearing the auditory signal alone. To create these integrated auditory-visual percepts, a video of a speaker mouthing a stimulus is dubbed with an auditory track differing by one consonant's place of articulation. People often report perceiving McGurk stimuli as a fusion of phonetic features from the auditory and visual signals. For example, auditory [ba] paired with visual [ga] or [da] is generally consciously perceived as da. This effect is remarkable because of its illusory status -listeners report perceiving tokens that are distinct from the auditory signal, even though the auditory input is perceptually clear.
1
A visual signal can especially affect the perception of a degraded auditory signal. In addition to having a stronger influence in noisy environments, there is some evidence from perceptual identification tasks that subjects perceive the McGurk illusion more frequently when the auditory signal is less ''good" than the integrated signal. For example, two previous studies (Barutchu et al., 2008; Brancazio, 2004) provide evidence for a lexical bias in auditory-visual integration. Subjects were shown incongruent auditory-visual stimuli, and reported perceiving the fused AV http://dx.doi.org/10.1016/j.cognition.2016.02.019 0010-0277/Ó 2016 Elsevier B.V. All rights reserved. percept more often when the auditory signal was a nonword (e.g., besk) than when the auditory signal was a real word (e.g., beg). Similarly, subjects reported perceiving the fused percept more often when the visual signal (and fused percept) was a word (e.g., desk) than when it was a nonword (e.g., deg; but see Sams, Manninen, Surakka, Helin, & Kättö, 1998 , for conflicting results). Thus, visual information seems to affect perception when it enhances access to the lexicon, by increasing the likelihood that a nonword auditory signal is comprehended as a real word.
These studies suggest that lexical characteristics of the auditory and visual signals affect whether the visual signal influences the outcome of conscious perception -what listeners report they heard. However, it remains unknown whether the same lexical characteristics of the auditory and visual signals influence lexical access -that is, the extent to which a given stimulus input activates lexical representations and information in the associated semantic network. The present work addresses this second question, specifically investigating the timing of AV-integration, and the situations in which each sensory signal does or does not influence lexical access.
Our research speaks to an ongoing debate as to whether AVintegration is an early or late process -pre-or post-lexical -and thus whether the combined percept or the separate sensory signals drive lexical access. There is some evidence for both possibilities; however, much of the previous work used nonword syllables (such as [ba] ) rather than real words, making it impossible to draw conclusions about the time course of AV-integration relative to lexical access specifically. The current work challenges the assumption of a strict pre-or post-lexical dichotomy and considers alternative points at which the auditory and visual signals could be integrated.
The dominant view is that AV-integration is a strictly early, prelexical process; that is, that the separate auditory and visual inputs are fused into a single stimulus before lexical access occurs (see Massaro & Jesse, 2007 , for a discussion). In this case, the integrated McGurk percept -not the auditory signal -is the lookup key in the lexicon, accessing its own lexical-semantic entry and associates. This would imply that AV-integration operates in a purely bottom-up direction, and occurs similarly regardless of the lexicality or other characteristics of either sensory input signal. Supporting early integration, Sams et al. (1998) found that subjects were equally likely to fuse conflicting auditory and visual streams into nonwords as into words. This was true regardless of whether stimuli were isolated words or were predictable from the preceding sentence context, suggesting that AV-integration occurred before (and irrespective of) word identification (though note, as discussed below, Brancazio, 2004 reports different results). Additionally, some neuropsychological evidence suggests that AV-integration is an early process. Colin et al. (2002) exposed subjects to a high proportion of congruent AV stimuli (e.g., bi Aud bi Vis ), interspersed with a few incongruent AV stimuli (e.g., bi Aud di Vis ). The incongruent stimuli elicited a mismatch negativity (MMN), an automatic and pre-attentive electroencephalography (EEG) component. However, infrequent visual-only stimuli (e.g., Ø Aud di Vis presented interspersed with frequent Ø Aud bi Vis ) elicited no MMN. As infrequent visual stimuli seem not to elicit an MMN, the differing visual signals of the incongruent and congruent AV stimuli could not have triggered the observed MMN component, and thus subjects must have integrated the auditory and visual streams of the McGurk stimuli. And because the incongruent AV items elicited an MMN even though the auditory signal was identical to that of the congruent items (both bi Aud ), AV-integration must have occurred early in processing (before the MMN occurred), and the MMN must have reflected the integrated AV percept (see also Besle, Fort, Delpuech, & Giard, 2004; Colin, Radeau, Soquet, & Deltenre, 2004 Massaro, 1987) or Pre-labeling Model (Braida, 1991) . For example, the FLMP predicts that although the differing sensory signals are initially evaluated separately, they are integrated prior to perception and interpretation of the stimulus.
In contrast, other research suggests that AV-integration is a late, post-lexical process, and thus lexical access should occur based on the information in (one or both) separate, un-integrated sensory input signals. As the auditory stream is usually more informative about speech than lip-reading is, under this account, the activated lexical item should derive from the auditory stimulus. Only later, after lexical access, would AV-integration occur, producing the perceptual experience of the McGurk Effect. Thus the combined percept, and the word or nonword it forms, would not (initially) contact the lexicon. Unlike the early integration account, under the post-lexical (late AV-integration) account, AV-integration does not occur irrespective of the input signals' properties. In this case, some incongruent stimuli may never get integrated, or may take longer to do so. Supporting the late time course, Brancazio (2004) and Barutchu et al. (2008) found a lexical bias in the McGurk effect. They found that AV stimuli with nonword auditory signals were more likely to be perceived as the McGurk fusion than those with word auditory signals, implying that lexical access had already occurred on the unimodal auditory signal to determine its lexicality. (Note, however, that these results are inconsistent with the results of Sams et al., 1998; Brancazio, 2004 suggests that this is due to shortcomings of the McGurk stimuli used by Sams et al.) Similarly, a late integration account raises the possibility that top-down factors and semantic knowledge might influence whether listeners perceive the McGurk Effect at all. Indeed, listeners report more McGurk illusions and rate their perception closer to the fused word when the AV fusion is semantically congruent with a preceding sentence (Windmann, 2004) , suggesting that listeners have access to the meaning of the sensory input signals (and their semantic associates) before integrating them (or not). Models of AV-integration such as the Post-labeling Model (Braida, 1991) support a late time course of integration.
The results from the experiments reported here suggest that the time course of AV-integration is more nuanced than a strict binary choice between pre-lexical or post-lexical integration. We propose a third possibility -that the time course, and the likelihood of success, of AV-integration is dependent on the lexicality of the two input signals. Whether AV-integration occurs before or after lexical access could depend on properties of the specific auditory and visual inputs, rather than having a fixed time course. There are some hints in prior research supporting this hypothesis. For example, Baart and Samuel (2015) presented subjects with spoken words and nonwords that differed at the onset of the third syllable (like ''banana" and ''banaba"). Additionally, the third syllable was either presented auditory-only, visual-only (i.e., mouthed), or auditory-visual. They found that both lexical status and presentation modality modulated subjects' ERP activity. However, the two factors did not affect each other's degree of influence, and occurred at the same time points. Although Baart and Samuel (2015) did not test incongruent AV stimuli, their results suggest that lexical access and the integration of auditory and visual signals might, in certain circumstances, occur in parallel.
In the present experiments, subjects performed lexical decisions on auditory target items that were semantically related or unrelated to preceding auditory-visual primes. The primes were either created from mismatching AV signals (McGurk) or matching AV signals (congruent controls). This priming task allows for the detection of words that the auditory-visual prime stimuli activate in the lexicon. In Experiment 1, for each McGurk prime, either the auditory signal or the integrated auditory-visual (McGurk) percept was a word; the other was a nonword. Congruent primes paired each McGurk auditory signal with its matching visual signal, and provided a reaction time reference point for lexical access in the absence of integration of conflicting signals. If AV-integration is pre-lexical (and thus the fused AV stimulus is used for lexical access), then targets following primes which are perceived as real words should be responded to more quickly, and show a greater priming effect, than targets following primes which are perceived as nonwords. In contrast, if AV-integration is post-lexical (and thus the auditory signal is used for lexical access), then targets following primes which have real word auditory signals should be responded to more quickly, and show a greater priming effect, than targets following primes with nonword auditory signals.
In Experiment 2, all McGurk primes had both auditory and visual signals that were (different) real words; thus, both the auditory signal and the McGurk percept had an entry in the lexicon. Targets were semantically related to either the auditory signal or McGurk percept. If one group of target words is primed more, this would demonstrate that the corresponding part of the McGurk stimulus (auditory signal or integrated percept) accessed the lexicon.
Experiment 1
Experiment 1 was designed to adjudicate between the possibilities of pre-lexical and post-lexical auditory-visual integration. To do so, it employed McGurk primes that had either a real-word auditory signal and a nonword perceptual fusion, or a nonword auditory signal and a real-word perceptual fusion. Corresponding Congruent primes that matched each McGurk prime's auditory signal were also used. If primes with auditory-word signals (both McGurk and Congruent) elicit faster target responses and a larger priming effect (that is, related targets are responded to faster than unrelated targets) compared to their auditory-nonword counterparts, this would suggest that lexical access occurs based on the auditory stream and thus AV-integration occurs post-lexically. Note that in this case, targets following McGurk and Congruent primes should elicit the same reaction times as each other: As lexical access would depend solely on the auditory signal, the congruency of the visual signal should not affect lexical access, and thus reaction times. In contrast, if McGurk primes with auditorynonword signals lead to faster target responses and a larger priming effect (compared to their auditory-word counterparts), this would suggest lexical access of the combined percept, and thus AV-integration occurs pre-lexically. In this case, targets following McGurk and Congruent primes should elicit different reaction times from each other. Target response times following McGurk auditory-nonwords should be faster than even their Congruent counterparts, because these McGurk primes are perceived as real words, whereas the corresponding Congruent primes are perceived as nonwords. Therefore, the pre-and post-lexical integration accounts make different predictions not only about the responses to auditory-word compared to auditory-nonword primes, but also as a function of each prime stimulus's congruency.
Method

Participants
Twenty-four Brown University students (13 male; 18-22 years old) participated. Two subjects' data were replaced due to instrument malfunction. All were native, monolingual English speakers.
Materials
Stimuli consisted of an auditory-visual prime followed, after a 50 ms inter-stimulus interval (ISI), by an auditory-only target.
McGurk primes were composed of auditory and visual signals differing only on the initial consonant, and either the auditory signal or the McGurk percept was a real English word; the other was a nonword. In particular, the McGurk stimuli used in this experiment consisted of auditory and visual signals which were identical except for the place of articulation of the onset consonant (e.g., auditory ''beef" combined with visual ''deef"). This feature is often difficult to distinguish using auditory information alone (Miller & Nicely, 1955) , and the visual signal can be used to disambiguate between possible consonants. When stimuli of this nature are combined, people generally report an illusory percept that matches the visual signal; thus, the intended McGurk percept matched the visual signal ''deef". Congruent primes consisted of matching auditory and visual signals; half were real English words and half were nonwords.
In a pilot experiment, subjects watched AV stimuli of a woman speaking and rated, on a 5-point scale, the ''goodness" of a queried onset consonant, either of the auditory signal or the intended integrated percept that matched the visual signal (where 1 = ''poor example" and 5 = ''excellent and clear example" Table 1 for sample prime and target stimuli and Appendix A for the complete stimuli list.
Each prime was paired with four auditory-only targets: two words (one semantically related, one unrelated), and two nonwords. Related targets were selected from the University of South Florida Free Association Norms database (Nelson, McEvoy, & Schreiber, 1998) , the Edinburgh Associative Thesaurus (Kiss, Armstrong, Milroy, & Piper, 1973) , or, when not available in either database, suggested by lab members. One-and two-syllable nonword targets were chosen from the ARC nonword database (Rastle, Harrington, & Coltheart, 2002) .
Procedure
Participants watched trials on a monitor while listening through noise-attenuating headphones. On each trial, the AV prime appeared, played, and disappeared; there was a 50 ms ISI, followed by the auditory-only target. Participants were instructed to make a lexical decision as quickly as possible on the second item by pressing buttons labeled ''word" or ''nonword" on a button box. Button assignment was counterbalanced across subjects.
For each critical prime item, each participant was assigned either the two word targets or the two nonword targets. They heard each assigned target twice, once paired with the relevant McGurk prime (e.g., bamp Aud damp Vis -wet) and once with the corresponding Congruent prime (e.g., bamp Aud bamp Vis -wet; see Fig. 1 ). This allowed for the within-subject and within-item comparison of reaction times to a given target word following each prime condition. Stimuli were presented in two blocks separated by a participant-controlled break; the two repeated prime presentations and the two repeated target presentations were separated between blocks. Order of presentation of the two repeated primes and two repeated targets was counterbalanced across subjects. For example, one subject received bamp Aud bamp Vis -wet and bamp Aud damp Vis -middle in Block 1, and bamp Aud bamp Vis -middle and bamp Aud damp Vis -wet in Block 2; another subject received the same stimuli in the reverse order. Each participant received 192 trials: half McGurk primes and half Congruent primes, and, orthogonally, half word targets (half each related and unrelated to the prime) and half nonword targets. (Note that the nonword targets were also presented following critical prime stimuliwhich primes were paired with word versus nonword targets was counterbalanced across subjects.) Order of presentation of stimuli within each block was randomized for each subject. The experiment began with seven practice trials.
Results
Lexical decision reaction times (RTs) were measured from the offset of the target item. Only RTs following critical (i.e., realword target) stimuli were analyzed. Responses that were incorrect (3.7%), occurred before target onset (1.5%), were over two standard deviations from the within-subject, within-category mean (3.9%), or were mis-recorded due to equipment error (3.1%) were excluded. Three items with missing data were excluded in the items analysis.
Remaining RTs were submitted to 2 (Relatedness: Related, Unrelated) Â 2 (Prime Congruency: Congruent, McGurk) Â 2 (Prime Auditory Lexicality: auditory-nonword, auditory-word) ANOVAs by subjects (F 1 ) and items (F 2 ). Participant means are shown in Fig. 2 .
As expected, a priming effect was observed: Related targets (M = 178 ms) were responded to faster than Unrelated targets (M = 256 ms; main effect of Relatedness: F 1 (1, 23) = 74.807, p < .0001; F 2 (1, 43) = 18.508, p < .0001). Responses to targets following McGurk-prime stimuli (dotted lines in Fig. 2 ; M = 210 ms) trended toward faster responses than targets following Congruent-prime stimuli (solid lines in Fig. 2 ; M = 224 ms), though only by subjects (main effect of Prime Congruency: F 1 (1, 23) = 4.223, p = .051; F 2 (1, 43) < 1). Target responses following auditory-word stimuli (right side of Fig. 2 ; M = 209 ms) were faster than those following auditory-nonword stimuli (left side of Fig. 2 ; M = 226 ms) (main effect of Prime Auditory Lexicality by subjects: F 1 (1, 23) = 7.522, p = .012; but not by items: F 2 (1, 43) < 1). There was a significant Prime Congruency Â Prime Auditory Lexicality interaction by items (F 2 (1, 43) = 6.558, p = .014), though not by subjects (F 1 (1, 23) = 2.380, p = .137). None of the remaining interactions were significant by either subjects or items (all Fs < 1.046; all ps > .317).
Given this interaction and the predicted differences between the two groups of McGurk stimuli, planned, separate 2 (Relatedness) Â 2 (Prime Congruency) ANOVAs were conducted by subjects and by items for auditory-nonword and auditory-word prime stimuli to examine the effects of each type of Prime Auditory Lexicality individually.
For auditory-nonword primes (left side of Fig. 2 ), responses to Related targets (M = 191 ms) were faster than Unrelated targets (M = 260 ms; F 1 (1, 23) = 32.905, p < .0001; F 2 (1, 21) = 8.418, However, for auditory-nonword primes (e.g., bamp Aud bamp Vis and bamp Aud damp Vis ), targets following McGurk items (auditory nonwords perceived as words) were responded to more quickly than targets following Congruent items (auditory nonwords perceived as nonwords). Again, the auditory signals did not differ between corresponding McGurk and Congruent items, but for these stimuli, the differing visual signals did affect RTs and thus lexical access. This response facilitation for stimuli that integrate to form words suggests that the integrated McGurk stimulus is used for lexical access and thus AV-integration occurs pre-lexically. As participants were equally susceptible to the McGurk Effect for both types of McGurk stimuli (given equivalent ratings in the pilot experiment), the discrepancy cannot be explained by subjects integrating the auditory and visual signals for one group but not the other.
Taken together, these data suggest that the relative time course of AV-integration and lexical access depends on the lexicality of the auditory signal, such that AV-integration and lexical access occur in parallel and compete in a race to completion. That is, AV-integration takes some time to complete, and while it is progressing, lexical search begins using the auditory signal due to its privileged status in speech comprehension. If the auditory signal represents a word and thus finds a match in the lexicon, that word and its semantic associates are activated, and lexical access is complete. AV-integration, however, is not, and although a word has already been accessed, integration continues and ultimately produces the fused result the listener consciously perceives.
However, if the auditory signal is a nonword, lexical access based on the auditory signal cannot succeed on its own. In this case, the lexical search can be updated with new information from the integrated McGurk percept (once AV-integration completes) to help disambiguate the unclear auditory signal.
Due to the extremely short inter-stimulus interval between prime and target in the present experiment (50 ms), the longer processing time required for AV-integration could easily extend into the time of target presentation. As a result, the relative speed of access of the prime could affect RTs to closely-following targets.
This process can also account for the main effect of Prime Auditory Lexicality. Auditory-nonword McGurk stimuli (bamp Aud damp Vis ) must wait for AV-integration to complete before lexical access occurs, and thus should produce slower RTs to subsequent target items than auditory-word McGurk stimuli (beef Aud deef Vis ), for which lexical access completes before AVintegration does. This matches the pattern found in Experiment 1.
One facet of the data that deserves mention is the lack of Prime Congruency Â Relatedness interaction for the auditory-nonword primes: That is, Congruent (bamp Aud bamp Vis ) and McGurk (bamp Aud damp Vis ) items produced an equivalent degree of priming (even if the Congruent stimuli led to slower target reaction times overall). Why do these Congruent stimuli work as primes, since they are both heard and consciously perceived as nonwords? This is likely due to the robust effect of mediated phonological-tosemantic priming. The signature of mediated priming is that nonwords that differ from real words by one phonetic feature (like the Congruent auditory-nonword stimuli such as bamp in the present experiment, which differ from the real words like damp only by place of articulation) elicit slower overall responses but still significant priming effects (Connine, Blasko, & Titone, 1993; MarslenWilson, Moss, & van Halen, 1996; Milberg, Blumstein, & Dworetzky, 1988) . That is, reaction times are faster to a onefeature-away nonword followed by a related target (e.g., pomatoketchup) than to a pair of unrelated words (e.g., shoe-ketchup), thus demonstrating a priming effect. However, although the one-feature-away nonwords still elicit significant priming, they do produce numerically slower reaction times overall than do prime-target pairs consisting of two related real words (e.g., tomato-ketchup). This corresponds to the pattern observed in the present experiment's results: wet is numerically slower following bamp Aud bamp Vis than bamp Aud damp Vis , but both types of primes facilitate responses to the related (wet) over the unrelated (middle) targets. This explains why bamp Aud bamp Vis works as a prime at all.
Given that the nonword primes produce mediated priming, how can we be sure that the critical observed differences (that is, the different behavior following auditory-word [beef Aud deef Vis ] and auditory-nonword [bamp Aud damp Vis ] McGurk primes) are not also due to mediated priming? If the differences between the McGurk and Congruent primes were attributable to mediated priming from the auditory signal (namely, that hearing bamp or damp is equivalent), we would expect no difference between responses to targets presented after bamp Aud bamp Vis and after bamp Aud damp Vis , as they have the identical nonword auditory track (and thus the identical mediated priming effect). However, this is not the case: RTs are significantly slower following bamp Aud bamp Vis (cf. the main effect of Prime Congruency in the auditory-nonword sub-ANOVA), which we explain as having resulted from the RT slowdown observed to one-feature-away nonwords. Similarly, if the critical effects were attributable to mediated priming from the consciously perceived (McGurk) signal, we would expect no difference between responses to related targets presented after bamp Aud bamp Vis and after beef Aud deef Vis , as both are perceived as one-feature-away nonwords. Again, this is not the case: RTs are slower following bamp Aud bamp Vis than following beef Aud deef Vis , numerically (200 ms and 166 ms, respectively) and at marginal significance (t(23) = 1.84, p = .078).
The results from Experiment 1 suggest that listeners can perceive one word (the McGurk percept) while lexically accessing another (the auditory signal). Experiment 2 tests this hypothesis using stimuli for which both the auditory signal and McGurk percept were real words. A semantic priming paradigm used McGurk and Congruent primes, and targets related to either the McGurk auditory signal or percept. We predict that although subjects will consciously perceive the fused McGurk stimulus, the auditory signal's lexical representation will be accessed. Therefore, we expect that McGurk and Congruent primes with identical auditory signals will produce the same pattern of priming.
Experiment 2
Experiment 2 tested the prediction that a McGurk item with an auditory-word signal activates that word's lexical entry, regardless of the listener's ultimately-reported perception. If the relative time course of AV-integration depends on the lexicality of the auditory stream, then McGurk stimuli with auditory-word signals should prime targets semantically related to the auditory signal, even while subjects report perceiving something different: namely, the fused McGurk percept.
3.1. Method 3.1.1. Participants
One hundred forty-four 2 students at the University of California, San Diego (49 male; 17-33 years old) participated. One subject was replaced due to missing data in one condition. All were native English speakers.
Materials
Stimuli consisted of an auditory-visual prime followed, after a 50 ms ISI, by an auditory-only target. McGurk primes were composed of auditory and visual signals differing only on the initial consonant, and all auditory and visual signals and combined McGurk percepts were common English words. As in Experiment 1, the auditory and visual signals differed only by the onset consonant's place of articulation, and thus the intended McGurk percept matched the visual signal for each item.
Items that successfully induced a McGurk percept were selected from a pilot experiment. Percept ''goodness" scores were calculated by averaging ratings of the acceptability of the McGurk percept with the unacceptability of the auditory signal. Semantically related target words were selected for both auditory and visual components of the McGurk primes (and thus corresponding congruent primes) using the same databases as in Experiment 1, and an online norming study of UCSD students (N = 151) for primes not available in either database. Thirty-six nonword targets from the same nonword database as was used in Experiment 1 were paired with non-critical McGurk and corresponding congruent primes to create filler items for the lexical decision task. All nonwords were pronounceable and one or two syllables.
Each critical auditory-visual prime was matched with four auditory-only word targets: one related to the auditory track of the associated McGurk stimulus, one related to the visual track of the associated McGurk stimulus, and two unrelated targets. The two unrelated targets for each prime were assigned by shuffling the Auditory-Related targets and re-pairing them to different prime items to become Auditory-Unrelated targets, and shuffling the Visual-Related targets and re-pairing them to become VisualUnrelated targets. Thus each target item was its own control: worm appeared as an Audio-Related target for the McGurk prime bait Aud date Vis ? date Percept and (for a different subject) as an AudioUnrelated target for the McGurk prime mine Aud nine Vis ? nine Percept . Each item family therefore consisted of 12 prime-target pairs: 3 prime items (McGurk, CongA, CongV) crossed with 4 target items (Auditory-Related, Auditory-Unrelated, Visual-Related, VisualUnrelated); see Fig. 3 , and Appendix B for a complete list of stimuli.
Procedure
The experimental procedure was identical to that of Experiment 1. The design differed in that participants never received the same prime or target twice; additionally, if they saw a McGurk prime, they did not see either congruent counterpart. Half the subjects heard a given target as a related word; the other half, as an unrelated word. Subjects received three stimuli in each condition; thus, a total of 36 critical primes paired with real-word targets. All subjects received the same 36 nonword-target filler trials, which were equally divided between McGurk, CongA, and CongV primes.
Subjects were instructed to watch the speaker's face and perform a lexical decision as quickly as possible on the target. The experiment began with six practice trials with feedback.
Results
Lexical decision RTs were measured from the offset of the target item. Only RTs following critical (real-word target) stimuli were analyzed. Responses that were incorrect (7.5%), occurred before target onset (0.1%), or were more than two standard deviations from their condition means (3.9%) were excluded. 4 Five subjects (in the F 1 analysis) and one item (in the F 2 analysis) which were 2 Each prime-target pair belonged to an item family comprising 12 conditions, and each subject saw only one item from each group. Therefore, there were only three observations per condition from each subject, and thus many more subjects were required than for Experiment 1. 3 Note that this is a slightly modified (and we believe, improved) stimulus selection criterion from the one used for Experiment 1. To ensure that the results of Experiment 1 still held when applying this more apt selection procedure, all Experiment 1 analyses (F1 and F2 omnibus and sub-ANOVAs) were recalculated using only the subset of items that would have been included had the Experiment 2 selection criterion been in place during Experiment 1. This better selection procedure was applied in two ways and the Exp 1 results recalculated for each: first, by excluding stimuli for which the visual (McGurk) rating (Exp 1 criterion) differed from the percept goodness score (Exp 2 criterion) by more than 1 point, and second, by excluding all items for which the composite percept goodness score (Exp 2 criterion) was lower than the raw visual rating score (Exp 1 criterion). For this post hoc procedure, the idea was to exclude any items that demonstrated less good AVintegration as measured by the better rating system (goodness score) than it appeared to (raw visual rating) for inclusion in Exp 1. Under the first exclusion criterion, all main effects and interactions in all F1 and F2 analyses produced the identical level of significance (significant, marginal, or not significant) as reported in Exp 1. Under the second exclusion criterion, just two effects changed significance level: the interaction between Prime Congruency x Prime Auditory Lexicality in the F1 omnibus ANOVA changed from not significant to significant (F 1 (1, 23) = 5.072, p = .034), and the main effect of Prime Auditory Lexicality in the F2 omnibus ANOVA changed from not significant to marginal (F 2 (1, 27) = 3.211, p = .084). 4 As noted, each subject was presented with just three trials in each condition.
Therefore, the preferred criterion for excluding outliers -based on the within-subject, within-condition means (as was done for Exp 1) -was impractical for Exp 2. However, recalculating the results of Exp 1 using the same outlier criterion as Exp 2 (namely, excluding RTs more than two standard deviations from their withincondition mean) again resulted in the identical level of significance (significant, marginal, or not significant) for all F1 analyses, both the omnibus and sub-ANOVAs.
missing observations in at least one cell were excluded. The remaining critical RTs were submitted to 2 (Relatedness: Related, Unre- Fig. 4) . Therefore, when averaged across all three prime types, the priming effect for the targets associated with the McGurk-auditory signal should indeed be larger than that for the targets associated with the McGurk-visual signal.
The critical, predicted priming effect was observed through a significant three-way interaction between Relatedness, Prime, and Target (F 1 (2, 276) Fig. 3 . Stimuli from one item family. All primes in an item family were paired with all targets in that item family, resulting in 12 prime-target pairs (3 primes crossed with 4 targets). track showed more facilitation (worm-vault: 36 ms priming) than did targets related versus unrelated to the McGurk-visual track (time-ten: À16 ms priming).
The critical result hinges upon whether the priming effect produced by McGurk primes matches that of CongA or CongV primesnamely, whether the priming behavior, and thus lexical access, of the McGurk primes is driven by the auditory signal or the McGurk percept. To directly compare effects from each prime type, planned 2 (Relatedness) Â 2 (Prime) Â 2 (Target) ANOVAs on RTs for each pair of prime conditions were conducted by subjects (F 1 ) and by items (F 2 ). Results from the three F 1 ANOVAs are presented in Table 2 .
As demonstrated in Fig. 4 and Table 2 , McGurk primes patterned with CongA primes: for both, targets related to the McGurk auditory track (solid lines in Fig. 4) were primed more than targets related to the McGurk visual track (dotted lines in Fig. 4) . The reverse was true for CongV primes: targets related to the McGurk visual track were primed more than targets related to the McGurk auditory track. These contrasting patterns gave rise to a significant Relatedness Â Target interaction when comparing McGurk and CongA primes, demonstrating that for both of these prime conditions, targets associated with the McGurk-auditory track produced a substantial priming effect, whereas targets associated with the McGurk-visual track did not. This interaction was not significant when comparing CongV primes to CongA primes, or CongV primes to McGurk primes, because both targets related to the McGurkauditory and to the McGurk-visual tracks, when collapsed across these two prime condition pairs, produced a priming effect from their respective prime condition.
Most tellingly, the Relatedness Â Prime Â Target interactions were significant when comparing CongV primes to either CongA or McGurk primes, but there were no such differences when comparing CongA and McGurk primes to each other. Thus, McGurk and CongA primes elicited the same priming behavior as each other, but CongV and CongA primes, and CongV and McGurk primes, did not elicit the same priming behavior.
Discussion
Congruent primes matching the McGurk auditory signal (bait Aud bait Vis ? bait Percept ) produced greater priming for targets related to the auditory signal (worm), and congruent primes matching the McGurk visual signal (date Aud date Vis ? date Percept ) produced greater priming for targets related to the visual signal (time). This demonstrates a basic semantic priming effect. Critically, McGurk primes (bait Aud date Vis ? date Percept ) matched the pattern of CongA primes, showing a large priming effect for targets related to the auditory signal (worm) and no priming for targets related to the McGurk percept and visual signal (time). This suggests that lexical access for McGurk stimuli is driven by the auditory signal.
These data support those from Experiment 1 and suggest that one word (corresponding to the McGurk auditory signal) may be lexically accessed, while another (corresponding to the fused McGurk percept) is consciously perceived. Following McGurk primes, facilitation was observed for targets semantically related to the McGurk auditory signals but not the McGurk visual signals/percepts, suggesting that with auditory-word stimuli, only the auditory signal accesses the lexicon. However, the two perceptual streams eventually integrate, producing the perceptual experience of the McGurk illusion.
General discussion
In Experiment 1, Congruent and McGurk primes with real word auditory signals elicited equivalent target reaction times. Conversely, primes with nonword auditory signals elicited target RTs that were slower overall, and dissociated such that primes that were ultimately perceived as real words elicited faster responses than those perceived as nonwords. In Experiment 2, McGurk stimuli primed semantic associates of their auditory-word signals, despite the fact that these items were perceived as different words that were created from integrating the mismatching auditory and visual streams.
When does AV-integration occur relative to lexical access? The answer appears to be somewhat more complicated than a strictly early or late process; that is, always before or always after lexical access has occurred. The priming results from Experiment 2 support a post-lexical integration account -priming was observed for semantic associates of the auditory signals (but not of the McGurk fusions); thus lexical access must have occurred on the auditory signal alone and AV-integration must have completed after lexical access. Similarly, the auditory-word stimuli in Experiment 1 showed that the identity of the visual signal did not affect the priming of related target words (prime: beef Aud deef Vis ? deef Percept ; target: meat), suggesting that lexical accessed occurred before the visual signal was integrated with the auditory. However, the differential priming patterns elicited by Congruent and McGurk Note. Degrees of freedom for all F 1 cells are (1, 138). Significant effects are in bold. All F 2 effects showed comparable significance, except those indicated: Effects marked with daggers were significant in F 1 but not F 2 analyses; effects marked with asterisks were significant in F 2 but not F 1 analyses. Note that ''Target" is a within-subjects comparison but a between-items comparison. auditory-nonword stimuli in Experiment 1 showed that the identity of the visual signal did affect the priming of related target words (prime: bamp Aud damp Vis ? damp Percept ; target: wet), suggesting that lexical access occurred after the visual signal was integrated with the auditory. Thus there is evidence for both preand post-lexical AV-integration within the present paradigm (and within prior literature as well). What, then, determines the relative time course of AVintegration and lexical access? When a comprehender is presented with a multimodal AV speech signal, the auditory and visual signals are necessarily processed separately, as they come in through different modalities and neural streams. Lexical access begins, using the more informative auditory signal. AV-integration begins as well, but is slower to complete.
When the auditory signal has a match in the lexicon -namely, it is a real word -that word is selected, activating its semanticallyrelated associates. If one of those associates must be responded to shortly thereafter (as in the present experiments in which the target followed the prime after only 50 ms), AV-integration has not yet had a chance to influence the lexical access process by the time of the response decision. AV-integration eventually completes, producing the McGurk illusion. If a word has already been accessed in the lexicon (corresponding to the auditory signal), then AV-integration only affects the listener's eventual conscious perception, because there is no longer pending lexical access activity to resolve. Thus, although the item corresponding to the McGurk illusion is consciously perceived, it is either not lexically accessed at all, or to such a minimal degree that it does not sufficiently activate its semantic network to generate priming (at least during the initial process that a 50 ms ISI taps into (time) . This similarly is supported by prior evidence that when the auditory and visual signals are not presented simultaneously, people predominantly perceive the auditory signal when it is presented earlier than the visual signal, and predominantly perceive a McGurk Effect fusion when the auditory signal is delayed relative to the visual signal (e.g., Munhall, Gribble, Sacco, & Ward, 1996; van Wassenhove, Grant, & Poeppel, 2007) . When presentation of the auditory signal is delayed, so is lexical access, giving sufficient time for the visual signal to be processed.
However, if a word has not yet been accessed by the time AV-integration completes -for example, when the auditory signal is a nonword -then the integrated percept can provide additional information and thus affect lexical access. This explains the result from Experiment 1 that targets following primes with nonword auditory signals (bamp Aud damp Vis ? damp Percept ) were responded to more slowly than targets following primes with word auditory signals (beef Aud deef Vis ? deef Percept ), as the former need AV-integration to complete before lexical access can succeed. It additionally explains the result from Experiment 2 that, even with minimal priming of targets related to the visual signal (time), subjects' conscious perception of McGurk stimuli was influenced by this stream. Thus, these experiments demonstrate that AV-integration and lexical access are interdependent, and their relative time course (namely, whether lexical access occurs before or after AV-integration) depends on the lexical properties of the stimulus.
We should note that it is possible, especially in light of the effects of mediated priming (as discussed above), that the word corresponding to the visual signal (e.g., ''date") is accessed along with the auditory signal (e.g., ''bait") during the first-pass lexical access, though not sufficiently to elicit semantic priming. As lexical access is generally viewed as a competitive process (e.g., MarslenWilson, 1987 , and many others), regardless of whether the visual signal is activated minimally or not at all, the activation of the word corresponding to the auditory signal is greater than that of the visual signal and wins the competition.
These results, of course, hinge upon subjects actually perceiving the McGurk Effect: perhaps subjects never integrated the mismatching auditory and visual signals of the McGurk stimuli, and auditory-word-related targets were primed because subjects perceived only the auditory stream. It is impossible to guarantee that every subject perceived the illusion on every trial. However, it is unlikely that participants as a whole were not susceptible to the effect, as only items that reliably elicited a McGurk Effect in each respective pilot experiment (and for which the McGurk percept was rated higher than the auditory signal) were included as stimuli in the main experiments. Furthermore, there was a difference in responses following McGurk primes and Congruent primes with the same auditory track in the condition where the fused percept was expected to influence reaction times -namely, in the auditory-nonword condition in Experiment 1 (bamp Aud Previous evidence supports the claim that visual information can play a role during delayed lexical access. Fort et al. (2013) showed participants visual-only (i.e., mouthed) primes which matched or mismatched the first syllable of high-or low-frequency target words. Matching visual stimuli facilitated low-but not highfrequency targets. The authors suggest that because lexical access takes longer for low-frequency target words, the visual-only primes selectively influenced these items. These primes are an extreme version of the current study's auditory-nonword primes: Both have poor auditory signals which may delay lexical access of the prime, thereby giving the visual signal enough time to influence this lexical access process.
Similarly, Brancazio (2004) divided his participants' reaction times to report their perception of McGurk stimuli into slow, medium, and fast responses. For fast responses, there was no effect of the lexicality of either the auditory or visual signal -regardless of whether the stimulus fused into a word or nonword, participants were equally likely to report a visual response. However, for medium and slow responses -when the visual signal had more time to be integrated with the auditory signal -participants' perceptual reports were more susceptible to lexical bias, and they were more likely to report they had perceived the stimulus's visual signal when it was a word compared to a nonword. The present account predicts that AV integration has a larger effect at longer latencies in terms of lexical access; Brancazio (2004) finds this in terms of reported percepts.
Other studies purporting to show the influence of visual information on lexical access provide contradictory evidence. Some (e.g., Barutchu et al., 2008; Brancazio, 2004) found that a mouthed word influences perception of an auditory-nonword input, and is more likely to be integrated if the auditory signal is ''bad" and integration produces perception of a real word, while others have not (e.g., Sams et al., 1998) . Similarly, Bastien-Toniazzo, Stroumza, and Cavé (2009) found higher incidence of McGurk percepts in noisy environments, implying that less reliable auditory signals cause greater reliance on visual signals. These studies, however, assessed perceptual identification of stimuli rather than examining whether they accessed the lexical-semantic network. Our results suggesting that stimuli with different auditory and visual lexicalities can produce conflicting lexical access and perception may provide the link to reconcile these inconsistent findings.
Converging evidence is also provided by a recent paper by Samuel and Lieblich (2014) , which supports the dissociation between lexical access and perception for auditory-visual stimuli. The researchers used a selective adaptation paradigm, in which exposure to an adaptor syllable changes the way listeners identify other test syllables. In two experiments, participants provided a baseline categorization of test stimuli that fell along an auditory continuum (e.g., classifying items between /bI/ and /dI/ as either ''B" or ''D"). Then, participants were presented with the adaptors -auditory-visual stimuli which elicited illusory percepts (e.g., armabillo Aud armagillo Vis ). The participants' perceptual reports for the illusory AV stimuli (''armadillo") were different from the raw auditory signal (''armabillo"). Participants categorized the test stimuli throughout the experiment, providing a measure of adaptation relative to their baseline. Critically, both the illusory percepts (armabillo Aud armagillo Vis ) and the corresponding auditory-only stimuli (armabillo Aud Ø Vis ) failed to induce phonological adaptation. In contrast, normally-produced (Congruent) words that matched the illusory percept (e.g., armadillo Aud armadillo Vis ) did elicit adaptation. This means that perception of ''armadillo" did not itself cause adaptation, even with the lexical context provided by AV fusion; rather, selective adaptation was determined by the identity of a stimulus's auditory signal. These data thus support the present work suggesting that the auditory signal can be used for lexical processing, while the combined auditory-visual signal is ultimately consciously perceived. Roberts and Summerfield (1981) found similar results using nonword adaptors, and showed that an illusory AV stimulus elicits selective adaptation matching the pattern elicited by the auditory signal, but not the perceived signal (cf. Saldaña & Rosenblum, 1994) .
Thus, the evidence points to a dissociation between lexical access and conscious perception in situations in which the former can complete before the latter has time to do so. A distinction of this nature is not without precedent; for example, there have been prior demonstrations of multiple words being accessed in parallel, irrespective of the ultimate conscious percept. For example, hearing a word that contains another word as one of its syllables (such as ''trombone", which includes ''bone") primes associates of the contained word (e.g., ''dog"), even though the conscious percept is that of the entire containing word (e.g., Vroomen & de Gelder, 1997) . Embedded words like ''bone" not only activate their semantic associates in the lexicon, but are also (temporarily) integrated into the ongoing sentential context (van Alphen & van Berkum, 2010) . Similar to the present research, these results suggest that listeners are ''updating possible interpretations using all available information as soon as they can" (van Alphen & van Berkum, 2010 , p. 2625 -in this latter case by maintaining multiple lexical options (''bone", ''trombone"), and in the present research, by maintaining multiple sensory options (auditory ''bait", visual ''date"). However, there is evidence that onset embeddings, such as ''pill" in ''pilgrim," can be disambiguated by acoustic or sentential cues and thus although multiple words are initially activated simultaneously, activation for the shorter, embedded word quickly falls off (Davis, Marslen-Wilson, & Gaskell, 2002; Salverda, Dahan, & McQueen, 2003) . Findings of this type demonstrate that multiple words can be lexically accessed, at least briefly, during spoken word recognition, when those words actually are embedded within the auditory input signal.
The multiple activation demonstrated in these prior studies is essentially the reverse of the results presented here. In the case of words like ''trombone," a single input stimulus initially accesses multiple competing lexical items (''trombone," ''bone," ''own") which eventually get pruned to a single activated word (presumably the target word ''trombone.") However, in the present research, multiple input stimuli (auditory ''bait," visual ''date") initially access a single lexical item (''bait"). Perhaps eventually, after AV-integration completes, the perceived word (''date") is accessed as well. Thus, prior work on multiple activation has shown that a single input stimulus can initially access multiple lexical items and later only a single word is activated. The present work shows that two competing input stimuli can initially access a single lexical item and later, perhaps, a second word is additionally activated.
Similarly, in standard cohort competitor effects, an onset syllable that is shared by multiple words (e.g., ''cap", shared by ''captain" and ''captive") produces on-line activation of the cohort competitors (as measured by eye movements, e.g., Allopenna, Magnuson, & Tanenhaus, 1998) , and also primes associates of both (''ship" and ''guard"; e.g., Marslen-Wilson, 1987; Yee & Sedivy, 2006) . Both cohort competitors appear to be activated during the initial stages of word recognition, even when presented in a sentence context that biases toward one word but not the other (Zwitserlood, 1989) . Thus, not only can multiple words be accessed from the same auditory signal when they are contained by the sound form (''bone" and ''trombone"), but also as long as the sound form is consistent with those multiple words (''cap" is the onset to both ''captain" and ''captive") .
These prior studies demonstrate that a single input stimulus can activate multiple other words in parallel, some of which are accessed or recognized but do not reach the level of conscious perception. The present result, while related, is importantly distinct as it demonstrates that in the case where there are multiple input stimuli that are conflicting and mutually exclusive, one of those stimuli may reach conscious perception, whereas the other may reach the level of word recognition in the absence of conscious perception. In the case of cohort competitors, although multiple words are indeed activated and lexically accessed in parallel (as evidenced by the eye-tracking and semantic priming results), it is not the case that one of the competitors is lexically accessed while the other is consciously perceived. Rather, a third (shared) stimulus -''cap" in this example -causes both competitors to be accessed due to their phonological overlap. The present work shows a dissociation between the fates of two competing input streams (e.g., hearing ''bamp" and seeing ''damp"); prior work has shown that a single stimulus can cause perceivers to activate multiple related words (if you heard ''trombone", you necessarily perceived ''bone" as well, and ''cap" is indeed contained in both ''captain" and ''captive"). Similarly, the present work addresses the process of combining and resolving information from multiple sources to enable word recognition. The research on multiple activation and cohort competitor effects investigates the process of selecting the correct word from a field of competitors as the input unfolds.
Auditory-visual integration occurs in parallel with lexical access. Integration may or may not affect which word is ultimately accessed: sometimes the accessed word is the same as the perceived word; sometimes it is not. Thus, listeners can lexically access one word but consciously perceive another. gruent items formed by combining the auditory and visual recordings of ''Prime Visual" words. Targets were presented auditory-only. 
