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Abstract
In this paper we study a family of binary Legendre sequences and its family com-
plexity. Family complexity is a pseudorandomness measure introduced by Ahlswede et
al. in 2003. A lower bound on the family complexity of a family based on the Legendre
symbol of polynomials over a finite field was given by Gyarmati in 2015. In this article
we improve bound given by Gyarmati. The new bound depends on the Lambert W
function and the number of elements in a finite field belonging to its proper subfield.
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1 Introduction
A pseudorandom sequence is a sequence of numbers which is generated by a deterministic
algorithm and looks truly random. A pseudorandom sequence in the interval [0, 1) is called
a sequence of pseudorandom numbers. Randomness measures of a sequence depend on its
application area, for instance, it has to be unpredictable for cryptographic applications,
uncorrelated for wireless communication applications and uniformly distributed for quasi-
Monte Carlo methods [13, 25].
In this paper we consider Legendre sequences. It is known that the Legendre sequence
has several good randomness measures such as high linear complexity [4, 8, 27, 29] and small
correlation measure up to rather high orders [21] for cryptography, and a small (aperiodic)
autocorrelation [23, 26] for wireless communication, GPS, radar or sonar.
In case, a family of sequences is considered for an application, for instance as a key-
space of a cryptosystem, then its randomness in terms of many directions is concerned. For
instance, a family of sequences must have large family size, large family complexity and
low crosscorrelation. Family complexity as a randomness measure was first introduced by
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Ahlswede, Khachatrian, Mauduit and Sa´rko¨zy [1] in 2003, and they estimated the family
complexity of some sequences. Then, in 2006, they studied families of pseudorandom se-
quences on k-symbols and their family complexity [2, 3]. In 2013 Mauduit and Sa´rko¨zy
studied family complexity measure of sequences of k symbols and they also gave the con-
nection between family complexity and VC-dimension [22]. In 2016, Winterhof and the
second author gave a relation between family complexity and cross correlation measure [30].
Moreover the complexity measures for different families have been studied in some papers
[5, 11, 14, 17, 18, 28].
Recently Gyarmati [16] presented a bound for the family complexity of Legendre se-
quences. In this paper we improve Gyarmati’s bound for all primes p and degrees k. For
instance the bound given in this article is positive for all p but the bound is positive for
p ≥ 2128240847. We plotted two bounds on family complexity of Legendre sequences for all
primes p and degrees k. We compare also two bounds in terms of time complexity. Then we
plotted the difference between elapsed times for calculating bounds given by Gyarmati [16]
and Theorem 1. We give more details about these comparisons in the last section.
The paper is organized as follows. The new bound we present in this paper depends on
Lambert W function, so we give its definition and some properties in Section 2. Then we
present some auxiliary lemmas in Section 3 and previous results in Section 4. Next, we give
our main contribution in Section 5. Finally we compare the new bound and Gyarmati’s one
in Section 6.
2 Lambert W Function
Firstly we begin with the definition of Lambert W function and we present some properties
and examples for this function.
Definition 1. (Lambert W Function) The Lambert W function, also called the omega
function or product logarithm, is defined as the multivalued function W that satisfies
z = W (z)eW (z)
for any complex number z.
Equivalently, Lambert W function is known as the inverse function of f(z) = zez. Note
that the multivaluedness of the Lambert W function means that mostly there are multiple
solutions since the function f is not injective. The equation y = zez is by definition solved
by z = W (y) and the equation y = z log z is solved by z = y
W (y)
. So many equations
containing exponential expressions can be solved by the Lambert W Function. For instance,
the equation xax = b is solved by
x =
W (b ln (a))
ln (a)
,
the equation ax = x+ b is solved by
x =
−b−W (−a−b ln (a))
ln (a)
,
2
and the equation xx
a
= b is solved by
exp
(
W (a log (b))
a
)
.
The Lambert W function has many applications in pure and applied mathematics, see
[7] for details about its applications. Lambert W function stems form the equation proposed
by Johann Heinrich Lambert in 1758
xα − xβ = (α− β)vxα+β,
which is known as Lambert’s transcendental equation. Then in 1779 Euler wrote a paper
about Lambert’s transcendental equation and introduced special case which is nearly the
definition of W function [10]. Actually Euler investigated theory behind the W function and
he had referenced work by Lambert in his paper, and so this function is called Lambert W
function. Lambert W function, which has applications in many fields from past to present,
was applied to problems ranging from quantum physics to population dynamics, to the
complexity of algorithms. The new bound we obtain for f -complexity given in this paper is
related to this function. Now we give a simple example in order to show how we use this
function in numerical solutions.
Example 1. Let us solve 4t = 3t for t. We first divide both sides by 4t to get
1 = 3t4−t = 3te−t ln 4
and equivalently by multiplying − ln (4)
3
we have
− ln (4)
3
= −t ln 4e−t ln 4.
Since the right hand side of the equation is of the form zez for z = −t ln t, we can write the
solution by definition of Lambert W function
t =
W
(
− ln (4)
3
)
− ln (4)
which is approximately t ≈ 0.611132623758349− 0.480987054240275i.
We note that W function can be approximately evaluated by using some root-finding
methods as given in [7].
3 Preliminaries
In this section we present some definitions and results which we need for the proof of our
new bound on family complexity.
Definition 2. Let Fqn denote the finite field having qn elements and define Gq,n as follows.
Gq,n = {α ∈ Fqn : ∃t|n, t < n such that α ∈ Fqt ⊂ Fqn}
3
One can calculate the number of elements in Gq,n for arbitrary q, n by counting. But this
method would be very slow. Thus, we need a formula for |Gq,n|, in order to do that we give
some definitions and results below.
Definition 3. [24, Definition 2.1.22] The Mo¨bius µ function is defined on the set of positive
integers by
µ(m) =

1 if m = 1
(−1)k if m = m1m2 . . .mk where the mi are distinct primes
0 if p2 divides m for some prime p
Denote the number of monic irreducible polynomials of degree n over Fq by Iq(n). Then
the following formula is well known, see [9, Chapter 14.3] or [6] for its proof.
Proposition 1. [24] (Gauss’s Formula) For all n ≥ 1 any prime power q, we have
Iq(n) =
1
n
∑
d|n
µ(d)qn/d
Note that this formula was discovered by Gauss [12] for prime q, and so it is called
Gauss’s formula. By using the formula on Iq(n), one can count the number of elements in
Gq,n.
Lemma 1. Let n ∈ N and q be a prime power. Then
|Gq,n| = qn − nIq(n)
Proof. It is clear that any root of an irreducible polynomial of degree n over Fq can not be
an element of its proper subfield. Hence the proof follows.
Example 2. Consider Fqn for n = 105. Then we have d = 1, 3, 5, 7, 15, 21, 35, 105 and by
Lemma 1 we get
|Gq,n| = q35 + q21 + q15 − q7 − q5 − q3 + q.
Now we give the definition of a norm and trace of an element in a finite field, see [20,
Chapter 2] for their properties.
Definition 4. For α ∈ Fqn the norm NFqn/Fq(α) of α is defined by
NFqn/Fq(α) = α · αq · αq
2 · · ·αqn−1 = α(qn−1)/(q−1),
and the trace TrFqn/Fq(α) of α is defined by
TrFqn/Fq(α) = α + α
q + · · ·+ αqn−1 .
In particular NFqn/Fq(α) and TrFqn/Fq(α) are elements of Fq.
Definition 5. [20, Chapter 5] Let χ be an additive and ψ a multiplicative character of
Fq. Then χ and ψ can be lifted to Fqn by setting χ′ = χ(τFqn/Fq(β)) for β ∈ Fqn and
ψ′ = ψ(NFqn/Fq(β)) for β ∈ F∗qn . Also from the additivity of the trace and multiplicativity
of the norm χ′ is an additive and ψ
′
is a multiplicative character of Fqn .
4
By the definition of lifted character Gyarmati gave the following corollary in her paper
[16]. We give this corollary to use in the proof of Theorem 1.
Corollary 1. [16, Corollary 2.1.] Let p > 2 be a prime number and
(
.
p
)
be the Legendre
symbol. Let γ be the quadratic character of Fpn . Then for α ∈ F∗pn
γ(α) =
(
NFpn/Fp(α)
p
)
In the following we define two new polynomials for a given polynomial over a finite field.
Definition 6. For f(x) = akx
k + ak−1xk−1 + · · ·+ a0 ∈ Fqn [x], we define
τs(f)(x) := a
qs
k x
k + aq
s
k−1x
k−1 + · · ·+ aqs0 ∈ Fqn [x]
for 0 ≤ s ≤ n− 1 and
NFqn/Fq(f) := τ0(f).τ1(f).τ2(f) · · · τn−1(f) ∈ Fqn [x].
Next, we give a result from the book of Lidl and Niederreiter [20], which will be the basis
of the proof of our main theorem.
Lemma 2. [20, Exercise 5.64] Let i1, . . . , ij be distinct elements of Fpk , p odd, and 1, . . . , j ∈
{−1,+1}. Let N(1, . . . , j) denote the number of α ∈ Fpk with
γ(α + is) = s for s = 1, 2, . . . , j
where γ is the quadratic character of Fpk . Then,
|N(1, . . . , j)− p
k
2j
| ≤
(
j − 2
2
+
1
2j
)
pk/2 +
j
2
.
4 Previous Results
In this paper we improve bound given by Gyarmati [16] on family complexity of Legendre
sequences generated by irreducible polynomials. We will give construction method and result
given by Gyarmati in this section. We begin with the definition of well known Legendre
sequence [14, 21].
Construction 1. Let K ≥ 1 be an integer and p be a prime number. If f ∈ Fp[x] is a
polynomial with degree 1 ≤ k ≤ K and has no multiple zeros in Fp, then define the binary
sequence Ep(f) = Ep = (e1, . . . , ep) by
en =
{ (
f(n)
p
)
for (f(n), p) = 1
+1 for p|f(n)
Let F(K, p) denote the set of all sequences obtained in this way.
5
Hoffstein and Lieman [19] presented the use of the polynomials f given in Construction 1
but they did not give a proof for its pseudorandom properties. Goubin, Mauduit and Sa´rko¨zy
[14] proved that the sequences obtained in this way have strong pseudorandom properties.
We now give the definition of the f -complexity of a family F , which was first defined by
Ahlswede et. al. [1] in 2003.
Definition 7. The family complexity (or briefly f -complexity) C(F) of a family F of binary
sequences EN ∈ {−1,+1}N of length N is the greatest integer j ≥ 0 such that for any
1 ≤ i1 < i2 < · · · < ij ≤ N and any 1, 2, . . . , j ∈ {−1,+1} there is a sequence EN =
{e1, e2, . . . , eN} ∈ F with
ei1 = 1, ei2 = 2, . . . , eij = j.
The f -complexity of a family F is denoted by Γ(F ).
We note that the trivial upper bound on family complexity Γ(F) in terms of family size
|F| is
2Γ(F) ≤ |F|.
We set the family of Legendre sequences generated by irreducible polynomials of degree
k over a prime field Fp by Firred(k, p):
Firred(k, p) := {Ep(f) : f ∈ Fp monic irreducible polynomial with degree k}
This family has been studied for different measures (crosscorrelation etc.) in several papers
[14, 15, 18].
Gyarmati [16] recently proved a lower bound on the f -complexity of the family Firred(k, p),
which says that the f -complexity is at least of order p
1/4
20 log 2
.
Theorem A. [16] Let p be an odd prime and k be a positive integer. Define c = 1
2
if
k ≤ p1/4
10 log p
and c = 5
2
if k > p
1/4
10 log p
then
Γ(Firred(k, p)) ≥ min{p, k−c2 log 2 log p}.
In the next section, we improve the lower bound given in Theorem A by using the formula
|Gp,k| given in Lemma 1 and Lambert W function given in Definition 1.
5 Main Method
The main contribution of this paper is given in the following theorem, which is a new bound
on the family complexity of Legendre sequences generated by irreducible polynomials. This
new bound improves the bound given by Gyarmati [16]. The comparison of two bounds is
given in the next section.
Theorem 1. Let p be an odd prime and k be a positive integer. Let A and B be defined as
A =
2pk/2 − 2
1 + p−k/2
and B =
2|Gp,k|p−k/2 − 2
1 + p−k/2
.
Then
Γ(Firred(k, p)) ≥ log2
(
A
W (2BA)
)
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Before proving the theorem, we will give two auxiliary lemmas. In the first lemma, the
solution of a logarithmic equation is obtained by Lambert W function. In the second lemma,
we give an upper bound on j such that |Gp,k| < N(1, . . . , j).
Lemma 3. Let A,B ∈ R. If Bx+ x log2 x− A = 0, then x =
A
W (A2B)
Proof. We have
x(B + log2 x) = A
or equivalently,
2Bx(B + log2 x) = 2
BA.
Then we get
2Bx(log2 2
B + log2 x) = 2
BA
and
2Bx(log2(2
Bx)) = 2BA.
Thus by Definition 1 we have
2Bx =
2BA
W (2BA)
,
that is
x =
A
W (2BA)
.
Lemma 4. Let p be an odd prime and k be a positive integer. Let |Gp,k| be defined as in
Lemma 1. Let A and B be defined as
A =
2pk/2 − 2
1 + p−k/2
and B =
2|Gp,k|p−k/2 − 2
1 + p−k/2
.
Let j be an integer such that j < log2
(
A
W (2BA)
)
. Let 1, . . . , j ∈ {−1,+1} and N(1, . . . , j)
be defined as in Lemma 2. Then
|Gp,k| < N(1, . . . , j).
Proof. Assume that |Gp,k| ≥ N(1, . . . , j). Then by Lemma 2
|Gp,k| ≥ p
k
2j
− pk/2
(
1
2j
+
(j − 2)
2
)
− j
2
.
Divide both sides by pk/2
|Gp,k|p−k/2 ≥ p
k/2
2j
−
(
1
2j
+
(j − 2)
2
)
− jp
−k/2
2
.
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Multiply both sides by 2(2j), and so get the following equation array
2(2j)|Gp,k|p−k/2 ≥ 2pk/2 − 2− 2j(j − 2)− 2jjp−k/2
2(2j)|Gp,k|p−k/2 − 2(2j) + 2jj + 2jjp−k/2 ≥ (2pk/2 − 2)
(|Gp,k|p−k/2 − 2)2j + 2jj(1 + p−k/2) ≥ (2pk/2 − 2).
Divide both sides by (1 + p−k/2),
(2|Gp,k|p−k/2 − 2)
(1 + p−k/2)
2j + 2jj ≥ (2p
k/2 − 2)
(1 + p−k/2)
.
By definition of A and B, we have
B2j + 2jj ≥ A.
Hence, by Lemma 3 we obtain that
2j ≥ A
W (2BA)
or equivalently j ≥ log2
(
A
W (2BA)
)
,
which is a contradiction.
Proof of Theorem 1 We need to show the existence of g ∈ Fp[x] irreducible polynomial of
degree k such that (
g(is)
p
)
= s for s = 1, 2, . . . , j
for any tuple (1, 2, . . . , j) ∈ {−1,+1}j and for any integer j < log2
(
A
W (2BA)
)
. By Lemma
4 we know that
|Gp,k| < N(1, . . . , j).
From definition of N(1, . . . , j) we get that there exists α ∈ Fpk\Gp,k such that
γ(α + is) = s for s = 1, 2, . . . , j. (1)
Let f(x) = x + α ∈ Fpk [x] and we define g(x) := NFpk/Fp(f(x)) ∈ Fp[x]. We note that g is
an irreducible polynomial by using [16, Lemma 2.4]. We know that if p is a prime number,(
.
p
)
is the Legendre symbol and γ is the quadratic character of Fpk then for α ∈ F∗pk we have
γ(α) =
(
NF
pk
/Fp(α)
p
)
.
By [16, Lemma 2.3], we know that if f ∈ Fpk [x] then for α ∈ Fp we have
NF
pk
/Fp(f(α)) = NFpk/Fp(f)(α).
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Finally, using these and (1) we get
s = γ(α + is) = γ(f(is)) =
(
NF
pk
/Fp(f(is))
p
)
=
(
NF
pk
/Fp(f)(is))
p
)
=
(
g(is)
p
)
for s = 1, 2, . . . , j,
as desired. 
Since F(K, p) ⊃ Firred(K, p) thus we can give the following corollary.
Corollary 2. Let p be an odd prime and K be a positive integer. Let A and B be defined
as in Theorem 1. Then
Γ(F(K, p)) ≥ log2
(
A
W (2BA)
)
6 Comparison
We compare the bounds given in Theorem 1 on family complexity of Construction 1 and
given in Theorem A [16] with respect to the value of lower bounds and time to compute
them.
Firstly, it is seen in Figures 1 and 2 that the lower bound given in Theorem 1 is better
than bound given by Gyarmati [16]. Here the red lines show the bound in [16] (see also
Theorem A in this paper) and the blue lines show the bound given Theorem 1 in this paper.
Figure 1: Lower bound on family complexity of Legendre sequence with respect to p for fixed
k = 1 and k = 10 respectively.
In Figure 1, both bounds on family complexity of Construction 1 is plotted with respect
to primes p < 8000 for fixed k = 1 and k = 10 respectively. For k = 1, it is seen that
bound given by Gyarmati is negative, on the other hand, the bound in Theorem 1 is always
positive. We note that bound given by Gyarmati turns into positive for p ≥ 2128240847. For
9
Figure 2: Lower bound on family complexity of Legendre sequence with respect to k for
fixed p = 10000019 and p = 2128240847 respectively.
k = 10, it is seen that both lower bounds are positive and the lower bound given in Theorem
1 is better than bound given by Gyarmati for all p < 8000. In Figure 2 the lower bound on
family complexity of Construction 1 is plotted in range k ∈ [1, 50] for fixed p = 10000019
and p = 2128240847 respectively. Here, p = 10000019 is the first prime greater than 107 and
p = 2128240847 is the first prime Gyarmati’s bound turns into positive for k = 1. In both
cases, lower bounds are near to each other, but the lower bound in Theorem 1 is better.
Figure 3: Times for calculate the family complexity of Legendre sequence with respect to p
for fixed k = 1 and k = 10 respectively.
Secondly, we compare two bounds in terms of time complexity. We plotted in Figures
3 and 4 the difference between elapsed times for evaluating bounds given by Gyarmati [16]
and Theorem 1. In other words, we measured the elapsed times (in seconds) for calculating
two bounds for all values of p and k that we have already examined in Figures 1 and 2.
Then we plotted each difference of elapsed times of two bounds in Figures 3 and 4. It is
seen that time to calculate two bounds are quite close to each other for all p and k. For
10
Figure 4: Times for calculate the family complexity of Legendre sequence with respect to k
for fixed p = 10000019 and p = 2128240847 respectively.
instance, in Figure 3 for k = 1, time needed to calculate our bound is more than bound
given by Gyarmati, the difference is at most 0.005 seconds. On the other hand, for k = 10
bound given by Gyarmati is calculated slower and the difference between elapsed times is
at most 0.01 seconds. Similarly, in Figure 4 it is seen that time to calculate two bounds
differ from each other at most 0.06 seconds for primes p = 10000019, p = 2128240847 and
k ∈ {1, 2, . . . , 2000}. We conclude that the bound given in Theorem 1 can be calculated very
fast for arbitrarily large prime powers and it only differs a few milliseconds form evaluating
a bound depending only on p and k.
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