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It is known that the main difficulty in applying the Markovian analogue of Wald’s Identity is 
the presence, in tbe Identity, of the last state variable before the random walk is terminated. In 
this paper we show that this difficulty can be overcome if the underlying Markov chain has a 
finite state space. The absorption probabilities thus obtained are used, by employing a duality 
argument, to derive time-dependent and limiting probabilities for the depletion process of a dam 
with Markovian inputs. 
The second problem that is considered here is that of a non-homogeneous but cyclic Markov 
chain. An analogue of Wald’s Identity is obtained for this case, and is used to derive time- 
dependent and limiting probabilities for the depletion process with inputs forming a non- 
homogeneous (cyclic) Markov chain. 
Wald’s Identity Markov chains 
non-homogeneous Markov chains duality 
bottomless dams 
1. Introduction 
It is well known that Wald’s Identity (together with its various exte:asions) is a 
fairly handy tool for studying the properties of random walks such as those that 
occur in queueing and dam theories (see, e.g., [l, 6, lo]). The Identity enables us 
to obtain absorption probabilities of random walks with one or more barriers. 
Using a duality relation between random walks with absorbing barriers and those 
with impenetrable barriers (see, e.g., [ll, 121) one can obtain results for random 
walks of the latter type, and these are the kind of results one usually requires in 
queueing and dam theories. 
In this paper we consider the application of this technique to two situations that 
occur in dam theory. 
It is known that the main reason why we cannot, in general, obtain exact results 
from Wald’s Identity (with independent increments) is that there usually is an 
overshoot over the barriers at the termination of the random walk, anal the extent 
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of the overshoot is unknown. For thle Markovian analogue of the Identity this 
problem is, compounded by the fact thlat it also involves the last state variable XN 
(see eq. (7)). In some situations both these problems disappear: for example, if we 
have only one barrier, say the upper barrier, and the incremental random variable 
is of the type 1 -X (where X takes non-negative integer values), then, at the 
termination of the process, the upper barrier is reached exactly (no overshoot) and 
we have, automatically, XN =O (see [lo] for an application). In general, however, 
both these problems persist. The main thrust of this paper is to show how these 
two problems are overcome in the case when the increments are of the type M -X, 
where {X,} is a finite state ergocdic Markov chain and A4 2 1. (The reason for 
considering increments of this type is that the main application of the technique, 
presented here, is for the depletion ‘process of a bottomless dam; for such a process, 
the increment is of the type A4 -X,* where X is the input into the dam and A& the 
release.) For this purpose we use, not the Identity (7) itself, but an analogous result 
(in fact, a result which is prelude to the Identity). 
We then consider the extension to the case where the sequence of random 
variables form a non-homogeneous but cyclic Markov chain, i.e., a sequence of 
the type XO, Yo, XI 9 YI, . .I. where the transition probabilities governing the transi- 
tion Xn + Y, are different from those governing the transition Y,* + Xn +l. Sequences 
of this type are of particular interevt in dam theory when inputs are of a seasonal 
nature. We derive an analogue of the Identity for this case, ancl essentially use the 
same technique, as used for the homogeneous chain, to obtain absorption prob- 
abilities. 
The absorption probabi!ities obtained from the identities are then used to derive 
time-dependent and limiting probabilities for random walks with impenetrable 
barriers. 
Let: us first see what is meant by random walks with absorbing and impenetrable 
barriers. Let {Zn) be a sequence of random variables. Dlefine the sequence {IV;} 
by Wo=x, W,+l=[W,+Z,J: (n=0,1,2,. . .), where a c b, a,nd a s x G b. Then 
{ Wn} is a random walk process with impenetrable barriers b and a, and initial 
position x. On the other hand, let So = x, S, = c,” Zi, and let N be the smallest 
positive integer such that S L N 2 b or SN G a. Thera {S,,} is a random walk process with 
absorbing barriers at b and a and initial position x. If SN 2 b, we say the particle 
performing the random walk has been absorbed at b, and sirr9arly when SN G a. 
“Ke shall use the following duality relation between ranldom walks with absorbing 
and with impenetrable barriers (see [12]). 
Suppse that {Zi} is a slet of ‘1 integer-valued random variables with joint 
probability law 1~_,,. Denote by (2; } the set of random variables with law &, where 
fi: is the image law of p, under the transformation (Z,, 22, . . . , 2,) + 
z,, z--1, . l . , Z,), and we call (27 } the reversed random variables. Let { W,} be 
a random walk between impenetrable barriers at 0 and L : 0 with increments Zz, 
and {S, fr, So = 0, be a random walk between absorbing barriers at x + ‘1 and x -L 
(x, 1, positive integers, I, >x) with increments Z,. DIefining V=(x + I. 1 n) as the 
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probability of absorption of {Sn) at x + 1 at or before the stage n, we have, 
P{W&xjWo=O}=l-1/&+1/n). 
Taking n + 00, we have, 
lim P{W,Gx}=l-VL(x+ll@=l-VL(X+1). 
n-a3 
IFor the single barrier case when k = 00, we have, 
P{WnsX) Wo=O}=l-V(x+lIIZ), (1) 
lim P{Wn SX}= 1-v(x+l~co)=1-v(x+l) (2) 
n-w30 
where V(x + 11 n) and V(x + 3 ) have the obvious meanings. 
Let us now consider the application of this result to two problems in the theory 
of dams. 
Consider a dam fed by inputs {Xz } during (n, n + 1) and release 1M, where {X: } 
florms a Markov chain. If S is the size of the dam, the maximum level at the ei>d 
of each time period is S --R/f. Define W,t+l = [ Wn +-A4 -XE I’, SO that Wn is the 
depletion, from S -1M, at the end of the nth period, assuming the dam to be 
bottomless. The process { Wn} is then a random walk with an impenetrable barrier 
at 0, and from (1) it is clear that properties of this process can be obtained from 
those of the random walk with an absorbing barrier and with increments .U -X1 
where {X,,} forms a Markov chain which is the reverse of {Xz}. Both cases, 
homogeneous and non-homogeneous (cyclic), are considered. 
The paper is arranged as follows. In Section 2 we {derive a Wald’s Identity for 
the sequence of variables X0, YO, X1, Y1, . . . described above; as a prelude to this 
we consider some (known) results for the homogeneous equence {Xn}. Section 3 
deals with certain operators involved in the identities. In Section 4 we derive the 
absorption probabilities for both the homogeneous and the non-homogeneous 
cases, and in Section 5 we consider the application to dams. Section 6 considers 
the special case where the release is unity and the inputs form a semi-Markov 
process. 
It should be mentioned that the limiting distributions of the depletion of a 
bottomless dam for the two cases considered (under the con,dition mean input > 
release) are known (see [g, 91). The method used there does not extend to dIeriving 
time-dependent probabi’ities. However, it does involve consideration of the 
operators discussed in Section 3:, the only difference is that we have here an 
additional parameter introduced so that we can consider time-dependent results. 
2. aidian identities 
2.1. The homogeneous Markov chain case 
Let {.&} be an ergodic Markov chain with t.p.m. = (pJ (i,j = 0, 1,2!, . . . , r) 
and stationary distribution U’ = ( uo, u 1, . . . , ur). Associated with {Xn} consider the 
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sequence {ZJ of non-negative integer-valued random variables such that 
P{z”+~=z,x”+~=jJx~=i,x~=i,(m=0,l,...n-1), 
i.e., {(&, X,,)} is a semi-Markov chain. 
Let+fij(e) = E{OZn IX,-, = i, X, = j}, defined for suitable values of 8, and let &9) == 
(Pijfij(c9))* 
Consider now the random walk {Sn) with So 3 0, S, = I:?=, (M -Zi), and let N 
be the smallest integer such that SN 2 d (>O) or SN SC (<IO), where either c or (d 
may be infinite. 
Define 9 
K’“‘(X) = (P{& = x, X8, = j, n < N1 X0 = i}), 
H’“‘(x) = (P{& = x, Xn = j, n = NIX0 = i}), 
and tie transforms 
K(a, e)=( f anE{BvS";Xn =j,n <NI&=i}), 
n=O 
H(a, e) = ( f a’E{Ksn; 
n =:() 
Xn=j,n=NIXO=i}) (IcYIsl). 
(4) 
(5) 
Then it is known (see, e.g., [4]) that 
I -j&t, 19) = (I+ K(a, e))(I - aeqM&e)). (6) 
The regions of convergence of (4) and (5) and the region of validity of (6) will 
depend upon the finiteness or otherwise of c and d. 
Let the Berron eigenvalue of fi( e) be denoted by Ao( 81 and let the corresponding 
right vector be denoted by p (0) = (p (@IO), p (8 I l), . . . , p (t9lr))‘. Putting a = 
6”“h 0’ (0) in (6) and post-multiplying by p (0) we obtain 
we”~ol (69, eb w = p 0% 
which can be written in the form 
(7) 
and this is the Markovian ana:logue ‘of Wald’s Identity. 
We shall mainly be interested in the case Zn = X,, so thakt (6) reduces to 
r -H(cY, e) = (I +K(cY, e))(r - aesMP(e)) 
he next section we shall nside:r the singularities of this 
or the special case of 1 (discussed in Section 61, 
however, we shall consider the general case, (3), and use the I 
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2.2. The non-homogeneous Markov chain case 
L,et X0, Yo, X1, Yj , . . . be a sequence of Markov-dependent variables where the 
transitions X, + Y, are governed by the t.p.m. G = (gij), (0 s i s S, 0 ~j s r) and the 
transitions Y, +X rs+r are governed by the t.p.m. P = (pii) (0 s i c r, 0 s j s s). Then 
both the sequences (xn} and {Y,} form homogeneous Markov chains with r.p.m.‘s 
GP and PG respectively. Let us assume that they are ergodic, with stationary 
distributions u’ = (uO, ul, . . . , u,) and t)’ = (~0, VI, . . . , v,) respectively. We have the 
relations, 
v’=u’G, u'=v'P, v’=v’PG, u'=u'GP. 
Consider now the random walk {Sn) with SO E 0, Szrn = CL 1 (A& -xi + Ml - Yi), 
S *m+l=S2m+~2-X nt+l, and let N be the stopping time variable as defined before. 
Let, 
K’*“‘(x) = (P{S, = x, Y,,, = j, n = 2m c NI YO = i}), 
with HtZm’(x), H(2m+1) (x) denoting the above matrices with n = N replacing n < AT. 
Let the corresponding transforms be denoted by &(cy, e), Kl(cu, e), &(a~, 0), 
Hl((u, @) so that, for example 
K&Y, e) = f anE(eeSn; ~,=j,n=2m<N~Y,=i)). 
n=O 
It is easy to see that the following relations hold: 
&(a, e) +&kY, e) = db(% e)&e), 
K1 (~4 e) + Hh., 0) = 
B(e) = (E{eXnvM2 1 Y,_, = i, Xn = j)) = 8-M2(pij@‘) = evM2P(e) 
&(e) = KM1(gij@‘) = e-Ml 
(9) 
From (9) we obtain the analogue of (6) as 
discussion to the case c = -00, so t the above relations 
singularities of the 
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3. Singularities of operators 
We shall now consider the singularities of the operators mentioned in the previous 
section. 
3.1. 77re homogeneous A!Uarkov chain case 
Consider first the operator CUP(B) - eMI connected with the Markov chain {Xn) 
and let E(X) denote the expectation of X, in the stationary state. 
Phatarfod [S] derived some results on the singularities of ipi@) - e”I by making 
use of a theorem of Loynes [3, Theorem 5(a)]. Arguing along similar lines we have 
the following results: 
(i) Denoting the largest eigenvalue of P(8) for 8 > 0 by A,,(e), WC have that, for 
a fixed value of QII (0 < Ial c l), the equation arho = eM has a unique root &(a) 
(O~&(a)4). Let lim,,l_ &(cY)=~~ (0<7~~~1). Then v!=l. if E:(X)dd and 
7714 if E(X)>M. 
(ii) For a fixed value of a (0 < Ial s 1) the operator (UP(@) - f3”I has M(r + 1) 
singularities &((Y) such that (&K)I s 1. 
(iii) Consider the matrix aP)(B) - eMI. It is easily seen that det[aP(e) - BMI] = 
@(a, 0) is a polynomial in 6 of order r(r + 1)/2 + M(M + 1)/2. Further, note that 
ei is a common factor of the ith column (0 s s M) and 8” a factor of columns i 
M + 1, M +2, . . . , r SO that 0”(M+1)‘2+M(r-M’ is a factor of ~$(a, 6). Thus, the 
operator &(e) - eM1 has at least M(M + 1)/2 + A4(r - M) singularities at zero and 
at most r’(r + 1)/2 - M(r - M) non-zero singularities. Together with (ii) this implies 
that we have at most g = M(M + 1)/2 singularities ,$I,&, . . . , & such that 0 < Ial s 1 
and h = (r- M)(r-M + 1)/2 4ngularities &+i, &+-, . . . , &+h such that l[,J 2 1. We 
shall assume that we have, in Fact, g singularities & (0 < ltk I G 1) and h singularities 
& i/&l 2 1). For Q! = 1 let thle singularities be denoted by vk. We then have 
lr)kl~l (lsksg), Iqklal (g+lskag+h) if E(X)<M 
and 
j77kj<l (lsksg), l&4 (g+l<k<g+h) if E(X) > M. 
We shalJ assume that the q’s are all distinct. It then follows, from the implicit 
function theorem, that lim,_+ &(a) = qk (k = 1,2,. . . , g + h). 
Let pi: = (PkO, Pkl, * l l 9 pkr)’ be the right eigenvector of CUP(&) corresponding to 
the eigenvalue er, so that we have, for k = 1,2, . . . , g + h, 
(11) 
and let us assume that ok is normalized such that 
h=l, k-1,2 ,..., g-G_ (12) 
(12) we have, with 
(13) 
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3.2. The non-horrtogeneous Markov chain case 
We now consider the operator cy2p(B)G(e) - eMI connected with the sequence 
x0, YOA, h l l l l Phatarfod [9] derived some results on the singularities of 
(pijB’)(g$‘) - @“I. Arguing along similar lines we have the following results. First, 
we shall assume that M1 s r, M2 s S, r s S, so that M = M1 + i& s r + S. 
Let J be the number of non-zero singularities &x) (0~ IS(a)I 6 1) of 
a2P(e)G(e) - e”I. Then, 
Jsa(a+l) if 2r+laM=2a (even), 
J S (a + 1)2 if 2r+laM=2a+l (odd). 
The maximum values of J, namely a(a + 1) and (a + 1)2 are not reached only 
when some of the minors of P and G happen to be related in a certain way. We 
shall assume that this does not happen and that we have in fact Q (a + 1) and (a + 1)’ 
non-zero singularities for the cases M = 2a, 2a + 1 respectivejy. 
Now, it is easy to show that 
(a +1)2S min 
Ml+M2=2a+l 
{M,(Mr + 1)/2 + Mz(M2 + 1)/2j, 
(14) 
a(a+l)S min 
M1-t-M2=2a 
(MI(M1 + 1)/2 + Mz(M2 + 1)/2}, 
the equalities holding when Ml - M2 = *l in the former case and Ml - M2 = 0 
in the latter. We shall also assume that IMI- M21 s 1, so that the number 
of singularities is given by M1(M1 + 1)/2 + M2(A& + l)/2. Let us call 
M1(M1 + 1)/2 = g, M2(M2 + 1)/2 = h, for convenience. 
For Q! = 1 let the singularities be denoted by vk ; we then have lqk i s 1 when 
E:(X + Y) s M, and lvkl< 1 when E(X + Y) > M. Once again, we shall assume that 
the 5’s and v’s are distinct so that vk = lim,,r - &. Finally, let fl’k and @k be su.ch that 
a2P(&)G(&)Pk = &bk, p;v = 1, 
P(77k)G(~k)Pk = 77%~~ 
(15) 
pk2.J = 1. 
robabilities of 
4.1. The homogeneotcs Markov chain case 
We shall now use the Identity (8) and the resuts on the singularities of u 
given in Section 3.1 to derive absorption prob:;bilities for the random walk CU. 
k = 1,2,. . . g. 
Putting 8 = & in (8) and post-multiplying b:l #& we obtain H(a, &)pk = 
[~NrkSN~k,XNIXo=i]=Pki, k=l,2 ,..., g+hA=O,i ,... 1~. (W 
Let us first consider t -00; the Identity (16) is t en valid only for &, 
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Consider now the pair (SRr, Xv). It is easily seer.1 that, if SN = d + j - 1 (1 <j s M), 
the possible values assumed by XN are 8, 1,2, . , . , II& - j. Let 
~j*(ali)=E{a!Y;SN=d+i-l,XN=llXO=i} (l~jsM,OaZaM-j). 
Note, we have g = M(M + 1) / 2 values of pile It is this fact, namely that the 
number of unknown p’s equals the number of non-zero singularities &, that allows , 
us to determine the p’s. From (16) we have, for k = 1,2, . . . , g, 
Now, denote. 
(17) 
(18) 
where A, (0 s n d4 - 1) is a matrix of g columns and M-n rows and whose 
(i, ijth element is (A,), = pj&fwi (1 s i s M - n, 1 s j G g). 
We can then write (17) as 
6~ ‘(a 1 i)A diag{eid} = xl. (19) 
To see that the matrix A is non-singular, consider the Laplace expansion of 
det[A] in terms of the minors of the matrix Ao. We note that the cofactor of each 
such minor is a determinant of the same type as det[A] involving the c’s not 
represented in the minor. Each such cofactor has a Laplace expansion in terms of 
the minors of its first M - 1 rows and so on. Since all such minors and cofactors 
can be expressed as Vandermonde determinants and since & # cj, it is seen that 
det[A] # 0. We thus have from (19) 
&(&)=xi diag{5&4-: (i=O, 1,2,. . D, r). 
Now, summing over all the g possible values of the pair (SN, XN) we obtain the 
p.g.f. of the duration of the random walk with X0 = i, as 
P(a)i)=Ei(aN)=Xi diag{&A-‘1 
where I’ = (1, 1, . . . , 1) with g elements. Incidentally, it can be easily seen that the 
joint p.g.f. of N and SN is given b;r 
where = (1, 1, .*. . , 1,8, . . . ,8, . . c , BMW*) with 0’ occurring M -j times. 
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For the particular case when the Markov chain is in a stationary state we have 
p(a)=E.(c~~)=i uip (a 1 i) = u’x diag{&}A - '1 
0 
where x’ = (x0, xl, . . . , xr), and since: u’pk = 1, for all k, the above reduces to 
p(a) ={&, &, ’ l l 9 S:lA-‘l. (20) 
The probability V(d) of absorption at d, when E(X) > M, is obtained by letting 
a! + l-. We have 
V(d) ={7& q:, . . . , ~~}B?:l (21) 
where B = lim,,l_ A, i.e., obtained from A be replacing the 5’s by v’s and p’s 
by @‘s. 
The case where both the barriers are finite can be dealt with in a similar way. 
We note that, when SN = c -j + 1 (1 sj s r -M), the possible values assumed by 
XN arej+M,j+M+l,...,r. Thus we have h=(r-M)(r-M+1)/2 values for 
the pair (SN, XN). Letting vi&l i) = E{ar N ; SN = c -j + 1, XN = rlXo = i} and noting 
that (16) is now valid for k = 1,2, . . . , g + h, we have g + h equations in the g 
unknown p’s and h unknown V’S. The non-singularity of the matrix of the 
coefficients of the p’s and the u’s can be proved in much the same way as before. 
Thus, in principle, the probabilities of absorption at c and d can be determined. 
4.2. The non-homogeneous Markov chain case 
Let X0, Yo,X1, Y1,. . . be a sequence of random variables with the properties as 
given in Secticn 2.2. We shall use the Identity (10) and the results on the singularities 
of the operator cu*P(e)c(S) - #?. given in Section 3.2. 
Putting 8 = & in (10) and postmultiplying by ok we obtain 
E{a N&sNp k, l’;v ;N even 1 Yo = i} 
+aE{a NepSN-MISk,XN;  odd1 Yo = i) z/~&i (22) 
where & = (&O, &I, . . . , 8&s)’ = G(&)Pk~ 
Let us consider the case when c = -00; Result (22) is then valid for the g + ,‘z 
values of &, 0 < )& 1 S 1. Consider now the pairs (S,V, XJV) and (SN, YN)* It is easily 
seen that, if N is even, (SN, YN) assume 
0 s I s Ml - j. Similarly, if N is odd, (SN., 
lbj<Mz, OsZ<Mz-j. Let, 
{ aN;SN =d+j-1, YN=l,N 
E{aN; SN =d+j-l,XN=l,N 
the val~:i (d+j-1, I) where lsj%<M1, 
XN) it~$;..~ne th values (d + j - I,/) v here 
even1 &=i)=,u&li), 
odd! Yo= i} z= q(tx I i). 
Note we have g values of pjl and h values of ql. Frcm (22) we have, for k = 
1,2,. . .,g+h, 
j=l l=O j=l I=0 
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Then proceeding along the lines similar to above, we can obtain probabilities of 
absorption at d, etc. In particular the p.g.f. of the duration of the random walk 
with Y. having the stationary distribution u is given by 
where 1’ = (1, 1, . . . , 1) with g +h elements, and C is a (g + h) X (g +h) matrix, 
[C1/C2] with C, having g rows and Cz having h rows; Cl is the matrix of the 
coefficients of the p’s and is the same as A above with M replaced by Ml, and C’Z 
is the matrix of the coefficients of n’s. Similarly, V(d), the probability of absorption 
at d when E(X + Y) > M, is given by 
where D = lim,, I-- C 
5. Application to dams 
We shall now use the results of the previous section to obtain stationary and 
time-dependent probabilities for Ithe depletion process of a bottomless dam. 
5.1. The homogeneous Markov chain case 
We have seen in the introduction that, if {Xz } is the input process of a bottomless 
dam and A4 is the release, the depletion of the dam is given by Wn+l = 
[W,, +1M -Xz]‘. We shall use th.e results (20) and (21) for the random walk {S,} 
with increments A4 - Xn and the duality relations (1) and (2). First, let us consider 
the relationship between quantities associated with the chain {Xn} and its reverse 
{XZ 1. 
Let Q=(qii) (i,j=O, 1,. . . I) be the t.p.m. of the chain (Xz }. We then have 
(i) the two grocesses {Xn) and {Xz } have the same stationary distribution 
u’= (u0, Ul, - l ’ 9 ur), 
(ii) P = U-r Q’ U where CT = aliag{ ui}, 
(iii) P(8) = K’Q’(& U where Q(0) = (q$‘), 
(iv) .leM -arP(B) = LP[.MM - aQ’( 8)] U, so that the singularities of 10 M - arP( 0) 
are the same as those of 18” -C@‘(B), and tp, k = 1,2, . . . , g, is an eigenvalue of 
v) ,&&Q(&) =p;U& so that ai = (akOr akl, z . . , akr) =p;U is the left eigen- 
(&), and in view of (12), a; = 1. For cy + l- we have correspondingly 
= (brtO,= . . , bkr) = J3 ; U as left eigenvector of 
Using now (1) and (20) we obtain 
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Noting now that /?kj = UkjUyl, j = 0, 1,2,. . . , r, we can express the above as 
: PM7 <xJ w(-j=o}(;Y” =(l-(Y)-l{l-{~;,&,...,~;}A*-lti) (25) 
n- -0 
where Z? = (UO, UO, 
l l l 9 uo, Ul, . l . , Ul, . . . , uM_1)’ with ui occurring A4 - i times and 
A* is A with Pkj replaced by uki. Similarly, the limiting distribution of W,, (when 
E(X) > M) is obtained from (2) and (21) as 
P{W=i)=((l-?j~)?&. . .,(1-7&)7&B*-%, i=l,2,. . ., (26) 
where B* is B with Pkj replaced by bkfi 
5.2. The non-homogeneous Markov chain 
Consider now the chain X,*, I’,“, XT, Y* 1 with F = (fij) (0 c ri s S, 0 s j s r) ~.IS the 
t.p.m. of the transition Xz + Y,* and Q = (qij) (0 s i s r, 0 <j s s) for Yz +Xz+I. 
For the reversed chain X0, Yo, X1, Yl, . . . the transitions Xn + Yn and Y, --, Xn+ 1 
are governed by G = U-‘Q’V and P = V’F’U respectively, where U = diag{uj), 
V= diag{vJ. As before, it can be shown that the singularities of the operator 
IOfif (6) where Q(0) = (qije’), F(8) = (fiiO’) are the same as those of the 
operator MM -cr*lp(e)G(@, and that s; =p# is the left vector of Q(&)F(&). 
Def%le CL = (CkO, . . . , cks) = d&Q(&). 
We shall now use the above results for a dam model with seasonal inputs and 
releases. 
Let the year be divided into two seasons, with Xz, Yz as the inputs and Ml and 
M2 as the releases for the two seasons. If S is the size of the dam, the maximum 
levels at the end of the first and the second seasons are S - Mr and S -I& 
respectively. Now, define 
W *n+l =[W*n +MzmxCl+9 Wzn = [ Wzn-l+ Ml - Yz 1”. 
Then, Wsn+l and Wzn are the depletions (from the maximum levels) at the end of 
the first and the second seasons assuming the dam to be bottomless. 
We also see that { Wn} is a random walk with an impenetrable barrier at 0 and 
with M2 -Xz and Ml - Yz as alternate increments. A look at the proof of (1) 
(see [ 11, 121) shows that the result (1) is applicable, but with a minor modification. 
The initial increment in the (&) process corresponds to the final increment in the 
( Wn) process, and since the initial increment in deriving results (23 j and (24) was 
MZ -X1, the final increment for the { W,) process must be I’& -Xz. Thus, 
W 2n+1 sxlW0=0)=l-V(x+112n+l) 
where V(X + 112n + 1) is the probability of absorption at x + 1 at or before the 
stage 2n + 1, with iinitial increment M2 -X1. Hence, from (23) and (24), 
c 
2n+l 
cy W 2n-tl <X)= (1 -a)-‘(1 -{[i, 5;~ l l * 9 [i+h) 
lim n+l = x) = ((1 - qr)$, . . * , (I- rlg+h)rl;+d 
n-+oo 
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where C* is C with p’s replaced by u’s and S’s by c’s, 
D* = Jiy. C”, _. 
@’ = (fi’, 9’) with 
At=(U”)UO ,..., uo,ul,*~~,ul,u~,-1), 
et== (Q-j, Do,. e . , Do, Vl, l l l , Vl, ’ ’ l 9 w*-1). 
6. Unit release 
We shall now consider the special case of A4 = 1, the chain being of the 
homogeneous type. Here we use the Identity (7), and (23) and (24) reduce to 
i-44 = 5h0, wo = dlPl0, (27) 
so that for the reverse chain {Xz} the results corresponding to (25) and (26) are 
i P{W,<xl Wo=O}=(1-a)-‘{l-&.40a~~}, 
n=O 
and, for E(X) > 1, 
lim P{ Wn =i}=uob~~r]~(l--7j1), i=l,2,. .., n +oc 
lim P{W,=O}=~-U~&~~J~. 
n-r= 
(28) 
Result (28) was obtained by Phatarfod [7] and Pakes and Phatarfod [5] (for the 
case r = 0~) by other methods. 
The above type of limiting distribution tzero-modified geometric) has been 
obtained in other cases (see, e.g., [2] and [13]). It is therefore of some interest to 
examine conditions under which processes more general than that considered above 
yield such a limiting distribution. 
For this purpose consider the case where the incremental random variable is 
1 -Zn where {(Zn, Xn)} form a semi-Markov chain, (3). Let E(Z) > 1 and let q 
(0 < q < 1) be the unique solution of Ao(8) = 8, where ho(@) is the Perron eigenvalue 
of fi( 8) = ( ,n,;fii( 6)). Denoting by /3(q) the corresponding right eigenvector so thlat 
?~)P(v) = T@(Q), we have, from (7), 
Now, for the barrier d to be reached exactly, we need 2~ = 0. Let A = {k 1 pjk (0) 3’ 0 
for some j), so that when d is reached we must have XN E 8; let qk (i) = 
Xv X0 = i}. We then haste 
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SO that, with X0 having the stationary distribution u’, and qk = Ci qk(i)ui, we have 
C~kPW)=Td 
A 
where we have taken u’j? = 1. 
It is obvious then that the condition “p (7 1 k) is constant over A” is sufficient to 
give us for the probability of absorption at d, 
V(d) = c qk = vd/A 
A 
whereA=P(vik), kA. 
Considering now the reversed process {(Xz, Z,* )} with Q as the t.p.m. of {X,* }, 
the limiting distribution of the random walk { W,} has the zero-modified geometric 
distribution, 
P{W=i)=~i(l-~)/A, i=1,2,..., 
P{W=O}=l-v/A. 
In terms of the chain {XE }, the condition p (7 Ik) = A is equivalent to the 
condition, bk/ Uk =A,k~Awhered={k~q~~(O)~Oforsomej}.and(b~,b~,...,b~) 
is the left vector of the matrix (qijfii( v)) corresponding to q* 
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