The aim of this paper is to present 2. An integration by parts formula for Feynman path integrals under suitable assumption:
case Lagrangian function with potential $V(t, x)$ is $L(t, x, x)= \frac{1}{2}\dot{x}^{2}-V(t, x)$ .
The case where non zero magnetic potential is present is discussed in [11] . Action of path $\gamma:[s, s']arrow R$ is (
1.1) $S( \gamma)=\int_{s}^{s'}L(t,\dot{\gamma}(t), \gamma(t))dt.$
We assume throughout this paper the following assumption for potential $V(t, x)$ cf. W.Pauli $If|s'-s|\leq\delta_{0}$ , then for any $x,$ $y\in R$ there exists one and only path $\gamma^{*}\in \mathcal{H}_{x,y}$ such that $S( \gamma^{*})=\min_{\gamma\in \mathcal{H}_{xy}},S(\gamma)$ .
$\gamma^{*}$ is the classical path, i.e. the first variation $\delta S(\gamma^{*})$ of $S(\gamma)$ at $\gamma^{*}$ vanishes:
$\delta S(\gamma^{*})=0, \gamma_{0}(s)=y, \gamma_{0}(s')=x.$
It is of class $C^{2}[s, s']$ and satisfies Euler equation:
$\frac{d^{2}}{dt^{2}}\gamma(t)+\partial_{x}V(t, \gamma(t))=0,$ $\gamma(s')=x, \gamma(s)=y.$
We define (1. We set $\tau_{j}=T_{j}-T_{j-1},$ $j=1$ , 2, . . . , $J+1$ and $| \Delta|=\max_{1\leq j\leq J+1}\tau_{j}.$ Suppose that $|\triangle|\leq\delta$ . We set $x_{0}=y,$ $x_{J+1}=x$ . For all $x_{j}\in R,$ $j=1$ , 2, . . . , $J$ , there exists one and only one piecewise classical path $\gamma_{\triangle}(t)$ which is the classical path for $T_{j-1}\leq t\leq T_{j}$ and satisfies (1.5) $\gamma_{\triangle}(T_{j})=x_{j}, (j=0,1,2, \ldots, J+1)$ .
$\gamma_{\Delta}$ may have edges at $T_{j}$ . We use the symbol $\gamma_{\triangle}(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0})$ to express the piecewise classical path satisfying (1.5), when we want to express explicitly its dependence on $(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0})$ .
If $\triangle$ and $x,$ $y$ are given then we write $\Gamma_{x,y}(\triangle)$ for the totality of all piecewise classical path $\gamma\triangle\in \mathcal{H}_{x,y}$
. We write $\Gamma_{0}(\triangle)$ for $\Gamma_{0,0}(\triangle)$ . By the map (1.6) $\Gamma(\triangle)\ni\gamma_{\triangle}(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0})arrow(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0})\in R^{J+2}$ we can identify $\Gamma(\triangle)$ and $R^{J+2}$
. Similarly $\Gamma_{x,y}(\triangle)$ is identified with $R^{J}.$ Given a functional $F(\gamma)$ , we often abbreviate $F(\gamma_{\Delta})$ as $F_{\Delta}$ . Once $\triangle$ is fixed, it is a function of $(Xj+1, x_{J}, \ldots, x_{1}, x_{0})$ and we denote the dependence of $F(\gamma_{\triangle})$ on $(x_{J+1}, x_{J}, . . . , x_{1}, x_{0})$ by writing $F(\gamma_{\triangle})=F_{\triangle}(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0})$ .
Feynman's formulation of path integral. Let $v=2\pi h^{-1}$ , where $h$ is Planck's constant. And let $\Omega_{xy}$ be the spacel of paths starting $y$ at time $s$ and reaching $x$ at time $s'.$ Given a functional $F(\gamma)$ of $\gamma\in\Omega_{xy}$ , Feynman [4] considered the following integral on finite dimensional space: (x, x_{J}, \ldots, x_{1}, y) \cross e^{ivS(\gamma\Delta)(x,x_{J},\ldots,x_{1},y)}\prod_{j=1}^{J}dx_{j}.$ lIn this note $\Omega$ is a symbol which expresses vaguely notion of path space.
Feynman defined his path integral by the formula: (1.8) $\int_{\Omega_{xy}}F(\gamma)e^{i\nu S(\gamma)}\mathcal{D}[\gamma]=|\triangle|arrow hm_{0}I [F_{\triangle}] (\triangle;\nu, s', s, x, y)$ .
The integral $I[F_{\Delta}](\Delta;v, s', s, x, y)$ of (1.7) 2 is called time slicing approximation of Feynman path integral (1.8) . We say $F(\gamma)$ is " $F$ -integrable"', if the limit on the right hand side of (1.8) exists.
The main aim of Feynman's paper [4] is the statement that the path integral (1.8) with $F\equiv 1$ and $s'$ replaced by $t$ is the fundamental solution of Schr\"odinger's equation $e(t, s, x, y)=( \frac{1}{2\pi(t-s)})^{1/2}D(t, s, x, y)^{-1/2}.$ Then this satisfies the transport equation cf. [2] : $\partial_{t}e(t, s, x, y)+\partial_{x}S(t, s, x, y)\partial_{x}e(t, s, x, y)+\frac{1}{2}\partial_{x}^{2}S(t, s, x, y)e(t, s, x, y)=0.$ Let $(-\frac{d^{2}}{dt^{2}})^{-1}$ be the Green operator of Dirichlet boundary problem. Then $D(t, s, x, y)$ equals the following infinite dimensional determinant: (2.8) $D(t, s, x, y)= \det(-\frac{d^{2}}{dt^{2}}-\partial_{x}^{2}V(t, \gamma^{*}))(-\frac{d^{2}}{dt^{2}})^{-1}$ \S 3. Stationary phase method for integrals over a space of large dimension Let $f(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0})$ be a function of $(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0}) $S_{l,j\rangle}(x_{l}, \ldots x_{j-1})=S_{l}(x\iota, x_{l-1})+S_{l-1}(x_{l-1}, x_{l-2})+\cdots+S_{j}(x_{j}, x_{j-1})$ .
Note that $S_{J+1,1}(x_{J+1}, \ldots, x_{0})=S(x_{J+1}, \ldots, x_{0})$ . We understand that $S_{j,j}(x_{j}, x_{j-1})=$ $S_{j}(x_{j}, x_{j-1})$ . Suppose $1\leq k<l\leq J+1$ . For any fixed $(x_{l}, x_{j-1})\in R^{2}$ let $(x_{l-1}^{*}, x_{l-2}^{*}, \ldots, x_{j}^{*})$ be the stationary point of the function $S_{l,j}(x_{l}, \ldots, x_{j-1})$ of (3.2). We shall write $x_{k}^{*}(x_{l}, x_{j-1})$ for $x_{k}^{*}$ when we wish to express that $x_{k}^{*}$ depends on $(x_{l}, x_{j-1})$ .
Suppose $\triangle'$ is the division given by (3.1) coarser than A. Then for any $f(x_{J+1}, x_{J}, \ldots, x_{0})\in$
it is clear by definition of $\iota_{\triangle}^{\triangle}$ , that $\iota_{\Delta}^{\triangle},f(x_{J+1}, x_{j_{p}}, \ldots, x_{j_{1}}, x_{0})=f(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0})|_{j_{n-1}<k<j_{n},n=1,2,\ldots,p+1}x_{k}=x_{k}^{*}(x_{j_{n}},x_{j_{n-1}}),$
We write $S_{l,j}^{*}(x\iota, x_{j-1})$ for the stationary value of $S_{l,j}(x\iota, \ldots, x_{j-1})$ . i.e.,
As $S_{j}(x_{j}, x_{j-1})=S(x_{J}, x_{j-1})$ is a classical action, it turns out that Given a function $a_{\lambda}(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0})$ of $(x_{J+1}, x_{J}, . . . , x_{1}, x_{0})\in R^{J+2}$ with parameter $\lambda$ and a fixed division $\triangle$ , we discuss Let $(x_{l-1}^{*}, \ldots, x_{j}^{*})$ be the critical point of (3.2) . And let Hess mean the Hessian of $S_{l,j}$ at the critical point. We define (3.5) $D_{x_{l-1))}^{*}x_{j}^{*}}(S_{l,j};x_{l}, x_{j-1})=( \frac{\tau\iota+\cdots+\tau_{j}}{\tau_{l}\cdots\tau_{j}})\rangle|_{x_{k}=x_{k}^{*},j\leq k\leq l-1}.$ For any $k=1$ , 2, . . . , $J+1$ we define the division (3.6) $\Delta(k):s=T_{0}<T_{k}<T_{k+1}<\cdots<T_{J+1}=s'.$ $\Delta(1)=\triangle$ and $\Delta(J+1)$ is the interval itself without any intermediate dividing point. The following theorem is known [7] , [10] . Theorem 3.2. Suppose that $|s'-s|\leq\delta_{1}$ and $a_{\lambda}$ $(x_{J+1}, x_{J}, . . . , x_{1}, x_{0})$ satisfies Assumption 3.1. We further assume that $|\Delta||s'-s|\leq 1$ . Then (3.7) $I( \triangle;S_{\Delta}, a_{\lambda}, \nu)(x_{J+1}, x_{0})=(\frac{\nu}{2\pi iT})^{1/2}e^{i\nu S(s',s,x_{J+1},x_{0})}k(\triangle;a_{\lambda}, \nu, s', s, x_{J+1}, x_{0})$ with (3.8) $k(\Delta;a_{\lambda}, v, s', s, x_{J+1}, x_{0})$ $=D_{x_{J}^{l},\ldots,x_{1}^{*}}(S_{J+1,1};x_{J+1}, x_{0})^{-1/2}(\iota_{\Delta(J+1)}^{\Delta}a_{\lambda}(x_{J+1}, x_{0})+\nu^{-1}(s'-s)p(\Delta,x_{J+1}, x_{0}))$ $+\nu^{-1}(s'-s)^{2}|\triangle|q(\triangle, x_{J+1}, x_{0})+\nu^{-2}(s'-s)^{2}r(\Delta, \nu, x_{J+1}, x_{0})$ . Here (3.9) $p(\triangle, x_{J+1}, x_{0})$ The next theorem was proved by N.Kumano-go [12] , while the case $F(\gamma)\equiv 1$ had been known. [8] , [11] and [6] . We suggest how to prove Proposition 4.8. We define $S_{\delta}(x_{1}, y_{p_{n}}, \ldots, y_{1}, x_{0})=\sum_{k=1}^{p_{1}+1}S(T_{1},{}_{k}T_{1,k-1};y_{k}, y_{k-1})$ . Then $S_{\triangle_{1}}(x_{J+1}, \ldots, x_{1}, y_{p_{1}}, \ldots, y_{1}, x_{0})=(\sum_{j=2}^{J+1}S_{j}(x_{j}, x_{j-1}))+S_{\delta}(x_{1}, y_{Pn}, \ldots, y_{1},x_{0})$ .
By definition (4.13) $I[F_{\triangle_{1}}](\triangle_{1};v, s', s, x, y)$ $= \prod_{j=2}^{J+1}(\frac{\nu}{2\pi i\tau_{j}})^{1/2}\int_{R^{J}}e^{i\nu\Sigma_{j=2}^{J+1}S_{j}(x_{j},x_{j-1})}\prod_{j=1}^{J}dx_{j}$ $\cross\prod_{k=1}^{P1+1}(\frac{\nu}{2i\pi\sigma_{k}})^{1/2}\int_{R^{p_{1}}}e^{i\nu S_{\delta}(x_{1},y_{p_{1}},\ldots,y_{1},x_{0})}F_{\Delta_{1}}(x_{J+1}, \ldots, x_{1}, y_{p_{1}}, \ldots, y_{1}, x_{0})\prod_{k=1}^{P1}dy_{k}.$ We perform integration by the variables $(y_{p_{1}}, \ldots, y_{1})$ prior to integration by variables $(x_{J}, \ldots, x_{1})$ . Set (4.14) $( \frac{\nu}{2\pi i\tau_{1}})^{1/2}e^{i\nu S_{1}(x_{1},x_{0})}F_{\triangle/\Delta_{1}}(x_{J+1}, x_{J}, \ldots, x_{1}, x_{0})$ $= \prod_{k=1}^{p_{1}+1}(\frac{\nu}{2i\pi\sigma_{k}})^{1/2}\int_{R^{p_{1}}}e^{i\nu S_{\delta}(x_{1},y_{p_{1}},\ldots,y_{1},x_{O})}F_{\triangle_{1}}(x_{J+1}, \ldots, x_{1}, y_{p_{1}}, \ldots, y_{1}, x_{0})\prod_{k=1}^{p_{1}}dy_{k}.$ Then (4.13) means that We apply Proposition 3.9 to the integration by $(y_{p_{1}}, \ldots, y_{1})$ in (4.14) . Then Let $H(t)$ be the Hamiltonian operator: (1.9) . And it has semiclassical asymptotic formula given by (4.3) and (4.4) with $F(\gamma^{*})=1$ . The principal term enjoys the property shown by Proposition 2.4. cf. [2] These main statement of Feynman's paper [4] were verified rigorously in [5] , [6] , [11] , [8] . Let $\tilde{\rho}$ : $\mathcal{H}arrow \mathcal{X}$ be the natural embedding and $\rho$ : $\mathcal{H}_{0}arrow \mathcal{X}$ be its restriction to $\mathcal{H}_{0}$ and $\rho^{*}:\mathcal{X}arrow \mathcal{H}0$ be its adjoint.
We write $(,$ $)_{X}$ for the inner product of $\mathcal{X}$ . We write $\mathcal{L}(\mathcal{X})$ for the Banach space of all bounded linear operators in $\mathcal{X}$ equipped with operator norm $\Vert$ $\Vert_{\mathcal{L}(\mathcal{X})}$ . We adopt the following inner product of $\mathcal{H}_{0}$ :
$(h_{1}, h_{2})_{\mathcal{H}_{0}}= \int_{0}^{T}\frac{d}{dt}h_{1}(t)\frac{d}{dt}h_{2}(t)dt (h_{1}, h_{2}\in \mathcal{H}_{0})$ .
We write $\Vert h\Vert_{\mathcal{H}_{O}}$ for the norm of $h\in \mathcal{H}0$ in $\mathcal{H}_{0}$ . The cotangent vector $DF(\gamma)$ is identified with an element, which we also write $DF(\gamma)\in \mathcal{H}0$ , via the inner product of $\mathcal{H}_{0}$ by the equation
. Then $\{e_{n}\}_{n=1}^{\infty}$ is a complete orthonormal system of $\mathcal{X}$ . We can choose a complete orthogonal system $\{\varphi_{n}\}_{n=1}^{\infty}\subset \mathcal{H}_{0}$ such that $\rho\varphi_{n}=(n\omega)^{-1}e_{n},$
i.e., $\rho\varphi_{n}(t)=(n\omega)^{-1}\sqrt{\frac{2}{T}}\sin n\omega t$
. It is clear that $\rho^{*}e_{n}=(n\omega)^{-1}\varphi_{n}$ . Therefore, $\rho$ and $\rho^{*}$ are
Hilbert Schmidt operators and
$\rho\rho^{*}e_{n}=(n\omega)^{-2}e_{n}, \rho^{*}\rho\varphi_{n}=(n\omega)^{-2}\varphi_{n} (n=1,2,3, \ldots)$ .
It turns out that (5.2) $-\frac{d^{2}}{dt^{2}}\rho\rho^{*}e_{n}(t)=e_{n}(t) , e_{n}(0)=e_{n}(T)=0 (n=1,2, \ldots)$ .
Proposition 5.1. cf. Kato [15] . Suppose that $B:\mathcal{X}arrow \mathcal{X}$ is a bounded linear operator with operator norm $\Vert B\Vert_{\mathcal{L}(\mathcal{X})}$ . Both We often write $\frac{\delta p(\gamma,s)}{\delta\gamma(t)}$ for $k_{\gamma}(s, t)$ , i.e., (5.7) $Dp ( \gamma, s) $\int_{\Omega_{xy}}DF(\gamma)\lceil p(\gamma)]e^{i\nu S(\gamma)}\mathcal{D}(\gamma)$ $=-\int_{\Omega_{xy}}F(\gamma)Divp(\gamma)e^{i\nu S(\gamma)}\mathcal{D}(\gamma)-i\nu\int_{\Omega_{xy}}F(\gamma)DS(\gamma)\lceil p(\gamma)]e^{i\nu S(\gamma)}\mathcal{D}(\gamma)$ . . If $p(\gamma, s)$ is independent of $\gamma$ , i.e., $p(\gamma, s)=h(s)$ then Divp $(\gamma)=0$ and the above formula reduces to (5.14) $\int_{\Omega_{x,y}}DF(\gamma)[h]e^{i\nu S(\gamma)}\mathcal{D}(\gamma)=-i\nu\int_{\Omega_{x,y}}F(\gamma)DS(\gamma)[h]e^{i\nu S(\gamma)}\mathcal{D}(\gamma)$ .
We explain the idea of proof. We Since $\gamma_{\Delta}(t)$ is a piecewise classical path with edges at $t=T_{j}$ for $j=$ $1$ , 2, . . . , $J$ , integration by parts gives (5.19) $DS( \gamma_{\triangle})\lceil\int J(\gamma_{\Delta})]=\int_{0}^{T}(\frac{d}{dt}\gamma_{\Delta}(t)\frac{d}{dt}p(\gamma_{\Delta}, t)-\partial_{x}V(t, \gamma_{\triangle}(t))p(\gamma_{\Delta}, t))dt$ $= \sum_{j=1}^{J+1}\frac{d}{dt}\gamma_{\Delta}(T_{j}-0)p(\gamma_{\triangle}, T_{j})-\frac{d}{dt}\gamma_{\triangle}(T_{j-1}+0)p(\gamma_{\triangle}, T_{j-1})=\sum_{j=1}^{J}\partial_{x_{j}}S(\gamma_{\Delta})y_{\Delta,j}.$
