Abstract. In this paper convergence results with respect to Hölder-Zygmund norms -including also maximum norm error estimates -are derived for the fully discrete trigonometric collocation method presented earlier by Saranen and Vainikko for solution of boundary integral equations on smooth closed curves. Approximation of the integral operator is based on product integration for which the explicit Fourier representation of the main part is not needed, and still the convergence of arbitrarily high rate for smooth solutions can be achieved. Saranen and Vainikko have given their analysis with respect to Sobolev norms yielding results that do not imply pointwise error estimates of optimal order. In this work the approach is based on the use of Hölder-Zygmund norms, and the optimal order maximum norm estimates are accomplished.
Introduction
Saranen and Vainikko introduced in [12] for solution of boundary integral equations a fully discrete trigonometric collocation method based on product integration. Discretization of the integral operator using product integration has been discussed before by several authors (see, for example, the references given in [11: Section 3] and (12] ). But the approach of [12] gives us a new efficient scheme of applying this technique. Previously, the operator was supposed to have a specific structure as a decomposition of the main part with an explicit Fourier representation and a smoothing perturbation. This form, however, is not necessary immediately available for operators appearing in applications, and in order to use the discrete method the proper decomposition has to be derived first. In [121 an expansion of more general form is now allowed, and the product integration is applied directly without the exact Fourier representation of the main part, making the method easier to employ in practical computations. Moreover, it gives a high convergence rate, being even an exponential one in the case of infinitely smooth solutions. In addition to solution of a single equation the method can naturally be applied also to systems of boundary integral equations; an application to solving of systems connected with the biharmonic clamped plate problem is presented in [2] .
The basic trigonometric collocation method was discussed in [3] , and fully discretized versions in [8] for operators of order 0 and in [1, 4 , 111 for operators of arbitrary order. For other full discretizations that have been presented for operators of some particular types see, e.g., the references of [11, 121 . The method of [8] is actually a quadrature method based on the use of integral representation of the operator and any Fourier representation is riot needed for applying the scheme. For application of the methods of [1, 4] the previously mentioned specific decomposition of the operator is essential since the main part is discretized based on its Fourier representation; the smooth perturbation is replaced by the trapezoidal rule approximation. The method of [11] is applicable to an operator of a form more general than it is the case in [1, 3, 4] , but there also the explicit Fourier representation of the main part is needed. The analysis of the methods of [1, 8, 11, 12] is given with respect to Sobolev norms, and the maximum norm error estimates of optimal order, which means the convergence of the same order as for trigonometric interpolation, are not achieved. In [3, 4] Hölder-Zygmund norms are used, and pointwise error estimates of optimal order are derived for the methods involved in the case of operators of integer order.
In this work we analyze the fully discrete trigonometric method of [12] analyzing it by applying the Hölder-Zygmund norms. Moreover, we present maximum norm error estimates in the case of boundary integral operators of integer order. Concerning the error analysis, we utilize the approach relying on the concepts of stability, consistency and convergence known from [6, 8] and also from [9, 10, 11] . Our analysis is different from that of [3, 41 especially because of the consistency estimates, describing the accuracy of approximation when discretizing operators by using product integration. The methods of [3, 4] are included here with an extension that covers also E-collocation, E E [0, 1). For basic results of Hölder-Zygmund spaces, mapping properties of operators with respect to these norms, and for some results of approximation theory, as well, we refer to [3 -5] . The statements of this work can be found in a less detailed form in [13] where, however, approximation and consistency results are given without proofs.
Preliminaries
We consider the approximate solution of the equation
where u and f are 1-periodic functions. For application of the discretization to be presented in the following, we need f to be continuous. A 1-periodic function (distribution) u has the Fourier representation
with ft(k) = J (t)27rtdt.
kEZ . 0
The form of the operator L to be described next covers elliptic boundary integral equations appearing in applications; for the interpretion of the representation, see [12] . The 
The main part A0 of L is assumed to have a 1-biperiodic kernel k0 given by
where a E C'°(R x R) is 1-biperiodic and a E C1 00 (l) is 1-periodic, both functions being infinitely smooth. For the Fourier coefficients of 1-periodic functions ic we assume the existence of 0 E R and 7> 1 such that
As usual, C > 0 denotes here and in the following a generic constant. The coefficients a(t) a(t,t) and a are supposed to satisfy two conditions. The first one is the
The second one concerns the winding number which for a function a is denoted by w(a) and defined by w(a) = [Larg a( Finally, we set for L the requirement
The analysis of the methods applied to the equation (2.1) is carried out with respect to the Hölder-Zygmund norms. To define these norms we present first some notations. 
Furthermore, there holds
for a . E R and ii> max(Ia -,q-1 1,1(7 -1) + 2.
The next lemma gives the mapping property for the operator
where n is a 1-periodic function such that
and a is a 1-biperiodic function (sufficiently smooth). For a with the representation
kEZ we define the norm II by
.2. Let A be an operator of the form (2.8). Then the estimate
with a € R, 6'>, i> 1 -'ii + 1 and fL> J ul holds.
As shown in Appendix, analogously to [12] , the following property of L can be derived from Lemmas 2.1 and 2.2.
is an isomorphism.
To describe the approximate solution of the equation (2.1), we first define the Ndimensional space TN (N € N) of trigonometric polynomials
with.
-
Let Q (0 <E < 1) be the trigonometric interpolation operator such that
where u is a continuous 1-periodic function. For L given by (2.2) we apply a discretization LN of the form
Here QN, denotes the interpolation operator such that the trigonometric interpolation is applied with respect to the variable e at the points 1 (j E A N) . The equation (2.1) is now solved by replacing L with LN and collocating at the points 1 (j E AN), which may equivalently be written as
( 2. 13) Finally, for analysis we define the trigonometric operator PA , H7-TN (cr E R) by
Lemmas
In this section we present lemmas needed in the analysis of (2.13). with Ju = t(0). The inequality (3.1)' below follows from the facts that P 1 Piv = PNP* and
(see, e.g., [5, 7] 
Stability and convergence
For the analysis of the fully discrete method (2.13) we use the stability result of the corresponding trigonometric c-collocation method, e E 10, 1),
where L has the form (2.2)a -(2.2)h. if N is large enough. Then, we make use of the decomposition
Q'L(PN -I)u = L(PN -I)u + (I -Q' ,)Lu + (Q,1 -I)LPNU
and the associated inequalities
II L ( I -PN)uI H _ B CNT lnNIIuIIH -Q) LU M H CNT lnNIIuJI H (/3 <r <a). -I) LPNu IJH_ ^
Here the first two inequalities are direct consequences of (3.1) and (3.2) and the last one follows from the representation (4.4) by (3.1), (3.2), (2.6) and (3.4) (for N large enough). Thus, we get
The convergence estimate (4.3) is achieved by (4.5), (3.1) and (4.6)1 
we obtain, for sufficiently large value of N, by (4.2) and (3.11)
where mm (1,7,/3 -f3) > . Choosing again N large enough, we get from the previous inequality the stability estimate
Application of (2.13) yields the equality
Q'I LN(PNU -U N) = QI(LN -L)PNU + QC N L(PN -I)u (4.9)
which together with (4.8), (3.1), (3.11) and (4.6) implies
CNTlnNIIuIlH (for /6 < r <a) which completes the proof I 
3)', (2.6), (2.7), (3.2) and (3.3). Essential for the stability result of (2.13) is the consistency estimate
CN T Il'IIH (v E TN, a E R)
(4.12) with 0 < .X < min (1,7,13-fl i ), obtained by applying Theorem 3.3. Now, this inequality with the choice a = T and (4.11) yield
if N is large enough. The convergence estimate (4.10) can be shown by modifying the proof of Theorem 4.2. For estimation of
IPQL(PN -I)uIIc-,
we need the representation (A.13) (given in the proof of Theorem 2.2 in Appendix), and particularly the equality
Hence, by the mapping property of B 1 in (A.13), we get (4.10) when applying (3.1),.(3.l)' (3.3)' and (4.12)1
Appendix
Next we give the proofs for lemmas and theorems of Chapters 2 and 3. For estimation of lIullH, in the case of 0, we apply the invertibility of with a choice of ij = a -p, and consider only the norms II IIH P (0 < p < 1). We write first
where Ck(t) = ek2t and
IEZ

By the formula
with eki being a real value between 1k + 11 and Ill and (k, 1) = 1k + 1 -Ill, we obtain
where the last upper bound is achieved by applying Peetre's inequality
Making use of the Holder inequality yields as well as (A.5), we get, based on the representation (A.2),
So, we obtain the estimate
which with i = a -p implies for a 0
Consequently, for any zi> lal + 1, when choosing p = we have
Now, by (Al) and (A.8), the estimate (2.6) follows.
Applying the expansion
where (it is between 1k + Il and Ill, we have (Aeo -eoA)u = 0 and, for k 0,
1*O-k
Estimating in the already described way, we obtain llDkuIIHP '5 CIkIIhl1H2IlA;_luIIHP (0 < p < 1) which further gives
and then by (A.9) obtain 
I(k4-i)<o
Again by (A. 1) and (A.6), and by
Now, decomposing and thus the proof of (2.7) is complete I Proof of Lemma 2.2. For proving (2.9) we utilize the representations
and show C'°(R x R) = 021r(5_O -1 and, for I i4 0, 
IIvIIH with ii > 171 + 1 + max (a -r,0) verifying (3.4). The estimate (3.3) is now obtained from
where (3.4) as well as (2.6) have been used U Proof of Lemma 3.1'. Very analogously to the proof of (3.4), we can show
Additionally, we need the inequality with ii > ft -01 + 1. When determining the upper bound for I14,eIIHr_5, it is most essential to consider In the special case of e = 0 and (3.8) being valid, we can improve the estimates of (A.23) and (A.24). Namely, for 0 < k < and p + k > there exists a value and hence choosing r = a -,r + A +,3, we obtain (3.10)1
