Abstract. We gather some classical results and examples that show strict inclusion between the families of unital rings, rings with enough idempotents, rings with sets of local units, locally unital rings, s-unital rings and idempotent rings.
The purpose of the present article is to gather some classical results and examples to show the following strict inclusions of families of rings:
{unital rings} {rings with enough idempotents} {rings with sets of local units} {locally unital rings} {s-unital rings} {idempotent rings} {rings}.
In our presentation, we will begin with the class of rings and narrow down our results and examples until we reach the class of unital rings.
Definition 1. Throughout this article R denotes an associative ring. We do not assume that R has a multiplicative identity. Let Z denote the set of integers and let let N denote the set of positive integers.
Definition 2. The ring R is called idempotent if R 2 = R. Here R 2 denotes the set of all finite sums of elements of the form rs for r, s ∈ R.
Example 3. It is easy to construct rings which are not idempotent. In fact, let A be any non-zero abelian group. Define a multiplication on A by saying that ab = 0 for all a, b ∈ A. Then A 2 = {0} = A.
Another generic class of examples is constructed in the following way. If R is a ring and I is a two-sided ideal of R, with I 2 I, then I is a ring which is not idempotent. This holds for many rings R, for instance when R = Z and I is any non-trivial ideal of R.
The next definition was introduced by Tominaga in [8] and [9] . Definition 4. Let M be a left (right) R-module. We say that M is s-unital if for every m ∈ M the relation m ∈ Rm (m ∈ mR) holds. If M is an R-bimodule, then we say that M is s-unital if it is s-unital both as a left R-module and as a right R-module. The ring R is said to be left (right) s-unital if it is left (right) s-unital as a left (right) module over itself. The ring R is said to be s-unital if it is s-unital as a bimodule over itself.
Example 5. The following example shows that there exist idempotent rings that are neither left nor right s-unital. Let G = {e, g} denote the associative semigroup defined by the relations e·e = e and e·g = g ·e = g · g = g. Let K denote a field and put u = (1, 0) and
where the multiplication is defined by (x 1 + x 2 g)(y 1 + y 2 g) = x 1 y 1 + (x 1 y 2 e 2 + x 2 y 1 e 1 )g for x 1 , x 2 , y 1 , y 2 ∈ K × K. Then R is associative. Indeed, take
A straightforward calculation shows that
Also R is neither left nor right s-unital. In fact, take x 1 , y 2 ∈ K ×K. If g(x 1 + x 2 g) = g then e 1 x 1 g = g so that e 1 x 1 = (1, 1) in K × K which is a contradiction. In the same way (x 1 + x 2 g)g = g leads to x 1 e 2 = (1, 1) in K × K which is a contradiction. However, R is idempotent since for all (k, l) ∈ K × K the following relations hold It is clear that any element of the form (1, a), for a ∈ A, is a left identity for B l . However, B l is not right unital. Indeed, since (0, 1) / ∈ {(0, 0)} = (0, 1)B l it follows that B l is not even right s-unital. For each n ∈ N let C n denote a copy of B l and put C = ⊕ n∈N C n . Then C is left s-unital but not left unital. Since none of the C n are right s-unital it follows that C is not right s-unital.
(b) Let B r denote the set A × A equipped with componentwise addition, and multiplication defined by the relations It is clear that any element of the form (1, a), for a ∈ A, is a right identity for B l . However, B r is not left unital. Indeed, since (0, 1) / ∈ {(0, 0)} = B r (0, 1) it follows that B r is not even left s-unital. For each n ∈ N let D n denote a copy of B r and put D = ⊕ n∈N D n . Then D is right s-unital but not right unital. Since none of the D n are left s-unital it follows that D is not left s-unital.
Proposition 8. Let M be a left (right) R-module. Then M is left (right) s-unital if and only if for all n ∈ N and all m 1 , . . . , m n ∈ M there is e ∈ R such that for all i ∈ {1, . . . , n} the relation
Proof. We follow the proof of [9, Theorem 1]. The "if" statements are trivial. Now we show the "only if" statements. First suppose that M is a left R-module which is s-unital. Take n ∈ N and m 1 , . . . , m n ∈ M. Take e n ∈ R such that e n m n = m n and for every i ∈ {1, . . . , n − 1} put v i = m i − e n m i . By induction there is an element e ′ ∈ R such that for every i ∈ {1, . . . , n − 1} the equality e ′ v i = v i holds. Put e = e ′ ∨ e n . Then
and for every i ∈ {1, . . . , n − 1} we get that
Now suppose that M is a right R-module which is s-unital. Take n ∈ N and m 1 , . . . , m n ∈ M. Take e n ∈ R such that m n e n = m n and for every i ∈ {1, . . . , n − 1} put v i = m i − m i e n . By induction there is an element e ′ ∈ R such that for every i ∈ {1, . . . , n − 1} the equality
m n e = m n e ′ + m n e n − m n e n e ′ = m n e ′ + m n − m n e ′ = m n and for every i ∈ {1, . . . , n − 1} we get that
Proposition 9. Let M be an R-bimodule and suppose that e ′ , e ′′ ∈ R. Let X be a subset of M such that for all m ∈ X the relations e ′ m = me ′′ = m hold, then for all m ∈ X the following relations hold
Proof. This is essentially the proof of [7, Lemma 1] . Take m ∈ X. Then
Proposition 10. Let M be an R-bimodule. Then M is s-unital if and only if for all n ∈ N and all m 1 , . . . , m n ∈ M there is e ∈ R such that for all i ∈ {1, . . . , n} the relation em i = m i e = m i holds.
Proof. The "if" statement is trivial. Now we show the "only if" statement. Take n ∈ N and m 1 , . . . , m n ∈ M. From Proposition 8 it follows that there are e ′ , e ′′ ∈ R such that for all i ∈ {1, . . . , n} the relations e ′ m i = m i e ′′ = m i hold. The claim now follows from Proposition 9 if we put e = e ′′ ∨ e ′ and X = {m 1 , . . . , m n }.
Proposition 11. The ring R is left (right) s-unital if and only if for all n ∈ N and all r 1 , . . . , r n ∈ R there is e ∈ R such that for all i ∈ {1, . . . , n} the relation er i = r i (r i e = r i ) holds.
Proof. This follows from Proposition 8.
Proposition 12. The ring R is s-unital if and only if for all n ∈ N and all r 1 , . . . , r n ∈ R there is e ∈ R such that for all i ∈ {1, . . . , n} the relations er i = r i e = r i hold.
Proof. This follows from Proposition 10.
Definition 13. An element e ∈ R is called idempotent if e 2 = e.
Definition 14. We say that R is left (right) locally unital if for all n ∈ N and all r 1 , . . . , r n ∈ R there is an idempotent e ∈ R such that for all i ∈ {1, . . . , n} the equality er i = r i (r i e = r i ) holds. We say that R is locally unital if it is both left locally unital and right locally unital.
Example 15. Let R denote the ring of real valued continuous functions on the real line with compact support. Then R is s-unital but neither left nor right locally unital.
The next definition was introduced byÁnh and Márki in [3] .
Definition 16. The ring R is said to be locally unital if for all n ∈ N and all r 1 , . . . , r n ∈ R there is an idempotent e ∈ R such that for all i ∈ {1, . . . , n} the equalities er i = r i e = r i hold. . Suppose that R is a ring which is locally unital in the sense of Definition 14. Take n ∈ N and r 1 , . . . , r n ∈ R. Since R is right locally unital, there is an idempotent e ′ ∈ R such that for all i ∈ {1, . . . , n} the equality r i e ′ = r i holds. Since R is left locally unital, there is an idempotent e ′′ ∈ R such that e ′′ e ′ = e ′ and for all i ∈ {1, . . . , n} the equality e ′′ r i = r i holds. Put e = e ′ ∨ e ′′ . From Proposition 17 it follows that e is idempotent. From Proposition 9, with X = {r 1 , . . . , r n }, it follows that for all i ∈ {1, . . . , n} the equalities er i = r i e = r i hold. So R is locally unital in the sense of Definition 16.
Definition 19. The ring R is called regular if for every r ∈ R there is s ∈ R such that r = rsr.
The next proposition is [3, Example 1].
Proposition 20. Every regular ring is locally unital.
Proof. We proceed in almost the same way as in the proof of Proposition 8. Let R be a regular ring. Take n ∈ N and r 1 , . . . r n ∈ R. First we show that R is left locally unital. By induction there is an idempotent e 1 ∈ R such that for all i ∈ {1, . . . , n − 1} the equality e 1 r i = r i holds. Put s = r n − e 1 r n . Since R is regular, there is t ∈ R such that s = sts. Put f = st. Then f is idempotent and e 1 f = e 1 st = e 1 (r n − e 1 r n )t = (e 1 r n − e 2 1 r n )t = (e 1 r n − e 1 r n )t = 0. Put g = f − f e 1 . Then e 1 g = ge 1 = 0 and
Let e = e 1 + g. Then e is an idempotent. Take i ∈ {1, . . . , n − 1}. Then er i = (e 1 + g)r i = (e 1 + g)e 1 r i = (e 2 1 + ge 1 )r i = e 1 r i = r i . Finally er n = (e 1 + g)r n = e 1 r n + gr n = e 1 r n + (f − f e 1 )r n = e 1 r n + f r n − f e 1 r n = e 1 r n + f s = e 1 r n + sts = e 1 r n + s = e 1 r n + r n − e 1 r n = r n . Now we show that R is right locally unital. By induction there is an idempotent e 1 ∈ R such that for all i ∈ {1, . . . , n − 1} the equality r i e 1 = r i holds. Put s = r n − r n e 1 . Since R is regular, there is t ∈ R such that s = sts. Put f = ts. Then f is idempotent and f e 1 = tse 1 = t(r n − r n e 1 )e 1 = t(r n e 1 − r n e 2 1 ) = t(r n e 1 − r n e 1 ) = 0. Put g = f − e 1 f . Then e 1 g = ge 1 = 0 and
Let e = e 1 + g. Then e is an idempotent. Take i ∈ {1, . . . , n − 1}. Then r i e = r i (e 1 + g) = r i e 1 (e 1 + g) = r i (e 2 1 + e 1 g) = r i e 1 = r i . Finally r n e = r n (e 1 + g) = r n e 1 + r n g = r n e 1 + r n (f − e 1 f ) = r n e 1 + r n f − r n e 1 f = r n e 1 + sf = r n e 1 + sts = r n e 1 + s = r n e 1 + r n − r n e 1 = r n .
The next definition was introduced by Abrams in [2].
Definition 21. Suppose that E is a set of commuting idempotents in R which is closed under the operation ∨ from Definition 7. Then E is called a set of local units for R if for all r ∈ R there is e ∈ E such that er = re = r.
Remark 22. In [2, Definition 1.1] the condition that E is closed under ∨ was not included. However, since this was intended (personal communication with G. Abrams) we chose to include it here.
Proposition 23. If R has a set of local units E, then for all n ∈ N and all r 1 , . . . , r n ∈ R there is e ∈ E such that for all i ∈ {1, . . . , n} the equalities er i = r i e = r i holds.
Proof. Take n ∈ N and r 1 , . . . r n ∈ R. By induction there is e 1 , e 2 ∈ E such e 2 r n = r n e 2 = r n and for all i ∈ {1, . . . , n − 1} the relations e 1 r i = r i e 1 = r i hold. Put e = e 1 ∨ e 2 . Then, since e 1 e 2 = e 2 e 1 , we get that er n = e 1 r n + e 2 r n − e 1 e 2 r n = e 1 r n + r n − e 1 r n = r n and r n e = r n e 1 + r n e 2 − r n e 2 e 1 = r n e 1 + r n − r n e 1 = r n and for all i ∈ {1, . . . , n − 1} we get that er i = e 1 r i + e 2 r i − e 2 e 1 r i = r i + e 2 r i − e 2 r i = r i and r i e = r i e 1 + r i e 2 − r i e 1 e 2 = r i + r i e 2 − r i e 2 = r i .
Proposition 24. If a ring has a set of local units, then it is locally unital.
Proof. This follows from Proposition 23.
Example 25. According to [3, Example 1] there are regular rings that do not possess sets of local units in the sense of Definition 21.
Definition 26. If e, f ∈ R are idempotent, then e and f are said to be orthogonal if ef = f e = 0.
The following definition was introduced by Fuller in [4] .
Definition 27. The ring R is said to have enough idempotents in case there exists a set {e i } i∈I of orthogonal idempotents in R (called a complete set of idempotents for R) such that R = ⊕ i∈I Re i = ⊕ i∈I e i R.
Example 28. There exist rings which have sets of local units in the sense of Definition 21 but which does not have enough idempotents in the sense of Definition 27. To exemplify this we recall the construction from [1, Example 1.6]. Let F denote the field with two elements and let R be the ring of all functions f : N → F . For each n ∈ N define f n ∈ R by f n (n) = 1, and f n (m) = 0, if m = n. For all finite subsets S of N define f S ∈ R via f S = n∈S f n . Then I = {f S | S is a finite subset of N} is an ideal of R. Since R is unital, there exists, Zorn's lemma implies the existence of a maximal proper ideal M of R with I ⊆ M. Since all elements in R, and hence also in M, are idempotent, it follows that M is a ring with E = M as a set of local units. Seeking a contradiction, suppose that M has a complete set of idempotents {e j } j∈J . Since I, and hence M, contains all f n , for n ∈ N, it follows that 1 R = j∈J e j . Since M is a proper ideal, we get that 1 R / ∈ M and thus it follows that J is an infinite set. Choose any partition J = K ∪ L, with K ∩ L = ∅, and K and L infinite. Define e K = k∈K e k and e L = l∈L e l . Since the e j are pairwise orthogonal, we get that e K e L = 0. But M is a maximal ideal of R. Therefore M is a prime ideal of R and thus e K ∈ M or e L ∈ M. Suppose that e K ∈ M. Since {e j } j∈J is a complete set of idempotents, there must exist a finite set J ′ of J with e K = j∈J ′ e j which is a contradiction. Analogously, the case when e L ∈ M leads to a contradiction. Therefore, M is not a ring with enough idempotents. • infinite direct sums of unital rings;
• category rings;
• Leavitt path algebras with infinitely many vertices.
Proposition 32. Let M be an R-bimodule. Then M is unital if and only if there is e ∈ R such that for all m ∈ M the relations em = me = m hold.
Proof. The "if" statement is trivial. The "only if" statement follows from Proposition 9 if we put X = M.
Proposition 33. The ring R is unital if and only if there is e ∈ R such that for all r ∈ R the relations er = re = r hold.
Proof. This follows from Proposition 32 if we put M = R.
Remark 34. Proposition 33 can of course be proved directly in the following way. Let e ′ (or e ′′ ) be a left (or right) identity for R as a left (or right) module over itself. Then e ′ = e ′ e ′′ = e ′′ .
Proposition 35. If R is left (right) s-unital and right (left) unital, then R is unital.
Proof. First suppose that R is left s-unital and right unital. Let f be a right identity of R and take r ∈ R. From Proposition 8 it follows that there is e ∈ R with er = r and ef = f . But since f is a right identity of R it follows that ef = e. Thus e = f and hence f r = er = r so that f is a left identity of R. Now suppose that R is right s-unital and left unital. Let f be a left identity of R and take r ∈ R. From Proposition 8 it follows that there is e ∈ R with re = r and f e = f . But since f is a left identity of R it follows that f e = e. Thus e = f and hence rf = re = r so that f is a right identity of R.
