Abstract. In this paper, we propose a new pharmacokinetic model for parameter estimation of dynamic contrast-enhanced (DCE) MRI by using Gaussian process inference. Our model is based on the Tofts dual-compartment model for the description of tracer kinetics and the observed time series from DCE-MRI is treated as a Gaussian stochastic process. The parameter estimation is done through a maximum likelihood approach and we propose a variant of the coordinate descent method to solve this likelihood maximization problem. The new model was shown to outperform a baseline method on simulated data. Parametric maps generated on prostate DCE data with the new model also provided better enhancement of tumors, lower intensity on false positives, and better boundary delineation when compared with the baseline method. New statistical parameter maps from the process model were also found to be informative, particularly when paired with the PK parameter maps.
Introduction
Dynamic contrast-enhanced MR imaging (DCE-MRI) is a special magnetic resonance imaging (MRI) technique which assesses the micro-vascular status of tissue by repeated acquisition of rapid T 1 -weighted images on a region-of-interest (ROI) before, during and after the injection of a low molecular weight contrast agent [1, 2] . The tracking of contrast agent, typically a gadolinium (Gd) compound, provides a way to analyze the pharmacokinetics of the contrast agent which reveals information about the local vascular permeability, blood flow and extracellular volumes in the ROI. The most widely used pharmacokinetic (PK) model in DCE is the Tofts' dualcompartment model [3] , which models the exchange of contrast agent between the vascular space (blood plasma) and the extravascular-extracellular space (EES). The Tofts' model predicts for two quantitative parameters, K trans and k ep , which have been shown to correlate with cancer (K trans and k ep vary according to the organ being studied). These parameters are typically calculated by using nonlinear regression curvefitting techniques [4] , which fit the concentration profiles of each MRI voxel independently, on a voxel-by-voxel basis. To challenge this voxel-independence assumption, Schmid et al. utilized adaptive Gaussian Markov random fields to estimate the kinetic parameters of DCE-MRI. In this analysis, neighboring voxels in the kinetic parameter estimation reduced the variability in local tumor regions and keep the boundaries between heterogeneous tissues sharp. This neighboring voxel approach was further developed with a spatial prior model by Kelm et al. [5] .
Other probability models have also been used to treat the PK modeling problem. For example, Orton et al. utilize a full Bayesian approach [6] . Also, in the work of Chen et al., pixel-wise partial volume effect (PVE) was taken into account due to limited spatial resolution of DCE-MRI and tumor tissue heterogeneity [7] . However, in all of the probability models mentioned, it is assumed that the DCE-MRI observations at different time points are independent. This assumption does not hold for the real physical pharmacokinetic process because the observations from different time points have correlations imposed by the tracer dynamics across time. In reality, time dependence in DCE-MRI exists, and is difficult to characterize. In this paper, to capture the covariance between different time points of DCE-MRI, we treat the time series of DCE-MRI as a stochastic process and use a Gaussian process to describe it [8] . With the Gaussian process modeling, we estimated the pharmacokinetic and statistical parameters using maximum likelihood Bayesian inference.
The paper is organized as following: in Sec. 2, we first introduce the Tofts dualcompartment model briefly, and then propose a new method for the pharmacokinetic parameter estimation using Gaussian process inference (GPI); in Sec. 3 we show experimental results on both simulated data and the prostate MRI dataset; we conclude our findings in this study in Sec. 4 with a short discussion and future direction.
Methods

Pharmacokinetic Model
In this paper, we adopted a dual-compartment model proposed by Tofts et al. which was widely used to describe the dynamic uptake of contrast agent Gd-DTPA into the extracellular-extravascular space (EES) [3] (our method is a general framework and can also utilize other PK models). The concentration of Gd-DTPA as time goes by is modeled by the following equation:
where ( ) ( ) ( ) ( ) mmol kg = in study [4] ). In eq. (3) the first term models the short-term exchange of contrast agent with the tissues; the second term models the removal of contrast agent by the kidneys.
After substituting ( ) 
Gaussian Process Inference
Due to measurement noise in MR imaging and other sources of noise, the observation of tracer concentration in tissue on location x at different time points
is a Gaussian stochastic process [8] :
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Based on the observation that for DCE images, the images taken at time points which are close to each other on the time axis should have higher correlation than those taken at time points which are far away from each other on the time axis, we use the "squared exponential" covariance function [8] , which fits the data well: 
where ( )
is the Kronecker delta function. Zero mean Gaussian noise is used for simplicity, though non-zero mean Gaussian noise is easily implementable.
With the Gaussian process assumption, the log likelihood function is:
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To maximize the likelihood function and find the values of hyperparameters ( )
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introduced above, we use a variant of coordinate descent [11] ; in our variation, the parameters are optimized in two groups: with K trans and K ep in one group, and σ n , σ f , and l in the other. Formulas for the gradient follow:
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Experimental Results and Discussion
The proposed Gaussian process inference (GPI) strategy was studied in two parts.
First, the algorithm was tested on simulated data to assess its performance in estimating the "true" local pharmacokinetic parameters. Then, the algorithm was used to generate parametric maps using actual MRI-DCE axial scans of the prostate, and the resulting maps were qualitatively compared with histopathology results from radical prostatectomy after the DCE images were obtained. In both parts of the study, the GPI algorithm was compared against a standard least-squared-error (LSE) minimization method using a Nelder-Mead simplex algorithm. Squared-error-minimization is widely used in DCE-MRI [4] .
Results on Simulated Data
For the simulated DCE data, we generated concentration profiles consisting of 46 Gd-DTPA time-points spaced 5.6 seconds apart (spanning 4.3 minutes). The concentrations were assumed to follow the Gaussian probability distribution described in Sec. 2.2 with covariance terms σ n equaling 2% of the maximum Gd-DTPA concentration, σ f equaling 10% of the concentration peak, and l equaling 30 seconds. Simulated data were generated for a physiologically relevant range of 0.1 to 1 min -1 for K trans and 0.2 to 3 min -1 for K ep . Further, the constraint: 2*K trans < K ep < 10*K trans was imposed, allowing for v e (the EES fraction) to vary between 0.1 and 0.5. For each K trans /K ep pair, 100 independent random samples were generated. For each sample, the sim the LSE algorithm. For ea aged over all 100 samples yields significantly lower Gaussian data with non-ze K trans and K ep ).
Results on Prostate
To test the clinical relevanc and compared using GPI an patients were performed usi magnet (Philips Medical Sys Fig. 2 . GPI K trans maps (colum tients. In column 2, the cor green) are shown. To better images are also shown (column ess Inference for Estimating Pharmacokinetic Parameters mulated DCE data was fit with both the GPI algorithm ach algorithm, the absolute error was calculated and av s (Figure 1 ). The results indicate that the GPI algorit squared errors than the LSE algorithm for multivar ero covariance (paired student t-test p < 0.0001 for b e MRI Data ce of the GPI method, K trans and K ep maps were genera nd LSE methods. For this study, MR imaging studies of ing a combination of an endorectal and cardiac coil on a stems). DCE-MRI and triplanar T2 weighted turbo-spin-e mn 3) are compared with LSE K trans maps (column 4) for six rresponding histopathology labels for prostate cancer (inked show the anatomical boundaries, registered T2-weighted M n 1). Figure 2 , parametric m truth histopathology cancer cluded from the analysis. In ing cancerous lesion enhan regions indicated in the hist the GPI maps often reduce For example, in patient 5, th the GPI map than in the L mined that the GPI maps te example, patients 1, 2, 4, 5 coincides with the shape fou Another major advantag vide additional statistical p more information about tra mentary information to K tra prostate tumor often showe that GPI provides better ed Fig. 2 showed a truer conto LSE; this corresponds with Fig. 3 (i.e. in areas where form LSE, as demonstrated suspected to be caused by ti 
Conclusion
In this paper, we propose a DCE-MRI by using Gauss lowing MRI, all patients underwent robotic radical prostat ns were then sectioned within a customized mold system gy slide. Then, the tumors were outlined with their Glea ch prostatectomy specimen by two experienced genitourin data. maps generated by GPI and LSE are shown next to grou r labels. Voxels where convergence was not met were n the cases shown, the GPI maps show promise in incre ncement. Particularly, in patients 1, 2, 3, 4 the cancer topathology are more enhanced by GPI than LSE. Furth e the enhancement of false positives shown to be beni he false-positives in the center of the prostate are darke LSE map. In addition to these findings, it was also de ended to yield better outlines of the cancerous lesions. 5, and 6 all show a lesion shape in the GPI map that be und in the histopathology data. ge of our model over traditional models is that we can p parameter maps σ n , σ f , and l (Fig. 3) . These maps rev acer exchange kinetics in the tissue and provide comp ns and K ep maps. Particularly, it was found that the edge ed higher σ f and l values. This coincides with the find dge delineation of cancer lesions. For example, patient 1 our on the left and right edges of the lesion with GPI t h the higher σ f , and l values exhibited in the same area the covariance terms are high, GPI is expected to outp d in Fig. 1 ). The higher covariance at lesion boundarie issue heterogeneity. generated by the GPI algorithm are shown with correspond delineated in green). The color maps used for each parameter ght of the image, with units in seconds By testing the algorithm on simulated MRI data, it was shown that the Gaussian process inference approach results in significantly more accurate results for MRI data that exhibits Gaussian covariance. Further, the K trans maps generated by the GPI algorithm show promise in yielding higher sensitivity and specificities, while leading to better delineations of lesion boundaries. σ f , and l also showed promise in aiding clinicians to detect tumor boundaries. In the future, quantitative comparisons of GPI with LSE and other PK methods are required to determine the true benefit of GPI.
