Multilayer Perccpmns (MLPs) use scalar products to compute weighted activation of neurons providing decision borders using combinarionr of soft hyperplanes. The weighted fun-in activation fwrcrion correspondp to Eu- 
I. INTRODUCTION
EURAL networks of the most popular multi-layer per-N ceptron (MLP) type perform discrimination of the input feature space using hyperplanes. Many other transfer function have been proposed to increase the flexibility of contours used for estimation of decision borders [l] (for a recent review see [2] ). Perhaps the best known alternative to sigmoidal functions are localized Gaussian functions and other radial basis functions. Viewing the problem of learning from geometrical point of view functions performed by neural nodes should enable tessellation of the input space in the most flexible way using a small number of adaptive parameters. Although neural networks with single hidden layer using sigmoidal or Gaussian functions can approximate an arbitrary continuous function on a compact domain with arbitrary precision given sufficient number of neurons [3], i.e. they are universal approximators, for some datasets a large (and hard to train) network using sigmoidal or Gaussian functions may be needed for tasks that could be solved with a small (and easy to train) networks using other transfer functions, providing more flexible borders.
Improvement in learning and architectures of neural networks may not be able to overcome inherent drawbacks of models that provide wrong decision borders for a given problem. Consider a simple classification problem in N dimensions, with spherical distribution of vectors belonging to class C1, to be distinguished from vectors belonging to class C2, lying outside the unit sphere. A single neuron performing multivariate Gaussian function with 2N adaptive parameters (specifying the center and dispersions in each dimension) is sufficient for this job and the training process is quite simple. Many hyperplanes provided by sigmoidal functions are needed to approximate spherical decision borders. The simplest approximation, using the standard multilayer perceptron (MLP) architecture, that captures any bound region of N-dimensional space, requires construction of a simplex using N sigmoids and an additional neuron to smooth the output of a combination of these neurons. Thus at least N2 +N parameters are needed, compared with 2N parameters for localized functions. On the other hand if data vectors belonging to the first class are taken from the comer of the coordinate system bound by the (1 , 1 , . .., 1) plane a single sigmoidal function with N + 1 parameters is sufficient for perfect classification while Gaussian approximation w i l l be quite difficult. A poor approximation may use one Gaussian in the center of the region and N + 1 Gaussians in the comers, using 2N(N + 2) adaptive parameters.
In the first example the complexity of the training process is O(N2) for MLP and O(N) for RBF, and in the second example the situation is reversed. One may easily create more complicated examples with more classes between concentric spheres of growing radii or with series of hyperplanes passing through (m,m, ..., m) points. Improvedleaming algorithms or network architectures will not change the relative complexity of solutions as long as the decision borders provided by the transfer functions remain spherical (as in the first example) or planar (as in the second example). Artificial examples that are favorable for other types of functions are also easy to construct.
MLPs are similar to statistical discriminant techniques, although soft sigmoids allow for representation of more complex, nonlinear decision borders. This is usually considered to be a strength of the MLP model, although in cases when sharp decision borders are needed it may also become its weakness. For example, classification borders conforming to a simple logical rule XI > 1 Ax2 > 1 are easily represented by two hyperplanes, but there is no way to represent them accurately using soft sigmoidal functions. Increasing the slopes 0-7803-5529-6/99/$10.00 01999 IEEE of sigmoidal functions to improve representation of such decision borders around the (1,l) point leads to problems with learning by backpropagation, or by any other gradientbased method, since the volume of the input space in which sigmoids change rapidly (and thus gradients are non-zero) is rapidly shrinking. In the limit sigmoidal functions become stepfunctions but merit techniques like backpropagation cannot be used to make this transition. As a result for some datasets no change in learning rule or network architecture will improve the accuracy of neural solutions. A good realworld example is the hypothyroid dataset, for which the best optimized MLPs still give about 1.5% of error [4] while logical rules reduce it to 0.64% (since 3428 cases are provided for testing this is a significant improvement). Another example may be provided by the NASA Shuttle benchmark data [5], where MLP makes about 3.5% errors on the test set, RBF makes about 1.4% error while logical rules achieve 0.01% of errors (one or two vectors out of 14500 in the test set).
Most research on neural networks is concentrated on architectures and learning rules, but selection of neural transfer functions may be crucial to network performance We will place our considerations in the general framework for similarity-based classification methods (SBMs) presented recently [6], [7] . Investigation of connections between neural network and similarity-based methods leads to a number of new neural network models. In particular the distancebased MLP (D-MLP) networks are obtained by replacing the weighted activation with a square of Euclidean distance [8]. Such networks improve upon the traditional approach by providing more flexible decision borders and by enabling a prototype-based interpretation of the results. Since the use of distance functions (instead of weighted activation) in neural network models is a novel idea it is described in the next section. In the third section transformation of the input data to the extended feature space is proposed, enabling the use of non-Euclidean distance functions in the standard MLP backpropagation programs without the need for coding the new transfer functions and their derivatives. The fourth section shows how to determine the architecture and parameters of such networks, including the slopes for each neuron.
An illustration of this method on the Iris data is presented for pedagogical purposes in the fifth section. The paper is finished with a short discussion.
DISTANCE FUNCTIONS IN NEURAL NETWORKS
In the similarity-based framework the classification problem is solved using a set of class-labeled training vectors {Rj,C(Rj)},j = l..N,, where C(Rj) is the class of Rj. The probability p(CjJX; M) that a given vector X belongs to class for a given training example, on the total cost, it may use a risk matrix R(CilCj) of assigning wrong classes or a matrix S(CilCj) measuring similarity of output classes. In some models the number of reference vectors k taken into account in the neighborhood of X is specified. An adaptive system may include several such models Ml and an interpolation procedure to select between different models or average results of a committee of models.
In RBF networks Euclidean distance functions D(X,Rj) = JIX -Rill are assumed and radial, for example Gaussian separable, rather than radial weighting functions [13] . Recently a method to create oblique probability distributions in N-dimensional space using only N parameters has been described [ 13. MLPs and other networks using discriminant functions are also special cases of general SBM framework. Threshold neurons compute distances in a natural way. If the input signals X and the weights W are (f 1 . . . Using VDM type of metrics leads to problems with calculation of gradients, but replacing symbolic features by vectors of p ( C i p j ) probabilities (with dimension equal to the number of classes times the number of different symbolic values the feature takes) allows to reproduce MVDM distances using numerical values of vector components. Many other types of metric functions exist [15] and their performance should be empirically verified. Several alternative extensions of the input space may be considered, for example adding one or more features Xr = D(X, R) equal to the distance of a given vector X to some fixed vector R a parabolic projection is made.
It may be of some advantage to increase the separation of the clusters projected on the hypersphere. It is impossible to make such a projection on the whole hypersphere without violating topological constraints. In the one-dimensional case with X E [ -1, +1] the (X,Xr) vector should not make a full circle whenX is changed from -1 to +1 because the two extreme vectors X = f 1 will then be identical. An optimal separation for 3 vectors with the length IlXll, IlXll +A, llXll+2A
is to place them in comers of equilateral triangle, for example at angles O,f120". One can search for the best input preprocessing treating it as a rigorous optimization problem, or just use polar coordinates to shift some upper hemisphere vectors to the part of the lower hemisphere. Much simpler approach is to rescale all vectors to get their Euclidean norms In Fig. 2 ders without any change in the standard computer programs.
The training times are short since a good initialization procedure based on clusterization techniques determines weights, thresholds and slopes of all neurons. The complexity of network architecture defined in extended space is usually smaller comparing to the standard MLPs needed to obtain similar accuracy on a given dataset, as has been observed in the Iris example. Since the training is fast many different metric functions may be tried before selecting (using crossvalidation tests) the best model. Networks with activation given by Eq.(3) or (4) have not yet been implemented but such models seem to be quite promising. 
