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T he recent outbreaks of H1N1 (swine flu), H5N1 (bird flu), and H7N9 virus infections have underlined the impact of influenza A virus infections and have shown that influenza A virus is a major threat for human health. The high degree of variability of the influenza virus due to reassortments and mutations (genetic shift and drift, respectively) is responsible for the continuous risk of epidemics and pandemics. Seasonal influenza virus infections account for annual hospitalization of 226,000 individuals in the United States (1) . Typically, influenza virus infection involves the upper respiratory tract and the upper divisions of bronchi. In severe cases, the infection can spread to the alveolar region (2) . Depending on the pathogenicity of the virus and the susceptibility of the host, other complications can also be observed (3) (4) (5) (6) , such as neurological symptoms caused by dissemination of the virus to the brain.
One important risk factor for influenza virus infections is age (7, 8) . Currently, in industrialized countries, the majority of deaths associated with influenza virus infections occur in people over 65 years of age (1, 9) . The immune system in the elderly is less efficient than that in younger people, and vaccination performs poorly (10) . Immunosenescence is the decline of immune functions due to natural age progression. While recall responses to previously encountered antigens might be conserved, the ability to initiate a primary immune response against novel antigens decreases with age (11) . The mechanisms leading to age-dependent alterations of the immune response are still not well understood (12) .
Various age-related defects have been associated with the T cell compartment (13) (14) (15) . Additionally, an increase in the basal levels of various inflammatory cytokines (e.g., macrophage inflammatory protein 1␤ [MIP-1␤], tumor necrosis factor alpha [TNF-␣], gamma interferon [IFN-␥], interleukin-1␤ [IL-1␤], IL-6) has consistently been described in the elderly, a state dubbed "inflammaging" (16, 17) . Humoral responses are also affected in seniors, with a decrease in the quantity of antibodies produced, alterations in the proportions of naive and memory B cell subsets, and decreased affinity-antibody maturation (18, 19) .
Both the adaptive immune system and the innate response are altered during viral infections in the elderly (11, 20, 21) . Experimental studies (22) have demonstrated that dendritic cells (DCs), the main antigen-presenting cells (APCs), from aged individuals have a reduced antigen-capture capacity, impaired migration, and a reduced T cell activation capacity. Further murine studies have revealed that natural killer (NK) cells from the lungs of old mice have decreased IFN-␥ production during influenza virus infection (23, 24) .
Quantitative analyses of immune components and their respective interactions during influenza virus infection are crucial to develop prophylactic and therapeutic strategies to reduce morbidity and mortality. Thus, mathematical modeling has been used to capture the dynamics of influenza virus infection and to understand the interaction of the virus with the immune system (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) . Much of the work has been focused on the basic relationship between the host and the virus (25, 26, 32, 34, 35) , whereas other work has strived to quantify the interplay between viral replication and adaptive immunity (27) (28) (29) (30) 36 ). These models have been important to estimate the kinetic parameters describing influenza virus infection (25, 26, 28-30, 35, 36) .
Only a few influenza virus infection models have studied the innate immune response. For instance, models validated with equine data (29, 35, 36) have shown the importance of the kinetics of type I interferons (IFN-Is) in influenza virus pathology. Additionally, a model incorporating the killing of infected cells mediated by IFN-I-activated cells was suggested (36) . Estimations of illness parameters and symptoms have also been introduced (34) . Despite the large amount of activity in the modeling community, none of the prior modeling studies have examined age-related changes and their effects on influenza virus infection dynamics, which are the key aspects addressed in this work.
MATERIALS AND METHODS
Experimental data. The mouse model has proven to be invaluable in exploring the pathogenesis of influenza virus infection (39) . Here, we consider the murine data presented elsewhere (24) . Mice were infected with influenza virus A/Puerto Rico/8/34 (H1N1) at 12 to 16 weeks of age (young mice) or 72 to 76 weeks of age (aged mice). Lung virus titers were determined by plaque assay and reported as PFU per ml. The materials and methods are described in detail in reference 24. Animals were treated according to the guidelines of the Institutional Animal Care and Use Committee (IACUC) of the University of Pittsburgh. All the protocols used were approved by the IACUC of the University of Pittsburgh as previously described in reference 24. In short, mice were anesthetized and intranasally instilled with 50 to 100 PFU. Following infection, mice were monitored daily for morbidity and mortality. Lungs were harvested on days 0, 1, 2, 3, 5, 7, 9, 11, 15, and 19 postinfection.
Lungs were homogenized, and the supernatants were used to determine virus titers, immune cell populations, and cytokine and chemokine concentrations. Virus titers were determined using a multiplex bead array assay (Luminex, Austin, TX, USA) and reported as the numbers of PFU per ml.
In our model, we considered NK cells and CD8 ϩ T cells infiltrating the lungs of young and aged mice ( Fig. 1a and b) . NK cell and CD8 ϩ T cell activation were determined by use of the early activation marker CD69 ( Fig. 1c and d) .
In addition, we also considered the effects of different cytokines in our models: IFN-␣ (Fig. 2a) , IFN-␤ (Fig. 2b) , IFN-␥ (Fig. 2c) , and TNF-␣ (Fig. 2d) . IFN-␥ and TNF-␣ were determined using a multiplex bead array assay (Luminex, Austin, TX, USA). Meanwhile, IFN-␣ and IFN-␤ were determined by enzyme-linked immunosorbent assay, and these results have not been previously published.
Mathematical model. We used mathematical models based on ordinary differential equations (ODEs) to reveal the key age-related changes of the immune system between young and aged mice. To this end, we considered different immune strategies during influenza virus infection for both young and aged mice (Fig. 3) . ϩ T cells (CD3 ϩ , CD4 Ϫ , and CD8 ϩ ) determined by the expression of the activation marker CD69 ϩ . Asterisks indicate statistically significant differences between aged and young animals: *, P Ͻ 0.05; **, P Ͻ 0.01; ***, P Ͻ 0.001. Data are reproduced from reference 24.
The proposed models consider epithelial cells in the respiratory compartment. Cells can be in one of three possible states: susceptible (U), infected (I), or refractory (R). Virus (V) infects susceptible cells with rate constant ␤. Once cells are productively infected, they release virus at rate p. Virus particles are cleared at rate c.
CD8
ϩ T cells play a crucial role in the clearance of influenza virus infection (40) . We included activated CD8 ϩ T cells (T) at time t [T(t)], which can kill infected cells at rate ␦ T I(t)T(t). In addition, we also included the killing of infected cells by activated NK cells [K(t)], which occurs at rate ␦ K I(t)K(t). We used the experimental data shown in Fig. 1 to model CD8 ϩ T cell and NK cell dynamics. Using piecewise linear fits for both young and aged mice, we generated a time-dependent function, T(t), which represents the number of activated CD8 ϩ T cells, and K(t), which represents the number of activated NK cells during influenza virus infection. The numbers of activated CD8 ϩ T and NK cells in the lung were computed by multiplying the total number of cells in Fig. 1a and b by the percentage of activated cells shown in Fig. 1c and d 
, and F TNF (t) are piecewise linear functions derived by fitting the data shown in Fig. 2 .
Initial conditions. For initial conditions, the number of epithelial cells (U 0 ) is taken as 10 7 cells (24) . Initial values for infected (I 0 ) and refractory (R 0 ) cells are considered 0. V 0 is constrained to be at levels below detectable levels (less than 50 PFU/ml). Previous work has suggested using half of the detection levels (41); thus, we consider V 0 to be 25 PFU/ml.
Parameter estimation. Parameter fitting was performed by minimizing the root mean square (RMS) difference on a log scale between the model predictive output (y i ) and the experimental measurement (y i ) as follows:
where i is the corresponding sample and n is the total number of measurements. Differential equations were solved in MATLAB using the solver ode45. The minimization of RMS was performed using the differential evolution (DE) algorithm (42) . We tried several optimization solvers, including both deterministic methods (fmincon MATLAB routine, threshold acceptance algorithm, and pattern search algorithm) and stochastic methods (genetic algorithm and annealing algorithm). We observed that the DE global optimization algorithm is robust to initial guesses of parameters and converges faster with more certainty than the other methods mentioned.
Confidence interval. The 95% confidence intervals of the parameter estimates were computed using the bootstrap method (43) , implemented as follows: we generated for each time point a vector with random numbers using a distribution with the mean and variance corresponding to the experimental data. This was repeated 1,000 times. In each repetition, we refit our model to obtain the corresponding parameter distribution.
Statistics. Analysis of the experimental data for young and aged mice at different time points was implemented by two-way analysis of variance tests. Significance was identified as a P value of Ͻ0.05. The data were further analyzed by a two-way t test and a Bonferroni posttest.
AIC. The Akaike information criterion (AIC) is a way to compare the goodness of fit for different models. A lower AIC value means that the model describes the data better. For a small number of data points, the corrected AIC (AIC c ) has the following form:
where n is the number of data points, m is the number of unknown parameters, and RSS is the residual sum of squares obtained from the fitting routine (44) . Parameters to evaluate infectivity. Infectivity is the ability of a pathogen to establish an infection. To determine infectivity, we used the basic reproductive number (R N ), which is roughly defined as the expected number of secondary infections produced by an infected cell in its lifetime (45) . For the model presented in Fig. 3 , R N is computed at different time points to evaluate the evolution of the infection, that is
Parameter identifiability and sensitivity. A system that is algebraically identifiable may still be practically nonidentifiable if the amount and quality of the data are insufficient and the data manifest large deviations. The novel approach shown elsewhere (46) exploits the profile likelihood to determine identifiability and is considered here. This approach is able to detect both structurally and practically nonidentifiable parameters. In addition, to explore practical identifiability and parameter sensitivity, we generated scatter plots of pairs of parameters over different bootstrap replicates. This provides visual evidence of how bounded the parameter distributions are and whether two parameters depend on one another such that their individual values cannot be independently determined.
RESULTS
The measurements presented previously (24) revealed a delay of about 1 day (P Ͻ 0.05) in the infiltration of CD8 ϩ T cells and NK cells into the lungs of aged mice compared to those of young mice ( Fig. 1a and b) . However, there was a statistically insignificant difference in the activation of these cells ( Fig. 1c and d ). Despite the delay in infiltration, influenza virus grew slower in aged animals than in young animals and reached a 10-fold lower peak viral load in aged animals than in young animals (P Ͻ 0.05).
The combined effect of innate and adaptive immune responses provides a difficult scenario to unravel the underlying mechanisms during influenza virus infection. Therefore, we propose different models in Table 1 to explore possible modes of action of the immune system. Target cell limited model. The target cell limited model (M1) presented in Table 1 was originally proposed elsewhere (26) . Previous work (26, 47) used model M1 because of its simplicity and ability to estimate parameters from viral titer data. The estimated model parameter values obtained by fitting model M1 to young and aged mouse data are given in Table SA .1 in the supplemental material. M1 provided worse fits (Fig. 4) than the other models shown in Table 1 . CD8 ؉ T cell response. Introducing a CD8 ϩ T cell response into model M1 led to model M2 (Table 1 ). In this model, we assumed that the clearance of infected cells is given by the term ␦ T
T(t) I(t), where T(t) is the measured number of activated CD8
ϩ T cells in the lung (Fig. 1b and d ) and ␦ T is the killing rate by CD8 ϩ T cells. The respective best-fit model parameters are presented in Table SA .2 in the supplemental material. The use of the CD8 ϩ T cell response led to a model that fits the viral load data better, reducing AIC values with respect to those in model M1 (Table 1) . CD8 ؉ T cell and NK cell responses. The importance of NK cells during virus infection has been demonstrated by the increased susceptibility to viral infections of humans lacking NK cells (48) . Similar results have been reported in mice (40) . Thus, in order to examine the effect of NK cells on infected cell death, we added the term ␦ K K(t) I(t), where K(t) is the number of activated NK cells in the lung (Fig. 1a and c) . This led to model M3 in Table 1 .
The parameter ␦ K is the rate constant for the killing of infected cells by NK cells (see Table SA .3 in the supplemental material). Fitting of model M3 (Table 1 ) to the data revealed that including killing of infected cells by NK cells does not improve the fits to the viral load data. The parameter ␦ K for both young and aged mice tended to very small values (10 Ϫ8 ), leading to the same dynamics as model M2 (Fig. 4) .
To reveal if NK cells alone can provide better fits to the data than model M3, we removed from model M3 the CD8 ϩ T response, and this led to model M4. The trajectories in Fig. 4 show that the NK cell response (␦ K KI) alone is not enough for viral clearance. Simulations suggested a possible rebound in the viral load of aged mice after day 11 postinfection, even though the killing capacity by NK cells (␦ K ) was 3-fold larger than the killing capacity by CD8 ϩ T cells (␦ T ) (see Table SA .4 in the supplemental material). CD8 ؉ T cell and cytokines. Type I interferons (IFN-Is; IFN-␣/␤) and type II interferons (IFN-IIs; IFN-␥) possess key roles in determining the rate of virus replication in the initial stages of infection and in shaping the initial inflammatory and downstream adaptive immune responses (49, 50) . In addition to type I and II interferons, previous experimental studies (51) revealed that TNF-␣ not only serves in the first line of defense against influenza virus infection but also has stronger antiviral activity against influenza virus than IFN-␣/␤ or IFN-␥. The effect of cytokines is modeled by the use of piecewise linear functions of the data for IFN-␣ (F ␣ ), IFN-␤ (F ␤ ), IFN-␥ (F ␥ ), and TNF-␣ (F TNF ) (Fig. 2) .
The cytokine-induced antiviral effect on susceptible cells is represented by ␣. The algebraic identifiability study in Table SD .1 in the supplemental material reveals a second-order derivative (V ) for all models, suggesting that a maximum of 3 parameters can be fitted because experimental data points were measured only 5 times (24 Table 2 , and those for model M8 are shown in Table SA .7 in the supplemental material. For both young and aged mice, all models with a cytokine-induced antiviral effect (models M5 to M8) provided very similar RMS and AIC values and better estimations than model M2 (Table 1) . Table 1 reveals that the best fits are achieved by the effects of TNF-␣ in young animals and by the effects of IFN-␥ in aged animals. The effects of individual cytokines provide better fits than the effects of all cytokines combined in model M8. This suggests that each cytokine would promote different rates of acquisition of the resistant state in epithelial cells, that is,
. However, on the basis of only the viral load data, it is not possible to fit all cytokine parameters (␣ 1 , ␣ 2 , ␣ 3 , and ␣ 4 ).
Practical identifiability analysis based on the likelihood principle (46) revealed that the parameter p is difficult to identify due to the flat vertex in RMS parabolas for both young animals (see Fig.  SE .1 in the supplemental material) and aged animals (see Fig. SE .2 in the supplemental material). Practical identifiability studies indicate that we can fix the values of p and c over a large range (p, from 0.1 to 7; c, from 3 to 10) without significantly altering RMS values. Structural and practical identifiability showed that parameter c is difficult but still possible to estimate due to the correlation with ␦ T (see Fig. SE.3 and SE.4 in the supplemental material). We followed previous estimates of c equal to 4.2 day Ϫ1 for influenza virus infection in mice (30), and we fixed p equal to 1 PFU/ml · day Ϫ1 . Practical identifiability (see Fig. SE .5 and SE.6 in the supplemental material) also revealed that it is not possible to estimate a viral cytopathic effect (␦I) when clearance by immune cells, for instance, ␦ T TI, is also included.
Bootstrap fits. Data presented elsewhere (24) showed that mice present a highly variable response to infection with influenza virus. To mimic a stochastic environment of the infection, we performed bootstrap fits for model M5 (see Fig. SB.1 to SB.6 in the supplemental material) and model M7 (see Fig. SC.1 to SC.4 in the supplemental material), and there were no significant differences in predictions and fits. Therefore, for the sake of clarity, we describe only the bootstrap fits for model M7, which is based on the CD8 ϩ T cell response and TNF-␣. For young and aged mice, the bootstrap fits in model M7 pre- Experimental results show that the viral titer was not detectable (less than 50 PFU/ml, shown with a horizontal dashed line) at day 9 for 6 young mice and at day 11 for 6 aged mice. Asterisks indicate statistically significant differences between aged and young animals: *, P Ͻ 0.05; ***, P Ͻ 0.001. dicted that the fraction of susceptible epithelial cells rapidly decreased (Fig. 5) to levels less than 50% of the initial values at 3 to 4 days postinfection (dpi). Cycles of cell infection resulted in an exponential growth of the viral titer, which peaked over time scales similar to those for infected cells. The predicted maximum fraction of infected cells in Fig. 5 is approximately 30-fold larger in young mice than in aged mice (P Ͻ 0.05). Cell distributions can be found in Fig. SC.1 to SC.3 in the supplemental material.
TNF-␣, like other cytokines, may induce an antiviral state in epithelial cells (51) , limiting the infection to other cells, which is modeled with the term ␣UF TNF . TNF-␣ measurements in the supernatants of lung homogenates (Fig. 2d) showed that the average TNF-␣ concentration in aged mice was 2-fold higher than that in young mice at day 3. In addition, type I and II interferons in aged animals were present at levels higher than those in young mice (Fig. 2a to c) .
Bootstrap fits in Fig. 5 show that while the virus is invading susceptible epithelial cells, TNF-␣ can coordinate an effective protective mechanism, increasing the number of refractory cells to levels 2-fold greater in aged animals than young animals (P Ͻ 0.05). A similar observation was obtained for type I interferons (see Fig. SB .1 to SB.6 in the supplemental material). Therefore, either the type I interferon, type II interferon, or TNF-␣ response can limit the exponential growth of viral titers. This suggests that the early limitation of viral growth at 3 to 4 dpi for both young and aged mice may be due to the decline of susceptible cells as they are converted to the refractory state, consistent with observations made previously (36) . Table 2 and Fig. 6 reveal important alterations in parameter values between young and aged mice and suggest that other differences may exist in the elderly. The main parameter changes found between young and aged mice are the following: the infection rate (␤) was decreased by 30% (P Ͻ 0.05), and the rate of clearance of infected cells by CD8 ϩ T cells (␦ T ) was decreased by 45% (P Ͻ 0.05). The TNF-␣-induced antiviral effect on susceptible cells (␣) did not present a significant difference in the elderly. These results are consistent with those for type I interferons (see Fig. SB .1 to SB.6 in the supplemental material). The viral titer was measured as numbers of PFU/ml, because the measurements were performed in Madin-Darby canine kidney (MDCK) cells rather than murine lung cells; the parameters ␤ and p, which are in units of PFU/ml, may not reflect in vivo rates. In addition, these two parameters are log-linearly correlated in young animals (see Fig. SE .1 in the supplemental material) and aged animals (see Fig. SE .2 in the supplemental material). Scatter plots from bootstrap fits in the form of two-parameter projections in Fig. 7 reveal that there are no strong correlations between ␤, ␣, and ␦ T .
The combination of parameters that define the basic reproductive number can provide insights into age-related changes. Figure  8 demonstrates that the basic reproductive number (R N ) is statistically significantly (P Ͻ 0.05) larger in young animals than in aged animals during the first 3 dpi. Nevertheless, after 3 dpi, the basic reproductive number in aged animals is larger than that in young animals. This suggests that the slow growth of influenza virus in aged animals during the first 3 dpi is critical for the different infection processes in the elderly.
DISCUSSION
The mechanisms responsible for viral control during influenza virus infection remain subject to discussion. Whereas much research has been done on the pathogen, our understanding of the host response and the host-pathogen interaction, particularly with regard to the age of the host, is still very limited. Host-derived factors responsible for susceptibility or resistance to influenza A virus have been insufficiently investigated. One host parameter that has proven to be a risk factor for influenza virus infections and complications is age. Many hypotheses about how age affects the immune system have been discussed in the literature (14, (52) (53) (54) . The scenario becomes more complex in seniors, as vaccine efficacy is also affected by age. For influenza vaccines, an efficacy of 70 to 90% has been observed in young adults, while it is only 17 to 53% in the elderly (10, 55) . In order to enhance vaccine efficacy in the elderly (56, 57) , we need to better understand the immune responses to influenza virus infection and influenza vaccines. This study is a step forward in this direction.
The innate immune system is crucial to mediate early defense against viral infections (58) . Type I and type II interferons are key players with relevant antiviral properties against influenza virus and shaping the downstream adaptive immune responses (49, 50) . TNF-␣ has been suggested (51) to serve in the first line of defense against influenza virus infection, promoting stronger antiviral activity against influenza virus than IFN-␣ /␤ or IFN-␥. Table 1 revealed that the use of IFN-I, IFN-II, or TNF-␣ data provides similar fits. Therefore, we presume that these three cytokines are redundant in mediating antiviral effects during influenza virus infection. However, these cytokines can shape the adaptive immune response in different ways, but such underlying mechanisms are not considered in our models.
Our models using IFN-I, IFN-II, or TNF-␣ are consistent with the results presented previously (36) that the early limitation of viral growth at 3 to 4 dpi can be explained by the decline of susceptible cells due to entry into the refractory state. In addition, Fig.  5 suggests that TNF-␣ may generate more refractory cells at 5 dpi in aged animals than in young animals (P Ͻ 0.05).
Experimental studies in mice deficient in B cells and T cells (59, 60) revealed that NK cells are able to control the virus similarly to wild-type mice for a certain time but do not prevent death due to the inability to eradicate the pathogen completely. Our results in Fig. 4 indicate that including the killing effect of NK cells does not improve the fit. This differs from the findings of previous results (34, 36) ; however, those studies did not include any NK data in the fitting. We presume that the main importance of NK cells is to promote the cytokines that limit the viral burden until CD8 ϩ T cells are primed and activated (48, 60) .
The adaptive immune system is critical for the control and clearance of influenza virus infection (40) . Experimental data for CD8 ϩ T cells in Fig. 1 show that this response starts at 3 dpi in young mice and increases log linearly, peaking at approximately 6 ϫ 10 6 cells at day 9 dpi. Furthermore, experimental results reveal that the viral load is depleted to undetectable levels by the time that the CD8 ϩ T cells peak. In aged mice, there is a delay of approximately 5 days before any substantial increase in CD8 ϩ T cells (P Ͻ 0.05). The viral clearance occurs 1 to 2 days later in aged mice than in young mice (P Ͻ 0.05), which can be explained by the delay in the CD8 ϩ T cell response (Fig. 1 ). Previous predictions (36) suggested that the adaptive immune response promotes the viral load to drop below detectable limits. However, the authors (36) modeled the adaptive immune response with a time-varying parameter, increasing the cell death rate or the viral clearance rate at a certain time. Of course, with appropriately selected time-varying parameters, the full course of the disease can be represented. Here, we considered a different approach and used the experimentally measured changes in activated CD8 ϩ T cells in the lung to represent the time-varying nature of the cell-mediated immune response to influenza virus.
Several studies (25, 26, 33, 34, 36) , including ours, suggest that influenza virus grows rapidly in young hosts. However, we observed (Fig. 5 ) that the rate of infection of epithelial cells was significantly lower (P Ͻ 0.05) in aged mice than in young animals. This generated a more predominant viral load plateau in aged animals, leading to virus clearance at 11 dpi instead of 9 dpi for young mice (Fig. 4) .
Examining the results presented in Fig. 8 and the experimental data in Fig. 1 , we may formulate the following scenario for the impaired immune response to influenza virus infection in the elderly: the slower growth of influenza virus, with an R N 1.5-fold smaller in aged animals than in young animals during the first 3 dpi (P Ͻ 0.05) and the 10-fold lower peak viral load (P Ͻ 0.01), leads to less immune stimulation. It has been established that a certain level of the pathogen and the resulting tissue damage are required to trigger immune activation (61) , consistent with the observation that there is impaired stimulation of the immune system in the elderly (22, 62) .
Thus, the reduced growth of influenza virus in aged mice may lead to limited activation of the acquired immune system, which ultimately leads to slow viral clearance. The reduced replication efficacy of the virus could be directly related to the large number of protected cells (R) in aged mice compared to the number in young ones promoted by either IFN-I, IFN-II, or TNF-␣. Our results suggest that the inflammaging state (increase of basal levels of various inflammatory cytokines, e.g., MIP-1␤, TNF-␣, IFN-␥) described in the elderly (16, 17) is the key mechanism explaining the difference in the viral load between young and aged animals in this work.
Finally, it is worth mentioning that the data were generated from animals naive for influenza virus infection. In humans, the situation is more complicated by preexisting immunity against the virus as a result of either infection or vaccination in the past. 
A Mathematical models and Parameter values
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D Algebraic Identifiability Analysis
We investigate the algebraic identifiability of our models based on the technique presented in [1] . The idea behind this method is to identify the parameter set θ in a unique way by solving algebraic equations based only on the initial values and output measurements y i . Therefore, a system is said to be algebraically identifiable if there exists at time t, a positive integer k, and a function φ such that
and
holds in [0, t], where det is the determinant operator, y (k) is the k-th derivative of y with respect to t. Equation (2) is called the identification equation, which eliminates the unobserved state variables by taking higher order derivatives. Further details of identification functions and identifiability can be found in [1] [2] [3] .
Model Identification equation 
