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Abstract. In this paper we focus on the initial-boundary value problem
of the 2-D isentropic Euler equations with damping. We prove the global-in-
time existence of classical solution to the initial-boundary value problem by
the method of energy estimates.
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1 Introduction
In this paper we concern the global-in-time well-posedness of solutions to
the initial-boundary value problem (IBVP) of the following isentropic Euler
equations with damping in two dimensional space.

ρ˜t + div(ρ˜u˜) = 0, x˜ > st, y˜ ∈ R, t > 0,
(ρ˜u˜j)t + div(ρ˜u˜u˜j) + P (ρ˜)x˜j = −kρ˜u˜j, j = 1, 2.
(1.1)
Here u˜(x˜, t) = (u˜1, u˜2)(x˜, t), ρ˜(x˜, t), P = P (ρ˜) represent the velocity, fluid
density and pressure respectively, k > 0 is a positive constant, s is a real
number. As is well-known, (1.1) in one-dimension can be written into the
p-system with damping in the Lagrangian coordinates,

vt − ux = 0, x ∈ R
+, t > 0,
ut + P (v)x = −ku, k > 0.
(1.2)
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Here v(x, t) > 0 and u(x, t) represent the specific volume and velocity, re-
spectively; the pressure P (v) is assumed to be a smooth function of v with
P (v) > 0, P ′(v) < 0. In [8] Nishihara and Yang studied the boundary effect
on the asymptotic behavior of solution to (1.2) with the Dirichlet boundary
condition u|x=0 = 0. In [10] Wang and Yang considered the time-asymptotic
behavior of solutions to the Cauchy problem for the isentropic Euler equa-
tions with damping in multi-dimensions, where the global existence and
pointwise estimates of the solutions are obtained, moreover they also ob-
tained the optimal Lp(1 < p ≤ ∞) convergence rate of the solution when it
is a perturbation of a constant state. Moreover, in [2, 5, 6, 7]), Matsumura, et
al studied the viscous shock wave and the asymptotic behaviors of solutions to
the IBVP of the p-system with viscosity. For the IBVP of the Navier-Stokes
equations, there are some results. In [3] Kagei and Kobayashi studied the
large-time behavior of solutions to the compressible Navier-Stokes equations
in the half space in R3. In [4] Kagei and Kawashima studied the stability of
planar stationary solutions to the IBVP of the Navier-Stokes equations on the
half space. However there are few works on the IBVP in multi-dimensional
case to the Euler equations with linear damping (1.1) as far as we know.
As for the IBVP, how to give the appropriate boundary conditions, which
is a key point to close the energy estimates, is a difficulty we meet with, since
the IBVP may be ill-posed under some boundary conditions (see [1]). What
and how many boundary conditions to give are two problems we have to
solve at first. Because the increase of the spatial dimensions and the number
of the equations, we can not simply propose the Dirichlet condition on the
velocity as in one-dimensional case (see [8]). By diagonalizing the coefficient
matrix of the normal (with respect to the boundary) derivative of the un-
known variables, we give the boundary conditions on the linear combination
of the unknown variables, and find that the number of the boundary condi-
tions to give is determined by the number of the positive eigenvalues of the
coefficient matrix of the normal (with respect to the boundary) derivative of
the unknown variables.
A matter worthy of note is that the process of making a priori estimates
for IBVP is more complex than that for Cauchy problem. Especially in deal-
ing with the boundary terms composed of the higher-order normal deriva-
tives, we have to take the original system into consideration. Moreover, the
complexity increases as the order of the derivatives grows higher. In order to
close the energy estimates, we make use of some techniques in dealing with
the boundary terms.
Another matter to mention is about the local existence of solutions. In
general, for Cauchy problem of symmetric hyperbolic systems, the local ex-
istence of classical solutions could be obtained without the assumption of
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small initial data (see [9]), while for IBVP, there is some difference. Since
the boundary terms could affect the symmetric structure of the system in the
process of making energy estimates, there exists some difficulty (essential or
technical) in obtaining the local existence of solutions without the assump-
tion of small initial data. However, this does not affect our ultimate results,
because the global-in-time a priori estimates require that the initial data be
small. So what we need is to prove the local existence of classical solutions
in the case of small initial data, and this could be obtained by using the
iterative scheme.
The rest of the paper is as follows. After we state the notations, in section
2 we give the a priori estimates by energy methods . In section 3 we give the
main theorems and show the global existence of the classical solution to the
IBVP.
Notations. We denote generic constants by C. ∂k , (∂kx , ∂
k−1
x ∂y, · · · , ∂
k
y ).
Ωt , R
+ × R × [0, t]. Lp(1 ≤ p ≤ ∞) is the usual Lebesgue space with the
norm | · |p, W
m, p, m ∈ Z+, p ∈ [1,∞] denotes the usual Sobolev space with
its norm
‖f‖Wm, p , (
m∑
k=0
|∂kxf |
p
p)
1
p .
In particular, we use Wm, 2 = Hm with its norm ‖ · ‖m, and‖ · ‖0 = ‖ · ‖.
Since we cope with the initial-boundary value problem, for convenience, we
denote, ‖f‖2(0, ·, t) ,
∫
R
|f(0, y, t)|2dy, ‖f‖2(t) ,
∫
R
∫
R+
|f(x, y, t)|2dxdy.
2 Energy estimates
In this paper we consider the small perturbation near the constant state
(ρ♯, u♯), without loss of generality we choose ρ♯ = 1, u♯ = 0. The real number
s play an important role in proposing the appropriate boundary conditions.
The comparison between s and r decides the number of the boundary con-
ditions we could propose. In this paper we consider the case 0 < s < r, and
the other cases can be studied in the future. Correspondingly we study the
following initial-boundary value problem,
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

ρ˜t + div(ρ˜u˜) = 0, x˜ > st, y˜ ∈ R, t > 0,
(ρ˜u˜1)t + div(ρ˜u˜u˜1) + P (ρ˜)x˜ = −kρ˜u˜1,
(ρ˜u˜2)t + div(ρ˜u˜u˜2) + P (ρ˜)y˜ = −kρ˜u˜2,
(ρ˜, u˜1, u˜2)(x˜, y˜, t)|t=0 = (ρ0 + 1, ru10, ru20)(x˜, y˜),
(ρ˜+ u˜1
r
)|x˜=st = 1,
(2.3)
where r2 = P ′(1) > 0, ρ0, u10, u20 are given functions, and inf
(x,y)∈R+×R
ρ0(x, y)+
1 > 0. We assume that the pressure P (ρ˜) is smooth in a neighborhood of
ρ♯ = 1.
Next we will make a series of transformations to the coordinates and
unknown variables. First, x˜→ x + st, t→ t, changes the domain we study
from a wedge to the half space. Second, the translation transformation ρ˜→
ρ¯ − 1, u˜1 → u¯1, u˜2 → u¯2, linearizes (2.3). Last, the scaling transformation
ρ¯→ ρ, u¯1 → ru1, u¯2 → ru2, reformulates the problem (2.3) to the following
system,


ρt − sρx + ru1x + ru2y = −rdiv(ρu), x > 0, y ∈ R, t > 0,
u1t − su1x + rρx + ku1 = −ru · ∇u1 +
1
r
(r2 − P
′(1+ρ)
1+ρ
)ρx,
u2t − su2x + rρy + ku2 = −ru · ∇u2 +
1
r
(r2 − P
′(1+ρ)
1+ρ
)ρy,
(ρ, u1, u2)(x, y, t)|t=0 = (ρ0, u10, u20)(x, y),
(ρ+ u1)|x=0 = 0,
(2.4)
where u = (u1, u2). Denote B = r
2 − P
′(1+ρ)
1+ρ
,
A1 =


−s r 0
r −s 0
0 0 −s

 , A2 =


0 0 r
0 0 0
r 0 0

 , A3 =


0 0 0
0 k 0
0 0 k

 ,
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H =


h1
h2
h3

 =


−rdiv(ρu)
−ru · ∇u1 +
B
r
ρx
−ru · ∇u2 +
B
r
ρy

 , W =


ρ
u1
u2

 .
Then we can rewrite (2.4) as following,
Wt + A1Wx + A2Wy + A3W = H.
In order to diagonalize the coefficient matrix A1, we introduce an orthogonal
transform. Let
S0 =


√
2
2
√
2
2
0
√
2
2
−
√
2
2
0
0 0 1

 ,
then S−10 = S0. Denote Si = S0AiS0, i = 1, 2, 3, V = S0W, then
S1 =


−s + r 0 0
0 −s− r 0
0 0 −s

 , S2 =


0 0
√
2
2
r
0 0
√
2
2
r
√
2
2
r
√
2
2
r 0


,
S3 =


k
2
−k
2
0
−k
2
k
2
0
0 0 k

 , V =


√
2
2
(ρ+ u1)
√
2
2
(ρ− u1)
u2

 ,


v1
v2
v3

 ,
V (x, y, 0) , V0(x, y), thus we reformulate (2.4) to the following problem,


Vt + S1Vx + S2Vy + S3V = S0H,
V (x, y, 0) = V0(x, y),
v1(x, y, t)|x=0 = 0.
(2.5)
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Specifically, (2.5) can be written into the following form,


v1t − (s− r)v1x +
√
2
2
rv3y +
k
2
(v1 − v2) =
√
2
2
(h1 + h2),
v2t − (s+ r)v2x +
√
2
2
rv3y +
k
2
(v2 − v1) =
√
2
2
(h1 − h2),
v3t − sv3x +
√
2
2
r(v1y + v2y) + kv3 = h3,
(v1, v2, v3)(x, y, 0) = (
√
2
2
(ρ0 + u10),
√
2
2
(ρ0 − u10), u20)(x, y),
v1(x, y, t)|x=0 = 0.
(2.6)
In the following we will estimate (ρ, u1, u2) under the a priori assumption
N(T ) , sup
0<t<T
{‖W‖2l (t)} ≤ δ0, 0 < δ0 ≪ 1, l ≥ 4. (2.7)
By Sobolev inequality and the system (2.4), we know that
∑
0≤k1+k2+k3≤l−2
sup
ΩT
|∂k1x ∂
k2
y ∂
k3
t W | ≤ Cδ0,
|B| = |r2 −
P ′(1 + ρ)
1 + ρ
| ≤ C|ρ| ≤ Cδ0.
Now we will obtain a series of estimates corresponding to the k-order deriva-
tives (k=0,1,2,3,4), denoted by Estimate A, B, C, D and E, and higher order
derivatives of the solution in order to close the energy estimates . In the
process of energy estimates, we use the fact that ‖∂kV ‖ = ‖∂kW‖, k ≥ 0 is
an integer, since S0 is an orthogonal matrix.
2.1 Estimate A
Multiplying (2.5) by V and integrating it over Ωt, since
|
∫ t
0
∫ ∞
−∞
∫ ∞
0
H ·Wdxdydτ | ≤ Cδ0
∫ t
0
(‖ρ‖2(0, ·, τ)+ ‖u‖21(τ)+ ‖∇ρ‖
2(τ))dτ,
we get that
‖W‖2(t) +
∫ t
0
(‖W‖2(0, ·, τ)) + ‖u‖2(τ))dτ
≤ C‖W0‖
2 + Cδ0
∫ t
0
(‖u‖21(τ) + ‖∇ρ‖
2(τ))dτ.
(2.8)
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2.2 Estimate B
By direct calculation we obtain the estimates on the nonlinear terms.
Lemma 2.1 Assume (2.7) holds, then
|
∫ t
0
∫∞
−∞
∫∞
0
∂yH · ∂yWdxdydτ |
≤ Cδ0(‖∂yρ‖
2(t) + ‖∂yρ0‖
2
+
∫ t
0
[‖W‖21(0, ·, τ) + ‖u‖
2
1(τ) + ‖∇ρ‖
2(τ)]dτ),
|
∫ t
0
∫∞
−∞
∫∞
0
∂xH · ∂xWdxdydτ |
≤ Cδ0(‖∂xρ‖
2(t) + ‖∂xρ0‖
2
+
∫ t
0
[‖W‖21(0, ·, τ) + ‖u‖
2
1(τ) + ‖∇ρ‖
2(τ)]dτ).
As for the boundary terms we have the following estimates.
Lemma 2.2 Assume (2.7) holds, then
‖∂xv1‖(0, ·, t) ≤ C(‖W‖
2 + ‖∂yu2‖
2)(0, ·, t) + Cδ0‖W‖
2
1(0, ·, t). (2.9)
Proof. By virtue of (2.6)1, we get that
‖∂xv1‖
2(0, ·, t) ≤ C(‖∂yv3‖
2 + ‖v2‖
2 + ‖h1 + h2‖
2)(0, ·, t)
≤ (‖W‖2 + ‖∂yu2‖
2)(0, ·, t) + Cδ0‖W‖
2
1(0, ·, t).
Thus (2.9) is proved. 
Multiplying ∂y(2.5) by ∂yV and integrating it over Ωt, combined with
lemma 2.1, yields that,
‖∂yW‖
2(t) +
∫ t
0
(‖∂yW‖
2(0, ·, τ) + ‖∂yu‖
2(τ))dτ
≤ C‖∂yW0‖
2 + Cδ0
∫ t
0
[‖∂yW‖
2(0, ·, τ) + (‖∇ρ‖2 + ‖u‖21)(τ)]dτ.
(2.10)
Multiplying ∂x(2.5) by ∂xV and integrating it over Ωt, combined with
lemma 2.1, yields that,
‖∂xW‖
2(t) +
∫ t
0
[(‖∂x(ρ− u1)‖
2 + ‖∂xu2‖
2)(0, ·, τ) + ‖∂xu‖
2(τ)]dτ
≤ C(‖∂xW0‖
2 +
∫ t
0
‖∂xv1‖
2(0, ·, τ)dτ)
+Cδ0
∫ t
0
[‖∂xW‖
2(0, ·, τ) + ‖∇ρ‖2(τ) + ‖u‖21(τ)]dτ.
(2.11)
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Choose λ1 suitably small such that (2.10)+λ1(2.11), combined with (2.9)
and (2.8) yields that
‖∂W‖2(t) +
∫ t
0
[(‖∂yW‖+ ‖∂x(ρ− u1)‖
2 + ‖∂xu2‖
2)(0, ·, τ) + ‖∂u‖2(τ)]dτ
≤ C(‖W0‖
2
1 + Cδ0
∫ t
0
[‖∂W‖2(0, ·, τ) + (‖∇ρ‖+ ‖u‖21)(τ)]dτ.
(2.12)
(2.12), (2.9) and (2.8) yield that
‖W‖21(t) +
∫ t
0
[‖W‖21(0, ·, τ) + ‖u‖
2
1(τ)]dτ ≤ C‖W0‖
2
1 + Cδ0
∫ t
0
‖∇ρ‖2(τ)dτ.
(2.13)
From (2.4), we have that
‖Wt‖
2(0, ·, t) ≤ C‖W‖21(0, ·, t), ‖Wt‖
2(t) ≤ C‖W‖21(t).
Thus (2.13) yields that
‖W‖21(t) + ‖Wt‖
2(t) +
∫ t
0
[(‖W‖21 + ‖Wt‖
2)(0, ·, τ) + ‖u‖21(τ)]dτ
≤ C‖W0‖
2
1 + Cδ0
∫ t
0
‖∇ρ‖2(τ)dτ.
(2.14)
Since
u1tρx = (u1ρx)t − (u1ρt)x + u1xρt, u2tρy = (u2ρy)t − (u2ρt)y + u2yρt,
by virtue of Cauchy inequality, (2.4)1ρt + s(2.4)2ρx + (2.4)3ρy yields that∫ t
0
(‖ρt‖
2(τ) + ‖∇ρ‖2(τ))dτ ≤
C(‖W0‖
2
1 + (‖∇ρ‖
2 + ‖u‖2)(t) +
∫ t
0
[(‖ρt‖
2 + ‖u‖2)(0, ·, τ) + ‖u‖21(τ)]dτ)
+Cδ0
∫ t
0
(‖u‖21 + ‖∇ρ‖
2)(τ)dτ.
(2.15)
Choose λ2 suitably small such that (2.14) + λ2(2.15) yields that
‖W‖21(t) + ‖Wt‖
2(t) +
∫ t
0
[(‖W‖21 + ‖Wt‖
2)(0, ·, τ)
+(‖ρt‖
2 + ‖∇ρ‖2 + ‖u‖21)(τ)]dτ ≤ C‖W0‖
2
1.
(2.16)
From (2.4) we know that ‖ut‖
2(t) ≤ C(‖∇ρ‖2 + ‖u‖21)(t), thus (2.16)
yields that
‖W‖21(t) + ‖Wt‖
2(t) +
∫ t
0
[(‖W‖21 + ‖Wt‖
2)(0, ·, τ)
+(‖Wt‖
2 + ‖∇ρ‖2 + ‖u‖21)(τ)]dτ ≤ C‖W0‖
2
1.
(2.17)
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2.3 Estimate C
By direct calculation we have the following estimates on the nonlinear terms.
Lemma 2.3 Assume (2.7) holds, then
|
∫ t
0
∫∞
−∞
∫∞
0
∂2yH · ∂
2
yWdxdydτ |
≤ Cδ0(‖∂
2
yρ0‖
2 + ‖∂2yρ‖
2(t)
+
∫ t
0
[‖∂2W‖2(0, ·, τ) + (‖∇ρ‖21 + ‖u‖
2
2)(τ)]dτ),
|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂xH · ∂y∂xWdxdydτ |
≤ Cδ0(‖∂y∂xρ0‖
2 + ‖∂y∂xρ‖
2(t)
+
∫ t
0
[‖∂2W‖2(0, ·, τ) + (‖∇ρ‖21 + ‖u‖
2
2)(τ)]dτ),
|
∫ t
0
∫∞
−∞
∫∞
0
∂2xH · ∂
2
xWdxdydτ |
≤ Cδ0(‖∂
2
xρ0‖
2 + ‖∂2xρ‖
2(t)
+
∫ t
0
[‖∂2W‖2(0, ·, τ) + (‖∇ρ‖21 + ‖u‖
2
2)(τ)]dτ).
As for the boundary terms we have the following estimates.
Lemma 2.4 Assume (2.7) holds, then
‖∂y∂xv1‖
2(0, ·, t) ≤ C(‖W‖21 + ‖∂
2
yu2‖)(0, ·, t) + Cδ0‖W‖
2
2(0, ·, t), (2.18)
‖∂2xv1‖
2(0, ·, t) ≤ C(‖W‖21+‖∂
2
y(ρ−u1)‖+‖∂y∂xu2‖
2)(0, ·, t)+Cδ0‖W‖
2
2(0, ·, t).
(2.19)
Proof. In view of ∂y(2.6)1, we get that
‖∂y∂xv1‖
2(0, ·, t) ≤ C(‖∂2yv3‖
2 + ‖∂y(v1 − v2)‖
2 + ‖∂y(h1 + h2)‖
2)(0, ·, t)
≤ C(‖W‖21 + ‖∂
2
yu2‖)(0, ·, t) + Cδ0‖W‖
2
2(0, ·, t).
Thus (2.18) is proved.
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In view of ∂x(2.6)1, we get that
‖∂2xv1‖
2(0, ·, t)
≤ C(‖∂x∂tv1‖+ ‖∂y∂xv3‖
2 + ‖∂x(v1 − v2)‖
2 + ‖∂x(h1 + h2)‖
2)(0, ·, t)
≤ C‖∂x∂tv1‖(0, ·, t) + C(‖W‖
2
1 + ‖∂y∂xu2‖
2)(0, ·, t) + Cδ0‖W‖
2
2(0, ·, t)
≤ C‖∂y∂tv3‖(0, ·, t) + C(‖W‖
2
1 + ‖∂y∂xu2‖
2)(0, ·, t) + Cδ0‖W‖
2
2(0, ·, t)
≤ C(‖W‖21 + ‖∂
2
y(ρ− u1)‖+ ‖∂y∂xu2‖
2)(0, ·, t) + Cδ0‖W‖
2
2(0, ·, t).
Thus (2.19) is proved. 
Multiplying ∂2y(2.5) by ∂
2
yV and integrating it over Ωt, we have that
‖∂2yW‖
2(t) +
∫ t
0
[‖∂2yW‖
2(0, ·, τ) + ‖∂2yu‖
2(τ)]dτ
≤ C(‖∂2yW0‖
2 + |
∫ t
0
∫∞
−∞
∫∞
0
∂2yH · ∂
2
yWdxdydτ |).
(2.20)
Similarly, we have that
‖∂y∂xW‖
2(t) +
∫ t
0
[(‖∂y∂x(ρ− u1)‖
2 + ‖∂y∂xu2‖
2)(0, ·, τ)
+‖∂y∂xu‖
2(τ)]dτ
≤ C(‖∂y∂xW0‖
2 +
∫ t
0
‖∂y∂xv1‖
2(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂xH · ∂y∂xWdxdydτ |),
(2.21)
and
‖∂2xW‖
2(t) +
∫ t
0
[(‖∂2x(ρ− u1)‖
2 + ‖∂2xu2‖
2)(0, ·, τ) + ‖∂2xu‖
2(τ)]dτ
≤ C(‖∂2xW0‖
2 +
∫ t
0
‖∂2xv1‖
2(0, ·, τ)dτ + |
∫ t
0
∫∞
−∞
∫∞
0
∂2xH · ∂
2
xWdxdydτ |).
(2.22)
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Choose λ3, λ4 suitably small such that (2.20) + λ3(2.21), combined with
(2.18) and (2.17), yields that
‖∂2yW‖
2(t) + ‖∂y∂xW‖
2(t) +
∫ t
0
[(‖∂2yW‖
2 + ‖∂y∂x(ρ− u1)‖
2
+‖∂y∂xu2‖
2)(0, ·, τ) + (‖∂2yu‖
2 + ‖∂y∂xu‖
2)(τ)]dτ
≤ C(‖W0‖
2
2 + δ0
∫ t
0
‖W‖22(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂2yH · ∂
2
yWdxdydτ |+ |
∫ t
0
∫∞
−∞
∫∞
0
∂y∂xH · ∂y∂xWdxdydτ |),
(2.23)
and (2.23) + λ4(2.22), combined with (2.19) and (2.17), yields that
‖∂2W‖2(t) +
∫ t
0
[(‖∂2yW‖
2 + ‖∂y∂x(ρ− u1)‖
2
+‖∂y∂xu2‖
2 + ‖∂2x(ρ− u1)‖
2 + ‖∂2xu2‖
2)(0, ·, τ) + ‖∂2u‖2(τ)]dτ
≤ C(‖W0‖
2
2 + δ0
∫ t
0
‖W‖22(0, ·, τ)dτ + |
∫ t
0
∫∞
−∞
∫∞
0
∂2yH · ∂
2
yWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂xH · ∂y∂xWdxdydτ |+ |
∫ t
0
∫∞
−∞
∫∞
0
∂2xH · ∂
2
xWdxdydτ |).
(2.24)
Combined with (2.17), lemma 2.3 and lemma 2.4, (2.24) yields that
‖W‖22(t) +
∫ t
0
[‖W‖22(0, ·, τ) + ‖u‖
2
2(τ)]dτ
≤ C‖W0‖
2
2 + Cδ0
∫ t
0
‖∇ρ‖1(τ)dτ.
(2.25)
From (2.4) it is easy to know that
‖Wt‖
2
1(0, ·, t) ≤ C‖W‖
2
2(0, ·, t), ‖Wt‖
2
1(t) ≤ C‖W‖
2
2(t),
so (2.25) yields that
‖W‖22(t) + ‖Wt‖
2
1(t) +
∫ t
0
[(‖W‖22 + ‖Wt‖
2
1)(0, ·, τ) + ‖u‖
2
2(τ)]dτ
≤ C‖W0‖
2
2 + Cδ0
∫ t
0
‖∇ρ‖1(τ)dτ.
(2.26)
11
By similar calculation to (2.15), ∇(2.4)1∇ρt+s∇(2.4)2∇ρx+∇(2.4)3∇ρy
yields that
∫ t
0
(‖∇ρt‖
2 + ‖∇ρy‖
2 + ‖∇ρx‖
2)(τ)dτ ≤
C(‖W0‖
2
2 + (‖∇ρ‖
2
1 + ‖u‖
2
1)(t) +
∫ t
0
[(‖ρt‖
2
1 + ‖W‖
2
1)(0, ·, τ) + ‖u‖
2
2(τ)]dτ)
+Cδ0
∫ t
0
(‖u‖22 + ‖∇ρ‖
2
1)(τ)dτ.
(2.27)
Choose λ5 suitably small such that (2.26) + λ5(2.27) yields that
‖W‖22(t) + ‖Wt‖
2
1(t) +
∫ t
0
[(‖W‖22 + ‖Wt‖
2
1)(0, ·, τ)
+(‖ρt‖
2
1 + ‖∇ρ‖
2
1 + ‖u‖
2
2)(τ)]dτ ≤ C‖W0‖
2
2.
(2.28)
From (2.4) we know that ‖ut‖
2
1(t) ≤ C(‖∇ρ‖
2
1 + ‖u‖
2
2)(t), thus (2.28)
yields that
‖W‖22(t) + ‖Wt‖
2
1(t) +
∫ t
0
[(‖W‖22 + ‖Wt‖
2
1)(0, ·, τ)
+(‖Wt‖
2
1 + ‖∇ρ‖
2
1 + ‖u‖
2
2)(τ)]dτ ≤ C‖W0‖
2
2.
(2.29)
2.4 Estimate D
By direct and a little tedious calculation, we get the following estimates on
the nonlinear terms.
Lemma 2.5 Assume (2.7) holds, then
|
∫ t
0
∫∞
−∞
∫∞
0
∂3yH · ∂
3
yWdxdydτ |
≤ Cδ0(‖∂
3
yρ0‖
2 + ‖∂3yρ‖
2(t)
+
∫ t
0
[‖∂3W‖2(0, ·, τ) + (‖∇ρ‖22 + ‖u‖
2
3)(τ)]dτ),
|
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂xH · ∂
2
y∂xWdxdydτ |
≤ Cδ0(‖∂
2
y∂xρ0‖
2 + ‖∂2y∂xρ‖
2(t)
+
∫ t
0
[‖∂3W‖2(0, ·, τ) + (‖∇ρ‖22 + ‖u‖
2
3)(τ)]dτ),
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|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂
2
xH · ∂y∂
2
xWdxdydτ |
≤ Cδ0(‖∂y∂
2
xρ0‖
2 + ‖∂y∂
2
xρ‖
2(t)
+
∫ t
0
[‖∂3W‖2(0, ·, τ) + (‖∇ρ‖22 + ‖u‖
2
3)(τ)]dτ),
|
∫ t
0
∫∞
−∞
∫∞
0
∂3xH · ∂
3
xWdxdydτ |
≤ Cδ0(‖∂
3
xρ0‖
2 + ‖∂3xρ‖
2(t)
+
∫ t
0
[‖∂3W‖2(0, ·, τ) + (‖∇ρ‖22 + ‖u‖
2
3)(τ)]dτ).
As for the estimates on the boundary terms, we have the following results.
Lemma 2.6 Assume (2.7) holds, then
‖∂2y∂xv1‖
2(0, ·, t) ≤ C(‖W‖22 + ‖∂
3
yu2‖
2)(0, ·, t) + Cδ0‖W‖
2
3(0, ·, t), (2.30)
‖∂y∂
2
xv1‖
2(0, ·, t) ≤ C(‖W‖22 + ‖∂
2
y∂xu2‖
2 + ‖∂3y(ρ− u1)‖
2)(0, ·, t)
+Cδ0‖W‖
2
3(0, ·, t),
(2.31)
‖∂3xv1‖
2(0, ·, t) ≤ C(‖W‖22 + ‖∂
3
yu2‖
2 + ‖∂y∂
2
xu2‖
2
+‖∂2y∂x(ρ− u1)‖
2)(0, ·, t) + Cδ0‖W‖
2
3(0, ·, t).
(2.32)
The proof of lemma 2.6 is similar to that of lemma 2.4, so we omit here.
Multiplying ∂3y(2.5) by ∂
3
yV and integrating it over Ωt, we have that
‖∂3yW‖
2(t) +
∫ t
0
[‖∂3yW‖
2(0, ·, τ) + ‖∂3yu‖
2(τ)]dτ
≤ C(‖∂3yW0‖
2 + |
∫ t
0
∫∞
−∞
∫∞
0
∂3yH · ∂
3
yWdxdydτ |).
(2.33)
Similarly, we have that
‖∂2y∂xW‖
2(t)
+
∫ t
0
[(‖∂2y∂x(ρ− u1)‖
2 + ‖∂2y∂xu2‖
2)(0, ·, τ) + ‖∂2y∂xu‖
2(τ)]dτ
≤ C(‖∂2y∂xW0‖
2 +
∫ t
0
‖∂2y∂xv1‖
2(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂xH · ∂
2
y∂xWdxdydτ |),
(2.34)
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‖∂y∂
2
xW‖
2(t)
+
∫ t
0
[(‖∂y∂
2
x(ρ− u1)‖
2 + ‖∂y∂
2
xu2‖
2)(0, ·, τ) + ‖∂y∂
2
xu‖
2(τ)]dτ
≤ C(‖∂y∂
2
xW0‖
2 +
∫ t
0
‖∂y∂
2
xv1‖
2(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂
2
xH · ∂y∂
2
xWdxdydτ |),
(2.35)
and
‖∂3xW‖
2(t) +
∫ t
0
[(‖∂3x(ρ− u1)‖
2 + ‖∂3xu2‖
2)(0, ·, τ) + ‖∂3xu‖
2(τ)]dτ
≤ C(‖∂3xW0‖
2 +
∫ t
0
‖∂3xv1‖
2(0, ·, τ)dτ + |
∫ t
0
∫∞
−∞
∫∞
0
∂3xH · ∂
3
xWdxdydτ |).
(2.36)
Choose λ6, λ7, λ8 suitably small such that (2.33) + λ6(2.34), combined
with (2.30) and (2.29), yields that
‖∂3yW‖
2(t) + ‖∂2y∂xW‖
2(t) +
∫ t
0
[(‖∂3yW‖
2 + ‖∂2y∂x(ρ− u1)‖
2
+‖∂2y∂xu2‖
2)(0, ·, τ) + (‖∂3yu‖
2 + ‖∂2y∂xu‖
2)(τ)]dτ
≤ C(‖W0‖
2
3 + δ0
∫ t
0
‖W‖23(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂3yH · ∂
3
yWdxdydτ |+ |
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂xH · ∂
2
y∂xWdxdydτ |),
(2.37)
(2.37) + λ7(2.35), combined with (2.31) and (2.29), yields that
(‖∂3yW‖
2 + ‖∂2y∂xW‖
2 + ‖∂y∂
2
xW‖
2)(t)
+
∫ t
0
[(‖∂3yW‖
2 + ‖∂2y∂x(ρ− u1)‖
2 + ‖∂2y∂xu2‖
2 + ‖∂y∂
2
x(ρ− u1)‖
2
+‖∂y∂
2
xu2‖
2)(0, ·, τ) + (‖∂3yu‖
2 + ‖∂2y∂xu‖
2 + ‖∂y∂
2
xu‖
2)(τ)]dτ
≤ C(‖W0‖
2
3 + δ0
∫ t
0
‖W‖23(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂3yH · ∂
3
yWdxdydτ |+ |
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂xH · ∂
2
y∂xWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂
2
xH · ∂y∂
2
xWdxdydτ |),
(2.38)
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and (2.38) + λ8(2.36), combined with (2.32) and (2.29), yields that
‖∂3W‖2(t) +
∫ t
0
[(‖∂3yW‖
2 + ‖∂2y∂x(ρ− u1)‖
2 + ‖∂2y∂xu2‖
2 + ‖∂y∂
2
xu2‖
2
+‖∂y∂
2
x(ρ− u1)‖
2 + ‖∂3x(ρ− u1)‖
2 + ‖∂3xu2‖
2)(0, ·, τ) + ‖∂3u‖2(τ)]dτ
≤ C(‖W0‖
2
3 + δ0
∫ t
0
‖W‖23(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂3yH · ∂
3
yWdxdydτ |+ |
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂xH · ∂
2
y∂xWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂
2
xH · ∂y∂
2
xWdxdydτ |+ |
∫ t
0
∫∞
−∞
∫∞
0
∂3xH · ∂
3
xWdxdydτ |).
(2.39)
Combined with lemma 2.5, lemma 2.6 and (2.29), (2.39) yields that
‖W‖23(t) +
∫ t
0
[‖W‖23(0, ·, τ) + (‖ρt‖
2
1 + ‖∇ρ‖
2
1 + ‖u‖
2
3)(τ)]dτ
≤ C‖W0‖
2
3 + Cδ0
∫ t
0
‖∇ρ‖22(τ)dτ.
(2.40)
From (2.4) it is easy to know that
‖Wt‖
2
2(0, ·, t) ≤ C‖W‖
2
3(0, ·, t), ‖Wt‖
2
2(t) ≤ C‖W‖
2
3(t),
so (2.40) yields that
‖W‖23(t) + ‖Wt‖
2
2(t)
+
∫ t
0
[(‖W‖23 + ‖Wt‖
2
2)(0, ·, τ) + (‖ρt‖
2
1 + ‖∇ρ‖
2
1 + ‖u‖
2
3)(τ)]dτ
≤ C‖W0‖
2
3 + Cδ0
∫ t
0
‖∇ρ‖22(τ)dτ.
(2.41)
By similar calculation to (2.15), ∂2(2.4)1∂
2ρt+s∂
2(2.4)2∂
2ρx+∂
2(2.4)3∂
2ρy
yields that∫ t
0
(‖∂2ρt‖
2 + ‖∂2ρy‖
2 + ‖∂2ρx‖
2)(τ)dτ ≤
C(‖W0‖
2
3 + (‖∇ρ‖
2
2 + ‖u‖
2
2)(t) +
∫ t
0
[(‖ρt‖
2
2 + ‖W‖
2
2)(0, ·, τ) + ‖u‖
2
3(τ)]dτ)
+Cδ0
∫ t
0
(‖u‖23 + ‖∇ρ‖
2
2)(τ)dτ.
(2.42)
Choose λ9 suitably small such that (2.41) + λ9(2.42) yields that
‖W‖23(t) + ‖Wt‖
2
2(t) +
∫ t
0
[(‖W‖23 + ‖Wt‖
2
2)(0, ·, τ)
+(‖ρt‖
2
2 + ‖∇ρ‖
2
2 + ‖u‖
2
3)(τ)]dτ ≤ C‖W0‖
2
3.
(2.43)
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From (2.4) we know that ‖ut‖
2
2(t) ≤ C(‖∇ρ‖
2
2 + ‖u‖
2
3)(t), thus (2.43)
yields that
‖W‖23(t) + ‖Wt‖
2
2(t) +
∫ t
0
[(‖W‖23 + ‖Wt‖
2
2)(0, ·, τ)
+(‖Wt‖
2
2 + ‖∇ρ‖
2
2 + ‖u‖
2
3)(τ)]dτ ≤ C‖W0‖
2
3.
(2.44)
2.5 Estimate E
By direct and a little tedious calculation, we get the following estimates on
the nonlinear terms.
Lemma 2.7 Assume (2.7) holds, then
|
∫ t
0
∫∞
−∞
∫∞
0
∂4yH · ∂
4
yWdxdydτ |
≤ Cδ0(‖∂
4
yρ0‖
2 + ‖∂4yρ‖
2(t)
+
∫ t
0
[‖∂4W‖2(0, ·, τ) + (‖∇ρ‖23 + ‖u‖
2
4)(τ)]dτ),
|
∫ t
0
∫∞
−∞
∫∞
0
∂3y∂xH · ∂
3
y∂xWdxdydτ |
≤ Cδ0(‖∂
3
y∂xρ0‖
2 + ‖∂3y∂xρ‖
2(t)
+
∫ t
0
[‖∂4W‖2(0, ·, τ) + (‖∇ρ‖23 + ‖u‖
2
4)(τ)]dτ),
|
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂
2
xH · ∂
2
y∂
2
xWdxdydτ |
≤ Cδ0(‖∂
2
y∂
2
xρ0‖
2 + ‖∂2y∂
2
xρ‖
2(t)
+
∫ t
0
[‖∂4W‖2(0, ·, τ) + (‖∇ρ‖23 + ‖u‖
2
4)(τ)]dτ),
|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂
3
xH · ∂y∂
3
xWdxdydτ |
≤ Cδ0(‖∂y∂
3
xρ0‖
2 + ‖∂y∂
3
xρ‖
2(t)
+
∫ t
0
[‖∂4W‖2(0, ·, τ) + (‖∇ρ‖23 + ‖u‖
2
4)(τ)]dτ),
|
∫ t
0
∫∞
−∞
∫∞
0
∂4xH · ∂
4
xWdxdydτ |
≤ Cδ0(‖∂
4
xρ0‖
2 + ‖∂4xρ‖
2(t)
+
∫ t
0
[‖∂4W‖2(0, ·, τ) + (‖∇ρ‖23 + ‖u‖
2
4)(τ)]dτ).
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As for the estimates on the boundary terms, we have the following results.
Lemma 2.8 Assume (2.7) holds, then
‖∂3y∂xv1‖
2(0, ·, t) ≤ C(‖W‖23 + ‖∂
4
yu2‖
2)(0, ·, t) + Cδ0‖W‖
2
4(0, ·, t), (2.45)
‖∂2y∂
2
xv1‖
2(0, ·, t) ≤ C(‖W‖23 + ‖∂
3
y∂xu2‖
2 + ‖∂4y(ρ− u1)‖
2)(0, ·, t)
+Cδ0‖W‖
2
4(0, ·, t),
(2.46)
‖∂y∂
3
xv1‖
2(0, ·, t) ≤ C(‖W‖23 + ‖∂
2
y∂
2
xu2‖
2 + ‖∂4yu2‖
2
+‖∂3y∂x(ρ− u1)‖
2)(0, ·, t) + Cδ0‖W‖
2
4(0, ·, t),
(2.47)
‖∂4xv1‖
2(0, ·, t) ≤ C(‖W‖23 + ‖∂
3
y∂xu2‖
2 + ‖∂y∂
3
xu2‖
2 + ‖∂2y∂
2
x(ρ− u1)‖
2
+‖∂4y(ρ− u1)‖
2)(0, ·, t) + Cδ0‖W‖
2
4(0, ·, t).
(2.48)
The proof of lemma 2.8 is similar to that of lemma 2.4, so we omit here.
Multiplying ∂4y(2.5) by ∂
4
yV and integrating it over Ωt, we have that
‖∂4yW‖
2(t) +
∫ t
0
[‖∂4yW‖
2(0, ·, τ) + ‖∂4yu‖
2(τ)]dτ
≤ C(‖∂4yW0‖
2 + |
∫ t
0
∫∞
−∞
∫∞
0
∂4yH · ∂
4
yWdxdydτ |).
(2.49)
Similarly, we have that
‖∂3y∂xW‖
2(t)
+
∫ t
0
[(‖∂3y∂x(ρ− u1)‖
2 + ‖∂3y∂xu2‖
2)(0, ·, τ) + ‖∂3y∂xu‖
2(τ)]dτ
≤ C(‖∂3y∂xW0‖
2 +
∫ t
0
‖∂3y∂xv1‖
2(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂3y∂xH · ∂
3
y∂xWdxdydτ |),
(2.50)
‖∂2y∂
2
xW‖
2(t)
+
∫ t
0
[(‖∂2y∂
2
x(ρ− u1)‖
2 + ‖∂2y∂
2
xu2‖
2)(0, ·, τ) + ‖∂2y∂
2
xu‖
2(τ)]dτ
≤ C(‖∂2y∂
2
xW0‖
2 +
∫ t
0
‖∂2y∂
2
xv1‖
2(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂
2
xH · ∂
2
y∂
2
xWdxdydτ |),
(2.51)
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‖∂y∂
3
xW‖
2(t)
+
∫ t
0
[(‖∂y∂
3
x(ρ− u1)‖
2 + ‖∂y∂
3
xu2‖
2)(0, ·, τ) + ‖∂y∂
3
xu‖
2(τ)]dτ
≤ C(‖∂y∂
3
xW0‖
2 +
∫ t
0
‖∂y∂
3
xv1‖
2(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂
3
xH · ∂y∂
3
xWdxdydτ |),
(2.52)
and
‖∂4xW‖
2(t) +
∫ t
0
[(‖∂4x(ρ− u1)‖
2 + ‖∂4xu2‖
2)(0, ·, τ) + ‖∂4xu‖
2(τ)]dτ
≤ C(‖∂4xW0‖
2 +
∫ t
0
‖∂4xv1‖
2(0, ·, τ)dτ + |
∫ t
0
∫∞
−∞
∫∞
0
∂4xH · ∂
4
xWdxdydτ |).
(2.53)
Choose λ10, λ11, λ12, λ13 suitably small such that (2.49) + λ10(2.50), com-
bined with (2.44) and (2.45), yields that
‖∂4yW‖
2(t) + ‖∂3y∂xW‖
2(t) +
∫ t
0
[(‖∂4yW‖
2 + ‖∂3y∂x(ρ− u1)‖
2
+‖∂3y∂xu2‖
2)(0, ·, τ) + (‖∂4yu‖
2 + ‖∂3y∂xu‖
2)(τ)]dτ
≤ C(‖W0‖
2
4 + δ0
∫ t
0
‖W‖24(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂4yH · ∂
4
yWdxdydτ |+ |
∫ t
0
∫∞
−∞
∫∞
0
∂3y∂xH · ∂
3
y∂xWdxdydτ |),
(2.54)
(2.54) + λ11(2.51), combined with (2.44) and (2.46), yields that
(‖∂4yW‖
2 + ‖∂3y∂xW‖
2 + ‖∂2y∂
2
xW‖
2)(t)
+
∫ t
0
[(‖∂4yW‖
2 + ‖∂3y∂x(ρ− u1)‖
2 + ‖∂3y∂xu2‖
2 + ‖∂2y∂
2
x(ρ− u1)‖
2
+‖∂2y∂
2
xu2‖
2)(0, ·, τ) + (‖∂4yu‖
2 + ‖∂3y∂xu‖
2 + ‖∂2y∂
2
xu‖
2)(τ)]dτ
≤ C(‖W0‖
2
4 + δ0
∫ t
0
‖W‖24(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂4yH · ∂
4
yWdxdydτ |+ |
∫ t
0
∫∞
−∞
∫∞
0
∂3y∂xH · ∂
3
y∂xWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂
2
xH · ∂
2
y∂
2
xWdxdydτ |),
(2.55)
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(2.55) + λ12(2.52), combined with (2.44) and (2.47), yields that
(‖∂4yW‖
2 + ‖∂3y∂xW‖
2 + ‖∂2y∂
2
xW‖
2 + ‖∂y∂
3
xW‖
2)(t)
+
∫ t
0
[(‖∂4yW‖
2 + ‖∂3y∂x(ρ− u1)‖
2 + ‖∂3y∂xu2‖
2 + ‖∂2y∂
2
x(ρ− u1)‖
2
+‖∂2y∂
2
xu2‖
2 + ‖∂y∂
3
x(ρ− u1)‖
2 + ‖∂y∂
3
xu2‖
2)(0, ·, τ)
+(‖∂4yu‖
2 + ‖∂3y∂xu‖
2 + ‖∂2y∂
2
xu‖
2 + ‖∂y∂
3
xu‖
2)(τ)]dτ
≤ C(‖W0‖
2
4 + δ0
∫ t
0
‖W‖24(0, ·, τ)dτ
+|
∫ t
0
∫∞
−∞
∫∞
0
∂4yH · ∂
4
yWdxdydτ |+ |
∫ t
0
∫∞
−∞
∫∞
0
∂3y∂xH · ∂
3
y∂xWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂
2
xH · ∂
2
y∂
2
xWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂
3
xH · ∂y∂
3
xWdxdydτ |),
(2.56)
and (2.56) + λ13(2.53), combined with (2.44) and (2.48), yields that
‖∂4W‖2(t) +
∫ t
0
[(‖∂4yW‖
2 + ‖∂3y∂x(ρ− u1)‖
2 + ‖∂3y∂xu2‖
2
+‖∂2y∂
2
x(ρ− u1)‖
2 + ‖∂2y∂
2
xu2‖
2 + ‖∂y∂
3
x(ρ− u1)‖
2 + ‖∂y∂
3
xu2‖
2
+‖∂4x(ρ− u1)‖
2 + ‖∂4xu2‖
2)(0, ·, τ) + ‖∂4u‖2(τ)]dτ
≤ C(‖W0‖
2
4 + δ0
∫ t
0
‖W‖24(0, ·, τ)dτ + |
∫ t
0
∫∞
−∞
∫∞
0
∂4yH · ∂
4
yWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂3y∂xH · ∂
3
y∂xWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂2y∂
2
xH · ∂
2
y∂
2
xWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂y∂
3
xH · ∂y∂
3
xWdxdydτ |
+|
∫ t
0
∫∞
−∞
∫∞
0
∂4xH · ∂
4
xWdxdydτ |).
(2.57)
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Combined with lemma 2.7, lemma 2.8 and (2.44), (2.57) yields that
‖W‖24(t) +
∫ t
0
[‖W‖24(0, ·, τ) + (‖ρt‖
2
2 + ‖∇ρ‖
2
2 + ‖u‖
2
4)(τ)]dτ
≤ C‖W0‖
2
4 + Cδ0
∫ t
0
‖∇ρ‖23(τ)dτ.
(2.58)
From (2.4) it is easy to know that
‖Wt‖
2
3(0, ·, t) ≤ C‖W‖
2
4(0, ·, t), ‖Wt‖
2
3(t) ≤ C‖W‖
2
4(t),
so (2.58) yields that
‖W‖24(t) + ‖Wt‖
2
3(t)
+
∫ t
0
[(‖W‖24 + ‖Wt‖
2
3)(0, ·, τ) + (‖ρt‖
2
2 + ‖∇ρ‖
2
2 + ‖u‖
2
4)(τ)]dτ
≤ C‖W0‖
2
4 + Cδ0
∫ t
0
‖∇ρ‖23(τ)dτ.
(2.59)
By similar calculation to (2.15), ∂3(2.4)1∂
3ρt+s∂
3(2.4)2∂
3ρx+∂
3(2.4)3∂
3ρy
yields that
∫ t
0
(‖∂3ρt‖
2 + ‖∂3ρy‖
2 + ‖∂3ρx‖
2)(τ)dτ ≤
C(‖W0‖
2
4 + (‖∇ρ‖
2
3 + ‖u‖
2
3)(t) +
∫ t
0
[(‖ρt‖
2
3 + ‖W‖
2
3)(0, ·, τ) + ‖u‖
2
4(τ)]dτ)
+Cδ0
∫ t
0
(‖u‖24 + ‖∇ρ‖
2
3)(τ)dτ.
(2.60)
Choose λ14 suitably small such that (2.59) + λ14(2.60) yields that
‖W‖24(t) + ‖Wt‖
2
3(t) +
∫ t
0
[(‖W‖24 + ‖Wt‖
2
3)(0, ·, τ)
+(‖ρt‖
2
3 + ‖∇ρ‖
2
3 + ‖u‖
2
4)(τ)]dτ ≤ C‖W0‖
2
4.
(2.61)
From (2.4) we know that ‖ut‖
2
3(t) ≤ C(‖∇ρ‖
2
3 + ‖u‖
2
4)(t), thus (2.61)
yields that
‖W‖24(t) + ‖Wt‖
2
3(t) +
∫ t
0
[(‖W‖24 + ‖Wt‖
2
3)(0, ·, τ)
+(‖Wt‖
2
3 + ‖∇ρ‖
2
3 + ‖u‖
2
4)(τ)]dτ ≤ C‖W0‖
2
4.
(2.62)
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2.6 Estimates on higher order derivatives
By the similar arguments we can get the following estimates, for any positive
integer l ≥ 4 as long as δ0 is sufficiently small,
‖W‖2l (t) + ‖Wt‖
2
l−1(t)
+
∫ t
0
[(‖W‖2l + ‖Wt‖
2
l−1)(0, ·, τ) + (‖Wt‖
2
l−1 + ‖∇ρ‖
2
l−1 + ‖u‖
2
l )(τ)]dτ
≤ C‖W0‖
2
l .
(2.63)
3 Theorems of existence
3.1 Local existence
We are first going to obtain the local existence of solution to the initial-
boundary problem (2.4) by making use of iterative scheme. Consider the
following linear system,


ρm+1t − sρ
m+1
x + ru
m+1
1x + ru
m+1
2y = −r(∇ρ
m+1 · um + ρmdivum+1),
um+11t − su
m+1
1x + rρ
m+1
x + ku
m+1
1 = −ru
m · ∇um+11 +
1
r
Bmρm+1x ,
um+12t − su
m+1
2x + rρ
m+1
y + ku
m+1
2 = −ru
m · ∇um+12 +
1
r
Bmρm+1y ,
(ρm+1, um+11 , u
m+1
2 )(x, y, t)|t=0 = (ρ
m+1
0 , u
m+1
10 , u
m+1
20 )(x, y),
(ρm+1 + um+11 )|x=0 = 0,
(3.64)
where Bm = r2 − P
′(1+ρm)
1+ρm
, ρm+10 , u
m+1
10 , u
m+1
20 are functions of class C
∞ and∑
m
‖ρm+10 −ρ
m
0 ‖,
∑
m
‖um+110 −u
m
10‖,
∑
m
‖um+120 −u
m
20‖ converge with the respective
limits ρ0, u10, u20.
Denote Wm = (ρm, um1 , u
m
2 ),W
m
0 = (ρ
m
0 , u
m
10, u
m
20). By the similar process
to the a priori estimates in section 2, we have the following estimate,
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‖Wm+1‖2l (t) + ‖W
m+1
t ‖
2
l−1(t) +
∫ t
0
[(‖Wm+1‖2l + ‖W
m+1
t ‖
2
l−1)(0, ·, τ)
+(‖Wm+1t ‖
2
l−1 + ‖∇ρ
m+1‖2l−1 + ‖u
m+1‖2l )(τ)]dτ
≤ C(‖Wm0 ‖l)‖W
m+1
0 ‖
2
l + C(‖W
m‖l(t))‖∇ρ
m+1‖2l−1(t)
+
∫ t
0
C(‖Wm‖l(τ), ‖W
m+1‖l(τ))[‖W
m+1‖2l (0, ·, τ)
+(‖∇ρm‖2l−1 + ‖u
m‖2l + ‖∇ρ
m+1‖2l−1 + ‖u
m+1‖2l )(τ)]dτ.
(3.65)
From (3.65) we get the following lemma for the system (3.64).
Lemma 3.1 Let l be an integer, l ≥ 4. Assume that ρ0, u10, u20 ∈ H
l(R+ ×
R), and ‖ρ0‖l, ‖u10‖l, ‖u20‖l are sufficiently small. Then there exists a time
T1 and a number R1, such that for all m ≥ 0, we have
sup
0≤t≤T1
‖Wm‖l(t) ≤ R1, sup
0≤t≤T1
‖∂tW
m‖l−1(t) ≤ R1,
where the numbers R1, T1 depend both on the system (3.64) and on the initial
data ‖ρ0‖l, ‖u10‖l, ‖u20‖l.
Now we are going to show the convergence of the iterative scheme in
L2(R+×R) on a smaller time interval T ∗, then we conclude the convergence
in Hr(R+ × R) for all 0 ≤ r < l by interpolation.
First we define the difference W¯m ,Wm+1 −Wm and other denotations
can be similarly defined. We form the difference of two successive equations
of the scheme,


ρ¯mt − sρ¯
m
x + ru¯
m
1x + ru¯
m
2y = h¯
m
1 ,
u¯m1t − su¯
m
1x + rρ¯
m
x + ku¯
m
1 = h¯
m
2 ,
u¯m2t − su¯
m
2x + rρ¯
m
y + ku¯
m
2 = h¯
m
3 ,
(ρ¯m, u¯m1 , u¯
m
2 )(x, y, t)|t=0 = (ρ¯
m
0 , u¯
m
10, u¯
m
20)(x, y),
(ρ¯m + u¯m1 )|x=0 = 0,
(3.66)
where
22
h¯m1 = −r(∇ρ
m+1 · um + ρmdivum+1 −∇ρm · um−1 − ρm−1divum)
= −r(∇ρ¯m · um + ρmdivu¯m +∇ρm · u¯m−1 + ρ¯m−1divum),
h¯m2 = −ru
m · ∇um+11 +
1
r
Bmρm+1x + ru
m−1 · ∇um1 −
1
r
Bm−1ρmx
= −r(um · ∇u¯m1 + u¯
m−1 · ∇um1 ) +
1
r
Bmρ¯mx +
1
r
B¯m−1ρmx ,
h¯m3 = −ru
m · ∇um+12 +
1
r
Bmρm+1y + ru
m−1 · ∇um2 −
1
r
Bm−1ρmy
= −r(um · ∇u¯m2 + u¯
m−1 · ∇um2 ) +
1
r
Bmρ¯my +
1
r
B¯m−1ρmy .
By the similar process to the a priori estimates in section 2, we get the
following estimate for the system (3.66),
‖W¯m‖2(t)
≤ C1(R1)
∫ t
0
‖W¯m−1‖2(τ)dτ + C2(R1)
∫ t
0
‖W¯m‖2(τ)dτ + C3(R1)‖W¯
m
0 ‖
2.
(3.67)
Denote
ym , sup
0≤t≤T ∗
‖W¯m‖2(t),
then we have from (3.67),
ym ≤ C2(R1)T
∗ym + C1(R1)T
∗ym−1 + βm,
where βm = C3(R1)‖W¯
m
0 ‖
2. We choose T ∗ to be such that
(C1(R1) + C2(R1))T
∗ ≤
1
2
.
It yields that
∑
m
ym ≤ 2
∑
m
βm. (3.68)
By using lemma 3.6.5 in [9](see page 98), we know that {βm}m≥0 has a finite
sum. From (3.68) we deduce that {ym}m≥0 equally has a finite sum, that is
to sayWm converges at least in L∞([0, T ∗];L2(R+×R)). We denote the limit
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as W = (ρ, u1, u2), then W ∈ L
∞([0, T ∗];L2(R+ × R)). By an interpolation
formula between H0 = L2 and H l, we have for all 0 ≤ r < l,
‖Wm −W‖r ≤ |W
m −W |
1− r
l
2 ‖W
m −W‖
r
l
l .
So the sequence {Wm}m≥0 tend to W in L∞([0, T ∗];Hr(R+ × R)) for all
r < l. Since l ≥ 4, we have the result that W is a regular solution of the
initial-boundary value problem (2.4). So we obtain the following theorem of
local existence.
Theorem 3.2 Let l be an integer, l ≥ 4. Assume that ρ0, u10, u20 ∈ H
l(R+×
R), and ‖ρ0‖l, ‖u10‖l, ‖u20‖l are sufficiently small. Then there exists a time
T > 0 such that the problem (2.4) has a unique classical solution
(ρ, u1, u2) ∈ C
1([0, T ]× R+ × R).
In addition, (ρ, u1, u2) ∈ C
1([0, T ];H l−1(R+ × R)) ∩ C0([0, T ];H l(R+ × R)).
Remark. As mentioned in the section of the introduction, for the initial-
boundary value problem to the isentropic Euler equations with damping, we
obtain the local existence of the classical solution only in the case of the
small initial data due to some essential or technical difficulties, while for
the Cauchy problem of symmetric hyperbolic systems, the local existence of
classical solutions can be proved by using the fixed point mapping theorem or
the iteration method without the assumption that the initial data are small
(see [9]).
3.2 Global existence
In order to obtain the global existence of classical solution to the system
(2.4), we only need to prove the a priori estimate. Based on the preceding
estimates in section 2, (2.63) yields the a priori assumption (2.7) for any time
T . Therefore we have the following theorem of global existence.
Theorem 3.3 Assume that ρ0, u10, u20 ∈ H
l(R+ × R), l ≥ 4 is a positive
integer, and ‖ρ0‖l, ‖u10‖l, ‖u20‖l are sufficiently small. Then there exists a
unique, global, classical solution (ρ, u1, u2) to the initial-boundary value prob-
lem (2.4) which satisfies (2.63) and
(ρ, u1, u2) ∈ C
1([0,∞);H l−1(R+ × R)) ∩ C0([0,∞);H l(R+ × R)).
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Remark. 1. In this paper, although we study the IBVP for 2-D Euler
equations with damping, in fact the corresponding results still hold in the
case of n-D (n ≥ 3).
2. In this paper, we assume that the boundary function in (2.3) is con-
stant, and it results in the homogeneous boundary condition in (2.4), so the
estimates of the solution can be controlled only by the initial data, otherwise
they should be controlled by both the initial and the boundary functions.
References
[1] H. O. Kreiss and J. Lorenz, Initial-boundary value problems and the
Navier-Stokes equations, Classics in Applied Mathematics, 47. Society for
Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2004.
[2] F. M. Huang, A. Matsumura and X. D. Shi, Viscous shock wave and
boundary layer solution to an inflow problem for compressible viscous gas.
Comm. Math. Phys. 239 (2003), no. 1-2, 261–285.
[3] Y. Kagei and T. Kobayashi, On large-time behavior of solutions to the
compressible Navier-stokes equations in the half space in R3, Arch. Ratio-
nal Mech. Anal. 165 (2002), 89C159.
[4] Y. Kagei and S. Kawashima, Stability of planar stationary solutions to the
compressible Navier-Stokes equation on the half space, Commun. Math.
Phys. 266 (2006), 401C430.
[5] A. Matsumura and M. Mei, Convergence to travelling fronts of solutions
of the p-system with viscosity in the presence of a boundary. Arch. Ration.
Mech. Anal. 146 (1999), no. 1, 1–22.
[6] A. Matsumura and K. J. Nishihara, Large-time behaviors of solutions
to an inflow problem in the half space for a one-dimensional system of
compressible viscous gas. Comm. Math. Phys. 222 (2001), no. 3, 449–474.
[7] A. Matsumura and K. J. Nishihara, Global asymptotics toward the rar-
efaction wave for solutions of viscous p-system with boundary effect. Quart.
Appl. Math. 58 (2000), no. 1, 69–83.
[8] K. J. Nishihara and T. Yang, Boundary effect on asymptotic behavior of
solutions to the p-system with linear damping, J. Differential Equations
156 (1999), 439-458.
25
[9] D. Serre, Systems of conservation laws I, hyperbolicity entropy, shock
waves, Cambridge University Press (1999).
[10] W. K. Wang and T. Yang, The pointwise estimates of solutions for Euler
equations with damping in multi-dimensions, J. Differential Equations 173
(2001), 410-450.
26
