It is widely known that deep neural networks (DNNs) can perform well in many applications, and can sometimes exceed human ability. However, their cost limits their impact in a variety of realworld applications, such as IoT and mobile computing. Recently, many DNN compression and acceleration methods have been employed to overcome this problem. Most methods succeed in reducing the number of parameters and FLOPs, but only a few can speed up expected inference times because of either the overhead generated from using such methods or DNN framework deficiencies. Edge-cloud computing has recently emerged and presents an opportunity for new model acceleration and compression techniques. To address the aforementioned problem, we propose a novel technique to speed up expected inference times by using several networks that perform the exact same task with different strengths. Although our method is based on edge-cloud computing, it is suitable for any other hierarchical computing paradigm. Using a simple yet strong enough estimator, the system predicts whether the data should be passed to a larger network or not. Extensive experimental results demonstrate that the proposed technique can speed up expected inference times and beat almost all state-of-the-art compression techniques, including pruning, low-rank approximation, knowledge distillation, and branchy-type networks, on both CPUs and GPUs.
I. INTRODUCTION
Deep neural networks (DNNs) have been widely for various tasks: classification [1] , [2] , segmentation [3] - [5] , recognition [6] , [7] , caption-generation, [8] - [10] and translation [11] , [12] . However, DNNs are commonly known to have heavy computational loads and require large amounts of memory to store billions of parameters. Deploying state-of-the-art DNNs demands a server-client scenario. IoT devices, which usually have limited computation power, act as clients and send sensor data to the DNN model stored in a cloud computer. Such server-client scenarios require a high-bandwidth upstream.
The proliferation of IoT has boosted the development of edge computing. Most technology industries have heavily invested on edge computing, which is performed closer to the data sources. We have entered the edge-computing era, where cloud computing is no longer efficient enough to support all the existing IoT devices [13] . Thus, some processing capability needs to be moved closer to the edge devices, The associate editor coordinating the review of this manuscript and approving it for publication was Chao Shen .
where the data is produced. Physical proximity between computing power and data sources brings several benefits, such as privacy protection, energy efficiency, context awareness, and minimizing bandwidth consumption [13] , [14] .
Several studies have been carried out to minimize execution latency in DNN systems. One intuitive solution is to create a compressed or mini-version of the large model [15] . Unfortunately, with a mini-version of the model, it is hardly possible to achieve the same accuracy as the large version. Accuracy degradation often occurs significantly in miniversions of models [15] . On the other hand, when using medium-version models, it is not possible to speed up inference times considerably [16] . Another solution is the splitting of the large model into several stages. First, sensor input data are processed at the edge devices as early predictions. Afterwards, if the confidence level of the early predictions is not high, the extracted feature is passed to the cloud server to be processed by a larger model [17] . Unfortunately, because larger features are extracted in deeper layers, bandwidth consumption will be higher if the extracted feature needs to be sent to the cloud. Moreover, the optimal approach for splitting the model remains an open problem. In this paper, we propose a multilevel neural network (NN) architecture where we stack a smaller network to minimize the expected inference time of a larger network. First, a sensor data is passed into the smaller network. Second, the predicted value of smaller network is passed into the decider. Third, a decider algorithm determine whether the input will be passed into the larger network or will be used as a final prediction. Fourth, the output of the larger network then is used as final prediction if the confident score from the decider is not high enough. Full illustration shown at Fig. 1 .
A multilevel neural network (NN) operates on a combination of edge-cloud computing. The solutions proposed in previous works are combined, by which the cloud server stores a deep and powerful DNN model whereas the edge device keeps a mini-version of the DNN model in the cloud. Because a large DNN model is used to support the miniversion of the model, the aforementioned accuracy drop can be minimized. Considering that the NN model between the cloud server and the edge device is not a partition model, the original sensor data is sent to the cloud in cases where the confidence level of the mini-version prediction is not high enough. Therefore, the bandwidth consumption per datum remains the same, and can be further minimized according to the probability of the doubtful predictions produced by the mini-version model.
To filter out certain predictions, we propose a decider system that can determine whether the output of the mini-version model is good enough to be used as a final prediction, or if it should be passed to the large network. To summarize, the contributions of this work are listed below:
• We propose a novel idea to stack multiple neural network models to reduce the expected inference time and minimize accuracy degradation.
• A theoretical analysis on multilevel networks is also presented for understanding how to measure the aspects of multilevel networks in terms of accuracy drop, expected time inference, and decider quality.
• We compare our results with many state-of-the-art methods for model compression, including pruning, low-rank approximation, knowledge distillation, and branchy-type networks.
II. PREVIOUS WORK
There are several approaches for compressing DNNs, and some of them have been described in a survey paper [18] . They can be categorized into three different schemes: parameter pruning, knowledge distillation, and low-rank factorization. However, based on our observations, there is a fourth category called branchy-type networks, in which the network model changes dynamically during runtime depending on the input data. Parameter pruning is a widely used approach for model compression that consists in reducing the number of connections, neurons [19] , or even entire layers with the lowest importance values. One example of a pruning approach is optimization-based layer-wise magnitude-based pruning (OMLP). This method employs an optimization approach to tune the pruning threshold automatically. The pruning threshold is used to select the most important connections from all layers [20] . Another pruning approach consists in selecting the most discriminative channels based on additional discrimination-aware losses [21] . One common problem with pruning methods is that the overall performance of the model reduces significantly. He et al. proposed the soft filter pruning [22] method, which allows the pruned model to be updated during the training phase. Therefore, the model can maintain its capacity to keep learning during the training phase [22] .
The second most widely known approach is knowledge distillation, in which a large network becomes a teacher and transfers its knowledge to a small network, which acts as its student. The basic knowledge distillation (KD) method consists in using the output of a softmax layer from the teacher as a pseudo-label to be learned by the student [23] . Furthermore, Romero et al. employed the teacher's hidden layer as a hint to guide the student's learning process. Other similar ideas have been proposed. Yim et al. used the feature maps from two layers to generate a flow solution procedure (FSP) matrix to be learned by the student. Another related idea included mutual learning, in which several students learn collaboratively by teaching each other in the training process [26] . Additionally, Byeongho Heo proposed generating adversarial samples to transfer more accurate decision boundary information from the teacher [27] . Another way to transfer knowledge is by imitating the teacher's attention map [28] . Recent methods introduced teaching assistant (TA) network terminology to improve the distillation process [29] .
Low-rank factorization consists in reducing the size of the convolutional filter to a smaller dimension to improve compression rates. Tai employed direct approximations instead of an iterative scheme to compute the low-rank tensor decomposition. They also found that batch normalization (BN) is useful for handling vanishing or exploding gradients when training a deep low-rank constrained CNN [15] . More recently, Lin et al. proposed performing knowledge transfer after low-rank decomposition to deal with the performance degradation that occurs after the network is compressed [30] .
Another type of compression approach is the branchytype network model [17] . Teerapittayanon et al. designed an architecture that allows an early exit if the prediction confidence is already high. Therefore, it is not necessary to suffer from long inference times for easy data while still having sufficiently powerful performance to deal with some hard-data. This approach sometimes suffers from a drawback in that the shorter network develops the ability to understand the data, which leads to premature exit during the testing phase. Dynamic-capacity networks (DCNs) use two different modules: low-capacity and high-capacity. The low-capacity module can slice a portion of the input data, which is then passed to the high-capacity network [31] .
Dynamic networks are a kind of compression technique for branchy-type networks, whereby some active layers are dynamically adjusted depending on the given input. The spatially adaptive computation time (SACT) method employs halting scores to decide which layer should be executed for the different regions of an image. A network can have varying execution times depending on the predicted halting scores [16] . Moreover, Wang et al. proposed Skipnet, which employs gating networks to decide which layer should be executed during the inference time. There are two different gating systems: feed-forward gates and recurrent gates, the latter of which was adopted from recurrent neural network (RNN) gating design [32] . BlockDrop uses a reinforcement method as a policy network to find the minimal number of blocks that should be executed while maintaining performance accuracy [33] . In a recent study, Yu et al. proposed a switchable batch-normalization layer to adjust the network width dynamically during runtime based on resource constraints [34] .
III. METHODOLOGY
In this section, we present a multilevel network, which represents a method for reducing the expected inference time in real-world applications. The notion of multilevel networks comes from combining multiple networks hierarchically, with each having different accuracies and inference times. The basic idea is not only to solve easy data using smaller networks while larger network are used to solve harder data, but also to predict whether the data is too uncertain and it would not be possible to make reliable predictions even in the largest network. In such cases, it is better to omit such data by outputting the prediction of the small network. Figure 2 shows realistically how the data is predicted using multiple network. The small network boundary is more simple than the large network. The small network is sufficient for the easy data while the large network is needed for the hard data. The anomaly data which drops in the easy data region will be likely to be misclassified by both small and large network, hence it is not necessary for the data to go to large network to preserve the time inference.
For clarity, we will first present the notations, assumptions, and definitions used. Let X = {x i } n i=1 be the data and Y = {Y } n i=1 be the corresponding labels. We define the classifiers, the time needed by the classifiers, and the decider functions between the a classifier and the next one as
, respectively. We define G as a stack operator between two classifiers and one decider. The final stack classifier can be defined as
Furthermore, we define µ i and γ i as a set of data and its labels that are correctly predicted by f i . r is the accuracy of f i , which can be mathematically defined as follows:
δ(D i , s i ) is a passing rate calculated based on decider D i and threshold s i . Moreover, the accuracy of classifier r(X , f i ) is a strictly increasing function. Assumption 1: Supported by the strictly increasing function r(X , f i ), for any data x j that is correctly predicted by f k , they will also be correctly predicted by f l with l ≥ k.
Assumption 1 is a quite reasonable assumption based on our experimental results. Only a small portion of the data violates Assumption 1, which has no significant impact on the results in terms of our model acceleration purposes. Therefore, Assumption 1 is acceptable for simplifying our theoretical approach. Based on Assumption 1, the greatest and lowest accuracies that can be achieved by a multilevel network are r(X , f 1 ) and r(X , f k ), respectively. Furthermore, the fastest and slowest inference times that can be achieved by a multilevel network are t 1 and t i , respectively. The cumulative accuracy and expected inference time of a multilevel network can be calculated as
respectively. The most important component of a multilevel network is the decider, D i . We need to understand how to assess decider quality. In our method, the decider is a two-class classifier that determines which data need to be passed. Using Assumption 1, we only have three cases: the first case, where the data is correctly predicted by both f i and F m ; the second case, where the data is not correctly predicted by either f i and F m ; and the third case, where the data is correctly predicted by F m but not by f i . We label each case as shown in Table 1 . The reason for giving the second case a negative label is that no matter how many classifiers the data goes through, we will never obtain a correct prediction. Thus, it is better to omit the data as soon as we predict that it is useless to proceed with it further, hence reducing the expected required time.
Lemma 1: Given any thresholds s 1 and s 2 for two deciders d 1 and d 2 that produce the exact same true-positive rate tpr with a false-positive rate that follows the condition fpr 1 < fpr 2 , we can conclude that decider d 1 is better in terms of tpr.
It is clear that fpr 1 < fpr 2 is equal to fp 1 < fp 2 , which also means that the amount of data passed through the second decider is larger than that of the first decider, even though they both have the same accuracy drop because their tpr values are the same. This proves Lemma 1. In model acceleration problems, we need to know every possible accuracy drop and its corresponding acceleration. Based on this statement and Lemma 1, to assess the quality of the decider, we need to calculate every tpr for certain fpr values. Hence, we propose the AUC metric as the method for assessing the suitability of the decider. To reduce the speed overhead caused by decider, we employ a tree-based classifier, which has short inference times than deep learning-based classifiers. In this study, we employ the entropy and boosting algorithm to demonstrate the performance of the multilevel network for speeding up the expected inference time.
A. ENTROPY
Entropy is used to measure the uncertainty of a model from its prediction results. If the entropy value of the prediction from the small model is low, the small model has high uncertainty.
In such cases, we should use the prediction from the large network instead. The entropy value is calculated from the output of the softmax layer of the model. The formula for calculating the entropy is
The computational cost of entropy is O(n), where n is equal to the number of prediction categories. Therefore, the computational cost of entropy as a decider algorithm is insignificant versus the total calculation inference time of the entire multilevel network.
B. BOOSTING
Boosting is an algorithm in which classifiers are sequentially built to cover residual errors [35] . First, an initial classifier is built. Secondly, another classifier is built to cover the current residual error. Another classifier is then built until the residual error falls below the margin threshold.
Formally, we define a total of c classifiers, of which each classifier f has a constant number K to represent its weight. The final prediction for data x can be defined as
To prevent each classifier from overfitting, we define a regularized function R that receives two parameters, d and w, that representing the depth and weight of the classifier, respectively. These parameters are then normalized with constant parameters K 1 and K 2 .
Furthermore, for n datapoints, the t-th classifier is trained using the loss function
where E is an evaluation metric to calculate the error between the expected label y i and the predicted labelŷ i,t .
Boosting is not only known as a powerful classifier method used in the winning algorithms of various classification competitions [36] but also a fast and a scalable classifier [37] . For this reason, it is safe to use this approach as the decider algorithm.
IV. EXPERIMENTS
Experiments were conducted using two widely used image dataset: CIFAR10 [38] and Imagenet 1K [39] . We evaluated our multilevel NN by stacking several ResNet [1] architectures with different depths. All experimental setups were conducted using an E5-2650 v4 CPU and a Tesla P100 GPU.
A. CIFAR DATASET
First, we evaluated the original ResNet [1] architecture using the CIFAR evaluation dataset. The initial accuracy values obtained are presented in Table 2 . The inference times on both CPU and GPU displayed in Table 2 were obtained using a batch size of 1. The multilevel NN could achieve faster inference times than the original stand-alone ResNet method without accuracy degradation. The inference time speedups for the CIFAR dataset are shown in Table 3 . We achieve 2× faster inference times when stacking ResNet 110 and ResNet 32 on the GPU and 2.5× faster inference times on the CPU without accuracy degradation.
A comparison between the proposed multilevel NNs and several state-of-the-art methods is presented in Table 4 . For the comparison with pruning methods, we modified the network and replaced the pruned channel with a cheaper operation so that the number of FLOPs could actually be reduced. We compared our method with the soft filter pruning (SFP) [22] and discriminative channel pruning (DCP) [21] approaches. Even though the pruning approach could reduce the total number of FLOPs required by the network, the real inference time was longer. We measured the inference times of the pruning methods with our setup. The multilevel NN composed of ResNet 32 + 8 could not achieve a higher accuracy than 10% SFP pruning on a ResNet 32. Nonetheless, the proposed multilevel networks achieved speedups in all cases, whereas pruning approaches consistently made inference times longer. For 10% SFP pruning on ResNet 110, the accuracy gain was 0.15%, but the SFP inference time was 2× slower; on the other hand, the proposed methods achieved 2.92× faster inference times in the CPU setup.
Furthermore, actual speedups could be achieved in the pruned network if the pruning rate was over 80%, which has greatly increases accuracy loss. The deficiencies of the pruning method occur owing to the small number of input shapes on the CIFAR10 dataset. Better results were obtained via pruning using the Imagenet dataset.
Another common approach for reducing inference times is knowledge distillation. Instead of using a large network, a smaller network is selected and taught by the large network. The comparison results between several knowledge distillation approaches and the proposed multilevel NNs are presented in Table 5 . The large network used in the multilevel NNs was the same as the large network used as the teacher in the knowledge distillation methods. The proposed method achieved faster inference times in all cases except for the GPU speedup observed for the TAKD method, in which ResNet 14 was a student taught by ResNet 26. However, the speedup difference was 0.01, which is negligible. Table 6 shows the comparison results between the multilevel NNs and several branchy-type approaches. Multilevel ResNet 110 + 8 outperformed almost all comparison methods [16] , [32] , [33] in various setups. These results are quite intriguing because the principle of branchy-type approaches is similar to that of multilevel NNs in that there are several layers that are skipped owing to unnecessity. A better training framework may be required by those methods to improve their results.
B. IMAGENET DATASET
The second dataset evaluated in our experiments was the Imagenet 1K [39] . It is a more challenging dataset than the CIFAR dataset, and state-of-the-art networks can only achieve an accuracy of approximately 83% [40] , [41] . The initial accuracy of all networks is shown at Table 7 . We employed two kinds of architectures for this dataset. The first was a widely used network in practical and experimental fields: ResNet [1] . The second one was that of recent state-ofthe-art networks that performed well on the Imagenet dataset (successfully achieved better performance than ResNet), such as NASNet [41] and PNASNet [40] . We not only used the entropy filter as the decider algorithm, but also the boosting algorithm for the Imagenet dataset. Boosting is a straightforward algorithm and provides fast training and inference times. The inference time for boosting in our setup was 1.4 × 10 −3 ms, which is small compared with the inference time of the DNN and can thus be regarded as negligible. Table 8 shows the obtained multilevel NN speedups for several accuracy drop values. By replacing the PNASNet [40] large architecture with the PNASNet mobile one, we only had one choice, by which a sacrifice of 8.6 % in accuracy resulted in a speedup of only 3.13× in the GPU setup, which can be calculated from the previous Table 7 . On the other hand, when using the multilevel NN framework, several choices on how much accuracy to sacrifice to achieve different speedups were available. We present several accuracy drop values with their respective speedup values on Table 8 . As shown in Table 8,  TABLE 4 . Speedup comparison between pruning methods and multilevel networks for the CIFAR10 dataset [38] . TABLE 5. Speedup comparison between knowledge distillation methods and multilevel networks for the CIFAR10 dataset [38] . stacking ResNet 101 + 50 in a GPU environment resulted in a 1.31× speedup without accuracy loss.
A comparison between the speedup values for multilevel NNs and pruning approaches is presented in Table 9 . For the SFP comparisons, we used a batch size of 64, whereas a batch size of 1 was used for the DCP comparisons. These different batch size values are based on the original papers of SFP [22] and DCP [21] . The proposed multilevel NNs achieved higher speedups in most pruning cases for various ResNet depths. A comparison between the proposed method with low-rank quantization approaches [30] is presented in Table 10 . Overall, the results show that our method was better on the GPU in terms of speedup, whereas low-rank quantization performed better on the CPU. Table 11 shows the comparison results between multilevel NNs and branchy-type networks. We compared the proposed NNs with several recent state-of-the-art methods [32] - [34] on the Imagenet dataset. The table clearly shows that the proposed multilevel NNs outperform all state-of-the-art methods under various conditions in both CPU and GPU environments.
V. ABLATION STUDIES A. ENTROPY VS BOOSTING PERFORMANCE
In this section, we present the performance differences obtained when using either entropy or boosting as the decider algorithm. An AUC graph for entropy and boosting is shown in Fig 3. The AUC score for entropy was 0.8, whereas that for boosting was slightly higher at 0.82. The results show that boosting can perform better than entropy for deciding which data should be passed onto a larger network and which data should stay to use the prediction of the small network as the final result. Figure 4 shows all the speedup scenarios when stacking a large NASNet architecture with a small NASNet mobile architecture [41] using either entropy or boosting as the decider algorithm. The Y-axis shows the accuracy drop that should be incurred for the desired speedup. As shown in the graph, the boosting decider algorithm could successfully maintain a higher accuracy than the entropy algorithm.
B. TRADE-OFF BETWEEN ACCURACY DROP AND SPEEDUP
There is always a trade-off between network accuracy and network complexity. Using a simple shallow network, it is possible to achieve fast inference times, but they are accompanied by low accuracy. On the other hand, a deep and large network can yield high accuracy at the high price of long inference times. Which one should be sacrificed will vary depending on our needs. By using a multilevel NN framework, we can adjust network accuracy and the desired speedup based on our requirements and constraints.
The trade-off between accuracy drop and speedup is presented in Fig. 5 for a multilevel NN using ResNet 110 + 8 on the CIFAR dataset and in Fig. 6 for a multilevel NN using ResNet 101 + 18 on the Imagenet dataset. The maximum value on the left Y-axis (accuracy loss) is equal to the accuracy difference between the large network and the small network. The maximum value on the right Y-axis (speedup) represents how fast the inference time of the small network is compared with that of the large network. Multilevel NNs provide several choices for adjusting the inference time of the large network based on our requirements and constraints.
VI. CONCLUSION
We purpose a novel technique for reducing the expected inference times using multilevel neural networks with different accuracies and inference times. We bridge these networks using what we call a ''decider''. The decider decides whether the input data should be passed to the next level of the network, which is smarter than the current level of the network. Our experimental results shows that multilevel NNs outperform several state-of-the-art methods from all categories. Multilevel NNs are easier to implement compared with all other previous compression methods. Through threshold filtering in the decider system, multilevel NNs provide several options for choosing and adjusting how much accuracy we want to sacrifice in exchange for how large an inference time speedup we want to achieve. Additionally, the ability to do edge computations is beneficial in terms of both latency and energy consumption. The proposed method should perform well in any type of hierarchical computation paradigm, such as edge-cloud or mobile-server computing. We also showed that, with only one simple rule, such as by using the entropy algorithm as a decider, good inference time reductions and small accuracy losses can be achieved. Furthermore, higher time reductions with smaller accuracy losses may be possible by adding more complex yet fast inference algorithms. The boosting algorithm proved to be an excellent decider algorithm for the proposed method.
VII. FUTURE WORKS
With an ideal decider, it would be possible to build a powerful multistack NN classifier. This can only happen if the decider is able to pass only the data that would result in improved overall accuracy. These data provide a chance to improve the original accuracy of a single large network. We can see from Table 12 that even the maximum possible accuracy of ResNet 18 + 34, which was 78%, easily surpasses the original accuracy of the single ResNet 101 network, which was 77% (displayed on Table 7 ). In our current experimental results, we cannot differentiate between data that would be correctly predicted by the shallow network, but wrongly predicted by the deep network and data that would be wrongly predicted by the shallow network but correctly predicted by the deep network. Once these data can be differentiated, it will be possible to improve the accuracy even further using a welltrained decider.
