Absfruct-Steiner Systems constitute an example of codes that achieve asymptotic error-free transmission for the Gaussian channel. In contrast to simplex and orthogonal codes which also have this property, these codes make more efficient use of the bandwidth by reducing the required dimensionality to generate the M signals. Tight upper bounds for the symbol error probability are derived for coherent and noncoherent detection that include previously reported results as special cases.
I. INTRODUCTION
Simplex and orthogonal codes constitute examples of M-ary signal sets that achieve asymptotic error-free transmission (in the limit as M approaches infinity) on the Gaussian channel. Equivalently stated, for arbitrarily large M the channel capacity exceeds the transmission rate as long as the bit energy to noise power spectral density ratio, E b / N o , exceeds In2 ( -1.6 dB) and under these conditions the symbol error probability can be made arbitrarily small. Despite this attractive property, these codes do not make efficient use of the available bandwidth. In both cases, the dimensionality of the signal set grows linearly with the number of codewords.
Signal sets derived from Steiner systems possess the same asymptotic behavior as the previous codes, but for large M , the required dimensionality only grows as the tth root of the number of signals, where t is an integer that sets an upper bound on the correlation between signals in the set. As a result, the performance of these signal sets approaches that of simplex and orthogonal codes as the number of encoded bits is increased, but with a significantly better bandwidth efficiency.
Section II presents the definition and relevant properties of Steiner systems that are used in Section I11 to derive the performance of these codes for the additive white Gaussian noise (AWGN) channel under coherent and noncoherent detection. The relative bandwidth efficiency with respect to orthogonal codes is presented in Section IV and a combined performance plot is given that allows a meaningful comparison between the different coding schemes considered.
STEINER SYSTEMS AND THEIR STRUCTURE
Steiner systems, denoted by S ( t , w , U), can be viewed as binary constant weight codes of length U and weight w [l] . system is symmetric (i.e., the symbol-error probability is the same regardless of which signal is transmitted) and is used to derive a union upper bound for the symbol error probability. Property 3) can be used to establish the asymptotic performance of the signal sets as M increases indefinitely. Table I gives formulae for the number of codewords, M , and for the intersection numbers, X , , of an S ( t , w , U) system.
From Table I , the codelength or dimensionality U is seen to grow as M'" for large M . In general, an S ( t , w , U ) system is subject to admissibility conditions on the triple ( t , w , U), with the value of U chosen such that, in addition to the admissibility conditions, M 2 2 K , where K is the number of encoded bits. Table I1 shows the admissible value of U needed to encode from 2-10 bits for the S(2,3, U), S(2,4, U), S(2,5, U), and S(3,4, U) Steiner systems' that are known to exist, if and only if U = 1 , 3 mod 6, U = 1 , 4 mod 12, U = 1 , 5 mod 20, and U = 2 , 4 mod 6, respectively. These sets are chosen as illustrative examples because the admissibility conditions cited above are not only necessary but are also sufficient for their existence [ 11.
PERFORMANCE ANALYSIS FOR THE GAUSSIAN CHANNEL
The performance of S ( t , w , U) signal sets on the Gaussian channel using a maximum likelihood receiver can be determined by using Property 2) of the previous section. Removing the transmitted signal (say s,) from the signal set, we partition the remainder of the set into t disjoint subsets. The ith subset contains X, signals equidistant from s, and therefore equicorrelated with it. The given upper bounds are, therefore, based on the performance results for an equicorrelated signal set on this channel and the application of the partitioning argument of Property 2).
' Table I1 also includes the admissible value of U for S(2,2, U ) Systems that exist for any value of U. Such systems are said to be irreducible since all possible combinations of 2 elements out of U are included in the set. A . Coherent Detection detected coherently is given by [3] The probability of error for an equicorrelated M-ary signal set where p denotes the common correlation between all signals in the set, and y, = K( Eb / N o ) . E{ . } denotes expectation taken over a
Gaussian random variable X with zero-mean and unit variance, and
is the probability that X 5 x. Assuming on/off keying modulation (i.e., each signal consists of w out of U equal amplitude sinusoids according to a Steiner assignment), the correlation of the signals in the ith partition with the transmitted signal is i / w and the coherent performance can be upper bounded by where Pec is the error probability of (1) evaluated for the ith partition. Fig. 1 shows this performance for K = 6 encoded bits.
Note that orthogonal codes are included as a special case since they correspond to the trivial S( 1, 1 , 2 K , Steiner systems. A simpler union upper bound can be derived by considering the error probability for two signals of equal energy E, at correlation p which is given by Q( d y m ) , and extending this argument to the t -I partitions. This yields A special case of (3), namely, the union upper bound for S(2,3, U), was found in [4] . The limiting behavior as M approaches infinity can be inferred from (3) by using the limiting behavior of xi 
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(Property 3) and is given by which is the union upper bound for M-ary orthogonal signal sets. The asymptotic behavior of the symbol error probability can be established more formally by working with (2) and taking the limit, as M approaches infinity [2] . To demonstrate the asymptotic behavior of Steiner Systems, Fig. 1 includes the coherent performance for a sufficiently large value of K ( K = 30). In each case, the admissible value of U is given. Note, in particular, the proximity between the curves for the S ( 2 , w , U) and the orthogonal systems and also the reduction in the required dimensionality U.
b. Noncoherent Detection
The derivation of the performance when the receiver has no knowledge of the phase of the received signal is carried out by considering a general result for the error probability of an M-ary equicorrelated signal set detected noncoherently . The noncoherent counterpart to (1) is given by [3] EblNo IdBj where, as before, p is the common correlation between signals, ZJx) is the modified Bessel function of order zero, and Q(a, 6 ) is Marcum's Q function. Using the same partitioning argument as in the coherent case, we find the symbol error probability to be upper bounded by
where Pen is the expression in (5) evaluated for the ith partition. Numerical evaluation of (6) is difficult for high signal to noise ratios, therefore, we upper bound the noncoherent performance by considering the error probability when communicating with two signals having arbitrary correlation p (0 < p < 1). The probability of error for this case can be obtained by setting M = 2 in (5), carrying out the double integral and expressing the result in closed form [5] , [6] . The result is where a and b are given by
Using the same argument leading to (3), the noncoherent error probability is then upper bounded by Fig. 2 shows the performance of S ( t , w , U) signal sets detected noncoherently as computed from (8) for K = 6 and 30 encoded bits.
IV . BANDWIDTH EFFICIENCY AND COM~INED PERFORMANCE
The results of this section are based on the implementation of an M-ary frequency shift keying (FSK) system based on a Steiner assignment. Each signal consists of w orthogonal, equal-amplitude sinusoids out of U. The relative bandwidth efficiency of S ( t , w , U) sets with respect to orthogonal sets is simply the ratio of their respective dimensionalities, 2 K / u . Fig. 3 shows this ratio for K ranging from 6 (the smallest value for which the S ( 2 , 5 , U) systems offer a bandwidth advantage over the orthogonal systems) to 10. 
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Combined performance of S ( t , w , U ) systems for Pb = loW5. For comparison, the Shannon capacity limit derived. These sets have an asymptotic performance (as M approaches infinity) that is identical to that of orthogonal and simplex signal sets. The outstanding difference is their improved bandwidth efficiency. Even though the examples shown are for a small (but important) class of Steiner systems, the method used to find the performance can be generalized to any signal set which satisfies the partitioned equicorrelated property. This may include some signal sets that are still unknown or whose existence is certain, but for which no construction techniques have been discovered.
APPENDIX
To find the relationship between bit-and symbol-error probabilities, we assume that the assignment from the 2 K-bit symbols to the M signals is randomized and that, furthermore, this assignment is known to both the transmitter and receiver. Let Pb and P, denote the bit-and symbol-error probabilities, respectively. Now, assume that any of the M signals is transmitted. Due to the symmetry of the set, the symbol-error probability is independent of the signal chosen and due to the properties of Steiner systems, the remainder of the signal set can be partitioned in i signal subsets (0 5 i 5 t -1) so that each signal within a subset is equicorrelated with the transmitted signal. Since the wrong decision can be in favor of any of the X , signals within the ith subset (as well as in favor of any other signal within a subset other than the ith subset), Pb may be expressed as
where Pbli denotes the conditional bit-error probability given that the wrong decision is in favor of any of the X , signals within the ith subset. To evaluate P b l i , we use the equicorrelated property of each signal within a subset with respect to the transmitted signal to yield [7] -C = log, (1 + g!) W is also included. As shown in this figure, signal sets to the right and below the orthogonal performance curve (circled points) have a slight degradation in Eb / N o but an improved bandwidth efficiency. In the figure, the top point for each signal set corresponds to K = 3 encoded bits proceeding to K = 10 corresponding to the bottom point.
V. CONCLUSION
The performance of S ( t , w , U ) signal sets under phase coherent and phase noncoherent detection on the Gaussian channel has been (9) which is seen to be independent of i. Substituting this value of Pbii in (A.l) and noting (from Table I ) that ~f~~X , = M -1, the relationship of (9) is established.
