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 要  旨 
近年，3次元画像処理の高速化の要求に伴い，画像処理用ハードウェア GPUの性能が著しく向
上している．GPUは並列処理に適したハードウェアであり，高い浮動小数点演算性能を備えてい
る．そのため，GPU の高い演算性能を画像処理に限らない汎用処理に活用する GPGPU への注
目が高まっている． 
しかし，GPU を用いるためにはグラフィックス API 等を利用した特殊なプログラミングの知
識が必要であり，GPGPU のためのプログラミングは一般のプログラマにとって大きな負担とな
っていた． 
これに対して，NVIDIA社は GPGPUプログラミング環境 CUDAを提供している．CUDAは
グラフィックス API等の知識を要求せず，C/C++言語の拡張としてプログラミングを可能にし，
GPGPUプログラミングの煩雑さを軽減している． 
しかし，CUDAを用いる場合においても GPUの性能を引き出すためには，プログラマは GPU
アーキテクチャに熟知してプログラムの最適化を行う必要がある．CUDAを用いたプログラムの
最適化を難しくする要因のひとつに，GPUが複数のメモリを持った分散メモリ構造となっている
ことが挙げられる． 
GPUのメモリは大きく分けると 2つのメモリで構成される．ひとつは大容量だがアクセスレイ
テンシが非常に大きいデバイスメモリ，そしてもうひとつは容量が少ないがアクセスレイテンシ
が非常に小さい高速共有メモリである．CUDAを用いてアプリケーションの高速化を図るために
はこれらのメモリ，特に高速共有メモリを有効に利用するようにプログラムを最適化することが
必要である．しかしメモリの特性を理解しプログラムの最適化を行うことはプログラマの負担に
なる． 
そこで，本研究は高速共有メモリの一部をデバイスメモリのキャッシュとして用いるソフトウ
ェアキャッシュ機構を提案し，実装を行うことにより，プログラマの負担を減らすことを目指し
た．またキャッシュの効果が期待できるアプリケーションである行列積，DFT計算を用いて，提
案機構の有効性を確認した． 
 
