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Abstract
This paper studies the behavior of the entropy numbers of classes
of functions with bounded integral norms from a given finite dimen-
sional linear subspace. Upper bounds of these entropy numbers in the
uniform norm are obtained and applied to establish a Marcinkiewicz
type discretization theorem for integral norms of functions from a
given finite dimensional subspace.
1 Introduction
We start with some necessary notations and definitions. Let X be a Banach
space and let BX(g, r) denote the closed ball {f ∈ X : ‖f − g‖ ≤ r} with
center g ∈ X and radius r > 0. For a compact set A in X and a positive
number ε, the covering number Nε(A,X) is defined as
Nε(A,X) := min
{
n ∈ N : ∃ g1, . . . , gn ∈ X, A ⊂
n⋃
j=1
BX(g
j, ε)
}
.
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The ε-entropyHε(A;X) of the compact set A inX is defined as log2Nε(A,X),
and the entropy numbers εk(A,X) of the set A in X are defined as
εk(A,X) : = inf{ε > 0 : Hε(A;X) ≤ k}, k = 1, 2, . . . .
Note that in our definition here we do not require yj ∈ A, whereas in the
definitions of Nε(A,X) and εk(A,X) in [6], this requirement is imposed.
However, it is well known (see [18, p.208]) that these characteristics may
differ at most by a factor 2.
Next, let Ω be a nonempty set equipped with a probability measure µ.
For 1 ≤ p < ∞, let Lp(Ω) denote the real Lebesgue space Lp defined with
respect to the measure µ on Ω, and ‖ · ‖p the norm of Lp(Ω). Let XN be an
N -dimensional linear subspace of L∞(Ω) and set
XpN := {f ∈ XN : ‖f‖p ≤ 1}, 1 ≤ p <∞.
Here and throughout the paper, the index N always stands for the dimension
of XN , and we assume that each function f ∈ XN is defined everywhere on
Ω.
By discretization of the Lp norm we understand a replacement of the
measure µ by a discrete measure µm with support on a set ξ = {ξν}mν=1 ⊂ Ω.
This means that integration with respect to the measure µ is replaced by
evaluation of an appropriate weighted sum of values of a function f at a
finite set of points. This is why we call this way of discretization sampling
discretization. Discretization is a very important step in making a continu-
ous problem computationally feasible. An important example of a classical
discretization problem is the problem of metric entropy (covering numbers,
entropy numbers); see [10, Ch.15], [18, Ch.3], [23, Ch.7], [4], [16] and the
recent papers [19], [8]. Another prominent example of discretization is the
problem of numerical integration, which requires many fundamental results
for constructing optimal (in the sense of order) cubature formulas (see, e.g.,
[7, Ch.8]).
There are different ways to discretize: use coefficients from an expansion
with respect to a basis, or more generally, use linear functionals. We dis-
cuss here the way which uses function values at a fixed finite set of points.
Our main interest is the problem of discretization of the Lp norms of func-
tions from a given finite dimensional subspace. This problem arises in a very
natural way in many applications. Indeed, a typical approach to solving a
continuous problem numerically – the Galerkin method – suggests to look
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for an approximate solution from a given finite dimensional subspace, while
a standard way to measure an error of approximation is an appropriate dis-
cretization of an Lp norm, 1 ≤ p ≤ ∞. The first results in this direction
were obtained by Marcinkiewicz and by Marcinkiewicz-Zygmund (see [24])
for discretization of the Lp norms of the univariate trigonometric polynomi-
als in 1930s. This is why discretization results of this kind are called the
Marcinkiewicz-type theorems. We now proceed to the detailed presentation.
Marcinkiewicz problem. We say that a linear subspace XN of Lp(Ω),
1 ≤ p < ∞, admits the Marcinkiewicz-type discretization theorem with pa-
rameters m ∈ N and p if there exist a set {ξν ∈ Ω : ν = 1, . . . , m} and two
positive constants Cj(d, p), j = 1, 2, such that for any f ∈ XN we have
C1(d, p)‖f‖pp ≤
1
m
m∑
ν=1
|f(ξν)|p ≤ C2(d, p)‖f‖pp. (1.1)
In the case p =∞ we ask for
C1(d)‖f‖∞ ≤ max
1≤ν≤m
|f(ξν)| ≤ ‖f‖∞. (1.2)
Marcinkiewicz problem with weights. We say that a linear subspace
XN of the Lp(Ω), 1 ≤ p < ∞, admits the weighted Marcinkiewicz-type
discretization theorem with parameters m and p if there exist a set of knots
{ξν ∈ Ω}, a set of weights {λν}, ν = 1, . . . , m, and two positive constants
Cj(d, p), j = 1, 2, such that for any f ∈ XN we have
C1(d, p)‖f‖pp ≤
m∑
ν=1
λν |f(ξν)|q ≤ C2(d, p)‖f‖pp. (1.3)
The most complete results on sampling discretization are obtained in the
case q = 2. The problem is basically solved in the case of subspaces of
trigonometric polynomials. By Q we denote a finite subset of Zd, and |Q|
stands for the number of elements in Q. Let
T (Q) :=
{
f : f =
∑
k∈Q
cke
i(k,x), ck ∈ C
}
.
In [21] it was shown how to derive the following result from the recent paper
by S. Nitzan, A. Olevskii, and A. Ulanovskii [12], which in turn is based on
the paper of A. Marcus, D.A. Spielman, and N. Srivastava [11].
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Theorem 1.1. [21] There are three positive absolute constants C1, C2, and
C3 with the following properties: For any d ∈ N and any Q ⊂ Zd there exists
a set of m ≤ C1|Q| points ξj ∈ Td, j = 1, . . . , m such that for any f ∈ T (Q)
we have
C2‖f‖22 ≤
1
m
m∑
j=1
|f(ξj)|2 ≤ C3‖f‖22.
Some results are obtained under an extra condition on XN , which we will
call Condition E for consistency with prior work (see, e.g., [5]).
Condition E. There exists a constant K1 > 0 such that for all x ∈ Ω
w(x) :=
N∑
i=1
ui(x)
2 ≤ K1N. (1.4)
The reader can find the following result, which is a slight generalization
of the Rudelson’s [14] celebrated result, in [22].
Theorem 1.2. [22] Let {ui}Ni=1 be a real orthonormal system satisfying
condition E. Then for every ǫ > 0 there exists a set {ξj}mj=1 ⊂ Ω with
m ≤ CK1
ǫ2
N logN
such that for any f =
∑N
i=1 ciui we have
(1− ǫ)‖f‖22 ≤
1
m
m∑
j=1
f(ξj)2 ≤ (1 + ǫ)‖f‖22.
For the general case of 1 ≤ p <∞, it turns out that certain estimates of
the entropy numbers εk(X
p
N , L∞) of the class X
p
N in L∞-norm play a crucial
role in the proof of an Marcinkiewicz-type discretization theorem for the Lp
norm of functions from the space XN ⊂ L∞(Ω). This can be seen from the
following conditional result, proved recently in [22] for p = 1, and in [6] for
1 < p <∞:
Theorem 1.3. [22, 6] Let 1 ≤ p <∞. Suppose that XN is an N-dimensional
subspace of L∞(Ω) satisfying the condition
εk(X
p
N , L∞) ≤ B(N/k)1/p, 1 ≤ k ≤ N (1.5)
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with the constant B satisfying that B ≥ 1 and log2(2B) ≤ C1(p)N . Then for
any ε ∈ (0, 1), there exist a constant C(p, ε) depending only on ε and p and
a set of
m ≤ C(p, ε)NBp(log2(2N))2 (1.6)
points ξj ∈ Ω, j = 1, . . . , m, such that for any f ∈ XN we have
(1− ε)‖f‖pp ≤
1
m
m∑
j=1
|f(ξj)|p ≤ (1 + ε)‖f‖pp. (1.7)
Theorem 1.3 was proved in [22, 6] for the case ε = 1
2
only, but the proof
there with slight modifications works equally well for ε ∈ (0, 1). For later
applications, we also give the following remark here.
Remark 1.1. It is worthwhile to point out that the estimate (1.5) for k = 1
implies the following Nikol’skii type inequality for XN ,
‖f‖∞ ≤ 4BN1/p‖f‖p for any f ∈ XN ,
while the estimate (1.5) for k = N implies
εk(X
p
N , L∞) ≤ 6B2−k/N for k > N.
The proofs of these two facts can be found in [6].
Note that bounds for the entropy numbers of function classes are impor-
tant by themselves and also have important connections to other fundamental
problems (see, for instance, [18, Ch.3] and [7, Ch.6]). Furthermore, the study
of the entropy numbers is a highly nontrivial and intrinsically interesting sub-
ject.
The aim of this paper is twofold. Firstly, we conduct a detailed study
of the entropy numbers εk(X
p
N , L∞) of X
p
N in the L∞ norm for 1 ≤ p ≤ 2.
Secondly, we shall apply Theorem 1.3 and the obtained estimates of the
entropy numbers to obtain a Marcinkiewicz-type discretization theorem for
the Lp norms of functions from the space XN . In this paper, we will focus
mainly on the case of 1 ≤ p ≤ 2, where rather complete results can be
obtained. It turns out that there are significant differences between the cases
1 ≤ p ≤ 2 and p > 2. The main results of this paper will be summarized in
the next section. We present a detailed discussion of these results in Section
6.
Throughout this paper, the letter C denotes a general positive constant
depending only on the parameters indicated as arguments or subscripts, and
we will use the notation |A| to denote the cardinality of a finite set A.
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2 Main results
In this section, we shall summarize our main results on the entropy numbers
εk(X
p
N , L∞) and the Marcinkiewicz discretization of Lp norms of functions
from XN . As stated in the introduction, we only deal with the case 1 ≤ p ≤ 2
in this paper.
Firstly, we prove the following estimates of the entropy numbers.
Theorem 2.1. Assume that XN is an N-dimensional subspace of L∞(Ω)
satisfying the following two conditions:
(i) There exists a constant K1 > 1 such that
‖f‖∞ ≤ (K1N) 12‖f‖2, ∀f ∈ XN . (2.1)
(ii) There exists a constant K2 > 1 such that
‖f‖∞ ≤ K2‖f‖logN , ∀f ∈ XN . (2.2)
Then for each 1 ≤ p ≤ 2, there exists a constant Cp > 0 depending only on
p such that
εk(X
p
N , L∞) ≤ Cp(K1K22 logN)
1
p
{(
N
k
) 1
p , if 1 ≤ k ≤ N,
2−k/N , if k > N.
(2.3)
The key ingredient in the proof of Theorem 2.1 is the following new
inequality on ε-entropy, which appears to be of independent interest (see
Lemma 3.3): for 1 ≤ p < 2 < q ≤ ∞ and θ := (1
2
− 1
q
)/(1
p
− 1
q
), we have
Hε(XpN ;Lq) ≤
∞∑
s=0
H2−3as−1εθ(X2N ;Lq) +Hεθ(X2N ;Lq), ε > 0, (2.4)
where a = a(θ) = 2
θ
1−θ . Indeed, using inequality (2.4), and slightly modifying
the proof of Theorem 2.1, we can deduce the following more general estimates
under the conditions (2.1) and (2.2): for 1 ≤ p ≤ 2 < q ≤ ∞,
εk(X
p
N ;Lq) ≤ Cp,q(K1K22 logN)
1
p
− 1
q
{(
N
k
) 1
p
− 1
q , if 1 ≤ k ≤ N ;
2−k/N , if k ≥ N. (2.5)
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The detailed proof of (2.5) will be given in the last section, Section 6 (see
Theorem 6.2).
Secondly, in Section 4 we prove the following Marcinkiewicz discretization
theorem for the Lp norms of functions from XN .
Theorem 2.2. Let XN be an N-dimensional subspace of L∞(Ω) satisfying
the condition (2.1) with logK1 ≤ α logN for some constant α > 1. If
1 ≤ p ≤ 2 then for any ε ∈ (0, 1), there exists a set of
m ≤ Cp(α, ε)K1N log3N
points ξ1, . . . , ξm ∈ Ω such that
(1− ε)‖f‖pp ≤
1
m
m∑
j=1
|f(ξj)|p ≤ (1 + ε)‖f‖pp, ∀f ∈ XN , (2.6)
where the constant Cp(α, ε) depends only on p, ε and α.
Our proof of Theorem 2.2 relies on the estimates of the entropy numbers
in Theorem 2.1 and the conditional theorem, Theorem 1.3. However, special
efforts are also required as condition (2.2) is assumed in Theorem 2.1 but not
assumed in Theorem 2.2.
Finally, we prove the following unconditional weighted discretization re-
sult for the Lp norms of functions from XN in Section 5.
Theorem 2.3. Given 1 ≤ p ≤ 2, an arbitrary N-dimensional subspace XN
of Lp(Ω) and any ε ∈ (0, 1), there exist ξ1, . . . , ξm ∈ Ω and λ1, . . . , λm > 0
such that m ≤ Cp(ε)N log3N and
(1− ε)‖f‖p ≤
( m∑
j=1
λj|f(ξj)|p
) 1
p ≤ (1 + ε)‖f‖p, ∀f ∈ XN . (2.7)
The proof of Theorem 2.3 is based on Theorem 2.2 and a change of
density argument from functional analysis. While the weights λj in (2.7)
are in general not equal, Theorem 2.3 is applicable to every N -dimensional
subspace XN of Lp without any additional assumptions.
We conclude this section with a few remarks on our results. Firstly, we
point out that condition (2.1) is equivalent to Condition E in the introduc-
tion. This can be seen from the following well-known result.
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Proposition 2.1. Let XN be an N-dimensional subspace of L∞. Then for
any orthonormal basis {ui}Ni=1 of XN ⊂ L2 we have that for x ∈ Ω
sup
f∈XN ;f 6=0
|f(x)|/‖f‖2 = w(x) :=
(
N∑
i=1
ui(x)
2
)1/2
. (2.8)
Clearly, (2.8) follows from
sup
f∈XN ;f 6=0
|f(x)|/‖f‖2 = sup
(c1,...,cN )∈R
N
∑N
i=1 c
2
i=1
∣∣∣∣∣
N∑
i=1
ciui(x)
∣∣∣∣∣ = w(x)
for any f(x) =
∑N
i=1 ci(f)ui(x), ci(f) ∈ R, 1 ≤ i ≤ N.
Secondly, note that inequality (2.1) also implies the following Nikolskii
inequalities for XN :
‖f‖q ≤ (K1N)
1
p
− 1
q ‖f‖p, ∀f ∈ XN , 1 ≤ p ≤ 2, p < q ≤ ∞. (2.9)
Indeed, if 1 ≤ p ≤ 2 and q = ∞, then using (2.1), we obtain that for any
f ∈ XN ,
‖f‖∞ ≤ (K1N) 12‖f‖2 ≤ (K1N) 12‖f‖
p
2
p ‖f‖1−
p
2
∞ ,
which implies
‖f‖∞ ≤ (K1N)
1
p ‖f‖p. (2.10)
If 1 ≤ p ≤ 2, and q > p, then using (2.10), we have that
‖f‖q ≤ ‖f‖1−
p
q
∞ ‖f‖
p
q
p ≤ (K1N)
1
p
− 1
q ‖f‖p.
Finally, we point out that despite the fact that Theorem 2.2, the Marcin-
kiewicz discretization theorem, holds without condition (2.2), the entropy
number estimates (2.3) in Theorem 2.1 are no longer true if (2.2) is not
assumed. This can be seen from the following example, which was kindly
communicated to us by B. Kashin.
Example. For each k ∈ N, let rk : [0, 1] → {1,−1} denote the k-th
Rademacher function defined by
rk(t) := sign
(
sin(2k+1πt)
)
,
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where sign(x) =
{
1, if x ≥ 0,
−1, if x < 0. Then {rk}
∞
k=1 is an orthonormal system
with respect to the Lebesgue measure dµ(t) = dt on Ω = [0, 1]. Let
XN := span{rj : 1 ≤ j ≤ N}.
For each fa =
∑N
j=1 ajrj ∈ XN with a := (a1, . . . , aN) ∈ RN , we have
max
t∈[0,1]
|fa(t)| = ‖
N∑
j=1
ajrj‖∞ =
N∑
j=1
|aj|, (2.11)
where the last step uses the fact that
µ
{
t ∈ [0, 1] : rk(t) = sign(ak) for all k = 1, 2, . . . , N
}
= 2−N > 0.
On the one hand, since the orthonormal system {rk}∞k=1 satisfies Condition
E, the space XN satisfies condition (2.1). On the other hand, however, (2.11)
implies that the space XN does not satisfy condition (2.2). Let us show that
the estimates (2.3) do not hold for any 1 ≤ p < 2. To this end, let ℓ˜Nq denote
the space RN equipped with the norm
‖x‖q := (
N∑
j=1
|xj |q)
1
q , x = (x1, . . . , xN) ∈ RN .
By monotonicity of the Lp norms, X
2
N ⊂ XpN for each 1 ≤ p ≤ 2. Thus, using
(2.11), we have that
Nε(X
p
N , L∞) ≥ Nε(X2N , L∞) = Nε(BN2 , ℓ˜N1 ), 1 ≤ p < 2, ε > 0,
where BNq := {x ∈ RN : ‖x‖q ≤ 1}. By the standard volume comparison
argument, we obtain
N2ε(B
N
2 , ℓ˜
N
1 ) ≥
Vol(BN2 )
2NεN Vol(BN1 )
=
π
N
2
Γ(N
2
+ 1)
N !
4NεN
=
π
N−1
2 Γ(N+1
2
)
2NεN
.
This together with Stirling’s formula implies that for 1 ≤ p < 2 and ε > 0,
Hε(XpN ;L∞) = log2Nε(XpN , L∞) ≥ log2
[(√π
2ε
)N(N
2e
)N
2
]
− C
≥ N log2
√
N
ε
− CN,
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where C > 0 is an absolute constant. Thus, there exists an absolute constant
c0 ∈ (0, 1) such that for any 1 ≤ p < 2 and 0 < ε < c0
√
N ,
Hε(XpN ;L∞) ≥ N,
which in turn implies that for 1 ≤ k < N ,
εk(X
p
N , L∞) ≥ c0
√
N. (2.12)
This means that if Nα ≤ kN ≤ N for some parameter 1− p2 < α < 1, then
lim inf
N→∞
√
N(
N logN
kN
) 1
p
=∞.
3 Proof of Theorem 2.1
This section is devoted to the proof of the estimates (2.3) of the entropy
numbers εk(X
p
N , L∞) for 1 ≤ p ≤ 2. By the definition of the entropy numbers
and Remark 1.1, it suffices to show that for 1 ≤ p ≤ 2,
Hε(XpN ;L∞) ≤ CpK1K22
N logN
εp
, ∀ε > 0, (3.1)
where the constant C depends only on p. We divide the proof of (3.1) into
two different cases: p = 2 and 1 ≤ p < 2. The estimate (3.1) for p = 2 is
essentially known (see, e.g., [2]), but for the sake of completeness, we will
summarize its proof in Section 3.1. The proof of (3.1) for the remaining case
1 ≤ p < 2 will be given in Section 3.2.
3.1 Case 1. p = 2.
Let SN−1 denote the unit sphere of the Euclidean space RN equipped with
the surface Lebesgue measure σ normalized by σ(SN−1) = 1. Given an N -
dimensional normed linear space X = (RN , ‖ · ‖X), let BX := {x ∈ X :
‖x‖X ≤ 1} and define
MX :=
∫
SN−1
‖x‖X dσ(x).
We also denote by X∗ the dual (RN , ‖ · ‖X∗) of X = (RN , ‖ · ‖N).
We need the following lemma, which can be found in Lemma 2.4 and
Propositions 4.1 and 4.2 of [3].
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Lemma 3.1. [3] Let X denote the space RN endowed with some norm ‖·‖X .
Then the following statements hold:
(i) For 0 < ε ≤ 1,
N log
1
ε
≤ Hε(BX , X) ≤ N log(1 + 2
ε
). (3.2)
(ii) There exists a universal constant C > 0 such that
Hε(BX ,RN) ≤ CN
(MX∗
ε
)2
and Hε(BN2 , X) ≤ CN
(MX
ε
)2
,
(3.3)
where BN2 denotes the Euclidean unit ball of R
N .
Clearly, for the proof of estimate (3.1) for p = 2, it is enough to show the
following lemma.
Lemma 3.2. If XN satisfies condition (2.1), then for 2 ≤ q <∞,
Hε(X2N , Lq) ≤ CK1Nqε−2, ε > 0. (3.4)
If XN satisfies both conditions (2.1) and (2.2), then
Hε(X2N , L∞) ≤ CK1K22ε−2N logN, ε > 0. (3.5)
Proof. By the rotation invariance of the measure dσ on SN−1, we have that
for any x ∈ RN and 1 ≤ q <∞,(∫
SN−1
|x · y|q dσ(y)
)1
q
= ‖x‖2
( 2Γ(N
2
)
Γ(1
2
)Γ(N−1
2
)
∫ 1
0
xq1(1− x21)
N−3
2 dx1
) 1
q
=
(Γ(N
2
)Γ( q+1
2
)
Γ(1
2
)Γ(N+q
2
)
) 1
q ‖x‖2 ∼
√
q√
N + q
‖x‖2 (3.6)
with absolute constants of equivalence. Using (3.6) and (2.1) (or the equiv-
alent Condition E), we obtain that for an orthonormal basis {ϕj}Nj=1 of
XN ⊂ L2(Ω), and 2 ≤ q <∞,
Mq,XN :=
∫
SN−1
∥∥∥ N∑
j=1
ξjϕj
∥∥∥
Lq(dµ)
dσN(ξ)
≤
(∫
SN−1
∥∥∥ N∑
j=1
ξjϕj
∥∥∥q
Lq(dµ)
dσN(ξ)
)1/q
≤ C
√
K1q. (3.7)
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It then follows by the second inequality in (3.3) that for 1 ≤ q < ∞ and
ε > 0,
Hε(X2N ;Lq) ≤ CN
(MX,q
ε
)2
≤ CK1qNε−2. (3.8)
This proves estimate (3.4). Finally, by (2.2), we have
Hε(X2N ;L∞) ≤ Hε/K2(X2N ;LlogN),
which, using (3.4) with q = logN , leads to the estimate (3.5).
3.2 Case 2. 1 ≤ p < 2.
In this subsection, we shall prove (3.1) for 1 ≤ p < 2. Our proof relies on
the following
Lemma 3.3. For 1 ≤ p < 2 < q ≤ ∞ and θ := (1
2
− 1
q
)/(1
p
− 1
q
), we have
Hε(XpN ;Lq) ≤
∞∑
s=0
H2−3as−1εθ(X2N ;Lq) +Hεθ(X2N ;Lq), ε > 0, (3.9)
where a = a(θ) = 2
θ
1−θ .
For the moment, we take Lemma 3.3 and proceed with the proof of (3.1).
Using Lemma 3.3 with q =∞ and θ = p/2, we obtain
Hε(XpN ;L∞) ≤
∞∑
s=0
H2−3as−1εp/2(X2N ;L∞) +Hεp/2(X2N ;L∞),
which in light of (3.5) is bounded above by
≤ CK1K22N logNε−p
∞∑
s=0
a−2s ≤ Cε−pK1K22N logN.
This proves (3.1) for 1 ≤ p < 2.
It remains to prove Lemma 3.3.
Proof of Lemma 3.3. We use the inequality
Hε(XpN ;Lq) ≤ Hε1−θ(XpN ;L2) +Hεθ(X2N ;Lq).
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Thus, setting ε1 := ε
1−θ, we reduce to showing that
Hε1(XpN ;L2) ≤
∞∑
s=0
H2−3as−1εθ(X2N ;Lq). (3.10)
It will be shown that for s = 0, 1, . . . ,
H2sε1(XpN ;L2)−H2s+1ε1(XpN ;L2) ≤ H2−3as−1εθ(X2N ;Lq), (3.11)
from which (3.10) will follow by taking the sum over s = 0, 1, . . .
To show (3.11), for each nonnegative integer s, let Fs ⊂ XpN be a maximal
2sε1-separated subset of X
p
N in the metric L2; that is, ‖f − g‖2 ≥ 2sε1 for
any two distinct functions f, g ∈ Fs, and XpN ⊂
⋃
f∈Fs
BL2(f, 2
sε1). Then
H2sε1(XpN ;L2) ≤ log2 |Fs| ≤ H2s−1ε1(XpN ;L2). (3.12)
Let fs ∈ Fs+2 be such that∣∣∣BL2(fs, 2s+2ε1) ∩ Fs∣∣∣ = max
f∈Fs+2
∣∣∣BL2(f, 2s+2ε1) ∩ Fs∣∣∣.
Since
Fs =
⋃
f∈Fs+2
(
BL2(f, 2
s+2ε1) ∩ Fs
)
⊂ XpN ,
it follows that
|Fs| ≤ |Fs+2|
∣∣∣BL2(fs, 2s+2ε1) ∩ Fs∣∣∣. (3.13)
Set
As :=
{f − fs
2s+2ε1
: f ∈ BL2(fs, 2s+2ε1) ∩ Fs
}
.
Clearly, for any g ∈ As,
‖g‖2 ≤ 1, ‖g‖p ≤ (2s+1ε1)−1. (3.14)
On the one hand, using (3.12) and (3.13) implies that
log2 |As| ≥ log2 |Fs| − log2 |Fs+2|
≥ H2sε1(XpN ;L2)−H2s+1ε1(XpN ;L2). (3.15)
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On the other hand, since 1
2
= θ
p
+ 1−θ
q
, using (3.14) and the fact that Fs is
2sε1-separated in the L2-metric, we have that for any two distinct g
′, g ∈ As,
2−2 ≤ ‖g′ − g‖2 ≤ ‖g′ − g‖θp‖g − g′‖1−θq ≤
(
2s+1ε1
)−θ‖g − g′‖1−θq ,
which implies that
‖g′ − g‖q ≥ 2−2(2s−1ε1)
θ
1−θ = 2−2as−1εθ.
This together with (3.14) means that As is a 2−2as−1εθ-separated subset of
X2N in the metric Lq. We obtain
log2 |As| ≤ H2−3as−1εθ(X2N ;Lq). (3.16)
Thus, combining (3.16) with (3.15), we prove inequality (3.11).
4 Proof of Theorem 2.2
In this section we prove the Marcinkiewicz discretization theorem for the Lp
norms of functions from XN with 1 ≤ p ≤ 2. More precisely, for a fixed
1 ≤ p ≤ 2 and each ε ∈ (0, 1), we shall show that under the condition (2.1)
with logK1 ≤ α logN , there exists a set of
m ≤ Cp(α, ε)K1N log3N
points ξ1, . . . , ξm ∈ Ω such that
(1− ε)‖f‖pp ≤
1
m
m∑
j=1
|f(ξj)|p ≤ (1 + ε)‖f‖pp, ∀f ∈ XN . (4.1)
Note that this result cannot be deduced straightforwardly from Theorem 2.1
and Theorem 1.3 since we do not assume condition (2.2) here.
Our proof relies on two known lemmas.
Lemma 4.1. [3, Lemma 2.1] Let {gj}mj=1 be independent random variables
with mean 0 on some probability space (Ω0, µ), which satisfy
max
1≤j≤m
‖gj‖L1(dµ) ≤M1, max
1≤j≤m
‖gj‖L∞(dµ) ≤ M∞
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for some constants M1 and M∞. Then for any 0 < ε < 1, the inequality∣∣∣ 1
m
m∑
j=1
gj
∣∣∣ ≥ ε
holds with probability ≤ 2e− mε
2
4M1M∞ .
Lemma 4.2. [3, Lemma 2.5] Let T : X → Y be a bounded linear map from a
normed linear space (X, ‖·‖X) into another normed linear space (Y, ‖·‖Y ). Let
ε ∈ (0, 1) and let F be an ε-net of the unit ball BX := {x ∈ X : ‖x‖X ≤ 1}.
Assume that there exist constants C1, C2 > 0 such that
C1‖x‖X ≤ ‖Tx‖Y ≤ C2‖x‖X , ∀x ∈ F .
Then
C1(ε)‖z‖X ≤ ‖Tz‖Y ≤ C2(ε)‖z‖X , ∀z ∈ X,
where
C1(ε) :=C1(1− ε)− C2ε1 + ε
1− ε, C2(ε) := C2
1 + ε
1− ε.
To prove Theorem 2.2, we start with the following weaker result.
Lemma 4.3. Let 1 ≤ p < ∞ be a fixed number. Assume that XN is an N-
dimensional subspace of L∞(Ω) satisfying the following condition for some
parameter β > 0 and constant K ≥ 2:
‖f‖∞ ≤ (KN)
β
p ‖f‖p, ∀f ∈ XN . (4.2)
Let {ξj}∞j=1 be a sequence of independent random points selected uniformly
from the probability space (Ω, µ). Then there exists a positive constants Cβ
depending only on β such that for any 0 < ε ≤ 1
2
and
m ≥ CβKβε−2(log 2
ε
)Nβ+1 logN, (4.3)
the inequality
(1− ε)‖f‖pp ≤
1
m
m∑
j=1
|f(ξj)|p ≤ (1 + ε)‖f‖pp, (4.4)
holds with probability ≥ 1−m−N/ logK.
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Proof. The proof is quite standard, and we only sketch the main steps. By
Lemma 3.1 (i), given ε ∈ (0, 1), there exists an ε-net F ⊂ XpN of XpN in the
space Lp such that |F| ≤
(
1 + 2
ε
)N
. Let N1 = KN and choose a universal
constant C0 > 1 so that
|F| ≤
(
1 +
2
ε
)N
≤ 2−1 exp
( mε2
16Nβ1
)
(4.5)
whenever
m ≥ C0Kβε−2(log 2
ε
)Nβ+1. (4.6)
Next, using Lemma 4.1, we have that the inequalities∣∣∣ 1
m
m∑
j=1
|f(ξj)|p −
∫
Ω
|f |p dµ
∣∣∣ ≤ ε‖f‖pp, ∀f ∈ F (4.7)
hold under condition (4.6) with probability
≥ 1− 2|F| exp
(
−mε
2
8Nβ1
)
≥ 1− exp
(
− mε
2
16Nβ1
)
.
To complete the proof, we just need to observe that the function x
log x
is in-
creasing on (e,∞), and hence, by a straightforward calculation, the condition
(4.3) with a sufficiently large constant Cβ implies both (4.6) and
1− exp
(
− mε
2
16Nβ1
)
≥ 1−m−N/ logK .
Proof of Theorem 2.2. Given each positive integerm and each z = (z1, . . . , zm) ∈
Ωm, we define the operator Tm,z : XN → Rm by Tm,zf = (f(z1), . . . , f(zm)).
We denote by ℓmp the space R
m equipped with the norm
‖x‖ℓmp :=

(
1
m
∑m
j=1 |xj |p
) 1
p
, if 1 ≤ p <∞
max1≤j≤m |xj|, if p =∞,
, x = (x1, . . . , xm) ∈ Rm.
By (2.9) and (2.1), we have
‖f‖∞ ≤ (K1N)
1
p‖f‖p, ∀f ∈ XN , 1 ≤ p ≤ 2.
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Thus, for each fixed 1 ≤ p ≤ 2, and each ε ∈ (0, 1), by Lemma 4.3 applied to
α = 1, there exists a vector z = (z1, . . . , zm1) ∈ Ωm1 and a constant C(ε) > 1
such that
C−1(ε)K1N
2 logN ≤ m1 ≤ C(ε)K1N2 logN,
and the inequalities∣∣∣‖f‖q − ‖Tm1,zf‖ℓm1q ∣∣∣ ≤ ε4‖f‖q, ∀f ∈ XqN , q = 2, p (4.8)
hold simultaneously. Consider theN -dimensional subspace X˜N := Tm1,z(XN)
of ℓm1p . Using (2.1) and (4.8), we have that for any f ∈ XN ,
‖Tm1,zf‖ℓm1∞ ≤ ‖f‖∞ ≤ (K1N)
1
2‖f‖2 ≤ (1 + ε)(K1N) 12‖Tm1,zf‖ℓm1
2
. (4.9)
On the other hand, since logm1 ≤ Cε(logK1 + logN) and
‖x‖ℓm1q2 ≤ m
1
q1
− 1
q2
1 ‖x‖ℓm1q1 , ∀x ∈ R
m1 , 0 < q1 < q2 ≤ ∞,
in light of logK1 ≤ α logN , it follows that
‖x‖ℓm1∞ ≤ ecα‖x‖ℓm1qN , qN = logN, ∀x ∈ R
m1 .
This and (4.9) mean that the N -dimensional subspace X˜N of ℓ
m1
∞ satisfies
both the conditions (2.1) and (2.2). It then follows by Theorem 2.1 that
εk(X˜
p
N , ℓ
m1
∞ ) ≤ Cp(ε)K
1
p
1 e
2cα
p (logN)
1
p
{(
N
k
) 1
p , if 1 ≤ k ≤ N,
2−k/N , if k > N,
where X˜pN := {x ∈ X˜N : ‖x‖ℓm1p ≤ 1}. Thus, applying Theorem 1.3
to the subspace X˜N in ℓ
m1
p , we can find a subset Λ ⊂ {1, 2, . . . , m1} with
|Λ| ≤ Cp(α, ε)K1N log3N such that∣∣∣ 1|Λ|∑
j∈Λ
|Tm1,zf(j)|p − ‖Tm1,zf‖pℓm1p
∣∣∣ ≤ ε
4
‖Tm1,zf‖pℓm1p .
Now using (4.8) with q = p and a sufficiently small parameter ε ∈ (0, 1), we
obtain
(1− ε)‖f‖pp ≤
1
|Λ|
∑
j∈Λ
|f(zj)|p ≤ (1 + ε)‖f‖pp, ∀f ∈ XN .
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5 Proof of Theorem 2.3
Here we derive the unconditional weighted Marcinkiewicz discretization the-
orem for Lp norms of functions from a general N -dimensional subspace
XN ⊂ Lp. We need the following result.
Lemma 5.1. [3, Lemma 7.1] Let XN be an N-dimensional subspace of
Lp(Ω, dµ) with 1 ≤ p < ∞. Then there is a basis {ϕj}Nj=1 of XN so that
the function F =
(∑N
j=1 ϕ
2
j
) 1
2
satisfies that ‖F‖p = 1 and for all scalars
{λj}Nj=1 ⊂ R, ∫
Ω
∣∣∣ N∑
j=1
λjϕj(x)
∣∣∣2F (x)p−2 dµ(x) = N−1 N∑
j=1
λ2j . (5.1)
Proof of Theorem 2.3. Let 1 ≤ p ≤ 2, and let {ϕj}Nj=1 be a basis of XN for
which the function F =
(∑N
j=1 ϕ
2
j
) 1
2
has the properties in Lemma 5.1. Then
dν := F pdµ is a probability measure on Ω. Define the mapping U : Lp(dµ)→
Lp(dν) by
Uf(x) =
{
f(x)
F (x)
, if F (x) 6= 0;
0, otherwise.
Note that if x ∈ Ω and F (x) = 0, then f(x) = 0 for all f ∈ XN . It follows
that
‖Uf‖Lp(dν) = ‖f‖Lp(dµ), ∀f ∈ XN . (5.2)
Next, let ψj =
√
NUϕj for 1 ≤ j ≤ N . Then (5.1) implies that {ψj}Nj=1 is
an orthonormal basis of the space X˜N := UXN equipped with the norm of
L2(Ω, dν). Moreover, for any x ∈ Ω with F (x) 6= 0,
1
N
N∑
j=1
ψj(x)
2 =
1
F (x)2
N∑
j=1
ϕj(x)
2 = 1. (5.3)
Note that (5.3) with = 1 replaced by ≤ 1 holds trivially if F (x) = 0, in which
case ψj(x) = 0 for all 1 ≤ j ≤ N . This implies that
‖g‖L∞(Ω) ≤ N
1
2‖g‖L2(dν), ∀g ∈ X˜N .
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Finally, applying Theorem 2.2 to the space X˜N ⊂ Lp(Ω, dν) with K1 = 1,
for any ε ∈ (0, 1), we can find a set of m points x1, . . . , xm ∈ Ω with m ≤
Cp(ε)N log
3N such that F (xj) > 0 for all j = 1, . . . , m and
(1− ε)‖Uf‖pLp(dν) ≤
1
m
m∑
j=1
|Uf(xj)|p ≤ (1 + ε)‖Uf‖pLp(dν), ∀f ∈ XN .
To complete the proof, we just need to observe that Uf(xj) =
f(xj)
F (xj)
, j =
1, . . . , m for all f ∈ XN and recall (5.2).
6 Discussion
In [6] we have recently proved a conditional result, Theorem 1.3. This the-
orem guarantees the existence of good Marcinkiewicz-type discretization re-
sults for a given N -dimensional subspace XN under condition on the behavior
of the entropy numbers of the unit Lp-ball of XN in the uniform norm L∞.
In this paper we concentrate on establishing good upper bounds for the cor-
responding entropy numbers εk(X
p
N , L∞). The problem of estimating the
entropy numbers of different compacts, including function classes, is a deep
fundamental problem of analysis (see, e.g., [18], [7], and [23]). In this section
we discuss some known techniques and results and compare them with our
new results. We concentrate on the case of entropy numbers in the L∞ norm.
The first step of our technique is the following well-known result (see [13]).
Theorem 6.1. Let X be Rn equipped with ‖ · ‖ and
MX =
∫
Sn−1
‖x‖dσ(x).
Then we have
εk(B
n
2 , X) ≤ CMX
{
(n/k)1/2, k ≤ n
2−k/n, k ≥ n.
Theorem 6.1 is a dual version of the corresponding result from [17].
Another technique to estimate the entropy numbers in the L∞ norm (see
[20], [22], [23]) is based on the connection between the entropy numbers and
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the best m-term approximations with respect to a dictionary and it does not
use Theorem 6.1. In estimating the best m-term approximations greedy-type
algorithms are used. In a certain sense this technique provides a constructive
way of building good point nets. This technique was applied in [22] to prove
Marcinkiewicz-type discretization results in the case of L1 norm.
Theorem 6.1 is used for estimation of εk(X
2
N , L∞) (see Subsection 3.1
above). To obtain bounds for εk(X
p
N , L∞), 1 ≤ p < 2, in contrast with [2],
we use in Subsection 3.2 a new technique, which allows us to derive bounds
of εk(X
p
N , L∞), 1 ≤ p < 2, from the bounds for εk(X2N , L∞).
In [6] we discussed some results on the entropy numbers of the Lq-balls
of subspaces T (Qn) of trigonometric polynomials with frequencies from the
hyperbolic cross Qn. We continue this discussion with one more example
here. We remind some notation. For s ∈ Zd+, define
ρ(s) := {k ∈ Zd : [2sj−1] ≤ |kj| < 2sj , j = 1, . . . , d},
where [x] denotes the integer part of x. We define the step hyperbolic cross
Qn as follows
Qn := ∪s:‖s‖1≤nρ(s)
and the corresponding set of the hyperbolic cross polynomials as
T (Qn) : = {f : f =
∑
k∈Qn
cke
i(k,x), ck ∈ R},
T (Qn)q : = {f : f ∈ T (Qn), ‖f‖q ≤ 1}.
It is well known (see, for instance, [6]) that the bound
εN(X
p
N , Lq) ≤ B
implies the bound
εk(X
p
N , Lq) ≤ 6B2−k/N k > N.
Thus, we only compare bounds for 1 ≤ k ≤ N . The following bound is known
(see [23, p.350]) for all dimensions d: with N := |Qn| and β := 1/p− 1/q,
εk(T (Qn)p, Lq) ≤ C(q, p, d)(N/k)β(log(N/k))β, 1 < p ≤ 2 ≤ q <∞.
(6.1)
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Moreover, for d = 2 one has (see [23, p.361])
εk(T (Qn)1, Lq) ≤ C(q, p, d)(N/k)β(log(N/k))β, 2 ≤ q <∞. (6.2)
To demonstrate the strength of our technique, we derive Theorem 6.2,
which applies to more general subspaces than the T (Qn) and, moreover,
covers the cases p = 1 and q =∞. However, we point out that in some cases
bounds (6.1) and (6.2) are better for proving the upper bounds for the classes
of functions with mixed smoothness. Typically, the extra factor (log(N/k))β
in (6.1) and (6.2) does not contribute in the final upper bound for a class,
while the extra factor (logN)β in Theorem 6.2 will increase the power of the
corresponding log factor by β.
In this section, we show that the following extension of Theorem 2.1 can
be proved.
Theorem 6.2. If X = XN is an N-dimensional subspace of L∞ satisfying
the conditions (2.1) and (2.2), then for 1 ≤ p ≤ 2 < q ≤ ∞ and β =
1/p− 1/q,
εk(X
p;Lq) ≤ Cp,q(K1K22 logN)β
{(
N
k
)β
, if 1 ≤ k ≤ N ;
2−k/N , if k ≥ N. (6.3)
Proof. Since the case q =∞ is contained in Theorem 2.1, we assume q <∞.
First, we observe that
Hε(X2N ;Lq) ≤ CqK1K22ε−
2q
q−2N logN, 2 < q <∞, ε > 0. (6.4)
Indeed, setting θ = 2
q
, we have that for any f, g ∈ X2N ,
‖f − g‖q ≤ ‖f − g‖θ2‖f − g‖1−θ∞ ≤ 2θ‖f − g‖1−θ∞ .
Thus, using (3.5), we obtain
Hε(X2N ;Lq) ≤ H(2−θε) 11−θ (X
2
N ; L∞) ≤
CqK1K
2
2N logN
ε
2q
q−2
.
Next, we apply inequality (3.9) in Lemma 3.3 to obtain that
Hε(XpN ;Lq) ≤
∞∑
s=0
H2−3as−1εθ(X2N ;Lq) +Hεθ(X2N ;Lq), ε > 0,
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where θ := (1
2
− 1
q
)/(1
p
− 1
q
) and a = a(θ) = 2
θ
1−θ . Thus, we derive from (6.4)
that
Hε(Xp;Lq) ≤ CqK1K22N logNε−1/(
1
p
− 1
q
),
which implies (6.3).
The primary goal of this paper is to obtain the Marcinkiewicz-type dis-
cretization results with equal weights (see (1.1)) for a wide class of finite
dimensional subspaces XN . In Theorem 2.2 above, we only impose one re-
striction on a subspace XN , namely, the Nikol’skii inequality (2.1): for any
f ∈ XN ,
‖f‖∞ ≤ (K1N)1/2‖f‖2. (6.5)
Under that assumption and a minor assumption on K1, Theorem 2.2 guar-
antees that XN admits the Marcinkiewicz-type discretization theorem with
m of order N(logN)3. It is clear that our result is optimal with respect to
power scale. However, it would be interesting to know if it is possible to
replace in Theorem 2.2 the bound m ≤ Cp(α)K1N(logN)3 by the bound
m ≤ Cp(α)K1N .
Another question is to what extent we can weaken the Nikol’skii inequal-
ity (6.5) and still have Theorem 2.2 with the bound m ≤ Cp(α)K1N(logN)c?
Here we stress that Theorem 2.3 above shows that we can drop the assump-
tion on the Nikol’skii inequality if we allow arbitrary weights instead of equal
weights in the discretization theorem. We now make some comments on The-
orem 2.3.
We consider two cases: p = 2 and 1 ≤ p < 2. In the case p = 2, the
recent results from [1] basically solve the discretization problem with weights;
see [22]. We present an explicit formulation of this important result in our
notations.
Theorem. Let ΩM = {xj}Mj=1 be a discrete set with the probability measure
µ(xj) = 1/M , j = 1, . . . ,M and let XN be an N-dimensional subspace of
real functions defined on ΩM . Then for any number b > 1 there exist a set
of weights λj ≥ 0 such that |{j : λj 6= 0}| ≤ bN so that for any f ∈ XN we
have
‖f‖22 ≤
M∑
j=1
λjf(x
j)2 ≤ b+ 1 + 2
√
b
b+ 1− 2√b‖f‖
2
2. (6.6)
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As was observed in [5, Theorem 2.13], this last theorem with a general
probability space (Ω, µ) in place of the discrete space (ΩM , µ) remains true
if XN ⊂ L4(Ω). We further remark here that the additional assumption
XN ⊂ L4(Ω) can be dropped as well; namely, we have
Theorem 6.3. If XN is an N-dimensional subspace of L2(Ω), then for any
b ∈ (1, 2], there exist a set of m ≤ bN points x1, . . . , xm ∈ Ω and a set of
nonnegative weights λj, j = 1, . . . , m such that
‖f‖22 ≤
m∑
j=1
λj|f(xj)|2 ≤ C
(b− 1)2‖f‖
2
2, ∀f ∈ XN ,
where C > 1 is an absolute constant.
Proof. Let {ϕj}Nj=1 be an orthonormal basis of XN , and let
F (x) :=
( 1
N
N∑
j=1
ϕj(x)
2
) 1
2
, x ∈ Ω.
Consider the probability measure dν := F 2dµ on the set
Ω0 = {x ∈ Ω : F (x) > 0}.
Define the mapping U : L2(Ω, dµ)→ L2(Ω0, dν) by
Uf(x) =
f(x)
F (x)
, x ∈ Ω0,
and let X˜N := UXN be the subspace of L2(Ω0, dν). Then
‖Uf‖L2(Ω0,dν) = ‖f‖L2(Ω,dµ), ∀f ∈ XN , (6.7)
and by the Cauchy-Schwarz inequality,
‖g‖L∞(Ω0,dν) ≤ N
1
2‖g‖L2(Ω0,dν), ∀g ∈ X˜N .
Now applying Theorem 1.2 to the space X˜N ⊂ L2(Ω0, dν), we obtain a finite
subset Λ ⊂ Ω0 such that |Λ| ≤ CN logN and
1
2
‖Uf‖2L2(Ω0,dν) ≤
1
|Λ|
∑
ω∈Λ
|Uf(ω)|2 ≤ 3
2
‖Uf‖2L2(Ω0,dν), ∀f ∈ XN .
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It then follows by (6.7) that for any f ∈ XN ,
1
2
‖f‖2L2(Ω,dµ) ≤
1
|Λ|
∑
ω∈Λ
|f(ω)|2(F (ω))−2 ≤ 3
2
‖f‖2L2(Ω,dµ). (6.8)
Finally, applying (6.6) to the subspace YN :=
{
f
F
∣∣
Λ
: f ∈ XN
}
of R|Λ|,
we conclude that for any b ∈ (1, 2], there exist a set of m points x1, . . . , xm ∈
Λ ⊂ Ω0 and a set of weights wj ≥ 0, 1 ≤ j ≤ m such that m ≤ bN and
1
|Λ|
∑
ω∈Λ
|f(ω)|2(F (ω))−2 ≤
m∑
j=1
wj|f(xj)|2F (xj)−2
≤ C(b− 1)−2 1|Λ|
∑
ω∈Λ
|f(ω)|2(F (ω))−2, ∀f ∈ XN .
This together with (6.8) implies that
‖f‖2L2(Ω,dµ) ≤ 2
m∑
j=1
wj|f(xj)|2F (xj)−2 ≤ 3C(b− 1)−2‖f‖2L2(Ω,dµ).
This completes the proof of the theorem with λj = wj/F (x
j)2.
Finally, let us discuss the case 1 ≤ p < 2. Our proof of Theorem 2.3
demonstrates how deeps results from functional analysis (see Lemma 5.1)
can be used in obtaining good discretization theorems with weights. That
kind of technique was developed in the following important problem from
functional analysis (see, for instance, [3], [15], [9]): Given an N dimensional
subspace XN of Lq(0, 1) and ε > 0, what is the smallest L(XN , q, ε) such that
there is a subspace YN of ℓ
L(XN ,q,ε)
q with d(XN , YN) ≤ 1 + ε? Here d(X, Y )
stands for the Banach–Mazur distance between two finite dimensional spaces
X and Y of the same dimension, that is,
d(X, Y ) := inf{‖T‖‖T−1‖; T is a linear isomorphism fromX toY }.
This question is related to the following discretization problem.
Marcinkiewicz problem with ε. We write XN ∈M(m, q, ε) if (1.1) holds
with C1(d, q) = 1− ε and C2(d, q) = 1 + ε.
Certainly, if XN ∈ M(m, q, ε) then L(XN , q, C(q)ε) ≤ m. On the other
hand, results on the behavior of L(XN , q, ε) do not imply bounds on m for
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XN ∈M(m, q, ε). It is obvious in the case q = 2. However, it turns out that
the technique developed in this area for studying behavior of L(XN , 1, ε) can
be used for the Marcinkiewicz-type discretization (see [3], [15], [9]).
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