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Abstract-We deal with a situation where a worker processes two kinds of jobs, job A and job B. 
Job A is processed in a certain queueing system, and job B is processed separately from the queueing 
system if the worker is not in the queueing system. The process of job B consists of several tasks. 
The number of the tasks is distributed and each task needs a constant time. At each end of task, 
the worker can know whether all tasks are completed, and a decision is made whether the process of 
job B is suspended to join the queue. If the process of job B is suspended, the worker joins the queue 
and the residual tasks are processed after job A has been processed. The objective is to minimize the 
expected time until two jobs are completed. We prove a monotone property of the optimal policy by 
a dynamic programming formulation. @ 2003 Elsevier Ltd. All rights reserved. 
Keywords-optimal joining, Dynamic programming, Monotone policy. 
1. INTRODUCTION 
In queueing theory, a customer is usually assumed to arrive at the system without his own policy. 
However, the customers sometimes decide whether to join the queue. Typically, the decision 
depends on the waiting cost and the service merit. Naor [l] proposes the system in which the 
customer decides whether to join the queue. The decision is made on the basis of waiting cost, 
service merit, and toll to enter the system. It is shown that the admission control by the toll 
yields a better performance of the system. Bell and Stidham [2] deal with a static control in 
a multifacility model, which assigns the arriving customers to the multiple servers, which have 
different service speeds, with determined probabilities. They compare the socially optimal control 
which minimizes the expected number of customers in the system with the individually optimal 
control which minimizes the expected waiting time of customer. It is shown that the socially 
optimal control uses more servers than the individually optimal control. In the shortest queue 
problem [3], the behavior of joining the shortest queue, which is the individually optimal control, 
is also the socially optimal control. 
In this paper, we deal with the model in which one customer who has two jobs makes a 
decision whether to join the queue, and discuss his (individually) optimal policy. The objective 
is to minimize’ the expected time for processing two jobs in the following situation. 
A customer with two types of jobs arrives at the queue. One job (job A) is processed in a 
certain queueing system and the other job (job B) can be processed if he is not in the queueing 
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system. The process of job B consists of several tasks, and it can be suspended at the end of any 
task process. At each end of task process, he makes a decision whether he should suspend the 
process of job B and join the queue to process job A. If he decides to join the queue, he resumes 
job B when job A is finished. To minimize the total processing time, it is desirable to minimize 
the time in the queueing system. 
This problem may be considered as a model which explains the behavior of a man, for example, 
in an amusement park. In an amusement park, there are several facilities that people enjoy. Some 
of them are very popular, and therefore, they usually have long queues. In this case, we sometimes 
enjoy the other less popular facilities and at the same time wait for the queue of the more popular 
facilities to become shorter. When we think the queue becomes short enough, we join the queue. 
Though the objective and the situation in a real amusement park are very complicated, our model 
can be considered as a primitive model of such a situation. 
Our problem is formulated as a dynamic programming problem [4]. It is shown that the optimal 
policy has a monotone property. The monotone property is similar to the switch curve structure 
introduced in [5]. 
In the next section, we describe our model. In Section 3, the formulation and the analysis are 
shown. In the last section, we supply the numerical examples to confirm our results. 
2. MODEL DESCRIPTION 
We consider a worker who processes two types of jobs. Type A job (JA) is to be processed in 
a certain queueing system. Type B job (JB) can be processed while he is not in the queueing 
system. The queueing system has Poisson arrivals and an exponential server. The arrival rate 
may depend on the queue length i and it is denoted by Xi. The service rate is denoted by CL. To 
complete JB, he needs to process several tasks whose number is distributed with distribution Rk. 
The distribution RI, denotes the probability that more than or equal to !C tasks are needed to 
complete JB. Each task needs a constant time T, and after each task he can know whether all 
tasks are finished. If all tasks are completed, he joins the queue and waits until JA is finished. If 
the tasks are still left, he decides whether to suspend JB to join the queue or to continue JB, with 
the information of the queue length and the number of tasks he has processed. If he chooses to 
join the queue, he waits for JA to be processed in the queueing system, and resume JB when JA 
is finished. If he chooses to continue JB, he makes a decision again after he processes the next 
task. The worker has one JA and one JB, and the objective is to minimize the total expected 
time for processing two jobs. 
2.1. Formulation by Dynamic Programming 
Let us define the following notation for the optimality equation. 
(i,k): State (i,k) . d m icates that the queue length is i, and JB is not completed after k tasks 
are finished. 
V(i, Ic): V(i, k) is the optimal expected time for state (i, k). 
W(i, k): W(i, k) is th e expected time for choosing to continue JB at state (i, k) and behaving 
optimally thereafter. 
D(i, k): D(i, k) is the optimal action for state (i, k). 
D(i, k) = 
{ 
1, if it is optimal to join the queue, 
2, if it is optimal to continue JB. 
Sk: The conditional probability that the total number of the tasks is k, given the total 
number of the tasks is more than k (Sk c 1 - Sk). It holds that 
sk = (Rk - Rlc+d 
RI, 
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Mk: Expected residual time to complete JB for state (i, k), It holds that 
Mk=T 2 k. 
mdc+1 
PQ: The probability that the queue length changes to j after time T, given the initial 
queue length i. 
Qi: The expected queue length after time T, given the initial queue length i. It holds 
that 
Qi = 2 jP,i. 
j=o 
With this notation, we obtain the following optimality equation: 
j=O 
V(i, k) = min 
{ 
Mk + 
Optimal action D(i, k) is determined by 
1, 
D(i, k) = 
i 2, 
We assume the following conditions for 
+&+rV(j,k+l) , 
> 
(i + 1) 
- W(i, k) . 
P ’ I 
ifMk+w+1)(W(i,k), 
ifMk+e>lV(i,k). 
our model. 
(1) 
(2) 
CONDITION 1. The arrival rate Xi and the probability Sk satisfy the following conditions. 
(1) Xi is decreasing in i. 
(2) Sk is monotone in k and there exists N and E > 0 such that Sk > E for all k > N. 
Condition 1.2 guarantees that Mk < oo; that is, the expected time for JB is finite. 
LEMMA 1. The transition probability of the queue length has the following properties. 
(1) For all m, Cg, Pij is increasing in i. 
(2) The inequality Qi+r - Qi I 1 holds. 
This lemma is derived by Condition 1.1 [6], 
The value of V(i, k) is obtained by the following iteration (successive approximation [7]): 
V”(i, k) E 0, for all i, k, (3) 
sk+l (j+ ‘) y+%+lV”(j,k-t-1) 
Vn+‘(i, k) = min 
(i + 1) 
Mk + - 
CL ’ 
(4 
(5) 
We prove some properties of V(i, k) and W(i, k) by mathematical induction with respect to n. 
LEMMA 2. The functions V(i, k) and W(i, k) have the following properties. 
(1) If Sk is increasing in k, 
v(i, k + 1) - V(i, k) > Mk+l - Mk, and (f-9 
w(i, k + 1) - W(i, k) 2 Mk+l - Mk. (7) 
(2) If Sk is decreasing in k, 
v(i, k + 1) - V(i, k) 5 Mk+l - Mk, and (8) 
w(i, k + 1) - W(i, k) 5 Mk+l - Mk. (9) 
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PROOF. We prove the case that Sk is increasing. When Sk is decreasing, the proof is similar, 
and therefore, it is omitted. 
AS thefirst step of the induction, the inequality obviously holds for V”(i, k). Then, we show 
that if Vn(i, k -I-.1) - Vn(i, k) > f’&+r - Mk, then W”+‘(i, k + 1) - VV”+l(i, k) 2 Mk+1 - &&. 
W”+‘(i, k + 1) - IV”+r(i, k) 
= (Sk+2 - sk+l) 
(j+l) - 
- fSk+2Vn(j,k+ 2)-&++7j, kfl) ~ 1 
L 
(j+l) 
(Sk+2 -sk+l)- 
P 
-t Sk+2 {v”(j, k f 1) -t Mk+2 - hfk+l} - sk+Ivn(j, k -I 1) 
I 
ZZ (Sk+2 - Sk+l) 
(j + 1) 
- 
P 
- Vn(j, k + 1) 
> - 
+ sk+Z(Mk+2 - Mk+l) 1 
> cfij [(sk+2-sk+l)(-Mk+l) f sk+2(Mk+2-Mk+l)] 
j=o 
00 
= c pij (sk+2Mk+2 - &c+d’fk+l) 
j=o 
= Mk+l - Mk, 
Vn+‘(i,k+l)-V”+l(’ %,k) 2 Mk+r-Mk is obvious bymin{z,y}-min{a,b} 1 min{a:-a,y-b}. 
Thus, by induction, it holds that P(i, k+l)-V”(i, k) 2 Mk+r--Mk and Wn(i, k+l)-Wn(i, k) 2 
n/ik+r -Mk. Since Vn(i, k) and Wn(i, k) converges to V(i, k) and W(i, k), respectively, Lemma 2 
holds. I 
By Lemma 2, the following theorem holds. 
THEOREM 1. The optimal policy has the following properties. 
(1) Jf Sk is increasing and D(i, k) = 1 for some state (i, k), then D(i, 1) = 1 for 1 1 k. 
(2) Jf Sk is decreasing and D(i, k) = 2 for some state (i, k), then D(i, 1) = 2 for 1 2 k. 
PROOF. We prove the theorem when Sk is increasing. 
D(i, k) = 1 indicates Mk + (i + 1)/p 5 W(i, k). Then 
Mk + ci + ‘) - < w(i, k) 5 w(i, k + 1) + b!fk - &+I. 
CL 
Therefore, Mk+r + (i + 1)/p 5 W(i, k + 1) holds and it implies D(i, k + 1) = 1. Repeating this 
argument, we obtain Theorem 1. 
LEMMA 3. The functions V(i, k) and W(i, k) satisfy the following inequalities: 
V(i + 1, k) - V(i, k) 5 ;, 
W(i + 1, k) - W(i, k) < ;. (11) 
PROOF. For n = 0, the result obviously holds. We show that Vn(i + 1,k) - Vn(i,k) 5 l/p 
implies Wn+r(i + 1, k) - W”+‘(i, k) 5 l/p. 
Here, let us define S(j, k) by 
Sk+1 
T + Sk+lVn(O, k), j = 0, 
W, k) = 
Sk+1 
(12) 
T + Sk+1 (v”(j, k) - V”(j - 1, k)) , j 2 1. 
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Note that a(j, k) 5 l/p for j 2 1. Then 
Sk+1 
(j+1) 
-+sk+lv-(j,k)) -~P.j{sk+,~+Sx+lV”(j,k)} 
=p+1j ~b(m,A)-&j &qm,k) 
m=O j=o m=O 
= 2 6(m> ‘) 2 pi+lj - 5 J(m, k) 2 Pij 
m=O j=m m=O j=m 
=gb(m,k) gPi+lj-ePij 
77L=l ( j=m j=m ) 
2Pi+lj- 
j=m 
= ; (Qi+l - Qi) 
The first inequality holds by 6( m, k) 5 (l/p) (m 2 1) (by inductive assumption) and Lemma 1.1 
and the last inequality holds by Lemma 1.2. Vn+’ (i + 1, k) - V”+l(i, k) 5 l/p is obvious by 
min{z, y} - min{a, b} < max{z - a, y - b}. 
In the same way as Lemma 2, the inequalities of Lemma 3 hold. I 
By Lemma 3, we have the following theorem. 
THEOREM 2. If D(i, k) = 2, then D(j, k) = 2 (i < j). 
PROOF. D(i, k) = 2 indicates Mk + (i + 1)/p 2 W(i, k). Then 
n/r, + (i + 1) 
CL 
> W(i, k) > W(i + 1, k) - ;. 
Therefore, k?k + (i + 2)/c” > W(i + l,k) holds, which implies D(i + 1,k) = 2. Repeating this 
argument, we obtain Theorem 2. 
By Theorems 1 and 2, the changes of optimal action happen at most once, as i and k increases. 
Thus, optimal policy has the following monotone structure shown in Figure 1. 
Optimal policy 
for mcreskng Sk 
Join the queue 
k 
Figure 1. Monotone property of optimal policy. 
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k 
Continue JB 
Optimal policy 
for decreasing Sk 
Figure 1. (cont.). 
3. NUMERICAL EXAMPLE 
In this section, we show numerical examples. The following optimal policies are calculated by 
the successive approximation method. 
First, we show the case that Sk is increasing. 
(1) The service rate p = 1.8, and the arrival rates of the queueing system are 
x0 = 1.9, x1 = 1.9, AZ = 1.9, X3 = 1.9, X4 = 1.8, 
x5 = 1.5, As = 1.5, A, = 1.0, As = 1.0, xc = 1.0, xi = 0, i 2.10. 
(2) The processing time T = 1 and the distribution of the task number of JB is 
so = 0, & =o, s, =O.l, s, =O.l, s, =0.2, 
S, = 0.5, Ss = 0.5, S7 = 0.5, S, = 0.5, S9 = 0.6, 
Sk = 0.9, k 2 10. 
With these values, the optimal policy is shown in Table 1. 
Table 1. Optimal policy for increasing Sk. 
. . . . . . . . . . 
. . . 
11112 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
1112 2 2 2 2 2 2 2 
1112 2 2 2 2 2 2 2 
1112 2 2 2 2 2 2 2 
1112 2 2 2 2 2 2 2 
112 2 2 2 2 2 2 2 2 
0 5 i 
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Next, we show the case that Sk is decreasing. 
(1) The service rate p = 1.8, and the arrival rates of the queueing system are 
X0 = 1.9, X1 = 1.9, AZ = 1.9, X3 = 1.9, X4 = 1.8, 
x5 = 1.5, xfj = 1.5, x7 = 1.0, As = 1.0, xg = 1.0, xi = 0, i 2 10. 
(2) The processing time T = 1, and the distribution of the task number is 
so = 0.7, Is1 = 0.7, s, = 0.7, s, = 0.7, s, = 0.5, 
s5 = 0.5, SC = 0.5, s7 = 0.5, ss = 0.5, sg = 0.2, 
A!&, =0.2, 811 = 0.2, sl2 = 0.2, Sk = 0.1, k 2 13. 
With these values, the optimal policy is shown in Table 2. 
Table 2. Optimal policy for decreasing Sk. 
k f f ; i ; f f ; ; ; i 
112 2 2 2 2 2 2 2 2 
112 2 2 2 2 2 2 2 2 
1’12 2 2 2 2 2 2 2 2 
112 2 2 2 2 2 2 2 2 
10 1 1 2 2 2 2 2 2 2 2 2 
112 2 2 2 2 2 2 2 2 
112 2 2 2 2 2 2 2 2 
1112 2 2 2 2 2 2 2 
1112 2 2 2 2 2 2 2 
5 1 1 1 2 2 2 2 2 2 2 2 
1112 2 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
1111 2 2 2 2 2 2 2 
11112 2 2 2 2 2 2 
0 1 1 1 1 2 2 2 2 2 2 2 
0 5 i 
REFERENCES 
1. P. Naor, On the regulation of queue size by levying tolls, Econometrica 37, 15-24, (1969). 
2. C.E. Bell and S. Stidham, Individual and social optimization in the allocation of customers to alternative 
servers, Management Science 29, 831-839, (1983). 
3. W. Winston, Optimality of the shortest line discipline, Journal of Applied Probability 14, 181-189, (1977). 
4. SM. Ross, Applied Stochastic Models with Optimization Applications, Holden-Day, San Francisco, CA, 
(1970). 
5. J. Walrand, An Introduction to Queueing Networks, Prentice-Hall, Englewood Cliffs, NJ, (1988). 
6. D. Stoyan, Comparison Methods for Queues and Other Stochastic Models, John Wiley & Sons, New York, 
(1983). 
7. .I. WesseIs, Markov programming by successive approximations with respect to weighted supremum norms, 
Journal of Mathematical Analysis and Applications 58, 326-335, (1977). 
