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a b s t r a c t
Recently, Yun [Jae Heon Yun, Convergence of SSOR multisplitting method for an H-matrix,
J. Comput. Appl. Math. 217 (2008) 252–258] studied the convergence of the relaxed
multisplitting method associated with SSOR multisplitting for solving a linear system
whose coefficient matrix is an H-matrix. In this paper, we improve the main results of
Yun’s. Moreover, theoretical analysis and numerical examples clearly show that our new
convergent domain is wider.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
For solving the large sparse linear system
Ax = b, (1)
where A ∈ Rn×n is a square nonsingular H-matrix and x, b ∈ Rn, an iterative method is usually considered. The concept
of multisplitting for the parallel solution of linear system was introduced in [2] and further studied by many other authors
[1,3–10].
{Mk,Nk, Ek}lk=1 is amultisplitting of A if
(1) A = Mk − Nk is a splitting for k = 1, 2, . . . , l;
(2) Ek ≥ 0 is a nonnegative diagonal matrix, called weighting matrices;
(3)
∑l
k=1 Ek = I , where I is the identity matrix.
The relaxed multisplitting method with a positive relaxation parameter β associated with a multisplitting of A,
{Mk,Nk, Ek}lk=1, for solving the linear system (1) is as follows.
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Algorithm 1 ([1] Relaxed Multisplitting Method).
Given the initial vector x0
For i = 0, 1, . . ., repeat (I) and (II), until convergence.
(I) For k = 1, 2, . . . , l, (parallel) solving yk:
Mkyk = Nkxi−1 + b.
(II) Computing
xi = β
l∑
k=1
Ekyk + (1− β)xi−1.
We shall use the following notations (c.f. [11]). A matrix A = (aij) is called anM-matrix if aij ≤ 0 for i 6= j and A−1 ≥ 0.
The comparison matrix 〈A〉 = (αij) of matrix A = (aij) is defined by: αij = |aij|, if i = j;αij = −|aij|, if i 6= j. A matrix A
is called an H-matrix if 〈A〉 is an M-matrix. Let ρ(A) denote the spectral radius of A. A representation A = M − N is called
a splitting of A when M is nonsingular. Let A and B be M-matrices. If A ≤ B, then A−1 ≥ B−1. Let A be an H-matrix, and
A = D− B,D = diag(A), then ρ(|D|−1|B|) < 1. Moreover, D is nonsingular.
Lemma 1.1. Let A be an H-matrix, then A is nonsingular, and |A−1| ≤ 〈A〉−1.
Definition 1.2 ([1]). Let 0 < ω < 2 and A = D − Lk − Uk for k = 1, 2, . . . , l, where D = diag(A), L′ks are strictly lower
triangular matrices, and U ′ks are general matrices. (Mk(ω),Nk(ω), Ek), k = 1, 2, . . . , l, is a multisplitting of A, then
Mk(ω) = 1
ω(2− ω)(D− ωLk)D
−1(D− ωUk),
Nk(ω) = 1
ω(2− ω)((1− ω)D+ ωLk)D
−1((1− ω)D+ ωUk).
Recently, Yun [1] studied the convergence of the relaxed multisplitting method associated with SSOR multisplitting for
solving the linear system (1), which is as follows.
Lemma 1.3 ([1]). Let A ∈ Rn×n be an H-matrix. Let A = D− B = D− Lk − Uk (1 ≤ k ≤ l), where D = diag(A), Lk is a strictly
lower triangular matrix, and Uk is a general matrix, and let (Mk(ω),Nk(ω), Ek), k = 1, 2, . . . , l, be the SSOR multisplitting of A.
Assume that 〈A〉 = |D| − |Lk| − |Uk|, k = 1, 2, . . . , l. Let Hω,β = β∑lk=1 Ek[Mk(ω)]−1Nk(ω)+ (1− β)I be an iteration matrix
of the relaxed multispliting method associated with the SSOR multisplitting, H(ω) = |1−ω|I+ω|D|−1|B| and ρ = ρ(|D|−1|B|).
Then the following hold:
(a) if 0 < ω ≤ 1 and 0 < β < 21+ρ(H(ω)) , then ρ(Hω,β) < 1,
(b) if 1 < ω < 21+ρ and 0 < β ≤ 1, then ρ(Hω,β) < 1,
(c) if 1 < ω <
√
2
1+ρ and 0 < β <
2
ω(1+ρ(H(ω))) , then ρ(Hω,β) < 1.
In this paper, we will improve the above convergent results of the relaxed multisplitting method associated with SSOR
multisplitting for solving the linear system (1). Moreover, theoretical analysis and numerical examples clearly show that
our new convergent domain is wider than that in [1].
2. Main results
Theorem 2.1. Let A ∈ Rn×n be an H-matrix. Let A = D − B = D − Lk − Uk (1 ≤ k ≤ l), where D = diag(A), Lk is a strictly
lower triangular matrix, and Uk is a general matrix, and let (Mk(ω),Nk(ω), Ek), k = 1, 2, . . . , l, be the SSOR multisplitting of A.
Assume that 〈A〉 = |D| − |Lk| − |Uk|, k = 1, 2, . . . , l. Let Hω,β = β∑lk=1 Ek[Mk(ω)]−1Nk(ω)+ (1− β)I be an iteration matrix
of the relaxed multispliting method associated with the SSOR multisplitting, H(ω) = |1−ω|I +ω|D|−1|B| = |1−ω|I +ωJ and
ρ = ρ(J) = ρ(|D|−1|B|). If
0 < ω <
2
1+ ρ , 0 < β <
2
1+ ρ2(H(ω)) ,
then ρ(Hω,β) < 1.
Proof. Since ρ(Hω,β) ≤ ρ(|Hω,β |), the relaxed SSOR iterationmethod converges for any x0 ∈ Rn if and only if ρ(|Hω,β |) < 1.
We first note that the matrices D − ωLk and D − ωUk are both H-matrices, for k = 1, 2, . . . , l. Thus, by Lemma 1.1, we
have
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|(D− ωLk)−1| ≤ 〈D− ωLk〉−1 = (|D| − ω|Lk|)−1,
|(D− ωUk)−1| ≤ 〈D− ωUk〉−1 = (|D| − ω|Uk|)−1.
Step 1: Let 0 < ω ≤ 1, 0 < β < 2
1+ρ2(H(ω)) . Define
M1k (ω) = |D| − ω|Lk|,M2k (ω) = |D| − ω|Uk|,
N1k (ω) = (1− ω)|D| + ω|Uk| = M1k (ω)− (ω|D| − ω|B|),
N2k (ω) = (1− ω)|D| + ω|Lk| = M2k (ω)− (ω|D| − ω|B|).
(2)
From Definition 1.2 and (2), we have
|Hω,β | =
∣∣∣∣∣β l∑
k=1
Ek[Mk(ω)]−1Nk(ω)+ (1− β)I
∣∣∣∣∣
≤ β
l∑
k=1
Ek[M1k (ω)]−1N1k (ω)[M2k (ω)]−1N2k (ω)+ |1− β|I
= β
l∑
k=1
Ek[M1k (ω)]−1[M1k (ω)− (ω|D| − ω|B|)][M2k (ω)]−1[M2k (ω)− (ω|D| − ω|B|)] + |1− β|I
= β
l∑
k=1
Ek
{
I − ω[M1k (ω)]−1|D|(I − |D|−1|B|)
} {
I − ω[M2k (ω)]−1|D|(I − |D|−1|B|)
}+ |1− β|.
Let e = (1, 1, . . . , 1)T ∈ Rn. Since J is nonnegative, the matrix J + eeT has only positive entries and is irreducible for any
 > 0. By the Perron–Frobenius theorem for any  > 0, there is a vector x > 0 such that
(J + eeT)x = ρx,
where ρ = ρ(J + eeT) = ρ(J).Moreover, if  > 0 is small enough, we have ρ < 1 by continuity of the spectral radius.
Because of 0 < ω ≤ 1, we also have
1− ω + ωρ < 1, 1− ω + ωρ < 1.
So
|Hω,β | ≤ β
l∑
k=1
Ek
{
I − ω[M1k (ω)]−1|D|[I − (|D|−1|B| + eeT)]
}
{
I − ω[M2k (ω)]−1|D|[I − (|D|−1|B| + eeT)]
}+ |1− β|I
= β
l∑
k=1
Ek
{
I − ω[M1k (ω)]−1|D|[I − J]
} {
I − ω[M2k (ω)]−1|D|[I − J]
}+ |1− β|I.
Multiplying x in two sides of the above inequality, and
[M1k (ω)]−1 ≥ |D|−1, [M2k (ω)]−1 ≥ |D|−1,
we can obtain
|Hω,β |x ≤ β
l∑
k=1
Ek
{
I − ω|D|−1|D|[I − J]
} {
I − ω|D|−1|D|[I − J]
}
x + |1− β|x
= β
l∑
k=1
Ek(I − ωI + ωJ)(I − ωI + ωJ)x + |1− β|x
= [β(1− ω + ωρ(J))2 + |1− β|]x
= [β(1− ω + ωρ)2 + |1− β|]x
= [βρ2(H(ω))+ |1− β|]x < x .
Step 2: Let 1 < ω < 21+ρ , 0 < β <
2
1+ρ2(H(ω)) . Define
N3k (ω) = (ω − 1)|D| + ω|Uk| = M1k − [(2− ω)|D| − ω|B|],
N4k (ω) = (ω − 1)|D| + ω|Lk| = M2k − [(2− ω)|D| − ω|B|].
(3)
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From Definition 1.2 and (3), we have
|Hω,β | ≤
∣∣∣∣∣β l∑
k=1
Ek[Mk(ω)]−1Nk(ω)+ (1− β)I
∣∣∣∣∣
≤ β
l∑
k=1
Ek[M1k (ω)]−1N3k (ω)[M2k (ω)]−1N4k (ω)+ |1− β|I
= β
l∑
k=1
Ek[M1k (ω)]−1{M1k − [(2− ω)|D| − ω|B|]}[M2k (ω)]−1{M2k − [(2− ω)|D| − ω|B|]} + |1− β|I
= β
l∑
k=1
Ek{I − [M1k (ω)]−1|D|[(2− ω)|D| − ω|D|−1|B|]}
{I − [M2k (ω)]−1|D|[(2− ω)|D| − ω|D|−1|B|]} + |1− β|I.
Similar to the Step 1, let x > 0 such that
Jx = (J + eeT)x = ρ(J)x .
Moreover, if  > 0 is small enough, we have ρ < 1 by continuity of the spectral radius. Because of 1 < ω < 2/(1+ ρ), we
also have
ω − 1+ ωρ < 1, ω − 1+ ωρ < 1.
Multiplying the two sides of the above inequality by x , and [M1k (ω)]−1 ≥ |D|−1, [M2k (ω)]−1 ≥ |D|−1, we can obtain
|Hω,β |x ≤ β
l∑
k=1
Ek{I − [M1k (ω)]−1|D|[(2− ω)|D| − ω(|D|−1|B| + eeT)]}
× {I − [M2k (ω)]−1|D|[(2− ω)|D| − ω(|D|−1|B| + eeT)]}x + |1− β|x
= β
l∑
k=1
Ek{I − |D|−1|D|[(2− ω)|D| − ωJ]}{I − |D|−1|D|[(2− ω)|D| − ωJ]}x + |1− β|x
= β
l∑
k=1
Ek{I − [(2− ω)I − ωJ]}2x + |1− β|x
= [β(ω − 1+ ωρ(J))2 + |1− β|]x
= [β(ω − 1+ ωρ)2 + |1− β|]x
= [βρ2(H(ω))+ |1− β|]x < x .
Then, we have |Hω,β |x < x and ρ(|Hω,β |) < 1. 
Corollary 2.2. Let A ∈ Rn×n satisfy one of the following conditions
(a) A is an M-matrix;
(b) A is a strictly or an irreducibly diagonally dominant matrix;
(c) A is a symmetric positive definite L-matrix.
Moreover, let A = D − B = D − Lk − Uk (1 ≤ k ≤ l), where D = diag(A), Lk is a strictly lower triangular matrix, and Uk
is a general matrix, and let the multisplitting (Mk(ω),Nk(ω), Ek), k = 1, 2, . . . , l, be the SSOR multisplitting of A. Assume that
〈A〉 = |D| − |Lk| − |Uk|, k = 1, 2, . . . , l. Let Hω,β = β∑lk=1 Ek[Mk(ω)]−1Nk(ω) + (1 − β)I be an iteration matrix of the
relaxed multispliting method associated with the SSOR multisplitting, H(ω) = |1 − ω|I + ω|D|−1|B| = |1 − ω|I + ωJ and
ρ = ρ(J) = ρ(|D|−1|B|). If
0 < ω <
2
1+ ρ , 0 < β <
2
1+ ρ2(H(ω)) ,
then ρ(Hω,β) < 1.
Remark 2.1. Since ρ(H(ω)) < 1, then
2
ω(1+ ρ(H(ω))) (ω > 1) <
2
1+ ρ(H(ω)) <
2
1+ ρ2(H(ω)) ,
1 <
√
2
1+ ρ <
2
1+ ρ .
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So our new convergent domain of the Theorem 2.1 and Corollary 2.2 is wider than the convergent domain of the Theorem
3.3 and Corollary 3.4 in [1].
3. Numerical examples
Example 3.1. Let
A =
[10 1 2
2 20 3
20 1 10
]
= D− B =
[10 0 0
0 20 0
0 0 10
]
−
[ 0 −1 −2
−2 0 −3
−20 −1 0
]
,
L1 =
[ 0 0 0
−2 0 0
−10 0 0
]
, L2 =
[ 0 0 0
−1 0 0
−5 0 0
]
, L3 =
[ 0 0 0
−3 0 0
−15 0 0
]
,
E1 = diag(1, 0, 0), E2 = diag(0, 1, 0), E3 = diag(0, 0, 1),
Ui = D− Li − A, i = 1, 2, 3.
It is easy to verify that A is an H-matrix. By direct calculations with Matlab 7.0, we have
ρ = 0.6867, 2
1+ ρ = 1.1857,
√
2
1+ ρ = 1.0089.
(a) Let ω = 0.7, β = 1.2, by Eq. (a) of Lemma 1.3,
0 < ω ≤ 1, 0 < β < 1.1231.
By Theorem 2.1 and Corollary 2.2,
0 < ω < 1.1857, 0 < β < 1.2426.
It is obvious that Lemma 1.3 cannot be used, but our results can be used and ρ(Hω,β) = 0.2224 < 1.
(b) Let ω = 1.15, β = 1.1, by Eq. (b) of Lemma 1.3,
1 < ω < 1.1857, 0 < β ≤ 1.
By Theorem 2.1 and Corollary 2.2,
0 < ω < 1.1857, 0 < β < 1.1170.
It is obvious that Lemma 1.3 cannot be used, but our results can be used and ρ(Hω,β) = 0.1111 < 1.
(c) Let ω = 1.05, β = 1.3, by Eq. (c) of Lemma 1.3,
1 < ω < 1.0089, 0 < β < 1.1740
By Theorem 2.1 and Corollary 2.2,
0 < ω < 1.1857, 0 < β < 1.3484.
It is obvious that Lemma 1.3 cannot be used, but our results can be used and ρ(Hω,β) = 0.3005 < 1.
Remark 3.1. The above numerical examples not only clearly show the validity of Theorem 2.1 and Corollary 2.2, but also
show that our new convergent domain is wider than Yun’s [1] convergent domain.
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