Infinite horizon optimal policy for an inventory system with two types of products sharing common hardware platforms by Chou, Mabel C. et al.
Infinite Horizon Optimal Policy for an Inventory System
with Two Types of Products sharing Common
Hardware Platforms
Mabel C. Chou∗, Chee-Khian Sim†, Xue-Ming Yuan‡
October 19, 2016
Abstract
We consider a periodic review inventory system and present its optimal policy in
the infinite horizon setting. The optimal inventory policy that maximizes the infinite
horizon expected discounted profit for the model is analytically obtained by relating to
the finite horizon setting using results from variational analysis. Results are provided
that elucidate the operations of the inventory system in the long run.
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1 Introduction
In this paper, we consider the problem of finding the infinite horizon optimal policy structure
of an inventory system, and then analyze the behavior of the inventory system in the long
run using the optimal policy structure that we obtained. The inventory system studied
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in this paper is first discussed in Chou, Sim and Yuan [6]. In Chou, Sim and Yuan [6],
this inventory system is studied when the planning horizon is finite. It is related to the
well-known lateral transshipment problem. Our model of two types of product sharing a
common hardware platform is similar to an inventory model with two locations, having
different transshipment costs between them, and with demand faced by each location βD
and (1 − β)D, respectively. Each hardware platform in our system can either be installed
with software 1 or 2 in response to demand βD for Product 1 and (1− β)D for Product 2,
where D is the total demand for the product, which has two types, Product 1 and Product
2. A product can be “converted” to the other product by uninstalling and then reinstalling
softwares, after demand realization, using a policy similar to a type of transshipment policy
which is called complete pooling (Tagaras [16]). We analytically derive the optimal inventory
policy and hence the optimal proportion of an order to be installed with software 1 or 2 in
the infinite horizon setting. In this paper, the stationary optimal policy for the inventory
system comprising of two types of product sharing a common hardware platform is proven
to be an order-up-to policy for each type of product. To understand the paper, we can either
view the model as a “software-focused” model or a lateral transshipment model. We choose
the former for ease in exposition. All results given can easily be translated into the language
of a lateral transshipment problem.
Variational analysis has applications in the study of optimization, control, equilibrium
problems, and stability of linear and nonlinear systems. In this paper, we provide another
of its applications - dynamic programming in relation to inventory management. This, to
the best of our knowledge, is something new in the inventory control literature. We use
variational analysis results on limits (namely, Theorem 7.33 in Rockafellar and Wets [15]) to
extend from the finite horizon scenario of our inventory model to its infinite horizon scenario.
An existing approach (see, for example, Yuan and Cheung [20]) to extend from the finite
horizon scenario to the infinite horizon scenario uses Theorems 8-14 and 8-15 in Heyman
and Sobel [9]. We cannot apply these theorems in our study since these theorems, although
applied in a general setting, assume that the action space lies on the real line. However,
our inventory model has an action space that belongs to <2. Theorem 7.33 in Rockafellar
and Wets [15] is framed in a general Euclidean space setting (<n, n ≥ 1), and hence it
can readily be used to study our infinite horizon inventory model. A reference used in the
inventory control literature to extend from the finite horizon scenario to the infinite horizon
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scenario is Section 1.2 of Bertsekas [3], where the one period cost function is assumed to
be bounded. Unlike Theorem 7.33 in Rockafellar and Wets [15], we cannot use the results
there easily for our model since our one period profit function is not bounded from below.
Results in Chapter 4, in particular, Proposition 4.3.14, in Bertsekas [2] require monotonicity
assumptions to be satisfied before they can be applied. These assumptions are not needed
when we apply Theorem 7.33 in Rockafellar and Wets [15]. Feinberg [8] studies Markov
decision processes and its application to periodic review inventory system with backorders,
but the model we have in our study is a lost sales model.
An additional contribution of this paper, besides introducing a way to extend from the
finite horizon scenario to the infinite horizon scenario, is the results we obtained that elucidate
the operations of our inventory system in the long run and that appeal to our intuitive
understanding. This is achieved by analyzing the structure of the infinite horizon optimal
policy.
1.1 Literature Review
Relevant literature that puts particular attention on the study of periodic review inventory
systems in the infinite horizon scenario includes the classical works by Iglehart [11], [12],
Veinott [18], Zheng [21], and more recent works (after year 2000) Chen [4], Chen and Simchi-
Levi [5], Feng and Chen [7], van Ryzin and Vulcano [17], Yuan and Cheung [20]. These
papers consider inventory models, with some considering joint inventory and pricing models,
for either discounted or average profit/cost criteria or both. They consider a single product
without transshipment, while in our paper, we consider two products that are allowed to be
converted from one to the other. In Chen [4], the author performs steps similar to those
outlined below in this paper to extend from the finite horizon setting to the infinite horizon
setting, although no variational analysis results on limits are used. While in Chen and
Simchi-Levi [5], the optimal policy in the infinite horizon setting is not obtained directly by
a limiting procedure from the finite horizon optimal policy, and both policies do not generally
have the same structure.
With regards to lateral transshipment, our study of the literature reveals that Hu,
Duenyas and Kapuscinski [10], and Yang and Qin [19] are two recent papers that study
periodic review, infinite horizon transshipment model for discounted cost/profit by stochas-
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tic dynamic programming. Yang and Qin [19] provide detailed analysis on how they derive
the optimal policy, while Hu, Duenyas and Kapuscinski [10] consider the infinite horizon
scenario as an extension to the main results in their paper. Also, we note that there is a
brief mention in Ignall and Veinott [13] on how the finite horizon results in Ignall and Veinott
[13] can be extended to infinite horizon.
Yang and Qin [19] study the transshipment problem for two capacitated manufacturing
plants, with lateral transshipments being made virtually. A difference between their work and
ours is that we consider a lost sales model, while in their model, demand can be backlogged.
Also, the authors allow “virtual” transshipment whereby the inventory levels need not be
nonnegative for transshipment to take place. This is not allowed in our model.
Hu, Duenyas and Kapuscinski [10] study the optimal joint control of inventory and trans-
shipment for a firm that produces in two locations and faces capacity uncertainty. They also
consider a lost sales model, as in our case. An explicit optimal transshipment policy is given
in Hu, Duenyas and Kapuscinski [10]. However, the authors do not give an explicit formula
for the order-up-to production policy. In this paper, we provide explicit formula for the
optimal order-up-to policy in the infinite horizon setting.
For a detailed review on lateral transshipment models, the readers can refer to Paterson,
et.al. [14]. A related paper to lateral transshipment is Agrawal, Chao and Seshadri [1].
We organize the paper as follows: In the next section, we describe our model and define
notations that we use in the paper. In Section 3, we review the finite horizon optimal policy
of our model and also state some new results. In Section 4, using results from Section 3,
we obtain the infinite horizon optimal inventory policy for our model. Furthermore in the
section, we analyze the optimal policy obtained and provide results on the operations of the
inventory system in the long run. This paper is closely tied to Chou, Sim and Yuan [6], so
we quote some definitions and results there in the paper.
2 The Model
We consider an inventory system with two types of product sharing a common hardware
platform in a finite planning horizon N , and we let N tend to infinity.
Parameters of the model are as follows:
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• σi = installation cost to form a unit of Product i, i = 1, 2.
• si = per unit selling price of Product i, i = 1, 2.
• τ1 = per unit cost for uninstalling the software for Product 2 and to install the software
for Product 1, whenever there is shortage for Product 1 and excess of Product 2 for a
given demand realization.
• τ2 = per unit cost for uninstalling Product 1 software and installing Product 2 software
to form Product 2 when there is a shortage of Product 2 and excess of Product 1 for
a given demand realization.
• h = per unit time per unit inventory holding cost of hardware platform.
• p = per unit unfilled penalty cost of hardware platform in a period.
• c0 = per unit purchasing cost of hardware platform.
Randomness in the model comes from:
• D = total demand for Products 1 and 2 in the nth period.
We assume that demands in different periods are independent and identically dis-
tributed.
• β = proportion of D, with βD the demand for Product 1 and (1 − β)D the demand
for Product 2 in the nth period.
We have 0 < β < 1. Note that β is not dependent on n and is a fixed number. This
implies that demand for Product 1 and for Product 2 are perfectly correlated in a
positive manner in each period. Perfect correlation of demands is the main restriction
on our model which we hope to address in future.
Variables of the model are as follows:
• xi,n = inventory level of Product i at the beginning of the nth period, i = 1, 2.
Note that xi,n ≥ 0, i = 1, 2.
• ui,n = inventory level of Product i after arrival of hardware platforms and installing
these hardware platforms with different softwares in the nth period, i = 1, 2. Note that
ui,n ≥ xi,n, i = 1, 2.
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• yn = order quantity of common hardware platforms in the nth period.
We have yn = u1,n + u2,n − x1,n − x2,n.
We assume that the lead time for common hardware platforms to arrive and the instal-
lation/uninstallation time of software are short enough to happen within the same period.
The sequence of events for our model is such that at the beginning of the nth period, the
initial inventory of Product i is xi,n, i = 1, 2. yn units of hardware platform ordered, arrive
immediately. These hardware platforms are then installed with either software 1 or 2 to
make up a total of ui,n units of Product i, i = 1, 2, respectively. Next, demand is realized.
Uninstalling of software and reinstalling of the other software occurs to satisfy shortage of
the other product, whenever there is excess of the first product. Any demand for each prod-
uct that is not satisfied is lost. Finally, different costs are calculated, and any excess of each
product is brought over to the next period.
We have the following assumptions on parameters of our model throughout the paper:
Assumption 1 (a) si > σi + c0, i = 1, 2.
(b) τi < h+ p, i = 1, 2.
(c) s2 < s1 + τ2 and s1 < s2 + τ1.
(d) s1 − σ1 ≥ s2 − σ2.
Assumption 1(a) is a standard assumption to avoid trivial consideration. Assumption
1(b) means that it is more advantageous to uninstall and reinstall softwares to get one unit
of a type of product given a shortage of that type and excess of the other type. Assumption
1(c) ensures that if there is demand for Product 1 or Product 2, then any available stock of
the product will be used to satisfy its own demand first before converting the available stock
to the other product. Only excess stock is converted to satisfy any demand for the other
product. Assumption 1(d) is a technical assumption that is made without loss of generality.
It simply states that the profit margin of Product 1 is no lower than that of Product 2.
The expected profit, Pn, in the n
th period is given by:
Pn(x1,n, x2,n, u1,n, u2,n) = (c0 + σ1)x1,n + (c0 + σ2)x2,n + Φ(u1,n, u2,n), (1)
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where
Φ(u1, u2) ≡ (s1 − c0 − σ1)u1 + (s2 − c0 − σ2)u2
−(s1 − s2)E(u1 − βD)+ − (s2 − s1)E(u2 − (1− β)D)+
−hE(u1 + u2 −D)+ − pE(D − u1 − u2)+
−s1E((u2 − (1− β)D)+ − (βD − u1)+)+
−s2E((u1 − βD)+ − ((1− β)D − u2)+)+. (2)
In (2), si is given by si − τi, i = 1, 2. si stands for the “effective” revenue in selling one
unit of product i that is converted from the other product after demand realization, i = 1, 2.
The expected total discounted profit from the 1st period to the N th period, for initial
inventories x1,1, x2,1, is given by
E
[
N∑
n=1
αn−1Pn(x1,n, x2,n, u1,n, u2,n)
]
, (3)
where for n ≥ 2
(x1,n, x2,n) = V (u1,n−1 − βD, u2,n−1 − (1− β)D), (4)
and α ∈ (0, 1) is the discount factor.
Note that V (v1, v2) is defined by
V (v1, v2) ≡ ((v+1 − v−2 )+, (v+2 − v−1 )+).
V (u1,n−1 − βD, u2,n−1 − (1 − β)D) in (4) gives us the physical units of Product 1, x1,n,
and Product 2, x2,n, available at the beginning of the n
th period. Our model is such that
whenever there is excess of one type of product and shortage of the other type after demand
realization in the (n− 1)th period, all available units of that type is converted to satisfy the
demand for the other type. This is similar to the complete pooling transshipment policy, as
given in Tagaras [16]. Unsatisfied demand is lost.
In the infinite horizon expected discounted profit model, we determine the optimal policy
that maximizes the infinite horizon expected discounted profit
lim inf
N→∞
E
[
N∑
n=1
αn−1Pn(x1,n, x2,n, u1,n, u2,n)
]
,
for 0 < α < 1, and any nonnegative initial inventory levels x1,1, x2,1, through finding the
optimal u1,n and u2,n. Here a feasible policy is understood to be a given (u1,n, u2,n) with
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u1,n ≥ x1,n, u2,n ≥ x2,n for n ≥ 1. We show that the optimal policy is stationary in that the
optimal u1,n and u2,n are given by expressions that depend on n only through x1,n and x2,n.
The optimal policy is observed to have an “order-up-to” structure.
To extend from the finite horizon scenario to the infinite horizon scenario, we follow
the below steps, which provide a systematic way which may be useful in rigorously estab-
lishing infinite horizon optimal policies of other inventory models from their finite horizon
counterparts:
1. Use standard analysis to show that the optimal finite horizon expected discounted
profit from period 1 to period N and its derivatives converge (uniformly) to a function
and its derivatives, as N →∞.
2. Use variational analysis results on limits to show that the function satisfies a Bellman-
type equation and that the optimal u1,1, u2,1 for the profit from period 1 to period
N converge to the optimal solution in the Bellman-type equation, as N → ∞. The
structure of the optimal solution, which becomes the structure of the infinite horizon
optimal policy, is obtained separately for our inventory model (Theorem 2).
3. Use the Bellman-type equation to show that the optimal solution in the Bellman-type
equation is a feasible infinite horizon policy with the function being the corresponding
infinite horizon expected discounted profit function. Use these to conclude that the
function is in fact the optimal infinite horizon expected discounted profit function with
the optimal solution being the infinite horizon optimal policy.
3 Finite Horizon: Review and New Results
To find an optimal policy that maximizes (3), for 1 ≤ n ≤ N , let piNn (x1,n, x2,n) be the
optimal discounted profit from the nth period to the N th period in the N period planning
horizon, given that the inventory levels of Products 1 and 2 at the beginning of the nth period
are x1,n(≥ 0) and x2,n(≥ 0), respectively. We have in dynamic programming formulation the
following relation relating piNn to each other:
piNn (x1,n, x2,n) = (c0 + σ1)x1,n + (c0 + σ2)x2,n
+ max
u1≥x1,n,u2≥x2,n
{Φ(u1, u2) + αEpiNn+1(V (u1 − βD, u2 − (1− β)D))}, (5)
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where we define piNN+1(x1,N+1, x2,N+1) ≡ 0 for all x1,N+1(≥ 0) and x2,N+1(≥ 0).
Let
ΨNn (u1, u2) ≡ Φ(u1, u2) + αEpiNn+1(V (u1 − βD, u2 − (1− β)D)).
Hence,
piNn (x1,n, x2,n) = (c0 + σ1)x1,n + (c0 + σ2)x2,n + max
u1≥x1,n,u2≥x2,n
ΨNn (u1, u2).
We have in the following theorem, an optimal policy that maximizes (3), by solving (5):
Theorem 1 [Theorem 4, Chou, Sim and Yuan [6]] For 1 ≤ n ≤ N and x1,n, x2,n ≥ 0, the
optimal solution (uN,∗1,n , u
N,∗
2,n ) to
piNn (x1,n, x2,n) = (c0 + σ1)x1,n + (c0 + σ2)x2,n + max
u1≥x1,n,u2≥x2,n
ΨNn (u1, u2) (6)
is given by
uN,∗1,n = max{x1,n,min{uN1,n(x2,n), uN,∗1,n }}, uN,∗2,n = max{x2,n,min{uN2,n(x1,n), uN,∗2,n }},
where (uN,∗1,n , u
N,∗
2,n ) solves the following system of equations:
∂ΨNn
∂u1
(u1, u2) = 0
∂ΨNn
∂u2
(u1, u2) = 0

for u1, u2 ≥ 0.
uN1,n(x2,n) satisfies
∂ΨNn
∂u1
(uN1,n(x2,n), x2,n) = 0, and u
N
2,n(x1,n) satisfies
∂ΨNn
∂u2
(x1,n, u
N
2,n(x1,n)) = 0.
We adopt the convention that if there are no solutions to the above equation system, then
uN,∗1,n =∞ and uN,∗2,n = −∞.
We know from Chou, Sim and Yuan [6] that piN1 (x1, x2) is a concave, continuously differ-
entiable function of (x1, x2), x1, x2 ≥ 0, for all N ≥ 1. In Propositions 2 and 3 below, which
are new, we investigate how piN1 and its first order partial derivatives behave as N → ∞.
Before stating these new propositions, we introduce W (v1, v2) ≡ (v+1 − v−2 )+. This function,
which is related to V (v1, v2) defined in Section 2 by V (v1, v2) = (W (v1, v2),W (v2, v1)), and
its useful properties, as stated in Proposition 1, are needed in the proof of Propositions 2
and 3.
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Proposition 1 [Proposition 8, Chou, Sim and Yuan [6]] (i) As v1 or v2 increases (de-
creases), both W (v1, v2) and W (v2, v1) are nondecreasing (nonincreasing). If, as both v1 and
v2 are increasing, W (v1, v2) or W (v2, v1) is a constant, then the constant is zero.
(ii) For v1 6= 0, v2 6= 0 and v1 +v2 6= 0, we have W (v1, v2) is twice continuously differentiable
with
∂W
∂v1
(v1, v2) =
 1 , if v1 > v−20 , otherwise ,
∂W
∂v2
(v1, v2) =
 1 , if v1 + v2 > 0, v1 > 0, v2 < 00 , otherwise ,
and the second order partial derivatives of W are equal to zero.
We have
Proposition 2
∂piN1
∂xi
(x1, x2) converges uniformly on <2+, as N →∞, for i = 1, 2.
Proof: To prove the proposition, we show that
∂piN1
∂xi
(x1, x2) =
∑N
k=1C
N
k,i(x1, x2)α
k−1, N ≥ 1,
where |CNk,i(x1, x2)| ≤ C, 1 ≤ k ≤ N , i = 1, 2, on <2+ by induction on N . Here, C is some
constant independent of N . We do this by using explicit expressions for
∂piN1
∂xi
(x1, x2), i = 1, 2,
that can be found in the proof of Proposition 6 in Chou, Sim and Yuan [6].
Let C be an upper bound to c0 + σ1 +
∣∣∣ ∂Φ∂u1 (x1, x2)∣∣∣, c0 + σ1 + ∣∣∣ ∂Φ∂u1 (x1, uN2,1(x1)∣∣∣, c0 + σ2 +∣∣∣ ∂Φ∂u2 (x1, x2)∣∣∣, c0 + σ2 + ∣∣∣ ∂Φ∂u2 (uN1,1(x2), x2)∣∣∣ on <2+, for all N ≥ 1.
Such a C exists as ∂Φ
∂u1
(x1, x2) and
∂Φ
∂u2
(x1, x2) are bounded by a constant for all (x1, x2) ∈ <2+.
Hence, for N = 1, the statement is true.
Suppose statement is true for N = N0, that is,
∂pi
N0
1
∂xi
(x1, x2) =
∑N0
k=1 C
N0
k,i (x1, x2)α
k−1, where
|CN0k,i (x1, x2)| ≤ C, 1 ≤ k ≤ N0, i = 1, 2, on <2+.
Using expressions for
∂pi
N0+1
1
∂xi
(x1, x2), i = 1, 2, as found in Chou, Sim and Yuan [6], which are
expressed in terms of first order partial derivatives of piN0+12 , it follows by induction hypothesis
that
∂pi
N0+1
1
∂xi
(x1, x2) =
∑N0+1
k=1 C
N0+1
k,i (x1, x2)α
k−1, where |CN0+1k,i (x1, x2)| ≤ C, 1 ≤ k ≤ N0 + 1,
i = 1, 2, on <2+. This is possible by making the crucial observation that if there are two
terms within expectation in these expressions, both terms cannot be nonzero at the same
time due to properties of first order partial derivatives of W as given in Proposition 1(ii).
Hence, statement is true for N = N0 + 1. Therefore, statement is true for all N ≥ 1 by
induction.
10
Since,
∂piN1
∂xi
(x1, x2), i = 1, 2, is an N
th partial sum in α bounded by the N th partial sum of a
convergence power series in α, the proposition is proved. 2
The idea behind the proof of the above proposition is to write each first order partial
derivative as an N th partial sum of α which is bounded uniformly above on <2+ by the N th
partial sum of a convergent power series in α. The result then follows by applying standard
results from analysis.
Similarly, we have
Proposition 3 piN1 (x1, x2) converges uniformly on bounded sets in <2+, as N →∞.
Since the proof of Proposition 3 is along the same line as that of Proposition 2, it is
omitted. Propositions 2 and 3 give rise to the following immediately:
Proposition 4 piN1 (x1, x2) converges uniformly to a continuously differentiable function pi∞(x1, x2)
on bounded sets in <2+, with its first order partial derivatives converging uniformly to the first
order partial derivatives of pi∞(x1, x2) on <2+.
Remark 1 Proposition 4, using Lemma 1 of Chou, Sim and Yuan [6], tells us that αE(pi∞(V (u1−
βD, u2−(1−β)D))) is continuously differentiable for all (u1, u2), u1, u2,≥ 0. Also, αE(piN1 (V (u1−
βD, u2 − (1 − β)D))) converges uniformly to αE(pi∞(V (u1 − βD, u2 − (1 − β)D))) on
bounded sets in <2+, with its first order partial derivatives converging uniformly to that of
αE(pi∞(V (u1 − βD, u2 − (1− β)D))) on <2+, as N →∞.
Note that pi∞(x1, x2) is the candidate for the optimal infinite horizon expected discounted
profit, as we will show in the next section.
4 Infinite Horizon
In this section, we derive the optimal policy for our model in the infinite horizon setting.
The following theorem tells us the structure which the stationary infinite horizon optimal
policy takes:
Theorem 2 If K∞(u1, u2) is such that
(a) K∞(u1, u2) is a continuously differentiable, concave function of (u1, u2), u1, u2 ≥ 0,
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(b) ∂K∞
∂u1
(0, 0) > c0 + σ1 − s1 − p, limu1→∞ ∂K∞∂u1 (u1, u2) < c0 + σ1 + h for fixed u2 ≥ 0,
(c) ∂K∞
∂u2
(0, 0) > c0 + σ2 − s2 − p, limu2→∞ ∂K∞∂u2 (u1, u2) < c0 + σ2 + h for fixed u1 ≥ 0,
(d) ∂K∞
∂u1
(u1, u2) is nonincreasing in u2 for fixed u1 ≥ 0, and ∂K∞∂u2 (u1, u2) is nonincreasing in
u1 for fixed u2 ≥ 0,
(e) ∂K∞
∂u1
(0, u2) =
∂K∞
∂u2
(0, u2) for all u2 ≥ 0,
(f) ∂K∞
∂u1
(u1, 0) =
∂K∞
∂u2
(u1, 0) for all u1 ≥ 0,
then for x1, x2 ≥ 0,
(c0 + σ1)x1 + (c0 + σ2)x2 + max
u1≥x1,u2≥x2
Ψ∞(u1, u2),
where Ψ∞(u1, u2) ≡ Φ(u1, u2)+K∞(u1, u2), has an unique optimal solution (u∗1,∞, u∗2,∞) given
by
u∗1,∞ = max{x1,min{u1,∞(x2), u∗1,∞}}, u∗2,∞ = max{x2,min{u2,∞(x1), u∗2,∞}},
where (u∗1,∞, u
∗
2,∞) solves the following system of equations:
∂Ψ∞
∂u1
(u1, u2) = 0
∂Ψ∞
∂u2
(u1, u2) = 0

for u1, u2 ≥ 0.
u1,∞(x2) satisfies ∂Ψ∞∂u1 (u1,∞(x2), x2) = 0, and u2,∞(x1) satisfies
∂Ψ∞
∂u2
(x1, u2,∞(x1)) = 0.
We adopt the convention that if there are no solutions to the above equation system, then
u∗1,∞ =∞ and u∗2,∞ = −∞.
Proof: The results in this theorem are analogous to that in Theorem 1 in Chou, Sim and
Yuan [6], which holds under Conditions 1−6 in the paper. Compared to these conditions, we
have in this theorem, analogous conditions, other than the condition given in (d) in place of
Condition 4. It can be checked easily that the results in Chou, Sim and Yuan [6] leading up
to Theorem 1 in the paper holds under the weaker condition given in (d), together with the
other conditions. Hence, following the arguments in Chou, Sim and Yuan [6], this theorem
is proved. 2
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Remark 2 We note that in Theorem 2 above, we have given a new weaker condition,
namely, condition given in (d), together with the other conditions, for Theorem 1 in Chou,
Sim and Yuan [6] to hold.
The conditions in Theorem 2 are satisfied by αEpi∞(V (u1−βD, u2−(1−β)D)), as shown
in the following proposition:
Proposition 5 αEpi∞(V (u1 − βD, u2 − (1− β)D)) satisfies the conditions in Theorem 2.
Proof: Follows from Remark 1 and that these conditions hold for αEpiN1 (V (u1 − βD, u2 −
(1− β)D)),∀N ≥ 1 (Proposition 9 and its proof in Chou, Sim and Yuan [6]). 2
Proposition 5 shows that the conditions on K∞(u1, u2) in Theorem 2 are satisfied by
αEpi∞(V (u1− βD, u2− (1− β)D)). Hence, the results in the theorem can be applied to our
model.
Note that so far, we have not shown that the optimal solution given in Theorem 2 forms
the infinite horizon optimal policy. In the following, using variational analysis results on
limits (Theorem 7.33 in Rockafellar and Wets [15]), we are able to show that pi∞ satisfies
a Bellman-type equation, and also relate the optimal solution of piN1 to that in Theorem 2.
This is crucial to allow us to conclude that pi∞ is indeed the optimal infinite horizon expected
discounted profit and the optimal solution in Theorem 2 forms the infinite horizon optimal
policy.
Theorem 3 For x1, x2 ≥ 0, pi∞(x1, x2) satisfies
pi∞(x1, x2) = (c0 + σ1)x1 + (c0 + σ2)x2 + max
u1≥x1,u2≥x2
Ψ∞(u1, u2), (7)
where
Ψ∞(u1, u2) = Φ(u1, u2) + αEpi∞(V (u1 − βD, u2 − (1− β)D)).
The unique optimal solution (u∗1,∞, u
∗
2,∞) to (7) is given by
u∗1,∞ = max{x1,min{u1,∞(x2), u∗1,∞}}, u∗2,∞ = max{x2,min{u2,∞(x1), u∗2,∞}},
where (u∗1,∞, u
∗
2,∞) solves the following system of equations:
∂Ψ∞
∂u1
(u1, u2) = 0
∂Ψ∞
∂u2
(u1, u2) = 0

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for u1, u2 ≥ 0.
u1,∞(x2) satisfies ∂Ψ∞∂u1 (u1,∞(x2), x2) = 0, and u2,∞(x1) satisfies
∂Ψ∞
∂u2
(x1, u2,∞(x1)) = 0.
We adopt the convention that if there are no solutions to the above equation system, then
u∗1,∞ =∞ and u∗2,∞ = −∞.
Also, (uN,∗1,1 , u
N,∗
2,1 ) → (u∗1,∞, u∗2,∞) as N → ∞, with (uN,∗1,1 , uN,∗2,1 ) being the optimal solution to
(6), where n = 1.
Proof: By Theorem 2 using Proposition 5, we immediately have that
(c0 + σ1)x1 + (c0 + σ2)x2 + maxu1≥x1,u2≥x2 Ψ∞(u1, u2), (8)
where Ψ∞(u1, u2) = Φ(u1, u2) + αEpi∞(V (u1 − βD, u2 − (1 − β)D)), has unique optimal
solution (u∗1,∞, u
∗
2,∞) with properties given in the theorem statement.
We now show that the expression in (8) is actually equal to pi∞(x1, x2), hence showing that
pi∞ satisfies a Bellman-type equation. We use Theorem 7.33 in Rockafellar and Wets [15] to
do this. To apply the theorem to our case, its assumptions on epi-convergence of ΨN1 (u1, u2)
to Ψ∞(u1, u2), and eventually level-boundedness of {ΨN1 (u1, u2)} need to be satisfied. These
hold true if Theorem 7.17 and Exercise 7.32(c) in Rockafellar and Wets [15] respectively are
true in our case.
Remark 1, which follows from Proposition 4, together with concavity of the functions
involved, implies Theorem 7.17. Also, Ψ∞(u1, u2) is level-bounded (which means that
{(u1, u2) ; Ψ∞(u1, u2) ≥ c} is bounded for all c, and which follows since Ψ∞(u1, u2) is
concave with unique optimal solution), with ΨN1 (u1, u2) concave for all N ≥ 1, implies Ex-
ercise 7.32(c). Hence, we can apply Theorem 7.33 in Rockafellar and Wets [15] to our case,
and by the theorem, we have
piN1 (x1, x2) = (c0 + σ1)x1 + (c0 + σ2)x2 + max
u1≥x1,u2≥x2
ΨN1 (u1, u2)
converges to expression (8), with
(uN,∗1,1 , u
N,∗
2,1 )→ (u∗1,∞, u∗2,∞), as N →∞.
On the other hand, by Proposition 4, piN1 (x1, x2)→ pi∞(x1, x2) as N →∞, x1, x2 ≥ 0.
Putting everything together, above shows that pi∞(x1, x2) satisfies
pi∞(x1, x2) = (c0 + σ1)x1 + (c0 + σ2)x2 + max
u1≥x1,u2≥x2
Ψ∞(u1, u2),
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where
Ψ∞(u1, u2) = Φ(u1, u2) + αEpi∞(V (u1 − βD, u2 − (1− β)D)).
2
Finally, using Theorem 3, in the following theorem, we obtain the stationary optimal
policy for our infinite horizon expected discounted profit model:
Theorem 4 The optimal policy that maximizes
lim inf
N→∞
E
[
N∑
n=1
αn−1Pn(x1,n, x2,n, u1,n, u2,n)
]
,
for 0 < α < 1, and any nonnegative initial inventory levels x1,1, x2,1, is given by
u∗1,∞ = max{x1,n,min{u1,∞(x2,n), u∗1,∞}}, u∗2,∞ = max{x2,n,min{u2,∞(x1,n), u∗2,∞}},
for all n ≥ 1.
The optimal infinite horizon expected discounted profit function is given by pi∞(x1,1, x2,1).
Proof: It is clear that for each N ≥ 1,
E
[
N∑
n=1
αn−1Pn(x1,n, x2,n, u1,n, u2,n)
]
≤ piN1 (x1,1, x2,1).
Hence, given any infinite horizon feasible policy for the system, its expected discounted profit
lim infN→∞E
[∑N
n=1 α
n−1Pn(x1,n, x2,n, u1,n, u2,n)
]
must satisfy
lim inf
N→∞
E
[
N∑
n=1
αn−1Pn(x1,n, x2,n, u1,n, u2,n)
]
≤ lim inf
N→∞
piN1 (x1,1, x2,1) = pi∞(x1,1, x2,1).
On the other hand,
u∗1,∞ = max{x1,n,min{u1,∞(x2,n), u∗1,∞}}, u∗2,∞ = max{x2,n,min{u2,∞(x1,n), u∗2,∞}},
for all n ≥ 1, is a feasible policy with its infinite horizon expected discounted profit given by
lim inf
N→∞
E
[
N∑
n=1
αn−1Pn(x1,n, x2,n, u∗1,∞, u
∗
2,∞)
]
= pi∞(x1,1, x2,1),
where the above equality holds since, by Theorem 3, pi∞(x1, x2) satisfies (7), with (u∗1,∞, u
∗
2,∞)
being the optimal solution to the maximization problem in (7).
Hence, the theorem is proved. 2
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Given an initial inventory of Product 1, x1(≥ 0), and Product 2, x2(≥ 0). If there are
many units of Product 1 compared to the number of units of Product 2, namely, when x1
exceeds min{u1,∞(x2), u∗1,∞}, then under optimality, we do not produce any more of Product
1. If there are not many units of Product 1 initially, then more units of Product 1 need to
be produced to satisfy its demand. In this case, the number of units of Product 1 to produce
depends on x2, the initial inventory level of Product 2. If x2 is small, namely x2 ≤ u∗2,∞, then
produce up to u∗1,∞ units of Product 1. If the number of units of Product 2 exceeds u
∗
2,∞,
then produce less of Product 1, since Product 2 can be used to cover shortage of Product
1. How much less depends on x2 − to be precise, in this case, produce only up to u1,∞(x2)
of Product 1, just enough, so that the marginal increase in expected profit in producing an
extra unit of Product 1, given x2, is zero. Similar argument holds for how many units of
Product 2 to produce optimally, given x1, x2.
For n ≥ 1, given realization Dn = dn of demand, which we assume to be larger than
some constant (say 1), we now investigate the operations of the inventory system for n large,
when the planning horizon is infinite. We have a result given in the following theorem:
Theorem 5 Assume that u∗i,∞, i = 1, 2, are finite. For any nonnegative initial inventory
levels x1,1, x2,1, the optimal policy is such that for n large enough, the inventory level of
Product i after arrival of hardware platforms and installing these hardware platforms with
different softwares in the nth period, before demand realization, is always given by u∗i,∞,
i = 1, 2.
Proof: From Theorem 4, we know that for any nonnegative initial inventory levels x1,1, x2,1,
the optimal policy is given by
u∗1,∞ = max{x1,n,min{u1,∞(x2,n), u∗1,∞}}, u∗2,∞ = max{x2,n,min{u2,∞(x1,n), u∗2,∞}},
for n ≥ 1.
To prove the theorem, we only need to show that for all n large enough, we have u∗1,∞ =
u∗1,∞, u
∗
2,∞ = u
∗
2,∞.
These hold true if x1,n ≤ u∗1,∞ and x2,n ≤ u∗2,∞ for all n large, which we show below.
Note that by (4), we have for n ≥ 1,
x1,n ≤ (u∗1,∞ − βdn−1)+, x2,n ≤ (u∗2,∞ − (1− β)dn−1)+.
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Therefore, we either have x1,n ≤ (x1,n−1 − βdn−1)+ or x1,n ≤ min{u1,∞(x2,n−1), u∗1,∞}, and
x2,n ≤ (x2,n−1 − (1 − β)dn−1)+ or x2,n ≤ min{u2,∞(x1,n−1), u∗2,∞} (by definition of u∗i,∞, i =
1, 2), which then implies that x1,n ≤ u∗1,∞ and x2,n ≤ u∗2,∞ for all n large. 2
The above theorem tells us that even though the optimal order-up-to level for each type
of product depends on system parameters and the initial inventory level of the two products
(as given in Theorem 4), when time is sufficiently long, the optimal order-up-to level for each
type of product becomes a constant.
Furthermore, in the case when parameters for the two products are the same, such as,
τ1 = τ2, etc, the following is true:
Proposition 6 Assume u∗i,∞, i = 1, 2, are finite. Suppose σ1 = σ2, s1 = s2, τ1 = τ2, then
we have
u∗1,∞
u∗2,∞
=
β
1− β .
The proof of Proposition 6 is omitted, and is left to the reader.
By Theorem 5 and Proposition 6, when parameters of the inventory system for the two
types of product are the same, we conclude that after sufficient time has elapsed, there is no
uninstalling and reinstalling of softwares after demand realization in a period, since it is not
necessary as both types of product are either both in excess or in shortage. When parameters
of the inventory system for the two types of product are different, then Proposition 6 no
longer holds, and in the long run, even though the order-up-to level for each type of product
becomes a constant (by Theorem 5), uninstalling and reinstalling of softwares can still occur
after demand realization in a period. We also observe that uninstalling and reinstalling of
softwares, if occur, will only happen in “one direction” in the long run given that β is fixed
and that the order-up-to level for each type of product is a constant. Which “direction” this
will happen depends on β as well as system parameters.
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