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INTRODUCTION
Evolutionary algorithms (EA), the best known representatives of which are genetic algorithms (GA) and genetic programming (GP), are information processing techniques based on the principles of natural evolution. Although EAs have been successful in solving many optimization and modeling problems, the performance of this technique depends on the selection of the EA settings and parameters tuning. Moreover, the process of settings determination and tuning parameters is known to be a timeconsuming and a complicated task. Much research has attempted to deal with this problem. Some approaches attempted to determine appropriate settings by experimenting over a set of well-defined functions or through theoretical analysis. Other approaches, usually applying a term such as "self-adaptation", try to eliminate the setting determination process by adapting settings through the algorithm execution.
There exists much research devoted to "self-adapted" EA based on a range of ideas, but all of them aimed at reducing the role of human expert in algorithm designing.
Let us follow definitions given by Gabriela Ochoa and Marc Schoenauer, organizers of the workshop "Self-tuning, self-configuring and self-generating evolutionary algorithms" (Self* EAs) within PPSN XI [1] . According to this definition, "… The following 3 general paths toward automated heuristic design will be distinguished: 1) tuning: the process of adjusting the control parameters of the algorithm; 2) configuring: the process of selecting and using existing algorithmic components (such as variation operators); 3) generating: the process of creating new heuristics from existing sub-components borrowed from other search methods…". As the main ideas of the algorithms proposed here rely on automated "selecting and using existing algorithmic components", these algorithms might be called self-configuring. Within this, the probabilities with which will be the genetic operators used are subject to the tuning. This allows us to say that the algorithms are partially self-tuning. Our algorithms are also related to the third path, as we use heuristics based on introducing selective pressure during crossover in GA and "borrow" this idea for including in GP.
In order to specify our algorithms more precisely, one can say that according to the classification [2] , broadened in [3] , we use dynamic adaptation on the population level ( [4] ). The probabilities of genetic operators to be applied are modified "on the fly" as the algorithm executes. According to the classification given in [5] we use centralized control techniques (central learning rule) for parameters settings with some differences from the usual approaches. Operator rates (the probability to be chosen for generating off-spring) are adapted according to the relative success of the operator during the last generation independently of the previous results. That is why our algorithm avoids problem of high memory consumption typical for centralized control techniques [5] . In some cases it results in situation where no operators have success (off-spring fitness improvement) but nevertheless some of them (worked badly but better than others) will be rewarded. Operators' rates are not included in individual chromosomes and they are not subject to the evolutionary process. All operators can be used during one generation for producing off-springs one by one. The time complexity of the operator productivity is not increased with the number of generations used but it is increased according to the size of the population.
Having conducted numerical experiments we found that the proposed approach deserves special attention and further development and investigation.
The rest of the paper is organized in the following way. Section 2 explains briefly the idea of selective pressure on the stage of individuals crossover in GA and describes the previous results of the algorithm performance investigation, Section 3 introduces a uniform crossover operator for GP and shows algorithm performance investigation on the symbolic regression test problems, Section 4 describes the proposed method for EA self-configuring for GA and GP and testing results, Section 5 describes results of numerical experiments comparing the performance of the proposed approach with known algorithms, and in the Conclusion section we discuss the obtained results.
II. UNIFORM CROSSOVER OPERATOR WITH SELECTIVE

PRESSURE FOR GENETIC ALGORITHMS
The uniform crossover operator is known as one of the most effective crossover operators in conventional genetic algorithm [6, 7] . Moreover, nearly from beginning, it was suggested to use a parameterized uniform crossover operator and it was proved that tuning this parameter (the probability for a parental gene to be included in the off-spring chromosome) one can essentially improve "The Virtues" of this operator [7] that allows it to emulate other crossover operators. Nevertheless, in the majority of cases using uniform crossover the mentioned possibility is not adopted and the probability for a parental gene to be included in an off-spring chromosome is given equal to 0.5 [8, 9] .
That is why it seemed interesting to us to modify the uniform crossover operator with a purpose of improving its performance. Having a desire to avoid real number parameter tuning, we introduced selective pressure during process of recombination [10] making the probability of a parental gene being passed to off-spring depended on parent fitness values. Like the usual GA selection operators, fitness proportional, rank-based and tournament-based uniform crossover operators were added to the conventional operator which we now call the equiprobable uniform crossover. It is evident that tournamentbased uniform crossover can be activated only in the case of multiparent recombination with 3 and more parents for one offspring.
The performance of conventional GA with additional uniform crossover operators and multiparent recombination was evaluated on the usual test optimization problems (see Appendix) as well as on the problem of artificial neural network (ANN) automated design (the choice of the structure and weights tuning) and on the problem of tuning parameters for symbolic formula generated with GP algorithm [10] . After multiple runs and statistical processing of the results, the following observations were found (in terms of algorithm reliability). On the test problems, 7-parents recombination was the best one with 2-parents recombination being the secondbest. The average best crossover operator is a rank-based uniform crossover, conventional equiprobable uniform crossover is the second best. Tournament-based uniform crossover is better than the fitness proportional uniform crossover and 1-point and 2-points crossovers. On the last two problems devoted to ANN and GP there was no statistically significant difference between 7-and 2-parents recombinations as well as between equiprobable and rank-based uniform crossovers.
Partial illustration of the test experiment results is given in the first six rows of the table 1 below. Table 1 contains average, minimal and maximal reliability of algorithms averaged on the first 14 test problems from the Appendix, each solved 1000 times. The reliability is the portion of the runs for a given algorithm that gives satisfactorily precise solution. In the table 1, row headers "1-point, 2-point, UE, UT, UP, UR" indicate type of crossover, respectively, 1-point, 2-point, uniform equiprobable, uniform tournament-based, uniform fitness proportional and uniform rank-based crossovers. "Average", "min" and "max" mean, correspondingly, average, minimal and maximal reliability of algorithms over 1000 runs. Numbers in the cells indicate the reliability averaged over 14 test functions. The numbers in the brackets show the range of the corresponding indicator. The first number in the brackets is the minimal value among 14 tests, the second number is the maximal value among 14 tests.
The meaning of the last row will be described later in the section 4. 
III. UNIFORM CROSSOVER OPERATOR WITH SELECTIVE
PRESSURE FOR GENETIC PROGRAMMING ALGORITHMS
We use a tree representation in our genetic programming algorithms. To apply the crossover operator with selective pressure in GP, that was useful in GA, we first have to specify the uniform crossover operator for GP. Such an operator has been theoretically substantiated and introduced by Poli and Langdon in 1998 ( [11, 12] ). Later they also proposed a problem-specific modification of this operator [13, 14] . See, also, the recent description in [15] .
According to [12] , the GP uniform crossover process starts at the tree's root node and works its way down each tree along some path until finding function nodes of differing arity at the similar location. Furthermore it can swap every node up to this point with its counterpart in the other tree without altering the structure of either. Any node in one tree having a corresponding node at the same location in the other is said to be located within the common region. Those pairs of nodes within the common region that have the same arity are referred to as interior. The common region necessarily includes all interior nodes. Once the interior nodes have been identified, the parent trees are copied. Interior nodes are selected for crossover with some probability which is generally set to 0.5. Crossover involves exchanging the selected nodes between the trees, while those nodes not selected for crossover remain unaffected. Non-interior nodes within the common region can also be crossed, but in this case the nodes and their subtrees are swapped.
We organize the uniform crossover in slightly different way. After parents selection the uniform crossover operator produces one off-spring choosing nodes from parental trees with the given probability. Crossing over also has a place in the situation when parental nodes contain functions with different arity because all arguments compete with each other. E.g., if one node is "SIN -X" (sin(x)) and other one is "/ -Y -Z" (y/z) and the off-spring inherits the node "/" then resulting subtree can be one of "y/z", "x/z" or "y/x". If the off-spring inherits the node "SIN" then resulting subtrees can be "sin(x)", "sin(y)", "sin(z)". Other aspects of the uniform crossover operator are the same as described in [11] . The described modification brings more flexibility to the crossover process and allows the potential for a change in the algorithms behavior. Recall that uniform crossover allows multiparent recombination.
Having the appropriate uniform crossover operator we can introduce now a selective pressure in the same way as we did for the genetic algorithm in Section 2. The off-spring can inherit everyone of its nodes from one of parents not only equiprobably but also with different probabilities determined by parent fitness values in one of the ways mentioned above: fitness proportionally, according to ranks or through tournament.
We have implemented the described approach and conducted numerical experiments to evaluate the usefulness of developed operator. As a commonly accepted benchmark for GP algorithms is still an "open issue" [16] , we used the symbolic regression problem with 17 test functions given in the Appendix for preliminary evaluation.
Experiments settings are 100 individual, 300 generations and 100 algorithm runs for each test function. The experiment results are given in the first two rows of Table 2 for conventional GP and GP with new modified uniform crossover operator (MGP). The first three columns concern the reliability, i.e. proportion of 100 runs when approximation with sufficient precision was found. This reliability was averaged first over all parameter settings given averaged reliabilities for every test problem. Their minimum and maximum are given in brackets in the first column. The averaged value over 17 problems is above these brackets. The next two columns contain information on the reliability of the worst and the best settings averaged over 17 problems (upper number) and its range (numbers in brackets).
The last column of table 2 contains information on the necessary computational efforts that is necessary for finding a sufficiently exact approximation averaged over the 100 runs of each of algorithm settings combination. The variance is given over 17 test functions. The columns in Table 3 contain information on the quality of the obtained approximations. The first shows the percentage of precise solutions symbolically identical to the test function. The second one shows the percentage of conditionally precise solutions that needed some elementary transformations and numbers rounding to be symbolically identical to the test function. The third column shows the percentage of the obtained solutions which cannot be transformed into a symbolically identical form.
From table 2 and table 3 we can see that GP with modified uniform crossover operators is slightly better than conventional GP. This demonstrates that proposed operators may be useful. Additional observations are almost the same as for GA. The best number of parents is 7, second best is 2 and the difference between both is not so big. The best crossover operator is rankbased uniform crossover, second best is equiprobable uniform crossover operator.
Although proposed new operators give higher performance than conventional operators, at the same time it increases the number of algorithm setting variants that complicates algorithms adjusting for end user, particular a non-expert in GP. That is why it is necessary to suggest a way eliminating extra efforts needed for adjustment.
IV. OPERATORS' RATES BASED SELF-CONFIGURATION OF
ALGORITHMS
As mentioned above, we apply operators' probabilistic rates dynamic adaptation on the level of population with centralized control techniques. To avoid the issues of precision caused while using real parameters, we used setting variants, namely types of selection, crossover, population control and level of mutation (medium, low, high). Each of these has its own probability distribution, e.g., there are 5 settings of selectionfitness proportional, rank-based, and tournament-based with three tournament sizes. During initialization all probabilities are equal to 0.2 and they will be changed according to a special rule through the algorithm's execution in such a way that a sum of probabilities should be equal to 1 and no probability could be less than predetermined minimum balance. The "idle crossover" is included in the list of crossover operators to make crossover probabilities less than 1 as is used in conventional algorithms to model a "childless couple".
When the algorithm creates the next off-spring from the current population it first has to configure settings, i.e. to form the list of operators with using the probability operator distributions. The algorithm then selects parents with the chosen selection operator, produces an off-spring with the chosen crossover operator, mutates off-spring with the chosen mutation probability and puts off-spring into the intermediate population. When the intermediate population is filled, the fitness evaluation is computed and the operator rates (probabilities to be chosen) are updated according to operator productivities. Then the next parent population is formed with the chosen survival selection operator. The algorithm stops after a given number of generations or if the termination criterion (e.g., given error minimum) is met.
The productivity of an operator is the ratio of the average off-spring fitness obtained with this operator and the average fitness of the overall off-spring population. Successful operators having productivity more than 1 increase their rates obtaining portions from unsuccessful operators. There is no necessity to consume extra computer memory to remember past events and updates are more dynamic (that can be both a plus and a minus).
The described approach can be used both in GA and GP as well as in other EA techniques.
Results of self-configuring GA (SelfCGA) performance evaluation over 14 test optimization problems are given in the last row of table 1 given in Section 2 above.
As this algorithm has no adjusted settings there is only one column for it. The worse reliability (for the hardest problem) averaged over 1000 runs was equal to 0.830. The best reliability was equal to 1.00. SelfCGA reliability averaged over 14 test function is better than the averaged best reliability of other algorithms. It demonstrates the usefulness of the proposed modifications. The main advantage of SelfCGA is that there is no need in algorithm adjustment and yet there is no loss in performance. This makes this algorithm useful for many applications where there is no possibility to choose settings (e.g., ANN weight coefficients tuning or GP generated symbolic formulations parameters adjustment) as well as in cases when end users are not experts in evolutionary optimization, but nevertheless intend to apply GA for solving optimization problems in hand.
Results of self-configuring GP (SelfCGP) performance evaluation over 17 test problems are given in the last rows of tables 2 and 3. As this algorithm has no adjusted settings there is one only column for it. The worse reliability (for the most hard problem) averaged over 100 runs was equal to 0.42. The best reliability was equal to 1.00. SelfCGP reliability averaged over 17 test function is better than averaged best reliability of conventional GP and slightly less than best reliability of modified GP. Computational efforts are also better than alternative algorithms. It gives us a possibility to recommend SelfCGP for solving symbolic regression problems as better alternative to conventional GP. Main advantage of SelfCGP is no need of algorithmic details adjustment without any losses in the performance that makes this algorithm useful for many applications where end users being no experts in evolutionary modeling nevertheless intend to apply GP for solving these problems.
In this section, we observed usefulness of proposed modifications of GA and GP. All three variants of GPs used SelfCGA for tuning parameters of obtained formulations that saved us of the doubts whether made we mistake with proper adjustment of tuning algorithm. However, we fulfill all our experiments with the test problems and some of them seemed to be hard but nevertheless more like to a toy. Now we have to check whether proposed algorithm can compete with other existing approaches in solving really hard problems.
V. PERFORMANCE COMPARISON OF SELF-CONFIGURING
GENETIC PROGRAMMING AND ALTERNATIVE CLASSIFICATION METHODS
We have solved above some test symbolic regression problems with the proposed modified GP algorithms and demonstrated competitive results with conventional GP. In this section we intend to solve two hard classification problems and compare our results with alternative approaches. Classification problems will be solved by construction of separating surface by means of symbolic regression formulation.
The first data set, called the German Credit Data Set, includes customer credit scoring data with 20 features, such as age, gender, marital status, credit history records, job, account, loan purpose, other personal information, etc. There are 700 records judged to be creditworthy and 300 records judged to be non-creditworthy. The second data set includes Australian credit scoring data with 307 examples of the creditworthy customers and 383 examples for the non-creditworthy customers. It contains 14 attributes, where six are continuous attributes and eight are categorical attributes. Both data sets are made public from the UCI Repository of Machine Learning Databases [17] , and are often used to compare the accuracy with various classification models.
For our experiments we used 100 individuals and maximum 500 generations over 20 runs. For each run the data sets were randomly divided into train and validation subset with proportion 70% -30%. Results were averaged. Both our algorithms, GP with modified uniform crossover (MGP) and self-configuring GP (SelfCGP), used for classification the symbolic regression solutions with SelfCGA as the tool for numerical coefficients adjustment.
Results for alternative approaches have been taken from scientific literature. In [18] the performance evaluation results for these two data sets are given for authors' two-stage genetic programming algorithm (2SGP) as well as for the following approaches taken from other papers: conventional genetic programming (GP), multilayered perceptron (MLP), classification and regression tree (CART), C4.5 decision trees, k nearest neighbors (k-NN), linear regression (LR). Additional material for comparison we have taken from [19] where are evaluation data for authors' automatically designed fuzzy rule based classifier as well as for other approaches found in literature: Bayesian approach, boosting, bagging, random subspace method (RSM), cooperative coevolution ensemble learning (CCEL).
The results of comparison (proportion of correctly classified objects in validation set) are given in table 4. table 4 are the best results in our comparison. The winner is 2SGP from [18] , the algorithm specially designed for credit scoring problems solving. SelfCGP is the second best one for both problems proposed in this paper. Another algorithm, MGP, has 5 th place of 15 for Australian credit and 3 rd for German credit. We understand the limitation of this comparison, e.g. there is no information on indicators' variation or on computational effort for the compared methods. Some results are the best for the given method, others are averaged. Moreover, it is clear that 2SGP and fuzzy classifier are much more useful for decision makers as they give not only a computational expression but also human expert understandable production rules. Our intention was to make it clear whether our approach could give results competitive to alternative techniques and without suggesting the best tool for banking credit scoring. This is why we did not adapt our algorithms to these problems making no modifications for category data and given computational resources to 500 generations (rather than 1000 as in [18] ), etc.
Numbers highlighted in bold in
We conclude that the self-configuring genetic programming algorithm hybridized with self-configuring genetic algorithm proposed in this paper can produce competitive results, it has the usual drawbacks of any general-purpose technique losing to the problem specific algorithms on corresponding problems, but has the advantage requiring no algorithmic details adjustment.
VI. CONCLUSION
In this paper, special kind of uniform crossover operator that introduces selective pressure on the recombination stage for GA and GP are proposed. They are fitness proportional, tournament-based and rank-based uniform crossover operators similar to well-known selection schemes of evolutionary computations. It is demonstrated on the benchmarks that the use of these operators gives positive impact on GA and GP performance. In particular, rank-based uniform crossover is the best among all types of crossover operators.
Then we presented a modified approach to probability based operator rate assignments for the automated configuration of algorithms that assumes the probabilistic choice of operators for every next off-spring and updating the rates after every generation. This modification also turned to be useful both for GA and GP as was demonstrated with test problems.
And at last, we checked our modifications hybridizing SelfCGA and SelfCGP for solving two hard classification problems that demonstrated the usefulness and perspectiveness of the proposed modifications. We developed the selfconfiguring GP algorithm that can be used for solving different problems by means of different tools. It seems to be not so hard work to adopt our SelfCGP for automated design and tuning of the artificial neural networks, fuzzy logic based systems, decision trees and other computational intelligence tools including problem-specific ones. 
Appendix. Test optimization problems
