Two-component systems with equal concentrations of electrons and holes exhibit non-saturating, linear magnetoresistance in classically strong magnetic fields. The effect is predicted to occur in finite-size samples at charge neutrality in both disorder-and interaction-dominated regimes. The phenomenon originates in the excess quasiparticle density developing near the edges of the sample due to the compensated Hall effect. The size of the boundary region is of the order of the electronhole recombination length that is inversely proportional to the magnetic field. In narrow samples and at strong enough magnetic fields, the boundary region dominates over the bulk leading to linear magnetoresistance. Our results are relevant for semimetals and narrow-band semiconductors including most of the topological insulators.
Growing interest in narrow-band semiconductors such as topological insulators and semimetals (e.g., graphene) continues to stimulate intense experimental research. An increasing number of these studies report observations of large linear magnetoresistance, which often shows no sign of saturation in classically strong magnetic fields even at room temperatures [1] [2] [3] [4] [5] [6] .
The story of linear magnetoresistance in non-magnetic compounds, notably in compensated semimetals [7] , can be traced back to the work by Kapitza in 1928 on the magnetoresistance of bismuth [8] . The topic has received a revived attention after the discovery of huge linear magnetoresistance in bismuth films [9, 10] as well as in AgSe and AgTe compounds [11] [12] [13] [14] [15] , which are narrow-band semiconductors [16] . A linear increase of resistance by three orders of magnitude has been seen in these experiments in a wide range of temperatures. The term "titanic magnetoresistance" has been coined very recently in Refs. [17] [18] [19] [20] , where both linear and non-linear change of resistance in CdAs, WTe, and NbSb has been observed.
Most of the conventional transport theories predict either absent or parabolic magnetoresistance. A theory of linear magnetoresistance in compensated Dirac semimetals has been proposed by Abrikosov back in 1969 [21] . His analysis is limited to the extreme quantum limit, ω c T (where ω c is the cyclotron frequency, T is the temperature, and = k B = 1). Still, linear magnetoresistance is routinely measured at room temperatures and in relatively weak magnetic fields for materials with very different spectra [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . For these experiments the theory of Ref. [21] does not apply and a purely classical explanation of the phenomenon has to be given.
One such explanation has been put forward by Parish and Littlewood on the basis of a classical random-resistor model [22] , that was argued to describe a strongly inho-FIG. 1: Electron (green) and hole (red) trajectories in an electron-hole symmetric setup at charge neutrality. The bulk of the sample exhibits large geometric magnetoresistance as a consequence of the compensated Hall effect: electron and hole trajectories are tilted but the Hall voltage is absent. Lateral quasiparticle flow P results in excess quasiparticle density near the sample edges, where recombination processes due to electron-phonon interaction lead to linear magnetoresistance. mogeneous (or granular) material, such as AgSe. The model of Ref. [22] , however, makes no distinction between one-and two-component systems, while many of the aforementioned experimental studies stress that the presence of two types of charge carriers, e.g., electrons and holes, in nearly equal concentrations is the necessary condition for the non-saturating, linear magnetoresistance to be observed [3, 14, 15] . Furthermore, recent measurements of high-temperature linear magnetoresistance in high-quality BiSb nanosheets [3] and homogeneous monocrystalline HgTe/CdTe samples [5, 6] are inconsistent with the theory of Ref. [22] .
In this Letter, we propose a classical mechanism for linear magnetoresistance in a two-component model. Our approach is based on the kinetic theory for a finite-size system near charge neutrality (charge compensation). The dominant contribution to the effect originates in the narrow regions near the sample edges, see Fig. 1 .
The conventional Drude theory [23] predicts that the longitudinal resistivity of a two-component system [7] depends on the applied magnetic field (in contrast to the simplest one-component case):
Here B is the magnetic field, µ is the mobility (for simplicity, the mobility is taken to be the same for electrons and holes), e is the absolute value of the electron charge, ρ = n e + n h is the quasiparticle density, and n = n e − n h is the charge density per unit charge with n e(h) standing for the corresponding electron (hole) densities. The equation (1) predicts vanishing magnetoresistance far from the charge neutrality, n = ρ = n e , and a non-saturating, quadratic magnetoresistance at charge neutrality, n = 0, where the Hall effect is compensated: σ xy = ρ xy = 0. At charge neutrality, the above result corresponds to a constant quasiparticle flow, P = j e + j h , which is orthogonal to the electric current J = −ej = −e(j e − j h ) (here j e and j h are the electron and hole current densities) due to the classical Hall effect. The lateral quasiparticle flow P cannot be affected by the Hall voltage since the latter is not formed at charge neutrality. On the other hand, the quasiparticle current must vanish at the sample boundaries. Thus, the result of Eq. (1) is strictly speaking incompatible with finite-size geometry.
Here we demonstrate that boundary effects may significantly modify Eq. (1), leading to non-saturating, linear magnetoresistance near the charge neutrality point when the sample width is comparable with the electron-hole recombination length 0 . The latter may vary from hundreds of nanometers to centimeters depending on material properties and temperature, making the effect more important than previously anticipated. A similar phenomenon has been suggested to be responsible for a negative Coulomb drag in graphene at charge neutrality [24] .
To develop intuition for the boundary effect let us consider a rectangular two-dimensional sample of the length L and the width W , see Fig. 1 . For simplicity, we assume an electron-hole symmetric system at charge neutrality, where the electric current J is injected in x direction.
Since the classical Hall effect for electrons compensates that for holes, the electrostatic potential in the sample remains flat and the charge density is zero everywhere, n = 0. The distribution of electron and hole currents, j e,h , however, is non-trivial: it is essentially different in the bulk of the sample and in the boundary regions, see Fig. 1 . In the bulk, the transversal quasiparticle current P = j e + j h leads to geometric magnetoresistance,
(1) for n = 0]. In single-component systems such geometric effect is absent due to the presence of Hall voltage, unless the Corbino geometry is used or the sample is specifically prepared to be short and wide, i.e. for W L [7, 25] . The bulk current P leads to a formation of excess quasiparticle density near the sample edges at y = ±W/2 (as shown in Fig. 1 ) that has to be relaxed by electronhole recombination, e.g., due to electron-phonon scattering. This yields variation of the quasiparticle density over the distance R = 0 / 1 + µ 2 B 2 from the boundary, where 0 = 2 √ Dτ R depends on the diffusion coefficient D and the recombination time τ R . With increasing magnetic field, the recombination length R gets shorter because of multiple cyclotron returns of electron and holes to each other.
In the boundary regions of the size of the recombination length R the electron and hole currents are directed essentially along the x-axis. Thus, the edge contribution to the overall resistance lacks the geometric enhancement and at charge neutrality is given by R edge = L/ R eµρ. The total sheet resistance R of the sample with W R is estimated by regarding the edge and the bulk as parallel resistors:
edge ). This yields
where we assumed µB 1 (B = |B|). For sufficiently strong fields, the magnetoresistance at charge neutrality is linear in the field, namely
Remarkably, within the semiclassical Drude picture any two-component neutral liquid is characterized by linear magnetoresistance as B → ∞. Upon deviation from charge neutrality, the geometric resistance in the bulk of the sample disappears due to formation of the Hall voltage. From Eq. (1) one finds
provided µB 1. Thus, the linear regime of Eq. (3) holds in strong fields as far as n/ρ 0 /W µB.
In the remainder of this Letter we use the microscopic kinetic theory to show that our result (3) is generic for two-liquid systems at charge neutrality. We find that the effect can be realized both in disorder-and interactiondominated regimes in materials with different spectra: in conventional narrow-band semiconductors with parabolic spectrum (in particular, in the case when the symmetry between valence and conduction bands is violated) and in semi-metals with linear spectrum, e.g., in graphene. Technical details of the derivation are relegated to the Supplementary Material [26] .
Consider a model of a narrow-band semiconductor assuming for simplicity the parabolic spectra and energyindependent impurity scattering rates τ −1 e,h for both electrons and holes, [26] D e ∇δn e + eEn 0,e τ e /m e − j e × ω e τ e = −j e , (5a)
where the index α = e, h refers to electrons or holes, ω α = eB/m α c, D α is the averaged diffusion coefficient defined in [26] , δn α (r) = n α (r) − n 0,α is the density deviation from its equilibrium value n 0,α , and Γ α is the electron-hole recombination rate, e.g. due to electronphonon interaction. For parabolic spectra, the cyclotron frequency ω α is independent of the chemical potential.
Equations (5) are justified most straightforwardly in the disorder-dominated regime, i.e. for τ α τ ee (here τ ee is the inelastic electron-electron scattering time). The model (5) ignores quantum effects: we assume T τ α 1, overlapping Landau levels ω α T , and, hence, the fieldindependent recombination rates Γ α . Similar equations can be derived for Dirac quasiparticles in graphene in the interaction-dominated regime [27] . Consequently, the model (5) is quite representative in a wide class of twocomponent systems.
In a narrow sample of length L and width W L, closed boundary conditions j y,α (y = ±W/2) = 0 lead to inhomogeneity of quasiparticle currents and densities. At charge neutrality, the electric charge remains uniform (due to the vanishing Hall effect). Away from the neutrality point, the charge density should be determined from a self-consistent solution of Eqs. (5) and the corresponding electrostatic problem. In two-dimensional samples and in the limit of a strong screening by the gate electrode we may simplify the relation as
where E 0 is the external field, δn = δn e −δn h , C = /4πd is the gate-to-channel capacitance per unit area, d is the the distance to the gate, is dielectric constant, and e x is the unit vector in x direction. In three-dimensional samples Eq. (6) is replaced by dE y /dy = −e δn(y)/ d 0 , E x = E 0 , where d 0 is the sample thickness.
Further analysis is greatly simplified at the charge neutrality (n 0 = 0) under the assumption of electron-hole symmetry:
We re-write Eqs. (5) as
where δρ = δn e + δn h is the deviation of the quasiparticle density from its equilibrium value ρ 0 = n 0,e + n 0,h . The overall charge neutrality n 0 = n 0,e − n 0,h = 0 in the electron-hole symmetric system yields also the absence of charge fluctuations: δn = 0. Thus, we find E = E 0 e x irrespective of the electrostatic properties of the system. The model of Eq. (7) is solved by P = P (y)e y , j = j(y)e x , δρ = δρ(y). Excluding the variation of quasiparticle density from Eqs. (7), we rewrite the remaining equations as
where j 0 = eτ ρ 0 E 0 /m is the current in the absence of magnetic field. Excluding the current j(y), we find the second-order differential equation for P (y), which together with the boundary condition P (±W/2) = 0 yields
Here we introduced the electron-hole recombination
The result (9) and the corresponding current j(y) obtained from Eq. (8b) are in full agreement with the qualitative distribution of quasiparticle currents shown in Fig. 1 . For a 2D sample the sheet resistance is defined as
From Eqs. (8b), (9), and (10) we obtain
where F (x) = tanh(x)/x. The result of Eq. (11) is plotted schematically in Fig. 2 for three different values of the ratio W/ 0 , where 0 = 2 √ Dτ R . Let us analyse Eq. (11) in three different regimes determined by the ratio of the sample width and the recombination length. For the widest samples, we find non-saturating geometric magnetoresistance, which is quadratic in the field [7] 
where the geometric enhancement is the direct consequence of the compensated Hall effect: the electron and hole trajectories are tilted, but the Hall voltage is absent. For the most narrow samples the geometric factor is absent
In this case, both electron and hole currents flow along the x-axis due to strong electron-hole recombination.
In classically strong magnetic fields, ω c τ 1, there exists another regime of intermediate system widths, where resistance depends linearly on the magnetic field:
This result is identical to Eq. (3) (note that ω c τ = µB).
The solution of Eqs. (5) in the absence of the electronhole symmetry and away from charge neutrality is more cumbersome (see Ref. [26] ), but the principle qualitative conclusions remain the same: close to charge neutrality the system exhibits linear magnetoresistance provided
) is the average mobility of electrons and holes. Note that charge neutrality in the non-symmetric case no longer corresponds to the vanishing Hall resistance. For small deviations from neutrality point Eq. (14) becomes
where ξ = n 2 0 /ρ 2 0 . The result (15) can also be obtained from Eqs. (2) and (4). Thus, the magnetoresistance is strongly peaked at charge neutrality.
The above results can be easily generalized to three-dimensional samples, arbitrary spectra, and the interaction-dominated regime [26, 27] . The main conclusion remains robust: at the neutrality point, the system shows linear magnetoresistance in not too small magnetic field B.
In Fig. 3 we illustrate the magnetic field dependence of R and R Hall = E y /J obtained from the solution of Eqs. (5) for some realistic parameters which correspond to a two-dimensional narrow-band semiconductor without electron-hole symmetry. We consider a generic two-band model with the energy gap E g = 4 meV at room temperature T = 300 K assuming different mobilities and velocities of electrons and holes at charge neutrality: µ e = 20 µ h , µ h = 1 m 2 /Vs, v e = 10 6 m/s, v h = 0.5 v e . The plots correspond to different values of doping for a sample with W = 10 µm, d = 0.5 µm, and r = 5. The recombination length in the absence of magnetic field equals 0 = 0.37 µm at charge neutrality.
In conclusion, we proposed a classical, recombinationinduced mechanism of magnetoresistance in compensated semimetals and narrow-band semiconductors. The universal linear-in-B magnetoresistance arises in finite-size samples in classically strong magnetic fields due to the interplay of bulk and edge contributions. This mechanism is expected to be relevant for explanation of linear magnetoresistance observed experimentally in various twocomponent systems. Our theory can be further extended to inhomogeneous samples in a spirit of Ref. [28] . One may expect that the linear magnetoresistance will take place in infinitely large systems at charge neutrality provided the typical size of inhomogeneities is of the order of the zero-field recombination length 0 . Another possible generalization of our theory involves excitonic correlations between electrons and holes. These refinements will be presented elsewhere.
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ONLINE SUPPORTING INFORMATION
In the supporting information we provide the technical details which are missing in the text of the Letter. The kinetic equation is formulated and applied to justify the linear response balance equations appeared in the main text. A general solution to the balance equations is also given.
KINETIC EQUATION
Let us start with a stationary kinetic equation for a two-component liquid in two dimensions
where α = (e, h) numerates the electron and hole components, v α = ∂ε α (p)/∂p, e h = −e e = e, E and B are the electric and magnetic fields, and f α = f α (ε,p, r) is the distribution function which may depend on energy, momentum direction and coordinate. We use the units with = c = 1, where c is the speed of light.
The collision integral at the right hand side of Eq. (1) describes the scattering by impurities and phonons as well as the electron-electron scattering. We consider two physically different situations: the case when impurity scattering dominates over the electron-electron and electron-phonon scattering, and the opposite case of very fast electron-electron collisions such that hydrodynamic approach can be applied. We aim to demonstrate that in both limits the two-component system shows linear-in-B magnetoresistance at charge neutrality for sufficiently strong magnetic field B, even though the details of intermediate calculations appear to be quite different.
IMPURITY-DOMINATED REGIME
Exact e-h symmetry and charge neutrality
In this Section we assume that impurity scattering dominates over the electron-phonon and electronelectron scattering, i.e.
where τ imp , τ e-e , and τ ph are the impurity, electronelectron, and electron-phonon scattering times, correspondingly. In this case the momentum relaxation is fully determined by impurities, while the electron-electron and the electron-phonon interactions are responsible for the thermalization of the system. Fast impurity scattering tends to make the distribution function isotropic, hence it is natural to present the solution of the kinetic equation (1) as a sum of an isotropic and anisotropic terms,
where the isotropic part of the distribution function, f i α , depends only on energy, while the anisotropic part f a α depends in addition on the direction of the momentum.
In the impurity-dominated regime the anisotropic part of the collision integral is given by
where τ (ε) τ imp (ε) is the transport scattering time for the electrons (holes) at the energy ε.
To simplify the calculation we consider first an electron-hole symmetric spectrum
thus assuming that electrons and holes only differ by the sign of charge. A more general situation will be discussed in the next Section. We consider a system with the energy gap ∆ between electron and hole branch of the spectrum, hence ∆/2 < ε p < ∞. Thus, at charge neutrality, the equilibrium chemical potential equals zero and the corresponding distribution function is given by f 1) Parabolic spectrum and τ = const. Let us consider the simplest situation when both electrons and holes have parabolic spectrum: ε p = ∆/2 + p 2 /2m, while the impurity scattering rates for both electrons and holes are energy independent and equal: τ h (ε) = τ e (ε) = τ = const.
Integrating Eq. (1) over the two-dimensional momentum p we arrive at the continuity equations
where we introduce the recombination time τ R as well as the non-equilibrium concentrations δn α and the corresponding current densities j α ,
In Eq. (7) we took advantage of the definition of the equilibrium quasiparticle density
which gives the total concentration of all carries (electrons and holes) in equilibrium. The term (δn h + δn e )/2τ R is obtained by the linearization of the phenomenological recombination rate γn e n h , hence for the symmetric spectrum: τ
(1) by the velocity v and integrating over the momentum we obtain the equation
where ω h = −ω e = ω c , ω c = eB/m. In the linear transport regime (linear response) the isotropic part of the distribution function is only slightly deviating from f F . These deviations are of two types: the deviation of the local electronic temperature δT (r) from the lattice temperature and the deviation of the chemical potential δµ α (r) for electrons and holes from its equilibrium value, which is zero at charge neutrality.
The temperature of the system is determined by the balance between the Joule heating, recombination, and the cooling by the phonon bath. Since Joule heating is proportional to the square of electric field it can be neglected in linear response. Recombination of electrons and holes would not affect the local temperature as far as the electron-phonon scattering is sufficiently strong:
In what follows we assume the inequality (10) and let δT = 0. Under these assumptions the isotropic part of the distribution function takes the form
Integrating Eq. (11) over the momentum we find
where the operation · · · is defined by
and ν(ε) is the density of states (ν(ε) = const for parabolic spectrum). With the help of Eq. (11) one can readily express the integral which enters Eq. (9) in the form
Using Eq. (12) we rewrite Eq. (9) as
where we introduce the diffusion coefficient
which is evaluated at charge neutrality as
Introducing the notations δρ = δn e +δn h , δn = δn e −δn h , P = j e + j h , j = j e − j h we readily rewrite Eqs. (6, 15) in the form of Eqs. (7) of the main text. As has been shown in the main text, these equations describe the linear-in-B magnetoresistance at charge neutrality in the limit of strong magnetic field.
2) Arbitrary spectrum and τ = τ (ε). The approach developed above is easily generalized for arbitrary spectrum ε(p) and arbitrary energy dependence of the scattering time τ (ε) (for simplicity, we still consider τ to be the same for electrons and holes). In this more general case the cyclotron frequency acquires an energy dependence:
where the dependence of the velocity v and momentum p on energy is implicitly given by the relations
Substituting Eq. (3) into Eq. (1) and taking anisotropic part of the obtained equation, we find
where ϕ =v is the velocity angle. Integration of Eq. (20) over momentum would no longer allow us to obtain a closed set of equations on currents j α like it was the case for parabolic spectrum and energy-independent τ . Instead, one has to apply Eq. (20) in order to express anisotropic part of the distribution function f a α via the isotropic one f i α . The task is accomplished by the relation
where j, k = x, y and v j (E k ) stands for the vector components of velocity (electric field). The tensor components τ jk α = (τ α ) jk are arranged into the matrix
Multiplying Eq. (22) by the vector v and integrating over the velocity angle, we express the electron and hole current densities at a given energy as
With the help of Eq. (11) we rewrite Eq. (23) to obtain
Integrating this equation over the momentum and taking advantage of Eqs. (12) and (13) we find
with the tensor
where the sign +(−) in the upper off-diagonal element stands for holes (electrons), respectively, and
For energy-independent τ and ω c one findŝ
where D is given by Eq. (17) . Thus, one can indeed restore Eq. (15) directly from Eqs. (25) using the identity v 2 /2 = n 0 /m for parabolic spectrum. In order to find distributions of currents and concentrations for an arbitrary symmetric spectrum we rewrite Eq. (25) in the components by taking advantage that the electron-hole symmetry leads to δn h = δn e = δρ/2 and E = E 0 e x at charge neutrality. Thus, we find
Substituting Eqs. (29) into Eqs. (6) of the main text (since the latter are evidently valid for arbitrary spectrum) we find
Thus, the solution to Eq. (30) with the boundary condition j α,y (±W/2) = 0 yields
Finally, substituting Eq. (31) into Eq. (29a) for j α,x and integrating over y we obtain the total electric current
In the limit B → ∞ we have
Using these equations we find from Eq. (32) the sheet resistance R = E 0 /J,
which is indeed linear in B for large fields.
Beyond charge neutrality and e-h symmetry
Let us now consider the situation when the electronhole symmetry is absent: i.e. such parameters as mass m α , scattering rate τ α and equilibrium concentration n 0,α are different for electrons and holes. For simplicity, we will restrict ourselves to a parabolic spectrum, ε α (p) = ∆/2 + p 2 /2m α , assuming that the equilibrium chemical potential is shifted from the middle of the gap, e.g. by doping. In this case, the operation . . . , which we extensively use to derive the balance equations, is different for electrons and holes and is defined by
where ν α (ε) is the corresponding density of states. For parabolic spectrum the diffusion coefficient reads
It is clear that away from charge neutrality the diffusion coefficients for electrons and holes become different, even if masses and impurity scattering rates are the same for both types of charge carriers. In this case we readily generalize Eq. (17) as
where we use the convention that the upper-sign in ±µ corresponds to the holes (α = h), while the lower sign corresponds to the electrons (α = e). We regard µ as the equilibrium chemical potential.
Recombination rates are generally different for electrons and holes and can be approximated as Γ e = 2γn 0 h , Γ h = 2γn 0 e assuming the linearisation of the corresponding collision integral. The coefficient γ is evidently the function of temperature and depends on a particular model of electron-hole recombination which we do not specify here.
Repeating the steps outlined in Eqs. (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) for the case of charge neutrality we arrive at Eqs. (5) of the main text.
In the absence of electron-hole symmetry, the Hall voltage is formed across the sample, which leads in our formulation to the appearance of the y-component of the electric field E, which has to be related to the charge density variation across the sample. In the simple gate approximation we express this relation by Eq. (6) of the main text.
The general solution to Eqs. (5,6) of the main text is not very transparent and is postponed to the next Section of this Supplemental Materials. Before that we discuss two particular cases: the Boltzmann limit away from charge neutrality and the limit of very fast Maxwell relaxation.
1) Boltzmann limit away from charge neutrality. The Boltzmann limit T ∆ corresponds to a small number of charge carriers in both spectrum branches. Let us limit our analysis to the simplest case: m α = m, τ α = τ = const and, consequently, ω h = −ω e = ω c . Thus, the breaking of electron-hole symmetry is only due to a finite chemical potential µ. In this case the equilibrium distribution functions and concentrations take the form
where ν = m/π is the two-dimensional density of states for a parabolic spectrum. The Drude conductivities and recombination rates for electron and hole subsystems entering Eqs. (5b) of the main text are given by
It follows from Eq. (38) that the diffusion coefficients in the Boltzmann limit appear to be equal with exponential precision, D α = D = T τ /m, which strongly simplifies the solution of Eqs. (5,6) of the main text. Such a solution implies that the y-component of the electric field is constant and is given by
where C is the gate capacitance. We also find the sheet resistance R = E 0 /J as
where ξ = n 2 0 /ρ 2 0 and R is the magnetic-field dependent recombination length
The result of Eq. (42) is consistent with Eqs. (11,15) of the main text. The appearance of E y corresponds to a finite Hall voltage V Hall = E y W . From Eq. (41) we readily calculate the Hall sheet resistance R Hall = E y /J = R E y /E 0 as
.
This completes the analysis of Eqs. (5,6) of the main text in the Boltzmann limit.
2) Fast Maxwell relaxation. Let us turn to a more general situation of different electron and hole masses. The analysis is greatly simplified if we assume that Maxwell relaxation is fast compared to electron diffusion, namely C m α e 2 . In this case one may take the limit C → 0 directly in the Eq. (6) of the main text, which leads to
Thus, we can express the current from Eq. (5b) of the main text in terms of the concentration and electric field
To avoid the confusion we remind that ω α = e α B/m α have different signs for different α.
The boundary conditions dictate that j y,e = j y,h , therefore one can exclude E y form Eqs. (46) and find the dependence of currents j y,α on δρ. Substituting the result into Eqs. (5, 6) of the main text one finds
where R is the effective recombination length
Here we took advantage of the following definitionŝ
The solution to Eq. (48), which satisfies the boundary conditions, reads
Substituting Eq. (51) into Eq. (46) we find the inverse sheet resistance 
The resistivity tensor in the absence of boundaries is simply given byρ
In the limit of large B we simply have
Since the recombination length is inversely proportional to magnetic field R ∝ 1/B for large B, one can again conclude that R growth linearly with B and saturates when W/ R becomes comparable with ρ In this Section we obtain the Hall and longitudinal sheet resistance for a rectangular two-dimensional samples with closed boundary conditions at y = ±W/2 by solving Eqs. (5,6) of the main text. In order to simplify intermediate formulas we replace δn → n and δρ → ρ. We also introduce the following notations
We express Eqs. (5, 6) in terms of currents j = j e − j h , P = j e + j h , and densities n = n e − n h , ρ = n e + n h by adding and subtracting the equations for electrons and holes. We note that the continuity equation div j = 0 together with the boundary conditions leads to the vanishing y component of the current j. The other components acquire some y dependence. Thus, we shell use j = (j(y), 0), P = (P x (y), P y (y)).
Expressing Eq. (5a) of the main text in the components we obtain
and
where we introduced κ = e/C and took advantage of the Eq. (6) of the main text in order to exclude the ycomponent of the electric field. We now substitute j and P x from Eqs. (58) into Eqs. (59) with the result
where we introduced more notations
From Eq. (5b) we also obtain the equation on div P which we rewrite in the following form
Now, we substitute ρ from Eq. (62) into Eqs. (60) and use them to exclude n. In this way we arrive at the differential equation on P y
where
The differential equation (63) with the boundary conditions P y (±W/2) = 0 is readily solved. The result has to be averaged over y to obtain the total current,
where F (x) = tanh(x)/x and the averaging is defined as
Now the desired relation between J = ej and E 0 is readily obtained by averaging Eq. (58a) over y, hence we find the inverse sheet resistance R −1 = J/E 0 as
Similarly, by averaging the y-component of the electric field we obtain with the help of Eq. (60a)
Thus, the Hall sheet resistance is simply found as
The results of Eqs. (67,70) are plotted in Fig. 3 of the main text using realistic parameters.
INTERACTION-DOMINATED REGIME Hydrodynamic approach
In this Section we discuss the hydrodynamic regime assuming the following hierarchy of the scattering rates
where τ −1 ee is the characteristic rate for the electronelectron collisions, while τ ph are the impurity and the electron-phonon transport scattering rates, respectively. For simplicity, we restrict ourselves to an electron-hole symmetric spectrum, ε α (p) = ε p at charge neutrality.
One may think that inequality of Eq. (71) ensures that both liquid components are fully characterised by local spatially-dependent temperature T (r), chemical potentials µ α (r), and drift velocities u α (r). This would imply the following Ansatz for the distribution function
which nullifies the electron-electron part of the collision integral. In that logic the equations for hydrodynamic functions u α (r), µ α (r), and T (r) are found by substituting Eq. (72) into Eq. (1). The closed system of equations is, then, obtained by multiplying Eq. (1) by 1, p, and ε p with the subsequent integration over the momentum. Unfortunately, such a program is not legitimate for two-liquid systems with a realistic collision integral, since the latter almost always implies nearly equal collision rates for electron-electron, hole-hole, and electron-hole scattering. This suggests a notable friction between electron and hole components of the liquid when electric field is applied. The friction force is proportional to the difference in drift velocities: u e − u h . Since electrons and holes move in opposite direction the friction makes the velocities vanish in the hydrodynamic limit. In order to obtain a nonzero current one has to go beyond the hydrodynamic approximation and study the corrections to Eqs. (72). The rigorous approach to the problem for arbitrary spectrum leads to cumbersome equations [1] . The analysis somewhat simplifies for materials with linear spectrum such as graphene due to the enhanced forward scattering [2] [3] [4] . Still, even in the case of linear spectrum, the derivation of a closed set of hydrodynamic equations lacks physical transparency.
In order to simplify the analysis we focus here on the model situation assuming that the rate of the electronhole scattering is low compared to the rates of electronelectron and hole-hole scattering: τ ee . In this case, one can still use the Ansatz of Eq. (72) because of the fast equilibration within each liquid component. For simplicity we again limit ourselves to the case of a parabolic spectrum assuming that the impurity scattering time is energy independent. Generalisation of the theory for arbitrary spectrum is, then, straightforward.
In linear response it is legitimate to expand the distribution function as
and δµ, δT , and u are proportional to the electric field E. As far as the cooling rate associated with the phonons (∝ 1/τ ph ) is faster than recombination rate 1/τ R we may disregard the temperature fluctuations, δT = 0. In this limit the concentration of electrons and holes are related to the variation of chemical potential δµ α by means of Eq. (12), while the currents are proportional to hydrodynamic velocities
Integrating Eq. (1) over the momentum we obtain the continuity equations (6) . Integration with velocities yields, however, the equations
D∇δn e + eE 0 ρ 0 τ 2m + j e × ω c τ + F eh = −j e , (76b) which differ from Eq. (15) only by the presence of the friction force
where χ τ /τ eh . It is worth noting that the hydrodynamic approach implies τ /τ e-e 1 and τ /τ hh 1, while the parameter χ can take on arbitrary values as far as τ eh max{τ ee , τ hh }. The electron-hole symmetry dictates the following relations at charge neutrality: δn h = δn e , j x,e = −j x,h = j/2, and j y,e = j y,h = P/2. Using these relations we transform Eqs. (6,76a,76b) into the following set of equations eEρ 0 τ /m − (1 + χ)j + ω c τ P = 0,
2D ∂δn/∂y + P + ω c τ j = 0,
∂P/∂y = δn/τ R , (78c) which is supplemented by the boundary conditions P (±W/2) = 0. From the solution of Eqs. (78) we get n = − eE 0 R ρ 0 τ 4m
J = e 2 E 0 ρ 0 τ m(1 + χ)
In the limit of large magnetic field ω c τ √ 1 + χ and for W R we again obtain linear-in-B magnetoresistance
In conclusion we note that Eqs. (5) of the main text can be generalised by including the friction force F eh . The most general solution of these equations would, then, anyway lead to a linear non-saturating magnetoresistance at charge neutrality.
