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In the literature, there are basically two kinds of resampling methods for least
squares estimation in linear models; the E-type (the efficient ones like the classical
bootstrap), which is more efficient when error variables are homogeneous, and the
R-type (the robust ones like the jackknife), which is more robust for heterogeneous
errors. However, for M-estimation of a linear model, we find a counterexample
showing that a usually E-type method is less efficient than an R-type method when
error variables are homogeneous. In this paper, we give sufficient conditions under
which the classification of the two types of the resampling methods is still true.
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1. INTRODUCTION
Consider the multiple linear model
Yi=x$i;+ei , i=1, ..., n, (1)
where e1 , ..., en are independent random variables with Eei=0 and Var(ei)
=_2i . x1 , ..., xn are known, nonrandom design vectors and ; is the p_1
vector of parameter. Throughout this paper, A$ denotes the transpose of a
matrix A. The M-estimator ; n of ; corresponding to  is defined as a
solution of the vector equation
:
n
i=1
xi(Yi&x$i ;)=0, (2)
where  is a real-valued function defined on the real line, which satisfies
E(ei)=0 for i=1, ..., n (see Huber [11] for the choice of the function ).
It is known that the standard delete-1 jackknife and the classical
bootstrap are in general equally efficient in estimating the mean square
doi:10.1006jmva.2000.1951, available online at http:www.idealibrary.com on
252
0047-259X01 35.00
Copyright  2001 by Academic Press
All rights of reproduction in any form reserved.
error of a statistic in the case of an i.i.d. sample. A systematic comparison
of resampling methods for least squares estimation in linear models was
done by Liu and Singh (1992). They showed that we can divide all the
commonly used resampling procedures into two types; the E-type (for
homogeneous errors) and the R-type (for heterogeneous errors). It turns
out that the classical bootstrap is more efficient and the standard delete-1
jackknife is more robust. The story changes completely, however, in the
case of M-estimators of the linear model. Basically, we cannot classify these
resampling procedures into efficient and robust types for a general function
. We find a counterexample (Example 1) which shows that the usually
efficient estimator is less efficient than the robust estimator.
For a special class of ’s and errors ei , which satisfy
E(ei) $(ei)=0 and E"(ei)=0 for i=1, ..., n (3)
(least squares is a special case), we can divide resampling procedures
(except the weighted bootstrap method in Lahiri (1992)) into two types,
the efficient type and the robust type. For instance, the modified classical
bootstrap (Shorack, 1982; Lahiri 1992) is an efficient type. The delete-1
jackknife, the paired method, and the external wild bootstrap are robust
types. However, the external wild bootstrap could be inconsistent and dif-
ficult to apply (Remark 2.2). Also, we find that the weighted bootstrap
method in Lahiri (1992) is neither efficient nor robust. Similar to least
squares regression, none of the existing methods seems to have both of the
properties.
In Section 2, we consider the simplest case Yi=xi ;+ei , where Yi is the
observation, ei the random error, xi the only covariate, and ; the
uniparameter. By expressing the estimators of mean square error as sample
means, we divide most of the methods into two types; efficient and robust,
under certain classes of ( } ). We discuss briefly the extension to
M-estimators of multiple linear regression model in Section 3. The proofs
are in Section 4.
2. TYPE E AND TYPE R RESAMPLING IN
ONE-PARAMETER REGRESSION
In this section, we consider the case of p=1, so (2) reduces to ni=1
xi (Yi&;xi)=0. For the case of simple linear regression ((x)=x), the
estimator is ; =ni=1 xi y iLn , where Ln=
n
i=1 x
2
i . Suppose we are inter-
ested in estimating Mn=ni=1 x
2
i _
2
i L
2
n , the MSE (mean square error) of
; . Define M n=ni=1 _
2
i nLn . It follows from Liu and Singh (1992) that we
generally can divide all of the commonly used resampling estimators of Mn
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into two types, the E-type and the R-type. For the E-type, the estimator,
Mn, E , satisfies
n(Mn, E&M n)= :
n
i=1
e2i &_
2
i
Ln
+Op(n&1).
For the R-type, the estimator, Mn, R , satisfies
n(Mn, R&Mn)=
n
Ln
1
Ln
:
n
i=1
x2i (e
2
i &_
2
i )+Op(n
&1).
For the case of an i.i.d. sample, similar representations are studied in Efron
(1979) and Beran (1984).
The main objective of this paper is to study similar representations in an
M-estimator for resampling methods. There are two main types of
representations which are similar to the case of linear regression. When the
M-estimator function ( } ) satisfies E(ei) $(ei)=0 and E"(ei)=0 for
i=1, ..., n, we can show that one representation is more efficient in the case
of homogeneous errors and another representation is more robust against
heteroscedasticity (i.e., stays - n-consistent even when the error variables
are heterogeneous).
Let vn=E(; &;)2 denote the mean square error of ; from (2). Now we
list the commonly used resampling methods.
2.1. The Modified Classical Bootstrap (B) (Shorack, 1982; Lahiri, 1992).
Let e^i=Yi&; x i , i=1, ..., n, be the residuals. One draws an i.i.d. sample of
size n from the residuals e^i , i=1, ..., n, which are denoted by e1* , ..., en*.
Let Y i*=; x i+ei*, i=1, ..., n, be the bootstrap sample. The bootstrap
M-estimator ; B is defined as a solution of
:
n
i=1
xi[(Y i*&xi;)&EB (ei*)]=0, (4)
where EB denotes the bootstrap expectation under the bootstrap i.i.d.
sample. The bootstrap estimator of vn is defined as VB=EB(; B&; )2.
2.2. The Standard Delete-1 Jackknife (J) (Miller, 1974; Hinkley, 1977).
Define
Ji=n; &(n&1) ; (i) ,
where ; (i) is the least square estimator based on [(x j , Yj): j{i]. The
jackknife estimator of vn is Vj=[1(n(n&1))] ni=1 (Ji&; )
2.
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2.3. Weighted Bootstrap (WB) (Lahiri, 1992). Lahiri (1992) proposed
the following modification. Suppose that the xi , i=1, ..., n, are all of the
same sign. Let pn=ni=1 |xi | and Fn denote the weighted empirical
distribution putting mass |xi |pn at the i th residual e^ i , i=1, ..., n. Draw
e1* , ..., en* i.i.d. from Fn and let Y i*=; xi+ei* , i=1, ..., n. Define ; WB by a
solution of
:
n
i=1
xi(Y i*&xi;)=0. (5)
The estimator of vn is VWB=EWB(; WB&; )2.
2.4. The Paired Bootstrap (PB) (Efron, 1979; Freedman, 1981). One
draws an i.i.d. sample of size n from the pairs (xi , Yi), i=1, ..., n. Let
(xi* , Y i*), i=1, ..., n, be the bootstrap sample. Then the corresponding
bootstrap M-estimator of ; is a solution of
:
n
i=1
xi*(Y i*&xi*;)=0. (6)
The paired bootstrap estimator of vn is VPB=EPB(; PB&; )2.
2.5. External Wild Bootstrap (EWB) (Generalized from Wu; 1986). Let
H( } ) be a distribution with mean 0 and variance 1 and t1* , ..., tn* be a
random sample from H( } ). Set the bootstrap sample Y i*=x i ; +e^i ti* ,
i=1, ..., n, where e^i=Yi&xi; . Then the external wild bootstrap estimator
; EWB is defined as a solution of the modified equation
:
n
i=1
xi[(Y i*&xi;)&EEWB (e^ i t i*)]=0, (7)
where the estimator of vn is VEWB=EEWB(; EWB&; )2.
Let c0 , c1 , c2 , and c3 be some positive constants. Throughout this paper,
we assume that c0<var((ei))<c1 , c0<var($(ei))<c1 , c0<var((ei) (ei))
<c1 , and either c2<E$(ei)<c3 or &c3<E$(ei)<&c2 for all i. Define
An =
1
n
:
n
i=1
E2(ei), A n =
1
n
:
n
i=1
2(e^i),
Bn=
1
n
:
n
i=1
E$(ei) and B n=
1
n
:
n
i=1
$(e^ i)
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for homogeneous errors. Similarly, define
Cn = :
n
i=1
x2i E
2(ei), C n= :
n
i=1
x2i 
2(e^i),
Dn= :
n
i=1
x2i E$(e), and D n= :
n
i=1
x2i $(e^i)
for heterogeneous errors.
For a further discussion of the mean square error estimator, we need the
following results.
Lemma 2.1. (i) If ni=1 |xi |
6n<c0 , Dn n>c1 , and "( } ) is bounded,
then
nvn =
define
nE(; &;)2=
n ni=1 x
2
i E
2(ei)
[ni=1 x
2
i E$(ei)]
2+Op(n
&1)
=
nCn
D2n
+Op(n&1). (8)
(ii) If the ei ’s have the same distribution, then
nv~ n =
define
nE(; &;)2=
nE2(e1)
ni=1 x
2
i [E$(e1)]
2+Op(n
&1)
=
nAn
LnB2n
+Op(n&1). (9)
Let the estimators of vn and v~ n be
Vn=
ni=1 x
2
i 
2(e^i)
[ni=1 x
2
i $(e^i)]
2 and V n=
n ni=1 
2(e^i)
[ni=1 x
2
i ][
n
i=1 $(e^i)]
2 , (10)
respectively. For these two estimators, we have the following representations.
Lemma 2.2. If ni=1 |x i |
6n<c0 , Dn n>c1 , and "( } ) is bounded, then
n(Vn&vn)=
n
D3n
:
n
i=1
’i+Op(n&1), (11)
where
’i=Dnx2i (
2(ei)&E2(ei))&2Cn x2i ($(ei)&E$(ei))+a1 xi(e i)
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and
a1=&2
ni=1 x
3
i (DnE(ei) $(e i)&CnE"(ei))
ni=1 x
2
i E$(ei)
.
When the ei ’s have same distribution, then
n(V n&v~ n)=
1
LnB3n
:
n
i=1
!i+Op(n&1), (12)
where
!i=Bn(2(ei)&E2(ei))&2An($(ei)&E$(ei))+a2x i(ei)
and
a2=&2
n[Bn E(ei) $(ei)&An E"(ei)] ni=1 x
3
i
L2n E$(e1)
.
When the ei ’s have the same distribution, then from Lemma 2 and the
central limit theorem we have
n32(Vn&vn)- _n1  N(0, 1) in distribution (13)
and
n32(V n&v~ n)- _n2  N(0, 1) in distribution, (14)
where
_n1=
\n
3[(D2n_11+4C
2
n_22&4CnDn_12) 
n
i=1 x
4
i
+a21 _00Ln+2a1(Dn_01&2Cn _02) 
n
i=1 x
3
i ]+
D6n
and
_n2=
\n[n(B
2
n_11+4A
2
n_22&4AnBn_12)+a
2
2_00Ln
+2a2(Bn_01&2An_02) ni=1 xi] +
L2nB
6
n
.
Here we define _11=E[2(ei)&E2(ei)]2, _22=E[$(ei)&E$(ei)]2, _12=
E[2(ei)&E2(ei)][$(ei)&E$(ei)], _00=E2(e1), _01=E3(e1), and
_02=E(e1) $(e1).
For the least squares estimation, the resampling procedures correspond-
ing to V n are more efficient (E-type). Now we compare the variances _n1
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and _n2 to see whether V n is still more efficient than Vn , when ei ’s have the
same distribution. We have the following counterexample.
Example 1. Let (z)=z3 and the error e1 from the distribution P(e1=bi)
= pi for i=1, 2, 3, where b1=1.1, p1=171798, b2=0.9, p2=231798,
b3=&1, and p3=396798. Here e&1 is not symmetrically distributed
about 0. It is easy to see that  and e1 satisfy Ee1=0 and E(e1)=0. Now
_n1&_n2 =
n4(B4n_11+4A
2
n_22&4An Bn_12)
L4nBn _ :
n
i=1
x4i n&(Ln n)
2&
+4
[Bn E(e1) $(e1)&An E"(e1)][Bn _01&2An_02]
(Ln n)5 B7n
_\ :
n
i=1
x3i n+_ :
n
i=1
x3i n&\ :
n
i=1
xi n+ Ln n&
=c3(Ln n)&4 _ :
n
i=1
x4i n&(Ln n)
2&
+c4(Ln n)&5 \ :
n
i=1
x3i n+_ :
n
i=1
x3i n \ :
n
i=1
x i n+ Ln n!& , (15)
where c3>0 and c4 are two constants which depend on the distribution of
e1 and the function ( } ). In this example, c3=0.000294 and c4=0.000083.
Suppose xi ’s are such that np of xi ’s are $ and n(1& p) of xi ’s are &1,
then Ln n= p($2&1)+1, ni=1 x
3
i n= p($
3+1)&1, and ni=1 x
4
i n=
p($4&1)+1. Therefore
:
n
i=1
x4i n&(Lnn)
2=($&1)2 ($+1)2 ( p& p2)
and
\ :
n
i=1
x3i n+\ :
n
i=1
x3i n&\ :
n
i=1
xi n+ Ln n+
=( p($3+1)&1)($&1)($+1)2 ( p& p2).
Now by choosing p=0.8 and $=0.9999, we have
_n1&_n2=&3.19_10&9.
This means that the V n is not more efficient than Vn .
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Example 1 implies that we cannot classify resampling procedures into
E-types and R-types for a function  and ei satisfying (1) and (2).
However, we can still classify E-types and R-types under the further
assumption (3).
When (3) holds, the representations (11) and (12) reduce to
n(Vn&vn)=
n
D3n
:
n
i=1
[Dnx2i (
2(ei)&E2(ei))
&2Cnx2i ($(ei)&E$(ei))]+Op(n
&1) (16)
and
n(V n&v~ )=
1
Ln B3n
:
n
i=1
[Bn(2(ei)&E2(ei))
&2An($(ei)&E$(ei))]+Op(n&1). (17)
From (16) and (17), when ei ’s have the same distribution, we have
n32(Vn&vn)- _n3  N(0, 1) in distribution (18)
and
n32(V n&v~ )- _n4  N(0, 1) in distribution, (19)
where
_n3=
n3(D3n_11+4C
2
n_22&4CnDn_12)
D6n
:
n
i=1
x4i
and
_n4=
n2(B2n_11+4A
2
n_22&4An Bn_12)
L2nB
6
n
.
For these central limit theorems (CLT), one needs the conditions that
E[(ei)]4+$<, E[$(e i)]2+$<, |xi |<c1 , for all i, and Ln n>c2 .
Now we obtain the asymptotic relative efficiency (A.R.E.) in the homogeneous
case,
A.R.E.=
_n3
_n4
=
ni=1 x
4
i n
(Ln n)2
, (20)
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which is greater than or equal to 1 by the CauchySchwarz inequality. This
result agrees with the A.R.E. of the linear regression in Liu and Singh
(1992). Now
A.R.E.&1=
1
n
:
n
i=1
(x2i &Ln n)
2
(Lnn)2
,
which is the square coefficient of the variation of the x2i ’s. In the
heterogeneous case, vn is the true variance, but not v~ n . Thus the V n is
inconsistent, while Vn is still - n-consistent and has
n32(Vn&vn)- _n5  N(0, 1) in distribution (21)
with
_n5=
n3 ni=1 x
4
i var(Dn
2(ei)&2Cn$(e i))
D6n
.
In the following studies, we assume the condition (3). Also, we define the
study as E-type if the estimator of vn satisfies
Vn, E=
n ni=1 
2(e^i)
[ni=1 x
2
i ][
n
i=1 $(e^i)]
2+Op(n
&2). (22)
Similarly, we define the study as R-type if the estimator of vn satisfies
Vn, R=
ni=1 x
2
i 
2(e^i)
[ni=1 x
2
i $(e^i)]
2+Op(n
&2). (23)
Theorem 2.1 (E-Type). If ni=1 |x i |
6n<c0 , Dn n>c1 , and "( } ) is
bounded, then (22) holds with Vn, E=VB .
Theorem 2.2 (R-type). (i) If c1<xi<c2 and "( } ) is bounded, then
(23) holds with Vn, R=Vj .
(ii) If c1<xi<c2 and "( } ) is bounded, then (23) holds with
Vn, R=VPB .
(iii) If ni=1 |x i |
6n<c0 , Dnn>c1 , "( } ) is bounded, and the dis-
tribution H( } ) satisfies Var((c4 t1))=2(c4) and E$(c4 t1)=$(c4) for any
constant c4 , then (23) holds with Vn, R=VEWB .
We have classified four resampling methods into E-types and R-types.
Next we show that the weighted bootstrap (WB) (Lahiri, 1992) is neither
E-type nor R-type. Consider the simplest model, the linear model with each
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xi>0 and (x)=x; now pn=ni=1 xi and Fn denote the weighted empirical
distribution putting mass xipn at the i th residual e^i , i=1, ..., n. Draw
e1* , ..., en* i.i.d. from Fn and let Y i*=; xi+ei*, i=1, ..., n. Then
; WB=; + :
n
i=1
x iei* Ln
and
VWB=EWB(; WB&; )2=
E(e1*)2
Ln
=
ni=1 (x i pn) e^
2
i
Ln
.
Following the proof of Theorem 1(i) of Liu and Singh (1992), we get
n \VWB& :
n
i=1
_2i
nLn +=
n
pn
1
Ln
:
n
i=1
xi (e2i &_
2
i )+Op(n
&1),
when the ei ’s have the same distribution and thus _2=Var(ei)=_2.
Following the results of Liu and Singh (1992), the asymptotic var-
iances of the E-type and R-type are _2En=(Ee
4
1&_
4)(Ln n)2 and _2Rn=
(Ln n)&4 (ni=1 x
4
i n)(Ee
4
1&_
4). Similarly, we get that the asymptotic
variance of the weighted bootstrap is _2WBn=( pn n)
&2 (Lnn)&1 (Ee41&_
4).
Comparing with the E-type, the asymptotic relative efficiency (A.R.E.) in
the homogeneous case is
A.R.E.&1=
_2WBn
_2En
&1=
Ln n
( pn n)2
&1=
1
n
:
n
i=1
(xi&x )2
( pn n)2
>0.
So the weighted bootstrap estimator is not efficient.
In the heterogeneous case, the true variance is typically different from
(npn)(1Ln) ni=1 xi_
2
i , thus the weighted bootstrap estimator is inconsistent.
We summarize the above classification in Table 1. The proofs of the
theorems are in Section 4. Now we pause to comment on their implications.
TABLE 1
Efficiency and Robustness of Resampling Methods
E-type R-type
Modified classical bootstrap Yes No
Delete-1 jackknife No Yes
Weighted bootstrap No No
Paired bootstrap No Yes
External wild bootstrap No Yes
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Remark 2.1. The condition (3) is not very restricted. If ( } ) is negative
symmetric about 0 ((&t)=&(t)), "( } ) is bounded, and also the errors
e1 , ..., en are symmetrically distributed about 0, then the condition (3) is
satisfied. This includes a large class of ( } ). For example, the three
functions ((x)=x, (x)=tanh (x2), and (x)=2x(1+x2)) in Huber
(1980, p. 71) satisfy this condition (3), if the errors e1 , ..., en are symmetrically
distributed about 0.
Remark 2.2. The external wild bootstrap will depend on the distribu-
tion of t*. In Theorem 2.2, the distribution of t* has to depend on the
function  and satisfies both E$(c4 t*)=$(c4) and var((c4 t*))=2(c4)
for any constant c4 . When ( } ) is symmetric about 0, we can choose t*=1
or &1 with 12 probability, so that the above conditions are satisfied. But,
for some commonly used distributions of t*, we may get inconsistent
estimators. For example, let ( y)=(1&e y)(1+e y) (from the logistic
distribution in Huber, 1980) and the golden section bootstrap distributions
be P(t*=(1&- 5)2)=(5+- 5)10 and P(t*=(1+- 5)2)=(5&- 5)10.
Now consider a simple case, when xi=1, and assume the error distribution
is P(e1=1)=P(e1=&1)=12. Then,
VEWB =
EEWB[ni=1 ((e^i ti*)&EEWB (e^i t i*))]
2
EEWB[ni=1 $(e^i t i)]
2 +Op(n
&2)
=
0.188n(1+op(1))
0.166n2(1+op(1))
=
1.14
n
(1+op(1)).
This is because
EEWB _ :
n
i=1
((e^i ti*)&EEWB(e^i ti*))&
2
= :
n
i=1
EEWB[(e^ it i*)&EEWB(e^i t i*)]2
= :
n
i=1 _
2
1+exp((1&- 5) e^i 2)
&
2
1+exp((1+- 5) e^i 2)&
2
<5
=n(1+op(1)) E
__ 21+exp((1&- 5) e1 2)&
2
1+exp((1+- 5) e1 2)&
2
<5
=0.188n(1+op(1))
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and
EEWB _ :
n
i=1
$(e^i ti*)&
2
=0.166n2(1+op(1)).
But, from the result of Huber (1980), we have
E(; &;)2=
E2(e1)
n[E$(e1)]2
(1+op(1))=
1.38
n
(1+op(1)).
So VEWB is an inconsistent estimator. Also, to get the bootstrap estimator
we need to calculate E[(e^i t*)] for all e^i .
Remark 2.3. Based on the results, we can conclude: (i) When the errors
are i.i.d., we should use the modified classical bootstrap for efficiency;
(ii) when the errors are not i.i.d., R-type resampling methods (Jackknife or
paired bootstrap) are recommended for consistency.
Remark 2.4. The results of Theorems 2.1 and 2.2 can be further
extended to the random design case. Also, the above discussion is not
limited to ; only. It applies to any smooth function g(;) whose estimator
is g(; ). For similar details, please see Liu and Singh (1992).
Remark 2.5. The results in this paper depend on the two representa-
tions in Lemma 2.2. To extend the results to other estimators (for example,
quantile estimators) requires similar representations of both the original
estimator and its resampling estimator. The asymptotic results in Jureckova
and Sen (1987), He and Shao (1996), and Bai and Wu (1997) could be
useful.
3. EXTENSION TO MULTIPLE LINEAR REGRESSION
We consider here the extension of representations given in Section 2 to
the multiple M-estimator case
Y=X;+e,
where the response Y and the error e are n vectors, the parameter ; is a
k_1 vector and the design X is an n_k matrix. For simplicity, we define
Ln=X$X,
Cn=X$[diag(E2(ei))] X, C n=X$[diag(2(e^i))] X,
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and
Dn=X$[diag(E$(ei))] X, D n=X$[diag($(e^i))] X.
Throughout this section, we always assume that
E(ei) $(ei)=0, E"(ei)=0, for i=1, ..., n, (24)
and
all eigenvalues of Ln n, Cn n, and Dn n are inside [m, M], (25)
for 0<m<M<.
Lemma 3.1. Let ni=1 &xi&
6=O(n), where &xi & is the Euclidean norm of
the i th row x$i of X. Assume "( } ) bounded, then
nvn=nE(; &;)(; &;)$=nD&1n CnD
&1
n +Op(n
&1). (26)
If the ei ’s have the same distribution, then
nv~ =nE(; &;)(; &;)$=
nE2(e1)
[E$(e1)]2
L&1n +Op(n
&1). (27)
Here a sequence of k_k matrices An is said to be of the order Op(bn),
denoted by An=Op(bn), if each component of An is of order Op(bn).
Let the estimators of vn and v~ n be
Vn=D
&1
n C nD
&1
n (28)
and
V n=
ni=1 n
2(e^i)
[ni=1 $(e^i)]
2 L
&1
n , (29)
respectively. Also, similar to Section 2, we define
Vn, E=V n+Op(n&1) and Vn, R=Vn+Op(n&2). (30)
Lemma 3.2. If ni=1 &xi&6=O(n) and "( } ) is bounded, then
n(Vn&vn)=nD&2n [DnX$[diag(
2(e^i)&E2(ei))] XDn
&X$[diag($(e^i)&E$(ei))] XCnDn
&DnCn X$[diag($(e^i)&E$(ei))] X] D&2n +Op(n
&1). (31)
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And when the ei ’s have the same distribution (homogeneous), then
n(V n&v~ n)=(E$(e1))&3 :
n
i=1
[E$(e1)(2(e^i)&E2(ei))
&2E2(e i)($(e^ i)&E$(e i))] Ln+Op(n&1). (32)
Using Lemma 3.2, we can compare the performances of the E-type and
the R-type MSE estimators in the homogeneous case as in Theorem 5 of
Liu and Singh (1992). We omit the details for the sake of brevity.
The results in Section 2 imply that (i) the weighted bootstrap is neither
of E-type nor of R-type and (ii) the external wild bootstrap could be incon-
sistent and difficult to apply. In what follows, we only consider three
methods, the modified classical bootstrap, the paired bootstrap, and the
delete-1 jackknife. We have
Theorem 3.1 (E-Type). If ni=1 &xi&
6=O(n) and "( } ) is bounded,
then Vn, E=VB .
Theorem 3.2 (R-type). If ni=1 &xi &6=O(n) and "( } ) is bounded, then
Vn, R=VJ .
The proofs of Theorem 3.1 and 3.2 are straightforward from Lemma 3.1
and Liu and Singh (1992, Section 3).
For the paired bootstrap method, we can also show that it is R-type
under certain conditions. But, because of the changes of the design matrix,
we need to propose some adjustments to Liu and Singh (1992).
4. PROOFS
The proofs of Lemma 2.1 and 2.2 are similar. Here we only prove
Lemma 2.2.
Proof of Lemma 2.2. First, it is well known that ; &;=Op(n&12)
(asymptotic normality of ; &; under the assumptions). Because c0<
var($(ei))<c1 for all i, the assumptions of this lemma ensure that
:
n
i=1
x2i ($(ei)&E$(ei))=Op(n
12).
Now from Taylor expansion, we have
; &;=
ni=1 xi (ei)
ni=1 x
2
i E$(ei)
+Op(n&1)=Op(n&12). (33)
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Again from  x6i n<c0 and the conditions of var($(ei)) and var((e i)
$(ei)), we have
C n&Cn = :
n
i=1
x2i [
2(e^i)&E2(ei)]
= :
n
i=1
x2i [
2(ei&xi (; &;))&E2(e i)]
= :
n
i=1
x2i (
2(ei)&E2(e i))
&2 :
n
i=1
x3i (ei) $(ei)(; &;)+Op(1)
= :
n
i=1
x2i (
2(ei)&E2(e i))&2 :
n
i=1
x3i E(ei) $(ei)(; &;)
&2 :
n
i=1
x3i [(ei) $(e i)&E(e i) $(ei)](; &;)+Op(1)
= :
n
i=1
x3i (
2(ei)&E2(e i))
&2 :
n
i=1
x3i E(ei) $(e i)(; &;)+Op(1)
= :
n
i=1
x2i (
2(ei)&E2(e i))
&2
:
n
i=1
x3i E(ei) $(e i)
:
n
i=1
x2i E$(ei)
:
n
i=1
xi (ei)+Op(1) (34)
and
D 2n&D
2
n =2Dn(D n&Dn)+Op(n)
=2Dn :
n
i=1
x2i [$(ei&xi (; &;))&E$(ei)]+Op(n)
=2Dn { :ni=1 x2i [$(ei)&E$(ei)]&
:
n
i=1
x3i E"(ei)
:
n
i=1
x2i E$(ei)
:
n
i=1
xi (ei)=
+Op(n). (35)
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Combining (34) and (35), we get
n(Vn&vn)=
nC n
D 2n
&
nCn
D2n
+Op(n&1)
=
n(C n D2n&CnD
2
n)
D 2n D
2
n
+Op(n&1)
=
n[D2n(C n&Cn)&Cn(D
2
n&D
2
n)]
D 2nD
2
n
+Op(n&1)
=
n[Dn(C n&Cn)&2Cn(D n&Dn)]
D3n
+Op(n&1)
=
n
D3n
:
n
i=1
’i+Op(n&1), (36)
where
’i=Dnx2i (
2(ei)&E2(ei))&2Cn x2i ($(ei)&E(ei))+a1xi(e i).
For the homogeneous errors,
Cn=Ln An , Dn=LnBn , E(ei) $(ei)=E(e1) $(e1),
E$(ei)=E$(e1), and E"(ei)=E"(e1).
Therefore, we have
A n
Ln B 2n
&
An
LnB2n
=
1
B3nLn
:
n
i=1
! i+Op(n&1), (37)
where
!i=Bn[2(ei)&E2(ei)]&2An[$(ei)&E$(ei)]+a2 xi (ei).
Thus we have proved Lemma 2.2. K
Proof of Theorem 2.1. ; B satisfies
:
n
i=1
xi[(Y i*&xi; B)&EB(e1*)]=0
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and it is a consistent estimator of ; , where Y i* and e1* are defined in
Section 2.1. Now we have
:
n
i=1
xi[(ei*+x i (; B&; ))&EB(e1*)]=0.
By the Taylor expansion, we have
:
n
i=1
x2i $(ei*)(; B&; )+ :
n
i=1
x3i "(ei*)(; &;)
22+O(n&12)
=& :
n
i=1
xi[(ei*)&EB(e1*)].
Similar to the proof of Lemma 2.2, we have
nVB=
n2 ni=1 
2(e^i)
[ni=1 x
2
i ][
n
i=1 $(e^i)]
2+Op(n
&1). (38)
This, with Lemma 2.2, proves Theorem 2.1. K
Proof of Theorem 2.2. (i) Following the definition of the ; ( j) , we have
:
i{ j
xi(Yi&xi; ( j))=0.
So
:
n
i=1
xi(Yi&xi ; ( j))=xj (Yj&xj; ( j)),
which can be rewritten as
:
n
i=1
xi(Yi&xi ; +x i (; &; ( j)))=xj(Yj&xj; +x j (; &; ( j))).
By the Taylor expansion, we can show that VJ=Vn, R+Op(n&2).
(ii) For the paired bootstrap, we can show that ; PB is a consistent
estimator of ; from Huber (1980). So ; PB&; =op(1). From
:
n
i=1
xi*(Y i*&x i*; PB)=0,
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we have
:
n
i=1
xi*(Y i*&x i*; &xi*(; PB&; ))=0.
Now, by the Taylor expansion, we get
:
n
i=1
(xi*)2 $(e^i*)(; PB&; )
= :
n
i=1
xi*(e^i*)+ :
n
i=1
(x i*)3 "(d i*)(; PB&; )22,
where d i* is between Y i*&xi*; and Y i*&xi*; PB . Similar to the proof of
Lemma 2.2, we have
EPB _ :
n
i=1
(x i*)2 $(e^ i*)&
2
EPB(; PB&; )2=EPB _ :
n
i=1
x i*(e^i*)&
2
+Op(1).
Easily, we can show that
EPB _ :
n
i=1
xi*(e^i*)&
2
= :
n
i=1
x2i 
2(e^i)
and
EPB _ :
n
i=1
(xi*)2 $(e^ i*)&
2
=_ :
n
i=1
x2i $(e^i)&
2
+Op(n).
Thus we have
EPB(; PB&; )2=Vn, R+Op(n&2).
(iii) Similar to the proof of (ii), we can show that
EEWB _ :
n
i=1
x2i $(e^i ti)&
2
EEWB(; EWB&; )2
=EEWB _ :
n
i=1
xi (i (e^i ti)&EEWB(e^ i t i))&
2
+Op(1).
From the assumption, we can show that
EEWB _ :
n
i=1
xi ((e^i ti)&EEWB (e^ i ti))&
2
= :
n
i=1
x2i 
2(e^i)
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and
EEWB _ :
n
i=1
x2i $(e^i t i)&
2
=_ :
n
i=1
x2i $(e^i)&
2
+Op(n).
This proves Theorem 2.2. K
Proof of Lemma 3.1 and 3.2. The proofs of these two lemmas are
similar to the proofs of their counterparts in Lemmas 2.1 and 2.2. K
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