Sensory studies emerged as a significant influence upon Human Computer Interaction and traditional multimedia. Mulsemedia is an area that extends multimedia addressing issues of multisensorial response through the combination of at least three media, typically a non-traditional media with traditional audio-visual content. In this paper, we explore the concepts of Quality of Experience and crossmodal correspondences through a case study of different types of mulsemedia setups. The content is designed following principles of crossmodal correspondence between different sensory dimensions and delivered through olfactory, auditory and vibrotactile displays. The Quality of Experience is evaluated through both subjective (questionnaire) and objective means (eye gaze and heart rate). Results show that the auditory experience has an influence on the olfactory sensorial responses and lessens the perception of lingering odor. Heat maps of the eye gazes suggest that the crossmodality between olfactory and visual content leads to an increased visual attention on the factors of the employed crossmodal correspondence (e.g., color, brightness, shape).
I. INTRODUCTION
T HE Qualinet White Paper defines Quality of Experience (QoE) as "the degree of delight or annoyance of the user of an application or service" [5] . QoE is not a technical metric, but rather a concept that encapsulates all the elements related to a user's perception of a certain service and can be influenced by factors such as content, network, device, or context of use.
In a range of applications, content has started to go beyond the traditional audio visual dimensions. Over the last decade, researchers in multimedia, HCI or virtual reality have started to increasingly capitalize on touch, taste, and smell when designing tasks and interactions. As emphasized in [40] , multisensory experience design has a promising potential on markets and society, leading to the creation of new products and experiences.
However, despite the recent advances and interest, there is no set of clear guidelines on how to create a multisensory content the users enjoy and benefit from. The reasons are multiple, from highly variable hardware platforms to humancentred problems related to human perception and preferences.
Mulsemedia (multiple sensorial media) can be seen as an extension of multimedia that represents media applications which go beyond engaging the traditional auditory and visual A. Covaci senses [15] . Mulsemedia gets closer to our experiences of everyday life by stimulating senses such as touch [12] , smell [14] or taste [41] , [42] with the aim to increase the user's QoE and to explore novel methods for interaction [6] , [36] .
QoE is one of the important metrics to consider when building a system, and it constitutes an indicator of how well this system meets its targets. User QoE is traditionally assessed either through subjective methods such as questionnaires [34] , [52] , [58] or via objective metrics like electrodermal activity or heart rate [11] . QoE can be affected by different types of internal and external factors that should be handled from a holistic and perceptual point of view [56] . In [56] , the author emphasizes the importance of visual attention when users are watching a video presentation, proposing to consider this attention mechanism in defining and assessing QoE.
User QoE in existent mulsemedia systems has been studied mostly from the perspective of inter-stream synchronization between different types of sensory data [2] , [35] , [39] , [49] , [58] , [59] , with only isolated instances looking at, for example, the impact of olfactory congruence on user QoE [16] . However, in order to enhance the quality of multisensory experiences, one needs more than just spatio-temporal integration; to this end, semantic and crossmodal correspondences play an important role.
In this paper we bridge the gap between studies of crossmodal correspondences and QoE by examining the effects of crossmodal congruence on engagement. We hypothesize that studying the influence of crossmodal correspondences on QoE, in a digital setup, could bring interesting insights related to content production and interaction. In this paper, we explore how users experience different types of multisensory content that is designed considering crossmodal correspondence principles, as described in the literature [45] . More precisely, we choose the dominant visual features of several videos and we add layers of auditory, olfactory and vibrotactile content that are crossmodally correspondent to these features. Based on these videos, we investigate the impact of the auditory and olfactory content on the users' QoE in a mulsemedia setup designed on principles of crossmodal correspondence. The evaluation of QoE in these cases is subjective (questionnaire) and objective -we analyze the gaze pattern to obtain insights on visual attention and the heart rate of participants to understand how the levels of excitement varied across conditions.
Case study. In recent years, Internet video streaming has become a dominant contributor to the global Internet traffic. Since video streaming services are bandwidth-hungry, it is challenging to maintain the QoE when bandwidth resources 1520-9210 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. become scarce [24] . An interesting approach that uses deep neural networks for maximising the user QoE at the client side is presented in [55] . Given the demonstrated influence of mulsemedia on QoE, another way to maximise this metric at the client side could be through multisensory stimulation. However, the production of this type of content is done through annotation tools, in a tedious process. We argue that this annotation process can be automatised through machine-learning methods that based on shapes, colours [27] , [53] or other features of the video decide on multisensory content to stimulate a variety of senses [21] , [22] , [57] . If our hypothesis holds, this content can be created considering crossmodal correspondence principles. This approach could have meaningful applications in: a) increasing user QoE of different types of media by accommodating user's sensorimotor skills; b) providing non-verbal communication channels between interface designers and end users [23] , [28] ; c) building content for sensory substitution that could benefit people with sensory impairments (e.g., blind users [1] , [19] ); d) improving content recall through multisensory congruency in a variety of mulsemedia applications [32] .
The remainder of this paper is organized as follows. Section II discusses related work focusing on different aspects of crossmodal correspondences, Section III describes the user study and the assessment methodology employed. Section IV presents the test results and analysis, whilst Section V concludes the paper and sets directions for future research.
II. BACKGROUND

A. Olfactory-visual crossmodal correspondences research in psychology
Our senses do not operate in a sensory vacuum, and researchers have shown the existence of compatibility effects between stimuli in different sensory modalities. These mappings, called crossmodal correspondences, occur in a manner that is surprisingly consistent (e.g., pitch in audition and brightness in vision).
Crossmodal congruences play an important role in multisensory integration and they might occur because stimulus dimensions are correlated in nature and in the way we experience them, but also because of innate neural connections [31] .
Crossmodal correspondences were documented between various pairs of sensory modalities such as: vision and touch [44] , audition and touch [54] , flavors and sounds [7] , flavors and vision [13] . The focus of this paper are the associations between vision and olfaction and vision and audition, part of them being illustrated in Figure 1 .
Presentation of visual stimuli can influence olfactory information processing and vice versa. Visual information affects the olfactory perception in many aspects such as intensity [26] , pleasantness [43] and quality evaluations [47] . Although different visual stimuli have been analyzed in previous research, color was the predominantly used feature. In [26] , more intense smells were associated with darker colors (Figure 1b ). In [17] , the authors present a study on color-odor linkages that showed consensus between lilial scent -blue color, cinnamon scent -red color, bergamot scent -yellow color, etc., part of these matches being illustrated in Figure 1a . Other studies focused on the shape -color correspondences and found that lemon and pepper odors are significantly associated with the angular shape, whereas the raspberry and vanilla odors were significantly associated with round shapes (see Figure 1c ) [20] . Additionally, the same figure shows that these visual features also match certain audio characteristics predominantly related to pitch, as demonstrated in [31] .
Crossmodal correspondences were also shown to influence people's performance under different experimental paradigms: direct crossmodal matching, faster classification tasks, faster simple detection tasks, Implicit Association Tests, spatial localization tasks, and perceptual discrimination tasks [45] . For instance, when participants were exposed to white or black visual stimuli, their speed of classification was faster when the color was accompanied by congruently pitched auditory stimuli [31] . This illustrates the potential of the correspondence between sound frequency and color brightness in performing cognitive tasks. This potential was investigated in [18] , where the authors showed that high-frequency sounds guide the visual attention toward light-colored objects, while low-frequency sounds guide it toward dark-colored objects.
The practical relevance of this area started to attract the attention of food sectors, marketers and advertisers who became interested in how they can convey information about the fragrance/flavor/taste of their products by making use of the matches between the attributes of stimuli in different sensory dimensions [46] .
B. Olfactory-visual crossmodal correspondences applications outside psychology
Because all our senses interact to influence our experiences, different types of sensory cues can be used to guide or modify sensory expectations, search and augmentation. As shown in the previous section, crossmodal correspondences between different sensory dimensions show an interesting practical potential. However, the work on this outside the field of cognitive sciences is limited, notwithstanding the fact that Understanding cognitive processes across all sensory modalities could play an important role in developing efficient digital multimodal interfaces that consider all the subtleties involved in human perception [50] .
Crossmodal correspondences support comprehension and retention of information through the accommodation of users' sensorimotor skills. Thus, their application in different contexts, such as interaction design, computer graphics, information retention, QoE could bring interesting insights.
In computer graphics, displaying crossmodaly-linked content has been shown to distract viewers from correctly identifying animation quality [4] . Promising applications for crossmodal correspondences in interaction design were presented in [10] . The authors explored the efficiency of olfaction in introducing a new semantic layer in HCI, in a study where they analyzed different mappings between driving-relevant messages and scents. Strong associations were found between the "Slow down" message and the scent of lemon, the "Fill gas" message and the scent of peppermint and between "Passing by a point of interest" message and the scent of rose. This confirmed the hypothesis of the authors that using crossmodally congruent olfactory information can transfer specific visual information to the user. In [48] , the authors investigated the effects of employing crossmodal correspondences between haptic and audio output on augmenting focus. They used these principles in the design of "atmoSphere", a sphere that provides haptic feedback designed to augmented focus during mindfulness training by guiding the users into a particular rhythm of breathing. Participants to this study indicated that they had an entertaining experience, however this is dependent on the type of sound and haptic feedback (foot steps and rain drops seemed to work best).
C. Predictions and overview
Mulsemedia contributes directly and indirectly to the user perceived QoE [2] , [58] by enriching the levels of enjoyment of applications or by masking a decreased quality of the audiovisual stream or the synchronization skews. However, although adding sensory modalities has shown general positive results on improving the user experience, crossmodal correspondences have rarely been considered in the design of content for mulsemedia systems.
In a practical scenario that involves mulsemedia services (e.g., watching a movie while experiencing a certain scent), QoE can also be formulated as the acceptable combination of different sensory inputs. As such, in [56] , the authors proposed the integration of visual attention models in QoE assessment. In [11] , QoE was evaluated through a combination of subjective (questionnaire) and objective methods (heart rate and electrodermal activity) as an indicator of the physiological arousal. The same objective metrics were used also in [25] in the assessment of immersive experiences in augmented reality applications.
User experience in mulsemedia represents a promising setup to investigate crossmodal correspondences outside of traditional multimedia systems. In this paper, we propose a mulsemedia setup, where visual content is delivered with different types of auditory, olfactory and vibrotactile content (crossmodally correspondent or not). Our aim is to investigate whether crossmodally matched content leads to an increased QoE. We evaluate this by compiling a set of subjective (questionnaire) and objective methods (heart rate and gaze patterns -visual attention) for the assessment of the user experience.
III. USER STUDY
The experiments we designed focus on a mulsemedia setup with visual, auditory, olfactory and vibrotactile content. We consider the visual stimulus serving as an attended sensory input. The visual content consists of six videos characterized by certain dominant visual features: color (blue, yellow), brightness (low, high), and shape (round, angular). The olfactory and auditory content is chosen so that they respect or not principles of crossmodal correspondence. The frequency of the auditory content serves also as input to a haptic vest with vibration motors, that creates vibrotactile effects. The choice of this vibrotactile display was made because of the reported users' increased emotional response to haptic-enhanced media [51] .
A. Participants
We recruited 24 participants (12 females, 12 males) for a mixed study where olfactory, auditory and vibrotactile information were manipulated between subjects (across replications), while the visual content was varied within subjects. They were aged between 18 and 41 years old and hailed from diverse nationalities and educational backgrounds (undergraduate and postgraduate students as well as academic staff). All participants spoke English and self-reported as being computer literate. They were randomly assigned to one of four different groups (Table I) taking into account age and biological differences between genders.
B. Experimental apparatus
The experiments took place in a laboratory environment with good ventilation, thus avoiding the problem of smell mixing. The setup we used for all the experiments is presented in Figure 2 .
The olfactory content was provided by Exhalia SBi4, an olfactory device considered by previous research more reliable and more robust than other existing devices [37] . The olfactory display was placed at 0.5m in front of the participant, allowing her/him to detect the smell in 2.7-3.2s [36] . SBi4 can store up to four interchangeable scent cartridges at a time. Scent is emitted while air is blown by the built-in-fans through cartridges that contain scented polymer. To prevent the mixing of scents, in our experiments we used a single cartridge. The olfactory content is synchronized with the visual content by a program that uses Exhalia's Java-based SDK.
An Eye Tribe eye tracker controlled by a custom written Java code was employed to record eye-gaze patterns on a Windows 10 Laptop with 8GB RAM powered by an IntelCore i5 processor. The viewing screen was placed between 45-75 cm from the eyes of the participants, as this was the recommended distance for Eye Tribe calibration 1 . We chose to use the EyeTribe eye tracker because of previous reports that showed its accuracy in studies on gaze points and fixations [8] . The videos were displayed on the computer monitor with a resolution of 1366x768 pixels, with a viewing area of 1000x700 pixels in the center of the screen. Participants sat in a chair without armrests facing the screen. All participants wore i-shine 2 headphones, a vibrotactile KOR-FX 3 gaming vest, and a Mio Link heart rate wristband 4 . To facilitate the vibrotactile experience, we chose the KOR-FX gaming vest that utilizes 4DFX based auditory-haptic signals to enable haptic feedback to the upper chest and shoulder regions. The vest is wirelessly connected to a control box meant to accept the standard sound output of the sound card of a computer. This type of devices deliver additional information about environmental factors while immersing users in the experience [33] .
C. Mulsemedia content
As illustrated in Figure 3 , the six videos used in our experiments were selected based on their dominant visual features such as color, brightness and angularity of objects. The videos were shot using a static camera, thus similar to a timelapse, the difference between frames was not significant. Hence, the areas of the snapshots presented in the Figure 3 and the scenes depicted remained the same over the duration of the videos. Four variants (described in Table I ) were created from different types of olfactory, auditory and vibrotactile content that accompanied the videos.
The videos used in our experiment were 120 seconds long. The auditory content was adjusted for G2 to a frequency of 328Hz (high pitch condition) and 41Hz (low pitch condition). When present, the vibrotactile content was provided for the whole length of the video and was derived automatically from the audio content. The olfactory content consisted of seven scents: rosemary, bergamot, lilial, clear lavender (low intensity), lavender (high intensity), lemon and raspberry. These scents were delivered over a 60s interval, in the middle of the video (from second 30 to second 90). For this, a software framework has been developed to control the presentation of olfactory data and video. This allowed us to diminish the presence of any lingering scents. Additionally, in between the videos, while participants were filling in the questionnaire, the windows were opened, allowing new tests to take place in neutral conditions.
D. Procedure
Pre-experiment study -audio pitch. Before the experiments, we carried out a small pilot study with two participants, to get feedback on their thoughts and experiences while trying our system. This was aimed to inform us about any disturbing or distracting factors. Since they reported that the high pitch audio was distracting, we lowered its volume to increase their comfort during the experiment.
Conditions. Participants were randomly divided in four groups of six each (described in Table I ) and watched the six videos in a random order. For G2 and G4, we used rosemary scent because of its demonstrated benefits on increasing alertness in tasks [9] . For G1 and G3, scents were selected based on olfactory-visual crossmodal principles.
Collected data.
Participants completed a subjective questionnaire consisting of eight questions at the end of each video (Table II) . Each question was answered on a 5-item Likert scale, anchored at one end with "Strongly Disagree" and with "Strongly Agree" at the other.
Additionally, we recorded gaze data and heart rate for an objective evaluation of QoE. In this section we present the results from our experiments in order to establish the influence of different types of auditory and olfactory content on the reported user QoE.
More precisely, we are interested to answer whether: 1) Does auditory content increase the QoE in setups where visual and olfactory content are crossmodally correspondent? 2) Does crossmodally congruent auditory content improve the QoE in the presence of rosemary odor? 3) Does crossmodally correspondent olfactory content increase QoE? 4) What is the influence of different types of content on user's gaze behavior? 5) What is the influence of different type of content on the heart rate as an indicator of QoE? These shall now be looked at in turn.
A. Does auditory content increase the QoE in setups where visual and olfactory content are crossmodally correspondent?
To determine whether the presence of audio is important in the evaluation of the QoE of crossmodally matched olfactory and visual content, an independent samples t-test was performed on answers reported by Group 1 and Group 3. The p-Value was computed using SPSS for Windows (statistical presenting system software version 25.0) and p < 0.05 was considered to be statistically significant. Results indicate that there is a statistically significant difference in favour of the presence of the audio for Q1: t(70) = 3.463, p = 0.001; and Q5: t(70) = 2.875, p = 0.005. Significant values were obtained also for Q6: t(70) = -3.081, p = 0.003 and Q8: t(70) = -2.117, p =0.038. Mean values for the responses are showed in Figure 4 .
This indicates that the presence of audio increased the perceived relevance of the olfactory content (Q1). However, when audio was enabled, the olfactory content was more annoying (Q5), but faded away faster between videos (Q6). This indicates that in the presence of the audio, the users were attending to vision, rather than to olfaction, thus they were less sensitive to the lingering of the scent. However, when it comes to the general evaluation of the multisensory experience, results showed that users enjoyed more the videos when the audio was disabled. This seems to indicate that the interplay between olfactory and auditory content does not have a positive impact on the enjoyment of the experience. Moreover, it shows the importance of using scent effects in multimedia and that the usage of audio in conjunction with (crossmodally matched) scents is detrimental to QoE -as opposed to the usually encountered situation whereby audio has primacy over video when only audio-visual content is employed. It is important to note that crossmodal correspondences have been studied almost exclusively in a laboratory setting with simple cues. However, our results are in line with observations in [32] stating that more complex conditions require a more careful design of crossmodal support.
In [3] , the authors showed that for semantically congruent olfactory and visual content, the presence of audio content has a positive role on the users' perceived QoE (relevance, enjoyment, sense of reality). The results we obtained in this section show that for crossmodally congruent visual and olfactory content, the audio component does not contribute to the enhancement of enjoyment, but increases the sense of relevance of the odor. Although audio seems to make crossmodally correspondent odor more relevant, it also affects its hedonic dimension, users perceiving it more annoying. Our results show that when dealing with crossmodally congruent contents less is more and audio should be disabled to trigger an increase in enjoyment.
B. Does crossmodally congruent auditory content improve the QoE in the presence of rosemary odor?
In order to establish the effect of the crossmodally congruent auditory content on the reported QoE, we performed an independent samples t-test on the outcomes of Group 2 and Group 4. P values < 0.05 were considered significant. Results were statistically significant for Q1: t(70) = 4.533, p < 0.001; Q3: t(69) = 3.605, p = 0.001; Q5: t(69) = 4.412, p < 0.001; Q6: t(70) = -3.146, p = 0.001; and Q8: t(68) = -4.792, p < 0.001. Mean values are presented in Figure 5 .
These results show that the presence of the audio content determined users to consider the displayed olfactory content as more relevant to the visual content (Q1). This seems to be consistent with the results reported in the previous subsection for the same question, where participants found the rosemary smell more distracting in the presence of audio than when the audio was disabled (Q3). However, the rosemary scent was perceived as less annoying in the presence of crossmodal correspondent auditory content (Q5). The fading time for rosemary smell was perceived shorter in the presence of audio content (Q6). This is consistent with the previous results. Participants evaluated better the overall QoE in the absence of audio content (Q8).
These results illustrate that crossmodally correspondent auditory content does not seem to have a positive effect on improving the overall mulsemedia experience. This shows that using the crossmodal congruency approach does not have the same positive results on the user QoE as traditional audiovideo setups, where audio and video are chosen based on other types of congruences (e.g., temporal, contextual). One possible explanation might lie in the observation that, in the pre-experiment study, users reported that the high audio pitch is distracting. Although we subsequently lowered the volume in the study proper, this might have still disturbed the users. Nonetheless, it is fair to say that a mixed picture emerges, for crossmodally correspondent auditory content, whilst heightening users' annoyance and distraction associated with the emitted scent, seems to also increase its perceived sense of relevance.
C. Does crossmodally correspondent olfactory content increase QoE?
To determine whether the type of olfactory content (crossmodally correspondent with visual content or rosemary) has an influence on the reported user QoE, we performed an independent samples t-test on the answers of Group 3 and Group 4. The level of significance was set at p < 0.05. Results did not show significant statistical differences between the two groups for none of the questions (mean values for the responses in Figure 6 ). Studies on the QoE of setups where olfactory content was present are usually considering semantically congruent odors and synchronization aspects [2] , [38] . Here we show that the nature of olfactory content (rosemary vs. crossmodally correspondent with visual features) does not seem to significantly affect the reported QoE when it comes to enjoyment and relevance. This finding echoes that of [16] , which obtained a similar profile of results for when semantically incongruent vs. semantically congruent odors were used. Further investigation needs to assess whether other aspects of the experience are affected by the exposure to content designed based on crossmodal correspondence principles.
D. What is the influence of different types of content on user's gaze behavior?
Our goal was to understand how different types of mulsemedia content will impact on the attention of its recipients. Particularly, we wanted to investigate how crossmodal correspondences influence visual attention. Will the crossmodally matched additional content (olfactory, auditory, vibrotactile) guide the gaze of the user towards a certain type of visual feature? Will the users explore more or will they focus on certain areas of the screen in different experimental conditions?
To have a basis for the comparison, we used the eye gaze data recorded by the Eye Tribe and we plotted the heat maps for the visualization of the videos. We compared these results with the ones provided by EyeQuant 5 , a design assistant tool that uses a combination of leading neuroscience research and powerful AI to predict in real time how users will engage and react to any design. Attention maps using the EyeQuant tools are presented in Figure 7 , where warm areas are predicted to be more visible.
For Group 1, the visual attention behavior for all the six videos is displayed in Figure 8 . We can observe that when we deliver congruent olfactory and visual content, the gaze patterns differ from the ones estimated by EyeQuant. When they experienced lilial or bergamot odor, participants explored more the blue (Figure 8a ) or yellow areas (Figure 8b) . For V3, the eye gazes seem focused on the darker part of the video, where there is an agglomeration of branches (Figure 8c) . A different gaze pattern is presented also for V4, where surprisingly, the focus is not on the brightest area of the video. Unlike the other videos, V5 is dynamic, so the camera perspective changes very often. Thus, it is hard to draw a conclusion about the effects of the lemon odor on the gaze of the users. While watching V6, participants focused on the incoming balls close to the center of the screen.
For Group 2 (where the users experienced auditory content crossmodaly congruent with the visual content while rosemary scent was emitted), visual attention seems to follow a different pattern indicating that pitch shifts the visual attention in a different way than odor. In V1 (Figure 9a ), users are more focused on the beach and not on the blue waves or sky. In V2, they explore less the landscape, while in V3, their focus seems wider and more central than in case of Group 1. Another interesting difference is that they explore more the video with angular buildings. Overall, Group 2 shows similar results to the ones predicted by EyeQuest and this seems to indicate that this experimental condition does not bring significant changes when compared to a pure condition, where users are exposed only to visual content. Similar observations can be made also when for Group 3 (Figure 10) , where the gaze patterns resemble the ones in Group 2 with the exception of Figure 10e , where participants explored less. Group 4 ( Figure 11 ) was exposed to an experimental assortment where the olfactory content was rosemary and the auditory and vibrotactile contents were disabled. This time, the center of focus seems shifted for V1 (towards the sea), while for the other videos, the exploration region is broader.
Prior studies have indicated a shift in visual attention as an effect of the crossmodal correspondence between the visual and the auditory feedback [18] . Our observations showed that similar changes in the visual attention can be obtained 5 http://www.eyequant.com/ also when using scent. Lilial odor automatically guides participants' attention toward blue-colored objects, and bergamot odor automatically guides participants' attention toward yellow-colored objects (Group 1 and Group 3). The influence of olfactory content matched with brightness or angularity visual features on the gaze patterns was not obvious. In our study, we did not observe a significant effect of the pitch on the gaze patterns: the behavior of Group 2 is similar to the behavior of Group 4.
Although we can not draw strong conclusions based on the gaze patterns of the participants, we observe that when the olfactory content is crossmodally congruent with the visual content (Group 1 and Group 3), the visual attention of the users seems shifted towards the correspondent visual feature (e.g., exploration and focus on the blue sky for V1; wider exploration area for the round shapes (more balls) for V6). Overall, it seems that visual attention tasks could benefit from the presence of additional content that matches the dimensions meant to be attended.
E. What is the influence of different type of content on the heart rate as an indicator of QoE?
An ANOVA with 95% confidence level was conducted to compare mean values for heart rate in all the groups with statistically significant results between all groups (p < 0.000). This revealed that the heart rate values differed significantly across conditions. Figure 12 presents the assessors average heart rate during the experience of the different experimental setups.
Differences in heart rates between the 4 groups of our study could be attributed to different moods experienced by the users when exposed to different sensory content. The highest average heart rate was registered for Group 1, where olfactory content was crossmodally correspondent, whereas the lowest occurs for Group 2 where auditory content was crossmodally congruent. This shows that the latter crossmodal correspondence induced a more relaxed mood in participants; in contrast, the former type of crossmodal congruence seems to lead to inreased levels of participant stress, as evidenced through their heart rates.
V. CONCLUSION
One aim of this article is to suggest that crossmodal correspondences are undervalued in the design of mulsemedia content. Mulsemedia is by definition an area rich in sensorial experiences. Whilst some insights into designing mulsemedia content have been progressed (most based on semnatically This paper proposes an alternative exploration to traditional studies on QoE by considering heart rate and gaze behavior in the evaluation. The findings of our study suggest that when crossmodal principles are considered in the design of mulsemedia systems, the content is perceived differently from when we use semantic congruence or other principles (e.g. rosemary odor is usually chosen in similar setups because it increases alertness in tasks). Crossmodally congruent olfactory content leads to a increased focus on the visual corresponding features, especially for the color and to an increased heart rate. However, when it comes to the reported QoE, it does not seem to create a significant impact. The effectiveness of crossmodally congruent audio content has yet to be further explored since our results show mixed aspects when it comes to relevance and annoyance.
One of the limitations of the study is the relatively small number of participants that makes it unclear how these findings would generalise in other setups. Second, using specific videos makes it difficult to predict how users will experience other crossmodally correspondent setups. Nonetheless, our findings raise important questions that require further investigation related to how to inform better the design by engaging crossmodal interaction.
As future work, we would like to investigate the effect of crossmodally correspondent odors when performing tasks based on promising results from [30] where olfactory notifications were shown to improve users' confidence and performance. We believe that by using crossmodally correspondent scent, this learning process (that implied training participants to recognize odours) could be made more effective. Moreover, by combining EEG and eye movements we can achieve a better understanding of the way observers are engaging with the media and hence, an estimate of the effectiveness of a crossmodal solution and of the users' perceived quality. This will be the subject of further work together with a comprehensive study on the impact of human factors on the perceived quality in crossmodally correspondent setups. Finally, we are interested in exploring how the employment of crossmodal principles could benefit the engagement of people with a variety of sensory capabilities.
