Deep learning models (aka Deep Neural Networks) have revolutionized many fields including computer vision, natural language processing, speech recognition, and is being increasingly used in clinical healthcare applications. However, few works exist which have benchmarked the performance of the deep learning models with respect to the state-of-the-art machine learning models and prognostic scoring systems on publicly available healthcare datasets. In this paper, we present the benchmarking results for several clinical prediction tasks such as mortality prediction, length of stay prediction, and ICD-9 code group prediction using Deep Learning models, ensemble of machine learning models (Super Learner algorithm), SAPS II and SOFA scores. We used the Medical Information Mart for Intensive Care III (MIMIC-III) (v1.4) publicly available dataset, which includes all patients admitted to an ICU at the Beth Israel Deaconess Medical Center from 2001 to 2012, for the benchmarking tasks. Our results show that deep learning models consistently outperform all the other approaches especially when the 'raw' clinical time series data is used as input features to the models.
Introduction
Quantifying patient health and predicting future outcomes is an important problem in critical care research. Patient mortality and length of hospital stay are the most important clinical outcomes for an ICU admission, and accurately predicting them can help with the assessment of severity of illness; and determining the value of novel treatments, interventions and health care policies. With the goal of accurately predicting these clinical outcomes, researchers have developed novel machine learning models [1, 2] and scoring systems [3] while measuring the improvement using performance measures such as sensitivity, specificity and Area under the ROC (AUROC). The availability of large healthcare databases such as Medical Information Mart for Intensive Care (MIMIC-II and III) databases [4, 5] has accelerated the research in this important area as evidenced by a lot of recent publications [6, 7, 8, 2, 9, 10, 11, 1, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22] .
Severity scores such as SAPS-II [3] , SOFA [23] , and APACHE [24] have been developed with the objective of predicting hospital mortality from baseline patient characteristics, defined as the measurements obtained within the first 24 hours after ICU admission. Most of these scoring systems choose a small number of hand-picked explanatory predictors and use simple models such as logistic regression to predict mortality, while making linear and additive relationship assumptions between the outcome variable (mortality) and the predictors. Earlier studies [25, 26] have shown that such assumptions are unrealistic and that nonparametric methods might perform better than standard logistic regression models in predicting ICU mortality.
With the recent advances and success of machine learning and deep learning, many researchers have adopted these models for clinical prediction tasks for ICU admissions. Early works [27, 28, 29] showed that machine learning models obtain good results on mortality prediction and forecasting length of stay in ICU. Recently, Pirracchio [30] showed that a Super Learner algorithm [31] -an ensemble of machine learning models, offers improved performance for predicting hospital mortality in ICU patients and compared its performance to several severity scores on the MIMIC-II dataset. Johnson et al. [6] compared several published works against gradient boosting and logistic regression models using a simple set of features extracted from MIMIC-III dataset [5] for ICU mortality prediction. Harutyunyan et al. [2] empirically validated four clinical prediction benchmarking tasks on the MIMIC-III dataset using deep models. Even though some of these recent efforts have attempted to benchmark the machine learning models on MIMIC datasets, they do not provide a consistent and exhaustive set of benchmark comparison results of deep learning models for a variety of prediction tasks on the large healthcare datasets. Thus, in this paper, we report an exhaustive set of benchmarking results of applying deep learning models for MIMIC-III dataset and compare it with state-of-the art machine learning approaches and scoring systems. Table 1 shows the comparison of benchmarking works. We summarize the main contributions of this work below:
• We present detailed benchmarking results of deep learning models on MIMIC-III dataset for three clinical prediction tasks including mortality prediction, forecasting length of stay, and ICD-9 code group prediction. Our experiments show that deep learning models consistently perform better than the several existing machine learning models and severity scoring systems.
• We present benchmarking results on different feature sets including 'processed' and 'raw' clinical time series. We show that deep learning models obtain better results on 'raw' features which indicates that rule-based preprocessing of clinical features is not necessary for deep learning models.
The remainder of this paper is arranged as follows: in Section 2, we provide an overview of the related work; in Section 3, we describe MIMIC-III dataset and the pre-processing steps we employed to obtain the benchmark datasets; the benchmarking experiments is discussed in Section 4; and we conclude with summary in Section 5. 
Related Work
We first provide a brief review of machine learning and deep learning models for healthcare applications, and then discuss the existing works on benchmarking healthcare datasets.
Early works [32, 33] have shown that machine learning models obtain good results on mortality prediction and medical risk evaluation. Physionet challenge 1 -a friendly competition platform -has resulted in development of machine learning models for addressing some of the open healthcare problems. With the recent advances in deep learning techniques, there is a growing interest in applying these techniques to healthcare applications due to the increasing availability of large-scale health care data [34, 7, 35, 36] . For example, Che et al. [7] developed a scalable deep learning framework which models the prior-knowledge from medical ontologies to learn clinically relevant features for disease diagnosis. A recent study [37] showed that a neural network model can improve the prediction of several psychological conditions such as anxiety, behavioral disorders, depression, and post-traumatic stress disorder. Other recent works [38, 39, 40] have leveraged the power of deep learning approaches to model diseases and clinical time series data. These previous work have demonstrated the strong performance by deep learning models in health care applications, which significantly alleviates the tedious work on feature engineering and extraction.
The availability of deidentified public datasets such as Medical Information Mart for Intensive Care (MIMIC-II [4] and MIMIC-III [5] ) has enabled researchers to benchmark machine learning models for studying ICU clinical outcomes such as mortality and length of hospital stay. Pirracchio [30] used MIMIC II clinical data [4] to predict mortality in the ICU and showed that the Super Learner algorithm -an ensemble of machine learning models, performs better than SAPS II, APACHE II and SOFA scores. Their work showed that machine learning models outperform the prognostic scores, but they did not compare their results with the recent deep learning models. Harutyunyan et al. [2] proposed a deep learning model called multi-task Recurrent Neural Networks to empirically validate four clinical prediction benchmarking tasks on the MIMIC-III database. While, their work showed promising benchmark results of deep learning models, they compared their proposed model only with a standard Logistic Regression model and a Long Short Term Memory Network [41] , and omitted comparison with scoring systems (SAPS-II) or other machine learning models (such as Super Learner). Johnson et al. [6] studied the challenge of reproducing the published results on the public MIMIC-III dataset using a case-study on mortality prediction task. They reviewed 28 publications and then compared the performance reported in these studies against gradient boosting and logistic regression models using a simple set of features extracted from MIMIC-III dataset. They demonstrated that the large heterogeneity in studies highlighted the need for improvements in the way that prediction tasks are reported to enable fairer comparison between models. Our work advances the efforts of these previous benchmark works by providing a consistent and exhaustive set of benchmarking results of deep learning models on several prediction tasks.
MIMIC-III Dataset
In this section, we describe the MIMIC-III dataset and discuss the steps we employed to preprocess and extract the features for our benchmarking experiments. MIMIC-III contains data associated with 53 423 distinct hospital admissions for adult patients (aged 15 years or above) and 7870 neonates admitted to an ICU at the BIDMC. The data covers 38 597 distinct adult patients with 49 785 hospital admissions. To obtain consistent benchmarking datasets, in this paper we only include the first ICU admission of the patients. Table 2 shows the statistics of our dataset, and Table 3 shows the baseline characteristics and outcome measures of our dataset. We observe that the median age of adult patients is 65.86 years (Quartile Q1 to Q3: 52.72 to 77.97) with 56.76 % patients are male, in-hospital mortality around 10.49 % and the median length of an hospital stay is 7.08 days (Q1 to Q3: 4.32 to 12.03). 
Dataset Description

Dataset Preprocessing
In this section, we describe in detail the cohort selection, data extraction, data cleaning and feature extraction methods we employed to preprocess our MIMIC-III dataset.
Cohort Selection
The first step of dataset preprocessing includes cohort selection. We used two sets of inclusion criterion to select the patients to prepare the benchmark datasets. First, we identified all the adult patients by using the age recorded at the time of ICU admission. Following previous studies [6] , in our work, all the patients whose age was >15 years at the time of ICU admission is considered as an adult 2 . Second, for each patient, we only use their first admission in our benchmark datasets and for subsequent analysis, and dropped all their later admissions. This was done to prevent possible information leakage in the analysis, and to ensure similar experimental settings compared to the related works [6] .
Data Extraction
There are 26 tables in the MIMIC-III (v1.4) relational database. Charted events such as laboratory tests, doctor notes and fluids into/out of patients are stored in a series of 'events' tables. For the purpose of preparing benchmark datasets to predict clinical tasks, we extracted data for the selected cohort from the following tables: inputevents (inputevents cv /inputevents mv) (intake for patients monitored using Philips CareVue system/iMDSoft MetaVision system), outputevents (output information for patients while in the ICU), chartevents (all charted observations for patients), labevents (laboratory measurements for patients both within the hospital and in outpatient clinics), and prescriptions (medications ordered, and not necessarily administered, for a given patient). We selected these tables as they provide the most relevant clinical features for the prediction tasks considered in this work. We obtained the following two benchmark datasets:
• MIMIC-III: This includes the data extracted from all the above tables for all the selected cohorts in the entire MIMIC-III database.
• MIMIC-III (CareVue): This includes the data extracted from all the above tables for the selected cohorts who are included in the inputevents cv table (inputevents data recorded using Philips CareVue system) in the MIMIC-III database. MIMIC-III (CareVue) is a subset of MIMIC-III dataset and it roughly corresponds to the MIMIC-II [4] dataset.
Data Cleaning
The data extracted from MIMIC-III database has lots of erroneous entries due to noise, missing values, outliers, duplicate or incorrect records, clerical mistakes etc. We identified and handled the following three issues with the extracted data. First, we observed that there is inconsistency in the recording (units) of certain variables. For example, some of the prescriptions are recorded in 'dose' and in 'mg' units; while some variables in chartevents and labevents tables are recorded in both numeric and string data type. Second, some variables have multiple values recorded at the same time. Third, for some variables the observation was recorded as a range rather than a single measurement. We addressed these issues by these procedures:
• To handle inconsistent units: We first obtain the percentage of each unit appearing in the database for a variable. If there is only one unit, we do nothing. For variables with multiple and inconsistent units, if a major unit accounts for ≥90 % of the total number of records then we just keep all the records with the major unit and drop the other ones. For the rest of the variables/features which do not have a major unit, we convert all the units to a single unit based on accepted rules in literature 3 (For example: convert 'mg' to 'grams', 'dose' to 'ml' or 'mg' based on the variable). We drop the features for which we cannot find correct rules for conversion.
• To handle multiple recordings at the same time: Depending on the variable, we either take the average or the summation of the multiple recordings present at the same time.
• To handle range of feature values: We take the median of the range to represent the value of the feature at a certain time point.
Feature Selection and Extraction
We process the extracted benchmark datasets to obtain the features which will be used for the prediction tasks. To enable an exhaustive benchmarking comparison study, we select three sets of features as described below. • Feature Set A: This feature set consists of the 17 features used in the calculation of the SAPS-II score [3] . For these features, we drop outliers in the data according to medical knowledge and merge relevant features. For example, for the Glasgow Coma Scale score denoted as GCS score, we sum the GCSVerbal, GCSMotor and GCSEyes values; for the urine output, we sum the features representing urine; and for body temperature, we convert Fahrenheit to Celsius scale. Note that the SAPS II score features are hand-chosen and processed, and thus, we refer to them as 'Processed' features instead of 'raw' features. • Feature Set B: This feature set consists of the 20 features related to the 17 features used in SAPS-II score. Instead of preprocessing the 17 features as done to obtain Feature set A, here we consider all the raw values of the 17 SAPS-II score features. In particular, we do not remove outliers and we only drop values below 0. For the GCS score, we treat GCSVerbal, GCSMotor and GCSEyes as separate features. We also consider PaO2 and FiO2 as individual features instead of calculating the PF-ratio (PaO2/FiO2 ratio). This feature set was built to study how the prediction models perform on the 'raw' clinical features.
• Feature Set C: This feature set consists of 135 raw features selected from the 5 tables mentioned in section 3.2.2 and includes the 20 features of Feature set B. These 135 features were chosen based on their low missing rate, from more than 20 000 features available in the 5 tables mentioned in section 3.2.2. Similar to feature set B, we did not preprocess this dataset (i.e. did not apply hand-crafted processing rules) and used the raw values of the features. It is worth noting that a few features appear multiple times as they were present in multiple tables. For example, Glucose appears in both Chart and Lab events, and was included in the feature set. This feature set was selected to study if the prediction models can automatically learn feature representations from a large number of raw clinical time series data and at the same time obtain better results on the prediction tasks. Table A .22 in the Appendix lists all the features of this feature set C.
We extract the above three feature sets from MIMIC-III and MIMIC-III (CareVue) datasets. After the feature selection, we obtained the non-time series and time series features which will be used in the experiments. We extracted the features from first 24 hours and first 48 hours after admission to ICU. Each time series feature is sampled every 1 hour. To fill-in missing values, we performed forward and backward imputation. For some patients, certain features might be completely missing. We performed mean imputation for these cases during the training and validation stage of the experiments. We obtain summary statistics of time-series features for models which are not capable of handling temporal data.
Benchmarking Experiments
In this section, we describe in detail the benchmark prediction tasks, the prediction algorithms and their implementation, and report the experimental results.
Benchmark Prediction Tasks
Here, we describe the benchmark prediction tasks which represent some of the important problems in critical care research. They have been well-studied in the medical community [24, 42, 26] , and these tasks have been commonly used to benchmark machine learning algorithms [30, 2] .
Mortality Prediction
Mortality prediction is one of the primary outcomes of interest of an hospital admission. We formulate mortality as a binary classification task, where the label indicates the death event for a patient. We define the following mortality prediction benchmark tasks:
• In-hospital mortality prediction: Predict whether the patient dies during the hospital stay after admitted to an ICU.
• Short-term mortality prediction: Predict whether the death happens within a short duration of time after the patient is admitted to the ICU. For this task, we define the 2-day and 3-day mortality prediction tasks where the patient dies within 2-days and 3-days respectively after admitted to ICU. For first 24-hour data, we can predict 2-day and 3-day mortality, while for the first 48-hour data we only predict 3-day mortality.
• Long-term mortality prediction: This task involves predicting if the patient dies after a long time since being discharged from the hospital. For this task, we consider the 30-day and 1-year mortality prediction tasks where the patient dies within 30-days or 1 year after being discharged from the hospital. Note that we still use only the first 24-hour data and first 48-hour data to predict 30-days and 1-year mortality. Table 5 shows the mortality label statistics of the entire MIMIC-III dataset. The details about how the mortality labels are obtained from MIMIC-III database is explained in the Appendix. 
ICD-9 Code Group Prediction
In this benchmarking task, we predict the ICD-9 diagnosis code group (e.g. respiratory system diagnosis) for each admission. ICD (stands for International Statistical Classification of Diseases and Related Health Problems) codes are used to classify diseases and a wide variety of symptoms, signs, causes of injury or disease, etc. Nearly every health condition can be assigned an unique ICD-9 code group where each group usually include a set of similar diseases. In our work, we group all the ICD-9 codes for an ICU admission into 20 diagnosis groups 4 and treat this task as a multi-task prediction problem. Table 6 shows the ICD-9 code group label statistics of the MIMIC-III dataset. Table 6 : ICD-9 code group label statistics. For each ICD-9 code group, the entry denotes the ratio of number of patients who have been assigned that ICD-9 code to the total number of patients in the dataset.
ICD-9 Code
Group 
Length of Stay Prediction
In this benchmarking task, we predict the length of stay for each admission. We define the length of stay of an admission as total duration of hospital stay, i.e. the length of time interval between hospital admission and discharge from the hospital. We treat length of stay prediction task as a regression problem. Figure 1 shows the distribution of length of stay of the MIMIC-III benchmark datasets. 
Prediction Algorithms
In this section, we describe all the prediction algorithms and the scoring systems that we have used for benchmarking tasks on MIMIC-III datasets. [3] stands for Simplified Acute Physiology Score and it is a ICU scoring system designed to measure the severity of the disease for patients admitted to an ICU. A point score is calculated for each of the 12 physiological features mentioned in Table 4 and a final SAPS-II score S is obtained as the sum of all point scores. Note that SAPS-II score is calculated using the data collected within the first 24 hours of an ICU admission. After SAPS-II score is obtained, the individual mortality prediction can be calculated as [30] :
Scoring Methods SAPS-II. SAPS-II
SOFA. SOFA [23] is the Sepsis-related Organ Failure Assessment score (also referred to as the Sequential Organ Failure Assessment score) and it is used to describe organ dysfunction/failure of a patient in the ICU. The mortality prediction based on SOFA can be obtained by regressing the mortality on the SOFA score using a main-term logistic regression model.
New SAPS-II.
A new SAPS-II scoring method was defined by Pirracchio [30] . It is a modified version of SAPS-II and is obtained by fitting a main-term logistic regression model using the same explanatory variables as those used in the original SAPS-II score calculation.
Super Learner Models
Super Learner [43, 31] is a supervised learning algorithm that is designed to find the optimal combination from a set of prediction algorithms. It represents an asymptotically optimal learning system and is built on the theory of cross-validation. This algorithm requires a collection of user-defined machine learning algorithms such as logistic regression, regression trees, additive models, (shallow) neural networks, and random forest. The algorithm then estimates the risk associated to each algorithm in the provided collection using cross-validation. One round of cross-validation involves partitioning a sample of data into complementary subsets, performing the analysis on one subset (called the training set), and validating the analysis on the other subset (called the validation set or testing set). To reduce variability, multiple rounds of cross-validation are performed using different partitions, and the validation results are averaged over the rounds. From this estimation of the risk associated with each candidate algorithm, the Super Learner builds an aggregate algorithm obtained as the optimal weighted combination of the candidate algorithms. Table 7 shows the algorithms used in the Super Learner algorithm [30] and their implementation available in the R and Python languages. In the experiments section, we will compare and discuss the results of Super Learner using these programming languages. Following Pirracchio [30] , we consider two variants of Super Learner algorithm, namely, Super Learner I: Super Learner with categorized variables, and Super Learner II: Super Learner with non-transformed variables. Note that Super Learner-I is applicable only for Feature set A, while Super Learner-II algorithm can be used with all the Feature sets A, B and C.
Deep Learning Models
Deep Learning Models (also called Deep Neural Networks or Deep models) [44] have become a successful approach for automated extraction of complex data representations for end-to-end training. Deep models consist of a layered, hierarchical architectures of neurons for learning and representing data. The hierarchical learning architecture is motivated by artificial intelligence emulating the deep, layered learning process of the primary sensorial areas of the neocortex in the human brain, which automatically extracts features and abstractions from the underlying data [45, 46] . In a deep learning model, each neuron receives one or more inputs and sums them to produce an output (or activation). Each neuron in the hidden layers is assigned a weight that is considered for the outcome classification, but this weight is itself learned from its previous layers. The hidden layers thus can use multidimensional input data and introduce progressively non-linear weight combinations to the learning algorithm.
The main advantage of the deep learning approach is its ability to automatically learn good feature representations from raw data, and thus significantly reduce the effort of handcrafted feature engineering. In addition, deep models learn distributed representations of data, which enables generalization to new combinations of the values of learned features beyond those seen during the training process. Deep Learning models have yielded outstanding results in several applications, including speech recognition [47, 48] , computer vision [49, 50, 51] , and natural language processing [52, 53, 54, 55] . Recent research has shown that deep learning methods achieve state-of-the-art performance in analyzing healthrelated data, such as ICU mortality prediction [6] , phenotype discovery [7] and disease prediction [36] . These works have demonstrated the strong performance by deep learning models in health care applications, which significantly alleviates the tedious work on feature engineering and extraction. Here, we will first briefly introduce two types of deep models namely Feedforward neural networks (FFN), which is a standard neural network structure, and Recurrent Neural Networks (RNN) which is used for modeling sequence and time series data. After that, we will describe our proposed Multi-modal deep learning model, a combination of FFN and RNN, which will be used in the benchmarking experiments.
Feedforward Neural Networks. A multilayer feedforward network [56] (FFN) is a neural network with multiple nonlinear layers and possibly one prediction layer on the top to solve classification task. The first layer takes X as the input, and the output of each layer is used as the input of the next layer. The transformation of each layer l can be written as
where W (l) and b (l) are respectively the weight matrix and bias vector of layer l, and s (l) is a nonlinear activation function, which usually is a logistic sigmoid, tanh, or ReLU [57] function. We optimize the cross-entropy prediction loss and get the prediction output from the topmost prediction layer. Recurrent Neural Networks. Recurrent neural network (RNN) models have been shown to be successful at modeling sequences and time series data [58] . RNN with simple activations are incapable of capturing long term dependencies, and hence their variants such as Long Short Term Memory (LSTM) [41] and Gated Recurrent Unit (GRU) [59] have become popular due to their ability to capture long-term dependencies using memory and gating units. GRU can be considered as a simplified version of LSTM and it has been shown that GRU has similar performance compared to LSTM [60] . The structure of GRU is shown in Figure 2(a) . Let x t ∈ R P denotes the variables at time t, where 1 ≤ t ≤ T . At each time t, GRU has a reset gate r j t and an update gate z j t for each of the hidden state h j t . The update function of GRU is shown as follows:
where matrices W z , W r , W , U z , U r , U and vectors b z , b r , b are model parameters.
Multimodal Deep Learning Model (MMDL).
As our benchmarking datasets come from multiple tables and includes both temporal and non-temporal data, multimodal deep learning models [61] can be used to shared learn representations for the prediction tasks. Here, we propose a deep learning framework called as Multimodal Deep Learning Model (MMDL) to learn shared representations from multiple modalities using an ensemble of FFN and GRU deep learning models. The key idea is to use a shared representation layer to capture the correlations of modalities or to learn a similarity of modalities in representation space, which is beneficial when limited data is available from multiple modalities. Data from each of the different tables can be treated as a separate modality. For simplicity, in MMDL, we treat all the temporal features as one modality and all non-temporal features as another modality. Figure 2 (b) shows an illustration of our MMDL framework with a common layer to learn the shared representations of modalities. MMDL uses FFN and GRU to handle non-temporal and temporal features respectively, and learns their shared latent representations for prediction tasks.
Implementation Details
We implement the Super Learner algorithm using R packages and Python libraries listed in Table 7 . The deep learning models are implemented in Theano [62] and Keras [63] platforms. For all the prediction methods, we conduct a five-fold cross validation and report the mean and standard error of performance scores. We use Area under the ROC curve (AUROC) and Area under Precision-Recall Curve (AUPRC) as the evaluation metrics to report the prediction model's performance on classification tasks, and use Mean Squared Error (MSE) to report results on the regression task.
All the deep learning models are trained with RMSProp optimizer method with learning rate of 0.001 on classification tasks and 0.005 on regression tasks. The batch size is chosen as 100 and the max epoch number is fixed at 250. Early stopping with best weight and batch normalization are applied during training. MMDL is a combination of FFN and GRU, in which FFN part handles non-temporal features and GRU part handles temporal features. The structure of MMDL used in our experiments is shown in Figure A .5 in the Appendix.
All the data is divided to 5 folds with stratified cross validation, and standardization is done to the whole dataset with the mean and standard error of the training set. To enable reproducibility of our results, we will be releasing our preprocessing codes and benchmark prediction task codes on the Github soon.
Results
In this section, we report the benchmarking results of all the prediction algorithms on the MIMIC-III datasets. We answer the following questions: (a) How do the Deep Learning models compare to the Super Learner algorithm and scoring systems? (b) What is the performance of prediction methods on the different feature sets?
Performance of Super Learner Algorithm Implementations
First, we compare the performance of Super Learner-R and Super LearnerPython softwares on in-hospital mortality prediction task using feature set A i.e. 17 processed features collected in the first 24 hours of ICU admission from MIMIC-III dataset. The result in Table 8 shows that Super Learner-Python performs slightly better than Super Leaner-R implementation. Moreover, Super Learner-Python can be evaluated significantly faster than Super Learner-R. Thus, in the following experiments, we will only report the results of Super Learner-Python version (unless otherwise stated) to evaluate and benchmark Super Learner algorithm on different tasks. 
Mortality Prediction Task Evaluation
Here, we report the performance of all methods described in Section 4.2 on the mortality prediction tasks for benchmark datasets MIMIC-III and MIMIC-III (CareVue). We report the mean and standard deviation of AUROC and AUPRC for all the tasks.
In-hospital Mortality Prediction. Tables 9 and 10 show the in-hospital mortality prediction task results of all the prediction algorithms on Feature Set A of MIMIC-III and MIMIC-III (CareVue) datasets for both 24 hour and 48 hour data. From these tables, we observe that deep learning models such as MMDL and RNN perform better than all the other models on 48-hour data. On 24-hour data, we observe that Super Learner II model obtains slightly better results than deep learning model. Tables 11, 12 , 13, and 14 show the in-hospital mortality prediction task results on Features set B and C of MIMIC-III and MIMIC-III (CareVue) datasets on the 24-hour and 48-hour data. We observe that: (i) Super Learner performs better than all algorithms used in SuperLearner library, (ii) On both the Feature Set B and Feature Set C, the deep learning model (MMDL) obtains the best results in terms of AUROC and AUPRC score, (iii) We can observe that the results on first 48-hour data are similar with those on first 24-hour data, showing Table 9 : In-hospital mortality task on MIMIC-III using feature set A. Table 10 : In-hospital mortality task on MIMIC-III (Carvue) using feature set A. Table 11 : In-hospital mortality task on MIMIC-III using feature set B. Table 12 : In-hospital mortality task on MIMIC-III using feature set C. that a longer record length helps little on the in-hospital mortality prediction task.
Method
From the in-hospital mortality prediction task results, we make the following observations: (i) Deep learning models (MMDL) outperform all the other models when the raw features (Feature set B and C) are used for evaluation, (ii) All the models perform much better when more features are used for prediction, i.e. models perform better on Feature set C which has 135 raw features compared to Feature Set B which has 20 features. This implies that deep models can learn better feature representations from multiple data modalities (instead of using hand-picked features as in Feature Set A) which results in obtaining better prediction results on the in-hospital mortality benchmark task. The comparisons of SuperLearner-II and MMDL on three feature sets shown in Figures 3 and 4 validate our observations. From these figues, we see that on Feature set C, deep learning models obtain around 7-8% and 50% improvement over SuperLearner models for AUROC and AUPRC respectively. Also, deep learning models obtain 8% improvement for Feature set C compared to Feature set A.
Short-term and Long-term Mortality Prediction. Tables 15, 16, 17, and 18 show the short-term and long-term mortality prediction task results on all the feature sets of MIMIC-III dataset on the 24-hour and 48-hour data. We observe that: (i) Super Learner-II and MMDL deep learning models have similar performance on the feature set A for both short-term and long-term mortality prediction, and both these algorithms perform better than all other prediction algorithms, (ii) On both the Feature Set B and Feature Set C, the MMDL deep learning model Table 14 : In-hospital mortality task on MIMIC-III (CareVue) using feature set C. consistently obtains the best results in terms of AUROC and AUPRC score, (iii) all models obtain better AUPRC scores on the long-term mortality prediction task compared to the short-term mortality prediction task. Table 16 : AUPRC scores of short-term and long-term mortality prediction tasks on MIMIC-III with 24-hour data. Tables 19 and 20 show the performance (AUPRC and AUROC scores) of all methods for the first 24-hour data of MIMIC-III on ICD-9 code prediction task. We observe that the MMDL deep models trained on Feature Set C outperforms Super Learner models trained on Feature Sets A, B, and C on almost all the ICD-9 Code prediction task, and on an average obtains 4-5% improvement. Table 21 shows the performance measured by Mean Squared Error (MSE) of all methods on the task of forecasting length of stay task with first 24-hour data and first 48-hour data of MIMIC-III dataset. We observe that (i) all deep learning models such as FFN, RRN and MMDL trained on Feature set C outperform Super Learner models trained on Feature sets A,B, and C. (ii) MMDL model obtains best performance in terms of mean squared error (in hours), and significantly outperforms Super Learner II by nearly 50%. Table 18 : AUPRC scores of short-term and long-term mortality prediction tasks on MIMIC-III with 48-hour data. Table 20 : ICD-9 code prediction AUROC scores on MIMIC-III with first 24-hour data. 
ICD-9 Code Prediction Task Evaluation
Length of Stay Prediction Task Evaluation
Summary
In this paper, we presented exhaustive benchmarking evaluation results of deep learning models, several machine learning models and ICU scoring systems on various clinical prediction tasks using the publicly available MIMIC-III datasets. We demonstrated that deep learning models consistently outperform all the other approaches especially when a large number of raw clinical time series data is used as input features to the prediction models. 
