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ABSTRACT 
The concept of d-separation (Pearl, 1988) was originally defined for acyclic directed 
graphs, but there is a natural extension of the concept o directed graphs with cycles. 
When exactly the same set of d-separation relations hold in two directed graphs, no 
matter whether respectively c clic or acyclic, we say that they are Markov equivalent. In 
other words, when two directed cyclic graphs are Markov equivalent, the set of 
distributions that satisfy a natural extension of the global directed Markov condition 
(Lauritzen et al., 1990) is exactly the same for each graph. There is an obvious 
exponential (in the number of vertices) time algorithm for deciding Markov equivalence 
of two directed cyclic graphs: simply check all of the d-separation relations in each 
graph. In this paper I prove a theorem that gives necessary and sufficient conditions for 
two directed cyclic graphs to be Markov equivalent, where each of the conditions can be 
checked in polynomial time. Hence, the theorem can be easily adapted into a polyno- 
mial time algorithm for deciding the Markov equivalence of two directed cyclic graphs 
(Richardson, 1996). © 1997 Elsevier Science Inc. 
KEYWORDS:  conditional independence, DAG, DCG, directed cyclic graphi- 
cal model, d-separation, Markov equivalence, non-recursive structural 
equation model, SEM 
1. INTRODUCTION 
Directed cyclic graphical models (DCGs), described in [21], are a gener- 
alization of DAG models [14]. Spirtes [21] has shown that nonrecursive 
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linear structural equation models, which are widely used to represent 
feedback in engineering and the social sciences, satisfy a natural extension 
of the global directed Markov property for cyclic graphs (see also [9]). 
Pearl and Dechter [15] show that there are feedback models with discrete 
variables which also satisfy this property. 
Markov equivalence for DAGs  was characterized by Verma and Pearl 
[25, 27] and for more general chain graphs by Frydenberg [5]. The problem 
of characterizing Markov equivalence for graphs with cycles was posed 
(independently) by Koster [9] for "reciprocal graphs" (a generalization of 
chain graphs)J Similar questions were raised by Basmann [2], Stelzl [23], 
and Lee [11]. 
The characterization of Markov equivalence given here is the basis for 
an efficient discovery algorithm (see [17]), which outputs a Markov equiva- 
lence class of DCG models compatible with conditional independences 
present in data given as input. This work also provides a principled basis 
for studying relations between cyclic graphs and time series. (See [22, 19, 
20, 4, 24].) 
2. ACYCLIC D IRECTED GRAPH MODELS 
A directed graph ~ consists of an ordered pair (V, E), where V is a set of  
vertices, and E is a set of  directed edges between vertices? If there are no 
directed cycles 3 in E, then (V, E) is called an acyclic directed graph (often 
called a DAG).  A DAG model is an ordered pair ( i f ,  ~) ,  consisting of a 
DAG ~' and a joint probability distribution 9 ,  over the set V, in which 
certain conditional independence relations, encoded by the graph, are 
true. 4 The independences encoded by a given graph are determined by a 
graphical criterion called d-separation, as explained in [14]. 
DEFINITION (Child, parent, descendant, ancestor, adjacent, undirected 
path) I f there isanar rowf romAtoB(A  ~ B) , thenA isaparent  ofB,  
and B is a child of A; the edge is said to be out of A and into B. The 
descendant relation is defined as the transitive reflexive closure of child, and 
1 For a definition of chain graph see [26, pp. 77-79]. 
2 If (A,B) ~ E, A,B distinct, then we say that there is an edge from A to B, and we 
represent this as A -~ B. If (A, B) ~ E or (B, A) ~ E, then in either case we say that there 
is an edge between A and B. There can be at most one edge (A, B) ~ E (since E is a set), 
though it is possible to have ( A, B) and ( B, A) ~ E. 
3 By a directed cycle we mean a directed path X 0 ~ X 1 ~ .,. ~ X n _ 1 ~ X0 of n distinct 
vertices, where n _> 2. A directed graph is acyclic if it contains no directed cycles. 
4 Since the elements of V are both vertices in a graph, and random variables in a joint 
probability distribution, we shall use the terms "variable" and "vertex" interchangeably. 
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similarly, ancestor as the transitive reflexive closure of parent, so every 
vertex is its own ancestor and descendant. The symbols 5 An(X) and 
Descendants(X) denote, respectively, the set of ancestors and of descen- 
dants of vertices in the set X. I f  there is either an edge A --> B orB  ---> A (or 
both), then A and B are adjacent. A sequence of distinct edges 0 
(E  1 . . . . .  E n) in t is an undirected path iff there exists a sequence of 
vertices (V i . . . . .  Vn + 1) s.t. for l < i < n either (V/+1, V / )=F:  i or 
(K ,K+1> = Ei. 
DEFINITION (d-connection and d-separation for directed graphs) For 
disjoint sets of vertices, X, Y and Z, X is Pearl d-connected to Y given Z if 
and on(y if for some X ~ X, and Y ~ Y, there is an (acyclic) undirected 
path U between X and Y, such that: 
(i) I f  there is an edge between A and B on U, and an edge between B
and C on U, and B ~ Z, then B is a collider between A and C 
relative to U, i.e., A ---> B ~ C on the path U. 
(ii) I f  B is a collider between A and C relative to U, then there is a 
descendant D of B, and D ~ Z. 
For disjoint sets of vertices, X, Y, and Z, if X and Y are not d-connected 
given Z, then X and Y are said to be Pearl d-separated given Z. 
The following alternative, equivalent definition is given by Lauritzen et 
al. [10]: Let i (X )  be the induced subgraph of a directed graph t that 
contains only vertices in X, with an edge from A to B in ~'(X) if and only 
if there is an edge from A to B in i .  Mora l ( i )  moralizes a directed graph 
t if and only if Moral( i f)  is an undirected graph 6 with the same vertices 
as t ,  and a pair of vertices X and Y are adjacent in Moral( i f)  if and only 
if either (1) X and Y are adjacent in t ,  or (2) they have a common child in 
i .  In an undirected graph X, if X, Y, and Z are disjoint sets of vertices, 
then X is separated from Y given Z if and only if every path between a 
member of X and a member of Y contains a member of Z. If X, Y, and Z 
are disjoint sets of variables, X and Y are Lauritzen d-separated given Z in a 
directed graph i just when X and Y are separated given Z in 
Mora l ( i (An(X U Y U Z))). 
We introduce both definitions because certain proofs are much shorter 
using one definition rather than the other. It will be clear from context 
which definition is being used. 
5 We use boldface uppercase roman letters (V) to denote sets of variables, lightface italic 
letters (V) to denote single variables, ans erif (U) to indicate paths (sequences of edges), 
and script (.~') for graphs. 
6An undirected graph is a graph containing (only) undirected edges, or lines, e.g. X - -  Y. 
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2.1. The Global Directed Markov Condition 
In a DAG model (if, ~)  the following constraint relates ~' and ~:  A 
DAG model (~', ~)  is said to satisfy the global directed Markov property 
whenever for all disjoint sets of variables A, B, and C, one has A_u_B I C in 
if A is d-separated from B given C in ft.7 
This condition is of great theoretical importance, since a wide range of 
statistical models can be represented as DAG models satisfying the global 
directed Markov condition, including recursive linear structural equation 
models with independent errors, regression models, factor analytic models, 
path models, and discrete latent variable models (via appropriate xten- 
sions of the formalism). 
DEFINITION [Markov equivalence for (cyclic or acyclic) directed graphs] 
Graphs ~1 and ~2 are Markov equivalent if every distribution which 
satisfies the global directed Markov condition with respect to one graph 
satisfies it with respect o the other. 
Since the global directed Markov condition only places conditional 
independence onstraints on distributions, under this definition, two graphs 
are Markov equivalent if and only if the same d-separation relations hold 
in both graphs. In fact, a result of Spirtes [21] shows that d-separation is
complete for directed (cyclic or acyclic) graphs; hence, if two graphs are 
Markov equivalent as defined above, then they entail the same conditional 
independences. 
2.2. The Local Directed Markov Condition 
For acyclic graphs, the global directed Markov condition is equivalent to 
another condition: A DAG model (ff, 5~) is said to satisfy the local 
directed Markov property if for every variable X in if, in the distribution 
~,  X is independent of all other variables except its parents and descen- 
dants in ~', given its parents in ~'. 
For acyclic graphs the global and local directed Markov conditions are 
equivalent [10]. Hence, a characterization of when two acyclic graphs are 
equivalent under the global directed Markov condition is also a characteri- 
zation of equivalence under the local condition. 
2.3. Cyclic Directed Graphs 
The global directed Markov condition was originally defined for acyclic 
graphs. However, the question aturally arises as to whether the condition 
7 AaLB [ C means that A is independent of B given C. 
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can be applied to cyclic graphs. Given a careful definition of the notion of  
(undirected) path, to allow for the fact that there may be more than one 
edge between a given pair of  variables, 8 the definition can be applied 
directly. The same is also true for the local directed Markov condition. In 
cyclic graphs, the natural extensions of the local and global directed 
Markov conditions 9 are no longer equivalent, as the graph in Figure 1 
(from [26]) shows. Under  the local directed Markov condition B is inde- 
pendent of  X given A and Y. Yet under the global directed Markov 
condition this is not so, since the path X ~ A ~ B d-connects X and B 
given A and y.10 
One might wonder whether or not the conditional independences en- 
tailed by the global directed Markov condition applied to a directed cyclic 
graph correspond to a natural class of  statistical models. In fact Spirtes [21] 
has shown that the conditional independences which hold in nonrecursive 
linear structural equation models 11 with independent errors are precisely 
those entailed by the global directed Markov condition, applied to the 
graph naturally associated with the linear structural equation model. 12 
Nonrecursive linear structural equation models have been used in eco- 
nomics since the 1940s, for example to represent he relation between the 
price of  a good and the quantity either demanded or supplied. More 
recently such models have been exploited in fields as diverse as sociology, 
spatial statistics, and psychology. 
Pearl and Dechter [15] show that it is possible to construct nonrecursive 
models with discrete variables which satisfy the global directed Markov 
condition. 
8 Thus a sequence of vertices does not necessarily define a unique path. 
9 We shall refer to these extensions as the local and global directed Markov conditions, ince 
the definitions carry over from the acyclic ase without change. 
10 It is easy to prove that the conditional independences which hold in the graph in Figure 1 
under the global directed Markov condition cannot be represented by any chain graph. 
1~ A nonrecursive structural equation model is one in which the matrix of coefficients i not in 
lower triangular form for any ordering of the equations [3]. 
12 That is, the directed graph in which X is a parent of Y if and only if the coefficient of X 
in the structural equation for Y is not fixed at zero by the model. 
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3. MARKOV EQUIVALENCE FOR ACYCLIC DIRECTED GRAPHS 
The DAG formalism has had fruitful results in many areas: there is now 
a relatively clear causal interpretation of these models, there are efficient 
procedures for determining the statistical indistinguishability of DAGs, 
and asymptotically reliable algorithms for generating a class of DAG 
models from sample data and background knowledge. A crucial element in 
these investigations was a "local" characterization f Markov equivalence. 
This local characterization was essential in allowing the construction of 
efficient algorithms which could search the whole class of DAG models to 
find those which fitted the given data under certain assumptions ( ee [22]). 
In the acyclic case there is a relatively simple characterization of the 
Markov equivalence class that leads directly to an O(n 3) algorithm. We 
first require the following: 
DEFINITION (Unshielded collider and noncollider 13) In a directed graph 
~, the triple ( A,  B, C) forms an unshielded collider in ~ if there is no 
edge between A and C (neither A --* C nor C ~ A ), but there are edges 
from A to B and from C to B, i.e., A ~ B ~ C. 
I f  there is no edge between A and C, there is an edge between A and B, 
and there is an edge between B and C, but ( A, B, C) is not an unshielded 
collider, then we say it is an unshielded noncollider, i.e., A ~ B ~ C, 
A ~B- -*C ,  o rA  ~B~C.  
EQUIVALENCE THEOREM FOR ACYCLIC GRAPHS [25, 5] Two DAGs "~1, ~2 
are Markov equivalent if and only if 
(a) ffl and ~2 contain the same vertices; 
(b) there is an edge between A and B in ~1 iff there is an edge between A
and B in ff2; 
(c) ffl and ~2 have the same unshielded colliders. 
Conditions (a), ( b ), and ( c ) imply (logically) a fourth condition: 
(d) ffl and ~2 have the same unshielded noncolliders. 
Figure 2 shows three examples of acyclic Markov equivalence classes. 
Conditions (a), (b), and (c) lead to an O(n 3) algorithm for checking the 
Markov equivalence of two acyclic graphs on n variables, since (b) men- 
tions pairs of variables, while (c) mentions triples. Although d-separation 
allows us to check whether any given conditional independence r lation 
~3 Colliders correspond to "converging arrows" nodes in the terminology of Pearl [141. 
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Figure 2. Three acyclic Markov equivalence classes. 
of the form X~ Y I Z is entailed, there are o(2n)-many such relations, 14 
thus d-separation alone does not provide a feasible test for Markov 
equivalence. 
4. INVARIANT FEATURES OF CYCLIC MARKOV 
EQUIVALENCE CLASSES 
This raises the question of whether conditions imilar to (a), (b), and (c) 
exist for the cyclic case. In fact such a set does exist. The conditions are 
considerably more complicated, but still lead to a polynomial algorithm, 
though of O(n 9) or O(n3e4), where e is the number of edges in the graph 15 
[16]. The rest of this paper sets out these conditions, and proves that they 
are necessary and sufficient for Markov equivalence. Using this result we 
can show that certain sets of d-separation relations hold in no acyclic 
graph, but do hold in certain cyclic graphs. It also provides the basis for 
the CCD discovery algorithm [17], which infers features common to a 
Markov equivalence class of models from conditional independences pre- 
sent in data given as input, under certain assumptions. Characterizing 
Markov equivalence involves isolating structural features which are invari- 
ant in that all graphs in a given Markov equivalence class share these 
features. In this section we describe these invariant features. 
4.1. p-Adjacencies and Itineraries 
Condition (a) in the equivalence theorem of Section 3 is obviously 
necessary for equivalence in the cyclic casemi f  two graphs contain differ- 
ent sets of variables, then trivially there will be different d-connection 
and/or  d-separation relations which hold in these graphs. However, in the 
cyclic case condition (b) requiring graphs to have edges between the same 
14 This follows from the completeness of d-separation; there are, of course, O(23n)-many 
conditional independence relations of the form X~-Y I Z, where X, Y, and Z are sets. 
15 This is a (loose) worst case complexity bound, the expected case may be much lower. 
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Figure 3. Markov equivalent DCGs with different adjacencies. 
vertices is no longer necessary for Markov equivalence. 16 This can be seen 
by considering the two Markov equialent models shown in Figure 3. No 
d-separation relations hold in either structure. In ffl there is an edge 
between A and C, but there is no edge between A and C in ~'2. This 
prompts the following definition: 
DEFINITION [p-adjacent (pseudoadjacent)] A and B (A ~ B) are said 
to be p-adjacent iff (at least) one of the following holds: 
(i) there is at least one edge between .4 and B (i.e., A ~ B or B ~ A)  
(ii) .4 and B have a common child (C) which is an ancestor of either A 
or B. 
Thus in ~'2 in Figure 3, though there is no edge between A and C, A 
and C are p-adjacent. In an acyclic directed graph a pair of vertices A and 
B are p-adjacent if and only if there is an edge between them [since C in 
clause (ii) is in a directed cycle with A or B]. Note that p-adjacencies 
differ from edges in a directed graph in that they are not oriented. 
Condition (b) is necessary for Markov equivalence in the acyclic case, 
since in an acyclic graph .4 and B are d-connected given every subset of 
the other variables if and only if there is an edge between .4 and B. In the 
cyclic case A and B are d-connected given every subset of the other 
variables if and only if .4 and B are p-adjacent: 
LEMMA 1 Let ~W be a graph with vertex set V, and X, Y ~ V. The 
following are equivalent: 
(a) 3Z _c V \ {X, Y} such that X and Y are d-separated given Z. 
(b) {X, Y} is not an edge in Moral(ff(An({X, Y}))). 
(c) X and Y are not p-adjacent in ~, i.e., none of the following hold: 
(i) X is a parent of Y; 
(ii) Y is a parent of X; 
(iii) X and Y have a common child C that is an ancestor of X or Y. 
Proof (a) ~ (b): Observe that Moral(~'(An({X, Y}))) is a subgraph of 
Moral(~'(An({X, Y} u Z))). The hypothesis implies that {X, Y} is not an 
16 A similar point is made in Whittaker (1990). 
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edge in Moral(~'(An({X, YU Z}))). Hence it is also not an edge in 
Moral(ff(An({X, Y}))). 
(b) ¢* (c): By definition of the operation of graph moralization on 
~'(An({X, Y})), there is an edge between X and Y in Moral(~'(An({X, Y}))) 
if and only if either there is an edge between X and Y in ~'(An({X, Y})) 
and thus in if, i.e. (i) or (ii) holds, or X and Y have a common child C in 
~'(An({X, Y})), in which case (iii) holds. 
(c) ~ (a): Take Z = An({X, Y}) \  {X, Y}. By definition, every vertex in 
Moral(ff(An({X, Y}))) is an ancestor of X or Y. Since (c) =, (b), there is 
no edge between X and Y in Moral(~'(An({X, Y}))). Thus there is a vertex 
in Z lying on every path from X to Y in Moral(~'(An({X,Y})))= 
Moral(~'(An(Z U {X, Y}))). Hence Z d-separates X and Y. • 
It follows from the equivalence of (c) and (a) that given two Markov 
equivalent directed graphs ~'l, ~'2, vertices A and B are p-adjacent in ~'1 
if and only if A and B are p-adjacent in ff2- 
COROLLARY 2 In a graph ~, if X and Y are p-adjacent, then either X is 
an ancestor of Y, or Y is an ancestor of  X (or both). 
Proof Follows immediately from the previous lemma: if X and Y are 
p-adjacent, hen either (i) X is a parent of Y, (ii) Y is a parent of X, or 
(iii) X and Y have a common child C that is an ancestor of X or Y (or 
some combination). • 
An example of p-adjacency is shown in Figure 4. 
It can be shown that if X and Y are p-adjacent in a directed graph if, 
then there is always a graph Markov equivalent to ff  in which there is an 
edge between X and Y [18]. We next define an analogue to a path for a 
sequence of p-adjacent vertices: 
DEFINITION (Itinerary) A sequence of vertices, (X  o . . . . .  Xn + 1 ~ such 
that V i, 0 < i <_ n, X i and Xi+ 1 are p-adjacent is sam to be an itinerary. 
An itinerary differs from an undirected path in that there may be no 
edge between a pair of vertices on an itinerary. Note that every path 
(directed or undirected) is an itinerary. We do not rule out the possibility 
A = x xo 
Figure 4. A cyclic graph and the p-adjacencies a sociated with it. 
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X X~ X X3~ X4 ,-X 0 2 5 
(a) 
X~, .~ 12 ~....,,..jX~__ X 4 ~,~5 
(b) 
Figure 5. (a) In this p-adjacency graph (X0, X1, X2, X3, X4, )(5) is an uncovered 
itinerary. (b) In this p-adjacency graph, (X0, X2, X4, X 5) and (X0, X1, )(3, X 5) 
are uncovered itineraries, but (X 0, X1, X 2, X3, X 4, X 5) is a covered itinerary. 
of repetitions in the sequence (X  0 . . . . .  Xn+l); it follows from the p- 
adjacency of X/ and Xi+ 1 that X i 4= Xi+ v (However, in what follows the 
X/ may be assumed to be distinct unless otherwise stated.) 
DEFINITION (Uncovered itinerary) I f  (X  0 . . . . .  Xn+l)  is an itinerary 
suchthat  Vi,  j ,O  < i < j  - 1 < j  < n + 1, (X i ,  X j )  i snotap-adjacency,  
then we say that ( X o . . . . .  Xn +1) is an uncovered itinerary. That is, an 
itinerary is uncovered if the only p-adjacent vertices are those that occur 
consecutively on it. An  itinerary which is not uncovered is said to be 
covered. 17 
See Figure 5 for examples. 
4.2 Unshieided Conductors 
In the cyclic case, condition (d) in Section 3 requiring the same un- 
shielded noncolliders is no longer necessary for Markov equivalence. This 
can be seen from the Markov equivalent graphs ffl and if2 of Figure 6, in 
each of which A and C are d-separated given {B, D} (and no other set). 
( A, B, C) forms an unshielded noncollider in ~'1, but not in if2. This leads 
us to make the following definition: 
DEFINITION (Conductor and nonconductor) In a cyclic graph ~,  a triple 
of  vertices (A ,  B, C)  forms a conductor if: 
(i) A and B are p-adjacent, and B and C are p-adjacent; 
(ii) B is an ancestor of  A or C. 
17 It follows from this definition that an itinerary is uncovered only if it is a sequence of 
distinct vertices. 
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I f  (A ,  B, C} satisfies (i), but B is not an ancestor of A or C, we say 
( A,  B, C } is a nonconductor. A conductor (nonconductor) ( A, B, C ) in 
which A and C are not p-adjacent is said to be unshielded (see Figure 7). 
In the acyclic case condition (d) in Section 3 was necessary for Markov 
equivalence, since there is a set of d-connection and d-separation relations 
among the vertices A, B, and C which hold in an acyclic graph if and only 
if ( A, B, C ) is an unshielded noncollider. In the cyclic case the same set of 
d-connection and d-separation relations hold in the graph if and only if 
(A,  B, C) is an unshielded conductor: 
LEMMA 3 In a directed graph ~, the triple (X,  Y, Z )  is an unshielded 
conductor iff 
(i) X and Y are d-connected for every set S s.t. X,  Y ~ S. 
(ii) Y and Z are d-connected for every set S s.t. Y, Z ~ S. 
(iii) X and Z are d-connected for every set S s.t. X ,  Y, Z ~ S. 
(iv) X and Z are d-separated by some set T s.t. Y ~ T and X,  Z ~ T. 
Proof (i)-(iv) imply ( X,  Y, Z}  is an unshielded conductor: By Lemma 1 
conditions (i) and (ii) imply that X and Y are p-adjacent and that Y and Z 
are p-adjacent, and (iv) implies that X and Z are not p-adjacent, so 
(X,  Y, Z} is unshielded. Suppose, for a contradiction, that Y is not an 
ancestor of X or Z, so Y ~ An({X, Z}). Let S = An({X, Z}) \  {X, Z}. 
Since there is some set which d-separates X and Z, it follows that X and 
Z are not adjacent in Moral(~(An({X, Z}))). Since, excepting X and Z, 
every vertex in ~(An({X,Z})) is in S, it follows that X and Z are 
separated by S in Moral(~(An({X, Z}))) = Moral(~(An({X, Z} u S))), and 
so X and Z are d-separated given S in ~, which is a contradiction with 
(iii), since X, Y, Z ~ S. 
(X ,Y ,  Z )  an unshielded conductor implies (i)-(iv): Conditions (i) 
and (ii) imply the p-adjacency of X and Y, and of Y and Z, via Lemma 
1. Let S be an arbitrary set of vertices such that X, Y, Z ~ S. Since X 
and Y, and Y and Z, are p-adjacent, it follows by Lemma 1 that 
these vertices are adjacent in Moral(.~(An({X, Z}))), and hence also in 
Moral(~(An({X, Z} u S))). Since Y ~ S, it follows that the path X -- Y -- 
Z connects X and Z in Moral(~'(An({X, Z} U S))); hence X and Z are 
d-connected given S, so (iii) holds. Condition (iv) then follows from (iii), via 
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\o ,6~ A B C 
C 
Figure 7. In each of the above graphs (A, B, (') i; an (unshielded) conductor. 
Lemma 1, from the fact that X and Z arc not p-adjacent in Y, since 
(X, Y, Z ) is unshielded. • 
It follows that if directed graphs &;'~, .~'2 are Markov equivalent, then: 
(iia) (A,  B, C) is an unshielded conductor in ~'1 if and only if (A,  B, C) 
is an unshielded conductor in eJ 2. 
In terms of d-separation and d-connection relations, an unshielded 
conductor is the cyclic analogue of the unshielded noncollider; in an 
acyclic graph every unshielded conductor will be an unshielded non- 
collider. 
4.3 .  Unsh ie lded  Per fec t  Nonconductors  
Condition (c) of Section 3, requiring that two graphs have the same 
unshielded colliders, is also no longer a necessary condition for Markov 
equivalence. Consider the triple (A,  D, C) in Figure 8. ~l and ~2 are 
Markov equivalent; in both graphs A and C are d-separated given QS, and 
only this set. (A,  D, C) is an unshielded collider in ~,  but not in ~2. 
Consideration of this example and others leads to the following: 
DEFINITION (Perfect and imperfect nonconductors) In a directed graph 
~, we say ( A, B, C)  forms a perfect nonconductor if: 
(i) A and B are p-adjacent, B and C are p-adjacent, 
(ii) B is not an ancestor of A or C, and 
(iii) B is a descendant of a common child of A and C. 
I f  ( A, B, C)  satisfies (i) and (ii) but B is not a descendant of a common 
child of A and C, we say ( A,  B ,C)  is an imperfect nonconductor. (Every 
nonconductor is either perfect or imperfect.) As before, if ( A, B ,C)  is a 
'5. 
- - - -~B-4  ........ cC  A . . . . .  ~B e 
Figure 8. Markov equivalent DCGs with different unshielded colliders. 
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perfect (imperfect) nonconductor, and A and C are not p-adjacent, then 
(A,  B,C)  is said to be unsh&lded. (See Figures 9 and 10.) 
As in the previous cases, condition (c) of Section 3 is necessary for 
Markov equivalence in the acyclic case, because there is a set of d- 
connection and d-separation relations among the vertices A, B, and C 
which hold in an acyclic graph if and only if (A,  B, C) is an unshielded 
collider. In a cyclic graph the same set of d-connection and d-separation 
relations hold if and only if (A,  B, C)  is an unshielded perfect non- 
conductor: 
LEMMA 4 In a directed graph ~, if ( X, Y, Z)  is a perfect nonconductor, 
then for every set S such that Y ~ S (X, Z q~ S), X and Z are d-connected 
given S. 
Proof Since Y is the descendant of some common child (C) of X and 
Z, it follows that if Y ~ S, then the path X -o C ~- Z is a d-connecting 
path. (We do not assume that Y 4: C.) • 
LEMMA 5 In a directed graph ~, if ( X, Y, Z )  is an unshielded imperfect 
nonconductor, then X and Z are d-separated by  S -= An({X, Y, Z}) \ 
{X, Z}, and Y ~ S. 
Proof Since (X ,Y ,Z)  is unshielded, X and Z are not p-adjacent; 
hence by Lemma 1 they are not adjacent in Moral(ff(An({X, Z}))). If Y is 
not a descendant of a common child of X and Z, it further follows that X 
and Z are not adjacent in MoraI(~(An({X,Y,Z}))). Since, with the 
exception of X and Z, every vertex in  ff(An({X, Y, Z})) occurs in S, it 
follows that X and Z are separated by S in Moral(~'(An({X, Y, Z}))), and 
hence X and Z are d-separated by S in ~'. • 
Hence if directed graphs if1, ~'2 are Markov equivalent, hen: 
(lib) (A,  B, C)  is an unshielded perfect nonconductor in ffl if and only 




Figure 9. In each of the above graphs (A, B, C) is a perfect nonconductor. In each 
graph B is a descendant of a common child of A and C (either B or D). 
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B 
A_ \c A B C 
Figure 10. In the above graphs (A, B, C) is an imperfect nonconductor. 
Thus, in terms of d-connection relations, unshielded perfect nonconduc- 
tors are the cyclic analogue to unshielded colliders. Note that in an acyclic 
graph every unshielded triple is an unshielded collider or noncollider, but 
it is not the case that in a cyclic graph every unshielded triple is an 
unshielded conductor or perfect nonconductor. 
It follows from I_emma 3 and Lemma 5 that if (X ,  Y, Z )  is an un- 
shielded imperfect nonconductor then X and Z are d-separated by one 
set Sl, s.t. Y ~ S 1, and another set S 2, s.t. Y ~ S 2 (X ,Z  ~ $1,$2). It 
follows that two Markov equivalent graphs contain the same unshielded 
imperfect nonconductors. However, this condition is logically entailed by 
(i), (iia), and (iib), and hence does need not to be stated separately. 
The d-connection and d-separation relations which hold among a triple 
which forms an unshielded imperfect nonconductor do not hold in any 
acyclic graph (even with latent variables). Thus this provides a criterion for 
detecting the presence of feedback. 
4.4. Nonlocality: Mutually Exclusive Conductors 
In the acyclic case, if two graphs are not Markov equivalent, then there 
will be two vertices A, B at most two edges apart 's in one of the graphs, 
such that for some subset R of the other vertices, A and B are d- 
separated given R in one graph, and d-connected given R in the other. 
Thus to check whether two acyclic directed graphs are Markov equivalent 
we need only look at the structure of triples of adjacent vertices. This is 
not true for the cyclic case, as the graphs in Figure 11, which are not 
Markov equivalent, show. Every d-separation relation which holds in 9"2 
also holds in ffl- However, in ~'1, A and B are d-separated given 0 ,  while 
A and B are d-connected given O in if2, and this is the only d-separation 
relation which holds in ~'1 and not in if2. Moreover, A and B are more 
than two edges apart in both graphs, and clearly these graphs could be 
~8 That is, the shortest undirected path from A to B contains at most one other vertex. 
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A =X 1 "-~--"~X 2 e =X3 ~'W-"-~X4"~"'-'-B 
Figure 11. Two nonequivalent DCGs that are locally equivalent. 
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extended by increasing the number of X's so that A and B were 
arbitrarily many edges apart. This prompts the following definition: 
DEFINITION (Mutually exclusive conductors with respect o an itinerary) 
I f  ( X o . . . . .  Xn + a ) is a sequence o f  vertices uch that 
(i) V t, 1 < t < n, ( X t 1, Xt,  Xt  + l ) is a conductor, 
(ii) Vk,  1 < k < n, X k_ 1 is an ancestor o f  X~, 
(iii) Vk,  1 < k < n, Xk+ l is an ancestor o f  X k, 
(iv) X o is not a descendant o f  X 1, 
(v) X n is not an ancestor o f  Xn+ 1, 
then (X  o, X1, X z)  and (X  n_ 1, Xn, X ,  + t )  are mutually exclusive (m.e.) 
conductors on the itinerary ( X o . . . . .  Xn+ 1). (See Figures 12-14.) 
NOTES 
1. This definition is relative to a particular itinerary. It is possible that a 
pair of conductors might be m.e. on one itinerary and not m.e. on 
another itinerary. Also notice that if two conductors are m.e. on a 
particular itinerary, then every triple of p-adjacent vertices occurring 
between them on the itinerary are conductors. 






Figure 12. (a) In this graph (3(o, X1, X 2) and (X3, X4, X 5) are mutually exclusive 
conductors on the uncovered itinerary (Xo, ?(1, X2, )(3, ?(4, ?(5). (b) The corre- 
sponding p-adjacency graph with pairs of m.e. conductors marked. 
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Figure 13. (a) In this graph, (X  0, X1, X3) and ( X1, X3, )(5) are a pair of mutually 
exclusive conductors on the uncovered itinerary (X  0, X 1, X3, Xs). Similarly 
(Xo, X2, X 4) and (XE, X4, Xs)  are m.e. on the uncovered itinerary 
(Xo, X2, X4, Xs). (b) The corresponding p-adjacency graph with pairs of m.e. 
conductors marked. 
2. If  (X  o, X 1, X 2) and (X  n 1' Xn, Xn + 1 ) are m.e. with respect to 
( Xo, . . . , Xn + ~ ), then it follows immediate ly  that (X  o, X 1, X2 ) and 
(X , _  1, X , ,  X ,  + 1 ) are mutual ly exclusive w.r.t, any it inerary contain- 
ing (X  o . . . . .  X ,+ I ) ,  e.g. (Yo . . . . .  Ym+I, Xo . . . . .  X ,+ I 'Zo  . . . . .  Zp +1)" 
3. This definit ion can be seen as general iz ing the not ion of a noncon-  
ductor.  In both cases there is a set of vert ices in the "midd le"  that are 
not ancestors of  vert ices at the "ends."  
(a) 
(b) 
Figure 14. (a) In this graph there are three pairs of m.e. conductors on uncovered 
itineraries: 
(Xo, X2, X 4) and (X  2, X4, X 6) on the uncovered itinerary (X  o, X2, X4, X6),  
(Xo, X3, X 5) and (X  3, Xs, X6) on the uncovered itinerary (X  o, X 3, Xs, )(6), 
(Xo, X1, X3) and (X  3, X 5, X6) on the uncovered itinerary (Xo, X1, X3, Xs, X6). 
(b) The corresponding p-adjacency graph with m.e. conductors which occur on 
uncovered itineraries indicated. There are several pairs of m.e. conductors which 
occur on covered itineraries (not indicated). Two examples are: (X  o, X 2, X3) and 
(X3, Xs, X6) on the itinerary (X  o, X 2, X 3, )(5, X6) (covered, since X 0 and X 3 are 
p-adjacent); (X  o, X 1, X 3) and (X  3, X 5, X 6) on the itinerary (X  0, X I, X 3, X 5, X6) 
(covered, since X o and X 3 are p-adjacent). 
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The following four lemmas characterize the d-separation and d- 
connection relations associated with m.e. conductors on an uncovered 
itinerary (as with unshielded imperfect nonconductors,  these relations 
provide criteria for detecting cyclicity): 
LEMMA 6 In a directed graph ~', i f  ( X o, XI, X 2 ) and ( X n _ 1, Xn, Xn + 1 ) 
are a pair o f  mutually exclusive conductors with respect to the itinerary 
( X o . . . . .  X ,  + 1), and X o and X ,  + 1 are not p-adjacent, then let T - 
An({X 0, Xn + 1}) \ {X0, Xn + 1}- It then fol lows that 
(i) Vk, 1 < k _< n, Descendants({X~}) C3 T = 0 ;  
(ii) the endpoints X o and X~ + 1 are d-separated by T; 
(iii) Vk,  1 <_ k <_ n, X o and X k, and X k and X~ + 1, are d-connected by 
T. 
Proof  By the definition of m.e. conductors we see that Vk, 1 < k _< n, 
X0, An+ l ~ Descendants({Xk}); but if there were some D which was a 
descendant of  X k and an ancestor of X0 or X ,+ I ,  then by transitivity X k 
would be an ancestor of X 0 or X~ + 1. This proves (i). Condition (ii) follows 
directly from Lemma 1, since X 0 and X~ +1 are not p-adjacent. To show 
(iii), note first that by definition of m.e. conductors, Vk, 1 < k _< n, 
{X 0 . . . . .  Xn+l} __C An((Xk}). Further, since each consecutive pair of  ver- 
tices in the sequence are p-adjacent, it follows that Vk,  1 < k < n, there is 
a sequence of vertices X 0 - -  X 1 Xk in Moral (N(An({X 0, Xk}))); 
since no vertex in this sequence is in T, it follows that X 0 and X k are 
d-connected given T. Similarly, X k and X~ +1 are also d-connected given 
T. • 
LEMMA 7 In a directed graph o~', i f  (X  0 . . . . .  An+ 15 is a set o f  vertices .t. 
V i, 1 < i < n, ( Xi_ 1, X i, Xi+ 1 ) is a conductor, and X 1 is not an ancestor 
o f  Xo, then either 
(a) the smallest k < n, with X k not an ancestor o f  Xk+ l, is such that 
( Xk 1, Xk,  Xk + 1 ) is mutually exclusiL, e with some conductor 
(X j  i, Xj, X j+ I )  ( j  < k) ,  with respect to the itinerary 
<x0,.. . ,  xj_l . . . . .  X~+l,..., x~+l>, or 
(b) Vk,  k <_ n, X k is an ancestor o f  Xk+ i. 
Proof  If (b) holds, then we are done. Suppose that (b) does not hold, 
i.e., there is some K _< n such that X~ is not an ancestor of X~+ 1. Let k be 
the smallest such K. Since by hypothesis, (Xo ,  X1, X 2 ) is a conductor, but 
X 1 is not an ancestor of  X, ,  it follows that X l is an ancestor of X 2, so 
K > 1. Now let h be the largest ~/ less than k such that Xn is not an 
ancestor of  Xn 1. (Since X 1 is not an ancestor of X 0, such an ~7 is 
guaranteed to exist.) 
Claim: ( X h 1, Xh, Xh + 1 ) and ( X~_ 1, Xk,  Xk + 1 ) are mutually exclusive 
conductors w.r.t, the itinerary ( X o . . . . .  X ,  ~ i) .  Condit ion (i) in the defini- 
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tion of mutually exclusive conductors is met automatically, since by hy- 
pothesis Vt, 1 <<_ i < t, the triple (X/_I, X/, X/+ 1) is a conductor. Since k 
is defined to be the smallest K such that X~ is not an ancestor of X~+I, it 
follows that Vj s.t. h -  1 < j  < k, X j  is an ancestor of Xj+I; hence 
condition (ii) is satisfied. Similarly, since h is defined to be the greatest 
r /<  k such that Xn is not an ancestor of Xn_l, it follows that V j ,  
h < j < k, Xj is an ancestor of Xj_ 1. Moreover, since X~ and X k + 1 are 
p-adjacent, but by definition X k is not an ancestor of Xk+ 1, it follows by 
Corollary 2 that Xk+ 1 is an ancestor of X k. Hence V j, h < j < k + 1, Xj 
is an ancestor of Xj_ 1. Hence condition (iii) is satisfied. By the definition 
of h and k, X k is not an ancestor of X~ + 1, and X h is not an ancestor of 
Xh-  1" Thus conditions (iv) and (v) are satisfied. 
Thus if (b) does not hold, then (a) does. • 
LEMMA 8 I f  ( X o . . . . .  Xn + 1) is a sequence o f  vertices such that Xn is 
p-adjacent o X n + 1, and X~ is an ancestor o f  Xn + 1, then any set T such 
that Xo, X~, X ,  + 1 q~ T, which d-connects X o and X , ,  also d-connects X o 
and Xn + r 
Proof Since X 0 and X, are d-connected given T, there is a path P 
from X 0 to X, in Moral(~(An({X 0,X,}))), containing no vertex in T. 
Since X~ and X~+I are p-adjacent, by Lemma 1, X , - -  X,+I 
in Moral(ff(An({Xn, X,+l}))). Since Xn is an ancestor of X~+ 1, 
Moral(ff(An({X,, X,+ 1}))) and Moral(ff(An({X~, X~+I}))) are both sub- 
graphs of Moral(~'(An({X0, X~+ 1} u T)); hence the concatenation of P 
and the X , - -An+ 1 edge forms a path from X 0 to An+ 1 in 
Moral(ge(An({X0, Xn + 1} U T)) on which there is no vertex in T, so X 0 and 
Xn + l are d-connected given T. • 
LEMMA 9 I f  ( X o . . . . .  X ,  + l)  is a sequence such that the following 
conditions hold: 
(a) V t, 1 <_ t < n, ( Xt_ 1, Xt,  Xt + 1) is a conductor. 
(b) There is a set T s.t. Vi ,  0 < i <_ n + 1, one has X i ~ T, andX o and 
X ,  + 1 are d-separated by T. 
(c) For any i , j  s.t. i < j and ( i , j )  4: (O,n + 1), and given any set S 
s.t. Vk ,  i < k < j, X k ~ S, one has that X i and Xj  are d-connected 
given S. 
(d) For any i, j ,  O < i < j - 1 < j < n + 1, the pair (X  i ,X j )  is not a 
p-adjacency. 
Then ( Xo, X 1, X 2 ) and ( X~ 1, X , ,  X~ + 1 ) are mutually exclusive conduc- 
tors w.r.t, any itinerary containing as a subitinerary ( X o . . . . .  X ,  + 1 )- 
Proof Since the set T, in (b), is such that Vi, 0 < i  <n,  X i~T ,  it 
follows from (c) that X 0 and X, are d-connected given T. Hence there is 
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some path P from X 0 to X n. I f  Xn +1 is a descendant of  An, then X0 and 
X,  + 1 are d-connected given T, by Lemma 8. Thus it follows that X ,  is not 
an ancestor of  X n + 1. By a similar argument we can show that X l is not an 
ancestor of X 0. We can now apply Lemma 7 to deduce that for some h 
and k, 1 < h < k < n, (Xh_l, Sh, gh+l) and (Sk_l, Xk, Sk+l) are mu- 
tually exclusive conductors w.r.t. (X  0 . . . . .  X ,  + 1) (and any itinerary con- 
taining (X  0 . . . .  , Xn + 1 ))- It remains to show that h = 1 and k = n. Condi- 
tion (c) implies that if either h ~ 1 or k 4: n, then for any set S s.t. Vi, 
h - 1 < i < k + 1, X i ~ S, the vertices X h_l and Xk+ 1 are d-connected 
given S. Condit ion (d) implies that Xh_ 1 and Xk+ 1 are not p-adjacent. 
Hence  Lemma 6 then impl ies that  (Xh-1 ,  Xh, Xh+l )  and 
(X~ 1, Xk,X~+I)  are not mutually exclusive conductors, since if they 
were, then there would be some set T s.t. Vi, h - 1 < i _< k + 1, X i ~ T, 
which d-separated X h_ 1 and X k + 1, contrary to condition (c). • 
It follows that for two graphs to be Markov equivalent hey must have 
the same pairs of  m.e. conductors with respect to uncovered itineraries. 
This raises the prospect hat we might have to calculate all of  the possible 
uncovered itineraries between a given pair of m.e. conductors. In a worst 
case there might be an exponential number  of  such itineraries. The next 
lemma shows that in fact if two graphs have the same p-adjacencies, the 
same unshielded conductors, and unshielded perfect nonconductors,  then 
to verify that the graphs have the same m.e. conductors on the same 
uncovered itineraries, it is sufficient to verify that whenever a given pair of  
conductors are mutually exclusive with regard to some itinerary in one 
graph then they are also mutually exclusive with regard to some itinerary 
in the other graph. This weaker condition can be checked in polynomial (in 
the number  of  vertices) time using a simple modification of  the path sum 
algorithm [1]. 
LEMMA 10 Let ~1 and ~2 be two graphs such that 
(i) ~'1 and ~'2 have the same p-adjacencies; 
(ii) ffl and ~2 have (a) the same unshielded conductors, (b) the same 
unshielded perfect nonconductors; 
(ii i) any pair of triples ( A,  B, C) and ( X,  Y, Z )  are m.e. conductors 
on some uncovered itinerary P ==- ( A,  B, C . . . . .  X,  Y, Z )  in ~1 
if and only if ( A,  B, C ) and ( X,  Y, Z ) are m.e. conductors 
on some (possibly different) uncovered itinerary Q = 
(A ,B ,C , . . . ,X ,Y ,Z)  in if2.19 
19 This includes the possibility that the conductors overlap, i.e. that C =- X, or that B -= X 
and C -= Y. 
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Then any pair of triples < Xo, Xa, X2 ) and < X,_  ,, X~, X~ +1> are m.e. 
conductors on an uncovered itinerary R =- < X 0 . . . . .  Xn + 1 > in $'1 iff 
( Xo, X1, X2 > and ( Xn_ I, X , ,  X~ + a > are m.e. conductors on the same 
itinerary R in $'2. 
Proof  First observe that condition (i) implies that R is an uncovered 
itinerary in q~l if and only if R is an uncovered itinerary in $'2. Likewise, 
since every triple (X  i_ 1, Xi, Xi+l) is unshielded on an uncovered itinerary, 
condition (ii) implies that if R is an uncovered itinerary in $'1 (and hence 
also in ~'2) , th~n every triple (Xi_l, Si, S/+l )  is a conductor in $'1 if and 
only if every triple (X  i_ 1, Xi, Xi + 1 ) is a conductor in $'2. 
We now prove that if (Xo, X1, X 2) and ('X~_I, Xn, Xn+ 1) are m.e. 
conductors on an uncovered itinerary R = (X  0 . . . .  , An+ 1) in $'~, then 
(Xo, X1, X 2) and (Xn_I ,X~,X~+ 1) are m.e. conductors on the same 
uncovered itinerary Iq in $'2- 
The proof  is by induction on the length of R (where we take the length 
of  an itinerary to be the number  of  vertices occurring upon it). 
Base Case: 2° Itinerary length = 4; Iq -= (X0, X1, X2, X 3). Condit ion (iii) 
implies (X0, X1, X 2 ) and (X  1, X2, X 3) are m.e. on some itinerary O -- 
(X  0 . . . . .  X 3) in $'2 and hence that X 1 is not an ancestor of X 0 and X 3 is 
not an ancestor of  X 2. However, since (X  0, X 1, X 2 ) and (X1, X 2, X 3) are 
conductors, it follows that X 1 is an ancestor of X 2 and X 2 is an ancestor 
of  X 1. Thus (X0, X1, X 2 ) and (X  1, X 2, X 3) are mutually exclusive w.r.t. 
(Xo, X1, Xz, X 3) in .~2. 
Inductive step: Itinerary length = n + 2; R = (X  0, X1 , . . . ,  An, X~ + 1). 
We suppose that for all itineraries of length less than m = n + 2 we have 
established the claim. Since ( X 0, X1, X 2 ) and (X  n _ 1, Xn, X ,  + 1 ) are m.e. 
on some itinerary in $'2, it follows that X 0 is not a descendant of X 1 in $'2 
and Xn + 1 is not  a descendant of X ,  in ff2. Hence cortditions (iv) and (v) 
in the definition of m.e. conductors are satisfied in $'2. 
It remains to show that (ii) Vk, 1 < k < n, X k_ 1 is an ancestor of X k, 
and (iii) Vk, 1 < k < n, Ark+ 1 is an ancestor of X k, hold in $'2- Suppose 
that (ii) is not true in $'2- Let p be the smallest K s.t. X K is not an 
ancestor of  XK+ 1 (p  < n by hypothesis). It now follows by Lemma 7 that 
for some q, I <_ q < p, Xq is not an ancestor of Xq_ 1, and 
(Xp_l ,  Xp, Xp+ 1) is m.e. with (Xq_ l ,  Xq, Xq +1 ) on the itinerary 
(Xq_ 1 . . . . .  Xp+ 1) in $'2. This is because possibility (b) in Lemma 7 is 
20 Since each conductor has three vertices and a conductor cannot be "self-mutually exclu- 
sive" (if it were, it would become a nonconductor) it follows that the shortest itinerary on 
which two conductors are m.e. contains four vertices. 
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ruled out, since X 1 is not an ancestor of X0 .21 But in this case, since the 
itinerary (Xq_ 1 . . . . .  Xp+ 1) has length (p  - q) + 2 < n + 2 = m, it fol- 
lows by the induct ive hypothes is  that (Sq_ l ,  Sq,  Xq+l) and 
(Xp 1, Xp, Xp +t) are m.e. on the itinerary (Xq_ l  . . . . .  Xp +1 ) in ~'1. So 
But then (X0, X 1 ,X 2) and is not an ancestor of Xp+ 1 in ~ l . (x0 ,  
~(A'n- 1, An, Xn + 1) are not m.e. on R - X1 , . . . ,  Xn, x.+l) in 
which is contrai-y to our hypothesis. [Since p < n, condit ion (ii) in the 
definition of mutual ly exclusive conductors is violated.] Hence (ii) is true in 
~'2. The same argument "in reverse" works to show that (iii) holds. 
It is clear that by exchanging ~'1 and ff2 throughout in the above 
argument,  we can establish that if (X  0, X 1, X 2 ) and (X ,_  1, An, X ,  + 1 ) 
are mutually exclusive on the itinerary R = (X  o, X 1 . . . . .  X n, Xn+ 1) in 
~'2 then they are also mutually exclusive on the itinerary FI = 
(Xo, X1 , . . . ,Xn ,  X,+ 1) in if1. 
This concludes the inductive step, and with it the proof  of Lemma 10. • 
5. CHARACTERIZAT ION OF CYCLIC MARKOV 
EQUIVALENCE CLASSES 
We are now in a position to state the main result of this paper: 
CYCLIC EQUIVALENCE THEOREM ~'1 and if2, containing the same ver- 
tices, are Markov equivalent if and only if the following conditions hold: 
(i) ffl and ~2 have the same p-adjacencies. 
(ii) ~'1 and ~2 have (a) the same unshielded conductors, and (b) the 
same unshielded perfect nonconductors. 
(iii) Any triples ( A,  B, C)  and ( X,  Y, Z )  are m.e. conductors on some 
uncovered itinerary P = ( A, B, C . . . .  , X,  Y, Z )  in ~1 if and only 
if ( A, B, C ) and ( X,  Y, Z )  are m.e. conductors on some uncov- 
ered itinerary Q ~ ( A, B, C . . . . .  X, I1, Z )  in ~2. 
(iv) I f  ( A,  X, B )  and ( A, Y, B)  are unshielded imperfect non- 
conductors (in ~'1 and if2), then X is an ancestor of Y in ~'1 iff X is 
an ancestor of Y in ~z. 
(v) I f  ( A,  B, C) and ( X, Y, Z )  are mutually exclusive conductors on 
some uncovered itinerary P - ( A, B, C, . . . , X,  Y, Z )  and 
( A,  M, Z )  is an unshielded imperfect nonconductor (in ~l and 
~'2), then M is a descendant orB in ~ iff M is a descendant orB in 
21 Note that the application of Lemma 7 here is "backwards": Xp+ 1 =- "X0" and X e =-"XI" 
(where the quotations are from the statement of Lemma 7). 
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NOTES 
1. These five conditions are in fact logically independent. (See [19, 
Chapter 3, §4] for discussion of this point.) 
2. Conditions (iii) and (v) include the cases in which the mutually 
exclusive conductors overlap, i.e. where C -X ,  and where B ---X, 
C-Y .  
3. It follows from the definition of m.e. conductors that (v) is in fact 
symmetric between (X, Y, Z ) and ( A, B, C). 
4. In the previous ection we have shown the necessity of conditions (i), 
(ii), and (iii); conditions (iv) and (v) are shown to be necessary in 
Section 6. 
5.1. Outline of Proof that Conditions ( i ) -(v) are Sufficient for 
Equivalence 
Verma and Pearl prove that conditions (a), (b), and (c) in Section 3 are 
sufficient for Markov equivalence in the acyclic case by showing that if two 
graphs ~1 and ~2 satisfy (a)-(c), then whenever a "minimal" d-connecting 
path exists in one graph, it also exists in the other. The situation is more 
complicated in the cyclic case, since there is no longer a simple correspon- 
dence between d-connecting paths in Markov equivalent graphs, as shown 
in Figure 15. ~1 and ~z are Markov equivalent, and in both graphs A and 
B are d-connected given {X}, but in ~1 the d-connecting path is A 
X~Y~B,  while in ~'2 it is A ~Y~X, - - -B .  For this reason we 
introduce a notion of e-connection, defined relative to initeraries. Pairs of 
vertices are e-connected given S if and only if they are d-connected given 
S, but we shall be able to show further that if ~1 and ~ satisfy the 
antecedent of the cyclic equivalence theorem then ~a and ~2 have the 
same e-connecting itineraries of a certain type. This suffices to show that 
conditions (i)-(v) are sufficient for Markov equivalence. 
DEFINITION (e-connection) ( X o . . . . .  X ,  + ~ ) is an e-connecting itinerary 
between X o and Xn+l,  conditional on some set S (Xo,  Xn+ 1 f~ S), i f  and 
only i f  the following hold: 
(i) for  every i, 1 < i <_ n + 1, X i 1 is p-adjacent o Xi; 
(ii) i f  (X i _  1, X i, Xi+ a ) is a conductor, then X i ~ S; 
Figure 15. A Markov equivalence class. 
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X and Y d-connected given S in ~1 
Stage I Stage ~ 
One Two Since GI and ~2 
There is an e-connecting itinerary satisfy (i)-(v). 
between X and Y given S in GI <3 Stage Three t> 
X and Y d-connected given S in ~2 
One Two 
There is an e-connecting itinerary 
between X and Y given S in ~2 
Figure 16. Outline of proof strategy. 
(iii) if ( X i_ I, Xi ,  Xi + I ) is a nonconductor, then some descendant o f  
x i~s ;  
(iv) i f  ( x i _ i, x i ,  x i  + 1 ) is an imperfect nonconductor, then X i ~ S; 
(v) i f  (X  h 1, Xh, Xh + a ) and (X  k_ i, Xk,  Xk + 1 ) are mutually exclu- 
sive conductors on the itinerary ( X h_ 1 . . . . .  Xk + 1 ), then some 
descendant o f  X h belongs to S. 
The proof may be broken into three stages (Figure 16) 
Stage one. We prove that if an itinerary e-connects X and Y given S in 
~, then there is a d-connecting path given S between the same 
endpoints. 
Stage two. We show that if there is an undirected path P d-connecting 
X and Y given S in ~, then X and Y are e-connected given S by an 
itinerary containing a subset of the variables on P. 
Stages three. If graphs ~1 and ~2 satisfy conditions (i)-(v) then if there 
is an itinerary which e-connects X and Y given S, in if1, then there is 
an itinerary which e-connects X to Y, given S, in ~2. 
5.2. Cyclic Equivalence Theorem, Stage One 
Before embarking upon stage one, we first state without proof of a 
generalization of I_emma 3.3.1 from Causation, Prediction & Search (CPS) 
[22]. We will use this to construct a large d-connecting path from smaller 
pieces that fit together in the correct way. The antecedent here has been 
weakened from that in CPS so that ~ may be cyclic, and that 22 R may 
have repetitions; this is needed in the proof of theorem stage one. Since 
the proof is a fairly straightforward extension of the original, we do not 
include it here. 
22 R here corresponds to "S" in CPS, likewise S here corresponds to "Z" in CPS. 
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CPS [,EMMA 3.3.1 + In a directed (cyclic or acyclic) graph ~ over a set 
of vertices V, suppose that the following conditions hoM: 
(a) R is a sequence of vertices in V from A to B, R - (A -  
Xo, . . . ,Xn+ 1 -B ) ,  such that Vi, O <_i <_n, X, ~ Xi+ 1 (the X i 
are only pairwise distinct, i.e., not necessarily distinct). 
(b) S_cV\{A,B}. 
(c) ~ is a set of undirected paths such that 
(i) for each pair of consecutive vertices in R, X i and Xi+ a, there is 
an undirected path in ~ that d-connects X i and X i+ 1 given 
s \ {xi, xi+ 1); 
(ii) if some vertex X k on R is in S, then the paths in ~ that contain 
X k as an endpoint collide at X k (i.e., all such paths are directed 
into X k ); 
(iii) if for three vertices X k_ 1, Xk, Xk+ 1 occurring in R the d- 
connecting paths in ~ between Xk_ 1 and X k and between X k 
and Xk + 1 collide at Xk, then X k has a descendant in S. 
Then there is a path 13 in ~ that d-connects A = X o and B =-- X n + 1 
given S and that contains only edges occurring in 2 .  
The following definition and lemmas are used in stage one: 
DEFINITION [Undirected path(s) associated with a given p-adjacency] If  
X and Y are p-adjacent, then we define the following paths as associated 
with the p-adjanency, when they exist: 
(i) A directed path from X to Y: X ~ ... --* Y (also including 
X~Y) .  
(ii) A directedpath from Yto X: Y --* ... ~ X (also including Y ~ X).  
(iii) .4 path of the form X ~ C ~ Y. 
FACT 11 If  X and Y are p-adjacent, then given any set S (X, Y ~ S), 
there is an undirected path associated with the p-adjacency ( X,  Y )  which 
d-connects X and Y given S. 
Proof By Lemma 1, together with the definitions of p-adjacency and 
associated path. • 
FACT 12 I f  X i is not an ancestor of Xi+ 1, and X i and Xi+ 1 are 
p-adjacent, then no path associated with the p-adjacency is out of X i and 
into Xi + 1. 
Proof Immediate. • 
LEMMA 13 On any itinerary, if ( Xi_ 1, X i, Xi+ 1 ) is a nonconductor, then 
(X i -  2, X i -  1, Xi)  and (Xi ,  X i + 1, Xi + 2 ) are both conductors, and not 
mutually exclusive with any other conductor on the itinerary. 
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Proof If (Xi_ 1, Si, Xi+ 1 ) is a nonconductor then X i is an ancestor of 
neither Xi_ 1 nor Xi+l. It then follows from Corollary 2 and the p- 
adjacency of Xi_ 1 and X i that X i_ ] is an ancestor of X i, and similarly 
that Xi+ 1 is an ancestor of X r Hence (Xi_2, X i _ I ,X  i) and 
(X  i, X/+I, Xi+ 2) are both conductors. By definition, mutually exclusive 
conductors must be separated by other conductors (on the itinerary on 
which they are m.e.), and further, if (A,  B, C) and (P ,  Q, R)  are a pair of 
m.e. conductors, then B is not an ancestor of A. Thus (X  i_ 2, X i_ 1, X i )  
cannot be m.e. with any conductor (X  k_ 1, Xk, Xk + 1 ), for k > i, precisely 
because (X  i_ 1, Xi, X/+ 1 ) is a (perfect) nonconductor; nor can this triple 
be m.e. with any conductor (Xk_ ] ,Xk ,  Xk+l),  for k<i ,  since Xi_ 1 
is an ancestor of Xi_ z. By symmetry the same argument shows 
that (Xi ,  Xi+l, Xi+z) cannot be m.e. with any other conductor 
( Xk- 1, Xk' Xk + 1 ) on the itinerary. • 
DEFINITION (Initial ancestral segment) Given an e-connecting itinerary 
(I1o . . . . .  Y, + 1), if there is a i< > 0 s.t. V j, 0 < j <_ K, Yj is an ancestor of 
Yi-1, and k is the largest such K (i.e., Y~ + 1 is not an ancestor of Yk), then 
the set of vertices {Y/I/-< k} forms the initial ancestral segment of 
(Yo . . . . .  Y~+I)-(See Figure 17.) 
NOTE It follows from this definition that if ~ ( j  > 0) is in the initial 
ancestral segment of the itinerary (Y0 . . . . .  Yn + 1 ), then (Yj_ 1, ~, ~ + 1 ) is a 
conductor (though not necessarily unshielded). Thus if (Yj_ 1, Yj, ~+ 1) is a 
nonconductor, then ~ is not in the initial ancestral segment for any 
itinerary of which (Yj_ 1, Yj, ~ :1  ) is a subitinerary. 
LEMMA 14 I f  Yi is a vertex in the initial ancestral segment of the itinerary 
( Yo . . . . .  Yn + 1 ) which is e-connecting given S, then either 
(a) Vk, 1 < k <_ i, there is a d-connecting directed path given 
S \ {Yk, Yk_ 1} out of Yk and into Yk_ ], i.e. Yk-1 ~- "'" ~- Yk, °r 
(b) some descendant of Yi is in S. 
Proof Since Y/ is in the initial ancestral segment, it follows by defini- 
tion that Vk, l<_k<i ,  Yk is an ancestor of Yk-l- Hence for any k 
E F ~G 
~ - ~H 
Figure 17. Initial ancestral segment: In the above graph (A, B,C, D, E) is the 
initial ancestral segment of one itinerary (A, B, C, D, E, F, G). (B is an ancestor 
of A, C is an ancestor of B, D is an ancestor of C, E is an ancestor of D, but F is 
not an ancestor of E.) 
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(1 _< k < i) there is a directed path D k from Y~ to Yk-1. If no vertex on 
any of these directed paths is in S, then each of them is d-connecting iven 
S (and hence given S \ {Yk, Yk 1}). If some vertex on one of these paths is 
in S, then since every vertex on each of these paths is a descendant of Y,, it 
follows that some descendant of Y /~ S. • 
THEOREM: STAGE ONE I f  (X  o , . . .  , Xn + l ) is an e-connecting itinerary 
between X o and X ,  + 1 conditional on S, then there is a path d-connecting 
X o and X n + 1 conditional on S. 
PROOF OUTLINE We first construct a set of "small" d-connecting paths 
(gA). Applying Lemma 3.3.1+,  we will then concatenate these d- 
connecting paths to form a path which d-connects X 0 and X~+I condi- 
tional on S. 
The set of paths ?1 is derived from the itinerary (X  0 . . . . .  Xn + 1 ) in two 
steps: 
5.2.1. STAGE ONE, STEP I If (X i _ l ,  Xi, Xi+l) is a perfect nonconductor, 
then X i is a descendant of some common child D i of X/ 1 and Xi+l. 
Replace X i by D~ in the itinerary. 
The resulting sequence of vertices is still an itinerary, since clearly X~_ 
and Di, and Xi+ 1 and D i, are p-adjacent. 
Claim: The sequence is also an e-connecting itinerary. The only 
subitineraries that are changed are those that contained vertices occurring 
in perfect nonconductors on the itinerary (X  0 . . . . .  An+l)- Any perfect 
nonconductor (X  i_ 1, X/, 2(/+ 1) is changed into another perfect noncon- 
ductor (X~_ 1, D~, X i + 1 ), which is e-connecting, since if a descendant of X, 
is in S, then a descendant of D i is also in S (as X i is a descendant of Di). 
If (X i _ l ,  Xi, Xi+ 1) is a perfect nonconductor, then, by Lemma 13, 
( Xi_ 2, Xi_ 1, X i) and ( X i, Xi  + l, Xi + 2 ) are both conductors (not m.e. with 
any other conductors). 23 Since the original itinerary was e-connecting, 
it follows that X~_ 1, X~+ 1 ~ S. Thus, after the substitution, since 
(X i - l ,  Di, X i+ l )  is also a nonconductor, (X i  2, X i -x ,  D i )  and 
(D~, Xi+ 1, X~+2) are both conductors, not m.e. with any other conductors 
on the itinerary, and hence they are e-connecting iven S. Finally, a vertex 
which occurs in a nonconductor on an itinerary cannot occur between two 
m.e. conductors on that itinerary: All the triples of consecutive p-adjacent 
vertices that occur between a pair of m.e. conductors on an itinerary are, by 
definition, conductors. (Lemma 13 rules out the m.e. conductors them- 
selves having a vertex in common with a perfect nonconductor.) Thus any 
23 If these triples exist on the itinerary, i.e., if i > 1 and/or i < n. 
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m.e. conductors and the subitineraries on which they are m.e. are unaf- 
fected by this substitution. Hence if (X  0 . . . . .  X;_ 1, X;, X i+ 1 . . . . .  Xn + 1 ) 
e-connects given S, then (X  o . . . . .  X i -  1, Di, Xi+ 1 . . . . .  Xn + 1) also e- 
connects given S. 
Let us rename the vertices of the itinerary in which every X; has been 
replaced by its corresponding D i as (Y0 . . . . .  Y~ + 1 )- 
NOTES 
1. The following is now true of the Y/s: (Y/_1,Y/,Y/+I) is a perfect 
nonconductor if and only if Y~ 1 ~ Y /~ Y/+I and Y/ is not an 
ancestor of Y/_ 1 or Yi+ 1. 
2. There may be repetitions among the Y/s, i.e., it is possible that 
Y; =Yj but i 4~j, although consecutive Y/s are distinct, i.e., Vi, 
0 < i _< n, Y/~ Y/+ 1. Lemma 3.3.1 + allows for this possibility (the 
sequence R in the statement of the lemma is permitted to have 
repetitions). 
5.2.2. STAGE ONE, STEP II Since by the definition of an itinerary Y~ 
and Y;+I are p-adjacent, it follows by Lemma 1 that, conditional on 
S \ {Y/, Y/+i}, there are d-connecting paths between Y/and Y/+I. Our main 
object is to construct a set of d-connecting paths (96) between each of the 
Y; which will satisfy the conditions of CPS Lemma 3.3.1 +.  
The construction of the set 92 is complicated because the underlying 
graph is cyclic and therefore there may be more than one d-connecting 
path between any two of the Y/, and (the endpoints of) these paths may 
have different orientations. In addition, certain choices of path might rule 
out others at a later stage. In fact these problems can be overcome, but the 
resulting choice rules for constructing 92 are quite involved. At each step 
we will specify a choice rule, and we will then put into 92 the shortest 
associated path satisfying that rule. 
In the choice rule for constructing 92, there are two cases: 
Case 1: Yi+ 1 (0 < i < n) is a vertex in the initial ancestral segment. If 
there is a d-connecting path associated with (Y/, Y;+I) out of Y/+I 
(possibly into Yi) which is d-connecting iven S \ {Y;, Y/+ 1}, then we 
put the shortest such path in 92. Otherwise we put the shortest 
d-connecting path out of Y/ (and into Y/+1), given S\{Y/,Y/+I}, 
associated with (Y;, Y,+I), in 92. (It follows from Fact 11 that there 
is always some associated path d-connecting Y/ and Y;+i given 
s \ {E, ~+ 1}.) 
Case 2." Y;+ 1 (0 <_ i <_ n)  is a vertex not  in the initial ancestral segment.  
If there is a path associated with (Y;, Y;+I) which is d-connecting 
given S \{Y/,Y/+I} and into Y;+I (hence out of ~), then we put the 
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shortest such path in ~. Otherwise we put the shortest d-connecting 
path (given S \ {Y/, Y,.+ 1}) out of Y/+ 1, associated with (Y/, Y/+ 1 ), in 
2l. (Again by Fact 11, there will always be at least one associated path 
which d-connects Y/ and Y/+ 1 given S \ {Y/, Y/+ 1}-) 
These choice rules are summarized in the following table: 
P-adjacency 
(Y/,Y/+1) (0 < i < n), where 
Associated -connecting path, 
given S \ {Y/,Y/+I}, in 21 
First choice Second choice 
Y/+ l is in the initial 
ancestral segment Out of Y~+ 1 Into Y/+ 1 
Y~+I is not in the initial 
ancestral segment Into Y/ Out of Y/+I 
CLAIM The set 9A satisfies the conditions required to apply CPS Lemma 
3.3.1 + . Namely: 
(1) For each pair of p-adjacent vertices Y/,Y/+I there is a unique 
undirected path in 9~ that d-connects Yi and Yi+ 1 conditional on 
S \ {Y/, Y/+ 1}. 
(2) If Yi ~ S, then the paths in ~ that contain Yi as an endpoint collide 
at Yi. 
(3) I f  the paths between Yi 1 and Yi, and between Yi and Yi + 1, collide at 
Yi, then some descendant of Yi is in S. 
PROOF OF CLAIM Condition (1): This is satisfied immediately by the 
construction. 
Condition (2): If Y/~ S (i > 0) and (Y0 . . . . .  Yn+l) is an e-connecting 
itinerary, then (Y~_I,Y~, Yi+l) is a perfect nonconductor. From this it 
follows that Y/ is not an ancestor of Y~_ 1, and as a consequence, neither Yi 
nor Y/+I is in the initial ancestral segment. Moreover, on account of step 
I, Y/ is a common child of Y/+I and Y~ 1.24 Hence the shortest path 
associated with (Y~_1,Y~), and into Y~, is Y/ 1 ~ Y~; this path is chosen, 
since Y~ is not in the initial ancestral segment. Since Y~ is not an ancestor 
of Y/+I, by Fact 12 no path associated with (Y/, Y/+ 1) is out of Y/and into 
Y~+ 1- Thus we choose (as a second choice) a path out of Y~+ 1, and the 
shortest associated path is Y /~ Y/+ 1, since Y~ is a child of Y/+ 1. 
Condition (3): If (Y/_I,Y/,Y/+I) (i > 0) is a nonconductor (perfect or 
imperfect), then since (Y0 . . . . .  Yn +1) is e-connecting, some descendant of 
24 See note 1 in Section 5.2.1. 
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Y/ is in S [parts (iii) and (iv) in the definition of e-connection, Section 5.1]. 
Thus all that remains to be shown is that if (Y,._ 1, Y/, Y/+1) is a conductor, 
and the paths in 9/ between Y~ i and Y/ and between Y~ and Y~÷I collide 
at Y/, then (at least) one of the following holds: 
(a) Some descendant of Y/ has been conditioned on. 
(b) (Y/_I,Y/,Yi+1) is mutually exclusive with some earlier conductor 
(Yj_I, Yj, Yj+I) on the itinerary, in which case, because 
(Y0 . . . . .  Yn + 1) is e-connecting, some descendant of Y/ and ~ is in 
S. 
Suppose that the paths in ~ collide at the conductor (Y/ 1, Y/, Y~+I) 
(i > 0). There are then three cases: 
Case 1: Y~ + 1 is in the initial ancestral segment. By Lemma 14 either 
some descendant of Y/ has been conditioned on, or, for every k, 
1 < k < i, there is a d-connecting path of the form Yk ~ "'" ~ Yk- 1, 
given S. If some descendant of Y/ is in S, then we are done. If not, 
then since our choice rule for a vertex Y~ in the initial ancestral 
segments prefers paths out of Y~ (over paths into Y~) between Y~ 
and Y~_ 1, a d-connecting path of the form Y/_ 1 ~ "'" ~ Y/ (given 
S \ {Y/_ 1, Y/}) would have been put in ~. Hence no collision would 
have occurred at Y/. 
Case 2: Yi + 1 is not in the initial ancestral segment, and Yi is an ancestor 
o f  Yi+ 1. Since Y/ is an ancestor of Y/+I, there is a directed path P 
out of Y/ to Y/+ 1- If some vertex on P is in S, then a descendant of Y/ 
is in S (in which case we are done). If no vertex on P is in S, then 
P is a d-connecting directed path out of Y/ and into Y/+I (given 
S \ {Y/, Y/+ I}). Since Y/+I is not in the initial ancestral segment, we 
choose paths into Y/+I and therefore out of Y/ in preference to those 
out of Y/+ 1. Hence a path out of Y/ would have been put into 91. 
Thus no collision would have occurred at Y/. 
Case 3: Yi+l is not in the initial ancestral segment, and Yi is not an 
ancestor o f  Y/+ 1- Since Y/ and Y/+ 1 are p-adjacent, but Y/ is not an 
ancestor of Y~+ 1, then Y~+ 1 is an ancestor of Y~. From this it follows 
that Yi is not in the initial ancestral segment, because if it were, then 
Y~+I would also be in the initial ancestral segment, contrary to 
hypothesis. As Y/ is not in the initial ancestral segment, there is some 
vertex Yk (k < i) such that Yk is not an ancestor of Yk-1" Let j be 
the greatest ~7 s.t. Y, is not an ancestor of Y,_ 1 ( r /< i). Since Vk, 
j < k < i, Yk is an ancestor of Yk-1, then Y/ is an ancestor of Yy. 
There are now only two possibilities: 
Subcase a: Yj is not an ancestor o f  Yj + I, so ( Yy_ I, Yj, Yj + I ) is a 
nonconductor. Since this nonconductor occurs on an e-connecting 
itinerary, it follows by the definition of e-connection that some 
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descendant of ~ is in S. Since Y/ is an ancestor of Yj, this implies 
that a descendant of Y~ is in S, and we are done. 
Subcase b: Yj is an ancestor o f  Yj + 1. It follows by Lemma 7 that if j 
is the greatest 7/< i such that Yn is not an ancestor of Y, l, then 
(Y j -  1, Yj, Yj + 1 ) is m.e. with some conductor (Yh 1, Yh, Yh + 1) where 
j < h < i, on the itinerary (Yj_ 1 . . . . .  Y/+ 1). 25 Since this pair of m.e. 
conductors occur on an e-connecting itinerary, it again follows by the 
definition of e-connection that some descendant of ~ is in S. Since Y~ 
is an ancestor of ~, this implies that a descendant of Y~ is in S. 
This completes the proof of the claim, and hence of theorem stage 
one. • 
5.3. Cyclic Equivalence Theorem, Stage Two 
Here we prove that if there is a path P d-connecting X and Y given 
some set S, then there is an e-connecting itinerary between X and Y given 
S. In addition we wish to construct an itinerary which is sufficiently 
"unshielded" (in a sense to be defined). This is required so that in stage 
three we can show that if two graphs, ffl and ~'2, satisfy the conditions of 
the cyclic equivalence theorem, then if an "unshielded" e-connecting 
itinerary exists in if1, it also exists in if2. 
The idea of the proof is that we start off with a d-connecting path, given 
by the sequence {Xi}, and then "refine" the set of vertices, constructing a 
subsequence which forms an e-connecting itinerary. In addition we wish 
this itinerary to have two further properties: 
(i) The only consecutive triples of vertices which are not unshielded on 
the itinerary either immediately preceed or succeed an (unshielded) 
perfect nonconductor. 
(ii) Any subitinerary which does not contain any vertices which are the 
middle vertices of nonconductors on the itinerary is uncovered, i.e., 
the only p-adjacent vertices on such a subitinerary are consecutive 
vertices. 
DEFINITION (Semiunshielded itinerary) In a directed graph ~,  suppose 
( Xo , . . . ,  Xn + 1 ) is an itinerary such that the fo l lowing hold: 
(i) For  any i, 1 < i <_ n, X i_ 1 and X i+l  are not  p-adjacent  unless either 
( X i -  2, X i  1, X i  ) or ( X i, X i + 1, X i  + 2 ) is a perfect nonconductor.  
(ii) For  any a,  fl, 0 < a< ~ < n + 1, i f  ( X~ . . . .  , Xt~ ) is some 
subitinerary such that V i, ~ <_ i <<_ a,  ( X i _  l, X i ,  Xi  + l ) is a con- 
25 We are applying Lemma 7 "forwards," i.e., Yj 1 ~"S0"  and Yj ---"Xl," where the quoted 
vertices are from the statement ofLemma 7. 
Markov Equivalence for DCGs 137 
Perfect 
Non-Conductor 
x0 x 1 x x x ,  i x  x x 8 x 9 
• • . 0. ~ 3 ~ "  5 6 
". Perfect ." 
Non-Conductor 
Figure 18. Semiunshielded itineraries: In the p-adjacency graph above, 
(X  o, X1, X 2) and (X4,)(5, X 6) are the only perfect nonconductors; all other 
triples are conductors. The itinerary ( Xo, X1, )(2, X3, X4, Xs, 3(6, X9, Xlo), indi- 
cated by a thicker line, is semiunshielded: it satisfies condition (i) because the only 
shielded triples on this itinerary are (X1, X 2, X 3) and (X  3, X 4, X 5), both of which 
immediately precede or succeed an unshielded perfect nonconductor. The other 
condition (ii) is satisfied because the only subsections of the itinerary satisfying (ii) 
are (X2, X3, X4), (X6, X9, Xlo), and subsections of these sections of the itinerary. 
ductor, 26 then ( X~ . . . . .  X~ ) is an uncovered itinerary, i.e., for any 
pair o f  vertices Xh, X i s.t. a < h < i</3 ,  if X h and X i are p- 
adjacent hen h = i - 1. 
Then we will call ( X o . . . .  , Xn + 1 ) a semiunshielded itinerary. 
See Figure 18 for an example. 
NOTES 
1. Lemma 13 and (i) imply that if X/ and Xi+ z are p-adjacent,  then 
(X i ,  Xi+l, Xi+ z ) is a (shielded) conductor which is not m.e. with any 
other conductor on ( X o . . . . .  Xn + 1 )" 
2. Condit ion (i) is required so that if ffl and Y2 satisfy the antecedent 
of the cyclic equivalence theorem, then a semiunshielded itinerary 
contains the same conductors and the same perfect and imperfect 
nonconductors in both graphs. 
3. The antecedent in condition (ii) requires that every vertex on the 
subitinerary (X ,  . . . . .  X~ ) occur as the middle vertex of a conductor 
on the itinerary (whenever the relevant vertices exist on the itinerary 
(X0 , . . . ,  Xn + 1)). This includes the endpoints of the subitinerary, X~ 
and Xt~. Thus the antecedent requires (among other things) that if 
a > 0 then (X,, 1, X~, X~ + z ) is a conductor and i f /3  < n + 1, then 
( Xt~- 1, X~, Xt3 + 1 ) is also a conductor. 
2. Condit ion (ii) is required so that we can show that a pair of  m.e. 
conductors on a semiunshielded itinerary in a graph ffl will still be 
26 Whenever the relevant vertices exist on the itinerary, i.e. 0 < i and/or i < n + 1. 
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m.e. on the corresponding (semiunshielded) itinerary in any graph fie 
satisfying the antecedent of the cyclic equivalence theorem with 
respect o if1. 
LEMMA 15 If, in a directed graph ~', ( Xo, . . . , X~ + 1 ) is a path P which 
d-connects given S, then for every vertex Xi, either: 
(a) some descendant o f  X i belongs to S, or 
(b) P is of the £orm Xo '- Xl , -  ... , -  Xi, or 
(e) O is o [  the fo rm X i  --, ... --, X ,  - ,  X ,+ ~. 
Proof Given an arbitrary vertex X i on the path, there are two cases: 
Case 1: There is some collider on P which is a descentant o f  X i. This 
collider will have a descendant in S, since P d-connects given S. So we 
are done. 
Case 2: There is no collider which is a descendant of  X i. In this case 
every vertex on the undirected paths between X 0 and X i and be- 
tween X/ and X,+ 1 is a noncollider. Since X i is not a coUider, at 
least one of these undirected paths is out of X i. • 
In directed graph ~, suppose that U is a path that d-connects X and Y 
given S, and C is a collider on O. Let length(C, S) be 0 if C is a member of 
S; otherwise it is the length of a shortest directed path from C to a 
member of S. Let T(U) = {C I C is a collider on U}. Then let 
Size(U) = I{C I C is a collider on O}l + ~ length(C, U). 
C is a col l ider on O 
O is a minimal d-connectingpath between X and Y given S if U d-connects 
X and Y given S and there is no other path U' that d-connects X and Y 
given S such that Size(O') < Size(U), If there is a path that d-connects X
and Y given Z, then there is at least one minimal d-connecting path 
between X and Y given S. (See [25].) 
THEOREM: STAGE TWO I f  P -~ (Yo , . . . ,  Yn + 1) is a minimal d- 
connecting path, conditional on some set S, then there is some subset o f  the 
Y~'s which forms a semiunshielded -connecting itinerary R conditional on 
S. 
5.3.1. STAGE TWO, STEP I If P----(Y0 . . . .  ,Y ,+I)  is a minimal d- 
connecting path, let us carry out the following refinement: We assume that 
Ej is the edge between Yj and Yj+I in P. If, on the path P, E j_ x and Ej 
collide at ~ but Yj 1 and Yj+i are p-adjacent, then remove Yj from the 
set of vertices. If this rule requires us to remove Yj, then it cannot require 
us to remove Yj_ 1 or Yj+I, since, on any undirected path, if there is a 
collision at ~, then ~_  1 and Yj+I are noncoUiders on the path. 
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The refined sequence of Y/s constitutes an itinerary, since the only 
vertices ~ that we removed were such that Yj_ 1 and ~÷ 1 were p-adjacent. 
Moreover, since E j_ 1 and Ej collide at ~, it follows by the minimality of 
the original d-connecting path P that there was no edge between Yi-1 and 
Y~+I in ~'. In addition, since the rule never requires us to remove an 
endpoint, the vertices Y0, Y~ + 1 are still the endpoints of the sequence. 
We rename this refined set of Y/s as O -= (X  0 . . . . .  X,n+l) (m < n). 
Thus X 0 --- }To, Xm +1 -= Y, + 1- It follows from the construction that be- 
tween each X i and Xi+ 1 (0 < i < m) there is either an oriented edge, 
inherited from the original d-connecting path, or an (unoriented) p- 
adjacency; in the latter case, there is no edge between X i and X~+ 1 in ~'. 
It is possible to show that the sequence O of Xi's constitute an 
e-connecting itinerary. However, we wish to show that a semiunshielded 
e-connecting itinerary can be constructed, not merely an e-connecting 
itinerary. 
5.3.2. STAGE TWO STEP II Let us now consider all of the colliders re- 
maining from the original d-connecting path, among the Xy's. We define 
the following set of vertices: 
Colliders(O) = {X i [Xj_I -'-> Xj ~ Xj+l,  
s.t. the edges were on the original d-connecting path P}. 
NOTES 
1. If Xj = Y/ where Y/ was a collider w.r.t, to the edges in P, then 
Xj ~ Colliders(O): If Y/ was a collider on P, then Y//_ 1, and Y/+ 1 
were noncolliders on P. Since the only vertices that were removed in 
step I were colliders, it follows that Xj_ 1 = Yi-1 and Xj+ 1 = Y/+ 1. 
Thus Xj_ 1 ~ Xj ~ Xy+ 1, and so X i ~ Colliders(O). 
2. If Xj ~ Colliders(Q), then Xj_1,Xj÷ 1 ~ Colliders(O), since on a 
d-connecting path the vertices immediately before and after a collider 
are noncolliders (or path endpoints). 
3. It is a consequence of the transformation i  step I that if Xj 
Colliders(Q) then Xj is not an ancestor of Xj_a or Xj+ 1: If Xj were 
an ancestor of Xj_ i or Xj+ 1, then, since Xj is a common child of 
Xj_ 1 and Xj+ 1, Xj_ 1 and Xy+I would be p-adjacent. Consequently 
the Y/ corresponding to Xj would have been removed in step I. 
We now specify rules for sequentially constructing a semiunshielded 
itinerary R = (Z  0 . . . . .  Z,+ 1) (p < m)where  the Zk's are a subset of the 
Xi's. 
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RULE (For constructing a semiunshielded itinerary Iq from O) 
Base: Let Z o =-X o. 
Inductive rule: Select Zk+ 1 according to the type of vertex that Z k is: 
Case 1: Z k =-X~ q~ Colliders(Q) 
(i) If there is a vertex Xj such that Z k is p-adjacent o Xj and 
Xj ~ Colliders(Q), then let Zk+ 1 =- X , ,  where ~/ is the greatest j 
such that Z k is p-adjacent to Xj and Xj ~ Colliders(O) 
(ii) Otherwise let Zk+ 1 -= X~+ 1. 
Case 2: Z k =- X~ ~ Colliders(O) 
Let Z~+ 1 =X~+ 1. 
The inductive rule can be stated more informally as follows: 
Case 1: The last vertex added to R was not in Colliders(O). Let the 
next vertex added to R be the vertex (if there is such a vertex) furthest 
along the itinerary Q, which is p-adjacent o Z k (in the graph) and 
not in Colliders(O), and if there is no such vertex, the next vertex in 
O (after the last vertex added to R). 
Case 2: The last vertex added to R was in Colliders(O). Let the next 
vertex added to R be the next vertex in Q (after the last vertex added 
to R). 
NOTE Since at each stage the inductive rule adds to Iq a vertex "further 
along" O, it follows from the fact that O is of finite length that for some k, 
Zk =--Xm+l =-- Y,,+I" Let p = k - 1 so R ~- (Zo , . . . ,Zp+l ) .  
An example is shown in Figure 19. 
CLAIM F{ is an e-connecting itinerary. 
We now show that conditions (i)-(v) in the definition of e-connection 
are satisfied by the sequence R - (Z  0 . . . . .  Zp + 1): 
PROOF OF CLAIM Condition (i): For every k, 0 <_ k <_ p, Z k is p-adjacent 
to Zk+ 1. This is satisfied immediately, since if Zk+ 1 is introduced by case 
l(i), then the rule ensures that Z k is p-adjacent o Zk+ 1, while if it is 
introduced by case l(ii), or case 2, then Zk+ 1 is the next vertex after Z k on 
Q; thus, since consecutive vertices in Q were p-adjacent, again Z k will be 
p-adjacent to Zk+l. 
Conditions (ii) and (iv): I f  ( Z k_ 1, Zk, Z~ + a) is a conductor, or an 
imperfect nonconductor, then Z k ~ S. It is sufficient to prove that if 
Z k ~ S, then (Z  k_ x, Zk, Zk+l)  is a perfect nonconductor. [By contraposi- 
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(a )  
yx=, ,  v_  ,~  y3 _ x~. 2 Y4-X3  Ys -X4  Y6--x5 
x y- 
(b) 
R ~ ~ ~ - ~ ~  ~ X3---z3 
X 0 Y17 . :X l~Z 1 X2 --~;'~ 2 r ~,  Z4 
x0-_z  x,,_--z,2 
(c) 
Figure 19. Illustrative example. (a) Consider the d-connecting path P-= 
(Yo . . . . .  Y15) shown (the edges occurring on the path are indicated by thick 
lines). We do not explicitly represent he set that has been conditioned on-- it  
could be any set S such that P d-connects, i.e., if Y/~ S, then i ~ {1, 11, 13}; 111, 
Yll, and )113 are all ancestors of vertices in S. 
(b) After step I, the path is refined by the exclusion of )11; hence the itinerary now 
becomes (110,)12, Y3 . . . . .  Y15). Y1 is the only excluded vertex, since the colliders on 
the path are (Yo, Y1, Y2), (Y1o, Yll, Y12), and (Y12, Y13, Y14), and only (Yo, Y1, Y2) 
is such that Y/ is an ancestor of Yi-1 or ~ + r The itinerary after step I is shown. 
(The p-adjacency is indicated with a dashed line.) 
(c) Since there are two colliders left on the itinerary Q, Colliders(O) = {X10 , X12 } 
[these vertices are circled in (b)]. After step II we have the semiunshielded 
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tion this will show that (ii) and (iv) are satisfied.] We first prove the 
following sublemma: 
SUBLEMMA (I") For any Z k on R, if 3 j  s.t. Z k =- Xj  ~ Colliders(O), then 
( Zk -  1, Zk, Zk + 1 ) is a perfect nonconductor on R. 
Proof  It follows from case 2 in the inductive rule that if Z k = Xj 
CoUiders(O) then Zk+ 1 = Xj+ 1. Next consider the circumstances under 
which a vertex Z~ --- X i in Coll iders(O) would have been introduced into R 
by the inductive construction rule: Clearly Xj = Z k was not introduced 
into Iq by case 2, since if it were, then Z k I -X j -1  would be in 
Colliders(O), and it is not possible for both X~_l and Xj to be in 
Colliders(O). 27 On the other hand, X i = Z k could not have been intro- 
duced into R by case l(i), since that case will only add vertices )(/. s.t. 
Xj ~ Colliders(Q). Hence Z k was introduced by case l(ii), and thus 
Zk_ a =X i  a. We have shown that if Z k~S,  then R-=Z 0 ~ -.. 
Zk- I  ~ Zk ~ Zk+l ~ "'" ~ Zp+a,s°  Z k i sacommonch i ldo fZ  k_aand 
Z~+ a. 
27 See note 3 following the definition of Colliders(Q). 
e-connecting itinerary R shown (indicated by thick edges and dotted lines for 
p-adjacencies). 
Hence the semiunshielded e-connecting itinerary is 
(go,  X1, X 2 , X 3, X5, X6, X7, X9, Xlo, Xll, X12, X13, z¥14). 
We list the vertices introduced into R under each instance of the construction rule: 
Base: X 0 
Inductive rule: Case l(i): X1, X2, X3, Xs, X6, XT, Xg, Xl4 
Case l(ii): X10 , X12 
Case 2: X11, X13 
The itinerary R is e-connecting: The only two vertices remaining which may be in S 
(i.e. which were colliders on the original path), Xlo and X12, occur in the perfect 
nonconductors ()(9, Xlo, Xl l)  and (Xll, X12, Xx3). The only other nonconductor 
on the itinerary is the imperfect nonconductor (Xo, X1, X 2). However, since X 1 is 
an ancestor of Y1 and some descendant of 111 is in S (YI was a collider on P), 
there is a descendant of X 1 in S. There are no m.e. conductors on the itinerary. 
The itinerary R is semiunshielded: The only shielded triples of consecutive vertices, 
(X10 , Xll , XI2 ) and (X12 , X13 , X14), immediately precede or succeed the perfect 
nonconductors (X9, X1o, XI1) and (X1DXlz, X13). This shows that tq satisfies 
condition (i) in the definition of semiunshielded. Condition (ii) follows from the 
observation that the only vertices on the itinerary which are p-adjacent, and do not 
occur consecutively, are the pairs (X6, Xlo), (Xlo, XI2), and (X12, X14), all of 
which contain at least one middle vertex from a perfect nonconductor. 
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Finally, if Xj ~ Colliders(O), then Xj is not an ancestor of  Xj_ 1 or 
Xj+I, e8 and thus Z k =-- X j  is not an ancestor of  Zk_ 1 - Xj_  1 or Zk + 1 -- 
Xj+ 1. Thus (Z~_I ,  Zk, Zk+ 1) is a nonconductor.  Moreover, since Z k is a 
common child of  Z k_ l and Zk+ 1, (Zk  1, Zk, Z~+ I) is a perfect noncon- 
ductor, as required. • 
Given this sublemma, it only remains to show that if Z k ~ S, then 
Z k ~ Colliders(O): Since the Zk's are a subset of  the vertices which 
occurred on Q, which were a subset of  the variables that occurred on P, 
there are some i, j s.t. Z k = Xj --- Y/. Since I a was d-connecting, if Y /~ S, 
then Y/ was a collider on P. Since Y/ was not removed in step I, 
Z k -X j  ~ Co l l iders (O) .  
Condition (iii): I f  ( Z k_ 1, Z~, Z~ + 1 ) is a nonconductor then some descen- 
dant o f  Z k belongs to S; condition (v): I f  ( Zk_ l, Zk, Zk + 1) and 
(Zh- 1' Zh, Zh+ l) are m.e. conductors on the itinerary R - (Z  o . . . .  , Zp+l )  ,
then some descendant o f  Z~ belongs to S. By construction, there is some 
is.t. Z k - Y/. It is sufficient to show that if (Zk_ 1, Zk, Zk+ 1) is a noncon- 
ductor or a conductor which is m.e. with some other conductor on the 
itinerary R, there exist a , /3  s.t. a < k </3  where Z~ is not an ancestor of  
Z~, 1 and Z~ is not an ancestor of Z,÷ 1. The existence of such a Z~ will 
show that the subpath of  P between Y0 and Y/ was not a directed path of  
the form Y0 -= Z0 ~ "'" ~ Zk =- Y/; likewise the existence of Z ,  shows 
that subpath of  P between Y/and Yn + 1 was not a directed path of the form 
Z~ -- Y /~ ..- -o yn + 1- It will then follow from Lemma 15 that since P is 
d-connecting and Z k occurs on P, some descendant of  Z k is in S. The 
existence of Z~ and Z ,  follows by definition: If (Zk_ I ,Z~,Zk÷I )  is a 
nonconductor  on R, then Zj is not an ancestor of Zj+ 1 or Zj_ 1. Hence, 
setting a = j = /3, we are done. This proves condition (iii). I f  
(Zk -  1, Zk, Zk + 1 ) is m.e. with another conductor (Z  h_ 1, Zh, Zh + 1 ) on R 
(suppose without loss of  generality that k < h), then, again by definition, 
Z~ is not an ancestor of  Z~_ 1, and Z h is not an ancestor of  Z h + 1. Setting 
ot = k and/3  = h, we are done. This proves condition (v). • 
CLAIM R is a semiunshielded itinerary. 
We must show that conditions (i) and (ii) in the definition of  a semiun- 
shielded itinerary are satisfied by itinerary R. 
PROOF OF CLAIM Condition (i): For all k, 1 < k < p, Z k_ 1 and Zk + 1 are 
not p-adjacent unless either 
(Zk_2 ,Zk_ l ,Zk)  or  (Zk,Zk+l,Zk+2) 
28 See note 4 following the definition of Colliders(O). 
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is a perfect nonconductor.  Suppose that for some k (0 < k _< p), Z k_ 1 and 
Zk+ 1 are p-adjacent. By step II of the construction, 3r ,  s, t, 0 < r < s < 
t < m + 1, s.t. Z k_ l  - Xr ,  Z~ = X s, Z k+l =- Xr  Consider applying the 
inductive construction rule to Z k_ 1 =- Xr: If Z k_ 1 ~ Sr ~ ColUders(Q), 
then we apply case 1. If in addit ion Z~+ 1 =- Xt  ~ Coll iders(Q) then X t 
satisfies the antecedent in case l(i), i.e., X t is p-adjacent to Z k 1 = Xr and 
X t ~ Colliders(O); hence if Z k = X s then s > t.  29 But this contradicts the 
hypotheses that s < t. We have shown that if neither Z k_ 1 nor Z k + 1 is in 
Colliders(Q), then Z~_ 1 and Zk+ 1 are not p-adjacent. Hence if Z k_ 1 and 
Zk+ 1 are p-adjacent, hen at least one of Z k_ 1, Zk÷ 1 is in Coniders(O). It 
now follows from Sublemma (t)  3° that if Z~ 1 ~ Coll iders(O) then 
(Zk_2, Zk_l, Zk) is a perfect nonconductor  on R, while if Z~+ 1 
Coll iders(O) then (Zk,  Z k + 1, Zk + 2) is a perfect nonconductor  on R. This 
proves that condit ion (i) holds. 
Condit ion (ii): For  all a ,  fl, 0 < ce < [3 < p + 1, i f  ( Z . . . . . .  Zt~ ) is some 
subitinerary o f  R s.t. Vk ,  ee < k <_ [3, (Zk_ I ,  Zk ,  Zk+ 1) is a conductor,  31 
then ( Z . . . . . .  Zt~ ) is an uncovered itinerary, i.e., fo r  any pair  o f  vertices 
Z h ,Z  k s.t. a <h <k< [3, i fZ  h and Z e are p-adjacent then h =k-  1. 
Let (Z  . . . . . .  Ze)  be a subitinerary of R such that Vk, [3 < k < a,  
(Zk-1,  Zk,  Zk+I )  is a conductor. 32 Now suppose that for some pair of 
vertices Zh, Z k s.t. a < h < k < [3, Z h and Z k are p-adjacent. Since every 
vertex on the subitinerary is a conductor (or, in the cases where oe = 0 or 
[3 = n + 1, an endpoint  of R, i.e. Z 0 or Zp+l) ,  every vertex Z~ on the 
subit inerary (Z  . . . . . .  Z~) is an ancestor of at least one of  Z/,_l,  Zp.+l, 33 
and it follows from note 3 following the definit ion of Coll iders(O) that V'0, 
/3 _< r I < a, we have Zn ~ Colliders(Q). It follows from the construction 
that 3r ,  s , t ,  0_<r  <s_<t_<m + 1, such that X r--- Z h, X s =-- Zh+ 1, and 
X t - Z k. Now consider the application of the inductive construction rule, 
after Z h has been added to R. Since Z h is on the subitinerary, Z h = X~ 
Colliders(O), we apply case 1 to determine Zh+ 1. (Since h < k < [3 < p + 
1, Z h is not the end of R, so  Zh+ 1 exists.) In addition, X , - - -Z  k is 
p-adjacent to Z h, and since Z k is on the subitinerary, X,  = Z k 
Colliders(O). Thus X t = Z k satisfies the antecedent in case l(i) of the 
inductive rule. Thus Z h ÷ ~ =- X s, where s is the greatest "0 such that Xn is 
29 Under Case l(i), Z k ~ Xs, where s is the greatest ~ s.t. X n is p-adjacent to Z k_ 1 ~ Xr 
and Z n q~ Colliders(O), t is one such 7, but it might not be the greatest; hence s > t. 
30 Proved in the previous Claim. 
31 Whenever the relevant vertices exist on the itinerary, i.e. 0 < k < p + 1. 
32 See previous footnote. 
33 In the case where one vertex does not exist on the itinerary, Zj, is still an ancestor of the 
vertex which does exist. 
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p-adjacent o Z h = X r and Xn ~ Colliders(Q); t is one such 7/, whence 
s>t ,  but s<t ,  whence s=t ,  and Z h+~-X t=Z k. Finally, k=h-  1, 
and we have proved that condition (ii) holds. • 
This completes the proof of theorem stage two. 
5.4. Cyclic Equivalence Theorem, Stage Three 
In stage three we will show that if two graphs ~'1 and N2 satisfy the 
conditions in the cyclic equivalence theorem, then there is a "minimal" 
semiunshielded e-connecting itinerary between X and Y given S in ~1 if 
and only if there is a "minimal" semiunshielded e-connecting itinerary 
between X and Y given S in N2 (where we have yet to define "minimal"). 
This-- in conjunction with the fact that if X and Y are e-connected by an 
itinerary given S in some graph ge, then they are e-connected by a minimal 
itinerary given S--will complete the proof. We define a partial order 
on itineraries which will be used to distinguish "minimal" itineraries: 
DEFINI33ON (One itinerary being closer to a set S than another) 
Base clause; Suppose P1 = ( Yo . . . . .  Yn + 1) is an itinerary in a directed 
graph ~ and the following hold: 
(i) 3a, /3, a <_ /3 such that Y~ is not an ancestor of  Y~_ 1, and Y~ is 
not an ancestor of  Y~+ a, but V•, a < n </3,  Yn- , and Y, +1 are 
ancestors of  yn. 
(ii) For some vertex W (not on the itinerary), (Y~ I ,W,Y~+I)  is a 
perfect nonconductor. 
(iii) W is a descendant o f  Y~ (and Y¢). 
(iv) V~, a < ~7 -</3, the shortest directed path from Y, to some vertex in 
S is longer than the shortest directed path from W to some vertex 
inS .  
Then we say that the itinerary P2 =- (Yo . . . . .  Y~- 1, W, Y~ + 1 . . . . .  Yn + 1 ) is 
closerto S than Pl - (Yo . . . . .  Y~-a ,Y~, . . . ,Y~,Y~+I  . . . . .  Yn÷l) is. 
Transitive clause: If P2 is closer to S than Pl is, and P3 is closer to S 
than P2 is, then P3 is closer to S than Pl is. 
An example is shown in Figure 20. 
NOTES 
1. If P2 is closer to S than P1 is, then P1 and P2 have the same 
endpoints. 
2. If condition (i) in the base clause is satisfied for some a, 13 s.t. a =/3, 
then (Y~_I,Y~,Y~+ 1) - (Y~_I,Y~,Y~+I) is a nonconductor (either 
perfect or imperfect). In the case where a < /3, the triples 
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per fec t  o r  imper fec t  
. .~ m.e .  conductors l ,   ~ , .  non-conductor  x 
"K77/ 
Figure 20. One  it inerary being closer to a set S than another  is. In each case the 
itinerary including W (thick line) is closer to Z than is the black itinerary not 
including W (thin line). In this diagram, undirected lines indicate p-adjacencies, 
and directed lines indicate dges in the graph. 
(Y,,_I,Y~,Y~+I) and (Yo_I,Y/~,Yt~+I) are a pair of m.e. conductors 
with respect o (Y~_ 1 . . . . .  Y~+ 1 ).34 
LEMMA 16 In a directed graph ~', if P1 is a semiunshielded -connecting 
itinerary given S, and P2 is closer to S than Pl is, then P2 is also a 
semiunshielded -connecting itinerary given S; i.e., semiunshielded itineraries 
which e-connect given S are closed under the "closer to S" relation. 
Proof (By induction on the definition of "closer to S"). Let I:' 1 be a 
semiunshielded itinerary which e-connects given S, and let P2 be an 
itinerary closer to S than Pl is. 
Base clause: If, by the base clause, P2 is closer to S than Pl is, then 
P2 ~ (Y0 . . . . .  Y~ 1, W,Y~+I  . . . . .  Yn+l) and P 1 = (Yo . . . . .  Y~ 1 . . . . .  
Y~+ 1 . . . . .  Yn + 1), where conditions (i)-(iv) hold for Pl and P2. 
We first show that P2 e-connects given S: every triple of consecutive 
vertices on the itinerary P2, with the exception of (Y~-I, W, Yt~+I), 
(Y~_2,Y~_1, W) ,  and (W,Y~+I,Yt~+2), 35 is also on the itinerary Pl- By 
condition (ii) in the definition of "closer," <Y~ 1,W,Y~+I) is a perfect 
nonconductor, and by condition (iv) some descendant of W is in S, so this 
triple satisfies the conditions for e-connecting iven S. By I_emma 13, 
( Y~- 2, Y~ 1, W ) and ( IV, Y~ + 1, Y~ + 2 ) are both non-mutually-exclusive con- 
ductors, since they immediately precede or succeed a nonconductor. Since, 
by condition (i), Y~ i is an ancestor of Y~ and Y~+ 1 is an ancestor of Y~, 
it follows that ( Y~_ 2, Y~- 1, Y~ ) and ( Y~, Y~ + 1, Y~ + 2 ) are both conduc- 
34 See note 3 following the definition of m.e. conductors (Section 4.4). 
35 Assuming these last two triples exist on the itinerary, i.e., c~ > 1 and /3 < n, respectively. 
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tors. Since PI e-connects given S, we have Y~_1,Y~+I ~ S. Hence 
( Y~- 2, Y, -1, W ), ( Y~ _ 1, W, Y~ + 1 ), and ( W, Y~ + 1, Y~ + 2 ) satisfy the condi- 
tions for e-connection w.r.t.S. All the other triples of consecutive vertices 
on [02 are on [01, and so satisfy the conditions for e-connection w.r.t. S 
(since Pl e-connects given S). Finally, we observe that since (Y~_ 1, W, Y~ + 1) 
is a perfect nonconductor, W does not occur on any subitinerary between 
two m.e. conductors. Thus any subitinerary of P2, (Yn-1 . . . . .  YK+I), with 
respect o which (Yn_ 1, Yn, Yn+ 1 ) and (YK_ t, YK, YK+ 1) are mutually exclu- 
sive is a subitinerary of [01, so some descendant of Yn and Y~ is in S. Hence 
[02 e-connects given S. 
We now show that [02 is semiunshielded: since [01 is semiunshielded, the 
triples of consecutive vertices in [02, which are also on P1, are either 
unshielded or immediately precede or succeed a perfect nonconductor on 
Pj. Suppose for a contradiction that P2 violates condition (i) in the 
definition of an unshielded itinerary. First suppose that there is a shielded 
triple which is on P1 and [02, and precedes or succeeds a perfect noncon- 
ductor that occurs on Pt, but does not occur on P2, i.e., (Y~-2, Y~-1, Y~ > or 
(Y~, Y~+ 1, Y~+z ) is a perfect nonconductor n P1. It follows from (i) in the 
base clause and Corollary 2 that Y~_ 1 is an ancestor of Y~, and Y~ + 1 is an 
ancestor of Y~; hence (Y~_2, Y~-I, Y~ ) and (Y~, Y~ +1, Y~ +2 ) are conduc- 
tors on P1. This shows that all the triples of consecutive vertices that occur 
on P2 and that are also on P1 satisfy condition (i) in the definition of 
semiunshielded. Consider now the triples of consecutive vertices which 
occur only on P2: (Y~-1, W,Y~+I), (Ya-a,Ya-I,W), and (W, Yfl+1,Yfl+2). 
Since (Y~_ 1, W, Y~+I) is a perfect nonconductor, the triples which immedi- 
ately succeed and precede it, (Y,~_2,Y,~_a,W) and (W,Y~+I,Y~+2), are 
permitted to be shielded. If a =/3, then (Y,, 1, Y~ -- Y~, Y~+ l) is a non- 
conductor, and hence unshielded, since [01 is a semiunshielded itinerary. 36 
If o~ < /3, then (Y~_z,Y~_I,Y,~) and (Y~,Y~+l,Y~+2) are a pair of m.e. 
conductors w.r.t. [01" Again in this case, since [01 is semiunshielded, we have 
by condition (ii) in the definition of a semiunshielded itinerary that 
(Y,~-I . . . . .  Y~+I) is uncovered. Consequently Y~-1 and Y~+I are not p- 
adjacent, and thus (Y,,_ 1, W, Y~+ 1) is unshielded. Hence [02 satisfies condi- 
tion (i) in the definition of a semiunshielded itinerary. 
Condition (ii) is satisfied because, as we observed in showing that [02 is 
e-connecting, any subitinerary of [02, (]In- 1 . . . . .  Yr+ 1 ), with respect to 
which (Yn_l, Yn,Yn+l) and (YK_A,Y~,Y~+I) are mutually exclusive is a 
36 Since the only shielded triples on a semiunshielded itinerary occur immediately before and 
after a perfect nonconductor [condition (i) in the definition of semiunshielded itinerary] and 
(by Lemma 13) such triples are conductors, allnonconductors n a semiunshielded itinerary 
are unshielded. 
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subitinerary of P1- Since P1 is semiunshielded, it follows that 
(Yn-1 . . . . .  YK+1) is uncovered. Thus P2 satisfies condition (ii) in the 
definition of a semiunshielded itinerary. 
Transitive clause: If P2 is closer to S than P1 by the transitive clause, 
then the claim follows immediately from the inductive hypothesis. • 
DEFINITION [Descendancy number, DN(Q, S)] Let the descendancy 
number, DN(O, S), for a given itinerary 0 ~ (X  o . . . . .  Xn+ 1) which e- 
connects given S, be the sum of  the lengths 3v of  the paths in the set ~ ,  
where ~ is defined as follows: 
(a) For each triple (Xi_ l ,  X/, Xi+ 1 ) which is a (perfect or imperfect) 
nonconductor, if P =- X i ~ ... -~ Z is a directed path from X i to 
Z ~ S, and there is no shorter directed path P' -- X 1 -~ --. ~ Z '  
to some Z '  ~ S, then put P into ~.  (P may be of  length 1, since it b 
possible that X i ~ S.) 
(b) For each pair o f  conductors ( X h _ 1, Xh, Xh + I ), ( Xk 1, Xk, Xk + 1 
( h < k)  which are m.e. w.r.t. ( Xo, . . . , X~ +1) , if P - Xj --* ... -~ 
Z is a directed path from some Xj,  h <_ j < k, to some vertex in S, 
and there b no shorter directed path P' =- Xj, ~ ... --~ Z '  f rom any 
Xj,, h < j '  < k, to some Z '  ~ S, then put P into ~.  
NOTE Since (X  0 . . . . .  Xn + 1 ) is e-connecting iven S, it follows, by defini- 
tion, that if (X  i 1, Xi, Xi+ 1 ) is a nonconductor then X i is an ancestor of 
some vertex in S. Hence there is always at least one directed path from X, 
to some vertex in S. Likewise, if ( X h_ 1, Xh, Xh + 1 ) and ( X k 1, X , ,  X k + 1 ) 
(h < k) are m.e. on the e-connecting itinerary (X  0 . . . . .  Xn+l),  then X h, 
and hence every Xj (h _< j < k), is an ancestor of some vertex in S. Thus 
on an e-connecting itinerary there is always at least one directed path from 
(each) Xj (h < j _< k) to some vertex of S. 
LEMMA 17 I f  itinerary P2 is closer to S than P1 is, then DN(P2, S) < 
DN(P 1, S). Hence the relation of  one itinerary being closer to a given set S 
than another defines a partial order on the set of  itineraries e-connecting X 
and Y given S. 
Proof (By induction on the definition of "closer"). 
Base clause: If itinerary P2 is closer to S than PI under the base clause 
of the definition, then either a = /3 or a < /3. 
If a = /3, then the nonconductor (Y~_ 1, Y~, Y.+ 1 ) in PI is replaced by 
the perfect nonconductor (Y. 1, W, Y~+ 1), and the shortest path from Y. 
to some vertex in S is longer than the shortest path from W to some vertex 
37 "Length" here refers, as elsewhere, tothe number of vertices on the path. 
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in S. Since this is the only place where P1 and P2 differ, it follows from 
clause (a) in the definition of descendancy number that DN(P2, S)< 
DN(P~, S). 
If o~ </3, then in Pl, (Y~-I,Y~,Y~+I) and (Y~_I, Y~,Y~+I) are a pair of 
m.e. conductors w.r.t. Pl, and in Pe the subitinerary between them, 
( Y~- 1 . . . . .  Y~ + 1 ), is replaced by the perfect nonconductor ( Y~_ 1, W, Y~ + 1 )' 
where the shortest path from W to some vertex in S is shorter than the 
shortest path from any vertex Y~, o~ _< ~ _< /3, to any vertex in S. Since this 
is the only place where Pl and P2 differ, it follows from clause (b) in the 
definition of descendancy number that DN(Pz, S) < DN(P 1, S). 
Transitive clause: This follows immediately: If Pz is closer to S than Pl 
is, and P3 is closer to S than P2, is, then by the inductive hypothesis, 
DN(P 2, S) < DN(P 1, S) and DN(P3, S) < DN(P2, S); hence DN(P3, S) < 
DN(P 1 , S). • 
DEFINITION (A closest itinerary to S) It follows from the precious lemma 
and the fact that the set of itineraries is finite that, given any itinerary P, 
there is always an itinerary P*, with the same endpoints as P, such that 
either P* = P, or P* is closer to S than P is, but there is no itinerary 0 
such that 0 is closer to S than P* is. We call this itinerary P* a closest 
itinerary to S. Such an itinerary P* is a minimal object w.r.t, the partial 
order given by the "closer than to S" relation. 
LEMMA 18 I f  X and Y are e-connected given S by a semiunshielded 
itinerary, then X and Y are e-connected gicen S by a semiunshielded 
itinerary which is closest o S. 
Proof This follows immediately from Lemma 16, together with the 
definition of a closest itinerary. • 
THEOREM: STAGE THREE If ~1 and ~2 satisfy the conditions in the 
antecedent of the cyclic equiualence theorem (which we denote CET(i)-(v)), 
then any two vertices X and Y that are e-connected given S by a semiun- 
shielded itinerary P in ~1, where P is a closest itinerary to S, are also 
e-connected by the same semiunshielded itinerary P given S in ~2. 
5.4.1. STAGE 3, STEP I We first show that if a semiunshielded itinerary P 
exists in if1, then the same sequence of vertices forms a semiunshielded 
itinerary with consecutive triples of the same type and the same pairs of 
m.e. conductors in ~'2: 
CLAIM If ( Yo . . . . .  Yn + 1 ) is a semiunshielded itinerary in ~1, then: 
(a) V i, j, O < i < j < n + 1, if Y i and Yj are p-adjacent in ~1, then they 
are p-adjacent in ~z. 
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(b) I f  (Yi I, Y,, Yi+ l) is a perfiwt nonconductor in ~1, then 
( Yi ~, Yi, Yi + 1 ) is a perfect nonconductor in ~2. 
(c) I f  (Y, ~,Yi, Yi~ ~) is an impetfect nonconductor in ~,  then 
( Yi ~, Yi, Yi+ ~ ) is an impe6t'ect nonconductor in ~2. 
(d) / f  (17i ~,Yi, Y/i~ ~) is a conductorin :o',, then (Yi_ l ,Yi ,  Yi+~) is a 
conductor in "g'z. 
(e) I f  (~. ~,Yj, Yj,_,) and (Y~ ~,~,  ~Q, t? are apa i ro fm.e ,  conduc- 
tors' w.r.t. ( Yj , . . . . .  rk + , ) in .'*'~ , then ( Yj_ ,, Yj, Yj + , > and 
(Y~ *, Y~, Ya~ ~) are a pair of  m.e. conductors w.r.t. 
(Yj ~ . . . .  , ~ + 1 ) in L~'2. 
Proof By the cyclic equivalence theorem, condition (i), Vi , j ,  0 < i < 
j _< n + 1, if 11// and Yj are p-adjacent in .~1, then they are p-adjacent in 
if2, so (a) holds. By clause (i) in the definition of a semiunshielded 
itinerary, every perfect or imperfect nonconductor on a semiunshielded 
itinerary is unshielded. 3s Hence by CET(ii), if (Yi 1, Y/, Y/~ 1) is a perfect 
nonconductor in ~,  then it is also a perfect nonconductor in ~2, and 
likewise, if (Y/ 1, Y/,Yi ~1) is an imperfect nonconductor in g'~, then it is 
also in ~2. So conditions (b) and (c) hold. 
Any conductor (~  i, ~,}]+t) on tile itinerary in ~'1 is either un- 
shielded, in which case by CET(ii) it is also a conductor in ~2, or it is 
shielded, in which case it immediately precedes or succeeds an unshielded 
perfect nonconductor [by clause (i) in the definition of a semiunshielded 
itinerary]. As any unshielded perfect nonconductor in ~1 exists in ~2 (as 
we have just shown), it follows by/ ,emma 13 that every shielded conductor 
on the itinerary also exists in -~'2. This proves that (d) holds. 
It only remains to show that (e) holds. From clause (ii) in the definition 
of a semiunshielded itinerary, it follows that if (~_~,~,~+~)  and 
(Yk m, Yk,Yk+l) are a pair of m.e. conductors w.r.t. (Y; 1 . . . .  ,Yk+l), 
then (~ 1 . . . . .  ]~+l) is an uncovered itinerary [since the subitinerary 
(~ 1 . . . . .  Yk~ 1) satisfies the antecedent of condition (ii) in the definition 
of a semiunshielded itinerary]. Since by CET(i) in the cyclic equivalence 
theorem ff~ and >~, have the same p-adjacencies, it follows that P -  
(~-1  . . . . .  Yk~l) is an uncovered itineraB, in ~'21 if and only if P -  
(Yj-J . . . . .  Yk+ l) is an uncovered itinerary in ~2. It now follows from 
conditions CEW(i)-(iii) and Lemma 10 that (Yj ~,Yj ,~+I)  and 
(Yk__l,Yk,Yk~j) are a pair of m.c. conductors w.r.t. (Yj-1 . . . . .  Yk+l) in ~'l 
if and only if <V,_ ,> and (Ya l,Yk, Yk+~) are a pair of m.e. 
conductors w.r.t. ( ~ l . . . .  ,1~ ~ ~ ) in .~'2- Therefore (e) holds. • 
38 See footnote 37. 
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We have now shown that any semiunshielded itinerary which exists in 
~'1 also exists (with the same features) in ~'2- All that remains is to show 
that if X and Y are e-connected given S in if1, then they are e-connected 
given S in ~'2- 
5.4.2. STAGE THREE, STEP II We now prove that if ~'1 and ~'2 satisfy 
CET(i)-(v), P = (Yo , . . . ,  Yn + 1) is a semiunshielded itinerary which e- 
connects Yo and Yn+l given S, and P is closest to S in ~'1, then P e- 
connects Yo and Yn + 1 given S in ~'2- 
Proof We have shown in the previous claim that if ffl and if2 satisfy 
CET(i)-(v), and P is a semiunshielded itinerary in ffl, then P is a 
semiunshielded itinerary with the same conductors, the same perfect and 
imperfect nonconductors, and the same pairs of m.e. conductors in ~'2- 
Hence condition (i) for e-connection 39 is immediately satisfied by P in if2, 
i.e., P is an itinerary in if2. Condition (ii)is also satisfied: if (Y~_ 1, Y/, Y/+ 1 ) 
is a conductor on P in ff~, then (Y/_I, Y/, Y/+I) is also a conductor on P in 
ffa, so since P e-connects given S in ~'1, we have Y/~ S. Likewise, by the 
same argument it follows that if (Y/_I,Y/,Y/+I) is an imperfect noncon- 
ductor on P on ~'2, then Y~ ~ S. All that remains is to show that conditions 
(iii) and (v) are satisfied: 
CLAIM e-connection condition (iii) holds in ~2. 
It is sufficient o show that if P is a closest itinerary to S, (~_  1, ~, Yj + 1 ) 
is a nonconductor (in ~'1 and ff2), and some D ~ S is a descendant of 
in ~'1, then D is a descendant of ~ in ~'2. 
Let (Yj - Zo, Z~ . . . . .  Z m - D)  be a shortest directed path in ffl from 
to some vertex Z m -= D ~ S. There are two cases, depending upon whether 
(~-  1, Yj, Yj + 1 ) is a perfect or imperfect nonconductor: 
CASE A (~_  1' Yj, Yj+ 1 ) is a perfect nonconductor .  
SUBLEMMA (:~) / fm > 0 (i.e. Yj ~ Zm) , then Vt, 0 < t < m, (~_1,  Zt) 
and (Yj+I, Z t )  are not both p-adjacencies in ~1. 
Proof Suppose for a contradiction that (~_  1, Zt)  and (Yj + 1, Zt) are 
both p-adjacencies in ~1-As (Yj l, ~,  Yj+I) is a nonconductor, ~ is not 
an ancestor of either ~_ 1 or  Y]+ 1- Since, by hypothesis, Z t is a descendant 
of ~ ~- Z 0 in ~'1, it follows that Z t is not an ancestor of Yj_ 1 or  Yj+ 1 in 
.~1- Thus (~_  1, Zt, ~+I )  is an unshielded nonconductor in ~1- Moreover, 
since (Y j - l ,  Yj, Yj+ 1) is a perfect nonconductor, by definition, ~ is a 
39 See Section 5.1 for the definition of e-connection. 
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descendant of  a common child of Yj_ 1 and ~+ 1- But Z t is a descendant 
of  Y j=Z0;  hence Z t is a descendant of a common child of ~ 1 and 
Yj+I. Thus (Y j _ I ,  Zt ,  Y j+I)  forms a perfect nonconductor.  Hence 
P =- (Y0  . . . . .  Yj_~, Z, ,  Yj+I . . . . .  Yn+l)  is c loser  to S than 
()10 . . . . .  Yj 1, ~,  ~+ 1, . . . ,  Yn + 1) is, 4° contradicting the assumption that P 
is a closest itinerary to S in if1" • 
PROOF OF CLAIM [Condition (iii) holds if <rj_ l , r j ,  rj.+l} is a perfect 
nonconductor] We now prove by induction on m that Z m is a descendant 
of  ~ - Zo: 
Base case, rn = 0: Trivial. If Yj - Z 0 ~ S in ~a, then the same is true in 
~2- 
Base case, rn = 1: It follows from Sublemma (~) that (Yj_I, Zt)  and 
(Yj+ 1, Z t )  are not both p-adjacent in ~1. Suppose without loss of  general- 
ity that (~  l ,Zm)  is not a p-adjacency. Since (Y j -1 ,~,~+I )  is a noncon- 
ductor in ~1 and ~2, Yj 1 is not an ancestor of  ~ - Z 0 in ~1 or ~2. Thus 
in ~1, (~  1, Zo, Z1 - Zm) forms an unshielded conductor. If, in ~2, Zo is 
not an ancestor of  Z 1, then (~_  1, Zo, Z1 =- Zm)  becomes an unshielded 
nonconductor;  but this would violate condition CET(ii). Hence Z 0 is an 
ancestor of  Z 1 --- Z m in ~2. 
Inductive case, rn > 1: We assume as our inductive hypothesis that 
(0 <_ i < m)  Z i is a descendant of ~ in ~2- It remains to be established 
that Z m is a descendant of ~ in ~2. 
Again we suppose without loss that Yj 1 is not p-adjacent o Z m. Since 
Z m is a descendant of  ~ 1 in ~1, by the cyclic equivalence theorem, stage 
two, there is a semiunshielded itinerary from ~_  1 to Z m composed only of  
conductors, with respect to which none of the conductors are m.e. 41 Since 
1 is not p-adjacent o Z m, the itinerary has length greater than 2. Let 
tz be the greatest h s.t. Z h is p-adjacent to ~ 1. Thus there is a 
semiunshielded e-connecting itinerary of  the form Q - (Yj 1, Zu , . . . ,  Z m). 
(Note: it is possible that only a subset of the vertices Z~, /z < i < k, occur 
on 0.) 
Since 0 is Semiunshiclded, by stage 3, step I above, 0 also exists in J2  
(with the same non-m.e, conductors occurring). Under  the induction hy- 
pothesis Z~ is a descendant of ~ -Z  0 in ~2- Since (~_  1, ~,  Yj+I) is a 
nonconductor  in ~2 it follows that ~_  1 is not a descendant of Z~ in ~2. 
40 By the base clause in the definition of "closer than," with a = ft. 
4~ If ~ i is an ancestor of Z m in -Wt, then there is a (directed) d-connecting path from Yj 
to Zm, given Q3. From theorem stage two, it follows that there is a semiunshielded itinerary 
from ~_ 1 to Zm which e-connects given Q. Such an itinerary must consist only of non-m.e. 
conductors, ince otherwise it would not e-connect given •. 
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Hence O is a (semiunshielded) itinerary of conductors, no pair of which 
are m.e., and ~_ 1 is not a descendant of Z u. It now follows by Lemma 7 
that Z m is a descendant of Z~,, in ~'2. Since by the inductive hypothesis Z~, 
is a descendant of ~, it follows that Z m is a descendant of ~ in if2- • 
CASE B (~_  1, ~, Yj+ 1) is an imperfect nonconductor (proof by induction 
on m) .  
SUBLEMMA (¶) Vt, 0 < t < m, if (Y j _ I ,Z , )  and (Yj+I, Zt)  are both 
p-adjacencies in ~1 and ~2, then ( Yj_ 1, Z,, Yj + 1 ) is an unshielded imper- 
fect nonconductor in ~e 1 and ge 2. 
Proof Since by construction Zt is a descendant of Yj, it follows that 
Z t is not an ancestor of Yj 1 or ~+1 in if1, since if it were, then 
would be an ancestor of ~_1 or Yj +1, and (Yj_I, ~, ~+1) would be a con- 
ductor in if1. Thus (~_a, Zt, ~+1) is a nonconductor. However, it can- 
not be a perfect nonconductor, since in that instance, P = (Yo . . . . .  
Yj-I ,Yj,  Yj+I . . . . .  Yn+l) would not be a closest itinerary to S, since 
(Y0 . . . .  , ~-1,  Zt, Yj +1 . . . . .  Yn +1 ) would be closer. (Yj_I, Zt, Yj +1 ) is un- 
shielded, since we assume that the original nonconductor (~  1, Yj, Yj+I) 
was unshielded (it was a nonconductor on a semiunshielded itinerary). 
Thus (Yj_ 1, Zt, Y; + 1 ) is an unshielded imperfect nonconductor in if1, and 
hence by CET (ii) in if2" • 
PROOF OF CLAIM [Condition (iii) holds if ( ~_ 1, Yj, Yj + 1 ) is an imperfect 
nonconductor] 
Base case: m = 1. There are two (sub)cases to consider: 
Subcase 1: (Yj_I, Z1) and (~+1, Z1) are bothp-adjacencies (in ~1 and 
~'2). By Sublemma (¶), (Yj_1, Z I ,~+I )  is an unshielded imperfect 
nonconductor in ffl and ~'2. As (~_  1, Yj, ~+1) is also an imperfect 
nonconductor in ~'1 and ~'2, it follows from CET(iv) that Z 1 is a 
descendant of Yj in ~1 if and only if Z 1 is a descendant of ~ in if2. 
Since Z 1 is a descendant of ~ in ~'1, Z1 is a descendant of ~ in if2. 
Subcase 2: One of (Yj_I ,Z,) ,  (~+1, Z1) is not a p-adjacency in ~, 
(hence in ,~2). 42 Suppose without loss, that Yj_ 1 is not p-adjacent to 
Z 1 in ~1 and ff2. Since in if1, ~ is an ancestor of Z 1, and Yj 1 is not 
p-adjacent to Z 1, (Yj-a, Yj, Z1) is an unshielded conductor. If, in ~2, 
Yj were not an ancestor of Z1, then (~_  1, ~, Z1) would not be an 
unshielded conductor in ~2- But this would violate CET(ii); hence Yj 
is an ancestor of Z 1 in ~2. 
42 This includes the case where neither (~_  1, ZI) nor (~+ 1, Z1 ) is a p-adjacency in ~1 or 
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Inductive case, m > 1: We suppose as our inductive hypothesis that 
(0 < i < m) Z i is a descendant of Yj in ge2. It remains to be established 
that Z m is a descendant of Yj in ge2. There are two (sub)cases to 
consider: 
Subcase 1: (Yj 1, Zm) and (Yj+1, Zm)  are both p-adjacencies (in gel 
and ge2). In this case, by Sublemma (¶), (~_ I ,  Zm, Yj+1) is an 
unshielded imperfect nonconductor in gel and ge2. As, by hypothesis, 
(Yj-1, Yj, ~+ 1) is also an unshielded imperfect nonconductor in gel 
and ge2, it now follows by CET(iv) that Z m is a descendant of Yj in 
gel if and only if Z m is a descendant of Yj in ge2- Hence Z m is a 
descendant of ~ in ge2. 
Subcase 2: One of  ( Yi l' Zm ) ' (YJ +l,Zm) is not a p-adjacency in gel 
(and so in ge2). The proof here is identical to that in the inductive 
case in case A above. Note that the proof there does not use the fact 
that ( Yj_I, Yj, ~ +1 ) is a perfect nonconductor. 43 • 
This completes the proof that e-connection condition (iii) holds in ge2- 
CLAIM e-connection condition (v) holds for P in ge2. 
It is sufficient to show that if P is a closest itinerary to S, and 
(Yh-  1, Yh, Yh + 1 ) and (Yk_ 1, Y~, Yk + 1 ) (h < k) are m.e conductors w.r.t the 
(uncovered) subitinerary (Yh-1 . . . . .  Yk+ 1) of P (in gem and ge2), and some 
D ~ S is a descendant of Yh in ge l, then D is a descendant of Yh in ge2. 
Let us rename the sequence (Yh_ 1 . . . . .  Yk + 1 ) as (W 0 . . . . .  Wp + 1 ), where 
p = (k -h )  + 1; hence (Wo, W1, W 2) and (Wp_l, Wp, Wp+ 1) are m.e. on 
the uncovered itinerary (W 0 . . . . .  Wp + 1 )" 
Let (W,  ~- Zo, Z 1 . . . . .  Z m - D)  be a shortest directed path in gel from 
some Wn (1 _< 77 _< p) to some vertex Z,n = D ~ S. Observe that by the 
definition of a pair of mutually exclusive conductors, Vi, j (1 _< i, j < p), 
X i is an ancestor and a descendant of Xj. Hence if Z m is a descendant of 
one of the W/ (1 _< i<p) ,  then Z m is a descendant of all of the IVii 
(including W 0 and Wp + 1). 
SUBLEMMA (~) Vt, 0 <t  <m,  if (Wo, Z t) and (Wp+I,Z t) are both 
p-adjacencies in gel and ge2, then (W o, Z t, Wp + 1 ) is an unshielded imper- 
fect nonconductor in gel and ge2. 
43 In Case A, Sublemma ($) (which used the assumption that (~_ 1, ~, ~+ 1) was a perfect 
nonconductor) implied that one of (Yj_ l, Zm), (Yj+ l, Zm) was not a p-adjacency in ffl. In 
Case B, this is the hypothesis in subcase 2.
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Proof  Since by construction Z t is a descendant of the vertices W i 
(1 < i<p) ,  it follows that Z, is not an ancestor of  W 0 or Wp+l in .T 1, 
since if it were, then the W, (1 _< i _< p) would be ancestors of W 0 or Wp+ 1, 
and <W0, WI, W2> and (W i, 1, Hip, Wp+, > would not be m.e. conductors 
w.r.t. <W 0 . . . . .  Wp+ t > in .5"1 and ~2. 
Thus <W0, Zt, Wp+ t > is a nonconductor.  However, it cannot be a perfect 
nonconductor,  since in that instance, P - < Yo, . . . , Yh 1 -- Wo, " " , Wp + 1 - 
Yk+l . . . .  ,Y ,+ i )  would not be a closest itinerary to S, since (Y0, - . . ,  
Yh-1 =- Wo, Zt,  Wp+l =- Yk+l . . . . .  Y,+I)  would be closer. As P is a semiun- 
shielded itinerary, < W 0 . . . . .  Wp + l > is uncovered, 44so W 0 and Wp + 1 are not 
p-adjacent. Thus (W0, Z,,  Wp+ I > is an unshielded imperfect nonconductor  
in ~1, and hence by CET(ii) in ~2. [] 
PROOF OF CLAIM [Condition (v) holds for P in 9 2] We now prove by 
induction on m that Z m is a descendant of  W, - Z 0. 
Base case, m = h There are two (sub)cases to consider: 
Subcase h < W o, Z 1 > and (Hip + 1, Z1 > are both p-adjacencies (in ~1 and 
if2)- By Sublemma (O), (W 0, Z 1, Wp+ 1> is an unshielded imperfect 
nonconductor  in ffl and if2- Hence by CET(v), Z1 is a descendant of  
W~ in ~'1 if and only if Z I is a descendant of W 1 in .5"2. Since Z 1 
is a descendant of  the W i (1 _< i _<p) in if1, it follows that Z 1 is a 
descendant of the W/ (1 _<_ i _<_ p) in if2. 
Subcase 2: One o f  (W o, Z l >, <Wp+ 1, Z1 > is not a p-adjacency in ~1 
(hence also not in ff2). 45 Let us suppose without loss that W 0 is not 
p-adjacent o Z1. Let W be the smallest h s.t. l~  is p-adjacent o 
Z 1. (Clearly/x > 0.) The sequence (W 0 . . . . .  W~, Z 1 > in ffl constitutes 
an itinerary of  conductors with respect to which none of the conduc- 
tors are mutually exclusive. Moreover, (W 0 . . . . .  17/, > is an uncovered 
itinerary, 46 and by the definition of  /z, Z 1 is not p-adjacent o W~ 
(0 < i < p~), so <W 0 . . . . .  W~, Z 1 > is a semiunshielded itinerary in if1 
and hence in ff2 (by theorem stage 3, step 1). In addition since 
(Wo, W1, W2> and <Wp_l, Wp, Wp41> are m.e. (in ~1 and 92) by 
definition, W 0 is not a descendant of I~VI in ffl or 9 2. It now follows 
by Lemma 7 that Z 1 is a descendant of  W~ in ~5"2. Hence Z 1 is a 
descendant of the W~ (1 _< i _< p) in .5" 2. 
44 On a semiunshielded itinerary m.e. conductors only occur on uncovered subitineraries 
[condition (ii) in the definition of a semiunshielded itinerary; see Section 5.3]. 
45 Again this includes the case where neither (W0, Z I ) nor < Wp +1, Z l > is a p-adjacency in ~1 
or  ~'2" 
46 Condition (ii) in the definition of a semiunshielded itinerary. See Section 5.3. 
156 Thomas Richardson 
Inductive case, m > 0: We assume that for h < m, Z h is a descendant 
of the vertices W/(1 < i _< p)  in ~.  It remains to be shown that Z m is a 
descendant of the W~ (1 _< i < p)  in ~2. 
There are two (sub)cases to consider: 
Subcase 1: (Wo, Z m) and (Wp + 1, Zm)  are both p-adjacencies in ~1 
(hence also in ~'2)- By Sublemma (~), (Wo, Zm, Wp+ 1) is a semi- 
unshielded imperfect nonconductor .  Since (W0, W 1, W 2) and 
( We-l, We, We +1 ) are mutually exclusive w.r.t. ( 1410 . . . . .  Wp +1 ), it now 
follows by CET(v) that Z m is a descendant of the W, (1 < i < p)  in 
ffl if and only if Z m is a descendant of  the W~ (1 < i <p)  in if2. 
Since Z m is a descendant of the W// (1 _< i < p) in if1, it follows that 
Z m is a descendant of the W~ (1 _< i < p)  in if2- 
Subcase 2: One Of ( Wo, I m ) and ( Wp + 1, Zm ) is not a p-adjacency in ~1 
(hence in ff2)- Let us suppose without loss that W 0 is not p-adjacent 
to Z m. Since in if1, Zm is a descendant of W,, there is a semiun- 
shielded e-connecting itinerary O - (W~ =- Zo , . . . ,  Z m) composed 
only of conductors with respect to which none of the conductors are 
mutually exclusive. The vertices on Q are a subset of the vertices {Z~ 
(0 < j < m)}. Let a be the smallest i (0 < i < 7/) s.t. W/ is p-adjacent 
to some vertex on Q. Let /3 be the largest j (0 < j < m) s.t. Zj is on 
Q and Zj is p-adjacent to W~. Consider the itinerary R -  
(W o . . . .  , W~, Zt~ . . . . .  Z m), where (Z~ . . . .  , Z m ) is a subitinerary of 
Q.47 Since W 0 and Z m are not p-adjacent, R has length greater than 
2. Moreover, since Vi, 0 < i < a,  I4I// is an ancestor of  W/+ 1, since Vj, 
/3 _< j < m, Zj is an ancestor of Zj+ 1, and since W~ is an ancestor of 
Z~, so every triple of consecutive vertices on R is a conductor, and 
none of these are m.e. with respect o R, we have that (W 0 . . . . .  W~ ) is 
a subitinerary of (W 0 . . . . .  Wp+ 1) which is uncovered. Likewise 
(Z  t3 . . . .  , Z m) is a subitinerary of the semiunshielded itinerary Q; 
hence this subitinerary is also uncovered. Finally, by the definition of 
W~ and Z~, there is no p-adjacency (W,, ZZ) where 0 _< i < a and 
/3 _< j < m. Thus R is the concatenation of two uncovered itineraries, 
(W 0 . . . .  ,W~) and (Z¢ . . . . .  Zm),  which are only p-adjacent at the 
endpoints, W~ and Z~; so R is uncovered and hence semiunshielded. 
47 Observe that W~ and Zt~ are p-adjacent by definition of a and /3. Hence it is possible that 
a = 0, or that /3 = m, but not that a = 0 and /3 = m, since W 0 and Z m are, by hypothesis, 
not p-adjacent. 
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Now let C be the first vertex on R after W0; thus either C = W 1 or 
C --- Z, .  If C - W 1, then W 0 is not a descendant of C in if2 (since 
then (W0, 1411, W 2 ) and (Wp_l, Hip, Wp +1 ) would not be m.e. conduc- 
tors on the itinerary). For the same reason, if C = Zt3, where 1 </3 
< m,  then since by the inductive hypothesis Zj (1 < j  < m) is a 
descendant of the W/(1 < i < p) in if2, again, W 0 is not a descendant 
of C in if2. Now R - (W o, C . . . . .  Z m)  constitutes a semiunshielded 
itinerary of conductors, with respect o which none of the conductors 
are mutually exclusive, and W 0 is not a descendant of C in if2. It now 
follows by Lemma 7 that Z m is a descendant of C in ge 2. Hence Z m is 
a descendant of the vertices W i (1 < i < p) in if2, since C is either 
one of the W~, or a descendant of one of the W/(1 < i < p). • 
This completes the proof that conditions (i)-(v) are sufficient for two 
cyclic graphs to be equivalent. The chain of implications is as follows: 
X and Y are d-connected given S in ~'1 
(theorem stage 2) 
X and Y are e-connected by a semiunshielded itinerary given S in ff~ 
(Lemma 18) 
X and Y are e-connected given S 
by a semiunshielded itinerary closest o S in ffl 
~[ (theorem stage 3) 
X and Y are e-connected given S (by a semiunshielded itinerary) in if2 
(theorem stage 1) 
X and Y are d-connected given S in if2 
Since the antecedent of the cyclic equivalence theorem is symmetric with 
respect o ffl and if2, we can use the same chain of implications to show 
that if X and Y are d-connected given S in if2, then X and Y are 
d-connected given S in ~1- • 
6. PROOF OF NECESSITY OF EQUIVALENCE THEOREM 
CONDITIONS (i)-(v) 
We now show that conditions (i)-(v) in the cyclic equivalence theorem 
are necessary, i.e. that if ffl and if2 are equivalent in the sense that they 
entail the same d-separation relations, then CET(i)-(v) hold between 
them. Most of the relevant lemmas have already been proved, but we 
require three more, corresponding to CET(iii), (iv), and (v). 
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LEMMA 19 48 I f  (Xo, Xl, X2) and (Xn_DXn, Xn+l) are a pair 
o f  mutually exclusive conductors w.r.t, the uncovered itinerary 
( X o . . . . .  X ,  + 1 ), then the following hold: 
(a) Vt, 1 _< t < n, (Xt_ 1, Xt, Xt+ 1 ) is a conductor. 
(b) There is a set T s.t. Vi,  0 < i < n + 1, X i ¢~ T, and X o and Xn+ 1 
are d-separated by T. 
(c) For any i , j  s.t. i < j and ( i , j )  4= (O,n + 1), and given any set S 
s.t. Vk ,  i < k < j, X k ~ S, one has that X i and X j  are d-connected 
given S. 
(d) For any i, j , O <_ i < j - l < j <_ n + 1, the pair (X i ,  X j )  is nora  
p-adjacency. 
Proof (a) follows immediately from clause (i) in the definition of m.e. 
conductors. 
(b) is a restatement of Lemma 6 (since (X  0 . . . . .  X,  + 1 ) is an uncovered 
itinerary, X 0 and X,+ 1 are not p-adjacent). 
(c) follows by the definition of e-connection and theorem stage one: Any 
proper subitinerary (X  i . . . . .  Xj)  of  ( X 0 . . . . .  Xn + 1 ) contains only conduc- 
tors which are not mutually exclusive [by clauses (ii) and (iii) in the 
definition of m.e. conductors]. Hence (X  i . . . . .  Xj)  e-connects given any 
set S s.t. Vk, i _< k _< j, X k ~ S. It then follows from theorem stage one 
(e-connection implies d-connection) that X /and  Xj are d-connected given 
such a set S. 
(d) follows from the definition of an uncovered itinerary. • 
LEMMA 20 I f  ( X ,  V, Z )  and ( X ,  W, Z)  are two unshielded imperfect 
nonconductors, then V is a descendant of  W if and only if  any set S such 
that V ~ S and such that X and Z are d-separated by S also contains W. 
Proof V is a descendant of  W ~ every d-separating set containing V 
also contains W: If V is a descendant of W, then by the definition of e- 
connection, in any set T such that V~ T and W~ T, X and Z are e- 
connected by T. 49 Hence by theorem stage one, X and Z are d-connected 
by any such set T. Hence by contraposition, any set which d-separates X
and Z, but contains V, also contains W. 
V is not a descendant of  W ~ there is a set T d-separating X and Z such 
that V ~ T but W f~ T: Let T = An({X, Z, V}) \ {X, Z}. It follows from 
Lemma 5 that X and Z are d-separated given T. Since W is not an 
ancestor of V, X or Z, W ~ T. • 
48 This lemma is included in order to prove the converse to Lemma 9. 
49 (S ,  V~ Z)  is an imperfect nonconductor such that a descendant of V (W) is in T, but V 
itself is not in T. 
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LEMMA 21 l f  (Xh_ l ,  Xh, Xh+l) and (Xk_ l ,  Xk, Xk+l)  (h <k)  area 
pair of  m.e. conductors w.r.t, the uncovered itinerary (Xh_ l ,  Xh, 
Xh + 1 . . . . .  Xk - 1, Xk, Xk + 1 )" and ( X h _ 1, D, Xk + 1 ) is an imperfect non- 
conductor, then D is a descendant of X k (X  h) iff every set d-separating 
Xh - 1 and Xk + 1 which contains D contains ome Xj where h <_ j < k. 
Proof D is a descendant of X k ~ there is no set T s.t. T d-separates 
Xh 1 and Xk+m, D ~ T, but no vertex Xj  (h < j  <k)  in T: If 
( Xh-  1, Xh, Xh + 1 ) and (X  k_ 1, Xk, Xk + 1 ) are a pair of m.e. conductors 
(w.r.t. (X  h 1 . . . .  ,Xk+l ) )  , then given some set T s.t. D ~T but Vj, 
h-  1 <_ j < k + 1, Xj ~ T, the itinerary (X  h_ l, xh . . . . .  Xk, Xk + l ) is e- 
connecting, since D is a descendant of X h (Xk). Thus any set which 
contains D, but does not contain any Xj, e-connects Xh_ 1 and Xk+ 1. 
Hence by theorem stage one, X h_ 1 and X k +1 are d-connected given T. 
D is not a descendant o fX  k ~ there is a set T s.t. T d-separates X h_ i and 
Xk+,, D~T,  but {X h . . . . .  X k}nT=O:  Let T=An({X h,X  k ,D}) \  
{Xh, Xk}. It follows from Lemma 5 that X and Z are d-separated given 
T. Since X k is not an ancestor of D, it follows that {Xn, . . . ,X  k} n 
An({D}) = O. Since (Xh_ l ,  Xh, Xh+l)  and (Xk_ l ,  Xk, Xk+ 1) are a pair 
of m.e. conductors, {X h . . . . .  X k} n An({Xh_ 1, Xk+a}) = O, so 
{xh . . . . .  xk} n T = O. • 
PROOF OF NECESSITY OF CYCLIC EQUIVALENCE THEOREM CON- 
DITIONS (i)-(v) The necessity of each of the conditions in the cyclic 
equivalence theorem is a direct consequence of the characterization of 
each of these conditions in terms of d-separation and d-connection 
relations, i.e., there are a set of d-separation and d-connection relations 
which hold in the graph if and only if the graph has a certain graphical 
structure. We now state each condition, the d-connection and d-separation 
relations that (conjunctively) characterize it, and the relevant lemmas. 
If ~'1 and ~'2 are Markov equivalent, then: 
(i) ~'1 and if2 have the same p-adjacencies, since X and Y are 
p-adjacent if and only if there is no set S s.t. X and Y are 
d-separated given S\{X,Y} .  ["If" and "only if" proved in 
Lemma 1.] 
ilia) ffl and ~'2 have the same unshielded conductors, since (X,  Y, Z )  is 
an unshielded conductor if and only if 
(I) X and Y are d-connected by any set S s.t. X, Y ~ S; 
(II) Y and Z are d-connected by any set S s.t. Y, Z ~ S; 
(II I) X and Z are d-connected by any set S s.t. X, Y, Z q~ S; 
(IV) X and Z are d-separated by some set T s.t. Y~ T and 
X,Z  ~T.  
["If" and "only if" proved in Lemma 3.] 
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(iib) "~1 and ~2 have the same unshielded perfect nonconductors, ince 
(X,  Y, Z )  is an unshielded perfect nonconductor if and only if 
(I) X and Y are d-connected by any set S s.t. X, Y ~ S; 
(II) Y and Z are d-connected by any set S s.t. Y, Z ~ S; 
(III) X and Z are d-connected by any set S s.t. X, Z ~ S, Y ~ S; 
(IV) X and Z are d-separated by some set T s.t. Y~ T and 
X, Z q~ T. 
["if" proved in Lemma 4; "only if" proved in Lemma 5.] 
(iii) The pairs of triples (A ,B ,C)  and (X ,Y ,Z)  are m.e. conductors 
on some uncovered itinerary P --- { A, B, C . . . . .  X, Y, Z )  in ~1 if 
and only if (A,  B, C) and (X,  Y, Z )  are m.e. conductors on some 
uncovered itinerary (3 --- (A,  B, C . . . . .  X, Y, Z )  in ~2. Proof: 
(A,  B,C . . . . .  X,Y, Z )  is an uncovered itinerary with respect to 






Vt, 1 < t < n, (Xt_l, Xt, Xt+l) is a conductor; 
X o and X n+l are d-separated by some set T s.t. Vi, 0 _< i < 
n + l, Xi q~ T; 
(III) for any i, j s.t. i < j and (i, j )  v~ (0, n + 1), and given any set 
S s.t. Vk, i < k _< j, X k ~ S, one has that the vertices X i and 
Xj are d-connected given S; 
(IV) if for any i , j ,  0__<i<j -  l< j<n + 1, (X  i ,X j )  is not a 
p-adjacency, then (X0, X1, X 2) and (X  n 1, An, X, + 1) are 
mutually exclusive conductors. 
["If" proved in Lemma 19 and Lemma 6; "only if" proved in 
Lemma 9.] 
1If ( A, X, B), and (A,  Y, B)  are unshielded imperfect nonconduc- 
tors in ~'1 and ff2, then X is an ancestor of Y in ffl if and only if 
X is an ancestor of Y in ff2- This is because X is an ancestor of Y 
iff for every set S which d-separates A and B if Y~ S then 
X ~ S. ["If" and "only if" proved in Lemma 20.] 
If (A ,  B ,C)  and (X ,Y ,  Z )  are mutually exclusive conductors on 
an uncovered itinerary V - ( A, B, C . . . . .  X, Y, Z) ,  and ( A, M, Z ) 
is an imperfect nonconductor in ffl and fie, then M is a descen- 
dant of B in ffl if and only if M is a descendant of B in if2. This 
is because M is a descendant of B if and only if every set S which 
d-separates A and Z and contains M, also contains ome vertex on 
(B . . . . .  Y).  ["If" and "only if" proved in Lemma 21.] 
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