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THE DISTRIBUTION OF FACTORIZATION PATTERNS ON
LINEAR FAMILIES OF POLYNOMIALS OVER A FINITE FIELD
EDA CESARATTO1,2, GUILLERMO MATERA1,2, MARIANA PE´REZ1,
Abstract. We obtain estimates on the number |Aλ| of elements on a linear
familyA of monic polynomials of Fq[T ] of degree n having factorization pattern
λ := 1λ12λ2 · · ·nλn . We show that |Aλ| = T (λ) q
n−m+O(qn−m−1/2), where
T (λ) is the proportion of elements of the symmetric group of n elements with
cycle pattern λ and m is the codimension of A. Furthermore, if the family
A under consideration is “sparse”, then |Aλ| = T (λ) q
n−m + O(qn−m−1).
Our estimates hold for fields Fq of characteristic greater than 2. We provide
explicit upper bounds for the constants underlying the O–notation in terms of
λ and A with “good” behavior. Our approach reduces the question to estimate
the number of Fq–rational points of certain families of complete intersections
defined over Fq. Such complete intersections are defined by polynomials which
are invariant under the action of the symmetric group of permutations of the
coordinates. This allows us to obtain critical information concerning their
singular locus, from which precise estimates on their number of Fq–rational
points are established.
1. Introduction
Let Fq be the finite field of q := p
s elements, where p is a prime number, and let
Fq denote its algebraic closure. Let T be an indeterminate over Fq and Fq[T ] the set
of polynomials in T with coefficients in Fq. Let n be a positive integer and P := Pn
the set of all monic polynomials in Fq[T ] of degree n. Let λ1, · · · , λn be nonnegative
integers such that
λ1 + 2λ2 + · · ·+ nλn = n.
We denote by Pλ the set of elements P with factorization pattern λ := 1
λ12λ2 · · ·nλn ,
namely the elements f ∈ P which have exactly λi monic irreducible factors over
Fq of degree i (counted with multiplicity) for 1 ≤ i ≤ n. We shall further use the
notation Sλ := S ∩ Pλ for any subset S ⊂ P .
In [Coh70] it was noted that the proportion of elements of Pλ in P is roughly
the proportion T (λ) of permutations with cycle pattern λ in the nth symmetric
group Sn. More precisely, it was shown that
(1.1) |Pλ| = T (λ) q
n +O(qn−
1
2 ),
where the constant underlying the O–notation depends only on λ. A permutation
of Sn has cycle pattern λ if it has exactly λi cycles of length i for 1 ≤ i ≤ n.
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Observe that
T (λ) :=
1
w(λ)
, w(λ) := 1λ12λ2 . . . nλnλ1!λ2! . . . λn!.
In particular, n!/w(λ) is the number of permutations in Sn with cycle pattern λ.
Furthermore, in [Coh72] a subset S ⊂ Pλ is called uniformly distributed if the
proportion |Sλ|/|S| is roughly T (λ) for every factorization pattern λ. The main
result of this paper ([Coh72, Theorem 3]) provides a criterion for a linear family of
polynomials of P to be uniformly distributed in the sense above. As a particular
case we have the classical case of polynomials with prescribed coefficients, where
simpler conditions are obtained (see [Coh72, Theorem 1]; see also [Ste87]).
A difficulty with [Coh72, Theorem 3] is that the hypotheses for a linear family
of P to be uniformly distributed seem complicated and not easy to verify. In fact,
in [GHP99] it is asserted that “more work need to be done to simplify Cohen’s
conditions”. A second concern is that [Coh72, Theorem 3] imposes restrictions
on the characteristic p of Fq which may inhibit its application to fields of small
characteristic. Finally, we are also interested in finding explicit estimates, namely
an explicit admissible expression for the constant underlying (1.1).
In this paper we consider the linear families in P that we now describe. Let
m, r be positive integers with 3 ≤ r ≤ n−m, let Ar, . . . , An−1 be indeterminates
over Fq, and let be given linear forms L1, . . . , Lm of Fq[Ar, . . . , An−1] which are
linearly independent and α := (α1, . . . , αm) ∈ F
m
q . Set L := (L1, . . . , Lm) and
define A := A(L,α) as
(1.2) A :=
{
T n + an−1T
n−1 + · · ·+ a0 ∈ Fq[T ] : L(ar, . . . , an−1) +α = 0
}
.
Our main results assert that any such family A is uniformly distributed. More
precisely, we have the following result.
Theorem 1.1. Let Aλ := A ∩Pλ. If p > 2, q > n and 3 ≤ r ≤ n−m, then
(1.3)
∣∣|Aλ|−T (λ) qn−m∣∣ ≤ qn−m−1(2 T (λ)DLδLq 12 +19 T (λ)D2Lδ2L+n(n− 1)).
On the other hand, if q > n and m+ 2 ≤ r ≤ n−m, then
(1.4)
∣∣|Aλ| − T (λ) qn−m∣∣ ≤ qn−m−1(21 T (λ)D3Lδ2L + n(n− 1)).
Here δL and DL are certain explicit discrete invariants associated to the linear
variety L under consideration. We have the worst–case upper bounds δL ≤ (n −
3)!/(n−m− 3)! and DL ≤ m(n− 2).
It might be worthwhile to explicitly state what Theorem 1.1 asserts when the
family A of (1.2) consists of the polynomials of P with certain prescribed coeffi-
cients. More precisely, given 0 < i1 < i2 < · · · < im ≤ n and α := (αi1 , . . . , αim) ∈
Fmq , set I := {i1, . . . , im} and
Am := Am(I,α) :=
{
T n + a1T
n−1 + · · ·+ an ∈ Fq[T ] : aij = αij (1 ≤ j ≤ m)
}
.
Let δI := i1 · · · im and DI :=
∑m
j=1(ij − 1). We have the following result.
Theorem 1.2. If p > 2, q > n and im ≤ n− 3, then∣∣|Amλ | − T (λ) qn−m∣∣ ≤ qn−m−1(2 T (λ)DI δI q 12 + 19 T (λ)D2I δ2I + n(n− 1)).
On the other hand, for q > n and im ≤ n−m− 2, we have∣∣|Amλ | − T (λ) qn−m∣∣ ≤ qn−m−1(21 T (λ)D3I δ2I + n(n− 1)).
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Theorem 1.1 strengthens (1.1) in several aspects. First of all, the hypotheses on
the linear families A in the statement of Theorem 1.1 are relatively wide and easy
to verify. On the other hand, our results are valid either for p > 2 or without any
restriction on the characteristic p of Fq, while (1.1) requires that p is large enough.
A third aspect it is worth mentioning is that (1.4) shows that |Aλ| = T (λ) q
n−m+
O(qn−m−1), while (1.1) only asserts that |Aλ| = T (λ) q
n−m+O(qn−m−
1
2 ). Finally,
both (1.3) and (1.4) provide explicit expressions for the constants underlying the
O–notation in (1.1) with a good behavior.
In order to prove Theorem 1.1, we express the number |Aλ| of polynomials in A
with factorization pattern λ in terms of the number of Fq–rational solutions with
pairwise–distinct coordinates of a system {R1 = 0, . . . , Rm = 0}, where R1, . . . , Rm
are certain polynomials in Fq[X1, . . . , Xn]. A critical point for our approach is that,
up to a linear change of coordinates, R1, . . . , Rm are symmetric polynomials, namely
invariant under any permutation of X1, . . . , Xn. More precisely, we prove that
each Rj can be expressed as a polynomial in the first n− r elementary symmetric
polynomials of Fq[X1, . . . , Xn] (Corollary 2.4). This allows us to establish a number
of facts concerning the geometry of the set V of solutions of such a polynomial
system (see, e.g., Theorems 3.7, 3.11 and 5.1 and Corollary 5.2). Combining these
results with estimates on the number of Fq–rational points of singular complete
intersections of [CMP12a], we obtain our main results (Theorems 4.2 and 5.4).
Our methodology differs significantly from that employed in [Coh70] and [Coh72],
as we express |Aλ| in terms of the number of Fq–rational points of certain singular
complete intersections defined over Fq. In [GHP99, Problem 2.2], the authors ask
for estimates on the number of elements of P , with a given factorization pattern,
lying in nonlinear families of polynomials parameterized by an affine variety defined
over Fq. As a consequence of general results by [CvM92] and [FHJ94], it is known
that |Aλ| = O(q
r), where r is the dimension of the parameterizing affine variety
under consideration. Nevertheless, very little is known on the asymptotic behavior
of |Aλ| as a power of q and of the size of the constant underlying the O–notation.
We think that our methods may be extended to deal with this more general case,
at least for certain classes of parameterizing affine varieties.
2. Factorization patterns and roots
As before, let n be a positive integer with q > n and let P be the set of monic
polynomials of Fq[T ] of degree n. Let A ⊂ P be the linear family defined in (1.2)
and λ := 1λ1 · · ·nλn a factorization pattern. In this section we show that the
number |Aλ| can be expressed in terms of the number of common Fq–rational zeros
of certain polynomials R1, . . . , Rm ∈ Fq[X1, . . . , Xn].
For this purpose, let f be an arbitrary element of P and let g ∈ Fq[T ] be a monic
irreducible factor of f of degree i. Then g is the minimal polynomial of a root α of
f with Fq(α) = Fqi . Denote by Gi the Galois group Gal(Fqi ,Fq) of Fqi over Fq. Then
we may express g in the following way:
g =
∏
σ∈Gi
(T − σ(α)).
Hence, each irreducible factor g of f is uniquely determined by a root α of f (and
its orbit under the action of the Galois group of Fq over Fq), and this root belongs to
a field extension of Fq of degree deg g. Now, for a polynomial f ∈ Pλ, there are λ1
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roots of f in Fq, say α1, . . . , αλ1 (counted with multiplicity), which are associated
with the irreducible factors of f in Fq[T ] of degree 1; it is also possible to choose λ2
roots of f in Fq2 \ Fq (counted with multiplicity), say αλ1+1, . . . , αλ1+λ2 , which are
associated with the λ2 irreducible factors of f of degree 2, and so on. From now
on we shall assume that a choice of λ1 + · · ·+λn roots α1, . . . , αλ1+···+λn of f in Fq
is made in such a way that each monic irreducible factor of f in Fq[T ] is associated
with one and only one of these roots.
Our aim is to express the factorization of f into irreducible factors in Fq[T ] in
terms of the coordinates of the chosen λ1 + · · · + λn roots of f with respect to
suitable bases of the corresponding extensions Fq →֒ Fqi as Fq–vector spaces. For
this purpose, we express the root associated with each irreducible factor of f of
degree i in a normal basis Θi of the field extension Fq →֒ Fqi .
Let θi ∈ Fqi be a normal element and let Θi be the normal basis of Fq →֒ Fqi
generated by θi, namely
Θi =
{
θi, · · · , θ
qi−1
i
}
.
Observe that the Galois group Gi is cyclic and the Frobenius map σ : Fqi → Fqi ,
σ(x) := xq is a generator of Gi. Thus, the coordinates in the basis Θi of all the
elements in the orbit of a root αk ∈ Fqi of an irreducible factor of f of degree i are
the cyclic permutations of the coordinates of αk in the basis Θi.
The vector that gathers the coordinates of all the roots α1, . . . , αλ1+···+λn we
have chosen to represent the irreducible factors of f in the normal bases Θ1, . . . ,Θn
is an element of Fnq , which is denoted by x := (x1, . . . , xn). Set
(2.1) ℓi,j :=
i−1∑
k=1
kλk + (j − 1) i
for 1 ≤ j ≤ λi and 1 ≤ i ≤ n. Observe that the vector of coordinates of a root
αλ1+···+λi−1+j ∈ Fqi is the sub-array (xℓi,j+1, . . . , xℓi,j+i) of x. With this notation,
the λi irreducible factors of f of degree i are the polynomials
(2.2) gi,j =
∏
σ∈Gi
(
T −
(
xℓi,j+1σ(θi) + · · ·+ xℓi,j+iσ(θ
qi−1
i )
))
for 1 ≤ j ≤ λi. In particular,
(2.3) f =
n∏
i=1
λi∏
j=1
gi,j .
Let X1, . . . , Xn be indeterminates over Fq, set X := (X1, . . . , Xn) and consider
the polynomial G ∈ Fq[X, T ] defined as
(2.4) G :=
n∏
i=1
λi∏
j=1
Gi,j , Gi,j :=
∏
σ∈Gi
(
T −
(
Xℓi,j+1σ(θi)+ · · ·+Xℓi,j+iσ(θ
qi−1
i )
))
,
where the ℓi,j are defined as in (2.1). Our previous arguments show that an element
f ∈ P has factorization pattern λ if and only if there exists x ∈ Fnq with f =
G(x, T ).
Next we discuss how many elements x ∈ Fnq yield an arbitrary polynomial f =
G(x, T ) ∈ Pλ. For α ∈ Fqi , we have that Fq(α) = Fqi if and only if its orbit under the
action of the Galois group Gi has exactly i elements. In particular, if α is expressed
by its coordinate vector x ∈ Fiq in the normal basis Θi, then the coordinate vectors
DISTRIBUTION OF FACTORIZATION PATTERNS 5
of the elements of the orbit of α form a cycle of length i, because Gi permutes
cyclically the coordinates. As a consequence, there is a bijection between cycles of
length i in Fiq and elements α ∈ Fqi with Fq(α) = Fqi .
In this setting, the notion of an array of type λ will prove to be useful.
Definition 2.1. Let ℓi,j (1 ≤ i ≤ n, 1 ≤ j ≤ λi) be defined as in (2.1). An
element x = (x1, . . . , xn) ∈ F
n
q is said to be of type λ if and only if each sub-array
xi,j := (xℓi,j+1, . . . , xℓi,j+i) is a cycle of length i.
The next result relates Pλ with the set of elements of F
n
q of type λ.
Lemma 2.2. For any x = (x1, . . . , xn) ∈ F
n
q , the polynomial f := G(x, T ) has
factorization pattern λ if and only if x is of type λ. Furthermore, for each square–
free polynomial f ∈ Pλ there are w(λ) :=
∏n
i=1 i
λiλi! different x ∈ F
n
q with f =
G(x, T ).
Proof. Let Θ1, . . . ,Θn be the normal bases introduced before. Each x ∈ F
n
q is
associated with a unique finite sequence of elements αk (1 ≤ k ≤ λ1 + · · ·+ λn) as
follows: each αλ1+···+λi−1+j with 1 ≤ j ≤ λi is the element of Fqi whose coordinate
vector in the basis Θi is the sub-array (xℓi,j+1, . . . , xℓi,j+i) of x.
Suppose that G(x, T ) has factorization pattern λ for a given x ∈ Fnq . Fix (i, j)
with 1 ≤ i ≤ n and 1 ≤ j ≤ λi. Then G(x, T ) is factored as in (2.2)–(2.3), where
each gi,j ∈ Fq[T ] is irreducible, and hence Fq(αλ1+···+λi−1+j) = Fqi . We conclude
that the sub-array (xℓi,j+1, . . . , xℓi,j+i) defining αλ1+···+λi−1+j is a cycle of length
i. This proves that x is of type λ.
On the other hand, assume that we are given x ∈ Fnq of type λ and fix (i, j) with
1 ≤ i ≤ n and 1 ≤ j ≤ λi. Then Fq(αλ1+···+λi−1+j) = Fqi , because the sub-array
(xℓi,j+1, . . . , xℓi,j+i) is a cycle of length i and thus the orbit of αλ1+···+λi−1+j under
the action of Gi has i elements. This implies that the factor gi,j of G(x, T ) defined
as in (2.2) is irreducible of degree i. We deduce that f := G(x, T ) has factorization
pattern λ.
Furthermore, for x ∈ Fnq of type λ, the polynomial f := G(x, T ) ∈ Pλ is square–
free if and only if all the roots αλ1+···+λi−1+j with 1 ≤ j ≤ λi are pairwise–distinct,
non–conjugated elements of Fqi . This implies that no cyclic permutation of a sub-
array (xℓi,j+1, . . . , xℓi,j+i) with 1 ≤ j ≤ λi agrees with another cyclic permutation of
another sub-array (xℓi,j′+1, . . . , xℓi,j′+i). As cyclic permutations of any of these sub-
arrays and permutations of these sub-arrays yield elements of Fnq associated with
the same polynomial f , we conclude that there are w(λ) :=
∏n
i=1 i
λiλi! different
elements x ∈ Fnq with f = G(x, T ). 
2.1. G in terms of the elementary symmetric polynomials. Consider the
polynomial G of (2.4) as an element of Fq[X][T ]. We shall express the coefficients
of G by means of the vector of linear forms Y := (Y1, . . . , Yn) ∈ Fq[X ] defined in
the following way:
(2.5) (Yℓi,j+1, . . . , Yℓi,j+i)
t := Ai ·(Xℓi,j+1, . . . , Xℓi,j+i)
t (1 ≤ j ≤ λi, 1 ≤ i ≤ n),
where Ai ∈ F
i×i
qi is the matrix
Ai :=
(
σ(θq
h
i )
)
σ∈Gi, 1≤h≤i
.
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According to (2.4), we may express the polynomial G as
G =
n∏
i=1
λi∏
j=1
i∏
k=1
(T − Yℓi,j+k) =
n∏
k=1
(T − Yk) = T
n +
n∑
k=1
(−1)k (Πk(Y ))T
n−k,
where Π1(Y ), . . . ,Πn(Y ) are the elementary symmetric polynomials of Fq[Y ]. By
the expression of G in (2.4) we deduce that G belongs to Fq[X, T ], which in particu-
lar implies that Πk(Y ) belongs to Fq[X] for 1 ≤ k ≤ n. Combining these arguments
with Lemma 2.2 we obtain the following result.
Lemma 2.3. A polynomial f := T n + an−1T
n−1 + · · ·+ a0 ∈ P has factorization
pattern λ if and only if there exists x ∈ Fnq of type λ such that
(2.6) ak = (−1)
n−k Πn−k(Y (x)) (0 ≤ k ≤ n− 1).
In particular, if f is square–free, then there are w(λ) elements x for which (2.6)
holds.
An easy consequence of this result is that we may express the condition that an
element of A := A(L,α) has factorization pattern λ in terms of the elementary
symmetric polynomials Π1, . . . ,Πn−r of Fq[Y ].
Corollary 2.4. A polynomial f := T n+an−1T
n−1+ · · ·+a0 ∈ A has factorization
pattern λ if and only if there exists x ∈ Fnq of type λ such that
(2.7) Lj
(
(−1)n−r Πn−r(Y (x)), . . . ,−Π1(Y (x))
)
+ αj = 0 (1 ≤ j ≤ m).
In particular, if f ∈ Aλ is square–free, then there are w(λ) elements x for which
(2.7) holds.
3. The geometry of the set of zeros of R1, . . . , Rm
Let m, n and r be positive integers with q > n and 3 ≤ r ≤ n − m. Given
a factorization pattern λ := 1λ1 · · ·nλn , consider the family Aλ ⊂ Fq[T ] of monic
polynomials of degree n having factorization pattern λ, where A ⊂ P is the linear
family defined in (1.2). In Corollary 2.4 we associate to Aλ the following polyno-
mials of Fq[X] := Fq[X1, . . . , Xn]:
(3.1)
Rj := R
λ
j := Lj
(
(−1)n−r Πn−r(Y (X)), . . . ,−Π1(Y (X))
)
+ αj (1 ≤ j ≤ m).
The set of common Fq–rational zeros of R1, . . . , Rm are relevant for our purposes.
Up to the linear change of coordinates defined by Y := (Y1, . . . , Yn), we may
express each Rj as a linear polynomial in the first n − r elementary symmetric
polynomials Π1, . . . ,Πn−r of Fq[Y ]. More precisely, let Z1, . . . , Zn−r be new inde-
terminates over Fq. Then we have that
Rj = Sj(Π1, . . . ,Πn−r) (1 ≤ j ≤ m),
where S1, . . . , Sm ∈ Fq[Z1, . . . , Zn−r] are elements of degree 1 whose homogeneous
components of degree 1 are linearly independent in Fq[Z1, . . . , Zn−r], namely the
Jacobian matrix (∂S/∂Z) of S1, . . . , Sm with respect to Z := (Z1, . . . , Zn−r) has
full rank m.
In this section we obtain critical information on the geometry of the set of com-
mon zeros of the polynomials R1, . . . , Rm that will allow us to establish estimates
on their number of common Fq–rational zeros.
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3.1. Notions of algebraic geometry. Since our approach relies on tools of alge-
braic geometry, we briefly collect the basic definitions and facts that we need in the
sequel. We use standard notions and notations of algebraic geometry, which can be
found in, e.g., [Kun85, Sha94].
We denote by An the affine n–dimensional space Fq
n and by Pn the projective n–
dimensional space over Fq
n+1. Both spaces are endowed with their respective Zariski
topologies, for which a closed set is the zero locus of polynomials of Fq[X1, . . . , Xn]
or of homogeneous polynomials of Fq[X0, . . . , Xn]. For K := Fq or K := Fq, we say
that a subset V ⊂ An is an affine K–definable variety (or simply affine K–variety)
if it is the set of common zeros in An of polynomials F1, . . . , Fm ∈ K[X1, . . . , Xn].
Correspondingly, a projectiveK–variety is the set of common zeros in Pn of a family of
homogeneous polynomials F1, . . . , Fm ∈ K[X0, . . . , Xn]. We shall frequently denote
by V (F1, . . . , Fm) the affine or projective K–variety consisting of the common zeros
of polynomials F1, . . . , Fm. The set V (Fq) := V ∩ F
n
q is the set of Fq–rational points
of V .
A K–variety V is K–irreducible if it cannot be expressed as a finite union of proper
K–subvarieties of V . Further, V is absolutely irreducible if it is Fq–irreducible as a Fq–
variety. Any K–variety V can be expressed as an irredundant union V = C1∪· · ·∪Cs
of irreducible (absolutely irreducible) K–varieties, unique up to reordering, which
are called the irreducible (absolutely irreducible) K–components of V .
For a K-variety V contained in An or Pn, we denote by I(V ) its defining ideal,
namely the set of polynomials of K[X1, . . . , Xn], or of K[X0, . . . , Xn], vanishing on
V . The coordinate ring K[V ] of V is defined as the quotient ring K[X1, . . . , Xn]/I(V )
or K[X0, . . . , Xn]/I(V ). The dimension dimV of a K-variety V is the length r of
the longest chain V0  V1  · · ·  Vr of nonempty irreducible K-varieties contained
in V . A K–variety V is called equidimensional if all the irreducible K–components
of V are of the same dimension.
The degree deg V of an irreducible K-variety V is the maximum number of points
lying in the intersection of V with a linear space L of codimension dimV , for
which V ∩ L is a finite set. More generally, following [Hei83] (see also [Ful84]), if
V = C1 ∪ · · · ∪ Cs is the decomposition of V into irreducible K–components, we
define the degree of V as
deg V :=
s∑
i=1
deg Ci.
With this definition of degree, we have the following Be´zout inequality (see [Hei83,
Ful84, Vog84]): if V and W are K–varieties, then
(3.2) deg(V ∩W ) ≤ deg V · degW.
Let V and W be irreducible affine K–varieties of the same dimension and let
f : V → W be a regular map for which f(V ) = W holds, where f(V ) denotes
the closure of f(V ) with respect to the Zariski topology of W . Such a map is
called dominant. Then f induces a ring extension K[W ] →֒ K[V ] by composition
with f . We say that the dominant map f is a finite morphism if this extension is
integral, namely if each element η ∈ K[V ] satisfies a monic equation with coefficients
in K[W ]. A basic fact is that a dominant finite morphism is necessarily closed.
Another fact concerning dominant finite morphisms we shall use in the sequel is
that the preimage f−1(S) of an irreducible closed subset S ⊂W is equidimensional
of dimension dimS (see, e.g., [Dan94, §4.2, Proposition]).
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Let V ⊂ An be a variety and let I(V ) ⊂ Fq[X1, . . . , Xn] be the defining ideal
of V . Let x be a point of V . The dimension dimx V of V at x is the maximum
of the dimensions of the irreducible components of V that contain x. If I(V ) =
(F1, . . . , Fm), the tangent space TxV to V at x is the kernel of the Jacobian matrix
(∂Fi/∂Xj)1≤i≤m,1≤j≤n(x) of F1, . . . , Fm with respect to X1, . . . , Xn at x. The
point x is regular if dim TxV = dimx V holds. Otherwise, the point x is called
singular. The set of singular points of V is the singular locus Sing(V ) of V . A
variety is called nonsingular if its singular locus is empty. For a projective variety, the
concepts of tangent space, regular and singular point can be defined by considering
an affine neighborhood of the point under consideration.
Elements F1, . . . , Fr in Fq[X1, . . . , Xn] or in Fq[X0, . . . , Xn] form a regular se-
quence if F1 is nonzero and each Fi is not a zero divisor in the quotient ring
Fq[X1, . . . , Xn]/(F1, . . . , Fi−1) or Fq[X0, . . . , Xn]/(F1, . . . , Fi−1) for 2 ≤ i ≤ r. In
such a case, the (affine or projective) variety V := V (F1, . . . , Fr) they define is
equidimensional of dimension n− r, and is called a set–theoretic complete intersec-
tion. If, in addition, the ideal (F1, . . . , Fr) generated by F1, . . . , Fr is radical, then
V is an ideal–theoretic complete intersection. If V ⊂ Pn is an ideal–theoretic com-
plete intersection of dimension n − r, and F1, . . . , Fr is a system of homogeneous
generators of I(V ), the degrees d1, . . . , dr depend only on V and not on the system
of generators. Arranging the di in such a way that d1 ≥ d2 ≥ · · · ≥ dr, we call
d := (d1, . . . , dr) the multidegree of V . The so–called Be´zout theorem (see, e.g.,
[Har92, Theorem 18.3]) asserts that
(3.3) deg V = d1 · · · dr.
In what follows we shall deal with a particular class of complete intersections,
which we now define. A variety is regular in codimension m if the singular locus
Sing(V ) of V has codimension at leastm+1 in V , namely if dimV −dimSing(V ) ≥
m+1. A complete intersection V which is regular in codimension 1 is called normal
(actually, normality is a general notion that agrees on complete intersections with
the one defined here). A fundamental result for projective complete intersections is
the Hartshorne connectedness theorem (see, e.g., [Kun85, Theorem VI.4.2]), which
we now state. If V ⊂ Pn is a set–theoretic complete intersection and W ⊂ V is any
subvariety of codimension at least 2, then V \W is connected in the Zariski topology
of Pn. Applying the Hartshorne connectedness theorem with W := Sing(V ), one
deduces the following result.
Theorem 3.1. If V ⊂ Pn is a normal set–theoretic complete intersection, then V
is absolutely irreducible.
3.2. The singular locus of the variety V (R1, . . . , Rm). With the notations and
assumptions of the beginning of Section 3, let V := V λ ⊂ An be the affine variety
defined by the polynomials R1, . . . , Rm ∈ Fq[X] of (3.1). The main result of this
section asserts that V is regular in codimension one. From this result we will be
able to conclude that V is a normal ideal–theoretic complete intersection.
In the sequel we shall frequently express the points of An in the coordinate system
Y := (Y1, . . . , Yn), where Y1, . . . , Yn are the linear forms of (2.5). Let Z1, . . . , Zn
be new indeterminates over Fq, set Z := (Z1, . . . , Zn−r) and let S1, . . . , Sm ∈ Fq[Z]
be the linear polynomials for which Rj = Sj(Π1, . . . ,Πn−r) holds for 1 ≤ j ≤ m,
where Π1, . . . ,Πn−r are the first n− r elementary symmetric polynomials of Fq[Y ].
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Recall that, by hypothesis, the Jacobian matrix (∂S/∂Z) of S := (S1, . . . , Sm)
with respect to Z has full rank m.
We now consider S1, . . . , Sm as elements of Fq[Z1, . . . , Zn]. Since the Jacobian
matrix (∂S/∂Z) has full rank m, the linear affine variety W ⊂ An that S1, . . . , Sm
define has dimension n−m. Consider the following surjective mapping:
Πn : An → An
y 7→ (Π1(y), . . . ,Πn(y)).
It is easy to see that Πn is a dominant finite morphism (see, e.g., [Sha94, §5.3,
Example 1]). In particular, the preimage (Πn)−1(Z) of an irreducible affine variety
Z ⊂ An of dimension m is equidimensional and of dimension m.
Observe that the affine linear variety Wj := V (S1, . . . , Sj) ⊂ A
n is equidimen-
sional of dimension n − j. This implies that the affine variety (Πn)−1(Wj) =
V (R1, . . . , Rj) ⊂ A
n is equidimensional of dimension n − j. We conclude that
R1, . . . , Rm form a regular sequence of Fq[Y ] and deduce the following result.
Lemma 3.2. Let V ⊂ An be the affine variety defined by R1, . . . , Rm. Then V is
a set–theoretic complete intersection of dimension n−m.
Next we analyze the dimension of the singular locus of V . Assume without loss
of generality that (∂S/∂Z) is lower triangular in row–echelon form. Let 1 ≤ i1 <
· · · < im ≤ n− r be the indices corresponding to the pivots. Let I := {i1, . . . , im}
and J := {j1, . . . , jn−r−m} := {1, . . . , n− r} \ I. Then the Jacobian matrix
(3.4) M :=
(
∂(S1, . . . , Sm, Zj1 , . . . , Zjn−r−m)/∂Z
)
∈ F
(n−r)×(n−r)
q
is invertible. LetB0, . . . , Bn−m−1 be new indeterminates over Fq and define Sm+k :=
Zjk +Bn−m−k (1 ≤ k ≤ n− r−m) and Sk := Zk +Bn−k (n− r+1 ≤ k ≤ n). Set
B := (Bn−m−1, . . . , B0), S
e := (S1, . . . , Sn) and Z
e := (Z1, . . . , Zn). Observe that
the Jacobian matrix(
∂Se/∂Ze
)
=
(
∂(S1, . . . , Sm, Zj1 , . . . , Zjn−r−m , Zn−r+1, . . . , Zn)/∂Z
e
)
is also invertible. Consider the following surjective morphism of affine varieties:
Π : An → An−r
y 7→ (Π1(y), . . . ,Πn−r(y)).
Finally, we introduce the affine variety V e ⊂ A2n−m defined in the following way:
V e := {(y, b) ∈ An × An−m : Sj(Π(y), b) = 0 (1 ≤ j ≤ n)}.
In order to establish a relation between V and V e, let (y, b) be an arbitrary point
of V e. Then Sj(Π(y), b) = Sj(Π(y)) = 0 holds for 1 ≤ j ≤ m, which implies that
y ∈ V . This shows the following regular mapping of affine varieties is well–defined:
Φe1 : V
e → V
(y, b) 7→ y.
Furthermore, by the definition of V e it is easy to see that Φe1 is an isomorphism of
affine varieties, whose inverse is the following mapping:
Ψe : V → V e
y 7→
(
y,−Πj1(y), . . . ,−Πjn−r−m(y),−Πn−r+1(y), . . . ,−Πn(y)
)
.
We conclude that V e is an affine equidimensional variety of dimension n−m.
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Our aim is to show that the singular locus Σ of V has codimension at least 2 in
V . For this purpose, we shall show that the singular Σe of V e has codimension at
least 2 in V e.
Let Rm+k := Sm+k(Π,B) for 1 ≤ k ≤ n − m. We denote by (∂R/∂Y ) the
Jacobian matrix of R := (R1, . . . , Rm) with respect to Y and by (∂R
e/∂(Y ,B))
the Jacobian matrix of Re := (R1, . . . , Rn) with respect to Y and B. The relation
between the singular locus of V and V e is expressed in the following remark.
Remark 3.3. For y ∈ V , let (y, b) := Ψe(y). Then (∂R/∂Y )(y) is of full rank m
if and only if
(
∂Re/(∂Y ,B)
)
(y, b) is of full rank n.
Proof. Let y ∈ V be a point as in the statement of the remark. By the definition
of Re it follows that
(
∂Re/(∂Y ,B)
)
(y, b) has a block structure as follows:
∂Re
∂(Y ,B)
(y, b) =
(
∂R
∂Y (y) 0
∂(Re\R)
∂Y (y, b)
∂(Re\R)
∂B (y, b)
)
=
(
∂R
∂Y (y) 0
∂(Re\R)
∂Y (y, b) I
)
,
where 0 denotes a zero m× (n−m)–matrix and I denotes an (n−m)× (n−m)–
identity matrix. The conclusion of the remark readily follows. 
In order to obtain an upper bound on the dimension of the singular locus of V e,
we consider the following projection mapping:
Φe2 : V
e → An−m
(y, b) 7→ b.
We shall analyze the image under Φe2 of the singular locus of V
e. The following
result will allow us to draw conclusions concerning the singular locus of V e from
the analysis of its image under Φe2.
Lemma 3.4. Φe2 is a dominant finite morphism.
Proof. Let αi := Si(0) for 1 ≤ i ≤ m and let α := (α1, . . . , αm). Set BJ :=
(Bn−m−1, . . . , Br). By the definition of the matrix M of (3.4) it follows that
(R1, . . . , Rn−r) =M·Π+ (α,BJ)
t,
where Π := (Π1, . . . ,Πn−r). As a consequence, we have Π(y) +M
−1(α, bJ )
t = 0
for any (y, b) ∈ V e. Denote by mj the jth row of M
−1 for 1 ≤ j ≤ n− r. Then
Πj(y) +mj · (α, bJ)
t = 0 (1 ≤ j ≤ n− r)
for any (y, b) ∈ V e. Furthermore, the identity
(yj)
n +
n∑
k=1
(−1)k Πk(y) (yj)
n−k = 0
holds for 1 ≤ j ≤ n. Combining the two previous identities and the definition of
Se, we conclude that the polynomial
Pj := Y
n
j −
n−r∑
k=1
(−1)kmk · (α,BJ)
tY n−kj −
n∑
k=n−r+1
(−1)kBn−kY
n−k
j
vanishes identically over V e for 1 ≤ j ≤ n.
Let b ∈ An−m be a point of the image of Φe2 and let y ∈ V be an arbitrary point
with (y, b) ∈ V e. As the identity Pj(yj , b) = 0 holds for 1 ≤ j ≤ n, the fiber of b
under Φe2 has dimension zero. Then the theorem on the dimension of fibers (see, e.g.,
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[Sha94, §I.6.3, Theorem 7]) asserts that dimV e−dimΦe2(V
e) ≤ dim(Φe2)
−1(b) = 0,
namely dimΦe2(V
e) ≥ n−m. It follows that Φe2 is dominant.
Furthermore, since Pj(Yj ,B) = 0 holds in Fq[V
e] for 1 ≤ j ≤ n, we see that the
ring extension Fq[B] →֒ Fq[V
e] is integral. This implies that Φe2 is a finite morphism
and finishes the proof of the lemma. 
Next we obtain a partial characterization of the singular locus of V e. Here we
use the fact that V is defined by symmetric polynomials.
Lemma 3.5. Let (y, b) ∈ V e be a point for which (∂Re/∂(Y ,B))(y, b) has not
full rank. Then there exist 1 ≤ i < j < k < l ≤ n such that yi = yj and yk = yl.
Proof. Let (y, b) ∈ V e be a point as in the statement of the lemma. According to
Remark 3.3, the Jacobian matrix (∂R/∂Y )(y) is not of full rank. Since R = S ◦Π,
by the chain rule we obtain(
∂R
∂Y
)
=
(
∂S
∂Z
◦Π
)
·
(
∂Π
∂Y
)
.
Let v ∈ Am a nonzero vector in the left kernel of (∂R/∂Y )(y). Then
0 = v ·
(
∂R
∂Y
)
(y) = v ·
(
∂S
∂Z
)(
Π(y)
)
·
(
∂Π
∂Y
)
(y).
Since the Jacobian matrix (∂S/∂Z)
(
Π(y)
)
has full rank, we deduce that the vector
w := v · (∂S/∂Z)
(
Π(y)
)
∈ An−r is nonzero and
w ·
(
∂Π
∂Y
)
(y) = 0.
Hence, all the maximal minors of (∂Π/∂Y )(y) must vanish.
Arguing as in the proof of [CMPP14, Theorem 3.2] (see also [CMP12b, Theorem
3.1]), we conclude that y has at most n − 4 pairwise–distinct coordinates. In
particular, there exist 1 ≤ i < j ≤ n − 2 with yi = yj . Assume without loss of
generality that i = 1 and j = 2. Then there exist 3 ≤ k < l ≤ n with yk = yl. This
finishes the proof of the lemma. 
Now we obtain an upper bound on the dimension of the singular locus of V e.
Proposition 3.6. Let p > 2. The set of points (y, b) ∈ V e for which the Jacobian
matrix (∂Re/∂(Y ,B))(y, b) has not full rank, has codimension at least 2 in V e.
In particular, the singular locus of V e has codimension at least 2 in V e.
Proof. We use the notations of the proof of Lemma 3.4. In the proof of Lemma 3.4
we show that the polynomial
Pj(Yj ,B) := Y
n
j −
n−r∑
k=1
(−1)kmk · (α,BJ)
tY n−kj −
n∑
k=n−r+1
(−1)kBn−kY
n−k
j
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vanishes identically on V e for 1 ≤ j ≤ n. Let (y, b) ∈ V e be a point as in the
statement of the proposition and let Pb ∈ Fq[T ] be the polynomial
Pb := T
n −
n−r∑
k=1
(−1)kmk · (α, bJ)
tT n−k −
n∑
k=n−r+1
(−1)kbn−kT
n−k
= T n +
n∑
k=1
(−1)k Πk(y)T
n−k =
n∏
j=1
(T − yj).
Since the roots of Pb in Fq are the coordinates of y, by Lemma 3.5 we have that Pb
has either two distinct multiple roots, or a root of multiplicity at least three.
On one hand, [MPP13, Lemma 4.5] shows that the set consisting of the elements
b ∈ An−m such that Pb has two distinct multiple roots is contained in a subvariety
of codimension 2 of An−m. On the other hand, [MPP13, Lemma 4.7] proves that the
subset of An−m formed by the elements b for which Pb has a root of multiplicity at
least three is contained in a subvariety of codimension 2 of An−m. As a consequence,
the image under Φe2 of the set of points (y, b) ∈ V
e as in the statement of the lemma
is contained in a subvariety of codimension 2 of An−m.
Lemma 3.4 asserts that Φe2 is dominant finite morphism. Therefore, as the inverse
image of a codimension–2 subvariety of An−m is a codimension–2 subvariety of V e,
the first assertion of the proposition is deduced.
Now we consider the second assertion of the proposition. Let (y, b) be a sin-
gular point of V e and let TyV
e be the tangent space of V e at y. Since V e =
V (R1, . . . , Rn), for any v ∈ TyV
e we have (∂Re/∂Y )(y, b) · v = 0. If the Jacobian
matrix (∂Re/∂Y )(y, b) had full rank, then TyV
e would have dimension at most
n −m, contradicting thus our assumption on (y, b). Hence, the second assertion
readily follows. 
Finally, we are able to establish our main result concerning the dimension of the
singular locus of V .
Theorem 3.7. Let p > 2. The set of points y ∈ V for which (∂R/∂Y )(y) has not
full rank, has codimension at least 2 in V . In particular, the singular locus Σ of V
has codimension at least 2 in V .
Proof. Recall that the projection mapping Φe1 : V
e → V defined by Φe1(y, b) := y is
an isomorphism of affine varieties. Furthermore, Remark 3.3 asserts that the image
under Φe1 of the set of points (y, b) ∈ V
e for which (∂Re/∂(Y ,B))(y, b) has not
full rank is the set of points y ∈ V as in the statement of the theorem. Proposition
3.6 shows that the former is contained in a codimension–2 subvariety of V e, which
implies that the latter is contained in a codimension–2 subvariety of V . This proves
the first assertion of the theorem.
Now let y be an arbitrary point Σ. By Lemma 3.2 we have dim TyV > n −m.
This implies that rank (∂R/∂Y ) (y) < m, for otherwise we would have dim TyV ≤
n −m, contradicting thus the fact that y is a singular point of V . From the first
assertion, already proved, we easily deduce the second assertion of the theorem. 
From Lemma 3.2 and Theorem 3.7 we obtain further algebraic and geometric
consequences concerning the polynomials R1, . . . , Rm and the variety V . By The-
orem 3.7 we have that the set of points y ∈ V for which the Jacobian matrix
(∂R/∂Y )(y) has not full rank has codimension at least 2 in V . Since R1, . . . , Rm
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form a regular sequence of Fq[Y ], from [Eis95, Theorem 18.15] we conclude that
R1, . . . , Rm define a radical ideal of Fq[Y ].
On the other hand, recall that the matrix (∂S/∂Z) was supposed to be lower
triangular in row–echelon form, the indices i1, . . . , im corresponding to the positions
of the pivots of (∂S/∂Z). Then each polynomial Rj has degree ij for 1 ≤ j ≤ m.
By the Be´zout inequality (3.2) we have deg V ≤
∏m
j=1 degRj = i1 · · · im. In other
words, we have the following statement.
Corollary 3.8. Let p > 2. The polynomials R1, . . . , Rm define a radical ideal and
the variety V has degree degV ≤
∏m
j=1 degRj = i1 · · · im.
3.3. The projective closure of V . In order to obtain estimates on the number
of Fq–rational points of V we need information concerning the behavior of V “at
infinity”. For this purpose, we consider the projective closure pcl(V ) ⊂ Pn of V ,
whose definition we now recall. Consider the embedding of An into the projective
space Pn which assigns to any y := (y1, . . . , yn) ∈ A
n the point (1 : y1 : · · · : yn) ∈
Pn. The closure pcl(V ) ⊂ Pn of the image of V under this embedding in the Zariski
topology of Pn is called the projective closure of V . The points of pcl(V ) lying in
the hyperplane {Y0 = 0} are called the points of pcl(V ) at infinity.
It is well–known that pcl(V ) is the variety of Pn defined by the homogenization
Fh ∈ Fq[Y0, . . . , Yn] of each polynomial F belonging to the ideal (R1, . . . , Rm) ⊂
Fq[Y1, . . . , Yn] (see, e.g., [Kun85, §I.5, Exercise 6]). Denote by (R1, . . . , Rm)
h the
ideal generated by all the polynomials Fh with F ∈ (R1, . . . , Rm). Since the ideal
(R1, . . . , Rm) is radical, the ideal (R1, . . . , Rm)
h is also radical (see, e.g., [Kun85,
§I.5, Exercise 6]). Furthermore, pcl(V ) is equidimensional of dimension n−m (see,
e.g., [Kun85, Propositions I.5.17 and II.4.1]) and degree equal to deg V (see, e.g.,
[CGH91, Proposition 1.11]).
Now we discuss the behavior of pcl(V ) at infinity. According to (3.1), each Rj
can be expressed as
Rj = Sj(Π1, . . . ,Πn−r) (1 ≤ j ≤ m),
where S1, . . . , Sm ∈ Fq[Z1, . . . , Zn−r] are elements of degree 1 whose Jacobian ma-
trix (∂S/∂Z) with respect to Z := (Z1, . . . , Zn−r) has full rank m. As before, we
assume that (∂S/∂Z) is lower triangular in row–echelon form, namely there exist
1 ≤ i1 < i2 < · · · < im ≤ n− r such that
Rj = αj +
ij∑
k=1
cj,k Πk,
where cj,ij 6= 0 for 1 ≤ j ≤ m. Hence, the homogenization of each Rj is the
following polynomial of Fq[Y0, . . . , Yn]:
(3.5) Rhj = αjY
ij
0 +
ij∑
k=1
cj,k Πk Y
ij−k
0 .
It follows that Rhj (0, Y1, . . . , Yn) = Πij (1 ≤ j ≤ m). Observe that the polyno-
mials Πi1 , . . . ,Πim are a possible choice for the polynomials R1, . . . , Rm of (3.1).
Therefore, Lemma 3.2, Theorem 3.7 and Corollary 3.8 hold with Rj := Πij for
1 ≤ j ≤ m.
Lemma 3.9. Let p > 2. Then pcl(V ) has singular locus at infinity of dimension
at most n−m− 3.
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Proof. Let Σ∞ ⊂ Pn denote the singular locus of pcl(V ) at infinity, namely the set
of singular points of pcl(V ) lying in the hyperplane {Y0 = 0}. Let y := (0 : y1 :
· · · : yn) be an arbitrary point of Σ
∞. Since the polynomials Rhj vanish identically
in pcl(V ), we have Rhj (y) = Πij (y1, . . . , yn) = 0 for 1 ≤ j ≤ m. Let (∂ΠI/∂Y ) be
the Jacobian matrix of Πi1 , . . . ,Πim with respect to Y1, . . . , Yn. We have
(3.6) rank
(
∂ΠI
∂Y
)
(y) < m,
for if not, we would have dim Ty(pcl(V )) ≤ n−m, which would imply that y is a
nonsingular point of pcl(V ), contradicting thus the hypothesis on y.
Since the polynomials Πi1 , . . . ,Πim satisfy the hypotheses of Theorem 3.7, the
points satisfying (3.6) form an affine equidimensional cone of dimension at most
n−m− 2. We conclude that Σ∞ ⊂ Pn has dimension at most n−m− 3. 
Now we are able to completely characterize the behavior of pcl(V ) at infinity.
Theorem 3.10. Let p > 2. Then pcl(V ) ∩ {Y0 = 0} ⊂ P
n−1 is a normal ideal–
theoretic complete intersection of dimension n−m− 1 and degree i1 · · · im.
Proof. From (3.5) it is easy to see that the polynomials Πi1 , . . . ,Πim vanish iden-
tically in pcl(V ) ∩ {Y0 = 0}. Lemma 3.2, Theorem 3.7 and Corollary 3.8 show
that the variety of An defined by Πi1 , . . . ,Πim is an affine equidimensional cone
of dimension n − m, degree at most i1 · · · im and singular locus of dimension at
most n − m − 2. It follows that the projective variety of Pn−1 defined by these
polynomials is equidimensional of dimension n−m−1, degree at most i1 · · · im and
singular locus of dimension at most n−m− 3.
Observe that V (ΠI) := V (Πi1 , . . . ,Πim) ⊂ P
n−1 is a set–theoretic complete
intersection, whose singular locus has codimension at least 2. We deduce that
V (ΠI) is normal and Theorem 3.1 shows that it is absolutely irreducible.
On the other hand, since pcl(V ) is equidimensional of dimension n − m, each
irreducible component of pcl(V ) ∩ {Y0 = 0} has dimension at least n − m − 1.
Furthermore, pcl(V )∩{Y0 = 0} is contained in the projective variety V (ΠI), which
is absolutely irreducible of dimension n−m−1. We conclude that pcl(V )∩{Y0 = 0}
is also absolutely irreducible of dimension n−m− 1, and hence
pcl(V ) ∩ {Y0 = 0} = V (Πi1 , . . . ,Πim).
Finally, by [Eis95, Theorem 18.15] we see that Πi1 , . . . ,Πim define a radical
ideal. As a consequence of the Be´zout theorem (3.3), deg
(
pcl(V ) ∩ {Y0 = 0}
)
=∏m
j=1 degΠij = i1 · · · im. This finishes the proof of the theorem. 
We conclude this section with a statement that summarizes all the facts we shall
need concerning the projective closure pcl(V ).
Theorem 3.11. Let p > 2. Then pcl(V ) ⊂ Pn is a normal ideal–theoretic complete
intersection of dimension n−m and degree i1 · · · im.
Proof. We have already shown that pcl(V ) is equidimensional of dimension n−m
and degree at most i1 · · · im. According to Theorem 3.7, the singular locus of pcl(V )
lying in the open set {Y0 6= 0} has dimension at most n − m − 2, while Lemma
3.9 shows that its singular locus at infinity has dimension at most n−m− 3. We
conclude that the singular locus of pcl(V ) has dimension at most n−m− 2.
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Observe that pcl(V ) is contained in the projective variety V (Rh) := V (Rhj : 1 ≤
j ≤ m). We have the inclusions
V (Rh) ∩ {Y0 6= 0} ⊂ V (R), V (R
h) ∩ {Y0 = 0} ⊂ V (ΠI).
Both {Rj : 1 ≤ j ≤ m} and {Πij : 1 ≤ j ≤ m} satisfy the conditions of the
statement of Lemma 3.2. It follows that V (R) ⊂ An is equidimensional of dimension
n−m and V (ΠI) ⊂ P
n−1 is equidimensional of dimension n−m− 1. We conclude
that V (Rh) ⊂ Pn has dimension at most n − m. Taking into account that it is
defined bym polynomials, we deduce that it is a set–theoretic complete intersection
of dimension n −m. This implies that it is equidimensional of dimension n −m,
and therefore has no irreducible component contained in the hyperplane at infinity.
In particular, it agrees with the projective closure of its restriction to An (see, e.g.,
[Kun85, Proposition I.5.17]). As such a restriction is the affine variety V = V (R),
we deduce that
pcl(V ) = V (Rh).
Since its singular locus has codimension at least 2, we have that V (Rh) is a
normal set–theoretic complete intersection. Finally, by [Eis95, Theorem 18.15] we
see that the polynomials Rhj (1 ≤ j ≤ m) define a radical ideal. Then the Be´zout
theorem (3.3) implies deg pcl
(
V ) =
∏m
j=1 degR
h
j = i1 · · · im and finishes the proof
of the theorem. 
4. The number of polynomials in Aλ
Let Ar, . . . , An−1 be indeterminates over Fq and set A := (An−1, . . . , Ar). Let
be given linear forms L1, . . . , Lm ∈ Fq[A] which are linearly independent and α :=
(α1, . . . , αm) ∈ F
m
q . Set L := (L1, . . . , Lm) and let A := A(L,α) be the set defined
in the following way:
A :=
{
T n + an−1T
n−1 + · · ·+ a0 ∈ Fq[T ] : Lj(ar, . . . , an−1) + αj = 0 (1 ≤ j ≤ m)
}
.
As before, we shall assume that the Jacobian matrix (∂L/∂A) is lower triangular
in row echelon form and denote by 1 ≤ i1 < · · · < im ≤ n − r the positions
corresponding to the pivots. Given a factorization pattern λ := 1λ1 · · ·nλn , in this
section we determine the asymptotic behavior of the cardinality of the set Aλ of
elements of A with factorization pattern λ.
For this purpose, in Corollary 2.4 we obtain polynomials R1, . . . , Rm ∈ Fq[X ] :=
Fq[X1, . . . , Xn] whose common Fq–rational zeros are related to the quantity |Aλ|.
More precisely, let x := (xi,j : 1 ≤ i ≤ n, 1 ≤ j ≤ λi) ∈ F
n
q be a common Fq–rational
zero of R1, . . . , Rm of type λ (see Definition 2.1). We associate to x an element
f ∈ Aλ having Yℓi,j+k(xi,j) as an Fqi–root for 1 ≤ i ≤ n, 1 ≤ j ≤ λi and 1 ≤ k ≤ i.
Here, Yℓi,j+k is the linear form
(4.1) Yℓi,j+k := Xℓi,j+1σk,i(θi) + · · ·+Xℓi,j+iσk,i(θ
qi−1
i ),
where {σk,i : 1 ≤ k ≤ i} are the elements of the Galois group Gi of Fqi over Fq.
Let Asqλ := {f ∈ Aλ : f is square–free} and let A
nsq
λ := Aλ \ A
sq
λ . Corollary 2.4
asserts that any element f ∈ Asqλ is associated with w(λ) :=
∏n
i=1 i
λiλi! common
Fq–rational zeros of R1, . . . , Rm of type λ. Observe that x ∈ F
n
q is of type λ if
and only if Yℓi,j+k1(x) 6= Yℓi,j+k2(x) for 1 ≤ i ≤ n, 1 ≤ j ≤ λi and 1 ≤ k1 <
k2 ≤ i. Furthermore, x ∈ F
n
q of type λ is associated with f ∈ A
sq
λ if and only if
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Yℓi,j1+k1(x) 6= Yℓi,j2+k2(x) for 1 ≤ i ≤ n, 1 ≤ j1 < j2 ≤ λi and 1 ≤ k1 < k2 ≤ i. As
a consequence, we see that∣∣Asqλ ∣∣ = T (λ)∣∣{x ∈ Fnq : R1(x) = · · · = Rm(x) = 0, Yℓi,j1+k1(x) 6= Yℓi,j2+k2(x)
(1 ≤ i ≤ n, 1 ≤ j1 < j2 ≤ λi, 1 ≤ k1 < k2 ≤ i)
}∣∣,(4.2)
where T (λ) := 1/w(λ). The results of Section 3 will allow us to establish the
asymptotic behavior of |Asqλ |.
4.1. The number of Fq-rational points of normal complete intersections.
Let V ⊂ An be the variety defined by the polynomials R1, . . . , Rm ∈ Fq[X] of
(3.1). Denote by pcl(V ) ⊂ Pn the projective closure of V and by pcl(V )∞ :=
pcl(V ) ∩ {Y0 = 0} ⊂ P
n−1 the set of points of pcl(V ) at infinity. Theorems 3.10
and 3.11 assert that pcl(V )∞ and pcl(V ) are Fq–definable normal ideal–theoretic
complete intersections of dimension n−m−1 and n−m respectively, both of degree
δL := i1 · · · im.
In what follows, we shall use an estimate on the number of Fq–rational points of
a projective normal complete intersection of [CMP12a] (see also [CM07] or [GL02]
for other estimates). More precisely, if W ⊂ Pn is a normal complete intersection
defined over Fq of dimension n− l ≥ 2, degree δ and multidegree d := (d1, . . . , dl),
then the following estimate holds (see [CMP12a, Theorem 1.3]):
(4.3)
∣∣|W (Fq)| − pn−l∣∣ ≤ (δ(D − 2) + 2)qn−l− 12 + 14D2δ2qn−l−1,
where pn−l := q
n−l + qn−l−1 + · · ·+ q + 1 = |Pn−l(Fq)| and D :=
∑l
i=1(di − 1).
First we estimate the number of Fq–rational points of V . By (4.3), we have∣∣|pcl(V )(Fq)| − pn−m∣∣ ≤ (δL(DL − 2) + 2)qn−m− 12 + 14D2Lδ2Lqn−m−1,∣∣|pcl(V )∞(Fq)| − pn−m−1∣∣ ≤ (δL(DL − 2) + 2)qn−m− 32 + 14D2Lδ2Lqn−m−2,
where δL := i1 · · · im and DL :=
∑m
j=1(ij − 1). Hence, we obtain∣∣|V (Fq)| − qn−m∣∣ = ∣∣|pcl(V )(Fq)| − |pcl(V )∞(Fq)| − pn−m + pn−m−1∣∣
≤
∣∣|pcl(V )(Fq)| − pn−m∣∣+ ∣∣|pcl(V )∞(Fq)| − pn−m−1∣∣
≤ (q + 1)qn−m−2
(
(δL(DL − 2) + 2)q
1/2 + 14D2Lδ
2
L
)
.(4.4)
Let V = be the affine subvariety of V ⊂ An defined by
V = :=
⋃
1≤i≤n
1≤j1<j2≤λi, 1≤k1<k2≤i
V ∩ {Yℓi,j1+k1 = Yℓi,j2+k2},
where Yℓi,j+k are the linear forms of (4.1). Then (4.2) shows that V
= represents
the vector of coefficients of roots of non square–free polynomials. Let V 6=(Fq) :=
V (Fq) \ V
=(Fq). Observe that (4.2) we may reexpressed as
(4.5) |Asqλ | = T (λ)
∣∣V 6=(Fq)∣∣
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By the equality T (λ)
∣∣V 6=(Fq)∣∣ = T (λ)∣∣V (Fq)∣∣−T (λ)∣∣V =(Fq)∣∣ and (4.5), we obtain∣∣|Aλ| − T (λ) qn−m∣∣ = ∣∣|Asqλ |+ |Ansqλ | − T (λ)qn−m∣∣
=
∣∣T (λ) |V 6=(Fq)|+ |Ansqλ | − T (λ)qn−m∣∣∣
=
∣∣T (λ) |V (Fq)∣∣− T (λ)|V =(Fq)|+ |Ansqλ | − T (λ)qn−m∣∣
≤ T (λ)
∣∣|V (Fq)| − qn−m∣∣+ ∣∣|Ansqλ | − T (λ)|V =(Fq)|∣∣.(4.6)
The first term in the right–hand side is bounded using (4.4). On the other hand,
(4.7)
∣∣|Ansqλ | − T (λ)|V =(Fq)|∣∣ = |Ansqλ | − T (λ) |V =(Fq)| ≤ |Ansqλ |.
As a consequence, by (4.4), (4.6) and (4.7) we obtain the following result.
Theorem 4.1. For p > 2, q > n and 3 ≤ r ≤ n−m, we have∣∣|Aλ| − T (λ) qn−m∣∣ ≤
≤ (q + 1) qn−m−2T (λ)
((
δL(DL − 2) + 2
)
q
1
2 + 14D2Lδ
2
L
)
+ |Ansqλ |,
where δL := i1 · · · im and DL :=
∑m
j=1(ij − 1).
It remains to obtain an upper bound on the number |Ansqλ | of polynomials in
Aλ which are not square-free. To this end, observe that a polynomial f ∈ A is
not square–free if and only if its discriminant is equal to zero. In [MPP13] we
study the so–called discriminant locus of A, namely the set Ansq formed by the
elements of A whose discriminant is equal to zero (see also [FS84] for further results
on discriminant loci). According to [MPP13, Theorem A.3], the discriminant locus
Ansq is the set of Fq–rational points of a hypersurface of degree n(n−1) of a suitable
(n−m)–dimensional affine space. As a consequence, by, e.g., [CM06, Lemma 2.1],
we have
(4.8) |Ansqλ | ≤ |A
nsq | ≤ n(n− 1) qn−m−1.
Combining Theorem 4.1 (with a slightly simplified bound) and (4.8) we deduce the
following result.
Theorem 4.2. For p > 2, q > n and 3 ≤ r ≤ n−m, we have
(4.9)
∣∣|Aλ|−T (λ) qn−m∣∣ ≤ qn−m−1(2 T (λ)DLδLq 12 +19 T (λ)D2Lδ2L+n(n− 1)).
4.2. Factorization patterns of polynomials with prescribed coefficients.
In this section we briefly indicate how Theorem 4.2 is applied when A consists of
the polynomials of P with certain prescribed coefficients. Given 0 < i1 < i2 <
· · · < im ≤ n and α := (αi1 , . . . , αim) ∈ F
m
q , set I := {i1, . . . , im} and
(4.10)
Am := Am(I,α) :=
{
T n + a1T
n−1 + · · ·+ an ∈ Fq[T ] : aij = αij (1 ≤ j ≤ m)
}
.
For a given factorization pattern λ, let G ∈ Fq[X, T ] be the polynomial of (2.4).
According to Lemma 2.3, an element f ∈ Am has factorization pattern λ if and
only if there exists x of type λ such that
(4.11) (−1)ijΠij (Y (x)) = αij (1 ≤ j ≤ m).
Therefore, applying Theorem 4.2 with δI := i1 · · · im and DI :=
∑m
j=1(ij − 1), we
obtain the following result.
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Corollary 4.3. For p > 2, q > n and im ≤ n− 3, we have∣∣|Amλ | − T (λ) qn−m∣∣ ≤ qn−m−1(2 T (λ)DI δI q 12 + 19 T (λ)D2I δ2I + n(n− 1)).
5. The number of polynomials in Aλ in the sparse case
In [CMP12b], [CMPP14] and [MPP13] a methodology to deal with combinatorial
problems over finite fields is developed. It is based on the fact that many combina-
torial problems can be described by means of symmetric polynomials, and varieties
defined by symmetric polynomials have particular features that can be exploited
in order to obtain “good” estimates on their number of Fq–rational points. A new
avatar of these assertions can be seen in Sections 3 and 4 above.
In particular, similar techniques as in [CMPP14] can be applied in order to
obtain a further estimate on the number of elements in Aλ, which holds when the
linear forms L1, . . . , Lm are “sparse”. More precisely, if L1, . . . , Lm are linearly
independent elements of Fq[Ar, . . . , An−1] with r ≥ m+2, then we will able to show
that ∣∣|Aλ| − T (λ) qn−m∣∣ = O(qn−m−1),
improving thus the O(qn−m−
1
2 ) estimate of the left–hand side of Theorem 4.2. We
remark that this estimate is valid without restrictions on the characteristic of Fq.
As the arguments differ slightly from the ones of [CMPP14] we shall merely
sketch the approach. Roughly speaking, the results of [CMPP14] allows us to
deduce that the singular locus of the variety V defined by the polynomials of (3.1)
has codimension at least 3. Combining this with results about the geometry of V
of Section 3 we conclude that its projective closure pcl(V ) is regular in codimension
2. Our estimate then follows from estimates on the number of Fq–rational points of
complete intersections which are regular in codimension 2 due to [CMP12a].
5.1. The geometry of the set of zeros of R1, . . . , Rm for large r. Let be
given r with m + 2 ≤ r ≤ n −m, let Ar, . . . , An−1 be indeterminates over Fq and
let L1, . . . , Lm be linear forms of Fq[Ar, . . . , An−1] which are linearly independent.
For α := (α1, . . . , αm) ∈ F
m
q , we set L := (L1, . . . , Lm) and consider as before the
linear variety A := A(L,α) defined as
A :=
{
T n + an−1T
n−1 + · · ·+ a0 ∈ Fq[T ] : L(ar, . . . , an−1) +α = 0
}
.
Let R1, . . . , Rm be the polynomials of Fq[X] := Fq[X1, . . . , Xn] defined as
(5.1) Rj := Sj
(
Π1, . . . ,Πn−r
)
(1 ≤ j ≤ m)
where Π1, . . . ,Πn−r are the first n − r elementary symmetric polynomials of
Fq[Y1, . . . , Yn], Y := (Y1, . . . , Yn) is the vector of linear forms of Fq[X] defined
as in (2.5) and the linear polynomials S1, . . . , Sm ∈ Fq[Z1, . . . , Zn−r] are defined
as in (3.1). According to Corollary 2.4, we can express the number of elements of
Aλ in terms of the number of Fq–rational points of the variety V ⊂ A
n defined by
R1, . . . , Rm.
As in the previous sections, we assume that the Jacobian matrix (∂L/∂A) of the
vector of linear forms L with respect to A := (An−1, . . . , Ar) is lower triangular in
row–echelon form. Hence, there exist 1 ≤ i1 < i2 < · · · < im ≤ n − r such that
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degRj = ij (1 ≤ j ≤ m). As before, the numbers
(5.2) δL := i1 · · · im and DL :=
m∑
j=1
(ij − 1)
will play a central role in our estimates.
Next we show that the projective closure pcl(V ) of V and the set pcl(V )∞ of
points of pcl(V ) at infinity are complete intersections which are regular in codi-
mension two. For this purpose, we rely on results on the geometry of complete
intersections defined by symmetric polynomials of [CMPP14, Section 3].
Theorem 5.1. Let be given positive integers m, r and n with q > n and m+ 2 ≤
r ≤ n − m. Let R1, . . . , Rm be the polynomials of (5.1) and V ⊂ A
n the affine
variety defined by R1, . . . , Rm. Then
( 1) V is an ideal–theoretic complete intersection of dimension n−m and deg(V ) ≤∏m
i=1 deg(Ri).
( 2) The set of points y ∈ An for which (∂R/∂Y ) (y) has not full rank, has dimen-
sion at most n− r− 1. In particular, the singular locus of V has dimension at
most n− r − 1.
Proof. As S1, . . . , Sm ∈ Fq[Z1, . . . , Zn−r] are linear polynomials which are linearly
independent, the hypotheses (H1) and (H2) of [CMPP14, Section 3.2] are satisfied.
Then [CMPP14, Theorem 3.2] shows the second assertion. Finally, from [CMPP14,
Corollary 3.3] we readily deduce the first assertion of the theorem. 
If the polynomialsR1, . . . , Rm of (5.1) are homogeneous (for example, if Rj = Πij
for 1 ≤ j ≤ m), we may somewhat strengthen the conclusions of Theorem 5.1, as
the next result asserts.
Corollary 5.2. Let notations and assumptions be as above. Suppose further that
R1, . . . , Rm are homogeneous. Then
( 1) The projective variety V ⊂ Pn−1 defined by R1, . . . , Rm is an ideal–theoretic
complete intersection of dimension n−m− 1 and deg(V) =
∏m
i=1 deg(Ri).
( 2) The set of points y ∈ Pn−1 for which (∂R/∂Y ) (y) has not full rank, has
dimension at most n−r−2. In particular, the singular locus of V has dimension
at most n− r − 2.
Proof. The second assertion readily follows from that of Theorem 5.1. On the other
hand, the first assertion of Theorem 5.1 implies that R1, . . . , Rm form a regular
sequence and define a radical ideal. Therefore, V is an ideal–theoretic complete
intersection of dimension n −m − 1. As a consequence, the Be´zout theorem (3.3)
shows that deg(V) =
∏m
i=1 deg(Ri). 
As before, we consider the projective closure pcl(V ) ⊂ Pn of the affine variety
V ⊂ An defined by the polynomials R1, . . . , Rm of (5.1) with respect to the embed-
ding of An into Pn defined as (y1, . . . , yn) 7→ (1 : y1 : · · · : yn). We also denote by
pcl(V )∞ the set of points of pcl(V ) at infinity, namely pcl(V )∞ := pcl(V ) ∩ {Y0 =
0}. In connection with the latter, we observe that, if Rhj is the homogenization of
Rj defined as in (3.5), the polynomials R
h
j (0, Y1, . . . , Yn) = Πij (1 ≤ j ≤ m) satisfy
the hypotheses of Corollary 5.2. The next theorem summarizes all the properties
of pcl(V ) and pcl(V )∞ which are relevant for our purposes.
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Theorem 5.3. Let n, m and r be positive integers with q > n and m+2 ≤ r ≤ n−
m. The projective varieties pcl(V ) ⊂ Pn and pcl(V )∞ := pcl(V )∩{Y0 = 0} ⊂ P
n−1
are ideal–theoretic complete intersections defined over Fq, of dimension n−m and
n−m−1 respectively, both of degree δL, having singular locus of dimension at most
n− r − 1 and n− r − 2 respectively.
Sketch of the proof. The proof of the assertions concerning pcl(V ) follows the lines
of that of Theorem 3.11, applying Theorem 5.1 and Corollary 5.2 instead of The-
orem 3.7 and Lemma 3.9. On the other hand, the assertions about pcl(V )∞ are
shown following the proof of Theorem 3.10, using Corollary 5.2 instead of Lemma
3.2, Theorem 3.7 and Lemma 3.9. 
5.2. The estimate of |Aλ| for large r. In what follows, we shall use an estimate
on the number of Fq–rational points of a projective singular complete intersection
defined over Fq due to [CMP12a] (see [GL02] for similar estimates). More precisely,
if W ⊂ Pn is an Fq–definable ideal–theoretic complete intersection of dimension
n− l, degree δ ≥ 2, multidegree (d1, . . . , dl) and singular locus of dimension at most
n− l − 3, then the following estimate holds (see [CMP12a, Corollary 8.4]):
(5.3)
∣∣|W (Fq)| − pn−l∣∣ ≤ 14D3δ2qn−l−1,
where D :=
∑l
i=1(di − 1).
As before, let be given positive integers m, n and r with q > n and m + 2 ≤
r ≤ n − m. Let V ⊂ An be the variety defined by the polynomials R1, . . . , Rm
of (5.1) and let δL and DL be defined as in (5.2). Theorem 5.3 shows that the
projective closure pcl(V ) of V and its set of points at infinity pcl(V )∞ satisfy all
the requirements of [CMP12a, Corollary 8.4]. Then (5.3) implies∣∣|pcl(V )(Fq)| − pn−m∣∣ ≤14D3Lδ2Lqn−m−1,∣∣|pcl(V )∞(Fq)| − pn−m−1∣∣ ≤14D3Lδ2Lqn−m−2.
Arguing as in (4.4) we obtain∣∣|V (Fq)| − qn−m∣∣ ≤ ∣∣|pcl(V )(Fq)| − pn−m∣∣+ ∣∣|pcl(V )∞(Fq)| − pn−m−1∣∣
≤ (q + 1)14D3Lδ
2
Lq
n−m−2 ≤ 21D3Lδ
2
Lq
n−m−1.(5.4)
We are now ready to state the main result of the section.
Theorem 5.4. For q > n and m+ 2 ≤ r ≤ n−m, we have∣∣|Aλ| − T (λ) qn−m∣∣ ≤ qn−m−1(21 T (λ)D3Lδ2L + n(n− 1)).
Proof. Combining (4.6) and (4.7) with (5.4), we see that∣∣|Aλ| − T (λ) qn−m∣∣ ≤ T (λ) ∣∣|V (Fq)| − qn−m∣∣+ |Ansqλ |
≤ T (λ) 21D3Lδ
2
Lq
n−m−1 + |Ansqλ |.
The statement of the theorem follows immediately from (4.8). 
Finally, we apply Theorem 5.4 to any family consisting of the elements of P with
certain prescribed coefficients. More precisely, let Am := Am(I,α) be the family
of polynomials of (4.10). For a given factorization pattern λ and the polynomial
G ∈ Fq[X, T ] of (2.4), by (4.11) we see that f := G(x, T ) belongs to A
m
λ if and
only if there exists x of type λ with (−1)ijΠij (Y (x)) = αij for 1 ≤ j ≤ m.
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If δI := i1 · · · im and DI :=
∑m
j=1(ij − 1), then by Theorem 5.4 we obtain the
following result.
Corollary 5.5. If q > n and im ≤ n−m− 2, then we have∣∣|Amλ | − T (λ) qn−m∣∣ ≤ qn−m−1(21 T (λ)D3I δ2I + n(n− 1)).
Comparing the estimates of Theorems 4.2 and 5.4, we observe that the latter
shows that |Aλ| = T (λ) q
n−m + O(qn−m−1), while the former only asserts that
|Aλ| = T (λ) q
n−m + O(qn−m−1/2). Indeed, for q ≥ (11D2LδL)
2 the upper bound
for
∣∣|Aλ| − T (λ) qn−m∣∣ of Theorem 5.4 is smaller than that of Theorem 4.2. Fur-
thermore, Theorem 5.4 holds without any restriction on the characteristic p of Fq,
while Theorem 4.2 is valid only for p > 2. On the other hand, Theorem 4.2 allows
a larger range of values of m, namely 1 ≤ m ≤ n − 3, while Theorem 5.4 requires
that 1 ≤ m ≤ n/2 − 1. We may summarize these remarks by saying that both
results are somewhat complementary.
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