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ザの話し相手となる対話システムの研究が進められている．[5] [6] [7] 






















































































































































図 2.1 AIBO のインターフェース[18] 































図 2.2 AIBO のアクチュエータ動作個所と動作範囲[18] 






















図 2.4 ユビキタス面触覚センサ[33] 
図 2.3 パロの外観[17] 




















図 2.5 Babyloid の外観 [27] 



















Babyloid の構造を図 2.6 に，作成可能な表情を図 2.7 に示す． 
 




図 2.6 Babyloid の構造[28] 
 
 
図 2.7 Babyloid の表情[28] 
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図 2.8(a) 夢いぬ DX[29] 図 2.8(b) 夢ねこヴィーナス[30] 
























している．Robovie-Ⅳの外観と装備を図 2.9 に示す． 
Robovie-Ⅳはアクチュエータにより各腕に 4 自由度をもち，頭部にはパン・チル









また，全身 56 箇所に触覚センサを備えている．触覚センサの設置場所を図 2.10
に示す． 
 
図 2.9 Robovie-Ⅳの外観と装備 [22] 













































































































用形の種類と例を表 2.2 に示す． 
また，名詞や接続詞などの活用のない品詞も，いくつかの種類に分類される． 
























図 2.11 品詞の分類 












表 2.2 動詞の活用形の種類と例 
動詞の活用形 五段活用 下一段活用 
未然形 撮らない，撮ろう 得ない，得よ 
連用形 撮ります，撮った 得ます，得た 
連体形 撮るとき 得るとき 
終止形 撮る 得る 
仮定形 撮れば 得れば 
命令形 撮れ 得ろ 
 




数詞（数名詞） 3 個，2 匹，… 
普通名詞 カメラ，自動車，… 














表 2.4 文「お待ちしております」の形態素解析例 
文字列 品詞の種類 活用の種類 活用形 
お待ち 名詞-サ変接続   
し 動詞-自立 サ変・スル 連用形 
て 助詞-接続助詞   
おり 動詞-非自立 五段・ラ行 連用形 
ます 助動詞 特殊・マス 基本形 


































































































 ある照合要素<X>が n 回以上 m 回以下繰り返す 
記述方法とパターン例，一致する例を以下に示す． 
 
この記述方法はある照合要素について n 回以上 m 回以下であるパターン全
てを検出することができる． 
 






記述方法：<X>｛n，m｝(m ＞ n，n ≧ 0) 
照合パターン例：<A>｛1，3｝ 
一致する例  ：<A>，<A><A>，<A><A><A> 
記述方法：<X>｛n｝(n ＞ 0) 
照合パターン例：<A>｛3｝ 
一致する例  ：<A><A><A> 























一致する例  ：<A>，<A><B> 
記述方法 ：（<X1>|<X2>|…） 
照合ルール：（＜A＞｜＜B＞）（＜C＞｜＜D＞） 
検出例  ：＜A＞＜C＞，＜A＞＜D＞，＜B＞＜C＞，＜B＞＜D＞ 






















検出例  ：＜B＞＜C＞，＜B＞＜D＞ 
記述方法 ：^<X> 
照合ルール：^＜A＞ 
検出例  ：＜A＞＜B＞,＜A＞＜B＞＜C＞ 

















に用いられている．Fernandez と Picard[45]は CallHome database において L. 
Levin ら[46]の定義した 8 種類の発話タグセットを SVM により自動付与してい
る．Surendran と Levow [47]は HCRC MapTaskcorpus[48]を 12 種類の発話タグ[49]
に SVM と HMM を用いて自動付与している．Stolcke ら[50]はドメイン非依存の
Discourse Annotation and Markup System of Labeling (DAMSL) タグセット [51]自
動付与のフレームワークを提案している．Ravi と Kim [52]はディスカッション





検出例  ：＜B＞＜A＞,＜C＞＜B＞＜A＞ 























































表 2.5 否定意図と判定するための構成要素の組み合わせ [54] 
否定の感動詞 否定発話抽出のための要素の組み合わせパターン 
(a+) 
b c+b d e 
b+c c+b+d d+b e+b 
b+c+d c+b+e d+b+c e+b+c 
b+c+e c+d d+c e+c 
b+d c+d+b d+c+b e+b+c 
b+d+c c+e b+e+c e+b+c 
b+e f ― ― 
a+ c g ― ― 
 









被験者 14 名（男 10 名，女 4 名）の公立大学生を対象に 11 段階評価の質問紙調
査をおこなった．質問紙調査では「年金などの書類を書けますか」という質問
に対する応答として用いられる単語や表現に対して，肯定否定の度合いを
[0.0-1.0]のスケールの間での 11 段階の値で評価をしてもらった．11 段階評価の
うち最も否定を表す度合いには「絶対に書けない」として 0.0，中間点の「どち
らともいえない」として 0.5，最も肯定を表す度合いには「絶対に書ける」とし














述語の肯定値は 0.25 となった． 
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ただし，計算結果が 0未満の場合は 0に，1より大きくなる場合は 1となる． 


































































































  発話意図   
返答文 
 マイクロフォン   接触センサ 
  触覚インタラクション 
意図 
図 3.1 ロボットの構成図 
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 図 3.2 接触機能を有した対話ロボットの外観 











図 3.1 に対する形式的な提案アルゴリズムの説明に必要な用語を説明する． 
 
 csr：システムが発話する内容の概念．「頭を触ってほしいな」のような発話
において csr = <REQUEST>/<TOUCH>/<HEAD>となる 
 SPEECH(csr)：システム発話の概念 csrから発話文を生成する関数 
 va：人からの音声応答 
 VI(va)：va から発話の意図を推定する関数 
 vi：発話 va の意図 
 ta：人からの触覚インタラクション 
 TI(csr,ta)：触覚インタラクションの意図を推定する関数 
 ti：触覚インタラクション ta の意図 
 D_RESPONSE(vi)：DBC においてシステムの返答意図を判定する関数 







音声対話のみのコミュニケーションを Dialog based communication(DBC)と，触覚
インタラクションを含む音声対話コミュニケーションを Touch based 








Input: システム意図 csr. 
Output: 出力文 r . 
Method: 
(Step 1): {システム発話の生成} 
Speak SPEECH(csr) to human. 
If csr = TBC then go to Step 3; other wise go to Step 2 
(Step 2): {DBC の処理} 
 vi = VI(va); ri =D_RESPONSE(vi); go to Step 4 
(Step 3): {TBC の処理} 
 vi = VI(va); ti = TI(csr,ta); ri =T_RESPONSE(vi,ti); 
 (Step4): {返答文の生成} 
 r = REPLY(csr,ri); 
   End of Algorithm 
 
 
(Step1)：初めに，システムの発話意図 csrから SPEECH(csr)を用いて発話文を生成 
し人へ話す．そして，システム発話に対する人からの応答を受け取る． 
TBC の場合は Step3 へ，それ以外は Step2 へ移動． 
 
(Step2)：音声応答 va から関数 VI(va)を用いて意図 vi 推定する．そして
D_RESPONSE(vi)によってシステム返答意図 ri を生成する．Step 4 へ移
動． 
 
(Step3)：音声応答 vi と触覚インタラクション ta から関数 VI(va)，TI(csr,ta)を用い
て意図 vi，ti を推定する．そして T_RESPONSE(vi,ti)によってシステム
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人から音声応答 va =「食べました」を受ける． 
DBC なので Step2 に移動． 
 
(Step 2) 
音声応答 va =「食べました」より関数 VI(va)を用いて意図 vi = <肯定>を推定． 
D_RESPONSE(vi)によってシステム返答意図 ri = <肯定を反映した返答>を生
成． 










人から音声応答 va =「いいよ」接触インタラクション ta = “頭に接触”を受




TBC なので Step 3 に移動． 
 
(Step 3) 
音声応答 va =「いいよ」より関数 VI(va)を用いて意図 vi = <肯定>を推定． 
接触インタラクション ta = “頭に接触”より TI(csr,ta)を用いて意図 ti = 
<TOUCHED>を推定．ただし，<TOUCHED>は指定された場所に接触したこと
を現す． 



















ルールグラマには JSGF（Java Speech Grammar Format）と呼ばれるフォーマッ
トを用いる．JSGF とは Sun Developer Network で提案されているプラットフォ





いる．JSGF を図 3.3 に，JSGF の項目と各項目の説明を表 3.1 に示す． 
 
 
表 3.1 JSGF の項目と説明 
項目 説明 
















#JSGF version char-encoding locale ; 
 
grammar グラマ名 ; 
 
import <インポートするルール名> ; 
 
public <ルール名> = ルールの記述 ; 
 
<ルール名> = ルールの記述 ; 
 
図 3.3 JSGF（Java Speech Grammar Format） 









ルールの記述例を図 3.4 に示す． 
 
表 3.2 音声認識ルールの記述に用いられるアイテム 
<A> ルール名 A で定義したトークンを表す記述． 
B | C |… 
（選言）トークン B またはトークン C を表す
記述． 
[ D E … ] 
トークン D やトークン E があってもなくても
よいことを表す記述． 
F * 
（量化子）トークン F を 0 回以上繰り返した
トークン群を表す記述． 
G + 
（量化子）トークン G を 1 回以上繰り返した
トークン群を表す記述． 
( H I … ) 
トークン H やトークン I をグループ化するこ
とを示す記述． 
{ J } 



















2107 行のルールグラマを構築した．構築したルールグラマの一部を図 3.5 に示
す． 
図 3.4 音声認識ルールの記述例 
#JSGF V1.0 SJIS ja; 
grammar YesAnswer; 
 
public <morning_greeting> = おはよう [ございます]; 
 
public <eaten> = <nod> [<eat>]; 
public <eat> = (食べ [まし] た) | 食った [よ]; 
<nod> = はい | うん {nod}; 
public <deny> = <not> [<not_eat>];  
<not> = いいえ | いや; 
<not_eat> = 食べて [い] ない; 
 
//addWord おはよう おはよう 
//addWord 食べ たべ 
//addWord 食った くった 
//addWord はい はい 
//addWord うん うん 
//addWord いいえ いいえ 
//addWord いや いや 













public <0001> = [%SPEECH1%]* ( おはよう [ございます] |こんにちは| こん
ばんは| よろしく [ね] | どうも) [%SPEECH1%]* {greeting}; 
public <0002> = [%SPEECH1%]* ([大] 好き | すき | 嫌い | きらい | (じゃ | 
では) ない) [%SPEECH1%]* {answer}; 
public <0003> = [%SPEECH1%]* ([大] (嫌い | 嫌 | きらい | いや) | 好き 
[%SPEECH1%]* ない) [%SPEECH1%]*  {answer}; 
public <0004> = [%SPEECH1%]* (普通 | ふつう | どっちでもない | まぁま
ぁ) [%SPEECH1%]*  {answer}; 
public <0005> = [%SPEECH1%]* (はい | ある [よ] | うん | そうだね | そう
なんだ | そうだよね | 良いよ | 良い | した [よ] | もちろん | わかった) 
[%SPEECH1%]*{answer}; 
public <0006> = [%SPEECH1%]* (いいえ | [もう | 別に | 特に | して | した 
こと [が]] [良く] ない| そうかな | 別に | 悪い | 無理 | できなかった | 微
妙 | そうでも ない | 全然 | ありません | ない)[%SPEECH1%]* {answer}; 
public <0007> = [%SPEECH1%]* (普通 | まぁまぁ) <語尾> [%SPEECH1%]* 
{state}; 
public <0008> = [%SPEECH1%]* <形容詞> (元気 | 快調 | 良好) <語尾> 
[%SPEECH1%]* {state}; 
public <0009> = [%SPEECH1%]* <形容詞> (良い) <語尾 3> [%SPEECH1%]* 
{state}; 
public <0010> = [%SPEECH1%]* (風邪 | 花粉症) <語尾> [%SPEECH1%]* 
{state}; 
public <0011> = [%SPEECH1%]* 風邪  [を ] (ひいた  | ひいてる  [んだ 
[よ]])[%SPEECH1%]* {state};  
public <0012> = [%SPEECH1%]* <形容詞> 花粉症  が  ひどい  <語尾 4> 





























図 3.6 接触認識部の処理の流れ 
センサ管理部 





外観と接触センサの設置箇所を図 3.7 に示す． 
本研究では使用する接触センサにおいて複数の候補から検討をおこなった． 












箇所および使用した感圧センサの概要を表 3.3 にまとめる． 




図 3.7 ロボットの外観と接触センサの設置箇所 
 
 
図 3.8 感圧センサの外観 




表 3.3 感圧センサの概要 
名称 FSR(Force Sing Resistor)406 
感圧範囲 100g 未満～10kg 超 
最小感度 20g~100g 
サイズ タテ×ヨコ 1.5 インチの正方形 
分類 PTF(Polymer Thick Film：高分子厚膜フィ
ルム)デバイス 








表 3.4 センサ ID とセンサの設置場所の対応表 
 











意図推定モジュールは関数 VI(va)，TI(csr,ta)の機能を持ち，vi，ti を出力する． 
本システムでは関数 VI(va)として，筆者が所属している研究室の意図推定エンジ
ンを用いる． 







に含まれる接触要求箇所の情報から ti を推定する． 








 応答決定モジュールのフローチャートを図 3.9 に示す． 
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表 3.5 関数 D_RESPONSE(vi)における vi と ri の関係 




















Case 3)  
音声応答 vi=<NEGATIVE>の場合 
否定を反映する応答を先のシステム発話を考慮して返す．システム発話が
「ラーメンを食べませんか」など推薦の場合は悲しみや別の推薦を返し，「朝   
食は毎日食べますか」のような質問の場合は「食べたほうがいいですよ」の










DBC において，システムの返答文は csr と D_RESPONSE(vi)の出力意図 ri から
REPLY(csr,ri)によって決定される．表 3.6 に csr = 「朝食は毎日食べていますか？」






















表 3.7 に TBC と DBC の組み合わせで使用される関数 T_RESPONSE(vi,ti)にお
ける vi,ti と ri の関係を示す． 
 

















<TOUCHED> <MIS-TOUCHED> <NON-TOUCHED> 
<AFFIRMATIVE> <強い感謝> <MIS-TOUCHED を
反映>/<感謝> 
<感謝> 














































Case 7)  
触覚インタラクション：<MIS-TOUCHED>，音声応答：<NEGATIVE>の場合 
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DBC と TBC の組み合わせにおいて，システムの返答文は csr と
T_RESPONSE(vi,ti)の出力意図 ri から REPLY(csr,ri)によって決定される．表 3.8
に csr = 「ちょっと頭痛がするんだ，頭をなでてくれない？」と各 ri における
REPLY(csr,ri)の出力例を示す． 
 
表 3.6，3.7 より，DBC のみでは音声応答の意図に合わせて 4 タイプのロボット
返答のみ定義したのに対し，DBC と TBC の組み合わせにおいてロボットの返答













<MIS-TOUCHED を反映>/<感謝> 触ろうとしてくれてありがとう 








































































Step 1. 文に含まれる肯定否定意図と，意図の対象となる条件を抽出する． 













































表 4.1 各概念に属する RC の例 










図 4.2 に表 4.1 の RC を用いた推薦木の一部を示す．図 4.2 においてルートノード
の REC は推薦自体を示す．ルートノードは RC の概念を示すノード（概念ノード），
WHO,WHEN,WHAT,VERB を子として持つ．これらのノードは RC を子ノードとし
て持つ．例えば，概念ノード“WHO”は RCノード“あなた”や“彼”を子ノード
に持つ．推薦木のエッジは RC の種類を表す．エッジの種類は R_RC, S_RC, NS_RC
に対応して R_edge,S_edge,NS_edge の 3 種類がある．ルートノードと概念ノードは
R_edge で結ばれる．概念ノードと RC ノードは S_edge で結ばれる．これらのエッ
ジの種類は推薦内容に応じて変更される．例えば，「今日，ケーキを食べませんか」































  WHO   WHEN   WHAT   VERB 
  あなた   今日      明日 
  
  ラーメン 
  
図 4.2  推薦木の一部 
  彼 
  
  行く 



















  WHO   WHEN   WHAT   VERB 
  あなた   今日      明日 
  
  ラーメン 
  
図 4.3 推薦「今日，ケーキを食べませんか」に 
おける推薦木の一部 
  彼 
  
  行く 







  甘い 
  種類 
  
ショート 
ケーキ   
チョコレート 
ケーキ 
  モンブラン 
R_edge 
S_edge 
図 4.4 ノード“ケーキ”のサブツリー 












 EDGE[NODE[x],NODE[y]]：NODE[x]と NODE[y]間のエッジ(NC-edge, S_edge, 
NS_edge) 
 INTENTION[NODE[x]]：NODE[x]の意図（acceptance, rejection, no_information）




 否定判定論理式 REJECTION(NODE[x]) 
 
NODE[x]において，論理式 REJECTION(NODE[x])が真となるとき，









REJECTION1(NODE[x]) =  
 x(INTENTION[NODE[x]] = rejection 
∧EDGE[NODE[x], PARENT(NODE[x])] = R_edge) 
(4.2)  





REJECTION2(NODE[x]) =  x(
SIBLING(NODE[x])(INTENTION[SIBLING(NODE[x])] = rejection 
∧EDGE[PARENT(NODE[x]), SIBLING(NODE[x])] = S_edge) 
∧ (INTENTION[NODE[x]] = rejection   EDGE[PARENT(NODE[x]), 
NODE[x]] = S_edge)) 
(4.3)  
 
REJECTION3(NODE[x]) =  
 x(INTENTION[NODE[x]] = acceptance 
∧EDGE[NODE[x], PARENT(NODE[x])] = NS_edge) 
(4.4)  
 





ーキ”]]は rejection となる．図 4.3 より，PARENT(NODE[“ケーキ”])は
NODE[“WHAT”]であり EDGE[NODE[“cake”],NODE[“WHAT”]]は R_edgeである．
そのため REJECTION 1 より INTENTION[NODE[“WHAT”]]は rejection となる． 
 
REJECTION2(NODE[x]) 
 ユーザの応答文によりケーキの種類を表す NODE[x] (x=”チョコレートケー
キ ”, “ シ ョ ー ト ケ ー キ ”, “ モ ン ブ ラ ン ”) を 全 て 否 定 し た 場 合
INTENTION[NODE[x]]は rejection となる．図 4.3,4.4 より，PARENT(NODE[x])
は NODE[“kind”]であり，EDGE[NODE[“kind”],NODE[x]]は S_edgeである．その
ため REJECTION 2 より INTENTION[NODE[“kind”]]は rejection となる． 
 
REJECTION3(NODE[x]) 
ユーザの応答文により NODE[“ ラーメン ”] が肯定された場合，
INTENTION[NODE[“ ラーメン ”]] は acceptance となる．図  4.3 より，
PARENT[NODE[“curry”]] は NODE[“WHAT”] であ り EDGE[NODE[“ ラ ー メ
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ン ”],NODE[“WHAT”]]は NS_edge である．そのため，REJECTION 3 より
INTENTION[NODE[“WHAT”]]は rejection となる． 
 
 肯定判定論理式 ACCEPTANCE(NODE[x])  
NODE[x]において，論理式 ACCEPTANCE(NODE[x])が真となるとき，





ACCEPTANCE(NODE[x]) = ACCEPTANCE1(NODE[x])  
∨ACCEPTANCE2(NODE[x]) (4.5)  
 
ACCEPTANCE1(NODE[x]) =   
 x(INTENTION[NODE[x]] = acceptance  
∧EDGE[NODE[x], PARENT(NODE[x])] = (R_edge ∨ S_edge)) 
(4.6)  
 
ACCEPTANCE2(NODE[x]) =  
 x(INTENTION[NODE[x] = rejection  
∧EDGE[PARENT(NODE[x]), NODE[x]] = S_edge  
∧  SIBLING(NODE[x]) (INTENTION[SIBLING(NODE[x])]   
rejection 
∧EDGE[PARENT(NODE[x]), SIBLING(NODE[x])] = S_edge)) 
(4.7)  
 




ユ ー ザ の 応 答 文 に よ り NODE[“ ケ ー キ ”] が 肯 定 さ れ た 場 合 ，
INTENTION[NODE[“ ケ ー キ ”]] は acceptance と な る ． 図  4.3 よ り ，
PARENT(NODE[“ケーキ”])は NODE[“WHAT”]であり，  EDGE[NODE[“ケー
キ ”],NODE[“WHAT”]]は R_edge である．よって ACCEPTANCE 1 より 
INTENTION[NODE[“WHAT”]]は acceptanceとなる． 
 




ユ ー ザ が NODE[“ チ ョ コ レ ー ト ケ ー キ ”] を 肯 定 し た 場 合 ，
INTENTION[NODE[“チョコレートケーキ”]]は acceptance である．図 4.3 より，
PARENT(NODE[“ チ ョ コ レ ー ト ケ ー キ ”]) は NODE[“WHAT”] で あ り
EDGE[NODE[“チョコレートケーキ ”],NODE[“WHAT”]]は S_edge である．
ACCEPTANCE 1 より，INTENTION[NODE[“WHAT”]]は acceptanceとなる． 
 また，NODE[“チョコレートケーキ”]を否定して，かつ INTENTION[NODE[“シ
ョートケーキ”]]が no_information または acceptance である場合，図 4.4 より
PARENT(NODE[x]) (x = ”チョコレートケーキ ”， ”ショートケーキ ”)は
NODE[“kind”]であり， EDGE[NODE[“kind”],NODE[x]]は S_edgeである．そのた










ANSWER_INTENTION[“ラーメン”] = {“acceptance”}となる． 
 
Output: INTENTION[NODE[“REC”]]  
 
Method: 
for i=1 to n do/*n is the number of elements in ANSWER_NODE[]*/ 
INTENTION[NODE[ANSWER_NODE[i]]=ANSWER_INTENTION[ANSWER_
NODE[i]]  
target_node = NODE[ANSWER_NODE[i]] 
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   while target_node   NODE[“REC”] do 
   if REJECTION(target_node) is true then 
         INTENTION[ PARENT(target_node)] = rejection 
      else if ACCEPTANCE(target_node) is true then 
         INTENTION[ PARENT(target_node)] = acceptance 
      endif 
      target_node = PARENT(target_node)] 
   endwhile 
   if INTENTION[ NODE[“REC”]] is rejection then 
      INTENTION[ NODE[“REC”]] = negative 
      break 
   else if INTENTION[ NODE[“REC”]] is acceptance then 
      INTENTION[ NODE[“REC”]] = affirmative 
   endif 
endfor 




応答例 4.1. 「甘いものを食べたいです」（R_edgeを持つノードを肯定） 
応答例 4.2. 「甘いものは食べたくないです」（R_edge を持つノードを否定） 
応答例 4.3. 「ラーメンが食べたいです」（NS_edgeを持つノードを肯定） 











 応答「甘いものを食べたいです」において，ANSWER_NODE[] = {“甘い”}， 
ANSWER_INTENTION[“甘い”] = {“acceptance”}となる． 
 アルゴリズムに従って NODE[x] (x = “甘い”, “味”, “ケーキ”, “WHAT”, “REC”)














  味 
  甘い 
  WHO   WHEN   WHAT   
VERB 
  あなた   今日   食べる   ラーメン 
図. 4.5  応答「甘いものを食べたいです」からの意図導出
例 
  REC 
  種類 
  
ショート 
ケーキ   
チョコレート 
ケーキ 








 応答「甘いものは食べたくないです」において，ANSWER_NODE[] = {“甘い”}， 
ANSWER_INTENTION[“甘い”] = {“rejection”}となる． 
 アルゴリズムに従って NODE[x] (x = “甘い”, “味”, “ケーキ”, “WHAT”, “REC”)



















  味 
  甘い 
  
WHAT 
図 4.6  応答「甘いものを食べたくないです」からの意図導出例 








 応答「ラーメンが食べたいです」において ANSWER_NODE[] = {“ラーメン”}， 
ANSWER_INTENTION[“ラーメン”] = {“acceptance”}となる． 
 アルゴリズムに従って NODE[x] (x = “ラーメン”, “WHAT”, “REC”)の意図を導
出すると INTENTION[NODE[“REC”]]は rejection となる．図 4.7 に導出された
各ノードの意図を示す．グレーで塗られたノードは acceptance，ブラックで塗
























  WHAT 
  ラーメン 










 応答「ショートケーキは食べたくないです」において ANSWER_NODE[] = {“シ
ョートケーキ”}， ANSWER_INTENTION[“ショートケーキ”] = {“rejection”}． 

















  WHAT 
図 4.8  応答「ショートケーキは食べたくないです」からの意図導出例 
  REC 




  チョコレート 
ケーキ 







































 また，推薦木を用いた肯定否定意図判定アルゴリズムを評価するために 3 種













Case 1) <TOUCHED> 
「触ってくれてありがとう」のように，適切な接触に対する感謝を
述べる． 
Case 2) <MIS-TOUCHED> 
「そこは違うよ」のように，接触箇所が違うことを指摘する． 










Step 1. ロボットが人に接触要求をおこなう． 
Step 2. 人がロボットに対し音声応答と接触をおこなう． 
この条件において音声応答の種類を以下のように定義する． 
1. 接触要求の肯定 <AFFIRMATIVE> 
2. 無言 <NOTHING> 
3. 接触要求の否定 <NEGATIVE> 
4. その他 <OTHERS> 







そして，本実験において音声応答と接触の種類の組み合わせを TC𝑛 (1 ≤ 𝑛 ≤


























<AFFIRMATIVE> TC1 TC2 TC3 , TC13 
<NOTHING> TC4 TC5 TC6 
<NEGATIVE> TC7 TC8 TC9 
<OTHERS> TC10 TC11 TC12 







Step 1. 被験者は実験をおこなう TCn を提示される 
Step 2. ロボット X(X=A or B)が接触要求の発話をおこなう 
Step 3. 被験者が TCn に対応する応答をおこなう 
Step 4. ロボット X が返答をする 
Step 5. 被験者は質問用紙に TCn におけるロボット Xの印象評価をおこ  
なう 
Step 6. Step1~5 をロボット Y (Y=B or A)に対しおこなう 
全ての応答実験を終えた後，実験を通してロボット A,B に対して抱いた印象
を評価する． 
被験者は 11 人の大学生および大学院生である． 
ロボット A，B の実験順序による印象の変動を抑えるために，6 人の被験者で
はロボット X=ロボット A，ロボット Y=ロボット B とした．残りの被験者で
はロボット X=ロボット B，ロボット Y=ロボット A とした． 
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表 5.2 各因子に関係する形容詞対 
形容詞対 関係する因子 
やさしい こわい familiarity 
感じの良い 感じの悪い   
安全な 危険な   
暖かい 冷たい   
うちとけた 堅苦しい   
わかりやすい わかりにくい   
近づきやすい 近づきがたい   
明るい 暗い   
思いやりのある わがままな   
面白い つまらない enjoyment 
愉快な 不愉快な   
好きな 嫌いな   
興味深い 退屈な   
良い 悪い   
親しみやすい 親しみにくい familiarity and enjoyment 
かわいらしい にくらしい   
 
 
表 5.3 SD 法の質問例 
 非常に かなり やや どちらで
もない 
やや かなり 非常に  
やさしい 7 6 5 4 3 2 1 こわい 
感じのよい 7 6 5 4 3 2 1 感じのわるい 
親しみやすい 7 6 5 4 3 2 1 親しみにくい 












(Familiarity Factor Value)，EFV (Enjoyment Factor Value)と定義する．ロボット
A,B において TCn ごとに FFV,EFV を算出した．また t 検定を実施し p 値 5%
未満を基準[66]としてロボット A,B 間で明確な有意差を測定した． 
表 5.4,5.5 にロボット A,B の各 TCn における FFV,EFV を示す．また，表 5.6 に






表 5.4 各 TC𝒏における FFV(Familiarity Factor Value)  







TC3   TC13 
AFFIRMATIVE A 84.4 A 81.3 A 71.4 A 70.4 







TC6     
NOTHING A 87.6 A 80.4 A 74.0 
 
  







TC9     
NEGATIVE A 82.4 A 79.1 A 68.7 
 
  










OTHERS A 72.6 A 71.1 A 64.6 
 
  












表 5.5 各 TC𝒏における EFV(Enjoyment Factor Value) 





    





AFFIRMATIVE A 80.9 A 78.1 A 69.6 A 67.0 
  B 73.5 B 59.0 B 66.0 B 39.9 
   TC4   TC5   TC6 
 
  
NOTHING A 79.4 A 73.3 A 69.0 
 
  
  B 79.2 B 58.0 B 59.2     
   TC7   TC8   TC9     
NEGATIVE A 81.3 A 74.6 A 67.2 
 
  
  B 66.4 B 57.5 B 57.7     
   TC10   TC11   TC12 
 
  
OTHERS A 69.4 A 67.5 A 64.2 
 
  
  B 67.9 B 57.0 B 63.8     
 
 
表 5.6 各ロボットにおける FFV, EFV 
 
Robot A Robot B 
FFV 84.7 64.0 
EFV 78.3 66.2 
 
表 5.4,5.5 より，全ての TCn においてロボット A の FFV,EFV がロボット B よ
りも高くなっている．また，13 種類ある TCn のうち 10 種類において有意差
があると示されている． 
TC3においてロボット A,B に有意差がない理由はロボット A において触覚イ
ンタラクションをしなかったにも関わらず，接触に対する感謝を述べている
ことに違和感を与えたためと考える． 
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表 5.6より，ロボットAはロボットBと比較して FFVにおいて 20.7ポイント，










本実験において，2 種類の対話実験をおこなう．1 つは音声対話のみで，1 つ
は音声対話と触覚インタラクションを組み合わせたものである．被験者は 20




インタラクション要素として<ROBOT APPROACH>, <HUMAN REACTION>， 
<ROBOT RESPONSE>を定義する．<ROBOT APPROACH>はロボットからの質
問や接触要求を表す．図 5.2 に例を示す． 
図 5.1 対話実験の様子 
 










1. <ROBOT APPROACH> 
2. <HUMAN REACTION> 
3. <ROBOT RESPONSE> 
本実験のコミュニケーションはインタラクションコンポーネントで構成され
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Point 1: 人がロボットにしっかりと向き合ったり，発話に応じるなど，  
インタラクションに集中している 











数とする．im (1≦m≦n)を対話における m 番目のインタラクションコンポーネ
ントとする．TI は触覚インタラクションと対話のあるインタラクションコン
1 回目のインタラクションコンポーネント 
握手をしよう <ROBOT APPROACH> 
(ロボットの手に接触) <HUMAN REACTION> 
ありがとう！仲良くしよう！ <ROBOTO RESPONSE> 
2 回目のインタラクションコンポーネント 
チョコレート好き？ <ROBOT APPROACH> 
はい，好きです． <HUMAN REACTION> 
チョコレートはおいしいですよね <ROBOTO RESPONSE> 


















 𝐼𝐸(𝑖𝑚) = {
1    (𝐸𝑅(𝑖𝑚) −  𝐸𝑅(𝑖𝑚−1) > 0)
0     (𝑜𝑡ℎ𝑒𝑟)
 (5.3)  
 𝐶𝐸(𝑖𝑚) = {
1     (𝐸𝑅(𝑖𝑚) = 𝐸𝑅(𝑖𝑚−1) > 1)
0     (𝑜𝑡ℎ𝑒𝑟)
 (5.4)  
 
式(5.3)は imにおける表情値が一つ前のインタラクション im-1と比較して増加





 𝑃𝑇𝐸(𝑖𝑚) = {
1     (𝐸𝑅(𝑖𝑚) = 2)
0    (𝑜𝑡ℎ𝑒𝑟)
 (5.5)  
 𝐼𝐶(𝑖𝑚) = {
1     (𝐶𝑅(𝑖𝑚) − 𝐶𝑅(𝑖𝑚−1) = 1)
0     (𝑜𝑡ℎ𝑒𝑟)
 (5.1)  
 𝐶𝐶(𝑖𝑚) = {
1     (𝐶𝑅(𝑖𝑚) = 𝐶𝑅(𝑖𝑚−1) = 1)
0     (𝑜𝑡ℎ𝑒𝑟)
 (5.2)  





の時，共通式 F(X,Y(im))を式(5.6)のように定義する．ただし，count(X)は X の
要素数を表す． 
 









表 5.8 より，F(TI,IC(im))と F(DI,IC(im))の値が低く，F(TI,CC(im))と F(DI,CC(im))
の値が 90%以上と高くなっている． 
これらの結果から，両手法とも人の集中力を持続させる効果が高いことが
わかる．表 5.9 に表情値に関する実験結果を示す． 
 
 








表 5.9 表情値に関する実験結果 
 Σ 𝑐𝑜𝑢𝑛𝑡(𝑋) rate[%] 
𝐹(𝑇𝐼, 𝐼𝐸(𝑖𝑚)) 25 115 22 
𝐹(𝐷𝐼, 𝐼𝐸(𝑖𝑚)) 18 129 14 
𝐹(𝑇𝐼, 𝐶𝐸(𝑖𝑚)) 2 115 1.7 
𝐹(𝐷𝐼, 𝐶𝐸(𝑖𝑚)) 2 129 1.6 
𝐹(𝑇𝐼, 𝑃𝑇𝐸(𝑖𝑚)) 12 115 10 
𝐹(𝐷𝐼, 𝑃𝑇𝐸(𝑖𝑚)) 6 129 4.7 
 
 Σ 𝑐𝑜𝑢𝑛𝑡(𝑋) rate[%] 
𝐹(𝑇𝐼, 𝐼𝐶(𝑖𝑚)) 1 115 0.87 
𝐹(𝐷𝐼, 𝐼𝐶(𝑖𝑚)) 1 129 0.78 
𝐹(𝑇𝐼, 𝐶𝐶(𝑖𝑚)) 113 115 98 
𝐹(𝐷𝐼, 𝐶𝐶(𝑖𝑚)) 127 129 98 




表 5.10 実験における認識精度 
Y′ X′ (Y′ X′⁄ )100 
NCT(= 28) TIN(= 35) RRT(=80) 
NCV(= 161) DIN(= 290) RRV(=55.5) 
 
表 5.9 より，F(TI,IE(im))は F(DI,IE(im))と比較して 8 ポイント高くなっている．
この結果より，対話と触覚インタラクションの組み合わせは対話のみと比較
して人の面白さや興味を引き上げる効果が高いことが分かる． 
 F(TI,CE(im))は F(DI,CE(im))と比較して 0.1 ポイント高くなっている．この結
果より対話と触覚インタラクションの組み合わせは人の興味を持続させる効
果があると言える． 
 F(TI,PTE(im))は F(DI,PTE(im))と比較して 2 倍の値を示している．この結果よ
り，対話と触覚インタラクションの組み合わせは対話のみと比較して強い面
白みや興味を与えやすいことが分かる． 
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 Recommendation 1: 今日，ケーキを食べませんか． 
 Recommendation 2: 今日，ラーメンを食べませんか． 





によってコーパスから RC ノードと推薦木が定義された．RC ノードの例を表
5.14 に示す．“ケーキ”，“ラーメン”，“バイオハザード”に対応する RC ノー
ド”Cake”, ”Japanese noodle”, “Resident Evil”についてより詳細な子孫ノードが
構築された．子孫ノードは合計 236 ノード作成された．それぞれの RC ノード
における子孫ノードの例を表 5.15 に示す．表 5.15 において親と対象ノード間
の R_edge と S_edge は R と S と表す． 
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表 5.14 RC ノードの例 
Concept 
nodes 
RC ノード例 RC ノード数 
WHO You, He, She  7 
WHEN Now, Today, 
Tomorrow 
7 




VERB Have, See 10 
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表 5.15  RC ノード”CAKE”, ”JAPANESE NOODLE”, “RESIDENT EVIL”の       
子孫ノード例 
親ノード 子ノード 孫ノード 
Cake Genre[R] Sweets[R], Dessert[R], 
Confectionery[R] 
Taste[R] Sweet[R] 
Kind[R] Short cake[S], Mont 
Blanc[S], Mille-feuille[S] 





Genre[R] Noodles[R], Food[R] 
Taste[R] Spicy[S], Light[S], Salty[S] 







Garlic[S], Bean sprouts[S], 











































表 5.17  Recommendation1 におけるオープンテストの実験結果 
  提案手法 比較手法 
総コーパス文数 100 100 
正解文数 85 40 
誤判定文数 15 60 
正答率【%】 85.0 40.0 
 






Recommendation2 におけるクローズテストの実験結果を表 5.18 に，オー
プンテストの結果を比較手法とともに表 5.19 に示す．クローズテストの正答
率は 92.7%．509 文中，正判定が 472 文，誤判定が 37 文となった．オープン
テストの正答率は 81.0%．100 文中，正判定が 81 文，誤判定が 19 文という
結果になった．比較手法の正答率は 38.0%．100 文中，正判定が 38 文，誤判














表 5.19  Recommendation2 におけるオープンテストの実験結果 
  提案手法 比較手法 
総コーパス文数 100 100 
正解文数 81 38 
誤判定文数 19 62 
正答率【%】 81.0 38.0 
 






Recommendation3 におけるクローズテストの実験結果を表 5.20 に，オー
プンテストの結果を比較手法とともに表 5.21 に示す．クローズテストの正答
率は 93.9%．506 文中，正判定が 475 文，誤判定が 31 文となった．オープン
テストの正答率は 84.0%．100 文中，正判定が 84 文，誤判定が 16 文という
結果になった．比較手法の正答率は 34.0%．100 文中，正判定が 34 文，誤判














表 5.21  Recommendation3 におけるオープンテストの実験結果 
  提案手法 比較手法 
総コーパス文数 100 100 
正解文数 84 34 
誤判定文数 16 66 
正答率【%】 84.0 34.0 
 
 































登録不足の単語と誤判定文例を表 5.23 に示す． 




































































親近感を表す指標 FFV において提案手法が 20.7 ポイント，面白さを表す指標















付録 A に第 2 節に説明した，触覚インタラクションロボットと提案手法の各
入力意図に対する応答例を示す．付録 B に第 3 節の検証実験でおこなった音声
のみの対話例と音声と接触を組み合わせた対話例を示す．付録 C に第 4 節の実
験で使用したオープンコーパス例を示す． 
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<AFFIRMATIVE> TC1 TC2 TC3 , TC13 
<NOTHING> TC4 TC5 TC6 
<NEGATIVE> TC7 TC8 TC9 













































































































































































































































































































































否定 おもしろくないので いいです． 
否定 グロテスクなのはちょっと・・・。 
否定 ゲームでいいよね 
否定 ゲームのイメージこわしたくない 
否定 この前,見たばかりなのでやめておきます． 
否定 ごめんなさい、昨日見てきたばかりです。 
否定 こわい映画なので他のなら見たいです． 
否定 ゾンビは苦手なんです。 
否定 ダイ・ハードが見たいな． 
否定 ドキュメンタリー映画が見たいです。 
否定 は？無理なんですけど 
否定 バイオハザードは見たくないです． 
 
 
