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Departamento de Ingenieŕıa del Software e Inteligencia Artificial
Facultad de Informática
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Este proyecto tiene como meta el diseño, desarrollo y despliegue de un
entrenador personal virtual mediante la captura de movimiento utilizando
la tecnoloǵıa de realidad virtual y realidad aumentada. Con el objetivo de
entender y abordar de una manera correcta este proyecto, se han revisa-
dor diferentes tecnoloǵıas existentes en el mercado para el desarrollo de un
sistema capaz de captura los movimientos en tiempo real. Se han expues-
to las ventajas que han llevado a utilizar dispositivos de VR, mencionando
diferentes estudios previos con resultados satisfactorios. Además, se han de-
tallado las novedades que aportan las diferentes soluciones existentes en la
danza, los entrenadores personales o las artes marciales, en el ámbito de los
Reactive Virtual Trainers (RVT). Este proyecto presenta un sistema para
el entrenamiento personal de un arte marcial brasileño (capoeira), el cual
se define como una mezcla entre los deportes de danza y lucha. El entorno
desarrollado está pensado para que el alumno pueda practicar y perfeccionar
diferentes movimientos sobre capoeira sin la necesidad de que un profesor
revise sus movimientos. Para la realización del entrenamiento, es necesario
imitar una serie de movimientos grabados previamente por expertos en el
arte marcial. Para que el alumno pueda avanzar en la realización de los
movimientos, existen diferentes niveles de entrenamiento donde el alumno
va aprendiendo de forma progresiva. El sistema es capaz de adaptarse fácil-
mente para, por ejemplo, la medicina deportiva o la rehabilitación de alguna
parte del cuerpo dañada. Tras el estudio realizado, se pudo observar que el
funcionamiento de las aplicaciones es inmersivo, intuitivo y rápido, ofrecien-
do un sistema amplio para determinar de una forma visual cuales son los
movimientos ejecutados de forma errónea. Por todo ello, se puede afirmar
que este tipo de sistemas son el presente y futuro para el aprendizaje en
diferentes disciplinas.
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This project aims to design, develop and deploy a virtual personal trainer
by capturing motion using virtual reality and augmented reality technology.
With the aim of understanding and addressing this project in a correct way,
we have reviewed different technologies on the market for the development of
a system capable of capturing movements in real time. The advantages that
have led to the use of VR devices have been exposed, mentioning different
previous studies with satisfactory results. In addition, the novelties that
the different existing solutions in dance, personal trainers or martial arts
provide in the field of reactive virtual trainers (RVT) were detailed. This
project presents a system for the personal training of a Brazilian martial
art (capoeira), which is defined as a mix between dance and fighting sports.
The environment developed is designed so that the student can practice and
perfect different movements on capoeira without the need for a teacher to
review their movements. To carry out the training, it is necessary to imitate
a series of movements previously recorded by experts in the martial art.
So that the student can advance in the realization of the movements, there
are different levels of training where the student is learning in a progressive
way. The system is capable of being easily adapted for, for example, sports
medicine or the rehabilitation of a damaged body part. After the study, it
was possible to observe that the operation of the applications is immersive,
intuitive and fast, offering a wide system for determine in a visual way which
are the movements executed in a wrong way. For all these reasons, it can
be said that this type of system is the present and future for learning in
different disciplines.
Keywords: Mocap, motion capture, Reactive Virtual Trainer, RVT, Unity,
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A lo largo de los años, el movimiento humano ha sido sujeto de nume-
rosos estudios e investigaciones mayoritariamente en el área de la medicina,
ciencias del deporte e ingenieŕıa biomédica. Dada la gran cantidad de tecno-
loǵıas disponibles en el mercado, surge la necesidad de llevar estos estudios
a otros ámbitos en constante crecimiento, dando lugar a la nueva era de los
sistemas de captura de movimiento. En la actualidad estos sistemas se han
convertido en una herramienta imprescindible en industrias tan importan-
tes hoy d́ıa como la cinematográfica y la de los videojuegos. Estos sistemas
denominados Mocap facilitan enormemente la labor de los animadores y de-
sarrolladores a la hora de dar vida a los movimientos de los personajes. Dado
el gran avance tecnológico que han experimentado estos sistemas, se han con-
seguido generar unos movimientos incréıblemente realistas y precisos, con lo
que se consiguen reducir considerablemente los costes de producción y los
tiempos de desarrollo necesarios para dar vida a grandes films o t́ıtulos de
videojuegos.
Esta manera de dar vida a los modelos 3D puede ser particularmente
útil no solo en las industrias anteriormente mencionadas, sino también en la
creación de sistemas capaces de diagnosticar tratamientos médicos, análisis
de los atletas en la medicina deportiva, recuperación motriz en las capaci-
dades de personas discapacitadas, estudio de los movimientos realizados por
máquinas, etc.
De modo que entran en escena los Reactive Virtual Trainers (RVT), se
trata de una tecnoloǵıa que se viene utilizando desde hace algunos años
para la danza, las artes marciales y los ejercicios f́ısicos en general. Teniendo
en cuanta estas funcionalidades y las grandes capacidades que nos presta
la tecnoloǵıa, se decidió unir el entrenamiento del arte marcial brasileño,
conocido como capoeira, con un sistema de captura de movimiento en VR,
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dando lugar a la creación y desarrollo de un entrenador personal virtual
capaz de enseñar dicho deporte.
La capoeira utiliza una de las caracteŕısticas fundamentales que usan
muchas artes marciales; se trata de la realización de una manera repetida de
un mismo movimiento para ir mejorando de forma paulatina la ejecución del
mismo, ya sea en su velocidad, fuerza o trayectoria. En el caso de los prin-
cipiantes en este tipo de artes marciales, resulta bastante complejo apreciar
la existencia de una posible mejora en la ejecución de los movimientos sin la
supervisión constante de un entrenador, lo cual resulta muy complicado en
la mayoŕıa de las ocasiones. Por lo tanto, surge la necesidad de solventar esta
carencia existente con el desarrollo de este proyecto, mediante la creación
de un entrenador personal de capoeira.
Tras observar los estudios relacionados con los RVT determinan que los
usuarios ponen una mayor atención en sistemas capaces de mostrar movi-
mientos de objetos en 3D, música ambiental y los diferentes colores que nos
brinda poder ilustrar todo esto en una pantalla, a diferencia de un entrena-
dor personal cotidiano. Por ello, en todos los estudios realizados sobre los
RVT se ha observado una gran evolución, ya que existe una competitividad
por intentar realizar los movimientos con una técnica cada vez mas depu-
rada. Otra de las ventajas importantes en la realización de este proyecto,
es la capacidad de inmersión que nos brindan tecnoloǵıas en auge como son
la realidad virtual y la realidad aumentada, capaces de sumergirnos en en-
tornos completamente adaptables a cada una de las necesidades dadas, sin
tener que movernos de nuestra casa, residencia o un hospital, para la reali-
zación de una rehabilitación, entre otros. Por lo tanto, se posibilita su uso
a todo tipo de públicos sin la necesidad de tener que desplazarse hasta el
lugar donde normalmente se realizaŕıan estas actividades.
Por lo tanto, el objetivo de este proyecto trata sobre como capturar los
movimientos realizados por un profesor de capoeira. Obteniendo los datos
en tiempo real de seis sensores colocados en su cuerpo, capaces de capturar
la transición de sus movimientos mediante la tecnoloǵıa Mocap en VR. Para
el análisis y aprendizaje continuo que realizará el alumno sobre la capoeira
se utilizará la tecnoloǵıa de AR, con este sistema se pretende utilizar de
una manera innovadora los sistemas RVT para visualizar los movimientos
mediante la cámara de un smartphone, observando el mundo real a la vez
que se analizan las transiciones de los movimientos realizados por el profesor
de una más efectiva, cercana y visual. Con el fin de conseguir un entorno más
realista y dinámico, se desarrollaron diferentes avatares con una apariencia
completamente humana. Además de todo esto, se diseñaron dos escenarios
diferenciados, uno para el ámbito de VR, escenificando un entorno para la
creación y reproducción de los movimientos realizados por el profesor. Un
segundo escenario, creado y diseñado para AR capaz de observar la secuencia
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de lo movimientos realizados por el profesor de una forma cercana, anaĺıtica
y visual de cada una de las transiciones realizadas. Con todo ello, se logró
crear dos aplicaciones con las que el usuario se sent́ıa cómodo estando en un
entorno más real.
1.1. Objetivos del trabajo
En el desarrollo de sistemas RVT mediante Mocap se centran esencial-
mente en como realizar una representación realista de como un usuario puede
formarse y perfeccionar distintas técnicas en diferentes actividades f́ısicas, en
este caso en el arte marcial brasileño (capoeira). Para tal fin, estos sistemas
se basan en la realización de forma repetida de una serie de movimientos,
comparando la técnica realizada por ellos mismos y los movimientos graba-
dos por un experto. Siguiendo estas pautas, se determinaron unos objetivos
a cumplir en este Trabajo de Fin de Grado (TFG):
Identificar las limitaciones que presenta los dispositivos de VR para lo-
grar una captura de movimiento sobre capoeria de una forma correcta
y efectiva.
Diseñar y desarrollar dos aplicaciones con la ayuda de un Game En-
gine capaz de representar un entrenador virtual utilizando técnicas de
realidad aumentada y realidad virtual.
Determinar un análisis de los movimientos de capoeira capturados con
los sensores de VR y lograr aśı, clasificar y representar mediante AR
cuales han sido los movimientos mejor registrados para el entrenamien-
to.
1.2. Plan de Trabajo
El presente proyecto se ha elaborado en tres fases diferentes: especifica-
ción, desarrollo y documentación del proyecto.
En una primera fase se establecieron cuáles seŕıan los objetivos a tra-
tar y el alcance del TFG, siendo necesario organizar fechas para concretar
reuniones con los tutores y determinar, aśı, el seguimiento del desarrollo del
proyecto.
Posteriormente, en la segunda fase, se ponen en práctica las especificacio-
nes planteadas en la fase anterior. Esta fase se divide a su vez en diferentes
pasos: el primero de ellos fue la elección del entorno a utilizar, de modo que
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se adecue a la tecnoloǵıa utilizada en VR y AR. El segundo paso consist́ıa
en desarrollar dos aplicaciones claramente diferenciables, englobando ambas
un entorno 3D, capaces de utilizar una lógica capturando movimientos en
tiempo real, representados por diferentes avatares. Por último, tras terminar
el desarrollo de las aplicaciones, se realizaron las grabaciones y ajustes de
los movimientos grabados con gente experta en capoeira, analizando y ajus-
tando los movimientos que posteriormente se incorporaŕıan al entrenador
personal.
Finalmente, en la fase de documentación del proyecto, se realiza un pro-
ceso de investigación sobre toda la información existente sobre la captura
de movimiento y el contenido necesario para la elaboración del Trabajo de
Fin de Grado. Esta fase fue ejecutada de forma paralela al desarrollo de las
aplicaciones.
1.3. Estructura de la memoria
El siguiente proyecto se estructura en seis caṕıtulos definidos de la si-
guiente manera:
En el caṕıtulo uno se describe la introducción al proyecto, los objetivos
principales y el plan del trabajo.
En el caṕıtulo dos se describe la historia de la captura de movimiento
y los diferentes métodos de captura de movimiento existentes en el
mercado.
El caṕıtulo tres engloba las tecnólogas utilizas, tanto hardware como
software, y se justifica la toma de decisiones sobre los entornos utili-
zados.
En el caṕıtulo cuatro se describe todo el desarrollo del proyecto ex-
plicando en diferentes secciones el estudio previo para su creación y
las implementaciones necesarias para dar forma y vida al entrenador
virtual de capoeira. Además, se explica la transición de los diferentes
escenarios de la aplicación de VR y AR.
En el caṕıtulo cinco se presenta las discusiones, la conclusión obtenida
del proyecto y las propuestas de cara al futuro.




Over the years, the human movement has been the subject of nume-
rous studies and research mostly in the area of medicine, sports science and
biomedical engineering. Given the great amount of technologies available in
the market, the need to take these studies to other areas in constant growth
arises, giving rise to the new era of motion capture systems. At present,
these systems have become an essential tool in industries as important as
the film and video game industries. These systems called Mocap greatly fa-
cilitate the work of animators and developers in bringing the movements
of characters to life. Given the great technological advance that these sys-
tems have experienced, they have managed to generate incredibly realistic
and precise movements, which considerably reduce the production costs and
development times necessary to bring large films or video game titles to life.
This way of giving life to 3D models can be particularly useful not only in
the industries mentioned above, but also in the creation of systems capable
of diagnosing medical treatments, analysis of athletes in sports medicine,
motor recovery in the abilities of disabled people, study of movements made
by machines, etc.
So the Reactive Virtual Trainers (RVT) come into play, it is a techno-
logy that has been used for some years for dance, martial arts and physical
exercises in general. Taking into account these functionalities and the great
capacities that technology provides us, it was decided to join the training
of the Brazilian martial art, known as capoeira, with a system of movement
capture in VR, giving rise to the creation and development of a virtual
personal trainer capable of teaching this sport.
Capoeira uses one of the fundamental characteristics used by many mar-
tial arts; it is the repeated performance of the same movement in order to
gradually improve its execution, either in its speed, strength or trajectory.
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In the case of beginners in this type of martial arts, it is quite complex
to appreciate the existence of a possible improvement in the execution of
the movements without the constant supervision of a trainer, which is very
complicated in most cases. Therefore, the need arises to solve this existing
lack with the development of this project, through the creation of a personal
trainer of capoeira.
After observing the studies related to VTRs, they determined that users
pay more attention to systems capable of showing movements of objects
in 3D, ambient music and the different colors that it provides us with to
illustrate all this on a screen, unlike an everyday personal trainer. For this
reason, in all the studies carried out on VTX, a great evolution has been
observed, since there is a competition to try to perform the movements with
a more and more refined technique. Another important advantage in the
realization of this project, is the capacity for immersion that provide us
with technologies such as virtual reality and augmented reality, capable of
immersing us in environments completely adaptable to each of the needs
given, without having to move from our home, residence or hospital, for the
realization of a rehabilitation, among others. Therefore, it is possible to use
them for all types of audiences without having to move to the place where
these activities would normally be performed.
Therefore, the goal of this project is to capture the movements made by
a capoeira teacher. Obtaining the data in real time from six sensors placed
on his body, capable of capturing the transition of his movements through
the technology Mocap in VR. For the analysis and continuous learning that
the student will do about capoeira, the technology of AR will be used. With
this system, it is intended to use in an innovative way the RVT systems
to visualize the movements through the camera of a smartphone, observing
the real world at the same time that the transitions of the movements done
by the teacher are analyzed in a more effective, close and visual way. In
order to achieve a more realistic and dynamic environment, different avatars
were developed with a completely human appearance. In addition to all
this, two different scenarios were designed, one for the field of VR, staging
an environment for the creation and reproduction of the movements made
by the teacher. A second scenario, created and designed for AR capable
of observing the sequence of movements made by the teacher in a close,
analytical and visual of each of the transitions made. With all this, it was
possible to create two applications with which the user felt comfortable being
in a more real environment.
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1.1. Work Objectives
In the development of textitRVT systems using Mocap they focus es-
sentially on how to make a realistic representation of how a user can train
and perfect different techniques in different physical activities, in this case
in the Brazilian martial art (capoeira). To this end, these systems are based
on the repeated performance of a series of movements, comparing the tech-
nique performed by themselves and the movements recorded by an expert.
Following these guidelines, some objectives were determined to be fulfilled
in this End-of-Grade Work (TFG):
Identify the limitations of VR devices to achieve correct and effective
motion capture on hoods.
Design and develop two applications with the help of a Game Engine
capable of representing a virtual trainer using augmented reality and
virtual reality techniques.
Determine an analysis of the capoeira movements captured with the
VR-text sensors and classify and represent by means of AR-text which
were the best recorded movements for the training.
1.2. Project/Work Plan
The present project has been elaborated in three different phases: speci-
fication, development and documentation of the project.
In the first phase, the objectives to be dealt with and the scope of the
TFG were established, and it was necessary to organize dates to arrange
meetings with the tutors and thus determine the follow-up of the develop-
ment of the project.
Later, in the second phase, the specifications set out in the previous pha-
se are put into practice. This phase is in turn divided into different steps:
the first of these was the choice of the environment to be used, so that it
would be suitable for the technology used in ’Textit’ and ’AR’. The second
step consisted of developing two clearly differentiable applications, both of
which encompass a 3D environment, capable of using logic to capture move-
ments in real time, represented by different avatars. Finally, after finishing
the development of the applications, the recordings and adjustments of the
recorded movements were made with experts in capoeira, analyzing and ad-
justing the movements that would later be incorporated into the personal
trainer.
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Finally, in the documentation phase of the project, a research process
is carried out on all the existing information on motion capture and the
content necessary for the elaboration of the End of Degree Project. This
phase was executed in parallel with the development of the applications.
1.3. Memory Structure
The following project is structured in six chapters defined as follows:
Chapter one describes the introduction to the project, the main ob-
jectives and the work plan.
Chapter two describes the history of motion capture and the different
methods of motion capture on the market.
Chapter three covers the technologies used, both hardware and soft-
ware, and justifies the decision on the environments used.
Chapter four describes the entire development of the project, explai-
ning in different sections the previous study for its creation and the
necessary implementations to give shape and life to the virtual capoei-
ra coach. In addition, the transition of the different scenarios of the
application of VR and AR is explained.
Chapter five presents the discussions, the conclusion drawn from the
project and the proposals for the future.




2.1. Captura de movimiento
Los sistemas de captura de movimiento o Mocap, son un conjunto de
técnicas que se utilizan para registrar los movimientos, ya sea de objetos,
animales o mayormente personas, trasladándolos a un modelo 3D. En la ac-
tualidad, esta técnica se utiliza en la industria del cine y de los videojuegos
ya que facilita mucho la labor de los animadores al realizar un modelado
más realista. En el cine se utiliza como mecanismo para almacenar los mo-
vimientos realizados por los actores, y aśı poder animar los modelos 3D de
los diferentes personajes que tenga el film. En cambio, en el sector de los
videojuegos se utiliza para naturalizar los movimientos de los personajes.
De ese modo se obtiene una mayor sensación de realismo.
2.2. Historia de la captura de movimiento
2.2.1. Precursores
Ya en la antigua Grecia, Aristóteles (384-322 AC) escribió el libro “De
Motu Animalium” (Movimiento de los animales). El no solo véıa los cuerpos
de los animales como sistemas mecánicos, sino que persegúıa la idea de cómo
diferenciar la realización de un movimiento y como poderlo hacer realmente,
por lo que podrá ser considerado el primer biomecánico de la historia.
Aproximadamente dos mil años después, Leonardo da Vinci (1452-1519)
trató de describir algunos mecanismos que utiliza el cuerpo humano para
poder desplazarse, como un humano puede saltar, caminar, mantenerse de
9
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pie, etc.
Como pionero en la edad moderna, Eadweard Muybridge (1830-1904) fue
el primer fotógrafo capaz de diseccionar el movimiento humano y animal, a
través de múltiples cámaras tomando varias fotograf́ıas para captar instantes
seguidos en el tiempo. Este experimento llamado “el caballo en movimiento”,
(véase Figura 2.1), utiliza esta técnica de fotograf́ıa.[1] [2]
Figura 2.1: El caballo en movimiento de Eadweard Muybridge
2.2.2. Nacimiento de la captura de movimiento
Al principio de la industria cinematográfica, en la década de 1970, cuan-
do empezaba a surgir la posibilidad de realizar animaciones de personajes
por ordenador, se consegúıa naturalizar los movimientos mediante técnicas
clásicas de diseño, como la técnica de rotoscopia. Esta técnica consiste en
reemplazar los frames de una grabación real por dibujos calcados en ca-
da frame. Los estudios Walt Disney Pictures utilizaron esta técnica en la
peĺıcula de 1937 “Blancanieves y los siete enanitos” (véase Figura 2.2), para
animar a los personajes del pŕıncipe y Blancanieves.
En la década de 1980, en los laboratorios de biomecánica hubo un cre-
cimiento en el análisis del movimiento humano mediante el uso de ordena-
dores. Tom Calvert, profesor de kinesióloga y ciencias de la computación
en la universidad Simon Fraser (Canadá), fue uno de los primeros en usar
potenciómetros para rastrear los movimientos del cuerpo humano, con el
objetivo de ser utilizados por estudios coreográficos y asistencia cĺınica para
ayudar a pacientes con problemas de locomoción.
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Figura 2.2: Rotoscopia en la peĺıcula Blancanieves y los siete enanitos
Mientras tanto surgen los primeros sistemas de monitoreo visual, centros
como el MIT (Massachusetts Institute of Technology) empezaron a realizar
experimentos con dispositivos de seguimiento visual aplicados en el cuerpo
humano. Mas tarde, empiezan a cobrar importancia los primeros sistemas de
seguimiento visual como el Op-Eye y el SelSpot. Estos sistemas normalmen-
te usaban pequeños marcadores adheridos al cuerpo (Leds parpadeantes) con
una serie de cámaras alrededor del espacio donde se realizaba la actividad.
En 1988, Brad deGraf y Wahrman desarrollaron Mike the Talking Head
de Silicon Graphics, capaz de mostrar las capacidades de sus nuevos equi-
pos 4D en tiempo real. Mike estaba dirigido por un controlador que permit́ıa
controlar diferentes parámetros de la cara del personaje: como los ojos, boca,
expresión y posición de la cabeza. El hardware de Silicon Graphics propor-
cionaba una interpolación en tiempo real entre las expresiones faciales y la
geometŕıa de la cabeza del personaje y del usuario. En el congreso de SIG-
GRAPH, Mike fue mostrado al público, donde se demostró que la tecnoloǵıa
mocap estaba preparada para su explotación.
Tras estos avances, Pacific Data Images desarrolló un exoesqueleto de
plástico, de modo que el actor se colocaŕıa el traje con el objetivo de cap-
turar los movimientos corporales: de la cabeza, pecho y brazos, a través de
potenciómetros situados en la capa de plástico. De esta manera, los acto-
res podŕıan controlar los personajes virtuales mimetizando sus movimientos.
Pese a que el traje se utilizó en varios proyectos, no se consiguieron los re-
sultados esperados, ya que el ruido de los circuitos y el diseño inapropiado
del traje no lo permit́ıan.
En torno a 1992, la empresa SimGraphics desarrolló un sistema de rastreo
facial llamado Face Waldo. Consiguieron capturar la mayor parte de los
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movimientos usando sensores adheridos a la barbilla, labios, mejillas, cejas
y en el armazón del casco que llevaba el actor para su posterior aplicación
en un personaje virtual en tiempo real. Este sistema logró ser novedoso ya
que el actor pod́ıa manejar las expresiones faciales de un personaje a través
de sus movimientos, logrando unos gestos más naturales que los capturados
anteriormente.
Lo que produjo un éxito mayúsculo con este proyecto fue la interpreta-
ción en tiempo real de Mario, el personaje principal de la saga de videojuegos
Mario Bros. Estaba controlado por un actor mediante Face Waldo, Mario
consegúıa dialogar con los miembros de una conferencia, respondiendo a sus
preguntas. A partir de ese momento, SimGraphics se centró en la anima-
ción en directo, desarrollando personajes para televisión y otros eventos en
directo, mejorando la fiabilidad del sistema para el rastreo facial.
De forma gradual, la técnica mocap se fue expandiendo entre las empresas
desarrolladoras de sistemas de captura de movimientos, con el objetivo de
crear productos y métodos que albergasen nuevos sectores empresariales.
A lo largo de la última década, hemos visto como han ido apareciendo
largometrajes que iban mostrando la evolución de la captura de movimiento
con una gran proyección de futuro. Ha pasado de ser una técnica que se
utilizaba de forma esporádica para algunos personajes, ha ser indispensable
en cualquier producción. Como por ejemplo en losfilms: Gollum en la triloǵıa
de El Señor de los Anillos y de El Hobbit, Avatar, El planeta de los simios,
Los vengadores (véase Figura 2.3) entre otros. De igual modo, esta técnica
es muy utilizada actualmente en los videojuegos como, por ejemplo: The
Last Of Us (véase Figura 2.4), Fifa 20, Red Dead Redemption, Uncharted
4.
Figura 2.3: Mocap en la peĺıcula Los vengadores
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2.3. Métodos de captura de movimiento
En la actualidad existen numerosos sistemas de captura de movimiento.
Dependiendo de las necesidades de la producción, ya estén relacionados con
el presupuesto disponible, aśı como las posiciones, velocidades, impulsos del
actor o el nivel de realismo al que se quiera llegar. Atendiendo a las tec-
noloǵıas más utilizadas en la actualidad para la captura de movimiento, se
desglosan dos grandes grupos: los sistemas ópticos y no ópticos (incluyendo
magnéticos, mecánicos, e inerciales).
Los sistemas ópticos funcionan mediante el seguimiento de marcadores
f́ısicos, como luces LED, reflectores, adhesivos con apariencia de pelota de
ping-pong o incluso simplemente pintura facial.
Los sistemas no ópticos no utilizan ningún tipo de marcador f́ısico. En su
lugar, utilizan software de movimiento de fósforos para seguir el movimiento
de un actor, pero este software funciona identificando caracteŕısticas clave
de un humano, como la boca o una prenda de vestir. Los directores de
fotograf́ıa crean un boceto rápido en gráficos por ordenador de cualquier
personaje que quieran dar vida, y mapean el esqueleto del personaje en
el metraje de acción en vivo, teniendo en cuenta la posición, la escala, la
orientación y el movimiento.
Figura 2.4: Mocap en el videojuego The Last Of Us
Esto es mucho más asequible ya que se basa principalmente en software
y no requiere de tanto hardware. En un plató para grabar una peĺıcula o un
videojuego, primero se crea el personaje animado digitalmente y, mientras
se graba, pueden mapear este personaje sobre el actor mediante captura de
movimiento, para que puedan ver instantáneamente cómo el movimiento se
traduce en el personaje, junto con la iluminación y los ángulos preferidos.
Esto se conoce como cinematograf́ıa virtual.
Atendiendo a su tecnoloǵıa, se pueden encontrar los diferentes métodos
que se desarrollan a continuación.
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2.3.1. Captura de movimiento no óptico
2.3.1.1. Captura de movimiento magnético
Los sistemas de captura de movimiento magnéticos están formados por
sensores creados por tres espirales ortogonales que miden el flujo magnético,
determinando tanto la posición como la orientación del sensor. Un transmisor
genera un campo electromagnético de baja frecuencia que los receptores
detectan y transmiten a la unidad electrónica de control, donde se filtra y
amplifica. A continuación, los datos se env́ıan a un ordenador central, donde
se deduce la orientación y posición de todos los sensores del escenario.
Un sistema magnético estándar consta de 18 sensores, una unidad de
control electrónica y un software para el procesamiento. En cambio, un sis-
tema de última generación puede tener hasta 90 sensores capaces de capturar
hasta 144 muestras por segundo, teniendo un coste medio (en torno a 6.000
e).
Estos sistemas tienen el inconveniente de producir interferencias con
materiales metálicos debido a su conductividad, ya que se crean campos
magnéticos que interfieren con el campo magnético del emisor. De ese mo-
do, se trata de un sistema dif́ıcil de transportar a diferentes escenarios. El
proceso de captura no es en tiempo real, aunque se aproxima bastante, pe-
se a que tiene un número de capturas por segundo demasiado bajo. Como
punto a favor, es más fácil procesar los datos que en otros sistemas mocap,
ya que los datos obtenidos están en relación con la posición del actor.
2.3.1.2. Captura de movimiento mecánico
En el proceso de captura de movimiento mecánica el actor viste unos
trajes especiales adaptables al cuerpo humano. En su mayoŕıa, estos trajes
están compuestos por estructuras ŕıgidas con barras metálicas o plásticas,
unidas mediante potenciómetros colocados en las principales articulaciones.
Los potenciómetros se componen de un elemento deslizante acoplado a una
resistencia, la cual produce una variación de tensión que puede medirse para
conocer el grado de apertura de la articulación donde se encuentre acopla-
do. Los sensores que recogen la información pueden transmitirla mediante
cables, pero normalmente lo hacen con radiofrecuencia.
Estos sistemas tienen el problema de que son incapaces de medir trans-
laciones globales. Pueden medir posiciones relativas de los miembros, pero
no como se desplaza el actor por el escenario. Además, el único valor que
utilizan para medir es el grado de apertura, no teniendo en cuenta rotacio-
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nes complejas que poseen las articulaciones humanas, como es el caso de
los hombros, cadera, tobillos, etc. También tienen el inconveniente de ser
pesados, restringir el movimiento del actor y su corto tiempo de vida. En
cambio, tienen la ventaja de tener un coste relativamente bajo (en torno a
30.000 e), capaz de registrar los movimientos del actor en tiempo real con
un alcance mayúsculo.
2.3.1.3. Captura de movimiento inercial
Con el objetivo de capturar el movimiento, los sistemas inerciales se ba-
san en el sistema vestibular humano, el cual regula el sentido de movimiento
y del equilibrio, es lo que nos permite situar nuestro cuerpo en el espacio,
los desplazamientos y nuestro entorno. El sistema vestibular, ubicado en el
óıdo interno, es un sensor inercial 3D biológico, ya que puede detectar el
movimiento angular y la aceleración lineal de la cabeza, permitiendo por su
actividad sobre el ojo conservar una imagen estable en la retina.
Un giroscopio de velocidad mide la velocidad angular y, si se integra
con el tiempo, proporciona el cambio de ángulo con respecto a un ángulo
inicialmente conocido. Un acelerómetro mide las aceleraciones, incluida la
aceleración gravitacional g. Si se conoce el ángulo del sensor con respec-
to a la vertical, se puede eliminar el componente de gravedad y, mediante
integración numérica, se pueden determinar la velocidad y la posición
De este modo, con la información obtenida de los sensores, esta se trans-
mite a un ordenador, donde se puede observar el movimiento capturado
sobre una figura ya animada. Este tipo de sistemas no utiliza mecanismos
externos como cámaras; y como en el caso de los sistemas ópticos, cuantos
más sensores se utilicen, más real será el movimiento capturado, teniendo
unos grandes rangos de captura.
2.3.2. Captura de movimiento óptico
La detección de movimiento óptico abarca una amplia y variada colección
de tecnoloǵıas. Los sistemas basados en imágenes determinan la posición
mediante el uso de varias cámaras para rastrear puntos predeterminados
(marcadores) en los segmentos del cuerpo del actor, alineados con puntos
de referencia óseos espećıficos. La posición se estima mediante el uso de
múltiples imágenes 2D del volumen de trabajo. Las técnicas estereométricas
correlacionan puntos de seguimiento comunes en los objetos rastreados en
cada imagen y utilizan esta información junto con el conocimiento sobre la
relación entre cada una de las imágenes y los parámetros de la cámara para
calcular la posición.
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Estos sistemas permiten la grabación en tiempo real, ya que utilizan
un ordenador que recibe la entrada de una o más cámaras digitales CCD
(Charge-coupled device) sincronizadas produciendo proyecciones simultáneas.
Habitualmente se utilizan en torno a 4 o 32 cámaras, siempre y cuando no
se añadan de forma innecesarias, ya que complicaŕıan el procesamiento de
la información.
Las cámaras utilizadas en este tipo de sistemas tienen una velocidad
de captura de entre 30 y 1.000 fotogramas por segundo. Estos sistemas se
deben calibrar mediante el rastreo de un objeto visible, de modo que se
calcule la posición de cada cámara respecto de ese punto, en el caso de que
una cámara se mueva, seŕıa necesario recalibrar el sistema. La interferencia
de otras fuentes de luz o reflejos también puede ser un problema que puede
resultar en los llamados marcadores fantasma.
Existen varias clases de sensores para este tipo de captura de movimiento:
2.3.2.1. Marcadores activos
Este sistema está compuesto por leds que emiten su propia luz para crear
un plano de luz que atraviesa la imagen determinando la posición del actor,
de esta manera se consigue aumentar la distancia a la que se puede despla-
zar el artista. La posición de los marcadores se determina iluminando uno o
varios indicadores, de manera sincrónica a las cámaras en cada instante de
tiempo, a una frecuencia de muestreo muy alta. De modo que los indicado-
res deben estar sincronizados con todas las cámaras para realizar una sola
captura en cada iluminación.
Son más apropiados para aplicaciones de mapeo que para el seguimiento
dinámico de movimiento del cuerpo humano. Este tipo de sistemas ópti-
cos sufren problemas de oclusión (ĺınea de visión) cuando se bloquea una
trayectoria de luz requerida por el sistema.
2.3.2.2. Marcadores pasivos
Los sistemas ópticos con marcadores pasivos utilizan LED de infrarrojos
(IR) montados alrededor de la lente de la cámara, junto con filtros de paso
de infrarrojos colocados sobre la lente de la cámara y miden la luz reflejada
por los marcadores. De esta forma, la luz que reflejan se origina cerca de las
cámaras, siendo recogida por estas.
Los sistemas ópticos basados en LED de pulso miden la luz infrarroja
emitida por los LED colocados en las partes del cuerpo. Además, es posible
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el seguimiento de objetos naturales mediante una cámara sin la ayuda de
marcadores, pero en general es menos preciso. Se basa en gran medida en
técnicas de visión por ordenador para el reconocimiento de patrones y, a
menudo, requiere grandes recursos computacionales. Este tipo de sistemas
pueden capturar un gran número de marcadores a una frecuencia de mues-
treo de hasta 2000 fotogramas por segundo. Se suelen utilizar principalmente
para el registro de movimiento facial.
2.4. Métodos de captura de movimiento emergen-
tes
En la actualidad, el sector cinematográfico y la industria de los videojue-
gos ha generado la necesidad de crear personajes con gestos y movimientos
más realistas, de este modo, se ha conseguido que la captura de movimiento
se convierta en una herramienta esencial, ya que permite una mayor inmer-
sión.
Gracias a estos sectores, han surgido nuevas técnicas de Motion Captu-
re, en la que cámaras y software de inteligencia artificial pueden realizar un
enfoque de captura de movimiento sin la necesidad de marcadores. El soft-
ware permite que, mediante algoritmos, se analice al usuario que realiza las
acciones, identificando formas humanas, movimientos, expresiones y gestos.
2.4.1. Visión artificial
La visión artificial[3] es una disciplina cient́ıfica que incluye métodos pa-
ra adquirir, procesar, analizar y comprender las imágenes del mundo real
con el fin de producir información numérica o simbólica para que puedan
ser tratados por un ordenador. Tal y como los humanos usamos nuestros
ojos y cerebros para comprender el mundo que nos rodea, la visión artificial
trata de producir el mismo efecto para que los ordenadores puedan percibir
y comprender una imagen o secuencia de imágenes y actuar según convenga
en una determinada situación. Actualmente se está utilizando cada vez más
para el análisis y tratamiento de imágenes mediante algoritmos de inteligen-
cia artificial.
Atendiendo a su demanda, se pueden encontrar diferentes tecnoloǵıas
que se desarrollan a continuación.
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2.4.1.1. Microsoft Azure Kinect DK
Previamente al actual dispositivo Azure Kinect DK (véase Figura 2.5),
Microsoft en 2010 desarrolló Kinect para Xbox-One, un dispositivo pensado
para su uso en los videojuegos. Este periférico prescinde de mandos gracias
a que dispone de una cámara RGB, un sensor de profundidad, un proyector
de luz infrarroja, un micrófono bidireccional y un procesador que utiliza
algoritmos para procesar las imágenes tridimensionales.
Figura 2.5: Azure Kinect DK
En marzo de 2020, Microsoft actualizó su dispositivo a la versión Azure
Kinect DK [4], se trata de un kit para desarrolladores con sensores de inteli-
gencia artificial avanzados que proporcionan modelos sofisticados de visión y
voz por ordenador. Este nuevo periférico contiene un sensor de profundidad,
una matriz de micrófonos espaciales con una cámara de video y un sensor de
orientación como un dispositivo pequeño todo en uno con múltiples modos,
opciones y kits de desarrollo de software (SDK) con un gran potencial que
se pueden conectar a Azure Cognitive Services, Azure Machine Learning y
Azure IoT Edge.
Para localizar los movimientos de los objetos 3D, el periférico, transmite
una luz infrarroja a través del escenario, lo que permite conocer el tiempo
que tarda la luz en ser reflejada por los objetos. El sistema actúa como un
sonar, determinando el tiempo que tarda en reflejarse la luz, estableciendo
la distancia a la que se encuentran los objetos en tiempo real.
2.4.1.2. OpenCV
Open Source Computer Vision[5] comenzó como un proyecto de investi-
gación en Intel. Actualmente es la biblioteca más popular de visión artificial,
contando con implementaciones de más de 2500 algoritmos optimizados, que
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incluyen un conjunto completo de algoritmos de aprendizaje automático y
visión por ordenador clásicos y de última generación. Estos algoritmos se
pueden usar para detectar y reconocer rostros (véase Figura 2.6), identi-
ficar objetos, clasificar acciones humanas en videos, rastrear movimientos
de cámara, rastrear objetos en movimiento, extraer modelos 3D de objetos,
producir nubes de puntos 3D a partir de cámaras estéreo, etc. Además, está
disponible de forma gratuita para fines comerciales y de investigación.
Figura 2.6: Detección Facial con OpenCV
2.4.1.3. Deepfake
Otro de los sistemas emergentes de visión artificial que utilizan el apren-
dizaje automático y la inteligencia artificial para manipular o generar conte-
nido visual es el deepfake. Se trata de una técnica que permite editar videos
falsos de personas que aparentemente son reales (véase Figura 2.7), utilizan-
do para ello algoritmos de aprendizaje no supervisado, y videos o imágenes
ya existentes.
Para crear un deepfake[6], es necesario recopilar cientos de imágenes de
las dos personas que queremos sustituir. Inicialmente se crea una codifica-
ción de todas las imágenes utilizando una red neuronal con deep learning,
posteriormente se utiliza un decodificador para reconstruir las imágenes, este
proceso tiene un alto coste de procesamiento de GPU, necesitándose apro-
ximadamente 3 d́ıas para generar resultados decentes (después de repetir el
procesamiento de imágenes más de 10 millones de veces). Con todo ello se
extraen las caracteŕısticas más importantes para recrear la imagen original
sustituyendo al usuario B con las caracteŕısticas del usuario A en el video
original.
Uno de los ejemplos más destacados del cine utilizando esta técnica es en
CAPÍTULO 2. ESTADO DEL ARTE 20
Figura 2.7: Deepfake de Barack Obama
la tercera saga de Star Wars, donde en la peĺıcula Rogue One una historia
de Star Wars la Princesa Leia aparece con la cara de Carrie Fisher cuando
era joven, cuando en realidad fue interpretada por la actriz noruega Ingvild
Deila (véase Figura 2.8). Años más tarde, la actriz falleció poco después de
haberse completado el rodaje de la peĺıcula Los últimos Jedi y, contando con
ella para aparecer en el Episodio IX - El ascenso de Skywalker, fue necesario
aplicar nuevamente las mismas técnicas para dar vida de nuevo a Carrie
Fisher como la Princesa Leia.
Figura 2.8: Deepfake de la Princesa Leia en Star Wars
2.4.2. Realidad virtual
La realidad virtual es la tecnoloǵıa que ofrece al usuario la sensación de
estar en otro lugar, es decir, la tecnoloǵıa engaña a tus sentidos, oculta el
mundo real a tus ojos y te sumerge en uno nuevo de manera totalmente
inmersiva. Se trata de una experiencia sensorial completa, simulando los
espacios diversos en los que podemos explorar e interactuar el entorno tal y
como si estuviéramos ah́ı realmente.
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Para adentrarse en un entorno virtual, es necesario colocarse unas ga-
fas especiales para poder visualizar la simulación, estas normalmente están
conectadas a un ordenador, aunque ya existen modelos all in one, aunque
tienen la desventaja de no ser tan potentes gráficamente.
Para determinar la posición exacta donde el usuario se encuentra situado
tanto en el mundo real, como en el mundo virtual, estos sistemas vienen
acompañados de unas estaciones base. Estos sensores son colocados en la
habitación de juego permitiendo al sistema determinar la ubicación exacta
tanto de las gafas de VR, como de los controles y trackers.
Estos dispositivos de VR disponen de sensores ópticos pasivos que reco-
nocen el movimiento de tu cabeza, de manera que cuando la gires hacia un
lado hagas el mismo movimiento dentro del mundo virtual en el que estés.
Algunos modelos all in one de VR no necesitan estaciones base para
determinar la posición en la que se encuentran los dispositivos de VR en el
entorno. Disponen de una serie de cámaras (véase Figura 2.9) incorporadas
en las mismas gafas de VR, creando un sistema guardián que determina la
zona de juego a utilizar en el mundo virtual.
Figura 2.9: Oculus Quest, modelo all in one de VR
La producción de contenido de animación ha implicado tradicionalmente
configuraciones de captura de movimiento muy caras que utilizan docenas
de cámaras. Esta producción de animación de alta calidad estaba limitada
a grandes estudios con grandes presupuestos. Pero en los últimos años, los
avances en la tecnoloǵıa de rastreo han tráıdo una producción de animación
de excelente calidad a proyectos de menor presupuesto, estudios de cine y
juegos independientes.[7]
Sin la necesidad de tener grandes equipos, surgen incréıbles resultados
con una excelente captura de movimiento (véase Figura 2.10).
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Figura 2.10: Ejemplo de Mocap con trackers Vive
Como base para el estudio de la captura de movimientos y las tecno-
loǵıas disponibles en este ámbito, se han realizado diferentes consultas a los
siguientes proyectos: [2] [1] [8].
2.5. Trabajo relacionado
Para la realización de este proyecto se han revisado trabajos anteriores
en el área de los Reactive Virtual Trainers. En este apartado se describirán
los análisis de esos proyectos, y de este modo, poder aclarar y enfocar el
desarrollo de este trabajo.
2.5.1. Captura de movimiento en actividades f́ısicas
Uno de los factores importantes en la ejecución de actividades f́ısicas es el
evitar lesión por mala práctica. En esta tesis [9] implementan un entrenador
virtual para promover la actividad saludable , y enseñar de una forma correc-
ta, la realización de las ejercicios para prevenir lesiones. Los movimientos del
entrenador virtual son generados a partir de la clasificación y el análisis de
ejercicios previamente grabados, creando aśı, un modelo estad́ıstico de cada
actividad. Cuando el usuario realiza la tarea se proporcionado un porcentaje
de acierto para la posición, una indicación para su corrección y los grados
de rotación que se deben de aplicar. Aunque, realiza una corrección precisa,
tiene una decadencia cuando los movimientos son giros sobre el mismo eje.
El siguiente proyecto denominado OnlineGym [10] , es un trabajo basado
en plataformas de mundos virtuales 3D que permite a los usuarios interac-
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tuar mediante el uso de un dispositivo de captura de movimiento, en concreto
con kinect. Este escenario proporciona la experiencia de una participación
conjunta en una sesión de gimnasia grupal. El proyecto está dirigido a usua-
rios de edad avanzada, que tal vez no puedan participar en sesiones regulares
de entrenamiento fuera de sus hogares. Para activar las habilidades motoras
y de socialización, se realizan sesiones de fitness en grupo para contribuir a
su bienestar f́ısico y mental.
Otro proyecto que falta por mencionar es el [11], el cual desarrolla un
entrenador virtual mejorado, que además de presentar los ejercicios f́ısicos a
realizar, proporciona un feedback en el momento apropiado. Gracias a esta
faceta, el Intelligent Virtual Agent (IVA) seŕıa capaz de introducir y estruc-
turar los diferentes ejercicios. El entrador virtual tendrá una motorización
del pulso asociado al usuario para ajustar el ritmo del ejercicio.
2.5.2. Captura de movimiento en la danza
Uno de los campos en donde la captura de movimiento aparece es en la
danza, y un claro ejemplo es [12]. En este art́ıculo se describe una forma de
evaluar y visualizar en tiempo real, los movimientos de la danza de ballet.
Para desempeñar esa tarea utilizan como recurso la tecnoloǵıa de captura de
movimiento kinect, y gracias a ella, registran los movimientos de bailarines
profesionales, de modo que, sean una base para las comparaciones de movi-
mientos. Estos, a su vez, son representados como un espacio de posturas en
forma de trayectorias de gestos. La evaluación de la coreograf́ıa empezaŕıa
cuando detecte al bailaŕın aficionado y con el fin de proporcionar una pun-
tuación para cada coreograf́ıa, se compara la posición alineada y velocidad
del bailaŕın aficionado con las correspondientes del bailaŕın profesional.
2.5.3. Captura de movimiento en rehabilitación
Un punto fuerte para la utilización de la captura de movimiento seŕıa
aplicarla para ayudar a la gente con lesiones, y de este modo, realizar terapia
de rehabilitación. Con esta idea se ha desarrollado el proyecto [13], que
elabora un entrador virtual para el uso de fisioterapeutas y pacientes en
programas de fisioterapia con ejercicios f́ısicos. Permite al terapeuta adaptar
los ejercicios a las necesidades de cada paciente de un modo individual.
Los pacientes pueden escoger entre diferentes programas y seguir un avatar
de entrenamiento, a su vez, los movimientos que simulan los avatares son
grabados previamente en función de las necesidades del paciente. Uno de los
puntos que sacan en claro en este proyecto es, que los juegos de ordenador
han demostrado el potencial para mejorar el apego a la rehabilitación por
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parte de los pacientes. Del mismo modo, el feedback visual ofrecido a los
pacientes le hace involucrarse de manera más efectiva con las terapias.
Otro proyecto con una terapia más espećıficas es [14], que estudia los
efectos de un entrenador virtual para los paciente con hemiplej́ıa1, haciendo
énfasis en la función de las extremidades superiores, incluyendo el rango de
movimiento, la función motora y la destreza manual. El grupo de usuarios
que padecen esta parálisis participaron en diversas pruebas, en las que se
utilizaba la tecnoloǵıa implementada con Nintendo Wii y la tecnoloǵıa de
captura de movimiento de Xbox con Kinect entre otras. Las pruebas se cen-
traban en juegos que utilizaban movimientos que afectaban las extremidades
superiores. Los resultados de los ensayos demuestran una mejoŕıa significa-
tiva de los pacientes que realizaron la prueba con la tecnoloǵıa kinect, esto
es debido, a que pueden desempeñar toda la tarea sin tener que sujetar un
control remoto como pasa en Nintendo Wii. Siendo este, un factor añadido
para realizar un movimiento con mayor amplitud o ejecutar más cantidad
de movimientos.
2.5.4. Captura de movimiento en artes marciales
Otros de los campos donde es útil la captura de movimiento, ya que es
necesario la repetición para lograr entender y dominar las técnicas, son en
las artes marciales. En este proyecto de master [15] se diseña un maestro
virtual de Kung fu con el dispositivo de Kinect. Previamente se graban las
técnicas del maestro en el arte marcial, para realizar futuras comparaciones
con usuarios aficionados que quieran adentrarse y aprender en el mundo del
Kung fu. Aunque existen muchos algoritmos de comparación, en este trabajo
se ha elegido, el algoritmo Dynamic Time Warping , que utiliza la fórmula
distancia eucĺıdea. Una de las principales ventajas del algoritmo Dynamic
Time Warping es, superar los problemas de análisis de movimiento en ve-
locidad y tiempo. La distancia euclidiana se define como la distancia entre
dos puntos de un espacio eucĺıdeo, la cual se deduce a partir del teorema de
Pitágoras.
Dentro del mismo ámbito de captura de movimiento en artes marciales,
se encuentra este proyecto[16], el cual desarrolla un entrenador virtual de Tai
Chi. La diferencia con el proyecto de [15] se refleja en la forma de comparar
el movimiento, debido a que coloca los diferentes movimientos del profesor
alrededor del estudiante, de este modo, le ofrece la opción de superponer su
cuerpo directamente sobre el movimiento del profesor virtual para efectuarlo
correctamente.
1Parálisis de un lado del cuerpo causada por una lesión cerebral o de la medula espinal.
Caṕıtulo 3
Tecnoloǵıas empleadas
En este caṕıtulo se presentan las tecnoloǵıas y dispositivos empleadas
para el desarrollo del proyecto. Detallando de forma técnica el software y
hardware utilizado.
3.1. Software empleado
Para el desarrollo de este proyecto, el principal software utilizado ha sido
Unity 2019.4.9f1[17]. Este Game Engine hace referencia a una plataforma
de desarrollo de software capaz de realizar rutinas de programación que
permiten el diseño, la creación y el funcionamiento de un entorno interactivo;
Con el fin de elaborar, compilar y depurar el proyecto de Unity se ha
utilizado Visual Studio 2019[18] con el lenguaje de programación C#, ya
que mantienen una sola base de código para todas las plataformas. Respecto
a la creación de los personajes, se observó que Fuse Character Creator
de Mixamo[19] ofrećıa una creación de modelos humanos realistas con una
alta calidad de las texturas. En cuanto a la configuración previa de las
animaciones, se hizo uso de Mixamo 3D Animation Online Services[20],
ya que es una compañ́ıa tecnológica encargada del desarrollo y venta de
servicios para la animación de personajes 3D. Como plataforma para el
desarrollo colaborativo del proyecto se usó GitHub, utilizando el sistema de
control de versiones Git.
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3.1.1. Unity
El objetivo de este proyecto trata de como poder realizar una captura
de movimiento de calidad sobre el arte marcial afrobrasileño (capoeira) y
como representarla gráficamente con las tecnoloǵıas más demandadas del
mercado.
Un Game Engine se especifica como la rutina de programación que per-
miten el diseño, la creación y la representación de un videojuego. La funcio-
nalidad de un motor de videojuegos consiste en, proveer al desarrollador un
motor de renderizado para la creación de gráficos 2D y 3D, un motor f́ısico,
sonidos, scripting, animaciones, un escenario gráfico, etc.
Para llevar todo esto a cabo es necesario elegir qué tipo de plataforma
de Game Engine utilizar en este proyecto. Existe dos grandes plataformas
comerciales, por lo que la decisión de elegir entre Unity1 o Unreal Engine2
fue basada en la comunidad que hay detrás de cada uno de ellos, y sobre
todo, en lo que se quiere abarcar con este proyecto.
Además de este detalle, es importante conocer el lenguaje de programa-
ción con el que trabaja cada uno de ellos. Unity está basado en C#, mientras
que Unreal Engine trabaja con C++.
La versatilidad de Unity, ideal para proyectos pequeños, estudiantiles o
enfocados al desarrollo de aplicaciones y juegos para móviles, ha conseguido
que un 58 % de la población de desarrolladores indies lo elijan como motor de
videojuegos. Las facilidades que aporta a la hora de trabajar de una forma
visual y escalable lo convierten en un paso muy a tener en cuenta a la hora
de realizar desarrollos enfocados a la creación de entornos 3D.
En este caso Unity, se adecua correctamente, ya que se pretende realizar
un entorno 3D donde los usuarios perciban y aprendan movimientos del arte
marcial afrobrasileño.
En un primer momento, Unity salió al mercado ofreciendo un software de
calidad y barato, añadiendo el objetivo de que pequeñas y grandes empresas
pudieran utilizarlo por igual, dando además, la posibilidad de que su con-
tenido sea compatible con prácticamente cualquier medio o dispositivo[21].
Gracias a ello, Unity creció exponencialmente en el mercado, generando aśı,
una gran comunidad que puede servir de pilar de ayuda para los nuevos
desarrolladores.
Como en otras plataformas de desarrollo de software, existen distintas
licencias de prueba gratuitas y para estudiantes a las que puedes acceder sin
1https://unity.com/
2https://www.unrealengine.com/
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complicaciones. Sólo aquél que realmente decida llevar su creación al mer-
cado y supere cierta cantidad de ingresos se verá obligado a pagar la cuota
mensual. En la versión personal (licencia gratuita), es necesario promocionar
el logotipo de Unity cuando se inicia la aplicación una vez compilada.
Otro aspecto importante de Unity es el Asset Store. Se trata de una
biblioteca, que contiene una multitud de paquetes o Assets comerciales y gra-
tuitos, creados de forma continua por la comunidad, por Unity Technologies
o empresas de terceros. Estos paquetes pueden contener modelados 3D, tex-
turas, animaciones y demás contenido que sirva de ayuda para desarrollar
un proyecto donde ya sea por tiempo o habilidades técnicas, no sea posible
desarrollar cada una de la herramientas que ofrece dicha tienda.
La plataforma para el desarrollo de este proyecto, Unity, está compues-
ta por varios paneles, cada uno de ellos representa información o acciones
indispensables para el desarrollo del escenario 3D. La estructuración básica
de un juego en Unity se realiza mediante escenas. De modo que, para poder
tener una previsualización de los elementos que aparecen en una escena, se
utiliza el panel denominado Scene, este panel representa una dimensión 3D,
donde se podrán rotar y desplazar en los ejes de forma tridimensional, pa-
ra conseguir de esta manera, modificar todos los elementos de la escena en
cualquier Angulo.
El panel que muestra la vista generada por la cámara, es decir, la imagen
que se verá cuando se reproduzca el juego se denomina Game.
Los elementos incorporados a la escena, se archivan en otro panel, con el
nombre Hierarchy. Estos pueden ser modelos 3D, cámaras, prefabs(tipo de
asset que te permite almacenar un objeto con componentes y propiedades
preconfiguradas),sonidos, luces, e incluso objetos de tipo UI(buttons, sliders,
toggles) para la implementación de interfaces 2D. Los elementos se muestran
de una forma jerárquica, al seleccionar uno, se expondrán sus caracteŕısticas
y componentes. En el panel, denominado Inspector, al seleccionar un compo-
nente en el Hierarchy, se muestra sus propiedades como el transform, el cual
muestra la información de su posición y rotación, pudiendo ser modificada.
Existe otro panel denominado Project, donde se agrupan en forma de
directorio, todos los scripts, paquetes, modelos 3D, imágenes y archivos,
relacionados con el proyecto.
Para comprobar el funcionamiento desarrollado en Unity se necesita ac-
tivar el Play mode. Esta funcionalidad permite poner en funcionamiento el
juego, pararlo y detener su ejecución, siendo esto, fundamental para com-
probar y depurar un juego[17].
La transición de un script de Unity ejecuta una serie de funciones de
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eventos en un orden predeterminado. Este diagrama (véase Figura 3.1) des-
cribe algunas funciones de eventos y explica cómo encajan en la secuencia
de ejecución dentro de la lógica del proyecto.
Figura 3.1: Orden de ejecución para los eventos en Unity
Las siguientes funciones, son algunas de las más importantes a la hora
de desarrollar un escenario dentro de Unity. Estas se llaman cuando una
escena se ejecuta (una vez por cada objeto en la escena):
Awake: esta función siempre se llama antes de cualquier función de
inicio y también justo después de realizar una instancia de un prefab.
Start: se llama al inicio antes de la actualización del primer marco
solo si la instancia de secuencia de comandos está habilitada.
Update: la actualización se llama una vez por fotograma. Es la princi-
pal función del motor para las actualizaciones de los frames.
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Para construir todo el proyector de Unity se utilizó el potente entorno
de desarrollo Visual Studio 2019.
Visual Studio Tools para Unity es una extensión gratuita de Visual
Studio que convierte al editor en una poderosa herramienta para desarrollar
juegos y aplicaciones multiplataforma con Unity.
Si bien el editor de Unity es excelente para crear el escenario 3D, pero no
puedes escribir el código en él. Con Visual Studio Tools para Unity, se
pueden usar las funciones familiares de edición, depuración y productividad
de código para crear scripts en el proyecto de Unity usando C#, pudien-
do depurarlos usando las poderosas capacidades de depuración de Visual
Studio.
Pero Visual Studio Tools para Unity es más que eso. También tiene
una integración profunda con el editor de Unity para que dedique menos
tiempo a realizar tareas simples, proporciona mejoras de productividad es-
pećıficas de Unity y pone la documentación de al alcance de su mano.
3.1.2. Adobe Fuse Character Creator
Se trata de una aplicación desarrollada por Mixamo, la cual permite
crear personajes 3D únicos mediante una intuitiva interfaz, separando el
avatar en diferentes partes, como son la cabeza, el torso, las piernas y los
brazos (véase Figura 3.2). Posteriormente a la selección de las diferentes
partes del cuerpo ya predefinidas por el sistema, se puede editar cada una
de las partes del personaje, ya sean los rasgos de la cara, el tamaño de los
brazos, la longitud de las piernas, etc. Al seleccionar la parte del cuerpo que
se quiere modificar, simplemente seŕıa necesario pinchar y realizar un scrool
o deslizamiento hacia la izquierda o derecha para aumentar su tamaño. Por
otro lado, para seleccionar el punto exacto donde se ubicarán las diferentes
partes del cuerpo como por ejemplo el ombligo, los ojos, las rodillas, etc, se
realizará un scrool o desplazamiento hacia arriba o abajo.
Al terminar de modelar el personaje, se pasará a la sección de vestua-
rio. Donde existen prendas predefinidas, como camisas, pantalones, zapatos,
etc. Al terminar de vestir al avatar, esta aplicación posee la peculiaridad
de poder subir al servidor de Mixamo el modelado realizado 3. Pudiendo
completar la configuración de los huesos (rigger), con la posibilidad de crear
varios esqueletos para un mismo personaje y además incluir las animaciones
deseadas.
3https://www.adobe.com/es/products/fuse.html
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Figura 3.2: Configuración de un avatar con Adobe Fuse Character Creator
3.1.3. Mixamo
Mixamo4 es una compañ́ıa tecnológica (adquirida en 2015 por Adobe
System) encargada del desarrollo y venta de servicios para la animación de
personajes 3D. Proporcionando un servicio online, que permite buscar entre
una amplia gama de movimientos, que van desde el combate, pasando por
deportes, hasta poder tocar un instrumento (véase Figura 3.3).
Los productos y caracteŕısticas de Mixamo son compatibles con todos
los paquetes de software 3D, pudiendo realizar una exportación, eligiendo
entre varias aplicaciones 3D como: Unity, Unreal Engine, Blender y el
conjunto de herramientas de Adobe Creative) entre otros.
Una de las caracteŕısticas más sorprendentes de Mixamo, es el Auto-
Rigger. Ya que ahorras horas de trabajo modelando el personaje y con este
sistema, el proceso sucede en cuestión de minutos. Todo lo que se necesita
hacer es subir al servidor de Mixamo el personaje 3D (soporta .fbx, .bvh,
.zip, obj), seleccionar el número de huesos que mejor se adapte al esqueleto
del personaje y esperar que termine el proceso de rigger.
Tras completar la fase de modelado, Mixamo ofrece la posibilidad de
animar al personaje con movimientos, que permiten, no solo aplicar cual-
quier animación, sino también personalizarlas, ya que se pueden modificar
4https://www.mixamo.com
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Figura 3.3: Servicio de animaciones de Mixamo
en tiempo real con el personaje, obteniendo el resultado deseado. Por últi-
mo, descargarlos en cualquier formato que se necesite (.fbx, .bvh, .dae) y
fácilmente se podrá combinar de nuevo en las escenas 3D.
Estas animaciones utilizan una base matemática, lo que facilita su uso
para los diferentes personajes que se deseen animar. Tradicionalmente era
extremadamente lento, costoso y complicado, lograr modelar personajes 3D
con resultados de alta calidad. En cambio, mediante esta técnica, Mixamo
intenta reducir los tiempos de desarrollo, pudiendo obtener unas animaciones
de calidad, sin la necesidad de contar con altos recursos.
3.2. Hardware empleado
El hardware principal usado en este proyecto es el dispositivo de VR HTC
Vive capaz de conectar los diferentes sensores ópticos al ordenador con el
sistema operativo Windows. Sin embargo, el desarrollo del proyecto se llevó
a cabo en un ordenador de sobremesa, teniendo que utilizar unas carac-
teŕısticas especiales de hardware capaces de mover gráficamente el sistema
de VR.
En cuanto al hardware utilizado para la otra aplicación desarrollada en
este proyecto, se trata de un Smartphone capaz de utilizar los sistemas más
novedosos de ARCore, como los sistemas de iluminación en tiempo real, los
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mapas de profundidad, entre otros.
3.2.1. HTC Vive
HTC Vive es un sistema de periféricos que se conectan al ordenador v́ıa
USB y HDMI o Displayport. La caja con el contenido de las HTC Vive es
de grandes dimensiones, ya que trae un contenido extenso en su interior:
Gafas HTC Vive: incluye un cable de alimentación, HDMI y USB de
gran longitud, aproximadamente 5 metros.
Link box:caja de conexiones que conecta las gafas a un ordenador
(enchufe de alimentación y su adaptador de luz, HDMI/Display y USB
para PC además de las tres conexiones para las gafas)
Sensores de posición / Base Station : incluyen dos unidades
que requieren conexión a un enchufe y visión directa entre ellos. De
manera opcional, conexión de cable directa entre śı.
Controles: incluye dos unidades con carga v́ıa microUSB, con cable
y adaptador USB a enchufe cada uno.
Auriculares minijack: de cable corto con un pack de siliconas de
distinto tamaño
Trackers : no se incluyen en el pack, pero para el desarrollo del pro-
yecto se necesitan tres de ellos.
Para el correcto funcionamiento de HTC Vive, es necesario el uso de un
ordenador potente para tener un una tasa de frames de al menos 60fps.
CPU: Ryzen 7 3700x a 4.1GHz
RAM: 16 GB DDR4
GPU: Nvidia GeForce GTX 1660
Puertos USB: un USB 3.0
SSD: con al menos 128 GB dsponibles
Sistema Operativo: Windows 10 Profesional
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3.2.2. Smartphone
Los dispositivos Android a partir de la versión Android 7.0 son compa-
tibles con algunas de las funcionalidades del sistema, a partir de la 10, es
cuando se le puede sacar toda la potencia de este sistema.
Marca y modelo: Xiaomi Mi8
RAM: 6 GB LPDDR4X
GPU: Qualcomm Adreno 630 710MHz
Pantalla: 6.21.Amoled
CPU: Qualcomm Snapdragon 845 a 2.8GHz




Una vez elegida la tecnoloǵıa y las plataformas que se van a utilizar se
empieza a preparar el desarrollo del proyecto. En este caṕıtulo se explicará
que libreras y paquete de Unity que se necesitan para tener un entorno
de desarrollo potente e innovador. Además, se explicará cuales han sido
las metodoloǵıas utilizadas para plasmar el proceso seguido para realizar el
Mocap. El tipo de información guardada, como se ha realizado la grabación
de los movimientos captados por los sensores de realidad virtual y cual ha
sido la elección para mostrar dicha información.
En la siguiente sección se especificará el proceso realizado para grabar los
movimientos capturados, de modo que el profesor obtendrá una visualización
directa de cómo ha quedado grabado el movimiento deseado, sin la necesidad
de quitarse las gafas de realidad virtual.
Para ofrecer una aplicación dinámica y que el alumno reciba un feedback
gestual de los movimientos, se ilustra como se diseña e implementan avatares
con animaciones en Unity.
De forma sucesiva, se describe el diseño de los escenarios 3D para ubicar
el avatar principal de la aplicación (profesor). De este modo se han diseñado
dos escenarios, uno para grabar y reproducir los movimientos realizados por
el profesor dentro de VR y otro en AR donde el alumno podrá visualizar las
veces necesarias los movimientos realizado por el profesor.
Posteriormente se elaboran una serie de escenas en Unity que servirán
para ilustrar la interfaz para cada una de las aplicaciones (VR y AR). Se
ha creado un entorno diferenciado según las necesidades dadas por las di-
ferentes plataformas a desarrollar en el proyecto. Entre estos escenarios las
aplicaciones cuentan con las siguientes escenas:
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VR: Escena principal de VR, escena de grabación de movimientos, es-
cena de reproducción de los movimientos guardados.
AR: Escena principal de AR (donde el alumno seleccionará el nivel de
aprendizaje) y la escena para realizar el entrenamiento.
4.1. Investigación para el desarrollo de Mocap en
Realidad Virtual y Realidad Aumentada
Parar desarrollar cualquier aplicación en Unity es necesario conocer el
contenido que te puede ofrecer la tienda de este Game Engine. El Asset
Store de Unity es el hogar de una creciente biblioteca de assets comerciales
y gratuitos creados por Unity Technologies y miembros de la comunidad.
Hay una gran cantidad de assets disponibles, desde texturas, modelos y
animaciones hasta ejemplos de proyectos completos, tutoriales y extensiones
del editor. Estos assets son accesibles desde una interfaz simple dentro de
Unity y son descargados e importados directamente en el proyecto creado.
4.1.1. SteamVR
El primer paquete necesario para poder desarrollar una aplicación de
VR en HTC Vice es SteamVR1. Con este Asset(nombre que se le da a
los paquetes de Unity) los desarrolladores podemos dirigir una API a la
que se pueden conectar todos los auriculares populares de RV para PC.
El moderno SteamVR Unity Plugin gestiona tres cosas principales para los
desarrolladores: la carga de modelos 3D para los controladores de RV, el
manejo de la entrada de esos controladores y la estimación del aspecto de
la mano mientras se utilizan esos controladores. Además de gestionar estas
cosas, tenemos un ejemplo de Sistema de Interacción para ayudar a poner
en marcha una aplicación de VR. Proporcionando ejemplos concretos de
interacción con el mundo virtual y las diferentes APIs.
Además, nos permite acceder a los juegos a través de una interfaz que
se proyecta en una habitación de nuestra realidad virtual, que podemos
aprovechar para jugar a cualquier juego que tengamos en Steam VR.
Este paquete tiene todo lo necesario para reconocer la conectividad de
los dispositivos utilizados en VR y para poder utilizar los datos obtenidos
de los sensores colocados en la habitación de juego.
El Asset nos ofrece una serie de ejemplos básicos para poder comprender
1https://www.steamvr.com/es/
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mejor el funcionamiento de VR. A su vez, es necesaria la instalación de
Steam2 ya que trae incorporados los drivers imprescindibles para la correcta
configuración de los dispositivos utilizados en VR(controles y trackers).
Los ejemplos que tiene implementado el paquete de SteamVR Plugin son
variados y pueden servir como un buen punto de partida para desarrollar el
proyecto. La escena de ejemplo Interactions Example incluye todos los com-
ponentes principales y es un buen lugar para familiarizarse con el sistema.
La escena contiene los siguientes elementos:
Player: este prefab es el núcleo de todo el sistema. La mayoŕıa de los
demás componentes dependen del jugador para estar presente en la
escena.
Teleporting: el prefab Teleporting maneja toda la lógica de teletrans-
portación del sistema.
InteractableExample: muestra un interacción simple sobre los aspec-
tos básicos para recibir mensajes de las manos y cómo reaccionar ante
estas notificaciones.
Throwables: muestra cómo se puede utilizar el sistema para interac-
tuar con los objetos y crear diferentes tipos de objetos tirables.
Skeleton: diferentes objetos de modelos de mano junto con opciones
para determinar a qué mano corresponden del esqueleto.
Proximity Button: una tarea común es presionar un botón. Los bo-
tones f́ısicos son más satisfactorios de usar que las interfaces planas,
pero los sistemas de interacción f́ısica pueden volverse complejos rápi-
damente. Se ha incluido un botón que se puede presionar con solo estar
cerca de un controlador.
Interesting Interactables: Estos son ejemplos un poco más com-
plejos del uso del sistema Skeleton Poser junto con Throwables. De-
pendiendo del objeto con el que interactuar obtienes diferentes poses
de acción.
UI: muestra cómo se manejan las sugerencias en el sistema de inter-
acción y cómo se puede usar para interactuar con los widgets de la
interfaz, como botones.
LinearDrive: este es un objeto un poco más complejo que combina
algunas piezas diferentes para crear un objeto animado que se puede
controlar mediante interacciones simples.
2https://store.steampowered.com
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CircularDrive: esto muestra cómo las interacciones se pueden res-
tringir y mapear de manera diferente para realizar movimientos más
complejos.
Longbow: es uno de los objetos más complejos en el Asset y muestra
cómo se pueden combinar piezas simples para crear una mecánica de
juego completa.
Repasando los diferentes objetos en esta escena de ejemplo te das una
amplia idea de la amplitud del sistema de interacción y cómo combinar sus
diferentes partes para crear acciones complejas.
Una vez explicado los ejemplos, se elige cuál de ellos se podŕıa utilizar
para aprovechar su funcionalidad y tener un apoyo base para el desarrollo
del proyecto. Los ejemplos seleccionados serán el Player, Skeleton y UI.
Más adelante se explica con más detalle que se utiliza de estos ejemplos.
4.1.2. Final IK
El uso de la realidad virtual presenta muchos desaf́ıos nuevos para el
diseño y desarrollo de captura de movimiento, entre ellos el problema de la
cinemática inversa (Inverse Kinematics).
La cinemática inversa es la técnica que permite determinar el movimien-
to de una cadena de articulaciones para lograr que un actuador final se
ubique en una posición concreta. El cálculo de la cinemática inversa es un
problema complejo que consiste en la resolución de una serie de ecuaciones
cuya solución normalmente no es única.[22]
Este concepto es muy importante para el desarrollo de animaciones en
3D, donde se utiliza para conectar f́ısicamente los personajes del juego en el
mundo tridimensional, tales como la sujeción ŕıgida de los pies en un terreno.
Una figura animada se modela con un esqueleto de segmentos ŕıgidos conec-
tados con las articulaciones. El problema de cinemática inversa radica en
calcular los ángulos de las articulaciones para una pose deseada. A menudo
es más fácil para los diseñadores, artistas y animadores definir la configura-
ción espacial de un conjunto sobre las partes móviles, como los brazos y las
piernas, en lugar de manipular directamente los ángulos de las articulares.
Por lo tanto, la cinemática inversa se utiliza en los sistemas Mocap para
animar las posiciones de las articulaciones. El conjunto de un esqueleto hu-
mano se modela como eslabones ŕıgidos conectados por articulaciones que
se definen restricciones geométricas.
Para realizar un movimiento de cualquier extremidad del cuerpo, se re-
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quiere el cálculo de los ángulos de las otras articulaciones conectadas con esa
parte del cuerpo. Por ejemplo, la cinemática inversa permite mover la mano
de un modelo humano 3D con una posición y orientación deseada. Para su
correcto funcionamiento es necesario tener un algoritmo que seleccione el
ángulo de rotación correcto para cada una de las articulaciones del cuerpo
humano, como la muñeca, el codo y los hombros.
Para solventar el problema de la cinemática inversa (véase Figura 4.1) en
las articulaciones del cuerpo humano, se estudió una serie de Assets capaces
de solucionar el problema.
Figura 4.1: Diferencia entre Forward Kinematics e Inverse Kinematics
La primera elección fue UMotion 3, ya que se trata de un editor de
animación que ofrece potentes herramientas y flujos de trabajo dentro de
Unity. La creación de animaciones en la misma aplicación y situación en
la que se van a utilizar simplifica todo el flujo de trabajo acelerando el
desarrollo del proyecto.
El problema surgió cuando se intentan asignar los diferentes componentes
de VR dentro del Asset, no era posible realizar dicha acción, no admit́ıa VR,
por lo que fue descartada esta opción.
Actualmente no hay muchas soluciones IK de cuerpo completo disponi-
bles que cumplan con los requisitos muy espećıficos del desarrollo en realidad
virtual.
Además de la precisión y la calidad general de la cinemática inversa,
también es vital que el Asset sea altamente eficiente y eficaz, ya que la
realidad virtual tiene una gran carga de CPU y GPU.
Por lo tanto, la realidad virtual requiere que IK se resuelva no solo en
alta frecuencia, sino también en alta calidad: todo se vuelve observable con
3https://www.soxware.com/umotion/
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gran detalle y en primera persona más aun, ya que incluso debe estar a la
altura de la comparación con la realidad.
Teniendo en cuenta todo esto, se optó por la solución Final IK 4, la cual
cumpĺıa con todos estos requisitos, incluyendo la compatibilidad con VR.
4.1.3. ARCore
En la industria para el desarrollo de aplicaciones AR existe una gran
competencia. Esto se debe a la creciente popularidad que grandes empresas
tecnológicas, como Apple y Google, están ejerciendo con sus propios SDKs
de desarrollo de AR. Apple lanzó ARKit en 2017, y solo un año después,
Google presentó ARCore.
Las aplicaciones de AR están desarrolladas para dispositivos móviles
que pueden ser dispositivo iOS, Android o auriculares AR más sofisticados
como Hololens 5 y Magic Leap 6 utilizados en soluciones empresariales más
profesionales.
En la actualidad, existen tres SDKs de AR integrados en Unity como
Game Engines. Se trata de ARkit, ARCore y Vuforia.
ARKit es un conjunto de herramientas creadas por Apple para ayudar
a los desarrolladores a crear aplicaciones de realidad aumentada para dis-
positivos iOS. Con ARKit solo se puede desarrollar aplicaciones AR para
iPhones y iPads, más detalladamente desde el iPhone 6s en adelante y iPads
a partir del iPad Pro.
ARKit se lanzó con IOS 11 en 2017. En ese entonces, al desarrollar
aplicaciones AR, se supońıa que deb́ıa usar el marco de desarrollo SceneKit
de Apple, sobre el cual se construyó la primera versión de ARKit. SceneKit se
lanzó en 2012 y recibió pocas actualizaciones hasta la llegada de RealityKit,
la tercera versión de ARKit.
ARKit 3 viene con varias caracteŕısticas nuevas e innovadoras, como:
Oclusión ambiental: el contenido 3D AR pasa de manera realista
detrás y delante de las personas en el mundo real.
Seguimiento de caras: detección de hasta tres rostros a la vez.
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Vuforia es una de las empresas de RA más antiguas del mercado. Des-
pués de su adquisición en 2015 por PTC Inc., Vuforiaha ampliado su ĺınea
de herramientas orientadas a RA. Estas herramientas ahora incluyen pro-
ductos como Vuforia Engine y Vuforia Studio, que se utilizan en el desarrollo
de aplicaciones de RA.
Vuforia puede ejecutarse tanto en iOS como en Android e incluso en
los modelos más antiguos de iPhone con los que ARKit no es compatible.
Además, Vuforia usa ARKit o ARCore cuando el hardware en el que se
ejecuta lo admite, de lo contrario, puede utilizar su propia plataforma.
Estas seŕıan algunas de las caracteŕısticas más señaladas de este SDK :
Seguimiento de objetos: ofrece detección de objetos , de modo que
tanto las imágenes como las formas pueden actuar como marcadores.
Reconocimiento de textos: detección de textos, como si se tratase
de objetos 3D.
VuMark: este sistema es capaz de detectar tanto imágenes como códigos
QR.
El último de los SDKs disponibles en el mercado es ARCore. Es la res-
puesta que lanzón Google en 2018 al ARKit de Apple. Se trata de una pla-
taforma para el desarrollo de aplicaciones AR en Android (7.0 o superior)
e iOS (11 o superior). Además, este kit de herramientas de desarrollo de
AR está disponible de forma gratuita tanto para Unity como para Unreal
Engine.
ARCore ofrece grandes posibilidades para el desarrollo de aplicaciones
AR, entre las que caben destacar tres de ellas:
Seguimiento del movimiento: es crucial no solo poner objetos vir-
tuales en el mundo real, sino también asegurarse de que se vean rea-
listas desde todos los ángulos. ARCore garantiza esto alineando la
cámara virtual 3D que muestra su contenido 3D con la cámara del
dispositivo.
Oclusión ambiental: este sistema detecta planos y puntos carac-
teŕısticos para que pueda colocar correctamente objetos virtuales en
superficies planas reales. Por ejemplo, objetos en una mesa o paredes.
Estimación de la luz: utilizando la cámara de un teléfono, ARCore
puede detectar las posiciones de iluminación actuales en el mundo
f́ısico. Por lo tanto, este sistema ilumina los objetos virtuales de la
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misma manera que los objetos reales, lo que aumenta la sensación de
realismo.
Las tres plataformas son perfectamente capaces de proporcionar las he-
rramientas necesarias para el desarrollo de una aplicación de AR.
La decisión final radicó en utilizar un ecosistema en el cual no existiera
una limitación en la plataforma y poder aprovechar la potencia del SDK,
junto con los numerosos servicios que ofrećıa. Por todo ello, se eligió ARCore
de Google, ya que brinda una mayor flexibilidad en cuanto a los términos
donde desplegar la aplicación.
4.2. Metodoloǵıa y desarrollo de Mocap en VR
Como el objetivo principal de este proyecto es la captura de movimiento
para entrenamiento de actividades f́ısicas en VR, se selecciona como estu-
dio, VRIK Calibration, dado su potencial para calibrar las caracteŕısticas
personales del profesor, y el seguimiento realizado por el avatar virtual.
4.2.1. Investigación base
VRIK tiene su propio conjunto de restricciones integradas y los ĺımites
de rotación no se pueden utilizar en el proceso de resolución. Sin embar-
go, es posible aplicar RotationLimits encima de VRIK, por ejemplo, para
asegurarse de que los huesos de la mano no se doblen de forma poco na-
tural más allá de los ĺımites razonables. Para hacer esto, tendŕıamos que
deshabilitar los ĺımites de rotación en el inicio para tomar el control de
la actualización de las posiciones del avatar y luego actualizarlos usando
VRIK.solver.OnPostUpdate
pub l i c VRIK ik ;
pub l i c Rotat ionLimit [ ] r o t a t i o n L i m i t s ;
void Star t ( ) {
f o r each ( Rotat ionLimit l i m i t in r o t a t i o n L i m i t s ) {
l i m i t . enabled = f a l s e ;
}
i k . s o l v e r . OnPostUpdate += AfterVRIK ;
}
p r i v a t e void AfterVRIK ( ) {
f o r each ( Rotat ionLimit l i m i t in r o t a t i o n L i m i t s ) {
l i m i t . Apply ( ) ;
}
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}
Tras revisar las restricciones que se pueden utilizar en las rotaciones
de los huesos de un personaje humanoide en Unity, nos adentramos en la
escena de calibración de VRIK. Para este proceso, es necesario que el avatar
a utilizar tenga definidos los huesos del esqueleto dentro del mesh (clase
de Unity que permite crear o modificar mallas a partir de scripts) y la
relación entre cada uno de ellos. El proceso para realizar este objetivo se
denomina rigging. Si el avatar a utilizar no tuviera esta caracteŕıstica se
podŕıa conseguir usando el Auto-Rigger de Mixamo, ya definido en la sección
3.1.3 cuando se describió el software utilizado en el proyecto.
Ya en la escena VRIK Calibration se observa una demostración de como
usar el calibrador VRIK, de modo que se ayude a calibrar las posiciones
donde se encuentran los componentes de VR que harán que el sistema de
captura de movimiento tome forma.
Al adentrarnos en los componentes que resuelven el problema ocasionado
por la cinemática inversa relacionado con modelos humanoides, se observa
el script VRIK que a continuación se describen en los siguientes puntos:
VRIK.fixTransforms: en el caso de habilitar esta opción, esta solución
arreglará todos los Transforms (componente de Unity que se utiliza
para almacenar y manipular la posición, rotación y escala de un obje-
to) utilizados a su estado inicial en cada Update (descrito en la sección
3.1.1). Evitando posibles problemas ocasionados por huesos no anima-
dos. Este problema también ayudamos a solventarlo con la creación del
script VICIK utilizando las referencias de los seis puntos de seguimiento
utilizados en este proyecto.
VRIK.references: se trata del mapeo óseo de un avatar humanoide,
en el caso de que el modelo 3D a utilizar contenga las 22 referencias
correspondientes a las articulaciones del cuerpo humano esta asigna-
ción se hará automáticamente, por el contrario si el avatar a utilizar
no contiene estas referencias de forma ordenada, será necesario realizar
esta asignación de forma manual.
VRIK.solver: es el encargado de realizar junto con la asignación de los
seis componentes que vamos a utilizar para la captura de movimiento,
que todo el sistema funcione de forma fluida y estable. Pudiendo ajus-
tar la posición y rotación del avatar virtual, para que coincida con la
orientación de cada uno de los huesos del profesor.
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4.2.2. Desarrollo para la grabación de movimientos
Después de haber realizado la investigación y compresión del material
que se puede aprovechar para realizar una captura de movimiento, se plan-
tearon una serie de desaf́ıos e implementaciones que se deben realizar.
Para que un sistema Mocap sea de calidad y dé la sensación de realismo
al reproducir los movimientos grabados, es necesario como mı́nimo tener
tres puntos de seguimiento, como por ejemplo las gafas de realidad virtual
y dos controles, uno para cada mano. Este tema sobre como captura los
movimientos los sensores ópticos se trato en la sección 2.4.2.
Visualizando la escena de VRIK Calibration y aunque con tres puntos
de seguimiento se puede hacer un Mocap decente, se decidió utilizar una
captura de movimiento con seis puntos de detección. Esta decisión se llevó
a cabo ya que el arte marcial afrobrasileño (capoeira) realiza movimientos
complejos y utiliza todas las partes del cuerpo, de modo que era indispen-
sable captar toda esa información de la mejor manera posible. Para ello se
desarrolló un script(VICIK) espećıfico para este fin, el cual se describirá a
continuación.
En primer lugar se creó el script VICIK el cual gestionará el conjunto
de la captura de movimiento. Para ello fue necesario determinar un Game
Object (clase base para todas las entidades en una escena en Unity) de tipo
VRIK, el cual ya nos permit́ıa acceder a todas las caracteŕısticas de este
objeto, y por lo tanto modificar las referencias del script VRIK de forma
ordenada (véase Figura 4.2).
Como se describió anteriormente, VRIK.references, contiene todas las
referencias óseas del cuerpo humanoide a utilizar, pero en el caso de que
el modelo 3D(avatar) que vayamos a utilizar tenga una jerarqúıa de huesos
diferente a la utilizada en VRIK será necesario pasar un previo proceso de
rigging. Para realizar este proceso, tras crear nuestro avatar con Adobe Fuse
Character Creator, subiremos dicho modelo al sistema de Auto-Rigger de
Mixamo.
Con el avatar rigueado correctamente, procedemos a automatizar el pro-
ceso de asignación de las referencias de los huesos del avatar en el script.
El método AutoReferences() realizar dicha acción. Previamente se crearan
las referencias con los nombres de los huesos que utiliza VRIK.references,
para posteriormente crear otro método GetBonesReferences() que vaya
recorriendo todas las referencias y vaya asignado los componentes creados,
con los utilizados por VRIK. Con todo esto, cualquier avatar que contenga
los huesos creados por Adobe Fuse Character Creator o cualquier soft-
ware similar tendrá este proceso automatizado, y no será necesario realizar
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Figura 4.2: Grafo sobre la creación del entorno del Mocap
una asignación manual para cada avatar.
El siguiente apartado importante para realizar la captura de movimiento,
es como poder asignar los componentes de VR (gafas, controles y trackers)
a los seis puntos que nuestro avatar iba a seguir para grabar los movimientos
del Mocap.
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Para ello se creo otro script denominado VICAvatar el cual se encarga
de realizar esta acción. Seŕıa necesario crear una serie de referencias que
contuvieran la posición y rotación de los sensores que el profesor iba a tener
en el cuerpo. Para desarrollar este Mocap se decidió que los seis puntos
importantes a capturar seŕıan los siguientes:
Head: como vamos a utilizar gafas de VR, este será el objeto principal
del Mocap.
Left Hand: para las manos utilizaremos los controles, necesarios a su
vez para movernos por diferentes zonas del escenario(teleporting).
RightHand: al igual que en la mano izquierda, se utilizará otro de los
controles para seguir esta mano.
Pelvis: en este caso utilizaremos el primero de los trackers, utilizando
un cinturón para ello adherido a nuestra cintura.
Left Foot: para la parte de los pies, al igual que para la cintura,
destinaremos otro de los trackers sujeto al empeine.
Right Foot: al igual que en el pie izquierdo, destinaremos uno de los
trackers para seguir sus movimientos.
Para crear el entorno de VR, es necesario la utilización de uno de los
componentes de SteamVR, la clase Player vista en la sección 4.1.1. Este
objeto actúa como un Singleton (véase la Figura4.3), lo que significa que
solo debe existir un objeto Player en la escena. Además del objeto Player
(componente head de nuestro sistema) que es principalmente la cámara que
reproducirá las imágenes en sus dos pantalla, a modo de ojos humanos. Es
necesario el uso de otro objeto para cada uno de los controles y los tres
trackers restantes. Este objeto contiene el script Steam VR Behaviour Pose
el cual se encarga de realizar el seguimiento de un determinado componen-
te óptico. Como previamente ya hemos creado las referencias a cada uno
de nuestros huesos (leftHand, rightHand, pelvis, leftFoot y rightFoot), solo
faltaŕıa indicarle a cada objeto que tipo de hueso queremos usar.
Figura 4.3: Patrón Singleton en Unity
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Con las referencias de los seis huesos creados, ahora lo que tocaŕıa hacer
es asignar el seguimiento de los sensores a cada hueso. Para ello es necesario
crear un objeto de tipo VICIK y un método denominado UpdateBoneRefe-
rences() que realice la asignación para realizar la grabación de la captura de
movimiento.
Con todo el escenario ya preparado para realizar la grabación del Mocap,
se creó la escena principal del proyecto, donde estarán todos estos compo-
nentes y scripts mencionados anteriormente.
Para realizar la secuencia de grabación, se creo un panel en VR que per-
mitiese grabar los movimientos a modo de estudio de grabación de música,
con los tres botones clásicos (play, pause y stop), además de incluirse un
panel para poder escribir el nombre del movimiento que se va a realizar.
El profesor podrá visualizar el movimiento que está realizado a cada ins-
tante, ya que verá una imagen de un avatar idéntico a él a modo de espejo,
de este modo podrá revisar cada una de las poses que esté realizando mien-
tras graba los movimientos que luego visualizará el alumno en la aplicación
de AR.
Cuando el profesor esté grabando un movimiento, podrá repetirlo las
veces que consideré oportunas, finalizando la grabación con el botón de stop
y volviendo a pulsar el botón de record para iniciar de nuevo el proceso.
También existe la opción de pausar una grabación, y retomarla instantes
después antes de finalizar la grabación, pulsando el botón correspondiente
(pause). Cuando un movimiento se quiera reproducir antes de finalizar la
grabación, existirá la opción de pulsar el botón de play, siempre y cuando
se haya pulsado el botón de stop previamente. Tras toda esta secuencia, se
habilitará un botón de finalizar para concluir la grabación del Mocap y de
nuevo se podŕıa iniciar el proceso de grabación con un nuevo movimiento.
Los movimientos grabados serán guardados como animaciones de Unity,
de modo que el profesor podrá visualizar los movimientos que haya graba-
do hasta el momento, para en el caso deseado, poderlo repetir y borrar el
movimiento capturado previamente. Además, estos movimientos capturados
serán los que se podrán analizar en el otro escenario del proyecto, el entorno
del alumno en realidad aumentada.
4.3. Análisis de Mocap en AR
Otra parte importante de este proyecto consiste en poder analizar los
movimientos previamente grabados por el profesor, dependiendo del nivel
del alumno. De esta manera se podrá realizar una corrección del movimiento
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que necesita practicar el alumno en tiempo real. En esta sección se explica
cómo se ha desarrollado esta parte del proyecto con realidad aumentada.
4.3.1. Investigación base
El planteamiento inicial sobre el análisis de los movimientos grabados
por el profesor fue muy distinto al que finalmente se desarrolló.
En la mayoŕıa de las artes marciales los movimientos son repetidos miles
de veces en cada sesión, es por esto clave optimizar el rendimiento para
evitar lesiones y obtener unos resultados eficientes en su ejecución.
La evaluación de los movimientos de capoeira puede ser realizada por el
ojo humano de un entrenador, con video análisis o con equipos de biomecáni-
ca especializados, como sensores de presión o programas tridimensionales que
analicen los movimientos realizados.
En primera instancia se estudió como realizar el análisis de los movi-
mientos capturados por el profesor mediante Deep Learning conOpenCV. Es-
te sistema de visión artificial (descrito en la sección 2.4.1.2) utiliza una serie
de algoritmos basados en modelos (Ejemplos de modelos preentrenados en
ImageNet: Xception, VGG19, ResNet50 ) capaces de seguir la estructura
ósea del movimiento del cuerpo humano. Este método se base en represen-
tar las partes del cuerpo humano en segmentos y unirlos mediante puntos,
identificando principalmente el torso, la cabeza y las extremidades.
Visualizando la gran cantidad de estudios relacionados con OpenCV y el
análisis de movimientos, no dejaŕıa de ser un estudio más sobre como analizar
y aprender este tipo de arte marcial. Dado que la tecnoloǵıa a evolucionado
en gran medida en estos últimos años, se opto por utilizar una herramienta
novedosa y en plena evolución, como es la realidad aumentada.
Con el planteamiento de utilizar AR como base para el análisis de los
movimientos del profesor y el posterior aprendizaje del alumno, se optó por
desarrollar esta parte del proyecto con ARCore (ya se describieron los detalles
de esta elección en la sección 4.1.3).
De todo el contenido incluido en el paquete de ARCore para Unity, se
selecciona como estudio, HelloAR, dado el gran potencial que ha incluido
ARCore en este escenario, un nuevo sistema de oclusión ambiental denomi-
nado Depth API 7. Este sistema utiliza la cámara RGB de los dispositivos
móviles para crear mapas de profundidad, para posteriormente utilizar esta
información y hacer que los objetos virtuales aparezcan con precisión
7https://developers.google.com/ar/develop/unity/depth/overview
49 4.3. ANÁLISIS DE MOCAP EN AR
Para entender un poco mejor como utiliza ARCore el sistema de pro-
fundidad vamos a explicar cómo realiza este proceso este SDK de realidad
aumentada (véase Figura 4.4). En la geometŕıa del mundo real observamos
un punto A, y un punto a 2D que representa el mismo punto pero en la
imagen con el mapa de profundidad. El valor dado por esta API es igual
a la longitud de CA proyectada sobre el eje principal. Al trabajar con este
sistema es importante destacar que los valores del mapa de profundidad no
son la longitud del rayo CA, sino la proyección del mismo.
Figura 4.4: Proyección en el plano utilizada en Depth API
Ya en la escena HelloAR se visualiza como la API necesita tener un
mapa del entorno a utilizar para poder colocar los objetos virtuales en el
mundo real, permitiendo que ARCore establezca un seguimiento completo,
detectando la geometŕıa de la superficie con la que se quiere interactuar.
Este proceso lo realiza el script DetectedPlaneVisualizer necesario en la
utilización de este SDK.
4.3.2. Desarrollo del análisis de movimientos
Después de haber realizado la investigación y compresión del material
necesario para utilizar ARCore como sistema de realidad aumentada, se pro-
cede a solventar una serie de problemas o necesidades surgidas durante la
investigación.
Para este apartado se observó el desarrollo realizado en VR sobre la
grabación de movimiento explicada anteriormente. En esta sección el alumno
podrá tener unfeedback visual inmediato y novedoso, de como poder realizar
un movimiento de forma correcta en el arte marcial brasileño (capoeira).
Con el fin de crear un entorno de AR, es necesario la utilización de uno
de los prefabs de ARCore, ARCoreDevices el cual incluye la configuración de
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la sesión a utilizar en realidad aumentada (SesionConfig y CameraConfig-
Filter). En este escenario donde vamos a desarrollar una aplicación para el
análisis visual de los movimientos grabados por el profesor en VR es nece-
sario establecer unas configuraciones avanzadas detalladas a continuación:
Config.PlaneFindingMode: selecciona el comportamiento del sistema
de superficie a detectar. En este desarrollo utilizaremos un sistema que
solo detecte planos horizontales.
Config.CloudAnchorMode: define una ubicación espećıfica rastreada
en el mundo real. De modo que guarda la posición real de objetos
3D para luego ser utilizados. En este desarrollo no utilizaremos esta
opción, ya que no queremos tener un punto fijo para visualizar los
movimientos del profesor.
Config.FocusMode: tipo de enfoque de la cámara a utilizar, en los dis-
positivos compatibles como el utilizado para el desarrollo del proyecto,
se utilizará el tipo Fixed para optimizar el seguimiento en AR.
Config.DepthMode: modo del mapa de profundidad a utilizar. En los
dispositivos compatibles, la mejor profundidad posible se estima en
función del hardware y software del dispositivo. Proporciona una esti-
mación de profundidad para cada ṕıxel de la imagen. El inconveniente
es que agrega una carga computacional significativa. Para el desarrollo
de este proyecto utilizaremos el modo Automatic para que pueda ser
utilizado en diferentes dispositivos.
Como ocurŕıa en el escenario de VR, es necesario la utilización de un
componente que actúa como un Singleton (véase la Figura4.3), de modo
que solo puede existir un objeto de tipo FirstPersonCamera en la escena.
Este objeto como su propio nombre indica, se trata de la cámara que uti-
liza el sistema para mostrar toda la información desarrollada en realidad
aumentada. Este componente estará incluido en el script que se describe a
continuación.
Otro de los scripts necesarios es ARCoreSesion, el cual determina cual de
las dos cámaras (frontal o trasera) se utilizará en la aplicación a desarrollar.
Además serán necesarios configurar dos archivos denominados SesionCon-
fig y CameraConfigFilter. Estos archivos con extensión .asset de Unity se
utilizan para detallar la configuración de la cámara que ARCore utiliza para
acceder al sensor de la cámara para una sesión determinada. Estos detalles
incluyen, por ejemplo, la velocidad de fotogramas que captura el objetivo y
si la cámara a utiliza un sensor de profundidad.
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Al crear una nueva sesión de ARCore, este utiliza un filtro para determinar
la configuración de la cámara que mejor coincida con la lista de configura-
ciones disponibles. En el desarrollo de esta aplicación se utilizó el recurso
CameraConfigFilter para reducir las configuraciones de cámaras disponibles
en una serie de dispositivos en tiempo de ejecución, según las necesidades
de dadas.
Para la creación de esta escena, existe un script denominado HelloAR-
Controller el cual controla la instancia de la cámara a utilizar y como colocar
los objetos 3D en el mundo real, pudiendo utilizar un plano vertical, uno
horizontal o un punto fijo en el entorno. El problema radica en que este
script instancia objetos 3D tantas veces como toques la pantalla, por lo tan-
to desarrollaremos un script propio denominado ARController el cual se
encargará de realizar una sola instancia del modelo 3D del profesor y otro
script denominado MovementManager que gestionará de forma automática
todos los movimientos grabados previamente en VR para ser asignados a la
única instancia de la escena.
Con el objetivo de tener un mayor control de la aplicación de AR, se
desarrolló el script ARController. Este script controla los siguientes objetos
de Unity necesarios para dar forma a esta aplicación:
Objecto de tipo DepthMenu : tipo de Mapa de profundidad que se
utilizará, se podrá activar o desactivar en todo momento en tiempo de
ejecución (para que los dispositivos no compatibles con este sistema
puedan utilizar la aplicación).
Objecto de tipo HorizontalPlanePrefab : se utilizará una instan-
cia única cuando el alumno pulse la pantalla, siendo solamente utili-
zada para una superficie a detectar de tipo horizontal.
Objecto de tipo GameObject : este Prefab utilizará el método Update()
de Unity (descrito en la sección 3.1.1) para detectar en cada frame el
instante preciso para crear el avatar del profesor, la posición, rotación
y escala que tiene en cada momento dicho modelo 3D.
Para controlar toda la información obtenida en la grabación de movi-
mientos en VR, se creó el script MovementManager capaz de gestionar la
concurrencia existente entre los diferentes movimientos capturados por el
Mocap. En primer lugar, se creará una instancia única del avatar que utili-
zará el profesor del tipo Animator, de este modo el siguiente paso a realizar
será la asignación de forma automática de todos los movimientos grabados
previamente. Esta asignación se realizará mediante una lista de tipo Anima-
tor denominada movements (List¡Animator¿movements). Para poder crear
CAPÍTULO 4. DESARROLLO DEL PROYECTO 52
una asignación automática de los movimientos, es necesario crear un objeto
AnimatorController y un componente de Unity del mismo tipo.
Teniendo todo esto, iniciamos el proceso de automatizar la asignación de
los movimientos ya incluidos en la lista (ya que han sido importados en el
proyecto, en una carpeta espećıfica para tal fin). Para ello se creó un método
denominado AddMovementAnimator() que recorre la lista y va asignado a
modo de diagrama de estados, cada uno de los movimientos, con otro de
ellos. De este modo, todos los movimientos podrán ser seleccionados una y
otra vez en la interfaz de AR.
Figura 4.5: Asignación automatizada de los movimientos grabados en el
Mocap
Además de todo este proceso, se creó un método el cual creará los boto-
nes de la interfaz en tiempo de ejecución denominado MovementChanges(),
de este modo el método recorrerá la lista de movimientos guardados en la
lista movements y creará tantos botones en la UI como movimientos graba-
dos existan, siempre dependiendo del nivel seleccionado previamente por el
alumno.
En el planteamiento de como el alumno analizaŕıa los movimientos gra-
bados por el profesor para su posterior aprendizaje, se decidió que esta parte
del proyecto se iba a desarrollar en realidad aumentada (como se explicó en
la sección 4.3.1) debido a su gran potencial.
Para este fin, se utilizó un sistema capaz de reproducir, pausar, aumen-
tar y disminuir la velocidad del movimiento realizado por el profesor, para
aśı poder analizar en 360º cada una de las poses que realiza el profesor para
ejecutar la transición en cada movimiento del arte marcial brasileño (capoei-
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ra).(véase Figura 4.6) El alumno podrá visualizar diferentes movimientos,
dependiendo del nivel elegido al iniciar la aplicación, de modo que el profesor
previamente ha grabado movimientos para todos los niveles seleccionables
(principiante e intermedio). Todo este sistema ha sido desarrollado en un
script denominado UIController, creando instancias para cada uno de los
botones seleccionables a la hora de reproducir los movimientos, además de
los botones de reproducción, pause y el slider capaz de aumentar el ritmo
que utilizar el profesor en el movimiento capturado en VR.
Figura 4.6: Análisis de lo los movimientos grabados en el Mocap
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Otro de los sistemas importantes a desarrollar para dar un efecto más
realista es la utilización de la estimación de luz en AR, por defecto viene
deshabilitada. Para este tipo de sistemas se pueden utilizar dos tipos de
modos de luz ambiental, definidos a continuación:
HDR Environmental: el modo de estimación de luz se establece con
o sin reflejos, de modo que el componente de luz ambiental en la es-
cena actualizará la rotación y el color de la luz, además de modifi-
car los componentes de Unity ambient probe mediante la propiedad
RenderSettings.ambientProbe y reflection probe mediante la pro-
piedad RenderSettings.customReflection.
Ambient Intensity: en este modo de estimación de luz, el componen-
te de luz en la escena de Unity fijará GlobalLightEstimation propiedad
que se utiliza en la propiedad deARCore DiffuseWithLightEstimation
y SpecularWithLightEstimation y otros shaders personalizados pa-
ra ajustar la salida de color final para que coincida con el color de la
imagen de la cámara.
En el script denominado ARController se asigna mediante el méto-
do SetLightEstimationMode() el tipo de estimación de luz a utilizar en
el proyecto de AR, pasandole al método de tipo LightEstimationMode el
parámetro EnvironmentalHDRwithReflections.
4.4. Grabación de los movimientos con expertos
En esta etapa del proyecto, estaba prevista la grabación de todos los
movimientos con gente experta en la práctica del arte marcial brasileño
(capoeira), pero dados los impedimentos ocasionados por la COVID-19, no
se pudo completar el conjunto de los movimientos deseados, por lo tanto,
hubo que utilizar algunas grabaciones de otro proyecto desarrollado en años
anteriores [8] y adaptar los datos obtenidos al uso de este tipo de Mocap.
4.4.1. Proceso de grabación de los movimientos
Para la realización de este proceso, fue necesario grabar una bateŕıa
de movimientos del arte marcial brasileño (capoeira) y seleccionar los que
fueron captados de una forma más precisa y eficiente. Para facilitar la gra-
bación del profesor, y tener un espectro de movimientos superior, se optó
por capturar varias repeticiones del mismo movimiento.
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Figura 4.7: Transición de la grabación de movimientos mediante Mocap
Dado que los componentes de captura de movimiento utilizados permiten
emular la presencia de auriculares y controladores de realidad virtual, es
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necesario que el profesor se habitué a la utilización de este tipo de sistemas,
para que el proceso de grabación se realice de una forma más eficiente.
El proceso desarrollado para la grabación de los movimientos se diseñó
siguiendo una máquina de estados capaz de alternar entre la metodoloǵıa
elegida para la captura de movimientos en el arte marcial brasileño(capoeira)
y la parte anaĺıtica y visual de los movimientos grabados por el profesor.
Figura 4.8: Datos capturados en otro sistema de Mocap
Inicialmente para grabar los movimientos del Mocap desarrollado, es ne-
cesario equiparse de seis dispositivos (gafas de VR, dos controladores, uno
para cada mano, un tracker situado en la cadera, y dos trackers más situa-
dos en cada uno de los pies). Tras el equipamiento, el profesor se dirige al
entorno donde se grabarán los movimientos. En este apartado (véase Figu-
ra 4.7), el profesor se verá a si mismo en un espejo, de este modo podrá
comprobar de una manera muy precisa cual está siendo el resultado de la
grabación. En todo momento, mientras se encuentra grabando podrá pausar
la grabación, reanudarla en el punto exacto donde la dejó o detenerla si el
resultado no es el deseado. Tras finalizar la grabación, el sistema guardará
la transición de los movimientos en una base de datos compartida entre la
aplicación de VR y AR. De este modo, en cuanto el movimientos ha sido
grabado, tanto el profesor podrá revisarlo para ver su resultado, como el
alumno podrá visualizarlo en su Smartphone mediante la aplicación de AR.
Otro de los puntos importante es el análisis de los movimientos previa-
mente grabados. El usuario podrá visualizar todos los movimientos que se
encuentran en la base de datos, de modo que podrá revisar las veces que
sea necesario, la transición de cada uno de los huesos del cuerpo ejecutando
cada una de las poses. En el caso de que el movimiento grabado no haya
quedado preciso, el profesor podrá borra dicho movimiento y trasladarse a
la zona de grabación para crearlo de nuevo.
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Este sistema se creó principalmente para que el profesor pudiera grabar
los movimientos que el alumno debeŕıa practicar, pero igualmente este sis-
tema dispone de un modo adicional al análisis tratado en AR. El alumno
podŕıa igualmente practicar los movimientos que el profesor le habŕıa de-
terminado en VR revisando lo movimientos que está realizando mirando la
transición de sus poses en el espejo.
Dados los problemas ocasionados por la COVID-19, no fue posible rea-
lizar de una forma completa la grabación de los 16 movimientos, pudiendo
solo terminar 12 de ellos antes del inicio de la pandemia. Para solventar este
problema, dado que en años anteriores se desarrollo otro proyecto donde se
hab́ıan capturado movimientos de expertos en capoeira, se optó por analizar
esos datos y prepararlos para su utilización en este proyecto.
Figura 4.9: Información detallada de la transformación de los datos grabados
Estas grabaciones utilizaban un sistema completamente diferente al desa-
rrollado en este proyecto, ya que todo el contenido de los huesos del avatar
capturado era guardado en ficheros .txt(véase Figura 4.8) con toda la in-
formación de las posiciones y rotaciones, en cada una de las transiciones
realizadas.
Para ajustar estos datos, fue necesaria la utilización de un componente
de Unity denominado Animator el cual puede ayudar a transformar la infini-
dad de datos de los 25 huesos del cuerpo que utilizaba este anterior sistema.
Tuvo que realizarse un ajuste manual para cada frame, ya que los datos
capturado por este sistema utilizaban kinect, siendo este un sistema mucho
menos preciso que el utilizado en este proyecto. Para realizar el ajuste en
el conjunto de todos los huesos, fue necesario separa las 25 transiciones de
cada hueso para aśı ir ajustando frame a frame cada uno de los movimien-
tos (véase Figura 4.9), determinado las posiciones y rotaciones existentes
y ajustando estos valores para que los movimientos fueran lo más precisos
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posible.
Con todo ello, y añadiendo la supervisión del profesor en los movimientos
que fue posible, se determinaron 16 acciones para el uso de este proyecto,
detallados a continuación:
Ginga, es la técnica fundamental de la capoeira, consiste en realizar
un movimiento constante que prepara al usuario para acciones como
evadir, fintar o atacar, aśı como conservar el impulso. La forma general
de la ginga es un continuo paso triangular, retrocediendo un pie y luego
con el otro en diagonal mientras se mantiene las piernas separadas.
Para este movimiento se realizaron tres grabaciones diferentes porque
es un movimiento que puede tener diversas variantes.
Armada, técnica en donde el usuario gira sobre si mismo en vertical
golpeando con el talón al oponente.
Bençao, técnica que se ejecuta con una patada frontal básica, realizada
contra el abdomen o el pecho del oponente.
Queshada, movimiento que consiste en dar un paso quedándose de cos-
tado al oponente y se realiza una patada con un movimiento circular.
Chapa, movimiento similar al Bençao pero se realiza con la planta del
pie y paralelo al suelo.
Gancho, técnica que consiste en levantar la pierna en un diagonal hasta
una posición alta, para después contraer la rodilla y golpear con el
talón en dirección descendente.
Martelo, movimiento de patada que tiene como objetivo golpear con
el empeine en la sien del oponente.
Meia Lua de Compasso, técnica que consiste en apoyar una mano en
el suelo mientras se gira 180º y se lanza la pierna opuesta en un mo-
vimiento circular y ascendente, para golpear con el talón en la cabeza
del oponente.
Meia Lua de Frente, movimiento que realiza una patada frontal de
fuera a dentro
Ponteira, movimiento que consiste en estirar la pierna hacia el opo-
nente y golpearlo con la punta del pie.
Joelhada, movimiento que se realiza alzando la rodilla hacia delante
con la intención de golpear.
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Galopante, técnica que realiza un golpe con la mano abierta parecido
a una bofetada.
Telefone, técnica que sirve para golpear con las dos manos en los t́ımpa-
nos del oponente.
Desprexo, movimiento que consiste en dar una bofetada pero con la
parte externa de la mano.
Skada, movimiento que consisten en lanzar golpes consecutivos hacia
delante con la mano abierta.
Esquiva de frente, es un técnica para esquivar un ataque elevado y
consiste en desplazar el cuerpo hacia abajo.
Después del proceso de grabación, se determinó que de los 16 movimien-
tos grabados que mejor que se adaptaban a esta captura de movimientos
eran: Armada, Bencao, Chapa, Esquiva, Martelo, Meia Lua De Compasso,
Meia Lua De Frente y Queshada.
Con estos 8 movimientos se realizó un gran trabajo de ajuste, quedando
un resultado muy satisfactorio dado que se utilizó un sistema con 6 puntos
de referencia para la captura de movimiento.
4.5. Diseño y creación de avatares
En esta etapa del proyecto, con el objetivo de dar una sensación más
realista al Mocap, se han creado una serie de caracteŕısticas estéticas en los
avatares, siendo esta, similar a los profesionales que practican capoeira. De
modo que la experiencia a proporcionar sea más amena para el usuario.
4.5.1. Investigación base
En la búsqueda de software dedicado al modelado de personajes 3D se
encontraron aplicaciones como Blender8, 3ds Max9, ZBrush10, entre otras.
Aunque la idea de esculpir en un escenario 3D puede sonar atractiva,
ya que estos sistemas son capaces de crear objetos paramétricos y orgánicos
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en spline (funciones utilizadas en aplicaciones de modelados 3D que requie-
ren la interpolación de datos, o un suavizado de curvas). Las caracteŕısticas
interesantes (para los diseñadores en particular) son las herramientas de mo-
delado basadas en NURBS (modelo matemático muy utilizado en programas
de modelado 3D para generar y representar curvas y superficies), ya que en
estos programas de diseño 3D permiten mallas orgánicas y matemáticamen-
te precisas. Entre las otras técnicas está la capacidad de crear modelos a
partir de datos de nube de puntos.
Este tipo de sistemas no son de ninguna manera programas de diseño
3D que puedas dominar intuitivamente. Tienen una curva de aprendizaje
empinada, se necesitan muchas horas de práctica para dominar sus muchos
pinceles y herramientas, sólo entonces es cuando se producen resultados
satisfactorios. De modo que tienen una curva de aprendizaje demasiado larga
para las necesidades dadas.
También se examinó una aplicación llamada MarvelousDesigner11 la
cual se emplea para desarrollar prendas de vestir. El problema surǵıa cuando
se intentaba importar el avatar creado con Fuse Character Creator , ya
que no eran compatibles los formatos de las dos aplicaciones y por lo tanto
se descartó seguir por esta v́ıa.
En el camino se observó que exist́ıa una aplicación para el desarrollo
de avatares compatibles con una solución de captura de movimiento y a su
vez, un entorno dedicado a la conexión entre la creación de modelos 3D y
el ajuste de rigueado que debe tener un avatar para este proyecto. Por este
motivo, se tomó la decisión de utilizar Adobe Fuse Character Creator12
como aplicación para el desarrollo de los personajes, ya que se amoldaba
perfectamente a las necesidades de este proyecto.
4.5.2. Diseño de los avatares
Con el objetivo de crear un entorno más realista, se crearon dos avata-
res diferentes, cada uno con una estética propia. A la hora de elaborar el
vestuario de los personajes, se observó la vestimenta utilizada por los inte-
grantes de escuelas que practican este arte marcial brasileño. Se trata de un
pantalón largo y una camiseta o sudadera en color blanco.
Con el propósito de crear una ropa muy similar a la utilizada en capoei-
ra, se usaron prendas prediseñadas en la aplicación Adobe Fuse Character
Creator como los pantalones, camisetas y sudaderas que utilizaŕıan los ava-
tares del sistema con los retoques apropiados para darle ese color blanco
11https://www.marvelousdesigner.com/
12https://www.adobe.com/es/products/fuse.html
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caracteŕıstico de este arte marcial.
Figura 4.10: Auto-Rig con 65 huesos de Mixamo
Tras completar la estética de los personajes, Adobe Fuse Character
Creator ofrece la posibilidad de configurar los huesos de los avatares para
posteriormente iniciar el proceso de rigueado que suministra Mixamo. La mis-
ma aplicación Adobe Fuse Character Creator proporciona el servicio de
conexión con Mixamo, de modo que solo seŕıa necesario seleccionar la opción
de la aplicación para subir los avatares creados a los servidores de Mixamo.
Cuando se complete este proceso, la aplicación redirigirá su actividad al
navegador web.
Mixamo también ofrece la posibilidad de crear varios esqueletos para un
mismo avatar, en este caso se presentan cuatro posibles escenarios depen-
diendo de las necesidades dadas con 25, 41, 49 y 65 huesos respectivamente
(véase Figura 4.10). La diferencia mayoritariamente depende de los huesos
que queremos que tenga el avatar en las manos.
Una vez investigada la generación y construcción de los huesos de los ava-
tares. El avatar elegido que mejor se adapta a este Mocap es el que contiene
65 huesos, ya que demuestra una movilidad correcta y en el futuro podrá
ser usado en sistemas de captura de movimiento incluyendo hand tracking
(véase Figura 4.11) (sistema por el cual, una serie de cámara colocadas en las
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gafas de VR o AR detectan cualquier movimiento realizado con las manos).
Figura 4.11: Hand tracking en Oculus Quest
4.6. Desarrollo y Diseño de los escenarios
En el Game Engine utilizado, todo el contenido del proyecto está en-
globado en escenas. Estas se pueden utilizar para crear todo tipo de UIs,
mensajes, transición entre diferentes niveles y un sinf́ın de posibilidades. Pa-
ra el desarrollo de este proyecto se ha diferenciado el uso de un entorno en
realidad virtual y otro en realidad aumentada
4.6.1. Entorno de realidad virtual
Se trata de la escena principal del proyecto. Presenta una interfaz de
tipo VR, tras colocarse de forma correcta todos los dispositivos adheridos al
cuerpo, la aplicación se encuentra inicialmente esperando a que el usuario
pueda trasladarse a una de las dos ubicaciones de este entorno. (véase Figura
4.12).
Primero se visualiza el punto donde se efectuarán las grabaciones de los
movimientos, siendo estos efectuados delante de un espejo (véase Figura
4.13). Para la realización de las transiciones existentes en una grabación,
se diseñaron una serie de botones, capaces de interactuar con el usuario
mediante respuestas visuales(cambiando la visualización de los botones de-
pendiendo del estado en el que se encuentre), como respuestas apticas, ya
que los controles de VR permiten la vibración del dispositivo, una vez que
este choca contra un objeto, en este caso los botones de grabación.
Tras finalizar la grabación de los movimientos, nos teletransportamos al
lugar donde se visualizarán los movimientos grabados por un avatar simu-
lando ser el profesor de la aplicación (véase Figura 4.14). Al igual que ocurre
con los otros botones anteriormente mencionados, estos también disponen
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Figura 4.12: Escena principal de la aplicación de VR
Figura 4.13: Escena de la grabación de los movimientos en VR
de respuestas apticas y visuales, siendo capaces de dar una sensación de
inmersión muy superior a la utilización de sistemas 2D.
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Figura 4.14: Escena para la reproducción de los movimientos en VR
Como se puede visualizar en cada una de las partes, se ha decidido
utilizar un gimnasio como referentes para la práctica de la capoeira, ya que
junto con el sistema de VR se consigue tener un entorno amigable y familiar
para desempeñar un entrenamiento de forma exitosa.
4.6.2. Entorno de realidad aumentada
Considerando que, al comenzar a formarse en un arte marcial, se desco-
nocen los nombres de los movimientos que se desean poner en práctica, se
le ofrece al alumno la posibilidad de visualizar previamente los movimientos
antes de empezar a practicar, de modo que, podrá seleccionar más fácilmente
el que desea.
Este entorno, está pensado para ser utilizado por el alumno, de modo
que pueda aprender a realizar diferentes movimientos de capoeira, sin la
necesidad de que esté presente un profesor. El entrenamiento consiste en
visualizar de una forma más efectiva cada una de las transiciones que realiza
el profesor para completar un movimiento de forma exitosa, los cuales han
sido previamente capturados por expertos en el arte marcial brasileño. El
alumno podrá visualizar de una manera más lenta los movimientos, de modo
que podrá fijarse mejor en los errores que puede estar cometiendo al entrenar.
Con la ayuda del Smartphone el alumno podrá practicar y aprender capoeira
en cualquier entorno, sin la necesidad de tener que estar en una ubicación
determinada o practicarlo a una hora fija.
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Figura 4.15: Escena para el análisis de los movimientos en AR
Como se puede observar (véase Figura 4.15) este sistema utilizar reali-
dad aumentada para reproducir los movimientos del profesor, utilizando a
su vez una interfaz de tipo UI adaptada al sistema de AR. Los movimientos
que el alumno puede practicar se corresponden al nivel que el profesor ha
determinado que debe seguir el alumno, siendo este principiante o interme-
dio, de este modo, el alumno va aprendiendo a realizar los movimientos de
forma progresiva.
Posteriormente a la selección del movimiento, el alumno deberá analizar
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las transiciones que está realizando el avatar del profesor, pudiendo pausar
en cualquier momento el transcurso del entrenamiento, aśı como, detener
la visualización de una determinada transición, pudiendo elegir otro que el
alumno seleccione de la lista de movimientos grabados previamente por el
profesor.
Gracias a que el sistema capta cada una de las transiciones exactas que el
profesor realiza cuando graba los movimientos, el aprendiz podrá realizar un
análisis preciso frame a frame de las posiciones en las que está cometiendo
algún error en la ejecución del entrenamiento.
4.7. Conclusiones sobre el desarrollo del proyecto
A lo largo de este caṕıtulo, se han logrado explicar los estudios y desarro-
llos necesarios para este proyecto. La primera decisión importante fue elegir
el sistema a utilizar para la captura de movimiento, siendo este, un siste-
ma de realidad virtual capaz de capturar cada una de las transiciones
necesarias para disponer de un sistema de calidad.
La utilización de uno de los paquete de Unity denominado FinalIK fue
un pilar muy importante, para ayudar a resolver el problema existente sobre
la cinemática inversa en cuerpos humanoides.
Los datos obtenidos de los sensores de VR fueron interpretarlos y mos-
trarlos a través de los diferentes movimientos de los avatares. Gracias a ello,
se consiguieron guardar y catalogar los movimientos para realizar un análisis
más preciso de las transiciones. El funcionamiento de videojuegos VR fue
una inspiración para el desarrollo de la grabación de movimientos.
Posteriormente, se diseñaron avatares con el programa Fuse Character
Creator, para dar una apariencia más realista a las aplicaciones. Con el
objetivo de dar un toque más dinámico, se diseñaron dos entornos comple-
tamente diferentes en pleno auge, como son la realidad virtual y la realidad
aumentada.
El primero, simula un gimnasio dando la sensación al usuario de que está
entrenando (véase Figura 4.12). El segundo escenario, simula un entorno
completamente abierto, ya que los objetos se superpondrán sobre el mundo
real. Además, en el segundo escenario se mostraron los movimientos que el
usuario debeŕıa realizar.
Con el objetivo de completar la comparación de los movimientos, se logró
desarrollar un proceso que realiza un análisis de cada parte del cuerpo.
De esta manera, se contrasta con el movimiento a realizar, mostrando el
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entrenamiento como si se tratase de la realidad.
Y por último, se consiguieron grabar movimientos de gente experta en







Como se mencionó en la introducción, uno de los objetivos al desarrollar
este sistema era que pudiese funcionar con tecnoloǵıa emergente en el mer-
cado capaz de capturar los movimientos de un usuario, de manera que fuera
un sistema viable económicamente hablando, lo cual restringe notablemente
el abanico de posibilidades a considerar. La configuración elegida para el
sistema utiliza seis sensores adheridos al cuerpo del usuario proporcionado
por VR. Esto limita la capacidad del sistema de percibir los movimientos
más complejos en el caso de utilizar dos estaciones base, las cuales son las
encargadas de recoger la información de los seis sensores ópticos. Pueden
existir casos en los que rotaciones del torso no se detecten de forma correcta
lo cual puede generar confusiones entre distintos miembros del avatar que
tengan simetŕıa axial (tras el giro, el sistema confunde la posición exacta
de cada uno de los componentes). Se espera en el futuro poder ampliar este
trabajo con la utilización de un mayor numero de sensores y unas gafas de
realidad virtual más modernas.
Por otro lado, en algunos de los trabajos estudiados (e.g. [15, 12]) se
utilizan técnicas más sofisticadas para analizar los movimientos de los usua-
rios que las usadas en este trabajo. Si bien tales técnicas pueden ser útiles
en niveles de aprendizaje avanzados, cuando se trata de principiantes en
capoeira, no existen grandes diferencias respecto a técnicas más modestas.
Esto es aśı porque los movimientos de un aprendiz son más simples y, por
tanto, la grabación de los movimientos del entrenador también lo son. Por
ello, un método más sencillo de grabación de movimientos se traduce en dos
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claras ventajas: primero, es menos complejo y más rápido de calcular; y,
segundo, el resultado del análisis es más fácilmente traducible a un sistema
como la realidad aumentada, proporcionando al aprendiz aclaraciones útiles
acerca de cómo mejorar la realización de las técnicas.
5.2. Conclusiones
A lo largo del presente trabajo se ha descrito el proceso por el cual se
ha desarrollado un entrenador virtual de capoeira a partir de la grabación
previa de los movimientos de un experto realizada con el dispositivos de VR.
Por otro lado, el usuario, haciendo uso del Smartphone hará un análisis de
los movimientos capturadores por el profesor, que servirá para identificar
posibles errores en su ejecución.
Una vez grabados las transiciones, se ofrece una aplicación capaz de
visualizar los movimientos que fueron ejecutados de manera errónea. En
este proceso se debe enfatizar la capacidad de los dispositivos de VR para
capturar los movimientos de forma correcta, un hecho relevante si además
tenemos en cuenta que estamos antes una tecnoloǵıa puntera en el mercado,
y con un coste moderado.
Hay que destacar los beneficios que puede conllevar utilizar un entrena-
dor virtual, que engloba, desde la comodidad de trabajar desde casa, hasta
tener un feedback dedicado, personal e inmediato. Del mismo modo, se trata
de un sistema de entrenamiento mediante juego, lo cual potencia el apren-
dizaje y la motivación, como se aprecia en la escena de alumno, pudiendo
interactuar con el mundo real. Permite establecer la dificultad deseada para
grabar los movimientos, lo cual hace que se pueda adaptar a las necesida-
des y capacidades de los distintos alumnos. Se trata de un entorno intuitivo
tanto para el profesor como para el alumno.
Aunque aún no se ha realizado una evaluación extensa con usuarios no-
vatos y expertos en capoeira, si se han llevado a cabo pruebas preliminares
para comprobar el correcto funcionamiento de las aplicaciones y la fiabili-
dad de los comentarios de los usuarios que las han utilizado para corregir
sus defectos. Dichas pruebas se han realizado con una pequeña muestra de
usuarios de distintos niveles y los resultados preliminares muestran que, al
nivel al que se han realizado las pruebas y con movimientos no excesivamente
complejos de cuerpo entero, el funcionamiento de las aplicaciones es rápido
y los resultados de los análisis y las posibles observaciones de los errores se
acercan bastante a la realidad.
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5.3. Trabajo futuro
Este proyecto tiene potencial en el campo de entrenamiento de activi-
dades f́ısicas, ya que comparando el movimiento del usuario con el de un
experto se ofrece un feedback visual. De este modo, el usuario podrá corregir
su técnica en caso de que cometa algún tipo de error.
Una funcionalidad que se puede implementar en un futuro seŕıa la gra-
bación y comparación de movimientos en tiempo real entre el profesor y el
alumno. Cuando el alumno se pusiera otra gafas de realidad virtual y los
sensores en el cuerpo, podŕıan incluso luchar en la misma zona virtual, pero
cada uno en una ubicación completamente distinta
Otra futura ampliación trata de añadir más funcionalidad al experto
que graba los movimientos. Con ello, tendŕıa la posibilidad de manejar y
modificar los movimientos grabados de una forma sencilla, similar al diseño
realizado en este proyecto, pero sin la necesidad de estar en el pc, sino dentro
de la realidad virtual.
Por otro lado, se plantea la necesidad de incluir métodos más sofisticados
para el análisis de los movimientos, similares a los usados en [15, 12] para
permitir un análisis más fino de los movimientos que proporcione resultados
de mayor utilidad para practicantes avanzados de capoeira.
Este procedimiento de análisis de movimiento se puede aplicar también
en el ámbito de la medicina para realizar diferentes tipos de rehabilitación.
En este caso serviŕıa para que el paciente pudiera analizar los movimientos
que él no puede hacer, como, por ejemplo, una lesión de una pierna, de modo
que observando lo movimientos que debeŕıa realizar, estimulaŕıa su cerebro
para ejecutarlo de la forma correcta.
Otro factor para mejorar la captura de movimiento seŕıa añadir más
estaciones base, para lograr una mayor precisión en la ejecución de los mo-
vimientos que recogen los sensores, de este modo la captura de movimientos
llegaŕıa a ser digna de un sistema profesional.
Finalmente, también se contempla la grabación y el análisis de los mo-
vimientos de más de un usuario de manera simultánea. De esta manera, se
podrán reproducir situaciones similares al trabajo por parejas que tiene lu-







As mentioned in the introduction, one of the objectives in developing
this system was that it could work with emerging technology in the market
capable of capturing the movements of a user, so that it would be an eco-
nomically viable system, which notably restricts the range of possibilities
to be considered. The configuration chosen for the system uses six sensors
attached to the user’s body provided by VR. This limits the system’s ability
to perceive the most complex movements in the case of using two base sta-
tions, which are responsible for collecting information from the six optical
sensors. There may be cases in which torso rotations are not correctly detec-
ted, which can generate confusion between different members of the avatar
that have axial symmetry (after the rotation, the system confuses the exact
position of each of the components). It is expected in the future to be able
to extend this work with the use of a greater number of sensors and more
modern virtual reality glasses.
On the other hand, some of the works studied (e.g. [15, 12]) use more
sophisticated techniques to analyze the movements of the users than those
used in this work. While such techniques can be useful at advanced learning
levels, when it comes to beginners in capoeira, there are no major differences
from more modest techniques. This is because the movements of an appren-
tice are simpler and therefore the recording of the trainer’s movements is
also simpler. Therefore, a simpler method of recording movements has two
clear advantages: first, it is less complex and faster to calculate; and, se-
cond, the result of the analysis is more easily translatable into a system like
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augmented reality, providing the apprentice with useful clarifications about
how to improve the performance of the techniques.
6.2. Conclusions
Throughout the present work, we have described the process by which a
virtual capoeira trainer has been developed from the previous recording of
an expert’s movements made with the VR device. On the other hand, the
user, making use of the Smartphone will make an analysis of the movements
captured by the teacher, which will serve to identify possible errors in their
execution.
Once the transitions have been recorded, an application is offered that
is capable of visualizing the movements that were executed incorrectly. In
this process we must emphasize the ability of text devices to capture the
movements correctly, a relevant fact if we also take into account that we are
before a leading technology on the market, and at a moderate cost.
The benefits of using a virtual trainer should be highlighted, ranging
from the comfort of working from home to having a dedicated, personal and
immediate text feedback. Similarly, it is a training system through game,
which enhances learning and motivation, as seen in the scene of the student,
being able to interact with the real world. It allows to establish the desired
difficulty to record the movements, which makes it possible to adapt to the
needs and capacities of the different students. It is an intuitive environment
for both the teacher and the student.
Although an extensive evaluation has not yet been carried out with both
novice and expert capoeira users, preliminary tests have been conducted
to check the correct functioning of the applications and the reliability of
the feedback from users who have used them to correct their shortcomings.
These tests were conducted with a small sample of users at different levels,
and the preliminary results show that, at the level at which the tests were
conducted and with not excessively complex whole-body movements, the
operation of the applications is fast and the results of the analyses and
possible observations of errors are quite close to reality.
6.3. Future work
This project has potential in the field of physical activity training, since
comparing the movement of the user with that of an expert offers a visual
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feedback. In this way, the user will be able to correct his technique in case
he makes any kind of mistake.
A functionality that can be implemented in the future would be the
recording and comparison of movements in real time between the teacher
and the student. When the student puts on another virtual reality lens and
the sensors on the body, they could even fight in the same virtual zone, but
each in a completely different location
Another future extension tries to add more functionality to the expert
who records the movements. With this, he would have the possibility to
handle and modify the recorded movements in a simple way, similar to the
design made in this project, but without the need to be in the pc, but inside
the virtual reality.
On the other hand, it is necessary to include more sophisticated methods
for the analysis of the movements, similar to those used in [15, 12] to allow
a more refined analysis of the movements that provides more useful results
for advanced capoeira practitioners.
This movement analysis procedure can also be applied in the medical
field to perform different types of rehabilitation. In this case, it would allow
the patient to analyze the movements that he cannot do, such as a leg
injury, so that by observing the movements that he should perform, he would
stimulate his brain to perform them correctly.
Another factor for improving movement capture would be to add more
base stations, in order to achieve greater precision in the execution of the
movements collected by the sensors, thus making movement capture worthy
of a professional system.
Finally, the recording and analysis of the movements of more than one
user simultaneously is also contemplated. In this way, situations similar to
the work in pairs that takes place in a ’capoeira’ ring, where hand-to-hand




En una primera instancia fue necesario realizar una investigación sobre
el campo de trabajo. El cual comprende el uso de la informática y nuevas
tecnólogas aplicadas a la captura de movimiento, que, al ser un tema total-
mente novedoso para el desarrollador, implicó un amplio estudio del estado
del arte actual.
El objetivo general del proyecto era el desarrollo de un entrenador per-
sonal virtual basado en el arte marcial afro-brasileño capoeira. Para ello, la
intención consista en mostrar, mediante un escenario 3D, el entrenamiento
realizado por un usuario para el aprendizaje de capoeira, siendo necesario
exponer los movimientos del entrenador virtual con el fin de ser imitando.
Inicialmente, se desconoćıa como se iba a llevar a cabo este objetivo global y
abstracto, ya que requeŕıa la comprensión profunda de dispositivos de reali-
dad virtual y realidad aumentada, para descubrir el abanico de posibilidades
disponibles. Uno de los aspectos más importantes del proyecto ha sido todo
lo relacionado con la captura de movimientos.
Tras un breve periodo inicial de aprendizaje en algunas partes de Unity,
el desarrollador contaban con los conocimientos necesarios para abordar el
escenario 3D. Una vez entendido el funcionamiento de la simulación de la
cinemática inversa, se investigó la manera de guardar la información de la
captura de movimiento, empleando aśı, sistemas para realizar grabaciones a
partir de decenas de datos en Unity.
Los datos se archivan guardando la identificación y los datos de los seis
puntos de seguimiento existentes en el cuerpo humanoide y cada una de
las coordenadas(X,Y,Z) asociadas a las articulaciones. Gracias a la investi-
gación anterior, se diseñó un sistema capaz de reproducir los movimiento
pregrabados, realizados por el desarrollador, a la vez que se simulaba el mo-
vimiento en tiempo real de un usuario. Esto consiste en generar los datos del
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CAPÍTULO 7. DISTRIBUCIÓN DEL TRABAJO 78
usuario registrados en las diferentes fuentes de los sensores. La primera de
ellas, trata los datos obtenidos a partir de la sensores de VR y la segunda,
genera el posterior almacenamiento mediante archivos de datos de Unity.
Llegados a este punto, se estudió el uso de utilizar diferentes tecnoloǵıas
capaces de desempeñar una de las funcionalidades del entrenador virtual,
el análisis de los movimientos. El planteamiento exitoso, consist́ıa en crear
un sistema capaz de analizar el movimiento, y este a su vez, desempeñar un
comportamiento de máquina de estados, sirviendo el primer estado para ca-
librar la posición inicial del movimiento y los siguientes estados se encargan
de analizar el movimiento a entrenar.
La siguiente etapa consist́ıa en conectar los huesos de los avatares con la
información de los sensores ofrecidos por VR, de esta manera, los avatares
son animados por los movimientos del profesor.
Paralelamente, se investigó como darles vida a los personajes del pro-
yecto, con el objetivo de desarrollar diferentes avatares con una estética
humana. Se crearon varios avatares, pero el inicial fue muy sencillo, ya que
de momento interesaba ver el resultado que proporcionaba esta aplicación
junto con la de realidad aumentada. De los diferentes avatares creados, uno
de ellos fue el que se utilizó en un principio, pero al observar que este avatar
no plasmaba el realismo esperado, se decidió buscar otro diseño que pudiera
realizar esta tarea.
Con toda esta información, se diseñaron los avatares del proyecto, como
son el alumno, profesor. Además, diseño la ropa t́ıpica de capoeira para
los personajes, como son el pantalón largo y la sudadera de color blanco.
Teniendo ya todo el desarrollo avanzado, se iniciaron los correspondientes
procesos para desplegar la aplicación de realidad aumentada con ARCORE
y la de realidad virtual con SteamVR.
El desarrollo de toda esta memoria ha sido realizado con Latex, ya que
se trata de un sistema de composición de textos, orientado a la creación de
documentos escritos que presenten una alta calidad tipográfica.
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entrenamiento de actividades f́ısicas”. TFG. 2017.
[9] Ryan Staab. “Recognizing specific errors in human physical exercise
performance with Microsoft Kinect”. Tesis de mtŕıa. CA, USA: Cali-
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