Abstract -In this paper, a new methodology is proposed to design a learning control for robots. Since, the advanced robots need to work in an unstructured and dynamic environment such as human environment (e.g. assistive robots). They need to learn how to interact with people and manipulate the different objects and payloads. Additionally, due to the nonlinearity, the uncertainty of the parameters, external disturbances, and time-varying effects such as tear and wear, the accurate analytical models are too complex to derive for control applications. In this paper, a learning control is developed by effectively combining the adaptive continuous sliding mode control (ACSMC) presented in [1] with multi-model neural network techniques (MMNN). The controller consists of an online adaptation mechanism and an online learning mechanism. It is shown that learning capability allows to realize the controller with less or no prior information of robot inverse dynamic model. The robustness, performance and learning capability of the control system is demonstrated and evaluated trough simulation study and experimentally, using a two-degrees of freedom robot.
Introduction
Learning control of robots refers to the procedure of acquiring a control policy for a particular task (e.g., trajectory tracking) either by trial and error or by human supervision. The main feature of learning control is that it is permitted to fail during learning process, while in adaptive control fast convergence is required without failure [2] . Development of the learning control has become a practical approach nowadays, due to the rapid progress in computing power of affordable computers, the growing body of knowledge in artificial intelligence (AI) and robotics, which allow effective combination of the methods from classical control and methods from AI. While the combination of methods from AI and classical control covers a broad range of methods (e.g., adaptive fuzzy-SMC [3] [4] , neuro-fuzzy and SMC [5] , neural network and SMC [6] , adaptive PID Neural Networks [7] etc.) in this paper, a novel combination of ASMC and multi-model neural network are considered.
Neural networks (NN) are systems that learn from the underlying relationships of data. They are organized in a way to simulate the cells of human. Due to their capabilities for adaptation, and function approximation [8] , they have proven to be well suited for control applications, i.e., modelling of the controller or the systems to be controlled. Neural networks have been used for direct and inverse system identification, which are associated with control problem of a system [9] . In both tasks, learning aspect of neural network has been used to capture the system behavior.
Direct system identification is the task of approximating the behavior of a system using a neural network. If the system maps a set of input variables "I" to output variables "O", then direct identification is conducted by a feedforward neural network whose inputs correspond to I and outputs correspond to O. For instance, the amount of torque/force applied to a robot joint has been given and the system output are displacement, velocity and acceleration. Neural network is trained to minimize error between the actual system output ( q ) and neural network output ( NN q ), where q is the position, velocity and acceleration vector of robot joints. In this case the error signal used to train the NN is train NN 
. The universal approximation capability of NN is used to make the NN learn a certain highly nonlinear function that represents direct dynamics or any other characteristics of the system [10] . Inverse identification is the task of learning the inverse dynamic of the robot. The inverse problem in this case consists of determining the torque/force required to produce a desired amount of displacement, velocity and acceleration. In this case, the error signal is train NN    .
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The new method of combining NN with ASMC is illustrated in Figure 1 . In this method, the controller is constructed by combining the adaptive continuous sliding mode control method proposed in Zeinali and Notash [1] and the multimodel feedforward NN, which is motivated by availability of the computational speed of affordable computers. The adaptive ASMC techniques are naturally attractive because of their capability to deal with uncertainties, good transient performance (i.e., small tracking error) and fast response [11] . The NN systems have been successful due the following features: i) Realization of fast decision-making and control by parallel computation; ii) Ability to adapt to time-varying uncertainties due to large number of parameters iii) Robustness with respect to the un-modelled dynamics, due to generalization of networks [12] . As shown in Figure 1 , the controller consists of two components, a multi-model neural network system that learns the inverse model of the robot in the presence of the uncertainties and produces the forces/torques to be applied to the robot, given desired positions, velocities, and accelerations, and an adaptive SMC consists of on-line estimation of system dynamic and lumped time-varying uncertainties such as external disturbances using the dynamic behaviour of a sliding function, which is based on tracking error and its derivatives (for details the reader is referred to Ref. [1] ). The ASMC is also responsible to stabilize the closed-loop system and to generate a correcting signal, while NN system is in learning process. The simulation and experimental results show the proposed control method is able to deal with the tracking problem with uncertain parameters and external disturbance. Adaptation capability of the ASMC and learning capability of the NN are combined to enhance the robustness of the controller, eliminate the requirement for a priori knowledge of the bounds of uncertainties, and compensate for external disturbances and un-modelled dynamics. The multi-model neural network (i.e., Figure 2 ) component of the controller can be trained in an off-line training session and during on-line operations. As indicated in Figure 2 , in multi-model neural network system, each model is trained based on sperate data set which are collected in different scenario and based on different trajectories. In this paper, the weights of the neural network, which are the controller parameters, are updated based on an error signal such that to stablish a sliding motion (will be described later) and is as follows.
The convergence of error signal to zero in equation (1) is established using Lyapunov's approach and fundamentals of sliding mode theory, which in turn, guarantees the stability of the closed-loop system. As shown in Figure 3 , the parameter of the multi-model NN is updated based on perdition error (i.e., comparison of NN model output and actual joint torque of the robot) to learn the whole dynamics of the robot. Remark 1: The contributions of this paper are twofold: i) novel combination of ASMC with multi-model NN in such a way that stablishing asymptotic sliding motion is achieved through learning the whole dynamic of the robot, or regardless of the NN output, which resembles the scenario that NN is failed during leaning process. This method of combination eliminate requirement for a priori knowledge of bound of uncertainties and system dynamics; and ii) increasing the robustness of the controller to structured and unstructured uncertainties.
140-3 The remainder of this paper is organized as follows: Section 2 presents the system description and problem formulation. Section 3 describes the general structure of the ASMC controller. The experimental results are presented in Section 4. Section 5 concludes the paper.
Problem Formulation
The dynamic model of a rigid serial or parallel robot manipulator can generally be described by the following secondorder differential equation, in active joint space Angeles [13] . (2) where  is an 1 n  vector of input generalized forces and n denotes the number of generalized coordinates of the manipulator. ( T is an 1 n  bounded vector arising from the external disturbances. In this work, without loss of generality, it is assumed that the term denoting the viscous and Coulomb friction effects is completely unknown.
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Therefore, in the presence of the parameter uncertainty, un-modelled dynamics and external disturbances, Eq. (3) can be written as follows (4) where is an unknown function that lumps together various uncertain terms (i.e., un-modelled dynamics, parameter uncertainty, external disturbances), and defined as follows (5) It is worth noting that inclusion of the complexities in the vector of uncertainty has two advantages: (i) it reduces the order of the dynamic model and the number of unknown parameters, which are needed to be estimated or identified; and (ii) it also simplifies the controller design to some extent. Therefore, to develop the controller and analyze the stability of closedloop system, the nominal dynamic model of the robot is built based on the rigid body mode and all uncertain terms lumped into uncertainty term which results in the dynamic model of the robot manipulators presented in Eq. (4) and is used throughout this paper. At this point, the following assumptions are made to design the controller and analyze the stability of the closed loop system. Assumption 1. The uncertainty vector and its partial derivatives are bounded in Euclidian norm as: (6) where is the unknown bounding function of the uncertainties, . is Euclidian norm.
Brief Description of ASMC Controller Design
The standard sliding mode control law for a robot manipulator system, which guarantees the stability and convergence, is a discontinuous control law in the following form: (7) where b K is the bounds of uncertainty vector which have to be known a priori, S is the sliding surface function, and sgn( ) S is a signum function, eq  is the model-based component, and sw  is the discontinuous term. However, the application of control law given in equation (8) can be limited mainly due to chattering and unknown bounds of the uncertainties. The above discontinuous term is the fundamental cause of chattering and is designed conservatively based on the bounds of uncertainties. Therefore, in this study, the discontinuous term sgn( ) b KS in equations (7) will be replaced by a continuous term which can be updated recursively in an online procedure to compensate for uncertainties. This in turn, eliminates the chattering and there is no need to have a-priori knowledge of the bound of the uncertainties. The task of the robust continuous sliding mode control design with the above mentioned characteristics and without knowing the bounds of uncertainties consists of two phases: i) selection/design of a sliding (switching) surface so as to achieve the desired system behavior (e.g., asymptotic stability), when restricted to the surface; and ii) constructing a control law to force the system state trajectory to move towards and stay on the sliding surface. For the first phase of the design, an exponentially stable error dynamic is chosen as a desired sliding surface to guarantee the convergence of tracking error to zero, while the system is in the sliding mode. According to Slotine and Li [11] sliding surface function can be defined as: (8) 140-5 where  is an n×n symmetric positive definite diagonal constant matrix and , are the tracking error and the rate of error respectively. d q and q are the desired and measured joint variables respectively. The integral of error is included to ensure zero offset error. The next phase is to design a control law with variable parameters such that it guaranties the existence of sliding mode, or makes the associated Lyapunov function a decreasing function of time in the presence of uncertainties. The proposed control law that guarantees achieving the above goal is as follows, for details please refer to reference [1] : (9) If it is assumed that there is no priori information of the robot dynamics, then the above controller can be written as:
Remark 2: In references [1] and [14] it is shown that a real sliding mode can be stablished with the above control law, which means () St , where  is a very small positive scalar value and its magnitude depends on the choice of K and  in equation (10), and the designer of the controller can make it arbitrarily small by using the design parameters. 
    
) converges to zero, which means whole dynamic of the robot learned by NN system, and this in turn, slow down the learning process of the NN. Adjusting the weights of NN based on ASMC control output makes it an adaptive learning process, and ASMC output depends on the s-dynamic. Once controller starts working, NNs component starts learning the dynamic of the system, while ASMC is responsible for stability and performance of the closed-loop system. As learning continues, ASMC output decreases and NN output increases until the total desired torque for given reference trajectory is generated by NN system (see Figure 4(b) ). The performance of the controller is verified by simulation and experiment. Due to lack of space the simulation results are not included.
Computing Multi-Model Neural Network Output
The architecture of the neural network is a three-layer network including one input-layer, one hidden-layer and one output layer. The input variables are position, velocity and acceleration of each joint , and the output of the neural network is the torque N  that (11) The units in each layer is fully connected, hence, the input for the hidden neurons The output layer used the same process, but activation function changed to linear function. Therefore, the neural network output
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Back-propagation algorithm is used in online learning process. The weight ij w can be updated by the equation:
where  is a small positive number terms as learning rate. To generate a multi-model neural networks (MMNN) and to calculate the output of the, first n set of data are generated to build n NNs model which are called primary neural network model (PNNM 1 , …, PNNM n ) each with three layers. Then parameters of the PNNMs (i.e., weight of the connections of each model) were tuned using back-propagation method, simultaneously the parameters of the MMNN (i.e., connection weights of the PFMs to MMNN) also adjusted to further refine the final the overall model output. The results for two-link robot data and 5 set of noisy test data are shown in Figs. 3 to 7.
Experimental Result
To evaluate the performance and learning capability of the proposed controller, it is implemented and tested using a 2-DOF serial flexible link Quanser robot. For experimental study, three scenarios are considered and compared as follows: 1) Trajectory tracking using ASMC controller only; 2 and 3) Trajectory tracking using multi-model NN and ASMC controller without external disturbances and with external disturbances, respectively. The desired trajectories used in the experiments are circular trajectory with diameter of 7 (cm) in Cartesian space and different angular velocities, hence, the trajectory for each joint is sinusoidal function as expressed in Fig. 3(a) and (b). The external disturbance is applied to the joint 1 and 2 at t =91(Sec) t = 35(Sec), respectively. Figs. 3(a) and (3(b) show that the high-performance tracking is achieved for all three scenarios. It is also shown that in the presence of external disturbance the actual trajectory is rapidly converging to desired one. Figs. 4(a) and 4(b) explain the situation that a large external disturbance is applied to the robot. The external disturbance is applied by holding link 2 at t=44 (Sec) and releasing after about 2 seconds. The actual trajectory produces an obvious offset that is shown in Figs. 4(a) and 4(b) describe the ASMC output torque state, ASMC export torque with -20.6 (N.m) during holding and jump to 8 N.m after release then converge to zero again in 6 seconds. It illustrates that ASMC controller can maintain system stable under external disturbance.
Figs. 5(a) and 5(b) illustrate the trajectory tracking error for joint 1 and joint 2, respectively. The error jumps at the turning point due to the Coulomb friction of robot arm. If only using ASMC controller, the peak value of tracking error is around ±0.0015 degree, for joint 2, the tracking error close to ±0.002 degree. After combining with multi-model NN, the tracking error of joint 1 decreases to 0.0008 and -0.001 degrees, and joint 2 errors comes to 0.0018 and 0.001 degree.
Figs. 6(a) and 6(b) shoes the neural network output of each joint for the cases with and without disturbance. The output torque increases to a high value when the disturbance is applied to the joint which is an indication of the learning capability of the NN. It also shows that the disturbance act on the joint 2 has significant influences on the joint 1 multi-140-7 model NN output, however, the disturbance applied to the joint 1 has much less affect to the joint 2 neural network output. Figs. 7(a) and 7(b) elaborate the corresponding neural network training error, the performance expresses by root mean square error. Without disturbance, the RMS of joint 1 multi-model NN converges to 0.039, and joint 2 multi-model NN RMS converges to 0.085. Applying disturbance to the joint increases the RMS value, for joint 1 RMS is 0.044, and for joint 2 it increases to 0.094. 140-8 
Conclusion
In this paper, a new methodology to combine the neural network technique with adaptive SMC controller proposed. The simulation results and experimental results show that the proposed method can learn the dynamic of the robot and control the robot manipulator in the presence of model uncertainties and external disturbances and achieve high performance for the unforeseen trajectories. The results also show the proposed method has the capability to control manipulator under external disturbance. In future study, instead of using a three-layer neural network, the deep neural network will be employed to investigate the learning capability of the controller for more complex tasks such as object manipulation. The stability analysis is included in another work which will be presented in future.
