Abstract: This work presents a set of improved MILP mathematical formulations for the scheduling of single-stage batch plants with parallel production lines. Minimization of the average weighted earliness and the makespan, i.e. the time needed to complete all processing tasks, are considered as alternative problem goals. For each objective function an enhanced model that incorporates specific tightening constraints is presented. These constraints improve each model's efficiency by increasing the corresponding objective function lower bound, thus accelerating the branch and bound node pruning process. Several problem instances with different number of batches demonstrate that the proposed approach reduces the computational effort by orders of magnitude. Sequence dependent setup times can also be effectively accommodated. Copyright © 2006 IFAC 
INTRODUCTION
The problem of finding an efficient short-term schedule for a multiproduct batch plant is of major interest for most manufacturing companies. Several solution methodologies have been proposed for different kinds of scheduling problems. An extensive review of the state of the art can be found in Floudas and Lin (2004) . Overall, exact solution methods have received most of the researchers attention.
Among the different MILP models proposed in the literature, continuous-time models have shown a better computational performance for the scheduling of batch processes with sequencedependent changeovers. In particular, the continuous time batch scheduling problem model of Méndez et. al. (2001) shows a good computational behaviour compared with other continuous approaches, like the time-slot formulation of Pinto and Grossmann (1995) or the unit-specific time event model of Ierapetritou and Floudas (1998) . However, its performance is somewhat deteriorated by the big-M batch sequencing constraints, especially when the makespan objective function is considered. Big-M constraints produce an increase in the integrality gap (the difference between optimal values for the relaxed and MILP problems), which in turn makes the optimal solution harder to find by the MILP solver through a branch-and-bound algorithm.
This work presents a pair of improved formulations for single-stage batch plant scheduling problems that incorporate tightening constraints in order to reduce the integrality gap and enhance the branch-andbound node pruning process. Based on the MILP approach by Méndez et. al. (2001) , the proposed models account for release times, ready times, due dates, and sequence dependent setup times between batches. Minimization of the average weighted earliness and the makespan, i.e. the time needed to execute all processing tasks, are both considered as problem objectives. Specific tightening constraints are presented in order to improve the lower bound on each objective function, leading to different formulations for each problem.
This work is organized as follows. In section 2 the scheduling problem under consideration is properly defined. In section 3 the different mathematical models are presented. At first, the single-stage version of the MILP model by Méndez et. al. (2001) is reviewed.
Common constraints related to assignment and sequencing decisions are included. Afterwards, specific constraints and binary variables that improve the model's efficiency for each objective function are introduced. These additional constraints are incorporated or just replace previous ones, and their main purpose is to increase the objective function lower bound. Section 4 shows the effectiveness of the proposed approach by tackling several problem instances with an increasing number of batches and different sequencing conditions for both objective functions. Conclusions are discussed in section 5.
PROBLEM STATEMENT
The problem of short-term scheduling of single-stage multiproduct batch plants with parallel production lines can be stated as follows. Given: (a) a singlestage multiproduct batch plant with multiple parallel units j J, (b) a set of single-batch orders i I to be completed within the scheduling horizon, (c) the order release times rt i and due dates dd i for each i I, (d) the set of available processing units J i J for each batch i, and the constant processing times pt ij required at each unit j J i , (e) the sequencedependent setup times ii'j , (f) the equipment unit ready times ru j , and (g) the specified time horizon H. The problem goal is to find a production schedule that completes all batch orders within their time limits, meeting assignment and sequencing constraints and optimizing a given schedule criterion, like the overage weighted earliness or the makespan. Méndez et. al. (2001) 
IMPROVED MATHEMATICAL FORMULATIONS

The MILP approach of
where:
Timing of batches. The starting time of batch i can be computed from its completion time by subtracting its processing time in the assigned unit.
In addition, the starting time of a batch must be higher than either its release time or the sum of both the unit ready time and the batch setup time in the assigned equipment unit.
Makespan. The makespan represents how much time is required to complete all processing tasks. The definition of the makespan variable MK is incorporated in the model by the following inequality constraint:
Thus, the problem goal will be:
Minimize MK
Average weighted earliness. An alternative problem goal is to minimize the average weighted earliness:
where the parameter i stands for the weight of the earliness of batch i. Notice that minimizing the average or the overall weighted earliness are equivalent problems as long as I n is a constant parameter. Since due dates are also constant, this objective function involves maximizing the average completion time of the batches.
The previous objective function will be useful only if the completion time of each batch never exceeds its specified due date.
Tightening the Makespan lower bound
A simple analysis of the above equations (2)- (6) leads to the following conclusions: The makespan lower bound is defined as the maximum completion time of any batch by constraint (6). At the same time, constraint (4) defines the completion time of each batch based on its processing time and start time. Therefore, it can be expected that the optimal solution will minimize processing times and start times simultaneously, at least for the last batch completed, since both (4) and (5) depend on the unique processing unit allocated by (1). If the equipment availability is much higher than the batch requirements (i.e. more equipment units than batches to schedule are available), the above constraints will lower bound the objective function and the MILP solver will easily choose the best possible assignment solution.
Unfortunately, this is not the ordinary situation. In general, several batches will be allocated to each processing unit and the sequencing equations (2) and (3) will need to be taken into account. Since these constraints are of big-M type, they do not provide a good lower bound estimation on the objective function. Even if the assignment variables Y ij and Y i'j were set to 1 for a given equipment j, the sequencing variable X ii' can take a fractional value during the branch-and-bound search causing that neither equation (2) nor (3) have any effect on the starting or completion times of the batches.
However, assignment variables partially or completely allocating units to batches, i.e. equal to 1 or a positive fractional value, constitute a valuable information to estimate a tight lower bound for the makespan. Usually, the processing time of a task is frequently larger than its setup time (either sequence dependent or independent). Based on this assumption, the overall workload assigned to each equipment unit can be estimated using the summation of processing times of all the tasks allocated to it. When sequence independent setup times are considered, they can be included in the summation, which happens to be a good estimation for the schedule makespan:
Notice that constraint (10) determines a lower bound for the makespan based on the total processing time at each unit, whatever is the sequence of tasks selected. Consequently, the summation term is a valid estimation for the makespan, based only on assignment variables. Sequencing decisions neither appear in this equation nor influence its tightening effect.
If, instead, sequence dependent setup times are significant, they can still be included in the previous equation very easily. The summation in constraint (11) now includes the lowest possible sequence dependent setup for each batch, as defined by
is included for every batch allocated on the processing unit, and the first batch to be processed does not need any prior setup, the highest possible sequence dependent setup is subtracted in order to ensure optimality:
Constraint (11) provides a good lower bound on the value of MK because the model will try to optimise the batch sequencing at each unit in order to minimize the setup times. However, only if setup times between batches at the same unit are of similar order of magnitude this inclusion will be useful as a tight estimation. If 0
Min ij
for a given batch, no improvement on the lower bound is possible.
Although the above estimations are rather straightforward, they are quite useful to get a good lower bound estimation on the makespan using a formulation that allows sequence dependent setup times. It is desirable to also get simple estimations for other objective functions.
Tightening the lower bound on the Average Earliness
As mentioned before, the objective function defined by (8) maximizes the summation of batch completion times. In turn, constraint (9) gives an upper bound on the completion time of each batch, also defining a preliminary lower bound on the value of this objective function. Neither (4) nor (5) have any influence on it. Since start times are not primarily affected by the objective function, there is no direct model trend to choose any particular equipment unit for a given batch. In the makespan case it was likely to choose an equipment with minimum processing time. Thus, for a given batch i I allocated to unit j J i , it is clear that its completion time will not be deteriorated unless another batch i' is assigned to the same processing unit. But, as mentioned before, sequencing decisions must be made in order to change start or completion times, and these decisions are defined by constraints (2) and (3), which are of big-M type. Since changes on the objective function value during the branch-and-bound process depend on the relative ordering of the batches allocated to the same processing unit, and because batches are not assumed to be previously assigned to any equipment unit, estimating a lower bound on the average earliness will be a more complex task than before.
Nonetheless, valid estimations of batch earliness can still be inferred. Let us suppose that two processing tasks i and i' are both allocated to the same unit j with batch i preceding i' (i.e., Y ij Y i'j 1 and X ii' 1 if i i'). Therefore, let us define the parameter ii'j to estimate the earliness deterioration caused by batch i' over batch i if both are allocated to the same unit j, and batch i is executed before i'. Notice that the latest start time (LST) of batch i' will be an upper bound on the completion time of batch i. Figure 1 shows three possible scenarios for the temporal relation between due dates and processing times of both batches. In Figure 1(a) , batch i' is due before batch i. Since it was assumed that i precedes i', the completion time of batch i must be deteriorated by at least the sum of the processing time and the setup time of i'. Alternatively, if batch i' is due after batch i, the completion time of batch i will be bounded by the difference shown in Figure 1(b) , only if such a difference is positive. Otherwise, the estimation will be null as in Figure 1(c) . Therefore, the earliness of batch i is deteriorated for each batch i' executed on unit j after i by the amount ii'j . Summing up these individual deteriorations, it is possible to estimate a lower bound on the earliness of each batch i, as will be next shown.
To derive the proposed estimation, a different set of sequencing binary variables must be defined:
Since these binary variables are defined for every possible permutation of two distinct batches, and for each eligible equipment unit for both batches, an immediate conclusion is that this new approach will significantly increase the number of decision variables. With the model of Méndez et. al. (2001) , a smaller set of sequencing variables is required because sequencing and assignment decisions were independent. Variable X ii' do not includes index j and is defined for every ordered pair of batches i, i' I, such that i i'. As the number of variables ii'j is larger, it can be expected that the computational performance will not improve. However, as it will be shown, this is not true since a better lower bound for the objective function and, consequently, a lower CPU requirement is achieved.
Constraints (13) and (14) replace constraints (2) and (3) for the proposed relationships among sequencing decisions:
Constraint (13) produces that either ii'j or i'ij are set to 1 if batches i and i' are both allocated to unit j. This constraint relates model's assignment decisions and model's sequencing decisions, which is the main difference with the previous approach. In turn, constraint (14) has the same effect that constraints (2) and (3), but here a summation over the available equipment units reduces the number of constraints by one order of magnitude.
Finally, the proposed constraint to tighten the lower bound on the overall earliness objective function is:
Here constraint (15) replaces previous constraint (6), where ii'j is the earliness estimation parameter defined as:
Constraint (15) causes that the upper bounds on the completion times are affected by the assignment decisions while batch-unit allocations are made. To reach this conclusion it is necessary to understand how constraints (13) and (15) work together. Constraint (13) assures that, once a batch i is assigned to equipment j (Y ij 1), any other batch i' assigned or partially assigned to the same unit (0 Y i'j 1) will automatically increase binaries variables ii'j or i'ij . Since these sequencing variables appear on the summation of constraint (15), it is expected that a variable i'ij related to the ordered pair (i, i') on unit j and featuring a lower ii'j will take a nonzero value. Therefore, the lowest possible deterioration of both completion times will be chosen.
Tightening constraint (15) will have no effect until assignment decisions are at least partially made. If two batches have the same or almost the same due date, it is expected that both ii'j and i'ij will be nonzero. In this case, if i is already allocated to unit j (Y ij 1), the optimal relaxed solution will avoid the assignment of i' to the same unit j, if a deterioration of the earliness of one of the batches will happen. In this way, the model will avoid the assignment of new tasks to a unit if it is overloaded. In general, the lower bound proposed on the value of the objective function is useful during the node pruning process whenever 1 Y ij +Y i'j 2, and consequently, i and/or i' are assigned or partially assigned to the same processing unit j.
COMPUTATIONAL RESULTS
The effectiveness of the above tightening constraints will be illustrated by finding the minimum-makespan (Example 1) and the minimum-earliness (Example 2) schedules for a single-stage multiproduct batch plant. Both sequence dependent and independent changeovers are considered, since sequence dependent setups have a significant influence on the model performance and they cannot be efficiently considered with other formulations.
The problem to be tackled involves a plastic compounding plant with a single stage and four extruders running in parallel. This problem was first studied by Pinto and Grossmann (1995) and Ierapetritou, Hené, and Floudas (1999) with up to 29 batch orders. Méndez and Cerdá (2003) expanded the number of batches to 40, in order to undertake an appropriate dynamic scheduling scenario. Order due dates and unit-dependent processing and setup times used on this section can be found in Méndez and Cerdá (2003) .
In order to address sequence dependent changeovers, batch orders are grouped into five product families F 1 -F 5 as shown in Table 1 , and sequence-dependent setup times between families are listed in Table 2 . Hence, two versions of Examples 1 and 2 have been studied, one assuming sequence-independent changeovers and the other considering changeovers as sequence dependent. Both versions were solved using the approach of Méndez et. al. (2001) and the corresponding improved formulation, for an increasing number of batches ranging form 12 to 25/40, in order to reach the computational limit of each model. All results were found on a Pentium IV PC (2.8 GHz) with ILOG OPL Studio 3.7, using the embedded CPLEX v. 9.0 mixed-integer optimizer. CPU time limit was defined on 1 hr. Except for the two cases indicated in Table 4 , the solver default relative gap tolerance equal to 0.0001 was used. The time horizon limit H 30 was used as the big-M parameter.
The results for the makespan minimization problem (Example 1) are shown in Table 3 for the model of Mendez et. al. (2001) , and in Table 4 for the improved formulation. The proposed model is always faster for each problem instance being tackled. For sequence independent problems, 40 batches are scheduled in less than a second. For sequence-dependent problems almost optimal solutions are found in few CPU seconds, since the relative gap decreases significantly faster because of the tightening constraints.
For Example 2 the corresponding results are shown in Tables 5 and 6 . Direct comparison for the 20 batches problem shows an improvement on the computational time of 47:1 for the sequence dependent and of 24:1 for the sequence independent cases. Since tightening constraints for this example do not have a notorious effect until assignments are made, the lower bound for the proposed formulation increases slower than before.
For both examples, the model of Méndez et. al. (2001) reaches good (most optimal) solutions in few seconds, but needs larger computational effort to prove their optimality, since the lower bound on the value of the objective function increases very slowly.
CONCLUSIONS
A pair of improved MILP formulations for singlestage batch scheduling problems that efficiently handle sequence dependent setup times has been proposed. Better computational results are achieved by incorporating tightening constraints that increase the lower bound on the objective function value. Problems of up to 40 batches have been solved in a very low CPU time.
