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Abstract. Traditional recommender systems provide users with customized rec-
ommendations of products or services. They employ various technologies and al-
gorithms in order to search and select the best options available while taking into
account the user’s context. Increasingly often, such systems run on devices in hete-
rogeneous environments (including mobile devices) making use of their functionali-
ties: various sensors (e.g. movement, light), wireless data transmission technologies
and positioning systems (e.g. GPS) among others. In this paper, we propose an in-
novative recommender system that determines the best service (including photo
and movie conversion) and simultaneously accommodates the context of the device
in a heterogeneous environment. The system allows the choice between various
service providers that make their resources available using cloud computing as well
as having the services performed locally. In order to determine the best possible
recommendation for users, we employ the concept of learning agents, which has not
been thoroughly researched in connection with recommender systems so far.
Keywords: Service-oriented recommender system, context-aware, heterogeneous
environment, learning agent, supervised learning, cloud computing
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1 INTRODUCTION AND MOTIVATION
The concept of recommender systems was born in the 1990s [19] when client-server
architecture was broadly applied and heterogeneity was not crucial. This is why
such systems, which supported the users’ decision-making, did not accommodate
the peculiar features of heterogeneous environments at the beginning. Nowadays,
there are many types of devices on which such systems may be executed. The
use of devices in heterogeneous environments (characterized by mobility, different
processing power and the ability to use different data transmission technologies)
has enabled the extension of their functionality and the creation of systems that
are aware of their position and time, among other things. Therefore, recommender
systems should be able to use the functionalities of such devices, including wire-
less connections, various sensors (accelerometer, light, etc.), and positioning sys-
tems.
Currently, research on such systems focuses mainly on supporting decision-
making in terms of selecting movies, music, TV channels, books, applications,
etc. [20]. However, recommender systems as tools for selecting the best service
and the place where it is to be performed have not been thoroughly researched yet.
In our research, we focused on the possibility of building a novel recommender
solution for heterogeneous environments that would deal with the choice of services
(and the locations to perform them) and accommodate the context. In order to ob-
tain service recommendations, we used the learning agents concept, which has not
been thoroughly researched in this field so far. Only a few authors [7] attempted
to make use of the learning agents concept in connection with recommender sys-
tems.
Classic recommender systems search a significant number of information sources
in order to find the best product. As far as our research is concerned, we decided
to focus on the system’s recommendations concerning the location to perform the
service rather than on the service search itself. We assume that the user knows
what kind of service he or she is looking for (e.g. movie conversion, text recognition,
etc.), but does not know where to have it performed most efficiently. We considered
the mobile device itself or various Mobile Cloud Computing (MCC) platforms (such
as Google Cloud Computing or Amazon EC2) as potential locations to perform the
service. Numerous providers may make a certain service available using mobile cloud
computing and the recommender system should be able to determine the place where
the service will be performed in the optimal way. While conducting our research, we
took into account the context of service performance on a mobile device, including
the positioning of the device, the condition of its battery, the possibility of data
transmission using wireless data transmission technologies (Wi-Fi, 3G, 4G) [17] and
the time of service performance as well as its cost. In order to suggest the best (least
costly and optimal from the point of view of the mobile device) location for service
performance, we made use of the learning agents mechanism.
The paper is structured as follows: Section 2 includes the review of related
work, Section 3 focuses on using learning agents in optimizing service performance,
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Section 4 describes a context-aware recommender system for heterogeneous environ-
ments that recommends video conversion services, Section 5 presents the results of
the tests conducted, and Section 6 contains the conclusion.
2 RELATED WORK
In recent years, the significance of recommender systems that operate in heteroge-
neous environments and of context information has greatly increased. Therefore,
numerous papers describing various concepts related to such systems have been
written.
In [8] the authors present a context-aware recommender system named South
Tyrol Suggests (STS) that recommends places of interest (POIs) using mobile de-
vices. The system learns the users’ preferences on the basis of their previous reviews
and personal choices.
In another paper [29] the authors propose a recommender system based on social
networks. The inclusion of such information may significantly enhance the outcome
and provide more accurate recommendations. Empirical analysis of real data has
shown that the solutions proposed achieve better results than earlier systems of the
same kind.
The authors of yet another paper [12] offer an example of a classic recommender
system called RecomMetz, which focuses on movies, cinemas and movie screenings.
The system is based on Semantic Web technologies and accommodates various pa-
rameters such as positioning, numbers of viewers and time. The system was tested
in a real-life environment on various Android mobile devices.
There are also recommender systems using hardware solutions. In [30] the au-
thors present a Collaborative Filtering (CF) recommender system using a Single
Chip Cloud computer (SCC) and a Field-Programmable Gate Array (FPGA) [9, 11].
Recommender systems based on services are also a valid area of research. The
Context-Aware Recommender System (CARS) described in [1], is one such system.
Based on the Personalized Access Model (PAM) framework, it provides recommen-
dations based on services that make context available. The use of services [10] (or
hardware-based services [5]) in recommender systems is related to the problem of
service search [16] and the SLA (Service Level Agreement) concept [15] that defines
the terms of using certain services.
There are several other studies of multi-agent system applications in heteroge-
neous environments [2, 21]. A problem similar to the one considered here is presented
in [4], where an agent-based system for MCC optimization is investigated. The main
component of the system is the Execution Manager, which is a service on a mobile
device that is responsible for deciding where to execute application components. In
order to make this decision, a cost model is used, in which execution times are col-
lected offline by the application profiler (in our solution we leverage online learning).
Learning on a mobile device is used in [22], where an agent performing behavioral
detection is discussed that samples selected system metrics (e.g. CPU usage, net-
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work communication, active processes, battery level) and detects anomalies using
classification methods.
Autonomous reasoning about resources and tasks by agents is discussed in [32].
Domain knowledge is represented using ontology but no learning is used. The ap-
plication of machine learning algorithms in agent-based systems has been broadly
discussed in literature. Valuable studies in this area include [18, 31]. In most cases,
reinforcement learning or evolutionary computations are applied for the purpose of
agent adaptation. However, there are also works where supervised learning was
used [24, 13], like in this paper. Such learning was applied for the purposes of
adapting service-oriented applications as described in [28]. It is an approach similar
to the one presented in this paper, but the choice of the service is based on one
criterion only (calculation time). It is worth noting that there are advantages to su-
pervised learning since it accelerates the learning process compared to reinforcement
learning, especially if the state space is large [25, 27]. In contrast to evolutionary
computation (where a population of agents is necessary), a single agent can learn
a strategy autonomously [26].
Several studies of using genetic algorithms and machine-learning methods on
mobile devices, e.g. for computation offloading, have been published. The MAL-
MOS environment [14] is an adaptable offloading scheduler. It works in two modes:
the scheduling phase (in which tasks are executed locally or remotely) and the
online training phase (in which two separate threads for offloading and local pro-
cessing are created to compare execution times). In contrast, our method does not
need a separate training phase. Three supervised learning algorithms are applied:
instance-based learning, single layer perceptron, and Näıve Bayes. Potentially, vari-
ous attributes may be used to describe the task and the context, but in experiments
described in the article, only the amount of data to be sent and network bandwidth
were taken into account. During these experiments, a Traffic Control (TC) tool
was applied to emulate various types of networks between mobile devices and lap-
tops/PCs; in our experiments, the mobile device connects to the Google cloud using
real LTE and EDGE networks.
In [6] the authors present the partitioning of monolithic applications and the
appropriate allocation of the resulting parts in order to optimize energy consumption
of a mobile device. In order to properly deploy the tasks on the resources, they
used two genetic algorithms. The simulations performed showed that the proposed
method of task deployment made it possible to save 35 % energy of the mobile
device. In contrast to our solution, the authors of the article did not use machine-
learning algorithms but genetic algorithms to optimize the allocation of resources.
The optimization only takes into account energy consumption and the task execution
time is not included. The tests were carried out only by simulation without using
real devices and therefore the authors did not take into account the characteristics
of wireless transmission using technologies such as EDGE or LTE.
In [3] machine learning algorithms are applied in the context of mobile devices.
However, rather than touching upon the problem of task allocation that we are work-
ing on, mobile device location is predicted using supervised learning with a sliding
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window. Three algorithms included in the Weka [33] library are applied: 1NN, C4.5,
and voting (based on 1NN and C4.5). Experiments are also performed offline on
previously generated data, while in our experiments learning is performed online.
In [23] task execution time (on the mobile device and in the cloud) is predicted
using machine learning. The prediction system consists of two components: an of-
fline one (developing a task performance model for each computational device before
deploying the app) and an online one (applying the model learned to the current
case). Additionally, Internet connection quality is predicted based on historical in-
formation about the user and signal strength. Risk-controlled decisions are made
where to execute the task. Our system includes exclusively an online part, which
learns local, device-specific models and therefore no task performance model needs
to be developed offline for every computational device.
3 SERVICE RECOMMENDATIONS BY LEARNING AGENTS
In the application considered, recommendations are provided by an agent, which
operates on a device in a heterogeneous environment and monitors the environment
and may collect information on:
• the task to be executed in the service in question, including its type, key argu-
ments, estimated data input/output size, estimated execution time, the cost of
performing the computation and the time when the result is required;
• the cost of performing the service in the cloud, which affects the assessment of
service cost-effectiveness;
• other parameters of the cloud service (such as quality, reliability, speed). Cloud-
based service parameters may also be described according to the SMI (Service
Measurement Index) which allows the user to rate various types of services in
terms of six key metrics (quality, agility, risk, cost, capability, and security);
• in case of the mobile device, the location of the device (domestic/roaming),
indicating whether the device uses data transmission services from local carriers
(lower costs) or must use roaming services abroad (higher transmission costs);
• possible device connection modes (wired/wireless), technologies (Ethernet, Wi-
Fi, 2G/3G/4G) and connection quality affecting network throughput between
the device and the cloud. The type of connection may also affect the power
consumption of the device;
• battery status specifies for how long the device can operate (without being
plugged in) and for how long the service can be performed on this device;
• the current time and date (including day of week, holidays, etc.) affect the abil-
ity to take advantage of better rates related to data transmission or to trans-
mit/receive data during periods when the carrier’s infrastructure is less busy;
• readings of sensors such as the accelerometer, light sensor, etc. for determining
the status of the device (device movement, ambient lighting, etc.).
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On the basis of the information collected, the agent makes decisions when and
where to perform the service (locally or in the cloud). After completing the task,
the agent assesses its decision, considering one or more criteria such as:
• device power consumption;
• the time spent waiting for the result;
• the user’s satisfaction (the user could override the agent’s decision, which means
that he or she does not agree with it);
• costs (e.g. charges related to data transfer or using cloud resources).
The agent gathers experience and updates its strategy, applying some learning
algorithm. Simultaneously, the agent may generate:
• models of the user’s behavior that enable it to assess the impact of factors such
as his or her location/connection accessibility/ability to charge the device;
• models of estimated outcomes of performing a service locally/in the cloud (en-
ergy consumption, time).
These models may be used to improve the estimates of decision consequences.
Energy consumption and time during task execution depend on the task type
and parameters, context and device characteristics (CPU, GPU, RAM etc.). The
first two will be observed by the agent. The latter will be represented indirectly
by observing execution time, because learning is local (performed on a device) and
therefore the knowledge learned is device-specific. If the knowledge were general,
covering various devices, such characteristic should be also taken into account.
Let us define the Task Allocation Learning Agent (Ag) as a tuple:
Ag = (T, S,A,GK, TD,Act), (1)
where T is a set of computational tasks, S is a set of states of the heterogeneous
environment (connection, date, processing power, cloud service description, available
energy source, etc.), A is a set of attributes, which are used to describe percepts, GK
is generated knowledge, and TD is training data. The goal of the agent is to select
an action a ∈ Act = {l, c}, which corresponds to engaging local or cloud resources
for a given task in a given state (t, s) ∈ T × S, using GK.
The agent observes x = (t, s) ∈ T × S, and its processing module describes it
with attributes O = {o1, o2, . . . on} which yields
xO = (o1(x), o2(x), . . . on(x)), (2)
i.e. a description of the Problem. Next, using the knowledge stored in GK it solves
the Problem by selecting a ∈ Act, which has the minimum predicted cost. If GK is
empty, a is randomized.
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The agent’s action a is then executed and the task is run locally or in the cloud.
The agent observes execution results, which are described by attributes
R = {r1, r2, . . . rm} (3)
(e.g. whether execution was successful es(x, a), battery consumption b(x, a), calcu-
lation time ct(x, a) and user’s dissatisfaction d(x, a), which may be measured by
observing if the user overrode the agent’s decision). Therefore, the set of all at-
tributes used to describe percepts is a sum of O and R
A = O ∪R. (4)
The agent stores these results together with xO and action a in TD. Therefore the
complete example description stored in TD has the form
xA∪Act = (a1(x), a2(x), . . . an(x), r1(x, a), r2(x, a), . . . rm(x, a), a). (5)
The models to predict R values based on x and a are constructed using machine
learning algorithms and stored in GK. These models influence the choice of the
action to be taken. They are independent and may be learned separately, using
a different algorithm for every model. Any supervised learning algorithm may be
used. However, one should remember that learning is executed on a device in a het-
erogeneous environment (using battery power and having limited resources), and
therefore algorithms with low computational complexity are preferred. In our ex-
periments, we applied the Näıve Bayes and random forest algorithms (see Section 5
for details).
Using value predictions ri(x, d), the agent may rate its decisions d ∈ Act by




wi ∗ ri(x, d), (6)
where wi are weights of the result ri.
The agent should select the action for which execution is predicted to be suc-
cessful and the expense is predicted to be the lowest.
The internal structure of the agent should reflect its learning abilities. The
architecture of the agent is presented in Figure 1; the agent consists of four main
modules:
• Processing Module, which is responsible for basic agent activities such as pro-
cessing the percepts, storing training data, executing the learning process and
leveraging the knowledge learned;
• Learning Module, which is responsible for executing the learning algorithms and
providing answers to problems using the knowledge learned;
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• Training Data, (TD) which provides storage for the examples (experience) used
in learning;












Figure 1. Agent architecture reflecting its learning abilities
These components interact in the following way: the Processing Module receives
Percepts from the environment (the parameters listed in the previous subsection),
may process them and execute Actions. If the knowledge learned is required dur-
ing processing, it formulates a Problem by describing observations with available
attributes and sends it to the Learning Module, which generates an Answer for
the Problem using GK. The Processing Module also decides what data should be
placed in TD storage. When required (e.g. periodically or when TD contains many
new examples), it calls the Learning Module to execute the learning algorithm that
generates new knowledge from TD. The knowledge learned is stored in the GK
base.
The agent’s algorithm, which is executed in the Processing Module, is presented
in Figure 2. At the beginning, GK and TD are empty. Next, if there is no learned
knowledge, the action is randomized. If there is some knowledge, Problem is a de-
scription of the observations (xO). Next, Learning Module is used to select the best
action for the Problem according to the current knowledge. Results are observed
and example (xA∪Act) is stored in the TD. After processing a given number of tasks,
Learning module is called to generate a new knowledge from TD. This knowledge
is stored in GK.
The form of the knowledge stored in GK depends on the learning algorithm
utilized. It may have an explicit form, e.g. rules, a decision tree or a Bayesian
model in the case of supervised learning. It may also be stored in a lower-level form
such as parameters representing a linear regression model, an action-value function




while agent is alive do




Problem := description of the current
(observed) state;
a:= action determined for Problem by




store example in the Training Data;
if it is learning time (e.g. every 100 steps)
then
learn from Training Data;




Figure 2. Learning agent algorithm that makes it possible to generate the agent’s strategy
using online supervised learning based on the agent’s experience
or a neural network approximator of such a function if reinforcement learning is
applied. It is also possible to store multiple models in GK.
4 SERVICE-ORIENTED CONTEXT-AWARE RECOMMENDER
SYSTEM USING LEARNING AGENTS
Peculiar features of systems that use mobile cloud computing have necessitated
a different look at recommender systems. The mobile cloud computing environment
consists of devices that use wireless data transmission technologies, among other
things. The use of such devices may result in a significant variability in terms
of available network communication bandwidth and – since they rely on battery
power – limit the possible time during which the service can be used. Therefore the
classic approach, in which the best services (available through cloud computing) are
recommended mainly on the basis of their ratings, must be modified. Recommender
systems should accommodate cases where using a service locally on a mobile device
is better than leveraging cloud computing.
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On the basis of prior analysis of existing solutions related to recommender sys-
tems and machine learning methods, in this paper we propose an innovative service
recommendation system that operates in a heterogeneous environment and takes
into account the context and employs learning agents.
The general concept of the system’s operation is presented in Figure 3. The
decision-making process recommending the location where the service can be per-
formed (through cloud computing or on a mobile device) incorporates two stages.
During the first stage, a recommendation request is processed by a classic recom-
mender system that chooses the cloud computing system available in which the
service can be performed best. The process that determines which cloud computing
system should be selected takes into account parameters such as, inter alia, the cost
of the service and previous ratings by users. In the first stage of implementation
(the scope of classic recommender systems), various solutions may be applied. The
choice of this solution is beyond the scope of this paper. During the second stage,
on the basis of the data collected and the device context (location, time, battery
level, movement of the device), the learning agent chooses where the service should
be performed – using the cloud computing system selected in the first stage or on
the mobile device. The agent should be aware of the fact that there are several
clouds with possibly different characteristics and therefore it should observe the
cloud selected in the first stage, allowing it to account for cloud characteristics in
the learned knowledge. The detailed structure of the recommender system developed








Figure 3. Processing the recommendation request is divided into two phases: classic rec-
ommendation, which is based on user opinions processed in a central system, and context-
based stage involving local learning on a mobile device using the service characteristics
observed
A user who wants to receive a recommendation concerning a certain service (e.g.
a video file processing service) sends a request to the Recommendation Engine (RE),
which is the main element of the novel solution developed by us. During the first
stage, the request is sent by the Processing Module (PM) to the classic recommender
system that selects the service performed by the best cloud computing system in its
opinion. In order to determine which cloud computing system is the best, various
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parameters are taken into account, including the cost of performing the service and
the ratings given by previous users to the service (and the cloud computing system).
As a result of the operation of the classic recommender system, a single cloud com-
puting system and the video file processing service offered by it are indicated. In the
second stage, the PM uses information from various sensors present in the mobile
device (accelerometer, GPS module, light sensor, clock) to determine the context
in which the service is to be performed. The context, information about the cloud
computing system and the possibility to perform the service directly on the mobile
device constitute the basis on which the recommendation process using the Learn-
ing Module operates. Based on the data collected and training data obtained from
previous recommendations, information about which service should be selected, i.e.
where the video file processing service should be performed, is sent by the PM to the
user. The user, in turn, can express satisfaction or dissatisfaction after the service
has been rendered. This information may be taken into account by the PM and the
learning agent during the learning process and by the classic recommender system
in the rating of the service offered by the cloud computing system. The ratings
(user satisfaction or dissatisfaction) of service provision quality include a context
in which a given service was provided, i.e. among others: the communication tech-
nologies used (e.g. usage of WiFi, 3G or EDGE), the parameters of a given mobile
device and other information on where the service was provided: in a cloud or on
a mobile device. Adding the context to the service rating, allows a classic recom-
mender system to create a database of user ratings including information relating
to the environment in which the service was activated. Such a solution improves the
precision of the process for recommending services in a classic recommender system.
Examples of video file processing service ratings are presented in Figure 4 in the
form of stars.
During learning, two models are built. The first one is GKsucc – a classifier,
which allows to predict the successful category from O∪Act attributes. The second
one is GKct – a random forest model which is used to predict calctime from O∪Act.
The calctime is discretized into 5 equal ranges. As a result, GK = (GKsucc, GKct).
The learning agent only takes ct(a) into account in cost calculations (wb = wd =
0, wct = 1). Hence, the action is selected in the following way: first, GKsucc is used
to determine if for the task observed t and state s calculations will be successful
locally: successl = GKsucc(t, s, l) and using the cloud: successc = GKsucc(t, s, c).
Next, computation time is predicted for both resources: ctl = GKct(t, s, l), ctc =
GKct(t, s, c). If successl is true and successc is false, local execution a = l is selected.
Conversely, if successc is true and successl is false, cloud execution a = c is selected.
If both predictions are false, the action is randomized with uniform probability
distribution. If both predictions are true, the action is selected based on predicted
calculation time: if ctl > ctc the cloud is selected as the execution place, otherwise
local execution is chosen. If ctl = ctc, the action is selected randomly. The action
selected is returned by the PM as a recommendation in the second stage.
Recommendation divided into two stages – initial and subsequently using context
and learning mechanisms – makes it possible to account for the ratings given by users




































Figure 4. Service-oriented context-aware recommender system architecture
in connection with the performance of the service by a certain cloud computing
system. As a result, peculiar features of mobile devices and mobile cloud computing
systems are accommodated.
5 EXPERIMENTAL RESULTS
In this section, we describe experiments where the purpose was to check how our
novel solution performs in a real-life heterogeneous environment. We assume that
the first stage, i.e. the classic recommender system, is well tested and therefore we
have concentrated on testing the second stage, where we focused on estimating the
calculation time required for the task to be performed in a given location. Experi-
ments were performed using an application written especially for this purpose1.
Every experiment consists of a series of task packages being executed. Every task
package is a combination of selected task parameters and system state values. Each
test package involves measuring conversion time for the multimedia file in question
on the mobile device and using MCC for various file sizes (with the maximum file
size being 650 kB), five different conversion types and three network connection
1 Software may be downloaded from the following address: http://home.agh.edu.pl/
piter/resources/RecommenderSystem/software-v0.1.zip.
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statuses (LTE/HSPA/EDGE) representing the context (adding other parameters to
the context is planned as a future work). Each package includes tasks that may
potentially run faster in the cloud (e.g. conversion while connected via LTE) as well
as tasks where local execution may be more beneficial in terms of computation time
(e.g. conversion while connected via EDGE). During the series of measurements
conducted, information is collected on conversion time and its result (task execution
success or failure). Examples (xO∪R∪Act) are stored in TD. After every task package
executed, the decision module initiates the learning process and builds the GKsucc
classifier based on the Näıve Bayes and GKct classifier based on random forest
model, which are used to process the task package in the next round. Learning
algorithms were selected during preliminary experiments and the best performance
criterion was applied. Numerical values of the time observed are grouped into seven
bins of equal frequency using unsupervised discretization. We have used Weka [33]
implementations of the classifiers with default values of all parameters. During
round n, the decision module uses the examples collected in rounds 1...n − 1 for
learning purposes. When the series is completed, TD and GK are cleared and the
next series is executed to collect statistical data. For every round, task package
execution time is measured. If task execution results in failure, task execution time
is set to the maximum successful execution time observed.
The experiment consisted of executing tests in series of ten rounds, which were
repeated eight times. The results of that experiment are shown in Table 1.
Round execution time (s) 1 2 3 4 5 6 7 8 9 10
Minimum 2 126 2 592 2 222 2 123 2 544 2 619 2 090 2 205 2 404 2 362
Maximum 7 847 7 753 8 593 6 963 4 289 5 417 5 257 6 947 5 188 5 720
Average 4 214 4 765 4 723 3 803 3 347 3 601 3 442 3 512 3 341 3 535
Table 1. Experiment results – task package execution time for ten subsequent rounds
As Table 1 demonstrates, the application of machine learning in making the de-
cision as to the location where the task should be performed (mobile device/MCC)
significantly increases execution speed for the tasks requested. The mean task exe-
cution time in subsequent rounds of tests using the knowledge gained as a result of
machine learning shows a downward trend. Figure 5 shows how task package calcu-
lation time changes in ten subsequent rounds. One may notice that after the initial
random round, time increases in round two. At this point, after a random round, the
system does not have sufficient knowledge about the environment and how tasks are
performed for each combination of system state values. As the system gains more
information, times drop notably until round 5 where average execution time reaches
its minimum. After that, the value does not change significantly, which means that
sufficient knowledge has been gathered by the system to perform optimally. Further
learning may cause overfitting and thus increase the execution time.
Figure 5 also presents the results of executing the entire task package in a single
location (in the cloud and locally). Experimental results show that the execution
time of multimedia file conversion services was significantly decreased and after three
















Figure 5. Average task package calculation time (triangles) and minimum/maximum val-
ues (circles) for ten subsequent rounds
model updates (rounds) it is lower than both single-location execution times. This
suggests that the autonomous context-based service optimization method, which we
have proposed, may be applied to improve Quality of Experience in real scenarios




























Figure 6. Average number of service executions in the cloud (triangles) and mini-
mum/maximum values (circles)
We have also checked how the location of executing the service (in the cloud or
locally) changes. Figure 6 presents the average numbers of times the multimedia file
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conversion service was started within the cloud in subsequent rounds. The number
of all service calls in every round was 60. It can be noticed that, based on Figure 5
and Figure 6, shorter service execution times occur when most calls are executed on
the device. However, it should be remembered that executing the service locally (on
a mobile device) in a heterogeneous environment may result in a higher load on the
device and the resulting faster battery drain leading to a shorter device operation
time. Moreover, executing all services locally in all conditions results in a higher
total execution time (see Figure 5). This means that the agent has to learn the
execution strategy, which is not trivial.
It should be noted that the experiments were performed in a real-world MCC
environment (using Google App Engine) and using a real mobile network. As a re-
sult, we cannot control transmission delays or cloud load. Therefore it may happen
that for some tasks executed in the cloud the execution time is much higher than
the average.
To visualize the knowledge learned, we have applied the C4.5 algorithm to gen-
erate GKct from the training data collected by the agent in one of the series of
previous experiments. To make the knowledge more compact, the time observed
was discretized into three bins of equal frequency (with values FAST, MEDIUM,
SLOW). The accuracy of this model calculated using 10-fold cross validation is
81.6. The classifier is presented in Figure 7. The decision tree has 53 nodes. Part of
the knowledge can now be analyzed. In line 3 we see the leaf with FAST category,
which means that for small multimedia files, EDGE connection and local process-
ing the computation is fast. The prediction is correct for 35 examples fulfilling
these conditions and incorrect for three of them (see the numbers in parentheses).
For longer multimedia files and local execution of tasks 0-5 the processing is slow
(line 24). For such files, cloud execution and HSPA+ the connection time for task
number 0 is fast (line 51), while the time for the other tasks is medium (line 52). The
model can be further simplified by applying discretization (with equal frequency) to
all numerical attributes (task and file length as well). The learned decision tree is
presented in Figure 8. The accuracy decreases to 77.3, but the number of nodes is
much smaller (19). Therefore the entire classifier may be analyzed. In the first line,
all processing of small files is classified as fast (180 examples are classified correctly
and 22 incorrectly). The speed of processing medium files locally is medium (line 3).
The speed of processing medium files in the cloud depends on the connection type
and task number. For EDGE it is medium for tasks 0–7 (line 6) and slow for the
others (lines 7–8). For HSPA, HSPA+ and LTE connections the processing is fast
(lines 9–11). The local processing of large files is slow (line 13). The processing
of such files in the cloud is slow in the case of the EDGE connection (line 15) or
medium in the other cases (lines 16–18). Generally, the knowledge represented by
the decision trees is quite intuitive.
We have also checked the complexity of the learning process by measuring how
much time and battery it consumes. CPU energy consumption was measured by the
Power Tutor package [34] integrated with our project. Three learning algorithms
(C4.5, Random Forest and Näıve Bayes) were executed on the mobile device for 25,
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1. fileLength <= 61128
2. | connectionType = EDGE
3. | | engine = mobile: FAST (35/3)
4. | | engine = cloud
5. | | | task <= 5
6. | | | | task <= 0: FAST (6/1)
7. | | | | task > 0: SLOW (6)
8. | | | task > 5: MEDIUM (13/4)
9. | connectionType = HSPA: FAST (22)
10. | connectionType = LTE: FAST (60/1)
11. | connectionType = HSPA+: FAST (38/1)
12. fileLength > 61128
13. | fileLength <= 305530
14. | | engine = mobile: MEDIUM (117/34)
15. | | engine = cloud
16. | | | connectionType = EDGE
17. | | | | task <= 5: MEDIUM (11)
18. | | | | task > 5: SLOW (10/1)
19. | | | connectionType = HSPA: FAST (12/2)
20. | | | connectionType = LTE: FAST (18/2)
21. | | | connectionType = HSPA+: FAST (11/1)
22. | fileLength > 305530
23. | | engine = mobile
24. | | | task <= 5: SLOW (80/5)
25. | | | task > 5
26. | | | | fileLength <= 458566
27. | | | | | connectionType = EDGE: SLOW (25/12)
28. | | | | | connectionType = HSPA: SLOW (8/2)
29. | | | | | connectionType = LTE: MEDIUM (18/8)
30. | | | | | connectionType = HSPA+: MEDIUM (9/1)
31. | | | | fileLength > 458566: SLOW (53/11)
32. | | engine = cloud
33. | | | connectionType = EDGE
34. | | | | task <= 0
35. | | | | | fileLength <= 458566: MEDIUM (5)
36. | | | | | fileLength > 458566: SLOW (8)
37. | | | | task > 0: SLOW (39/1)
38. | | | connectionType = HSPA
39. | | | | task <= 0: FAST (5)
40. | | | | task > 0: MEDIUM (18/3)
41. | | | connectionType = LTE
42. | | | | task <= 0: FAST (10)
43. | | | | task > 0
44. | | | | | fileLength <= 458566
45. | | | | | | task <= 10
46. | | | | | | | task <= 5: MEDIUM (2)
47. | | | | | | | task > 5: FAST (6/1)
48. | | | | | | task > 10: MEDIUM (12/2)
49. | | | | | fileLength > 458566: MEDIUM (27/2)
50. | | | connectionType = HSPA+
51. | | | | task <= 0: FAST (6)
52. | | | | task > 0: MEDIUM (27/6)
Figure 7. Classifier predicting the calculation time discretized into 3 ranges and learned by
the C4.5 algorithm (the numbers of examples covered by every leaf with correct/incorrect
predictions are stated in parentheses)
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1. fileLength = small: FAST (180/22)
2. fileLength = medium
3. | engine = mobile: MEDIUM (117/34)
4. | engine = cloud
5. | | connectionType = EDGE
6. | | | task = 0-7: MEDIUM (11)
7. | | | task = 8-20: SLOW (7)
8. | | | task = 21-25: SLOW (3/1)
9. | | connectionType = HSPA: FAST (12/2)
10. | | connectionType = LTE: FAST (18/2)
11. | | connectionType = HSPA+: FAST (11/1)
12. fileLength = large
13. | engine = mobile: SLOW (193/48)
14. | engine = cloud
15. | | connectionType = EDGE: SLOW (52/6)
16. | | connectionType = HSPA: MEDIUM (23/8)
17. | | connectionType = LTE: MEDIUM (57/19)
18. | | connectionType = HSPA+: MEDIUM (33/12)
Figure 8. Classifier predicting the calculation time learned by the C4.5 algorithm, with
all attributes discretized into 3 ranges (the numbers of examples covered by every leaf
with correct/incorrect predictions are stated in parentheses)
50, 75 and 100 % of the training data collected in one of the previous experiments,
which consisted of 720 examples. It was repeated 100 times. Average execution
time and power consumption are presented in Tables 2, 3 and 4. The lowest learning
time and energy consumption were observed for the Näıve Bayes algorithm and the
highest values were for Random Forest. Values in both sets increase when more
training examples are processed but remain acceptable in all cases. Learning time
is well below one second with the only exception of the Random Forest, for which
the average learning time is about 1.2 seconds. Energy consumption for all learning
algorithms is very low (below 0.06 % of battery capacity).
Where experience is collected for a long time, multiple examples may be stored
in the Training Data and as a result, the learning time and energy consumption




Time (ms) Energy (% of the battery)
min max average min max average
181 60.8 137.6 77.71 0.0001 0.0008 0.0003
361 134.8 163.1 146.37 0.0006 0.0017 0.0010
541 198.4 212.6 206.2 0.0015 0.0022 0.0018
720 303.6 339.1 324.65 0.0030 0.0062 0.0045
Table 2. Execution time and energy consumption of the C4.5 machine learning algorithm
executed on the mobile device
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Number
of examples
Time (ms) Energy (% of the battery)
min max average min max average
181 277.4 328.9 299.24 0.0024 0.0051 0.0036
361 554.1 598.7 576.65 0.0108 0.0170 0.0144
541 846.4 886.7 871.33 0.0262 0.0349 0.0312
720 1177.6 1229.4 1197.65 0.0509 0.0670 0.0592
Table 3. Execution time and energy consumption of the Random Forest machine learning
algorithm executed on the mobile device
Number
of examples
Time (ms) Energy (% of the battery)
min max average min max average
181 32.6 83.2 42.15 0.00006 0.00050 0.00018
361 57.7 67.3 64.03 0.00021 0.00039 0.00030
541 87 109.8 96.29 0.00032 0.00085 0.00052
720 119.8 174.6 137.38 0.00045 0.00198 0.00092
Table 4. Execution time and energy consumption of the Näıve Bayes machine learning
algorithm executed on the mobile device
6 CONCLUSIONS
In this research, we have investigated recommender systems and proposed a novel
solution, which includes a formal model of agent-based architecture using super-
vised learning designed for service recommendation in a heterogeneous environ-
ment. The experiments related to recommending video file processing services
have demonstrated that the main objective of our studies has been achieved and
after the learning process, the optimal service in the MCC environment is se-
lected.
The results demonstrate a statistically significant decrease in the time required
for the execution of conversion services owing to the automatic selection (using
learning methods) of the location (mobile device or cloud) where the conversion
of multimedia data is to be performed. The learning algorithm was executed by
the learning agent autonomously and online on the mobile device. As a result,
agent strategy was updated and recommendations were improved. We have also
measured the time taken, and the energy consumed, by the learning process exe-
cuted on the mobile device. The time is acceptable and energy consumption is very
low.
Further research in this area could involve more extensive testing of both recom-
mendation stages for different types of services, taking into account battery usage
and context data from the wide range of sensors installed in mobile devices such
as GPS modules, accelerometers and light sensors. We also plan to apply other
knowledge representation techniques and learning algorithms, e.g. neural networks
or support vector machines.
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plementation, Deployment and Governance of SOA Adaptive Systems. In: Am-
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