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integrado,  la  evolución  lleva  a una optimización de  los  recursos  y  rendimiento, pasando de 
analógica, a digital y llegando a una solución software programada. 
Un claro ejemplo de esto es el procesado de audio, originalmente completamente mecánico 
(fonógrafos),  luego magnético  (cassette), digital  (CD) y hoy en día mediante memorias  flash 
para su almacenamiento. 
En  la  Figura  1.1  se  consideran  las diferentes  técnicas de procesado de  señales  como  capas 
dentro del mundo  real. Además de  representar el hecho de que muchos  fenómenos que  se 
quieren observar y controlar comienzan como  señales analógicas que pasan a digitales para 
ser procesadas.   
Esto  podría  dar  a  entender  que  los  circuitos  analógicos  y  conversores  de  datos  se  irán 
relegando a un segundo lugar con el paso del tiempo, pero no se puede olvidar que el mundo 
es  analógico,  y  que  para  poder  interactuar  con  él,  se  necesita  poder  pasar  esas  señales 




medida que uno de  los dominios  interiores se “expande” y  lo que  inicialmente era analógico, 








Por  todo  esto,  como  elemento  de  transición  entre  los  dominios  analógico  y  digital,  los 
conversores de datos se presentan como parte fundamental del procesado de señales y, por lo 




de  los  conversores  de  datos,  más  concretamente  en  la  representación  matemática  y  la 
codificación de no idealidades del conversor.  
Como herramienta de programación se usará el entorno MATLAB, sobre el que se realizará la 
codificación  y  el  análisis  del  comportamiento  de  los  conversores    añadiéndoles  diversas  no 







debido a  la magnitud del  campo a  tratar, abarcar en profundidad  todos  los aspectos de  los 








atención a  las consecuencias de  las no  idealidades  inherentes a cualquier circuito  real,  tales 
como offset, no linealidad, error de ganancia, DNL, INL, etc. 
Para  ello  se  utilizará  el  entorno  MATLAB,  aprovechando  su  potencial  en  los  cálculos  con 
matrices, y que gracias a su amplia implantación en el mundo académico y comercial facilitará 




Los  resultados  de  este  proyecto  final  pretenden  ser  útiles  para  el  análisis  y  simulación  de 
circuitos  de  señales  analógicas  y  mixtas  en  aplicaciones  de  transceptores  modernos. 
Resultando  útil  en  el  co‐diseño,  simulación  y  análisis  de  circuitos  integrados  que  incluyan 
conversores A/D,  a modo  de  caja  negra,  se  puede  estudiar  el  comportamiento  del  circuito 
general,  según  posibles  no  idealidades  o  mal  funcionamiento  del  conversor,  y  así  poder 
contrarrestar dichos errores y que el circuito no se vea afectado. 




Tras  el  repaso  a  la  historia  y  los  diferentes  tipos  y  arquitecturas  de  ADCs  se  comienza  la 
explicación del trabajo realizado. 
Programar  un  conversor  con  un  bucle  resultaría  extremadamente  sencillo  a  la  vez  que 
ineficiente, únicamente habría que recorrer todos los valores de entrada y compararlos uno a 
uno con  los umbrales de  conversión de manera  similar a como  se haría en un algoritmo de 
Aproximación Sucesiva (ver apartado 2.3.2). En este caso lo que se hará será realizar todas las 







los  valores  que  diferenciaran  un  valor  de  salida  de  otro.  Estos  umbrales  se  generan 




El  valor  de  LSB  es VREF 2୬⁄   donde VREF  es  el  valor  de  la  tensión  de  referencia  aplicada  al 
conversor  (que  multiplica  a  la  señal  de  entrada  y  representa  el  máximo  valor  de  tensión 
posible a la salida) y n es el número de bits con los que se realiza la conversión. A este valor se 
le conocerá a partir de ahora como VLSB. 
A  la  hora  de  ejecutar  el  programa,  se  puede  definir  un  parámetro  “steps”.  Para  usar  este 





de  transferencia.  En  el  caso  ideal  la  pendiente  es  1,  es  decir,  que  cada  incremento  en  un 
múltiplo de VLSB de  la tensión de entrada, supone el aumento en una unidad del valor de  la 
salida digital. Obviamente el valor de “slopes” tiene que ser mayor que 0, y de  igual manera 




de  la  cantidad  de  posiciones  a  “1”  de  la  matriz  final  (siendo  necesarios  algunos  ajustes  y 
consideraciones en el  caso de que haya  situaciones de Umbrales Negativos debido al offset 
(ver apartado 4.3.1.1) o Burbujas (ver apartado 4.3.1.2). 









que permite  generar  la  representación  gráfica del  conversor  y  la  relación  entre  la  señal de 
entrada y la salida calculada [Anexos II y III]. 
Como es de  suponer, el código  final es  lo que es después de un  largo proceso en el que  se 










With  increasing  frequency  it  is  said  that  the  “world  is  becoming  digital”.  And  not  without 
certain  reason, every day  it can be seen how, because of  the evolution of signal processing, 
what until recently was analog now more and more becomes digital.  
According to [1] the world of signal processing may resemble to evolutionary model  in which 
best “organisms” replace  less optimal ones. In the subject matter hereof,  it can be seen as  in 
many cases an originally mechanical solution evolves into electrical, and finally into solid‐state. 
Once the solution has resulted in an integrated circuit, the evolution leads to an optimization 
of  resources  and  performance,  passing  through  analog,  to  digital  and  reaching  a 
programmable software solution. 
A  clear  example  of  all  this  is  the  audio  processing,  originally  completely  mechanical 














This might  imply  that  the  analog  circuits  and data  converters will be  relegated  to  a  second 
place over time, but it cannot be forgotten that the world is analog, and to interact with him, it 
is  needed  to  transform  those  analog  signals  to  digital  format,  so  the  importance  of  the 
converters, in this case analog‐digital, is and will be extremely important. 
Other models  in  the world of  signal processing  confirms  the  fact  that  it  is  impossible  try  to 
ignore the analog aspect of the signals and focus on the digital one, and that is because as one 
of  the  internal domains  "expands", and what was  initially analog becomes digital, and  then 
software, external domains will tend to grow proportionately to cover the emergence of new 
applications.  In short, while  the world of signal processing  is constantly evolving, every  time 









As programming  tool  it will be used  the MATLAB environment, with which will carry out the 




Once  assumed  the  importance  and  presence  of  data  converters  in  our  world,  it  may  be 
understood better why  it was decided to undertake this project. While  it  is  impossible, given 










For  this  it will  be  used  the MATLAB  environment,  taking  advantage  of  its  potential  in  the 
matrixes  calculus,  and  that  thanks  to  its widespread deployment  in business  and  academia 
fields  it  will  facilitate  the  development  of  related  projects.  Taking  advantage  of  MATLAB 
graphics  tools,  in addition  to  the  converted output and  the numerical data  for  the  study of 
non‐idealities,  it  can  be  seen  graphically  the  transfer  function  of  the  converter  and  the 
behavior of the output according to the entry, thus facilitating largely the study of the results. 
The results of this final project aim to be useful for analysis and simulation of analog and mixed 














The  analog‐to‐digital  conversion  (also  known  as  ADC,  A/D  or  A  to  D)  consists  in  the 







‐ Sampling:  it  is  to  take periodic samples of  the wave amplitude. The speed, at which 
those samples are taken,  i.e. the number of samples per second,  is what  is known as 
sampling frequency. 
 
‐ Hold:  the samples  taken must be retained by a holding circuit,  long enough  to allow 
the assessment of  their  level  (quantization). From a mathematical point of view  this 



















This  does  not  mean  that  they,  in  practice,  are  signals  of  infinite  precision  (a  widespread 
misconception): all  real analog signals have a noise  that  translates  into an uncertainty  range 
(from a sample of an analog signal into a given instant, it is impossible to determine the exact 
value of the sample within a range of uncertainty introduced by the noise). 
In  contrast,  a  digital  signal  is  that  one  whose  dimensions  (time  and  amplitude)  are  not 
continuous  but  discrete, which means  that  the  signal must  necessarily  take  a  certain  fixed 
values on predetermined discrete moments too. 
Therefore,  analog  signals  are  not  differentiated  from  digital  signals  on  their  accuracy 
(precision,  that  it  is  finite  in  both  analog  and  digital)  or  in  the  fidelity  of  their waveforms 
(distortion). It is often easier to obtain precision and to preserve the waveform of the original 
analog  signal  (within  the  limits  of  accuracy  imposed  by  the  noise  that  exists  before  his 










‐ There  are  systems  to  detect  and  correct  errors,  which  are  used  when  the  signal 
reaches  the  receiver,  then  checks  (using  redundancy)  the  signal,  first  to  detect  an 
error, and, in some systems, correct any or all the errors found previously. 
 
‐ Easiness  for  processing  the  signal.  Any  operation  is  easily  realizable  through  any 
editing or signal processing software. 
 
‐ The  digital  signal  allows  multigeneration  (number  of  processes  of 
compression/decompression  that  can  be  applied  to  an  information  without 
diminishing its quality) infinitely without quality loss. 
 
‐ It  is  possible  to  apply  data  compression  techniques  lossless  or  data  compression 
techniques with  losses, based on perceptual  coding, much more  efficient  than with 
analog signals. 
Disadvantages 
‐ It  is needed a previous analog‐to‐digital conversion and  the  subsequent decoding at 
the time of receipt. 
 
‐ If  there  is not employed a  sufficient number of quantization  levels  in  the process of 
digitization,  the  resulting  signal  to  noise  ratio  is  reduced  compared  to  the  original 
analog signal  that was quantified. This  is a consequence of  that  the signal known as 
quantization  error,  that  the  process  of  quantification  introduces,  is  always  more 
potent than  the noise of the original analog signal,  in which case  it also requires the 
addition of a noise called dither (see Section 2.2.10) even stronger to ensure that the 
error  is always a white noise and not a distortion. In cases where enough  levels have 
been  used  for  quantization,  the  signal  to  noise  ratio  of  the  original  signal  is  kept 
essentially because  the quantization error will be below  the noise  level of  the signal 
that was quantized. 
 
‐ It  is  necessary  to  use  always  a  low‐pass  analog  active  filter  over  the  signal  to  be 
sampled in order to avoid the phenomenon known as aliasing (see Section 2.2.9). Also 











of  analog  values  can  be  transformed.  These  values  are  typically  stored  in  binary,  so  the 







           (2.1) 




























      (2.3) 
‐ Effective Number  of  Bits  (ENOB):  if  the  converter  can  represent  signals  below  the 

























All ADCs  suffer  from non‐linearity errors  caused by  their physical  imperfections,  this  causes 
that  their  outputs  deviate  from  a  linear  function  (or  some  other  function  in  the  case  of 
deliberate non‐linear converters [3]). Sometimes these errors can be limited by calibration, or 
be prevented. 
The most  important parameters of this paragraph, and those ones  in what  is focused part of 
the results of this project are Integral Non‐Linearity (INL, deviation between the midpoint of a 
code  from  the  best  linear  approximation  in  ܮܵܤݏ)  and  Differential  Non‐Linearity  (DNL, 
deviation  in the width of a particular code value from 1ܮܵܤ), these two reduce the dynamic 









The  Aperture  Error  is  a  type  of  error  generated  in  the  components  themselves  and  not 
correctable. It is the uncertainty in the input signal in the time when the signal is sampled and 







input  from  one  sample  to  the  next  one  at  the  output.  If  the  input  signal  changes  slowly 
compared  to  the  sampling  frequency can be assumed  that  the value between  two  sampling 
instants will be between the two sampled values, but this cannot be assumed when the signal 
changes faster than the sampling rate, which is the cause of aliasing [11]. 
This  phenomenon  causes  that  frequency  components  outside  the  band  of  interest  will  be 
recorded  as  false  frequency  components within  the band of  interest.  For  example,  a 2݇ܪݖ 
sinusoidal  signal  sampled  at  1.5݇ܪݖ  will  be  rebuilt  as  a  500ܪݖ  sinusoidal.  So  it  becomes 
necessary to filter low‐pass the signal at the input of the converter. 
2.2.10 Dither 











voltage.  Then, with  a  logic  circuit,  it  is  generated  the  corresponding  code.  It  is  the  fastest 
















It  is based on compare the  input voltage with the voltage produced by a  load capacitor. The 
capacitor charges while its voltage is less than the input pulse, and then it discharges linearly, 
achieving a voltage ramp. At the moment that the discharge begins a pulse starts, its duration 
will be  the duration of  the discharge, so  it  is proportional  to  the  input amplitude. This pulse 









the  introduced  quantization  noise  is  white  noise  across  the  whole  operating  range  of  the 
converter,  to  limit  it  to  the  bandwidth  of  the  signal  (thereby  improving  performance  as 
resolution  and  SNR),  it  exists  the  oversampling, which  consists  in  sampling  at  a  rate much 














It applies the unknown  input voltage to an  integrator and  it allows the voltage to ramp for a 


















form  had.  Older  data  lead  to  Turkey,  in  the  eighteenth  century,  where  it  can  be  found 









the  communications  field.  The  telegraph  led  to  the  invention  of  the  telephone,  and  the 
proliferation of both resulted  in an  increased demand for more capacity, that resulted  in the 
need  for multiplexing more  than one channel  in a pair of copper conductors.  In  the  field of 
multiplexing  are  several  options,  the  time  division  multiplexing  (TDM)  achieved  some 
























serial data  transmission, and  reconstructing  the data using a D/A converter. Being  these  the 
foundations of PCM. 
The PCM Patents of Alec Harley  Reeves 





duration of the pulses, which gives a greater  immunity  to noise. The need  for a system with 




Focusing on  the ADC  (Figure 3.3)  it basically uses a sampling pulse to take the analog signal, 
activate a R/S flip‐flop, and simultaneously start a ramp voltage. This ramp  is compared with 
the  input  and when  they  are  equal,  a  pulse  is  generated which  resets  the  flip‐flop, whose 
output  is a pulse with a width proportional to the analog signal at the sampling  instant. This 









of  voice  known  as  "Project‐X"  that  used  PCM.  This  research  led  to  the  Successive 
Approximation  ADC  (see  Section  2.3.2),  the  decoder  of  Shannon‐Rack  and  the  practical 
demonstration that the PCM was feasible. 
One  of  the  most  significant  evolutions  of  this  period  was  the  electron  beam  coding  tube 
(Figure 3.4). The analog signal first passes through a stage of sample‐and‐hold, and while the 
"hold"  interval,  the  beam  makes  a  horizontal  sweep.  The  Y‐deflection  for  a  single  sweep 







The problem with  this method  is  that  it  can produce  large errors  if  two adjacent  codes are 
simultaneously  illuminated.  This  is  solved  partly  by  using  shadow  masks  with  Gray  code 








the  vacuum  tube  technology,  the  converters  were  expensive,  bulky  and  with  high  energy 
consumption. 
The  digital  computer  pushed  the  commercial  ADC  development.  The  ENIAC  computer 
development project brought the first commercially available digital computer, the UNIVAC. 
















invention  of  the  transistor,  considered  by  many  "the  greatest  invention  of  the  twentieth 
century".  Although  it  was  invented  in  December  1947  by  W.  Shockley,  J.  Bardeen  and  W. 
Brattain [13], it was not until the mid‐1950s and early 1960s that the design of circuits began 
to migrate  from  vacuum  tubes  to  transistors,  allowing  a  considerable  reduction  in  size  and 
consumption of the devices and stop aside the problems  inherent  in vacuum tubes  (volume, 
fragility, consume, cost ...). 
The other reason that led to the reduction of size and the consumption of data converters was 
the  emergence  of  new  building  blocks  of  integrated  circuits  (that  had  evolved  since  its 
development by  J. Kilby  in  the summer 1958) as  the 7400‐series of TTL and high‐speed ECL, 
and the 4000‐series CMOS logic, in addition to Zener and Schottky diodes, FETs for switches,... 
During this time the most popular applications of the converters were the increasingly interest 
in  data  analysis,  industrial  process  control,  measurement,  PCM,  and  military  systems 
(hardware  and  software  mainly  for  anti‐missile  ballistic  systems).  The  ADC  acquired  great 








During  this  decade  there  were  discovered  and  published,  one  way  or  another,  all  the 






military  field,  medical  imaging,...,  represented  a  wide  range  of  applications  for  converters. 
Many of these systems had used previously conventional analog signal processing techniques, 
and  the  development  of  low  cost  computing  technology  led  to  a  migration  to  exploit  the 
advantages of digital processing and signal analysis. 
All this caused that many companies entered in the field of data converters, exploiting to the 





Although most of  the converters  in  the early 1970s were modular or hybrid,  the developers 
spared no efforts to produce an all‐monolithic ADC [14]. 
After several attempts, in 1978, it was introduced the 10‐bit, 25‐ ߤs AD571 SAR ADC, the first 
all‐monolithic  ADC.  Later,  that  same  year,  it  would  see  the  light  the  SAR  (Successive 











The  demand  for  cheaper  data  converters,  compact  and  higher  performance,  meant  that 
manufacturers focused on modular and hybrid techniques. Although the production of hybrid 











It  should be  kept  in mind  that at  that  time none of  the monolithic or hybrid ADCs have an 













however, as  in  the previous decades,  the dominant drivers were  the military and aerospace 
applications. 
With  the  presence  of  low‐cost  microprocessors,  high‐speed  memories,  DSPs  and  the 
emergence of the IBM compatible PC, it became necessary that the ADCs were able to operate 
in wide ranges of frequencies, which resulted in that the converters began to take into account 
concepts  such as  signal‐to‐noise  ratio  (SNR),  signal‐to‐noise and distortion  (SINAD), effective 
number of bits (ENOB), noise power ratio (NPR)... 
Numerous Flash ADCs arise with high‐speed bipolar and CMOS technology. The 16‐ and 18‐bit 
converters  appeared  to  cope  to  the  needs  in  the  field  of  voiceband  and  audio  signal 
processing. 



















For  this  it was used both bipolar and CMOS  technology,  the  latter being  the one with  lower 









consumer  applications,  both  audio  and  video,  which  by  then  began  to  "go  digital".  The 
communications  field generated at  the end of  the decade a huge demand  for converters of 
low‐power,  low‐cost,  and  high‐performance,  for  the  development  of  cell  phones, modems, 
and base stations. 
One  of  the  main  objectives  was  to  allow  portable  applications,  making  the  subject  of  the 
consumption extremely  important. Moreover,  the market demanded  increasingly digital and 
analog functionality,  including the fact that there was growing applications requiring both an 
































In  the  past  30  years  there  have  been  varying  the  applications/industries  that  led  the 
technology  development  of  the  converters.  In  the  early  1980s,  military  and  aerospace 
applications were those that fostered the development, improving both resolution and speed. 
In  the  mid‐1990s  the  drivers  were  the  consumer  applications  as  video  and  audio  became 
digital.  While  in  the  late  1990s  and  early  2000s  it  took  the  baton  the  technology  geared 
towards computers, which became a true mass market. 
Today Internet and broadband communications head most of the advances in data converters, 
and  it  is at this time, further than  improvements  in dynamic range and bandwidth, when the 
market has begun to demand constant reduction in area/cost and better power efficiency, all 
this linked to the new portable applications. 




but  it  is  normal  that  they  coexist  with  each  other,  being  used  each  one  as  needed.  For 
example, Flash converters are used for applications that requires high speeds but which bear 
low‐moderate  resolution, while  for  applications  that  require  a  high dynamic  range,  such  as 




use  and  needs  that  will  be  required  for  the  converters,  taking  advantage  of  the  deep 
submicron CMOS technology: 
‐ The digital  functionality  tends  to be  faster and cheaper  than analog  technology.  It  is 






speeds  provided  by  new  technologies  can  also  be  adapted  to  address  some  of  the 
problems of low‐speed converters like Successive Approximation converters. 
 
‐ It  is  becoming more  important  to  integrate  converters with  other  functions.  These 
partitioning trade‐offs are becoming an important part of the design of converters. 
 
‐ Once  the  improved performance of  the converters  is not  reflected  in an appreciable 
benefit for full functioning of the system, innovation is focused on reducing costs and 
improving  power  efficiency.  Also,  when  it  is  reached  this  state  of  "performance 
saturation"  often  appear  new  applications  that  can  benefit  from  higher  levels  of 
performance. 
 
‐ Deep  submicron  CMOS  allows  a  very  high  level  of  transistor  density,  so  those 




















Following  the review of  the history and  the different  types and architectures of ADCs,  it can 
begin the explanation of the performed work. 
As  discussed  above,  one  of  the  advantages  of  MATLAB  is  its  power  in  the  calculation  of 
matrices,  so,  to achieve an optimal  converter,  it has been  tried  to  capitalize on  this aspect. 
Because of  that,  it has been  implemented a  code without  loops  (one of  the weaknesses of 
MATLAB) in the part of the converter. 
In  parallel,  it  has  been  developed  a  function  that  allows  graphically  displaying  the  transfer 




it  suffices  go  over  all  the  input  values  and  compare  them  one  by  one with  the  conversion 
thresholds in a similar way as it would be done in a Successive Approximation Converter (see 






"0"  to  the digital value  "1") and  so on.  It  should be noted  that, as  it will be  seen  later and 
because of  the  implementation of  the  converter,  the  last  value of  the  thresholds  is  special 
because  it  does  not  affect  to  the  calculation  of  non‐idealities  because  it  is  referred  to  the 
















Figure 4.2: 3‐Bit Ideal Converter,  ோܸாி ൌ 7 
 
As  it can be appreciated, the LSB value  is VREF 2୬⁄ , where VREF  is the value of the reference 
voltage  applied  to  the  converter  (which  multiplies  the  input  signal  and  represents  the 
maximum possible value of  the output voltage) and n  is  the number of bits with which  the 
conversion is performed. This value will be known henceforth as VLSB. 





























Figure 4.4: 3‐Bit Converter with ݏݐ݁݌ݏ ൌ െ0.5,  ோܸாி ൌ 7 
 
As  it  can  be  guessed,  the  offset  value  accepts  both  positive  and  negative  values,  and will 
always be in units of VLSB. 
The other option would be  to use a  vector with as many  values as  thresholds  that has  the 
converter  (i.e.,  2୬),  where  each  threshold  of  the  ideal  case  will  move  according  to  the 
corresponding  value.  It  has  to  keep  in mind  that  the  first  vector  value  corresponds  to  the 
threshold  located  in 1VLSB, or what  it  is the same, VREF 2୬⁄ , which corresponds to the digital 
leap from “0” to “1”, and the last value of the vector to the VREF threshold. But as it was stated 
above,  this  latter  value  does  not  affect  the  calculation  of  the  non‐idealities,  so  it  is 
recommended  to  leave  it  to  0  and  if  it  is wanted  to modify  the  step  corresponding  to  the 
digital output “2୬ െ 1”, it should be modified the penultimate threshold.  
Example 4.3 
Generate a converter with parameter ݏݐ݁݌ݏ  ൌ   ሾ0  െ 0.7 0  െ 0.5 0.5 0 0.7 0ሿ. 
Solution: 
  




































Figure 4.8: 3‐Bit Converter with ݏ݈݋݌݁ݏ ൌ 0.5,  ோܸாி ൌ 7 
 
Obviously the value of "slopes" must be greater than 0, and, as  in the case of the parameter 
"steps",  it  can  be used  a  vector of 2୬  values  that  represents  the  slope of  each one of  the 















it  is  being  using  a  vector  instead  of  a  single  value,  thus  for  a  correct  calculation  for  each 
threshold,  it  should  be  taken  into  account  the  movement  of  all  previous  thresholds 
(remembering that all calculations are performed  in VLSB units) because the slope value only 
refers to an interval, regardless where it starts. 



























,ܰ ൌ 2௡   (4.2) 
The thresholds will be stored in a matrix of 2 rows in which each of the thresholds is associated 








Once known  the  thresholds used  for  the data  conversion,  it must be obtained  the matrices 
that will be used for calculations. 
ݐ݄ݎ݁ݏ݄݋݈݀ݏ ൌ ሾݑଵ ݑଶ ݑଷ ڮ ݑேሿ, ܰ ൌ 2௡    (4.3) 
In the code, these thresholds are stored in "converter (1,:)" [Annex I] 
First  it  is  built  the  reference  matrix,  known  as  "aux".  That  matrix  contains  in  each  of  the 



































,ܰ ൌ 2௡,ܯ ൌ ݅݊݌ݑݐ ݈݁݊݃ݐ݄     (4.4) 
After,  it  is generated  the matrix  that carries the  information of the  input values, that will be 







% ADC's real transfer function
converter = zeros(2,2^nbits); 
% Thresholds of conversion 
slope_steps = ((ones(1,2^nbits)./slopes)-
1)*triu(ones(2^nbits,2^nbits));     
converter(1,:) = ((1:2^nbits)+slope_steps+steps)*vlsb; 








































how  to  approach  the  problems  of  the  Negative  Thresholds  because  of  offset  (see  Section 
4.3.1.1) and the Bubbles (see Section 4.3.1.2). 
The  implemented solution  in  the  final version,  instead of adding  the number of  rows at "1", 
fixed just on the number of the row that contains the last "1" (when made the comparison, if it 
is met that the value of the  input  is greater than the reference  in that position,  in the matrix 
with the solution it is obtained a "1" in that position, otherwise the solution matrix has a "0") 
in  ascending order.  This  solves  the problem of  the Bubbles, but  it presents  the problem of 
Negative Thresholds in the lowest value of the digital output which will be solved later. 
 
conversion = conversion>aux; 
% After fixing the problem of bubbles the output will be the number of ones 
% in each column 
out = max(((1:2^nbits)'*ones(1,length(conversion))).*conversion); 
% Auxiliary (2^nbits)x(length(vin)) matrix with the square of each digital 
% value in the columns  
aux = vin*0+1; 
% Weight up the new matrix with the reference voltage and the number of 
% bits 
aux = (converter(1,:)'.^2*aux); 







removal  of  Bubbles  (see  Section  4.3.1.2  and  [Annex  IV])  where  the  result  for  the  digital 
conversion  for  each  input  value  is  the  number  of  rows  where  the  matrix  with  the  entry 
information (“conversion") is greater than the reference ("aux") in the corresponding column. 
By  itself,  this  alternative  version does not  solve  the problem of  the minimum output  value 













All  the  values  are  expressed  in  units  of  VLSB  and  are  calculated  respect  the  best  linear 
approximation of the values of the thresholds of the converter.  
More specifically, the Offset Error value is the value of the approximation for the digital output 
"0".  The  Full‐Scale  Error  is  the  difference  between  the  value of  the  approximation  and  the 
value of  ideal converter for the digital output "2௡ െ 1". The Gain Error  is the Full‐Scale Error 
after removing the Offset Error. DNL  is the maximum difference between the widths of each 
step of  the  transfer  function and 1 ௅ܸௌ஻  (the program  returns a vector with  the  size of each 
% Limit maximum output value






case, and the  input value for the same output  in the best approximation (as  in the DNL case, 














% ADC's transfer function's linear interpolation










Gain Error 2.2204 כ 10ିଵ଺ 
Full‐Scale Error ‐1
DNL 1
INL 2.2204 כ 10ିଵ଺
 
Figure 4.15: 3‐Bit Converter with ݏݐ݁݌ݏ ൌ 1,  ோܸாி ൌ 8, and non‐idealities 
 
Theoretically, Gain Error and INL should be 0 exactly, functionally they are, because a so small 
error does not affect  to  the output. The error comes  from  the mismatch of  the Offset Error 
value, which should be 1, but as it can be supposed by the presence of the decimals (although 
initially are 0)  the value, although  in a very small scale, does not conform  to  the  theoretical 
value. 
Obviously  this  characteristic  is  only  appreciable  in  specific  cases  and  simple  as  this  one,  in 
other cases this fact of MATLAB goes unnoticed. 
Furthermore,  it  must  pointed  out  that  unlike  the  real  converter,  which  is  defined  by  the 
threshold values starting at the change from "0" to "1", and therefore it begins to be defined 
at "1", the approximation, as it needs an initial value for the output "0" (among other reasons, 
















To make  the  study  and  analysis  of  the  obtained  results  easier,  it  has  been  implemented  a 
function  that  generates  the  graphical  representation  of  the  converter  and  the  relationship 
between the calculated signals of input and output [Annex II and Annex III]. 
Note  that  this  graphical  representation  is  limited  to  the  operating  range  of  the  converter 
(between 0 and VREF). 
The program lets to choose between representing only the transfer function of the converter, 
or  if on  the contrary,  it  is preferred  to  represent all available  information  (transfer  function, 
threshold  values  for  the  ideal  cases,  real  and  best  linear  approximation,  and  comparison 
between the analog input and the digital output). 
% Output info 
offset = approxConverter(1)/vlsb; 
FSError = (idealConverter(end-1)-approxConverter(end))/vlsb; 
GError = FSError+offset; 
aux_inl = converter(1,1)-vlsb/slopes(1);    % INL Adjustment 
INL = abs(approxConverter-[aux_inl converter(1,1:end-1)])/vlsb; 
DNL = ([converter(1,1:end-1) vref]-[0 converter(1,1:end-1)])/vlsb-
1;  















requiring  less  adjustments,  conditions  and  parameters.  By  contrast  the  other  version 
generates  the  number  of  points  of  representation  depending  on  VREF  (filling  only  the 
corresponding interval of the step), which requires to take care about very small values, but as 
it  is scaled,  it allows  that each point on  the graph corresponds  to a "real"  input voltage  (for 
example the 3.125 value would be  in position 3125). However, as  it was mentioned above,  it 
has been finally opted for the simple version because if it is wanted to know the exact voltage 
value, it is enough with multiply the variable “scaling” and the position. 
% Number of points in the plot
voltPoints = 2^14; 




% Representation of the ADC transfer function 
scaling = voltPoints/vref; 
scaledConverter = converter(1,:)*scaling; 
scaledConverter(scaledConverter<0) = 0; 
for i = 2:2^nbits+1 
    converterRep(round(scaledConverter(i-1))+1:end) = i-1; 
end 






    ADCplottingSimple(nbits,vref,converter,vlsb); 









Figure 4.19: 3‐Bit Example Converter,  ோܸாி ൌ 7 
 
4.3 PROBLEMS FOUND AND ALTERNATIVE SOLUTIONS 
Throughout  the  development  of  this  project,  there  has  been  found  some  difficulties  and 
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ሾ0 1 2 3 4 5 6 7ሿ ՜ R ൌ 1        (4.7) 
ሾ0 െ0.3 1 3 3.5 5 4 7ሿ ՜ R ൌ 2       (4.8) 
ሾ0.4 0.1 2 3 4 5 6 7ሿ ՜ R ൌ 0       (4.9) 
ሾ0.5 1 1.5 2ሿ ՜ R ൌ 0            (4.10) 
ሾ1 1.7 0 3 4 5 6 7ሿ ՜ R ൌ 3       (4.11) 
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% Readjust negative thresholds







This problem  really only affects  the outputs with  the minimum digital value  (those  columns 
that present no  "1") because  in either of  the  solutions developed  for  calculating  the digital 












% Compensation of the 0s for non-positive thresholds 
if R>0 









































0 0 0 0 0 0











row  that  is at  "1",  this problem does not affect  the operation, but alternatively  it has been 
developed a code [Annex IV] that finds the positions of the Bubbles (due to both Missing Codes 
and Negative Thresholds) and change their values from "0" to "1". 





Adding  all  values  in  the  same  column will  give  a  value  that  has  to  be  compared with  the 
maximum possible value that would occur  in this column  if  it had no bubbles (the sum of all 
powers of 2 from 0 to the  last row to "1" ). The positions with Bubbles are the "ones" of the 
difference between the two values in binary.  
The  code  returns  the  position  of  the  matrix  where  the  Bubbles  are,  but  not  in  the 
nomenclature (row,column), but as a single number. Should be remembered, that in MATLAB, 










































0 0  2ଷ 2ଷ
൲ ՜ ൜
ݏݑ݉ ൌ ሺ3 5 14 11ሻ
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Initially  the  solution  suggested was  to  generate  the  output  values  range  by  range,  but  this 
















Figure 5.1: Ideal 3‐Bit Converter,  ோܸாி ൌ 6 
It was already discussed in Section 4.2.4 the fact of the approximations of the polyfit function 
of MATLAB, in practice all the values of non‐ideality will have in this case a value of 0. Also, it 

















ൌ 0.75ሾܸሿ         (5.1) 
It can be also appreciated now that the steps for the digital outputs '000 'and '111' are larger 












Figure 5.3: 3‐Bit Converter with ݏݐ݁݌ݏ ൌ 0 and ݏ݈݋݌݁ݏ ൌ 1.4,  ோܸாி ൌ 6 
While the value of steps used  in this case  is 0, because of the approximation of the function 
polyfit,  it  indicates  that Offset Error  is not exactly 0, but as  it can be seen,  functionally  it  is, 
since Gain Error corresponds  to  the case  in Figure 5.2  (this  is not  the cause of  the Full‐Scale 
Error, which coincides with the Gain Error because in this example there is no Offset). 















have  been  linear;  but  playing with  the  parameters  steps  and  slopes  it  is  reached  that  the 
converter ceases of being linear, from here, it must be performed the approximation that best 
fits  (using  polyfit  as  previously  discussed).  The  value  of  INL  will  be  the  largest  deviation 
between  the approximation and  the  real values of  the  thresholds of  the  converter  for each 
code. 
 
Figure 5.5: 3‐Bit Converter with ݏݐ݁݌ݏ ൌ ሾ0 0 0.3 0.5  െ 0.3 0.4 0.3 0ሿ,  ோܸாி ൌ 6 
It  should  be  remembered  that  the  program  returns  vectors  for  both,  the  DNL  and  INL,  to 
facilitate the  locating of the corresponding value. To obtain the exact value  it  is enough with 







Figure 5.6: 3‐Bit Converter with ݏݐ݁݌ݏ ൌ ሾ0 0 0  െ 0.2  െ 0.5 0 0 0ሿ,  ோܸாி ൌ 6 
Continuing  with  the  concept  of  DNL  it  is  reached  another  of  the  important  issues  in  the 
converters, the Missing Codes. As the maximum value of DNL  is the deviation of the steps  in 
௅ܸௌ஻ units, when this value is greater than or equal to 1 (in absolute value) it normally means 





















Figure 5.9: 3‐Bit Converter with ݏݐ݁݌ݏ ൌ ሾ0 0.3 0.5 0 0  െ 0.2 0 0ሿ and 
ݏ݈݋݌݁ݏ ൌ ሾ1.5 1 1 0.8 0.8 2 2 1ሿ,  ோܸாி ൌ 6 
 





Figure 5.10: 3‐Bit Converter with ݏݐ݁݌ݏ ൌ ሾ0 0.3 0.5 0 0  െ 0.2 0 0ሿ and ݏ݈݋݌݁ݏ ൌ





















































































































function [out offset FSError GError DNL INL] = 
ADC(vin,nbits,vref,steps,slopes,plotting) 
% ADC Analog-to-digital converter. 
%   Calculate the digital output and non-idealities according to the 
analog 
%   input and other parameters. 
%   INPUTS: 
%    - vin = Analog input signal. All values must be non-negative. 
%    - nbits = Number of bits for the digital conversion. 
%    - vref = Maximum output value (output values are between 0 and 
vref). 
%    - steps = Relative offset (in Vlsb respect to the ideal case 
%      threshold) for each step, can be a single value (all the steps 
have 
%      the same offset) or a vector with 2^nbits values. Can be both 
%      positive or negative. 
%    - slopes = Slope for each step of the converter, like 'steps' can 
be a 
%      single value or a vector, the value must be greater than '0'. 
%    - plotting = Kind of plotting. 'simple' for just the transfer 
function 
%      of the converter, or 'full' for all the data. 
% 
%   OUPUTS: 
%    - output = Digital output signal. 
%    - offset = Offset error. Referred to the best linear 
approximation of 
%      the converter's function. 
%    - FSError = Full-scale error. Referred to the best linear 
%      approximation of the converter's function. 
%    - GError = Gain error. Referred to the best linear approximation 
of 
%      the converter's function. 
%    - DNL = Differential Non-Linearity. Referred to the best linear 
%      approximation of the converter's function. 
%    - INL = Integral Non-Linearity. Referred to the best linear 
%      approximation of the converter's function. 
% 
%   Example call: ADC(sin(pi*(0:0.01:3))+1,3,8,0.5,[2 1.2 1 1.3 0.7 0 
1 1]); 
% 
%   See also ADCPLOTTING, ADCPLOTTINGSIMPLE. 
close all; 
% Vlsb value 
vlsb = vref/2^nbits; 
% All values are in Vlsb 
% ADC's ideal transfer function 
idealConverter = (1:2^nbits)*vlsb; 
% ADC's real transfer function 
converter = zeros(2,2^nbits); 
% Thresholds of conversion 
slope_steps = ((ones(1,2^nbits)./slopes)-
1)*triu(ones(2^nbits,2^nbits));     




% Digital output values 
converter(2,:) = (1:2^nbits)-1; 
% ADC's transfer function's linear interpolation 




% Output info 
offset = approxConverter(1)/vlsb; 
FSError = (idealConverter(end-1)-approxConverter(end))/vlsb; 
GError = FSError+offset; 
aux_inl = converter(1,1)-vlsb/slopes(1);    % INL Adjustment 
INL = abs(approxConverter-[aux_inl converter(1,1:end-1)])/vlsb; 
DNL = ([converter(1,1:end-1) vref]-[0 converter(1,1:end-1)])/vlsb-1;  
DNL(DNL<=-1) = 0;   % DNL Adjustment 
 
  
% Readjust negative thresholds 
R = find(converter(1,:)<=0,1,'last'); 
converter(1,1:R)=0; 
% Auxiliary (2^nbits)x(length(vin)) matrix with the square of each 
digital 
% value in the columns  
aux = vin*0+1; 
% Weight up the new matrix with the reference voltage and the number 
of 
% bits 
aux = (converter(1,:)'.^2*aux); 
% Weight up the input and compare it with the auxiliary matrix 
conversion = converter(1,:)'*(vin*vref/2); 
conversion = conversion>aux; 
% After fixing the problem of bubbles the output will be the number of 
ones 
% in each column 
out = max(((1:2^nbits)'*ones(1,length(conversion))).*conversion); 
% Compensation of the 0s for non-positive thresholds 
if R>0 
    out(out==0) = R; 
end 
% Limit maximum output value 
out(out>2^nbits-1) = 2^nbits-1; 
% Plotting 
if strcmp(plotting,'full') 




    ADCplottingSimple(nbits,vref,converter,vlsb); 










% ADCPLOTTING ADC plot. 
%   Plot the transfer function, input and output of the ADC. 
%   INPUTS: 
%    - vin = Analog input signal. All values must be non-negative. 
%    - out = Digital output signal. 
%    - nbits = Number of bits for the digital conversion. 
%    - vref = Maximum output value (output values are between 0 and 
vref). 
%    - idealConverter = Threshold values of the ideal converter. 
%    - converter = Threshold values of the real converter. 
%    - approximation = Threshold values of the best linear 
approximation 
%      converter. 
%    - vlsb = Vlsb value. 
%    - slope = Slope value 
% 
%   See also ADC, ADCPLOTTINGSIMPLE. 
  
% Number of points in the plot 
voltPoints = 2^14; 
converterRep = zeros(1,voltPoints); 
% Axis labels 
inScale = 0:vlsb:vref; 
outScaleString = dec2bin((0:(2^nbits)-1),nbits); 
% Representation of the ADC transfer function 
scaling = voltPoints/vref; 
scaledConverter = converter(1,:)*scaling; 
scaledConverter(scaledConverter<0) = 0; 
for i = 2:2^nbits+1 
    converterRep(round(scaledConverter(i-1))+1:end) = i-1; 
end 
converterRep(converterRep>2^nbits-1) = 2^nbits-1; 
% Used in plotting 
idealTransFunc = zeros(1,2^nbits); 
idealTransFunc(2:end) = idealConverter(1,1:end-1)*scaling; 
transFunc = [scaledConverter(1,1)-((1/slope)*vlsb*scaling) 
scaledConverter(1,1:end-1)]; 





















% Plotting signals 
x = 1:length(vin); 
subplot(2,1,2), AX = plotyy(x,vin*vref/2,x,out); 



















% ADCPLOTTINGSIMPLE ADC simple plot. 
%   Plot the transfer function of the ADC. 
%   INPUTS: 
%    - nbits = Number of bits for the digital conversion. 
%    - vref = Maximum output value (output values are between 0 and 
vref). 
%    - converter = Threshold values of the real converter. 
%    - vlsb = Vlsb value. 
% 
%   See also ADC, ADCPLOTTING. 
  
% Number of points in the plot 
voltPoints = 2^14; 
converterRep = zeros(1,voltPoints); 
% Axis labels 
inScale = 0:vlsb:vref; 
outScaleString = dec2bin((0:(2^nbits)-1),nbits); 
% Representation of the ADC transfer function 
scaling = voltPoints/vref; 
scaledConverter = converter(1,:)*scaling; 
scaledConverter(scaledConverter<0) = 0; 
for i = 2:2^nbits+1 
    converterRep(round(scaledConverter(i-1))+1:end) = i-1; 
end 
converterRep(converterRep>2^nbits-1) = 2^nbits-1; 

















function positions = bubbles_finder(in) 
% BUBBLES_FINDER  
%   Returns the position of the bubbles into a matrix. Remember that 
in a 
%   (N x M) matrix, position 1 corresponds to the value (1,1), 
position N 
%   corresponds to (N,1), position 2N to (N,2),... 
%   INPUT: 
%    - in = Matrix with bubbles. 
% 
%   OUPUT: 
%    - positions = Vector with the positions where there are bubbles. 
nbits = log2(length(in(:,1))); 
aux = ((2.^(0:2^nbits-1))'*(ones(1,length(in)))).*in; 
summation = sum(aux); 
max_possible_value = 2*max(aux)-1; 
max_possible_value(max_possible_value<0) = 0; % For columns with just 
0s 
bubbles = max_possible_value-summation; 
bubb_value = dec2bin(bubbles); 
tamano = size(bubb_value); 
bubb_positions = reshape(str2num(bubb_value(:)),tamano); 
% Row and column of each bubble. 
[column,row] = find(bubb_positions(:,tamano(2):-1:1)); 









% ADCPLOTTING ADC plot. 
%   Plot the transfer function, input and output of the ADC. 
%   INPUTS: 
%    - vin = Analog input signal. All values must be non-negative. 
%    - out = Digital output signal. 
%    - nbits = Number of bits for the digital conversion. 
%    - vref = Maximum output value (output values are between 0 and 
vref). 
%    - idealConverter = Threshold values of the ideal converter. 
%    - converter = Threshold values of the real converter. 
%    - approximation = Threshold values of the best linear 
approximation 
%      converter. 
%    - vlsb = Vlsb value. 
%    - offset = Offset value. 
%    - slope = Slope value 
% 
%   See also ADC. 
voltPoints = 1000; 
% Axis labels 
inScale = 0:vlsb:vref; 
outScaleString = dec2bin((0:(2^nbits)-1),nbits); 
% Representation of the ADC transfer function 
idealTransFunc = zeros(1,2^nbits); 
  
vrefAux = vref; 
if vref<1 
    converter(1,:) = converter(1,:)/vref;     
    idealConverter = idealConverter/vref; 
    approximation = approximation/vref; 
    vlsb = vlsb/vref; 
    vrefAux = 1; 
end 
converterRep = zeros(1,vrefAux*voltPoints); 
% Representation of the transfer function 
for i = 1:2^nbits 
    if converter(1,i) > 0 
        if i==1 
            if offset>=0 
                
converterRep(round((offset*vlsb*voltPoints:converter(1,i)*voltPoints)+
1)) = converter(2,i); 
            else 
                converterRep(round((0:converter(1,i)*voltPoints)+1)) = 
converter(2,i); 
            end 
        elseif i == 2^nbits 
            [maxV,maxP] = max(converter(1,:)); 
            if maxP == length(converter) 
                converterRep(round((converter(1,i-
1)*voltPoints:vrefAux*voltPoints)+1)) = converter(2,i); 




                
converterRep(round((converter(1,i)*voltPoints:vrefAux*voltPoints)+1)) 
= converter(2,i); 
            end 
        else 
            converterRep(round((converter(1,i-
1)*voltPoints:converter(1,i)*voltPoints)+1)) = converter(2,i); 
        end 
    end 
end 
% Used in plotting 
idealTransFunc(2:end) = idealConverter(1,1:end-1)*voltPoints; 
transFunc = [converter(1,1)-((1/slope)*vlsb) converter(1,1:end-
1)]*voltPoints; %tocado para ajustar el primer valor 
















% Plotting signals 
x = 1:length(vin); 
subplot(2,1,2), AX = plotyy(x,vin*vref/2,x,out); 
title('Input & Output'); 
xlabel('Time'); 
ylabel(AX(1),'Analog Input'); 
ylabel(AX(2),'Digital Output'); 
set(AX,'XLim',[1 length(vin)]); 
set(AX(1),'YLim',[0 vref]); 
set(AX(1),'YTick',inScale); 
set(AX(1),'YTickLabel',inScale); 
set(AX(2),'YLim',[0 2^nbits-1]); 
set(AX(2),'YTick',0:2^nbits); 
set(AX(2),'YTickLabel',outScaleString); 
set(AX,'XGrid','on'); 
set(AX(1),'YGrid','on'); 
 
 
 
 
