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Chapter 1. INTRODUCTION 
1.1. Motivation and significance 
Nowadays most of the world rely on complex frameworks of oil/gas/power distribution as well as goods 
delivery infrastructure such as highways and railways. The failure of any of such networks very likely would 
compromise a number of related activities with unpredictable consequences in terms of economic losses. 
The failure of such infrastructure is therefore an event which must be prevented, in the common interests of 
the producers, the distributors and, of course, the final users. 
Regular scheduled monitoring tasks of infrastructure can reduce the contingence of its failure. The 
inspection can be performed either by humans or by unmanned systems. In the last years, in particular, the 
use of Unmanned Aerial Systems (UAVs) for civil applications had an increasing trend, so that today UASs 
can be considered as an alternative for long and monotonous civil missions such as the inspection of a large 
linear infrastructure. One of the main advantages provided by the use of UASs instead of traditional manned 
aircrafts is the availability of higher endurance, leading to the possibility of planning missions more cost-
effective than conventional manned aircrafts. 
The benefits of using UASs may vanish if the mission planning is inadequate, though. Typically, monitoring 
missions of linear infrastructures alternate a number of on-service and off-service legs, and the total time 
spent for the off-service part of the mission may amount to a significant portion of the whole duration of the 
mission. Therefore, it is clear that a well-designed mission should be targeted to minimise the costs due to 
the off-service legs with respect to the on-service legs. 
1.2. Objective of this work 
The work presented in this report  is aimed to implement a cost-effective offline mission path planner for 
aerial inspection tasks of large linear infrastructures. Like most real-world optimisation problems, mission 
path planning involves a number of objectives which ideally should be minimised simultaneously. 
Understandably, the objectives of a practical optimisation problem are conflicting each other and the 
minimisation of one of them necessarily implies the impossibility to minimise the other ones. This leads to 
the need to find a set of optimal solutions for the problem; once such a set of available options is produced, 
the mission planning problem is reduced to a decision making problem for the mission specialists, who will 
choose the solution which best fit the requirements of the mission. The goal of this work is then to develop a 
Multi-Objective optimisation tool able to provide the mission specialists a set of optimal solutions for the 
inspection task amongst which the final trajectory will be chosen, given the environment data, the mission 
requirements and the definition of the objectives to minimise. All the possible optimal solutions of a Multi-
Objective optimisation problem are said to form the Pareto-optimal front of the problem [2]. For any of the 
Pareto-optimal solutions, it is impossible to improve one objective without worsening at least another one. 
Amongst a set of Pareto-optimal solutions, no solution is absolutely better than another and the final choice 
must be a trade-off of the objectives of the problem. Multi-Objective Evolutionary Algorithms (MOEAs) are 
recognised to be a convenient method for exploring the Pareto-optimal front of Multi-Objective optimization 
problems [4]. Their efficiency is due to their parallelist architecture which allows to find several optimal 
solutions at each time. 
1.3. Methodology and problem formulation 
The work presented in this report can be divided into three major phases, consisting of the review of the 
existing work, the algorithm implementation and the final application of the software. 
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The first phase entails a preliminary study of Multi-Objective optimisation. The issues of Multi-Objective 
optimisation and decision making are investigated, focusing the attention on the state-of-the-art amongst 
Multi-Objective Evolutionary Algorithms. A widely used Multi-Objective genetic algorithm, namely 
NSGA-II, and the working logic of the genetic algorithms based on the concept of Nash-equilibrium for MO 
problems are detailed. Then an advanced technique of Hybrid Game coupling Nash-strategies to MOEAs is 
explored. 
The knowledge acquired in the literature review phase is exploited to implement a novel Multi-Objective 
Genetic Algorithm based on Hybrid Game strategy in Matlab. The core of the algorithm is an enhanced 
version of NSGA-II and original solutions for the strategy of Hybrid Game are proposed. The performance 
of the algorithm is evaluated against some bench test optimisation of mathematical functions as well as 
against some engineering design problems. 
Then, the Hybrid Game framework is used to solve Travelling Salesman Problems (TSP). The issues of such 
combinatorial optimisation problem are analysed and the definition of the chromosomes and the genetic 
operators are customised for the solution of the TSP. A Multi-Objective formulation of the TSP (MO-TSP) 
is detailed and some bench instances of MO-TSP are created and tested. 
The MO-TSP formulation is then used to define the two-dimensional environment of a large infrastructure 
inspection task. In order to reproduce realistic environments the digital scenario includes both the 
infrastructure to inspect and a number of risk areas, thus allowing to formulate the Mission Path Planning 
problem as a Multi-Objective optimisation problem involving the length of the trajectory and a risk function 
as the objectives. The model adopted to describe the trajectory of the UAS is based on Dubins curves. A 
method for an efficient discretisation of the infrastructure maps is proposed, allowing to use the algorithm to 
plan inspection of both straight and curvilinear infrastructures. 
Finally, two scenarios are used to test the software developed in this report. The first is a benchmark 
scenario created by the author reproducing a hypothetical power distribution network. The second scenario is 
a more complex one to inspect and reproduces the complete railway network of Queensland, Australia. The 
shape and the location of the railway lines are taken from public domain digital satellite images in Google 
Earth©. In both scenarios, some test cases involving different risk areas are evaluated and compared. 
1.4. Report outline 
The rest of the report is organised as follows: Chapter 2 presents the basics of Single- and Multi-Objective 
optimisation and an overview of NSGA-II, Nash-GAs and Hybrid Game. The chapter ends presenting the 
formulation of some test bench cases of Multi-Objective optimisation and detailing the classical Single-
objective formulation of the TSP. 
Chapter 3 describes how the Hybrid Game framework is implemented; the strategies for the players of 
Hybrid Game and the techniques adopted to make the algorithm efficient are detailed. Finally, the 
performance of the software are evaluated against the optimisation test problems proposed in Chapter 2. 
Chapter 4 details a novel formulation of the Multi-Objective Travelling Salesman Problem (MO-TSP) and 
the techniques adopted for its solution; the operators and the way they are used by the players of the Hybrid 
Game are detailed. Finally, some Multi-Objective instances of TSP are proposed to evaluate the performance 
of the MO-TSP solver. 
Chapter 5, initially details how the MO-TSP solver can be applied to solve the mission path planning 
problem for aerial inspection of large linear infrastructures. A model for the description of the trajectory of 
the aircraft and the techniques adopted for the discretization of the environment are also illustrated. Finally, 
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the results obtained in two practical cases, namely a straight-line network and a railway network, are 
presented. 
A discussion of the findings of this works is given in Chapter 6. 
Some pseudocode implementations are provided to illustrate some of the algorithms and concepts. 
 
Chapter 2. LITERATURE REVIEW 
2.1. Overview 
This chapter highlights a literature review on the main topics of this report. Section 2.2 introduces to the 
reader the issues of Single-Objective and Multi-Objective Optimization, providing basics definitions and 
notions; Section 2.3 illustrates the logic behind the Evolutionary Algorithms and details a state-of-the-art 
genetic algorithm for Multi-Objective Evolutionary Optimization, namely NSGA-II. Section 2.4 explains 
how a Hybrid Game strategy can be implemented and coupled to an Evolutionary Algorithm and Section 2.5 
describes the benchmark test functions and optimisation design problems which will be used to validate the 
Multi-Objective Optimization Algorithm which will be developed in this work. Finally, in Section 2.6 the 
Travelling Salesman Problem in its classical Single-Objective formulation is presented. 
2.2. Single Objective and Multi-Objective Optimisation 
The definition of optimisation problem is applicable to a large set of real-life problems in which one or more 
objective functions must be optimised acting on the decision variables on which the objective functions 
depend. Optimisation problems may be classified on the basis of many aspects; possible classifications are 
related to the presence (constrained problems) or not (unconstrained problems). They can also be classified 
based on limitations on the admissible value of the objective functions or concerned with the dependence of 
the objective functions on the decision variables (linear vs. non-linear problems) [5]. Another fundamental 
classification is related to the number of objective functions of the problem: if the number of objective 
functions to minimise is one, then the problem is said to be a Single-Objective Optimisation (SOO) problem, 
otherwise, if more than one objective function is considered, the problem is referred to as a Multi-Objective 
Optimisation (MOO) problem. 
An example of optimisation problem is the decision-making of choosing the power plant of an aircraft. Let 
us consider two extreme cases: an internal combustion engine with propeller and a turbojet with afterburner; 
they are represented as solutions 1 and 2 in Figure 2.1. Regarding this problem as a SOO problem in which 
the objective function is the thrust, the turbojet would represent of course the best solution. But if the 
objective function were the fuel consumption, then very likely the best solution would be the internal 
combustion engine. 
The same problem can be considered a MOO problem in which a set of other possible solutions exist; they 
are marked as solutions A, B and C in Figure 2.1. Each one of these solutions have different values of thrust 
and fuel consumption and provides a compromise between the conflicting objective functions: between any 
pair of those intermediate solutions one is better in terms of one objective, but necessarily worse in the terms 
of the other objective. Hence, a criterion to pick one solution amongst the whole set of possible alternatives 
must be established. The final choice is not straightforward, since it usually involves many other 
considerations based on qualitative and mostly experience-driven knowledge. In the example of the aircraft 
power plant decision-making, such knowledge might concern, amongst the others, the cruise Mach number, 
the class of the airplane, the size and weight of the airplane, maintenance costs and the range and endurance 
requirements. 
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Figure 2.1. Hypothetical trade-off solutions for the choice of the power plant of an aircraft. 
In an ideal MOO procedure, after a set of trade-off optimal solution is found, the designer should exploit 
his/her higher-level information to consider all pros and cons of each solution and make a choice. Such a 
process is shown in Figure 2.2 conceptually involves finding a set of optimal solutions (step 1) and using 
higher-level information to choose one of the available solutions (step 2) [5], [65,69]. 
 
Figure 2.2. Schematic of an ideal MOO procedure. 
Such an ideal procedure is possible when the additional knowledge of the designer is sufficient to exclude all 
solutions except the one which is chosen. A major aspect of this procedure is that the higher-level 
knowledge available to the designer does not affect the detection of the set of trade-off solution in step 1, 
since it is used to pick one solution amongst a set already determined. 
Another procedure which is based on the importance that is given to each objective can be followed to find 
the solution of a MOO problem. Consider again the example shown in Figure 2.1, and suppose that more 
importance is conferred to the fuel consumption rather than to the thrust; in this standpoint, the solution C is 
preferable to solution A. Thus, a composite objective function can be created as the weighted sum of the 
objectives, where the weight assigned to each objective is proportional to the preference level assigned to it. 
This procedure, which transforms a MOO problem into a SOO problem, is usually suitable to select one 
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particular solution amongst the available trade-off options. The schematic of such a preference-based MOO 
is shown in the flow-chart Figure 2.3. 
 
Figure 2.3. Schematic of preference-based MOO procedure. 
It is clear to understand that the result of such a preference-based MOO decision making is strongly affected 
by the weight factors used for composite objective function ܨ, so that the choice of the final solution is 
highly influenced by the particular decision maker. However, the main benefit coming from this procedure is 
that a MOO problem can be simply handled as a SOO problem, but drawbacks come as well: this approach 
might be unreliable and lead to untrustworthy solutions when the available higher-level information is not 
exhaustive and precise, since the decision maker may not be aware about how the preference vector will 
affect the final solution, which may lead to sub-optimal solutions [5]. 
2.2.1. Basic definitions 
In mathematical terms, a SOO problem may be formulated as follows [13]: 
Optimise: ݕ ൌ ݂ሺݔሻ Eq. 2.1 
where ൜ݔ ൌ ሺݔଵ, ݔଶ, … , ݔ௏ሻ ∈ ܺݕ ∈ ܻ																																	; 
࢞ is a vector of ܸ decision variables ݔଵ, ݔଶ, … , ݔ௏, ܺ is the decision space, ݕ is the objective function and ܻ 
is the objective space. Similarly, the generic formulation of a MOO problem is: 
Optimise: ࢟ ൌ ݂ሺ࢞ሻ  Eq. 2.2 
where ݂ሺ࢞ሻ ൌ ൫ ଵ݂ሺݔଵ, … , ݔ௏ሻ, ଶ݂ሺݔଵ, … , ݔ௏ሻ, … , ெ݂ሺݔଵ, … , ݔ௏ሻ൯ 
and ൜ ࢞ ൌ ሺݔଵ, … , ݔ௏ሻ ∈ ܺ࢟ ൌ ሺݕଵ, … , ݕெሻ ∈ ܻ	; 
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࢞, ܺ and ܻ have the same meaning as above, but in a MOO ࢟ is the vector of the ܯ objective functions 
ݕଵ, … , ݕெ. 
2.2.2. Decision variable space and objective space 
One distinctive characteristic of MOO problems is that the objective functions constitute a multi-
dimensional space, called the objective space, besides the decision variable space common to all Single- and 
Multi-Objective Optimization problems. Between the two spaces a mapping is possible, i.e. for each solution 
࢞	in the ܸ-dimensional decision variable space there exists a point ࢌሺ࢞ሻ ൌ ࢠ ൌ ሺݖଵ, ݖଶ, … , ݖெሻ in the ܯ-
dimensional objective space, as illustrated in Figure 2.4. 
 
Figure 2.4. Mapping between the decision variable space and the corresponding objective space. 
2.2.3. Non-dominance and Pareto-optimality 
A decision vector ࢇ ∈ ܺ is said to be non-dominated regarding a set ܺᇱ ⊆ ܺ if and only if there is no vector 
in ܺᇱwhich dominates ࢇ: formally: 
ࢇ	is	non െ dominated	in	Xᇱ 			⟺ 			 ∄܉ᇱ ∈ Xᇱ:			܉ᇱ ≻ ࢇ 
If and only if the set ܺᇱ coincides with the whole parameter space ܺ, then the decision vector ࢇ non-
dominated in ܺᇱ is called Pareto-optimal. 
On the basis of the concept of dominance, for each point of the objective space (corresponding to a given 
solution ࢟) four subspaces are identified: one subspace whose points are dominated by solution ࢟, one 
subspace whose points dominate solution ࢟ and two subspaces whose points neither dominate nor are 
dominated by solution ࢟. Such subspaces can be regarded to as indifference zones, since any solution ࢟ᇱ 
belonging to any of those subspaces provides better value for at least one objective but at the same time 
worse value for at least one other objective, so that requirement a. of the definition of dominance (Section 
2.2.1) is never satisfied for any pair of solutions ࢟ and ࢟ᇱ. Such subspaces for a minimization problem of 
two objective functions ଵ݂ and ଶ݂ are illustrated in Figure 2.5 [5]. 
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Figure 2.5. Dominated, dominating and indifference zones in the objective space. 
The concept of Pareto-optimality is peculiar of MOO problems: Pareto-optimal decision vectors cannot be 
improved in any objective without causing a degradation in at least one of the other objectives. Hence, a 
Pareto-optimal vector represents a globally optimal solution. Note that a Pareto-optimal set does not 
necessarily contain all Pareto-optimal solutions in ܺ. The set of objective vectors ࢌሺࢇᇱሻ, being ࢇᇱ ∈ ܺᇱ a set 
of Pareto-optimal decision vectors, is called Pareto-optimal front or simply Pareto-front. The concept of 
Pareto-optimality concerns every MOO problem, due to the fact that in most of the practical MOO problem, 
the objective functions are conflicting by nature, i.e. the improvement of one of them very likely implies a 
worsening of the other ones. Hence, in those cases, each solution must represent a trade-off between the 
contrasting objectives. 
In Figure 2.6 four objective spaces of as many different MOO scenarios are shown [5]; in each case the 
objective functions can be either minimized or maximized as labelled. The Pareto-optimal fronts are marked 
with a solid curve; it is worth to notice that the Pareto-front might also be discontinuous, as in Figure 2.6 (b). 
 
Figure 2.6. Objective spaces and Pareto-fronts for minimization/maximization MOO problems. 
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2.3. Multi-Objective Evolutionary Algorithms (MOEAs) 
2.3.1. What is an Evolutionary Algorithm 
Evolutionary Algorithms (EAs) are methods for optimization problems that are too complex to be solved 
using deterministic techniques such as linear programming or gradient methods [13], [58]. The mechanism 
on the basis of EAs is the natural process of natural evolution: terms such as fitness, reproduction, mutation 
and selection are taken from biological vocabulary and adapted to be used in the context of metaheuristic 
optimisation algorithms. 
A fundamental concept of EAs is the notion of population, which is the set of the points of the search space 
on which the optimisation algorithm is run; each individual in the population of an EA is an encoded 
solution of the optimisation problem. Each individual is associated to a fitness value which is obtained 
evaluating the objective functions for that individual. Fitness measures how good solutions are distinguished 
from bad ones throughout the evolutionary optimization process. A flow-chart describing the basic 
procedure of a generic EA is illustrated in Figure 2.7. The phases which take place in an optimization by 
means of EAs are [2]: 
1. Initialization. An initial population of candidate solutions is generated; in most cases this mechanism 
is performed by picking random solutions within the decision variable space. 
2. Evaluation. Fitness value of each new individual is evaluated. 
3. Selection. Some members amongst the population are selected for reproduction. This procedure may 
be performed randomly or according to a survival-of-the-fittest mechanism which gives a higher 
probability to be selected to members with high-fitness rather than to individuals having low fitness 
values. 
4. Recombination. Candidate solutions are combined as parents (two or more at a time) and new 
children solutions are created. Offspring solutions are different from any parent and will combine 
parental traits. For the optimization process to success, the offspring solutions should be solutions 
having better fitness than the parents. 
5. Mutation. The chromosomes of candidate solutions are locally and randomly modified (one at a time), 
to perform a random search in the vicinity of the candidate solutions in the decision variable space. 
6. Replacement. Some members of the enlarged population given by the union of the old solutions and 
the offspring solutions are discarded following replacement criteria. 
Steps 2 to 6 are executed cyclically, so that they constitute one generation in the evolution process; 
generations follow one another until a stopping condition is met. 
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Figure 2.7. Evolutionary Optimization process flow-chart. 
2.3.2. Multi-Objective Evolutionary Algorithms 
EAs are easy to implement, robust, and inherently parallel [13], [15]. To solve a certain optimization 
problem using EAs, it is sufficient that one is able to evaluate the objective (cost) function for a given set of 
input parameters. However, most real-world problems involve simultaneous optimization of several often 
mutually conflicting objectives. Multi-Objective Evolutionary Algorithms (MOEAs) have been developed to 
find sets of optimal trade-off solutions for MOO problems. MOEAs inherit all of the favourable properties 
from their single objective relatives [13]. 
There are a number of MOEAs, differing based on the techniques adopted for the fitness assignment, elitism 
and diversity keeping [21], [22]. Some of the most common MOEAs are VEGA, [16], MOGA, [9], NPGA 
[13], PAES [12], PESA-II [3], SPEA2 [22] and NSGA-II [7]. In this work we focus on NSGA-II, as it is a 
well-known algorithm and it showed good performance in many bench tests [1], [19]. NSGA-II is an 
improved variant of the Non-dominated Sorting Genetic Algorithm (NSGA, [18]), which obviate some 
issues of NSGA involving high computational costs of non-dominated sorting, lack of elitism and the need 
for a parameterless diversity preservation technique [7]. 
The procedure of NSGA-II, which is described in the flow-chart of Figure 2.8, may be arranged into 7 
logical steps [25], [24]: 
1) the main evolutionary parameters (i.e. population size and maximum number of generations) are given 
and the objective functions are defined in terms of number of fitness functions, number of decision 
variables and range of the decision variables; 
2) the population is randomly initialized; all objective functions are evaluated for each individual and the 
data is stored in the chromosome variable; 
3) the population is sorted into fronts based on non-domination: a rank is assigned to each individual so 
that individuals having rank ݆ dominate all individuals having rank ݇ ൐ ݆ and are dominated by all 
individuals having rank ݅ ൏ ݆. Then, within each front, all individuals are classified depending on their 
crowding distance, that is a measure of how close an individual is to its neighbours; in order to better 
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preserve diversity in the population, individuals with higher crowding distance must be more suitable 
than the ones with lower crowding distance; 
4) a mating pool (half of the entire population) is picked by means of a binary tournament selection based 
on individual rank and crowding distance: taken two random individuals, the individual having 
smallest rank (or greatest crowding distance, if the rank is the same) is selected; 
5) generic operator on the mating pool is conducted to generate an offspring population; the evolution 
consists either in a Simulated Binary Crossover (SBX) [6], [27] or in a genetic mutation based on 
polynomial mutation [6], [26]; the crossover operator generates two children from a couple of parents, 
while mutation produces one child from a single parent. How well spread the children will be from 
their parents is determined by the distribution indices ߤ for crossover and ߤ௠ for mutation [24]; 
6) the intermediate population resulting from the previous step, which includes both parents and 
offspring, is in turn sorted based on the same criteria of non-domination and crowding distance; 
7) finally, a natural selection of the population is performed, i.e. only the individuals belonging to the first 
fronts survive while the others are discarded: this is accomplished by filling a new population starting 
from the individuals having rank 1, then rank 2 and so on; if including a full front would make the new 
population exceed the initial population size, only the individuals of that front with greater crowding 
distance are included in the new population. 
The number of generations evaluated is used as the stopping criterion, so steps 4, 5, 6, and 7 are cyclically 
run until the maximum number of generations is achieved. 
 
Figure 2.8. Algorithm for NSGA-II. 
2.4. Hybrid Game 
Hybrid Games are advanced optimisation methods which couple different strategies within one single 
framework in order to. A suitable implementation of Hybrid Game consists in one Pareto-player and a 
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number of Nash-players exchanging information each other to produce Nash-equilibrium and Pareto-optimal 
solutions at one time Error! Reference source not found.]. 
2.4.1. Nash-Genetic Algorithms 
A Multi-Objective Optimisation problem can be solved using as many players as the objective of the 
problem: each player optimises one criterion keeping all other criteria fixed by the other players [17], [31]. 
Such a strategy is called Nash-strategy and it tends to the so called Nash-equilibrium, i.e. the condition when 
no player can further improve its own objective [30]. 
Nash-strategies can be implemented within a Genetic Algorithm in order to obtain Nash-equilibrium 
solutions of Multi-Objective problems [66], Error! Reference source not found.],  
[28]  Periaux J, Lee DS, Gonzalez LF, Srinivas K (2009) Fast reconstruction of aerodynamic shapes using 
evolutionary algorithms and virtual Nash strategies in a CFD design environment. J Comput Appl Math 232:61–
71 
 [28] ,[29], [33]. A technique to implement a Nash-GA for an M-Objective Optimisation problem is to create 
ܯ distinct populations assigned to ܯ Nash-players; each player evolves its own population based on its own 
criterion and send its best solution to the other players, which in turn optimise their own criterion without 
changing any criterion optimised by the other players. The scheme proceeds generation after generation and 
the evolution can be considered completed when the Nash-equilibrium is reached. 
Figure 2.9 shows the flow-chart of a Nash-GA for the optimisation of a 2-objective problem. 
 
Figure 2.9. Flow-chart for a 2-objective Nash-GA. 
2.4.2. Hybrid Game Genetic Algorithms 
Hybrid Game is an extension of Nash-GA. The Hybrid Game developed in this work is a variant of the 
original Hybrid Game Error! Reference source not found.],  
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[28]  Periaux J, Lee DS, Gonzalez LF, Srinivas K (2009) Fast reconstruction of aerodynamic shapes using 
evolutionary algorithms and virtual Nash strategies in a CFD design environment. J Comput Appl Math 232:61–
71 
 [28]. The goal of coupling the Nash-strategy and the Pareto-strategy into a Hybrid Game is to speed up the 
convergence of the solutions found by the Pareto-player towards the Pareto-optimal front. The role of the 
Nash-players within a Hybrid Game is therefore to explore the extreme zones of the objective space and seed 
useful information to the Pareto-player and to the other Nash-players. In turn, the Pareto-player share with 
the Nash-players its best 
The exchange of information is conducted by sending and seeding some elite members from each population 
to the other ones. Such technique, called migration, is performed cyclically during the evolution and it is 
schematically represented in Figure 2.10, where the Nash-populations (green and red dots) and the Pareto-
population (black dots) are represented in the objective space of a 2-objective problem; the technique used to 
perform the migrations will be discussed in Section 3.4. Figure 2.11 shows the basic pseudocode for a 
Hybrid Game Evolutionary Algorithm. 
 
Figure 2.10. Migration of the elite groups between the popuations of Hybrid Game. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
initialise main population 
for m=1:M 
 initialise population of the mth Nash_player 
end 
while ~stop_condition 
 tournament selection on main population 
 genetic operator on main population 
 replace main population 
 select elite groups from main population 
 for m=1:M 
  tournament selection for mth Nash_population 
  genetic operator on mth Nash_population 
  replace mth Nash_population 
  select elite groups from mth Nash_population 
 end 
 perform migrations between populations 
end 
Figure 2.11. Pseudocode of HG coupled to MOEA. 
2.5. Test bench problems 
On the basis of the concepts of Hybrid Game detailed in this chapter, a Multi-Objective optimiser will be 
developed in this report. The algorithm will be tested and validated against a set of Multi-Objective 
optimisation problems of pure mathematical functions commonly used in literature [4], [20], [21], [25]. 
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Then, the performance of the algorithm against three practical Engineering problems will be explored. The 
following subsections detail all these problems. 
2.5.1. ZDT functions 
The Zitzler-Deb-Thiele’s (ZDT) functions are two-objective optimisation problems defined in the general 
form [21]: 
Minimise: ଵ݂ሺ࢞ሻ  Eq. 2.3 
 ଶ݂ሺ࢞ሻ ൌ ݃ሺ࢞ሻ ൉ ݄൫ ଵ݂ሺ࢞ሻ, ݃ሺ࢞ሻ൯   
where ࢞ ൌ ݔ௜     ݅ ൌ ሾ1, ݊ሿ 
Depending on the expressions assumed by the functions ଵ݂ሺ࢞ሻ, ݃ሺ࢞ሻ and ݄ሺ࢞ሻ, six problems were defined. 
The ZDT functions which will be used as bench tests in this work are the ZDT1, ZDT2, ZDT3, ZDT4 and 
ZDT6 (Table 2.1). The range of the decision variables and the shape of the true Pareto-fronts (found for 
݃ሺ࢞ሻ ൌ 1) are summarised in Table 2.2. 
 ଵ݂ሺ࢞ሻ ݃ሺ࢞ሻ ݄ሺ࢞ሻ ݊ 
ZDT1 ݔଵ 1 ൅ 9 ൉ ∑ ݔ௜
௡௜ୀଶ
݊ െ 1  ቎1 െ ඨ
ݔଵ
݃ ቏ 30 
ZDT2 ݔଵ 1 ൅ 9 ൉ ∑ ݔ௜
௡௜ୀଶ
݊ െ 1  ቈ1 െ ൬
ݔଵ
݃ ൰
ଶ
቉ 30 
ZDT3 ݔଵ 1 ൅ 9 ൉ ∑ ݔ௜
௡௜ୀଶ
݊ െ 1  ቎1 െ ඨ
ݔଵ
݃ െ
ݔଵ
݃ sinሺ10ߨݔଵሻ቏ 30 
ZDT4 ݔଵ 
1 ൅ 10ሺ݊ െ 1ሻ ൅
൅෍ൣݔ௜ଶ െ 10 cosሺ4ߨݔ௜ሻ൧
௡
௜ୀଶ
቎1 െ ඨݔଵ݃ ቏ 10 
ZDT6 1 െ ݁ିସ௫భ ൉ sin଺ሺ6ߨݔଵሻ 1 ൅ 9 ൉ ቈ∑ ݔ௜
௡௜ୀଶ
݊ െ 1 ቉
଴.ଶହ
 ቈ1 െ ൬ݔଵ݃ ൰
ଶ
቉ 10 
Table 2.1. Definition of the ZDT functions set. 
 RANGE OF ݔଵ RANGE OF ݔଶ, … , ݔ௡ SHAPE OF THE PARETO-FRONT 
ZDT1 ሾ0,1ሿ ሾ0,1ሿ convex 
ZDT2 ሾ0,1ሿ ሾ0,1ሿ nonconvex 
ZDT3 ሾ0,1ሿ ሾ0,1ሿ convex, discontionuous 
ZDT4 ሾ0,1ሿ ሾെ5,5ሿ convex 
ZDT6 ሾ0,1ሿ ሾ0,1ሿ nonconvex 
Table 2.2. Range of the decision variables and shape of the Pareto-front of the ZDT functions set. 
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2.5.2. Multi-Objective Engineering design problems 
In the following subsections, three mechanical component design problems are presented and formulated as 
Multi-Objective Optimisation problems. 
2.5.2.1. Design of a gear train 
This problem [37] requires the design of a gear train providing a given gear ratio of ଵ଺.ଽଷଵ between the driver 
and the follower. The objective to minimise are the error between the desired gear ratio and the obtained 
gear ratio ሺ ଵ݂ሻ and  the maximum size of the gears. The decision variables are the numbers of teeth of each 
gear, which must be integer ranging from 12 to 60. 
The problem can be formulated as follows: 
Minimise: ଵ݂ሺ࢞ሻ ൌ ଵ଺.ଽଷଵ െ
்೏
்ೌ ൉
்್
்೑  Eq. 2.4 
 ଶ݂ሺ࢞ሻ ൌ max൫ ௗܶ, ௔ܶ, ௕ܶ , ௙ܶ൯ 
subject to: 12 ൑ ௗܶ, ௔ܶ, ௕ܶ , ௙ܶ ൑ 60 
 ௗܶ , ௔ܶ, ௕ܶ , ௙ܶ ∈ Գା 
 
Figure 2.12. Gear train of given gear ratio. 
2.5.2.2. Design of a two-bar truss 
This problem [35] concerns the design of a two-bar truss subject to a load of 100kN. The objective functions 
to minimise are the cost (considered proportional to the total volume ଵ݂ of the truss) and the maximum stress 
ଶ݂ of the two members, which must be smaller than 100݇ܲܽ. Referring to the notation in Figure 2.13, the 
decision variables involved are the vertical distance between B and C (ݕ) and the lengths of the members AC 
ሺݔଵሻ and BC ሺݔଶሻ. 
 
Thus, the formulation of the problem results: 
Minimise: ଵ݂ሺ࢞ሻ ൌ ݔଵඥ16 ൅ ݕଶ ൅ ݔଶඥ1 ൅ ݕଶ  Eq. 2.5 
 ଶ݂ሺ࢞ሻ ൌ max ൬ଶ଴൉ඥଵ଺ା௬
మ
௬൉௫భ ,
଼଴൉ඥଵା௬మ
௬൉௫మ ൰ 
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subject to: ݔଵ, ݔଶ ൒ 0 
 1 ൑ ݕ ൑ 3 
 ଶ݂ሺ࢞ሻ ൑ 10ହ 
 
Figure 2.13. Two-bar truss. 
2.5.2.3. Design of a welded beam 
This problem, in its Multi-Objective formulation requests the minimisation of the production costs ( ଵ݂) and 
the minimisation of the tip deflection ( ଶ݂) of a beam welded to a rigid member. The beam must support a 
shear load ܨ ൌ 6000݈ܾ force applied at its end [34]. 
 
Figure 2.14. Welded beam subjected to a shear load ࡲ. 
Four constraints are applied: the shear stress ߬ must be smaller than the allowable shear strength ߬ெ஺௑ of the 
material, the normal stress ߪ at the root must be smaller than the yield strength ߪெ஺௑, the thickness of the 
beam ܾ must be greater than the thickness of the weld ݄ and the buckling load must be greater than the force 
applied. After substituting the problem data and reducing the equations [36], the problem is formulated as 
follows: 
Minimise: ଵ݂ሺ࢞ሻ ൌ 1.10471݄ଶ݈ ൅ 0.04811ݐܾ ൉ ሺ14.0 ൅ ݈ሻ  Eq. 2.6 
 ଶ݂ሺ࢞ሻ ൌ ଶ.ଵଽହଶ௧య௕  
subject to: 13600 െ ߬	 ൒ 0 
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 30000 െ ߪ ൒ 0 
 ܾ െ ݄ ൒ 0 
 ௖ܲ െ 6000 ൒ 0 
2.6. Travelling Salesman Problem (TSP) 
The Travelling Salesman Problem (TSP) is a combinatorial optimisation problem formally stated as [38]: 
Minimise: ∑ ∑ ݀௜௝ݔ௜௝ே௝ୀଵே௜ୀଵ  Eq. 2.7 
subject to: ∑ ݔ௜௝ே௜ୀଵ ൌ 1,     ݆ ൌ 1,… ,ܰ 
 ∑ ݔ௜௝ே௝ୀଵ ൌ 1,     ݅ ൌ 1,… ,ܰ 
 ݔ௜௝ ൌ ሼ0,1ሽ 
The problem requires to minimise the total cost of a tour between a set of ܰ cities, given the cost function 
݀௜௝ ൌ ௝݀௜ between each pair of cities ݅ and ݆; ݔ௜௝ is a discrete variable which can assume only value 0 or 1. 
The constraints indicate that the tour must visit each city only once, thus the solution of the TSP is the 
shortest Hamiltonian cycle (i.e. a close cycle visiting each node exactly once) of the graph whose nodes are 
the cities. 
The total number of tours satisfying the constraints of a ܰ-dimensional TSP is ሺܰ െ 1ሻ!, therefore the 
solution of a TSP by comparison of all the possible solutions becomes practically impossible for a few tens 
of cities. Many optimisation algorithms [46], [47], [48], [49], [50], [51], and heuristic techniques [41], [40] 
have been proposed during the last decades to solve the TSP. Currently, Concorde software [39] is one of 
the best TSP solvers [38], and its solution will be used in this work (Section 4.5) as the reference to estimate 
the quality of the paths found. Figure 2.15 shows a screenshot of the Windows Graphical User Interface [59] 
of Concorde software; the blue dots are the cities of a TSP test case and the red lines are the related shortest 
Hamiltonian cycle. 
 
Figure 2.15. Screenshot of the Windows GUI of Concorde software. 
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Many efforts were also done to solve the TSP by means of Evolutionary Algorithms [42], [43], [44], [45], 
[32]. The major issues concerning the application of Evolutionary Algorithms to the TSP are related to the 
chromosome definition and the genetic operators. In order to obtain suitable implementations, the 
chromosomes must be designed in such a way that their genes can represent the properties of feasible 
solutions. Most of the implementations of Evolutionary Algorithms for TSP found in literature use a real-
coded chromosome representation instead of binary representation. The reason is that the binary 
representation of Hamiltonian cycles requires specific procedures to check the feasibility of the strings, 
generally leading to poor performance of the algorithm [32]. Amongst the possible real-coded representation 
of round trips between the cities of a TSP, two categories are identifiable, that is the vector representation 
and the matrix representation [53], [54], [55], [56]; within those two categories, however, the representation 
of a candidate solution is not unique and each representation is suitable to be operated with its own mutation 
and crossover operators. In fact, the generic operators used for must be able to combine the parents 
transferring useful information to the offspring in a non-destructive manner [57]. 
2.7. Conclusions 
This chapter described a literature review of the topics concerning the Multi-Objective Optimisation, 
providing the basic concepts and definitions. A survey on Multi-Objective Evolutionary Algorithms was 
given and the state-of-the-art algorithms (NSGA-II, Nash-GA and Hybrid Game) were detailed. Finally, the 
Travelling Salesman Problem in its classical Single-objective formulation was presented. 
The next chapter focuses on the implementation of a Hybrid Game algorithm, which will be tested on the 
test bench cases of Multi-Objective Optimisation proposed in this chapter. 
 
Chapter 3. HYBRID GAME FRAMEWORK 
3.1. Overview 
In this chapter the implementation of the Hybrid Game framework is detailed. Section 3.2 and Section 3.3 
illustrate the strategy used by the Pareto-Player and by the Nash-Players of the Hybrid Game. The technique 
adopted to share information between the populations is shown in Section 3.4, Section 3.5 will evaluate the 
performance of the novel algorithm, against the mathematical functions and the practical Multi-Objective 
Optimization design problems described in Section 2.5. 
3.2. Pareto-player’s Multi-Objective strategy 
As presented in the previous chapter, a Hybrid Game Multi-Objective Optimisation Evolutionary Algorithm 
consists of one Pareto-player assisted by as many Nash-players as the objective functions of the problem. 
Each player adopts its own evolutionary strategy and cooperates with the others to create a set of Pareto-
optimal solutions to the problem. In this section the strategy implemented for the Pareto-player is presented. 
The Pareto-player of the algorithm developed in this report consists of a Multi-Objective Evolutionary 
Algorithm; in particular, the algorithm implemented is an variant of the well-known NSGA-II software [7]. 
The global logic of the optimisation process was the one detailed in Section 2.3.2, but the variant proposed 
in this work concerns the population size. 
In its original formulation, NSGA-II works on a population of predetermined size which is kept constant 
throughout the whole evolution [7]. The computational cost to evaluate one generation is ܱሺܯܰଶሻ, being ܯ 
the number of objective functions and ܰ the population size [4]. The basic idea encouraging the new scheme 
proposed in this work is to reduce the computational cost of the original NSGA-II algorithm by making it 
work on a population of variable size, in order to obtain better convergence towards the Pareto-front in less 
time [11]. For this purpose, a sort of demographic growth was implemented so that the size of the population 
changes in accordance with a given law. 
The user of the software and algorithms developed in this report is allowed to set both the maximum running 
time of the evolution process as well as the time-dependant law of demographic growth. All the tests 
presented in this work are conducted with populations varying exponentially with the time elapsed from the 
beginning of the evolution. Once the maximum time ெܶ஺௑, the initial population size ݌݋݌_ݏ݅ݖ݁௜ and the final 
population size ݌݋݌_ݏ݅ݖ݁௙ are set, the number of individuals at a time ݐ∗ is dependent only on the exponent 
ߙ (Figure 3.1). The higher the value of α, the higher is the time spent performing the evolution on a low-size 
population, hence the lower the computational cost required for the evaluation of a single generation. 
Nevertheless, the higher the ߙ, the steeper the growth rate in the last part of the evolution, with the 
consequence of a reduction of the effectiveness of the replacement operator. 
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Figure 3.1. Exponential time-dependent variation of the population size. 
Several tests were performed to choose the value of the exponent ߙ and good results were found for ߙ ൌ 2. 
This value provides a good compromise between the time saved during the first generations and the 
efficiency of the intermediate population replacement during the last part of the evolution. In all the 
following tests presented ߙ ൌ 2 will be used. The same demographic growth technique is implemented also 
for the populations operated by the Nash-players. 
3.3. Nash-Players’ Single-Objective strategy 
As described in Section 2.4.2, Hybrid Game is designed to be able to produce Nash-equilibrium and Pareto-
optimal solutions in one single run. Each Nash-player of Hybrid Game optimizes one objective and produces 
optimal solutions speeding-up the convergence of the global Pareto-player towards the Pareto-optimal 
solutions set. 
Figure 3.2 shows the pseudocode implemented for the strategy of the generic ݉௧௛ Nash-player within the 
Hybrid Game. 
1 
2 
3 
4 
5 
6 
7 
select the parents for reproduction 
identify the decision variables for mth Nash_player 
apply the specific genetic operator on the decision variables
evaluate the fitness of the new members 
create the intermediate population 
sort the intermediate population 
replace population 
Figure 3.2. Pseudocode of the strategy for the ࢓࢚ࢎ Nash-player within the Hybrid Game. 
Hence, the Nash-player’s strategy is implemented following the usual structure of a generic EA, but with 
some specific additional features which are worth to be highlighted. 
First, the parent-selection and the population-sorting operators used by Nash-players are different from those 
used by the Pareto-player; the reason is that Nash-players are used to optimize only one objective at a time, 
so that the elitist criteria used by the Pareto-player are not suitable to be used by Nash-players. In particular, 
the mating pool of the Nash-players is obtained by merging two subsets of individuals: the first subset is 
filled up using an elitist criterion (i.e. best fitness-valued members have high probability to be included in 
the mating pool) while the second subset is formed by randomly picked members. The purpose of such a 
combined parent-selection is to guarantee the involvement of the new members coming from other 
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populations (which would likely have worse fitness value than the original) in the evolution of the Nash-
populations. 
The second property of the Nash-players strategy is the absence of any stopping criteria. The optimization 
performed by the Nash-players is indeed functional to the overall Multi-Objective Optimization process of 
Hybrid Game, and the role of the Nash-players is to help the Pareto-player in the pursuit of the optimal 
trade-off solution. Hence, no stopping criteria is applied to the Nash-Players optimization process, but only 
to the main Pareto-player of the Hybrid Game since the results which are provided to the user are the Pareto-
optimal solutions generated by the Pareto-player. 
Another important feature of the Nash-players strategy is that the application of the genetic operators occurs 
after the selection of the decision variables specific for that Nash-player. The action of a given Nash-player 
is hence restricted to just some genes instead of the whole chromosome. Each Nash-player cannot apply its 
own genetic operator on all the decision variables, but it can only modify some genes while the other ones 
are kept frozen. This mechanism implies that the gene pool of the members of a Nash-population is only 
partially modified by the associated Nash-player, so that the effects produced by each Nash-player on the 
other objective functions are minimised. An important issue in the development of a Hybrid Game algorithm 
is consequently the selection of the decision variables on which every Nash-player will be allowed to 
operate: wrong choices would inevitably entail the ineffectiveness of the Nash-players and therefore result in 
poor performance of the whole algorithm. As the results presented in Section 3.5 will show, the task 
becomes particularly difficult when the effects of the decision variables on each objective function is not 
well-defined, while it is reasonably straightforward when the user can correctly predict the importance of 
each gene on the objective functions. 
The most pragmatic consequence of this feature of Hybrid Game is for real-world optimization problem, the 
formulation of the model describing the optimization problem is a crucial matter, since the problem should 
be carefully formulated in such a way that the effect of the decision variables can be easily discerned and an 
efficient strategy can be implemented. 
3.4. Elite migration technique 
One of the most important issues related to the implementation of a Hybrid Game strategy coupled to an 
MOEA is the way the useful information is shared between the players. In general, such an exchange of 
information occurs by means of cyclic migrations of some individuals between the populations involved into 
the evolution process; the individuals which are selected for the migration constitute an elite group which is 
responsible of the success of the hybrid strategy. It is clear then that the members belonging to the elite 
group for the migration between two populations must have high fitness function values, but the multi-
objectiveness of the Hybrid Game makes the choice of the members to be sent not straightforward. 
Let us consider the migration between two populations ܣ and ܤ and be ݈݁݅ݐ ஺݁஻ the elite group to be sent 
from population ܣ to population ܤ. Since the two related Nash-players optimise two different objective 
functions, there are at least two criteria for the selection of the elite members from population ܣ, i.e. the elite 
members can have high fitness from the standpoint of the Nash-player acting on either the origin population 
or the destination population. The two options present their own advantages and drawbacks as well. If the 
elite group being sent from ܣ to ܤ is selected in accordance to the objective function optimized by Nash-
player ܣ (operating on the origin population), the algorithm is faster and the members being sent to 
population ܤ are actually the ones that have the major benefit from the operations of the associated Nash-
player. At the same time, once the members of population ܣ are in Nash-equilibrium the individuals being 
sent to the other populations would not change further and as a consequence there would be a reduction of 
the effectiveness of the migration technique. Such advantages and drawbacks are swapped if, on the other 
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side, the members populating the elite group migrating from population ܣ to population ܤ are the ones 
having the best fitness value from the standpoint of Nash-player ܤ (optimizing the destination population): 
the algorithm becomes slower because the origin population must be sorted in accordance to the destination 
objective and there is no guarantee that the members being sent have been optimized by Nash-player ܣ. 
Nevertheless, such a choice offers the advantage of a wider diversity (i.e. a higher exchange of useful 
information) throughout the evolution process. Moreover, the gap due to the extra time spent in forming the 
migrating elite group is likely reduced thanks to the best fitness value that migrating individuals already 
have when they are optimised by the destination Nash-player. 
In the framework which is being built in this chapter, the ݈݁݅ݐ ஺݁஻ is populated in accordance to the second 
option, i.e. the criterion on which the individuals of population ܣ are selected is the same for which the 
receiving population ܤ is optimised; the reason which drove this choice is the aim to keep the exchange of 
information during the evolution as high as possible while simultaneously reducing the risk to get trapped in 
some local minima. 
Similar issues are observable when the migration between any Nash-population ܰ and the Pareto-population 
ܲ is being designed. In this case, the choice of the criterion which guides the formation of the subgroups 
݈݁݅ݐ݁ே௉ (migrating from any population ܰ to population ܲ) and ݈݁݅ݐ݁௉ே (migrating from population ܲ to any 
population ܰ) is not straightforward. In the framework presented here, when building any elite group 
involving the main population, the members are picked from the original population based on their Pareto-
ranking values. The reason of this ݈݁݅ݐ݁ே௉ choice are analogous to the one explained above for the migration 
between any pair of Nash-populations (since the members having lower Pareto-rank are practically the best 
members from the Pareto-player standpoint). The same criterion is followed when forming the elite group 
migrating from the Pareto-population ܲ to any Nash-population ܰ, even if, to be strictly coherent, the group 
݈݁݅ݐ݁௉ே should have been selected based on the fitness value optimized in the destination population. The 
reason why such method is adopted here is because the drawbacks associated with it are reduced by the 
relative size of the populations: as discussed before, the risk of choosing members in accordance with the 
fitness they have in the origin population is that the same members might be chosen and the effectiveness of 
the information exchange is degraded; however, if the main population is sensibly bigger than the size of the 
elite group sent to the Nash-populations, then the probability of choosing the same members is low and the 
diversity during the migrations is not compromised; in addition, the Pareto-front of the main population (i.e. 
the set of individuals having Pareto-rank equal to one) is continuously changing throughout the evolution, 
and this is a further guarantee that the diversity is preserved when the elite groups from the main populations 
are created. 
Figure 3.3 shows the pseudocode of the method adopted to perform the migration in the algorithm presented 
in this chapter. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
if mod(gen,gpm)==0 
 for m=1:M 
  create elite_Pm 
  create elite_mP 
  for n=1:M 
   create elite_mn 
  end 
  merge main population and elite_mP 
 end 
 for m=1:M 
  merge nth population and elite_mn 
 end 
end 
Figure 3.3. Pseudocode of migration within the Hybrid Game. 
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As it can be seen, the parameter ݃݌݉ (standing for generations per migration) is used to control the 
frequency of migrations with respect to the generations evaluated inside the Hybrid Game: such parameter 
defines the number of generations which must be evaluated by every player of the Hybrid Game between 
two consecutive migrations. The reason why such a regulation is performed is to give the individuals in each 
population the time necessary to evolve and hence improve the benefit of the migrations of the elite groups. 
The value of the parameter ݃݌݉ is tuned in advance in order to obtain the best results in terms of 
performance of the whole algorithm. The number of generations occurring between one migration and the 
next one is thus set as a consequence of the difficulty of the problem being optimized, so that its value (as 
well as the size of the elite groups) is chosen on a case by case basis. 
3.5. Benchmark and validation of the algorithm 
The algorithm described above was coded in Matlab and validated optimising a number of benchmark MOO 
problems. First, the algorithm is tested against the mathematical benchmark cases presented in Section 2.5; 
after, its performance in optimizing some practical Engineering problems is presented. The results of the 
algorithm are compared with the true Pareto-front of the problem (when known). All the results presented 
here are obtained coupling the Hybrid Game to the variant of NSGA-II proposed in Section 3.2. The 
hardware used for the tests is a PC running Windows 7 64 bit with a 2.40 GHz Intel(R) Core(TM) i5-M450 
CPU and 4GB of RAM. The chromosome definition and the variables assigned to each Nash-player are 
detailed for each for each set of benchmark cases,  
3.5.1. Mathematical test cases: ZDT functions 
As detailed in Section 2.5.1, the ZDTs are mathematical functions of ten or thirty variables; the value of the 
decision variable ݔ௜ is the ݅௧௛ gene of the chromosomes used in the evolutionary optimisation. The only 
decision variables assigned to the first Nash-player is ݔଵ, while all the other variables are assigned to the 
second Nash-player. The evolutionary parameters used for the optimisation of this set of functions are 
summarised in Table 3.1. 
 ZDT1 ZDT2 ZDT3 ZDT4 ZDT6 
main pop.size 20:100 20:100 20:100 20:100 20:100 
Nash-pop.size 15:50 15:50 15:50 15:50 15:50 
growth 
exponent 2 2 2 2 2 
elite group 
size 2 2 2 2 2 
gen_per_migr 1 1 1 1 1 
maximum 
time [s] 30 30 45 60 15 
generations 
evaluated 1150 1124 1672 2395 1949 
Table 3.1. Evolutionary parameters used for the ZDT test functions. 
The members of the final Pareto-front found for the ZDT functions are plotted as red dots from Figure 3.4 to 
Figure 3.8; for comparison, the true analytical Pareto-front is plotted as a green dotted line. It can be seen 
that the Hybrid Game finds the solution to all cases. 
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Figure 3.4. Pareto-front found for function ZDT1. 
 
Figure 3.5. Pareto-front found for function ZDT2. 
 
Figure 3.6. Pareto-front found for function ZDT3. 
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Figure 3.7. Pareto-front found for function ZDT4. 
 
Figure 3.8. Pareto-front found for function ZDT6. 
3.5.2. Multi-Objective Engineering problems 
The performance of the algorithm on the Engineering Optimisation problems proposed in Section 2.5.2 is 
now evaluated. Penalty functions [64] are used to take into account the constraints of such problems: when 
the objective functions of each member are evaluated, a penalty value is added to the objective functions if 
the constraints inequalities are not satisfied. 
The members of the final Pareto-front found for the Engineering problems are plotted as red dots from 
Figure 3.9 to Figure 3.11; the true Pareto-front of the gear train design is plotted as a green dotted line. 
The evolutionary parameters used for the optimisation of this set of problems are summarised in Table 3.2. 
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 Gear train design Truss design Welded beam design 
main pop.size 40:100 40:100 40:100 
Nash-pop.size 15:50 15:50 15:50 
growth 
exponent 2 2 2 
elite groups 
size 2 2 2 
gen_per_migr 1 1 1 
penalty value 
on ଵ݂ 
- 10ଶ 10ଶ 
penalty value 
on ଶ݂ 
- 10଻ 10ିଵ 
maximum 
time [s] 120 120 120 
generations 
evaluated 2676 2487 2060 
Table 3.2. Evolutionary parameters used for the Engineering Optimisation test problems. 
3.5.2.1. Gear train design 
The decision variables of the gear train design problem are the number of teeth ௗܶ, ௔ܶ, ௕ܶ and ௙ܶ of each 
gear. The chromosomes used for this test case is: 
݄ܿݎ݋݉݋ݏ݋݉݁௚௘௔௥ ൌ ൣ ௗܶ, ௔ܶ, ௕ܶ , ௙ܶ൧. 
The decision variables assigned to the first Nash-player are ௗܶ and ௔ܶ, while ௕ܶ and ௙ܶ are assigned to the 
second Nash-player, so that each Nah-player is intended to optimise one side the gear train. 
To obtain feasible results, after the application of the genetic operator, the decision variables are rounded to 
the closest integer. 
 
Figure 3.9. Pareto-front found for the gear train design problem. 
3.5.2.2. Two-bar truss design 
The decision variables of the truss design problem are the lengths of the two bars ݔଵ and ݔଶ and the height ݕ 
of the truss. The chromosomes used for this test case is: 
݄ܿݎ݋݉݋ݏ݋݉݁௧௥௨௦௦ ൌ ሾݔଵ, ݔଶ, ݕሿ. 
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The decision variable assigned to the first Nash-player is ݔଵ while ݔଶ is assigned to the second Nash-player; 
the variable ݕ is modifiable by both the Nash-players. 
 
Figure 3.10. Pareto-front found for the truss design problem. 
3.5.2.3. Welded beam design 
The decision variables of the welded beam design problem are the dimensions of the beam (ܾ and ݐ) and the 
dimensions of the weld (݈ and ݄). The chromosomes used for this test case is: 
݄ܿݎ݋݉݋ݏ݋݉݁௕௘௔௠ ൌ ሾ݄, l	, ݐ, ܾሿ. 
The decision variables assigned to the first Nash-player are the dimensions of the weld (i.e. ݄ and ݈), while 
the dimensions of the beam (i.e. ݐ and ܾ) are assigned to the second Nash-player. 
 
Figure 3.11. Pareto-front found for the welded beam design problem. 
3.6. Conclusions 
This chapter presented an implementation of a Hybrid Game Evolutionary Algorithm for the optimisation of 
Multi-Objective problems. The strategy used by the Pareto-player of the Hybrid Game is the Multi-Objective 
Optimisation Algorithm NSGA-II, while an original strategy was implemented for the Nash-players. A time-
dependent demographic growth technique was implemented and applied to all the populations. 
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The framework was tested on a set of mathematical problems, namely the ZDT functions, and on a set of 
Engineering problems. The analysis of the results leads to the following considerations. 
First, it was noticed that the algorithm proved to be able to find the true Pareto-front of all the ZDT functions 
but the ZDT4, for which all the members of the final population are sub-optimal solutions. Such an 
anomalous behaviour is supposed to be due to intrinsic complexity of the ZDT4 function, which has 21ଽ of 
local Pareto-fronts in the problem. Such a considerably high number of local minima makes the algorithm 
get stuck in one of them preventing the convergence towards the global Pareto-front. 
Amongst the Engineering optimisation problems evaluated, the true Pareto-front was available only in the 
gear design case. Plotting the Pareto-front found by the algorithm against the true Pareto-front of the 
problem it was noted that some values of the true Pareto-front were not found by the algorithm. A global 
well spread set of optimal solutions was found. On the contrary, no direct numerical comparison of the 
results obtained for the truss design and the welded beam optimisation problems was available. The results 
found in literature [34], however, indicate that the performance of the algorithm presented here are not fully 
satisfying in terms of spread of the Pareto-front and time required for the optimisation process. It is 
reasonable to assume that an improvement of the results can be obtained by using a more suitable genetic 
operator instead of the SBX crossover. 
Moreover, an intrinsic difficulty of the Engineering problems tested here is that the effects of each decision 
variable on the objective functions are not straightforward to identify. This probably prevented an adequate 
assignment of the decision variables to the Nash-players, leading to the adoption of a weak overall strategy 
of the Hybrid Game framework. 
In	conclusion,	the	results	obtained	suggest	that	the	framework	proposed	is	a	suitable	implementation	
of	 a	 Multi‐Objective	 Optimisation	 Algorithm,	 provided	 that	 the	 right	 consideration	 is	 given	 to	 the	
warnings	concerning	the	genetic	operators	and	the	method	adopted	to	assign	the	decision	variables	to	
the	 Nash‐players.	 In	 the	 next	 chapter,	 such	 warnings	 will	 be	 carefully	 taken	 into	 account	 and	 the	
optimisation	algorithm	developed	here	will	be	adequately	modified	to	solve	Multi‐Objective	instances	
of	the	Travelling	Salesman	Problem:	customised genetic operators will be implemented for the particular 
problem and an effective technique to assign the decision variables to the Nash-player will be implemented.	
 
Chapter 4. MULTI-OBJECTIVE TSP 
4.1. Overview 
This chapter details a novel formulation of the Multi-Objective Travelling Salesman Problem (MO-TSP) and 
the techniques implemented for its solution. The methods adopted to extend the classical TSP into a Multi-
Objective Optimisation problem are illustrated in Section 4.2. The operators implemented are listed in 
Section 4.3, while Section 4.4 illustrates the way they are used by the players of the Hybrid Game. The 
results obtained for some benchmark cases are finally shown in Section 4.5. 
4.2. Multi-Objective TSP 
The Travelling Salesman Problem (TSP) is a classical combinatorial optimization problem which has been 
widely studied since it was first formulated. In its original statement, the TSP is a Single-Objective problem 
but here an enhanced Multi-Objective version of this classical problem is being presented as an exploitable 
model for mission planning of aerial survey tasks. The MOEA framework developed and described in 
Chapter 3 is used to solve Multi-Objective TSP (MO-TSP) problems. To achieve the best performance for 
the MO-TSP, the strategies implemented for the players of Hybrid Game must be particularized. 
The algorithm which is being presented here can be conceptually divided into three steps, which are run in 
sequence: 
 pre-processing: the environment data is imported and decoded; the evolutionary parameters are set 
and the initial populations are initialized. 
 processing: the core of the software is run: the populations evolve and the elite groups migrate until 
a stopping criterion is met. If a proper flag variable is set, at the end of each generation the Pareto-
fronts and the best paths found are plotted in order to make the user updated of the progress during 
the evolution process. 
 post-processing: the chromosomes belonging to the final Pareto-front of the main population are 
stored in an external file. The final Pareto-front of the main population, the shortest path and the 
safest path found are shown in separate figures; the user can also select one member of the final 
population and see the related path. 
4.2.1. Chromosome definition and MO-TSP formulation 
In order to formulate a model for the implementation of a TSP solver, one of the major issues is the 
implementation of a method to describe a candidate solution. Conceptually, any permutation of the cities is a 
feasible solution of the TSP, and a suitable way to describe it must be found. As explained in Section 2.6, a 
number of methods have been proposed in literature and they can be grouped into two categories, depending 
on the representation of the chromosome as a vector or as a matrix. In this work the approach used is the so 
called path representation, i.e. the path is coded as the ordered list of the cities visited in the candidate 
solution. Such a representation is probably the most natural and intuitive for humans and also it presents the 
major advantage that it is computationally easy to check the feasibility of a candidate path. One of the 
requirements of the TSP is indeed that all the cities must be visited only once, so that if a path is not a 
permutation of the cities, it cannot be considered a feasible solution. The efficiency of the solver is hence 
subjected to the possibility of avoiding the output of unfeasible solutions [32]; adopting the path 
representation allowed the implementation of crossover and mutation operators which efficiently exclude the 
production of unfeasible offspring. 
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To encode the chromosome using the path representation, the cities are labelled with progressive numbering, 
so that the chromosome is simply the ordered sequence of the cities which gives the candidate path. The 
coordinates of the cities are imported into the workspace of the algorithm in one matrix of size ሾ2 ൈ ܸሿ; 
fixed a Cartesian reference system ሺܱ; ݔ, ݕሻ, the ݅௧௛ column of this matrix contains the coordinates of the ݅௧௛ 
city. 
ቂݔଵݕଵ		
ݔଶݕଶ		
…
…		
ݔ௜ݕ௜		
…
…		
ݔ௏ିଵݕ௏ିଵ		
ݔ௏ݕ௏ቃ 
As an example, let us consider the simple TSP of 9 random cities represented as black dots and labelled as in 
Figure 4.1; the coordinates of the cities in a two-dimensional reference system are summarised in Table 4.1. 
 
Figure 4.1. Example 9-city TSP. 
 Cities 1 2 3 4 5 6 7 8 9 
X 0.6892 0.4505 0.2290 0.1524 0.5383 0.0782 0.1067 0.0046 0.8173 
Y 0.7482 0.0838 0.9133 0.8258 0.9961 0.4427 0.9619 0.7749 0.8687 
Table 4.1. Coordinates of the cities of a 9-city example TSP. 
The path representation of two possible solutions path1 and path2 of such a TSP is then  
path1=[1 6 5 7 9 4 3 2 8] 
path2=[8 6 4 7 9 5 3 1 2] 
They are representative of the paths (a) and (b) of Figure 4.2 respectively. 
 
Figure 4.2. Representation of the example paths path1 and path2. 
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An important feature of the path representation is that a complete path though the cities of ܸ-dimensional 
TSP can be expressed in 2 ൉ ܸ possible ways, due to the circularity of the solution of the TSP. Given the 
string describing a path and any two complementary fractions [s1] and [s2] of it, both of the 
combinations of [s1] and [s2] are feasible and equivalent paths; as an example, the two paths path1’ 
and path1’’, are equivalent to the example path1 written above: 
path1’  = [3 2 8 1 6 5 7 9 4] ≡ path1 
path1’’ = [5 7 9 4 3 2 8 1 6] ≡ path1 
As will be highlighted in Section 4.3, the peculiarity of such a representation will be conveniently exploited 
by some of the genetic operators implemented. Nevertheless, the multiplicity of possible representations of 
the same path turns in a drawback during the replacement process, because of the computational difficulties 
to detect if two chromosomes represent different paths or if they are equivalent. The technique adopted to 
solve the problem of keeping the diversity of the populations will be presented in Section 4.4. 
4.2.2. Objective functions: length and risk definition 
In order to build-up a model which can be later exploited as the basis for the aerial mission path planning, 
the MO-TSP formulation presented here involves the two following cost functions ଵ݂ and ଶ݂: 
 ଵ݂ ൌ ܮ is the length travelled, i.e. in a two-dimensional environment the Euclidean distance between 
the coordinates of any couple of consecutive cities of the tour; 
 ଶ݂ ൌ ܴ is an additional cost function referred to as the risk of the tour. 
To introduce the risk function, the model includes a number of elements, called risk-inducing points or 
simply dangerous points whose presence induces a cost to the paths passing in its vicinity closer than a 
certain threshold. Once the position of all the dangerous points and the threshold value are set, every point of 
the space is within the range of a certain number ݊஽ of dangerous points. The risk ଶ݂ሺ݅, ݆ሻ of the edge 
between the cities ݅ and ݆ is then defined as the total number of dangerous points encountered during the 
travel from ݅ to ݆ on the left and right side of the edge. 
Figure 4.3 shows the 9-city example TSP described previously where 50 dangerous points are randomly 
placed within the range ሾ0,1ሿ ൈ ሾ0,1ሿ. The tour path1 is also shown as a dashed blue line. The yellow-
shaded area plotted in the same picture identifies the region (threshold=0.05) within which any dangerous 
points affects the risk of the first edge of the path [1 6]. 
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Figure 4.3. Risk evaluation of the edge [1 6]. 
As it can be noticed, two risk-inducing points are within the yellow region, this meaning that the cost 
function ଶ݂ of the edge [1 6] results to be equal to two: 
ଶ݂ሺ1,6ሻ ൌ 2	. 
Analogously (Figure 4.4), the risk related to the second edge of the path [6 5] is: 
ଶ݂ሺ6,5ሻ ൌ 5	. 
 
Figure 4.4. Risk evaluation of the edge [6 5]. 
The two cost functions just defined are additive functions, meaning that the values of the cost functions of a 
complete tour through the cities is given by the sum of the cost functions of each single edge forming the 
tour. The Matlab function for the evaluation of the fitness of a chromosome is implemented following the 
pseudocode shown in Figure 4.5. According to these length and risk definition, the cost functions for the 
candidate solutions path1 and path2 are, respectively: 
ଵ݂ ൌ ܮሺ݌ܽݐ݄1ሻ ൌ 5.7012; 
ଶ݂ ൌ ܴሺ݌ܽݐ݄1ሻ ൌ 27; 
ଵ݂ ൌ ܮሺ݌ܽݐ݄2ሻ ൌ 4.2350; 
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ଶ݂ ൌ ܴሺ݌ܽݐ݄2ሻ ൌ 20. 
1 
2 
3 
4 
5 
6 
7 
8 
length=0; 
risk=0; 
for i=1:V-1 
 length=length+evaluate_length(i,i+1);  
 risk=risk+evaluate_risk(i,i+1); 
end 
length=length+evaluate_length(V,1);  
risk=risk+evaluate_risk(V,1); 
Figure 4.5. Pseudocode for the evaluation of the cost of a complete tour of a ࢂ-dimensional TSP 
4.2.3. Look-up tables 
For the evaluation of the risk of the edges a Matlab function was implemented; given the initial and final 
points of an edge, it first finds the vertices of the risk influence area for that edge (i.e. the yellow-shaded area 
of Figure 4.3 and Figure 4.4) and then calls the embedded Matlab function inpolygon.m to determine how 
many dangerous points are within the boundaries of the risk region. This is a straightforward process whose 
computational cost increases with the dimension of the problem (i.e. number of the cities to visit) as well as 
the total number of dangerous points considered [60]. 
In this regard, it is worth to give consideration to the final application of this algorithm. The purpose of the 
MO-TSP model presented here is indeed the implementation of a framework to perform the optimisation of 
the mission path for infrastructure aerial inspection tasks. It will be evident in the following chapter that the 
ultimate formulation of the real-world environments will take into account a number of risk areas where 
several dangerous points are sited. Hence, the high number of risk-inducing points would increase the time 
required for the evaluation of the cost functions of the trajectory, slowing down the process of convergence 
towards Pareto-optimal solutions. 
In order to make the evolutionary process faster, a timesaving technique is adopted to save computational 
resources during the evolution: in the pre-processing phase of the software, the cost functions of all the 
edges are evaluated and stored into matrices to be used as look-up tables during the evolution process. This 
solution offers the significant benefit that the time required for the evolution turns out to be absolutely 
independent of the time taken to evaluate the cost functions, since the fitness of each edge ሾ݅, ݆ሿ of the 
chromosomes is quickly found on the row i and column j of the look-up tables of the cost functions. Hence, 
in the pre-processing phase of the software developed in this report, a tridimensional matrix (called 
lookuptable) is built after the creation of the environment (Figure 4.6). In the element ሺ݅, ݆, ݉ሻ of this 
matrix the ݉௧௛ cost function of the edge between the cities ݅ and ݆ is stored. 
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Figure 4.6. Look-up table for the evaluation of the fitness of the chromosomes. 
This time-efficient technique, however, presents a major drawback which must be kept in mind, since it 
introduces a limitation on the maximum dimension of the problem. Such a limitation is related to the 
memory available on the computer on which the algorithm is run. The size of the look-up table for an ܯ-
objective TSP of ܸ cities is equal to ܯ ൉ ሺܸଶሻ. Now, a double precision floating-point number takes 8 bytes 
to be stored, thus, as an example, the total space required to store a look-up table of a 2-objective 100-city 
TSP is 2 ൉ ሺ100ሻଶ ൉ 8B ൌ 160kB. The space requirement rapidly increases towards unacceptable values as 
the number of cities of the MO-TSP approaches the usual dimensions of the largest TSP bench cases 
currently being evaluated [63]. In order to determine the order of magnitude of the space requirements, the 
memory needed to store the look-up tables of a 1000-city and a 10000-city 2-objective TSP are and 16MB 
and 1.6GB respectively. However, such a limitation does not affect the applicability of this technique to the 
target applications of this report, since the order of magnitude of the dimensions of the MO-TSPs evaluated 
here will never exceed several hundreds, as it will be seen in the rest of this chapter. 
4.3. Genetic operators for MO-TSP 
If the crossover and mutation operators seen in Section 2.3 would be used to solve the MO-TSP, the results 
would be poor. Differently from the benchmark MOO problems on which the Hybrid Game framework 
developed in this report was tested, the MO-TSP belongs to the class of combinatorial problems [52]. Due to 
the different nature of the problems, it is necessary to equip the Hybrid Game optimisation algorithm with a 
set of genetic operators specifically designed for the TSP. 
Five crossover operators and four mutation operators, presented in the following subsections, were 
implemented to be used by the MO-TSP solver instead of the Simulated Binary crossover and the usual 
mutation operator. The technique adopted to perform one or another on the mating pool will be explained in 
Section 4.4. 
The description of the crossover operators will be followed by the description step-by step of how the 
offspring paths c1 and c2 are generated after the application of each genetic operator to the two example 
parent chromosomes path1 and path2 previously seen; similarly, the description of each mutation 
operator is clarified by showing how the mutant path c3 is obtained from the example chromosome path1. 
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4.3.1. Crossovers 
4.3.1.1. Partially Mapped Crossover (PMX) 
This crossover performs a mapping between the set of consecutive cities which in the two parent 
chromosomes occupy the random positions from ݅ to ݆, while keeping the order of the other cities 
unchanged. The pseudocode is shown in Figure 4.8 and Figure 4.7 shows the offspring paths c1 and c2 
(paths (a) and (b), respectively) resulting on the application of this crossover operator to p1 and p2. 
As an example, let us consider the case ݅ ൌ 4, ݆ ൌ 7. 
p1=[1 6 5 7 9 4 3 2 8] 
p2=[4 7 9 5 3 1 2 8 6] 
a) the cities from ݅ to ݆ are copied from p1 to c1 and from p2 to c1: 
c1=[- - - 5 3 1 2 - -] 
c2=[- - - 7 9 4 3 - -] 
b) the cities not involved in the mapping are copied from p1 to c1 and from p2 to c2 keeping the 
original order unchanged: 
c1=[6 7 9 5 3 1 2 4 8] 
c2=[5 1 2 7 9 4 3 8 6] 
 
Figure 4.7. Offspring chromosomes of PMX. 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
i=V*rand(1); 
j=V*rand(1); 
mapping=[p1(i:j);p2(I:j)] 
c1(i:j)=mapping(2,:); 
c2(i:j)=mapping(1,:); 
% Exclude mapping cities from the parents 
p1(p1==mapping(2,j))=[]; 
p2(p2==mapping(1,j))=[]; 
% Finish filling in the children 
c1(1:i;j+1:V)=p1; 
c2(1:i;j+1:V)=p2; 
Figure 4.8. Pseudocode of PMX. 
4.3.1.2. Order-Based Crossover (OX) 
This crossover keeps unchanged the order of a set of consecutive cities occupying the random positions from 
݅ to ݆ of each parent and changes the order of the other cities in accordance of the order of those cities in the 
other parent. The pseudocode is shown in Figure 4.10 and Figure 4.9 shows the offspring paths c1 and c2 
(paths (a) and (b), respectively) resulting on the application of this crossover operator to p1 and p2. 
As an example, let us consider the case ݅ ൌ 4, ݆ ൌ 7. 
p1=[1 6 5 7 9 4 3 2 8] 
p2=[4 7 9 5 3 1 2 8 6] 
a) The children are filled in starting from the unchanged cities p1(4:7) and p2(4:7): 
c1=[7 9 4 3 - - - - -] 
c2=[5 3 1 2 - - - - -] 
b) the first city of p1 after 2 is 8, hence the new order for the remaining cities of p2(5:9) is [8 6 7 
9 4]; analogously, the first city of p2 after 3 is 1, hence the new order for the remaining cities of 
p2(5:9) is [1 2 8 6 5]: 
c1=[7 9 4 3 1 2 8 6 5] 
c2=[5 3 1 2 8 6 7 9 4] 
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Figure 4.9. Offspring chromosomes of OX. 
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i=V*rand(1); 
j=V*rand(1); 
c1(1:n))=p1(i:j); 
c2(1:n))=p2(i:j); 
remaining1=p1(j+1:V,1:i-1) / (as ordered in p2) 
remaining2=p2(j+1:V,1:i-1) / (as ordered in p1) 
c1(n+1:V)=remaining1; 
c2(n+1:V)=remaining2; 
Figure 4.10. Pseudocode of OX. 
4.3.1.3. Sub-path Crossover 
A	random	city	X	is	picked	and	the	cities	Y1	and	Y2	following	X	in	p1	and	p2	respectively are identified. 
The sub-path of p2 going from X to Y1 and the sub-path of p1 going from X to Y2 are isolated and placed 
between X and Y1 in p1 and between X and Y2 in p2. The rest of the cities of is kept unchanged. The 
pseudocode is shown in Figure 4.12 and Figure 4.11 shows the offspring paths c1 and c2 (paths (a) and (b), 
respectively) resulting on the application of this crossover operator to p1 and p2. 
As an example, let us consider the case ܺ ൌ 5. 
p1=[1 6 5 7 9 4 3 2 8] 
p2=[4 7 9 5 3 1 2 8 6] 
c1=[5 - - - - - - - -] 
c2=[5 - - - - - - - -] 
a) the following city in p1 is Y1=7, and the path of p2 going from 5 to 7 is [5 3 1 2 8 6 4 7] 
c1=[5 3 1 2 8 6 4 7 -] 
c2=[5 - - - - - - - -]  
b) the following city in p2 is Y1=3, and the path of p1 going from 5 to 3 is [5 7 9 4 3]: 
c1=[5 3 1 2 8 6 4 7 -] 
c2=[5 7 9 4 3 - - - -] 
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c) the remaining city of p1 is [9]; the remaining cities of p2 are [1 2 8 6]: 
c1=[5 3 1 2 8 6 4 7 9] 
c2=[5 7 9 4 3 1 2 8 6] 
 
Figure 4.11. Offspring chromosomes of SUBPATHX. 
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X=V*rand(1); 
start1=find(p1==X); 
start2=find(p2==X); 
Y1=p1(start1+1); 
Y2=p2(start2+1); 
subpath1=p2(X:Y1); 
subpath2=p1(X:Y2); 
c1(1:n1)=subpath1; 
c2(1:n2)=subpath2; 
remaining1=p1~=subpath1; 
remaining2=p2~=subpath2; 
c1(n1+1:V)=remaining1; 
c2(n2+1:V)=remaining2; 
Figure 4.12. Pseudocode of SUBPATHX. 
4.3.1.4. City-Centred Crossover 
A	random	city	X	is	picked	and	the	path	of	p1	from	the	first	city	to	X	is	copied	to	c1,	and	the	path	of	p2	
from	the	first	city	to	X	is	copied	to	c2.	The	rest	of	c1	is	filled	in	according	to	the	order	the	remaining	
cities	appear	in	p2	and	the	rest	of	c2	is	filled	in	according	to	the	order	the	remaining	cities	appear	in	
p1.	The pseudocode is shown in Figure 4.14 and Figure 4.13 shows the offspring paths c1 and c2 (paths (a) 
and (b), respectively) resulting on the application of this crossover operator to p1 and p2. 
As an example, let us consider the case ܺ ൌ 5. 
p1=[1 6 5 7 9 4 3 2 8] 
p2=[4 7 9 5 3 1 2 8 6] 
a) the path of p1 from the first city to 5 is [1 6 5], and the path of p2 from the first city to 5 is [4 
7 9 5] 
c1=[1 6 5 - - - - - -] 
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c2=[4 7 9 5 - - - - -] 
b) the remaining cities of p1 are [7 9 4 3 2 8] and they appear in p2 ordered as [3 2 8 4 7 
9]: 
c1=[1 6 5 3 2 8 4 7 9] 
c2=[4 7 9 5 - - - - -] 
c) the remaining cities of p2 are [3 1 2 8 6] and they appear in p1 ordered as [3 2 8 1 6]: 
c1=[1 6 5 3 2 8 4 7 9] 
c2=[4 7 9 5 3 2 8 1 6] 
 
Figure 4.13. Offspring chromosomes of CITYCENTEREDX. 
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X=V*rand(1); 
c1(1:n1)=p1(1:X); 
c2(1:n2)=p2(1:X); 
remaining1=p1(X+1:V) / (as ordered in p2) 
remaining2=p2(X+1:V) / (as ordered in p1) 
c1(n1+1:V)=remaining1; 
c2(n2+1:V)=remaining2; 
Figure 4.14. Pseudocode of CITYCENTEREDX. 
4.3.1.5. Edge-Recombination Crossover 
This crossover is targeted to obtain offspring chromosomes having as many edges as possible equal to the 
edges of the parents. The operator first evaluates the edges of each parent and identifies the ones common to 
both of them, obtaining a list of possible edges. The process of building-up the offspring chromosomes is 
carried for the two children in parallel. For the first child, for example, a random city X of p1 is selected and 
the edges (A1,X) and (X,B1) of p1 and (A2,X) and (X,B2) of p2 are identified. Three cases might occur: 
1. two of the four edges are equal (i.e. they are present in both of the parents); 
2. the four edges are all different; 
3. two couples of the four edges are equal (i.e. the city X is linked to the same cities A and B in both of 
the parents). 
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In the first case, the city Y following X in c1 is the one of the common edge; in the other cases, amongst the 
possible choices, the city Y chosen is the one having the minor number of all the feasible edges remaining. 
Once the city Y is chosen, it is deleted from the list of available edges and the process starts again to find the 
city Z following Y and so on. 
When no feasible edges are available or when all the available cities have the same number of sequent 
feasible edges, the next city is picked randomly. The purpose is to increase the probability of filling in the 
children avoiding the occurrence of no available edges from the parents. The pseudocode is shown in Figure 
4.16 and Figure 4.15 shows the offspring paths c1 and c2 (paths (a) and (b), respectively) resulting on the 
application of this crossover operator to p1 and p2. 
As an example, let us consider, the procedure of building c1 starting from ܺ ൌ 5. 
p1=[1 6 5 7 9 4 3 2 8] 
p2=[4 7 9 5 3 1 2 8 6] 
c1=[5 - - - - - - - -] 
a) the list of edges is 
[8  1  6]  [3  1  2] 
[3  2  8]  [1  2  8] 
[4  3  2]  [5  3  1] 
[9  4  3]  [6  4  7] 
[6  5  7]  [9  5  3] 
[1  6  5]  [8  6  4] 
[5  7  9]  [4  7  9] 
[2  8  1]  [2  8  6] 
[7  9  4]  [7  9  5] 
b) for compactness, the central city of each edges and the parentheses are omitted from now on: 
8  6  3  2 
3  8  1  8 
4  2  5  1 
9  3  6  7 
6  7  9  3 
1  5  8  4 
5  9  4  9 
2  1  2  6 
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7  4  7  5 
c) the edges common to both parents are flagged with a minus sign on the list of the first parent and 
deleted from the list of the edges of the second parent: 
 8  6  3  2 
 3 -8  1 
 4  2  5  1 
 9  3  6  7 
 6  7  9  3 
 1  5  8  4 
 5 -9  4 
-2  1  6 
-7  4  5 
d) the available edges for city 5 are (fifth row) 
[6 5] [5 7] [9 5] [5 3] 
e) the possible cities following 5 in c1 are 6, 7, 9 and 3, and the number of feasible edges after each 
one of them are 3, 2, 2 and 3 respectively. The city chosen to follow 5 in c1 must be hence one 
amongst 7 and 9; assume that 7 is chosen: 
c1=[5 7 - - - - - - -]; 
f) the available edges are now: 
 8  6  3  2 
 3 -8  1 
 4  2  1 
 9  3  6 
 6  9  3 
 1  8  4 
-9  4 
-2  1  6 
4 
 
g) the available edges for city 7 are (seventh row) 
[7 9] [7 4] 
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h) amongst these edges, [7 9] is repeated in both parents, hence 9 is chosen: 
c1=[5 7 9 - - - - - -] 
keeping on with the same procedure, the offspring chromosomes c1 and c2 are built: 
c1=[5 7 9 4 3 2 1 6 8] 
c2=[5 7 9 4 3 2 8 6 1] 
 
Figure 4.15. Offspring chromosomes of ERX. 
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Create the edges' list 
Detect edges present in both parents 
X1=V*rand(1) 
c1=X1 
for j=1:V-1 
 % Update current city 
 current1=c1(j); 
 % Discard edges containing the current city 
 edges(edges==current1)=0; 
 edges(edges==-current1)=0; 
 Create the list of all possible next cities 
 if number(possible_next)==0 
  select next city randomly 
 else 
  select a city with the minimum number of available edges
  c1(j+1)=selected_city; 
 end 
end 
X2=V*rand(1) 
c2=X2 
for j=1:V-1 
 % Update current city 
 current2=c2(j); 
 % Discard edges containing the current city 
 edges(edges==current2)=0; 
 edges(edges==-current2)=0; 
 create the list of all possible next cities 
 if number(possible_next)==0 
  select next city randomly 
 else 
  select a city with the minimum number of available edges
  c2(j+1)=selected_city; 
 end 
end 
Figure 4.16. Pseudocode of ERX. 
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4.3.2. Mutations 
4.3.2.1. Shortest sub-path Mutation 
This mutation reorders heuristically the cities of the subpath of the parent p3 from ݅ to ݆ while keeping the 
other cities unchanged. The method used to reorder the cities from ݅ to ݆ is to place after each city X the city 
Y of the remaining ones such that the cost of the edge (X,Y) is the less possible. The pseudocode is shown in 
Figure 4.18 and Figure 4.17 shows the mutant paths c3 obtained after the application of this mutation 
operator to p3. 
As an example, let us consider the case ݅ ൌ 2, ݆ ൌ 5. 
P3=[1 6 5 7 9 4 3 2 8] 
a) the subpath to reorder is [6 5 7 9] and the first city of the subpath is [6]; from the look-up 
table of the lengths, it results that (amongst the remaining cities [5 7 9]) the less expensive edge 
(6,Y) is (6,7): 
c3=[- 6 7 - - - - - -] 
b) from the look-up table of the lengths, it results that (amongst the remaining cities [5 9]) the less 
expensive edge (7,Y) is (7,5): 
c3=[- 6 7 5 - - - - -] 
c) the last remaining city of the subpath is [9]: 
c3=[- 6 7 5 9 - - - -] 
d) the rest of the child is filled in as in the parent: 
c3=[1 6 7 5 9 4 3 2 8] 
 
Figure 4.17. Mutant chromosome of SHORTESTSUBPATH. 
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i=V*rand(1); 
j=V*rand(1); 
subpath=p3(i:j) 
X=subpath(1); 
c3(i) 
remaining=subpath(2:end) 
for k=2:j-i+1 
 Y=find(min(distance(X,remaining))); 
 c3(i+k-1)=Y; 
 remaining=ramaining~=Y 
end 
c3(1:i-1;j+1:V)=p3(1:i-1;j+1:V); 
Figure 4.18. Pseudocode of SHORTESTSUBPATH. 
4.3.2.2. Single-point insertion Mutation 
This mutation picks a random city X and moves it between the consecutive cities A and B such that the total 
length of the subpath [A X B] is the shortest. The order of the other cities is kept unchanged. The 
pseudocode is shown in Figure 4.20 and Figure 4.19 shows the mutant paths c3 obtained after the 
application of this mutation operator to p3. 
As an example, let us consider the case ܺ ൌ 5. 
P3=[1 6 5 7 9 4 3 2 8] 
a) from the look-up table of the lengths, it results that the less expensive sum for the edges (A,5) and 
(5,B) is given by the edges (9,5) and (5,4): 
c3=[- - - 9 5 4 - - -] 
b) the remaining cities are [1 6 7 3 2 8] and they are placed in the available positions of c3: 
c3=[1 6 7 9 5 4 3 2 8] 
 
Figure 4.19. Mutant chromosome of SINGLEPOINT. 
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i=V*rand(1); 
j=V*rand(1); 
subpath=p3(i:j) 
X=subpath(1); 
c3(i) 
remaining=subpath(2:end) 
for k=2:j-i+1 
 Y=find(min(distance(X,remaining))); 
 c3(i+k-1)=Y; 
 remaining=ramaining~=Y 
end 
c3(1:i-1;j+1:V)=p3(1:i-1;j+1:V); 
Figure 4.20. Pseudocode of SINGLEPOINT. 
4.3.2.3. Simple swap Mutation 
This mutation mutually exchange the position of two cities picked randomly. The pseudocode is shown in 
Figure 4.22 and Figure 4.21 shows the mutant paths c3 obtained after the application of this mutation 
operator to p3. 
As an example, let us consider the case ݅ ൌ 2, ݆ ൌ 5. 
P3=[1 6 5 7 9 4 3 2 8] 
a) the second and fifth cities of p3 are [6] and [9] and they are placed into fifth and second positions 
of c3: 
c3=[- 9 - - 6 - - - -] 
b) the rest of the child is filled in as in the parent: 
c3=[1 9 5 7 6 4 3 2 8] 
 
Figure 4.21. Mutant chromosome of SIMPLESWAP. 
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i=V*rand(1); 
j=V*rand(1); 
c3=p3; 
c3(i)=p3(j); 
c3(j)=p3(i); 
Figure 4.22. Pseudocode of SIMPLESWAP. 
4.3.2.4. Single-edge-insertion Mutation 
This mutation is the dual version of the single-point insertion operator: it randomly picks two consecutive 
cities A and B of the parent chromosome and interposes between them the city X for which the total length 
of the subpath [A X B] is the less. The order of the other cities is kept unchanged. The pseudocode is 
shown in Figure 4.24 and Figure 4.23 shows the mutant paths c3 obtained after the application of this 
mutation operator to p3. 
As an example, let us consider the case ܣ ൌ 5 and ܤ ൌ 7. 
P3=[1 6 5 7 9 4 3 2 8] 
a) from the look-up table of the lengths, it results that the less expensive sum for the edges (5,X) and 
(X,7) is given by the edges (5,8) and (8,7): 
c3=[- - 5 8 7 - - - -] 
b) the remaining cities are [1 6 9 4 3 2] and they are placed in the available positions of c3: 
c3=[1 6 5 8 7 9 4 3 2] 
 
Figure 4.23. Mutant chromosome of SINGLEEDGE. 
1 
2 
3 
4 
5 
6 
7 
8 
i=V*rand(1); 
j=V*rand(1); 
A=p3(i) 
B=p3(j) 
X=find(min(distance(A,X)+distance(X,B))); 
c3(i:j+1)=[A X B]; 
c3(1:i-1)=[p3(1):A]; 
c3(j+1:V)=[B:p3(V)]; 
Figure 4.24. Pseudocode of SINGLEEDGE. 
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4.3.3. Sub-tour inversion 
Besides the crossover and mutation operators detailed above, another type of operator was implemented. The 
operator can be conceptually considered as a mutation, since it gets as an input a single chromosome and 
returns as an output a single child. 
This operator, called subtourinversion, explores the possibility to reduce the cost of a complete tour [A … 
Z] by inverting any intermediate sequence [X … Y] of consecutive cities: 
p3=[A … X … Y … Z] 
c3=[A … Y … X … Z] 
Starting from a random city A, the operator evaluates the actual cost of the edges [(A-1) A] and [B 
(B+1)] for every possible city B of the chromosome. Then, for the same cities B the cost of the edges 
[(A-1) B] and [A (B+1)] are evaluated; if any cost reduction is possible, the sub-path from A to B is 
inverted and the process starts again looking for any city C for which the cost of the[(A-1) C] and [B 
(C+1)] is minor than the current cost of the edges [(A-1) B] and [C (C+1)]. If no improvement is 
possible, the process is repeated starting for the city following A and so on. The pseudocode of the operator 
is then the one shown in Figure 4.26. 
As an example, let us consider the case ܣ ൌ 5. 
P3=[1 6 5 7 9 4 3 2 8] 
c3=[5 7 9 4 3 2 8 1 6] 
a) from the look-up table of the lengths, it results that the less expensive sum for edges (6,B) and 
(5,B+1) is given for ܤ ൌ 8, hence the sub-tour from 5 to 8 is flipped: 
c3=[8 2 3 4 9 7 5 1 6] 
b) from the look-up table of the lengths, it results that the less expensive sum for edges (6,B) and 
(8,B+1) is given for ܤ ൌ 2, hence the sub-tour from 8 to 2 is flipped: 
c3=[2 8 3 4 9 7 5 1 6] 
c) now, no further improvement is possible by swapping the first city of c3 with any other, hence the 
process starts doing the same for A=8: from the look-up table with the lengths, it results that the less 
expensive sum for edges (2,B) and (8,B+1) is given for ܤ ൌ 9, hence the sub-tour from 8 to 9 is 
flipped: 
c3=[2 9 4 3 8 7 5 1 6] 
d) from the lengths look-up table, it results that the less expensive sum for edges (2,B) and (9,B+1) is 
given for ܤ ൌ 5, hence the sub-tour from 9 to 5 is flipped: 
c3=[2 5 7 8 3 4 9 1 6] 
e) from the look-up table of the lengths, it results that the less expensive sum for edges (2,B) and 
(5,B+1) is given for ܤ ൌ 4, hence the sub-tour from 5 to 4 is flipped: 
c3=[2 4 3 8 7 5 9 1 6] 
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f) from the look-up table of the lengths, it results that the less expensive sum for edges (2,B) and 
(4,B+1) is given for ܤ ൌ 1, hence the sub-tour from 4 to 1 is flipped: 
c3=[2 1 9 5 7 8 3 4 6] 
g) now, no further improvement is possible by swapping the second city of c3 with any other, hence the 
process starts again for A=9 and goes on until the final c3 is found. 
c3=[2 1 9 5 3 7 4 8 6] 
Comparing the original paths with the one obtained after the application of the subtourinversion operator, it 
can be seen that the result of this operator is a linearization on the parent chromosome, i.e. no edges of the 
output chromosome cross each other. In Figure 4.25 the results obtained after the application of the 
subtourinversion operator on p3 are shown: the path on the left (a) is obtained linearizing with respect to the 
length, while the path on the right (b) is linearized considering the look-up table of the risk function. 
 
Figure 4.25. Results of SUBTOURINVERSION. 
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for i=1:V 
 evaluate current cost of the edge (i-1,i) 
 evaluate current cost of edge (i,i+1) 
 for j~ൌi 
  evaluate current cost of the edge (j-1,j) 
  evaluate current cost of the edge (j,j+1) 
  evaluate cost of the edge (i-1,j) 
  evaluate cost of the edge (j,i+1) 
  evaluate cost reduction 
 end 
 find j* of minimum new cost 
 if minimum new cost<current cost 
  invert subpath [i+1:j*] 
 end 
end 
Figure 4.26. Pseudocode of the subtourinversion operator for MO-TSP. 
As evident from Figure 4.25, this operator is very effective, since it always returns as an output a 
chromosome having better fitness than the parent chromosome. Its drawback relies in the computational 
time, which is longer than any other operator implemented in this work. The subtourinversion operator will 
be used as a regular mutation operator by all the players of Hybrid Game, but also as a specific optimizer of 
the offspring of the Nash-players as detailed in next section. 
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4.4. Hybrid strategy for MO-TSP 
The Multi-Objective optimisation algorithm presented in the previous chapter will be now customised to 
solve MO-TSP cases. Figure 4.27 shows the pseudocode of the final implementation. The framework 
imports the problem data, i.e. the position of the cities and of the risk-inducing points, and creates the matrix 
of look-up tables. Then the main population is initialised and the cost functions of all its members are 
evaluated. After the initialisation of the population operated by the Nash-players, the subtourinversion 
operator is applied to their members: each member of the population of the ݉௧௛ Nash-player is linearized 
with respect of the ݉௧௛ objective function, so that the useful action of the Nash-players be efficient from the 
first generation. 
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import TSP data 
import dangerous zones 
create look-up tables 
assign cities to the Nash_players 
initialise main population 
for m=1:M 
 initialise population of the mth Nash_player 
 SUBTOURINVERSION on mth Nash_population 
end 
while ~stop_condition 
 tournament selection on main population 
 genetic operators on main population 
 replace main population 
 select elite groups from main population 
 for m=1:M 
  tournament selection for mth Nash_population 
  genetic operator on mth Nash_population 
  SUBTOURINVERSION on mth Nash_population 
  replace mth Nash_population 
  select elite groups from mth Nash_population 
 end 
 perform migrations between populations 
end 
Figure 4.27. Pseudocode of the Hybrid Game MO-TSP solver. 
Once all the populations are properly initialised and the demographic growth rate is set, the evolutionary 
optimisation is conducted by following the general scheme of the Hybrid Game detailed in the previous 
chapter. Some aspects of the hybrid strategy implemented in the MO-TSP solver are peculiar of this 
framework, though; such peculiarities and the reason for their implementation are highlighted in the rest of 
this section. 
The first difference with respect to the Hybrid Game software described in the previous chapter concerns the 
variable assignment at Nash-players. As revealed by the results of the optimisation of the Engineering 
problems proposed in Section 3.5, the separability of the variables of a Multi-Objective Optimisation 
problem, and consequently a proper assignment of the decision variables to each Nash-player, is a complex 
aspect of the definition of an efficient Hybrid Game strategy: when the decision variables of the problem are 
not separable (or, equivalently, if the assignment is incorrect) the global performance of the Hybrid Game 
optimiser is poor. Hence, in the MO-TSP algorithm implemented the variable assignment will not be 
considered as an initial data for the problem, as it was in the original Hybrid Game framework, but a novel 
automatic procedure is proposed. Such a procedure was made possible by the introduction of the look-up 
tables and it will be adopted for the MO-TSP solver and for the infrastructure inspection task path planner as 
well. 
Keeping in mind that the cost function of the global trajectory is given by the sum of the cost of each edge, 
the contribution to the total cost of a complete tour due to the presence of the city ܺ in the tour, is given by 
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the sum of the cost to go from the city ܣ to ܺ and from ܺ to ܤ, being ܣ and ܤ the cities preceding and 
following ܺ respectively. The following definition of the cost of the city ܺ is then given: 
Definition: The cost of visiting the city ܺ of a ܸ-dimensional MO-TSP is equal to the sum of the costs of the 
ሺܸ െ 1ሻ edges connecting ܺ to the other cities of the problem. 
According to this definition, the risk of visiting the city ܺ can be evaluated by summing-up all the elements 
of the ܺ௧௛ row of the look-up table of the risk, since the table contains the costs of all the possible edges 
between ܺ and any other city of the problem. 
In the pre-processing phase, the risk of each city is evaluated and the cities are sorted based on their risk. At 
this stage, the first ௦ܰ௔௙௘ and the last ௗܰ௔௡௚௘௥௢௨௦ cities are stored as the safest and most dangerous cities of 
the problem. The value of ௦ܰ௔௙௘ and ௗܰ௔௡௚௘௥௢௨௦ can be chosen by the user; in all the following cases it will 
be assumed ௦ܰ௔௙௘ ൌ ௗܰ௔௡௚௘௥௢௨௦ ൌ 0.25 ൉ ܸ. This is an automatic procedure performed by the function 
objective_description_function.m, which takes as inputs the problem data and gives as outputs the matrix of 
the look-up tables and the lists of the safest and most dangerous cities. Such lists are used for the assignment 
of the variables to the Nash-players. 
For our 9-city MO-TSP example seen in the previous sections, this procedure indicates that the two safest 
cities are cities 1 and 8 (green circles in Figure 4.28) while the most dangerous ones are 2 and 6 (red squares 
in Figure 4.28). The risk value of each city is summarised in Table 4.2. 
 CITIES 1 2 3 4 5 6 7 8 9 
RISK VALUE 13 30 15 17 19 25 18 13 20 
Table 4.2. City risk evaluation for the sample 9-city MO-TSP. 
Once the safest and most dangerous cities are identified, they represent the decision variable to assign then 
to the Nash-players of the MO-TSP, but a strategy to assign them to the appropriate Nash-player still must 
be implemented. The strategy adopted in this work for the decision variables assignment to each Nash-player 
is different from what was done for the Hybrid Game framework presented in the previous chapter. The 
decision variable assignment is taken into account after the application of the genetic operators on the 
mating pool. 
 
Figure 4.28. Identification of the two safest and most dangerous cities of the sample 9-city MO-TSP. 
Each Nash-player is indeed allowed to operate on the full chromosome with no regards to the lists of the 
safest and most dangerous cities. As mentioned in the previous section, the subtourinversion operator is used 
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by the ݉௧௛ Nash-player to improve the fitness of its own offspring in the regards of the ݉௧௛ objective. It is 
in this phase that the assignment of the decision variables takes place: the look-up table sent as an input to 
the subtourinversion operator contains the element of the ݉௧௛ cost function for all the edges except the ones 
connecting the cities assigned to the other Nash-player: the value of the cost function of such edges is 
reduced of a certain amount in order to force the subtourinversion algorithm to restore the edges between the 
cities assigned to the other Nash-player. This procedure will be clear by considering the 9-city MO-TSP 
example: the look-up table of the lengths is: 
lookuptable(:,:,1)= 
 0 0.706 0.489 0.542 0.290 0.683 0.621 0.685 0.176
 0.706 0 0.859 0.800 0.917 0.517 0.943 0.823 0.866
 0.489 0.859 0 0.116 0.320 0.494 0.132 0.264 0.590
 0.542 0.800 0.116 0 0.422 0.390 0.144 0.156 0.666
 0.290 0.917 0.320 0.422 0 0.720 0.433 0.578 0.307
 0.683 0.517 0.494 0.390 0.720 0 0.520 0.340 0.853
 0.621 0.943 0.132 0.144 0.433 0.520 0 0.213 0.717
 0.685 0.823 0.264 0.156 0.578 0.340 0.213 0 0.818
 0.176 0.866 0.590 0.666 0.307 0.853 0.717 0.818 0
 
If the parent chromosome is 
p1=[1 6 5 7 9 4 3 2 8] 
the edges to preserve from the action of the Nash-player 1 are the ones connecting the most dangerous cities: 
[3 2], [2 8], [1 6], [6 5] 
Hence, the elements (3,2), (2,3), (2,8), (8,2), (1,6), (6,1), (6,5) and (5,6) of the look-up table must be reduced 
by a certain amount. In this work, the author chose to subtract the maximum value found in the look-up table 
(0.943 in this case); such a choice allows to be sure that the value of the edges to preserve is never positive 
in the modified look-up table: 
modified_lookuptable(:,:,1)= 
 0 0.706 0.489 0.542 0.290 -0.260 0.621 0.685 0.176
 0.706 0 -0.084 0.800 0.917 0.517 0.943 -0.121 0.866
 0.489 -0.084 0 0.116 0.320 0.494 0.132 0.264 0.590
 0.542 0.800 0.116 0 0.422 0.390 0.144 0.156 0.666
 0.290 0.917 0.320 0.422 0 -0.223 0.433 0.578 0.307
 -0.260 0.517 0.494 0.390 -0.223 0 0.520 0.340 0.853
 0.621 0.943 0.132 0.144 0.433 0.520 0 0.213 0.717
 0.685 -0.121 0.264 0.156 0.578 0.340 0.213 0 0.818
 0.176 0.866 0.590 0.666 0.307 0.853 0.717 0.818 0
 
As seen in the previous section, a second innovation introduced in the MO-TSP solver is the availability of 
five crossover operators and five mutation operators. The probability of performing each of these genetic 
operators is determined by a probability vector of dimension equal to ten. The ݅௧௛ element of this vector 
contains the percentage of occurrence of the ݅௧௛ genetic operator (the operators are numbered into the 
algorithm in the same order they have been presented in this work). After the mating pool is selected a 
random number is picked between 0 and 1. 
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The operator ݅ will be performed, if the random number is greater than the sum of the elements of the 
probability vector ሾ1: ሺ݅ െ 1ሻሿ and smaller than the sum of the elements of the probability vector ሾ1: ݅ሿ. The 
probability vector used in this work is 
probability=[0.18 0.18 0.18 0.18 0.18 0.02 0.02 0.02 0.02 0.02] 
This means that a crossover is performed in 90% of the cases, and a mutation in the remaining 10%. The 
probability of occurrence of a particular crossover or mutation is equal to the others. When the two parents 
are coincident, the crossover is performed between one of them and its mutation. 
Moreover, some operators perform heuristics estimations and they need the lookup table as an input: of 
course, when a heuristic genetic operator is called by any Nash-player, the related look-up table is taken. 
Otherwise, if a heuristic genetic operator is called by the Pareto-player, an equivalent look-up table is built 
within the genetic operator. In order to build this equivalent table, first the two look-up tables are normalised 
so that they both range from 0 to 1; then the two normalised look-up tables are averaged and the equivalent 
look-up table is obtained. In such an equivalent look-up table, low fitness values are assigned to the edges 
having low values for both cost functions and, on the other hand, high fitness values are assigned to the 
edges having high values of both of the cost functions. The effect of conflicting fitness values in the two 
objectives is developed to balance and the equivalent fitness to be close to 0.5. The purpose of the equivalent 
look-up table is to exploit the potentiality of the heuristic genetic operators in such a way that the shortest 
and safest edges are preferred to the longest and most dangerous ones. 
One unexpected problem arose when the algorithm was tested. After some generations the diversity within 
the population was not fully preserved, and most of the members of each population were actually clones of 
the same few tours. It was assumed that such phenomenon was due to the adoption of the heuristic 
techniques by the genetic operators. The issue was solved by performing a check either before the inclusion 
of the offsprings into the intermediate populations and before the migration of the elite groups. To resolve 
the issue, the fitness values of each member candidate to be included into a population as a child or as an 
elite group are compared to the fitness values of the members of the receiving population. If the same couple 
of fitness values is found, then that member is discarded and will not be included into the receiving 
population. This method turned out to be an efficient way to preserve the diversity of the populations. 
4.5. Benchmark results 
The TSP solver developed and described in this chapter has been tested on some benchmark problems: 
1. MO_circle200: 200 cities laying on an arc of a circumference centred in ሺ0; 0ሻ; 200 dangerous 
points are uniformly spread on the ݔ axis in the range ݔ ൌ ሾ0,1ሿ; 
2. MO_rand150: 150 cities are randomly located in the range ሾ0,1ሿ ൈ ሾ0,1ሿ; the scenario includes 600 
dangerous points clustered in two lines; 
3. MO_xqf131: 131 cities in the range ሾ0,107ሿ ൈ ሾ0,48ሿ; the scenario includes 1500 dangerous points 
clustered in three lines; 
4. MO_xqg237: 237 cities in the range ሾ0,132ሿ ൈ ሾ0,63ሿ; the scenario includes 2000 dangerous points 
clustered in four lines; 
5. MO_pma343: 343 cities are located in the range ሾ0,300ሿ ൈ ሾ0,42ሿ; the scenario includes 3000 
dangerous points clustered in six lines. 
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The test cases MO_xqf131, MO_xqg237 and MO_pma343 are benchmark cases proposed in [63] and 
adapted here to the MO-TSP formulation. The clusters of dangerous points are placed over some edges of 
the shortest path on purpose, with the intention to make the shortest path also the most dangerous path and 
force the algorithm to find alternative (i.e. longer but safer) solutions. 
The cities (black dots), the dangerous points (red dots) and the solution found by Concorde (blue line) for 
the single objective version of each test case are shown in Figure 4.29 to Figure 4.33. 
The evolutionary parameters used for the tests and the problem data are summarised in Table 4.3 and Table 
4.4. The hardware used for the tests is a PC running Windows7 64bit with a 2.40GHz Intel(R) Core(TM) i5-
M450 CPU and 4GB of RAM. 
 MOcircle200 MOrand150 MOxqf131 MOxqg237 MOpma343 
Main pop.size 50:100 50:100 50:100 50:100 50:100 
Nash-pop.size 20:50 20:50 20:50 20:50 20:50 
Growth exponent 2 2 2 2 2 
Elite groups size 2 2 2 2 2 
Gen_per_migr 1 1 1 1 1 
Maximum time [s] 20 60 240 360 720 
Generations 
evaluated 84 95 663 565 724 
Table 4.3. Evolutionary parameters used for the MO-TSP benchmark problems. 
 MOcircle200 MOrand150 MOxqf131 MOxqg237 MOpma343 
No. of cities 200 150 131 237 343 
Length of the path 
found by Concorde 6.2358 9.3865 567.0554 1031.0657 1389.9332 
No. of risk-inducing 
points 200 600 2000 2000 3000 
risk threshold 0.05 0.5 3 3 3 
Table 4.4. Data of the MO-TSP benchmark problems. 
 
Figure 4.29. Concorde's shortest path for benchmark case MOcircle200. 
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Figure 4.30. Concorde's shortest path for benchmark case MOrand150. 
 
Figure 4.31. Concorde's shortest path for benchmark case MOxqf131. 
 
Figure 4.32. Concorde's shortest path for benchmark case MOxqg237. 
 
Figure 4.33. Concorde's shortest path for benchmark case MOpma343. 
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4.5.1. MOcircle200 
The cities assigned in this case to the Nash-player 1 and to the Nash-player 2 are highlighted in Figure 4.34 
with green circles and red squares respectively. The results obtained after the evolution are summarised in 
Table 4.5. The final Pareto-front of the main population is plotted in Figure 4.35, and the shortest, the safest 
and one trade-off path are shown in Figure 4.36, Figure 4.37 and Figure 4.38 respectively. 
 Shortest path found Safest path found Trade-off path 
Length 6.2358 10.384 10.2658 
Risk 45 6 33 
Table 4.5. Results of the MOcircle200 test case. 
 
Figure 4.34. Safe and dangerous cities of MOcircle200 benchmark case. 
 
Figure 4.35. Final Pareto-front of MOcircle200 benchmark case. 
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Figure 4.36. Shortest path found of MOcircle200 benchmark case. 
 
Figure 4.37. Safest path found of MOcircle200 benchmark case. 
 
Figure 4.38. One intermediate path of MOcircle200 benchmark case. 
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4.5.2. MOrand150 
The cities assigned in this case to the Nash-player 1 and to the Nash-player 2 are highlighted in Figure 4.39 
with green circles and red squares respectively. The results obtained after the evolution are summarised in 
Table 4.6. The final Pareto-front of the main population is plotted in Figure 4.40, and the shortest, the safest 
and one trade-off path are shown in Figure 4.41, Figure 4.42 and Figure 4.43 respectively. 
 Shortest path found Safest path found Trade-off path 
Length 9.425 10.5499 9.8106 
Risk 268 0 82 
Table 4.6. Results of the MOrand150 test case. 
 
Figure 4.39. Safe and dangerous cities of MOrand150 benchmark case. 
 
Figure 4.40. Final Pareto-front of MOrand150 benchmark case. 
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Figure 4.41. Shortest path found of MOrand150 benchmark case. 
 
Figure 4.42. Safest path found of MOrand150 benchmark case. 
 
Figure 4.43. One intermediate path of MOrand150 benchmark case. 
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4.5.3. MOxqf131 
The cities assigned in this case to the Nash-player 1 and to the Nash-player 2 are highlighted in Figure 4.44 
with green circles and red squares respectively. The results obtained after the evolution are summarised in 
Table 4.7. The final Pareto-front of the main population is plotted in Figure 4.45, and the shortest, the safest 
and one trade-off path are shown in Figure 4.46, Figure 4.47 and Figure 4.48 respectively. 
 Shortest path found Safest path found Trade-off path 
Length 566.4212 627.9965 585.9281 
Risk 1925 4 760 
Table 4.7. Results of the MOxqf131 test case. 
 
Figure 4.44. Safe and dangerous cities of MOxqf131 benchmark case. 
 
Figure 4.45. Final Pareto-front of MOxqf131 benchmark case. 
Multi-Objective TSP 
60 
 
Figure 4.46. Shortest path found of MOxqf131 benchmark case. 
 
Figure 4.47. Safest path found of MOxqf131 benchmark case. 
 
Figure 4.48. One intermediate path of MOxqf131 benchmark case. 
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4.5.4. MOxqg237 
The cities assigned in this case to the Nash-player 1 and to the Nash-player 2 are highlighted in Figure 4.49 
with green circles and red squares respectively. The results obtained after the evolution are summarised in 
Table 4.8. The final Pareto-front of the main population is plotted in Figure 4.50, and the shortest, the safest 
and one trade-off path are shown in Figure 4.51, Figure 4.52 and Figure 4.53 respectively. 
 Shortest path found Safest path found Trade-off path 
Length 1029.5668 1135.1714 1058.2636 
Risk 1211 0 261 
Table 4.8. Results of the MOxqg237 test case. 
 
Figure 4.49. Safe and dangerous cities of MOxqg237 benchmark case. 
 
Figure 4.50. Final Pareto-front of MOxqg237 benchmark case. 
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Figure 4.51. Shortest path found of MOxqg237 benchmark case. 
 
Figure 4.52. Safest path found of MOxqg237 benchmark case. 
 
Figure 4.53. One intermediate path of MOxqg237 benchmark case. 
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4.5.5. MOpma343 
The cities assigned in this case to the Nash-player 1 and to the Nash-player 2 are highlighted in Figure 4.54 
with green circles and red squares respectively. The results obtained after the evolution are summarised in 
Table 4.9. The final Pareto-front of the main population is plotted in Figure 4.55, and the shortest, the safest 
and one trade-off path are shown in Figure 4.56, Figure 4.57 and Figure 4.58 respectively. 
 Shortest path found Safest path found Trade-off path 
Length 1389.7938 1629.6626 1468.7392 
Risk 1677 0 433 
Table 4.9. Results of the MOpma343 test case. 
 
Figure 4.54. Safe and dangerous cities of MOpma343 benchmark case. 
 
Figure 4.55. Final Pareto-front of MOpma343 benchmark case. 
 
Figure 4.56. Shortest path found of MOpma343 benchmark case. 
 
Figure 4.57. Safest path found of MOpma343 benchmark case. 
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Figure 4.58. One intermediate path of MOpma343 benchmark case. 
4.6. Conclusions 
The results obtained for the benchmark problems proposed in this chapter allow to make some consideration 
on the algorithm implemented. 
First it can be noticed that in all the test cases a number of paths avoiding the clusters of dangerous points 
are found. This is a good result because it proves that the MO-TSP formulation presented in this work is a 
suitable model for representing environments with physical obstacles not to be crossed. 
The same shortest path found by Concorde was only found in the first test case (that is MO_circle200), 
while in all the other cases the paths found by the Hybrid Game MO-TSP solver implemented here do not 
coincide with the ones output by Concorde. A comparison between the results (Table 4.10) indicate that the 
path found by the algorithm implemented here is 0.41% longer than the one found by Concorde in the case 
MOrand150, while in the remaining three cases (namely MOxqf131, MOxqg237 and MOpma343) the 
algorithm found paths shorter than the ones found by Concorde. These anomalous results are due to the fact 
that Concorde round the distance rounding to the nearest integer [67]. 
 MOcircle200 MOrand150 MOxqf131 MOxqg237 MOpma343 
Hybrid Game 6.2358 9.4250 566.4212 1.0296 1.3898 
Concorde 6.2358 9.3865 567.0554 1.0311 1.3899 
Table 4.10. Comparison between the shortest paths found by Hybrid Game and Concorde. 
Hence, the performance of the optimiser itself are satisfying. The Pareto-fronts found are well spread and a 
number of the Pareto-optimal members found represent paths avoiding the obstacles, as demonstrated by the 
plots of the trade-off solution. Since the MO-TSP benchmark cases evaluated here are not present in 
literature, the true Pareto-front of the problems is unknown and any comparison with the Pareto-front found 
by the software is prevented. 
The Hybrid Game Evolutionary Algorithm presented in this chapter demonstrated to be a feasible tool for 
finding Pareto-optimal solutions of Multi-Objective TSP instances. In the following chapter, the algorithm 
will be enhanced to be used as a Mission Path Planner for aerial inspection tasks of large linear 
infrastructures. 
 
Chapter 5. INFRASTRUCTURE INSPECTION 
5.1. Overview 
This chapter shows the application of the Multi-Objective Optimization Algorithm built in the previous 
chapters to perform the Mission Path Planning for aerial inspection of large linear infrastructure. In Section 
5.2 the discretization of the environment is described and the mathematical model adopted to describe the 
trajectory of the aircraft is illustrated. Finally, Section 5.3 shows the results obtained in two practical 
applications, i.e. the aerial inspection of a power line network and of a railway. 
5.2. Problem definition 
One important application of the algorithm developed in this report is the computation of the optimal 
trajectory needed to perform an aerial survey on large infrastructure; in particular, the aerial inspection of a 
linear infrastructure will be considered. Such a task represents an interesting challenge which may have a 
number of practical applications, since the problem definition which is being presented here can be easily 
adapted to meet the mission requirements of the inspection of gas/oil ducts, power lines, railways, highways 
or even survey of rivers and coasts patrol. 
5.2.1. Digitalisation and discretisation 
First, it is necessary to digitalise the map of the infrastructure in such a way that it can be imported in Matlab 
and be effectively handled by the optimization algorithm. Since this report focuses on aerial inspection of 
large linear infrastructures, the best way to describe the environment is to describe the whole infrastructure 
as the combination of a number of lines (global lines) whose extremes can belong to only one, two or more 
than two lines; in the first case, points A’ and A’’ in Figure 5.1 are regarded to as extreme waypoints, in the 
second case, points B’ and B’’ in Figure 5.1 are called connection waypoints and in the third case points C’ 
and C’’ in Figure 5.1 are called nodes. The lines to inspect will be hence discretised as a list of intermediate 
waypoints between two extreme points of line. The total number of the intermediate waypoints in which 
each line is discretised must be a compromise between the loss of detail due to the discretisation and the 
computational difficulty of finding the best path through the waypoints, which increases with the number of 
the waypoints as discussed in Section 4.6. 
The issue is solved by importing a high-density waypoint map into Matlab, but reducing the number of 
waypoints considered by the optimization algorithm by clustering some sequential waypoints of a global line 
together to form sub-lines whose extremes are connection waypoints of the lines of the global infrastructure. 
Such sub-lines will be treated as unbreakable sub-paths, so that the goal of the optimisation algorithm is to 
find the best trajectory through those sub-lines. During the pre-processing phase of the algorithm, the user is 
allowed to set the number of waypoints forming each cluster by setting the maximum length 
[MAX_segment_length] of each sub-line. The user is also allowed to fix the maximum number of 
elements [MAX_elements] in which a long global line can be split; the purpose of doing this is to keep 
the total number of sub-lines relatively low. It must be noted that if the number of waypoints of a global line 
is smaller than the maximum waypoints allowed for a sub-line, then the global line will be transformed in a 
single sub-line whose extremes are actually the same of the global line. 
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Figure 5.1. Extreme waypoints, connection waypoints and nodes of a network. 
 
Figure 5.2. Discretisation of the lines. 
Figure 5.2 depicts the discretization process described above: on the left (a) a global line and its waypoints 
(black dots) are shown, while the blue broken line on the right (b) is what the optimization algorithm uses as 
an input, i.e. a list of sparse waypoints connected one to another. The number of waypoints clustered into a 
sub-line, in this case, is set to ten. 
Since the most general case we want to study in this report is the inspection of a linear infrastructure whose 
lines are curved, the heading of each waypoint of the global line is evaluated (red arrows) and stored as the 
initial and final heading of each sub-line. Hence, the actual headings of the waypoints of the global lines are 
not discarded by the optimisation algorithm even if the intermediate waypoints are not strictly taken into 
consideration during the evolution process. Figure 5.3 shows the pseudocode of the discretization process of 
the infrastructure. 
1 
2 
3 
4 
5 
6 
import high-density map 
evaluate headings of the waypoints 
set MAX_segment_length 
set MAX_elements 
create sub-lines 
store extreme waypoints of the sub-lines 
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7 store extreme headings of the sub-lines 
Figure 5.3. Pseudocode of infrastructure discretization. 
This approach allows the optimisation algorithm to produce results only as feasible trajectories through the 
actual waypoints of the global lines of the infrastructure. The discretization method described above can thus 
be applied to straight-line infrastructures, typically gas/oil pipelines and power lines, or curve-line 
infrastructures, i.e. railways, highways and even natural landscapes like rivers and coasts. 
5.2.2. Additional path 
The goal of the optimisation algorithm developed in this report is to compute a feasible trajectory to overfly 
an infrastructure with an Unmanned Aerial Vehicles. In particular, the resulting trajectory will be given by a 
composition of a certain number of sub-paths which can be generally classified as on-service and off-service 
paths; the first are the legs of the total trajectory in which the aerial vehicle inspects the infrastructure, while 
the second ones are the legs in which all the mission sensors can be switched off because the vehicle is not 
overflying the infrastructure. Of course, the on-service path is a mission requirement and its length and risk 
function are fixed, hence the legs of the off-service path (which are not constrained by any mission 
requirement) are the ones in which the optimisation algorithm can operate. The problem is thus to find a 
pragmatic model to represent the trajectory of the aircraft in order to evaluate the objective functions of the 
off-service additional path. 
In this work, the basic hyporeport that will be assumed is that the aircraft is able to follow any bend of the 
on-service path, as well as any trajectory made up by compositions of straight lines and arcs of circle tangent 
each other with constant turn radius ܴ௧௨௥௡. This hyporeport allows to model the additional paths as Dubins 
curves [8], i.e. sequences of a maximum of three straight or curve primitives. Dubins showed that, under the 
constraint of constant turn radius, the shortest path between any two points of the plane with assigned initial 
and final heading is always given by one of the following sequences: 
ሼሾܮ െ ܴ െ ܮሿ, ሾܮ െ ܵ െ ܮሿ, ሾܮ െ ܵ െ ܴሿ, ሾܴ െ ܮ െ ܴሿ	, ሾܴ െ ܵ െ ܴሿ, ሾܴ െ ܵ െ ܮሿሽ	, 
where L and R indicate a left and right turn respectively while S indicates a straight segment. Examples of 
the trajectories listed above are shown in Figure 5.4. 
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Figure 5.4. Dubins curves. 
It is worth to notice that the paths [L-R-L] and [R-L-R] are feasible only if the distance between the centres 
of the first and the last circles is smaller than or equal to 4ܴ௧௨௥௡. As shown in the pseudocode in Figure 5.5, 
the evaluation of the Dubins curve is carried out evaluating the centres of the left and right circles tangent to 
the initial and final heading ݄ଵ and ݄ଶ in the initial and final point of the trajectory; then their mutual 
distances are computed and the Dubins curve of kind [C-S-C] related to the two closest circles is evaluated. 
If the minimum distance is the one between two homologous circles (i.e. L1-L2 or R1-R2) and it is zero, 
then there is no need of having an intermediate straight line since the two circles are coincident and the 
direction of turn is coherent. Then, if the conditions for a curve of kind [C-C-C] are met, also the link circle 
between the two homologous circles is evaluated and the curves [C-S-C] and [C-C-C] produced are 
compared. The code automatically excludes unfeasible solutions, and gives as an output the shortest Dubins 
curve. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
% Evaluation of [C-S-C] curve 
find the centres of the four tangent circles 
evaluate distances between centres 
if min_distance=d_L1R2 or min_distance=d_R1L2 
 if min_distance<2*R_turn 
  select closest homologous circles 
 end 
else 
 if min_distance>0 
  evaluate tangent points 
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11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
 end 
end 
evaluate angle run on the two circles 
evaluate trajectory [C-S-C] 
if d_L1L2<4R_turn or d_R1R2 <4R_turn 
 % Evaluation of [C-S-C] curve 
 find middle circle 
 evaluate angle run on the two circles 
 evaluate trajectory [C-C-C] 
end 
if length_CSC<length_CCC 
 output=trajectory [C-S-C] 
else 
 output=trajectory [C-C-C] 
end 
Figure 5.5. Pseudocode of the additional path evaluation. 
The special case in which the initial and final points are coincident deserves particular care, since it may lead 
to miscalculations. Such a situation is verified in a real scenario when two (or more) lines of the 
infrastructure have one common extreme waypoint (e.g. the pole of a power line), so that an additional path 
is required to change the heading of the aircraft. However, such a situation is also found as a consequence of 
the discretisation of the map of the infrastructure, since the heading of a connection waypoint might take 
different values if it is evaluated numerically on one sub-line or on the other one. In such a case, for the 
hyporeport that the aerial system used for the inspection is always able to follow any line of the 
infrastructure, no additional path is required between those two sub-lines. In this work, the issue is solved 
evaluating the difference ߂݄ between the initial and the final headings: if ߂݄ is smaller than a tolerance 
value, then no additional path is evaluated, otherwise the waypoints of a Dubins curve are returned as an 
output. The tolerance heading difference ߂݄௧௢௟ is evaluated on the basis of geometric considerations (Figure 
5.6) as: 
 ߂݄௧௢௟ ൌ 2 ൉ asin ௅ଶோ೟ೠೝ೙  Eq. 5.1 
being ܮ the distance between two consecutive waypoints and ܴ௧௨௥௡ the turn radius of the aircraft. This check 
is performed at the beginning of the Matlab function which evaluates the additional Dubins trajectory; if the 
initial and final point are the same and the difference between the initial and final headings is below that 
threshold value, then an empty vector is returned as an output. 
 
Figure 5.6. Heading tolerance between two consecutive edges. 
This check is performed at the beginning of the Matlab function which evaluates the additional Dubins 
trajectory; if the initial and final point are the same and the difference between the initial and final headings 
is below that threshold value, then an empty vector is returned as an output. 
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5.2.3. Multi-Objective Analysis 
The infrastructure inspection mission planning will be handled as a Multi-Objective Optimisation problem 
with two objective functions ଵ݂ ൌ ܮ and ଶ݂ ൌ ܦ, being the first one the length of the additional path and the 
second one the risk. When presenting the results after the optimisation, the values of the fitness functions 
will be compared to the total values of the global trajectory, i.e. the sum of the length and the risk of the on-
service and off-service path. 
Similarly to what was done for the MO-TSP in the previous chapter, the scenario will consist of a map of the 
infrastructure to inspect and a number of dangerous zones. Differently to the MO-TSP test cases studied 
above, the dangerous zones are no longer numerical entities being an end in themselves, but they represent 
real-world environmental entities. For this reason, the dangerous risk-inducing points will be clustered into 
two-dimensional areas so that they can be used to reproduce realistic environments in which cities, restricted 
areas and/or bad-weather zones occur. 
The boundaries of the risk areas are imported by the algorithm and the user is allowed to tune the density of 
dangerous points for each dangerous area that the algorithm will generate. In doing so that the total number 
of dangerous points within the boundary of each risk zone will be the metric of the risk induced for the 
trajectories crossing that region. Once the density is set and the boundaries of the dangerous areas are 
imported, the algorithm automatically generates the grids of points which will be taken into consideration 
during the optimisation process. 
It is clear that the evaluation of the objective functions for the mission path planning problem as formulated 
in this report implies relatively high computational costs which would slower down the convergence if the 
fitness of the chromosomes is evaluated during the optimisation process. For this reason, the solution 
implemented for the MO-TSP solver is also adopted here: the length and the risk associated to all the 
possible additional trajectories are evaluated before the evolution process starts and stored into look-up 
tables. The evaluation of the fitness functions of each member of the population will be carried out summing 
up the contribution of each sub-path which compose the total off-service path. 
5.2.4. Chromosome genes 
The inspection task path planning problem will be solved as a modified MO-TSP in which the requirement is 
to overfly all the lines of the infrastructure under the constraint of constant turn radius. As explained in 
Sections 5.2.1 and 5.2.2, the infrastructure is modelled as a composition of a number of sub-lines and the 
connecting trajectories between them are evaluated as a unique solution. Hence, any trajectory representing 
the solution of the inspection task path planning problem can be described as an ordered list of the sub-lines. 
Analogously to what has been done for cities in the MO-TSP formulation (Section 4.2.1), the sub-lines are 
numbered, so that any permutation of the vector ሾ1,2, … , ܸ െ 1, ܸሿ, being ܸ the number of sub-lines forming 
the global infrastructure, represents a candidate solution to the inspection problem. Similar to the MO-TSP, 
the inspection path planning problem as modelled here is globally a symmetric one, i.e. the values of the 
objective functions of any ordered path and of its mirrored path are the same (Figure 5.7). 
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Figure 5.7. Symmetry of the inspection additional paths. 
But despite this, a major difference between the two optimisation problems must be highlighted. While the 
cities in the MO-TSP had no dimensions, the sub-lines are defined by two different extreme waypoints, as 
stated in Section 5.2.1; this peculiarity of the infrastructure inspection task leads to the need to specify which 
is the direction of travel over each sub-line. 
The example shown in Figure 5.8 helps to clarify this: two sub-lines ݅ and ݆ (black lines) and the eight 
possible additional paths between them (blue solid lines) are shown. Even if the order of inspection of the 
two lines is specified (݅ → ݆ or ݆ → ݅), it is still necessary to univocally point out one of the four feasible 
trajectories. The technique implemented to solve this issue is to define a flag variable which identifies the 
direction of each line. In doing this, the eight feasible trajectories between the sub-lines ݅ and ݆ are defined 
by four variables: two indicating the order and two indicating the direction of inspection, as summarised in 
Table 5.1. 
Thus, the solution trajectory is fully described by the order of inspection of all the sub-lines and the direction 
of travelling direction over them. Thus, the chromosomes of the members involved in the evolutionary 
algorithm will be made up of the composition of two vectors: a permutation of ሾ1,2, … , ܸ െ 1, ܸሿ and the 
vector of the flag variables to univocally describe the trajectories between the sub-lines. 
Such a definition of the chromosomes implies that the dimension of the look-up table where the costs of all 
the additional paths are stored must be ሾ2 ൉ ܸ ൈ 2 ൉ ܸሿ; the additional path between the sub-lines ݅ and ݆, will 
be stored in the cell ሺ݅, ݆ሻ if the flag variables are ሾ1,1ሿ, in the cell ሺ݅, ܸ ൅ ݆ሻ if the flag variables are ሾ1, െ1ሿ, 
in the cell ሺܸ ൅ ݅, ݆ሻ if the flag variables are ሾെ1,1ሿ or in the cell ሺܸ ൅ ݅, ܸ ൅ ݆ሻ if the flag variables are 
ሾെ1,െ1ሿ. The look-up tables can be hence considered the union of four sub-matrices ܣ, ܤ, ܥ and ܦ as 
follows: 
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By looking at the eight cases in Figure 5.8, one can notice that the eight possible trajectories between two 
edges are equal two by two. The consequence of this is that the elements of the look-up tables reflect such 
symmetry in the trajectories which can be exploited while evaluating the cost functions: 
 ൣሾ݅, ݆ሿ; ሾ1,1ሿ൧ ൌ ൣሾ݆, ݅ሿ; ሾെ1,െ1ሿ൧ ⟹ ܦ ൌ ܣ்; 
 ൣሾ݅, ݆ሿ; ሾ1, െ1ሿ൧ ൌ ൣሾ݆, ݅ሿ; ሾ1, െ1ሿ൧ ⟹ ܤ ൌ ܤ்; 
 ൣሾ݅, ݆ሿ; ሾെ1,1ሿ൧ ൌ ൣሾ݆, ݅ሿ; ሾെ1,1ሿ൧ ⟹ ܥ ൌ ܥ். 
  
 A B 
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Figure 5.8. Possible trajectories between two sub-lines. 
 ݅→݆ (a) ݅→݆ 
(b) 
݅→݆ 
(c) 
݅→݆ (d) ݆→݅ 
(a) 
݆→݅ 
(b) 
݆→݅ 
(c) 
݆→݅ (d) 
Order ሾ݅, ݆ሿ ሾ݅, ݆ሿ ሾ݅, ݆ሿ ሾ݅, ݆ሿ ሾ݆, ݅ሿ ሾ݆, ݅ሿ ሾ݆, ݅ሿ ሾ݆, ݅ሿ 
Flag ሾ1,1ሿ ሾ1, െ1ሿ ሾെ1,1ሿ ሾെ1,െ1ሿ ሾ1,1ሿ ሾ1, െ1ሿ ሾെ1,1ሿ ሾെ1,െ1ሿ 
Table 5.1. Definition of order and direction between two sub-lines. 
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In conclusion, the look-up tables can be built by evaluating all elements of the sub-matrix ܣ, half of the 
elements of the sub-matrix ܤ, half of the elements of the sub-matrix ܥ and no elements of the sub-matrix ܦ. 
In total, only 2ܸଶ elements must be evaluated instead of 4ܸଶ. 
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5.2.5. Optimisation method 
The optimisation of the inspection path will be performed by means of the Hybrid Game framework used to 
solve the MO-TSP: the sub-lines resulting from the discretisation of the infrastructure map are handled in the 
same manner as for the cities in the MO-TSP solver. Thanks to the analogies of the two problem definitions, 
all the genetic operators implemented for the MO-TSP solver can be used also for the infrastructure 
inspection path planner; however their output must be adapted to properly take into account the differences 
arising from the introduction of the direction flag variables. As described above, the chromosome used for 
the path planning optimisation can conceptually be divided into two sections: 
a. an ordered list, which is exactly the complete chromosome of the MO-TSP solver; 
b. the direction flag variables, which are connected to the order list. 
Hence, the genetic operators used for the optimisation of the inspection path are allowed to work only on the 
first section of the full chromosome, while the flag variables vector is changed in accordance to the result of 
the operator itself. 
The direction flag variables vectors of the offspring chromosomes are built as follows: for each child, 
starting from the first element of the order list, the related parent chromosome direction flag variable is read 
and stored in the homologous cell of the direction flag variables vector of the child. 
As an example, let us consider the parent chromosomes ݌ଵ and ݌ଶ: 
݌ଵ=[4,3,8,5,2,7,6,9,1 ⋮ -1,-1,-1,1,1,-1,1,-1,1]	;	
݌ଶ=[7,2,1,9,8,5,6,4,3 ⋮ -1,-1,1,-1,-1,1,1,1,1] ; 
and suppose that the application of a crossover operator on them, the order list of the children ܿଵ and ܿଶ be: 
݋ݎ݀݁ݎ௖ଵ=[8,2,7,9,5,4,6,3,1] ; 
݋ݎ݀݁ݎ௖ଶ=[9,1,2,7,4,3,6,8,5] . 
  
 A 
  
                          ܣ்  
 
 ܤ௦௬௠௠ 
  ܤ௦௬௠௠  
           ܥ௦௬௠௠ 
 
  ܥ௦௬௠௠ 
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The first element of ݋ݎ݀݁ݎ௖ଵ is [8] which is the third element of ݌ଵ; the third flag variable of ݌ଵ is [-1] 
hence the first flag variable of ܿଵ must be [-1]. The second element of ݋ݎ݀݁ݎ௖ଵ is [2] which is the fifth 
element of ݌ଵ; the fifth flag variable of ݌ଵ is [1] hence the second flag variable of ܿଵ must be [1]. 
Continuing till the last element of the order list of ܿଵ and doing the same for ܿଶ, the following offspring 
chromosomes are obtained: 
ܿଵ=[8,2,7,9,5,4,6,3,1 ⋮ -1,1,-1,-1,1,-1,1,-1,1]; 
ܿଶ=[9,1,2,7,4,3,6,8,5 ⋮ -1,1,-1,-1,1,1,1,-1,1]. 
A similar method is implemented for all the mutation operators, for which obviously the mapping of the flag 
variables takes place between the child chromosome and the unique parent chromosome. 
Thus, the functionality of all the genetic operators is basically unaffected by the presence of the direction 
flag variables; on the contrary, the subtourinversion operator applied by the Nash-Players (Section 4.3.3) has 
been strongly modified with respect to the one used for the MO-TSP solver. The subtourinversion operator 
used for the inspection path planning is indeed allowed to modify directly the flag variables vector. 
As explained in Section 4.3.3, the purpose of this operator is to check whether the inversion of a sub-path of 
the whole trajectory can lead to any improvement of the fitness of the chromosome. While for the MO-TSP 
the minimum sub-path which could be swapped was the sequence of two cities, for the infrastructure 
inspection path planning, any single sub-line has an orientation and can therefore be swapped. Accordingly, 
before performing the check over any sequence of two or more sub-lines, the subtourinversion operator is 
now allowed to check if the change in any direction flag variable improves the fitness of the chromosome. 
The pseudocode of the new subtourinversion operator is shown in Figure 5.9. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
decode chromosome 
for i=1:V 
 invert direction flag variable of subline i 
 if (cost_inverted_direction)<(current cost) 
  save inversion 
 end 
end 
for i=1:V 
 evaluate current cost of link (i-1,i) 
 evaluate current cost of link (i,i+1) 
 for j~ൌi 
  evaluate current cost (j-1,j) 
  evaluate current cost (j,j+1) 
  evaluate cost (i-1,j) 
  evaluate cost (j,i+1) 
  evaluate cost reduction 
 end 
 find j* of minimum new cost 
 if minimum new cost<current cost 
  invert order [i+1:j*] 
  invert direction flags [i+1:j*] 
 end 
end 
Figure 5.9. Pseudocode of the subtourinversion operator for infrastructure inspection. 
5.3. Benchmark test cases 
In order to test the performance of the optimisation algorithm developed in this chapter, a digital 
environment has been created: it contains the map of a linear infrastructure and a number of risk areas 
representing cities and bad-weather zones. 
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5.3.1. Environment definition 
The infrastructure created to benchmark the algorithm consists of straight lines connected to form a branched 
structure. Its design has been inspired by the typical structure of the electrical power distribution network, 
which can be modelled as a certain number of sub-lines connected by means of nodes and connection points 
matching the poles. The map was created with the CAD software Rhinoceros 4.0 and every line was 
discretised by waypoints which are at a distance of 20 meters from each other; the Cartesian coordinates of 
all the waypoints are saved as a text file and imported in Matlab for the re-discretisation and the creation of 
the sub-lines coordinates matrix. The dense sequence of black dots in Figure 5.10 are the waypoints of the 
infrastructure as imported from Rhinoceros 4.0. 
 
Figure 5.10. Bench test network environment for mission path planning. 
Four dangerous areas were designed; their shapes and positions on the map are meant to represent the power 
station and its vicinity (magenta), two cities (red) and two bad-weather areas (blue). Each of the risk-
inducing areas induce different levels of risk i.e., from the algorithm standing point, within the boundary of 
each one of them the density of the dangerous points is different. 
Three benchmark tests case are evaluated: 
1. this scenario includes only the power station and the two cities as dangerous areas; it reproduces the 
inspection task on a good weather day; 
2. moderate bad weather is also taken into account; 
3. severe bad weather conditions are simulated, i.e. the density of dangerous points within the bad-
weather area boundaries is higher than in the case 2. 
Table 5.2 summarises the density of dangerous points (expressed in ሾ݇݉ିଶሿ, number of points per sq. 
kilometre) generated within the risk-inducing areas in the three test cases. 
AREA Power station Cities Bad weather CASE 
Test case 1 3000 1000 - 
Test case 2 3000 1000 500 
Test case 3 2000 1000 3000 
Table 5.2. Density of the dangerous points for the three benchmark cases. 
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The total length of the power lines is found to be 4851.3݇݉. This value will be referred to as the on-service 
length; consistently, the value of the total length of the additional paths and for the total trajectory will be 
called the off-service length and the total length respectively. The on-service length, of course, is the 
minimum unachievable value for the total length of the complete trajectory, so the on-service to total length 
ratio will be used as a metric of the quality of the global trajectories produced by the optimisation algorithm. 
5.3.2. Results 
In the following subsections the results of the performance of the optimisation software developed in this 
report for the three benchmark cases described in the previous section are presented. For each case the 
shortest, the safest and one trade-off path found are plotted, as well as their position on the final Pareto-front 
of the main population. A summary of the cost functions for each trajectory displayed is then presented. All 
the evaluations are performed using ܴ௧௨௥௡ ൌ 150݉ as the constant turn radius of the aircraft and 2݇݉ for 
the range of risk influence. The maximum run time of the optimisation software set in each case is 
summarised in Table 5.3. The hardware used for the tests is a PC running Windows7 64bit with a 2.40GHz 
Intel(R) Core(TM) i5-M450 CPU and 4GB of RAM. 
 Test case 1 Test case 2 Test case 3 
Time [s] 600 1800 1800 
Generations 115 416 484 
Table 5.3. Running times for all the inspection task benchmark cases. 
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5.3.2.1. Test case 1 
 
Figure 5.11. Pareto-front for test case 1. 
 
Figure 5.12. Shortest path found for test case 1. 
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Figure 5.13. Safest path found for test case 1. 
 
Figure 5.14. Trade-off path found for test case 1. 
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5.3.2.2. Test case 2 
 
Figure 5.15. Pareto-front for test case 2. 
 
Figure 5.16. Shortest path found for test case 2. 
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Figure 5.17. Safest path found for test case 2. 
 
Figure 5.18. Trade-off path found for test case 2. 
Infrastructure inspection 
82 
5.3.2.3. Test case 3 
 
Figure 5.19. Pareto-front for test case 3. 
 
Figure 5.20. Shortest path found for test case 3. 
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Figure 5.21. Safest path found for test case 3. 
 
Figure 5.22. Trade-off path found for test case 3. 
 Shortest path found Safest path found Trade-off path length risk length risk length risk 
Test case 1 849km 5027 2629km 4922 1012km 4963 
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Test case 2 855km 5187 2025km 5025 1033km 5092 
Test case 3 864km 10538 2125km 9758 950km 9914 
Table 5.4. Summary of the cost functions for the benchmark inspection task cases 
5.3.2.4. Discussion 
The off-service to total length ratio is a metric to estimate the quality of the final global path; the on-service 
length of the infrastructure designed for these benchmark case is 1940.5݇݉. The total length of the shortest 
trajectories found in the three cases are ሾ2789.5݇݉, 2795.5݇݉, 2804.5݇݉ሿ. The off-service to total length 
ratio then is about 0.3 in all the cases, meaning that only the 30% of the total trajectory is spent to inspect the 
infrastructure. 
The analysis of the value of cost function found in the three benchmark cases also suggest that the algorithm 
is able to find good trade-off solutions for the optimisation of the global mission trajectory of large linear 
infrastructure tasks. The difference between the maximum and minimum of off-service lengths and risk 
found are 
߂ܮ ൌ ሾ1780݇݉, 1170݇݉, 1261݇݉ሿ 
߂ܴ ൌ ሾ105, 162, 780ሿ 
in the three cases respectively. Hence, the optimal trade-off paths chosen are representative of paths which 
allow a reduction of the risk of ሾ61%	59%	80%ሿ with respect to the shortest path paying only 
ሾ9%	15%	7%ሿ in terms of length. 
5.4. Queensland railway inspection 
In the previous section for all the benchmark tests cases evaluated the algorithm showed to be able to find a 
number of optimal solutions for the mission planning of a straight-line network inspection task. In this 
section we explore how the framework behaves on a more complex real-world case: the infrastructure which 
is going to be considered is the full Queensland railway network. In this scenario, the lines to inspect have 
variable lengths and curvatures and therefore they represent the most complex linear infrastructure that can 
be planned using the algorithm developed in this report. 
5.4.1. Environment definition 
The map of the infrastructure was obtained tracing a number of point-to-point paths matching all the 
available lines in the layer of the rail of Queensland on Google Earth. The coordinates –latitude and 
longitude in the Earth-Centred–Earth-Fixed (ECEF) reference system– of the waypoints were then exported 
as *.kml files and imported in Matlab, where a reference system transformation was performed: as 
previously seen for the benchmark network, the optimisation algorithm is implemented to work on a two-
dimensional map and accepts as an input the list of the Cartesian coordinates of the waypoints defining the 
lines of the infrastructure. For this reason a Matlab script was implemented to convert the output of Google 
Earth in formatted Cartesian coordinates lists which can be interpreted by the path planning algorithm. The 
Cartesian coordinates of the waypoints were imported in Rhinoceros, where each railway line was rebuilt 
interpolating the available waypoints with polynomial curves of degree three. Such curves were finally split 
into 50-meter long segments and the equispaced intermediate waypoints exported in text files. At the end of 
this procedure, 251 files containing the Cartesian coordinates of 206180 waypoints placed at a distance of 50 
meters each other were created. The whole procedure is summarised in the flow-chart of Figure 5.23. 
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Figure 5.23. Flow-chart of the railway discretisation method. 
The change of reference system [61], [62] is performed applying the approximation of flat Earth in the 
vicinity of the average point of the railway map, in order to minimise the error on the farthest lines. The 
algorithm takes into account the flattening of the Earth in accordance to the WGS84 ellipsoid model; first the 
radiuses of curvature ܴே and ܴெ in the prime vertical and in the meridian are evaluated as functions of the 
equatorial radius ܴ and flattening (݂) of the Earth and of the latitude coordinate ݈ܽݐ଴ of the origin of the 
NED axes: 
 ܴே ൌ ோඥଵିሺଶ௙ି௙మሻ൉ୱ୧୬మ ఓబ 	;  Eq. 5.2 
 ܴெ ൌ ோಿ൉ൣଵି൫ଶ௙ି௙
మ൯൧
ଵିሺଶ௙ି௙మሻ൉ୱ୧୬మ ఓబ	.  Eq. 5.3 
For the ݅௧௛ point of the map, then, the angular changes in latitude and longitude ߂ߤ௜ and Δߡ௜ with respect to 
the origin of the NED axes are converted into linear changes in the North and East direction ߂ ௜ܰ and Δܧ௜ by 
means of the relationship: 
 Δ ௜ܰ ൌ ୼ఓ೔ୟ୲ୟ୬൬ భೃಾ൰
	;  Eq. 5.4 
 Δܧ௜ ൌ ୼ఐ೔ୟ୲ୟ୬൬ౙ౥౩ሺഋబሻೃಿ ൰
	.  Eq. 5.5 
Figure 5.24 shows with black dots the waypoints as imported by the optimisation algorithm; Australia and 
Queensland borders are also plotted with blue solid lines. 
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Figure 5.24. Overview of the railway network of Queensland, Australia. 
 
In such a scenario, a number of risk-related restrictions can be specified: 
 overflying cities may be unsafe; 
 flight in the outback far from airports and populated areas might be unadvisable; 
 according to forecasts, flight through any severe weather zone should be avoided. 
The restrictions listed above are conveyed into the digital environment as risk-inducing clusters of dangerous 
areas located over the major cities of Queensland, throughout the outback and far from the railway. Different 
levels of risk are assigned to the bad-weather forecasts. In order to build the dangerous areas that match the 
real-world topography, the same procedure described in Figure 5.23 was adopted to obtain 23 coordinates 
list files representing: 
 the city boundaries of nineteen towns of Queensland (Brisbane, Cairns, Croydon, Cunnamulla, 
Dalby, Dirranbandi, Emerald, Gladstone, Gold Coast, Goondiwindi, Ipswich, Mackay, Mount Isa, 
Normanton, Port Douglas, Rockhampton, Roma, Toowoomba, Townsville); 
 the region of the outback far from the railway; 
 two simulated areas of bad-weather close to Brisbane. 
Due to the huge dimension of the whole railway, four main inspection zones are distinguished throughout 
Queensland; they allow us to divide the complete railway into four branches, i.e. the Northern, the Central 
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West, the Central East and the Southern railways. Over this environment, five infrastructure inspection test 
cases and optimisations are performed: 
 Test case 1:  inspection of the Northern network; Cairns, Croydon, Normanton, Port Douglas, 
Townsville as well as the isolated areas are considered; 
 Test case 2:  inspection of the Central West network; Emerald, Mount Isa, Townsville as well as 
the isolated areas are considered; 
 Test case 3:  inspection of the Central East network; Gladstone, Mackay, Rockhampton as well as 
the isolated areas are considered; 
 Test case 4 inspection of the Southern network; Brisbane, Cunnamulla, Dalby, Dirranbandi, 
Gladstone, Gold Coast, Goondiwindi, Ipswich, Roma, Toowoomba as well as the isolated areas are 
considered; 
 Test case 5: inspection of the whole Queensland network; all the cities as well as the isolated areas 
are considered. 
In addition to the inspection tasks described above, the algorithm is applied to the railway in the 
surroundings of Brisbane. Within such a smaller environment, two additional missions are optimized with 
the software: 
 Test case 6:  inspection of the Brisbane area railway in good-weather conditions; Brisbane, Gold 
Coast, Ipswich, Toowoomba are considered; 
 Test case 7:  inspection of the Brisbane area railway in bad-weather conditions; Brisbane, Gold 
Coast, Ipswich, Toowoomba and two zones of bad-weather zone are considered. 
Table 5.5 summarises the density of dangerous points (expressed in ሾkmିଶሿ) generated within the risk-
inducing areas in the seven test cases; Table 5.6 summarizes the values of the variables concerning the 
discretisation of the railway lines. 
AREA Cities Outback and remote areas Bad weather CASE 
Test case 1 700 350 - 
Test case 2 700 350 - 
Test case 3 700 350 - 
Test case 4 700 350 - 
Test case 5 500 200 - 
Test case 6 800 - - 
Test case 7 800 - 1000 
Table 5.5. Density of the dangerous points for the seven railway inspection cases. 
VAR. MAX_segment_length MAX_elements 
CASE 
Test case 1 20000 15 
Test case 2 20000 15 
Test case 3 20000 15 
Test case 4 20000 15 
Test case 5 100000 10 
Test case 6 1000 20 
Test case 7 1000 20 
Table 5.6. Discretisation variables for the seven railway inspection cases. 
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The boundaries of the four major inspection areas (blue solid line), the contour of the remote zones risk area 
(yellow dashed line) and the location of the cities (red dots) are shown in Figure 5.25. 
 
Figure 5.25. Inspection boundaries and dangerous areas identified throughout Queensland. 
5.4.2. Results 
For each case, the shortest, the safest and a trade-off path found, as well as their position on the final Pareto-
front of the main population are plotted. A summary of the cost functions for each trajectory is then 
presented. All the evaluations are performed using ܴ௧௨௥௡ ൌ 150݉ as the constant turn radius of the aircraft 
and 2݇݉ for the range of risk influence. The maximum running time of the optimisation software set in each 
case is summarised in the following table. The hardware used for the tests is a PC running Windows7 64bit 
with a 2.40GHz Intel(R) Core(TM) i5-M450 CPU and 4GB of RAM. 
 Test 
case 1 
Test 
case 2 
Test 
case 3 
Test 
case 4 
Test 
case 5 
Test 
case 6 
Test 
case 7 
Time [s] 1800 1800 1800 1800 3600 1200 1200 
Generations 2193 1290 2879 1408 931 1249 940 
Table 5.7. Running times for all the cases of optimisation of railway inspection tasks. 
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5.4.2.1. Northern Queensland 
 
Figure 5.26. Pareto-front for test case 1. 
 
Figure 5.27. Shortest path found over the Northern Queensland railway. 
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Figure 5.28. Safest path found over the Northern Queensland railway. 
 
Figure 5.29. Intermediate path over the Northern Queensland railway. 
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5.4.2.2. Central West Queensland 
 
Figure 5.30. Pareto-front for test case 2. 
 
Figure 5.31. Shortest path found over the Central West Queensland railway. 
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Figure 5.32. Safest path found over the Central West Queensland railway. 
 
Figure 5.33. Intermediate path found over the Central West Queensland railway. 
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5.4.2.3. Central East Queensland 
 
Figure 5.34. Pareto-front for test case 3. 
 
Figure 5.35. Shortest path found over the Central East Queensland railway. 
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Figure 5.36. Safest path found over the Central East Queensland railway. 
 
Figure 5.37. Intermediate path found over the Central East Queensland railway. 
Infrastructure inspection 
95 
5.4.2.4. Southern Queensland 
 
Figure 5.38. Pareto-front for test case 4. 
\  
Figure 5.39. Shortest path found over the Southern Queensland railway. 
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Figure 5.40. Safest path found over the Southern Queensland railway. 
 
Figure 5.41. Intermediate path over the Southern Queensland railway. 
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5.4.2.5. Queensland1 
 
Figure 5.42. Pareto-front for test case 5. 
 
Figure 5.43. Shortest path found over the whole Queensland railway. 
                                                     
1  For clarity, the risk areas are not shown in Figure 5.43, Figure 5.44 and Figure 5.45. 
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Figure 5.44. Safest path found over the whole Queensland railway. 
 
Figure 5.45. Intermediate path over the whole Queensland railway. 
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5.4.2.6. Brisbane area – good weather 
 
Figure 5.46. Pareto-front for test case 6. 
 
Figure 5.47. Shortest path found over the Brisbane Area railway in good-weather conditions. 
Infrastructure inspection 
100 
 
Figure 5.48. Safest path found over the Brisbane Area railway in good-weather conditions. 
 
Figure 5.49. Intermediate path over the Brisbane Area railway in good-weather conditions. 
Infrastructure inspection 
101 
5.4.2.7. Brisbane area – bad weather 
 
Figure 5.50. Pareto-front for test case 7. 
 
Figure 5.51. Shortest path found over the Brisbane Area railway in bad-weather conditions. 
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Figure 5.52. Safest path found over the Brisbane Area railway in bad-weather conditions. 
 
Figure 5.53. One trade-off path over the Brisbane Area railway in bad-weather conditions. 
 
 Shortest path found Safest path found Trade-off path length risk length risk length risk 
Test case 1 1073km 336 1613km 199 1273km 218 
Test case 2 1533km 271 1721km 8 1556km 51 
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Test case 3 575km 158 915km 35 676km 52 
Test case 4 1256km 548 3063km 295 1277km 483 
Test case 5 3812km 260 4068km 188 3946km 206 
Test case 6 287km 376 385km 320 303km 331 
Test case 7 287km 915 478km 533 369km 560 
Table 5.8. Summary of the cost functions for the benchmark inspection task cases. 
5.4.2.8. Discussion 
The results obtained for the railway inspection task confirm the good performance of the optimisation 
algorithm displayed for the benchmark cases: in the seven real-world cases evaluated, the difference between 
the maximum and minimum of off-service lengths ሺ߂ܮሻ and risk ሺ߂ܴሻ found are 
߂ܮ ൌ ሾ540݇݉, 188݇݉, 340݇݉, 1807݇݉, 256݇݉, 98݇݉, 191݇݉ሿ 
߂ܴ ൌ ሾ137, 263, 123, 253, 72, 56, 382ሿ 
Hence, the optimal trade-off paths chosen are representative of paths which allow a reduction on the risk by 
ሾ86%, 84%, 86%, 26%, 75%, 80%, 93%ሿ with respect to the shortest path paying only 
ሾ37%, 12%, 30%, 1%, 52%, 16%, 43%ሿ in terms of length. 
Finally, the off-service to total length ratio is low for all the missions planned: the on-service lengths of the 
railway to inspect in each task are ሾ1534݇݉, 3912݇݉, 1289݇݉, 3666݇݉, 10322݇݉, 575݇݉, 575݇݉ሿ, 
hence the off-service to total length ratio metric then, for each task, is: 
ሾ0.412, 0.281, 0.308, 0.255, 0.270, 0.333, 0.333ሿ. 
5.5. Conclusions 
This chapter detailed how the Hybrid Game Multi-Objective Optimization Evolutionary Algorithm 
developed in this report can be applied to the Path Planning of a large linear infrastructure. In particular, the 
algorithm has been tested for the optimisation of the mission path for the inspection of a network 
reproducing a benchmark power line, providing a good optimal trade-off solutions and performance metrics. 
Once the performance of the algorithm was proved, the versatility of the software was explored by 
performing the optimization of a real-world scenario, i.e. the railway network of Queensland, Australia, 
whose map has been discretised to be imported by the software. In the real-world scenarios, the algorithm 
performed well, providing paths with low off-service to on-service costs ratio for all the inspection tasks. 
It is significant to compare the results obtained for railway cases 6 and 7, reproducing the inspection task of 
same network lines in different weather conditions. The shortest paths found in these two cases are 
characterised by the same length although the risk related to each one of them is significantly different. 
These results prove that the algorithm is able to adapt efficiently to the environment definition and the risk 
constraints considered. 
In conclusion, the Hybrid Game Multi-Objective Evolutionary Algorithm developed in this report results to 
be a promising tool for the Mission Path Planning of aerial inspection tasks of large linear infrastructure such 
as roads, power lines, pipelines, railways. 
 
 
Chapter 6. CONCLUSIONS 
This report presented an original formulation of the problem of the Mission Path Planning of aerial survey 
tasks and an advanced Hybrid Game Evolutionary Algorithm was implemented for its solution. 
In order to produce a model suitable to represent real-world environments, the Mission Path Planning was 
handled as a Multi-Objective Optimisation problem where the objectives to minimise are the distance 
travelled and a risk function. These two objectives are defined for the purpose of taking into account any 
element of the real environment which can generally reduce the safety of the mission: thus, the scenarios 
considered can include a number of dangerous zones representing restricted airspace, cities and populated 
regions or bad weather areas. The risk function was defined in such a way that the risk induced by each 
dangerous zone is adjustable, thus allowing to define complex environment involving zones having different 
levels of risk. 
The problem of the Mission Path Planning was formulated as an enhanced Multi-Objective version of the 
Travelling Salesman Problem (TSP). The infrastructure to inspect is discretised into sub-lines which play in 
the MO-TSP formulation proposed here the role of the cities of a classical TSP. The technique proposed for 
the discretisation of the lines of the infrastructure to inspect is applicable to networks consisting of either 
straight and curve lines. The global trajectory of the airplane was considered given by the combination of the 
on-service path (overflying the infrastructure) and the off-service path, described by means of Dubins 
curves. 
The software implemented to solve the Mission Path Planning problem as described above is a Multi-
Objective Evolutionary Algorithm based on Hybrid Game. Its development was conducted step-by-step 
starting from the basic idea of Hybrid Game, i.e. coupling a number of Nash-players (i.e. Single-Objective 
optimisers based on the concept of Nash-equilibrium) to one Pareto-player (i.e. a Multi-Objective optimiser 
based on Pareto-optimality). 
First, the strategies of each player were defined, using NSGA-II for the Pareto-player and implementing a 
Nash-Genetic Algorithm for the Nash-Players; then, an elite groups migration technique to make the players 
cooperate was implemented. 
The next step, consisted on the specialisation of the framework for the solution of MO-TSP instances. To do 
this, a specific chromosome definition was necessary as well as the implementation of genetic operators 
peculiar for combinatorial optimisation. In order to speed up the evolutionary process, a novel technique for 
the evaluation of the fitness of the individuals involved into the evolution process was developed: the length 
and the risk of the edges connecting any couple of cities of the problems are evaluated and stored before the 
evolution begins; the result is a three-dimensional matrix whose layers are used as look-up tables throughout 
the evolution. The remarkable advantage of using such look-up tables is that the time required for the 
evaluation of the fitness of the individuals during the evolution becomes utterly unrelated to the complexity 
of the environment. 
At each step of its implementation, the algorithm was tested and validated against several bench tests: in the 
first stage, the performance of the Hybrid Game framework was assessed on a set of known mathematical 
functions and engineering optimisation problems. Then the MO-TSP solver was used to solve some TSP 
instances transformed into Multi-Objective ones to the purpose. Finally, the software was used as a mission 
path planner of the inspection task of two large linear infrastructures, namely an hypothetical power 
distribution network and the railway of Queensland, Australia; over these two environment, several cases 
were evaluated, considering different risk areas. 
The results obtained after the optimisation process were satisfying in all the cases, proving that the software 
developed in this report is a suitable and versatile tool for the offline Mission Path Planning of aerial 
inspection tasks of long networks. In all the cases proposed, the software produced well spread sets of 
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optimal trade-off solutions. In a practical application, the output of the software allows transforming the 
mission path optimisation problem into a simpler decision making problem, since the mission specialist must 
use their higher level knowledge to choose one path amongst the Pareto-optimal options available. 
Even though the algorithm was initially meant as an offline path planner for UASs, a possible future 
development based on this work could be the implementation of a Graphical User Interface to run the 
software on the UAV Controller Station. In this way, the software could be used as an airborne re-planner in 
case of sudden change of the environmental data. Currently, the software loads the mission data and the 
position of the risk areas from file, but it also would be possible to update the risk areas downloading 
information on the weather from the on-board Weather Surveillance Radar. The software could evaluate in 
real-time the risk of the current trajectory and alert the UAV controllers if its value exceeds a certain 
threshold. A set of alternative trajectories would be generated and the UAV controller could rapidly select 
one of the alternative safer paths available. 
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