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「Google Assistant」などの音声アシストや，「Google Home」，「Amazon Echo」，「LINE
Clova WAVE」などのスマートスピーカーも 3つ目の分類に相当すると考えられる．
自動運転に関する研究開発及び実用化も数多くなされている．自動運転技術はレベ























































































主に人間中心の倫理規範について述べられている．国際的には，Future of Life Institute
(FLI), Machine Intelligence Research Institute (MIRI), OpenAIなどの様々な組織が，
人工知能の倫理的な側面についての議論を行っている．
国際会議や大学の講義でもロボットの倫理的問題について取り上げられることが増
えてきている. 国際会議では, International Conference on Robot Ethics and Safety
Standards 2017 (ICRESS 2017)のようなロボット倫理学を主体とした会議が開催され





ネル大学にて “Ethics and Policy in Data Science”という授業が, ワシントン大学にて
“Ethics in NLP”という授業が開催されている. 2018年にはカーネギーメロン大学に






































































もの [61]，共起パターンを用いるもの [62]，両者を併用するもの [63]などが存在する．


















表 [74, 75]，鍛冶らの Polar Phrase Dictionary [76]，佐野らのアプレイザル評価表現
辞書 (JAppraisal辞書) [77]などが存在する．文や文章レベルで評価極性が付与された
データセットとして，筑波大学文単位評価極性タグ付きコーパス [78]，ACPコーパ


































クを用いたものが多い．例えば，Recursive Neural Network [91, 92]を用いた研究や
Recursive Tensor Network [93]を用いた研究などが挙げられる．機械翻訳や自動要約
で高精度を記録した時系列ニューラルネットワークを用いた研究も存在する．代表的
なものは，Recurrent Neural Networkを用いる研究 [94]や Long Short-Term Memory
(LSTM)を用いる研究 [95]などである．また，言語の表層的な情報だけではなく，依
存構造情報などを用いる研究として，Tree-LSTMsを用いる手法も提案されており，










































































Lenatらは, Cyc [103]という常識的知識をデータベース化するプロジェクトを 1984
年に開始した. ここには, CycLと呼ばれる知識記述言語を習得した専門家によって, 常
識的知識が手書きで登録されている. Cycには約 50万の単語が登録されており, Lenat
によると, 成人の持つ常識のうち 2%ほどの常識を蓄えているとされている.
MITのOpen Mind Common Sense(OMCS) [104]では, 一般のボランティアの人々
から常識的知識を獲得するアプローチをとっている. OMCSには, 10年かけて 100万
を超える常識文が登録されている. また, それらを機械による利用可能な形にするため,
Concept Net [105]と呼ばれるネットワーク構築を目指している. さらに, 常識的知識の
増加を目的として, Analogy Space [106]なる推論機構を導入している. なお, Concept
Net内の概念関係が正しい割合は 6割強, 推論を加えた場合には 2割強である.
しかし, これらの常識的知識獲得を目的とした研究には, 次の 3つの問題点があると
考えられる. 人手による知識の登録のため, コストが大きい点 [107], 知識のカテゴリを
手動で定めており, 網羅性は未検証である点 [108], 知識が論理形式でのみ記述されて





に実装する研究がある. [109–113]. 例えば, Wallachら [113]は, 道徳を人工知能に実装
するための有益なモデルの作成を目的として研究を行っている. 彼らは, 演繹的モデル
と帰納的モデルのハイブリッドモデルを提案している. まず, 演繹的に基本的な指針を
定め, 次に細部を帰納的に補強する. しかし, これらの研究 [109–113]は, 提案のみに留
まっており, その有効性は示されていない.























































































































































































ScoreNpwi = Npwi,p − aNpwi,n (2.1)
ここで，aは重みである．これは，Negativeな文と共起するPositive単語に対す
るペナルティの大きさを示す．


















ScoreNnwi = Nnwi,n − aNnwi,p (2.3)
ここで (1)と同様に，aは重みである．これは，Positiveな文と共起するNegative
単語に対するペナルティの大きさを示す．




























































入力例 「自分 行動 責任 持つ」







る数を nとする．このとき，単語が重複していなければ n = 1となる．













































× 2.00 + 3.00 (否定単語の数 dが偶数のとき)
−PScore−NSscore
PScore+NSscore
× 2.00 + 3.00 (否定単語の数 dが奇数のとき)
(2.8)
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ここで，分母の PScore+NSscoreおよび 2.00, 3.00は正規化のために用いてい
る．この結果，Scoreは 1.00から 5.00の範囲の値をとる．
2.6.6 出力



















文が残り，それについて 5段階での評価を 23人 (20代男性 12人，20代女性 11人)の被
験者に行ってもらった．なお評価の際は，117文をランダムで表示した．この際，評価
表現抽出フェーズにおける重み aは 2とした．また，システムの出力は 1.00から 5.00
に正規化される．
2.7.4 実験結果
















ここで，tp, fp, tn, fnは以下の事例数を表す.
• tp (true positive): システムが positiveと判断して, 正解データも positiveであっ
た事例数.
• fp (false positive): システムが positiveと判断したが，正解データでは positive
ではなかった事例数．
• tn (true negative): システムが negativeと判断して，正解データも negativeで
あった事例数．



























表 2.9 再現率・適合率・F値 (2値)
単語削除回数 再現率 適合率 F値
0 0.31(36/117) 0.90(36/40) 0.46
0-1 0.62(72/117) 0.86(72/84) 0.72
0-2 0.77(90/117) 0.79(90/114) 0.78















































































































honesty, kindness, justice, devotion, ethical, modesty, optimism, loyalty,
patience, confidence, sincere, respect, appreciation, friendship, purity,
fairness, importance, fairness
Negative単語例
unethical, dangerous, careless, inconsiderate, incompetent, Immoral,
hate, rude, dishonest, irrational, improper, foolish, Ignorant, irrelevant,












x = α · tanh( 1
α







P (y = +1 | x) = 1




P (y = −1 | x) = 1− P (y = +1 | x) = 1− 1
1 + exp(−wTx) (3.3)
目的関数を考える際には式が 1つのほうが扱いやすいので，式 (3.2)と式 (3.3)をま
とめて以下のように表す．
P (y | x) = 1




L(w,M ) = −
N∑
i=1
log p(y(i) | x(i)) + c1r1(w) + c2r2(M ) (3.5)
ここで c1, c2はハイパーパラメータである．また，N は学習データ数である．r1(w)
は通常の L2正則化であり，以下の式で表される．
r1(w) = ‖w‖2 (3.6)
r2(M )は行列M を単位行列 に近くなるように正則化する関数であり，以下の式で
表される．
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r2(M ) = ‖M − I‖2 (3.7)
ここで，‖...‖はフロベニウスノルムを表す．
3.3.4 パラメータの学習
式 (3.1)の tanhの影響で，式 (3.5)の最適化問題は非凸である．そこで，確率的勾配
降下法により局所最適解を求める．具体的には，t+1反復時点でのパラメータw(t+1),
M (t+1)は，t反復時点でのパラメータを用いて以下の式で求められる．
w(t+1) = w(t) − η∂L(w,M )
∂w
(3.8)




























なお，単語は原形で抽出される．例えば，Enjuを用いて “He ran the department and







































































1 + exp(−x) (3.16)
また，Pprobは0.00から1.00の範囲の確率なので，入力文がNegativeである確率Nprob
は以下の式により計算される．




(Pprob −Nprob)× 2.00 + 3.00 (否定単語の数 dが偶数のとき)−(Pprob −Nprob)× 2.00 + 3.00 (否定単語の数 dが奇数のとき) (3.18)
出力










• 日本語Webコーパス 2010 [131]の一部 (2GB)から言語パタンを用いて道徳に関






















































































tp+ fp+ tn+ fn
(3.21)
ここで，tp, fp, tn, fnは第 2章と同様に定義される.
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図 3.3 正解データとシステムの出力の関係 (TestSet2)
連想情報の利用の影響













表 3.5 二値判断の正解率・適合率・再現率・F値 (Testset1)


















































表 3.6 二値判断の正解率・適合率・再現率・F値 (Testset2)


















































I read a library’s book while eating.
（食べながら図書館の本を読む．）
4.32
I cut in a line.
（列に割り込む．）
3.22
I talk while driving.
（運転しながら喋る．）
3.94
I kick the statue of Buddha.
（仏像を蹴る．）
4.53
I give a gift from my friend to others.
（友達から貰ったプレゼントを, 他の人に渡す．）
4.94






























































• 入力: Obama was born in United States, who worked as a USA president.


































いる．応用タスクでは，テキスト自動要約 [135]，評判分析 [95]，質問応答 [136]，音















































































































ここで，x′tは時刻 tに入力された形態素に対応する次元のみが 1で，残りは 0を取る
1-hot vectorである．また xtは第一層の出力であり，W x′xはパラメータ行列である．
第一層目の出力 xt は第二層目の Recurrent Neural Network(RNN) への入力とな
る．ここで，RNNの各セルには Long Short-Term Memory(LSTM)セルが用いられ
る．LSTMはRNNの勾配消失や勾配爆発の問題を防ぐために拡張されたものである．
図 4.6に LSTMのセルを示す．LSTMの特徴は 3つのゲート関数と 1つのメモリセ
ルである．ゲートには入力ゲート，忘却ゲート，出力ゲートが存在し，入力された情
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図 4.6 Long Short-Term Memory Cell [3].
報に対し各ゲートが作用することで，上述した勾配消失や勾配爆発の問題を解決する．
具体的には，以下の通りに定式化される．
it = σ(W xixt +W hiht−1 + bi) (4.2)
f t = σ(W xfxt +W hfht−1 + bf ) (4.3)
ct = f tct−1it tanh(W xcxt +W hcht−1 + bc) (4.4)
ot = σ(W xoxt +W hoht−1 +W coct + bo) (4.5)
ht = ot tanh(ct) (4.6)
ここで，σは各要素に作用するシグモイド関数であり，tanhはハイパボリックタン




















































e2 = tanh(W e1e2e1) (4.12)











































































度が 3回以下の語は “未知語”として統一的に扱った．その結果，全語彙数は 20,642と
なった．




図 4.7 比較手法である Long Short-Term Memory (LSTM) のネットワーク図. 提案手
法と比べ，注意機構を導入していない点及び，共起情報を使用していない点が異なる.
• 共起ベースの手法 (CO): 第 2章で説明した，評価表現を用いた道徳判断手法で
ある．





N -gramの抽出を行った．重複を削除した結果，合計で 49,547個のN -gram特徴
量が獲得された．その内訳はunigram特徴量が 11,282個, bigram特徴量が 21,256
個, trigram特徴量が 17,009個であった．
• Long Short-Term Memory (LSTM): 提案手法において，注意機構および共起情
報を用いない場合の手法である．この手法のネットワークを図 4.7に示す．学習
の際には式 (4.14)を用いて誤差逆伝搬法によりパラメータの更新が行われる．
• 注意機構付き Long Short-Term Memory (AL): 提案手法において，共起情報を
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• CO vs LR: 共起ベースの手法とロジスティック回帰モデルによる結果の間には精
度の向上を確認することができた．このことから，擬似ラベル付きデータを用い
たことで道徳判断の精度が向上したと考えられる．











• LSTM vs AL: LSTMにより得られる結果と注意機構を用いたモデルによる結果
の間には精度の向上を確認することができた．このことから，注意機構による特
徴量抽出は本タスクにおいて精度向上に寄与することがわかる．
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1. Research Goal: The goal of AI research should be to create not undirected
intelligence, but beneficial intelligence.
2. Research Funding: Investments in AI should be accompanied by funding for
research on ensuring its beneficial use, including thorny questions in computer
science, economics, law, ethics, and social studies, such as:
• How can we make future AI systems highly robust, so that they do what
we want without malfunctioning or getting hacked?
• How can we grow our prosperity through automation while maintaining
people ’s resources and purpose?
• How can we update our legal systems to be more fair and efficient, to keep
pace with AI, and to manage the risks associated with AI?
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• What set of values should AI be aligned with, and what legal and ethical
status should it have?
3. Science-Policy Link: There should be constructive and healthy exchange be-
tween AI researchers and policy-makers.
4. Research Culture: A culture of cooperation, trust, and transparency should
be fostered among researchers and developers of AI.
5. Race Avoidance: Teams developing AI systems should actively cooperate to
avoid corner-cutting on safety standards.
Ethics and Values
1. Safety: AI systems should be safe and secure throughout their operational life-
time, and verifiably so where applicable and feasible.
2. Failure Transparency: If an AI system causes harm, it should be possible to
ascertain why.
3. Judicial Transparency: Any involvement by an autonomous system in judi-
cial decision-making should provide a satisfactory explanation auditable by a
competent human authority.
4. Responsibility: Designers and builders of advanced AI systems are stakeholders
in the moral implications of their use, misuse, and actions, with a responsibility
and opportunity to shape those implications.
5. Value Alignment: Highly autonomous AI systems should be designed so that
their goals and behaviors can be assured to align with human values throughout
their operation.
6. Human Values: AI systems should be designed and operated so as to be com-
patible with ideals of human dignity, rights, freedoms, and cultural diversity.
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7. Personal Privacy: People should have the right to access, manage and control
the data they generate, given AI systems ’power to analyze and utilize that
data.
8. Liberty and Privacy: The application of AI to personal data must not unrea-
sonably curtail people ’s real or perceived liberty.
9. Shared Benefit: AI technologies should benefit and empower as many people
as possible.
10. Shared Prosperity: The economic prosperity created by AI should be shared
broadly, to benefit all of humanity.
11. Human Control: Humans should choose how and whether to delegate decisions
to AI systems, to accomplish human-chosen objectives.
12. Non-subversion: The power conferred by control of highly advanced AI sys-
tems should respect and improve, rather than subvert, the social and civic pro-
cesses on which the health of society depends.
13. AI Arms Race: An arms race in lethal autonomous weapons should be avoided.
Longer-term Issues
1. Capability Caution: There being no consensus, we should avoid strong as-
sumptions regarding upper limits on future AI capabilities.
2. Importance: Advanced AI could represent a profound change in the history of
life on Earth, and should be planned for and managed with commensurate care
and resources.
3. Risks: Risks posed by AI systems, especially catastrophic or existential risks,
must be subject to planning and mitigation efforts commensurate with their
expected impact.
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4. Recursive Self-Improvement: AI systems designed to recursively self-improve
or self-replicate in a manner that could lead to rapidly increasing quality or
quantity must be subject to strict safety and control measures.
5. Common Good: Superintelligence should only be developed in the service of








































































入力を xとしたとき，出力 yが 1，つまりその入力文が Positiveである確率は，
P (y = +1 | x) = 1
1 + exp(−wTx) (C.1)
ここで，wは学習されるパラメータベクトルであり，Tは転置を表す．
逆に，入力文がNegativeである確率は，
P (y = −1 | x) = 1− P (y = +1 | x) = 1− 1




P (y | x) = 1







log p(y(i) | x(i)) + c1r1(w) (C.4)
ここで，c1はハイパーパラメータであり，N は訓練データの数を表す．r1(w)は L2
正則化項であり，以下の通りに定義される．














Positive (P (y = +1 | x) > 0.5)Negative (otherwise) (C.6)
