We analyze in detail the recursive construction of the Seiberg-Witten map and give an exhaustive description of its ambiguities. The local BRST cohomology for noncommutative Yang-Mills theory is investigated in the framework of the effective commutative Yang-Mills type theory. In particular, we show how some of the conformal symmetries get obstructed by the noncommutative deformation.
Introduction
Using arguments from string theory, noncommutative Yang-Mills theory has been shown [1] to be equivalent to a Yang-Mills type theory with standard gauge symmetries and an effective action containing, besides the usual Yang-Mills term, higher dimensional gauge invariant interactions. This equivalence is implemented through a so-called SeibergWitten map (SW map), a redefinition of both the gauge potentials and the parameters of the gauge transformations.
By considering an expansion in some parameter of noncommutativity ϑ, noncommutative Yang-Mills theory can be understood as a consistent deformation of standard Yang-Mills theory in the sense that the action and gauge transformations are deformed simultaneoulsy in such a way that the deformed action is invariant under the deformed gauge transformations. An appropriate framework for analyzing such consistent deformations of gauge theories has been shown [2, 3] to be the antifield-antibracket formalism (see [4, 5, 6, 7] in the Yang-Mills context, [8, 9, 10, 11, 12] for the generic case and [13, 14] for reviews).
By reformulating the question of existence of SW maps in this context, the whole power of the theory of "anti" canonical transformations is available. In the generic case, this leads to an "open" version of the gauge equivalence condition, valid only up to terms vanishing when the equations of motion hold [15] . These features have been shown to be crucial for the construction of a SW map for the noncommutative Freedman-Townsend model.
In the case of Yang-Mills and Chern-Simons theory, the relatively simple structure of the gauge algebra allows one to analyze the SW map using antifield independent BRST techniques [16, 17, 18, 19, 20] . Nevertheless, from the point of view of consistent deformations of gauge theories, it is sometimes useful to lift these maps to anticanonical transformations in the field-antifield space, as first discussed in [21, 22] .
The first objective of this paper is to improve the explicit recursive construction of the SW map by cohomological methods. The advantage of our solution is the use of explicit expressions for the contracting homotopies adapted respectively to an expansion in the deformation parameter and to an expansion in homogeneity of the fields. These homotopies are based on previous works on the local BRST cohomology of Yang-Mills theory [23, 24] . The methods also allow one to derive the general recursive solution to the SW gauge equivalence condition. In particular, this solution contains additional ambiguities besides those already discussed in [18] . We also point out that the ambiguities in the SW map can be understood entirely in the context of the standard Yang-Mills gauge field.
Another aim of this paper is to analyze the local, antifield dependent BRST cohomology groups of noncommutative Yang-Mills theory. These cohomology groups contain the information about the (potential) anomalies, counterterms, and the global symmetries of the model (see e.g. [26] and references therein). In the space of formal power series in the deformation parameter, the analysis can be done in terms of either the noncommutative or the commutative formulation. It turns out to be more convenient to work in the commutative formulation, because one can rely on known results in standard Yang-Mills theory, adapted to the effective theory with higher dimensional interactions.
Representatives of the cohomology classes in the noncommutative formulation can then be obtained by applying the inverse SW map.
In the next section, we first recall the central equations for the reformulation of SW maps in the antifield formalism. Then we make some general observations on the relation between the BRST cohomology groups of Yang-Mills theory and its noncommutative deformation.
In the first part of section 3, we show in detail that existence of the SW maps follows a priori from known results on the local BRST cohomology of standard YangMills theory [26, 27, 28] . Even though this kind of reasoning does of course not lead to new results for noncommutative Yang-Mills theory, where the existence of SW maps had been proved constructively in the original paper [1] , it has been shown to be useful for the existence proof of such maps in more complicated models [15] . In the next part we construct the infinitesimal generating functional for the SW map understood as an anticanonical transformation. The associated evolution equations in the deformation parameter reproduce the original differential equations from [1] . We then give recursive constructions of particular solutions for the SW equations and analyze in detail the ambiguities in the general solution. Finally, we address the question of triviality of the whole noncommutative deformation. In particular, we give the precise argument why noncommutative Yang-Mills theory is a non trivial deformation. Then, we show from cohomological arguments that noncommutative Chern-Simons theory is a trivial deformation of its commutative version, as shown first in [29] .
Section 4 is devoted to the local BRST cohomology of noncommutative Yang-Mills theory. Using a Seiberg-Witten map the analysis is done in the commutative formulation. We show that cohomology classes that do not involve the dynamics are unaffected by the noncommutative deformation, while the others can be obstructed. In particular, the breaking of the global Lorentz invariance is discussed in some detail.
Finally, various more technical proofs are given in the appendices.
Generalities
We assume the space-time manifold to be R n with coordinates x µ , µ = 1, . . . , n. Throughout the paper we use notations and conventions from [15] . In particular, the Weyl-Moyal star-product is defined through
for a real, constant, antisymmetric matrix θ µν . The parameter ϑ has mass dimension −2.
A natural space in deformation quantization is the space of formal power series in ϑ with coefficients in smooth functions. In the context of local field theories, smooth functions are replaced by local functions, i.e., functions that depend on x µ , the fields, and a finite number of their derivatives. More precisely, even though the whole series can depend on an infinite number of derivatives of the fields, each monomial in ϑ involves only a finite number of them.
A noncommutative gauge theory is a consistent deformation of its commutative counterpart, in the sense that the action and the gauge transformations are simultaneously deformed in a compatible way. An appropriate framework to describe such consistent deformations is the Batalin-Vilkovisky formalism: the deformations can be described entirely in terms of the master action since it encodes both the gauge invariant action and the gauge transformations. Furthermore, the associated (antifield dependent) BRST cohomology of the undeformed theory controls the deformation [2, 3] .
Consider then a noncommutative gauge theory described by the minimal proper solutionŜ[φ,φ * ; ϑ] of the master equation,
In particular, the undeformed (commutative) theory is determined by the master action
Reformulation of SW maps in the BV formalism
A SW map is by definition a simultaneous field and gauge parameter redefinition such that the gauge structure of the deformed theory is mapped to that of the undeformed one.
In the context of the antifield formalism, the existence of a SW map can be expressed in four equivalent ways.
1. There exists an anticanonical field-antifield transformation 2. There exists a generating functional of "second type"
with initial condition F = d n xφ 
Formally, this solution can be written as 
where ≈ means terms that vanish when the equations of motions associated to
with R In what follows, by effective theory we mean the commutative theory described by the Lagrangian L eff 0 [ϕ; ϑ] or, equivalently, by the solution of the master equation given by the right hand side of (2.4).
Local BRST cohomology and SW maps
Letŝ = (Ŝ, ·) be the BRST differential of a noncommutative theory admitting a SW map. In the space of formal power series in the deformation parameter with coefficients in local functions or local functionals, the BRST cohomology groups H(ŝ) are isomorphic to the BRST cohomology groups of the associated effective theory because these two theories are related by an anticanonical field-antifield redefinition. Furthermore, these cohomology groups are included in the associated cohomology groups of the undeformed commutative theory, evaluated in the spaces of formal power series in ϑ.
The In the Yang-Mills case that we are interested in here, γ is a differential and the operators s 1 , . . . all vanish. Hence, the difference between the local BRST cohomology groups of noncommutative Yang-Mills theory and its commutative counterpart is due only to the dynamics encoded in δ eff respectively δ.
SW maps in noncommutative Yang-Mills theory
In the first subsection, we give the master action for noncommutative Yang-Mills theory and the associated BRST differential involving the antifields. We assume that fields take values in u(N) or in some associative matrix algebra U. For simplicity we limit ourselves to pure Yang-Mills theories. The inclusion of matter fields is straightforward along the lines of [30] .
Master action and BRST differential
The minimal (not necessarily proper) solution of the master equation for noncommutative Yang-Mills theory is given by 
with [ * , ] the graded star-commutator,
The BRST differentialŝ for the noncommutative model is defined in the standard way as canonically generated by the associated master action:
It is useful to representŝ as the sumŝ =γ +δ, whereγ is the part of the BRST differential with antifield number 0 andδ is the Koszul-Tate part (see e.g. [13] ). The differentialsγ andδ act on the gauge fields, ghost fields, and antifields as follows:
where
The BRST differentialŝ can be expanded in ϑ, In the next subsection, we show that existence of the SW map follows directly from standard results on the BRST cohomology of the commutative Yang-Mills theory.
Existence of SW map from BRST cohomology
As discussed in [15] , existence would be direct if there were no antifield dependent cohomology, but even in the u(N) case there is in fact antifield dependent cohomology because of the U(1) factor. We show that the noncommutative deformation does not involve this cohomology, which completes the previous arguments.
Assume we have constructed a SW mapφ
This means that (2.4) holds up to terms of order k + 1 and higher:
Suppose that the cocycleS (k+1) belongs to a subspace S, where the representatives of the cohomology of s (0) can be chosen to be antifield independent, so that
Then, the SW map can be constructed as a succession of anticanonical transformations. Indeed, if we define
; ϑ] satisfies (3.5) with k + 1 in place of k. For k = 0, Eq. (3.5) obviously holds withφ 0 = φ,φ * 0 = φ * the identity map and S eff (0) 0
[A] the standard commutative Yang-Mills action.
In our case, the subspace S can be taken to be the space of local functionals depending at most linearly on antifields and depending on the ghosts only via their derivatives when written in terms of undifferentiated antifields. We show in appendix A that (i) equation (3.7) indeed holds ifS (k+1) ∈ S and (ii) thatΞ (k+1) can be chosen in S. In this casẽ S (k+2) can also be chosen in S (through integrations by parts) since all terms ofŜ of first and higher order belong to S, and terms inφ k+1 [φ, φ * ; ϑ],φ * k+1 [φ, φ * ; ϑ] of first and higher order are at most linear in antifields and depend only on differentiated ghosts if Ξ (l) , l = 1 . . . , k + 1 belong to S, which completes the proof.
Explicit construction of generating functional
In this subsection, we give a constructive approach to the differential equations of Seiberg and Witten, whose integration provides the map that establishes the equivalence of the gauge structure of the noncommutative and the commutative theories. The differential equations appear here as those for an anticanonical transformation, more precisely a Hamiltonian evolution equation with time replaced by ϑ, the parameter of noncommutativity. Because this generating functional contains the evolution parameter ϑ, the formal solution is obtained by the standard path-ordered exponential associated to time dependent anticanonical transformation. The generating functionalΞ defined by (2.7)
can be constructed by using an appropriate contracting homotopy. In order to do so, one decomposes the functionals according to the antifield number and expands in homogeneity in the fields. In this case the relevant differential controling the construction iŝ γ
[0] which acts on the fields and antifields simply according tô
The decomposition ofγ then readsγ
whereγ [1] contains the quadratic terms of theγ-transformations. Details are given in appendix B and we present here only the final results:
The associated differential equations (2.8) and (2.9) forÂ µ andĈ are the ones from [1] : (3.14)
Notice also that equation (3.13) provides directly the effective action to first order in ϑ:
Recursive construction of SW map
In this subsection we construct recursive solutions for the SW map. We use the standard technique of homological perturbation theory based either on an expansion in the deformation parameter or an expansion in homogeneity in the fields. In the former case the appropriate coboundary operator isγ = γ + [C, · ] while in the latter it is γ [0] .
Defining equations
Linearity in antifields of the generating functionalΞ implies that the generating functional F of second type can also be chosen linear in antifields,
Then the defining equation (2.6) reduces to
and γ is the gauge part of the BRST differential of the commutative theory:
, where f DE B are the structure constants of the Lie algebra associated to the underlying matrix algebra,
Notice that for a general generating functional F that is not linear in the antifields, equations (3.18) and (3.19) may contain equation of motion terms [15] . Equation ( 
Expansion in ϑ
Assume first that
where in the right hand side we have explicitly written the term of order k + 1. Applying γ + [h k * , ·] to this equation the left hand side vanishes identically. The consistency condition
implies to lowest order
Thus the operatorγ = γ + [C, ·] is the natural operator for recursively solving (3.19) and also (3.18) 3 . In particular it is nilpotent,γ 2 = 0, when acting on matrix algebra-valued local functions. Note that unlike the ordinary BRST differential γ,γ doesn't commute with ∂ µ . Instead,γ commutes with the covariant derivative: [γ,
To proceed to the next order one has to show that the cocycle r (k+1) is a coboundary ofγ. This can be achieved by using ρ given explicitly by (A.9) which is a contracting homotopy forγ. Indeed, one can check that
where f is an algebra-valued local function and the following independent coordinates are introduced in the space of fields and their derivatives (see appendix A for details):
where we have expanded the * -commutator with respect to powers in ϑ:
Proof. At zeroth order in ϑ Eq. (3.19) is satisfied by h 0 = C. Assume that we have constructed
The right hand side of (3.30) is just r (k+1) from (3.23) and therefore it isγ-closed. One can check that r (k+1) does not depend on undifferentiated ghosts. Indeed, among
depends on undifferentiated ghosts but it appears only inside the * -commutator. One then finds that
vanishes when y = z = 0. Furthermore, h (k+1) is also independent on the undifferentiated ghosts so that the construction can be iterated.
In the case of u(N)-valued fields it follows from the recursive construction that h also takes values in u(N) because only commutators or anticommutators multiplied by imaginary unit are involved.
Proof. At zeroth order in ϑ Eq. (3.18) is satisfied by f
µ that solves (3.18) to order k, i.e.,
Applying γ + [h * , ·] to both sides and using (3.19) one gets at order k + 1 in ϑ that γt
is given by
At order k + 1 in ϑ Eq. (3.18) requires:
is a particular solution to equation (3.34) because t (k+1) µ does not depend on undifferentiated ghosts for reasons analogous to those as in the previous proof.
The same arguments as above show that in the case of u(N)-valued fields f µ is also u(N)-valued.
Expansion in homogeneity in the fields
We now discuss a recursive solution for the SW map based on an expansion according to the homogeneity in the fields. As in the construction of the generating functional the relevant differential is γ [0] corresponding to the Abelian theory but now written in terms of unhatted variables. The associated contracting homotopy ρ
[0] is defined by (B.27) and satisfies (B.28) with unhatted variables substituting for hatted ones.
Proposition 3. A particular recursive solution
[C * , C] depends only on differentiated ghosts and hence vanishes when the appropriate variables y, z defined analogously to (B.26) are zero. Suppose that we have constructed
, k ≥ 2 in homogeneity k and depending only on differentiated ghosts.
, the left hand side vanishes identically, which implies for the lowest order on the right hand side that
Applying ρ [0] to this equation, it follows from (B.28) and the induction hypothesis that r [k] does not depend on undifferentiated ghosts that h
is a solution to Eq. (3.37). It remains to be checked that r [k] does not depend on undifferentiated ghosts. Indeed, the only possible dependence on undifferentiated ghosts can come from γ [1] 
This dependence cancels between the two terms because:
to terms that involve only differentiated ghosts, with
(ii) by construction h [k+1] is a polynomial in matrix-valued fields and their derivatives so that [C, ·] satisfies Leibnitz rule.
Explicitly, the quadratic contribution is given by
µ of (3.18) with f
only depends on differentiated ghosts. Suppose that we have constructed f
µ such that (3.18) is satisfied up to order k,
µ depending only on differentiated ghosts. Applying γ + [h * , ·] implies to lowest order that
µ which implies that f
µ is a particular solution to equation (3.18) at homogeneity order k:
It remains to be shown that t
µ depends only on differentiated ghosts. Indeed, the only dependence on undifferentiated ghosts can come from the terms γ [1] f
, C] and as before, this dependence cancels between the two terms. Finally, f
satisfies Eq. (3.18) up to order k + 1 and the construction can be iterated.
Universal SW map
The particular SW maps constructed in the previous two sections depend very little on the associative algebra U. Indeed, if as in (3.39), one does not use the multiplication table in U to simplify the expressions, one can construct a "universal" SW map valid for any U. A SW map for a particular U is then obtained by using the multiplication table in the final expression. More precisely, this means that one should first construct the SW map for Yang-Mills fields taking values in the free tensor algebra of some sufficiently large vector space. Because each associative algebra U can be represented as a quotient of such a free tensor algebra modulo some relations, the SW map for U can be obtained by using these relations in the SW map for the free tensor algebra.
Ambiguities in the SW map
Some part of the arbitrariness in the SW map was discussed originally in [18] . In this section, we are going to derive the most general solution to the SW gauge equivalence condition (3.22) . As before indices in parentheses refer to the expansion in the deformation parameter.
where f µ , h is any particular solution with the same boundary conditions (e.g. the one constructed recursively in the previous section), while f c µ , h c is the general solution to the "commutative" equations
subject to the boundary condition 
The antifield dependent part of this equation means that the anticanonical transformation F ′ * • F −1 * preserves the gauge structure of the commutative theory. With
the same argument as in 3.4.1 shows that equations (3.44) and (3.45) hold.
Proposition 6. The general solution to equations (3.44) and (3.45) with boundary conditions (3.46) is given by 
Here, f µ , h is a particular solution with the same boundary conditions;Λ = exp * (λ A Using that γC A = − 
This establishes indeed a Lie algebra automorphism T
This automorphism is relevant only if it is an outer automorphism because inner automorphisms can be absorbed by redefinitions of Λ. In the u(N) case the only outer automorphisms that occur here are rescalings of the U(1) generator (since only automorphisms connected to the identity occur owing to the boundary condition (3.46)).
Nontriviality of the deformed action. Chern-Simons theory
One remaining question is whether the noncommutative U(N) theory as a whole is equivalent to the commutative one, i.e., whether the starting point noncommutative and commutative actions are related through field redefinitions. A necessary condition for triviality is that, at first order, the integrand in (3.15) be on-shell (for the equations of motion of the commutative theory) equal to a total divergence,
This condition can be equivalently rewritten as L eff(1) 0
(see e.g. [26] ). Indeed, it follows from the fact that γL eff(1) 0 = dl 0 that one can find K andJ such that δk 1 = sK + dJ. Namely, using the fact that δf + dg = 0 implies f = δf 1 + dg 1 for any f of positive pure ghost number and antifield number, one can find k 2 such that δk 2 + γk 1 = dj 1 . Proceeding further by induction in antifield number one can construct K = k 1 + k 2 + . . . satisfying δk 1 = sK + dJ for some J.
In order to prove non-triviality of the noncommutative deformation of U(N) YangMills theory, it is enough to consider the U(1) case. Indeed, by putting to zero all the components of the gauge field except for the one associated to the u(1) factor, triviality of the U(N) theory would imply triviality of the U(1) theory. By applying s to the equation (3.60), we get the descent equation sJ + dm = 0 for the n − 1 form J. This last equation then implies, in space-time dimensions strictly greater than 2, (see eq. (13.6) of [26] ) that
where F = F µν dx µ dx ν , A = A µ dx µ , ⋆ denotes hodge conjugation, and P (F ) is a polynomial in the two-form F .
It then follows from (3.61) that
is cubic in A µ only terms of homogeneity degree 3 can contribute:
In the case where there is no explicit x dependence, this equation implies, by putting to zero the derivatives of the field strength, that
Because this is not the case, we conclude that the noncommutative deformation of the action is non trivial, at least in the x independent case and in space-time dimension strictly greater than 2. This is to be contrasted with noncommutative U(N) Chern-Simons theory described by the action The antifield structure of the solution of the master equation is the same as in the YangMills case. In [29] , it has been shown that the SW map transforms the noncommutative U(N) Chern-Simons theory into its commutative counterpart, so that the noncommutative deformation is trivial. From the point of view of the local BRST cohomology of the commutative theory, this follows directly from the following arguments: for Chern-Simons theory with gauge group U(N), there exists exactly one cohomology class in form degree n and ghost number 0 in the case where N ≥ 2, and none in the U(1) case (see e.g. [26] .) If we denote by g CS the gauge coupling constant that goes with the structure constants of the su(N) subalgebra, this representative can be chosen to be
. It follows that any consistent deformation of commutative U(N) Chern-Simons theory can be absorbed by a field-antifield redefinition and a redefinition of the gauge coupling. In particular, it follows that there exists a field-antifield redefinition such that
with g CS (ϑ) = g CS + ϑf (g CS ) + . . . . In the case where there is no explicit x dependence, dimensional arguments imply that g CS (ϑ) = g CS .
Local BRST cohomology of noncommutative U (N )
Yang-Mills theory
In this section, we discuss the local BRST cohomology groups of noncommutative U(N) Yang-Mills theory since these groups contain information about anomalies, counterterms, observables, symmetries and conservation laws of the theory (for details see [26] and references therein). By using a SW map, these groups can be most conveniently analyzed in terms of the effective Yang-Mills theory because only the part of the BRST cohomology groups that pertains to the dynamics differs from that of standard Yang-Mills theory. The BRST cohomology groups for effective Yang-Mills theories have been discussed in [26] .
Basic considerations
Let Ω be the space of local forms and Ω 
Standard arguments using an expansion in the deformation parameter allow one to show that 
. 
In particular, in ghost number 1 and form degree n, this means that the potential chiral anomalies of noncommutative U(N) Yang-Mills theory (treated as an effective theory) are directly related to the commutative ones. How the dynamics of effective Yang-Mills theories enters the local BRST cohomology groups has been analyzed in some detail in [26] . In particular, this analysis also applies to the effective field theory formulation of noncommutative U(N) Yang-Mills theories.
In the following subsection, we will only briefly discuss some BRST cohomology classes of the standard U(N) Yang-Mills theory that involve the dynamics and get obstructed under the noncommutative deformation.
Breaking of Poincaré invariance in noncommutative deformation
Local BRST cohomology classes that involve the dynamics are for instance those in ghost number −1 and form degree n. They contain the information about the global symmetries and the associated conserved currents. In particular, we concentrate on the Poincaré invariance, or, in 4 space-time dimensions, the conformal invariance of standard Yang-Mills theory. Standard homological arguments (see e.g. [26] ) show that
In turn, by the same reasoning that relates theŝ to the s eff cohomology, this group is given by H
, the cocycle condition of this last group determines the global symmetries and the associated Noether currents:
By taking the coboundary condition into account, H In space-time dimensions n strictly greater than 2, the general solution to the conformal Killing equation
Here, the constants a µ correspond to translations, λ µ ν with λ µν ≡ η µρ λ ρ ν = −λ νµ to Lorentz transformations, c to dilatations and b µ to special conformal transformations. The conformal transformations act on the potentials and the associated curvatures as Lie derivatives,
Because the Poincaré, respectively the conformal transformations in 4 dimensions, are symmetries of commutative Yang-Mills theory, taking Q (0)A µ = δ ξ A A µ with the appropriate ξ allows one to satisfy equation (4.7) to order zero in ϑ for some j (0)µ . In order for these symmetries to survive the noncommutative deformation to first order in ϑ, one needs to find Q
Explicitly, the first term reduces to (4.12) δL
where we used that ξ is a conformal Killing vector. This expression coincides with L eff(1) 0
was proved in subsection 3.7 to be non trivial, i.e., not proportional to equations of motion modulo a total derivative 4 . Thus we conclude that Eq. (4.11) admits solutions Q
i.e., if ξ preserves θ. Let us assume that θ is nondegenerate (symplectic). It then follows that ∂ µ ξ µ = 0. This means in particular in 4 dimensions that the dilatations and the special conformal symmetries are obstructed. Thus we can assume that (4.14)
The Killing condition together with (4.13) then require 
where the second equality holds because L ξ θ = 0 = L ξ η on account of (4.15) and the last equality follows from ∂ ρ ξ ρ = 0. Thus L eff 0 is invariant up to a total derivative to all orders in ϑ, which means that (4.7) can be satisfied with Q In fact, the argument leading to (4.16) can be used to show directly without using the SW map that, in the case where θ is non degenerate, the Poincaré transformations satisfying L ξ θ = 0 define global symmetries ofL 0 .
Let us now discuss in more detail the Lie subalgebra of Lorentz transformations that satisfy L ξ θ = 0 for a non degenerate θ. This Lie subalgebra crucially depends on the respective position of the matrices η µν and θ µν . It is useful to introduce the linear operators
If the operator K can be diagonalized over R, with t 1 , . . . , t N denoting its distinct eigenvalues, then the eigenspaces of K with eigenvalues t α are even-dimensional of dimension 2n α and the subalgebra g of Lorentz transformations satisfying L ξ θ = 0 decomposes as
where for negative t α , g α is u(n
The proof of the proposition is given in the appendix E. In particular, if η is Euclidean, K can be diagonalized and
where n denotes the dimension of the Euclidean space (which is even because θ is non degenerate). If all the eigenvalues of K coincide, the symmetry algebra is u(n/2) of maximal dimension n 2 /4.
In the 4-dimensional Minkowski case with canonical θ, To complete the discussion let us briefly consider the case where θ is degenerate. This case is more difficult because there is no longer a suitable tensor J as in (4.17) . For simplicity, let us discuss the case where the matrices η µν and θ µν take the following form:
This covers in particular Minkowski space-time where the time coordinate is "commuting", i.e., for η = diag(−1, 1, . . . , 1) and θ 0µ = 0. The condition (4.13) takes the form
The first equation can be solved by ξ a = θ ac ∂ c H for some function H. At the same time conformal Killing condition (4.8) implies that
Multiplying the first equation by η ab and substituting ξ a = θ ac ∂ c H one gets
which again implies that dilatations and special conformal symmetries are obstructed in 4 dimensions. The problem can now be reduced to the non-degenerate case already solved in proposition 7: the algebra g is the direct sum g = g 1 ⊕ g 2 , where g 1 are the Lorentz transformations associated to the metric η ij and g 2 is the subalgebra of Lorentz transformations preserving both η ab and the non-degenerate θ ab .
Appendices
Appendix A: Proof of (3.7)
Using explicitly the decomposition according to the antifield number, defined by assigning degree 1 and 2 to A * µ A and C * A respectively, with A A µ and C A carrying zero degree, the commutative BRST differential s decomposes as (A.1) s = δ + γ, where δ and γ are of antifield numbers −1 and 0, respectively. Explicitly,
where f AB C are the structure constants defined by [T A , T B ] = f AB C T C . An elementS (k+1) ∈ S contains parts with antifield numbers 0, 1 and 2:
Eq. (3.6) decomposes thus into terms with antifield numbers 2, 1 and 0:
Along the lines of [24, 25] , we introduce the following variables y α , z α , w i as new coordinates in the space of fields, antifields and their derivatives:
where l = 0, 1, . . . . These variables are independent and complete in the sense that every local function of the fields, antifields and their derivatives can be uniquely expressed in terms of them. 5 We define a homotopy operator ρ on functions of these variables by
It satisfies (A. 10) {γ, ρ}f (y, z, w) = f (y, z, w) − f (0, 0, w) .
When f (y, z, w) is γ-closed this relation yields in particular:
It states that the cohomology of γ can be constructed solely in terms of the w's -the dependence of γ-cocycles on the y's and z's is trivial. We stress that this holds for local functions -in general it does not hold for local functionals whose integrands are γ-closed only up to total derivatives, the reason being that ρ does not commute with ∂ µ . Nevertheless we can use (A.11) to analyze Eqs. (A.7) thanks to the fact thatS
are linear in antifields. Indeed, consider the first equation of (A.7). Since the integrand ω 
, which yields
Using this in the second equation (A.7), the latter yields
owing to {δ, γ} = 0. The functionalS which yields
Using eqs. (A.12) and (A.14) in (A.6), we obtain
Appendix B: Explicit construction ofΞ andB 0
The decomposition of ∂Ŝ/∂ϑ according to the antifield number reads:
whileŝ ∂Ŝ ∂ϑ = 0 decomposes according to:
In order to analyze these equations, we use a decomposition according to the homogeneity in all (hatted) fields and antifields.
We start from the first equation of (B.5). To remove the integral, we take the variational derivative with respect toĈ * A . This yields
At lowest order in the fields, Eq. (B.6) yields:
For η of the form (B.7), we will show below thatγ [0] can be "inverted", i.e. that there exists ξ such that
This equation defines ξ only up to aγ
[0] -cocycle. A convenient choice, to be discussed in more detail below, turns out to be
That this ξ actually satisfies (B.9) can be directly checked. We thus obtain (B.11)
where we can replaceγ [0] withγ because ofγ [1] d n xĈ * A ξ A = 0 (the latter holds becausê
Using (B.12) in the second equation (B.5), we obtain:
We now proceed as before and apply the variational derivative with respect toÂ * µ A . This yields:
The decomposition of η µ reads thus
At second and third order in the fields Eq. (B.14) yields:
Again, there exists ξ [2] µ such that η
µ , and a convenient choice turns out to be
Inserting this result in the second equation, the latter readsγ
[0] (η [3] µ −γ [1] ξ [2] µ −[Ĉ * , ξ [2] µ ]) = 0. Again, one concludes that there exists ξ [3] µ such that
µ , a convenient choice being
The resultant ξ [3] µ satisfiesγ [1] ξ [3] µ = −[Ĉ * , ξ [3] µ ] which impliesγ [1] d n xÂ * µ A ξ [3] A µ = 0. All in all this yields
A . Explicitly one obtainŝ −δΞ 1 . We now turn to the question on how to "invert"γ [0] . In the space of fields and their derivatives, we introduce the following new coordinatesŷ α ,ẑ α ,ŵ i :
where l = 0, 1, . . . andF
These variables are independent and complete in the sense that every local function of fields and their derivatives can again be uniquely expressed in terms of them.
We now define the contracting homotopy
It follows that anyγ [0] -closed function that vanishes whenŷ =ẑ = 0, isγ [0] -exact. This is the case for η, η [2] µ , and η
µ ] because all of them depend explicitly onẑ α . In particular,γ
η. However, the expression for ξ ′ =ρ [0] η is rather complicated because of higher derivatives of C in η. Because the general solution to η =γ
[0]ξ isξ = ξ ′ + ν withγ [0] ν = 0, one can use this freedom to arrive at the particular solution ξ given above. A way to get the expressions for ξ, ξ [2] µ , and ξ [3] µ used in the text is to considerρ
[0] * which coincides witĥ ρ
[0] on the variablesŷ,ẑ,ŵ but satisfies Leibnitz rule on the star polynomials η, η [2] µ , and η [3] µ −γ [1] ξ [2] µ − [Ĉ * , ξ [2] µ ] in these variables.
constants. Applyingγ, we getγr (k+1) = 0. Now the abelian χ [0] 's can be completed to non abelian ones to deduce that j (k+1) = r (k+1) +γn (k+1) (χ, C) withγr (k+1) = 0. For σ (k+1) given by (C.4), the general solution for σ In this case, it is useful to interpret J α as a so-called "polarization structure". For such a J α = 1 α , one can always introduce a basis of eigenvectors e i ,ēī corresponding to the eigenvalues +1 and −1, respectively. It then follows from η α (J α e i , e j ) + η α (e i , J α e j ) = 0 that η α (e i , e j ) = 0. The same arguments show that η α (ē¯i,ēj) = 0. Finally, non-degeneracy of η α implies that the number of e i andēī coincides. In the basis e,ē it is easy to solve the equations (E.5). Indeed, a general solution to [λ α , J α ] = 0 is given by a block diagonal matrix λ α with two arbitrary blocks of dimension n α × n α . At the same time the second equation in (E.5) says that only one of them is independent. Thus the Lie algebra of solutions λ α is gl(n α , R).
