INTRODUCTION
The world is experiencing an urbanization trend at a rate unprecedented on the planet and 60% of the land that will be urban in 2030 has yet to be built (Seto et al. 2012) . Although this offers an enormous challenge, it also provides a great opportunity to transform the development of cities toward a more sustainable path . The current focus in urban planning is mainly on building "smart," i.e., dense, thus saving "nature" outside of the city (see, e.g., James et al. 2013) , potentially at the expense of urban green spaces (UGS). Although green spaces have been shown to provide a range of ecosystem services that contribute to better cities (Lovell and Taylor 2013 ) the potential effects of sacrificing UGS in favor of green areas outside of the city is not well investigated (although see, e.g., Soga et al. 2015) . Tangible services like air and water purification, food production, and local climate mitigation have by far received the most attention and research (e.g., MA 2005 , TEEB 2010 ). However, ecosystems provide much more than these tangible services. Access to UGS have also been shown to provide a multitude of health benefits Khan 2016, Hartig et al. 2014 ) such as stress reduction Stigsdotter 2003, Annerstedt 2011) , decrease in heart disease and early death in general (Mitchell and Popham 2008) , improved alertness of children with attention deficit disorder (Taylor and Kuo 2009) , and increased physical activity (Kaczynski and Henderson 2007) . UGS have even been shown to influence social cohesion by, e.g., providing a meeting place for users to develop and maintain neighborhood ties (Kazmierczak 2013) . Similarly, psychological benefits have also been shown to exist with access to open water (Nutsford et al. 2016 ).
All of these benefits are connected to our natural capital and there is thus a need to assess the value of that capital if we are to make good decisions on how UGS can be better promoted as a part of public policy (Helm 2015) . The economic valuation of ecosystem services in general has gained great interest over the last decade (see, e.g., Nelson et al. 2009 , TEEB 2010 , also with a specific focus on urban areas (TEEB 2011) . Valuation of ecosystem services involves dealing with multiple, and often conflicting, value dimensions (Martín-López et al. 2014 ) and can entail the exploration of a range of value domains, including biophysical, monetary, socio-cultural, health, and insurance values (Gómez-Baggethun et al. 2013) . To address multiple ecosystem services it is often necessary to use a combination of valuation methods (see, e.g., Boyer and Polasky 2004 , Costanza et al. 2006 , Escobedo et al. 2011 . Hedonic pricing, an economic valuation method designed to, e.g., capture the value of UGS in terms of their contribution to the market value of housing property, is commonly used for analyzing the benefits associated with UGS in order to make them more visible and to provide support for urban planning in both America and Europe (see, e.g., Tyrväinen 1997 , Tyrväinen and Miettinen 2000 , Kolbe and Wüstemann 2015 , as well as in Asia (see, e.g., Kong et al. 2007 ) and Australia (Hatton MacDonald et al. 2010 , Mahmoudi et al. 2013 . In this paper we focus on urban parks as the UGS unit of study. The hedonic pricing method (HPM) belongs to the revealed preferences methods, i.e., it tries to infer the value of a nonmarket good by observing the actual behavior of individuals on related markets (see, e.g., Alriksson and Öberg 2008) . However, the validity of this approach has been questioned because of the common existence of spatial autocorrelation when estimating https://www.ecologyandsociety.org/vol22/iss2/art21/ these types of models (Anselin and Arribas-Bel 2013) . The reason for this is due to downward biased estimates of standard errors implying that we may perceive that there is an effect of UGS when there actually is none (see Anselin and Arribas-Bel 2013) . Also, because of the multitude and complexity of ecosystem service generation (Raudsepp-Hearne and Peterson 2016) there is reason to question the validity of the HPM in a sustainable urban planning and design context by questioning the rationality of one of the assumptions behind the HPM, namely that individuals are able to perceive environmental quality changes, that these changes affect future net benefit streams of a property, and that it thus can be assumed that people therefore are willing to pay for environmental quality changes (Treweek 1999) .
In this paper we thus (i) address the validity of a hedonic pricing approach, using empirical data from a case study in the municipality of Malmö, Sweden. We build on traditional methods from hedonic pricing and extend them to also incorporate the latest state-of-the-art methods used to control for spatial autocorrelation. Much of the previous literature using hedonic pricing methods have done little to control for this problem and typically resorted to fixed effects estimation (see, e.g., Kuminoff et al. 2010 ). In the hedonic pricing context the fixed effects usually refer to specific spatial entities. Anselin and Arribas-Bel (2013) have however questioned the validity of spatial fixed effects and concluded that unless the spatial correlation takes on a groupwise structure (meaning that only observations within and not across spatial units are correlated), there is no reason why spatial fixed effects should be sufficient to avoid the statistical inference problems (biased standard errors) resulting from spatial correlation. This brings much of previous results in the literature on the connection between green space and property values, using hedonic pricing methods, into question and we cannot be sure that earlier results in the literature would still hold when spatial autocorrelation is properly accounted for. We then (ii) discuss the pros and cons of the validated HPM in a sustainable urban planning and design context focusing on human health benefits because these types of benefits, sometimes referred to as being part of cultural ecosystem services, have been shown to be of great importance, especially in an urban context (Gómez-Baggethun et al. 2013 , Andersson et al. 2015 .
METHODS
We have tried to be as robust as the state-of-the-art methods allows us to be and analyzed the data using both spatial fixed effects but also spatial econometric methods as well as combinations of the two. The hedonic pricing regressions are run using a large data set on housing sales with a wide variety of characteristics including neighborhood specific attributes such as median income levels and ethnical segregation. Apart from the standard methods we also make use of heat maps to provide a more indepth view of which areas in space sell at a higher or lower value. Overlaying such a map with a map of urban parks can provide evidence of which parks increase property values and which do so to a lesser degree or not at all. This information could thus be of substantial value to urban landscape planners.
Study area and data
The data used in this paper consists of real estate transactions for both ownership apartments in cooperative housing associations and private housing, in the municipality of Malmö and covers the period October 2010 to April 2015. Malmö municipality has a land area of 158.39 km² and a population size of around 300,000 and is located in the south of Sweden, with easy access to Copenhagen via a bridge and tunnel connecting Sweden to Denmark. The population has been growing at an average yearly rate of approximately 1.3% since 1990. Although population increase has been substantial, Malmö has had a relatively weak economic development (including low growth in job opportunities) compared with the rest of Sweden. Income segregation has also increased; starting at an initially low level, it increased during the economic downturn in Sweden (1992 Sweden ( -1994 , and then remained relatively stable at the new higher level (see Andersson and Hedman 2016) . Along with the rest of Sweden the ethnic population composition has also changed substantially. The percentage of foreign born in the working population of Malmö has increased from 14% to almost 26% while the percentage of foreign born from non-Western countries has grown from 3% to 11%, a trend similar to the overarching trend in Sweden (Andersson and Hedman 2016) . Also, in the context of space, Malmö is a very compact city, much more so than, e.g., Stockholm (the capital of Sweden) and the core consists of areas with distinctive suburban features with a high proportion of immigrants, high unemployment rates, and poverty (Thor 2016) .
The transaction data includes information on, e.g., sales price, list price, contract date, living area, floor number, monthly fees, number of rooms, and two types of geographical information: address and county, and latitude and longitude. The data set was attained from Svensk Mäklarstatistik (Swedish real estate statistics), which, together with Statistics Sweden, collects the data from the majority of all real estate agencies in Sweden.
Because data entry, on part of the real estate agents, obviously is prone to human error, we carried out a number of data cuts to minimize the likelihood of errors in our data set. First, we removed all transactions where the data was either missing or extreme. For the final sale and list price this involved removing all transactions with a sale or list price below 10,000 Swedish Crowns (SEK; ≈US$1400) or above 10,000,000 SEK, which we considered to be very unlikely. We also removed all observations where the provided living area was either zero, negative, or missing, or where the monthly fee was negative or missing. Finally, we also checked for internal inconsistencies in the geographical information provided by the real estate agents, i.e., we wanted to test whether the address information entered by the real estate agents also matched the coordinates they provided, for each respective transaction. This was done by geocoding the entire data set, which is a process of finding the associated geographical coordinates for some geographic data provided in another format. This was done by processing the address and county specific information for each transaction using Google's geocoding API, which provided us with a new set of geographical coordinates based on this information. Using GIS software we then measured the Euclidian distance between the coordinates returned by the Google's geocoding API and the transaction coordinates provided by the real estate agents and removed all observations with large discrepancies (distances) in the geographical information provided (the cut-off was made at 50 meters). For the remaining transactions, GIS software was then used to place them in their corresponding census tract based on these geographical coordinates. Finally, we decided to exclude all observations with https://www.ecologyandsociety.org/vol22/iss2/art21/ Fig. 1 . Map of Malmö municipality including parks, census tracts, and observations. See legend for details. distances more than 1000 meters from the closest park. One could clearly argue that the cut-off should be made larger/smaller. At some distance, however, the impact a park has on property values is likely to become too small to be distinguishable from other amenities in the data. Interpretation of our estimates derived below should thus be made in light of this cut-off level. After making these cuts the resulting number of observations where 16,655.
Data on parks where obtained as a GIS layer provided by Malmö municipality. This data included park area and location and thus treated all parks as equal. From this dataset we excluded small parks with a size below 40,000 square meters. Similar to the choice of cut-off distance one could argue that even smaller sized parks and green patches should be included because there exists substantial evidence they also provide value to residents (Whyte 2001) . However, because larger sized parks provide a larger variety of recreational uses, they should also exert a stronger effect on housing prices in their vicinity and thus increase the potential for us to distinguish such effects from all other potential neighborhood amenities. In any case it is important that the results below are interpreted only for parks greater than 40,000 square meters. Other variables that may be of importance for explaining property prices include data on incomes and ethnic diversity. Average population data for geographical units of 250 by 250 meters was attained from Lantmäteriet. From this data we constructed two variables: (i) median yearly incomes for families 20 years and older and (ii) share of population with non-European birthplace. Recent media cover indicates that these variables may be negatively correlated (that is high median incomes entail a lower share of population with non-European birthplace). We expect these variables to impact on property prices, increasing with median incomes and decreasing with higher share of population with non-European birthplace. Figure 1 depicts the study area. The dark grey surrounded by black lines are the administrative units, the white lines represent a road map (for presentation purposes only) and the green areas denote the parks included in our analysis. The white circle with a dot in the center depicts the location of the central station. The other dots denote observations.
Descriptive statistics for all of the variables in our dataset can be found in Table 1 . The average contract price for a sale during our period was around 1.6 million SEK. The average distance to parks was around 400 meters. Apart from the variables in the list below we also include time dummies for each quarter of the year for all regressions in our analysis. In total this involves 15 dummies for the entire period.
The econometric model
Hedonic pricing models are widely used for assessing economic values associated with environmental amenities. The idea, based on the work of Rosen (1974) , is that the price of a good can be decomposed into the marginal implicit prices of each separate characteristics of that good, which thus equals the buyer's marginal willingness to pay for that specific attribute. In the housing market an apartment can thus be decomposed into its constituents, for instance, number of rooms, bathrooms, square meters, apartment floor number, etc. All of these characteristics make up different contributions to the final sale price of the apartment. On top of these interior characteristics, neighborhood characteristics also contribute to the final prices. Examples include, access to public transportation, median income levels, distance to recreational areas such as parks.
We use data on apartment sales prices along with other observable characteristics of apartments to estimate the marginal willingness to pay for living close to a park. This is done by using a multiple regression model with apartment price as the dependent variable and various characteristics as explanatory variables. Theory has little to say about the form of the hedonic pricing function. However, from graphical inspection of our variables we can conclude that at the minimum the final price variable in our data set benefits from a log transformation, which generates a closer fit to the normal distribution. As in much of the hedonic pricing literature we thus use both log-log forms and semi-log forms for our pricing function, which implies that parameters may be interpreted as either a percentage change in the explanatory variable leads to a percentage change in the dependent variables (log-log) or one unit change in the explanatory variable can be interpreted as a percentage change in the price of the apartment (semi-log form). Previous studies have also found that a log transformation of distance variables generally perform better than simple linear functional forms because the log transformation captures the declining effect of these distance variables (see Bin and Polasky 2004, Mahan et al. 2000) . Following these studies we thus used log transformations for all distancerelated variables.
It should be noted that apart from considerations regarding the functional form for the hedonic function the estimation of a hedonic price function poses a number of other econometric problems. Perhaps the most severe of these problems is the endogeneity problem that arises because of the fact that property values also determine residential development. In other words, unobserved variables that determine home values will likely be correlated with our variable of interest, i.e., the distance to parks. This gives rise to what is commonly referred to as omitted variable bias, which as the name suggests biases our estimates of interest.
There are several ways in which one may deal with this bias. Among the most popular ways of dealing with this problem is by using either instrumental variables or quasi-experimental methods (such as difference-in-difference). These methods, however, require either good instruments, which are hard to come by, or exogenous events in the variable of interest, which also is unlikely to be observable when analyzing the value of public parks because there is usually little variation in this variable over time. Because these two methods are rarely applicable, other ways of dealing with omitted variable bias has been developed and adopted to the hedonic model.
The first, and perhaps the most simple, is the use of "fixed effects" applied to some administrative unit such as census tracts. The fixed effects model (commonly used with panel data) is simple because it can be easily estimated using ordinary least square including dummy variables for each administrative unit, which indicates whether a specific observation belongs to that unit or not. The idea is that these dummy variables will absorb the price effect of spatially clustered omitted variables.
The second method incorporates spatial dependence directly into a regression specification and is usually called spatial econometrics. Examples are the spatial lag and the spatial error model (Anselin 1988) . In all cases this involves the prespecification of a spatial weight matrix, which can take on many forms such as nearest neighbor or inverse distance. Kuminoff et al. (2010) performed Monte Carlo simulations to evaluate the performance of different econometric techniques for controlling for omitted variable bias due to spatial auto correlation in hedonic pricing. They found that adding fixed effects to the model reduced the bias by 7.3% while the spatial error model only had a marginal improvement over a model with no spatial controls and that the spatial lag model actually performed worse when using a "nearest neighbor" specification for the spatial weight matrix. They conclude that in, e.g., a metropolitan area with a large number of census tracts, spatial fixed effects could offer a flexible way of absorbing the irregular concentration of omitted variables.
Anselin and Arribas-Bel (2013) have investigated this conjecture more closely. They point to a number of problems with fixed effect estimation that may result in spatially dependent or https://www.ecologyandsociety.org/vol22/iss2/art21/ heteroskedastic error terms. For example, fixed effects estimation assume that there is no within group heterogeneity and there is in most cases no reason why the administrative units chosen in most studies should be homogenous, which thus implies that the size of these units may matter. In general, they find that except for the special case in which the spatial correlation takes on a group-wise structure, there is no reason why spatial fixed effects should correct for the presence of spatial correlation. Further, unless there is a strong theoretical or practical reason why a distance decay relationship between observations should be ruled out, the use of spatial fixed effects will not be sufficient to correct for the presence of spatial correlation.
Because the present paper is a purely empirical application and we make no attempt to solve the dispute on which method best addresses the omitted variable bias caused by spatially dependent observations, we thus present results for both a fixed effects estimation and estimation guided by recent advances in spatial econometrics. The models we consider are the following:
where g denotes census tract (group); t denotes time; P denotes N×1 vector of final sale price; X t is a N×k vector of home structural characteristics; Z t a N×l vector of neighborhood characteristics including distance to parks; α, β are the parameter vectors to be estimated; κ t is a vector of dummy variable which capture seasonal and time trend variations; ε is a N×1 vector of error terms. The first equation is the fixed effect model where γ g denotes the census tract fixed effects. The second and third equations are the spatial econometric lag and error forms, both of which must include a prespecified N×N spatial weight matrix W and the estimation of parameters ρ and λ, respectively. The spatial lag form (2) involves lagged dependent variables, which in our case are the logged final prices and can be estimated using spatial two stage least squares (Anselin 1988, Kelejian and Prucha 1998) . The spatial-error form (3) can be estimated using the generalized moments estimator of Kelejian and Prucha (1998) , Drukker et al. (2013) , Arraiz et al. (2010) . The spatial lag and error form can also be estimated jointly if there is evidence of both types of spatial auto correlation.
Testing for and analyzing the effect of autocorrelation
To determine, among other things, whether spatial correlation is of concern here, we started by running some diagnostic tests. The estimations were done using the PySal package for Python. We tackled the potential problem of heteroskedasticity by using a robust VC matrix following White's (1980) procedure in our estimations
At this point, we were ready to consider the issue of spatial dependence and explicitly incorporate space into the model. For the spatial econometric analysis we had to make an assumption regarding the form of the spatial weight matrix. Here we followed Anselin and Arribas-Bel (2013) and used a k-nearest neighbor criterion with a total of 20 neighbors. As in Anselin et al. (1996) we then tested for spatial autocorrelation using both robust and nonrobust Lagrange Multiplier tests for lag and error specifications.
The analysis we undertook based on the econometric model was twofold. First, we conducted a standard regression analysis to get quantitative measures on how changes in our distance variable of interest affected the contract price. This was the standard method used in the literature trying to connect property values to green space. Second, we produced heat maps with the intension of giving a more detailed picture of what the spatial correlation looks like. Which areas are hot and which are not? The aim here was thus to produce some visual guidelines that can help get a preliminary idea of what the correlation between distance to parks and house prices might look like after controlling for the different characteristics presented in Table 1 .
RESULTS AND DISCUSSION

General regression results
The diagnostic tests, using the PySal package from Python, revealed that the data is not normally distributed and exhibits heteroskedasticity, which is expected with data of this type. The assumption of normality of the residuals is important in linear regression when the size of your sample is limited. However, as the sample size grows, this is less relevant because of the central limit theorem. Because we have a large sample of over 15,000 observations, we will thus assume we can rely on the central limit theorem. The problem of heteroskedasticity is more severe and was handled by using a robust VC matrix following White's (1980) procedure in our estimations. When testing for spatial autocorrelation using both robust and nonrobust Lagrange Multiplier tests for lag and error specifications all tests revealed severe presence of spatial autocorrelation.
Results from running the different econometric models Table 2 shows the results of four different models, based on the three models described earlier, varying in the way they control for spatial auto correlation. We start by looking at the first column, which depicts the results when not controlling for any spatial auto correlation. This model can thus be seen as a baseline for comparison representing the best possible functional model accounting only for heteroskedasticity using White's (1980) robust standard errors but not for spatial auto correlation. From this model we see that all variables come out highly significant at the 1% level. Because of the lack of control for spatial auto correlation, we know, however, that it is fairly likely that we are making a Type one error, i.e., rejecting the null when it is in fact true. Disregarding this at the moment, we can, however, see that the parameter estimates have intuitive signs. For example, an increase of 1% in the living area of a house increases the final sale price by approximately 0.75%. Also note that, the number of rooms, the floor level (for apartments), and plot area (houses) all increase the final sales price, which is also intuitive. Considering the neighborhood variables this also comes out intuitively. Distances to the city center and waterfront increase the sales price, which is in line with previous findings such as Nutsford et al. (2016) . This also holds for median income areas, i.e., areas with a higher median income are associated with higher final sales prices. Further, it is also interesting to see the effect of the variable share of population with non-European birthplace. As can be seen, this variable is negatively correlated with final sales price such that areas with a high share of the population born outside Europe have lower property values. The correlation with median incomes thus suggests the population in these areas also have lower incomes indicating a significant degree of cultural and income segregation in Malmö.
In particular we note that as the distance to parks increases this impacts negatively on the price. Also, the park area estimate tells us that the larger the parks the higher the value of being close to it.
As already pointed out, the most straightforward and common way of addressing the problem of spatial auto correlation is the fixed-effects model. Estimates for this model are found in the second column of Table 2 . Here, we have applied fixed effects to fairly large census tracts, which can be seen from Figure 1 . Because of the large size of these census tracts, it is thus likely that there still remains considerable spatial correlation within each unit. However, from Table 1 we can see the higher estimate tells us that at the least the explanatory power has increased somewhat, which we have also confirmed from the adjusted estimates (not presented here).
Next, we turn to the spatial econometric model. The Lagrange tests for spatial autocorrelation did not give us any indication whether the error model (3) or lag model (2) is preferable. We thus proceeded by testing both spatial error models and lag models to see whether the lag and error estimates were significant for both types of correlation. For the spatial lag model we used a particular case of the traditional Instrumental Variables (IV) approach, in which the endogeneity of the spatial lag of the variable is dealt with by using instruments (see Kelejian and Prucha 1998) . For error model we used an estimation procedure proposed by Arraiz et al. (2010) , which allows estimation of error models that are consistent to the presence of heteroskedasticity. The results from these estimations lead us to conclude that both types of spatial autocorrelation seem to be present. We thus turn to a combined model, which captures both kinds of autocorrelation based on the work of Prucha (1998, 1999) .
Column 3 "GM Combo" and 4 "GM Combo (fe)" of Table 2 show the results for the combined model controlling for both spatial correlation, using both a lagged dependent and error specification, which is estimated using a generalized method of moments estimator. The difference between the two is that column Ecology and Society 22(2): 21 https://www.ecologyandsociety.org/vol22/iss2/art21/ 4 includes the spatial fixed effects used in column 2. As can be seen the estimation results are substantially different compared with the previous two columns. The R-values have increased and we are now explaining approximately 89% of the variation in the data. The variables park area and median income have, however, now turned insignificant and have thus been excluded from the regression. Further the Table reports estimates for the coefficients of the spatial weight matrix where lambda is the coefficient belonging to the lagged dependent variable and rho belongs to the error form. As can be seen, these estimates are both highly significant indicating that our combined model is the better choice for modeling spatial autocorrelation. Turning to our estimate of interest, the distance to parks, we now see that the estimate is not as strong as before and has gone from significance on the 1% level to the 10 and 5% level, respectively. Overall, after having considered both spatial fixed effects, the lagged dependent variable, and error form, the model results point to a significant effect of distance to parks on property values. Based on these results for the city of Malmö the general conclusion is that a decrease in the distance to parks of 100 meters would increase the final sale price of a house in our dataset by a minimum of 1%. To put the number in perspective, consider the following thought experiment. Imagine that a single park of average size gets paved over to make room for some other usage with no amenity value to citizens in its vicinity. Consider the individuals living on the border of a circle surrounding the former park. Assume that after paving, these individuals now instead have 200 meters to the nearest park. This implies that the value of their property, interpreted through the lens of our estimation results, has decreased by 1%. What is then the total property value lost? If we take the mean values for the contract price at (1.6 million.), living area (77 m²), and building floors (4) from our summary statistics in Table 1 and assume that buildings are located at 50 meters apart we can then calculate a hypothetical measure of total value for houses located along the line of a circle (with radius 100 m) around the paved park (hence having a circumference of 628 m). This allows us to squeeze in approximately five buildings along the circumference with a total value of 32 million (1.6*5*4). This would thus imply that the total property value lost amounts to 0.32 million for these properties only. To this figure you would then have to add the value lost to all buildings within the circumference, which would be higher because the distance to their closest park is even longer than those properties located on the circumference. In sum substantial values are likely lost because of development, which is typically not accounted for in public planning.
Heat maps
We plotted two heat maps based on the residuals from an equal number of regressions. By "heat" we will be referring to how property values vary, based on the surrounding amenities. The idea here is that by running reduced regressions we can get a visual idea of which areas are hot and which are not when it comes to specific variables. The heat maps are constructed using an inverse distance type interpolation between the residuals of observations, which result from regression analysis. We start with a simple regression analysis featuring only house specific attributes to provide a comparison. The results are depicted in the first map (Fig. 2) that shows the residuals from a regression analysis of the variables, living area, monthly fee, plot area, floor number, and building stores together with time dummies on the contract price. This resulted in an R-value of 0.61 implying that we are already explaining around 61% of the variation in final prices. The interpretation of the resulting residuals is the deviation from the average price after controlling for all housing specific attributes. Alternatively we can also view these residuals as a representation of neighborhood values, i.e., all neighborhood specific characteristics affecting final sale prices.
The colors of the heat-map range from blue to red indicating whether properties in this area typically sell at a lower value than average (blue) or higher than average value (red). The magnitude of the differences is indicated in the legend. Taking the expectation of these values we can get an idea of the percentage difference in price. For example, the most red area sells at approximately 17% (= exp[0.158]) higher value relative to the city mean. From the map we can thus see that the most attractive neighborhoods are located in the vicinity of the central station and the waterfront. From this simple regression it is so far hard to see any correlation between the parks and property values.
In the second regression analysis we include neighborhood specific attributes. By this we mean that we include all variables from Table 1 with the exception of park area and park distance. We are thus controlling for several neighborhood characteristics such as median income, share of non-European population, distance to city center, and waterfront. However, by leaving out the variables park distance and area from our regression, this hopefully reveals more clearly whether the vicinity to a specific park is associated with a higher property value. The residuals from this regression are depicted on the map in Figure 3 . As can be seen the resulting map shows a lot more color variation than the previous map. This map thus gives us a better idea with regard to which parks are more and which are less valued on the housing market. Here we see that in particular the area around the triangular park (Pildammsparken) is strongly red colored indicating that this is a popular area on the housing market. From the legend, we find that these areas sell at approximately 3% higher value relative to the city mean. On the opposite end, westnorthwest from Pildammsparken, we have the area of Kirseberg where these smaller sized parks do little for the housing values in its vicinity. Although, we do not control for it explicitly in our model we believe that this diversion, apart from quantitative factors such as size, is likely due to the qualitative differences among the different parks. Pildammsparken, for example, is a well-known recreational park in Malmö and a popular area for picnicking, running, or exercise in general.
To sum up, the value of heat maps in the way we portrayed them here is that they can tell us something more specific about the spatial distribution of property values as opposed to the more general regression analysis that is the most common method used in the literature. For an overview of common regression methods see Kuminoff et al. (2010) .
Pros and cons of hedonic pricing: unpacking the green in urban parks in a sustainable urban planning and design context Our results from the hedonic pricing exercise, when correcting more effectively for autocorrelation, still show that people have a willingness to pay for living next to a park, expressed via the price of properties. However, the results from the hedonic pricing exercise do not tell us what type of and how many benefits that Fig. 2 . Malmö heat map based on residuals extracted from a regression featuring only housing specific characteristics (excluding all neighborhood attributes). Red (blue) areas indicate that properties in that region typically sell at a relatively higher (lower) price. The legend indicates the magnitude of the difference. Taking the exponential of these values we get the percentage relative difference in selling price for the different areas. people value in connection to different urban parks, only that people value living close to urban parks. This lack of information makes it difficult to design plans for how to maintain, add, and/ or enhance different benefits that people draw from different parks, i.e., to do sustainable planning and design. There is thus a need to "unpack" the urban green in this context.
Accounting for size of urban parks
Urban parks can deliver a multitude of health/well-being benefits to people. However, all parks do not deliver all or the same collection of benefits (see, e.g., Grahn and Stigsdotter 2010) . To illustrate the importance of identifying which types of benefits can be potentially generated within different types of urban parks, i.e., unpacking the urban green, and to exemplify how this may be done, we use Grahn and Stigsdotter's (2010) classification of health benefits in urban parks or urban open spaces into eight dimensions (Nature, Culture, Prospect, Social, Space, Rich in species, Refuge, and Serene) as a basis for our discussion. Their results show that "Serene" was the most preferred dimension, followed by "Space" and "Nature." "Serene" is described as an urban park or urban open space that is silent and calm; no bikes or mopeds; one can spend time there without coming into contact with too many people; there are plenty of people and movements; it is possible to watch other people being active, playing, practicing sports, etc.; the area is clean and well maintained; there is no traffic noise from the surroundings; it feels safe spending time there (Grahn and Stigsdotter 2010) . "Space" is described as an urban park or urban open space experienced as spacious and free; it is possible to find areas not crossed by roads and paths; there are lots of trees; it is possible to find places where a company of several persons can gather; there are places sheltered from the wind; there are sunny and shady places (Grahn and Stigsdotter 2010) . "Nature" is described as an urban park or open space that has a natural, wild, hilly, and untouched quality; it feels safe; the visitor can light a fire; you do not risk bumping in to other people too frequently (Grahn and Stigsdotter 2010) . All these three dimensions put focus on size because they all require comparatively large areas of urban green to fulfill their purpose, e.g., enough space to not frequently encounter other people, or to avoid experiencing disturbance from traffic etc., hence supporting the focus of size of urban parks as a parameter of great importance. This is also confirmed by our results, e.g., in the context of the high value of the areas around the Pildamms park (Pildammsparken; see Fig. 3 ). As long as the result from the HPM is not to be used in a planning and design context, the simple correlation between park size per se and value is not a problem. However, if we, through urban planning and design, are to manage and develop the generation of health benefits in urban parks, we need to acknowledge that a multitude of additional Fig. 3 . Malmö heat map based on residual from regression excluding only distance to closest park and park size from the regression. Red (blue) areas indicate that properties in that region typically sell at a relatively higher (lower) price. The legend indicates the magnitude of the difference. Taking the exponential of these values we get the percentage relative difference in selling price for the different areas.
variables are needed to fulfill the purpose of the different dimensions, e.g., diversity of animal and plant species, access to shade and sun, number of bushes, ponds, benches, presence of a soccer field, access to restrooms, etc. There is thus a need to develop methods and tools for translating the different qualitative variables into quantitative measures, as well as assessing just how large the urban park needs to be to, e.g., to have people perceive the area as silent and calm (a prerequisite for the environmental dimension "Serene"). Although several studies indirectly imply the need for space to accomplish certain benefits, they do not provide quantitative measures of the required space to provide the benefits of interest (see, e.g., Stockholms Regionplane-och trafikkontor , van Herzele 2005 . Furthermore, because urban parks do not function in isolation, it is necessary to also take the surrounding land use configuration into account, in the process of assessing appropriate park size, because land uses in urban green areas could synergistically interact to support, e.g., biodiversity when clustered together in different combinations (Colding 2007) .
Accounting for distance to urban parks
The Euclidean (straight line) distance to a park, which is the other park-related parameter in our HPM (the first one being size or park area [see Fig. 3]) , is not the straightforward parameter it may seem like at first glance. What we are really interested in, in a sustainable planning and design context, is the accessibility of the park. In this context street morphology and human cognition are parameters that are claimed to provide the basis for peoples' accessibility (see, e.g., Oh and Jeong 2007) . However, because straight-line distance is not sensitive to these parameters, we need to look for alternatives. Apart from the straight-line distance, there is also walking distance (in the pedestrian network) and (directional) axial line step distance. The straight-line distance and the walking distance are both Euclidean measures in meters (Lee and Moudon 2006) . The axial line can be regarded as a kind of people-based distance measure, because it is adding data about the cognitive environment into the analytical framework (Hillier 2003) , which is claimed to be one of the major deficiencies in contemporary accessibility research (Kwan 2000) . Factors that may contribute to shaping the cognitive environment are, e.g., public availability, if the park is fenced or not, and the use of entrance fees, potentially excluding some population groups (Low 2003) . Also, urban parks may be differently perceived and used by population subgroups, e.g., according to gender, age group, or cultural background. Thus, using axial line step distance instead of Euclidean distance may prove useful in explaining, e.g., surprisingly low values of properties in connection to geographically close parks, as well as contributing to the provisioning of guidelines in a sustainable urban planning and design context. https://www.ecologyandsociety.org/vol22/iss2/art21/ Accounting for unperceived benefits from urban parks Another limitation of the HPM is that it, unsurprisingly, only captures the perceived benefits from urban parks, in economic terms the perceived direct and indirect use values. A direct use value of a park could be the park's function as a meeting place and an indirect use value could be valuing the view over the park through the window of your home (Ståhle 2006) . If the benefits that people do perceive and thus include in the HPM covered all the benefits potentially generated within the park, a HPM would be sufficient when valuing the park in the context of making all the aggregated benefits of that park visible. However, this is not the case. Urban ecosystem services such as carbon storage, water infiltration, and habitat provisioning for key species, such as pollinators and seed dispersers (see, e.g., Lundberg and Moberg 2003, Marcus et al. 2014) , also benefit the urban population in a multitude of ways (Gómez-Baggethun et al. 2013 ), but are most likely not captured in the HPM, judging from what type of benefits that people in general perceive and prefer in an urban park (see, e.g., Ståhle 2006, Grahn and Stigsdotter 2010) . Also, peoples' inability to perceive benefits that are generated inside the park but are enjoyed somewhere else is problematic in a planning and design context (Raudsepp-Hearne and Peterson 2016). A third ecosystem services type where people may have difficulty linking the service and the benefit is when the benefit is enjoyed as an overall general improvement in some parameter not directly connected to the geographical location of the park, e.g., the benefit of reduced climate change effects through carbon storage in park vegetation and soil. To get at these types of shortcomings, in an urban planning and design context, there is a need to merge ecological and socioeconomic aspects of who is benefiting from ecosystem services and where (see, e.g., Polasky et al. 2005 , TEEB 2010 and to apply valuation approaches capable of embracing and disaggregating benefits other than just those perceived by people living next to the urban park and where the benefits are strictly enjoyed within the boundaries of the park. Valuation approaches that may serve this purpose better than the HPM are, e.g., approaches focusing on land use planning and design from the start by, e.g., applying an ecosystem service approach within the context of multifunctionality and spatial specificity (see, e.g., Tallis and Polasky 2009 , Bateman et al. 2013 , Ma et al. 2016 ).
CONCLUSIONS
Our results show that an HPM would benefit from using both a lagged dependent and error specification in combination with the spatial fixed effects when accounting for autocorrelation, to more accurately predict the relation between distance to parks and property values. When correcting more effectively for autocorrelation, the HPM still show that people have a willingness to pay for living next to a park and hence the method delivers on analyzing aggregated perceived benefits associated with urban parks, making these benefits more visible. This type of information is useful for promoting urban parks more effectively as a part of public policy. We suggest that the results of the HPM may be even better explained by adding data about the cognitive environment into the analytical framework, by, e.g., replacing a Euclidian distance measure with an axial line step distance, i.e., focusing on accessibility. Furthermore, the heat maps, created by using the residuals retrieved from regressions of different complexities, depict the spatial differentiation of these values and may thus be useful for some planning purposes because it spatially reveals which parks are more or less attractive.
However, although our results suggest that parks indeed have a positive effect on property value and that this effect tends to increase with reduced distance to the parks, the HPM, even with the additional spatial information, provided by the heat maps, does not provide enough details about the nature of the relations between urban parks and human welfare to make the information especially useful in a sustainable planning and design context. To more effectively include the values of different health benefits generated by urban parks into urban planning and design strategies, we suggest applying alternative valuation approaches capable of disaggregating the different health benefits by including benefits irrespective of whether these benefits are enjoyed in direct relation to the park or not, or perceived by people living next to the park or not. This may be done, e.g., by combining approaches such as ecosystem services, multifunctionality, and spatial specificity (see, e.g., Bateman et al. 2013 , Ma et al. 2016 ). In the context of broadening and operationalizing the array of health benefits generated by urban parks, we also suggest that qualitative health dimensions, as identified within the field of environmental psychology, such as "Serene," "Space," and "Nature" need to be translated into quantitative measures because, although much has been achieved in the context of promoting health in cities (see, e.g., WHO 2014), there is still a considerable lack of data on the many functions and values of ecosystems and landscapes (de Groot 2006) .
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