Abstract. A plethora of diverse approaches for question answering over RDF data have been developed in recent years. While the accuracy of these systems has increased significantly over time, most systems still focus on particular types of questions or particular challenges in question answering. What is a curse for single systems is a blessing for the combination of these systems. We show in this paper how machine learning techniques can be applied to create a more accurate question answering metasystem by reusing existing systems. In particular, we develop a multi-label classification-based metasystem for question answering over 6 existing systems using an innovative set of 14 question features. The metasystem outperforms the best single system by 14% F-measure on the recent QALD-6 benchmark. Furthermore, we analyzed the influence and correlation of the underlying features on the metasystem quality.
Introduction
Recent research on question answering (QA) over Linked Data and RDF has shown significant improvements of quality and efficiency in answering even complex questions [8] . As a result of this research, a multitude of QA systems (see a.o. [1, 30, 32, 6, 22, 11, 25] ) have been proposed to tackle questions from different domains and of varying complexities. These systems rely on diverse approaches ranging from the transformation of questions into triple patterns [11] to hybrid question answering over both RDF and text [30] . This has led to a tool landscape with approaches able to deal with particular aspects of questions well (e.g., [25] can deal with simple conjunctive queries) while being unable to deal with other aspects (e.g., [11] has difficulties dealing with superlative queries). In addition to monitoring the development of a large number of question answering approaches, we have also witnessed the creation of a large number of benchmarks and challenges. The latter have provided the possibility to analyse the strengths and weaknesses of many QA systems objectively (see, e.g., QALD [28, 27, 26] ).
The availability of both diverse approaches (e.g., approaches with different strengths and weaknesses) and of benchmarks (that allow evaluating these strengths and weaknesses) now suggests the possibility of creating "metasystems" for answering questions over Linked Data and RDF. Such a metasystem (1) integrates several QA systems. Given a question, it is then able to (2) select the most appropriate QA system to answer the said question from a set of questions. While the selection of the most appropriate QA system seem tedious, the main hypothesis of this work is that this selection can be carried out automatically using machine learning (ML) techniques.
In this work, we formulate the problem of the training of a metasystem for QA as a multi-label classification problem. Here, we are interested in the choice of the best fitting classifier and the choice of machine learning features which are most descriptive. In this paper, we present a multi-label classification-based metasystem for question answering over 6 existing systems using a novel set of 14 question features.
Our contributions are as follows: (1) We develop a set of 14 novel features for natural-language questions that is capable of characterizing the weak points of existing QA systems. (2) We analyze 6 current QA systems with respect to their performance and features to deduce future research directions and gain insights into the systems' performances. (3) We analyze 16 classifiers to find the best performing multi-label classification system for the task at hand. (4) We implement and present a machine learning approach for combining these QA systems with 16 classifiers. This metasystem outperforms the state of the art in the QALD-6 benchmark [28] . (5) We optimize the set of features used for training the metasystem to conclude with a minimal set of meaningful question features boosting the quality of the metasystem by 4%.
More information about the approach, source code and underlying data can be found in our project repository https://github.com/AKSW/NLIWOD/tree/ master/qa.ml.
Related Work
With the growing number of published QA systems, a search for an universal framework for reusing components began. One of the earliest works is openQA [14] which is a modular open-source framework for implementing QA systems. openQA's main work-flow consists of four stages (interpretation, retrieval, synthesis and rendering) as well as adjacent modules (context and service) written as rigid Java interfaces. The authors claim that openQA enables a conciliation of different architectures and methods. QALL-ME [5] is another open source approach using an architecture skeleton for multilingual QA, a domain-as well as a domain-independent ontology. The underlying SOA architecture features several web services which are combined into one QA system in a predetermined way. Another system is the open source OAQA [33] . This system aims to advance the engineering of QA systems by following architectural commitments to components for a better interchangeability. Using these shared interchangeable components OAQA is able to search the most efficient combination of modules for a task at hand.
QANUS [16] is a not disclosed QA framework for the rapid development of novel QA systems as well as a baseline system for benchmarking. It was designed to have interchangeable components in a pre-seeded pipeline and comes with a set of common modules such as named entity recognition and part-of-speech tagging. Both et al. [3] described a first semantic approach towards coupling components together via RDF to tailor search pipelines using semantic, geospatial and full text search modules. Here, modules add semantic information to a query until the search can be solved. QANARY [23] is the first real implementation of a semantic approach towards the generation of QA systems from components. Using the provided QA ontology from QANARY, modules can be exchanged, e.g., various versions of NER tools, to benchmark various pipelines and choose the most performant one.
However, none of the frameworks is able to combine various QA systems. To the best of our knowledge, we present the first system able to combine several QA systems based on question features which outperforms every single system performance.
Approach
In general, QA systems perform well on certain question domains like geography, physics, encyclopedic knowledge or particular knowledge source combinations [8] . Our goal is to provide a metasystem which is able to pick the most capable, specialised QA system for a particular question. We formalize our problem as follows: Let q be a question (i.e., an instance in ML terminology), and S 1 , . . . , S n be an enumeration of the QA system that underlies our metasystem. We label q by the vector L(q) = (l 1 , . . . , l n ), with l i = 1 iff S i achieves an F1-score greater than 0 on q. Otherwise, we set l i = 0. Given an unseen q , our goal is to choose a QA system S j with the highest F1-score. The problem at hand clearly translates to a multi-label classification problem [24] .
The goal of multi-label classification is as follows: Given an unseen instance q , assign one or more possible labels L(q ) to q , where each label can have multiple classes. In our case, we use a Boolean set of classes to indicate whether a system is able to answer a certain question or not. Approaches to tackle multi-label classification in this form can be divided into two categories. The first one is to transform the multi-label problem into one or several single-label problems, i.e., training a separate classifier for each subproblem [24] . Depending on the algorithm, the next step could be a voting scheme or other methods to combine the separate classifications [24] . In our case, most classifiers fall into this category and are explained in detail in Section 3.2. The second category contains algorithm adaption methods, where one adapts existing machine learning algorithms to handle multi-label data directly. Examples of this method include Adaboost.MH/MR [21] or ML-kNN [34] . For an exhaustive overview of the techniques of multi-label classification, we refer to the survey of Tsoumakas et al. [24] .
Multi-label classification can be tackled using classical ML techniques [20] provided that corresponding features are designed. We address this challenge in Section 3.1. Using these features, we train a classifier (i.e., a metasystem) to select the system(s) that is/are most likely to be able to answer q . We interpret the output of this classifier as a ranking among systems and query the system with the highest rank. Our overall approach is depicted in Figure 1 .
Features
The 14 features developed herein are based on recent surveys [8] as well as on an analysis of the results of previous question answering challenges [25, 30] . These features can be summarized into eight groups. We explain each feature using the following running example: "Which New York Nicks players from outside the USA are born after Robin Lopez?". 1. Question Type: This feature has four dimension, i.e., List, Boolean, Resource and Number and determines the type of the answer set. For our running example, the feature would take the value List. 2. Query Resource Type: With its seven dimensions, the feature categorizes each entry in the answer set to one of the following items: Misc., Date, Boolean, Number, Person, Organization, and Location. This feature would be set to Person for our running example. 3. Wh-type: Although simple, this feature is highly effective in determining a spectrum of capabilities of a QA system, e.g., whether the said system is able to construct SPARQL ASK queries. 4 Using the first two tokens of an input question, this feature's dimensions are Who, Which, How, In which, What, When, Where as well as Ask. Note that the Ask dimension summarizes different questions that demand the generation of SPARQL ASK queries [29] as well as questions starting with "Give me" or "Show me". Our running example would be assigned the value Which for this dimension. 4 While these features are clearly handcrafted, we show their ability to effectively determine the question answering systems according to their capabilities as well as to accurately choose the correct system to answer a certain question in Section 5. Note that our metasystem is flexible so that each feature can be extended, as can the number of features themselves, to adapt to new QA benchmarks or systems.
Classifiers
To compute a metasystem model we evaluated 16 multi-label classifiers from the MEKA framework [20] . In the following, we give a short overview of the classifiers we used:
-Label Combination (LC): This method treats each possible combination of labels as a class and uses a multi-class classifier for classification. -Ranking + Threshold (RT): Each example is copied once for each label and is assigned one label. On this augmented data, a multi-class classifier is trained. To make predictions a sample is mapped to a ranking of possible labels and gets assigned all labels above a threshold. -Classifier Chains (CC): Read et al. [19] introduced this classification method, which uses binary classifiers for each label ordered in a chain, such that the classifier for the i-th label is conditioned on the previous i−1 classification results. Since the performance depends on the order of the labels, there are extensions [18, 4] to find the best suited chain. We include the PMCC, MCC, CC, CT, BR and BRq classifiers in this section, since they belong to the same family of classifiers. -Random disjoint k-labelsets (RAkELd): In 2011, Tsoumakas et al. [24] introduced RAkELd which randomly partitions the labelset L into |L|/k disjoint labelsets with at most k labels. For each disjoint labelset a classifier is trained, using the Label Combination (LC) method. To classify a new instance, the results of all classifiers are gathered. RAkELo is an extension that also incorporates overlapping k-labelsets. HASEL partitions according to the hierarchy defined by the dataset. -Conditional Dependency Networks (CDN): Guo et al [7] present CDN. This classifier models the probabilities for each label as a densely connected conditional dependency network of binary classifiers. The network is trained using logistic regression. The prediction for an instance is obtained by using Gibbs Sampling on this network to obtain the approximate joint distribution and using MAP inference on this approximation. Another member of this family is the CDT classifier. -Pruned Sets (PS): This transformation method was introduced by Read et al. [17] as well and transforms the multi-label classification problem into a multiclass classification problem, just like LC but also prunes infrequent label combinations to combat over fitting. PSt introduces a threshold into the classification.
All implementation details (including ML, feature extraction and evaluation) can be found in our open-source repository. To calculate each feature, an in-depth analysis of the input question using Part-of-Speech tags, dependency parse trees, string matching and entity recognition respectively disambiguation is required. We rely on the Stanford CoreNLP library [13] in our current implementation. The classification algorithms we rely on are implemented in MEKA [20] . Given that our evaluation is to be carried out on QALD-6, we introduce the participating systems of the QALD-6/Task-1 challenge [28] . Table 1 shows the involved systems and possible reasons for exclusion from our metasystem. 5 . We successfully contacted all authors and asked for permission to use their challenge entries to test our approach (systems below midrule in Table 1 ).
Engine
Reference Webservice? Exclusion Table 1 . Systems that participated in the 6th QALD challenges. Note, having a publication is optional with QALD. Exclusion indicates the reason for exclusion of a system from our dataset. L means the system is not available for English, M indicates that human interaction is needed.
Four out of seven systems (i.e., KWGAnswer, NbFramework, PersianQA and UIQA) have no attached publication at the time of writing. Thus, we are unable to describe their inner mechanisms. Note, that the UIQA system participated in QALD-6 as an automatic system as well as a human-supported system. We use UIQA without manual entries (WME) for our evaluation.
SemGraphQA [2] is an unsupervised and graph-based approach which also limits itself to questions requiring only DBpedia [10] types. First, the approach tries to match RDF resources to parts of the natural language question and builds a syntactic parse tree from dependency parsing. Second, the resulting structure is transformed into various possible semantic interpretations, i.e, resolving ambiguities indirectly.
UTQA [31] is a crosslingual QA system based on a language-specific chunker for porting, a maximum entropy model and an answer type prediction. Found ground en-tities, the predicted answer type as well as a semantic similarity are then used to find matching neighbouring entities.
For further information about QA systems and the state of the art, please refer to [8, 12, 9] .
Evaluation
The purpose of this evaluation was four-fold. First, we aimed to analyze the correlation between certain features and the QALD-6 submission data to point out current weak points as well as future research directions for each QA system. Second, we analyzed the set of available multi-label classifiers and performed tests to choose the best performing classifier on our data. Third, we studied the performance of our novel metasystem for question answering. Finally, we analyzed the features required to optimize the metasystem as well as their influence.
Dataset
The evaluation of this approach is based on the 6th edition of the Question Answering over Linked Data challenge (QALD-6) [28] . The dataset contains 100 test questions and the answers for the respective systems on task 1, multilingual question answering.
Feature Association with System Performance
First, to assert the descriptiveness of our features, we calculated Cramers' V-coefficient for each feature and a system's ability to answer a question. To this end, the ability to answer was divided into the two classes "can answer" (F1-score ¿ 0) or "cannot answer" (F1-score = 0). Cramers' V is based on the Chi-squared statistics and is defined as follows:
with k = min(I, J), I and J being the number of rows and columns of the contingency matrix of our experiment. To define X 2 , fix some feature and let π ij be the observed count of event (a(i), b(j)), with a(1) := "can answer" and a(2) := "cannot answer", and b(j) the j-th state of the feature. Based on this contingency matrix, let n be the number of observations, π * i := J j=1 π ij and π j * := I i=1 π ij , then one defines
Cramers' V estimates the association of the features based on the observed contingency matrix, V = 0 implying statistical independence and V = 1 implying that both features are linearly dependent. Figure 2 shows that across all QA systems the features Query Resource Type, Question Word and Number of Tokens demonstrate the closest association with a system's ability to answer. Furthermore, there seems to be a large association between the performance of NBFramework and Location (see for example questions 12, 20, 23 and 44 in Table 2 ). The same effect can be observed with UTQA (English) and Superlative, see questions 17, 18, 77. We investigate this effect further in Section 5.4
Choosing a Classifier
Second, we determined the best classifier on all features. To this end, we performed a 10-fold cross-validation for a set of classifiers C 1 , . . . C m , recording the macro F1-score on each fold. To be precise, we calculated the numbers:
where we defined
Here, Rank j (S k ) refers to the rank, that the j-th classifier assigns to the k-th system and S i (q) is the set of answers provided by system i on question q. We used the F1-scores according to the reported QALD-6 data for each system. Figure 3 shows the results of our experiment in a boxplot.
The classifiers of the Classifier Chains (CC) family achieved the best performance on this task. However, we reached higher scores for a particular classifier if we used only a subset of features, see Section 5.4. Furthermore, we tested the performance of all above classifiers, using all the features in two setups. First, we tested and trained the classifiers on 99 questions and used the remaining single question for testing. We repeated this leave-one-out procedure for all questions and calculated the average F1-score. Second, we tested the performance of all above classifiers using all questions as training set. The results are displayed in Table 2 .
As can be seen, there is a huge difference between the two setups. This shows the sparsity and vast diversity of the dataset that is caused by the low number of questions available. With a growing number of questions, the results of the leave-one-out setup should converge to the second setup (i.e., F1-Score Full). Surprisingly, the PSt classifier performed best on this task in the second setup and thus we chose it in our metasystem as it outperforms the best other classifier by 0.04 points F-measure.
Feature Influence on Performance
To probe the influence of the different features on the performance of the metasystem, we trained on all questions and the PSt classifier, using different combinations of features. We avoided using cross-validation due to the small number of potential data points. Since displaying all results is impracticable, the following Table 3 holds the best performing combination, among a sample of other combinations. 0.78 is the globally highest F1-Score among all combinations. This optimum is achieved by combining the number of features used, thus we chose to display the one with the least features required. These features are namely Number of Token, Location, Question Word and Query Resource Type. Note, the performance decreases by 2 percent, using all features. Adding other features beyond the optimal group seems to introduce noise. However, this is highly dependent on the particular set of questions that is used.
Metasystem Performance
The overall goal was to develop a metasystem that is able to perform better than the underlying systems to benefit from the multitude of existing QA research and development activities. As shown in Table 4 , the six underlying systems perform with an F-measure of 0.15 to 0.68 on QALD-6. An optimal selection algorithm (which would always choose the best performing QA system) would achieve 0.89 F-measure. Our best performing metasystem, trained on the 100 questions alone using the PSt classifier and only four features-namely #T, Loc, QW and QRT-is able to improve the best single system performance by 14.1% and reaches an F-measure of 0.78. This result supports our assumptions about the diversity of existing QA solutions and shows how a good feature design allows characterization and the effective use of QA systems. The overall results however also show clear weaknesses of existing QA solutions. In particular, questions which require solution modifiers (e.g., 9, 88, 17, 28, 33, 36, 49) remain a difficult problem that need to be tackled.
Conclusion and Summary
The QA metasystem we have presented is able to outperform each single QA system using a feature-selection approach combined with multi-label classification. We were able to show that an effective combination of systems, features and classifiers can improve overall performance.
However, our system is still more than 0.10 points F-measure away from an optimal system selection. This gap exists due to a lack of training data since we had only 100 training instances respectively questions available. Thus, we welcome other QA system developers to implement webservices to foster more active research and increase the comparability of systems. We have actively begun research to sophisticate the benchmarking of QA systems. 6 . Furthermore, we will look deeper into the issues of overfitting classifiers and finding more influential features in the future.
