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0 STRICHARTZ ESTIMATES AND LOCAL REGULARITY FOR THEELASTIC WAVE EQUATION WITH SINGULAR POTENTIALS
SEONGYEON KIM, YEHYUN KWON AND IHYEOK SEO
Abstract. We obtain weighted L2 estimates for the elastic wave equation per-
turbed by singular potentials including the inverse-square potential. We then
deduce the Strichartz estimates under the sole ellipticity condition for the Lame´
operator −∆∗. This improves upon the previous result in [1] which relies on a
stronger condition to guarantee the self-adjointness of −∆∗. Furthermore, by
establishing local energy estimates for the elastic wave equation we also prove
that the solution has local regularity.
1. Introduction
We consider the Cauchy problem for the elastic wave equation{
∂2t u−∆∗u+ δV (x)u = 0,
u(0, x) = f(x), ∂tu(0, x) = g(x),
(1.1)
where the fields f, g : Rn → Rn and u : R × Rn → Rn take values in Rn, δ ∈ R,
V : Rn →Mn×n(R) is a matrix valued potential, and ∆∗ denotes the Lame´ operator
defined by
∆∗u = µ∆u + (λ+ µ)∇divu. (1.2)
Here the Laplacian ∆ acts on each component of u and the Lame´ coefficients λ, µ ∈ R
are assumed to obey the standard conditions
µ > 0, λ+ 2µ > 0 (1.3)
which guarantee the ellipticity of ∆∗ (see (2.3) below). The equation has been widely
used to describe wave propagation in an elastic medium, and in such case u denotes
the displacement field of the medium (e.g., [17, 20]).
When λ+ µ = 0, the equation (1.1) is reduced to the classical wave equation{
∂2t u−∆u+ δV (x)u = 0,
u(0, x) = f(x), ∂tu(0, x) = g(x),
(1.4)
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where f , g, u and V are now assumed scalar valued. The following space-time inte-
grability of the solution to (1.4), known as Strichartz estimates, has been extensively
studied over the past several decades:
‖u‖LqtH˙σr . ‖f‖H˙1/2 + ‖g‖H˙−1/2 , (1.5)
where (q, r) is wave-admissible, i.e., 2 ≤ q ≤ ∞, 2 ≤ r <∞,
2
q
+
n− 1
r
≤ n− 1
2
and σ =
1
q
+
n
r
− n− 1
2
. (1.6)
When n = 3 (1.5) fails at the endpoint (q, r) = (2,∞) ([16]). For the free wave
equation (δ = 0), the Strichartz estimate (1.5) with q = r was obtained in [26]
in connection with the restriction theorems for the cone. See [18, 14] for the general
case q 6= r. For the perturbed case (δ 6= 0), (1.5) has been intensively studied to get as
close as possible to potentials that decay like |x|−2 for large x ([3, 10, 12, 22, 4, 5, 15]).
This is because this decay is known to be critical for the validity of the Strichartz
estimates (1.5). See [13] which concerns explicitly the Schro¨dinger case but can be
adapted to the wave equation as well.
While (1.5) is well understood for the wave equation, much less is known for the
elastic case. Concerning (1.1), Barcelo´ et al. [1] recently obtained (1.5) for small |δ|
and the wave-admissible (q, r), q > 2, with a symmetric V having the critical1 decay
|V (x)| . |x|−2, but under the stronger condition
µ > 0, λ+
2µ
n
> 0
than the ellipticity condition (1.3). This strong assumption admits the self-adjoint
(Friedrichs) extension of the positive symmetric operators −∆∗ and −∆∗+δV defined
initially on H1. By the spectral theorem, the solution to (1.1) is now written as
u = cos(t
√
−∆∗ + δV )f + sin(t
√−∆∗ + δV )√−∆∗ + δV g
on which their work is based.
In this abstract approach, it seems not possible to get (1.5) with the ellipticity
condition (1.3) only. To overcome this lack, we instead focus on the Fourier multiplier
of
√−∆∗ and then represent the solution to (1.1) as the sum of the solution to the
free case plus a Duhamel term by regarding the potential term as a source term.
Advantages of our approach are twofold: We do not need any assumption on λ and
µ other than (1.3), and the potential V does not need to be symmetric any more.
We also further relax the pointwise condition |V (x)| . |x|−2 into some integrability
condition at the same scale, namely, V ∈ Fp where Fp denotes the Fefferman-Phong
class defined, for 1 ≤ p ≤ n/2, by
Fp :=
{
V : Rn →Mn×n(R) : ‖V ‖Fp = sup
x∈Rn,r>0
r2−
n
p
(∫
B(x,r)
|V (y)|pdy
) 1
p
<∞
}
.
1As remarked in [1], by the same kind of arguments as in [13], it may be shown that the inverse
square decay is critical also for the elastic wave equation.
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Here, B(x, r) denotes the open ball in Rn centered at x with radius r and |V | =(∑n
i,j=1 |Vij |2
)1/2
. Note that if 1 ≤ p < n/2 the class Fp contains the weak space
Ln/2,∞, and in particular, the inverse square potential |x|−2.
To achieve the purpose we combine two kind of arguments; one from the theory
of maximal functions involving the Ap class and the other from elliptic regularity
estimates (see Section 4). As a result, we obtain the following theorem which improves
upon [1, Theorem 1.2].
Theorem 1.1. Let n ≥ 3 and V ∈ Fp for p > (n− 1)/2. Let u be a solution to (1.1)
with (f, g) ∈ H˙1/2(Rn)× H˙−1/2(Rn). There is an ε > 0 such that if |δ| < ε then
‖u‖LqtH˙σr . ‖f‖H˙1/2 + ‖g‖H˙−1/2 (1.7)
whenever (q, r) is wave-admissible with q > 2. Here, ‖u‖Lr = ‖{uj}‖ℓrjLr .
In addition to the Strichartz estimates, we also obtain the following theorem which
particularly shows a local regularity of solutions to the elastic wave equation.
Theorem 1.2. Let n ≥ 3 and V ∈ Fp for p > (n − 1)/2. There is an ε > 0
such that if |δ| ≤ ε then there exists a unique solution u ∈ L2x,t(|V |) to (1.1) with
(f, g) ∈ H˙1/2(Rn)× H˙−1/2(Rn) satisfying
u ∈ C([0,∞); H˙1/2(Rn)) and ∂tu ∈ C([0,∞); H˙−1/2(Rn)). (1.8)
Furthermore,
‖u‖L2x,t(|V |) . ‖V ‖
1/2
Fp
(‖f‖H˙1/2 + ‖g‖H˙−1/2) (1.9)
and for any T > 0
sup
x0∈Rn,R>0
1
R
∫
B(x0,R)
∫ T
−T
|(1 −∆)1/4u|2 + |(1−∆)−1/4∂tu|2dtdx
. C(T )(‖f‖2
H˙1/2
+ ‖g‖2
H˙−1/2
). (1.10)
Remark 1.3. The estimate (1.10) can be regarded as some sort of local energy estimate.
Indeed, it shows that the energy in any cylinder B(x,R)× [t0, t1] decreases uniformly
like ∼ √R as R→ 0.
The weighted L2 estimate (1.9) was already shown for the wave equation (1.4)
with V (x) ∼ |x|−2 and used to get the Strichartz estimates (1.5) directly without
utilizing dispersive estimates (see [4, 5]). It was also shown in [23] that the wave
equation (1.4) has regularity locally as (1.10). Furthermore, as mentioned in [11], if
ρ is any function such that
∑
j∈Z ‖ρ‖2L∞(|x|∼2j) <∞, one has trivially
‖ρ|x|−1/2uj‖2L2t([−T,T ];L2x(Rn)) . supR>0
1
R
∫
|x|<R
∫ T
−T
|uj |2dtdx.
We can take, for example, ρ(x) = | log |x||−1/2−δ for any δ > 0. Combining this with
(1.10) gives the following global regularity for (1.1) in terms of weighted L2 norm:
‖(1−∆)1/4u‖2L2t([−T,T ];L2x(ρ2|x|−1))+‖(1−∆)
−1/4∂tu‖2L2t([−T,T ];L2x(ρ2|x|−1))
. C(T )(‖f‖2
H˙1/2
+ ‖g‖2
H˙−1/2
).
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The rest of this paper is organized as follows. In Section 2, we represent the
solutions to inhomogeneous elastic wave equations utilizing the Fourier transform and
provide some useful properties of the Helmholtz decomposition by which the action of
the Lame´ operator on vector fields is simplified. To prove the theorems in Sections
5 and 6, we write the solution to (1.1) as a sum of the solution to the free case plus
a Duhamel term regarding the potential term as a source term. Then we apply the
relevant weighted L2 and local smoothing estimates obtained in Sections 3 and 4 to
each of the terms.
2. Preliminaries
Representation of the solution. In this section, we first give the solution to the
following inhomogeneous elastic wave equation in terms of Fourier multipliers.{
∂2t u(t, x)−∆∗u(t, x) = F (t, x),
u(0, x) = f(x), ∂tu(0, x) = g(x).
(2.1)
Taking the Fourier transform in the spatial variable, we convert (2.1) into the
following system of ODE {
∂2t û = −Lû+ F̂ ,
û(0) = f̂ , ∂tû(0) = ĝ,
(2.2)
where L = L(ξ) = µ|ξ|2In + (λ+ µ)(ξξt) is the (matrix) symbol of −∆∗. Since µ > 0
and λ + 2µ > 0, for every non-zero ξ, the matrix L is positive-definite. Indeed, for
z ∈ Cn \ {0}, if z∗ξ = 0 then z∗L(ξ)z = µ|ξ|2|z|2 > 0 and if z∗ξ 6= 0 then
z∗L(ξ)z = µ|ξ|2|z|2 + (λ+ µ)|z∗ξ|2 ≥ (λ+ 2µ)|z∗ξ|2 > 0
by the Schwarz inequality. Hence there exists a unique positive-definite square root√
L. Let us denote by
√−∆∗ and √−∆∗−1 the Fourier multiplier operators defined
by the multipliers
√
L and
√
L
−1
, respectively.
By a standard method of reducing (2.2) to a first-order system and Duhamel’s
principle, if we set
v = (û, ∂tû)
t, b = (0, F̂ )t and A =
(
0 In
−L 0
)
,
we then have
v(t) = etAv(0) +
∫ t
0
e(t−s)Ab(s)ds,
where eM =
∑∞
k=0M
k/k! for any square matrix M . Since eθ = cos(−iθ) + i sin(−iθ)
the first n-component of v is given by
û(t) = cos(t
√
L)f̂ + sin(t
√
L)
√
L
−1
ĝ +
∫ t
0
sin
(
(t− s)
√
L
)√
L
−1
F̂ (s)ds.
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Now taking the inverse Fourier transform, the solution to (2.1) is written as
u(t) = cos(t
√
−∆∗)f+sin(t
√
−∆∗)
√
−∆∗−1g+
∫ t
0
sin
(
(t−s)
√
−∆∗)√−∆∗−1F (s)ds,
where ϕ(
√−∆∗) denotes the Fourier multiplier operator defined by the symbol ϕ(√L).
The Helmholtz decomposition. Next we are concerned with some useful proper-
ties of the so called Helmholtz decomposition and related consequences on the Lame´
operators and Fourier multipliers.
The action of the Lame´ operator ∆∗ on vector fields is well understood using
the Helmholtz decomposition, which states that every f ∈ [L2(Rn)]n can be uniquely
decomposed as
f = fS + fP ,
where divfS = 0 and fP = ∇ϕ for some2 ϕ ∈ H1(Rn). The components fS and fP
are orthogonal in the sense that 〈fS , fP 〉[L2(Rn)]n = 0, where
〈f, g〉[L2(Rn)]n =
n∑
j=1
〈fj , gj〉L2(Rn)
is the inner product on [L2(Rn)]n. For a proof we refer the reader to [24, pp. 81–83].
From now on, we will abuse notation and simply write 〈f, g〉L2 for this inner product.
By the decomposition it follows that
∆∗u = µ∆uS + (λ+ 2µ)∆uP , (2.3)
which show that ∆∗ is elliptic under the condition (1.3). Unlike the form (1.2) that
is far from being easy to handle, this representation (2.3) gives us a possibility of
reducing the matter at first to the level of the Laplacian. Indeed, by the representation
combined with the orthogonality, the elastic wave equation (2.1) is split into the
following system of two wave equations involving separately the vector fields uS and
uP : {
∂2t uS − µ∆uS = FS ,
uS(0) = fS , ∂tuS(0) = gS ,
{
∂2t uP − (λ+ 2µ)∆uP = FP ,
uP (0) = fP , ∂tuP (0) = gP .
(2.4)
In the proofs of our main results, the final steps after obtaining separated results on
uS and uP will be to recombine those together in order to get desired results for u.
This will be done by developing some non-trivial techniques in later sections.
Another favorable property of the Helmholtz decomposition is that the projectors
f 7→ fS and f 7→ fP (called Leray projectors) are in fact Fourier multipliers with
matrix valued symbols. This leads to commutativity between the Leray projectors
and certain Fourier multipliers M(D) defined by M(D)f = (M(ξ)f̂ )∨, and as such
the L2-orthogonality is available for M(D)fS and M(D)fP .
2In fact, ϕ is a solution of the Poisson equation ∆ϕ = divf .
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Lemma 2.1. Let M(ξ) be an n × n matrix valued tempered function defined on Rn
and let f ∈ [L2(Rn)]n. Then we have
(M(D)f)S = M(D)fS , (M(D)f)P = M(D)fP (2.5)
if and only if M(ξ) = m(ξ)In for some scalar function m. In this case, m(D)fS and
m(D)fP are orthogonal in [L
2(Rn)]n and
‖m(D)f‖2L2 = ‖m(D)fS‖2L2 + ‖m(D)fP ‖2L2 . (2.6)
Proof. Set f = fS + fP = (f − ∇ϕ) + ∇ϕ for ϕ ∈ H1(Rn). Taking the Fourier
transform on the equation divf = div∇ϕ, it is easy to see that ϕ̂(ξ) = −i|ξ|−2ξtf̂(ξ).
Hence we get
f̂P (ξ) = ∇̂ϕ(ξ) = iξϕ̂(ξ) = |ξ|−2ξξtf̂(ξ) and f̂S(ξ) = (In − |ξ|−2ξξt)f̂(ξ),
and it follows that (2.5) holds if and only if ξξtM(ξ) =M(ξ)ξξt for all ξ ∈ Rn, which
is equivalent to Mij(ξ) = m(ξ)δij for some m.
Once we have (2.5), the Pythagorean identity (2.6) is a direct consequence of the
aforementioned L2-orthogonality of the Leray projectors. 
3. Estimates for the free propagators
Now we obtain the weighted L2 and local smoothing estimates for the propaga-
tors eit
√−∆∗ and eit
√−∆∗√−∆∗−1 that constitute the solution to the homogeneous
problem (2.1) with F = 0. These estimates will be used in the next sections for the
proofs of Theorems 1.1 and 1.2. The former is firstly stated as follows.
Proposition 3.1. Let n ≥ 3 and V ∈ Fp for p > (n− 1)/2. Then we have
‖eit
√−∆∗f‖L2x,t(|V |) . ‖V ‖
1/2
Fp ‖f‖H˙1/2 (3.1)
and
‖eit
√−∆∗√−∆∗−1g‖L2x,t(|V |) . ‖V ‖
1/2
Fp ‖g‖H˙−1/2 . (3.2)
Proof. Once we obtain the following norm equivalence
‖
√
−∆∗f‖L2 ∼ ‖f‖H˙1 (3.3)
the estimates (3.1) and (3.2) are easy consequences of the estimates
‖ cos(t
√
−∆∗)f‖L2x,t(|V |) . ‖V ‖
1/2
Fp ‖f‖H˙1/2 (3.4)
and
‖ sin(t
√
−∆∗)
√
−∆∗−1g‖L2x,t(|V |) . ‖V ‖
1/2
Fp ‖g‖H˙−1/2 (3.5)
which will be shown later. Indeed, assuming (3.3) for the moment, (3.5) gives
‖ sin(t
√
−∆∗)f‖L2x,t(|V |) . ‖V ‖
1/2
Fp ‖
√
−∆∗f‖H˙−1/2 ∼ ‖V ‖1/2Fp ‖f‖H˙1/2 .
Combining this with (3.4), we get (3.1). Moreover, setting f =
√−∆∗−1g in the
inequality (3.1) and using (3.3) again, we have
‖eit
√−∆∗√−∆∗−1g‖L2x,t(|V |) . ‖V ‖
1/2
Fp ‖
√
−∆∗−1g‖H˙1/2 ∼ ‖V ‖1/2Fp ‖g‖H˙−1/2 .
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Now we show (3.3). Since
√
L is self-adjoint, Parseval’s identity gives
‖
√
−∆∗f‖2L2 = (2π)−n〈
√
Lfˆ ,
√
Lfˆ 〉L2 = (2π)−n〈fˆ , Lfˆ 〉L2 = 〈f,−∆∗f〉L2 .
By the Helmholtz decomposition, (2.3) and Lemma 2.1, we then have
〈f,−∆∗f〉L2 = 〈fP + fS ,−µ∆fS − (λ+ 2µ)∆fP 〉L2
= µ
∫
Rn
|∇fS |2dx+ (λ+ 2µ)
∫
Rn
|∇fP |2dx ∼ ‖∇f‖2L2 ∼ ‖f‖2H˙1 .
It remains to prove (3.4) and (3.5). To show (3.4), we first set F = g = 0 in the
equation (2.1). The solution is then written as the sum of the corresponding solutions
to the couple of equations (2.4):
cos(t
√
−∆∗)f = cos(t
√
−µ∆)fS + cos(t
√
−(λ+ 2µ)∆)fP . (3.6)
Hence, assuming the following estimates
‖ cos(t
√
−µ∆)fS‖L2x,t(|V |) . ‖V ‖
1/2
Fp ‖fS‖H˙1/2 , (3.7)
‖ cos(t
√
−(λ+ 2µ)∆)fP ‖L2x,t(|V |) . ‖V ‖
1/2
Fp ‖fP ‖H˙1/2 (3.8)
for the moment and making use of the orthogonality (2.6), we have
‖ cos(t
√
−∆∗)f‖L2x,t(|V |) . ‖V ‖
1/2
Fp
(‖fS‖H˙1/2 + ‖fP‖H˙1/2) . ‖V ‖1/2Fp ‖f‖H˙1/2 ,
which gives (3.4). Now we need only show (3.7) since the proof of (3.8) is similar.
But this follows from applying the known estimate (3.4) with ∆∗ replaced by the
Laplacian ∆ (see (2.11) in [23]):
‖ cos(t
√
−µ∆)fS‖L2x,t(|V |) =
( n∑
j=1
‖ cos(t
√
−µ∆)(fS)j‖2L2x,t(|V |)
)1/2
.
(
‖V ‖Fp
n∑
j=1
‖(fS)j‖2H˙1/2
)1/2
= ‖V ‖1/2Fp ‖fS‖H˙1/2 .
Similarly we prove (3.5); first set F = f = 0 in (2.1), and look at (2.4) to see that
sin(t
√
−∆∗)
√
−∆∗−1g
= sin(t
√
−µ∆)
√
−µ∆−1gS + sin(t
√
−(λ+ 2µ)∆)
√
−(λ+ 2µ)∆−1gP .
(3.9)
On the right side of (3.9) we apply the known estimate (3.5) for the Laplacian ∆ (see
(2.12) in [23]) and the orthogonality (2.6) to get (3.5). 
Next we obtain the following local smoothing estimates using the same argument
employed to prove Proposition 3.1.
Proposition 3.2. Let n ≥ 3. Then we have
sup
x0∈Rn,R>0
1
R
∫
B(x0,R)
∫ ∞
−∞
∣∣|∇|1/2eit√−∆∗f ∣∣2dtdx . ‖f‖2
H˙1/2
(3.10)
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and
sup
x0∈Rn,R>0
1
R
∫
B(x0,R)
∫ ∞
−∞
∣∣|∇|1/2eit√−∆∗√−∆∗−1g∣∣2dtdx . ‖g‖2
H˙−1/2
. (3.11)
Proof. Making use of (3.3), the estimates (3.10) and (3.11) are easy consequences of
the following estimates
sup
x0,R
1
R
∫
B(x0,R)
∫ ∞
−∞
∣∣|∇|1/2 cos(t√−∆∗)f ∣∣2dtdx . ‖f‖2
H˙1/2
(3.12)
and
sup
x0,R
1
R
∫
B(x0,R)
∫ ∞
−∞
∣∣|∇|1/2 sin(t√−∆∗)√−∆∗−1g∣∣2dtdx . ‖g‖2
H˙−1/2
. (3.13)
Indeed, by using (3.3), (3.13) gives
sup
x0,R
1
R
∫
B(x0,R)
∫ ∞
−∞
∣∣|∇|1/2 sin(t√−∆∗)f ∣∣2dtdx . ‖√−∆∗f‖2
H˙−1/2
∼ ‖f‖2
H˙1/2
.
Combining this with (3.12), we have (3.10). Also, using (3.10) with f =
√−∆∗−1g
and (3.3), we get
sup
x0,R
1
R
∫
B(x0,R)
∫ ∞
−∞
∣∣|∇|1/2eit√−∆∗√−∆∗−1g∣∣2dtdx . ‖√−∆∗−1g‖2
H˙1/2
∼ ‖g‖2
H˙−1/2
.
Finally, it remains to show (3.12) and (3.13). By (3.6) and the known estimate
(3.12) with ∆∗ replaced by ∆ (see (2.21) in [23]), we have
sup
x0,R
1
R
∫
B(x0,R)
∫ ∞
−∞
∣∣|∇|1/2 cos(t√−∆∗)f ∣∣2dtdx . ‖fS‖2H˙1/2 + ‖fP ‖2H˙1/2 ,
and therefore (3.12) follows from Lemma 2.1. The second estimate (3.13) follows in
a similar manner using (3.9) and the corresponding estimate (2.22) in [23] for the
Laplacian ∆. 
4. Inhomogeneous estimates
In addition to the estimates in the previous section, we need to obtain the cor-
responding estimates for the inhomogeneous problem (2.1) with the zero initial data
f = g = 0. Analogously to the preceding propositions, we will achieve this by re-
ducing the matter at first to the level of the Laplacian, and then recombining the
resulting respective estimates for uS and uP to yield the estimates for the solution u.
But this recombination is more delicate in the inhomogeneous case and requires some
non-trivial techniques that consist of two kind of arguments; one from the theory of
maximal functions involving the Ap class and the other from elliptic regularity esti-
mates. Even if these are relatively well-known separately, their combination seems
new in the present context.
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Elliptic regularity estimates and maximal functions. As a preliminary step,
we first obtain the following elliptic regularity estimates (cf. [1, 9]) combined with
the theory of maximal functions and Ap class for weighted estimates.
Lemma 4.1. Let n ≥ 3 and V ∈ Fp for 1 < p ≤ n/2. For any n-tuple of tempered
distributions F = (F1, . . . , Fn) ∈ [S ′(Rn)]n, if
−∆ψ = divF (4.1)
then we have
‖∇ψ‖L2(W±1) . ‖F‖L2(W±1) (4.2)
for W = M(|V |δ)1/δ with 1 < δ < p. Here, M(f) denotes the Hardy-Littlewood
maximal function of f and the implicit constant is independent of V .
Before we prove the lemma, let us record some facts about the weights. Firstly,
a nonnegative locally integrable function w : Rn → [0,∞] is called an A1 weight
whenever there is a constant c such that
Mw(x) ≤ cw(x)
almost everywhere or, equivalently,
[w]A1 := sup
B balls in Rn
(
1
|B|
∫
B
w(x)dx
)
‖w−1‖L∞(B) <∞.
For 1 < p <∞, w is also said to be of class Ap if
[w]Ap := sup
B balls in Rn
(
1
|B|
∫
B
w(x)dx
)(
1
|B|
∫
B
w(x)−
1
p−1 dx
)p−1
<∞.
It is easy to see that if 1 ≤ p < q <∞ then Ap ⊂ Aq with [w]Aq ≤ [w]Ap .
Secondly, if 1 < p ≤ n/2 and V ∈ Fp, then for any 1 < δ < p
W = M(|V |δ)1/δ ∈ A1 ∩ Fp
and
‖W‖Fp . ‖V ‖Fp . (4.3)
See [6, Lemma 1] for the proof of this useful property of the Fefferman-Phong class.
Finally, the following lemma, which is taken from [25, pp. 214–215] (see also [8,
Proposition 2]), enables us to make the implicit constant in (4.2) independent of V .
Lemma 4.2. Let δ > 1. For any nonnegative function w, if Mw < ∞ almost
everywhere, then (Mw)1/δ ∈ A1 and [w]A1 is bounded by a constant independent of
w.
Proof of Lemma 4.1. Taking the Fourier transform on (4.1) it is easy to see that
∂jψ =
n∑
k=1
RjRkFk, (4.4)
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where Rj is the Riesz transform defined by R̂jϕ(ξ) = iξj |ξ|−1ϕ̂(ξ). We shall then use
the weighted L2 estimate
‖Rjf‖L2(w) . [w]A2‖f‖L2(w), (4.5)
which holds whenever w ∈ A2 (see [21]).
Since W±1 ∈ A2 and [W−1]A2 = [W ]A2 ≤ [W ]A1 , it follows now from (4.4), (4.5)
and Minkowski’s inequality that
‖∇ψ‖2L2(W±1) ≤
n∑
j=1
( n∑
k=1
‖RjRkFk‖L2(W±1)
)2
. [W ]2A1‖F‖2L2(W±1).
Since V ∈ Fp and 1 < δ < p, it is easy to see thatM(|V |δ)(x) <∞ for every Lebesgue
point x of |V |δ. Hence, [W ]A1 is uniformly bounded by Lemma 4.2. 
Inhomogeneous estimates. Now we are ready to obtain the following desired es-
timates in the rest of this section.
Proposition 4.3. Let n ≥ 3 and V ∈ Fp for p > (n − 1)/2. If u is a solution to
(2.1) with f = g = 0, then we have
‖u‖L2x,t(|V |) . ‖V ‖Fp‖F‖L2x,t(|V |−1) (4.6)
and
sup
x0∈Rn,R>0
1
R
∫
B(x0,R)
∫ ∞
−∞
∣∣|∇|1/2u∣∣2dtdx . ‖V ‖Fp‖F‖2L2x,t(|V |−1). (4.7)
Proof. Let 1 < δ < p and W = M(|V |δ)1/δ. Since |V | ≤W almost everywhere, using
(4.3) we may prove the proposition by replacing V with W . The motivation behind
this replacement is the availability of the elliptic regularity estimates, Lemma 4.1.
By (2.4) with f = g = 0, we have
uS(t) =
∫ t
0
sin
(
(t− s)
√
−µ∆)√−µ∆−1FS(s)ds,
uP (t) =
∫ t
0
sin
(
(t− s)
√
−(λ+ 2µ)∆))√−(λ+ 2µ)∆−1FP (s)ds.
Let us first show (4.6) for (uS, FS) and (uP , FP ), respectively, in place of (u, F ).
Applying the following inequality ([23, Proposition 4.2]) for w ∈ Fp, p > (n− 1)/2,∥∥∥∥ ∫ t
0
sin((t− s)√−∆)√−∆ ϕ(s)ds
∥∥∥∥
L2x,t(|w|)
. ‖w‖Fp‖ϕ‖L2x,t(|w|−1), (4.8)
to each component of uS, we get
‖uS‖L2x,t(W ) .
(
‖W‖2Fp
n∑
j=1
‖(FS)j‖2L2x,t(W−1)
)1/2
= ‖W‖Fp‖FS‖L2x,t(W−1).
The proof of (4.6) for (uP , FP ) is similar. Hence we have
‖u‖L2x,t(W ) . ‖W‖Fp
(‖FS‖L2x,t(W−1) + ‖FP ‖L2x,t(W−1)). (4.9)
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Finally we use Lemma 4.1 to conclude
‖FS‖L2x,t(W−1) + ‖FP ‖L2x,t(W−1) . ‖F‖L2x,t(W−1).
Fixing t ∈ R let us write Ft(x) = F (x, t) and
Ft = Ft −∇ψt +∇ψt,
where ψt is a solution to −∆ψt = divFt. Since div(Ft +∇ψt) = 0, by the uniqueness
of the Helmholtz decomposition, we conclude that
(Ft)S = Ft +∇ψt, (Ft)P = −∇ψt.
Making use of Lemma 4.1, we now see
‖FS‖L2x,t(W−1) + ‖FP ‖L2x,t(W−1) =
∥∥‖Ft +∇ψt‖L2x(W−1)∥∥L2t + ∥∥‖∇ψt‖L2x(W−1)∥∥L2t
. ‖F‖L2x,t(W−1).
Combining this with (4.9), we get
‖u‖L2x,t(W ) . ‖W‖Fp‖F‖L2x,t(W−1)
as desired.
The proof of (4.7) is similar replacing (4.8) by the following inequality ((1.4) in
[23, Theorem 1]),
sup
x0,R
1
R
∫
B(x0,R)
∫ ∞
−∞
∣∣∣|∇| 12 ∫ t
0
sin((t− s)√−∆)√−∆ G(s)ds
∣∣∣2dtdx . ‖w‖Fp‖G‖2L2x,t(|w|−1).
So we shall omit the details. 
5. Proof of Theorem 1.2
This section is devoted to proving Theorem 1.2. We first write the solution to (1.1)
as the sum of the solution to the free elastic wave equation (δ = 0) plus a Duhamel
term by considering the potential term as a source term. Then we apply the estimates
obtained in the previous sections to each of the terms.
Existence and uniqueness. For any V ∈ Fp in Theorem 1.1 and δ > 0, define
T u(t) :=
∫ t
0
sin
(
(t− s)√−∆∗)√−∆∗−1δV (·)u(·, s)ds.
Regarding the potential term δV (x)u(x, t) in (1.1) as a source term (F in (2.1)), we
see that if the solution u exists then it must satisfy
u = Au(t) := cos(t
√
−∆∗)f + sin(t
√
−∆∗)
√
−∆∗−1g + T u(t). (5.1)
By Proposition 3.1 and the estimate (4.6) with F = δV u, the operatorA : L2x,t(|V |)→
L2x,t(|V |) is well-defined. Moreover,
‖T u‖L2x,t(|V |) . ‖V ‖Fp‖δV u‖L2x,t(|V |−1) ≤ |δ|‖V ‖Fp‖u‖L2x,t(|V |). (5.2)
Hence ‖Au1 − Au2‖L2x,t(|V |) = ‖T (u1 − u2)‖L2x,t(|V |) . |δ|‖V ‖Fp‖u1 − u2‖L2x,t(|V |),
that is, A is a contraction provided that |δ| is small enough. Thus, by the contraction
mapping principle, there exists a unique solution u ∈ L2x,t(|V |) to (1.1).
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Proof of (1.8). In order to prove u ∈ C([0,∞); H˙1/2(Rn)) it is enough to show
sup
t∈R
‖ cos(t
√
−∆∗)f‖H˙1/2 <∞, (5.3)
sup
t∈R
‖ sin(t
√
−∆∗)
√
−∆∗−1g‖H˙1/2 <∞ (5.4)
and
sup
t∈R
∥∥∥∥ ∫ t
0
sin
(
(t− s)
√
−∆∗)√−∆∗−1δV (·)u(·, s)ds∥∥∥∥
H˙1/2
<∞. (5.5)
The estimate (5.3) follows from the decomposition (3.6) combined with Plancherel’s
theorem and the orthogonality (Lemma 2.1). Indeed, for any t ∈ R,
‖ cos(t
√
−∆∗)f‖H˙1/2 ≤ ‖ cos(t
√
−µ∆)fS‖H˙1/2 + ‖ cos(t
√
−(λ+ 2µ)∆)fP ‖H˙1/2
≤ ‖|∇|1/2fS‖L2 + ‖|∇|1/2fP ‖L2 . ‖f‖H˙1/2 .
In a similar manner, making use of (3.9) we have that for any t ∈ R
‖ sin(t
√
−∆∗)
√
−∆∗−1g‖H˙1/2
≤ ‖ sin(t
√
−µ∆)
√
−µ∆−1gS‖H˙1/2 + ‖ sin(t
√
−(λ+ 2µ)∆)
√
−(λ+ 2µ)∆−1gP ‖H˙1/2
. ‖|∇|−1/2gS‖L2 + ‖|∇|−1/2gP ‖L2 . ‖g‖H˙−1/2 ,
which gives (5.4).
For (5.5), by the identity sin θ = (eiθ − e−iθ)/2i and the norm equivalence (3.3),
it is enough to show that
sup
t∈R
∥∥∥∥|∇|−1/2 ∫ t
0
ei(t−s)
√−∆∗δV ( · )u(·, s)ds
∥∥∥∥
L2
<∞.
Since eit
√−∆∗ is an isometry in [L2(Rn)]n, this follows from applying the following
estimate with F = χ[0,t]δV u:∥∥∥∥ ∫ ∞−∞ e−is
√−∆∗F (s)ds
∥∥∥∥
H˙−1/2
. ‖V ‖1/2Fp ‖F‖L2x,t(|V |−1). (5.6)
Since (eit
√
L)∗ = e−it
√
L, by duality it is easy to see that (5.6) is equivalent to (3.1).
The other assertion ∂tu ∈ C([0,∞); H˙−1/2(Rn)) can be proved similarly. Since
∂tu(t) = cos(t
√
−∆∗)g − sin(t
√
−∆∗)
√
−∆∗f
+
∫ t
0
cos
(
(t− s)
√
−∆∗)δV ( · )u( · , s)ds (5.7)
we proceed with the previous argument to see that
‖ cos(t
√
−∆∗)g‖H˙−1/2 . ‖g‖H˙−1/2 , ‖ sin(t
√
−∆∗)
√
−∆∗f‖H˙−1/2 . ‖f‖H˙1/2
and ∥∥∥∥∫ t
0
cos
(
(t− s)
√
−∆∗)δV (·)u(·, s)ds∥∥∥∥
H˙−1/2
. |δ|‖V ‖1/2Fp ‖u‖L2x,t(|V |).
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Proofs of (1.9) and (1.10). From (5.1), Proposition 3.1 and the estimate (5.2), it
follows that
‖u‖L2x,t(|V |) . ‖V ‖
1/2
Fp
(‖f‖H˙1/2 + ‖g‖H˙−1/2)+ |δ|‖V ‖Fp‖u‖L2x,t(|V |).
Thus, for |δ| small enough, the estimate (1.9) follows.
Now we prove (1.10). We first reduce the matter to obtaining the bounds for
(1+ |∇|1/2) and |∇|−1/2 in place of (1−∆)1/4 and (1−∆)−1/4 in (1.10), respectively.
This is because (1−∆)1/4(1+|∇|1/2)−1 and (1−∆)−1/4|∇|1/2 are Mikhlin multipliers.
Then the reduction follows from the following boundedness of Mikhlin multipliers in
Morrey Space (see, for example, Theorem 3 in [19]):
Lemma 5.1. Let n ≥ 1 and M be a Mikhlin multiplier operator. Then for 1 < p <∞
and 0 ≤ λ < n
M : Lp,λ(Rn)→ Lp,λ(Rn),
where Lp,λ denotes the Morrey space defined by
‖f‖Lp,λ = sup
x∈Rn,r>0
r−
λ
p
(∫
B(x,r)
|f(y)|pdy
)1/p
<∞.
(Note here that Lp,λ = Fp particularly when λ = n− 2p.)
Indeed, applying this lemma to each component of (1−∆)1/4u in (1.10), we have
sup
x0,R
1
R
∫
B(x0,R)
|(1−∆)1/4u|2dx =
n∑
j=1
∥∥(1−∆)1/4(1 + |∇|1/2)−1(1 + |∇|1/2)uj∥∥2L2,1
.
n∑
j=1
∥∥(1 + |∇|1/2)uj∥∥2L2,1
= sup
x0,R
1
R
∫
B(x0,R)
|(1 + |∇|1/2)u|2dx. (5.8)
Similarly,
sup
x0,R
1
R
∫
B(x0,R)
|(1−∆)−1/4∂tu|2dx . sup
x0,R
1
R
∫
B(x0,R)
∣∣|∇|−1/2∂tu∣∣2dx. (5.9)
To bound the right side of (5.8), using Ho¨lder’s inequality, we first note that
sup
x0,R
1
R
∫
B(x0,R)
|uj|2dx ≤ sup
x0,R
1
R
‖χB‖2Lr‖uj‖2Lq . ‖uj‖2Lq
provided 1/q + 1/r = 1/2 and 2n/r = 1. This condition n(1/2 − 1/q) = 1/2 is the
exact one for the Sobolev embedding H˙1/2 →֒ Lq. Therefore, we get
sup
x0,R
1
R
∫
B(x0,R)
∫ T
−T
|u|2dtdx . T
n∑
j=1
‖uj‖2H˙1/2 . T ‖u‖2H˙1/2.
But, ‖u‖2
H˙1/2
. ‖f‖2
H˙1/2
+ ‖g‖2
H˙−1/2
which follows from the proof of (1.8) together
with (1.9). On the other hand, by combining (5.1) with the estimates (3.12), (3.13)
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and (4.7) with F = δV u, we see that
sup
x0,R
1
R
∫
B(x0,R)
∫ T
−T
∣∣|∇|1/2u∣∣2dtdx . ‖f‖2
H˙1/2
+ ‖g‖2
H˙−1/2
+ |δ|2‖V ‖Fp‖u‖2L2x,t(|V |)
. ‖f‖2
H˙1/2
+ ‖g‖2
H˙−1/2
,
where we used (1.9) for the last inequality.
It remains to bound (5.9). By (5.7), it suffices to show
sup
x0,R
1
R
∫
B(x0,R)
∫ T
−T
∣∣|∇|−1/2√−∆∗ sin(t√−∆∗)f ∣∣2dxdt . ‖f‖2
H˙1/2
, (5.10)
sup
x0,R
1
R
∫
B(x0,R)
∫ T
−T
∣∣|∇|−1/2 cos(t√−∆∗)g∣∣2dxdt . ‖g‖2
H˙−1/2
(5.11)
and
sup
x0,R
1
R
∫
B(x0,R)
∫ T
−T
∣∣∣|∇|−1/2 ∫ t
0
cos((t− s)
√
−∆∗)δV (·)u(·, s)ds
∣∣∣2dxdt
. ‖f‖2
H˙1/2
+ ‖g‖2
H˙−1/2
. (5.12)
The left side of (5.10) is bounded by
‖|∇|−1
√
−∆∗f‖2
H˙1/2
∼ ‖f‖2
H˙1/2
using (3.10) with f replaced by |∇|−1√−∆∗f and then the norm equivalence (3.3),
while (5.11) follows from using (3.10) with f = |∇|−1g. Finally, making use of (3.10),
(5.6) and (1.9), the left side of (5.12) is bounded by∥∥∥∥ ∫ t
0
e−is
√−∆∗δV (·)u(·, s)ds
∥∥∥∥2
H˙−1/2
. |δ|2‖V ‖Fp‖u‖2L2x,t(|V |) . ‖f‖
2
H˙1/2
+ ‖g‖2
H˙−1/2
.
Note added in the proof. Some estimates in Sections 3 and 4 used in the proof were
also obtained in [2] for the forward initial value problem using the spectral operational
calculus. But our approach is based on the representation of the solution in terms of
Fourier multipliers, which is simpler than the abstract one.
6. Proof of Theorem 1.1
Finally we prove the Strichartz estimates in Theorem 1.1. Let us recall (5.1). For
the homogeneous terms we use the Helmholtz decomposition ((3.6) and (3.9)), the
classical Strichartz estimate (1.5) for the free wave equation (1.4) with δ = 0, and the
orthogonality (2.6) to obtain
‖ cos(t
√
−∆∗)f‖Lqt H˙σr ≤ ‖ cos(t
√
−µ∆)fS‖Lqt H˙σr + ‖ cos(t
√
−(λ+ 2µ)∆)fP ‖Lqt H˙σr
. ‖fS‖H˙1/2 + ‖fP ‖H˙1/2 . ‖f‖H˙1/2 (6.1)
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and
‖ sin(t
√
−∆∗)
√
−∆∗−1g‖LqtH˙σr ≤ ‖ sin(t
√
−µ∆)
√
−µ∆−1gS‖Lqt H˙σr
+ ‖ sin(t
√
−(λ+ 2µ)∆)
√
−(λ+ 2µ)∆−1gP ‖Lqt H˙σr
. ‖gS‖H˙−1/2 + ‖gP‖H˙−1/2 . ‖g‖H˙−1/2 (6.2)
for any wave-admissible (q, r) (see (1.6)).
For the inhomogeneous term, by (1.9) it is enough to show
‖T u‖Lqt H˙σr . |δ|‖V ‖
1/2
Fp ‖u‖L2x,t(|V |). (6.3)
To show this, we use the identity sin θ = (eiθ−e−iθ)/2i and the Christ-Kiselev lemma
(see [7]) by which it suffices to show∥∥∥∥ ∫ ∞−∞ ei(t−s)
√−∆∗√−∆∗−1δV (·)u(·, s)ds
∥∥∥∥
Lqt H˙
σ
r
. |δ|‖V ‖1/2Fp ‖u‖L2x,t(|V |). (6.4)
since we are assuming q > 2. By the norm equivalence (3.3), the estimate (6.2) is
equivalently written as
‖ sin(t
√
−∆∗)f‖Lqt H˙σr . ‖f‖H˙1/2 .
Combining this with (6.1) gives
‖e±it
√−∆∗f‖Lqt H˙σr . ‖f‖H˙1/2
from which we see that the left side of (6.4) is bounded by∥∥∥∥ ∫ ∞−∞ e−is
√−∆∗√−∆∗−1δV (·)u(·, s)ds
∥∥∥∥
H˙1/2
∼
∥∥∥∥ ∫ ∞−∞ e−is
√−∆∗δV (·)u(·, s)ds
∥∥∥∥
H˙−1/2
.
Now we apply the estimate (5.6) to conclude that the above is bounded by
|δ|‖V ‖1/2Fp ‖u‖L2x,t(|V |)
which gives (6.4) as desired. Combining (6.1), (6.2) and (6.3) yields the Strichartz
estimates (1.7), and completes the proof of Theorem 1.1.
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