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In this paper the convergence of suitably normalized thinning processes i considered. That is, 
aD 
the convergence in distribution of point processes of the form 71 = Y~j= t Xjgj, where Xj are 0-1 
veriables. A sufficient condition for convergence towards a Poisson process is used for Markovian 
thinning, thinning by success runs in a Bernoulli process or by special patterns in a renewal 
process and by high level exceedances of a stationary sequence of random variables..The condition 
is that simple sums of conditional probabilities of the Xj's, also suitably normalized, converge to 
the identity mapping on R+. 
point processes * thinning * convergence to Poisson * compensators 
1. Introduction 
Consider a simple point process 7? with possible points only at the positive integers 
j = 1, 2, . . . .  That is, 71 may be written as 
OO 
,=Z xjgj, 
j--t 
where 8j is the Dirac measure with unit mass at j and Xj are 0-1 variables (any 
dependency between the X /s  is allowed). Such processes arise in the theory of 
thinning of point processes. Let ~ = Y~f=t/~,j be a point process on the nonnegative 
real line with points at 0 <~ ~'t ~< ~'2 <~" • ". Suppose ~" is thinned by a random mechan- 
ism, and define the random variables X~ to be 0 or 1 according as the point at ~) is 
deleted or retained. Then the thinned process is 
oO 
6 = Z xA,. 
j=l 
One is usually interested in the convergence in distribution with respect to the 
vague topology (see Kallenberg, 1975) of a sequence of thinned processes ~:., when 
the corresponding thinning processes ¢/. converge in distribution to zero. That is, 
one actually considers normalizations of 6. and ¢/. which are defined as follows: 
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A sequence of nondecreasing, fight-continuous and unbounded functions fm from 
R+ to IR+ is called a normalizing sequence if
supinf{f,(s)>0}<oo and limf~(t)=0, t~>0. 
?i $50  rl --*.OO 
The most convenient normalizing functions are linear functions f~( t )= a . t  with 
a,, ~0. B/bker and Serfozo (1983) proved that under some technical conditions on 
the point processes ~'m to be thinned and the sequences of normalizing functions f,, 
and g, the convergence of ~,g~ implies the convergence of ~ j~ and vice versa, 
where ~,,g~ and ~: j : l  are the usual image measures. Their result contains earlier 
results of Jagers and Lindvall (1974) and Serfozo (1977) which are for linear 
oo 
normalizing functions. Now the point processes rim = ~,j= ~ X~jSj are very "simple" 
point processes and may again be considered as thinnings of the deterministic point 
oo  
process q~ =~j=~ 8j. Thus it follows from Proposition 2 of Brown (1981) that the 
compensator A, ( t )  of r/mg~ 1 with respect o the sequence of internal tr-algebras 
~.( t )  = Or{17ng-nl(s), S <~ t} = tr{Xmj, g . ( j )  <<- t} is given by 
A, , ( t )= ~ P(X,,j=llXmj_,,...,X,,,) , t~>O. 
j:gn(j)<~t 
For the definition and properties of the compensator the reader is referred to 
Lipster and Shiryayev (1978). Now one may apply Theorem 1 of Brown (1981) 
which states that the convergence in probability of A,, (t) --> A(t) for each t i> 0, where 
A is a continuous, increasing ~.(0)-measurable process implies convergence in 
distribution of ~/,,g~i to a Cox process directed by A. For deterministic compensators 
of the limiting process there is a convergence result of Kabanov, Lipster and 
Shiryayev (1980) without the continuity assumption. In this paper, however, the 
limiting process is always a homogeneous Poisson process with rate 1 and with 
compensator A( t )= t. Therefore the condition 
P 
P(X~j  = I lXmj_, ,  . . . , X . , )  --)t, (1.1) 
j:gn(j)<~t 
P 
where --> denotes convergence in probability, is sufficient for convergence of rt.g~ 1
to a homogeneous Poisson process with rate 1. 
If the conditions of Theorem 2.1 of B/bker and Serfozo (1983) are satisfied one 
also gets convergence of the properly normalized thinned processes o.. Another 
possible application is given by Theorem 3.2 of Serfozo (1977) (see Theorem 5.1 in 
B/Aker and Serfozo, 1983). The idea of using compensator techniques to study the 
convergence of the thinning processes, r/m, and then using results like those of BSker 
and Serfozo (1983) is already contained in the thesis of Brown (1979). The simplest 
example is the case of independent and identically distributed thinning variables 
X.j. Then the sum of conditional probabilities i ~j:8.tj~<~t p.,where p,, = P (X . j  = 1). 
Of course one chooses g in ( t )=p. t .  In all other cases considered in this paper the 
idea is to split the sum of conditional probabilities into several parts such that one 
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term contains only parameters of the distribution and no X./s.  One has to choose 
the sequence of normalizing functions such that this term converges to t and the 
terms, containing the X,,fls, converge in probability to 0. For example, in the case of 
Markovian thinning with stationary transition probabilities the conditional prob- 
abilities appearing in ( 1.1 ) are P(X,,j = 1 [ X.j_ ~) = X.j_ ~ p. + e. - X.~_ ~ e., where e. = 
P(X.2 = I[X.~ = 0) and p. = P(X.2 = l IX.~ = 1). Here one chooses g,,(t) = e,,t and 
one gets the desired result if p. and e. converge to 0. This result is a special case 
of Theorem 4.2 in B/bker and Serfozo (1983) and may also be derived from a result 
of Brown (1983). 
In this paper the following thinning procedures are considered: Markovian 
thinning with nonstationary transition probabilities and 2-dependent stationary 
Markovian thinning (Section 2), thinning by success runs in a Bernoulli process 
and by special patterns in a renewal process (Section 3) and finally thinning by 
high level exceedances of a stationary sequence Zj of random variables. In the last 
case convergence of 7/. after a linear normalization to a Poisson process with rate 
1 is proved in two cases. The first result assumes two conditions imilar to those of 
Loynes (1965) but without a mixing condition, whereas in the second result m- 
dependence of the Z~ is assumed together with a condition somewhat weaker than 
that of Watson (1954). 
If g. are linear functions, g.( t )= a.t with a.-+0, instead of rl .g:'  the notation 
r/. o a~ 1 is used, where r/. o a-~l(t) = rh(a-~lt) = 7/.([0, anlt]) =~,j~a:', Xnj (for the 
notion of compositions of random measures ee Serfozo, 1977). In the rest of the 
paper the subscript n is omitted where no confusion may arise. All convergence 
results are for n--> m. 
2. Markovian thinning 
Example 2.1. Markovian thinning with nonstationary transition probabilities. Let Xo = 
0 and X~,j t> 1 be a Markov chain with state space {0, 1} and define, for j i> 1, 
P(Xj= llXj_, = 1), P(Xj= 11 xj_, = 0), qj= P(Xj= 1). 
Define the normalizing function g by 
k 
g(k)= ~ ej, k=O, 1 , . . . ,  
j=l 
and g is linear between integers. Assume that 
oo  
~, ej=oo, sup ej-->._~0, t>0 and ~ p2-->._.~0, t>0.  
j=l j :g( j - l )~t j:g(j)~t 
(Recall that the subscript n is omitted and note that the last condition implies 
supj:go~,~, p~ ~ ,-.oo 0.) 
Theorem 2.2. Under the assumption given above, 7q,g~ +d 71, where v I is a Poisson 
process with rate 1. 
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Proof. For j/> 1 one has that 
P(Xj = 11 Xj_ , )  = X j _ ,  pj + ( 1 - X j _ , )  ej. 
Therefore 
E P(x~=IIXj_,)- E xj_,pj+ E e~-E xj_,ej. 
j :g( j )~t j~2 j:g(j)<~t j~2 
g(j)~t g(j)~t 
Simple calculations how that the second term converges to t and that the expecta- 
tions of the other two terms converge to 0 as n--> oo. 
Example 2.3. 2-dependent s ationary Markovian thinning. Thinning by a 2-dependent 
stationary Markov sequence was considered by Isham (1980) and in this paper the 
same notation is used. Let X~ be a 2-dependent stationary Markov sequence and 
define 
p = P(X j  = I), ,v, = P(Xj = 11Xj_, = i) , i=0,  1, 
a ik=P(X j= l lX j _~=k,  Xj_2=i) ,  i, ke  {0, 1}. 
The following relations hold between these parameters ( ee Isham, 1980): 
ao = p( 1 - 31)/ (1 - p ), (2.1) 
ao~ = al( l  - al l)/(1 -- 31), (2.2) 
aoo = p(1 -- a,)(1 -- 31o)/ (1 -- 2p + pa,).  (2.3) 
Theorem 2.4. I f  p ->,-oo0, a~ ->,-.oo0 and a~o-*.-.oo 0, then "rh o p:~ ..) d 1"], where 71 is 
a homogeneous Poisson process with rate 1. 
Proof 
[fl--lt] 
E 
j=!  
P(Xj = 1l x~_,,..., x,) 
[p-~t] [p-~t] 
=p+X,o,,+(1-x,),,,o+ E xj_,xj_~,,+ E 
j r3  j -3  
Xj_,(I - X~_2)ao, 
-I- 
[p-It] [p-it] 
E (1 -X j - , )X j -2~,o+ E (1-Xj-,)(l-Xj-2)aoo. 
jffi3 jffi3 
Using the assumptions together with the relations (2.1) and (2.2) it is easy to show 
by calculating the expectations that all terms beside the last sum converge in 
~[p- lq  
probability to 0. The last sum is split into the sum ~=3 aoo and three other sums 
which are easily shown to converge in probability to 0 using relation (2.3). Using 
again (2.3) gives 
[p-t t] 
E aoo=([P - ' t ] -2 )p (1 -a~) (1 -a~o) / (1 -2p+pa~)  -->.-,~ot 
j=3 
by the assumptions. 
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3. Thinning by success runs in a Bernoulli process and by special patterns 
in a renewal process 
Let Y1, Y2, • .. be a Bernoulli process with P( Y~ = 1) = p and r a positive integer 
and let us say that j ~ N is the time of a success run of length r in the Bernoulli 
process if Y j_•+~=-. .= Yi-~ = YJ= 1 and if j - r+ l , . . . , j -1  do not have this 
property. That is, success runs are not allowed to overlap. Consider now a sequence 
of Bernoulli processes { Y.i} with P( Y,,! = 1) = p. and a sequence of positive integers 
r.. Define X,,j to be equal to 1 if j is the time of a success run of length r. in the 
Bernoulli process { Y.~} and zero otherwise. Define c = (1 -p )p"  and v/,, = Y~j=~ X.j~j. 
Theorem 3.1. l f  rnp'." " O, then ~1. o c~ ~ _, d 7h where ~1 is a homogeneous Poisson process 
with rate 1. 
Remark. BSker and Serfozo (1983) proved this result by another method for one 
Bernoulli process (Pn =P) and rn-*oo. Brown (1981) proved the same result using 
compensator techniques, but with the additional assumption that the Bernoulli 
process is independent of the point process to be thinned. 
Proof of Theorem 3.1. For j > r define ej = P(Xj  = 1 I Xj_i = O, i = 1 , . . . ,  r) and 
observe that 
c<~ej <<.c(1-rp') -1. (3.1) 
By similar considerations to those in Brown (1981) one obtains 
[c-lt] [c- ' , ]  [c - ' , ]  [ c - ' , ]  • 
~'. P(Xj = l lX j _ , , . . . ,X , ) -p  r+ ~ Xj_rp •+ ~'. e j -  ~. ~ Xj_i£ j. 
j=!  j=r+! j=r+l  j~-r+i i----I 
Now p'-~ 0. The first and third sum may be shown to converge to zero by using 
EXj<~p • and the right side of (3.1). Using both sides of (3.1) one may show that 
the second sum converges to t. 
In the rest of this section some examples are considered. All thinning procedures 
are introduced by R~de (1972) and the thinning is by special patterns in a renewal 
process. The first two examples are special cases of thinning by success runs in a 
Bernoulli process. The first three examples are special cases of the thinning procedure 
considered by 3agers and Lindvall (1974) and reconsidered by Brown (1979) using 
compensator techniques. In all examples consider a renewal process such that the 
interarrival distribution has distribution function F. 
Example 3.2. Cluster thinning. Call a sequence of k + 1 points a k, T-cluster if the 
intervals between successive points are all of length less than T. A point of the 
renewal process is retained if and only if it is the last point of a k, T-cluster and if 
none of the previous k - 1 points has this property. This is a special case of thinning 
148 F. B6ker / Thinning Processes 
by success runs in a Bernoulli process with p = F(t) and r = k. R~de also consideres 
the case, where T is a random variable with distribution function G. Then p = 
SF(t) dG(t). 
Example 3.3. Thinning after k gaps. A point of the renewal process is retained if 
the k preceding intervals all have length at least T and if none of the preceding 
k - 1 points has this property. Here p = 1 - F (T )  and r = k. 
Example 3.4. Thinning by nonoverlapping short-long-short-patterns. Let us say that 
three successive intervals in a renewal process form a short-long-short pattern, if 
the first and third are less than T while the second is at least U. Only the end points 
of nonoverlapping short-long-short patterns are retained. Define p = 
F( T)(1 - F( U))F(T)  and q = F( T)(1 - F (U) ) .  Then it is easy to prove that q --> 0 
implies r/~ o p~ _~d 7/ where 77 is a homogeneous Poisson process with rate 1. 
Example 3.5. Thinning by overlapping short-long-short patterns. Now each point of 
a short-long-short pattern is retained. Defining p and q as in Example 3.4 one gets 
that r/~ o p~ converges to a Poisson process with rate 1 if q->~_~ 0. If further 
F (T )  ~n_.~ c for a constant c one gets convergence of rl, o q~ to a Poisson process 
with rate 1. This is an example of 2-dependent stationary Markovian thinning 
(Example 2.3) if the first two points are thinned by the following rule: If the first 
interval is "short" ,  the first point is retained with probabil ity F (T ) (1 -  F(U)) and 
it is deleted otherwise. If the first two intervals are "long-short" the second point 
is retained with probabi l i ty F (T )  and it is deleted otherwise. 
4. Thinning by high level exceedances of stationary sequences 
Suppose Z j , j  ~ N, is a stationary sequence of random variables and un, n e N, a 
sequence of positive real numbers with lim._.o~ u. =oo. Define p. = P(ZI > u.), 
Xnj = ltz~>.,.~ where 1A denotes the indicator function of the set A. Let *In = 
oe  
~j=~ XnjSj, so that 7/. counts the number of Zj greater than u.. 
Theorem 4.1. If 
[p-tt] 
~, ( [p - l t ] - j+ l )P (X ,= l ,  Xk=O, l<k<j ;X~=l )~n_~O (4.1) 
j=2 
and 
[p-It] 
y~ ( [p - ' t ] - j+  l)P(Xj_,= l; Xk=O, l <~k<~j-l)2->,,..ooO (4.2) 
j=2 
then *1. o p-~l ._> d 7, where *1 is a Poisson process with rate 1. 
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Remark 4.2. The following condition implies (4.1): 
[p-tt] 
Y. ( [p- i t ] - j+ I)P(X~= I, Xi= I) +,..o~O. (4.3) 
j=2  
This condition was introduced by Loynes (1965), who considered the convergence 
of the maximum of the first n values of the sequence Zj. For related results see also 
Meyer (1973), Leadbetter (1974, 1976), Leadbetter and Rootzen (1982) and Serfozo 
(1980). 
Proof  o f  Theorem 4.1. Def ine  ej = P (X j  = 1 I Xi  = 0, i = 1 , . . .  , j  - 1). Then  
P(Xj=IIX~_,, .... ,X , )= (1 -X , )  ej+P(Xj=l lX,  i= l , . . . , j -1 ;  
at least one X~ is equal to 1). (4.4) 
j--I The expectation of the second term is equal to ~i=~ P(Xj = 1; Xk =0,  i<  k<j; 
Xi = 1). Thus  
[p-lt] 
Z 
j=2 
E(P(Xj = IIX~, i=  1 , . . .  , j - l ;  at least one X, is equal to 1)) 
[p- l t]  j -1  
Y~ • P(X i=I ;  Xk=O, i<k<j; X~=I) 
j=2  i= l  
[p-tr]  
= E j=2 
([p-'t]-j+ 1)P(Xj= 1; Xk=O, 1 <k<j ;  Xl = 1) -~._.~0 
by Assumption (4.1). 
The first term on the right-hand side of (4.4) may be written as (1 - Yj)e~, where 
the random variable Yj is equal to 1 if and only if at least one of the Xi (1 ~< i < j )  
is equal to 1, otherwise Y~ is equal to zero. Therefore 
j--I 
EYj= ~. P(X,=l;Xk=O,l<~k<i). 
i= l  
Define q = P(Xk = 0 for all k • N) and note that q ~,_.~ 1. Now 
[p - ' t ]  [p-lt]j--I 
~, ~, P(X ,= l ;Xk=O, l<~k<i )  
j=2  i=! 
x P(X/= l; Xh=O,l<-h<j) 
j=2 
<~q-I 
P (Xh=O, l<~h<j )  
[p-t  t] j--1 
~ P(X ,= l ;Xk=O, l<~k<i )  2 
j=2 i=1 
[p-tt] 
=q-~ ~, ([p-tt]-j+l) 
jr2 
X P(Xj_ ,= 1, Xk=O , 1 <~k<j -1 )  2 +._.®0. 
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Therefore it remains to show, that 
[p-It] 
E ej-~n-.oot" 
j=2 
Now ej <~ p~ q and therefore 
[p-It] 
j=2  
e~ <~ q-I[ p-~ t ]p --> ._.~ t. 
On the other hand one has 
e j~ > P(X j= 1; X~=0, 1 <~i<j ) / (1 -p )  
and therefore it remains to show that 
[p-It] 
y. 
j=2  
P(Xj= I; Xi =O, I <- i <j)  ->._,~ t. 
But 
[p-It] 
j=2  
P(X~= I, X~=O, I <~ i <j)  
[p-lt] 
= E P (Xs=I ) -  
j=2 
[p-tt]j--i 
E E P (Xs=l ,  Xk=O, i<k<j ;X ,= l ) .  
j=2  i=1 
The first sum converges to t, as n--> m, and the second sum is equal to the sum in 
(4.1), which converges to zero. This completes the proof. 
Theorem 4.3. Suppose that Zj, j ~ N, is a stationary m-dependent sequence of random 
variables uch that 
lim max P(Z~> u,,IZj_,> u,,)=O. (4.5) 
Then ~l, ° P~ ~ _.>d 77, where 71 is a Poisson process with rate 1. 
Remark 4.4. Condition (4.5) is weaker than condition (1) in Watson (1954), who 
considered the same problem as Loynes (see Remark 4.2). For a related result see 
also Banys (1975). 
Proof of Theorem 4.3. Define XR = 0 for k ~< 0. Then one has, for all j >/1, 
P(Xj= 1 [X~_,, . . . ,  X,) = P(Xs= I [X~_, , . . . ,X j_m) 
m 
= rI (1 -x i _ , )P (X i= l [Xs_ , -o , i= l , . . . ,  m) 
i=1 
+P(X i= llXs_i, i=1 , . . . ,  m; at least one Xj_i is equal to 1). (4.6) 
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The expectation of the last term is less than or equal to (2" - 1) max~,,, P(Xj = 1, 
Xj_~ = 1). Therefore 
E 
[p-t 0 
j= l  
P(Xj = 1 [Xj_i, i = 1 , . . . ,  m; at least one Xj_, is equal to 1) 
<~(2"-l)[p-'t]p max P(Xj=IIXk=I)-+._.~O. 
O<j -k<~m 
Define ej = P(Xj = 11Xj-i =0,  i=  1 , . . . ,  m). By stationarity, 
Ej = era+l=: e for j~> m+l .  
Let us prove that e/p ~. . .~  1. Choose j~  m + 1. Then 
_e_ P(Xj = 1; Xj_, = 0, i = 1 , . . . ,  m) 
P pP(Xj_, =O, i= l,. . . , m) 
m =p-~.,=, P(Xj = 1; Xj-R =0,  1 ~< k < i, Xj_, =1) 
m 
P(1 -Z ,=I  P(Xj-k =0,  1 <~k <i ;  X~_,= 1)) 
m 
= p(1 -)".,=, P(Xj= 1; Xj_k=O, 1 <~k </ Ix j _ ,  = 1)) 
p (1 -p(1  + ~,"=2 P(Xi-R =0, 1 ~< k < i I Xj_, = 1)) 
since p and the sum in the numerator converge to zero. The same is true for ej/p 
(j<~m). 
Write the first term on the right-hand side of (4.6) as 
(1 -  Yj)ej, 
where Yj is as in the proof of Theorem 4.1. 
V[p-q] 
Now/..j=~ ej -+,-.oo t, since ej/p ~,,..~ 1. Therefore it remains to show that 
[p - l t ]  
EYjej -->,-.oo 0. (4.7) 
j= l  
But EYj = P (at least one Xi = 1, j -m <~i<j)<~ mp ~,,..o~ 0 and therefore (4.7) is 
true.  
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