Abstract The reduction of mass-action equations for substrate-enzyme reactions with time dependent inflows to Michaelis-Menten equations is studied. A mathematically rigorous singular perturbation scheme is used. Time dependent Michaelis-Menten equations are derived as the O(1) approximation in the perturbation expansion based on the same small parameter that leads to a valid expansion for closed systems. This justifies the practice to use the Michaelis-Menton approximation in time dependent systems and supports its use in networked systems. Error propagation of the approximation scheme in complex reaction networks is discussed. Error bounds are developed that suggest small errors for finite and fast signal propagation in cascading systems analogous to signal transduction cascades. Error bounds in the general case remain an open problem.
Introduction
The derivation of the Michaelis-Menten equation and the experiments to determine the steady-state parameters for a basic enzyme-substrate reaction have been in standard undergraduate textbooks on chemistry for decades. In fact, most of the kinetic parameters listed in databases for enzymes are the steady-state, Michaelis-Menten parameters. However, most of the work validating the Michaelis-Menten approximation has been done on closed-systems, i.e. reactions with no influx or out-flux of molecules. This is not the appropriate model for open enzyme networks or for enzyme reactions that are embedded in larger networks which lead to oscillations or other dynamical behavior of interest. To study these issues we derive an openMichaelis-Menten approximation using perturbation techniques similar to the ones used for the closed network. As an example we examine a basic enzymatic-cascade with time dependent input where the product of one enzyme-substrate reaction becomes the enzyme in the next downstream enzyme-substrate reaction.
The Michaelis-Menten Equation
One of the most basic chemical reactions studied is the enzyme-substrate reaction. Early in the 20th century, the mechanism in which an enzyme converts a substrate into a product molecule was not fully understood. In 1913, Leonor Michaelis and Maud Menten proposed a mass-action model where the enzyme binds to the substrate to form an intermediate complex molecule [Michaelis and Menten (1913) ; Johnson and Goody (2011) ]. The complex then either disassociates back into an enzyme and substrate, or the enzyme can successfully catalyze the conversion of substrate to product. The representative stoichiometry is
where a 1 , d 1 , and k 1 are rate constants. The corresponding system of equations isĖ = −a 1 ES + (d 1 + k 1 )C, (1.1a)
where the initial conditions describe an initial concentration of enzymes and substrates where no reaction has yet occurred. Since no molecules are added or destroyed from the system, and also by examining (1.1), it is clear that certain quantities are conserved. Hence, (1.1) is equivalent to a system of two Ordinary Differential Equations (ODEs) and two algebraic equations 
Michaelis and Menten also proposed a method in which the equations (1.2) can be approximated by a single ODE. In 1925, G.E. Briggs and J.B.S Haldane refined that approach based on the assumption that the complex does not change much during the time-scale of the substrate depletion [Briggs and Haldane (1925) ]. This can be achieved if the number of enzymes are much larger than the number of substrates, since any free enzyme will quickly bind to a free substrate. After a quick transient period in which the substrate concentration has not decayed much,Ċ ≈ 0. This is known as the standard quasi-steady state assumption (sQSSA). IfĊ = 0, then C can be solved for in (1.2d),
where
is the Michaelis-Menten constant. Then (1.3) can be substituted in (1.2c) to obtaiṅ
Here V max = k 1 E 0 is the maximal possible rate at which the product could be formed and K m can be regarded as the substrate concentration at which the formation rate of the product is half of V max . The initial condition in (1.4) assumes that the substrate has not decayed noticeably during the initial transient period. Equation (1.4) is generally referred to as the Michaelis-Menten equation. In [Schell and Mendoza (1997) ; Corless and et al (1996) ] it was shown that (1.4) has a closed form solution
where W is the Lambert-W function. Experimentally, it easier to obtain the parameters K m and V max than it is to measure the reaction rate constants. Hence one typically finds the steady-state Michaelis-Menten parameters in the literature rather than the dynamic parameters of the mass action equations.
Perturbation Analysis of the Michaelis-Menten Equations
Since Equation (1.4) is an approximation, one would like to have a mathematically precise way to evaluate the accuracy of this approximation and the errors made when using the approximation, as a function of the system parameters. The standard approach to answer such questions is to derive the approximations as a low order expansion in a perturbation theory. References [Holmes (1995) ; Lin and Segel (1974) ] are excellent texts describing perturbation methods and applications. Specifically, in the case of the Michaelis-Menten equation, singular perturbation theory has been used, starting with scaling Equation (1.2) and then identifying a small parameter. Early approaches scaled C by E 0 and S by S 0 and defined a parameter ǫ = E 0 /S 0 [Lin and Segel (1974) ; Heineken et al. (1967) ]. In 1989, Segel and Slemrod gave a more rigorous derivation and scaling of the system [Segel and Slemrod (1989) ] introducing the following scaled variables for Equation (1.2),
whereC is an estimate of the maximal complex concentration, t C is an estimate for the fast time scale, and t S is an estimate for the slow time scale and τ and T measure time on the fast and slow timescales, respectively. It is assumed that in the initial transient period, the substrate depletion is minimal and S ≈ S 0 . By substituting S 0 for S in (1.2d), it is easy to show that
Using (1.5) to get an estimate for the fast time scale, one finds t C = k −1 . The characterization of a time scale from [Lin and Segel (1974) ] is used to estimate the slow time scale as
Estimating t s by plugging S 0 into (1.4) one obtains:
As a result of these scalings, the system depends on three dimensionless parameters:
In our analysis we assume ǫ ≪ 1 and use it as the small parameter for a perturbation expansion, whereas σ and κ are assumed to be of O(1). Then, on the fast time scale, the governing equations for (1.2) are:
we expand (1.9) into differential equations for each order of ǫ that can then be successively solved. The solutions to the O(1) problem on the fast timescale are:
(1.10)
On the slow time scale, the governing equations are:
, the governing equations for (1.11) become:
The O(1) equations become 12) which are identical to the Michaelis-Menten equations when scaled back to the original variables. The O(ǫ) equations are found to be:
. (1.14)
Segel and Slemrod use the O(ǫ) equations to determine the range of validity of their model of the Michaelis-Menten equation based on the O(1) approximation. They find that, if the magnitudes of s 1 and c 1 are much larger than one, then perturbation analysis loses validity and the errors could be large when using the O(1) approximation. In 1996, Borghans [Borghans and et al (1996) ] made the change of variables S c = S + C to extend the sQSSA model and derive the equivalent differential model for (1.2)
The total quasi-steady state assumption, tQSSA, states that Equation (1.15b) is approximately equal to zero on the timescale of the total substrate depletion deriving a quadratic equation for C
Using the first Padé approximant to (1.16), C p =
E0Sc
E0+Km+Sc and substituting C p for C into (1.15a) one obtainṡ
By using a similar argument as used in [Segel and Slemrod (1989) ], Borghans derived a different slow timescale 18) leading to a new perturbation parameter
Observing Eq. (1.19) we find sufficient conditions for ǫ ≪ 1 to be
Hence, if the sQSSA is valid, then so too is the tQSSA. However, the tQSSA greatly extends the regime of validity. In 2007, Gomez-Uribe et al. use the tQSSA to study the operating regimes of a cyclic motif of covalent modification, such as seen in the phosphorylation and de-phosphorylation cycle in a MAPK cascade [GomezUribe and et al (2007) ]:
(1.20)
By applying the tQSSA, the authors derived the approximatioṅ
and
The equations (1.21) have four different steady-state regimes. Additionally, by allowingĒ 1 to be dependent on time one can study the dynamic response of (1.20). Studying the filtering characteristics of these equations by choosingĒ 1 (t) = E 0 (1 + a sin(ωt)), Gomez-Uribe et al. discovered that the covalent modification cycle acts as a low-pass filter.
1.4 Basic Open-Enzyme Network
Perturbation Analysis
The basic model of an open enzyme network has the stoichiometry
leading to the corresponding set of mass-action equationṡ
Mass-conservation and Borghans' coordinate transformation reduces the system to
This is the fundamental system that we will analyze under time dependent influxΛ(t). Note thatΛ(t) represents the total enzyme concentration in the system, and hence can be assumed to be non-negative and bounded, i.e. sup
Following the approach of Spiegel and Slemrod, we will scale the total substrate concentration S C and the product P , identify a small parameter ǫ and apply singular perturbation theory.
To get an estimate for the maximum of C to provide a scaling parameter, it will be necessary to first show that such a maximum exists. This can be argued physically, or by examining equations (1.23). The proof can be found in [Young (2013) ]. Let t max be the time at which the maximum occurs. Theṅ
is the Michaelis-Menten parameter. The timescale on which the total-substrate concentration operates on can be estimated by:
The variables in system (1.23) can thus be scaled as:
leading again to three dimensionless parameters
Hence, after scaling, the system (1.23) is equivalent to the dimensionless system 
The system (1.28) has an explicit solution:
where W is the Lambert-W function.
Time depending Michaelis-Menten Equations for a Larger Network
We apply the approach outlined in the last section to study an enzymatic cascade. By examining the properties of the Lambert-W function and the exponential function, it can be shown that the functional operator:
defined as:
is well-defined for Λ set the appropriate set of functions of non-negative and bounded influxes. Let
Then the output for an n-stage cascade at the O(1) perturbation level is approximated by:
In [Young et al. (2014) ] we study this n-stage cascade as a generic model for signal transduction cascades. We show that iterating the operator defined in Eq. (1.30) three times creates a reliable sigmoidal response progress curve from a wide variety of time-dependent signaling inputs suggesting that natural selection may have favored signaling cascades as a parsimonious solution to the problem of generating switch-like behavior in a noisy environment.
Accuracy of the perturbation scheme
We follow the approach introduced by Spiegel and Slemrod and study the O(ǫ) expansion of the system (1.27) to the first order approximation of the time dependent Michaelis Menten system (1.28). The O(ǫ) equations are:
Since s c0 and c 0 have been solved explicitly at O(1) they are given function of T and hence the equation for s c1 is a first order time dependent linear differential equation of the form
, that can be solved by the method of integrating factors. After some algebraic manipulations (details see [Young (2013) ]) we show that the integrating factor can be written as
Hence,
and since s c0 (y) and Λ(y) are scaled to lie between 0 and 1, we can bound the O(ǫ) term of the substrate by the expression
Therefore if ǫ ≪ 1, then ǫ |s c1 | ≪ 1 and the perturbation scheme is valid. Note however, that we do not have a similar bound for the error of the intermediate complex c which depends on Λ ′ and σ. In particular, if Λ ′ is large, then the error in c could be large.
Since F is an O(1) approximation to the true output, treating a cascade as an n-fold iteration of F has the potential to introduce additional error. It is intuitive that one can trade the number of iterations against the smallness of ǫ.
We can see how perturbations in the input would propagate through the approximated model. Suppose Λ is the input and Λ + ǫΛ 1 is the perturbed input. Let s c0 be the output for Λ ands c0 be the output to the perturbed input. Then
By the Mean Value Theorem, there exists ξ ∈ (s c0 , s c0 ) ⊂ (0, 1], such that
This implies that
This suggests that using a sequence of function compositions as a model of a signaling cascade works well if ∞ 0 s 1 (x)dx is bounded. This is in particular true for an influx λ(t) that goes to zero at a time of O(1) on the slow timescale -a reasonable biological assumption.
Simulation Results and Discussion
For the biologically relevant situations that we checked through simulations the outputs tend to stay close to each other. Figure 1 .1 demonstrates the validity of the perturbation scheme even with a periodic input. Figure 1 .2 shows that errors do tend to accumulate, but the rate appears linearly dependent on ǫ. However, we lack a complete mathematical proof of these two facts. In particular, restricting the input Λ(T ) to the natural set of nonnegative and bounded continuous functions is not enough: Using the fact that are O(ǫ) between each other. More work is needed to determine the exact function space for Λ(T ) that would guarantee close outputs in cascades and bounds for error propagation in simple and complex enzymatic systems.
Conclusion
Much work has been done over the years in analyzing mass-action models of enzymatic reactions. Numerous studies have been made that examined the Michaelis-Menten approximation of closed enzymatic systems, and some studies have been made towards analyzing perturbation approximations of open enzymatic reactions; however, this is the first work to rigorously show that Michaelis-Menten parameters derived from closed experiments are ap- cascade. The first row shows that the same input function is used;Λ = E (1 − cos(ωt)) /2 with ω = 10 min −1 . Equation (1.27) was integrated and scaled and then compared to iterating Equation (1.30). For simplicity, the rate parameters were derived from the parametersĒ = 0.5µM ,S i = 0.5µM , κ = 1, and t sc = 1. In column (a), ǫ = 0.1. In column (b), ǫ = 0.01. It appears that the errors tend to accumulate, but more work is needed to determine exactly at what rate the accumulation occurs. plicable to open enzymatic systems under certain conditions. It was argued in [Bersani and Dell'Acqua (2012) ] that many researchers use the MichaelisMenten approximation without first validating the conditions under which the approximation is valid. One such situation that has not been looked at in detail is the use of the Michaelis-Menten approximation for enzymesubstrate reactions when those reactions are embedded in larger chemical networks. Our result supports the practice to use the Michaelis-Menton approximation in time dependent systems which has been done in networked modules without proper justification. This will be a major boon to systems biologists since most parameters for enzymatic reactions are derived from isolated experiments.
This work validated the Michaelis-Menten approximation when ǫ = E/(S + K m ) ≪ 1. More work can be done to see what happens when ǫ = O(1) or when ǫ ≫ 1. Models with feedback, an influx of substrate, and a combination of other tweaks, will also be examined in the future.
Beyond the validity of the Michealis-Menten approximation for a one stage substrate-enzyme reaction our research also highlighted the issue of error accumulation in models of complex enzyme reaction models where a characterization of one reaction via the Michaelis-Menten approximation leads to an error for the influx of enzymes in a neighboring node of the network. If the trigger signal of the enzymatic network is fast and travels through the network fast, then we showed that the error stays bounded at least for an enzymatic cascade. However, for a periodic input on an infinite time interval, errors will accumulate. More work needs to be done to examine how errors will propagate and accumulate for long signals or for signals that travel slowly through a complicated network of chemical reactions.
