Abstract. Since 1965, there has been significant progress in the theoretical study on quasi-Newton methods for solving nonlinear equations, especially in the local convergence analysis. However, the study on global convergence of quasi-Newton methods is relatively fewer, especially for the BFGS method. To ensure global convergence, some merit function such as the squared norm merit function is typically used. In this paper, we propose an algorithm for solving nonlinear monotone equations, which combines the BFGS method and the hyperplane projection method. We also prove that the proposed BFGS method converges globally if the equation is monotone and Lipschitz continuous without differentiability requirement on the equation, which makes it possible to solve some nonsmooth equations. An attractive property of the proposed method is that its global convergence is independent of any merit function.We also report some numerical results to show efficiency of the proposed method.
Introduction
In this paper, we consider the problem of finding a solution of the nonlinear equation ( 
1.1)
F (x) = 0, where F : R n → R n is continuous and monotone. By monotone, we mean
Nonlinear monotone equations have many practical uses such as ballistic trajectory computation and vibration systems [20, 25] , the first-order necessary condition of the unconstrained convex optimization problem and the subproblems in the generalized proximal algorithms with Bregman distances [13] . Some monotone variational inequality problems can also be converted into nonlinear monotone equations by means of fixed point maps or normal maps if the underlying function satisfies some coercive conditions [27] . Among numerous algorithms for solving (1.1), quasi-Newton methods are regarded as one of the most efficient classes of methods. Since the first quasi-Newton method for solving nonlinear equations was proposed by Broyden [1] , there has been significant progress in the theoretical study on quasi-Newton methods, especially in local convergence analysis [2, 6, 7] . Moreover, much effort has been made to establish global convergence of quasi-Newton methods for unconstrained optimization problems, for example [2, 3, 4, 5, 7, 8, 9, 11, 14, 18, 20, 19, 21, 22, 24, 26] . However, the study of globally convergent quasi-Newton methods for solving nonlinear equations is relatively fewer. The major difficulty is the lack of practical line search strategy. To the authors' knowledge, the earliest global convergence result is due to Griewank [10] , where a derivative-free line search is proposed. But Li and Fukushima [15] constructed an example to show that the line search in [10] has a certain difficulty in some special cases. By using a nonmonotone line search process, Li and Fukushima [15, 16] proposed a Broyden's method for solving nonlinear equations and a Gauss-Newton-based BFGS method for solving symmetric nonlinear equations and prove that these methods converge globally. Quite recently, Gu et al. [12] introduced a norm descent line search technique and proposed a norm descent Gauss-Newton-based BFGS method for solving symmetric equations with global convergence.
However, to ensure global convergence of the above mentioned quasi-Newton methods, some merit function such as squared norm merit function is often used. Generally, the quasi-Newton direction is not a descent direction for the merit function, which makes it difficult to globalize the method. In this paper, based on the hyperplane projection method [23] , we propose a BFGS method for solving nonlinear monotone equations and prove its global convergence property without use of merit functions. The differentiability of the equation is also not assumed. Compared with the Gauss-Newton-based BFGS method in [16] , our method is more natural and simpler, which makes our method more implementable in practice.
The paper is organized as follows. We present a BFGS method for solving monotone nonlinear equations in the next section. In Section 3, we establish the global convergence of the proposed method. In Section 4, we report some numerical results to show the efficiency of the proposed method.
Algorithm
In this section, we describe the proposed method in detail. First we recall the hyperplane projection method [23] for solving nonlinear monotone equations (1.1). By the monotonicity of F , we have
for allx such that F (x) = 0. Suppose that we have obtained a direction d k . By performing some kind of line search procedure along the direction d k , a point
Thus the hyperplane
strictly separates the current iterate x k from zeros of the equation (1.1). Once the separating hyperplane is obtained, the next iterate x k+1 is computed by projecting x k onto the hyperplane. Now we state our algorithm as follows.
Algorithm 1 (BFGS method)
Step 0. Given initial point x 0 ∈ R n and constants β ∈ (0, 1), σ ∈ (0, 1), h > 0, r ≥ 0. Choose B 0 = I (the identity matrix). Let k := 0.
Step 4. Compute B k+1 by the following BFGS update process:
Set k := k + 1. Go to Step 1.
Remarks.
(i) In the update formula (2.4), we used the modified update rule proposed by Li and Fukushima [18] for nonconvex unconstrained optimization problems, which can also be regarded as a regularized BFGS method in the sense that B k is positive definite and symmetric for all k.
(ii) If we suppose that F is Lipschitz continuous, i.e., there exists a constant L > 0 such that
then it follows from the monotonicity and Lipschitz continuous property of F that
where T stands for transpose. (iii) The update formula (2.4) is very different from the Gauss-Newton-based BFGS method proposed by Li and Fukushima [16] . Our method is more natural and simpler. (iv) The line search (2.2) is a little different from that of [23] . It is not difficult to see from (i) that Algorithm 1 is well defined.
Convergence property
In this section, we prove global convergence of Algorithm 1. To this end, we introduce some useful lemmas. The following lemma comes from [3] . 
then for any κ ∈ (0, 1), there exist positive constants β 1 , β 2 , β 3 and β 4 such that inequalities
hold for at least κk many j ≤ k.
We define index sets K k for each k, and K by
The following lemma comes from [23] .
Lemma 3.2. Let F be monotone and x, y ∈ R n satisfy F (y), x − y > 0. Let
Then for anyx ∈ R n such that F (x) = 0, it holds that
Now we establish a convergence theorem for Algorithm 1. 
In particular, {x k } is bounded. Furthermore, it holds that either {x k } is finite and the last iterate is a solution, or the sequence is infinite and lim
Moreover, {x k } converges to some solution of (1.1).
Proof. We first note that if the algorithm terminates at some iteration k, then
This means that x k or z k is a solution of (1.1).
Suppose that d k = 0 and F (z k ) = 0 for all k. Then an infinite sequence {x k } is generated. It follows from (2.2) that
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Letx be an arbitrary solution of (1.1). By (2.3), (3.5) and Lemma 3.2, we obtain (3.6)
In particular, the sequence { x k −x } is decreasing and hence convergent. Also, the sequence {x k } is bounded, and
We obtain from (2.3) and (3.5) that
From the last inequality and (3.7), we get
Now we consider the following two possible cases:
holds, then by the continuity of F and the boundedness of {x k }, it is clear that the sequence {x k } has some accumulation pointx such that F (x) = 0. We also have from (3.6) that the sequence { x k −x } converges. Therefore, {x k } converges tox.
If (ii) holds, then from the boundedness of {x k } and the continuity of F , there exists a positive constant C such that
From (2.7) and (3.9), we have
It then follows from Lemma 3.1 that inequalities (3.2), (3.4) and (3.9) hold for all k ∈ K. So we get from (3.4) and (3.8) that lim k∈K, k→∞
By the line search rule, we have for all k ∈ K sufficiently large, m k − 1 will not satisfy (2.2). This means
Since {x k } K is bounded, it follows from (3.4) and (3.9) that {d k } K is bounded too. We can choose a subsequences of {x k } K and {d k } K converging tox andd, respectively. Taking the limit in (3.10) for the subsequence, we obtain
However, it is not difficult to deduce from (2.1) and (3.2) (by further taking subsequence if necessary) that
This yields a contradiction. Consequently, lim inf k→∞ F (x k ) > 0 is not possible. The proof is then complete.
Numerical results
In this section, we report some numerical results with the proposed method. We test the performance of Algorithm 1 on the following three problems with various sizes and different initial points.
Problem 1.
The elements of function F are given by
Problem 2. The function F is given by
where g(x) = (e
Problem 3.
An application to the two-point boundary value problem:
The problem (4.1) is often involved in ballistic trajectory computation and vibration systems et al. [20, 25] . In order to solve (4.1) approximately, we consider its discrete version. Suppose that
is a uniform division of [0,1]. We approximate u (t j ) and u (t j ) by
, then x i satisfy the following equations:
We consider the following function f (E1.1-1 (d) in [20] )),
Let α = 0 and β = 1 in (4.1). It is easy to see that
is the analytic solution of the problem.
The discrete form of the problem can be written as
We will test the problem with different divisions, that is, h = . We note that Problems 1 and 2 are symmetric while Problem 3 is nonsymmetric. We compare the performance of Algorithm 1 (BFGS) with the Gauss-Newtonbased BFGS method (GNBFGS) in [16] and the Inexact Newton Method (INM) in [23] on Problems 1-3 with different initial points. The algorithms were coded in MATLAB and run on a personal computer with a 3.0GHZ CPU processor.
The results are listed in Tables 1-3 where
T . The parameters are specified as follows. For Algorithm 1, we set β = 0.6, σ = 10 Tables 1-3 are stated as follows: "n": the dimension of the problem; "ip": the initial point; "iter": the total number of iterations; "time":
the CPU time in seconds; "average": the average number of iterations or the average CPU time. The numerical results indicates that Algorithm 1 and the INM method terminated successfully for all initial points while the GNBFGS method failed to solve the nonsymmetric Problem 3 with initial point x 6 and dimension n = 29. We also see from the tables that the GNBFGS method seems more sensitive to the initial points. In addition, in most cases the INM method performed best. It is interesting to note that Algorithm 1 performed much better than the GNBFGS method did on Problem 3. This might show an advantage of Algorithm 1 on nonsymmetric problems, compared to the GNBFGS method.
Final remark
We have proposed a projection BFGS method for solving nonlinear monotone equations. We have established a global convergence theorem for the method. Numerical results show that the proposed method performed better than the "GNBFGS" method did. It is interesting to note that the symmetry of the Jacobian of the equation is not assumed in the global convergence theorem. 
