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1. はじめに
連立1次方程式
Ax = b	 (1)
を解く問題は数値計算のさまざまな方法に関連して現れる。この方程式を正確かつ効率的に解く
ことは極めて重要である。大規模な問題では計算時間の大半は連立1次方程式を解くことに費や
されるからである。未知数が少ないときはクラーメルの公式で解けるが、未知数が多くなるとこ
の公式は使えない。自然科学の分野では数万個の未知数からなる方程式を扱うことも珍しくない。
このため大型方程式の解を求めるさまざまな解法が提案されている。これらの解法は大きく二つ
に分けられる。一つはガウスの消去法、LU分解、コレスキー分解などの直接法である。有限回
の四則演算で近似解が得られるが、大規模方程式には適用できない。もう一つはヤコビ法、ガウ
ス・ザイデル法、SOR法などの反復法である。初期値を適当に選び反復計算によって近似解を
求める。反復法は比較的大きな方程式に適用される。
経済学で扱う大規模方程式の代表例は、レオンチェフの産業連関モデルである。産業の相互依
存関係を分析するこのモデルで、各産業の需給バランスは
Ax + c = x
または
(I－ A)x = c
で表される。Iは単位行列で Aは投入係数行列、xは産出量ベクトル、cは最終需要ベクトルである。
最終需要が与えられると産出量は
x = (I－ A)－1c 
から計算するが、大規模な逆行列を正確に求めることは難しい。
経済データを用いた研究では回帰モデルがよく使われる。線形回帰モデルは 
y = Xβ + e
と表される。ここで yは被説明変数のベクトルで、Xは説明変数の行列、βは係数ベクトル、e
は残差ベクトルである。係数は正規方程式
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X'Xb = X'y
から計算する。これは bを未知数とする連立1次方程式である。方程式の規模は大きくないが、
変数間の内部相関により X'Xの逆行列が存在しない場合が少なくない。この問題を解決する方法
について最後に簡単に触れる。
大型線形方程式の数値解を求めるさまざまの解法が提案されているが、ここでは共役勾配法
(conjugate gradient method、略して CG法 )とクリロフ部分空間法 (Krylov subspace method)の
二つを取り上げることにする1)。これらの方法は理論的に優れているだけでなく、現実の問題に
広く応用されているからである。
2. 共役勾配法
2.1 共役勾配法の原理
(1)の係数行列が正定値であれば方程式は唯一の解をもつ。方程式の解を求めることは、つぎ
の関数の最小点を見つけることと同値である。
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となる。これは (1)を行列やベクトルの要素で表したものである。したがって f(x)の最小点は
(1)の解となる。共役勾配法は (2)の最小点を効率的に探す方法である。1952年に Hestenesと
Stiefelが発表して一躍注目を集めた (2)。
最初に具体例を使って説明しよう。つぎの簡単な方程式について考える。
3x + 2y = 6
2x+ 6y = 11
係数行列は
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である。(2)に Aと bを代入して整理すると
f(x,y)=1.5x2 + 2xy + 3y2 - 6x - 11y
となる。図1の曲線は関数の等高線である。内側の曲線ほど関数値は小さくなる。初期値を (0,0)
にとると、2つのステップで最小点 (1,1.5)に達する。方程式の解は x=1, y=1.5である。2ステッ
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プ計算すればよいが、一般に CG法は高々 n回の反復計算で解に収束することが分かっている。
図1 CG 法による最小点の探索
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図1のもとになったのはつぎのアルゴリズムである。
[ステップ 1]初期値を設定する。
x0  (初期解ベクトル )
r0 = b - Ax0  (初期残差ベクトル )
p0 = r0  (初期方向ベクトル )
k=0とおく。
[ステップ 2]つぎの計算を収束条を満たすまで繰り返す。
1. 修正係数 a
k
を求める。
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2. k+1ステップの近似解を算出する。
x
k+1 = xk + ak pk 
3. 誤差を求める。
r
k+1 = b - Axk+1
4. 方向ベクトルの修正係数を計算する。
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5. 新しい方向ベクトルを決める。
p
k+1 = rk+1 + b k pk 
ここで共役勾配法の「共役」の意味を説明しよう。一般に 2つのベクトル a、bが与えられたとき、
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内積 (a,Ab)がゼロであれば aと bは行列 Aに関して共役関係にあるという。このとき aと Abは
直交している。上のアルゴリズムについてさらに詳しく説明する。
(a) a
k
の決定
第 k+1近似解を
x
k+1 = xk + ak pk
とする。a
k
は f(x
k
+a
k
p
k
)が最小となるように決める。
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を得る。
(b) p
k+1の決定
新しい方向ベクトル p
k+1は xk+1の残差
r
k+1 = b - Axk+1
を修正して p
k
と共役になるようにする。r
k+1は xk+1における f(x)の下り方向の勾配
b - Ax
k+1 = -
Δ
 f(x)
に等しい。修正係数をb
k
とすると
p
k+1 = rk+1 + b k pk
共役関係 ( p
k+1, Apk) = 0から
p'
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だから
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で与えられる。
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r
k+1と rk+1 = rk-ak Apkの内積は
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森 (1973)が証明しているように、0 <_ i, j <_ n に対してつぎの式が成り立つ。
( p
i
, Ap
j )=0 (i ≠ j) (6)
(r
j
, r
j	
) = 0 (i ≠ j ) (7)
一番目の性質から、p
i
と p
j
は Aに関して共役関係にある。n次元空間には 1次独立なベクトルは
高々 n個しか存在しない。このため n回反復するまでに厳密解に到達する。
これまで Aは正定値と仮定した。この条件を満たさないときは、(1)を
A'Ax = A'b
と変形する。A'Aは正定値であり、CG法を適用できる。例えば、x
1
と x
2
を未知数とする方程式
»
¼
º
«
¬
ª
 »
¼
º
«
¬
ª
»
¼
º
«
¬
ª
23
30
51
62
2
1
x
x
の係数は非対称な正則行列である。両辺に A'を掛けると
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となる。新しい係数行列は正定値である。変換した後の式に CG法を適用すると x
1
 = 3、x
2
 = 4
を得る。これは元の方程式の解でもある。
2.2 数値例
上のアルゴリズムを使ってつぎの方程式の解を求めよう。
3x
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2 
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= 11
2x
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+ 5x
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+ 2x
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= 20 (9)
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1) 初期値ベクトルを 
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2) a(0)の計算
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最終近似解は
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となる。厳密解は
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である。小数第5位以下は切り捨てた結果、若干の誤差が生じる。
2.3 前処理付き共役勾配法
前処理について説明する前に、行列の条件数について述べよう。一般に正則行列 Aのノルムを
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と定義する。つぎのノルムがよく使われる。
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‖A‖1は列ごとに要素の絶対値の和を計算して最大値をとる。‖A‖∞は行ごとに同様の和を求めて最
大値をとる。行列 Aに対して
cond(A) = ‖A-1‖・‖A‖
を条件数 (condition number)という。条件数はノルムのとりかたによって異なる。cond(A) ≥ 1
であり、単位行列の条件数は 1となる。条件数の大きな行列を悪条件の行列という。ヒルベルト
行列は悪条件行列の代表例であり極めて扱い難い。行列の条件数は数値計算の精度に影響する。
(1)の定数項にΔbの誤差があると
A(x+Δx) = b + Δb
となり xにΔxの誤差が生じる。x=A-1bを代入して両辺のノルムをとると
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|| |||| || || ||
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が成り立つ。解の相対誤差は条件数と定数項の相対誤差の積より大きくならない。これより悪条
件の行列では大きな誤差が生じる可能性が高いことがわかる。また条件数が大きくなると反復計
算の収束速度が遅くなる。行列 Aの条件数をκ とすると、CG法では
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が成り立つ 2)。ここで x* = A-1bであり、ユークリッドノルムで評価している。良条件の行列で
は n回反復する前に収束する場合がある。正定値行列の条件数は
99March　2016　　釜　国男：大型線形方程式の数値解法（計算経済学の研究その 10）
κ 	=	 最大固有値  最小固有値 	
となる。(9)の係数行列の固有値は 1.6277, 2.000, 7.3723であり、κ  = 7.3723 / 1.6277 = 4.5293 と
なる。これより
3607.0
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であり反復過程で誤差は急速に減少する。
悪条件の方程式に CG法を適用すると、収束速度が遅くなったり収束しない場合がある。この
ような方程式には前処理付き共役勾配法 (preconditioned conjugate gradient method,略して PCG
法 )が有効である。前処理を行うと係数行列の条件数は小さくなる。前処理の方法がいくつか提
案されているが、ここでは不完全コレスキー分解を用いる方法について説明する。M
1
と M
2
は正
則行列とすると、次式は (1)と同値である。
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と書ける。(12)から yを求めて (13)に代入して xを計算する。最初に修正コレスキー分解につ
いて説明しよう。Aが正定値であれば
A = LDL' (14)
の形に分解できる。Lは下三角行列で Dは対角行列である。行列の要素で表すと
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これらの要素はつぎのように計算する。
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ここで
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とすると、 ')'( LDDLA  から (11)は
(U-1)'AU-1Ux	= (U-1)'b		 (15)
と書ける。ただし 'LDU  である。この式は
(U-1)'AU-1y = (U-1)'b  (16)
Ux = y	 (17)
と表される。A = LDL' と分解すると ﬁll-inが起こり、Lは密行列となる。これを避けるために
A = LDL' + R	 (18)
とする。Rは誤差である。これを不完全コレスキー分解という。不完全コレスキー分解を行う一
つの方法は、a
i j
	=	0 ⇒ L
i j
 = 0とすることである。他にもいろいろな方法があり、目的に応じて
適当な条件を課す。以下の手順で計算する。
[ステップ 1]初期値を設定する。
x
0
, r
0
 = b-Ax
0
,  p
0
= (LDL')-1r
0
[ステップ 2] k=0,1,,,として以下の計算を収束するまで繰り返す。
1. 修正係数 a
k
を求める。　
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2. k+1ステップの近似値を計算する。
x
k+1 = xk + ak pk
3. 新しい誤差を計算する。
r
k+1 = b - Axk+1
4. 方向ベクトルの修正係数b
k
を求める。
),(
),)'(( 11
kk
kk
k App
AprLDL 

 E
5. 新しい方向ベクトルを計算する。
p
k+1 = (LDL')-1rk+1 + b k pk
一例として、ボアソン方程式の差分近似について考えよう。近似式はブロック三重対角行列を
係数とする連立1次方程式となる。係数行列のサイズは m2× m2であり、m	= 3なら
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となる。方程式の解は x
i	
= 2 (i=1,2,..,n)とする。m	= 60で係数は 3,600×3,600の行列とする。こ
れは 17,760の非ゼロ要素をもつ疎行列である。Fill-inのしきい値を 0.1として前処理を行うと、
条件数は 1,507から 15に減少する。未処理では 115回反復する必要があるが、前処理すれば 49
回の反復計算で済む。図2は残差のユークリッドノルム ‖b-Ax‖
2
の収束履歴を示している。実線
は未処理の場合で、点線は前処理を行った場合である。前処理によって収束性は大幅に改善して
いるのがわかる。大型疎行列を係数とする方程式は前処理を行うのが一般的である。
3. クリロフ部分空間法
近年、数値計算の分野でクリロフ部分空間が注目されている。ｎ次正方行列 Aとベクトル bか
ら生成された b, Ab,..., Ak-1b(k	≤ n) が互いに 1次独立であるとき、これらのベクトルの張る空間
K
k
(A;b)をクリロフ部分空間という。
K
k
(A;b) = span{b, Ab,...,Ak-1b}
クリロフ部分空間法は
図2　前処理の効果
反復数
102 季刊　創　価　経　済　論　集　　　　Vol. XLV, No. 1・2・3・4
x
k
 = x
0
 + z
k
　z
k
 ∈ K
k
(A;r
0
) (19)
によって Ax = bの解を生成する。
K
1
(A;r
0
) ⊆ K
2
(A;r
0
) …⊆ K
k
(A;r
0
) であり、探索空間を広げながら近似解を更新していく。zkは
K
k
(A;r
0
)に属し
x
k
 = x
0
 + φ
0k
r
0
 + φ
1k
Ar
0
 + ..... + φ
k-1kA
k-1r
0
と表される。また
r
k
 = b -Ax
k
　= b - A(x
0
 + φ
0k
r
0
 + φ
1k
Ar
0
 + .. + φ
k-1kA
k-1r
0
)
　=r
0
 - φ 
0k
Ar
0
 - φ 
1k
A2r
0
 - .... - φ 
k-1kA
kr
0
  
より残差は K
k+1(A;r0)に属する。これだけの条件では xkは決まらないので、rkまたは xkに適当な
条件を課す必要がある。条件の課し方によっていろいろな計算法が考えられる。
一般に r
0
, Ar
0
,.., Ak-1r
0
 は kが大きくなると線形従属性が強くなる。例えば
»
»
»
»
¼
º
«
«
«
«
¬
ª
 
4000
0300
0020
0001
A 
»
»
»
»
¼
º
«
«
«
«
¬
ª
 
1
1
1
1
0r
とすると
VK  4
»
»
»
»
¼
º
«
«
«
«
¬
ª
 
641641
27931
8421
1111
となる。Vは 4次のファンデルモンド行列である。
»
»
»
»
¼
º
«
«
«
«
¬
ª
 
48901300354100
130035410030
3541003010
10030104
'VV
であり、条件数は cond(V 'V) = 1.3713× 106と極端に大きい。対照的に直交行列の条件数は 1で
ある。Vの列ベクトルは直交していないし、正規化されてもいない。正確な近似解を得るには、
K
k
(A;r
0
)の正規直交基底 q
1
,q
2
,..,q
k
を生成する必要がある。これには二つの方法がある。
一つはグラム・シュミットの直交化を用いるアーノルディ過程である。つぎの方法で正規直交
基底を生成する。
アーノルディ過程
q
1
 = r
0
/ ‖r
0
‖
for j=1,.., k
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　for i=1,.., j
　　h
i j
 = (Aq
j
)'q
i
　end
　wj = Aqj i
j
i
ij qh¦
 

1
　a
j
  = norm(w
j
)
　q
j+1 = wj / aj
end
この方法で上の行列 Vを直交化すると
»
»
»
»
»
¼
º
«
«
«
«
«
¬
ª



 
20/12/120/32/1
20/32/120/12/1
20/32/120/12/1
20/12/120/32/1
Q
となる。h
i j
を要素とする行列
»
»
»
»
»
»
¼
º
«
«
«
«
«
«
¬
ª
 



nnnn
nn
nn
hh
hhhh
hhhh
H
1
2122221
1111211
00
......
........
࣭࣭࣭
࣭ࠉ࣭࣭
はヘッセンベルク行列と呼ばれる。これは Aをクリロフ部分空間に射影したものである。対角
要素の 1つ下側から下の部分はゼロとなる。上の例では
»
»
»
»
»
¼
º
«
«
«
«
«
¬
ª
 
2/545.000
45.02/58.00
08.02/52/5
002/52/5
H
と三重対角行列になる。
修正アーノルディ過程は、グラム・シュミット法の改訂版である。丸め誤差がなければアーノ
ルディ過程と同じ結果が得られる。
修正アーノルディ過程
q
1
 = r
0 
/ ‖r
0
‖
for j=1,.., k
　w
j
 = Aq
j
　for i=1,.., j
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　　h
i j
 = w'
j
q
i
　　w
j
 = w
j
 - h
i j
q
i
　end
　a
j	
 = norm(w
j
)
　q
j+1 = wj / aj
end
係数行列が対称であれば、Hは三重対角行列となり
»
»
»
»
»
»
¼
º
«
«
«
«
«
«
¬
ª
 

nn
nnn
H
DE
EDE
EDE
ED
11
322
21
࣭࣭࣭࣭
と表される。この場合、つぎのランチョス過程が適用される。
ランチョス過程
q
1
 = r
0 
/ ‖r
0
‖
b
1
 = 0,  q
0
 = 0   
for j=1,.., k 
　w = Aq
i	
 - b
j	
q
j-1
　a
j
 = wq
j
　w = w - a
j	
q
j
　b
j+1 = norm(w)
　q
j+1 = w / b j+1
end
以上の方法で生成した基底ベクトルを用いて近似解を求める。最も簡単な方法はプロジェク
ション法である。残差と部分空間の直交条件から近似解を計算する。
x
k
 = x
0
 + Q
k	
y
k
y
k
 = H
k
-1Q
k
'
	
r
0
 = H
k
-1(b e
1
) (20)
ここでb =‖r
0
‖、e
1
は 1番目の要素が 1で、それ以外の要素は 0のベクトルである。これは FOM
法 (Full Orthogonalization Method)と呼ばれる。 
つぎの方程式の解を FOM法で求めよう。
   bAx  
»
»
»
»
¼
º
«
«
«
«
¬
ª




 
6523
51248
24105
38510
A  
»
»
»
»
¼
º
«
«
«
«
¬
ª


 
8
22
2
20
b
0
0
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初期値を
x
0
 = [1 1 1 1]'
とする。初期残差ベクトルは
r
0
 = b - Ax
0
 = [10  -1  11  -4]'
となる。 
(第1近似解 )
»
»
»
»
¼
º
«
«
«
«
¬
ª


u u 
4
11
1
10
7227.21
16482.0/ 110111 hrqy
x
1
 = x
0
 + q
11
 × y
1
 = [1.1934　0.9807　1.2128　0.9226]'
(第2近似解 )
»
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¼
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¬
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

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¼
º
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¬
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
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 u»
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4
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1
10
2579.02593.0
0378.07130.0
9526.00648.0
1568.06482.0
7267.60542.5
0542.57227.21][
1
0
'
21
1
2221
1211
2 rqqhh
hh
y
x
2
 = x0 + [q1 q2] × y1 = [1.6593　1.5602　1.6381　0.9436]'
(第3近似解 )
0
'
321
1
333231
232221
131211
3 ][ rqqq
hhh
hhh
hhh
y u
»
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»
¼
º
«
«
«
¬
ª
 

     
»
»
»
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º
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«
«
¬
ª


»
»
»
»
¼
º
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«
«
¬
ª




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¬
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
4
11
1
10
8998.02579.02593.0
0094.00378.07130.0
2966.09526.00648.0
3200.01568.06482.0
0373.75153.40
5153.47267.60542.5
00542.57227.21
'
1
x
3
 = x0 + [q1 q2 q3] × y3 = [2.1542　1.9647　1.7901　1.8640]'
(最終解 )
0
'
4321
1
44434241
34333231
24232221
14131211
4 ][ rqqqq
hhhh
hhhh
hhhh
hhhh
y u
»
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¼
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»
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¬
ª
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»
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¬
ª




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¼
º
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ª
 

4
11
1
10
2381.08998.02579.02593.0
7001.00094.00378.07130.0
0185.02966.09526.00648.0
6730.03200.01568.06482.0
5133.27648.000
7648.00373.75153.40
05153.47267.60542.5
000542.57227.21 '1
x
4
 = x0 + [q1　q2　q3　q4] × y4 = [2　2　2　2]'
最終解は厳密解に等しい。
Aが正定値であれば先に説明した共役勾配法を用いる。
共役勾配法のアルゴリズム
q
1
 = r
0
/ ‖r
0
‖
b
1
 = 0, q
0
 = 0   
for j=1,.., k 
　w = Aq
j	
 - b
j	
q
j-1
　a
j
 = wq
j
　w = w - a
j	
q
j
　b
j+1 = norm(w)
　q
j+1 = w / b j+1
end
T = tridiag(b
i	
, a
i	
, b
i+1), Q = [q1, q2,.., qk]
y = H-1( b e
1
)
x = x
0
 + Qy
森 (1973)は、Aが正定値であればプロジェクション法は CG法と一致することを証明している。
CG法は関数の最小点を求める共役勾配法の一種であるが、クリロフ部分空間法と解釈すること
もできる。
4. 一般化最小残差法
一般化最小残差法 (GMRES法 )は、1986年に Saadと Schultzによって提案された方法である3)。
係数行列が非対称である場合に使われる。クリロフ部分空間で残差を最小化して近似解を求める。
x
0
 + K
k
の任意のベクトル xは 
x = x
0
 + Q
k
y
と表される。残差 rのユークリッドノルムは
‖r‖=‖b - Ax‖=‖b - A(x
0
 + Q
k
y)‖
である。ここで
b - A(x
0
 + Q
k
y) = r
0
 -AQ
k
y
　　　　　　　= Q
k+1(b e1 - H
~
k
 y)
となる。H
~
k
 はアーノルディ過程の h
i j
を要素とする (k+1)× kの行列である。Q
k+1は直交行列で
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あり残差のノルムは
J( y)=‖Q
k+1(b e1 - H
~
k
 y)‖=‖ b e
1
 - H~
k
 y‖ (21)
で与えられる。J( y)の最小化には H~
k
 の QR分解を用いる4)。
要約すると、つぎのステップを残差が十分小さくなるまで繰り返す。
1. アーノルディアルゴリズムを実行する。
2. ‖r‖を最小化する yを求める。
3. x	=	x
0
 + Q
k
yを計算する。
係数行列が正定値で、ユークリッドノルムの条件数をκ とすると
||||1|||| 0
2/
2
2
rr
k
k ¸¸¹
·
¨¨©
§ d
N
N
 (22)
が成り立つ。良条件の方程式では誤差が急速に減少して n回反復する前に収束することがある。
悪条件の方程式では前処理を行って同値な方程式に変換する方法が有効である。
実際には適当な回数毎にリスタートする方法が用いられる。リスタートすることで計算量とメ
モリ量を節約することができるからである。図3は 3,600×3,600のボアソン行列を係数とする
方程式に GMRESを適用した結果を示している。横軸は反復数で縦軸には相対残差 ‖b - Ax‖ / ‖
b‖ をとっている。15回毎にリスタートすれば、5回毎にリスタートした場合よりも速く収束する。
非対称大規模方程式では適当な間隔でリスタートする方法が有効である。
5. 共役残差法
共役残差法 (CR法 )は 1952年に Stiefelによって提案された方法である。残差ベクトル
r = b-Ax
k
が直交条件 r	^ AK
k
(A,r
0
)を満たすように設定する。CG法と異なり正定値でない対称
行列にも適用可能である。(r
i
,Ar
j
) = 0 (i ≠ j)となるので共役残差法と呼ばれる。つぎの手順で
計算する。実際には前処理付きの方法が用いられる。
共役残差法のアルゴリズム
初期 x
0
を設定して r
0
 = b - Ax
0
 、 p
0
 = r
0
を計算する。
for j=0,.., k
　aj = (rj, Arj) / (Apj , Apj )
　x
j+1 = xj + aj pj
　r
j+1 = rj - aj Apj
　b
j
 = ( r
j+1, Arj+1) / (rj, Arj )
　p
j+1 = rj+1 + b j pj
　Ap
j+1 = Arj+1 + b j Apj
end
108 季刊　創　価　経　済　論　集　　　　Vol. XLV, No. 1・2・3・4
6. 鞍点問題
つぎの制約付最小化問題について考えよう。
minimize　 xbAxxxf ''2
1)(   (23)
subject to　B'x = c	 (24)
Aは正定値で Bの列数は行数より小さい。
重回帰モデルやポートフォリオ選択問題はこのような式で表される。例えば n種類の資産を運
用する投資家について考える。投資家は一定の期待収益を確保しながらリスクを最小化する。式
で表すと
minimize　 x xS
2
1
subject to　r'x = m
　　　　　
1
1
 ¦
 
n
i
ix
Sは収益率の分散共分散行列で、rは期待収益率、mは所与の正数である。
上の問題を解くために、つぎのラグランジュ関数を定義する。
))'(,(),(),(
2
1 cxBybxAxxL −+−=
yはラグランジュ乗数を表す。Lを x, yで微分してゼロとおくと
»
¼
º
«
¬
ª
 »
¼
º
«
¬
ª
»
¼
º
«
¬
ª
c
b
y
x
B
BA
0'  (25)
図3　リスタートの効果
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となる。この方程式の解は Lの鞍点である。このため (23)は鞍点問題と呼ばれる。
Arrow=Hurwiczと宇沢は、鞍点問題に対する反復解法を考案した5 )。宇沢の方法はつぎの二つ
の反復式からなる。
	Ax
k+1 = b - Byk
	y
k+1 = yk + ω(B'xk+1 - c)
y
0
を与えると 1番目の式から x
1
が決まり、これらを 2番目の式に代入すると y
1
が決ま
る。同様の計算を収束するまで繰り返す。x*と y*に収束したとすると、Ax* + By* = b、 
B'x* = c から (25)が成り立つ。yだけ計算する方法もある。1番目の式から x
k+1=A-1(b - Byk)であり、
これを 2番目の式に代入すると
y
k+1 = yk + ω(B'A-1(b-Byk) - c) (27)
となる。B'A-1の最小固有値と最大固有値を λ
min
、 λ
max
とする。ωがつぎの条件を満たすと (27)の
y
k
は y*に収束する 6 )。
max
10
O
Z 
さらに、 I - ωB'A-1B のスペクトル半径が最小となる ωの値は
maxmin
* 2
OO
Z

 
で与えられる。
一例としてつぎの問題について考えよう。
minimize　f(x) = 0.5(3x
1
2 + 2x
1
x
2
 + 2x
2
2 + 2x
2
x
3
 + x
3
2 ) - ( x
1
 + 2x
2
 + 3x
3 
)
subject to　x
1
 + 2x
2
 + x
3
 = 3
    　　　　　- x
1
 + x
2
 + 4x
3
 = 6 
この場合
»
¼
º
«
¬
ª
  271
12' 1BAB
となる。固有値は 1.9601と 27.0399であり、 ω* = 0.0690となる。緩和係数は小さいので収束す
るまで何回も反復する必要がある。(27)は
»
¼
º
«
¬
ª
»
¼
º
«
¬
ª
»
¼
º
«
¬
ª


 »
¼
º
«
¬
ª


7586.0
0690.0
8621.00690.0
0690.08621.0
2
1
12
11
k
k
k
k
y
y
y
y
と表される。初期値を 0として 73回反復すると y
1
 = -0.7170、 y
2
 = 0.4340、 x
1
 = 0.5660、 x
2
 = 0.4528、
x
3
 = 1.5283に収束する。
宇沢の方法では Ax
k+1= b - Bykを解いて xk+1を求める必要がある。この方程式を解くことは、
つぎの関数の最小点を見つけることと同じである。
{ (26)
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),(),(
2
1)( kBybxAxxxg  
最急降下法を用いると
x
k+1 = xk - a gradg(xk ) 
						 = x
k
 + a(b - Ax
k
 - By
k
)
となる。aは小さな正の定数である。Arrow=Hurwiczはつぎの反復法を提案した。
	x
k+1 = xk + a(b - Axk - Byk )
 y
k+1 = yk + ω(B'xk+1	-	c)   
Ax
k+1 = b - Byk を解く必要はないので計算は簡単である。宇沢の反復法はナビエ・スト―クス方
程式など偏微分方程式の数値解法で使われている。
7. 結論
偏微分方程式や多項式近似など数値計算の多くの問題に連立1次方程式が現れる。小規模な方
程式はクラーメルの公式で解けるが、大規模な方程式は数値的な方法がでしか解けない。数値解
法は直接法と反復法に大別される。直接法にはガウスの消去法やガウス・ジョルダンの掃き出し
法などがある。有限回の演算で厳密解が得られるが、計算量やメモリーの制約から小規模な方程
式にしか適用できない。反復法には定常反復法と非定常反復法があり、大規模方程式に適用され
る。定常反復法としてヤコビ法、ガウス・ザイデル法、SOR法などがあり 7)、物理や工学の大規
模疎問題に応用されている。最近、注目されているのがクリロフ部分空間法である。探索空間を
限定して大規模方程式を効率的に解くことができる。共役勾配法や双共役勾配法、安定化双共役
勾配法、2乗共役勾配法、一般化最小残差法、最小残差法、準最小残差法などが提案されている。
経済学における代表的な連立1次方程式は産業連関モデルである。最終需要を与えると需給バ
ランス式から各産業の生産額が決まる。理論的には数千部門のモデルも可能であるが、実際には
データの制約から部門数は限られている。このためMATLABや Excelで対応できる。マクロ経
済学では DSGEモデルの分析に数値的な方法を用いる。複雑なモデルを解くには共役勾配法そ
の他の方法が有効である。
計量経済学で回帰モデルの係数は正規方程式を解いて求めるが、経済データでは内部相関の問
題が発生する。変数間の強い相関によって積率行列の条件数が極端に大きくなる現象である。こ
の問題を解決する一つの方法はリッジ回帰である。正規方程式をつぎのように修正する。
(X 'X + kI )b = X 'y
X 'Xの対角要素に定数を加えると条件数は小さくなる。これは行列 M = I +k(X 'X )-1で前処理を
行っていると解釈できるが、極めて特殊な行列であり第2節で説明した標準的な前処理行列を使
うべきである。また左辺だけでなく右辺にも前処理を行うと係数推定値のバイヤスは小さくなる。
これは計量経済学の重要な問題である。
{ (28)
111March　2016　　釜　国男：大型線形方程式の数値解法（計算経済学の研究その 10）
注 )
1)大型線形方程式の数値解法全般については Saad,Y(2003)を参照せよ。戸川 (1977)は共役勾配
法について詳しく説明している。
2) Hestenes, M and E. Stiefel(1952)を参照。
3) Saad and Schultz (1986)を参照。
4)具体的な計算法は藤野・張 (1996)や藤野他 (2013)を参照せよ。
5) Arrow, K et al.(1958)を参照。
6) Saad(2003), 114頁を参照。
7)釜 (2015)の第2章を参照せよ。
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