Let (A, ∆) be a locally compact quantum group, and (A 0 , ∆ 0 ) a regular multiplier Hopf algebra imbedded in (A, ∆). In a first part, we examine how (A 0 , ∆ 0 ) behaves with respect to the analytic structure of (A, ∆). In particular, we obtain sufficient conditions for (A 0 , ∆ 0 ) to be a * -algebraic quantum group. In a second part, we look at some simple applications and examples. We solve an open problem concerning * -algebraic quantum groups ([4]): does there exist a * -algebraic quantum group with scaling constant τ = 1? Then we consider the case of (A, ∆) compact. We end by examining the situation for the dual of Woronowicz' SU q (2).
Introduction
In this article, we use the concepts of a regular multiplier Hopf ( * -)algebra, a ( * -)algebraic quantum group, a (reduced) C * -algebraic quantum group, and a von Neumann-algebraic quantum group, as introduced respectively in [13] , [14] , [5] and [6] (see also [16] ). Since these objects stem from quite different backgrounds, we will give a brief overview of their definitions.
Regular multiplier Hopf ( * -)algebras
We recall the notion of the multiplier algebra of an algebra. Let A be a non-degenerate algebra (over the field C), with or without a unit. Here, and elsewhere in the text, we will use ι to denote the identity map.
The T -maps can be used to define a co-unit (which will be a ( * -)homomorphism from A to C) and an antipode (which will be a linear anti-homomorphism, satisfying S(S(a) * ) * = a for all a ∈ A when A carries an involution). Both co-unit and antipode will be unique, and will satisfy the corresponding equations of those defining them in the Hopf algebra case.
( * -)Algebraic quantum groups
Our second object forms an intermediate step between the former, purely algebraic notion of a regular multiplier Hopf algebra, and the analytic set-up of a locally compact quantum group. A ( * -)algebraic quantum group is a regular multiplier Hopf ( * -)algebra (A, ∆), for which there exists a linear functional ϕ on A, such that (ι ⊗ ϕ)(∆(a)(b ⊗ 1)) = ϕ(a)b, for all a, b ∈ A.
However, when A is a * -algebra, we impose the extra condition of positivity on ϕ: for every a ∈ A, we have ϕ(a * a) ≥ 0. This extra condition is in fact very restrictive, as we shall see. We can prove that ϕ is unique up to multiplication with a scalar. It will be faithful in the following sense: if ϕ(ab) = 0 for all b ∈ A, then a = 0. The functional ϕ is called the left Haar functional. Then (A, ∆) will also have a functional ψ, such that (ι ⊗ ψ)(∆(a)(1 ⊗ b)) = ψ(a)b, for all a, b ∈ A.
We will call ψ a right Haar functional. If A is a * -algebraic quantum group, we can still choose ψ to be positive. We note however, that to arrive at this functional, a detour into analytic landscape (with aid of our GNS-device for ϕ) seemed inevitable. The problem is of course that the evident right Haar functional ψ = ϕ • S is not necessarily positive. To create the right ψ, we needed some analytic machinery, namely the square root of the modular element, or a polar decomposition of the antipode (see [4] ). In this paper we show however, that it is possible to arrive at the positivity of the right invariant functional by purely algebraic means. This means that * -algebraic quantum groups are appropriate objects of study for algebraists with a fear of analysis.
Algebraic quantum groups have some really nice features. For example, there exists a unique automorphism σ of the algebra A, satisfying ϕ(ab) = ϕ(bσ(a)) for all a, b ∈ A. It is called the modular automorphism, a notion coming from the theory of weights on von Neumannalgebras (see below). There also exists a unique multiplier δ such that
for all a, b ∈ A. It is called the modular element, as it is the noncommutative equivalent of the modular function in the theory of locally compact groups. When A is a * -algebraic quantum group, δ will indeed be a positive element (i.e. δ = q * q for some q ∈ M (A)).
There also is a particular number that can be associated with an algebraic quantum group. Since ϕ • S 2 is a left Haar functional, the unicity of ϕ implies there exists µ ∈ C such that ϕ(S 2 (a)) = µϕ(a), for all a ∈ C. This number µ ∈ C is called the scaling constant of (A, ∆). In an early stage, examples of algebraic quantum groups were found where µ = 1 (see [14] ). However, it remained an open question whether * -algebraic quantum groups existed with µ = 1. We will show in this paper that in fact µ = 1 for all * -algebraic quantum groups.
C * -algebraic quantum groups
A reduced C * -algebraic quantum group is the non-commutative version of the space of continuous functions, vanishing at infinity, of a locally compact group. It consists of a couple (A, ∆), with A a C * -algebra, encoding the topology of the quantum space, and ∆ a morphism A → A ⊗ A, encoding the group-multiplication in the quantum space. Here ⊗ denotes the minimal C * -algebraic tensor product. Moreover, (A, ∆) has to satisfy the following conditions, which are the appropriate non-commutative translations of the associativity condi-tion and the cancelation property 1 of a locally compact group:
Here A * denotes the space of continuous functionals on A.
Unlike for the theory of locally compact groups, we are not (yet) able to build a satisfactory theory from simply topological and algebraic axioms, and some analytic structure has to be included. More precisely, we have to assume the existence of invariant weights, which correspond to the notion of Haar measures on a locally compact group. The final axiom reads:
C.3 There exist faithful KMS-weights ϕ and ψ on A, such that
for a ∈ A + and ω ∈ A * + . Actually, this axiom can be relaxed in a non-trivial manner (see [5] ). For an account of the theory of weights on C * -algebras, we refer the reader to [7] .
It turns out that ϕ and ψ are unique up to multiplication with a positive scalar. They are called respectively a left and right Haar weight. Unlike the case of algebraic quantum groups, both left and right Haar weight must be part of the definition to have a good theory. The most important objects associated with (A, ∆) are the multiplicative unitaries, which essentially carry all information about (A, ∆). To introduce them, we first recall the notion of the GNS-representation associated to ψ. Denote the algebra of ψ-integrable elements by M ψ , and the set of square integrable elements by N ψ . The GNS-space associated to ψ is the closure H ψ of the pre-Hilbert space N ψ , with scalar product defined by a, b = ψ(b * a), for a, b ∈ N ψ . The injection of N ψ into H ψ will be denoted by Λ ψ . We can construct a faithful representation of A on H ψ via left multiplication. We can do the same for ϕ, obtaining a Hilbert space H ϕ and an injection Λ ϕ : N ϕ → H ϕ . Moreover, there exists a unitary from H ψ to H ϕ , commuting with the action of A. Since the representations are faithful, we can identify both Hilbert spaces, and denote this Hilbert space as H . We will let elements of A act directly upon H as operators (suppressing the representation). Now we can define the multiplicative unitary W , also called the left regular representation: it is the unitary operator on H ⊗ H , characterized by
Here B(H ) denotes the space of bounded operators on H , and B(H ) * its pre-dual. It implements the co-multiplication as follows:
We can also define the multiplicative unitary V , called the right regular representation: it is the unitary operator on H ⊗ H , determined by
It also implements the co-multiplication:
With the aid of a multiplicative unitary, it is possible to construct a dual quantum group (Â,∆). Just as in the classical case, the bi-dual will be isomorphic to the original quantum group.
The right regular representation can also be used to define the antipode on (A, ∆). It is the (possibly unbounded) closed linear map S from A to A, with a core consisting of elements of the form (ω ⊗ ι)(V ), ω ∈ B(H ) * , such that
This map has a polar decomposition, consisting of a (point-wise) norm-continuous one-parameter group τ on A (called the scaling group) and a * -anti-automorphism R of A (called the unitary antipode). Then the antipode equals the map R • τ −i/2 , where τ −i/2 is the analytic continuation of τ to the point −i/2. (For the notion of analytic continuation of a one-parameter group, we again refer to [7] ).
Since ψ and ϕ are KMS-weights, there exist respective norm-continuous groups σ ′ and σ on A, called the modular groups (associated with ψ and ϕ). It can be shown that there exists a (possibly unbounded) positive operator δ on H , affiliated with A (in the sense of Woronowicz), such that ψ = ϕ(δ 1/2 · δ 1/2 ) for all a ∈ A and t ∈ R. For a correct interpretation of this equality, we refer to [12] . We call δ the modular element of (A, ∆). In the sequel, we will frequently use the commutation rules between these objects (see [5] for example). The most important ones are the following:
There also exists ν ∈ R + such that σ t (δ) = ν t δ. This constant ν is called the scaling constant. It arises naturally in the framework considered by Kustermans and Vaes. Therefore, it was an important question whether there exist locally compact quantum groups where this constant is not trivially 1. Such quantum groups do indeed exist: an interesting example is the quantum az + b-group (see [19] ). When considering an algebraic quantum group (A, ∆), it makes sense to consider σ(δ), with σ now denoting the modular automorphism and δ the modular element of (A, ∆). Then it can be shown that σ(δ) = µδ, where µ is the scaling constant. Since σ satisfies the modular condition with respect to ϕ, it should be seen as the algebraic equivalent of σ −i in the case of locally compact quantum groups. Therefore, µ should be seen as ν −i , with ν the scaling constant of a locally compact quantum group. Of course, in the general case, µ does not have to be of modulus 1. This brings us to the strange situation, that algebraic quantum groups form a better 'algebraic model' of general locally compact quantum groups than the * -algebraic ones, even though they lack positivity and analytic structure.
Von Neumann-algebraic quantum groups
Our final object is a von Neumann-algebraic quantum group. It consists of a couple (M, ∆), with M a von Neumann-algebra, and ∆ a normal morphism from M to M ⊗ M , satisfying the co-associativity condition. Here ⊗ denotes the ordinary von Neumann-algebra tensor product. We also assume that there exist faithful, semi-finite normal weights ϕ and ψ on M , satisfying
The theory then develops parallel to the C * -algebraic case, but with some significant simplifications (see [16] ). Remark for example that its definition does not mention the 'cancelation law': this law will automatically be fulfilled! However, it can be shown that it contains as much information as a C * -algebraic locally compact quantum group: there is a canonical bijection between C * -algebraic and von Neumann-algebraic quantum groups. When working in the von Neumann-algebraic context, we will use the same notation as in the C * -algebraic case (the antipode will be denoted by S, the scaling group by τ , ...). For the theory of weights on von Neumann-algebras, we refer the reader to [11] .
Outline of this paper
Now we come to the content of this paper. We will look at the situation where a multiplier Hopf algebra sits inside a locally compact quantum group. We will examine the extra properties that the multiplier Hopf algebra gains this way. In the first section, we will start with the most general situation, where (A 0 , ∆ 0 ) is a regular multiplier Hopf algebra inside a von Neumann algebraic quantum group (M, ∆).
We will see what can be said about the analytic structure of A 0 . We will then work towards the case of (A 0 , ∆ 0 ) a regular multiplier Hopf * -algebra that is properly imbedded in a C * -algebraic quantum group (A, ∆). In this last case, the elements of A 0 are shown to be integrable with respect to ϕ, and (A 0 , ∆ 0 ) will be a * -algebraic quantum group, having ϕ |A 0 as a left Haar functional. The structural data of (A 0 , ∆ 0 ), such as the antipode, the modular element and the modular automorphism, can all be obtained by restricting the corresponding objects of A to A 0 . We cannot expect the same result when A 0 ⊂ M . Nevertheless, A 0 will still behave nicely with respect to the analytic structure of M , even when A 0 has no * -structure. In some special cases, we also gain information about the algebraic structure of A 0 . For example, it is easy to show that if some power of the antipode of A 0 equals the identity, then already S 2 0 is the identity.
In the second section, we will consider some applications. We use some of the results in the first section to get more information about the structure of general * -algebraic quantum groups. Namely, we will show that almost all the operations associated to a * -algebraic quantum group, such as S 2 0 and left multiplication by the modular element, are diagonal. We then consider the case of compact quantum groups with an imbedded multiplier Hopf algebra. Finally, we look at a concrete example. Since examples of non-compact locally compact groups and * -algebraic quantum groups are still hard to find, we have to limit our-selves to some already well-known ones.
We will see what can be said about the discrete quantum group U q (su(2)) in this context.
Some of the motivation for this paper comes from [9] , where similar questions are investigated in the commutative and co-commutative case. For example, it is shown that the function space C 0 (G) of a locally compact group contains a dense multiplier Hopf * -algebra, if and only if G contains a compact open subgroup. The multiplier Hopf * -algebra will be the space spanned by translates of regular (=poly-nomial) functions on this compact group.
The main theorem
In this section, we fix a C * -algebraic quantum group (A, ∆), and a regular multiplier Hopf algebra (A 0 , ∆ 0 ). The von Neumann-algebraic quantum group associated to (A, ∆) will be denoted by (M, ∆). We will use notations as before, but the structural maps for A 0 will be indexed by 0. We also fix a left Haar weight ϕ on (A, ∆). As a right Haar weight on (A, ∆), we choose ψ = ϕ • R.
By this we mean that A 0 is a sub-algebra of M , but it does not have to be invariant under the involution. We now want to say that A 0 is a sub-multiplier Hopf algebra of M , but we have to be careful: M (A 0 ) bears no natural relation to M . So we can not say that ∆ |A 0 = ∆ 0 , because the maps have different ranges. We have to state this equality explicitly: for all a, b ∈ A 0 , we have
A first lemma shows the behavior of A 0 with respect to the oneparameter group κ, where κ t = σ t τ −t .
Here κ z denotes the analytic continuation of the one-parameter group κ to the point z ∈ C, and D(κ z ) denotes its domain.
Proof. Let a be an element of A 0 . Choose a non-zero b ∈ A 0 , and write
with p i , q i ∈ A 0 . Using the commutation relations between ∆, τ , σ and σ ′ , we get that
where ρ t = σ t σ ′ t . Choose c ∈ A 0 such that cb = 0, and multiply this equation to the left with 1 ⊗ κ t (c) to get
and let V 0 be the finite-dimensional space spanned by the a ij . We see
Since κ 0 (c)ρ 0 (b) = cb = 0, and both κ t and ρ t are strongly continuous, we get that there exists a δ > 0 such that κ t (c)ρ t (b) = 0 for all t with |t| < δ. This means κ t (a) ∈ V 0 for all |t| < δ. For every ε > 0, let K ε = span{κ t (a) | |t| < ε}, and n ε = dim(K ε ). For small ε, we have n ε ∈ N. Choose an ε where this dimension reaches a minimum. Then K = K ε/2 will be a finite-dimensional subspace containing a, invariant under κ t , for all t ∈ R.
Since κ v : R → K : t → κ t (v) is continuous for every v ∈ K, it induces a continuous, and hence an analytic homomorphismκ : R → GL(K) (see e.g. [3] ). So also κ a is analytic. Thus we can define κ z (a) for every z ∈ C, and κ z (a) ∈ K ⊂ A 0 . This concludes the proof.
We now prove that the antipodes of M and A 0 coincide. This is a non-trivial result. Proof. Let W be the left regular representation for M . We recall that W ∈ M ⊗M (see e.g. [17] ). So if xa = 0, then
Since ψ is faithful, a must be zero. 
We also have
We know that this last expression is in M ψ⊗ι (where we use the slicenotation), and that
Now choose ω in M * ,+ such that ω • S is a bounded functional on M . We will denote the closure of ω • S by ω S . Applying ω to the above equality, we get
This means, that
where V denotes the right regular representation. Thus we conclude that
Since V ∈M ′ ⊗ M , the previous lemma lets us cancel a. Now if θ ∈ B(H ψ ) * , then
on D(S), where we used that {(θ ⊗ ι)(V ) | θ ∈ B(H ) * } is a core for S in the ultra-strong * -topology. Evaluating in 1, we find that ω S (b) = ω(S 0 (b)). Since this equality is true for all ω in the domain of the adjoint S * : M * → M * of S, this implies b ∈ D(S), and S(b) = S 0 (b).
The previous lemma implies that A 0 ⊂ D(τ z ) for every z in C, i.e. every a ∈ A 0 is analytic with respect to τ . Indeed: a ∈ D(S) means that a ∈ D(τ −i/2 ). Since S(S −1 0 (a)) = a for a ∈ A 0 , we also have that a ∈ D(S −1 ) = D(τ i/2 ). So A 0 ⊂ D(τ ni ) for every integer n ∈ Z. This means exactly that A 0 consists of analytic elements for τ .
Lemma 2.3. A 0 consists of analytic elements for σ.
Proof. This follows easily from the previous two statements. If a ∈ A 0 , we know that a is analytic for κ t = σ t τ −t and τ t . It is then a general fact that a is also analytic for κ t • τ t = σ t .
As a consequence, A 0 is invariant under σ ni and σ ′ ni .
We do not know if A 0 , or even the von Neumann-algebra generated by it, has to be invariant under the one-parameter groups σ and τ . We do however have the following. Denote by M 0 the von Neumann-algebra (
To see this, note that
for x in M . Then for x in A 0 , the expression on the right will belong to M 0 , since (σ ′ t σ t )(κ −2t (x)) ∈ A 0 . Since also τ t (δ is ) = δ is , the claim is proved. Clearly, M 0 is invariant under R, since τ − i 2 (a) ∈ M 0 and S(a) ∈ A 0 for a ∈ A 0 , and R(δ it ) = δ it .
So we can apply proposition 10.5 in [1] , and conclude that (M 0 , ∆ |M 0 ) will be a locally compact quantum group. Denote by ϕ 0 its left Haar weight, and by δ 0 its modular element. We can of course repeat the same argument for (A 0 , ∆ 0 ) inside (M 0 , ∆ |M 0 ), and obtain a decreasing chain of von Neumann-algebras. But the result of [1] says that the intersection of all these will still be a locally compact quantum group. So in this way, the general situation can be reduced to the case where ({δ it , t ∈ R} ∪ A ∪ A * ) ′′ = M .
An easy corollary of Proposition 2.1. is the following:
Corollary 2.1. If (A, ∆) is a * -algebraic quantum group with antipode S, then S 2n = ι for some n ∈ N implies S 2 = ι.
This again shows the lack of analytic structure of a general algebraic quantum group: if its antipode S satisfies S 2n = ι, but S 2 = ι, then it can not be imbedded in a locally compact quantum group at all. Such algebraic quantum groups do indeed exist (see e.g. [14] ). In some sense, this means algebraic quantum groups still have more 'algebraic freedom' than locally compact quantum groups.
Because A 0 is now a subset of the C * -algebra A, we can say more about its connection to ϕ. We first need a simple lemma, which also appears in some form in [9] : Lemma 2.4. Suppose that a ∈ A ∩ D(σ i/2 ) and e ∈ A satisfy ea = a. Then a ∈ N ϕ .
Proof. Choose c in M + ϕ such that 0 < c−e * e ≤ 1/2. This is possible
Since a is analytic with respect to σ, we conclude that a * ca ∈ M + ϕ , and thus a * a ∈ M + ϕ .
Proposition 2.2. A 0 belongs to the Tomita algebra of
Proof. We know that A 0 has local units: for every a ∈ A 0 there exist e, f ∈ A 0 such that a = ea and a = af (see e.g. [20] ). So, since A 0 consists of analytic elements for (σ t ), we can apply the previous lemma to each element of ( z∈C σ z (A 0 )) and A * 0 . This implies that A 0 ⊂ T ϕ . Corollary 2.2. The scaling constant ν of (A, ∆) equals 1.
Proof. We have that ν t κ t induces a one-parameter unitary group u t on H , where κ t = σ t • τ −t . As in the proof of lemma 2.1, there is a finite-dimensional subspace K of A 0 that is invariant under κ. Therefore V = Λ ϕ (K) is invariant under u. This means that there exists a non-zero v = Λ ϕ (x) ∈ V such that u t (v) = e itλ v, for some λ ∈ R. Hence ν t κ t (x) = e itλ x. But, since κ t is a one-parameter group of * -automorphisms, we get
So ν = 1.
From the previous lemma, it follows that A 0 ⊂ N ϕ . Because A 2 0 = A 0 , we also have A 0 ⊂ M ϕ , so every element of A 0 is integrable with respect to ϕ. However, we can not conclude that (A 0 , ∆ 0 ) is an algebraic quantum group, because we do not know if the restriction ϕ 0 of ϕ to A 0 is faithful. In any case, it will be left invariant: If a, b ∈ A 0 , then ∆(a)(b ⊗ 1) ∈ M ι⊗ϕ , and
We assume of course that the involution of A 0 coincides with the involution of A. Since now ϕ 0 = ϕ |A 0 is faithful, (A 0 , ∆ 0 ) will be a * -algebraic quantum group.
The invariance of A 0 under τ , σ and R is now easy to prove:
Proof. (A 0 , ∆ 0 ) is a * -algebraic quantum group, so A 0 has its own scaling group θ. Moreover, every element of A 0 is analytic with respect to θ. Choose ω ∈ B(H ) * and a ∈ A 0 , then f : z → ω(τ −z θ z (a)) is an analytic function. Because f (z + i) = f (z) and f is bounded on the strip {z ∈ C | 0 ≤ Im(z) ≤ 1}, we have that f is constant. From this it follows that τ z (a) = θ z (a), for all a ∈ A 0 and z ∈ C. In particular, A 0 is invariant under τ . Since R = S • τ i/2 , we have that A 0 is invariant under R.
The modular element of (A 0 , ∆ 0 ) will be nothing else but the modular element of (A, ∆), restricted to A as a multiplier:
Lemma 2.6. Let δ be the modular element of (A, ∆), and δ 0 the modular element for A 0 . Then every a in A 0 is a left and a right multiplier for δ, and aδ = aδ 0 , δa = δ 0 a.
Proof. Let a and b be elements of A 0 , with a positive and ϕ(a) = 1. Choose ν, ξ ∈ D(δ 1/2 ). Then, since b is analytic for σ t and σ ′ t , also
is analytic. So bν ∈ D(δ 1/2 ), and δ 1/2 (bν) = δ 1/2 bδ −1/2 (δ 1/2 ν).
We know that on the one hand
On the other hand, we know that (see [5] )
So bν ∈ D(δ), and δ(bν) = (δ 0 b)ν. This easily implies that b is a right multiplier for δ, and δb = δ 0 b. Applying * and using that A 0 is closed for the * -operation, b is also a right multiplier for δ, and bδ = bδ 0 .
Remark that in general (i.e. when A 0 ⊂ M (A)), we do not have to expect nice behavior of A 0 with respect to δ. Consider for example the trivial quantum group C1 in M (A).
Gathering all we have proven so far, we obtain the following theorem:
Theorem 2.1. Let (A, ∆) be a C * -algebraic quantum group with left Haar weight ϕ. Let (A 0 , ∆ 0 ) be a proper sub-multiplier Hopf * -algebra of A. Then A 0 will consist of integrable elements for ϕ, and (A 0 , ∆ 0 ) will be a * -algebraic quantum group with left Haar functional ϕ 0 = ϕ |A 0 . Moreover, the modular automorphism group, the scaling group, the unitary antipode and the modular element of (A 0 , ∆ 0 ) are all obtained by restricting the corresponding data of A to A 0 .
In our last proposition we will say something about the dual of (A 0 , ∆ 0 ) when A 0 ⊂ A is a multiplier Hopf * -algebra.
Proposition 2.3. Let (Â,∆) be the dual locally compact quantum group of (A, ∆), and let ( A 0 , ∆ 0 ) be the dual algebraic quantum group 2 of (A 0 , ∆ 0 ). Then
is an injective * -algebra homomorphism, such that
Proof. Recall that W denotes the multiplicative unitary of the left regular representation. Remark that the expression
makes sense, since ϕ(· a) can also be written as a sum of elements of the form ϕ(b * · c), with b, c in A 0 ⊂ N ϕ . It is also easily seen that the morphism is injective. We first check that j preserves the * -operation. For simplicity, setâ = j(ϕ 0 (· a)) for a ∈ A 0 . In A 0 , the adjoint of
The rest of the proposition follows from the fact, that W implements the duality. For example, that i is an algebra morphism follows from
for every normal ω 1 , ω 2 in M * , with the product defined by the duality:
If ω 1 , ω 2 ∈ A 0 , then this last product coincides with the product defined on A 0 . Similarly, j respects the co-multiplication. Withφ denoting the left Haar weight of the dual quantum group, we have, by definition of this weight, thatâ ∈ Nφ, and Λφ(â) = Λ ϕ (a). Furthermore,
with Σ denoting the flip. A simple computation then shows that the last expression is just the image under (
). This implies the second equation of the proposition. The first one follows similarly.
This means that the inclusion of the * -algebraic quantum group (A 0 , ∆ 0 ) into the C * -algebraic quantum group (A, ∆) behaves nicely with respect to duality. For we can construct the dual * -algebraic quantum group A 0 insideÂ as the algebra {(ϕ(·a) ⊗ ι)(W ) | a ∈ A 0 }. Proof. Since (A 0 , ∆ 0 ) can be imbedded in a C * -algebraic quantum group, Corollary 2.1 implies that the scaling constant ν of this C * -algebraic quantum group is 1. But the scaling constant µ of (A, ∆) is just ν −i , so µ = 1.
The special property of the map κ t = σ t τ −t can be used to obtain extra information about the structure of * -algebraic quantum groups: Proof. The proof of Lemma 2.1 shows that κ t = σ t τ −t is diagonal, since for every a ∈ A 0 , it induces a one-parameter group of unitaries on a finitedimensional Hilbert space V containing a.
Denote by ( A 0 , ∆ 0 ) the dual * -algebraic quantum group of (A 0 , ∆ 0 ). We know from [7] thatδ it = ε • σ −t (where the minus sign appears because we have taken a different convention concerning the co-multiplication on the dual). Then
So if a is an eigenvector for κ t , then ϕ(·a) is an eigenvector for right multiplication withδ. This means A is spanned by eigenvectors for right multiplication with δ. Using γ t = σ ′ t τ t instead of κ t , we have the same for left multiplication by δ. Since κ t , γ t and left and right multiplication by δ all commute, we can find a basis consisting of simultaneous eigenvectors. But such an eigenvector is an eigenvector for σ:
δ· σ −t (a), where the λ's denote the eigenvalues of the actions involved. So there exists λ σ with σ(a) = λ σ · a. Since κ −t σ t = σ t κ −t = τ t , the same is true for S 2 . This proves the claim. This proposition explains why there exists an analytic structure on a * -algebraic quantum group (A 0 , ∆ 0 ): the actions are all diagonal on the complex vector space A 0 .
We remark that we do not even have to use the analytic structure of A 0 to obtain this result. It seems worth while to dwell on this point, since it shows that we do not have to leave the algebraic framework to reveal the structure of a * -algebraic quantum group. In particular, we show with purely algebraic means that a * -algebraic quantum group has a positive right invariant functional.
We adapt the proof of Lemma 2.1. We may use the equations of that proof in the algebraic framework if we restrict the values of t to integer multiples of i. Then we choose as our value of c the element b * . We show that b * (S 2n σ ′n )(b) is never zero when n is even. Proof. Suppose that b ∈ A 0 and n ∈ 2Z are such that
Multiply this to the left with δ n . Using that σ ′ (b) = δσ(b)δ −1 and σ(δ) = µ −1 δ, we get that
Now we look at S 2n , σ n and left multiplication L δ with δ as operators on the pre-Hilbert-space A. Then we have that
The operator S 2 will be self-adjoint when multiplied with µ −1/2 , where µ 1/2 denotes a chosen root of the complex number µ. For
where we have used that µ has modulus 1. So
This means that κ 2ni (b * )ρ 2ni (b) = 0 for any n ∈ Z, so that there exists a finite-dimensional vector space V 0 containing b such that each κ 2ni leaves V 0 invariant. Then the same is true for κ ni . But we can still apply the duality principle of Theorem 3.2, and conclude that left multiplication with δ satisfies the same property. Remark that we can proof the equalityδ = ε • σ −1 in an algebraic fashion. In particular, left and right multiplication with δ is diagonal. We obtain that all actions are diagonal, and this easily implies that µ = 1. For example: choose a a positive eigenvector of σ ′ with eigenvalue λ. This is always possible, since if a is an eigenvector, also a * and a * a will be eigenvectors of σ ′ . Then
Hence µ = 1.
We can now introduce the positive right invariant functional ψ as ϕ(δ 1/2 · δ 1/2 ), since δ 1/2 is clearly a well-defined multiplier of A 0 (using that µ = 1, we know that δ is positive w.r.t. ϕ). That this functional is positive is clear. It will be right invariant, since ψ = ϕ(·δ) = ϕ • S.
2) Compact quantum groups
We examine the case of (A, ∆) a compact locally compact quantum group. Then a sub-multiplier Hopf * -algebra A 0 automatically consists of integrable elements, so that the above arguments can be simplified. In this case, we know that (A, ∆) contains a unital * -algebraic quantum group (B, ∆ B ), i.e. a * -algebraic quantum group of compact type, such that B generates A as a C * -algebra.
We know from the previous section that (A 0 , ∆ 0 ) will be a * -algebraic quantum group. Since its C * -algebraic closure is a locally compact quantum group with an everywhere defined left invariant integral, (A 0 , ∆ 0 ) has to be a * -algebraic quantum group of compact type. For example, we can argue that ϕ(·1) is a co-integral of A 0 , which implies A 0 discrete, hence A 0 compact. In particular, it is a Hopf * -algebra. This means we can consider the Hopf * -algebra, generated by A 0 and B. But since B is the largest Hopf * -algebra contained in A (see e.g.
[2]), we must have A 0 ⊂ B. This again exemplifies the statement, that the theory of compact structures is really an algebraic one.
3) The case of the quantum groups U q (su(2)) and SU q (2).
We consider a particular, non-trivial example of a multiplier Hopf * -algebra, imbedded in the multiplier algebra of a locally compact quantum group. As (A 0 , ∆ 0 ), we take the quantum enveloping Lie algebra U q (su(2)), with q ∈]0, 1[. As a * -algebra, it is generated by two elements, E and K, with K invertible and self-adjoint, obeying the following commutation relations:
The comultiplication on the generators is given by
To see that this co-multiplication is well-defined, it is enough to check that it respects the commutation relations, but this is easily done. The antipode is determined by    S 0 (K) = K −1 S 0 (E) = −q −1 E S 0 (E * ) = −qE * .
As our C * -algebraic quantum group (A, ∆), we take the dual of B = SU q (2), Woronowicz' twisted SU (2)-group. Since SU q (2) is a compact quantum group, we can work with the associated * -algebraic quantum group B 0 = R(SU q (2)). As a * -algebra, it is generated by two elements a and b, such that The co-multiplication is given by:
For convenience, we state that the antipode S is given by        S(a) = a * S(a * ) = a S(b) = −q −1 b S(b * ) = −qb * .
We will not need the concrete description of the left invariant functional, but we need to know the modular group, which we now denote by ρ. To be complete, we also provide the scaling group, which we will denote by θ: This deviates from the situation that we discussed in this paper, since this does not imbed A 0 in M (B). We can however view K and E as operators affiliated with the C * -algebraB. We will not dwell on this, but see what algebra has to tell us.
Since on the dual of a compact algebraic quantum group the modular group σ and the scaling group τ coincide, we find the following behavior of A 0 :
But although there is general invariance under the scaling (and thus the modular) group, we no longer have that A 0 is invariant under left multiplication by δ z , with δ the modular element of B 0 . For this would imply that actually δ z ∈ A 0 , since A 0 is a Hopf algebra. Remark that this δ z is easily computable, for it is given as a functional by ε • ρ −z , with ε the co-unit of B 0 . We find that δ i is the same as pairing with K 4 = (K * K) 2 , so uniqueness gives us that δ it = K 4it . It is clear that this is no element in A 0 . Remark also, that right or left multiplication with δ is no longer diagonal. This is easy to see, using that A 0 has {K l E m F n | l ∈ Z, m, n ∈ N} as a basis. In fact, since span{K 4n X} has infinite dimension for any X ∈ A 0 , we get that A 0 ∩ B 0 = {0}.
