The aim of this paper is to present a new point of view that makes it possible to give a statistical interpretation of the traditional latent semantic analysis (LSA) paradigm based on the truncated singular value decomposition (TSVD) technique. We show how the TSVD can be interpreted as a statistical estimator derived from the LSA co-occurrence relationship matrix by mapping probability distributions on Riemanian manifolds. Besides, the quality of the estimator model can be expressed by introducing a figure of merit arising from the Solomonoff approach. This figure of merit takes into account both the adherence to the sample data and the simplicity of the model. In our model, the simplicity parameter of the proposed figure of merit depends on the number of the singular values retained after the truncation process, while the TSVD estimator, according to the Hellinger distance, guarantees the minimal distance between the sample probability distribution and the inferred probabilistic model.
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I. INTRODUCTION
Latent Semantic Analysis (LSA) is a technique based on linear algebra that tries to roughly capture and code the semantics of words and documents [7] , [21] , [22] . Many researchers have successfully applied this technique for typical Semantic Computing applications, such as natural language understanding, cognitive modeling, speech recognition, smart indexing, anti-spam filters, dialogue systems and other Statistical Natural Language processing problems [2] , [3] , [18] , [20] , [29] .
Although LSA has been widely employed in statistical NLP, it is a general paradigm that can be applied in principle to any set of elements belonging to a dyadic domain [15] , [22] , [24] . As reported by Hoffmann, the main theoretical drawback is that in spite of its success in a wide set of applications, the traditional LSA approach still lacks a sound statistical interpretation [14] .
The aim of this paper is to describe an attempt to give a theoretical statistical justification of the Latent Semantic Analysis technique based on the Truncated Singular Value Decomposition (TSVD). We use an information geometry approach for interpreting the TSVD decomposition as a stochastic estimator.
Since all data driven models must satisfy some figure of merit, we introduce a quality factor of the model induced from LSA. According to the approach proposed by Solomonoff [26] , this factor considers the balancing of two parameters: the simplicity of the model and its adherence to the training data. The former, which we define as a function of the number of independent parameters required to describe the model, is related to the number of dimensions retained after the truncation process. The latter is measured according to the Hellinger distance [13] , [23] between the sample distribution and the inferred probability.
The TSVD, interpreted as an estimator, guarantees the minimal distance between the sample probability distribution and the inferred probabilistic model, for a given number of retained singular values. This analysis makes it possible to give a statistical interpretation of any data driven model built by using the LSA paradigm and, in general, every time data can be expressed as nonnegative matrices [1] , [24] .
A. LSA AND ITS CONTEXT
The possibility of coding the semantics of words and text segments according to a geometric model plays a key role for the smart management of tasks like digital libraries indexing and information retrieval. Latent Semantic Analysis (LSA) is an automatic procedure for the effective creation of a mathematical model, whose aim is to give a coarse, sub-symbolic, encoding of word semantics [21] . LSA was originally introduced to overcome the shortcomings of traditional keyword lexical matching methods for information retrieval [8] and it is based on the assumption that some words describing or related to the same concept usually appear in the same contexts. The adjective ''latent'' derives from the hypothesis of the existence of what Dumais et al. called an ''underlying latent semantic structure in word usage data that is partially obscured by the variability of word choice'' [8] , [21] .
The traditional LSA procedure starts from a termdocument co-occurrence matrix, whose generic element represents the number of times a given word is present in a specific document. Usually, this kind of matrix is sparse. Its rows are associated with words, while its columns are associated with documents or, more generally, to text segments (i.e. paragraphs, sentences, and so on).
LSA tries to code only the information bound to the semantics of words (or natural language text segments). It aims at excluding the accidental, too specific, information, which is strictly related to the particular example used for the model training [8] , [21] . To reach this goal, it exploits a dimensionality reduction methodology by decomposing the term-document co-occurrence matrix. The decomposition is calculated by applying a technique closely related to eigenvector decomposition and factor analysis, named Singular Value Decomposition (SVD). Subsequently, only the most important dimensions, associated with the greatest singular values of the co-occurrence matrix, are retained.
The SVD followed by the selection of the most relevant singular values is named Truncated Singular Value Decomposition (TSVD). LSA finds a low-rank approximation of the original term-document matrix. Both the original matrix and its approximation can be seen as vectors whose dimensionality is equal to the number of elements of the matrices (which is the same for both). We can interpret the traditional approximation given by TSVD as the computation of the vector associated with the lower-rank reconstructed matrix that best approximates, according to the Frobenius distance measure, the vector associated with the original matrix. The Truncation step of TSVD attempts to retain the information that is strictly related to word semantics, discarding the distortion given by the accidental use of specific patterns in sample data. The number of retained singular values constitutes the LSA space dimensionality [21] .
B. DIFFICULTY OF LSA STATISTICAL INTERPRETATION
The LSA paradigm has been successfully employed in a large range of applications [3] , [7] , [10] , [20] , but the explanation of why LSA works remains considerably unclear. An attempt to develop a statistical theory of LSA has been proposed by Tipping and Bishop [27] , who introduced a probabilistic interpretation of principal component analysis that is formulated within a maximum-likelihood framework based on a specific form of Gaussian latent variable model. The most significant effort to present a statistical view on LSA has been proposed by Hofmann [14] who introduced the Probabilistic Latent Semantic Analysis (PLSA) methodology. This approach is statistically well founded, however, it is not based on TSVD and it is only analogous to the LSA paradigm in its original formulation. PLSA starts from a statistical model, called aspect model [19] , based on a set of hidden aspect variables, which are used to express the occurrence probability of the word-document pair as a weighted sum of conditional distributions (such a model is known as mixture model). However, the performance of PLSA depends on the initialization of the model before training [9] and, as Hoffmann reports, a comparative evaluation of the computational cost between the traditional LSA and the Probabilistic LSA leads to the conclusion that there are some advantages to the first approach [14] .
C. THE PROPOSED APPROACH
Our approach starts from the ''philosophical principle'' that all data-driven models should have some generalization capability and that they should satisfy two main targets: the adherence to the sample data and the simplicity of the model itself. This consideration is related to the principles of maximum entropy [4] : the model should be the simplest possible, given a distance measure between estimated data and training data; furthermore, the introduction of not essential information into the model should be avoided.
Solomonoff attempted to formalize this problem [26] by introducing a figure of merit having two components: the first one is the shortest description [25] of the inference algorithm, while the second one is a measure of the adherence of the inferred distribution probability to the sample data. This figure of merit should be minimized in order to find an inferred distribution that is a good compromise between the two aforementioned requirements.
We consider a statistical inference problem with a completely data-driven modeling process. The traditional Latent Semantic Analysis based on TSVD is one of the possible methods to infer data-driven models, and information geometry theory can help in presenting a statistical interpretation of this paradigm. We interpret the TSVD decomposition as a statistical estimator by mapping a sample matrix onto a statistical manifold. We establish our interpretation on the minimization of a quality factor that can help to clarify the meaning of the truncation process involved in LSA.
The dimensionality truncation parameter of TSVD acts as a tuning parameter that rules the trade-off between the model simplicity (i.e. the shortest description of the inference algorithm) and the adherence of the model (i.e. the inferred distribution) to the training data. We introduce the definitions of ''probability amplitude'' and ''probability distribution'' associated with a matrix. Without any assumption of a Gaussian latent variable model, we observe that the Hellinger distance between the final reconstructed matrix and the normalized sample matrix is upper-bounded by the Frobenius distance between the probability amplitude of the normalized sample matrix and its immediate result from TSVD, which is guaranteed to be the minimum by the properties of TSVD. This allows us to consider the TSVD technique as a means for building a statistical estimator.
After a brief review of the traditional, TSVD-based LSA and PLSA paradigms, we will illustrate our information geometric approach that can provide a theoretical foundation of the LSA methodology for statistical inference. Conclusions will then be outlined.
II. LATENT SEMANTICS APPROACHES REVIEW
Although traditional, TSVD-based, Latent Semantic Analysis is usually exploited in Statistical Natural Language Processing, it has been shown that LSA is a general methodology that can be applied, in principle, to any type of count data over a discrete dyadic domain. 1 The best-known approach that tries to overcome the lack of a statistical interpretation of LSA paradigm is the Probabilistic LSA (PLSA) methodology, proposed by Hoffmann [14] . PLSA is based on a mixture approximation, which is exploited to model the probability of co-occurrence of elements belonging to a dyadic domain. The mixture decomposition has a well-defined probability distribution and the probabilistic meaning of its factors is clearly expressed by the mixture component distributions. It is worthwhile to point out that the PLSA approach is only analogous to the traditional LSA paradigm: PLSA does not use the TSVD technique and it is based on a completely different computation procedure.
In the following subsections we will briefly review both these approaches.
A. THE TSVD BASED LSA
Let D = E × F be a dyadic domain and M , N two positive integers. The starting point of the LSA methodology requires the construction of an M × N matrix A whose (i, j) − th entry is the count of the occurrences of the pair (e i , f j ) in the dyadic domain D (where e i is the i − th element of the E dimension and f j is the j − th element of the F dimension). Let K be the rank of A. The following factorization, called Singular Value Decomposition (SVD) holds for the matrix A:
where U is a M × K orthogonal matrix, V is a N × K orthogonal matrix and is a K × K diagonal matrix, whose diagonal elements σ 1 , σ 2 , · · · , σ K are called singular values of A. It can be shown that the singular value decomposition of A is unique up to the order of the singular values and of the corresponding columns of U and V, so there is no loss of generality if we suppose that σ 1 , σ 2 , · · · , σ K are ranked in decreasing order.
Chosen an integer R < K , let U R be the matrix obtained from U by removing its last K − R columns, V R the matrix obtained from V in the same way and R the diagonal matrix obtained from by suppressing both its last K − R rows and K − R columns. It can be shown [11] that the matrix:
is the best rank R approximation to A according to the Frobenius distance 2 [12] .
B. THE PROBABILISTIC LATENT SEMANTIC ANALYSIS (PLSA)
The most significant attempt to present a statistical view on LSA has been proposed by Hofmann [14] by introducing the Probabilistic Latent Semantic Analysis (PLSA) technique. This approach starts from a statistical model, called aspect model [19] that uses a set of R hidden aspect variables
If D = E × F is a dyadic domain, the aspect variables are used to express the occurrence probability of the pair (e, f ) ∈ D as a weighted sum of conditional distributions (such a model is known as mixture model):
The value of the parameter R is chosen to be much smaller than the cardinality of the dyadic domain dimensions. R, in this case, is the number of relevant features that the mixture model retains from the entire data corpus. By suitably adjusting the values of P(z), this mixture model gives a statistically significant estimation of P(e, f ) which only takes into account the chosen relevant features. Adjustments for P(z) are evaluated by a maximum likelihood iterative algorithm called Tempered Expectation Maximization (TEM, [14] ). This ensures that the estimated probability distribution is as close as possible to the given sample data according to the Kullback-Leibler distance 3 [14] , 2 Given two M × N matrices A = [a ij ] and B = [b ij ], their Frobenius distance is defined by:
3 Given two discrete (not necessarily finite) probability distributions p = {p 1 , p 2 , · · · , p n } and q = {q 1 , q 2 , · · · , q n }, their Kullback-Leibler divergence or distance is defined as:
thus ensuring an informative significance of the algorithm. Traditional TSVD-based LSA lacks such significance. If we recall for convenience the main formula of TSVD decomposition: A R = U R R V T R , an analogy of PLSA with the traditional TSVD based LSA can be established by considering the following correspondences, as reported in [14] :
However, despite of its advantages from a theoretical standpoint, PLSA presents some limits. Experiments in the text-processing field have shown that text similarity is better estimated in the LSA low-dimension space because synonyms are mapped to nearby locations and noise is reduced, although handling of polysemy is weak. In contrast, the PLSA model distributes the probability mass of a term over the different latent classes 4 corresponding to different senses of a word, and thus better handles polysemy [14] . Moreover, the likelihood function computed over the training data cannot be used as a predictor of model performance across different models.
III. THE INFORMATION GEOMETRY INTERPRETATION OF LSA
An information geometry approach that can help to give a statistical theoretical explanation of the traditional LSA paradigm based on TSVD decomposition will be illustrated.
The co-occurrence matrix A of section II-A can be processed and interpreted so that it represents a sample probability distribution. A well-known property of TSVD is that it optimizes the Frobenius norm, i.e. the matrix difference between the matrix A and the approximated matrix A R has the minimum Frobenius norm among the matrices that have the same number of non zero singular values of A R . However, this kind of norm is not the best choice for calculating distances between probability distributions [6] , [28] . A more appropriate measure between these kinds of entities would be the Hellinger distance 5 [13] , [23] .
It will be demonstrated that a simple preprocessing for all the elements of the sample set, followed by the application of the TSVD procedure, and a subsequent post-processing of the approximated matrix, makes possible the interpretation of the optimization metric used by the Truncated Singular Value Decomposition as the Hellinger distance between the original where the summation is extended over the sample space. The KullbackLeibler divergence expresses the difference in bits between the amounts of information carried by the probability distribution q and the probability distribution p. 4 
( b ij − a ij ) 2 matrix and one easily computed from the truncated one. This allows us to consider the matrix, calculated starting from the TSVD reconstructed matrix, as an inferred probabilistic model of the dyadic domain. Then, the TSVD algorithm, as used in the Latent Semantic Analysis paradigm, acts as an estimator, which conveys statistically significant information from the sample to the model.
A. MODELING PROBLEM STATEMENT
Let E and F be two finite non-empty sets, and let D = E × F be the dyadic domain generated by them. Let p : D → [0, 1] be a probability distribution over D, so that x∈D p(x) = 1; p can be represented by a M × N matrix, where M is the number of elements in E and N is the number of elements in F. The (i, j)-th element of the matrix is the probability associated with the element (x i , y j ) ∈ D. We call P this matrix. Let us suppose we do not know P, but a statistical sample q : D → [0, 1] from P, which is in turn represented by a matrix Q. We want to recast p by using q. This is a statistical inference problem, and the algorithm that allows us to recast p using q is a statistical estimator.
A statistical inference problem can be seen as a modeling problem. In fact, we may suppose that a stochastic system exists, whose output is in D, and that this system behaves according to the unknown probability distribution p.
Next, we may suppose that we have observed the behavior of the system by counting the occurrences of each element of D. By dividing by the total number of observations, we obtain a sample q : D → [0, 1] from the probability distribution p. In this manner, a statistical inference of p from q can be regarded as an attempt to recast the behavior of a stochastic system from some observations of its output, i.e. to model a stochastic system.
We emphasize that we have no a priori knowledge of the system to be modeled: our modeling procedure is entirely data-driven.
From now on, we will identify the statistical inference problem with the data-driven modeling process for a stochastic system. A model of such a stochastic system should optimize two requirements:
1) It should reproduce the sample data as closely as possible, with respect to a suitable metric that has some information significance. In order to meet this requirement, we could even choose, as an extreme case, to assume q as a model of p without any further processing. 2) The model should have some generalization capability. For example, if we take q as a model for p, we obtain an over-fitted model that perfectly adheres to the sample data but that, generally, has poor generalization capability. This is a common issue when dealing with data-driven modeling processes. Solomonoff tackled it [26] , by introducing a figure of merit F of a model, given by:
EMERGING TOPICS IN COMPUTING
where Mod is the shortest description [25] of the inference algorithm, and Dist is a measure of the adherence of the inferred distribution probability to the sample data. This figure of merit should be minimized in order to find an inferred distribution that meets the two requirements outlined above. The quantities Mod and Dist are expressed in bits; in fact, in his original derivation [26] Solomonoff takes as Mod the shortest Turing-like binary description of the modeling algorithm, and as Dist the probability that the modeled system outputs the same sample data as the ''true'' system. Consequently, the figure of merit has the significance of a trade-off parameter between model complexity and the adherence of the model to the sample data. At present, the result obtained from a TSVD based LSA approach cannot be thought of as a statistical estimator, because:
1) The reconstructed matrix may contain negative entries;
2) The distance that is minimized by TSVD, given the truncation parameter R, is the Frobenius distance, which is not covariant with respect to probability distribution space re-parameterizations; 3) The Frobenius distance is not suitable for performing measures on information conveyed by probability distributions. It is clear that PLSA, which minimizes a covariant distance (namely the Kullback-Leibler distance), does not present these drawbacks, however the aspect model that it uses is conceptually different from TSVD-based LSA.
Here we propose an interpretation of traditional LSA, which allows us to overcome the three issues outlined above. We use the geometric theory of information and, in particular, the Hellinger distance, which is a well founded proximity measure for probability distributions [13] , [23] .
The number of values required for identifying the probability-inferred model is less than the number of values required to describe the sample matrix. In this context, the truncation parameter R of TSVD is the trade-off parameter between the model complexity (i.e. its shortest description) and its adherence to experimental data. In this manner, the traditional TSVD-based approach to LSA acquires a theoretical significance, meeting the requested trade-off between the shortest description issue and the distance minimization between the sample and the model. Furthermore, it does not lead to an increased computational complexity as PLSA or other analogous techniques do.
B. LSA ALGORITHM FOR STATISTICAL INFERENCE
In this section we will show how a particular processing of the sample data can help in giving a theoretical interpretation of the TSVD technique used in LSA. In order to do this, we define below the concepts of probability amplitude and probability distribution associated with a matrix. 
Subsequently, we define the probability amplitude associated with B, the M × N matrix = [ψ ij ] resulting from the mapping p a (·):
whose elements [ψ ij ] are computed as:
We define also the probability distribution associated with a matrix B the M ×N matrix resulting from the mapping p d (·):
whose elements are the squares of the elements of B, i.e. B (2) = [b 2 ij ]. As written in section 3.1, we are trying to build a model whose complexity is qualitatively given by the figure of merit F expressed by formula (7). For clarity, we slightly modify formula (7), without loss of generality, highlighting the fact that it is usually present a parameter γ , which balances the two factors Mod and Dist:
According to the Solomonoff paradigm, we are attempting to minimize the figure of merit F γ . Conceptually, the value of γ that optimizes F γ depends on the kind of data and on the specific problem that is tackled. The choice of the optimal value of γ somehow reflects the principle of maximum entropy, which states that ''in making inferences on the basis of partial information we must use that probability distribution which has maximum entropy subject to whatever is known.'' [17] .
Given two sets of elements
where M is the number of elements in E and N is the number of elements in F and a dyadic domain D = E ×F, let Q be the matrix whose generic element [q ij ] is the number of co-occurrences of e i over f j , divided by the quantity M i=1 N j=1 q ij . Q represents a sample distribution q over D. We are trying to find a probability distributionp, identified by a matrixP. A quality factor, given by the figure of merit F γ , which should be optimized, is associated withP. In fact, we are looking for a good balance between the complexity of the model and the distance from data, trying to lower the number of parameters of the model. Obviously, if the model is given only by the sample distribution Q, we obtain Dist = 0, i.e. the model has zero VOLUME 3, NO. 2, JUNE 2015 distance from data, however the complexity of the model does not guarantee the best value of F γ .
Our idea is to map Q onto a statistical manifold and interpret the TSVD technique as a way to find a statistical model optimizing F γ . A possible idea would be based on the minimization of the Kullback-Leibler divergence, but this cannot be accomplished by a simple application of the traditional TSVD technique. Such an idea would lead to the well-known PLSA technique [14] .
In order to solve the problem, we recall that the Hellinger distance between the representative matrices of the inferred probability distributionp and the sample distribution q is:
If we call P and Q the matrices: (15) we observe that we can write:
where d F (·, ·) is the Frobenius distance. The matrix Q can be decomposed with the SVD technique: (17) and its best rank-R decomposition = [ξ ij ] is obtained by applying the TSVD technique, which minimizes the Frobenius distance d F ( , Q ), given R:
The application of the TSVD is only the first step towards the research of our modelP. In fact, some of the elements ξ ij of may be negative; besides, generally, it is i,j ξ 2 ij = 1. For these reasons the matrix cannot be interpreted as a probability amplitude, and a matrix (2) resulting from the mapping
ij ] cannot be interpreted as a probability distribution either.
However, even if is not a probability distribution, it allows us to identify, without any further addition of external information, the distribution we are looking for.
According to the definitions of probability amplitude and distribution associated with a matrix, starting from we compute the probability amplitude P = p a ( ) and its associated probability distributionP = p d ( P ) for which:
Therefore, if the traditional TSVD technique is applied to the matrix Q rather than to the sample matrix Q, the matrix P is the best approximation, according to the Solomonoff principle, to Q with respect to the Hellinger distance, for the given value of the truncation parameter R of TSVD. As a matter of fact, the Hellinger distance between P and Q is upper-bounded by the Frobenius distance between and Q , which is guaranteed to be the minimum by the TSVD. In order to evaluate the complexity of our model, intended as the number of parameters that are necessary for describing it, we consider the number of retained singular values of the matrix , and not the rank of the matrix P . As a matter of fact, the probability amplitude computation step after the TSVD does not increase the number of parameters that are necessary to identify the model. This means that, for evaluating the complexity of the model, we are interested in the rank of the matrix , which is the truncation parameter R of the TSVD, and for our purpose the rank of the matrix P (orP) is absolutely of no concern. Our goal is to justify the model and not the determination of R, which is a tuning parameter, whose evaluation goes beyond the scope of this paper.
The illustrated approach leads to a model that optimizes the figure of merit arising from the Solomonoff principle. The obtained modelP, derived from , is simpler than the model given by Q, since it is possible to expressP by using the three matrices U R , R , and V R , obtained through the computation of the TSVD. The matrix represents a relation between the elements of two, not necessarily different, sets. R can be seen as the number of ''hidden'' independent (orthogonal) ''features'' of the elements of the two sets. R can be also seen as the number of conceptual axes that are considered [29] and the corresponding values of R are the weights associated with the relevance of the conceptual axes in the reconstruction process of the statistical distribution. The truncation parameter R of the TSVD can assume values ranging from 1 to rank(Q). R plays qualitatively the role of the balancing factor γ in formula (12) . Choosing a specific value for R means, operatively, trying to find a model which is the simplest, given the facts that are known, i.e. the available data. This reflects the maximum entropy principle. Let us consider the two extreme cases: R = rank(Q) and R = 1. Obviously, if the model is given only by the sample distribution Q (i.e. R = rank(Q), the model has maximum adherence to sample data. In the same manner, if R = 1, the complexity of the model is the lowest possible. The optimal value of R cannot be given a priori, since it depends on both the raw data on which the model is built and on the desired application of the model.
The determination of R is similar to the old problem of separating ''signal'' from ''noise''. From another point of view, it is somehow analogous to the well-known problem of the choice of the number of hidden neurons in a MultiLayer Perceptron (MLP) neural model [30] , for which there is no a priori method for setting the number of hidden units without knowing the nature of data [16] . One of the easiest approaches to overcome this point is the use of a validation set, also called ''hold-out'' set [5] . The same approach can be used, as an example, for TSVD-based LSA in classification tasks. The whole interpretation process, which is summed-up in Figure 1 , can explain the theoretical approach to the statistical interpretation of the TSVD-based LSA. We remark that we do not make any assumption of Gaussian latent variable model, as it is done in [27] .
C. A GRAPHICAL EXAMPLE OF THE METHODOLOGY
A simplified visual example of the procedure is depicted in Figure 2 , where a portion of a unitary circumference C is presented. Let us consider only the positive quadrant. Given a point on C, of co-ordinates (x 1 ,x 2 ) , the vector [x 2 1 ,x 2 2 ] can represent a possible probability distribution of a stochastic variable x. Let us have a vector Q on the circumference C (see Fig. 2 ): all the points on the circumference of radius E (i.e. the approximation error), having center on Q , represent all the possible vectors that are an approximation of Q , according to the Frobenius (Euclidean) metric. Let be one of these approximations. The transformation of as P leads to a vector that: 1) is in the compound of the nonnegative quadrant of (x 1 , x 2 ), 2) is projected on the circumference C of radius 1. The computation of the probability amplitude P = p a ( ) generates an approximation P that is closer (or even equal) to Q than . The difference between P and Q can be interpreted as the vector containing the erased information about the not significant variations, from a statistical point of view, in data. It represents the difference between the inferred probability amplitude P , and the sample probability amplitude Q .
IV. CONCLUSIONS
We have illustrated a statistical interpretation of the traditional Latent Semantic Analysis paradigm.
It has been shown that the simple use of the square root for all the entries of the sample set given by the co-occurrence matrix of a dyadic domain and a subsequent mapping as a probability amplitude makes it possible to interpret the TSVD as a statistical estimator.
The idea is to map the matrix that represents a sample distribution over a dyadic domain onto a statistical manifold and to explain the TSVD so that the minimized distance is the Hellinger distance instead of the Frobenius distance. The Hellinger distance is a well-founded proximity measure for probability distributions. The Frobenius distance, computed in the traditional Latent Semantic Analysis approach, determines an upper bound for the Hellinger distance.
We have also introduced a figure-of-merit arising from the Solomonoff approach. This quality measure of the inferred model takes into account both the truncation parameter of the TSVD and the Hellinger distance between the ''true'' probability distribution of data and the probability approximated by the model inferred with the LSA.
This interpretation allows us to overcome the main drawback of the Latent Semantic Analysis approach, which is the lack of a statistical interpretation of the methodology, and it can be applied to all data driven techniques that exploit the TSVD for the creation of statistical models. It is sufficient to normalize any nonnegative matrix in order to compute Q and to obtain a model expressed by the three matrices U R , R , V R . The procedure regarding the matrix , and its subsequent transformation as probability amplitude P are VOLUME 3, NO. 2, JUNE 2015
