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A lattice is the integer span of some linearly independent vectors. Lattice problems
have many significant applications in coding theory and cryptographic systems for their
conjectured hardness. The Shortest Vector Problem (SVP), which asks to find a shortest
nonzero vector in a lattice, is one of the well-known problems that are believed to be
hard to solve, even with a quantum computer.
In this paper we propose space-efficient classical and quantum algorithms for solving
SVP. Currently the best time-efficient algorithm for solving SVP takes 2n+o(n) time
and 2n+o(n) space. Our classical algorithm takes 22.05n+o(n) time to solve SVP and
it requires only 20.5n+o(n) space. We then adapt our classical algorithm to a quantum
version, which can solve SVP in time 21.2553n+o(n) with 20.5n+o(n) classical space and
only poly(n) qubits.
Keywords: shortest vector problem, bounded distance decoding, quantum computation,
Grover search
1 Introduction
Quantum attackers refer to those who own the power of quantum computation and are
malicious to a cryptographic system. Since they are capable of breaking some existing cryp-
tographic systems [1], computer scientists aim to find cryptographic systems that are secure
against the threat of quantum attackers. Such a cryptographic system is referred to post-
quantum cryptography and one well-known example is lattice-based cryptography.
A lattice is the set of integer combinations of some linearly independent (basis) vectors
and it is related to many topics in pure mathematics and applied mathematics, especially in
number theory, group theory, convex optimization, cryptography and coding theory [30]. As
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2 Space-efficient Classical and Quantum Algorithms for the Shortest Vector Problem
for cryptographic systems, it was first shown in Ajtai’s seminal report [2] that one can build
cryptographic primitives with lattices. In [3], Regev and Micciancio showed that finding small
integer solutions to certain random modular linear equations is at least as hard as solving
certain hardest lattice problems. Later Regev proved a reduction from certain hardest lattice
problems to learning with errors problem with quantum computation power and he proposed
a classical public-key cryptosystem whose security is based on the hardness of the learning
problem [4]. In addition, Regev and Micciancio introduced efficient cryptographic systems
based on the conjectured intractability of solving lattice problems [5]. Furthermore, Gentry
built a fully homomorphism encryption system based on the hardness of a lattice problem [6].
There are also many other cryptographic systems related to lattice problems.
Since the security of a lattice-based cryptography depends on the hardness of solving a
lattice problem, it is important to determine the existence of an efficient algorithm for this
problem. One of the hard lattice problems is the shortest vector problem (SVP): given a
lattice L ⊂ Rn (of full rank), the goal is to output a shortest nonzero vector in L and its
length is denoted by λ1(L). (In the following n is referred to the rank of the lattice.) The
approximation version of SVP (called γ-SVP) asks to find a nonzero vector in L with length
at most γ ·λ1(L), where γ is a function of n. In practical, if there exists an efficient algorithm
that solves the γ-approximation SVP with γ =poly(n), those cryptographic primitives based
on the hardness of SVP would be insecure. Hence we would like to know how fast we can
solve SVP by a classical or quantum algorithm.
To solve γ-SVP with an almost constant approximation factor was shown to be NP-hard
(under randomized reductions) [8–12]. However, when the approximation factor is above n2,
it is probably easier than all NP-complete problems [13]. When the approximation factor is
exponential in n, Lenstra et al. proposed a method (the celebrated Lenstra-Lenstra-Lova´sz
(LLL) algorithm) to construct a polynomial solver to this γ-SVP problem [14]. Soon after,
Schnorr gave an algorithm to solve γ-SVP (with approximation factor rn/r) in 2O(r)poly(n)
time for any r ≥ 2 [15]. Then Buchmann and Ludwig improved Schnorr’s algorithm with
better parameters [32].
On the other hand, Ajtai, Kumar, and Sivakumar gave a randomized algorithm with both
time and space complexity 2O(n) (the so-called AKS sieving algorithm). This time complexity
was determined by Regev to be 216n+o(n) [7] and then improved to 25.9n+o(n) by Nguyen and
Vidick [28]. The time complexity of AKS sieve was further improved to 22.465n+o(n) by Pujol
and Stehle [25]. Later Micciancio and Voulgaris [16] gave a deterministic classical algorithm
that solves exact SVP and some other lattice problems in the worse case in time 22n+(n)
and space 2n+o(n). Recently Aggarwal et al. provided a classical probabilistic algorithm that
solves exact SVP with probability 1−e−Ω(n) and it takes time 2n+o(n) and space 2n+o(n) [17].
In fact we can solve SVP much faster under various heuristic assumptions. Nguyen and
Vidick gave a heuristic variant of the AKS sieving algorithm that requires time 20.415n+o(n) and
space 20.208n+o(n) [28]. Later Micciancio and Voulgaris proposed a different type of heuristic
sieve algorithm, called GaussSieve, and it performs very well in practice [29]. Recently,
Laarhoven et al. developed various classical and quantum sieve algorithms with time-space
tradeoff [19] [35] [33] [34] [26].
It has been shown that quantum algorithms can have speedup over classical ones (e.g.
Shor’s factoring algorithm [1] and Grover’s search algorithm [18]). Nevertheless, it seems that
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quantum power may not be much helpful in time for solving SVP, since most of the classical
algorithms for solving lattice problems are recursive ones, which are not likely to have speedup
from quantum parallel computation. To date the most efficient quantum algorithm for solving
SVP is provided by Laarhoven et al. and it takes time 21.799n+o(n). In addition, they also
proposed a heuristic quantum algorithm that can solve SVP in 20.265n+o(n) [19]). In this paper,
we show that quantum power does help us to solve lattice problem space-efficiently. We will
provide a quantum algorithm that solves SVP in time 21.2553n+o(n) and it requires classical
space 20.5n+o(n) and only polynomially many qubits. Along the way, we also introduce a
classical algorithm for solving SVP in time 22.05n+o(n) and space 20.5n+o(n). Both algorithms
are mainly built on a lattice enumeration algorithm Enum.
Lattice enumeration is a standard technique to solve SVP by systematically enumerating
all lattice points in a bounded region of space. Many enumeration algorithm can solve SVP
with only polynomial space. However, they usually run in nO(n) time [20,36,37] and are not
comparable to other algorithms that can solve SVP in single exponential time. In contrast,
Kirchner and Fouque proposed a lattice enumeration algorithm with tradeoff between time
and space [38], which was then used to construct an algorithm that solves SVP and both of
its time and space complexity are 3n+o(n). (In the extreme case, it can solve SVP in time
O(nn/4) with only polynomial space.)
Inspired by the enumeration method in [38], we construct a space-efficient enumeration
algorithm Enum by using a BDD oracle. Roughly speaking, for a target vector close enough
to a lattice L, the search problem α-BDD (Bounded Distance Decoding Problem) is to find a
lattice point y ∈ L such that ‖y− t‖ ≤ α · λ1(L) for α < 0.5. A BDD oracle is an oracle that
solves BDD. Our classical algorithm Enum makes a list of the lattice points within a specified
distance (called enumeration radius) to a target vector by using a BDD oracle:
Theorem 1 (informal) Given a lattice L ⊂ Rn, a target vector t ∈ Rn, an α-BDD oracle
BDDα with α < 0.5, and an integer scalar p such that pα > 1, there exists a classical algorithm
that collects all lattice points within distance pαλ1(L) to t by querying BDDα oracle p
n times.
Enum provides a tradeoff between the enumeration radius and time complexity. One can
solve SVP by d 1αen queries to the BDDα oracle. Note that the BDDα oracle does not work
for α ≥ 0.5, and therefore p has to be at least 3. In addition, a central component of an
α-BDD algorithm is the preparation of a discrete Gaussian distribution. Observe that the
same discrete Gaussian samples can be used whenever a BDD oracle is queried. Consequently,
these discrete Gaussian samples can be prepared in advance and hence save the overall time
complexity. Moreover, Aggarwal et al. have discussed how to prepare these discrete Gaussian
samples [17] and we will adopt their method. With this preprocessing, the resulting BDD
problem is called a BDDP problem. (For the formal definition of BDDP, please refer to
definition 8.) It remains to build a BDDP oracle. Then we have the following theorem:
Theorem 2 (informal) There exists a classical probabilistic algorithm that solves SVP
with probability 1− 2−Ω(n) in time 22.0478n+o(n) and in space 2n/2+o(n).
Next we use the enumeration algorithm Enum as a quantum subroutine, and then apply
the idea of quantum Grover search to amplify the probability of finding the correct answer.
Since Enum makes a finite list of candidates for SVP, we can use Grover search to find one
with minimum length in the list and have potential quantum speedup.
Theorem 3 (Main Theorem) There is a quantum algorithm that solves SVP with prob-
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ability 1−eΩ(n) that requires 21.2553n+o(n) elementary quantum gates, 20.5n+o(n) classical space,
and only poly(n) qubits.
Compared to other single exponential time quantum algorithms, our quantum algorithm
QSVP for solving SVP needs only polynomially many qubits and it does not need quantum
RAM model for accessing classical memories. In addition, QSVP uses exactly 20.5n+o(n)
classical space and only poly(n) qubits. We remark that QSVP is the first single exponential
time quantum algorithm that solves SVP with only polynomially many qubits.
In Table 1, we list some heuristic or provable algorithms for solving SVP in the past
two decades. One can find that both our classical algorithm EnumP and quantum algorithm
QSVP use the least space compared to other provable algorithms with a single exponential
time complexity.
Algorithm Approximationfactor Time complexity Space complexity Type
Sch87 [15] rn/r 2O(r) · poly(n) poly(n) classical, heuristic
Lud03 [31] (0.167r)0.5n/r O((0.167r)0.125r) · poly(n) poly(n) quantum, heuristic
NV08 [28] 1 20.415n+o(n) 20.208n+o(n) classical, heuristic
LMP15 [19] 1 20.312n+o(n) 20.208n+o(n), QRAM quantum, heuristic
LMP15 [19] 1 20.268n+o(n) 20.268n+o(n), QRAM quantum, heuristic
Laa15 [35] 1 20.265n+o(n) 20.265n+o(n), QRAM quantum, heuristic
BLS16 [33] 1 20.4812n+o(n) 20.1887n+o(n) classical, heuristic
BDGL16 [34] 1 20.2925n+o(n) 20.208n+o(n) classical, heuristic
LLL82 [14] 20.5n poly(n) poly(n) classical, provable
Kan83 [21] 1 nn+o(n) poly(n) classical, provable
Hel85 [22] 1 n0.5n+o(n) poly(n) classical, provable
AKS01 [23] 1 2O(n) 2O(n) classical, provable
Reg04 [7] 1 216n+o(n) 28n+o(n) classical, provable
HS07 [24] 1 n0.184n+o(n) poly(n) classical, provable
NV08 [28] 1 25.90n+o(n) 22.95n+o(n) classical, provable
PS09 [25] 1 22.465n+o(n) 21.233n+o(n) classical, provable
MV09 [29] 1 unknown 20.41n+o(n) classical, provable
MV10 [16] 1 22n+o(n) 2n+o(n) classical, provable
LMP15 [19] 1 21.799n+o(n) 21.286n+o(n), QRAM quantum, provable
ADRS15 [17] 1 2n+o(n) 2n+o(n) classical, provable
EnumP 1 22.05n+o(n) 2n/2+o(n) classical, provable
QSVP 1 21.2553n+o(n) 2n/2+o(n) quantum, provable
Table 1. Known algorithms for solving the shortest vector problem. Note that in LMP15 [19]
and Laa15 [35], they used quantum RAM model (QRAM), or RAM-like quantumly addressable
classical memories for the quantum search algorithms, while our quantum algorithm QSVP only
needs polynomially many qubits and 20.5n+o(n) classical space. MV09 [29] experimentally takes
20.415n+o(n) time and 20.208n+o(n) spaces.
2 Preliminaries
In this paper, the notation log is the natural logarithm and log2 is the base-2 logarithm.
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2.1 Lattice
First we introduce the notation in this paper. Suppose B =
{
~b1, . . . ,~bn
}
, n ≤ m, is a set
of independent vectors in Rm, where ~bj are considered as column vectors. The lattice space
generated by B is
L =
{∑
i
ci~bi | ci ∈ Z
}
,
and B is called a basis of L. In other words, L is the integer span of the basis B. Equivalently,
L = {B~x | ~x ∈ Zn} ,
where B = [~b1 ~b2 · · ·~bn] ∈ Rm×n is called a basis matrix of L. Here we only consider lattice
bases of full rank, that is, n = m. Note that a lattice may be generated by different bases. A
simple example is that {(0, 1)T , (1, 0)T } and {(100, 1)T , (101, 1)T } generate the same lattice
space {(a, b) : a, b ∈ Z} ⊂ R2. Thus we may write L(B) to indicate that B is a basis of L.
An element v in L is called a lattice point, and its length is ‖v‖, where ‖ · ‖ is the l2 norm
in Rn. For x, y ∈ Rn, we define an equivalence relation
y = x mod L
if y − x ∈ L. For t ∈ Rn, the distance between t and L is defined as
dist(t, L) = min
x∈L
‖t− x‖.
The following definition will be used in the proofs of our results.
Definition 1 For a lattice L ⊂ Rn, the ith successive minimum of L is
λi(L) ≡ inf{r : dim(span(L ∩ Ball(0, r))) ≥ i},
where Ball(0, r) denotes a closed ball with center at the origin and radius r.
In particular, λ1(L) is the length of the shortest (nonzero) vector in L.
A scaled lattice space pL for some integer p > 1 is defined as
pL ≡
{
p ·
∑
i
ci~bi | ci ∈ Z
}
. (1)
For a lattice L ⊂ Rn, its dual lattice L∗ is defined as
L∗ ≡ {y ∈ Rn : 〈x, y〉 ∈ Z,∀x ∈ L}.
For a basis matrix B = [~b1 ~b2 · · ·~bn] ∈ Rn×n, its dual basis matrix is D = [~d1 ~d2 · · · ~dn] =
(BT )−1 ∈ Rn×n. Then the basis for the dual lattice L∗ is D = {~d1, . . . , ~dn}.
For more details about lattices, please refer to [39].
2.2 Lattice Problems
In this subsection, we introduce two lattice problems. In the following γ = γ(n) ≥ 1 is called
the approximation factor of the corresponding problem.
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Definition 2 For γ = γ(n) ≥ 1, the search problem γ-SVP (Shortest Vector Problem) is
defined as follows: The input is a basis B for a lattice L ⊂ Rn. The goal of γ-SVP is to
output a lattice point y ∈ L such that ‖y‖ ≤ γ · λ1(L).
The exact SVP is the case of γ = 1. For γ(n) =
(
2√
3
)n
, Lenstra et al. showed that a feasible
solution for γ-SVP can be found in polynomial time [14].
Theorem 4 (LLL algorithm) Given a basis B for a lattice L ⊂ Rn, there exists an effi-
cient classical algorithm LLL that generates a basis LLL(B) = {~b′1, . . . ,~b′n} for L in polynomial
time such that
min
i
‖~b′i‖ ≤
(
2√
3
)n
λ1(L).
It is obvious that the LLL algorithm solves the
(
2√
3
)n
-SVP in polynomial time.
Definition 3 For α = α(n) < 1/2, the search problem α-BDD (Bounded Distance Decoding
Problem) is defined as follows: The input is a basis B for a lattice L ⊂ Rn and a target vector
t ∈ Rn with dist(L, t) ≤ α · λ1(L). The goal of α-BDD is to output a vector y ∈ L such that
‖y − t‖ ≤ α · λ1(L).
The parameter α is chosen so that α ·λ1(L) is the largest decoding distance such that a lattice
point (say y) can be recovered from a displaced vector (say t).
Note that most of the lattice problems become more difficult as the approximation factor
γ gets smaller, but α-BDD becomes harder as α gets larger.
2.3 Discrete Gaussian Distribution
To solve the above mentioned lattice problems, techniques using the so-called discrete Gaus-
sian distribution [3], are commonly used. In the following we will introduce the discrete
Gaussian distribution and a BDD oracle built on it.
Define a function ρs : Rn → R as
ρs(x) ≡ e
−pi‖x‖2
s2
for s > 0. When s = 1, we will omit the subscript and simply write ρ(x). For a discrete set
A ⊂ Rn, define ρs(A) =
∑
a∈A
ρs(a).
Definition 4 Consider a lattice L ⊂ Rn and t ∈ Rn. The discrete Gaussian distribution
over L+ t with parameter s is
DL+t,s(x) =
ρs(x)
ρs(L+ t)
.
(When s = 1, we simply denote it by DL+t.) Thus the probability of drawing x ∈ L+t accord-
ing to the discrete Gaussian distribution is proportional to ρs(x). As the standard deviation
s grows, the discrete Gaussian distribution would become “smoother.” In [3], Micciancio and
Regev showed for large enough s, DL+t,s behaves in many respects like a continuous one. To
quantify how smooth the discrete Gaussian distribution is, they define a smoothing parameter
as follows.
Definition 5 Suppose L ⊂ Rn is a lattice space. For  > 0, the smoothing parameter η(L)
is the unique value satisfying ρ1/η(L)(L
∗ \ {0}) ≤ .
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Definition 6 Suppose σ is a function that maps lattices to non-negative real numbers. Let
 = (n) ≥ 0, and m = m(n) ∈ N. The problem -DGSmσ (Discrete Gaussian Sampling) is
defined as follows: The input is a basis B for a lattice L ⊂ Rn and a parameter s > σ(L).
The goal of -DGSmσ is to output m vectors so that the joint distribution for these vectors is
-close to DL,s.
Following the method in [40] to construct a BDD solver, we first define a periodic Gaussian
function
fL(t) ≡ ρ(L+ t)
ρ(L)
for a lattice L. It is not hard to see that fL is periodic over L: for x ∈ L, we have fL(x+ t) =
fL(t). The idea of periodic Gaussian function was introduced by Aharonov and Regev [13]
and was improved by Dadush et al. for solving the Closest Vector Problem (CVP) with
preprocessing [40]. CVP asks to output a closet lattice point to a given vector. In particular,
when the target vector is close enough to the lattice, we can use a periodic Gaussian function
to find its closest lattice point. Aharonov and Regev found that the Poisson summation
formula gives the identity [13]:
fL(t) = Ew∼DL∗ [cos(2pi〈w, t〉)].
Hence fL(t) can be approximated by
fW (t) ≡ 1
N
N∑
i=1
cos(2pi〈wi, t〉),
where W = (w1, . . . , wN ) ⊂ L∗ are independent and identically-distributed (i.i.d.) samples
from DL∗ for sufficiently large N . When N is O(poly(n)) for n large enough, fW will approx-
imate fL in statistical distance with high probability [13].
Dadush et al. used the above idea to construct a BDD solver using periodic Gaussian
functions [40, Theorem 3.1] as shown in Algorithm 1. Line 6 is the step of gradient ascent,
which is used to approach a local maximum of a function and is explained as follows.
Theorem 5 [40, Proposition 3.2] Let L ⊂ Rn be a lattice with ρ(L) = 1 +  for  ∈
(0, 1/200). Let s = (
1
pi log
2(1+)
 )
1
2 , δmax =
1
2 − 2pis2 , and ζ(t) = max{1/8, ‖t‖/s}. Let
W = (w1, . . . , wN ) be sampled independently from DL∗ . If N = Ω(n log(1/)/
√
), then with
probability at least 1− 2−Ω(n),∥∥∥∥ ∇fW (t)2pifW (t) + t
∥∥∥∥ ≤ (1−2ζ(t))/4‖t‖
for t ∈ Rn with ‖t‖ ≤ δmaxs.
Theorem 5 shows that for any vector t ∈ Rn that is not too far from L, one can find a vector
t′ closer to L by doing gradient ascent on the periodic Gaussian function. Once it become
close enough to L, we can find the closest vector in only polynomial time [41]. In the proof
of [40, Theorem 3.1], Dadush et al. showed that for any vector t is not too far from L, one
can find the closet lattice point to t by doing gradient ascent twice. For more details, please
refer to [40].
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Algorithm 1: BDD solver constructed from a periodic Gaussian function
input : lattice L(B), target vector t
output: closest vector cv
1 function Round: Rn → Zn that rounds every element of an input vector;
2 Initialize: count = 0;
3 Preprocessing: W = (w1, . . . , wN ) sampled independently from DL∗ ;
4 while count < 2 do
5 fW (t) ≡ 1N
N∑
i=1
cos(2pi〈wi, t〉);
6 t = ∇fW (t)2pifW (t) + t;
7 count++;
8 end
9 cv=B· Round(B−1t); // B is the basis matrix of L
10 return cv;
2.4 Quantum operators and some quantum algorithms
In this paper we use the Dirac ket-bra notation. A qubit is a unit vector in C2 with two
(ordered) basis vectors {|0〉, |1〉}. I =
[
1 0
0 1
]
, X =
[
0 1
1 0
]
, Z =
[
1 0
0 −1
]
, and Y = iXZ are
the Pauli Matrices. A universal set of gates is
H =
1√
2
[
1 1
1 −1
]
, S =
[
1 0
0 i
]
, T = eipi/8
[
e−ipi/8 0
0 eipi/8
]
,
CNOT = |0〉〈0| ⊗ I + |1〉〈1| ⊗X.
We will use a three-qubit gate, the Toffoli gate, defined by
Toffoli|a〉|b〉|c〉 =
{
|a〉|b〉|1⊕ c〉, if a = b = 1;
|a〉|b〉|c〉, otherwise,
for a, b, c ∈ {0, 1}. Toffoli gate can be efficiently decomposed into CNOT,H, S, and T
gates [42] and hence it is considered as an elementary quantum gate in this paper. In par-
ticular, Toffoli gate together with ancilla preparation are universal for classical computation:
It is easy to see that a NAND gate can be implemented by a Toffoli gate: Toffoli|a〉|b〉|1〉 =
|a〉|b〉|NAND(a, b)〉, where NAND(a, b) = 0, if (a, b) = (1, 1), and NAND(a, b) = 1, otherwise.
Definition 7 (Search problem) Suppose we have a set of objects named {1, 2, . . . , N}, of
which some are targets. Suppose O is an oracle that identifies the targets. The goal of a
search problem is to find a target i ∈ {1, 2, . . . , N} by making queries to the oracle O.
A search problem is called a unique search problem if there is only one target, and an
unknown target search problem if at least a target exists but the number of targets is unknown.
Grover provided a quantum algorithm, that solves a unique search problem with O(
√
N)
queries [18]. When the number of targets is unknown, Brassard et al. provided a modified
Grover algorithm that solves the search problem with O(
√
N) queries [43], which is of the
same order as the query complexity of the Grover search. In general, we will simply call these
algorithms by Grover search.
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Theorem 6 [Grover search] Suppose we have an unknown target search problem with
objects {1, 2, . . . , N} and a quantum oracle O : CN → CN such that O|i〉 = −|i〉 if i is a
target, and O|i〉 = |i〉, otherwise. Then there exists a quantum algorithm that solves the
unknown target search problem with probability at least 1/2 and it needs O(
√
N) queries to O.
Durr and Hoyer found that the Grover search can be used to find, in an unsorted table of
N values, the index that corresponds to the minimum with only O(
√
N) queries [44].
Theorem 7 Let T [1, 2, . . . , N ] be an unsorted table of N items, each holding a value from
an ordered set. Suppose we have a quantum oracle O such that O|i〉|0〉 = |i〉|T [i]〉. Then
there exists a quantum algorithm that finds the index y such that T [y] is the minimum with
probability at least 1/2 and it needs O(
√
N) queries to O.
3 Enumeration Algorithm and BDDP Oracle
In this section we will introduce a classical algorithm Enum that makes a list of the lattice
points within a specified distance (called enumeration radius) to a target vector. Thus we
can use Enum to solve SVP by choosing a suitable enumeration radius. In Section 3.1, we
will give the algorithm Enum, which is built on a classical oracle BDD. To reduce the time
complexity, in Section 3.2, we will construct a BDDP solver, which is a BDD solver with
preprocessing, and analyze the total time complexity and space complexity. We conclude
in Section 3.3 with a classical algorithm EnumP for SVP with time complexity O(22.0478n)
and space complexity O(2n/2). To the best of our knowledge, the space complexity of our
algorithm EnumP is more efficient than other single exponential time classical algorithms.
(See Table 1 for a comparison.)
3.1 Enumeration Algorithm Enum
Given a lattice L ⊂ Rn, a target vector t ∈ Rn, and a parameter δ, we would like to find
all the lattice points within distance δ to t. If this can be done, SVP can be reduced to an
enumeration problem: make a list of lattice points that are within distance δ > λ1(L) to the
origin and then find the shortest vector in the list. It may be difficult to generate the list at
a first glance, since there are countably infinite lattice points. However, inspired by Kirchner
and Fouque’s lattice enumeration algorithm [38], we find that it suffices to consider only a
finite number of lattice points by using the properties of BDD oracle.
Lemma 1 Consider a lattice L ⊂ Rn, 0.5 > α = α(L) > 0, and t ∈ Rn, satisfying dist(L, t) <
αλ1(L). Suppose BDDα is an α-BDD oracle. Let p be an integer such that pα ≥ 1. Then we
have
y = (y mod pL)− p · BDDα
(
L,
(
y
p
mod L
)
− t
p
)
(2)
for any y ∈ Rn such that ‖y − t‖ < pαλ1(L), where pL is defined in (1).
Proof. An α-BDD oracle BDDα with α < 0.5 will have the following properties:
BDDα(L, t+ x) =BDDα(L, t) + x (3)
BDDα(pL, pt) =p · BDDα(L, t), (4)
for any x ∈ L, and t ∈ Rn such that dist(L, t) < αλ1(L). First we prove (3). For t ∈ Rn
satisfying dist(L, t) < αλ1(L) < 0.5λ1(L), BDDα(L, t) returns a unique valid lattice point v
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that satisfies ‖v− t‖ = dist(L, t). By definition, we know dist(L, t) = min
x∈L
‖x− t‖ = min
x′∈L
‖x′−
t + a‖ = dist(L, t + a) < αλ1(L) < 0.5λ1(L) for any a ∈ L. Then we know BDDα(L, t + a)
returns a unique valid lattice point v′, which satisfies ‖v′−t+a‖ = dist(L, t+a) = dist(L, t) =
‖v − t‖, which implies Equation (3).
As for (4), suppose dist(pL, pt) ≤ αλ1(pL) < 0.5pλ1(L). Then BDDα(pL, pt) returns a
unique valid lattice point w. Also dist(pL, pt) = min
x∈pL
‖x−pt‖ = p·min
x′∈L
‖x′−t‖ = p·dist(L, t) ≤
pαλ1(L) < 0.5pλ1(L). Therefore BDDα(L, t) returns a unique valid output w
′ ∈ L satisfying
p · dist(L, t) = ‖pw′ − pt‖ = dist(pL, pt), which implies Equation (4).
Now we prove Equation (2). Suppose y ∈ Rn and ‖y − t‖ < pαλ1(L) < 0.5pλ1(L). By
definition,
0 = BDDα(pL, y − t)
= BDDα (pL, (y − (y mod pL)) + (y mod pL)− t)
(a)
= BDDα(pL, (y mod pL)− t) + y − (y mod pL)
(b)
= p · BDDα(L, (y
p
mod L)− t
p
) + y − (y mod pL),
where (a) is by (3) and (b) is by (4).
Therefore, y = (y mod pL)− p · BDDα(L, (yp mod L)− tp ) ..
Remark: According to the above lemma, we can enumerate the lattice points within
distance pαλ1(L) to the origin by checking the lattice points of the coset leaders in L/pL with
the help of an α-BDD oracle, where pα ≥ 1. More precisely, if y′ = y + b for b ∈ pL, then
BDDα(pL, y
′ − t) = BDDα(pL, y − t) + b by (3). Also |L/pL| = pn, so at most pn queries to
the α-BDD oracle are needed.
Therefore, we have Algorithm Enum defined in Algorithm 2.
Theorem 8 (Algorithm Enum) Given a lattice L ⊂ Rn with basis matrix B, a target
vector t ∈ Rn, an α-BDD oracle BDDα with α < 0.5, and an integer scalar p such that pα > 1,
Enum defined in Algorithm 2 collects all lattice points within distance pαλ1(L) to t (and some
other lattice points).
Proof. It suffices to show that for any lattice point y ∈ L satisfying ‖y − t‖ < pαλ1(L),
there exists s ∈ Znp such that y = −p · BDDα(L, Bs−tp ) + Bs. Suppose y ∈ L such that
‖y − t‖ < pαλ1(L). By Lemma 1, we have
y = (y mod pL)− p · BDDα(L, (y
p
mod L)− t
p
).
Since (y mod pL) can be represented by Bs for some s ∈ Znp , we can rewrite the above
equation as
y = −p · BDDα(L, Bs− t
p
) + Bs,
and there we can using points in L/pL to compute all lattice points close enough to t .
Note that the list generated in Theorem 8 may contain lattice points whose distance to t
is greater than pαλ1(L).
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Algorithm 2: The enumeration algorithm Enum(L(B), t, p, BDDα)
input : lattice L, basis matrix B, target vector t, scalar p, BDD oracle BDDα
output: A set of vectors OUTPUT that contains the lattice points within distance
pαλ1(L) to t
1 Initialize: OUTPUT=null array;
2 for all s ∈ Znp do
3 OUTPUT[s]=−p · BDDα(L, Bs−tp ) + Bs;
4 end
5 return OUTPUT;
3.2 Constructing a 0.391-BDD solver
In this subsection, we will construct an α-BDD solver with preprocessing for some 1/3 ≤ α <
1/2. Recall that the algorithm Enum makes d 1αen queries to an α-BDD oracle BDDα if p is
chosen to be d 1αe. Then using the algorithm Enum to solve SVP will take time O(Bα · d 1αen),
where Bα is the running time of BDDα.
Now we determine how small alpha can be. Aggarwal et al. have the following reduction
from α-BDD to DGS:
Theorem 9 [45, Theorem 7.3] For any  ∈ (0, 1/200), let
α(L) ≡
√
log(1/)/pi − o(1)
2η(L∗)λ1(L)
.
Then there exists a reduction from α-BDD to 12 -DGS
m
η(L∗), where m = O (n log(1/)/
√
).
The reduction, which preserves the dimension, makes a single query to the DGS oracle, and
runs in time m · poly(n).
By Theorem 9, we know the quality of DGS will determine how many arithmetic operations
we need to compute the periodic Gaussian function and how large α(L) we have. Aggarwal
et al. proposed a construction of DGS in [45].
Theorem 10 [45, Theorem 5.11] For a lattice L ⊂ Rn, let σ(L) = √2 · η1/2(L). Then
there exists an algorithm that solves exp(−Ω(κ))-DGS2n/2σ in time 2
n
2 +polylog(κ)+o(n) with space
O(2n/2) for any κ ≥ Ω(n).
Basically, their idea is to sample O(2n/2) vectors from DL,σ. We will use their DGS solver
with s = σ+o(1) in our algorithm and the above theorem states that we can prepare O(2n/2)
vectors from DL,σ in time O(2
n/2) when s >
√
2 · η1/2(L).
Suppose we have O(2n/2) discrete Gaussian samples with standard deviation greater than
or equal to
√
2 · η1/2(L∗) for any L∗ ⊂ Rn. Now we want to construct a (1/3)-BDD solver (or
above) to solve SVP by using Theorem 9, so we need to give a lower bound for α(L) of a BDD
oracle on condition that the standard deviation of discrete Gaussian samples is
√
2 · η1/2(L).
The following lemma provides a relation between the smoothing parameter η(L
∗) and λ1(L):
Lemma 2 [45, Lemma 6.1] For any lattice L ⊂ Rn and  ∈ (0, 1), if  > (e/β2 + o(1))−n2 ,
where β = 20.401, we have√
log(1/)
pi
< λ1(L)η(L
∗) <
√
β2n
2pie
· −1/n · (1 + o(1)), (5)
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and if  ≤ (e/β2 + o(1))−n2 , we have√
log(1/)
pi
< λ1(L)η(L
∗) <
√
log(1/) + n log β + o(n)
pi
. (6)
We know that we can have an α-BDD oracle from Algorithm 1 with α as large as 0.5− o(1).
This is because the largest decoding distance is, by Theorem 9, (
√
log(1/)/pi − o(1))/2η(L∗),
which is less than λ1/2 by Lemma 2. Hence p ≥ 3 and at least 3n queries to the BDD oracle
are necessary to solve SVP.
Furthermore, the smaller α of BDD is, the fewer arithmetic operations we need. Therefore
we want to make α close to 1/3. We will use Lemma 2 to give a lower bound for the parameter
α in Theorem 9. The other parameter of our concern is η(L
∗) because in Theorem 9 one
can solve α(L)-BDD with preprocessed discrete Gaussian samples from DL∗,η(L∗). To apply
Theorem 10 for DGS, we choose s = η(L
∗), which satisfies η(L∗) >
√
2η 1
2
(L∗). Then we
obtain the the following corollary.
Corollary 1 Let  = e−(β
2/e+o(1))n, where β = 20.401. Then there exists an algorithm that
solves exp(−Ω(κ))-DGS2
n
2
η(L∗) in time 2
n
2 +polylog(κ)+o(n) for any κ ≥ Ω(n).
Proof. Let ′ = e−(β
2/e+o(1))n. We now try to prove η′(L
∗) >
√
2η 1
2
(L∗). First when
 = 1/2 > (e/β2 + o(1))−
n
2 , by the right inequality of (5) we have:
√
2η1/2(L
∗) <
1
λ1(L)
·
√
β2n
pie
· −1/n · (1 + o(1)).
As for  = ′ < (e/β2 + o(1))−
n
2 , we use the left inequality of (6) to have:
η′(L
∗) >
√
log(1/′)
pi
· 1
λ1(L)
=
√
(β2/e+ o(1))n
pi
· 1
λ1(L)
.
Hence we know η(L
∗) >
√
(β2/e+o(1)))n
pi · 1λ1(L) >
√
2η1/2(L
∗). Then by Theorem 10 we
complete the proof. . Therefore, combining corollary 1 and theorem 9, we derive the
following result.
Corollary 2 Let β = 20.401 and  = e−(β
2/e+o(1))n. There exists an algorithm that solves
α-BDD in time O(e(β
2/2e+o(1))n + 20.5n+o(n)) = O(20.5n+o(n)) and in space O(20.5n) for α =
0.391.
Proof. Let α(L) ≡
√
log(1/)/pi−o(1)
2η(L∗)λ1(L)
and  = e−(β
2/e+o(1))n. By Lemma 2, for any  ≤
(e/β2 + o(1))−
n
2 we have:
1
η(L∗)
>
√
pi
log(1/) + n log β + o(n)
· λ1(L),
put it in α(L) we have
α(L) >
1
2
√
log(1/)− o(1)
log(1/) + n log β + o(n)
.
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Hence by Theorem 9, once we have O(e(β
2/2e+o(1)))n) samples from DL∗,η(L∗), then we solves
α-BDD in time O(e(β
2/2e+o(1))n) for
α ≡ 1
2
√
log(1/)
log(1/) + 0.401n+ o(n)
> 0.391− o(1),
which proves the corollary .
Though we need a 1/3-BDD oracle to solve SVP by Algorithm 2 with 3n queries, however
when we choose the corresponding  to have a 1/3-BDD solver, the smoothing parameter
η(L∗) cannot be proven that it is greater than
√
2 · η1/2. Hence we choose the smoothing
parameter η(L
∗) in Theorem 9 with  that is derived in Corollary 1, and then we have a
0.391-BDD oracle, which can be built in time O(e(β
2/2e+o(1))n + 2n/2) = O(20.5n+o(n)). Note
that 0.391 > 1/3 fits in our Algorithm 2 for finding the shortest vector in a lattice L.
3.3 Classical SVP Algorithm EnumP
In this subsection, we will explicitly show how to solve SVP by our algorithm EnumP. In the
last subsection, we show that one can build a 0.391-BDD oracle in time O(20.5n). In fact, the
discrete Gaussian samples can be reused for another execution of the BDD oracle. Therefore,
we can reduce the time complexity by preparing these discrete Gaussian samples in advance.
We define BDD with preprocessing as follows:
Definition 8 For α = α(n) < 1/2, the search problem with preprocessing α-BDDP is defined
as follows: The problem contains two phase, preprocessing phase and query phase. The input
to the preprocessing phase is a basis B for a lattice L ⊂ Rn, and the output to the preprocessing
phase is an advice string A. In the query phase the inputs are a vector t ∈ Rn and the advise
string A from the preprocessing process. Then α-BDDP is the problem of solving α-BDD with
preprocessing. Only on the running time in the query phase matters and the preprocessing
phase may take arbitrary time.
Consider Algorithm 1. In the preprocessing phase, several samples are prepared ac-
cording to a specific discrete Gaussian distribution on the dual space; in the query phase
fW (t) ≡ 1N
N∑
i=1
cos(2pi〈wi, t〉) is used to approximate the periodic Gaussian function, and gra-
dient ascent is conducted on the periodic Gaussian to construct a BDD solver. Therefore,
the 0.391-BDDP solver takes time O(20.4628n) when DGS is prepared in advance, while a full
0.391-BDD solver takes time 20.5n+o(n). Hence we have the following corollary.
Corollary 3 Let β = 20.401 and  = e−(β
2/e+o(1))n. There exists an algorithm that solves
α-BDDP in time O(e(β
2/2e+o(1))n) for α = 0.391. The preprocessing algorithm generates
O(e(β
2/2e))n) samples from DL∗,η(L∗).
Combining Theorem 8 and Corollary 3, we then have a classical algorithm EnumP in
Algorithm 3 for SVP.
Theorem 11 There exists a classical probabilistic algorithm that solves SVP with prob-
ability 1 − 2−Ω(n) in time O(e(β2/2e+o(1))n · 3n) = 22.0478n+o(n) with space 2n/2+o(n), where
β = 20.401.
Proof. Consider EnumP. For a lattice L ⊂ Rn, Corollary 3 provides a 0.391-BDDP
algorithm in time O(e(β
2/2e+o(1))n). By Theorem 8, we can enumerate all the lattice points
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Algorithm 3: The algorithm EnumP that solves SVP
input : lattice L(B)
output: shortest vector sv
1 Initialize:  = 2−(β
2/e+o(1))n, sv=inf;
2 Preprocessing: O(2n/2) discrete Gaussian samplings from DL∗,η ; // Corollary 1.
3 for all s ∈ Zn3 do
4 if sv > BDDP0.391(3L,Bs) + Bs and BDDP0.391(3L,Bs) + Bs 6= 0 then
5 sv = BDDP0.391(3L,Bs) + Bs; //B is the basis matrix of L
6 //A BDDP algorithm needs O(e(β
2/2e+o(1))n) arithmetic operations by
Corollary 3.
7 end
8 end
9 return sv;
with length less than 1.173λ1(L) by using the 0.391-BDDP algorithm 3
n times. Also by
Corollary 1 we need O(2n/2) time to prepare exp(−poly(n))-DGSO(2
n
2 )
η(L∗)
. Thus EnumP reports
a shortest vector in time O(2n/2 + 3n · e(β2/2e+o(1))n = 22.0478n+o(n) with space 2n/2+o(n) .
4 Quantum speedup for enumeration algorithm
In the previous section, we provided a classical algorithm EnumP that solves SVP in time
22.0478n+o(n). In EnumP, the lattice points of length less than 1.173λ1(L) are collected and
compared so that the shortest vector is recorded. We will adapt the classical algorithm EnumP
to a quantum version, using a modified Grover search (Theorem 6) that can find a nonzero
vector with the shortest length with high probability. We will first explain the main idea
of our quantum algorithm QSVP for solving SVP in Section 4.1. Then we will introduce
the quantum enumeration algorithm by constructing a quantum circuit Od that identifies a
lattice point with length less than dλ1. Od can be used to solve d-SVP with constant successful
probability by using 21.2553n+o(n) Toffoli gates and classical space 2n/2+o(n).
As a consequence, we can use the idea of minimum finding algorithm (Theorem 7) to solve
exact SVP by recursively using Od. A key component of Od is a filter circuit Filterd, which
will be explicitly constructed in Section 4.3. The filter circuit identifies the vectors with length
in a specific range. At the last step we will show how to recursively update Filterd with a
smaller d to implement the desired oracle operation O and consequently we can solve exact
SVP.
4.1 Main idea of QSVP
Suppose L ⊂ Rn is a lattice space with basis matrix B. Define a function fBDDP (L) : Zn3 → Rn
as:
fBDDP (L)(s) ≡ −BDDP0.391(3L,Bs) +Bs (7)
for s ∈ Zn3 , where BDDP0.391 is given in Corollary 3. Observe that in EnumP, 3n queries are
made to BDDP0.391 to compute fBDDP (L)(s) for all s ∈ Zn3 . Suppose we have a quantum
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circuit UBDDP (L) that computes fBDDP (L) defined by
UBDDP (L)|i〉|x〉 = |i〉
∣∣x⊕ ‖fBDDP (L)(i)‖〉, (8)
for i ∈ Zn3 and x ∈ Rn, where the second register has b qubits to represent fBDDP (L)(s) over
s ∈ Zn3 . Then we can prepare the superposition state
|ψ〉 = 1
3n/2
∑
i∈Zn3
|i〉|0〉
and run the circuit UBDDP (L) once to obtain
UBDDP (L)|ψ〉 = 1
3n/2
∑
i∈Zn3
|i〉∣∣‖fBDDP (L)(i)‖〉. (9)
However it is difficult to directly find one |i〉 such that its length (represented by ∣∣‖fBDDP (L)(i)‖〉)
is equal to λ1(L). This is how the quantum Grover search enters our discussion. If we can
efficiently apply the quantum Grover search to identity a target vector, then we have a desired
quantum SVP solver. Recall that the Grover search has two rotation operators: one is the
oracle operation O that reflects a state about the indices; the other is a rotation
G = H⊗m
(
2|0〉⊗m〈0|⊗m − Im
)
H⊗m (10)
about the superposition state of all solutions to the search problem, where m is the number
of qubits of the index space and Im is the identity operator on the m-qubit space. Then it
remains to construct an quantum algorithm for the oracle operation O.
4.2 Quantum enumeration algorithm
To construct O, the first step is to identify whether the length of a vector is λ1(L) or not.
However, this is difficult since we do not know the value of λ1(L) and to determine this value
is NP hard [11]. Alternatively, we construct a quantum circuit Od : C2m+a
′ → C2m+a′ :
Od|i〉|0〉⊗a
′
=
{
−|i〉|0〉⊗a′ , if λ1(L) ≤ ‖fBDDP (L)(i)‖ < d · λ1(L);
|i〉|0〉⊗a′ , otherwise, (11)
for i ∈ Zn3 , where d > 1, m ≡ n · log2 3, and a′ ∈ N is the number of ancilla qubits. Suppose
we have access to the circuit Od. Then by Theorem 6, we can solve d-SVP with O(3n/2)
uses of Od. The resulting algorithm QEnumP is illustrated in Fig. 1. (Details of QEnumP are
postponed to Algorithm 4 after we give the construction of Od.) The output of QEnumP is
an index i with λ1 ≤ ‖fBDDPL(i)‖ < dλ1. We would like to have QEnumP with an output
index that corresponds exactly to a vector with length λ1. Our method is to recursively
use the quantum circuit Od with d updated adaptively to achieve our goal. It basically
follows Theorem 7 to find a nonzero minimum over 3n indices. We will get an index i with
‖fBDDPL(i)‖ = λ1 with very high probability and use it to build the Grover search oracle O.
Now we get into the details. Our quantum circuit Od has two components. The first
one is the quantum circuit UBDDP (L) defined in (9). The quantum complexity of UBDDP (L)
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∑
i |i〉 Od
G · · ·
|0〉⊗a · · · |0〉⊗a
Repeat 3n/2, 3n/2/
√
2, · · · times
Fig. 1. Quantum algorithm that solves d-SVP, QEnumP
circuit is same as the amount of arithmetic operations we need for computing classical BDDP
oracle. By Corollary 3, we can use 20.4629n+o(n) arithmetic operations to compute BDDP0.391,
where β = 20.401. Hence we can use 20.4629n+o(n) Toffoli gates to execute the quantum
circuit BDDP with preprocessed 20.4629n+o(n) vectors that are sampled from DL∗,η(L∗), where
 = 2−(β
2/e+o(1))n.
The second component is a filter circuit defined as:
Filterd|v〉|0〉⊗a =
{
−|v〉|0〉⊗a, if λ1(L) ≤ v < d · λ1(L);
|v〉|0〉⊗a, otherwise, (12)
for a lattice L ⊂ Rn, where d > 1, v ∈ Rn, |v〉 is in a representation of appropriate dimension,
and a is the number of ancilla qubits. The circuit Filterd can filter out the candidates for
solving d-SVP. (Thus we would like to have Filterd with d close to 1 as possible.) Details of
Filterd are postponed to Section 4.3.
Then Od is defined by
Od ≡ (UBDDP (L) ⊗ Ia) · (Im ⊗ Filterd) · (UBDDP (L) ⊗ Ia)
for a lattice L ⊂ Rn. Figure 2 illustrates the components of Od. Let leni = ‖fBDDP (L)(i)‖
here. It can be checked that for i ∈ Zn3 , we have:
Od|i〉|0〉⊗b|0〉⊗a = (UBDDP (L) ⊗ Ia) · (Im ⊗ Filterd) · (UBDDP (L) ⊗ Ia)|i〉|0〉⊗b|0〉⊗a
= (UBDDP (L) ⊗ Ia) · (Im ⊗ Filterd)|i〉|leni〉|0〉⊗a
=
{
(UBDDP (L) ⊗ Ia) · (−1) · |i〉|leni〉|0〉⊗a, if λ1(L) ≤ leni < dλ1(L);
(UBDDP (L) ⊗ Ia)|i〉|leni〉|0〉⊗a, otherwise,
=
{
−|i〉|leni ⊕ leni〉|0〉⊗a, if λ1(L) ≤ leni < dλ1(L);
|i〉|leni ⊕ leni〉|0〉⊗a, otherwise,
=
{
−|i〉|0〉⊗b|0〉⊗a, if λ1(L) ≤ leni < dλ1(L);
|i〉|0〉⊗b|0〉⊗a, otherwise,
as desired.
The complete algorithm of QEnumP is given in Algorithm 4 and we explain it as follows.
Given a lattice L ⊂ Rn, we first randomly choose an index i ∈ Zn3 , and let d′ = fBDDPL(i).
Then we run Od with d = d′/λ1 as in Fig. 1. Suppose the set of indices that are marked by
Od is S ⊂ Zn3 such that ∀i ∈ S, λ1 ≤ fBDDPL(i) ≤ dλ1. An index from S is uniformly chosen
as a candidate. Then QEnumP is repeated for a total of κ times. For each time, the candidate
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Algorithm 4: Quantum algorithm for solving d-SVP, QEnumP(L(B), d′, κ)
input : lattice L(B), d′, confidence parameter κ
output: short vector length sv
1 Initialize: quantum gate UBDDP (L);
2 Initialize: quantum gate Filterd with filter number d = d
′/λ1(L);
3 Initialize: quantum gate Od = (UBDDP (L) ⊗ Ia) · (Im ⊗ Filterd) · (UBDDP (L) ⊗ Ia);
4 Initialize: candidate.index =∅, candidate.length = inf;
5 repeat
6 T=3n/2;
7 Initialize: |ψ〉 = 1
3n/2
∑
i∈Zn3 |i〉|0〉
⊗b|0〉⊗a;
8 while T ≥ 1 do
9 outcome = measure ((G ⊗ Ia)Od)T |ψ〉 ; // outcome will be an index
10 if candidate.length > ‖fBDDP (L)(outcome)‖ then
11 candidate.length = ‖fBDDP (L)(outcome)‖ ;
12 candidate.index = outcome;
13 end
14 T =T/2;
15 end
16 until κ times;
17 if candidate.length > d′ then
18 return inf;
19 else
20 return candidate.legnth;
21 end
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|i〉
UBDDP (L) UBDDP (L)
±|i〉
|0〉⊗b
Filterd
|0〉⊗b
|0〉⊗a |0〉⊗a
Fig. 2. The quantum circuit Od.
is updated if we have a new candidate corresponding to a vector of shorter length. At the
end, we have
Pr[output i ∈ S AND fBDDP (L)(i) is shorter than half of fBDDP (L)(S)] ≥ 1− 1
2κ
, (13)
where fBDDP (L)(S) means the collection of fBDDP (L)(x) for all x ∈ S.
Now we are ready to solve exact SVP. We will use QEnumP as a subroutine in our quantum
SVP solver QSVP as shown in Algorithm 5. QEnumP will be executed with an updated smaller
d′ to find an index corresponding to a shorter vector. The process continues until that no
smaller d′ is found. Then a shortest vector will be found with high probability. Consequently,
our main theorem is as follows.
Algorithm 5: Quantum algorithm for solving SVP, QSVP(L,κ)
input : lattice L(B), confidence parameter κ
output: shortest vector length sv
1 Initialize: d′ = fBDDP (L)(i) for some i ∈ Zn3 ;
2 Initialize: timer = 0;
3 while true do
4 if QEnumP(L(B), d′, κ) != inf and timer ≤ κ · n log2 3 then
5 d′ =
∥∥fBDDP (L) (QEnumP(L(B), d′, κ))∥∥;
6 else
7 return d′;
8 end
9 end
Theorem 12 There is a quantum algorithm that solves SVP with probability 1−eΩ(n) us-
ing O(ne(β
2/2e+o(1))n ·3n/2) = 21.2553n+o(n) elementary quantum gates, classic space 2n/2+o(n)
and poly(n) qubits, where β = 20.401.
Proof. Suppose we have a lattice L ⊂ Rn. By Algorithm 3 and Theorem 11, we
know there exists a shortest vector fBDDP (L)(s) for some s ∈ Zn3 . In QSVP, initially we
choose an index s ∈ Zn3 at uniform to compute d = fBDDP (L)(s) and use it to run the
corresponding algorithm Od, where dλ1(L) = d′. Once we have Od then we can solve d-SVP
with O(3n/2) queries to Od in the subroutine QEnumP. Then we recursively update d′ in
Od gate. By Eq. (13), for each d′, the solution set shrinks at least by half with probability
1 − 2−κ. Therefore d′ is updated for n log2 3 times, and the probability that QSVP finds an
index corresponding to λ1(L) is (1− 2−κ)n log2 3 > 12 by choosing κ = Ω(n).
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The total complexity of QSVP is therefore O(3n/2) times the complexity of Od′ . The
complexity of Od is the sum of the complexity of UBDDP (L) and Filterd. By Corollary 3,
Corollary 1, we can build a 0.39-BDDP solver in time O(2n/2) by using O(e(β
2/2e+o(1))n)
Toffoli gates and 2n/2+o(n) classic space. Also Filterd can be built by using only O(1) Toffili
gates and O(1) X gates (see Fig. 3). Hence the overall complexity of Od is O(e(β2/2e+o(1))n)
Toffili gates and O(1) X gates. As a result, we can solve SVP with probability 1 − eΩ(n) by
QSVP with 21.2553n+o(n) Toffoli gates, 2n/2+o(n) classic space, and poly(n) qubits .
4.3 Filterd
Now we discuss how to construct the circuit for Filterd for some d > 1. Let L ⊂ Rn be a
lattice. Let c = dλ1.
We will use a binary representation for ‖fBDDPL(i)‖ for all i ∈ Zn3 . Suppose c is repre-
sented by |0〉⊗(l−1)|1〉|0〉⊗k. Then for v < c, v is represented by |0〉⊗l|b〉 for some b ∈ Zk2 , and
for v > c, v is represented by |a〉|b′〉 for some b′ ∈ Zk2 and a ∈ Zl2 \ {0}. So l and k determine
the precision of this representation.
We want Filterd to mark a quantum state |a′〉 with a phase −1 if it corresponds to value
a such that λ1 ≤ a < c. The resulting circuit is shown in Fig. 2, which can be efficiently
constructed by using O(l + k) Toffoli gates and O(l) X gates. Note that the l-qubit control-
NOT gate applies an X to the target qubit when the l control qubits are all |1〉. Similarly, the
l+ k-qubit control-control-NOT gate applies an X to the target qubit when the l+ k control
qubits are all |0〉.
Filterd takes only O(l + k) Toffoli gates and X gates to construct. the dimension of n
will asymptotically increase to infinite and we can consider l and k constant when comparing
them to the dimension of n. Hence we only need O(1) Toffoli gates to construct Filterd.
|vmost〉 /l X⊗l • • X⊗l |v′most〉
|vleast〉 /k |v′least〉
|0〉 X X • X X |0〉
|−〉 X X X |−〉
Fig. 3. Filterd, note |vmost〉 (|vleast〉) denotes the l-most (k-least) significant qubits.
5 Conclusion and Open Problems
Since the Rivest-Shamir-Adleman (RSA) cryptosystem will be insecure against quantum at-
tack in the future, it is desired to find candidates of post-quantum cryptosystems. Several
cryptographic tools are constructed from lattice problems such as SVP or CVP, which are
believed to be quantum resistant. In this paper, we proposed classical and quantum algo-
rithms for solving SVP with less space complexity. We constructed the enumeration algo-
rithm EnumP, which leads to a classical SVP solver that runs in time 22.0478n+o(n) with space
2n/2+o(n). The classical SVP solver can be adapted to a quantum one that runs in time
21.2553n+o(n) and requires classical space 2n/2+o(n) and only poly(n) qubits.
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One would like to know whether a space-time tradeoff is possible in our scheme. More
explicitly, can we use a little more space so that the time complexity can be reduced? Un-
fortunately, the answer is no. As mentioned in Section 3.2, an α-BDD oracle from discrete
Gaussian sampling can have α as high as 0.5− o(1) and the search space is at least 3n, which
implies the query complexity for Grover search is at least O(30.5n). In addition, there is no
space-time tradeoff in Theorem 10 to generate discrete Gaussian distribution. If we choose a
smaller α, instead of α = 1/3, the BDD oracle, whose time complexity is dominated by the
preparation of discrete Gaussian distribution, still needs O(2n/2) time.
Nevertheless, it is still possible to further reduce the time complexity of our Algorithms 3
and 5 by providing a more efficient method for discrete Gaussian sampling. Recall that
in Corollary 1, O(2n/2) vectors are sampled in time O(2n/2) from DL∗,η(L∗) with  =
e−(2
0.802/e+o(1))n and then used to construct a 0.391-BDDP solver. Clearly we only need
a 1/3-BDDP oracle to solve SVP by using EnumP (Algorithm 3). To construct a 1/3-BDDP
oracle, we only need 20.1604n+o(n) vectors from DL∗,η(L∗) with  = 2
−0.3208n by Theorem 9
and Theorem 10. However, η(L
∗) is not greater than σ(L) and Theorem 10 cannot be ap-
plied. Once we can sample 20.1604n vectors from DL∗,η(L∗) with  = 2
−0.3208n in O(20.9594n),
then our Algorithm 3 EnumP can be improved to solve SVP in time 21.7584n+o(n) and our
Algorithm 5 QSVP can potentially find the shortest vector in time 20.9594n+o(n).
As for heuristic algorithms for SVP, Laarhoven et al. conducted a systematic study on
using quantum search to speed up several existing heuristic algorithms and they had a heuristic
quantum SVP solver with time and space complexity both 20.265n. We wonder if other
quantum algorithms or techniques can be exploited for heuristic algorithms as well. However,
it is not clear whether we can add any heuristic assumption in our algorithms.
References
1. P. W. Shor, “Polynomial-time algorithms for prime factorization and discrete logarithms on a
quantum computer,” SIAM J. Comput., vol. 26, no. 5, pp. 1484–1509, Oct. 1997. [Online].
Available: http://dx.doi.org/10.1137/S0097539795293172
2. M. Ajtai, “Generating hard instances of lattice problems (extended abstract),” in Proceedings of
the Twenty-eighth Annual ACM Symposium on Theory of Computing, ser. STOC ’96. New York,
NY, USA: ACM, 1996, pp. 99–108. [Online]. Available: http://doi.acm.org/10.1145/237814.237838
3. D. Micciancio and O. Regev, “Worst-case to average-case reductions based on Gaussian
measures,” SIAM J. Comput., vol. 37, no. 1, pp. 267–302, Apr. 2007. [Online]. Available:
http://dx.doi.org/10.1137/S0097539705447360
4. O. Regev, “On lattices, learning with errors, random linear codes, and cryptography,”
in Proceedings of the Thirty-seventh Annual ACM Symposium on Theory of Computing,
ser. STOC ’05. New York, NY, USA: ACM, 2005, pp. 84–93. [Online]. Available:
http://doi.acm.org/10.1145/1060590.1060603
5. ——, “Lattice-based cryptography,” in Proceedings of the 26th Annual International Conference
on Advances in Cryptology, ser. CRYPTO’06. Berlin, Heidelberg: Springer-Verlag, 2006, pp.
131–141.
6. C. Gentry, “Fully homomorphic encryption using ideal lattices,” in Proceedings of the Forty-first
Annual ACM Symposium on Theory of Computing, ser. STOC ’09. New York, NY, USA: ACM,
2009, pp. 169–178. [Online]. Available: http://doi.acm.org/10.1145/1536414.1536440
7. O. Regev, “Lecture 8: 2O(n)-time algorithm for SVP,” Lecture note of Lattices in
Computer Science,” 2004, pp. 1–4. [Online]. Available: http://cims.nyu.edu/$\sim$regev/
teaching/lattices fall 2004.
Y. Chen, K.-M.Chung, and C.-Y. Lai 21
8. M. Ajtai, “The shortest vector problem in l2 is NP-hard for randomized reductions
(extended abstract),” in Proceedings of the Thirtieth Annual ACM Symposium on Theory of
Computing, ser. STOC ’98. New York, NY, USA: ACM, 1998, pp. 10–19. [Online]. Available:
http://doi.acm.org/10.1145/276698.276705
9. I. Dinur, “Approximating SVP∞ to within almost-polynomial factors is NP-hard,” in
Proceedings of the 4th Italian Conference on Algorithms and Complexity, ser. CIAC
’00. London, UK, UK: Springer-Verlag, 2000, pp. 263–276. [Online]. Available: http:
//dl.acm.org/citation.cfm?id=648257.752906
10. S. Khot, “Hardness of approximating the shortest vector problem in lattices,” J. ACM, vol. 52,
no. 5, pp. 789–808, Sep. 2005. [Online]. Available: http://doi.acm.org/10.1145/1089023.1089027
11. I. Haviv and O. Regev, “Tensor-based hardness of the shortest vector problem to within almost
polynomial factors,” in Proceedings of the Thirty-ninth Annual ACM Symposium on Theory of
Computing, ser. STOC ’07. New York, NY, USA: ACM, 2007, pp. 469–477. [Online]. Available:
http://doi.acm.org/10.1145/1250790.1250859
12. D. Micciancio, “The shortest vector in a lattice is hard to approximate to within some
constant,” SIAM J. Comput., vol. 30, no. 6, pp. 2008–2035, Dec. 2001. [Online]. Available:
http://dx.doi.org/10.1137/S0097539700373039
13. D. Aharonov and O. Regev, “Lattice problems in NP ∩ coNP,” J. ACM, vol. 52, no. 5, pp.
749–765, Sep. 2005. [Online]. Available: http://doi.acm.org/10.1145/1089023.1089025
14. A. K. Lenstra, H. W. Lenstra, and L. Lovasz, “Factoring polynomials with rational
coefficients,” Mathematische Annalen 261.4, pp. 515–534, 1982. [Online]. Available: http:
//web.cs.elte.hu/∼lovasz/scans/lll.pdf
15. C. P. Schnorr and M. Euchner, “Lattice basis reduction: Improved practical algorithms and
solving subset sum problems,” Math. Program., vol. 66, no. 2, pp. 181–199, Sep. 1994. [Online].
Available: http://dx.doi.org/10.1007/BF01581144
16. D. Micciancio and P. Voulgaris, “A deterministic single exponential time algorithm for most
lattice problems based on Voronoi cell computations,” SIAM Journal on Computing 42.3, pp.
1364–1391, 2013. [Online]. Available: http://doi.acm.org/10.1145/1806689.1806739
17. D. Aggarwal, D. Dadush, O. Regev, and N. Stephens-Davidowitz, “Solving the shortest
vector problem in 2n time via discrete Gaussian sampling,” Proceedings of the forty-seventh
Annual ACM symposium on Theory of computing, pp. 733–742, 2014. [Online]. Available:
http://arxiv.org/abs/1412.7994
18. L. K. Grover, “A fast quantum mechanical algorithm for database search,” in Proceedings of
the twenty-eighth Annual ACM symposium on Theory of computing, pp. 212–219, 1996. [Online].
Available: http://doi.acm.org/10.1145/237814.237866
19. T. Laarhoven, M. Mosca, and J. Pol, “Finding shortest lattice vectors faster using quantum
search,” Des. Codes Cryptography, vol. 77, no. 2-3, pp. 375–400, Dec. 2015. [Online]. Available:
http://dx.doi.org/10.1007/s10623-015-0067-5
20. D. Micciancio and M. Walter, “Fast lattice point enumeration with minimal overhead,” in
Proceedings of the Twenty-sixth Annual ACM-SIAM Symposium on Discrete Algorithms, ser.
SODA ’15. Philadelphia, PA, USA: Society for Industrial and Applied Mathematics, 2015, pp.
276–294. [Online]. Available: http://dl.acm.org/citation.cfm?id=2722129.2722150
21. R. Kannan, “Improved algorithms for integer programming and related lattice problems,”
in Proceedings of the Fifteenth Annual ACM Symposium on Theory of Computing,
ser. STOC ’83. New York, NY, USA: ACM, 1983, pp. 193–206. [Online]. Available:
http://doi.acm.org/10.1145/800061.808749
22. B. Helfrich, “Algorithms to construct Minkowski reduced and Hermite reduced lattice
bases,” Theor. Comput. Sci., vol. 41, no. 2-3, pp. 125–139, Dec. 1985. [Online]. Available:
http://dl.acm.org/citation.cfm?id=6566.6567
23. M. Ajtai, R. Kumar, and D. Sivakumar, “A sieve algorithm for the shortest lattice vector
problem,” in Proceedings of the Thirty-third Annual ACM Symposium on Theory of Computing,
ser. STOC ’01. New York, NY, USA: ACM, 2001, pp. 601–610. [Online]. Available:
22 Space-efficient Classical and Quantum Algorithms for the Shortest Vector Problem
http://doi.acm.org/10.1145/380752.380857
24. G. Hanrot and D. Stehle´, “Improved analysis of Kannan’s shortest lattice vector algorithm,” in
Proceedings of the Annual International Cryptology Conference, pp. 170–186. Springer, Berlin,
Heidelberg, 2007. [Online]. Available: http://arxiv.org/abs/0705.0965
25. X. Pujol and D. Stehle, “Solving the shortest lattice vector problem in time 22.465n,” Cryptology
ePrint Archive, Report 2009/605, 2009, https://eprint.iacr.org/2009/605.
26. G. Herold, K. Elena, and T. Laarhoven, “Speed-ups and time–memory trade-offs for tuple lattice
sieving,” IACR-PKC-2018, https://eprint.iacr.org/2017/1228.
27. A. Barenco, C. H. Bennett, R. Cleve, D. P. DiVincenzo, N. Margolus, P. Shor, T. Sleator, J. A.
Smolin, and H. Weinfurter, “Elementary gates for quantum computation,” Phys. Rev. A, vol. 52,
pp. 3457–3467, Nov 1995. [Online]. Available: https://link.aps.org/doi/10.1103/PhysRevA.52.
3457
28. P. Q. Nguyen and T. Vidick, “Sieve algorithms for the shortest vector problem are practical,”
Journal of Mathematical Cryptology, vol. 2, no. 2, 2008, pp. 181–207.
29. D. Micciancio and P. Voulgaris, “Faster exponential time algorithms for the shortest vector
problem,” in Proceedings of the Twenty-first Annual ACM-SIAM Symposium on Discrete
Algorithms, ser. SODA ’10. Philadelphia, PA, USA: Society for Industrial and Applied
Mathematics, 2010, pp. 1468–1480. [Online]. Available: http://dl.acm.org/citation.cfm?id=
1873601.1873720
30. H. Minkowski, “Ueber die positiven quadratischen formen und u¨ber kettenbrucha¨hnliche algorith-
men,” Journal fu¨r die reine und angewandte Mathematik, vol. 107,1891, pp. 278–297.
31. C. Ludwig, “A faster lattice reduction method using quantum search,” in Proceedings of Interna-
tional Symposium on Algorithms and Computation, pp. 199–208, 2003. Springer, Berlin, Heidel-
berg.
32. J. Buchmann and C. Ludwig, “Practical lattice basis sampling reduction,” in Proceedings of Inter-
national Algorithmic Number Theory Symposium, pp. 222–237, 2006. Springer, Berlin, Heidelberg.
33. S. Bai, T. Laarhoven, and D. Stehle´, “Tuple lattice sieving,” LMS Journal of Computation and
Mathematics, vol. 19, no. A, 2016, pp. 146–162.
34. A. Becker, L. Ducas, N. Gama, and T. Laarhoven, “New directions in nearest neighbor
searching with applications to lattice sieving,” in Proceedings of the Twenty-seventh Annual
ACM-SIAM Symposium on Discrete Algorithms, ser. SODA ’16. Philadelphia, PA, USA:
Society for Industrial and Applied Mathematics, 2016, pp. 10–24. [Online]. Available:
http://dl.acm.org/citation.cfm?id=2884435.2884437
35. T. Laarhoven, “Search problems in cryptography,” Ph.D. dissertation, Eindhoven University of
Technology, Eindhoven, 2015.
36. R. Kannan, “Minkowski’s convex body theorem and integer programming,” Math. Oper. Res.,
vol. 12, no. 3, pp. 415–440, Aug. 1987. [Online]. Available: http://dx.doi.org/10.1287/moor.12.3.
415
37. G. Hanrot and D. Stehle´, “Improved analysis of kannans shortest lattice vector algorithm,” Ad-
vances in Cryptology-CRYPTO 2007, pp. 170–186, 2007.
38. P. Kirchner and P.-A. Fouque, “Time-memory trade-off for lattice enumeration in a ball.” IACR
Cryptology ePrint Archive, Report2016/222, 2016.
39. O. Regev, “Lecture notes of lattices in computer science, taught at the computer science
tel aviv university.” 2009. [Online]. Available: http://cims.nyu.edu/$\sim$regev/teaching/
lattices fall 2009.
40. D. Dadush, O. Regev, and N. Stephens-Davidowitz, “On the closest vector problem with a
distance guarantee,” in Proceedings of the forty-seventh Annual ACM symposium on Theory of
computing, 2015, pp. 733–742. [Online]. Available: http://dx.doi.org/10.1109/CCC.2014.18
41. L. Babai, “On Lova´sz’ lattice reduction and the nearest lattice point problem,” Combinatorica
6.1, 1986, pp. 1–13. [Online]. Available: http://dl.acm.org/citation.cfm?id=646502.696106
42. M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information, Cambridge,
UK: Cambridge University Press, 2000.
Y. Chen, K.-M.Chung, and C.-Y. Lai 23
43. M. Boyer, G. Brassard, P. Hoyer, and A. Tapp, “Tight bounds on quantum searching,” 1996.
arXiv preprint quant-ph/9605034
44. C. Durr and P. Hoyer, “A quantum algorithm for finding the minimum,” 1996. arXiv preprint
quant-ph/9607014
45. D. Aggarwal, D. Dadush, and N. Stephens-Davidowitz, “Solving the closest vector problem in
2n time - the discrete Gaussian strikes again!” Foundations of Computer Science (FOCS), IEEE
56th Annual Symposium, 2015. [Online]. Available: http://arxiv.org/abs/1504.01995
46. D. Aggarwal and N. Stephens-Davidowitz, “Just take the average! An embarrassingly simple 2n-
time algorithm for SVP (and CVP),” 2017. arXiv preprint cs.DS/1709.01535
