SUPPLEMENTARY VIDEOS
Supplementary Video 1. Synthesized wavefield crossing the head. The wavefield from Fig. 1 , generated by a single emitter, is shown in time as it propagates across the head.
Supplementary Video 2. Transverse planes. The target, starting and recovered models from Fig. 3 are shown in three dimensions using a sequence of transverse slices.
Supplementary Video 3. Sagittal planes. The target, starting and recovered models from Fig. 3 are shown in three dimensions using a sequence of sagittal slices.
Supplementary Video 4. Coronal planes. The target, starting and recovered models from Fig. 3 are shown in three dimensions using a sequence of coronal slices.
SUPPLEMENTARY RESULTS

Effect of noise on FWI
Our in-silico conclusions are only relevant to the real world if ultrasound signals, of the intensity required for medical imaging and with the bandwidth that we use here, can be recorded with sufficient signal-to-noise ratio after propagation across the head, traversing the bones of the skull twice in the process. Two questions are relevant: how sensitive is FWI to noise, and what level of signal-to-noise can be expected for transcranial ultrasound at the frequencies required? Below, we address the first of these questions; Figs. 6 & 7, in the main text, answered the second question -observed transcranial signal-to-noise ratios in the laboratory are around 35 dB. Supplementary Fig. 1 shows the results of adding random noise to the in-silico data before subsequent inversion. Signal-to-noise noise levels in the transcranial portion of these data are about 1.8 dB or worse, when measured on the same basis as was used to describe the in-vivo and ex-vivo laboratory data in Figs. 6 & 7. Apart from the addition of noise, Supplementary  Fig. 1 is exactly analogous to Fig. 5b . Comparison of these two figures demonstrates that models recovered with and without the addition of noise are similar; even the high level of noise applied here causes only modest degradation of the reconstructed image. FWI using transcranial ultrasound is clearly robust in the presence of high levels of incoherent noise. This robustness occurs because the formalism of FWI captures only those parts of the observed data that are capable of being reproduced by application of the wave equation to a model. Most forms of noise cannot be substantially reproduced in this way, and so, while noise may slow down convergence to the correct model, the level of noise in the final model is typically much lower than the level of noise in the data.
Effect of absorption, density, anisotropy and elasticity
The modelling and inversion shown in Fig. 3 in the main text was performed without regard to anelastic absorption, density variation, anisotropy or elastic effects. Supplementary Fig. 2 shows the effects of ignoring both density and absorption during FWI. Absorption and density models for the head are shown in Supplementary Figs. 2a and 2b respectively. Here, absorption is displayed using quality factor Q, defined as 2π times the fraction of energy lost per wave cycle; lower Q values represent higher values of attenuation. Our model here assumes a linear relationship between attenuation and frequency, but it is straightforward to incorporate a more complicated relationship where appropriate. Fig. 5b presented noise-free 2D data inverted using 2D FWI. Here, we show the same data and the results of the same inversion, but after the addition of random noise to the raw data. The noise level in this test is much higher than the level of noise observed in the in-vivo and ex-vivo experiments, and the recovery of the model shows only minor degradation as a consequence of the noise. Supplementary Fig. 2c shows the model recovered by FWI assuming constant density and no attenuation when inverting simulated data that include both effects. A reasonable representation of the true wave-speed model is recovered. The principal effect of ignoring density variation is to ascribe all variation in signal amplitude to velocity variation, and this tends to exaggerate differences between locally heterogeneous regions. The principal effect of ignoring absorption and its associated velocity dispersion is to reduce the mean sound speed of the recovered model. Consequently, Supplementary Fig. 2c is slower on average than the true model, but its structure is nonetheless accurate. Ignoring both density and absorption effects during inversion is not significantly worse that ignoring either one alone. In clinical application, both of these effects can be included within the inversion -this is straightforward to achieve, but appears not to be necessary for the recovery of a simple wellresolved image. It is also possible to use FWI to invert explicitly for attenuation and other parameters [15] , and some pathologies may be more readily diagnosed using such multiparameter inversion than by use of acoustic wave speed alone.
Anisotropy in wave speed is routinely incorporated into FWI in geophysics [16] because it needs to consider crystalline, micro-fractured and finely layered materials. Other than perhaps in the skull, anisotropy in sound speed is unlikely to significantly affect ultrasound neuroimaging. Fully-anisotropic inversion for the skull is straightforward to incorporate into medical FWI, and most established 3D FWI codes will already have that capability incorporated.
Elastic mode-conversions in soft tissue are small; the skull however does have a significant shear modulus [24, 25] , and so can produce elastic effects in acoustic data. We have not yet investigated the quantitative importance of these phenomena in neuroimaging, but we do not expect them to be more significant than the effects shown in Supplementary Fig. 2c . Ultrasound sources and receivers in water do not generate or record shear waves, and elastic conversions are small close to normal incidence, which is the portion of the wavefield that is most important for FWI, both in transmission and reflection imaging. In geophysics, despite its potential importance, commercial FWI is seldom performed using the full-elastic wave equation, and the resultant models match well to in-situ direct measurements made within boreholes [15] [16] [17] . The Fullwave3D code used in this study is able to undertake anisotropic full-elastic 3D FWI, but its significant increased computational cost has not-often proven to be justified, at least in commercial geophysics.
In summary, acoustic, isotropic, constant-density, non-absorbing, three-dimensional inversion appears to be adequate for the generation of well-resolved detailed images of the brain. However, a more-complete account of the full physics during FWI, including absorption and anisotropy in bone, and elasticity in hard tissues, may help to provide a more quantitatively accurate model of physical properties, but at an increased computational cost which, at least initially, will translate into an increase in the total elapsed time required to compute the final model. Practical solutions are likely to involve simple fast acoustic inversion to form an initial image, followed optionally by more-accurate inversion using more-complete physics subsequently as circumstances require. In medical imaging, it is possible that additional physical properties recoverable by FWI will have diagnostic value advantages in special circumstances, as they do in both medical attenuation tomography [42] and in geophysics [43] . 
SUPPLEMENTARY DISCUSSION
Spatial resolution in ultrasound observations
Spatial resolution in conventional pulse-echo ultrasound sonography in the axial direction depends upon pulse duration, and in a lateral direction upon the width of the insonifying beam [20] . In the axial direction, spatial resolution refers to the minimal distance that can be distinguished between two ultrasound reflectors that are oriented perpendicular to the direction of propagation of the ultrasound beam, or equivalently that lie parallel to the scanning direction. This distance is equal to about half the spatial pulse length. The ultrasound pulse used to generate the results shown in Figs. 2 & 3 had three cycles and a dominant frequency of 400 Hz, so that the axial resolution of the corresponding pulse-echo image would have been about 5.6 mm. The highest frequency in the signal was about 850 Hz, and it is possible to damp real transducers to generate a pulse as short as two cycles. In those circumstances, and assuming a pulse in which this higher frequency dominated, the axial resolution would have been about 1.8 mm.
In directions that are lateral to the beam, spatial resolution in scanned pulse-echo images refers to the minimal distance that can be distinguished between two reflective features that are displaced perpendicular to the direction of propagation of the ultrasound beam, or equivalently that are displaced parallel to the scanning direction. This distance is equal to about that of the width of the insonifying beam at the target distance. Typical transducer systems used for pulse-echo imaging use focused beams. In such systems, the beam width first narrows with distance from the transducer, and then subsequently broadens with increasing distance as the beam diverges beyond the focal length of the system. The width of the focused beam in such a system is approximately equal to its focal length times the wavelength of the signal divided by the aperture of the focusing transducer array.
Throughout this paper, in the numerical experiment used to generate the results in Figs. 2 & 3 specifically, and in FWI generally, focused beams are not employed. However, had such a system been used, with an aperture of about 50 mm (the largest that might realistically have been used to apply pulse-echo imaging to the brain), using a focal length of about 100 mm so that it could image deep into the brain, then its lateral resolution would have been about 7.5 mm at 400 kHz and about 3.5 mm at 850 kHz.
Resolution in pulse-echo images refers to the spatial discrimination of features seen in a reflection image around the location from which the ultrasound energy is reflected. In contrast, in transmission tomography, whether inverting the delay times used by conventional time-of-flight tomography, or the waveforms used by wave-equation FWI, it is the spatial discrimination of features by their effect on the transmission properties of the wave through the medium that is relevant. For time-of-flight tomography, in order to separate two adjacent features within a model, their effect on the recorded delay times must be distinct from the effect of a single feature that represents a smooth mixture between the two adjacent features. And for FWI, the separation of two features requires that their effect on the recorded waveforms must be distinct.
For transmitted energy, a Fresnel zone represents that region of a model through which energy can travel from a source to a receiver, arriving within the same half cycle. Such energy cannot be separated in terms of its delay time, and all such energy contributes to the same time of flight. The first Fresnel zone corresponds to the region of the model through which energy travels that arrives within half a cycle the geometric ray arrival, which corresponds to the arrival time of an infinite-frequency wave travelling along an infinitesimally thin ray path. For a homogeneous model, the diameter of the first Fresnel zone at the midpoint along a path of length x is xλ , where λ is the wavelength of the signal. Since details below the scale of the first Fresnel zone do not change observed delay times, the Fresnel-zone diameter provides a limit to the spatial resolution that is obtainable by any method that uses only times of flight to determine the model [11, 22] . FWI however is not limited in this way. It seeks to match waveforms, and these are sensitive to sub-Fresnel-zone structure. In this case, it is the wavelength, not the Fresnel zone that is significant [19, 21] . Energy scattered from two objects that are separated by more than half a wavelength are distinguishable in terms of their waveforms, in at least some directions, from energy scattered from a single composite object. Provided only that the angular coverage of the target region is sufficient, the spatial resolution of transmission tomographic FWI is of the order of half the incident wavelength in all directions. In practice, sufficient angular coverage can be obtained either by locating sources and receivers at all azimuths, or by making use of multiple scattering in a highly heterogeneous medium. In the present context, FWI takes advantage of both approaches.
For neuro imaging as discussed here, the characteristic sound speed is about 1500 m/s, and the maximum frequency employed is about 850 kHz, having a wavelength of about 1.8 mm in the brain. The separation of source and receiver required for transcranial tomography is about 200 mm, giving a Fresnel-zone diameter at the centre of the head of about 19 mm. This is the resolution to be expected from conventional time-delay ultrasound computer tomography at 850 kHz, and is the reason that such tomography is not useful for brain imaging. The corresponding resolution for FWI is half the wavelength, that is about 0.9 mm. This is about 20 times better resolved in linear dimension, and about 8,000 times better resolved volumetrically. It is the reason that FWI succeeds to image the brain while time-offlight tomography cannot.
For conventional time-of-flight tomography to reach the resolution of FWI, time-of-flight tomography would need to use signals that have a Fresnel-zone diameter of about 1 mm. Such signals would require frequencies of several hundred MHz, and these lie far above the bandwidth of signals than can cross the head.
For conventional pulse-echo imaging to reach the resolution of FWI in the axial direction would require a central frequency of about 1.7 MHz using a two-cycle tone burst and about 2.5 MHz using a three-cycle burst. To reach the resolution of FWI in a lateral direction in a scanned pulse-echo image using a 50-mm aperture transducer array would require a central frequency of about 3.5 MHz, or more than eight times higher than the central frequency required by FWI.
Practical deployment
Transducer deployment and design Figure 1a shows the arrangement of sources and receivers used for the in-silico simulations. Physical ultrasound devices employing broadly this geometry are already in clinical use where they are used at high intensities for therapy rather than for imaging. There are two principal designs:
• In the most-commonly employed design [44] , a helmet containing the transducers surrounds the head, and the transducers do not directly contact the scalp. The helmet is filled with ionised bubble-free water, and a neoprene seal is used around the face and the neck so that there is no air within the system. This is essentially the design that we have simulated in-silico, and is perhaps the design most likely to be employed within hospitals.
• In an alternative design [45] , the helmet contains axially movable transducers that are pushed firmly against the scalp. In such a system, air is excluded between the transducers and the head by using sonographic gels that are widely used in conventional ultrasound imaging. We suspect that this will prove to be the more-robust and portable design for imaging outside a hospital setting.
Other possibilities for clinical deployment can be conceived, but in all cases air would be excluded between the sensors and the body. Our approach to FWI brain imaging is agnostic as to which of these systems is used, and in all probability both types will be employed as circumstance demand.
Unlike conventional pulse-echo imaging, where transducer arrays and other design features are used to generate and focus an ultrasound beam, in our application we use single transducers and no such focusing is employed or required. Ideally such transducers would act as point sources, but in practice their finite dimensions are significant, and these dimensions have to be correctly simulated during FWI; it is straightforward to do this numerically. In conventional real-time ultrasound imaging, computationally intensive postacquisition processing is not available to modify the characteristics of the transducers digitally. In contrast, during FWI, source and receiver transducer characteristics can be modified extensively during post-processing and inversion. This means that the physical transducer characteristics are less significant than they would be for pulse-echo sonographic imaging. The key parameters are their temporal bandwidth, their sensitivity, their linearity, and their spatial radiation pattern.
The transducers used in the laboratory, and simulated in the in-silico experiments, are conventional cylindrical composite piezo-electric devices, with a nominal resonant frequency of 500 kHz, damped and driven to generate a three-cycle bursts with a dominant frequency of 400 kHz. In the laboratory experiment, we used single-element unfocused Olympus 500 kHz V381 19-mm ultrasound source transducers, and used Olympus 500 kHz V301 25-mm receiver transducers though we could have used similar transducers equally effectively for both source and receiver.
Portability and speed of acquisition
Ultrasound systems are typically lightweight, low-volume and low power. Our current laboratory system, which was not designed with portability in mind, consists of a single multi-channel ultrasound recording and control system, a supporting PC and an array of sensors within a 3D-printed helmet. In total it weighs about 30 kg and consumes about 350 W. It would not be difficult to reduce those numbers significantly. A practical portable would consist of two elements: a helmet similar in size and weight to a typical motorcycle helmet, connected by a single cable to the controlling electronics which would resemble a large laptop; the total weight would likely be less than 10 kg.
The propagation of signals across the head takes less than about 200 μs. Typically these signals will reverberate for a few times that duration, so that successive sources can be safely activated about every 2 ms without compromising signal-to-noise ratios. The system uses 1024 source, each of which is activated once. Acquisition of a complete dataset therefore requires only about two seconds of elapsed time in total. In practice, it is likely to be useful to activate individual sources several times in order to add robustness and to assist transducer registration. It may also be desirable to trigger acquisition between heartbeats. With these additional considerations, data acquisition will still be complete within a few tens of seconds.
With current technology, the principal bottleneck is that related to data transfer from the ultrasound system to the computer system that performs the FWI. The total, uncompressed, volume of data acquired will be about 2 GB, and with sensible data selection and compression, that volume is likely to be a few hundred MB. FWI can begin as soon as about 1% of that volume has been received, and data from all sources can be used when about 10% of it has been received. In a hospital or other well-connected location, moving this volume of data quickly is straightforward. In urban locations that are well served by mobile-phone transducers, these data volumes are unlikely to be problematic especially if these communications can prioritised. The connectivity of the world is ever accelerating, and it seems likely that moving the necessary data volumes for FWI will rapidly become feasible from an ever greater range of locations. In all locations, uplink via satellite is a feasible if costly high-speed option. In all cases, the processing power required for FWI would be accessed remotely, almost certainly in a cloud-based distributed environment.
Speed of FWI computation
FWI computer codes are sophisticated and require several features from their hardware if they are to be sufficiently fast; all those features appear to be present in the most-recent range of GPU-based servers designed for high-performance numerical computation. The devices that can achieve this currently retail at about USD100,000 each. They are 2-PetaFLOP GPUbased servers, with a total of 512 GB of GPU memory distributed across 8 GPUs, containing in total 81,920 cores, 30 TB of SSL disk and 100 Gbps InfiniBand communications.
For 3D brain FWI, propagating and storing the forward wavefield in memory, generating the residual data and back-propagating these residuals through the model, and then crosscorrelating and generating the gradient, is readily achievable for one source in less than 64 GB of memory. Our existing FWI code can readily achieve this for 3D models defined on a 500-μm grid which is adequate for inversion of signals to frequencies up to 1 MHz. We can include both anisotropy and attenuation in the forward modelling within that memory envelope if required. Our code is highly parallelised across multiple cores on each compute node, and across multiple compute nodes each of which can invert one or more sources simultaneously.
For the 3D FWI results that we show in the paper, we used about 100 sources per iteration. On each GPU server, we would invert one source on each of the eight GPU's, each of which has 64 GB of available memory. Across twelve such servers, we can therefore invert 96 sources simultaneously, storing everything in local GPU memory, with no inter-GPU communications, and with the only significant data transfer to/from the GPUs being the observed data which is passed once, and the updated model and two other entities (the local gradient and local hessian) that are the same size as the model; these are passed once per iteration. This data volume is straightforward to pass over InfiniBand on these machines. Consequently, the GPUs never encounter significant waits for external events, and the data, wavefields and models required during each iteration are readily stared within local GPU memory.
The heart of an FWI code is the numerical wave propagator, typically running on a regular cubic grid, employing high-order time-stepping finite-differences. More than 95% of the compute required for an FWI inversion is spent propagating waves through a model using that propagator, and almost the remainder is spend cross-correlating the forward and backward wavefields. Both these tasks are highly parallelised in existing FWI codes. Provided that we have sufficient memory and large on-board cache, these codes typically achieve better than 70% utilisation of the maximum theoretically available FLOPS. In the configuration that we suggest, both these conditions are met, and the scaling from CPU-based to GPU-based codes appears reasonable.
The capital cost of this system is about $1.2 million, and perhaps $2 million once it is powered, cooled and configured. Scaling of run times in the way we have suggested then gives a run time of about ten minutes for full 3D FWI to 850 kHz, and the amortised capital cost required to achieve that over three years is about $15 per FWI-run provided that the hardware is utilised, on average, about three times an hour to generate about 26,000 images per year. In practice, a time-critical medical compute centre will not ever want to run at 100% saturation in order to be sure that it always has capacity available to meet demand, so that the true amortised capital cost is consequently likely to be a few tens of dollars per FWI job.
