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Different components of the theoretical protein folding problem are evaluated critically. It is argued that: (i) as a rule, small- and medium-sized 
proteins are in the free energy minimum; (ii) long-living metastable states may either appear occasionally with growing protein size, or be selected 
by evolution for a specific function; (iii) functions discriminating against incorrect folds would fail if they were used directly in the global 
optimization, unless they approximate the true free energy accurately; (iv) surface and electrostatic free energies hould be treated separately; (v) 
conformational entropy (of side chains in particular) should be taken into account; (vi) Monte Carlo procedures considering all free energy terms 
and combining global knowledge-based random moves with local optimization have the largest potential for success. 
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1. THE THEORETICAL PROTEIN FOLDING 
PROBLEM 
Prediction of the native three-dimensional structure 
of a protein from the amino acid sequence remains an 
unsolved problem despite numerous efforts to solve it 
for more than a quarter of a century. A physical ap- 
proach to the problem in its pure form is based on the 
assumption that the native conformation corresponds 
to the structure with the lowest free energy and is thus 
in a state of thermodynamic equilibrium. This view is 
backed by in vitro observations that many proteins can 
spontaneously and successfully refold from a variety of 
denatured states [l-3]. The biological factors of in vivo 
folding, such as peptidyl-prolyl-isomerase, protein di- 
sulphide isomerase, molecular chaperonins and translo- 
cation control, clearly influence the kinetics of protein 
folding, assembly and transport [4,5] by reducing en- 
ergy barriers and protecting intermediates from aggre- 
gation, however, these facts do not invalidate the hy- 
pothesis that the native conformation corresponds to 
the global free energy minimum. 
The alternative assumption (backed by Levinthal’s 
argument [6]) is that the native state is the lowest kinet- 
ically accessible free energy minimum which is sepa- 
rated from the true global minimum by a large kinetic 
barrier (more than 25-30 kcal/mol). The first experi- 
mental evidence supporting this view has been provided 
recently [7-91. a-Lytic protease was shown to have two 
Correspondence address: B.A. Abagyan, European Molecular Biology 
Laboratory, Meyerhofstrage 1, 6900 Heidelberg, Germany. 
conformational forms, active and inactive [7]. The pro- 
tein needs a catalyst, which is normally covalently at- 
tached to it, to bypass a kinetic barrier of more than 
about 27 kcal/mol separating the intermediate metasta- 
ble conformation from its stable active form. It was also 
suggested that B-sheet rearrangements in serpins (serine 
protease inhibitors) imply the existence of a metastable 
kinetically trapped five-stranded p-sheet conformation 
which can be rearranged slowly to the thermodynami- 
cally stable six-stranded conformation [8,10]. 
These interesting observations raise two questions: (i) 
could a metastable state have all the features of the 
normal protein? and if it could, (ii) is this behaviour 
typical for all proteins? So far there is no clear experi- 
mental evidence for a positive answer to the first ques- 
tion; absence of tertiary interactions and the expanded 
radius of the inactive form of a-lytic protease were in- 
dicative of the ‘molten globule’ [11] rather than of the 
normal protein. The answer to the second question is 
definitely negative. We know that small, single-domain 
proteins do fold into their lowest energy state. Maybe 
the strongest argument in favour of the thermodynamic 
hypothesis is an evolutionary one. Indeed, protein se- 
quences have evolved under pressure to perform certain 
functions, which for most known functions requires a 
stable, unique and compact structure. It seems that 
there was no evolutionary pressure forcing all proteins 
to hide their global minimum behind a kinetic barrier, 
unless this were needed for a specific function. There- 
fore we may conclude that although the stable native- 
like kinetic intermediates, or at least kinetic blocks, may 
occur, they should be either specially discovered by ev- 
olution only for certain functions or else be random 
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(with the probability growing with the protein size). 
Having backed the theoretical formulation of the pro- 
tein folding problem as a search for the free energy 
minimum, we must immediately admit that three dec- 
ades of effort have not yet solved the problem. 
2. WHAT DO WE NEED TO FOLD A PROTEIN? 
Two major components are needed to solve the prob- 
lem theoretically. First, we should be capable of calcu- 
lating all essential terms of the free energy of a trial 
protein conformation with an accuracy sufficient o en- 
sure the uniqueness of the native conformation. Second, 
we need a procedure to locate the global minimum of 
this energy function in the giant space of conforma- 
tional possibilities using a limited number of function 
evaluations. Unfortunately, even a quick look at the 
state of both sides of the problem is enough to under- 
stand how much further work is required. 
The free energy of a protein consists of a potential 
energy in vacua (which can be evaluated using empirical 
potentials e.g. [12-14]), the free energy of solvation and 
a term proportional to the conformational entropy of 
the polypeptide. The solvation energy consists in turn 
of the electrostatic free energy [l&17] and ‘surface free 
energy’ related to hydrophobicity [18]. Whilst the vac- 
uum potential energy and its derivatives may be com- 
puted relatively easily, efficient and accurate evaluation 
of the solvation energy and the entropic term still poses 
a serious problem. This has led to the opinion that ‘the 
true Hamiltonian (energy) of a protein is so unimagina- 
bly complicated that we have neither means nor hope 
of determining it properly’ [ 191 as well as some attempts 
to obviate the difficulties. 
3. DISCRIMINATING RIGHT FROM WRONG 
OR PLATO’S MAN 
When Plato gave a popular definition, ‘Man is a two- 
legged featherless animal’, Diogenis plucked a cock, 
took it to his school and proclaimed: ‘This is Plato’s 
man!‘. After this the definition was extended by ‘with 
wide fingernails’ (Diogenis Laertis ‘Life, Teaching and 
Apophthegms of Famous Philosophers’). The obvious 
incapacity of the potential energy in vacua to replace 
the true free energy in structure prediction calculations 
led to an attempt to design functions (or extra defini- 
tions) discriminating between the native conformation 
and incorrect models [20-301. Typically these functions 
are either directly related to the missing solvation free 
energy term [20,21,3 l] or are derived from statistics of 
atomic (residue) contacts [22-271 or accessibilites [29] in 
the database of known three-dimensional structures. 
Representing only a part of the free energy (usually 
with rather low accuracy), however, does not guarantee 
(as in the Diogenis story) that no false conformations 
fitting the function may be generated, simply because it 
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is not the true free energy. The following pattern seems 
to be typical. Suppose we generate a set of misfolded 
conformations by optimizing only one part (&,,) of the 
free energy; for example, the van der Waals energy plus 
hydrogen bonding energy. Not surprisingly, the native 
conformation is not recognized since some of the mis- 
folded conformations have comparable or lower ener- 
gies, E,,,,. Now let us build a function Fdlscr which repre- 
sents one or several energy terms omitted in E,,,,, for 
example, the cubed difference between the non-polar 
and the polar accessible surface (it is sufficient if Fdlscr 
correlates only approximately with the omitted term(s)). 
It is possible that this ‘wide finger-nails’ function patch- 
ing the initially incomplete definition, Epart, will be capa- 
ble of discriminating between the misfolded and the 
native conformations, however, two unpleasant hings 
may happen. First, there may be some obvious excep- 
tions: e.g. the solvation energy from [32] taken as Fdlscr 
will certainly prefer a completely unfolded conforma- 
tion over the native one (one may argue here that it may 
be easily patched by adding ‘.. and compact’). Second 
and more seriously, if we were to generate conforma- 
tions with optimal E = E,,,, + Fdlscr ather than only 
E,,,,, using a global optimization procedure, most prob- 
ably many ‘false positives’ will be found. 
Any hope of finding a filter which can be applied to 
a limited set of conformations at the very end of the 
procedure globally optimizing the incomplete function 
E,,,, is based on the belief that this set is small. In reality 
an enormous number of conformations with E,,, ener- 
gies comparable with the E,,,,(native) can be found even 
for medium-sized peptides if essential parts of the free 
energy are omitted (Fig. 1). Therefore a new energy 
term or discriminating function should be tested by sub- 
jecting it to the global optimization procedure and prov- 
ing that no conformation better than the native may be 
generated. It seems that the discriminating functions 
will eventually converge to the true free energy. 
4. SIMPLIFIED MODELS 
If we are to simplify the system and the free energy 
function, how should we do it and how far can we go 
without losing the ability to predict the protein three- 
dimensional structure from its sequence? To answer 
these questions let us briefly list the two main classes of 
simplified protein models [33]. 
Lattice models are the most schematic models of the 
protein structure [33-361. In these models simple func- 
tions of the nearest neighbours, along with some con- 
straints (or filters), represent he free energy. A major 
advantage of lattice models is computational efficiency, 
which in some cases allows us to find the globally opti- 
mal distribution on a lattice of the chain of nodes repre- 
senting the polypeptide chain [37,38]. Two-dimensional 
and a variety of three-dimensional lattices have been 
used. Usually this level of simplification does not allow 
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Fig. 1. Consequences of the energy inaccuracies on the protein structure prediction (folding, docking, etc.). Lines in these schematic energy spectra 
represent different conformations (in reality each line is a series of lines corresponding to the local conformational substates organized hierarchically 
[51]). The lower part of the true distribution (a) may be approximated by a gaussian because of the complexity and quasi-random nature of the 
individual contributions bounded below. If the energy difference between two conformations is evaluated with an error, E, (b), one should 
accumulate all conformations in the range from the lowest energy E, to &+E, in order to catch the native one among the false positives. The number 
of false positives, n, however, grows exponentially as the relative error, E, increases. If the relative error is less than E,-E,-E, (c) the global minimum 
can be recognized. 
modelling of a particular protein with its particular se- 
quence, although the most elaborate methods are aim- 
ing at this goal [35,38]. General questions about princi- 
ples of protein structure, importance of different types 
of energy contributions, and folding kinetics, however, 
may be addressed [36,3941]. 
Simplified models in a continuous space present a 
next step towards a more realistic description of a poly- 
peptide chain [42,43]. Typically, in these models a res- 
idue is represented by one or two interaction points, and 
either the backbone torsion angles [42,44], or Cartesian 
coordinates [28,43,45]. 
The reduced representation logically leads to the idea 
of a mean inter-residue potential. Deriving a reliable 
mean potential by actual averaging of a detailed poten- 
tial over an appropriate ensemble [42] is rather difficult. 
Neither the ensemble nor an adequate interaction en- 
ergy can be calculated easily. Instead, the mean poten- 
tials from database statistics have become increasingly 
popular [22,27,28,46-49]. Simplified models may be 
subjected to a global search procedure such as minimi- 
zation from random starting conformations, molecular 
dynamics, Monte Carlo, simulated annealing or combi- 
nations of these [42,44,45,50]. 
Two arguments against simplified models may be put 
forward. First, the relative error in the free energy eval- 
uation strongly influences the number of false positives 
(Fig. 1). Therefore, if the accuracy of simplified models 
appears to be insufficient for the unambiguous predic- 
tion of the native conformation (which seems to be the 
case [44]), then, most probably, the number of false 
positives will be exceedingly large. Second, even if the 
native conformation and the predicted simplified model 
do share some common features, the further use of the 
approximate model seems rather problematic. A proce- 
dure to search around the initial model in order to reach 
and recognize a native conformation 34 A C” RMSD 
away, does not exist yet and may be nearly as compli- 
cated and computationally intensive as a detailed ab 
initio protein folding algorithm, which hence remains 
the main objective. 
5. SOLVATION ENERGY 
Over the years the idea that residues pack densely and 
uniquely like pieces of a three-dimensional jigsaw puzzle 
[52,53] has been strongly exaggerated. This has led to 
another delusion that the standard empirical potentials 
(which to some extent reflect the protein compactness) 
should be sufficient for protein structure prediction (e.g. 
[50]). Analysis of deliberately misfolded protein models 
[20], however, reveals the weakness of this assumption. 
It has become clear that additional energy terms (such 
as solvation) are necessary to model large conforma- 
tional changes. Since introduction of explicit water mol- 
ecules is far too demanding computationally, semi-em- 
19 
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pirical approaches, in which solvent is treated as a con- 
tinuous medium [ 18,21,3 1,32,54,55], are preferred. 
These kinds of terms can be calculated efficiently [56- 
581, differentiated analytically [56,59] and used in mo- 
lecular simulations [32,60,61]. 
The solvation free energy consists of two major com- 
ponents. The first one represents cavity formation, sol- 
ute-solvent dispersion interactions and solvent struc- 
ture changes [55], and is linearly related to solvent- 
accessible surface areas. The second component is an 
electrostatic polarization energy which is a complex and 
computationally expensive function of the protein 
shape and positions of the charges [171. This complexity 
created a temptation to mix both components into one 
function of atomic accessible surfaces and empirical 
surface parameters [21,3 1,321. Indeed, (i) it is computa- 
tionally simple and (ii) most of the fully charged atoms 
(in Lys,Arg,Glu and Asp) are exposed anyway and 
hence at least their ‘self-energy’ may be represented by 
atomic accessibilites. Ignoring contributions from par- 
tial charges buried in the protein interior [62] and omit- 
ting the cross-terms of the electrostatic polarization en- 
ergy, however, are dangerous and may introduce a sig- 
nificant error in the calculations. 
Published parameter sets are rather inconsistent 
[21,31,32]. For example, a set of atomic solvation para- 
meters derived from the octanol-to-water transfer ener- 
gies for C, N/O, O-, N+, and S was 16, -6, -24, -50 and 
21 cal/A’*mol [21], whereas the vapour-to-water trans- 
fer energies [32] led to very different parameters: 12, 
-116, -175, -186 and -18, respectively. Which data 
should be used to derive parameters for the energy cal- 
culations? Mixing hydrophobicity and electrostatics 
creates another conundrum: while the standard empiri- 
cal force potentials correspond to the energy in vacua 
and hence data on vacuum (or vapour)-to-water trans- 
fer would be pertinent for the derivation of solvation 
parameters [32], the electrostatic polarization energy 
should rather be evaluated from the protein interior-like 
medium-to-water transfer data since in the surface 
method the charge gets zeru solvation energy once it is 
buried. 
The separate treatment of surface energy and electro- 
statics has been successful for small organic molecules 
[18,55] where electrostatic polarization energy can be 
evaluated relatively easily. For peptides and protein, 
however, the separate treatment erms will displace the 
mixed approaches [3 1,321 only when electrostatic polar- 
ization calculations are actually introduced in the mo- 
lecular simulations and the surface solvation parame- 
ters are re-evaluated appropriately. Such an attempt has 
been undertaken recently [61]. 
6. ELECTROSTATICS 
Methods to calculate the electrostatic free energy of 
biological molecules in solution have been described in 
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a number of excellent reviews (e.g. [15-17,631). The 
methods cover a wide range of possible applications. 
However, simulations of large structural changes impose 
severe time limitations on the energy evaluation. The 
fastest way to calculate the electrostatic energy, which 
is more reasonable than the Coulomb energy but is still 
not physically justified, is to use the Coulomb formula 
with the distance-dependent dielectric constant 
.s(r) = 4.5 r [64] or a more complex function [65]. Unfor- 
tunately, all effective dielectric models lack the self-en- 
ergy of the charge, which is clearly an important compo- 
nent of the energy. The next level methods, still fast and 
analytical, use either image charges with planar bound- 
aries [66] or more accurate spherical approximation 
[67-691. The spherical solution gives an infinite series, 
so further approximations are necessary. In the spheri- 
cal image method only the first term of the series is 
retained [68], but omitting higher terms leads to notice- 
able inaccuracies. Recently an analytical correction 
term complementing the spherical image energy was 
derived [61]. The modified image method is fast and has 
been included in a Monte Carlo simulation of the fold- 
ing of a 12-residue peptide. 
One problem of the electrostatic alculations is their 
strong dependence on the radii of the charges and the 
dielectric constant inside the protein. Optimization of 
these parameters may be carried out together with em- 
pirical solvation parameters (see previous section) using 
experimental free energies of solvation. 
7. ENTROPIC TERM SHOULD BE INCLUDED IN 
THE SIMULATION 
What is better energetically: to expose the lysine side 
chain completely, or to bury its hydrophobic part and 
expose only the charged NH3 group? This kind of ques- 
tion is being addressed by the Monte Carlo or molecular 
dynamics program many times during a simulation and, 
obviously, entropy is vital to make the right decision. 
Actually, at room temperature the enthalpic and en- 
tropic changes upon exposure of the side chain are well 
balanced, e.g. an exposure of one CH2 group of a chain 
costs about 0.88 kcaYmo1 [70], which is comparable 
with the entropic gain of ca. -Rln3= -0.66 kcal/mol, 
resulting from three additional rotation states in the 
exposed group. The importance of the entropy has been 
recognized in a number of publications [19,71-741, how- 
ever, a practical method to evaluate the conformational 
entropy remains to be developed. 
Because of the close packing, the variation of the 
main chain entropies among different folded states 
seems to be less than the variation of side chain entro- 
pies. By determining probabilities (Pi) of different ro- 
tamers (i) of the side chain in the folded and denatured 
states, one can calculate the entropy difference as: 
AS = &-SF 
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where S is given by the Boltzmann formula: 9. A SMART RANDOM MOVE IS WANTED 
S = -RZPJll(PJ 
Probabilities may be determined either from Monte 
Carlo or molecular dynamics simulation [74] or from 
statistical distributions [75]. An attempt to incorporate 
the calculations of entropy in the global optimization 
procedure was made in [61]. In this work the number of 
states contributing to the entropic term was related to 
the solvent-accessible areas of the side chain atoms. 
More accurate and computationally efficient evalua- 
tions of side chain entropies may also be possible. 
8. WHAT PROCEDURE WILL FOLD THE PRO- 
TEIN? 
The biggest challenge, however, is to find the global 
minimum of the energy function which is of unprece- 
dented dimensionality [76,77]. Integrating equations of 
motion in either Cartesian coordinate space (e.g. 
[78,79]) or in torsion angle space [80], and thus follow- 
ing one of the possible dynamic trajectories until the 
minimum is reached, would be ideal, however, there are 
two arguments against it. First, the time step of integra- 
tion is far too small to calculate a trajectory of sufficient 
length. Some increase is possible but there seem to be 
important limiting factors [80]. Second, there is no need 
to follow a continuous dynamic trajectory if we believe 
that the native conformation is in the free energy mini- 
mum and is thus trajectory independent. 
The family of Monte Carlo methods can be subdi- 
vided into local- and global-step methods. The former 
methods [88,89] follow some approximation of the en- 
ergy surface in the vicinity of the current point, and 
hence suffer from the same difficulties as calculations of 
molecular dynamics when dealing with large structural 
rearrangements, although to a somewhat lesser extent. 
The global-step methods attempt to hop between min- 
ima, and benefit greatly from the power of the local 
minimization which finds the nearest minimum after 
each random step in the most efficient way [90,91], how- 
ever, two key problems need to be solved for this 
method to fold even small proteins: (i) how to incorpo- 
rate the missing free energy terms, which are computa- 
tionally expensive, particularly when the analytical en- 
ergy derivatives are required; and (ii) how to make a 
smart random movement and avoid sampling of irrele- 
vant parts of the conformational space. One way to add 
the solvation, electrostatics, and, possibly, the entropy 
in the simulation is to evaluate them only once per step 
when the selection criterion is applied. Omission of 
these terms in local minimization can be justified by 
their relatively weak dependence on the local adjust- 
ments. The smart move may use electrostatics [92], sta- 
tistical distributions [61] and local chain deformations. 
Build-up methods combining the low-energy confor- 
mations of polypeptide segments [81-831 rely on an as- 
sumption about predominance of the local interactions. 
They are very attractive since they bypass the problem 
of exponential growth of conformational space with the 
number of residues, however, the non-local interactions 
are not that small. For, say, a 5-residue fragment they 
may easily contribute 10-15 kcal/mol, which necessi- 
tates storage of the enormous number of pentapeptide 
conformations for the further build-up (Fig. 1). It is also 
well known that pentapeptides with identical sequence 
may have many kinds of local conformations, ranging 
from the all-helical to the extended ones [84]. 
The large number of combinations is not that detri- 
mental; as has been shown recently [93], side chain con- 
formations can be placed relatively independently of 
each other, and the vast majority of the main chain 
torsion angle combinations have exceedingly large ener- 
gies and can be skipped. I believe that the folding prob- 
lem will be solved for small proteins by a highly realistic 
calculation in the near future. 
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