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Abstract
In this paper, we investigate the geometry of asymptotically flat manifolds with controlled
holonomy. We show that any end of such manifold admits a torus fibration over an ALE end. In
addition, we prove a Hitchin-Thorpe inequality for oriented Ricci-flat 4-manifolds with curva-
ture decay and controlled holonomy. As an application, we show that any complete asymptoti-
cally flat Ricci-flat metric on a 4-manifold which is homeomorphic to R4 must be isometric to
the Euclidean or the Taub-NUT metric, provided that the tangent cone at infinity is not R ×R+.
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1 Introduction
An important question in Riemannian geometry is how the geometry and topology at infinity of
a noncompact complete Riemannian manifold are controlled by its curvature. Let (Mn, g) be a
noncompact complete Riemannian manifold, then a natural scale-invariant condition is quadratic
curvature decay:
|Rm|(x) = O(r−2), (1.1)
where r = d(p, x) for a fixed point p. However, this condition imposes no topological restriction
on the underlying manifold. In fact, Gromov observed that any noncompact manifold carries a
complete metric with quadratic curvature decay, see [37, Lemma 2.1].
For this reason, we consider an asymptotic flatness condition which is stronger than (1.1). More
precisely, a complete Riemannian manifold (M, g) is asymptotically flat (AF) if
|Rm|(x) ≤ K(r)
r2
, (AF)
where {K(s), s ≥ 0} is a nonincreasing positive function such that∫ ∞
1
K(s)
s
ds < ∞. (1.2)
The integral condition (1.2) is added for two reasons. First, it is necessary to obtain some topological
restriction. Indeed, it was proved by Abresch [1, Theorem C] that given a positive function K(s)
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such that the integral in (1.2) diverges, there exists a complete metric on any noncompact surface so
that condition (AF) is satisfied. Secondly, as shown by Kasue [31], condition (1.2) guarantees the
existence of a unique tangent cone at infinity C(S (∞)), whose definition can be found in Section
3.3.
For any asymptotically flat manifold (Mn, g), Abresch [1, Theorem B] proved that there are
finitely many ends. Moreover, it was proved by Petrunin and Tuschmann [52, Theorem A] that
each end is homeomorphic to X × R+ for a closed manifold X. In particular, it implies that M
is homotopy equivalent to a compact manifold with boundary X. Therefore, to understand the
asymptotic geometry of M, it is essential to study the geometry and topology of the boundary X.
For simplicity, we assume that all manifolds considered in this paper have only one end unless
otherwise stated.
With condition (AF), the volume growth of (M, g) is at most Euclidean by the Bishop-Gromov
volume comparison theorem (see Lemma 3.1). If (M, g) has Euclidean volume growth, Bando,
Kasue and Nakajima [8] proved that M is an ALE (asymptotically locally Euclidean) manifold, i.e.,
there exist a compact set K in M, a ball B in Rn, a finite subgroup Γ ⊂ O(n) acting freely on S n−1
and a diffeomorphism Φ : M\K → (Rn\B)/Γ so that under the identification, the metric is almost
Euclidean in the weighted C1,α sense. Their paper [8] focuses on the case K(r) = r−ǫ , but it is not
hard to generalize the result to any K(r) with (1.2) by using the same method, see Appendix A for
details. Therefore, the asymptotic geometry of an ALE manifold is well understood. In particular,
C(S (∞)) is isometric to a flat cone Rn/Γ and the boundary X is diffeomorphic to the spherical space
form S n−1/Γ (see also Remark A.2).
A natural question is can one obtain a similar result if the volume growth is not maximal? In
this case, if we choose any sequence ri → ∞, the blow-down sequence (M, r−2i g, p) collapses. Since
|Rmr−2
i
g| are uniformly bounded away from the vertex, the collapsing theory of Cheeger-Fukaya-
Gromov [14] applies. Indeed, it implies that the end of M carries a nilpotent Killing structure (see
details in [14]).
To describe the structure of infinity more precisely, we consider in this paper additional holon-
omy control conditions.
Holonomy control: There exist constants κ ∈ (0, 1/2) and ΘH ∈ (0, π/2) such that
‖r(γx)‖ ≤ ΘH (HC)
for any point x outside a compact set and any geodesic loop γx based at x with length smaller than
κr. Here r(γx) is the parallel transport around γx and the norm ‖ · ‖ denotes its maximal rotational
angle. For precise definitions, see Definition 3.6.
Notice that (HC) is equivalent to the following condition (Lemma 3.18):
There exist constants κ ∈ (0, 1/2) and CH > 0 such that
‖r(γx)‖ ≤ CH
L(γx)
r
(HC)
for any point x outside a compact set and any geodesic loop γx based at x with length smaller than
κr. Here L denotes the length of the geodesic loop.
With the extra condition (HC), a direct implication is that C(S (∞)) is smooth away from the
vertex, see Theorem 3.19. This follows directly from Fukaya’s structure theory of the limit space
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[22], by using the local group. Therefore, we obtain the following theorem (Theorem 3.21, Theorem
3.23), which is a direct application of [21].
Theorem 1.1. Let (Mn, g) be a complete Riemannian manifold with (AF) and (HC). Then there
exist a compact set K ⊂ M, a constant A > 0 and a fibration f0 : Mn\K −→ C(S (∞))\B¯(p∞, A)
with fiber F satisfying the following properties.
(i) F is a nilmanifold with diameter bounded by o(r).
(ii) f0 is an o(1)-almost-Riemannian submersion.
(iii) The second fundamental form of F is bounded by O(r−1).
We briefly discuss the proof of Theorem 1.1. It follows from Fukaya’s fibration theorem [21]
that there exists a fibration from the annulus of M to the corresponding annulus in C(S (∞)) with
above mentioned properties. Then it follows from a standard argument of [14] that we can make all
these local fibrations compatible to form a global fibration. In particular, Theorem 1.1 implies that
the boundary X is the total space of the fibration
f0 : X −→ S (∞)
with fiber F a nilmanifold.
Although Theorem 1.1 imposes some restrictions on the end, it does not provide much informa-
tion in the sense of geometric analysis. For instance, it is not clear how the properties of the fibration
f depend on the curvature decay. In particular, there is no estimate for the diameter change of fiber
F. It is possible that the diameter of F may grow like
√
r, which makes the computation at infinity
difficult. It turns out that even for flat manifolds this complicated phenomenon can happen, see
Section 2. To further control the geometry at infinity, we consider the following stronger condition.
Strong holonomy control: There exist a constant κ ∈ (0, 1/2) and a positive function ǫ(r) with
ǫ(r) → 0 if r → ∞ such that
‖r(γx)‖ ≤ ǫ(r) (SHC)
for any point x outside a compact set and any geodesic loop γx based at x with length smaller than
κr.
Now, we state the main theorem of this paper. Here an ALE end refers to an end of an ALE
manifold.
Theorem 1.2. Let (Mn, g) be a complete Riemannian manifold with (AF) and (SHC). Then there
exist an integer 0 ≤ m ≤ n − 1, a flat torus Tm∞, a compact set K ⊂ Mn such that Mn\K is endowed
with a m-dimensional torus fibration f over an ALE end Y. Moreover, there exists an open cover Ωi
of Mn\K satisfying the following properties.
(i) There exists a bundle diffeomorphim Ti : Ωi → Ui × Tm∞ where Ui ⊂ Rn−m and Ti satisfies (a)
Ti is an O(K(r/2))-almost-isometry and (b) |∇2Ti| = O(r−1K(r/2)).
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(ii) There exists a Tm-action µi on Ωi which is almost isometric in the sense that for any a ∈ Tm,
(µi(a))
∗g = g+O(r−1K(r/2)). Moreover, on Ωi∩Ω j , ∅, µi and µ j differ by an automorphism
of the torus fiber.
(iii) There exists a metric g¯ on Mn\K such that (a) g¯ is invariant under the action of µi; (b)
g = g¯ + O(r−1K(r/2)); (c) |∇g¯| = O(r−1K(r/2)) and (d) the curvature of g¯ is controlled by
O(r−2K(r/2)).
(iv) The structure group of f is contained in Tm ⋊G∞ for some finite group G∞ ⊂ GL(m,Z).
We explain the statements of Theorem 1.2. First, it implies that the fiber of f is a m-dimensional
torus besides being a nilmanifold. Secondly, it gives a quantitative description of f by a family of
local charts Ti : Ωi → Ui × Tm∞. In fact, it means that the local geometry is close to the flat piece
Ui × Tm∞ and the error can be explicitly controlled by the curvature. In particular, we derive that all
fibers of f are converging (in the C1 sense) to a flat torus Tm∞ and hence the diameter is approaching
to a constant. Moreover, it is clear that f is an O(K(r/2))-almost-Riemannian submersion and the
second fundamental form of the fiber is bounded by O(r−1K(r/2)). Notice that all those properties
are much sharper than their counterparts in Theorem 1.1. Thirdly, there exists a natural torus action
µi on Ωi which is almost isometric. All those torus actions can be made compatible in the sense
that they differ by an automorphism of Tm. Therefore, by averaging the metric g under the torus
action, we obtain the nearby invariant metric g¯ such that all torus actions act isometrically. The base
Y can be regarded as the orbit space which is equipped with a metric so that the fibration f is a
Riemannian submersion (with respect to g¯). Moreover, it can be shown that Y is an ALE end which
has the same curvature decay as M (Proposition 5.18). Finally, the structure group of f is reduced
to Tm ⋊G∞ such that the finite group G∞ depends only on the torus Tm∞, see Definition 4.27.
If we further assume the following condition for all higher covariant derivatives of the curvature:
|∇kRm|(x) = O(r−2−kK(r)), ∀k ≥ 1, (HOAF)
then we obtain the estimates for the higher derivatives of the fibration f (Theorem 5.16). We remark
that condition (SHC) in Theorem 1.2 can be replaced by (SHC) on a fixed geodesic ray plus (HC)
(Remark 4.22). Finally, if the fiber of f0 obtained in Theorem 1.1 is a circle ( i.e. C(S (∞)) is n − 1
dimensional), then the conclusions of Theorem 1.2 also hold (Theorem 5.20), which has improved
[42, Theorem 3.26] of Minerbe.
Theorem 1.2 yields much topological information. A direct corollary (Corollary 5.19) is that
C(S (∞)) is a flat cone Rn−m/Γ. Therefore, it implies that the boundary X is the total space of the
fibration
f : X −→ S n−m−1/Γ
with fiber Tm such that its structure group is contained in Tm ⋊ G∞. Here Γ ⊂ O(n − m) is a finite
subgroup acting freely on S n−m−1 if n − m ≥ 3 and S n−m−1/Γ is a circle if n − m = 2 and a point if
n−m = 1. In the particular case n = 4, the fibration f and hence the total space X can be completely
classified, see Section 5.4.
We proceed to discuss the proof of Theorem 1.2. For any point q far away from the base point,
we consider the fundamental pseudo-group Γq = Γ(q, κr) (Definition 3.2), which acts isometrically
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on the ball Bˆ(0, κr) ⊂ TqM. The elements of Γq correspond one-to-one to the short geodesic loops at
q (Lemma 3.3) and the group action is close to the corresponding rigid motion (Lemma 3.7). Under
condition (SHC), all elements in Γq are almost translational. Therefore, by a standard process from
[7, Chapter 4], we can choose a short basis {cq
1
, · · · , cqm} ⊂ Γq (Definition 4.4).
The key point is that the construction of the short basis in Γq can be made continuous on a fixed
geodesic ray. To achieve this, we consider the sliding (see Definition 3.8) of a geodesic loop along
a curve, which is a natural way to transport a geodesic loop continuously to other points. We fix a
geodesic ray {α(t) : t ≥ 0}, then once a geodesic loop c is chosen at α(t0), its sliding c(t) at α(t) is
defined. With conditions (AF) and (SHC), one can obtain the uniform estimates of the length and
rotational part of c(t) (i.e. Theorem 4.11). In addition, given two geodesic loops c1 and c2, the angle
between c1(t) and c2(t) is also well controlled (Proposition 4.13). By using these estimates, there
exists a large t0 and short basis {c1, · · · , cm} of Γα(t0) such that its sliding {c1(t), · · · , cm(t)} is also
a short basis of Γα(t). Moreover, the length of ci(t) and their mutual angle will converge to some
constants at a given rate (Theorem 4.14). Furthermore, we show the fundamental pseudo-group is
abelian (Proposition 4.21). After we construct a short basis along the geodesic ray, we can extend
the basis by sliding to all points on the end of M. Based on the short basis constructed, we then
improve condition (SHC) and the almost translational property of Γq, see Lemma 5.1.
Next, we construct the local torus fibration, which is the smoothing of the projection map, see
Theorem 5.6. Then we continue to construct a bundle diffeomorphism Tq : Ωq → Uq × Tm∞, which
has the above mentioned properties. From the bundle diffeomorphism, it is easy to develop the torus
action which is simply the torus translation in Tm. From our construction, any two local fibrations
are close after a transition map (Proposition 5.13). Therefore, we can modify one fibration so that
they are compatible and the corresponding torus actions differ by an automorphism (Proposition
5.14). By using a standard strategy from [14], we can make all local fibrations compatible and thus
obtain a global fibration on the end (Theorem 5.16). At the same time, the base Y is formed by
attaching all local bases and we show that Y is an ALE end (Proposition 5.18). Finally, all other
statements in Theorem 1.2 can be proved by using the properties of the local fibrations.
From Theorem 1.2, we have the following natural definition, which is a direct generalization of
ALE manifolds for which the torus bundle is trivial.
Definition 1.3. A noncompact complete Riemannian manifold (Mn, g) is called a TALE manifold if
it satisfies (AF) and (SHC).
If a TALE manifold (Mn, g) is Ricci-flat, then we can improve the decay order of the curvature.
Theorem 1.4. Let (Mn, g) be a Ricci-flat TALE manifold with l-dimensional tangent cone at infinity.
(i) If l ≥ 4 or l = 3 and n = 4, then
|Rm| = O(r− (l−2)(n−1)n−3 ).
(ii) If l = 1, then there exists a constant δ > 0 which depends only on Tn−1∞ such that
|Rm| = O(e−δr).
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Theorem 1.4 (i) follows essentially from Minerbe’s work [41, Theorem 4.12] since in our setting
the volume increases like rl. To prove Theorem 1.4 (ii), we need to use the asymptotic geometry of
a TALE manifold, see Section 6.1.
Our next result is a generalization of the Hitchin-Thorpe inequality on oriented Ricci-flat TALE
4-manifolds. By convention, we will call such manifolds of type ALE, ALF, ALG or ALH, if the
dimension of the tangent cone at infinity is 4, 3, 2 or 1, respectively.
Theorem 1.5 (Hitchin-Thorpe inequality). Let (M4, g) be an oriented Ricci-flat TALE 4-manifold.
Then
2(χ(M) − λ) ≥ 3|τ(M) + η|
with equality if and only if (M, g) or its opposite orientation space is a quotient of a hyperka¨hler 4-
manifold. Here the constant λ = 1/|Γ| for ALE manifolds and λ = 0 otherwise and η depends only
on the topology of the asymptotic torus fibration. More precisely,
(i) (ALE): η = η(S 3/Γ), where η(S 3/Γ) is the eta invariant of the space form S 3/Γ.
(ii) (ALF): η = − e
3
+ sgn e for the cyclic type and η = − e
3
for the dihedral type, where e is the
Euler number of the asymptotic circle fibration.
(iii) (ALG): η = 0, 0,− 2
3
,−1 or − 4
3
if the monodromy of the asymptotic T2-fibration is 1,Z2,Z3,Z4
or Z6, respectively.
(iv) (ALH): η = 0.
The Hitchin-Thorpe inequality for ALE 4-manifolds was proved by Nakajima ([46, Theorem
4.2]). We prove that similar inequalities also hold for ALF, ALG and ALH cases (see Theorem
6.10, Theorem 6.14 and Theorem 6.16).
It follows from Kronheimer’s list [34, 35] that any ALE hyperka¨hler 4-manifold is diffeomor-
phic to the minimal resolution C˜2/Γ of C2/Γ for Γ ⊂ SU(2) a finite group. A direct application of
Theorem 1.5, see Corollary 6.9, is that any Ricci-flat ALE 4-manifold which is homeomorphic to
C˜2/Γ must be hyperka¨hler . In particular, the underlying manifold is diffeomorphic to C˜2/Γ. Sim-
ilarly, one can prove (Corollary 6.12) that any Ricci-flat ALF 4-manifold which is homeomorphic
to C˜2/Zm must be isometric to a Multi-Taub-NUT metric if m , 2. On the other hand, if the un-
derlying manifold is homeomorphic to ˜C2/D4m, then the metric is isometric to the CHIKLR metric
(Corollary 6.13). Notice that the similar results also hold for ALG and ALH cases (Corollary 6.15,
Corollary 6.17).
If (M4, g) is an asymptotically flat 4-manifold such that it is simply-connected at infinity, it
was proved by Petrunin and Tuschmann [52, Theorem A (ii)] that C(S (∞)) is isometric to R4, R3 or
R×R+. We remark that it was conjectured in [52] that the last case cannot happen. IfC(S (∞)) = R4,
then (M, g) is an ALE manifold. If C(S (∞)) = R3, then it follows from circle case of Theorem 1.2
(Theorem 5.20) that (M, g) is an ALF manifold. As an application of the Hitchin-Thorpe inequality,
we prove the following theorem. Notice that there are infinitely many non-diffeomorphic exotic
differential structures on R4, see [33].
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Theorem 1.6. Let (M4, g) be a complete Ricci-flat Riemannian manifold with (AF) such that M is
homeomorphic to R4. Suppose the tangent cone at infinity is not R×R+, then g is isometric to either
the flat or the Taub-NUT metric. In particular, M is diffeomorphic to R4.
Organization of the paper: In Section 2, we discuss some examples of asymptotically flat
manifolds to give motivations for conditions (HC) and (SHC). In Section 3, we review some ba-
sic concepts including fundamental pseudo-group, sliding, tangent cone at infinity, etc. and derive
some estimates of geodesic loops which will be used throughout this paper. In addition, we prove
Theorem 1.1. In Section 4, we describe a process to choose a short basis for the fundamental
pseudo-group and construct at each point a short basis. In Section 5, we prove Theorem 1.2 by
first constructing the local fibrations and then modifying them to obtain a global fibration. We also
discuss some topological implications. In Section 6, we prove Theorem 1.4, Theorem 1.5 and The-
orem 1.6. In the last section, we propose some further questions.
Acknowledgements: Both authors are grateful to Xiaochun Rong for helpful discussions about
collapsing theory. Yu Li would like to thank Olivier Biquard for answering his question on his paper
[6] and Xianzhe Dai for discussing his paper [17]. Yu Li would also like to thank Gao Chen, Shaosai
Huang and Ruobing Zhang for many useful conversations. Last but not least, the authors would like
to thank the anonymous referees for several valuable comments that help improve the exposition of
the paper.
2 Examples
In this section, we discuss some examples of asymptotically flat Riemannian manifolds.
2.1 Flat manifolds
(i) M = Rn × X where X is a flat closed manifold.
It follows from the Bieberbach theorem that X is finitely covered by a flat torus. If X is not a flat
torus, then there exists a geodesic loop such that the rotational part of the holonomy around the loop
is not identity. Therefore, M satisfies (HC) (and hence (SHC)) if and only if X is a torus. Moreover,
it is easy to see the tangent cone at infinity is Rn.
(ii) (Gromov [25, 8.9]) M is a quotient of R3 by a cyclic group defined by
τ((z, t)) = (e2πθiz, t + 1) for (z, t) ∈ C × R = R3,
where τ is the generator of the group.
It is clear that the group action is free and M is diffeomorphic to R2 × S 1. For any x = (z, t) ∈ M,
a geodesic loop γ based at x can be represented by a segment connecting x and τkx. A direct
calculation shows that the length
L(γ) =
√
k2 + 4r2 sin2(πkθ) (2.1)
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where r = |z|. On the other hand, if we set w ≡ 2πkθ (mod 2π) for 0 ≤ w < 2π, then the rotational
part ‖r(γ)‖ = min{w, 2π − w}. From (2.1) it is easy to see
‖r(γ)‖ ≤ π
4r
L(γ). (2.2)
In other words, M satisfies (HC). If θ =
p
q
for coprime integers p and q, then it is easy to see that
the tangent cone at infinity is the flat cone R2/Zq. If θ is irrational, we have
Proposition 2.1. If θ is irrational, then the tangent cone at infinity of M is R+.
Proof. From the pigeonhole principle, there exists a constant C such that for any r ≥ 1 and w ∈ [0, 1)
we can find an integer k ∈ [0,C √r] satisfying
{w − kθ} ≤ 1√
r
. (2.3)
If we set x = (r, 0) and y = (re2πwi, 0), then
d(x, y) ≤ |τkx − y| =
√
k2 + r2|e2π(w−kθ)i − 1|2 ≤ C √r, (2.4)
where we have used (2.3). From (2.4), it is easy to see for any sequence ri → ∞, (M, r−2i g) converges
to R+. 
Since M satisfies (HC), it follows from Theorem 3.21 and Theorem 3.23 that there exists a torus
bundle at infinity. However, it follows from [42, Proposition 1.1] that if θ is irrational, the injectivity
radius is unbounded. Thus, the diameter of fiber T2 is unbounded.
On the other hand, if θ is rational, then we obtain a circle bundle at infinity. In the case, the
length of the circle fiber converges to a nonzero constant, see Theorem 5.20.
Remark 2.2. The same example is discussed in Minerbe’s paper [42], where he shows that if θ is
an irrational algebraic number, then rα . inj(x) . r1/2 for any α ∈ (0, 1/2).
2.2 Gravitational instantons
Recall that a gravitational instanton is a noncompact complete hyperka¨hler 4-manifold (M4, g) with
some curvature decay condition. It follows from [10] that any gravitational instanton with faster-
than-quadratic curvature decay (i.e. (AF) with K(r) = r−ǫ ) falls into one of the categories: ALE,
ALF, ALG and ALH, where the volume growths are r4, r3, r2 and r, respectively. We briefly discuss
the classification of gravitational instantons with faster-than-quadratic curvature decay.
In the ALE case, it was proved by Kronheimer [34, 35] that any ALE gravitational instantons
are diffeomorphic to the minimal resolution C˜2/Γ of the flat cone C2/Γ, where Γ ⊂ SU(2) is a finite
group.
All ALF gravitational instantons can be divided into cyclic type (ALF-Ak) and dihedral type
(ALF-Dk), where the tangent cones infinity are R
3 and R3/Z2, respectively. It was proved by
Minerbe [43] that any ALF-Ak gravitational instanton must be isometric to R
3 × S 1 (ALF-A−1)
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or a Multi-Taub-NUT metric for k ≥ 0, whose underlying complex manifold is biholomorphic to
˜C2/Zk+1. For the explicit definition of Multi-Taub-NUT metrics, see, e.g., [43, Section 1].
In the ALF-Dk case, it was proved by Biquad and Minerbe [6] that k ≥ 0. The ALF-D0 gravi-
tational instanton was constructed by Atiyah and Hitchin [2] and ALF-D1 is its double cover. The
ALF-D2 gravitational instanton is called the Page-Hitchin metric [29, 47]. For k > 2, the ALF-
Dk gravitational instanton was constructed in [13, 16, 18, 6]. It was proved recently by Chen and
Chen that those are only possible examples (see [11] where more information and references can be
found).
In the ALG case, a lot of examples were constructed by Hein in [27] and it can be shown ([12,
Theorem 1.4]) that any ALG gravitational instanton must be obtained by the modified Hein’s con-
struction.
In the ALH case, it can be proved that any ALH gravitational instanton must be diffeomorphic
to the minimal resolution of R × T3/± and can be completely classified, see [12, Theorem 1.5].
In Appendix B, we prove that any gravitational instanton with (AF) is a TALE manifold. Com-
bined with Theorem 1.4, the same classification results hold for ALE, ALF and ALH cases.
2.3 Euclidean Schwarzschild metric
The n-dimensional (n ≥ 4) Euclidean Schwarzschild metric (see [24]) is defined as
gn =
(
1 − 2m
rn−3
)
dθ2 +
(
1 − 2m
rn−3
)−1
dr2 + r2ds2n−2
on [0, L∞) × (0,∞) × S n−2 = R2\{0} × S n−2, where ds2n−2 is the standard metric of S n−2 and L∞ is
the period of the parameter θ.
By a direct calculation, gn is a Ricci-flat metric with r
−(n−1) curvature decay and asymptotic to
the flat Rn−1 × S 1. It is easy to see that gn can be extended to a complete metric on R2 × S n−2 if and
only if m = 1
2
(
L∞(n−3)
4π
)n−3
.
In particular, g3 has r
−3 curvature decay and is asymptotic to the flat space R3 × S 1. Notice that
g3 is a non-Ka¨hler, Ricci-flat, ALF metric.
3 Preliminary results
We first prove that the volume growth of an asymptotically flat manifold is at most Euclidean.
Lemma 3.1. Let (Mn, g) be a noncompact complete Riemannian manifold with (AF). Then
lim sup
r→∞
|B(p, r)|
rn
< ∞.
Proof. We consider the following Jacobi equation,
J′′(t) = C0
K(t)
(1 + t)2
J(t), J(0) = 0 and J′(0) = 1, (3.1)
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where C0 is chosen so that
|Rm|(x) ≤ C0
K(r)
(1 + r)2
.
It follows from (3.1) that J′ is increasing, so
t ≤ J(t) ≤ J′(t)t. (3.2)
Therefore,
J′′(t) = C0
K(t)
(1 + t)2
J(t) ≤ C0
tK(t)
(1 + t)2
J′(t)
and hence
log J′(t) ≤ C0
∫ ∞
0
tK(t)
(1 + t)2
dt < ∞, (3.3)
where the last inequality follows from (1.2).
From (3.2) and (3.3), there exists a constant C1 > 0 such that
t ≤ J(t) ≤ C1t.
From Bishop-Gromov comparison theorem ([36, Theorem 2.1]), we have
|B(p, r)|∫ r
0
Jn−1(t) dt
is nonincreasing and hence the proof is complete. 
3.1 Fundamental pseudo-group and sliding
Let M be a noncompact complete Riemannian manifold and q is a fixed point on M. Throughout
this section, we assume that on B(q, 100ρ),
|Rm| ≤ Λ2 (3.4)
for Λ > 0 and ρ ≥ 100 such that
Λρ ≤ ǫ0, (3.5)
where ǫ0 <
π
100
is a small positive constant to be determined later.
If we denote the exponential map at q by expq, then expq is a local diffeomorphism from the ball
Bˆ(0, 2ρ) ⊂ TqM to B(q, 2ρ). Equipped with the pullback metric gˆ = exp∗qg on Bˆ(0, 2ρ), expq is a
local isometry.
Now we recall the notion of fundamental pseudo-group of Gromov, see also [22].
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Definition 3.2. The fundamental pseudo-group at q and scale ρ is defined as
Γ(q, ρ) ≔ {τ ∈ C
(
Bˆ(0, ρ), Bˆ(0, 2ρ)
)
| expq ◦ τ = expq}
where C
(
Bˆ(0, ρ), Bˆ(0, 2ρ)
)
consists of all continuous maps from Bˆ(0, ρ) to Bˆ(0, 2ρ).
It is easy to see τ ∈ Γ(q, ρ) if and only if τ ∈ C
(
Bˆ(0, ρ), TqM
)
such that expq ◦ τ = expq and
τ(0) ∈ Bˆ(0, ρ). Next we prove the following two lemmas. Notice that for a geodesic loop γ(t),
we always assume that t ∈ [0, 1] and γ is smooth except possibly at the base point. Moreover, we
denote its length by L(γ).
Lemma 3.3. There exists an one-to-one correspondence between Γ(q, ρ) and the set of all geodesic
loops at q with length smaller than ρ.
Proof. For any geodesic loop γ based at q with L(γ) < ρ, we can lift γ through the map expq to a
segment starting from 0. Denote the end point by v, then γ corresponds to a unique map τv ∈ Γ(q, ρ)
such that τv(0) = v. Specifically, for any w ∈ Bˆ(0, ρ), there exists a geodesic γ1 = expq(tw) based
at q. Since expq is a local covering map and expq(v) = q, we can lift γ1 to a geodesic on Bˆ(0, 2ρ)
starting from v. If we denote the end point by w′, then we define τv(w) = w′. Conversely, any
τ ∈ Γ(q, ρ) corresponds to a unique geodesic loop based at q defined by {γ(t) = expq(tτ(0)) : t ∈
[0, 1]}. 
Remark 3.4. If we denote the exponential map corresponding to gˆ by Exp, then
τv = Expv ◦ (dv expq)−1.
There is a natural product, denoted by ∗, in Γ(q, ρ). More precisely, for any τ1, τ2 ∈ Γ(q, ρ) such
that v ≔ τ1(τ2(0)) ∈ Bˆ(0, ρ), we define for any x ∈ Bˆ(0, ρ),
τ1 ∗ τ2(x) = τ1(τ2(x)). (3.6)
By this definition, τ1 ∗τ2 is identical with τv, which by Lemma 3.3 is the unique map in Γ(q, ρ) such
that τv(0) = v. If we regard τ1, τ2 and τ
v as short geodesic loops, then τv is the unique geodesic loop
in the short homotopy class of the loop “τ2 followed by τ1”. Therefore the product (3.6) agrees with
Gromov’s product of short geodesic loops, see [7, Definition 2.2.3].
Therefore, by Lemma 3.3 and (3.6), when we refer to the small geodesic loops and their products,
the corresponding local isometries and compositions in the fundamental pseudo-group are implicitly
understood and vice versa.
Lemma 3.5. B(q, ρ) is isometric to Bˆ(0, ρ)/Γ(q, 2ρ).
Proof. We consider the map expq : Bˆ(0, ρ)/Γ(q, 2ρ) → B(q, ρ). The surjectivity is obvious. For the
injectivity, we assume that there exist w1 and w2 such that expq(w1) = expq(w2) = q
′ ∈ B(q, ρ).
Denote the geodesic from q′ to q by {γ1(t) ≔ expq((1 − t)w2) : t ∈ [0, 1]}, then γ1 can be lift to a
geodesic starting from w1. If we denote the end point by v, then |v| ≤ |w1|+ |w2| < 2ρ. Therefore the
map τv is well defined and by its definition τv(w2) = w1. 
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Definition 3.6. For any geodesic loop γ ∈ Γ(q, ρ), its holonomy motion is defined as
m(γ) :TqM → TqM
m(γ)(x) =r(γ)(x) + t(γ),
where the rotational part r(γ) is the parallel transport around γ and the translational part t(γ) :=
r(γ)(γ˙(0)). The norm of r(γ) is defined by
‖r(γ)‖ ≔ max{∠(r(γ)(v), v) | v ∈ TqM}.
Notice that ‖r(γ)‖ is uniformly comparable to the usual matrix norm |r(γ)− I| ≔ max{|r(γ)v−v| |
v ∈ TqM, |v| = 1}, where I is the identity map. That is,
2
π
‖r(γ)‖ ≤ |r(γ) − I| ≤ ‖r(γ)‖.
For γ ∈ Γ(q, ρ), we set c = t(γ), rc = r(γ) and τc to be the corresponding local isometry of γ. We
recall the following lemma in [42] which indicates that τc is almost a translation if both ‖rc‖ and the
curvature are sufficiently small.
Lemma 3.7 (Lemma 2.4 of [42]). For any point w ∈ Bˆ(0, ρ),
dgˆ(τc(w), r
−1
c (w + c)) ≤ Λ2|c||w|(|c| + |w|).
For a geodesic loop γ at q with L(γ) < ρ, we define the sliding of γ to nearby points as follows.
If x is a point near q such that d(q, x) < inj(q), let w be the unique lift of x on Bˆ(0, inj(q)). For the
map τ ∈ Γ(q, ρ) corresponding to γ, we set w′ = τ(w). Then the sliding of γ at x is defined to be
the geodesic loop γx = expq(γˆ) based at x, where γˆ is a geodesic with respect to gˆ connecting w and
w′. Here we have used an important fact ([25, Corollary 8.13]) that any two points in Bˆ(q, 2ρ) are
connected by a unique minimizing geodesic.
If d(q, x) ≥ inj(q), there is no natural way to define the sliding of γ to x since the lift of x to
Bˆ(0, ρ) may not be unique. To overcome this, we consider a curve {α(t) : t ∈ [0, 1]} starting from q
such that for any t ∈ [0, 1],
d(q, α(t)) < ρ. (3.7)
Notice that α(t) has a unique lift {α˜(t) : t ∈ [0, 1]} on Bˆ(0, ρ) starting from 0. Now we have the
following definition.
Definition 3.8 (Sliding along a curve). For any γ ∈ Γ(q, ρ), the sliding of γ at α(t) is defined to be
the geodesic loop γt ≔ expq(γ˜t), where γ˜t is the unique geodesic between α˜(t) and τ(α˜(t)) and τ is
the corresponding map of γ.
We next show that the sliding of γ along {α(t) : 0 ≤ t ≤ 1} is transitive. More precisely,
Lemma 3.9 (Transitivity). Let γt be the sliding of a geodesic loop γ at q = α(0) along a curve α(t).
Then for any 0 ≤ t1, t2 ≤ 1, the sliding of γt1 to α(t2) along α is γt2 .
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Proof. Given t1, we set q1 = α(t1) and denote the sliding of γ at q1 to be γ1. Moreover, we assume
that {α(t) : 0 ≤ t ≤ 1} is lifted to a curve α˜1(t) on Bˆ(0, ρ) ⊂ Tq1M such that α˜1(t1) = 0. If we set γt
to be the sliding of γ at α(t), then we lift γt to a geodesic starting from α˜1(t) and denote the other
end point by α˜2(t). If we set v1 = α˜2(t1), then it is clear that α˜2(t) is the unique lift of α(t) through
v1. In other words, τ
v1 (α˜1) = α˜2. By the uniqueness of the geodesic from α˜2(t) to α˜1(t), it follows
immediately that the sliding of γ1 agrees with the sliding of γ along α(t) for t ∈ [0, 1]. 
As long as the length of the geodesic loop is smaller than ρ and the local lift is possible, we can
unambiguously define the sliding of γ along any α(t) for all t ∈ [0, 1] without the restriction (3.7),
since locally the lift of α at any base point is unique and the sliding is transitive. Notice that Lemma
3.9 also holds for general curve α.
Next, we show that the sliding depends only on the initial geodesic loop and the homotopy class
of a given curve.
Proposition 3.10. Let {αi(t) : 0 ≤ t ≤ 1} (i = 1, 2) be curves from q to q′ and {αs(t) : 0 ≤ t ≤ 1, 1 ≤
s ≤ 2} a homotopy between α1 and α2 such that for a fixed ρ > 0, any t ∈ [0, 1] and s ∈ [1, 2],
the curvature assumption (3.5) is satisfied at αs(t). Given a geodesic loop γ at q such that for any
1 ≤ s ≤ 2, the length of the sliding of γ along αs is smaller than ρ, the slidings of γ at q′ along α1
and α2 are identical.
Proof. From the transitivity of the sliding, we can assume d(q, αs(t)) < ρ for any t ∈ [0, 1] and
s ∈ [1, 2], by decomposing the original homotopy. From our curvature assumption, we can lift αs(t)
to a homotopy α˜s(t) on Bˆ(0, 2ρ) ⊂ TqM. It is clear from our definition that the sliding of γ at q′
along α1 agrees with that along α2. 
The sliding also preserves the local group structure.
Proposition 3.11. Let {α(t) : 0 ≤ t ≤ 1} be a curve from q to q′ such that for any t ∈ [0, 1], the
curvature assumption (3.5) is satisfied at α(t). For any γi
0
∈ Γ(q, ρ) (i = 1, 2, 3) such that γ1
0
∗γ2
0
= γ3
0
,
suppose that the slidings along α(t) of γi
0
, denoted by γit, are well defined and L(γ
i
t) < ρ/2. Then for
any t ∈ [0, 1],
γ1t ∗ γ2t = γ3t .
Proof. We assume that L(γit) ≤ ρ/2 − 3ǫ for t ∈ [0, 1]. For a fixed t0 ∈ [0, ǫ] and any closed loop c
at q, we define
c˜(t) =

α(t0(1 − 3t)) if 0 ≤ t ≤ 13 ,
c(3t − 1) if 1
3
≤ t ≤ 2
3
,
α(t0(3t − 2)) if 23 ≤ t ≤ 1.
Clearly, γ˜1
0
∗ γ˜2
0
and γ˜3
0
are shortly homotopic and hence γ˜1
0
∗ γ˜2
0
= γ˜3
0
. We claim that γ˜i
0
and
γit0 are in the same short homotopy class at the base point α(t0). Indeed, a short homotopy F :
14
[0, 1] × [0, 1] → M is constructed as
F(s, t) =

α(t0(1 − 3(1 − s)t)) if 0 ≤ t ≤ 13 ,
γis(3t − 1) if 13 ≤ t ≤ 23 ,
α(t0(3s − 2 + 3(1 − s)t)) if 23 ≤ t ≤ 1.
Therefore, γ1t0 ∗ γ2t0 = γ3t0 . From the transitivity of the sliding, it is clear that for any t ∈ [0, 1],
γ1t ∗ γ2t = γ3t .

3.2 Estimates on the tangent space
With the same assumptions (3.4) and (3.5), we set (x1, x2, · · · , xn) be the geodesic coordinates on
Bˆ(0, ρ) inherited from Rn and we set gˆi j to be the coefficients of gˆ = exp
∗
qg.
It follows from (3.4) and the sectional curvature comparison thereom (see [51, Theorem 27])
that
dt2 +
(
sinΛt
Λ
)2
ds2n−1 ≤ gˆ ≤ dt2 +
(
sinhΛt
Λ
)2
ds2n−1 (3.8)
where t = dgˆ(0, ·) and ds2n−1 is the standard metric on S n−1. Therefore, by (3.5) for any x ∈ Bˆ(0, ρ),
|gˆi j(x) − δi j| ≤ CΛ2ρ2 (3.9)
and
(1 − CΛ2ρ2)dx ≤ dVgˆ(x) ≤ (1 +CΛ2ρ2)dx. (3.10)
Moreover, for any a, b ∈ Bgˆ(0, ρ/2),
(1 −CΛ2ρ2)|a − b| ≤ dgˆ(a, b) ≤ (1 +CΛ2ρ2)|a − b|. (3.11)
In particular, since ǫ0 in our assumption (3.5) is small, the inner product induced by gˆ and the
distance dgˆ at its tangent space are uniformly comparable to the Euclidean inner product and the
Euclidean distance, respectively.
Next, we prove some comparison estimates for the distance function.
Lemma 3.12. Under conditions (3.4) and (3.5), if we set η = d2
gˆ
(0, ·)/2, then on Bˆ(0, ρ),
|∇2η − gˆ| ≤ CΛ2ρ2. (3.12)
Moreover, if |∇kRm| ≤ ckΛ2ρ−k for any k ≥ 1, then
|∇k+2η| ≤ CkΛ2ρ2−k. (3.13)
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Proof. The estimate (3.12) follows from the standard Hessian comparison theorem. Indeed, it fol-
lows from [51, Theorem 27] that
sin 2Λt
2Λ
ds2n−1 ≤ ∇2t ≤
sinh 2Λt
2Λ
ds2n−1 (3.14)
where t = dgˆ(0, ·). Since ∇2η = t∇2t + dt2 and Λρ is sufficiently small, it is clear from (3.14) and
(3.8) that
|∇2η − gˆ| ≤ CΛ2ρ2.
The higher-order estimates follow from [42, Appendix B] and we sketch the proof for completeness.
We set E = ∇2η − gˆ and V = ∇η = t∂t. then it follows from the Riccatti equation that
∇VE = −E − E2 − Rm(·,V)V. (3.15)
From (3.15) we have
∇V∇E = −2∇E + E ∗ ∇E + ∇Rm ∗ V ∗ V + Rm ∗ ∇V ∗ V + Rm ∗ V.
Moreover, for any k ≥ 2,
∇V∇kE = −(k + 1)∇kE +
∑
i+ j=k
∇iE ∗ ∇ jE +
∑
i+ j+l=k
∇iRm ∗ ∇ jV ∗ ∇lV +
∑
i+ j=k−1
∇iRm ∗ ∇ jV.
If we set Ek = t
k+1∇kE, then
∂tEk = t
−1E ∗ Ek + Fk, (3.16)
where
Fk =t
−2
k−1∑
i=1
Ei ∗ Ek−i + tk

∑
i+ j+l=k
∇iRm ∗ ∇ jV ∗ ∇lV +
∑
i+ j=k−1
∇iRm ∗ ∇ jV

=t−2
k−1∑
i=1
Ei ∗ Ek−i + tk

∑
i+ j+l=k
∇iRm ∗ ∇ j+1η ∗ ∇l+1η +
∑
i+ j=k−1
∇iRm ∗ ∇ j+1η
 .
Now we assume (3.13) holds for any i ≤ k − 1, then from (3.12),
|Fk | ≤ C(tkΛ4ρ4−k + tkΛ2ρ2−k + tkΛ6ρ6−k + tkΛ4ρ4−k) ≤ CΛ2ρ2.
Since |E| ≤ CΛ2ρ2 is small, it is easy to derive from (3.16) that
|∇k+2η| = |∇kE| = t−k−1|Ek | ≤ Ct−k−1Λ2ρ3 ≤ CΛ2ρ2−k.

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For geodesic coordinate system (x1, x2, · · · , xn), we set ei = ∂xi for 1 ≤ i ≤ n. Then it is clear
that {e1, e2, · · · , en} is an orthonormal basis at 0. Now we set e˜i(x) to be the vector at x ∈ Bˆ(0, ρ)
obtained by the parallel transport of ei|0 along the radial geodesic between 0 and x. It follows from
[7, Proposition 6.6.2] that for any x ∈ Bˆ(0, ρ − 1),
|e˜i(x) − ei(x)|x ≤
sinhΛρ
Λρ
− 1 ≤ CΛ2ρ2,
where we set | · |x to be the distance induced by gˆ at the tangent space of x. Therefore, from (3.9)
we have
|e˜i(x) − ei(x)| ≤ CΛ2ρ2. (3.17)
Now we need the following existence result of a harmonic coordinate system from [30, Section
2.8], see also [8, Fact (2.9)].
Lemma 3.13. With the assumptions above, there exist constants λ = λ(n) > 0, C0 = C0(n) > 0 and
a harmonic map
H = (h1, h2, · · · , hn) : Bˆ(0, λρ) → Rn
which satisfies the following properties
|gi j − δi j | ≤C0Λ2ρ2, (3.18)∑
|β|=1
|∂βgi j | ≤C0Λ2ρ, (3.19)
|∇gˆhi − e˜i| ≤C0Λ2ρ2. (3.20)
Here gi j are the coefficients of gˆ under the map H.
Let (y1, y2, · · · , yn) be the harmonic coordinates constructed in Lemma 3.13 and (∂1, ∂2, · · · , ∂n)
the corresponding vector fields. Now we prove
Lemma 3.14. For any x ∈ Bˆ(0, λρ),
|dH(x) − I| ≤ CΛ2ρ2.
Proof. If we set h
j
i
(x) ≔ ∂xih
j(x) to be the components of dH, then it follows from (3.17) and (3.20)
we have
|gˆikh j
i
ek − e j| ≤ CΛ2ρ2. (3.21)
It is clear from (3.21) that
|gˆikh j
i
− δ jk | ≤ CΛ2ρ2
and hence by (3.9)
|h j
i
− δi j | ≤ CΛ2ρ2.

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It follows from (3.9), (3.18) and Lemma 3.14 that up to the first order, the geodesic coordinates
and harmonic coordinates are almost the same, with an error controlled by Λ2ρ2.
Next, we estimate how close a geodesic in Bˆ(0, ρ) is to a straight segment. This result is important
when we estimate the angle between two geodesic loops.
Proposition 3.15. There exist constant C1(n) > 0 and ǫ0 = ǫ0(n) ∈ (0, π100 ) such that if Λ2ρ2 ≤ ǫ0,
then for any a, b ∈ Bˆ(0, λ
10
ρ), if γ is the geodesic with respect to gˆ from a to b, then
∠(γ˙(0), b − a) ≤ C1Λ2ρ2.
Proof. From Lemma 3.13, there exists a harmonic coordinate system on Bˆ(0, λρ). Under this coor-
dinates, if we write γ(t) = (y1(t), y2(t), · · · , yn(t)) for t ∈ [0, 1], then the geodesic equation can be
written as
y′′k +
∑
i, j
Γki jy
′
iy
′
j = 0, (3.22)
for any 1 ≤ k ≤ n. Moreover, since the length of the tangent vector γ˙ is constant, we have∑
i j
gi j(γ(t))y
′
iy
′
j = Lˆ
2. (3.23)
Since the entire geodesic γ is contained in Bˆ(0, λρ), it follows from (3.23) that if we set L¯2 =∑
i(y
′
i
)2, then
|Lˆ2 − L¯2| ≤ C0Λ2ρ2L¯2 ≤ C0ǫ0L¯2 (3.24)
If we choose ǫ0 <
1
2C0
, then from (3.24) we have
1
2
L¯ ≤ Lˆ ≤ 2L¯.
From the definition of the Christoffel symbol Γk
i j
= 1
2
gkl(∂ig jl + ∂ jgil − ∂lgi j), it is clear from (3.18),
(3.19) and (3.22) that for any t ∈ [0, 1],
|y′′k (t)| ≤ CΛ2ρLˆ2
By integration, for any t ∈ [0, 1],
|y′k(t) − y′k(0)| ≤ CΛ2ρLˆ2
and hence
|yk(1) − yk(0) − y′k(0)| ≤
∫ 1
0
|y′k(t) − y′k(0)| dt ≤ CΛ2ρLˆ2.
In other words,
|H(b) − H(a) − dHa(γ˙(0))| ≤ CΛ2ρLˆ2. (3.25)
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On the other hand, it follows from Lemma 3.14 that
|H(b) − H(a) − dHa(b − a)| ≤
∫ 1
0
|dHa+(b−a)t(b − a) − dHa(b − a)| dt ≤ CΛ2ρ2Lˆ. (3.26)
Combining (3.25) and (3.26),
|dHa(γ˙(0)) − dHa(b − a)| ≤ CΛ2ρLˆ2 +CΛ2ρ2Lˆ ≤ CΛ2ρ2Lˆ
From Lemma 3.14, |γ˙(0) − (b − a)| ≤ CΛ2ρ2Lˆ and the conclusion follows immediately. 
Next, we estimate the change of the tangent vector after the sliding. As before, for γ ∈ Γ(q, λ
10
ρ)
we set c = t(γ), rc = r(γ) and τc to be the corresponding map of γ.
Proposition 3.16. Suppose
‖rc‖ ≤ CΛ2ρ|c| and C−1|c| ≤ |τc(w) − w| ≤ C|c|
for some w ∈ Bgˆ(0, λ10ρ) and a constant C = C(n) > 1. Then there exists a constant C2 = C2(n) > 0
such that
∠(γ˙w(0), c) ≤ C2Λ2ρ2,
where γw is the geodesic with respect to gˆ from w to τc(w).
Proof. It follows from Lemma 3.7 that
|τc(w) − (w + c)|
≤|τc(w) − r−1c (w + c)| + ‖rc‖(|w| + |c|)
≤CΛ2|c||w|(|c| + |w|) +CΛ2ρ2|c| ≤ CΛ2ρ2|c|.
Then it is easy to see from the law of cosine that
∠(τc(w) − w, c) ≤ CΛ2ρ2. (3.27)
Now it follows from Proposition 3.15 that
∠(γ˙w(0), τc(w) − w) ≤ C1Λ2ρ2. (3.28)
Combining (3.27) and (3.28), we conclude that
∠(γ˙w(0), c) ≤∠(γ˙w(0), τc(w) − w) + ∠(τc(w) − w, c) ≤ CΛ2ρ2.

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3.3 Tangent cone at infinity and a rough fibration
Let (Mn, g, p) be a complete Riemannian manifold satisfying (AF). It follows from [31] (see also
[44, Corollary 0.4]) that the tangent cone at infinity exists and is unique. More precisely, there exists
(C(S (∞)), d∞, p∞) such that for any sequence ri → ∞,
(Mn, r−2i g, p)
PGH−−−−→ (C(S (∞)), d∞, p∞),
where the convergence is in the pointed Gromov-Hausdorff sense.
Following [31], we describe briefly how to construct the limit space C(S (∞)), which is a metric
cone over S (∞). Let S (t) be the geodesic sphere of the radius t with center p, we denote the intrinsic
distance on S (t) by dt. In particular, if x and y are on different components of S (t), then dt(x, y) = ∞.
Two geodesic rays σ and γ starting from p are equivalent if
lim
t→∞
dt(σ(t), γ(t))
t
= 0.
S (∞) is the set of equivalence classes of all geodesic rays starting from p. A distance θ∞ on S (∞)
is defined by
θ∞([σ], [γ]) = lim
t→∞
dt(σ(t), γ(t))
t
.
Equipped with θ∞, S (∞) becomes a compact length space. Moreover, there is a map Φt,∞ : S (t) →
S (∞) satisfying Φt,∞(σ(t)) = [σ] for any ray σ. Under this map, there is a one-to-one correspon-
dence between the components of S (t) and those of S (∞), if t is large. It can be proved, see [31,
Proposition 2.2, (iv)], that if t → ∞,
(S (t), t−1dt)
GH−−−→ (S (∞), θ∞).
From [31, Proposition 2.3(iii)], each component S a(∞) of S (∞) satisfies
diam S a(∞) = lim
t→∞
diam(S a(t), t
−1dt) < ∞, (3.29)
where S a(t) is the corresponding component of S (t). In addition, the number of the components
of S (∞) is always bounded by a constant which depends only on n and K(t), see [1, Theorem B].
Notice that in this paper we mainly focus on the case that S (∞) is connected.
Remark 3.17. In [31], the curvature condition can be relaxed to the so-called asymptotically non-
negative curvature. Namely, the sectional curvature is bounded below by −r−2K(r), where K(r)
satisfies (1.2).
Next, we show that condition (HC) is equivalent to (HC).
Lemma 3.18. Let (Mn, g, p) be a complete Riemannian manifold with (AF) and (HC). Then there
exists a positive number CH > 0 such that
‖r(γx)‖ ≤ CH
L(γx)
r
for any x outside a compact set and any geodesic loop γx based at x with length smaller than κr,
where κ is the constant in (HC).
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Proof. For any γ ∈ Γ(x, κr), we set L = |t(γ)| and k =
⌊
κr
L
⌋
. Then |t(γk)| ≤ κr and by (HC),
‖r(γk)‖ ≤ ΘH < π/2.
Since κ < 1/2 and |Rm| ≤ 4r−2K(r/2) on B(x, r/2), it follows from [7, Proposition 2.3.1 (i)] that
if r is sufficiently large,
‖r(γk)‖ ≥ k‖r(γ)‖ − 2r−2k2K(r/2)L2.
Therefore, we have
‖r(γ)‖ ≤ CΘH + K(r/2)
r
|t(γ)|.

Next, we prove
Theorem 3.19. For any complete Riemannian manifold (Mn, g) with (AF) and (HC), (C(S (∞)), p∞)
is a smooth Riemannian manifold away from the vertex p∞.
Proof. If (M, g) has Euclidean volume growth, it follows from [32] that C(S (∞)) is a flat cone
C(S n−1/Γ), where Γ ⊂ O(n) is a finite subgroup acting freely on S n−1. So we only need to consider
the collapsing case.
For any sequence qi ∈ M with ri = r(qi) → ∞, we consider the rescaled metric gi = r−2i g and the
local group Γi = Γ(qi, 2κˆ) for κˆ = min{C−1H /10, κ/10}, where CH and κ are constants in (HC). Then it
follows from Lemma 3.7 that Γi converges to a local group Γ∞ ⊂ Iso(Rn). In addition, from Lemma
3.5 and [22, Lemma 1.11] B(qi, κˆ) converges, in the Gromov-Hausdorff sense, to B(0, κˆ)/Γ∞, where
B(0, κˆ) ⊂ Rn. Since Γ∞ is locally isometric to a Lie group, see [22, Lemma 3.1], we only need to
prove that the action of any a ∈ Γ∞\{1} on B(0, κˆ) is free.
Otherwise, we assume that y ∈ B(0, κˆ) is a fixed point of a, then we can find a sequence of
τci → a and wi ∈ Bˆ(0, κˆ) ∈ TqiM such that wi → y. On the one hand it follows from Lemma 3.7 and
(3.9)
|τci (wi) − r−1ci (wi + ci)| ≤ 4K(ri/2)|ci ||wi|(|ci | + |wi|). (3.30)
On the other hand, (HC) implies
|rci (wi) − wi| ≤ CH |ci||wi|. (3.31)
By taking a subsequence if necessary, we assume that ci → c∞ which is nonzero since a , 1.
Since τci(wi) and wi converge to y if i →∞, we have by taking the limits of (3.30) and (3.31),
|c∞| ≤ CH |c∞||w∞|
which is a contradiction since κˆ ≤ C−1
H
/10. 
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Remark 3.20. Notice that C(S (∞)) is not necessarily flat, but we have the following estimates of
the sectional curvature from [22, Lemma 7.2]
0 ≤ sec(x) ≤ 6C2Hr(x)−2,
where r(x) is the distance to the vertex p∞. If we denote the sectional curvature of S (∞) by secS ,
then we have
1 ≤ secS (x) ≤ 1 + 6C2H .
If the tangent cone at infinity is smooth, we can construct a fibration on the end following [14].
Theorem 3.21. Let (Mn, g, p) be a complete Riemannian manifold with (AF) such that C(S (∞))
is smooth away from the vertex. Then there exist a compact set K ⊂ M, a constant R0 > 0 and a
fibration f : Mn\K −→ C(S (∞))\B¯(p∞,R0) with fiber F. Moreover, the f satisfies the following
properties.
(i) F is an infranilmanifold with diameter bounded by o(r).
(ii) f is an o(1)-almost-Riemannian submersion.
(iii) The second fundamental form of F is bounded by O(r−1).
Proof. We define A(t, s) ≔ B(p, s)\B¯(p, t) and A∞(t, s) ≔ B(p∞, t)\B¯(p∞, s). From the defini-
tion, for large r the rescaled space (A(r/4, 4r), r−2g) is close, in the Gromov-Hausdorff sense, to
A∞(1/4, 4). Then it follows from [14, Theorem 2.6] that there exists a fibration fr : A(r/4, 4r) −→
A∞(r/4, 4r) satisfying the properties (i),(ii) and (iii) above.
Now we set Ri = 2
iR0 for a large constant R0 and consider the annuli Ai = A(2Ri/3, 3Ri/2).
Notice that only two consecutive annuli can have nonempty intersection. Let fi be the fibration
from Ai to A∞(2Ri/3, 3Ri/2) obtained above. It follows from [14, Proposition 5.6, Proposition 2.30]
that there exists a self-diffeomorphism φi of A∞(4Ri/3, 3Ri/2) such that φi ◦ fi+1 and fi are close,
after rescaling, in the C1 sense on a neighborhood of Ai ∩ Ai+1. By using [14, Appendix 2], there
exists a self-diffeomorphism ψi on a small neighborhood of Ai ∩ Ai+1 such that
φi ◦ fi+1 ◦ ψi = fi
By choosing a cutoff function, we can define a new fibration f˜i+1 on A(Ri/4, 4Ri) such that f˜i+1 =
φi ◦ fi+1 ◦ ψi on a small neighborhood of Ai ∩ Ai+1 and f˜i+1 = fi+1 outside a larger neighborhood.
In this way, we can modify our fibrations successively and construct a global fibration f : M\K −→
A∞(3R0/2,+∞) for some compact set K. In addition, the properties (i),(ii) and (iii) still hold. 
Remark 3.22. It follows from [23] and [14] that for any x ∈ C(S (∞))\B¯(p∞,R0), there exists a
flat connection on f −1(x) which depends smoothly on x. Moreover, there exists a simply-connected
nilpotent group N and a group of affine transformations Γ of N such that f −1(x) is affine equivalent
to N/Γ and [Γ : Γ ∩ N] < ∞. Therefore, the structure group of f is contained in
C(N)/(C(N) ∩ Γ) ⋊ Aut Γ,
where C(N) is the center of N, see [23, Theorem 0-1,(0-3-3)].
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Given a complete Riemannian manifold (Mn, g) with (AF) and (HC), it follows from Theorem
3.19 and Theorem 3.21 that we have a fibration on the end of M. Moreover, we prove
Theorem 3.23. Let (Mn, g, p) be a complete Riemannian manifold with (AF) and (HC), then the
fiber of f obtained in Theorem 3.21 is a nilmanifold.
Proof. Given a point x ∈ M\K, we denote the fiber through x by F and the induced metric by gF .
With respect to gF , we fix a geodesic loop γ based at x such that l ≔ L(γ) ≤ κr. Moreover, we
assume that γ is homotopic to a geodesic loop σ, with respect to g. In particular, L(σ) ≤ l.
Since γ and σ are homotopic, it follows from [7, 6.2.1] that
|r(σ) − r(γ)| ≤ CL(γ)L(σ)r−2K(r/2) ≤ Cr−1lK(r/2). (3.32)
For any unit vector V tangent to F, we denote the parallel transports of V along γ(t) with respect
to gF and g by V(t) and V¯(t), respectively. It follows from condition (iii) of Theorem 3.21 that
|∇γ˙(t)V(t)| ≤ Cr−1.
Since V(0) = V¯(0) = V , we have
|V(l) − V¯(l)| ≤
∫ l
0
d
dt
|V(t) − V¯(t)| dt ≤
∫ l
0
|∇γ˙(t)V(t)| dt ≤ Cr−1l. (3.33)
Therefore, it follows from (3.33) that
|rF(σ)(V) − r(σ)(V)| ≤ Cr−1l.
where rF is the rotational part with respect to gF .
In addition, by (HC) and (3.32) we have
‖rF(σ)‖ ≤ Cr−1L(σ). (3.34)
(3.34) indicates that all small geodesic loops of F have small rotational parts. Therefore, we
conclude that F must be a nilmanifold, see [7, Chapter 3, 4]. 
For a complete Riemannian manifold (Mn, g) with (AF) and (HC), it follows from Theorem 3.23
that the end of M is diffeomorphic to X × (0,∞) for some closed manifold X. Moreover, there exists
a fibration
f : X −→ S (∞)
with fiber F a nilmanifold. X is called the boundary of M.
Remark 3.24. From [53, Lemma 1.4], F is a torus if the fundamental group of X is finite.
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4 Analysis of the short bases
4.1 The basis of the fundamental pseudo-group
Let (Mn, g) be a complete Riemannian manifold with (AF) and (HC). In this section, we demonstrate
a process to construct a basis of the fundamental pseudo-group provided that all small geodesic
loops are almost translational.
For any point q ∈ Mn such that r = r(q) is large, we consider the pseudo-group Γ(q, κˆr) and set
ρ0 = κˆr and θ = κˆCH (4.1)
where κˆ ∈ (0, κ) is a small parameter such that
θ <
1
100
and Λ2ρ0
2 ≤ θ
100
,
where CH and κ are the constants in condition (HC) and Λ
2 = maxB(q,ρ0) |Rm|.
We first recall the definition of the normal basis from [7, Definition 4.1.1].
Definition 4.1. By induction over n, the λ-normal bases for Rn are defined as follows:
(i) Any basis for R1 is λ-normal for each λ ≥ 1.
(ii) A basis {γ1, γ2, · · · , γn} for Rn is λ-normal if it satisfies:
|γ′i | ≤ |γi| ≤ λ|γ′i |
where γ′i = γi−
〈γi, γ1〉
〈γ1, γ1〉
γ1 (i = 2, 3, · · · , n) are the projections of γi into {γ1}⊥ and {γ′2, γ′3, · · · , γ′n}
is a λ-normal basis for {γ1}⊥ = Rn−1.
To analyze Γ(q, ρ0), we introduce the following definition.
Definition 4.2. A finite set {c1, c2, · · · , cm} ⊂ Γ(q, ρ0) is called a short basis of radius r0 if it satisfies:
(i) {c1, c2, · · · , cm} is a λ-normal basis for Rm with λ ≤ 2.
(ii) Each c ∈ Γ(q, ρ0) with |t(c)| ≤ r0 has a unique representation c = cl11 ∗ c
l2
2
∗ · · · ∗ clmm for li ∈ Z.
(iii) For 1 ≤ i < j ≤ m, there exist structure constants ki ju ∈ Z for 1 ≤ u ≤ i − 1 such that
[ci, c j] = c
k
i j
1
1
∗ ck
i j
2
2
∗ · · · ∗ ck
i j
i−1
i−1 ,
where [ci, c j] := ci ∗ c j ∗ c−1i ∗ c−1j is the commutator.
To construct a short basis, we have the following proposition similar to [7, Proposition 3.5].
Proposition 4.3. For any geodesic loops α, β ∈ Γ(q, ρ0) with |t(α)|, |t(β)| ≤ 13ρ0 we have
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(i) ‖r(α)‖ ≤ θ
ρ0
|t(α)|,
(ii) |t(α ∗ β) − t(α) − t(β)| ≤ 2 θ
ρ0
|t(α)| |t(β)|,
(iii) |t([β, α])| ≤ 3 θ
ρ0
|t(α)| |t(β)|.
Proof. (i) is exactly (HC). Based on (i), (ii) and (iii) follow from [7, Proposition 2.3.1 (ii),(iii)]. 
Now we have the following definition similar to [7, Definition 4.2.1]. Notice that our definition
does not require the denseness (i.e. [7, Definition 4.2.1 (ii)]).
Definition 4.4. A finite set T ⊂ Rn is called a θ-translational subset of radius ρ if it satisfies:
(i) 0 ∈ T; if c ∈ T, then |c| ≤ ρ.
(ii) For all a, b ∈ T, |a + b| ≤ ρ(1 − θ) a product a ∗ b ∈ T is defined and for each a ∈ T,
|a| ≤ ρ(1 − θ) there exists a unique a−1 ∈ T such that a ∗ a−1 = a−1 ∗ a = 0.
(iii) Associativity (a ∗ b) ∗ c = a ∗ (b ∗ c) holds, if the existence of all products involved follows
from (ii).
(iv) The product satisfies
|a ∗ b − a − b| ≤ 2θ
ρ
|a| |b| and [[a, b]| ≤ 3θ
ρ
|a| |b|. (4.2)
Now we set for 1 ≤ i ≤ n,
ρi ≔
1
3
121−iρ0 and ρ¯ ≔
1
3
(1 + θ)−n−112−n2−
n2
2 ρ0. (4.3)
It follows from Proposition 4.3 that the set
T1 ≔ {a = t(α) | α ∈ Γ(q, ρ0), |t(α)| ≤ ρ1} (4.4)
with product t(α) ∗ t(β) = t(α ∗ β) is a θ-translational subset of radius ρ1. It is clear that the map
α → t(α) is a group isomorphism. For this reason, for any geodesic loop c, we also use c to denote
t(c).
We need the following lemmas, whose proofs can be found in [7, Proposition 4.2.3, Proposition
4.1.4(ii)].
Lemma 4.5. Let a, b ∈ T1 with |a|, |b|, |a − b| ≤ (1 − 3θ)ρ1, then
|a−1 ∗ b − (b − a)| ≤ θ(1 + θ)
ρ1
|a||b − a| ≤ θ(|a| + |b|).
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Lemma 4.6. Let {c1, c2, · · · , cm} be a short basis of Γ(q, ρ0). If
∑m
i=1 |lici| ≤ 2−
1
2
m2ρ1, then∣∣∣∣∣∣∣∣
m∑
i=1
lici
∣∣∣∣∣∣∣∣ ≥2−
1
2
m2
m∑
i=1
|lici|,
∣∣∣∣∣∣∣∣cl11 ∗ cl22 ∗ · · · ∗ clmm −
m∑
i=1
lici
∣∣∣∣∣∣∣∣ ≤θ
∣∣∣∣∣∣∣∣
m∑
i=1
lici
∣∣∣∣∣∣∣∣ ≤
θ
1 − θ |c
l1
1
∗ cl2
2
∗ · · · ∗ clmm |.
Now we can a choose a short basis of T1 following the construction in [7, Section 4.3]. We first
choose c1 ∈ T1 to be a shortest nonzero element and set
|c1| = σ1.
Notice that σ1 = 2inj(q) and the choice of c1 may not be unqiue. With c1 fixed, for any c ∈ T1
satisfying |c| ≤ (1 − 4θ)ρ1 − 2σ1, it follows from [7, Section 4.3.2] that there exists a unique
representation c˜ such that
〈c1, c˜〉 > 0, 〈c1, c−11 ∗ c˜〉 ≤ 0 and c = ck1 ∗ c˜ (4.5)
for some integer k satisfying
|k| ≤ 1
1 − θ
〈c1, c〉
|c1|2
. (4.6)
Now we denote the map from c to c˜ by Q1 and the image by T˜1. In addition, we define T
′
1
to be
the image of the map
c˜ ∈ T˜1
P1−→ c′ ≔ c˜ − 〈c˜, c1〉〈c1, c1〉
c1. (4.7)
Notice that here P1 is defined to be the orthogonal projection to {c1}⊥. It follows from [7, Section
4.3.3] that the map P1 is injective and
|c′| ≤ |c˜| ≤ λ|c′| for λ ≤ (1
2
− 2θ)− 12 . (4.8)
Next, we define
T2 ≔ {c′ ∈ T ′1 | |c′| ≤ ρ2}. (4.9)
If T2 is empty, we stop the process. Otherwise, we define a product in T2 as in [7, Proposition 4.4.1].
For any a′, b′ ∈ T2 such that |a′ + b′| ≤ (1 − θ)ρ2, there exist unique a˜ and b˜, which are preimages
with respect to P1, satisfying
|a˜| ≤ λ|a′| and |b˜| ≤ λ|b′|.
If we set c = a˜ ∗ b˜, then the product in T2 is defined as
a′ ∗ b′ ≔ c′. (4.10)
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With definition (4.10), it follows from [7, Proposition 4.4.2] that T2 ⊂ {c1}⊥ = Rn−1 is a θ-
translational subset of radius ρ2. Now we choose c2 ∈ T˜1 such that P1(c2) is the shortest element
among T2. We also define
σ2 = |P1(c2)|.
Notice that the choice of c2 may not be unique.
By continuing this process, there exists an integer 1 ≤ m < n so that we can define the sets T2 ⊃
T3 ⊃ · · · ⊃ Tm and the generators {c2, c3, · · · , cm} by m − 1 induction steps. We call {c1, c2, · · · , cm}
obtained in this way a standard short basis of the fundamental pseudo-group Γ(q, ρ0).
To generalize the standard short basis, we fix a parameter
θ1 =
θ
100
. (4.11)
With the same definition of T1 as in (4.4), we first choose any c1 ∈ T1 such that
|c1| ≤ (1 + θ1)σ1,
where σ1 is the smallest length in T1. After c1 is chosen, we define as in (4.5) and (4.7) the maps
Q1 and P1 such that (4.8) holds. In fact, since the error parameter θ1 is much smaller than θ by our
assumption (4.11), the same proof of [7, Section 4.3.3] shows that P1 is injective. Next we define
the set T2 as in (4.9) with its product (4.10), then the same proof of [7, Proposition 4.4.2] shows that
T2 is a θ-translational subset with radius ρ2.
Next, we choose c2 ∈ T1 satisfying for some k ∈ {−1, 0, 1}
ck1 ∗ c2 ∈ T˜1, (4.12)
−θ ≤ cos ∠(c1, c2) ≤
(
1
2
+ 9θ
) 1
2
, (4.13)
|P1(c2)| ≤ (1 + θ1)σ2, (4.14)
where σ2 is the smallest length in T2. Notice that by (4.8) (see [7, Section 4.3.3] for details), (4.13)
is automatically satisfied if (4.12) holds for k = 0.
If we set c
(2)
2
= P1(c2), then we define T¯2 ≔ T2 ∪ {c(2)2 }. In addition, for any a′ ∈ T2 such that
P1(a) = a
′ for a ∈ T˜1, we define
c
(2)
2
∗ a′ = P1(Q1(c2 ∗ a)).
By the same proof of [7, Proposition 4.4.2], T¯2 is a θ-translational subset of radius ρ2.
Now we can consecutively define c1, c2, · · · , cm and the sets T¯1 = T1 ⊃ T¯2 ⊃ · · · ⊃ T¯m such that
for 1 ≤ i ≤ m,
|c(i)
i
| ≤ (1 + θ1)σ¯i,
where c
(i)
i
is the projection of ci to T¯i and σ¯i is the smallest length in T¯i. For any 1 ≤ i ≤ m − 1,
(c
(i)
i
)k ∗ c(i)
i+1
∈ ˜¯Ti
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for some k ∈ {−1, 0, 1} and
−θ ≤ cos ∠(c(i)
i
, c
(i)
j
) ≤
(
1
2
+ 9θ
) 1
2
. (4.15)
for any i + 1 ≤ j ≤ m. In addition, T¯i ⊂ Rn−i+1 is a θ-translational subset of radius ρi.
Now we call a basis {c1, c2, · · · , cm} chosen in this way a generalized standard short θ1-basis
of the fundamental pseudo-group Γ(q, ρ0).
The following proposition is proved verbatim as [7, Theorem 4.5] by adjusting θ slightly.
Proposition 4.7. If {c1, c2, · · · , cm} is a generalized standard short θ1-basis of Γ(q, ρ0), then
(i) {c1, c2, · · · , cm} is a λ-normal basis for λ ≤ (12 − 2θ)−
1
2 .
(ii) If
∑ |lici| ≤ (1 − 2θ)2ρ1, then cl11 ∗ cl22 ∗ · · · ∗ clmm is defined and associativity holds.
(iii) Each c ∈ T1 with |c| ≤ ρ¯ has a unique representation c = cl11 ∗ c
l2
2
∗ · · · ∗ clmm . For the images
c(k) of c under the iterated projections T1 → T2 → T3 → · · · , we have
c(k) = ((ck)
(k))lk ∗ ((ck+1)(k))lk+1 ∗ · · · ∗ ((cm)(k))lm .
(iv) For c ∈ T1 with |c| ≤ ρ¯ and c = cl11 ∗ c
l2
2
∗ · · · ∗ clmm ,∣∣∣∣∣∣∣∣c −
m∑
i=1
lici
∣∣∣∣∣∣∣∣ ≤ θ
∣∣∣∣∣∣∣∣
m∑
i=1
lici
∣∣∣∣∣∣∣∣ ≤
θ
1 − θ |c|.
(v) For 1 ≤ i < j ≤ m, there exist structure constants ki ju ∈ Z for 1 ≤ u ≤ i − 1 such that
[ci, c j] = c
k
i j
1
1
∗ ck
i j
2
2
∗ · · · ∗ ck
i j
i−1
i−1 .
In particular, Proposition 4.7 implies that a generalized standard short θ1-basis is a short basis of
radius ρ¯ by our definition (4.2). Since the generalized standard short θ1-basis is less rigid than the
standard short basis, we can construct it by sliding, as will be shown in Section 4.3.
Notice that the generalized standard short θ1-bases are not unique. However, we have
Proposition 4.8. There exists a constant C0 = C0(n) < ∞ such that there are at most C0 generalized
standard short θ1-bases.
Proof. We only need to prove that for the standard short θ1-bases, there are finitely many choices
for c1. Indeed, if ci is fixed, the corresponding T¯i+1 is a θ-translational subset of radius ρi+1.
We set S = {c ∈ T1 | σ1 ≤ |c| ≤ (1 + θ1)σ1}. Then there exists a constant C = C(n) such that if
|S | > C, we can find two different elements a, b ∈ S satisfying
|b − a| ≤ 1
2
σ1.
It follows from Lemma 4.5 that
|a−1 ∗ b| ≤ |a−1 ∗ b − (b − a)| + |b − a| ≤ θ(|a| + |b|) + 1
2
σ1 ≤ 2θ(1 + θ1)σ1 +
1
2
σ1 ≤
2σ1
3
.
However, it contradicts the definition of σ1. 
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4.2 Estimates of geodesic loops
From now on, we fix a complete Riemannian manifold (Mn, g, p) with (AF) and (SHC). Moreover,
we define for any t > 0,
K0(t) ≔
∫ ∞
t
K(s)
s
ds and K1(t) ≔
∫ ∞
t
K(s)
s2
ds. (4.16)
From (AF), there exists a constant A0 > 0 such that for any q with r = r(q) ≥ A0 and any
ρ ∈ (100, r/400),
ρ2|Rm| ≤ ǫ0 on B(q, 100ρ),
where ǫ0 is the same constant in Proposition 3.15.
We consider an arc-length parametrized curve {β(t) : t ∈ [−ǫ,+ǫ]} such that there exists a small
geodesic loop γ at q ≔ β(0). We assume that r(q) is large and the length L(γ) is small enough such
that the sliding of γ along β is well defined and we denote the geodesic loop at β(t) by γt.
Now we prove
Theorem 4.9. Let l(t) and r(t) be the length and rotational part of γt respectively, then for t ∈
(−ǫ,+ǫ)
(i) |l′(t)| ≤ |r(t) − I|.
(ii) For any unit vector field X(t) parallel along β(t),∣∣∣|r(t)X(t) − X(t)|′∣∣∣ ≤ l(t)max
γt
|Rm|.
Proof. (i): We assume that τ is corresponding local isometry of γ and β˜(t) is the lift of β(t) on TqM.
For any t ∈ (−ǫ,+ǫ), we set W(t) to be the initial tangent vector of the geodesic from β˜(t) to τ(β˜(t)).
From our definition, l(t) = dgˆ(β˜(t), τ(β˜(t))) and hence
l′(t) = −gˆβ˜(t)(W(t), β˜′(t)) + gˆτ(β˜(t))((dτ)∗(β˜′(t)), (dτ)∗(W1(t))),
where W1(t) = r(t)(W(t)). Since (dτ)∗ is an isometry, we have
|l′(t)| = |〈β′(t), r(t)W(t) −W(t)〉| ≤ |r(t) − I|.
(ii): We construct a vector field X(s, t) such that X(0, t) = X(t) and for fixed t, X(s, t) is parallel
along γt. By direct computations,∣∣∣∂s|∂tX(s, t)|∣∣∣ ≤ |∂s∂tX(s, t)| = |∂t∂sX(s, t) + Rm(∂s, ∂t)X(s, t)| ≤ max
γt
|Rm|.
By integration,
|∂tX(1, t)| ≤ |∂tX(0, t)| + l(t)max
γt
|Rm| ≤ l(t)max
γt
|Rm|.
Consequently, ∣∣∣|r(t)X(t) − X(t)|′∣∣∣ = ∣∣∣|X(1, t) − X(0, t)|′∣∣∣ ≤ |∂tX(1, t)| ≤ l(t)max
γt
|Rm|.

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With the same proof as Lemma 3.18, we can improve (SHC).
Lemma 4.10. Let (Mn, g, p) be a complete Riemannian manifold with (AF) and (SHC). Then there
exists a positive function ǫ1(r) with ǫ1(r) → 0 if r → ∞ such that
‖r(γx)‖ ≤ ǫ1(r)
L(γx)
r
for any x outside a compact set and any geodesic loop γx based at x with length smaller than κr,
where κ is the constant in (SHC).
We fix a geodesic ray {α(t), t ≥ 0} starting from p and estimate the lengths and rotational parts
of the slidings of a geodesic loop.
Theorem 4.11. There exist constants C1 > 1 and A1 > 0 such that for any geodesic loop γ based
at α(s) with s ≥ A1 and |t(γ)| ≤ C−11 s, if we denote the length and rotational part of the sliding of γ
at α(t) by l(t) and r(t) respectively, then for any t ≥ s,
(i) ‖r(t)‖ ≤ C1l(t)K1(t/2).
(ii) l(s) exp
−C1 ∫ t
s
K1(z/2) dz
 ≤ l(t) ≤ l(s) exp
C1 ∫ t
s
K1(z/2) dz
.
Here, the function K1 is defined in (4.16).
Proof. First, we claim that if C1 and A1 are sufficiently large, l(t) ≤ κt/2 for any t ≥ s. Indeed, we
assume C1 ≥ 4/κ and set s0 ≥ s to be the largest number of t such that l(t) ≤ κt/2. If s0 is finite,
then l(s0) = κs0/2. It follows from Theorem 4.9 (i) and Lemma 4.10 that
|l′(t)| ≤ ‖r(t)‖ ≤ ǫ1(t)
t
l(t) (4.17)
for any t ∈ [s, s0], where ǫ1(t) is a positive function such that limt→∞ ǫ1(t) = 0. If A1 is sufficiently
large, we have ǫ1(t) ≤ 1 for any t ≥ s. Hence, it follows from (4.17) that
l(s0) ≤
s0
s
l(s) ≤ κs0/4,
which is a contradiction. In particular, we conclude for any t ≥ s,
l(t) ≤ t
s
l(s) ≤ tl(s). (4.18)
For any t ≥ s, we choose a unit parallel vector field X along α such that
|r(t) − I| = |r(t)X(t) − X(t)|.
Then it follows from Theorem 4.9 and (SHC) that
|l′(t)| ≤ |r(t) − I| ≤
∫ ∞
t
l(z)max
γz
|Rm| dz ≤ 4
∫ ∞
t
l(z)
K(z/2)
z2
dz. (4.19)
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Combining (4.18) and (4.19), it follows from the next lemma that for any t ≥ s,
l(t) ≤ Cl(s).
From (4.19), we have
|l′(t)| ≤ |r(t) − I| ≤ Cl(t)
∫ ∞
t
K(z/2)
z2
dz ≤ Cl(t)K1(t/2)
and by integration,
l(s) exp
−C ∫ t
s
K1(z/2) dz
 ≤ l(t) ≤ l(s) exp
C ∫ t
s
K1(z/2) dz
 .

We prove the following lemma which plays an important role in the proof of Theorem 4.11.
Lemma 4.12. Let {x(t), t ∈ [1,∞)} be a positive differentiable function satisfying the following
inequalities
x(t) ≤ tx(1) and x′(t) ≤
∫ ∞
t
x(s)
k(s)
s2
ds
for any t ≥ 1, where {k(t), t ∈ [1,∞)} is a nonincreasing positive function such that∫ ∞
1
k(s)
s
ds <
1
10
. (4.20)
Then there exists a constant C > 0 which depends only on k(s) such that for any t ≥ 1
x(t) ≤ Cx(1).
Proof. We assume x(1) = 1 and define a sequence {t0 = 1 < t1 < t2 < · · · } by
ti = inf{t ∈ [1,∞) : ∀s ≥ t, x(s) ≤ 2−is}.
Notice that the sequence {ti} exists since x′(t) is sublinear from
x′(t) ≤
∫ ∞
t
x(s)
k(s)
s2
ds ≤
∫ ∞
t
k(s)
s
ds.
From continuity, we have x(ti) = 2
−iti. For any 1 ≤ a < b, we have
x(b) − x(a)
=
∫ b
a
x′(t) dt ≤
∫ b
a
∫ ∞
t
x(s)
k(s)
s2
ds dt
=(b − a)
∫ ∞
b
x(s)
k(s)
s2
ds +
∫ b
a
(t − a)x(t)k(t)
t2
dt
≤(b − a)
∫ ∞
a
x(s)
k(s)
s2
ds +
∫ b
a
x(t)
k(t)
t
dt.
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Therefore, it follows from the Gronwall’s theorem that
x(b) ≤
(
x(a) + (b − a)
∫ ∞
a
x(s)
k(s)
s2
ds
)
exp

∫ b
a
k(t)
t
dt
 . (4.21)
If we set σi =
∫ ti+1
ti
k(t)
t
dt, then by choosing a = ti and b = ti+1 in (4.21) we obtain
2−i−1ti+1 ≤
2−iti + (ti+1 − ti)
∞∑
j=i
2− jσ j
 eσi .
After simplification we have
ti+1 ≤
2−i −∑∞j=i 2− jσ j
2−i−1e−σi −∑∞j=i 2− jσ j ti ≤
2ti
1 − σi −
∑∞
j=0 2
1− jσi+ j
. (4.22)
Notice that by our assumption (4.20), the denominator above is a finite positive number.
It is clear that
∏∞
i=0
(
1 − σi −
∑∞
j=0 2
1− jσi+ j
)
is finite. Indeed, this follows from
∞∑
i=0
ln
1 − σi −
∞∑
j=0
21− jσi+ j
 > −∞
since
∞∑
i=0
σi +
∞∑
j=0
21− jσi+ j
 < 5
∞∑
i=0
σi < ∞
from our assumption (4.20). By (4.22), there exists a constant C > 0 such that
ti ≤ C2i
and by our definition of ti
x(t) ≤ 2C
for any t ≥ 1. 
Next, we estimate the change of angle between two geodesic loops.
Proposition 4.13. Given two geodesic loops γ1 and γ2 at α(t0) for t0 ≥ A1 such that |t(γi)| ∈
[a−1
0
, a0], for some constant a0 ∈ (1,C−11 t0), we denote their slidings at α(t) by γ1t and γ2t respectively
and set ci(t) = t(γ
i
t) for i = 1, 2. Then there exist constants Θ ≥ 0 and C > 0 such that for any t ≥ t0,
|∠(c1(t), c2(t)) − Θ| ≤ CK0(t/4).
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Proof. If we set ri(t) to be the rotational part of γ
i
t for i = 1, 2, then it follows from Theorem 4.11
that
|ri(t) − I| ≤ a1K1(t/2) ≤ 2a1
K(t/2)
t
and a−11 ≤ |t(γit)| ≤ a1
for some constant a1 > 1.
Now we define the function Θ(t) ≔ ∠(γ˙1t (0), γ˙
2
t (0)). For any point α(t), if we set ρ =
t
100
and
D = 1 + λ
1000
> 1 where λ is the constant in Lemma 3.13, then it follows from Proposition 3.16 that
for t ≤ s ≤ Dt,
|Θ(s) − Θ(t)| ≤ CK(t/2).
It is clear that for any s ≥ t, if Dk−1t ≤ s < Dkt for some integer k ≥ 1, then
|Θ(s) − Θ(t)| ≤
k−1∑
i=1
|Θ(Dit) − Θ(Di−1t)| + |Θ(s) − Θ(Dk−1t)|
≤C
∞∑
i=1
K(Di−1t/2) ≤ C
∫ ∞
t/4
K(z)
z
dz = CK0(t/4).
Therefore, there exists a constant Θ ≥ 0 such that
|Θ(t) − Θ| ≤ CK0(t/4).
Moreover, since ri(t)(γ˙
i
t(0)) = ci(t), we have
|ci(t) − γ˙it(0)| ≤ C|ri(t) − I| ≤ CK1(t/2) ≤ C
K0(t)
t
.
Therefore, it is clear that
|∠(c1(t), c2(t)) − Θ| ≤ CK0(t/4).

4.3 Construction of the short bases on the end
In this section, we construct the short bases on the end. For simplicity, we define K˜(t) ≔ max{K(t),K0(t)}.
Theorem 4.14. Let (Mn, g) be a complete Riemannian manifold with (AF) and (SHC), there exist
constants A2 > 0, κ1 > 0, C2 > 0 and an integer 1 ≤ m < n such that for any q with r = r(q) ≥ A2,
we can find a short basis with radius κ1r, denoted by {cq1, c
q
2
, · · · , cqm}, of Γ(q, ρ0) satisfying
(i) For any 1 ≤ i ≤ m,
‖r(cq
i
)‖ ≤ C2r−1K(r/2) and |L(cqi ) − Li| ≤ C2K˜(r/2) (4.23)
for some constants Li > 0.
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(ii) For any 1 ≤ i < j ≤ m,
|∠(cq
i
, c
q
j
) − Θi j| ≤ C2K˜(r/4), (4.24)
for some constants Θi j > 0.
(iii) The fundamental pseudo-group Γ(q, κ1r) is abelian.
The proof of Theorem 4.14 consists of two steps.
Step 1: Construction of the short bases on a geodesic ray
Fix a geodesic ray α(t) starting from p, we set T1(t), σ1(t), etc. to be the corresponding elements
in Section 4.1 at α(t). We choose q = α(t(1)) where t(1) is a large constant to be determined later
and set {c1,1, c1,2, · · · , c1,k1} to be all shortest elements in Γ(q, ρ1(t(1))). Notice that k1 ≤ C0 by
Proposition 4.8. For any 1 ≤ i ≤ k1 and t ≥ t(1), we denote the slidings of c1,i along α(t) by c1,i(t).
Now we define the subset Z1 ⊂ [t(1),∞) such that t ∈ Z1 if and only if all shortest elements in T1(t)
are contained in {c1,1(t), c1,2(t), · · · , c1,k1(t)}.
Lemma 4.15. The set Z1 is nonempty and open in [t
(1),∞).
Proof. From the definition t(1) ∈ Z1 and hence Z1 is nonempty. To prove that Z1 is open, we only
need to prove that Z1 is open at t
(1) and the general case is similar. Assuming the contrary, there
exists a sequence ti → (t(1))+ such that at α(ti) we can find a shortest element bi ∈ T1(ti) which is not
contained in {c1,1(ti), c1,2(ti), · · · , c1,k1 (ti)}. If we denote the sliding of bi to q along α(t) by ei, then
by taking a subsequence if necessary, we assume that ei converges to a geodesic loop e∞ ⊂ T1(t(1)).
By continuity, e∞ has the smallest length in T1(t(1)) and hence e∞ is identical with c1,s for some
1 ≤ s ≤ k1. It follows from Lemma 4.5 that
|e−1∞ ∗ ei − (ei − e∞)| ≤
θ(1 + θ)
ρ1
|e∞| |ei − e∞|.
Since |ei − e∞| → 0, for sufficiently large i we must ei = e∞ since e∞ has the smallest length. From
the transitivity of the sliding, ei is the sliding of e∞ if i is large, which is a contradiction. 
If Z1 , [t
(1),∞), we set t1,2 ≔ inf{t ∈ [t(1),∞)\Z1}. Notice that it follows from Lemma 4.15 that
t1,2 < Z1. It is clear from Theorem 4.11 (ii) that if t
(1) is sufficiently large,
(
1 − θ1
10
) 1
C0 ≤ |c1,i(t)||c1, j(t)|
≤
(
1 +
θ1
10
) 1
C0
(4.25)
for any 1 ≤ i, j ≤ k1 and t ≥ t(1), where the constant C0 is the constant in Proposition 4.8. In
particular, {c1,1(t1,2), c1,2(t1,2), · · · , c1,k1(t1,2)} are different elements in T1(t1,2) such that
|c1,i(t1,2)| < (1 + θ1)σ1(t1,2).
Since t1,2 < Z1, we extend the collection {c1,1(t1,2), c1,2(t1,2), · · · , c1,k1 (t1,2)} to a new collection
{c1,1(t1,2), c1,2(t1,2), · · · , c1,k1,2 (t1,2)} for k1,2 > k1 such that if k1 < i ≤ k1,2, c1,i(t1,2) is a shortest
element in T1(t1,2) and all shortest elements of T1(t1,2) are included. Now we define the subset
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Z1,2 ⊂ [t1,2,∞) such that t ∈ Z1,2 if and only if all shortest elements in T1(t) are contained in
{c1,1(t), c1,2(t), · · · , c1,k1,2 (t)}.
Similar to Lemma 4.15, Z1,2 is open in [t1,2,∞). If Z1,2 = [t1,2,∞), we stop here. Otherwise, we
define the set Z1,3 for some integer k1,3 > k1,2. Notice that by Proposition 4.8, this process must end
after finite steps. By redefining t(1) and k1, we have proved
Lemma 4.16. For any t ≥ t(1), all shortest elements in T1(t) is contained in {c1,1(t), c1,2(t), · · · , c1,k1 (t)}.
We set c1(t) = c1,1(t). It follows from (4.25) and Lemma 4.16 that for any t ≥ t(1),
|c1(t)| ≤ (1 + θ1)σ1(t).
In other words, c1(t) is the first member of a standard θ1-basis in T1(t).
In addition, it follows from Theorem 4.11 that
‖r(c1(t))‖ ≤ CK1(t/2)
and there exists a constant L1 > 0 such that
|L(c1(t)) − L1| ≤ C
∫ ∞
t
K1(z/2) dz ≤ C
∫ ∞
t
K(z/2)
z
dz ≤ CK0(t/2). (4.26)
For any t ≥ t(1), after c1(t) is chosen, we can define the set T2(t) as in Section 4.1. Moreover, we
set σ2(t) to be the shortest length in T2(t).
Next, we prove
Lemma 4.17. If σ2(t) , o(t) as t → ∞, then there exists a constant C > 0 such that for any t ≥ t(1),
σ2(t) ≥ Ct.
Proof. Assuming the contrary, there exists a sequence t j → ∞ such that
lim
j→∞
σ2(t j)
t j
= 0. (4.27)
At t j, there exists a c
j ∈ T˜1(t j) such that
|P1(c j)| = σ2(t j)
and hence by the definition of T˜1(t j),
|c j| ≤ Cσ2(t j). (4.28)
Now we define the sliding of c j along α(t) by c j(t), then it follows from (4.28) and Theorem 4.11
(ii) that for any t ≥ t j,
|c j(t)| ≤ C|c j| ≤ Cσ2(t j).
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For any t ≥ t j, there exists an integer k such that ck1(t) ∗ c j(t) ∈ T˜1(t) and from (4.6)
|k| ≤ 1
1 − θ
〈c1(t), c j(t)〉
|c1(t)|2
≤ 2 |c
j(t)|
|c1(t)|
≤ C|c j(t)|
since |c1(t)| converges to a nonzero constant by (4.26). Now it follows from (4.2) and [7, Proposition
4.2.3(iv)] that
|ck1(t) ∗ c j(t)| ≤ |c j(t)| +
(
1 +
θ
ρ1
|c j(t)|
)
|ck1(t)|
≤ |c j(t)| + ck|c1(t)| ≤ C|c j(t)|.
By Proposition 3.10, c j(t) is not generated by c1(t). Therefore,
|σ2(t)| ≤ |P1(ck1(t) ∗ c j(t))| ≤ C|c j(t)| ≤ Cσ2(t j). (4.29)
Then we conclude from (4.27) and (4.29) that
lim
t→∞
σ2(t)
t
= 0
and we obtain a contradiction. 
If σ2(t) , o(t), then it follows from Lemma 4.17 that there exists a constant κ
′ > 0 such that
for any t ≥ t(1), Γ(α(t), κ′t) is generated by c1(t) and the construction is complete. In this case, we
choose m = 1. Therefore, we only need to consider the case when σ2(t) = o(t) as t → ∞.
For a t(2) ≥ t(1) to be determined later, we assume that {c2,1, c2,2, · · · , c2,k2} ⊂ T˜1 ∪ T1,0 are all
elements such that |P1(c2,i)| = σ2(t(2)) at α(t(2)). Here T1,0 ≔ {c1}⊥∩T1. Like before, we denote the
sliding of c2,i by c2,i(t) along α(t). Moreover, we set T˜1(t), T1,0(t), T2(t), etc. to be the corresponding
sets with respect to c1(t) at α(t).
We define the subset Z2 ⊂ [t(2),∞) such that t ∈ Z2 if and only if any a ∈ T˜1(t)∪ T1,0(t) such that
|P1(a)| = σ2(t) is contained in {c2,1(t), c2,2(t), · · · , c2,k2 (t)}. Similar to Lemma 4.15, we prove
Lemma 4.18. The set Z2 is nonempty and open in [t
(2),∞).
Proof. It is obvious that t(2) ∈ Z2 and Z2 is nonempty. To prove that Z2 is open, we only need to
prove that Z2 is open at t
(2). Assuming the contrary, there exists a sequence ti → (t(2))+ such that at
α(ti) we can find a bi ∈ T˜1(ti) ∪ T1,0(ti) which is not contained in {c2,1(ti), c2,2(ti), · · · , c2,k2 (ti)}. If
we denote the sliding of bi to α(t
(2)) along α(t) by ei, then by taking a subsequence if necessary, we
assume that ei converges to a geodesic loop e∞. On the one hand, if bi ∈ T1,0(ti) for infinitely many
i, then by taking the limit we have e∞ ∈ T1,0(t(2)). On the other hand, if bi ∈ T˜1(ti) for all large i,
then by the definition of T˜1 we have
〈c1(ti), bi〉 > 0 and 〈c1(ti), c−11 (ti)bi〉 ≤ 0. (4.30)
By taking the limit of (4.30), we conclude that
〈c1(t(2)), e∞〉 ≥ 0 and 〈c1(t(2)), c−11 (t(2))e∞〉 ≤ 0.
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Therefore, e∞ ⊂ T˜1(t(2)) ∪ T1,0(t(2)). By continuity, |P1(e∞)| = σ2(t(2)) and hence e∞ is identical
with c2,u for some 1 ≤ u ≤ k2. It follows from Lemma 4.5 that
|e−1∞ ∗ ei − (ei − e∞)| ≤
θ(1 + θ)
ρ1
|e∞| |ei − e∞|. (4.31)
If i is sufficiently large, it is easy to see from (4.31) that the image P1(Q1(e
−1
∞ ∗ ei)) has the length
smaller than σ2(t1). Therefore, for sufficiently large i we must have ei = e∞ and bi = c2,u(ti), which
is a contradiction. 
Now we assume t(2) is sufficiently large such that from Theorem (4.11) (ii) and Proposition 4.13
that (
1 − θ1
10
) 1
C0 ≤ |P1(c2,i(t))||P1(c2, j(t))|
≤
(
1 +
θ1
10
) 1
C0
(4.32)
for any 1 ≤ i, j ≤ k2 and t ≥ t(2).
By the same argument as in Lemma 4.16, we can redefine t(2) and k2 so that the following lemma
holds.
Lemma 4.19. For any t ≥ t(2), any a ∈ T˜1(t) ∪ T1,0(t) such that |P1(a)| = σ2(t) is contained in
{c2,1(t), c2,2(t), · · · , c2,k2 (t)}.
Now we set c2(t) = c2,1(t), then it follows from Theorem 4.11 that
‖r(c2(t))‖ ≤ CK1(t/2)
and there exists a constant L2 > 0 such that
|L(c2(t)) − L2| ≤ CK0(t/2).
Moreover, it follows from Proposition 4.13 that
|∠(c1(t), c2(t)) − Θ12| ≤ CK0(t/4)
for some constant Θ12 ≥ 0.
It is clear from (4.32) and Lemma 4.19 that for any t ≥ t(2),
|P1(c2(t))| ≤ (1 + θ1)σ2(t). (4.33)
In addition, for any t ≥ t(2),
ck1(t) ∗ c2(t) ∈ T˜1(t). (4.34)
for some k ∈ {−1, 0, 1}.
It follows from (4.15) that for any t ≥ t(2),
−θ ≤ cos ∠(c1(t), c2(t)) ≤
(
1
2
+ 9θ
) 1
2
. (4.35)
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In particular, (4.35) implies that Θ12 must be positive. Therefore, it follows from (4.33), (4.34)
and (4.35) that {c1(t), c2(t)} are the first two members of a generalized standard short θ1-basis.
By iteration, we can consecutively define {c1(t), c2(t), · · · , cm(t)} and the sets T¯1(t) = T1(t) ⊃
T¯2(t) ⊃ · · · ⊃ T¯m(t) along α(t) as before such that the following properties are satisfied.
(i) For any 1 ≤ i ≤ m,
|r(ci(t)) − I| ≤ CK1(t/2). (4.36)
(ii) There exist some constants Li > 0 such that
|L(ci(t)) − Li| ≤ CK0(t/2). (4.37)
(iii) There exists some constants Θi j > 0 such that
|∠(ci(t), c j(t)) − Θi j| ≤ CK0(t/4). (4.38)
(iv) For any 1 ≤ i ≤ m,
|c(i)
i
(t)| ≤ (1 + θ1)σ¯i(t),
where c
(i)
i
(t) is the projection of ci(t) to T¯i(t) and σ¯i(t) is the smallest length in T¯i(t).
(v) For any 1 ≤ i ≤ m − 1,
(c
(i)
i
(t))k ∗ c(i)
i+1
(t) ∈ ˜¯Ti(t)
for some k ∈ {−1, 0, 1}.
(vi) For any 1 ≤ i < j ≤ m,
−θ ≤ cos ∠(c(i)
i
(t), c
(i)
j
(t)) ≤
(
1
2
+ 9θ
) 1
2
. (4.39)
To summarize, for sufficiently large t, we have constructed a generalized standard short θ1-basis
at α(t). In particular, Theorem 4.14 is proved along the geodesic ray α(t).
Step 2: Extension of the short bases on the end
To construct a short basis on the entire end of Mn, we consider q ∈ ∂B(p, t) for t ≥ A, where A
is a large constant. From (3.29), we can choose an arc-length parametrized curve {βq(s) : s ∈ [0, a]}
on B(p, 11t/10)\B¯(p, 9t/10) such that βq(0) = α(t) and βq(a) = q. Moreover, there exists a constant
C > 0 independent of t and q such that
L(βq) = a ≤ Ct. (4.40)
If we assume that {cq
1
(s), c
q
2
(s), · · · , cqm(s)} are the slidings of {c1(t), c2(t), · · · , cm(t)} along βq(s),
then we have
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Proposition 4.20. There exist constants A2,1 > 0 and κ1 > 0 such that if t ≥ A2,1,
{cq
1
(a), c
q
2
(a), · · · , cqm(a)}
is a short basis with radius κ1t satisfying (4.23) and (4.24).
Proof. For any s ≤ a, we choose a unit parallel vector field Xi along βq such that
|r(cq
i
(s))Xi(s) − Xi(s)| = |r(cqi (s)) − I|.
Then it follows from Theorem 4.9 and (4.36) that
d
ds
L(c
q
i
(s)) ≤ |r(cq
i
(s)) − I|
≤|r(cq
i
(0)) − I| +Ct−2K(t/2)
∫ s
0
L(c
q
i
(s)) ds
≤CK1(t/2) +Ct−2K(t/2)
∫ s
0
L(c
q
i
(s)) ds. (4.41)
Now we claim that L(c
q
i
(s)) must be uniformly bounded. Indeed, it follows from (4.41) that
L(c
q
i
(s)) ≤L(cq
i
(0)) +CsK1(t/2) +Cst
−2K(t/2)
∫ s
0
L(c
q
i
(s)) ds
≤C +CtK1(t/2) +Ct−1K(t/2)
∫ s
0
L(c
q
i
(s)) ds
where we have used (4.37) and (4.40). Then it follows from the Gronwall’s inequality that
L(c
q
i
(s)) ≤ C(1 + tK1(t/2)) exp(CK(t/2)) ≤ C. (4.42)
From (4.41) we conclude that
|r(cq
i
(s)) − I| ≤ CK1(t/2) +Ct−1K(t/2) ≤ Ct−1K(t/2). (4.43)
From (4.41) and (4.42) that for any s ∈ [0, a],
|L(cq
i
(s)) − L(cq
i
(0))| ≤ CsK1(t/2) +Cs2t−2K(t/2) ≤ CK(t/2).
Now it follows from (4.37) that
|L(cq
i
(s)) − Li| ≤ C(K(t/2) + K0(t/2)) ≤ CK˜(t/2). (4.44)
By (4.43) and (4.44), it follows from Proposition 3.16 and (4.38) that for any 1 ≤ i, j ≤ m and
s ∈ [0, a],
|∠(cq
i
(s), c
q
j
(s)) − Θi j| ≤ C(K(t/4) + K0(t/4)) ≤ CK˜(t/4).
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Therefore, we have proved that for any 1 ≤ i < j ≤ m,
|r(cq
i
(a)) − I| = O(t−1K(t/2)),
|L(cq
i
(a)) − Li| = O(K˜(t/2)),
|∠(cq
i
(a), c
q
j
(a)) − Θi j| = O(K˜(t/4)).
(4.45)
Now we claim that {cq
1
(a), c
q
2
(a), · · · , cqm(a)} is a λ-normal basis with λ ≤ 2. For any two vectors
u, v ∈ Rm and there their projections u′, v′ onto some hyperplane H with normal vector ~n, the angle
∠(u′, v′) is completely determined by ∠(u, v), ∠(u, ~n) and ∠(v, ~n). Indeed, it is easy to show
cos ∠(u′, v′) =
cos ∠(u, v) − cos ∠(u, ~n) cos ∠(v, ~n)
sin ∠(u, ~n) sin ∠(v, ~n)
. (4.46)
Therefore, the fact that {cq
1
(a), c
q
2
(a), · · · , cqm(a)} is a λ-normal basis with λ ≤ 2 follows from
(4.39), (4.45) and the formula (4.46). Hence, condition (i) in Definition 4.2 is satisfied.
Since {c1(t), c2(t), · · · , cm(t)} is a generalized standard short θ1-basis, it follows Proposition 4.7
that there exist structure constants k
i j
u ∈ Z for 1 ≤ i < j ≤ m and 1 ≤ u ≤ i − 1 such that
[ci(t), c j(t)] = c
k
i j
1
1
(t) ∗ ck
i j
2
2
(t) ∗ · · · ∗ ck
i j
i−1
i−1 (t).
Notice that all those structure constants k
i j
u are independent of t since by Proposition 3.11 the sliding
preserves the group structure. As c
q
i
(a) is the sliding of ci(t) along βq, by the same reason we have
[c
q
i
(a), c
q
j
(a)] = (c
q
1
(a))k
i j
1 ∗ (cq
2
(a))k
i j
2 ∗ · · · ∗ (cq
i−1(a))
k
i j
i−1 .
Therefore, condition (iii) in Definition 4.2 is satisfied.
Recall the definitions (4.1) and (4.3), if we set ρ¯ = ρ¯(t) = κ0t for some constant κ0 > 0, then
{c1(t), c2(t), · · · , cm(t)} is a short basis with radius ρ¯ by Proposition 4.7. For any γ ∈ Γ(q, ρ0) with
|γ| ≤ a0ρ¯, where a0 is a constant to be determined later, we denote the sliding of γ along βq(a − s)
by γ(s).
It follows from Theorem 4.9(i) and (SHC) that
d
ds
L(γ(s)) ≤ |r(γ(s)) − I| ≤ C
t
L(γ(s)).
Therefore, we conclude that for some constant C > 1,
L(γ(a)) ≤ CL(γ) ≤ Ca0ρ¯.
If we choose a0 < C
−1, then at α(t), we have
γ(a) = cl1
1
(t) ∗ cl2
2
(t) ∗ · · · ∗ clmm (t). (4.47)
Moreover, it follows from Lemma 4.6
m∑
i=1
|lici(t)| ≤ 2
1
2
m2
∣∣∣∣∣∣∣∣
m∑
i=1
lici(t)
∣∣∣∣∣∣∣∣ ≤
2
1
2
m2
1 − θ |γ(a)| ≤
2
1
2
m2
1 − θ ρ¯.
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From (4.44), we easily conclude that for sufficiently large t,
m∑
i=1
|licqi (a)| ≤ 2
m∑
i=1
|lici(t)| ≤
2
1
2
m2+1
1 − θ ρ¯.
Therefore, (c
q
1
(a))l1 ∗ (cq
2
(a))l2 ∗ · · · ∗ (cqm(a))lm is well defined in Γ(q, ρ0) and by Proposition 3.11,
γ = (c
q
1
(a))l1 ∗ (cq
2
(a))l2 ∗ · · · ∗ (cqm(a))lm .
Assume that there exists another representation
γ = (c
q
1
(a))l
′
1 ∗ (cq
2
(a))l
′
2 ∗ · · · ∗ (cqm(a))l
′
m ,
then by the same reason c
l′
1
1
(t) ∗ cl
′
2
2
(t) ∗ · · · ∗ cl′mm (t) is well defined in Γ(α(t), ρ0) and
γ(a) = c
l′
1
1
(t) ∗ cl
′
2
2
(t) ∗ · · · ∗ cl′mm (t). (4.48)
By Proposition 4.7, two representations (4.47) and (4.48) must be identical. Therefore, we con-
clude that li = l
′
i
and the representation of γ at q is unique. In other words, condition (ii) in Definition
4.2 is satisfied for the radius r0 = a0ρ¯. 
Finally we show that Γ(q, r0) is abelian if r = r(q) is sufficiently large. To prove this, we only
need to prove [c
q
i
, c
q
j
] = 0 for any 1 ≤ i < j ≤ m.
Proposition 4.21. There exists a constant A2,2 > 0 such that if r = r(q) > A2,2, then the short basis
{cq
1
, c
q
1
, · · · , cqm} is abelian.
Proof. We omit the superscript q and assume for i < j,
[ci, c j] = c
k1
1
∗ ck2
2
∗ · · · ∗ cki−1
i−1 .
Then it follows from Lemma 4.6 we have
i−1∑
u=1
|kucu| ≤ 2
1
2
m2
∣∣∣∣∣∣∣∣
i−1∑
u=1
kucu
∣∣∣∣∣∣∣∣ ≤
2
1
2
m2
1 − θ |[ci, c j]|. (4.49)
In addition, it follows from Proposition 4.3(iii) that
|[ci, c j]| ≤ 3
θ
ρ0
|ci||c j |. (4.50)
Combining (4.49), (4.50) and (4.23), we conclude that for large r
i−1∑
u=1
|ku|Lu ≤
C
r
LiL j.
Since all ku are integers, we must have ku = 0, provided that r is sufficiently large. 
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Combining Step 1 and Step 2, the proof of Theorem 4.14 is complete.
Remark 4.22. In the proof of Theorem 4.14, we only need (SHC) on a geodesic ray and (HC).
From Proposition 4.21, the sliding of short geodesic loops at x to nearby points is independent
of the path.
Corollary 4.23. Let x, y be points with r = r(x), r(y) ≥ A2,2 such that there are two curves βi, i = 1, 2
with L(βi) ≤ κ1r4 starting from x to y. Then for any c ∈ Γ(x, κ1r2 ), the sliding of c to y along β1 is
identical with that along β2.
Proof. We only need to prove that for any two lifts u, v ∈ Bˆ(0, κ1r
2
) ⊂ TxM of y, the geodesic γ1
connecting u and τc(u) and the geodesic γ2 connecting v and τc(v) have the same image under expx.
Indeed, since u and v are the lifts of y, there exists an a ∈ Γ(x, κ1r
2
) such that τa(u) = v. Then γ2 is
the image of γ1 under τa, since τa ◦ τc(u) = τc ◦ τa(u). From this, the proof is complete. 
4.4 Flat torus at infinity
Now we have the following definition.
Definition 4.24. Given a complete Riemannian manifold (Mn, g) with (AF) and (SHC), the flat
torus at infinity is defined by
T
m
∞ ≔ R
m/〈c∞1 , c∞2 , · · · , c∞m 〉,
where {c∞
1
, c∞
2
, · · · , c∞m } is a normal basis of Rm such that
|c∞i | = Li and ∠(c∞i , c∞j ) = Θi j.
Here Li and Θi j are constants obtained in Theorem 4.14.
If we denote the standard basis of Rm by (e1, e2, · · · , em), then there exists a matrix A∞ =
(a∞
i j
)1≤i, j≤m such that
c∞i =
∑
a∞ji e j. (4.51)
Notice that the matrix A∞ is well defined up to a left multiplication by an orthogonal matrix and
determines the isometry class of Tm∞
From (4.23) and (4.24), for any x with r = r(x) ≥ A2, there exists an orthonormal basis
(ex
1
, ex
2
, · · · , exm) of 〈cx1, cx2, · · · , cxm〉 with respect to gx and a matrix Ax = (axi j)1≤i, j≤m such that
cxi =
∑
axjie
x
j and |Ax − A∞| = O(K˜(r/4)). (4.52)
In addition, we define the flat torus
T
m
x ≔ R
m/〈cx1, cx2, · · · , cxm〉
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and a natural map ix from T
m
x to T
m
∞ defined by
ix(t1c
x
1
+ t2c
x
2
+ · · · + tmcxm) ≔ t1c∞1 + t2c∞2 + · · · + tmc∞m
for any ti ∈ R, where · denotes the quotient map. It is easy to see by using (4.23) and (4.24) that
the map ix is a CK˜(r/4)-almost isometry. In particular, we conclude that
dGH(T
m
∞,T
m
x ) = O(K˜(r/4)). (4.53)
Let x, y be points such that r = r(x) ≥ A2 with d(x, y) ≤ κ1r4 . For any 1 ≤ i ≤ m, we denote the
sliding of cx
i
to y along the minimizing geodesic by cx
′
i
, then by the same proof of Proposition 4.20
we have 
|r(cx′
i
) − I| = O(r−1K(r/2)),
|L(cx′
i
) − Li| = O(K˜(r/2)),
|∠(cx′
i
, cx
′
i
) − Θi j| = O(K˜(r/4)).
In addition, 〈cx′
1
, cx
′
2
, · · · , cx′m 〉 is a short basis of Γ(y, ρ0) with radius κ′1r(y) for some constant
κ′
1
> 0 independent of x and y. Since 〈cy
1
, c
y
2
, · · · , cym〉 is a short basis, then for any 1 ≤ i ≤ m,
c
y
i
=
∑
k jic
x′
j , (4.54)
for some Kx,y = (ki j) ∈ GL(m,Z). In addition, the norm of Kx,y is uniformly bounded independent
of the choice of x and y.
Proposition 4.25. There exists a constant A2,3 > 0 such that for any x, y with r = r(x) ≥ A2,3 and
d(x, y) ≤ κ1r/4,
A∞Kx,y(A∞)−1 ∈ O(m).
Proof. We denote the parallel transport from x to y along the minimizing geodesic by P and set
ex
′
i
= P(ex
i
). It follows from [7, Proposition 6.6.2] and Lemma 3.7 that
|cx′i − P(cxi )| = O(K˜(r/4)).
Therefore, by (4.52) we have
cx
′
i =
∑
axjie
x′
j + O(K˜(r/4)) =
∑
a∞ji e
x′
j + O(K˜(r/4)). (4.55)
Moreover, by Definition (4.54) we have
cx
′
i =
∑
k jic
y
j
, (4.56)
where K−1x,y = (k
i j) is the inverse matrix of Kx,y. From (4.55) and (4.56) we have
(c
y
1
, c
y
2
, · · · , cym) = (ex
′
1 , e
x′
2 , · · · , ex
′
m )A
∞Kx,y + O(K˜(r/4)).
From (4.23) and (4.24), there exists a matrix O ∈ O(m) such that
OA∞Kx,y = A∞ + O(K˜(r/4)).
Since Kx,y = (ki j) ∈ GL(m,Z) and the norm is uniformly bounded, it is easy to see if r is
sufficiently large, A∞Kx,y(A∞)−1 ∈ O(m). 
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We define the following subgroup of GL(m,Z) for any A ∈ GL(m,R),
G(A) ≔ {W ∈ GL(m,Z) | AWA−1 ∈ O(m)}. (4.57)
Lemma 4.26. For any A ∈ GL(m,R), G(A) is a finite group. Conversely, if G is a finite subgroup of
GL(m,Z), then G ⊂ G(A) for some A ∈ GL(m,R).
Proof. It is clear that the map φ : G(A) → O(m) by φ(W) = AWA−1 is a group monomorphism.
SinceG(A) is discrete and O(m) is compact, the image of φ and henceG(A) are finite. Conversely, if
G is a finite subgroup of GL(m,Z), there exists an inner product which is invariant under the action
of G. Then it is easy to show for some A ∈ GL(m,R), AGA−1 ⊂ O(m). 
Now we have the following definition.
Definition 4.27. The finite group G∞ ≔ G(A∞) is called the holonomy at infinity.
Given x and y, we can naturally define an automorphism of Tm∞ such that for any 1 ≤ i ≤ m,
Lx,y(c
∞
i ) ≔
m∑
j=1
k jic
∞
j . (4.58)
Next, we prove that all torus automorphisms are compatible.
Lemma 4.28. Given three points x, y, z such that r = r(x) ≥ A2 and their respective distances are
bounded by κ1r/8, then we have
Lx,z = Lx,y ◦ Ly,z.
Proof. From the definition, all constants ki j are determined by
c
y
i
=
m∑
j=1
k jic
x′
j ,
where cx
′
j
is the sliding of cx
j
to y. Since by Corollary 4.23, the sliding of cx
i
to z along the geodesic
from x to z is the same as that along the geodesic from x to y followed by the geodesic from y to z,
we easily conclude that
Lx,z = Lx,y ◦ Ly,z.

5 Proof of the main theorem
In this section, we construct a torus fibration on the end of (Mn, g). With the help of Theorem 4.14,
we first construct a local fibration around each point q if r = r(q) is sufficiently large. Then we glue
all local fibrations into a global fibration. Notice that this is a standard strategy from [14]. Here,
we follow the argument of Minerbe [42, Section 3.4-3.6] (where K(r) = r−1, n = 4 and m = 1 are
assumed).
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5.1 Construction of local fibrations
For any q with r = r(q) ≥ A2, it follows from Theorem 4.14 that there exists an abelian short basis
{c1, c2, · · · , cm} of radius κ1r such that (4.23) and (4.24) are satisfied. Here we omit the superscript
q of c
q
i
for simplicity. We also set for i ≥ 2,
κi =
κ1
10i−1
.
For any geodesic loop a ∈ Γ(q, κ1r), we set a = t(a) and denote the corresponding local isometry
by τa and the rotational map by ra. Now we show the local isometry τa is almost translational (this
is similar to [42, Lemma 3.9]).
Lemma 5.1. There exists a constant C2,1 > 0 such that for any q with r ≥ A2 and a ∈ Γ(q, κ1r), we
have
(i) |ra − I| ≤ C2,1C|a|r−1K(r/2).
(ii) |τa(w) − (w + a)| ≤ C2,1|a|K(r/2) for any w ∈ Bˆ(0, κ1r).
Proof. From Theorem 4.14, there exists a representation
a = k1c1 + c2k2 + · · · + kmcm
for ki ∈ Z. It follows from the definition of short basis and Lemma 4.6 that
m∑
i=1
|ki| ≤ C|a|. (5.1)
Now we claim that for any 1 ≤ i ≤ m,
|rkici − I| ≤ C|a|r−1K(r/2).
We only need to prove the claim for i = 1. For any 1 ≤ j ≤ k1, we set
e j = r jc1 − I.
Then we have
|e j − e j−1| = |r jc1 − rc1 ◦ r( j−1)c1 | + |rc1 ◦ r( j−1)c1 − r( j−1)c1 |. (5.2)
It follows from [7, Proposition 2.3.1(i)] and (5.1) that
|r jc1 − rc1 ◦ r( j−1)c1 | ≤ Cr−2K(r/2)| jc1 | |c1| ≤ Cr−2K(r/2) ≤ Cr−1K(r/2). (5.3)
In addition, it is clear from (4.23) that
|rc1 ◦ r( j−1)c1 − r( j−1)c1 | ≤ |rc1 − I| ≤ Cr−1K(r/2). (5.4)
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Combining (5.3) and (5.4), we conclude from (5.2) that
|e j − e j−1 | ≤ Cr−1K(r/2).
Therefore, the claim holds since
|rk1c1 − I| = |ek1 | =
k1∑
j=1
|e j − e j−1 | ≤ Ck1r−1K(r/2) ≤ C|a|r−1K(r/2).
If we set bi = rk1c1+···+kici − I, then it follows from the claim and [7, Proposition 2.3.1(i)] again
that
|bi − bi−1| =|rk1c1+···+kici − rkici ◦ rk1c1+···+ki−1ci−1 | + |rkici ◦ rk1c1+···+ki−1ci−1 − rk1c1+···+ki−1ci−1 |
≤C|a|r−1K(r/2).
Therefore, (i) is proved since
|ra − I| =
m∑
i=1
|bi − bi−1 | ≤ C|a|r−1K(r/2).
To prove (ii), it follows from Lemma 3.7 that
|τa(w) − (w + a)|
≤|τa(w) − r−1a (w + a)| + |ra − I|(|w| + |a|)
≤Cr−2K(r/2)|a| |w|(|a| + |w|) +C|a|K(r/2) ≤ C|a|K(r/2).
Therefore, the proof of (ii) is complete. 
Now we define an open set Uˆq ⊂ Bˆ(0, κ1r) such that x ∈ Uˆq if and only if the projection of x,
denoted by xc, onto 〈c1, c2, · · · , cm〉 has the representation
xc = s1c1 + s2c2 + · · · + smcm
such that maxi |si| < 2. Moreover, we define the norm
‖x‖c =
m∑
i=1
|si|.
Notice that ‖x‖c is uniformly comparable to the usual norm |x|. Next, we prove
Lemma 5.2. There exists a constant A2,1 > 0 such that for any x with r = r(x) ≥ A2,1 and y ∈
B(x, κ1
2
r), there exists yˆ ∈ Uˆx such that expx(yˆ) = y.
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Proof. We assume that yˆ is the lift of y in Bˆ(x, κ1
2
r) such that ‖y‖c is minimal. We claim that yˆ ∈ Uˆx.
Otherwise, we can assume without loss of generality that yc = s1c1 + s2c2 + · · · + smcm and s1 ≥ 2.
Then it follows from Lemma 5.1 (ii) that
|τ−c1 (yˆ) − (yˆ − c1)| ≤ CK(r/2).
Then it is clear that
‖τ−c1 (yˆ)‖c ≤ ‖yˆ‖c − 1 +CK(r/2)
and hence
‖τ−c1 (yˆ)‖c < ‖yˆ‖c
if r is sufficiently large. This gives us a contradiction. 
Lemma 5.3. There exists constants C2,2 > 0 and A2,2 > 0 such that for r ≥ A2,2, if w ∈ Uˆq and
τa(w) ∈ Uˆq for a ∈ Γ(q, κ1r), then |a| ≤ C2,2.
Proof. It follows from Lemma 5.1 (ii) that
|τa(w) − (w + a)| ≤ C2,1|a|K(r/2).
If r is sufficiently large such that C2,1K(r/2) <
1
2
, then
|a| ≤ 2(|w| + |τa(w)| ≤ C
since w, τa(w) ∈ Uˆq. 
Now we recall the following definition.
Definition 5.4. A map h : X → Y of metric spaces is called an δ-Gromov-Hausdorff approximation
if the following two conditions are satisfied.
(i) |dX(x1, x2) − dY (h(x1), h(x2))| ≤ δ for all x1, x2 ∈ X.
(ii) For any y ∈ X, there exists x ∈ X such that |h(x) − y| ≤ δ.
In particular, the existence of an δ-Gromov-Hausdorff map implies that dGH(X, Y) ≤ 2δ, see [5,
Corollary 7.3.28].
Next, we prove that for any q with r(q) sufficiently large, there exists a neighborhood of q which
is close to a ball in Rn−m, in the Gromov-Hausdorff sense. The following proposition corresponds
to [42, Proposition 3.10].
Proposition 5.5. There exists a constant C > 0 such that for any q with r = r(q) ≥ A2, there exists an
open neighborhood Uq of q and the Gromov-Hausdorff distance between Uq and B(0, κ2r) ⊂ Rn−m
is bounded by Cmax{1, rK(r/2)}.
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Proof. Given q with r ≥ A2, we define H = 〈cq1, c
q
2
, · · · cqm〉⊥ and use the subscript vH to denote the
projection of v ∈ Bˆ(0, κ1r) onto H. Here, the orthogonal complement is defined by using the inner
product gˆ = exp∗qg on TqM.
For any x ∈ B(q, κ1
2
r), we define the center of mass
h(x) ≔
1
Nx
∑
v∈Ax
vH ,
where Ax = {v ∈ Uˆq | expq(v) = x} and Nx = |Ax|.
Now we set B = B(0, κ2r) ⊂ H and define Uq = h−1(B). We claim that h : Uq → B is a
Cmax{1, rK(r/2)}-Gromov-Hausdorff approximation.
For any v ∈ B and a ∈ Γ(q, κ1r) such that τa(v) ∈ Uˆq, it follows from Lemma 5.1(ii) and Lemma
5.3 that
|τa(v) − (v + a)| ≤ C|a|K(r/2) ≤ CK(r/2).
Since a = k1c1 + k2c2 + · · · + kmcm, we have
|(τa(v))H − v| ≤ CK(r/2).
Passing to the center of mass, we conclude that
|h(expq(v)) − v| ≤ CK(r/2).
In particular, if d(v,H\B) ≥ CK(r/2), then h(expq(v)) ∈ B. Therefore, it is easy to show that the
range of h is a CK(r/2)-net and condition (ii) in Definition 5.4 is satisfied.
For any x, y ∈ Uq, by Lemma 5.2 we can find their lifts v,w ∈ Uˆq. By the same arguments as
before, we have
|h(x) − vH | + |h(y) − wH | ≤ CK(r/2). (5.5)
There exists a w′ ∈ Bˆ(0, κ1
2
r) such that dgˆ(v,w
′) = d(x, y). Since expq(w) = expq(w
′), we set
τa(w) = w
′ for a ∈ Γ(q, κ1
2
r). It follows from Lemma 5.1 (ii) that
|w′ − (w + a)| = |τa(w) − (w + a)| ≤ C|a|K(r/2) ≤ CrK(r/2).
On the one hand, we have
|h(x) − h(y)|
≤|vH − wH | +CK(r/2) ≤ |vH − (w + a)| +CK(r/2)
≤|vH − w′| +CrK(r/2) ≤ |v − vH | + |v − w′| + CrK(r/2)
≤(1 +CK(r/2))dgˆ(v,w′) +C(1 + rK(r/2)) = d(x, y) +C(1 + rK(r/2)). (5.6)
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On the other hand,
d(x, y) ≤ dgˆ(v,w)
≤|v − w| +CrK(r/2)
≤|vH − wH | +C(1 + rK(r/2))
≤|h(x) − h(y)| +C(1 + rK(r/2)). (5.7)
Combining (5.6) and (5.7), condition (i) in Definition 5.4 is satisfied and the proof is complete.

Notice that the map h constructed in Proposition 5.5 may not even be continuous. To construct
a local fibration, we smooth h by a convolution as [14, Theorem 2.6] and [42, Proposition 3.11]. In
the following Theorem, the map defined in (5.8) is slightly different from that in [42, Proposition
3.11], so that fq has stronger higher-order estimates than [42, Proposition 3.11].
Theorem 5.6. There exist constants C > 1 such that for any q with r = r(q) ≥ A2, there exists
an open neighborhood Ωq of q and a map fq : Ωq → B(0, κ3r) ⊂ Rn−m satisfying the following
properties.
(i) fq is a CK(r/2)-almost-Riemannian submersion.
(ii) |∇2 fq| = O(r−1K(r/2)).
(iii) If (Mn, g) further satisfies (HOAF), then for any i ≥ 3, |∇i fq| = (r1−iK(r/2)).
(iv) The Gromov-Hausdorff distance between any fiber of fq and T
m
∞ is bounded by O(K˜(r/4)).
Proof. We fix a smooth nonincreasing function φ(t) on R such that φ = 1 on (−∞, 1
3
] and φ = 0 on
[2
3
,∞). In addition, we set φr = φ( 2tκ2
3
r2
).
On Bˆ(0, 3κ3r) ⊂ Tq(M), we denote the lift of h by hˆ = h ◦ expq and set ρv ≔ d2gˆ(v, ·)/2. Then we
define on Bˆ(0, 2κ3r),
fˆ (w) =
1
c0rn
∫
TqM
hˆ(v)φr(ρv(w)) dV(v), (5.8)
where the volume form dV is with respect to gˆ and the constant c0 > 0 is determined by∫
Rn
φr(|z|2/2) dz = c0rn.
It is clear from the definition (5.8) that fˆ descends to a map f on B(q, κ3r) since Γ(q, 2κ3r) acts
isometrically on Bˆ(0, κ3r). We claim that the map f satisfies all the properties in the statement.
Notice that we only need to prove the corresponding properties of fˆ are satisfied.
It follows from (3.10) and (3.11) that
|dV(v) − dv| ≤CK(r/2)dv
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and for any v,w ∈ Bˆ(0, 2κ3r),
|dgˆ(v,w) − |v − w|| ≤ CK(r/2)|v − w| ≤ CrK(r/2). (5.9)
By (5.9), it is clear that
|ρv(w) − |v − w|2/2| ≤ Cr2K(r/2). (5.10)
In addition, from the proof of Proposition 5.5 we have
|hˆ(v) − vH | ≤ CrK(r/2). (5.11)
Now we write∫
hˆ(v)φr(ρv(w)) dV(v)
=
∫
hˆ(v)φr(ρv(w)) (dV(v) − dv) +
∫
hˆ(v)
(
φr(ρv(w)) − φr(|v − w|2/2)
)
dv
+
∫
(hˆ(v) − vH)φr(|v − w|2/2) dv +
∫
vHφr(|v − w|2/2) dv. (5.12)
From (5.8), (5.10) and (5.11), we conclude immediately from (5.12) that∫
hˆ(v)φr(ρv(w)) dV(v) =
∫
vHφr(|v − w|2/2) dv + O(rn+1K(r/2)). (5.13)
A change of variables shows that∫
vHφr(|v − w|2/2) dv = wH
∫
φr(|z|2/2) dz +
∫
zHφr(|z|2/2) dz = c0wHrn, (5.14)
where the last equality holds since by parity∫
zHφr(|z|2/2) dz = 0.
Hence, it follows from (5.13) and (5.14) that
fˆ (w) = wH + O(rK(r/2)). (5.15)
By taking the differential of fˆ , we have
d fˆw =
1
c0rn
∫
hˆ(v)φ′r(ρv(w))(dρv)w dV(v),
It follows from Proposition 3.15 that
|(dρv)w − g¯w−v | ≤ CrK(r/2). (5.16)
50
where g¯w−v ≔ 〈w − v, ·〉.
Similar to (5.12), by using (5.8), (5.10), (5.11) and (5.16) we have
d fˆw = −
1
c0rn
∫
zHφ
′
r(|z|2/2)g¯z dz + O(K(r/2)). (5.17)
We choose an orthonormal basis (e1 e2, · · · , en) of TqM such that ei ⊥ H for n − m < i ≤ n. For
1 ≤ i , j ≤ n − m, parity shows that ∫
ziz jφ
′
r(|z|2/2) dz = 0.
Moreover, an integration by parts shows that for any 1 ≤ i ≤ n − m,∫
z2i φ
′
r(|z|2/2) dz = −
∫
φr(|z|2/2) dz.
Therefore, it follows from (5.17) that
d fˆw =
n−m∑
i=1
ei ⊗ 〈ei, ·〉 + O(K(r/2)). (5.18)
From (5.18) we conclude that f is a CK(r/2)-almost-Riemannian submersion. This finishes the
proof of (i).
To prove (ii) and (iii), we need to estimate all higher-order covariant derivatives of fˆ . Recall that
from Lemma 3.12 we have
|∇ρv | ≤ Cr and |∇2ρv − g| ≤ CK(r/2). (5.19)
If we further assume (HOAF), we have
|∇kρv| ≤ Cr2−kK(r/2), ∀k ≥ 3. (5.20)
We also need the following formula for the change of orders of higher-order covariant deriva-
tives. For any k ≥ 2 and tensor T ,
|∇X1∇X2 · · · ∇XkT − ∇Xi1∇Xi2 · · · ∇XikT | ≤ C
∑
a+b=k−2
|∇aRm||∇bT |, (5.21)
where Xi are unit vectors and (i1, i2, · · · , ik) is any permutation of (1, 2, · · · , k). We claim that for
any k ≥ 2, the following Faa` di Bruno’s formula holds.
∇kφr(ρv) =
∑ k!
l1!l2! · · · lk!
φ
(L)
r (ρv)
(∇ρv
1!
)l1 ∇2ρv2!

l2
· · ·
∇kρvk!

lk
+ O(r−kK(r/2)), (5.22)
where the sum is over all nonnegative integer solutions of the Diophantine equation
l1 + 2l2 + · · · + klk = k (5.23)
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and L ≔ l1 + l2 + · · ·+ lk. Here, we denote the Lth derivative of φr by φ(L)r and ⊗l1(∇ρv)⊗l2 (∇2ρv)⊗
· · · ⊗lk (∇kρv) by (∇ρv)l1 (∇2ρv)l2 · · · (∇kρv)lk .
Indeed, it follows from (5.19) and (5.20) that
|φ(L)r (ρv)(∇ρv)l1 (∇2ρv)l2 · · · (∇kρv)lk |
≤Cr−2Lrl1r
∑k
i=3(2−i)li (K(r/2))
∑k
i=3 li = Cr−k(K(r/2))L−l1−l2 ≤ Cr−k. (5.24)
Notice that (5.24) also holds if we change the orders of all ∇iρv. Therefore, it follows from (5.24)
and the proof of Faa` di Bruno’s formula, see [9], that (5.22) holds.
We set X be the subset of all solutions of (5.23) such that li = 0 for i ≥ 3 and Xc is the
complement of X. Similar to (5.24), if (l1, l2, · · · , lk) ∈ Xc, we have
|φ(L)r (ρv)(∇ρv)l1 (∇2ρv)l2 · · · (∇kρv)lk | ≤ Cr−k(K(r/2))L−l1−l2 ≤ Cr−kK(r/2). (5.25)
Therefore, it is clear from (5.25) that
∇k fˆw =
1
c0r
n
∑
(l1 ,l2,··· ,lk)∈X
∫
k!
l1!l2!
hˆ(v)φ(L)r (ρv)
(∇ρv
1!
)l1 ∇2ρv2!

l2
dV + O(r1−kK(r/2)).
Similar to (5.12), by using (5.8), (5.10), (5.11) (5.16) and (5.19) we have
∇k fˆw =
1
c0r
n
∑
(l1,l2 ,··· ,lk)∈X
∫
k!
l1!l2!
vHφ
(L)
r (|v − w|2/2)
(
g¯w−v
1!
)l1 ( g¯
2!
)l2
dv + O(r1−kK(r/2)). (5.26)
where g¯ = 〈·, ·〉. If l1 is even, then∫
vHφ
(L)
r (|v − w|2/2)(g¯w−v)l1 g¯l2 dv = wH
∫
φ
(L)
r (|z|2/2)(g¯z)l1 g¯l2 dz (5.27)
since by parity ∫
zHφ
(L)
r (|z|2/2)(g¯z)l1 g¯l2 dz = 0.
If l1 is odd, then∫
vHφ
(L)
r (|v − w|2/2)(g¯w−v)l1 g¯l2 dv = −
∫
zHφ
(L)
r (|z|2/2)(g¯z)l1 g¯l2 dz (5.28)
since by parity
wH
∫
φ
(L)
r (|z|2/2)(g¯z)l1 g¯l2 dz = 0.
If we denote the function φr(|z|2/2) by ψ(z), then it follows from (5.26), (5.27), (5.28) and the
Faa` di Bruno’s formula that
∇k fˆw =
wH
c0r
n
∫
∇¯kψ dz − 1
c0r
n
∫
zH∇¯kψ dz + O(r1−kK(r/2)), (5.29)
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where ∇¯ is the Levi-Civita connection of the flat metric on Rn. Here we have used the fact that
∇¯i(|z|2/2) = 0 for i ≥ 3. It is clear that the first integral in (5.29) vanishes. For the second integral,
we notice that for 1 ≤ j ≤ n − m, ∫
z j
∂kψ
∂zi1∂zi2 · · · ∂zik
dz = 0, (5.30)
if one of zis is different from z j.
In addition, from the integration by parts we have∫
z j
∂kψ
∂zk
j
dz = −
∫
∂k−1ψ
∂zk−1
j
dz = 0 (5.31)
since k ≥ 2.
Combining (5.30) and (5.31), we conclude that the second integral in (5.29) also vanishes. There-
fore it follows from (5.29) that
∇k fˆw = O(r1−kK(r/2))
and the proof of (ii) and (iii) is complete.
Now we show that (iv) holds for the fiber F through the point q and the general case is similar.
We define a fundamental domain
P ≔ {s1c1 + s2c2 + · · · + smcm | 0 < si < 1 for all 1 ≤ i ≤ m}.
We choose a K(r/2)-net {wi} of P. Notice that {wi} can also be regarded as a K(r/2)-net of Tmq .
For any wi, we set xi = expqwi and there exists yi ∈ F such that d(xi, yi) is the distance between xi
and F.
Since wi ∈ Uˆq, similar to (5.5) we have
|hˆ(wi)| = |hˆ(wi) − (wi)H | ≤ CK(r/2). (5.32)
From (5.32) the same argument as (5.15) shows that
| fˆ (wi)| ≤ CK(r/2). (5.33)
Since fˆ is a CK(r/2)-almost-Riemannian submersion, we have from (5.33)
d(xi, yi) ≤ CK(r/2). (5.34)
For any i, j, we can assume that |wi − w j| = dT (wi,w j) = d(xi, x j) + O(K(r/2)). Then it is clear
from (5.34) that
|dT (wi,w j) − d(yi, y j)| ≤ CK(r/2). (5.35)
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Now we compare the intrinsic and extrinsic distances of F. For any a, b ∈ F, we denote their
lifts by aˆ, bˆ ∈ Fˆ such that dgˆ(aˆ, bˆ) = d(a, b), where Fˆ is the lift of F. Let γ(t) be the geodesic with
respect to gˆFˆ with unit speed connecting aˆ and bˆ. Then it follows from (ii) above that
|∇γ˙(t)γ˙(t)| ≤ Cr−1K(r/2).
In other words, γ(t) is almost a geodesic with respect to gˆ. By the same argument of Proposition
3.15 we have
dFˆ(aˆ, bˆ) ≤ (1 +CK(r/2))|aˆ − bˆ| ≤ (1 +CK(r/2))dgˆ(aˆ, bˆ) = (1 +CK(r/2))d(a, b).
Therefore, we have
d(a, b) ≤ dF(a, b) ≤ (1 +CK(r/2))d(a, b).
where gF is the induced metric on F. In particular, it follows from (5.35) that
|dT (wi,w j) − dF(yi, y j)| ≤ CK(r/2). (5.36)
Now for any y ∈ F, by Lemma 5.2 we can find a lift w ∈ Uˆq. Similar to (5.31) we have
|wH | = | fˆ (w) − wH | ≤ CK(r/2).
Notice that there exist τa and wi such that if w
′ = τa(w),
|w′c − wi| ≤ CK(r/2),
where ·c is the projection to 〈c1, c2, · · · , cm〉 and |w′H | ≤ CK(r/2). Therefore, we have
dF(y, yi) ≤ Cdg(y, yi)
≤C(d(y, xi) + d(xi, yi))
≤C|wi − w′| +CK(r/2)
≤C|wi − w′c| +C|w′ − w′c| +CK(r/2) ≤ CK(r/2). (5.37)
Combining (5.36) and (5.37), we conclude that
dGH(F,T
m
q ) ≤ CK(r/2).
Therefore, (iv) is proved by using (4.53). 
Theorem 5.6 endowsΩq with the structure of a fiber bundle. Next, we construct a local parametriza-
tion.
Proposition 5.7. For any q with r = r(q) ≥ A2, there exists an open neighborhood Ωq of q and a
bundle isomorphism T = Tq : Ωq → B(0, κ3r) × Tm∞ satisfying
(i) T is a CK(r/2)-almost-isometry.
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(ii) |∇2T | = O(r−1K(r/2)).
(iii) If (Mn, g) further satisfies (HOAF), then for any i ≥ 3, |∇iT | = O(r1−iK(r/2)).
Proof. As in the proof of Theorem 5.6, we first construct a map from Bˆ(0, κ3r) to T
m
q . Recall that
we denote the subspace generated by 〈cq
1
, c
q
2
, · · · , cqm〉 by C.
For any z ∈ Ωq, we define l(z) to be the unique minimum point of the following function defined
on Tmq ,
F(y) ≔
1
Nz
∑
v∈Az
d2T (y, v¯c)
where Az = {v ∈ Uˆq | expq(v) = z}, Nz = |Az|, dT is the distance function of Tmq and v¯c is the
projection of v onto the subspace C. From the same arguments as in the proof of Proposition 5.5,
we conclude that for any v,w ∈ Az,
dT (v¯c, w¯c) ≤ CK(r/2). (5.38)
If we set lˆ ≔ l ◦ expq, then by using the same function φ as in the proof of Theorem 5.6, we
define for any w ∈ Bˆ(0, κ3r),
Lˆ(w) =
1
c1
∫
TqM
lˆ(v)φ(2ρv(w)) dV(v),
where the constant c1 > 0 is determined by∫
Rn
φ(|z|2) dz = c1.
By using (5.38) and the same proof of Theorem 5.6, Lˆ is almost a projection onto C. More
precisely, for any w ∈ Uˆq,
Lˆ(w) = w¯c + O(K(r/2)). (5.39)
Moreover, the following properties hold for Lˆ.
(a) Lˆ is a CK(r/2)-almost-Riemannian submersion.
(b) |∇2Lˆ| = O(r−1K(r/2)).
(c) If (Mn, g) further satisfies (HOAF), then for any i ≥ 3, |∇iLˆ| = O(r1−iK(r/2)).
Now we define for any z ∈ Bˆ(0, κ3r)
Tˆ (z) = ( fˆq(z), iq ◦ Lˆ(z)). (5.40)
Then it is clear that Tˆ descends to a bundle map T from Ωq to B(0, κ3r) × Tm∞.
Combining Theorem 5.6 and (a),(b),(c) above, we easily conclude that
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(i) Tˆ is a CK(r/2)-almost-isometry.
(ii) |∇2Tˆ | = O(r−1K(r/2)).
(iii) If (Mn, g) further satisfies (HOAF), then for any i ≥ 3, |∇iTˆ | = O(r1−iK(r/2)).
In particular, Tˆ restricted on each fiber is a covering map. In fact, from Theorem 5.6 (iv), we
easily conclude that Tˆ is a bundle isomorphism if r is sufficiently large. 
Now we consider the map
T¯q ≔ T
−1
q ◦ (id × π) : B(0, κ3r) × Rm
id×π−→ B(0, κ3r) × Tm∞
T−1q−→ Ωq,
where π is the quotient map. With the help of T¯q, we can do all computations in the local coordinate
system.
Corollary 5.8. The pullback metric (T¯q)
∗g under the local coordinates satisfies
(i) gi j − δi j = O(K(r/2)).
(ii) ∂kgi j = O(r
−1K(r/2)).
(iii) If (Mn, g) further satisfies (HOAF), then for any multi-index αwith |α| ≥ 2, |∂αgi j | = O(r−|α|K(r/2)).
Proof. (i) follows immediately from Proposition 5.7 (i). Assume (x1, x2, · · · , xn) are local coordi-
nates induced by T¯q, then
∂kg
i j = ∂k(g(∇xi,∇x j)) = g(∇∂k∇xi,∇x j) + g(∇xi,∇∂k∇x j) = O(r−1K(r/2)),
where we have used Proposition 5.7 (ii) for the last equation.
Therefore, we have
∂kgi j = −gil(∂kgls)gs j = O(r−1K(r/2)).
Finally, (iii) follows from Proposition 5.7 (iii) and induction. 
From the bundle isomorphism Tq : Ωq → B(0, κ3r) × Tm∞, we can define a torus action µq of Tm∞
such that for any x ∈ Ωq and a ∈ Tm∞ we have
µq(a)(x) = T
−1
q ◦ (a + Tq(x)), (5.41)
where · denotes the quotient map onto Tm∞.
Lemma 5.9. For any a ∈ Tm∞, (µq(a))∗g = g + O(r−1K(r/2)). If (Mn, g) further satisfies (HOAF),
then |∇i((µq(a))∗g)| = O(r−1−iK(r/2)) for any i ≥ 1.
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Proof. We do all the estimates under the coordinates given by T¯q. Without loss of generality, we
assume that a = (0, 0, · · · , 1). Then for any x ∈ B(0, κ3r) × Rm,
((µq(a))
∗g)i j(x) = gi j(x + a) = gi j(x) +
∫ 1
0
∂ngi j(x + ta) dt. (5.42)
Then it is clear from Corollary 5.8 (ii) that
(µq(a))
∗g = g + O(r−1K(r/2)).
If (Mn, g) further satisfies (HOAF), by taking the covariant derivative of (5.42) we have
∇k((µq(a))∗g)i j(x) =
∫ 1
0
∇k∂ngi j(x + ta) dt.
On the other hand, from Corollary 5.8 (iii) we have
∇k∂ngi j = ∂k∂ngi j − Γski∂ngs j − Γsk j∂ngis = O(r−2K(r/2)).
Therefore,
∇k((µq(a))∗g)i j(x) = O(r−2K(r/2)).
Finally, the estimates of all higher covariant derivatives follow by induction. 
Locally we can define an invariant metric g¯q on Ωq by
g¯q ≔
1
m(Tm∞)
∫
Tm∞
(µq(a))
∗g dm(a), (5.43)
where dm is the Lebesgue measure of Rm and we identify Tm∞ with its fundamental domain in R
m .
Under the local coordinates, if we denote the components of g¯q by g¯i j, then
g¯i j(x) =
1
m(Tm∞)
∫
T
m∞
gi j(x + a) dm(a). (5.44)
Proposition 5.10. For the metric g¯q defined in (5.43), the following properties are satisfied on Ωq.
(i) g = g¯q + O(r
−1K(r/2)).
(ii) |∇g¯q | = O(r−1K(r/2)).
(iii) The curvature operator Rmq of g¯q satisfies Rmq = O(r
−2K(r/2)).
(iv) If (Mn, g) further satisfies (HOAF), then |∇ig¯q| = O(r−1−iK(r/2)) for any i ≥ 1.
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Proof. Notice that (i) and (iv) follow immediately from Lemma 5.9, so we only need to prove (ii)
and (iii). From Corollary 5.8 (ii) and (5.44) we have
∂kg¯i j(x) =
1
m(Tm∞)
∫
T
m∞
∂kgi j(x + a) dm(a) = O(r
−1K(r/2)). (5.45)
Therefore,
∇kg¯i j = ∂kg¯i j − Γskig¯s j − Γsk jg¯is = O(r−1K(r/2)).
Now we denote the Christoffel symbol and curvature of g¯q by Γ¯
k
i j
and R¯i jkl, respectively. It
follows from (i) and (5.45) that
Γ¯ki j =
1
2
g¯kl(∂ig¯ jl + ∂ jg¯il − ∂lg¯i j) = O(r−1K(r/2)). (5.46)
For the curvature, we have
Ri jkl =
1
2
(∂ j∂kgil + ∂i∂lg jk − ∂ j∂lgik − ∂i∂kg jl) + gst(ΓsjkΓtil − ΓsjlΓtik)
=
1
2
(∂ j∂kgil + ∂i∂lg jk − ∂ j∂lgik − ∂i∂kg jl) + O(r−2K(r/2)). (5.47)
Similarly, by using (5.46) we have
R¯i jkl =
1
2
(∂ j∂kg¯il + ∂i∂lg¯ jk − ∂ j∂lg¯ik − ∂i∂kg¯ jl) + O(r−2K(r/2)). (5.48)
From (5.47), (5.48) and the formula (5.44), the proof is complete since
R¯i jkl(x) =
1
m(Tm∞)
∫
T
m∞
Ri jkl(x + a) dm(a) + O(r
−2K(r/2)).

5.2 Construction of a global fibration
We first construct a transition map between two local torus fibrations constructed in Theorem 5.6.
The following Proposition is similar to [42, Lemma 3.12], see also [14, Proposition 5.6].
Proposition 5.11. Given two points x, y such that r(x), r(y) ≥ A2 and d(x, y) ≤ κ4r with r = r(x), if
Ωx,y ≔ Ωx ∩ Ωy, then there exists a map φx,y between fy(Ωx,y) and fx(Ωx,y) satisfying
(i) φx,y is a CK(r/2)-almost-isometry.
(ii) | fx − φx,y ◦ fy| ≤ CrK(r/2).
(iii) |d fx − dφx,y ◦ d fy | ≤ CK(r/2).
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(iv) |∇2φx,y| ≤ Cr−1K(r/2).
(v) If (Mn, g) further satisfies (HOAF), then |∇iφx,y| = O(r1−iK(r/2)) for any i ≥ 3.
Proof. From Lemma 5.2, there exists a u ∈ Uˆx which is a lift of y. We can identify TyM and TxM
through an isometry ιu between the metrics gˆy = exp
∗
yg and gˆx = exp
∗
xg. More precisely, ιu is defined
by ιu ≔ Expu ◦ (duexpx)−1, where Expu is the exponential map at u. It is clear that
expx ◦ ιu = expy.
Now we define on fy(Ωx,y),
φx,y ≔ fx ◦ expy. (5.49)
Then it is clear from the definition that
φx,y ◦ fy ◦ expx = fˆx ◦ f˜y, (5.50)
where fˆx = fx ◦ expx and f˜y ≔ ιu ◦ fˆy ◦ ι−1u = ιu ◦ fy ◦ expy ◦ ι−1u . As before, we set H ⊂ TxM to be
the subspace which is perpendicular to 〈cx
1
, cx
2
, · · · , cxm〉 and H′ the corresponding subspace in TyM.
Moreover, we define H˜ ≔ ιu(H
′) to be the (n − m)-dimensional submanifold through u.
As before, we assume that cx
′
i
is the sliding of cx
i
to y along a minimizing geodesic from x to y.
Moreover as (4.54) we set
c
y
i
=
m∑
j=1
k jic
x′
j , (5.51)
for some Kx,y = (ki j) ∈ GL(m,Z). From the definition of the sliding, the geodesic loop cx′i can be
obtained by the geodesic with respect to gˆx connecting u and τcx
i
(u).
We denote the initial tangent vectors of c
y
i
and cx
′
i
by vi and v
′
i
respectively and set Vi = (dιu)0(vi)
and V ′
i
= (dιu)0(v
′
i
). Notice that Vi,V
′
i
∈ Tu(TxM), which is identified with TxM by geodesic
coordinates. It follows from (5.51) and Lemma 5.1 (i) that
vi =
m∑
j=1
k jiv
′
j + O(r
−1K(r/2))
and hence
Vi =
m∑
j=1
k jiV
′
j + O(r
−1K(r/2)). (5.52)
On the one hand, by Proposition 3.15 we have
|τcx
i
(u) − (u + V ′i )| ≤ CK(r/2). (5.53)
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On the other hand, from Lemma 5.1(ii) we have
|τcx
i
(u) − (u + cxi )| ≤ CK(r/2). (5.54)
Combining (5.53) and (5.54) we have
|cxi − V ′i | ≤ CK(r/2).
Therefore, it follows from (5.52) that
Vi =
m∑
j=1
k jic
x
j + O(K(r/2)). (5.55)
Now we set Uˆ ≔ Bˆ(0, κ4r(x)) ∩ Bˆ(u, κ4r(y)). For any z ∈ Uˆ ∩ H˜, there exists a vector W which
is perpendicular to 〈V1,V2, · · · ,Vm〉 with respect to gy such that
z = Expu(W).
From Proposition 3.15 we have
|z − (u +W)| ≤ CrK(r/2). (5.56)
It follows from (5.55), (5.56) and the fact that gˆy is K(r/2) close to gˆx that
|z − (u +WH)| ≤ CrK(r/2).
Therefore, for any w ∈ Uˆ,
|wH′ − wH − (u − uH)| ≤ CrK(r/2), (5.57)
where we have used the same notations for w,wH′ and their images under ιu.
From Theorem 5.6, we have
| fˆx(w) − wH | + | fˆy(w) − wH′ | ≤ CrK(r/2)
and hence from (5.57),
| f˜y(w) − fˆx(w) − (u − uH)| ≤ CrK(r/2).
Composing with fˆx, we conlude that
| fˆx ◦ f˜y(w) − fˆx(w)| ≤ CrK(r/2).
Therefore, we have proved (ii) from the formula (5.49) since expx is surjective.
For any z ∈ Uˆ, we set z′ = ι−1u (z). From Theorem 5.6 (i), we know that (d fˆy)z′ isCK(r/2)-close to
the projection onto H′. If we set V˜i = (dιu)z′(vi), then (d f˜y)z is CK(r/2)-close to the projection onto
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〈V˜1, V˜2, · · · , V˜m〉⊥. Now we consider the geodesic with respect to gˆy from z′ to τcy
i
(z′) and denote
the initial tangent vector at z′ by wi. From Proposition 3.15 and Lemma 5.1 we conclude that
|vi − wi| ≤ |vi − (τcy
i
(z′) − z′)| + |wi − (τcy
i
(z′) − z′)| ≤ CK(r/2). (5.58)
If we set ai =
∑m
j=1 k jic
x
j
, then it is clear that the loop corresponding to the geodesic connecting
z′ and τcy
i
(z′) is the sliding of ai to expy(z
′) along β ∗ γ where γ is image under expx of the geodesic
connecting u and z. In particular, ιu(τcy
i
(z′)) = τai(z).
Then it follows from Proposition 3.15, Lemma 5.1(ii) and (5.58) that
|ai − V˜i| ≤|ai − (τai(z) − z)| + |(τai (z) − z) − ((ιu)∗)z′(wi)| + |((ιu)∗)z′(wi) − ((ιu)∗)z′(vi)|
≤CK(r/2) + |v′i − vi| ≤ CK(r/2).
Therefore, it is easy to conclude that (d fˆy)z′ is CK(r/2)-close to the projection onto H. By taking
the differential of (5.50) we have
d(φx,y ◦ fy ◦ expx) = d fˆx ◦ d f˜y. (5.59)
Since d fˆx is CK(r/2)-close to the projection onto H, we conclude from (5.59) that
|d fx − dφx,y ◦ d fy| ≤ CK(r/2) (5.60)
and hence (iii) is proved.
For any vector W tangent to fy(Ωx,y), we denote a horizontal lift of W with respect to fy by W
′.
Since d fˆx and d f˜y are CK(r/2)-close, W
′ is CK(r/2)-close to a horizontal lift Wˆ of W with respect
to fx. As both fx and fy are CK(r/2)-almost-Riemannian submersions, we conclude from (5.60)
that
||dφx,y(W)| − |W || ≤ |dφx,y(d fy(W ′)) − d fx(W ′)| + |d fx(W ′) − d fx(Wˆ)| ≤ CK(r/2)|W |.
Therefore, φx,y is a CK(r/2)-almost-isometry and the proof of (i) is complete.
Finally, the proof of (iv) and (v) follow from From Theorem 5.6 (ii) and (iii) by taking the higher
covariant derivatives of the formula (5.50). 
Next, we prove the following lemma, which is similar to [42, Lemma 3.13].
Lemma 5.12. Given points x, y, z such that r = r(x) ≥ A2 and their respective distances are bounded
by κ4r, then we have
(i) |φx,z − φx,y ◦ φy,z| ≤ CrK(r/2).
(ii) |dφx,z − d(φx,y ◦ φy,z)| ≤ CK(r/2).
(iii) |∇2(φx,y ◦ φy,z)| ≤ Cr−1K(r/2).
(iv) If (Mn, g) further satisfies (HOAF), then |∇i(φx,y ◦ φy,z)| = O(r1−iK(r/2)) for any i ≥ 3.
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Proof. It is clear from Proposition 5.11 (i),(ii) that
|(φx,z − φx,y ◦ φy,z) ◦ fz|
≤|φx,z ◦ fz − fx| + |φx,y ◦ φy,z ◦ fz − φx,y ◦ fy| + |φx,y ◦ fy − fx| ≤ CrK(r/2).
Since fz is surjective, the proof of (i) is complete. (ii) is proved similarly by using Proposition
5.11 (i),(iii). Finally, (iii) and (iv) follow immediately from Proposition 5.11 (iv),(v). 
In the setting of Proposition 5.11, there are two fibrations fx and φx,y ◦ fy on Ωx,y over fx(Ωx,y).
It follows from Proposition 5.7 that there exists a natural parametrization of φx,y ◦ fy, defined by
T ′y = (φx,y ◦ π1 ◦ Ty, π2 ◦ Ty) = (φx,y ◦ fy, π2 ◦ Ty) (5.61)
where πi are the projections of B(0, κ3r) × Tm∞. Similarly, we define the torus action µ′y which acts
on the fibers of φx,y ◦ fy.
By using the same notations as in the proof of Proposition 5.11, for any z ∈ fx(Ωx,y), we set
z′ = φ−1x,y(z) and z¯ = ιu(z
′). Then, we define the translation Hzx,y of T
m
∞ such that for any w ∈ Tm∞,
Hzx,y(w) ≔ w + π2 ◦ Tˆx(z¯).
In addition, we define the map Hx,y on fx(Ωx,y) × Tm∞ ⊂ B(0, κ3r) × Tm∞ by
Hx,y((z,w)) ≔ (z,H
z
x,y(w)).
Now we define a map of Ωx,y,
Φx,y ≔ T
−1
x ◦ Hx,y ◦ (id × Lx,y) ◦ T ′y, (5.62)
where Tx and Ty are from Proposition 5.7 and Lx,y is from (4.58). The map Φx,y is illustrated by the
following commutative diagram.
B(0, κ3r) × Tm∞ B(0, κ3r) × Tm∞ B(0, κ3r) × Tm∞
Ωx,y Ωx,y
id×Lx,y Hx,y
T−1x
Φx,y
T ′y
Notice that by the definition, Φx,y is a fiber-preserving map between the fibrations φx,y ◦ fy and
fx. Now we show that Φx,y is close to the identity map.
Proposition 5.13. For the map Φx,y constructed in (5.62), the following properties are satisfied.
(i) For any z ∈ Ωx,y, d(z,Φx,y(z)) ≤ CK(r/2).
(ii) Φx,y is a CK(r/2)-almost-isometry.
(iii) |∇2Φx,y | ≤ Cr−1K(r/2).
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(iv) If (Mn, g) further satisfies (HOAF), then |∇iΦx,y | = O(r1−iK(r/2)) for any i ≥ 3.
Proof. Notice that we only need to prove (i), since (ii), (iii) and (iv) follow from Proposition 5.7
and Proposition 5.11. For any a ∈ Ωx,y, by Lemma 5.2 there exists a lift w of a to TyM such that
w′ ∈ Uˆy. Moreover, we set z = fx(a).
From the definitions (5.40) and (5.61), if we set Tˆ ′y = T
′
y ◦ expy, then
π2 ◦ Tˆ ′y = iy ◦ Lˆy.
Therefore, it follows from (5.39) that the fact that iy is a CK(r/2)-almost isometry that
dT (iy ◦ w¯′c, π2 ◦ Tˆ ′y(w′)) ≤ CK(r/2), (5.63)
where as before w′
c′ is the projection of w
′ onto 〈cy
1
, c
y
2
, · · · , cym〉 and the · is the quotient map of Tmy ,
respectively.
From Lemma 5.2, there exists a point z1 ∈ Uˆx which is a lift of expy(z′) and hence we can find
a c ∈ Γ(x, κ1r) such that τc(z¯) = z1. Now we define ι¯u = τc ◦ ιu, w = ι¯u(w′) and consider the
fibration f¯x ≔ ι¯u ◦ fˆy ◦ ι¯−1u . It is clear that w is on the fiber of f¯x through z1 and by the same proof
of Proposition 5.11, d f¯x is almost a projection onto H, up to an error CK(r/2). Since by our choice
the distance between w and z1 is uniformly bounded, we conclude that
wH = (z1)H + O(K(r/2))
and hence
wc = w − wH = w − z1 + (z1)c + O(K(r/2)), (5.64)
where wc is the projection of w onto 〈cx1, cx2, · · · , cxm〉.
Now we define a linear map F from Ty(M) to Tx(M) such that on 〈cy1, c
y
2
, · · · , cym〉,
F = Ix,y,
where Ix,y is a linear map from 〈cy1, c
y
2
, · · · , cym〉 to 〈cx1, cx2, · · · , cxm〉 defined by
Ix,y(c
y
i
) =
m∑
j=1
k jic
x
j .
Moreover, F = (dι¯u)z′ on 〈cy1, c
y
2
, · · · , cym〉⊥. We claim that
F = (dι¯u)z′ + O(K(r/2)). (5.65)
Indeed, for any 1 ≤ i ≤ m, we consider the geodesic from z′ to τcy
i
(z′) and set the initial tangent
vector to be vi and define Vi = (dι¯u)z′(vi). Then by the same argument as in Proposition 5.11, we
have
vi = c
y
i
+ O(K(r/2)). (5.66)
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Moreover, it is clear that
ι¯u(τcy
i
(z′)) = Πmj=1τ
ki j
cx
j
(z1)
and hence
Vi =
m∑
j=1
k jic
x
j + O(K(r/2)). (5.67)
From (5.66) and (5.67), the claim (5.65) holds.
Now we consider a geodesic γ(t) from z′ to w′, then we have
γ˙(0) = w′ − z′ + O(K(r/2)) = w′ − w′H + O(K(r/2)) = w′c′ + O(K(r/2)).
Therefore, it follows from the claim that
w − z1 = (dι¯u)z′(γ˙(0)) + O(K(r/2)) = Ix,y(w′c′) + O(K(r/2)). (5.68)
By (5.64) and (5.68), we have
wc = Ix,y(w
′
c′) + z1 − (z1)H + O(K(r/2)). (5.69)
On the other hand, since the distance from w to H is uniformly bounded, similar to (5.63) we
have
dT (ix ◦ w¯c, π2 ◦ Tˆx(w)) ≤ CK(r/2). (5.70)
From (5.63), (5.69), (5.72) and the fact that Tˆx(z1) = Tˆx(z¯), the proof is complete. 
Notice that for any θ < κ4 and x with r = r(x) ≥ A2, B(x, θr) may not be a saturated set with
respect the fibration fx. If we define B˜(x, θr) = f
−1
x (B(0, θr)), it is clear from Theorem 5.6 that
B
(
x, θr(1 −CK(r/2))) ⊂ B˜(x, θr) ⊂ B (x, θr(1 +CK(r/2))) .
Therefore, we will not distinguish between B˜(x, θr) and B(x, θr) in the following arguments.
Next, we can modify the fibration fx and its torus action so that the new fibration is compatible
with fy and their torus actions differ by an automorphism, see also [42, Lemma 3.14].
Proposition 5.14. Given two points x, y with r(x), r(y) ≥ A2 and constants σ < θ < κ4, we assume
that B(x, θr(x)) and B(y, θr(y)) have nonempty intersection.
(i) There exists a fibration f˜x on B(x, θr(x)) with the same properties as fx such that
f˜x = φx,y ◦ fy
on B(x, σr(x))∩B(y, σr(y)). Moreover, the new fibration f˜x coincides with the old fx wherever
fx = φx,y ◦ fy on B(x, θr(x)).
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(ii) There exists a map T˜x from B(x, σr(x)) to B(0, σr(x)) × Tm∞ which is a parametrization of f˜x
and satisfies all properties in Proposition 5.7.
(iii) There exists a torus action µ˜x on the fibers of f˜x such that µ˜x agrees with µy up to an auto-
morphism Lx,y on B(x, σr(x)) ∩ B(y, σr(y)). Moreover, µ˜x satisfies the same conclusions in
Lemma 5.9.
(iv) The transition map between f˜x and fy has the image contained in the group T
m
⋊ G(A∞),
where A∞ and G(A∞) are defined in (4.51) and (4.57) respectively.
Proof. To prove (i) and (ii), we choose a cutoff function φ(z) on Rn−m such that φ = 1 on B(0, σ)
and φ = 0 outside B(0, θ). For any w ∈ Tm∞, we define λ(w) = φ(π1(w)r ). Moreover, we define
Φ˜x,y ≔ T
′
y ◦Φ−1x,y ◦ T−1x and Ψx,y = (1− λ)id + λΦ˜x,y, where T ′y is from (5.61) and the linear structure
is from B(0, θr) × Tm∞.
Now we define the map T˜x from B(x, θr) to B(0, θr) × Tm∞ by
T˜x ≔ Ψ
−1
x,y ◦ Tx.
Moreover, we set
f˜x ≔ π1 ◦ T˜x.
From Proposition 5.13, it is easy to see that f˜x and T˜x satisfy all properties in (i) and (ii).
As in (5.41), we define for any a ∈ Tm∞ and w ∈ T(z),
µ˜x(a)(w) = T˜
−1
x ◦ (a + T˜x(w)).
It is clear that µ˜x and µy differ by an automorphism. Indeed, from our definition for any v ∈
B(x, σr(x)) ∩ B(y, σr(y)), if we set T ′y(v) = (z, b), then
T˜x(v) = Tx ◦Φx,y(v) = (z, Lx,y(b) + π2 ◦ Tˆx(z¯)) (5.71)
where Lx,y is defined in (4.58).
Therefore,
T˜x(µy(a)(v)) = (z, Lx,y(a) + Lx,y(b) + π2 ◦ Tˆx(z¯)) = T˜x(µ˜x(Lx,y(a))(v)).
Then we immediately have
µ˜x(Lx,y(a))(v) = µy(a)(v).
Finally, (iv) follows from (5.71) and Proposition 4.25. 
The next lemma is similar to [42, Lemma 3.15].
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Lemma 5.15. Given three points x, y, z with r(x), r(y), r(z) ≥ A2 and constants σ < θ < κ4, we
assume that B(x, θr(x)), B(y, θr(y)) and B(z, θr(z)) have nonempty intersection. Then there exists a
diffeomorphism φ˜x,z with the same properties as φx,z such that
φ˜x,z = φx,y ◦ φy,z
on fz
(
B(x, σr(x)) ∩ B(y, σr(z)) ∩ B(z, σr(z))). Moreover, φ˜x,z coincides with the old φx,z wherever
φx,z = φx,y ◦ φy,z.
Proof. By using the same cutoff function λ as in the proof of Proposition 5.14. We define
φ˜x,z(v) = λ(v)φx,y ◦ φy,z(v) + (1 − λ(v))φx,z(v).
Then it follows Proposition 5.11 and Lemma 5.12 that such φ˜x,z is the required map. 
Now we are ready to construct a global fibration on the end, see also [42, Theorem 3.16].
Theorem 5.16. Let (Mn, g) be a complete Riemannian manifold with (AF) and (SHC). There exist
an integer 0 ≤ m ≤ n − 1, a flat torus Tm∞, a compact set K ⊂ Mn such that Mn\K is endowed with
a m-dimensional torus fibration f over a smooth open manifold Y. Moreover, there exists an open
cover Ωi of M
n\K satisfying the following properties.
(i) For any i, there exists a bundle diffeomorphim Ti : Ωi → Ui ×Tm∞, where Ui = f (Ωi) ⊂ Rn−m,
such that π1 ◦ Ti = f and Ti satisfies the estimates in Proposition 5.7.
(ii) For any i, there exists a m-dimensional torus action µi of on Ωi which satisfies the estimates
in Lemma 5.9. Moreover, on Ωi ∩ Ω j , ∅, µi and µ j differ by an automorphism.
(iii) The structure group of f is contained in the group Tm ⋊G(A∞).
Proof. We only need to make the local fibrations and torus actions compatible. The strategy orig-
inates from the work of Cheeger-Gromov [15]. We sketch the proof following the argument of
Minerbe [42, Theorem 3.16].
By taking a maximal set of point xi, i ∈ I, such that d(xi, x j) ≥ κ48 max{r(xi), r(x j)}, {B(xi, κ4r(xi)2 )}
forms a uniformly locally finite covering of M. By dropping finitely many indices, there exists
a fibration fi = fxi on B(xi, κ4r(xi)) and a torus action µi = µxi by T
m
∞ on the fibers of fi. We
denote the minimal saturated set containing B(xi, αr(xi)) by Ωi(α). Now we can divide I into packs
S 1, S 2, · · · , S N such that if xi , x j ∈ S k, then Ωi(κ4) ∩Ω j(κ4) = ∅.
Next we consider 2N − 1 stages of operations such that each stage is indexed byA = {a1 < a2 <
· · · < ak}, where ai is an integer in [1,N]. Moreover, we order all stages so that
A = {a1 < a2 < · · · < ak} ≺ B = {b1 < b2 < · · · < bl}
if one of the conditions holds:
1. a1 < b1;
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2. a1 = b1 and k > l;
3. k = l and there exists an 2 ≤ i0 ≤ k such that ai = bi for i ≤ i0 and ai0 < bi0 .
Now we denote the rank of A in this order by |A| and set αt ≔ κ4
(
1
2
) t
2N . Each stage A =
{a1 < a2 < · · · < ak} consists of steps which are indexed by all elements I = (i1, i2, · · · , ik) of
S a1 × S a2 · · · × S ak . At step I, we do the modifications in the following way.
1. For any 2 ≤ p ≤ k, by considering the pair ( fi1 , fip ), we obtain the new fibration f˜ip and torus
action µ˜i from Proposition 5.14 on Ωip(α|A|).
2. For any 2 ≤ p < q ≤ k, by considering the triples (φi1,iq , φip,i1 , φip,iq), we obtain the new
transition diffeomorphism φ˜ip,iq from Lemma 5.15 on Ωip(α|A|).
Then it is clear that for any 2 ≤ p < q ≤ k,
φ˜ip,iq ◦ f˜ip = f˜iq
on Ωi1(α|A|+1) ∩ Ωip(α|A|+1) ∩Ωiq (α|A|+1).
Notice that at each stage, we can perform all modifications for each step at the same time. Then
we pass to the next stage. After all 2N − 1 stages, we obtain local fibration fi and torus action µi on
Ωi ≔ Ωi(
κ4
2
) and the transition diffeomorphisms φi, j such that φi, j ◦ f j = fi on Ωi ∩ Ω j.
Now the open manifold Y is constructed by attaching all fi(Ωi) by the transition diffeomorphisms
φi, j. 
Theorem 5.17. In the same setting as Theorem 5.16, there exists a metric g¯ on Mn\K satisfying the
following properties.
(i) For any i, g¯ is invariant under the action of µi.
(ii) g = g¯ + O(r−1K(r/2)).
(iii) |∇g¯| = O(r−1K(r/2)).
(iv) The curvature of g¯, denoted by Rm, satisfies Rm = O(r−2K(r/2)).
(v) If (Mn, g) further satisfies (HOAF), then |∇ig¯| = O(r−1−iK(r/2)) for any i ≥ 1.
Proof. As in (5.43), we define on Ωi an invariant metric g¯i by
g¯i ≔
1
m(Tm∞)
∫
T
m∞
(µi(a))
∗g dm(a).
Since two torus actions differ by an automorphism, g¯i = g¯ j on Ωi ∩ Ω j. So we define g¯ such that
g¯ = g¯i on Ωi. Finally, (ii), (iii) (iv) and (v) follow from Proposition 5.10. 
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The open manifold Y obtained in Theorem 5.16 can be equipped with a metric h which is the
pushdown of g¯. More precisely, for any v ∈ TyY , h(v, v) = g¯(w,w) where w ∈ TxM such that w
is perpendicular to the fiber and d fx(w) = v. It is clear that f : (M
n\K, g¯) → (Y, h) becomes a
Riemannian submersion. Now we fix a point p0 ∈ Y and set ρ(y) ≔ dh(p0, y) for any y ∈ Y . It is
clear that for x ∈ Mn,
lim
x→∞
r(x)
ρ( f (x))
= 1.
Proposition 5.18. For the open manifold Y, the following properties are satisfied.
(i) Y has the Euclidean volume growth.
(ii) |Rmh| = O(ρ−2K(ρ/4)).
(iii) If (Mn, g) further satisfies (HOAF), then |∇h,iRmh| = O(ρ−2−iK(ρ/4)) for any i ≥ 1.
Proof. The fact that Y has Euclidean volume growth follows immediately from Theorem 5.16 and
Theorem 5.17. We denote the Levi-Civita connection of g¯ by ∇¯ and for any vector X on Y we define
X¯ to be its horizontal lift.
For any vector fields X, Y, Z and W on Y , we have by O’Neill’s formula
〈Rh(X, Y)Z,W〉h
=〈Rg¯(X¯, Y¯)Z¯, W¯〉g¯ −
1
2
〈[X¯, Y¯]v, [Z¯, W¯]v〉g¯ −
1
4
(
〈[X¯, Z¯]v, [Y¯, W¯]v〉g¯ − 〈[Y¯ , Z¯]v, [X¯, W¯]v〉g¯
)
, (5.72)
where the v denotes the vertical part. Therefore, we only need to estimate the term like [X¯, Y¯]v.
Notice that from Theorem 5.16 (i), locally we have invariant fields Vi, 1 ≤ i ≤ m which is almost an
orthonormal basis. More precisely,
〈Vi,V j〉g¯ = δi j + O(K(r/2)).
Then by direct computations,
〈[X¯, Y¯]v,Vi〉g¯ = 〈∇¯X¯Y¯ − ∇¯Y¯ X¯,Vi〉g¯ = 〈X¯, ∇¯Y¯Vi〉g¯ − 〈Y¯, ∇¯X¯Vi〉g¯.
In the local coordinate chart, Vi is given by ∂n−m+i, therefore it is clear that
|∇¯V¯i| = O(r−1K(r/2))
and hence
|[X¯, Y¯]v| ≤ Cr−1K(r/2)|X¯ | |Y¯ |,
where for simplicity we use | · | to denote | · |g¯. From (5.72) and Theorem 5.17 (iv) we immediately
have
|Rmh| = |Rmg¯| + O(r−2K2(r/2)) = O(r−2K(r/2)) = O(ρ−2K(ρ/4)).
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If (Mn, g) further satisfies (HOAF), we do all computations in the local coordinate charts. In any
chart U × Tm∞, it follows from Corollary 5.8 that
g¯i j − δi j = O(K(r/2)) and |∂αg¯i j| = O(r−|α|K(r/2)), ∀|α| ≥ 1. (5.73)
For any 1 ≤ i ≤ n − m, the horizontal lift of ∂i, denoted by ∂¯i, can be expressed as
∂¯i = ∂i +
n∑
j=n−m+1
ai j∂ j,
where the coefficients ai j are determined by
n∑
j=n−m+1
ai jg¯ jk = −g¯ik
for any n − m + 1 ≤ k ≤ n. Since hi j = g¯(∂¯i, ∂¯ j), it is clear from (5.73) that
hi j = δi j + O(K(r/2)) and |∂αhi j| = O(r−|α|K(r/2)), ∀|α| ≥ 1.
From this, we immediately have |∇h,iRmh| = O(ρ−2−iK(ρ/4)) for any i ≥ 1. 
From Proposition 5.18, Y is an ALE end such that there exists an ALE coordinate system at
infinity, see Appendix A for details. Now the following corollary is immediate.
Corollary 5.19. Let (Mn, g) be a TALE manifold. Then the tangent cone at infinity is isometric to a
flat cone C(S n−m−1/Γ).
Here, by slight abuse of notation, Γ ⊂ O(n − m) is a finite group acting freely on S n−m−1 if
n − m ≥ 3, S n−m−1/Γ = S 1 if n − m = 2 and S n−m−1/Γ is a single point if n − m = 1.
5.3 TALE manifolds with circle fibration
In this section, we prove the following theorem.
Theorem 5.20. Let (Mn, g) be a complete Riemannian manifold with (AF), then the following con-
ditions are equivalent:
(i) (Mn, g) is a TALE manifold with circle fibration.
(ii) The tangent cone at infinity is a flat cone C(S n−2/Γ), where Γ ⊂ O(n − 1) is a finite subgroup
acting freely on S n−2.
(iii) The section S (∞) of C(S (∞)) is a smooth n − 2 dimensional Riemannian manifold.
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Proof. The fact that (i) implies (ii) follows immediately from Corollary 5.19 and (ii) implies (iii) is
obvious. Therefore, we only need to prove that (iii) implies (i).
It follows from Theorem 3.21 that there exists a compact set K and a fibration f : M\K −→
C(S (∞))/B¯(p∞,R0). Since C(S (∞)) is n − 1 dimensional, the fiber of f is a circle. For any x ∈
M\K, there exists a loop γx which represents the fiber of f through x and we denote its homotopic
geodesic loop by cx. In addition, there exists a small constant κ > 0 such that minimal saturated set
Ω(B(x, κr)) of B(x, κr) is homotopic to S 1.
We fix a geodesic ray α(t) starting from the point p and consider the sliding c(t) of cα(t0) along
the α(t). Since the sliding preserves the generator of the local fundamental group, by switching the
orientation of cx if necessary we conclude that c(t) = cα(t).
Now we claim that ‖r(c(t))‖ → 0 as t → ∞. Indeed, it follows from Lemma 3.5 and Lemma
3.7 that after rescaling, the group Γ(α(t), 2κt) as t → ∞ converges to a local group Γ∞ ⊂ Iso(Rn).
Moreover, B(0, κ)/Γ∞ is isometric to an open set in C(S (∞))\{p∞}. In particular, if we set r(c(t)) →
A ∈ O(n), then τα(t) → A−1. Since B(0, κ)/Γ∞ is smooth with dimension n − 1, it implies that A−1
has a fixed n − 1 dimensional subspace. Moreover, since locally Ω(B(α(t), κt)) is orientable, we can
assume that r(c(t)) ∈ SO(n) and hence its limit A must be the identity.
Therefore, it follows from the same argument of Theorem 4.14 that for some constant L > 0,
‖r(c(t))‖ ≤ Ct−1K(t/2) and |L(c(t)) − L| ≤ K˜(t/2). (5.74)
From (5.74) and [7, Proposisition 2.3.1 (ii)] that for any cm(t) ∈ Γ(α(t), κt),
|t(cm(t)) − mt(c(t))| ≤ Cm2t−1K(t/2)(mt−1 + 1) ≤ CmK(t/2).
By the same proof of Lemma 5.1 (i) we have
‖r(cm(t))‖ ≤ Cmt−1K(t/2) ≤ CK(t/2). (5.75)
Next we claim that Γ(α(t), κt) is generated by c(t). Indeed, if we denote the shortest element
of Γ(α(t), κt) by c′, then c′ must generate Γ(α(t), κt) since otherwise the dimension of C(S (∞)) is
smaller than n−1. If c′ , c(t), c−1(t), then c(t) = (c′)m for some integer m , 1,−1, which contradicts
our choice of c(t). Therefore, we have proved the claim.
From (5.75), (SHC) holds on α and the conclusion follows from our main theorem and Remark
4.22. 
Remark 5.21. Minerbe has proved in [42, Theorem 3.26] similar results under (HC) and a uniform
volume assumption which guarantees the fundamental pseudo-group is generated by a single ele-
ment, see [42, Proposition 3.1]. Notice that by Proposition 5.17, the higher-order estimates of the
averaged metric g¯ are stronger than those obtained in [42, Proposition 3.22].
5.4 Topology of TALE 4-manifolds
Let (Mn, g) be a TALE manifold, it follows immediately from Proposition 5.18 that the end of M
is diffeomorphic to X × (0,+∞) for some closed manifold X which is the total space of a Tm-fiber
bundle over S l−1/Γ for an integer 0 ≤ m < n, where we set l = n − m.
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Definition 5.22. The asymptotic torus fibration of a TALE manifold (Mn, g) is defined as the fiber
bundle
X
f−→ S l−1/Γ.
with fiber Tm such that the structure group of f is contained in Tm ⋊ G for some finite subgroup
G ⊂ GL(m,Z).
If the dimension n = 4, the asymptotic torus fibration and the topology of the end can be explic-
itly described. We only consider the case when (M4, g) is orientable, since its double cover is still a
TALE manifold for which each end can be analyzed similarly. In particular, it implies that the total
space X of the asymptotic torus fibration is orientable. We classify X and its corresponding fiber
bundle as follows.
(l = 1): In this case, the base is a point and X is diffeomorphic to T3∞.
(l = 2): In this case, the base is a circle and X is diffeomorphic to a mapping torus of T2∞ defined by
ML =
(I × T2∞)
(0, x) ∼ (1, L(x))
where L is a finite-order element of GL(2,Z). It is well-known that the diffeomorphism type of ML
is determined by the conjugacy class of L. Since ML is orientable, it follows from [56, Proposition
1] that there are 5 finite-order elements in SL(2,Z) up to conjugacy in GL(2,Z). We list them as
follows.
L1 =
1 0
0 1
 , L2 =
−1 0
0 −1
 , L3 =
0 −1
1 −1
 , L4 =
0 −1
1 0
 , L5 =
1 −1
1 0
 .
Notice that L1, L2, L3, L4, L5 are generators of the isometry groups 1,Z2,Z3,Z4,Z6 of T
2
∞, respec-
tively. Also, they generate the monodromy groups of the corresponding torus fibrations.
(l = 3): In this case, the base of the asymptotic circle fibration is either S 2 (cyclic) or RP2 (dihedral).
Since the total space X is orientable, the fiber bundle is determined by its Euler class e (see for
example [45]) which we describe explicitly as follows.
(ALF-Ak): If the base is S
2, then S 2 = B+ ∪ B− where
B+ = {(x1, x2, x3) ∈ S 2 | x3 ≥ 0} and B− = {(x1, x2, x3) ∈ S 2 | x3 ≤ 0}.
On B+ and B− the circle bundles are trivial. Then the integer e is determined by identifying
(cos t, sin t, 0, θ) with (cos t, sin t, 0, θ + f (t)), where f (2π) − f (0) = −2πe. When e = 0, the fiber
bundle is trivial. When e = −1, it is the well-known Hopf fibration S 1 → S 3 → S 2. In general, X is
diffeomorphic to S 3/Z|e|, where the action of the generator τ on S 3 = {(z,w) ∈ C2 | |z|2 + |w|2 = 1}
is defined by
τ(z,w) = (e
2πi
|e| z, e
2πi
|e| w).
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For the cyclic case, we set k = −e − 1 and call the TALE manifold the ALF-Ak type.
(ALF-Dk): If the base is RP
2, then RP2 = {(x1, x2, x3) ∈ S 2 | x3 ≥ 0}/(x1, x2, 0) ∼ (−x1,−x2, 0).
The fiber bundle is trivial over the disc and we identify (cos t, sin t, 0, θ) with (− cos t,− sin t, 0, f (t)−
θ), where f (π) − f (0) = −2πe. When e = 0, X is diffeomorphic to S 2 × S 1/±. When e , 0, X is
diffeomorphic to S 3/D4|e|, where D4|e| is the binary dihedral group generated by τ and σ defined by
τ(z,w) = (e
πi
|e| z, e
πi
|e|w), σ(z,w) = (w¯,−z¯).
For the dihedral case, we set k = −e + 2 and call the TALE manifold the ALF-Dk type.
For later applications, we prove the following lemma about the topology of the end. Recall that
two closed manifolds N1 and N2 are (topologically) h-cobordant if there exists a compact manifold
W such that ∂W = N1
∐
N2 and the inclusions N1 → W and N2 → W are homotopy equivalences.
Lemma 5.23. Let M be an n-dimensional open manifold and suppose there are two compact sets
K1 and K2 of M such that for i = 1, 2, there exists a homeomorphism Φi : M\int(Ki) → Ni × [0,∞)
and Φi(∂Ki) = Ni × {0}, where Ni is a closed manifold. Then N1 and N2 are h-cobordant.
Proof. We choose a large a so that Φ2 ◦Φ−11 (N1 × {a}) is well defined and the image is disjoint from
N2 × {0}. With a fixed, we choose a large b so that Φ1 ◦Φ−12 (N2 × {b}) is well defined and the image
is disjoint from N1 × {a}. Next we define N˜1 = Φ−11 (N1 × {a}), which is a boundary of a compact
manifold K˜1. Similarly, we set N˜2 = Φ
−1
2
(N2 × {b}), which is a boundary of a compact manifold K˜2.
Now we consider the compact manifold W = K˜2\int(K˜1). It is clear by the definition that ∂W =
N˜1
∐
N˜2. Moreover, under the homeomorphism Φ1, it is easy to construct a strong deformation
retract F((x, s), t) = (x, (1 − t)s + ta) for any (x, s) ∈ Φ1(W) from W to N˜1. Similarly, there exists a
strong deformation retract from W to N˜2. Therefore, N1 and N2 are h-cobordant. 
Remark 5.24. It is not necessary that N1 and N2 are homeomorphic, see [39, Theorem 3]. How-
ever, for any two oriented closed 3-manifolds N1 and N2, if they are h-cobordant, they must be
diffeomorphic, see [58, Theorem 1.4]. Notice that this result holds for any two closed 3-manifolds
due to Perelman’s resolution of Thurston’s geometrization conjecture [48, 49, 50].
6 Ricci-flat TALE manifolds
6.1 Improvement of the decay order
Let (Mn, g) be a Ricci-flat TALE manifold with l-dimensional tangent cone at infinity. It follows
from Shi’s local estimates [54], see also [42, Proposition A.2], that
|∇kRm| ≤ C(k, n)K(r/2)
r2+k
, ∀k ≥ 1.
Therefore, (Mn, g) satisfies (HOAF) by redefining K.
Now we have the following theorem for the curvature decay.
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Theorem 6.1. If l ≥ 4 or l = 3 and n = 4, then
|Rm| = O(r− (l−2)(n−1)n−3 ).
Proof. It is clear from Theorem 5.16 that there exists a constant C > 0 such that for any t ≥ s > 0,
|B(p, t)|
|B(p, s)| ≥ C
(
t
s
)l
.
In addition, ∫
|Rm| n2 rn−l dV < ∞
since ∫ ∞
1
(K(t))
n
2
t
dt ≤ C
∫ ∞
1
K(t)
t
dt < ∞.
Notice that our assumption for l is equivalent to the inequality l > 4n−2
n−1 . Therefore, the conclusion
follows from [41, Theorem 4.12]. 
Remark 6.2. It is unclear whether any Ricci-flat TALE manifold has faster-than-quadratic curva-
ture decay if l = 2, 3.
To deal with the case l = 1 (i.e. C(S (∞)) = R+), we consider the fibration f : Mn\K −→
(A,∞) obtained in Theorem 5.16. From the fibration and Corollary 5.8, we have a coordinate chart
(A,∞) × Tn−1∞ such that
gi j − δi j = O(K(r/2)) and |∂αgi j| = O(r−|α|K(r/2)), ∀|α| ≥ 1. (6.1)
We regard the flat metric g˜ = δi j as the background metric and use ∇˜, ∆˜, etc. to denote its
covariant derivative, Laplacian, etc. For any x ∈ M\K, we set Tx = f −1( f (x)) and dVT to be the
volume form induced by g˜ on Tx. Moreover, we denote the volume of T
n−1
∞ by m∞.
Following [40], for any function u on M compactly supported in M\K, we define
(Π0u)(x) ≔
1
m∞
∫
Tx
u dVT and Π⊥u ≔ u − Π0u. (6.2)
Lemma 6.3. ∆˜ ◦ Π0 = Π0 ◦ ∆˜ and ∆˜ ◦ Π⊥ = Π⊥ ◦ ∆˜.
Proof. Under the coordinate chart (A,∞) × Tn−1∞ , it follows from a direct calculation that
(Π0 ◦ ∆˜u)(x) =
1
m∞
∫
Tx
∑
1≤i≤n
∂2i u dVT = ∂
2
1
 1
m∞
∫
Tx
u dVT
 = (∆˜ ◦ Π0u)(x).
Moreover, ∆˜ ◦ Π⊥ = Π⊥ ◦ ∆¯ follows immediately from (6.2). 
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Lemma 6.3 indicates that to estimate the function u, we can estimate Π0u and Π⊥u separately.
We denote the coordinate functon of (A,∞) by t. Notice that t can be extended to a Tn−1∞ -invariant
function on M\K. To estimate the Tn−1∞ -invariant part, we need the following lemma.
Lemma 6.4 (Hardy’s inequality). For any R0 ≥ 0 and smooth function φ(t) compactly supported on
(R0,∞) and δ , −1, ∫ ∞
0
φ2(t)(t − R0)δ dt ≤
4
(δ + 1)2
∫ ∞
0
(φ′)2(t)(t − R0)δ+2 dt.
Proof. From the integration by parts and the Ho¨lder inequality,(∫ ∞
0
φ2(t)(t − R0)δ dt
)2
=
4
(δ + 1)2
(∫ ∞
0
φ(t)φ′(t)(t − R0)δ+1 dt
)2
≤ 4
(δ + 1)2
(∫ ∞
0
φ2(t)(t − R0)δ dt
) (∫ ∞
0
(φ′)2(t)(t − R0)δ+2 dt
)
.
Therefore, the conclusion follows immediately. 
Lemma 6.5. There exist positive constants A0 and C satisfying the following property.
Suppose u is a smooth function compactly supported in t−1((R0,∞)) for R0 ≥ A0. Then∫
u2 dV˜ ≤ C
∫
(∆˜u)2(t − R0)4 dV˜ .
Proof. Let u = Π0u + Π⊥u = u0 + u⊥. Since u0 depends only on t, ∆˜u0 = u′′0 . By applying Lemma
6.4 twice, we have∫
u20 dV˜ = m∞
∫
u20 dt ≤ Cm∞
∫
(u′′0 )
2(t − R0)4 dt = C
∫
(∆˜u0)
2(t − R0)4 dV˜ . (6.3)
On the other hand, for any x ∈ t−1((R0,∞)), we have
1
m∞
∫
Tx
u⊥ dVT = 0.
From the Poincare´ inequality, we obtain∫
Tx
u2⊥ dVT ≤ C
∫
T
|∇Tu⊥|2 dVT ≤ C
∫
T
|∇˜u⊥|2 dVT .
By the coarea formula, we compute
∫
u2⊥ dV˜ ≤ C
∫
|∇˜u⊥|2 dV˜ = C
∫
(∆˜u⊥)u⊥ dV˜ ≤ C
(∫
u2⊥ dV˜
) 1
2
(∫
(∆˜u⊥)2 dV˜
) 1
2
.
Therefore, ∫
u2⊥ dV˜ ≤ C
∫
(∆˜u⊥)2 dV˜ . (6.4)
Combining (6.3) and (6.4) we have∫
u2 dV˜ ≤2
∫
u20 + u
2
⊥ dV˜ ≤ C
∫ (
(∆˜u0)
2 + (∆˜u⊥)2
)
(t − R0)4 dV˜ = C
∫
(∆˜u)2(t − R0)4 dV˜ ,
where we have used the following fact from Lemma 6.3,∫
(∆˜u0)(∆˜u⊥)(t − R0)4 dV˜ = 0.

Remark 6.6. Lemma 6.5 also holds for any smooth tensor u compactly supported in t−1((R0,∞)).
Indeed, one only needs to consider each component of u under the coordinate chart (A,∞) × Tn−1∞ .
We can now improve the decay order if l = 1.
Theorem 6.7. If (Mn, g) is a Ricci-flat TALE manifold such that the tangent cone at infinity is R+,
then there exists a constant δ > 0 which depends only on Tn−1∞ such that
|Rm| = O(e−δr).
Proof. From the Ricci-flatness condition, if we set u = Rm, then ∆u = Q(u) for some Q quadratic
in u. Therefore, it is clear from (6.1) that
|∆˜u|g˜ ≤ O(r−2K(r))|u|g˜ + O(r−1K(r/2))|∇˜u|g˜ + O(K(r/2))|∇˜2u|g˜. (6.5)
For any large R0 ≥ A0 and k, we choose a cutoff function φk which is supported on t−1((R0,R0+k+1))
and φk = 1 on t
−1([R0 + 1,R0 + k]). Then it follows from Lemma 6.5 and Remark 6.6 that∫
|u|2g˜φ2k dV˜ ≤ C
∫
|∆˜(uφk)|2g˜(t − R0)4 dV˜ . (6.6)
From (6.5) and (6.6),∫
|u|2g˜φ2k dV˜ ≤C
∫ (
t−4K2(t/2)|u|2g˜ + t−2K2(t/3))|∇˜u|2g˜ + K2(t/3))|∇˜2u|2g˜
)
(t − R0)4 dV˜
+C
∫ (
|u|2g˜|∆˜φk | + |∇˜u|2g˜|∇˜φk |2
)
(t − R0)4 dV˜ . (6.7)
Now, we claim ∫
t≥R0+1
|∇˜2u|2g˜(t − R0)4 + |∇˜u|2g˜(t − R0)2 dV˜ ≤ C
∫
t≥R0
|u|2g˜ dV˜ . (6.8)
From the elliptic equation of u and [26, Theorem 9.11] we have∫
R0+1≤t≤2R0
|∇˜2u|2g˜ + |∇˜u|2g˜ dV˜ ≤ C
∫
t≥R0
|u|2g˜ dV˜ . (6.9)
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Moreover, if we set ti = 2
iR0 for i ≥ 1, then it follows from the scaling invariant version of [26,
Theorem 9.11] that ∫
ti≤t≤2ti
|∇˜2u|2g˜t4i + |∇˜u|2g˜t2i dV˜ ≤ C
∫
2ti/3≤t≤4ti
|u|2g˜ dV˜ . (6.10)
Indeed, we can lift the coordinate chart (A,∞)×Tn−1∞ to (A,∞)×Rn−1 and apply [26, Theorem 9.11]
to the lift of u on (A,∞) × Rn−1. By taking the sum of (6.10) for i ≥ 1, we have∫
t≥2R0
|∇˜2u|2g˜(t − R0)4 + |∇˜u|2g˜(t − R0)2 dV˜ ≤ C
∫
t≥R0
|u|2g˜ dV˜ . (6.11)
Combining (6.9) and (6.11), (6.8) follows immediately. Since K(t) → 0 as t → +∞, if R0 is
sufficiently large, we conclude from (6.7) and (6.8) that by taking k →∞,∫
t≥R0+1
|u|2g˜ dV˜ ≤ C
∫
R0≤t≤R0+1
|u|2g˜ dV˜
and hence ∫
t≥R0+1
|u|2g˜ dV˜ ≤
C
C + 1
∫
t≥R0
|u|2g˜ dV˜ . (6.12)
From (6.12), a standard iteration argument implies that there exists some constant Λ > 0 such
that ∫
t≥R
|u|2g˜ dV˜ ≤ Ce−ΛR
for any R ≥ R0. Therefore, it follows from the equation of u and [26, Theorem 9.20] that for some
δ > 0 which depends only on Tn−1∞ ,
|u|g˜ = O(e−δr).
From (6.1), we conclude that
|Rm|g = O(e−δr).

6.2 Hitchin-Thorpe inequality
For any compact oriented Einstein 4-manifold (M4, g), we have the following celebrated Hitchin-
Thorpe inequality [57, 28]
2χ(M) ≥ 3|τ(M)|
with equality if and only if g is flat or finitely covered by a K3 surface. In this section, we consider
an oriented Ricci-flat TALE 4-manifold (M4, g) and prove a Hitchin-Thorpe type inequality. As
before, we set l to be the dimension of the tangent cone at infinity.
(I) l = 4.
In this case, Nakajima has proved the following theorem. Notice that for any finite subgroup
Γ ⊂ SO(4) acting freely on S 3, η(S 3/Γ) is the eta invariant of standard S 3/Γ, which is calculated in
[4]. If Γ ⊂ SU(2), η(S 3/Γ) is computed explicitly by Nakajima [46].
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Theorem 6.8 (Theorem 4.2 of [46]). Let (M4, g) be a Ricci-flat ALE manifold with end S 3/Γ. Then
2(χ(M) − 1|Γ| ) ≥ 3|τ(M) + η(S
3/Γ)| (6.13)
with equality if and only if (M, g) or its opposite orientation space is a quotient of a hyperka¨hler ALE
4-manifold.
From Theorem 6.8, we have the following immediate corollary, see also [38, Theorem 1.5].
Corollary 6.9. Let (M4, g) be a Ricci-flat ALE manifold such that M is homeomorphic to C˜2/Γ for
some finite subgroup Γ ⊂ SU(2). Then (M, g) or its opposite orientation space is a hyperka¨hler ALE
4-manifold. In particular, M is diffeomorphic to C˜2/Γ.
Proof. Since (M, g) is an ALE manifold and M is homeomorphic to C˜2/Γ, M has one end which
is diffeomorphic to S 3/Γ1 × R+ for some finite group Γ1 ⊂ SO(4). Therefore, it follows imme-
diately from Lemma 5.23 and Remark 5.24 that S 3/Γ1 is diffeomorphic to S
3/Γ. From the work
of De Rham [19], S 3/Γ1 must be isometric to S
3/Γ. Then it is clear that Γ1 is conjugate to Γ in
SO(4). From Kronheimer’s result [34], there exists a hyperka¨hler metric on C˜2/Γ and hence we
have equality in (6.13):
2(χ(M) − 1|Γ| ) = 3|τ(M) + η(S
3/Γ)|.
Therefore, it follows from the equality case of Theorem 6.8 that (M, g) or its opposite orientation
space is a hyperka¨hler ALE 4-manifold. In particular, it follows from [35, Theorem 1.2] that M
must be diffeomorphic to C˜2/Γ. 
In particular, Corollary 6.9 states that for any smooth manifold M homeomorphic to R4, if M
admits a Ricci-flat ALE metric, then M must be isometric to R4 with flat metric. In particular, M is
diffeomorphic to R4 with standard differential structure.
(II) l = 3.
In this case, the tangent cone at infinity is R3 (cyclic type) or R3/Z2 (dihedral type). It follows
from Theorem 6.1 that
|Rm| = O(r−3). (6.14)
Therefore, we have from Theorem 5.17
g = g¯ + O(r−2) and |∇ig¯| = O(r−2−i), ∀i ≥ 1. (6.15)
Since M\K has a circle fibration over an ALE end Y , we define
ρ(x) =
√
x2
1
+ x2
2
+ x2
3
,
where (x1, x2, x3) are coordinates constructed in Theorem A.1. Notice that ρ can be extended to an
S 1-invariant function on M\K. We define a large domain Dt = {x ∈ M | ρ(x) ≤ t} and denote the
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second fundamental forms of ∂Dt with respect to g and g¯ by I(t) and I¯(t), respectively. Then it is
clear that
I(ρ) = O(ρ−1) and I¯(ρ) = O(ρ−1). (6.16)
Now we prove the following theorem, see also [17, Corollary 1.2].
Theorem 6.10. Let (M4, g) be a Ricci-flat TALE manifold with circle fibration. Then
2χ(M) ≥ 3
∣∣∣∣∣τ(M) − e3 + sgn e
∣∣∣∣∣ (cyclic type) (6.17)
2χ(M) ≥ 3
∣∣∣∣∣τ(M) − e3
∣∣∣∣∣ (dihedral type) (6.18)
with equality if and only if (M, g) or its opposite orientation space is a quotient of a hyperka¨hler 4-
manifold. Here e is the Euler number of the asymptotic circle fibration.
Proof. For large t, Dt is diffeomorphic to M. So it follows from Gauss-Bonnet-Chern theorem that
χ(M) =
1
8π2
∫
Dt
|W+|2 + |W−|2 dV +
∫
∂Dt
Rm ∗ I + I ∗ I ∗ I dσ
Here we use I to denote the second fundamental form of ∂Dt, Rm ∗ I is a bilinear form and I ∗ I ∗ I
is a trilinear form. Since the volume of ∂Dt = O(t
2), it follows from (6.14) and (6.16) that by taking
t → ∞,
χ(M) =
1
8π2
∫
|W+|2 + |W−|2 dV. (6.19)
From the signature theorem (see [3] [20, Page 348]),
τ(M) =
1
12π2
∫
Dt
|W+|2 − |W−|2 dV +
∫
∂Dt
Rm ∗ I dσ − η(g
∣∣∣
∂Dt
). (6.20)
By taking the limit t → ∞,
τ(M) =
1
12π2
∫
|W+|2 − |W−|2 dV − lim
t→∞
η(g
∣∣∣
∂Dt
). (6.21)
In particular, limt→∞ η(g
∣∣∣
∂Dt
) exists. Now we claim
lim
t→∞
η(g
∣∣∣
∂Dt
) = lim
t→∞
η( g¯
∣∣∣
∂Dt
).
Indeed, we extend g¯ to be a complete metric on M and choose a cutoff function φ on M such that
φ = 1 on D9t/10 and φ = 0 outside Dt. Now we define a metric gt = φg¯ + (1 − φ)g. Similar to (6.20)
we have
τ(M) =
1
12π2
∫
Dt
|W¯+|2 − |W¯−|2 dV¯ +
∫
∂Dt
R¯m ∗ I¯ dσ¯ − η( g¯
∣∣∣
∂Dt
) (6.22)
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and
τ(M) =
1
12π2
∫
Dt
|W+,t |2 − |W−.t|2 dVt +
∫
∂Dt
Rmt ∗ It dσt − η(g
∣∣∣
∂Dt
). (6.23)
Here we use bar and subscript t to denote the elements of g¯ and gt, respectively. From (6.15), it is
easy to see that |Rmt | = O(ρ−3) and It = O(ρ−1) with uniform decay independent of t. Therefore, it
follows from (6.22) and (6.23) that
η( g¯
∣∣∣
∂Dt
) = η(g
∣∣∣
∂Dt
) + O(t−2)
and hence the claim is proved by taking t → ∞.
Notice that ηad ≔ limt→∞ η( g¯
∣∣∣
∂Dt
) is the adiabatic limit of the asymptotic circle fibration. Com-
bining (6.19) and (6.21), we immediately have
2χ(M) + 3(τ(M) + ηad) =
1
4π2
∫
|W+|2 dV ≥ 0. (6.24)
ηad can be calculated by considering the standard models of ALF gravitational instantons, for
which W+ ≡ 0. Indeed, for the standard ALF-Ak gravitational instanton, χ = k + 1, τ = −k if k ≥ 0
and χ = τ = 0 if k = 0. Since k = −e − 1, it is clear from (6.24) that for any e ≤ 0,
ηad = −
e
3
+ sgn e. (6.25)
Notice that (6.25) also holds for all e ≥ 0 since the sign of η-invariant is changed if we change the
orientation.
Similarly, for the ALF-Dk type, if k ≥ 2, then χ = k + 1, τ = −k. Since k = −e + 2,
ηad =
k − 2
3
= − e
3
. (6.26)
By the same reason, (6.26) can be extended for all e ≥ 0.
Therefore, inequalities (6.17) and (6.18) hold with equality if and only if W+ or W− vanishes. In
either case, it implies that the universal covering is a hyperka¨hler 4-manifold. 
Remark 6.11. Biquard and Minerbe [6, Section 4] proved the same Hitchin-Thorpe inequality for
ALF gravitational instantons by using which they showed that ALF-Dk type gravitational instanton
exits only if k ≥ 0.
Let C˜2/Zm and
˜C2/D4m be the minimal resolution of C
2/Zm and C
2/D4m respectively, where Zm
is the cyclic group of order m and D4m is the binary dihedral group of order 4m.
Corollary 6.12. Let (M4, g) be a Ricci-flat TALE manifold with circle fibration such that M is
homeomorphic to C˜2/Zm for m , 2. Then (M, g) is isometric to a Multi-Taub-NUT metric. In
particular, M is diffeomorphic to C˜2/Zm.
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Proof. It follows from Lemma 5.23 and Remark 5.24 that the boundary of M is diffeomorphic to
S 3/Zm. Therefore, the asymptotic circle fibration is of cyclic type and its Euler number e = ±m.
On the other hand, it is clear that χ(M) = χ(C˜2/Zm) = m and τ(m) = τ(C˜2/Zm) = 1 − m. Then it
follows from (6.17) that
2m ≥ 3
∣∣∣∣∣1 − m − e3 + sgn e
∣∣∣∣∣ (6.27)
If e = −m, then the equality of (6.27) holds and (M, g) is hyperka¨hler . Therefore, it follows from
[43] that (M, g) is isometric to a Multi-Taub-NUT metric. If e = m, then it is easy to solve (6.27)
that m = 1, 2 or 3. If m = 1 or 3, then the equality of (6.27) holds and by the same reason, (M, g)
with opposite orientation is isometric a Multi-Taub-NUT metric. 
In particular, Corollary 6.12 states that for any smooth manifold M homeomorphic to R4, if M
admits a Ricci-flat ALF metric, then M must be isometric to the Taub-NUT metric.
Similarly, since χ( ˜C2/D4m) = 3 + m and τ(
˜C2/D4m) = −2 − m, we have the following result by
using (6.18).
Corollary 6.13. Let (M4, g) be a Ricci-flat TALE manifold with circle fibration such that M is home-
omorphic to ˜C2/D4m. Then (M, g) is isometric to a Cherkis-Hitchin-Ivanov-Kapustin-Lindstro¨m-
Rocˇek metric. In particular, M is diffeomorphic to ˜C2/D4m.
(III) l = 2
In this case, the asymptotic torus fibration is
X −→ S 1.
with fiber T2∞ such that the monodromy group is given by 1,Z2,Z3,Z4 or Z6. Notice that the total
space X is a closed flat manifold whose eta invariant is given by 0, 0,− 2
3
,−1 or − 4
3
, see, e.g., [55].
By the same argument of Theorem 6.10, we have
Theorem 6.14. Let (M4, g) be a Ricci-flat TALE manifold with T2-fibration. Then
2χ(M) ≥ 3|τ(M) + η|
with equality if and only if (M, g) or its opposite orientation space is a quotient of a hyperka¨hler 4-
manifold. Here η = 0, 0,− 2
3
,−1 or − 4
3
if the monodromy of the asymptotic T2-fibration is 1,Z2,Z3,Z4
or Z6, respectively.
Now we immediately have
Corollary 6.15. Let (M4, g) be a Ricci-flat TALE manifold with T2-fibration such that M is homeo-
morphic to an ALG gravitational instanton. Then (M, g) is an ALG gravitational instanton.
(IV) l = 1
In this case, X is a flat torus T3∞ whose eta invariant is 0. Similarly, we have
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Theorem 6.16. Let (M4, g) be a Ricci-flat TALE manifold with T3-fibration. Then
2χ(M) ≥ 3|τ(M)|
with equality if and only if (M, g) or its opposite orientation space is a quotient of a hyperka¨hler 4-
manifold.
It follows from [12, Theorem 3.4] that any ALH gravitational instantons is diffeomorphic to
˜R × T3/±, the minimal resolution of R × T3/±. Then by Theorem 6.16 we immediately have
Corollary 6.17. Let (M4, g) be a Ricci-flat TALE manifold with T3-fibration such that M is homeo-
morphic to ˜R × T3/±. Then (M, g) is an ALH gravitational instanton.
As an application of the Hitchin-Thorpe inequality, we prove the following theorem.
Theorem 6.18. If (M4, g) is a complete Ricci-flat Riemannian manifold with (AF) such that M4 is
homeomorphic to R4 and the tangent cone at infinity is not R × R+, then g is isometric to either the
flat or the Taub-NUT metric. In particular, M4 is diffeomorphic to R4.
Proof. Since M is simply-connected at infinity, it follows from [52, Theorem A (ii)] and our as-
sumption that C(S (∞)) is isometric to R4 or R3. If C(S (∞)) = R4, then (M, g) has Euclidean
volume growth and must be an ALE manifold. Therefore, it follows from Corollary 6.9 that (M, g)
is isometric to (R4, gE).
If C(S (∞)) = R3, then it follows from Theorem 5.20 that (M, g) is a TALE manifold with circle
fibration. It is clear that the Euler number of the asymptotic circle fibration over S 2 must be ±1.
Thus, it follows from Corollary 6.12 that (M, g) is isometric to the Taub-NUT metric. 
Remark 6.19. Notice that the assumption that M is homeomorphic to R4 can be weaken to M is
simply-connected at infinity, χ(M) = 1 and τ(M) = 0.
7 Further discussion
In this section, we propose some questions.
Question 7.1. What is the optimal order of curvature decay for Ricci-flat TALE manifolds?
Notice that in the 4-dimensional case, if the tangent cone at infinity is either 3 or 4 dimensional,
the result in Theorem 1.4 is optimal.
Question 7.2. Is there any example of simply-connected Ricci-flat TALE 4-manifolds of type ALG
or ALH which is non-hyperka¨hler ?
A celebrated conjecture in [8] states that there is no simply-connected non-hyperka¨hler Ricci-
flat ALE 4-manifold. For the ALF case, we do have non-hyperka¨hler examples like Euclidean
Schwarzschild metric and Euclidean KerrNewman metric, see [20, Page 384].
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Appendices
A ALE coordinates at infinity
Let (Mn, g, p) , n ≥ 3 be a complete Riemannian manifold with (AF) and Euclidean volume growth.
We define a function
K¯(t) ≔ max
t−1, t−1
∫ t
1/2
K0(s) ds,K(t/2),K0(t/2)

for t ≥ 1 and K¯(t) = K¯(1) for 0 ≤ t ≤ 1. Here K0 is defined as
K0(t) ≔
∫ ∞
t
K(s)
s
ds.
In this appendix, we prove the following theorem by using the same arguments of [8]. For
simplicity, we assume Mn has only one end.
Theorem A.1. For any α ∈ (0, 1), there exist a compact subset K ⊂ M, two constants A > 0,C > 1,
a finite subgroup Γ ⊂ O(n) acting freely on Rn\B(0, A) and a C∞-diffeomorphism Φ : M\K →
(Rn\B(0, A))/Γ such that under this identification, for any z,w ∈ Rn\B(0, A),
(i) |gi j(z) − δi j| ≤ CK¯(C−1|z|);
(ii) |∂kgi j(z)| ≤ C|z|−1K¯(C−1|z|);
(iii)
|∂kgi j(z) − ∂kgi j(w)|
|z − w|α ≤ Cmax
{
|z|−1−αK¯(C−1|z|), |w|−1−αK¯(C−1|w|)
}
;
(iv) If (Mn, g) further satisfies (HOAF), then |∂|m|gi j(z)| ≤ Cm|z|−mK¯(C−1|z|) for any partial deriva-
tives of order m ≥ 2.
Proof. The theorem follows essentially from Step 1-4 of the main theorem of [8] and we sketch the
proof for completeness. For simplicity, we use the notation g − gE ∈ C1,αK¯ if (i),(ii) and (iii) above
hold. Moreover, for any k ≥ 2, f ∈ Ck,α
rk−1K¯
if there exists a constant C > 1 such that
sup
z∈Rn\B(0,C)
σ−1(z)

k∑
j=0
|z| j|D j f (z)|

+ sup
z,w∈Rn\B(0,C)
z,w
min {|z|k+ασ−1(z), |w|k+ασ−1(w)} |Dk f (z) − Dk f (w)||z − w|α
 < ∞,
where σ(z) := |z|k−1K¯(C−1z).
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Since (Mn, g) satisfies (AF), it follows from [32] that the tangent cone at infinity is a flat cone
C(S n−1/Γ) for some finite subgroup Γ ⊂ O(n) acting freely on S n−1. Moreover, for any large R,
there exists a smooth hypersurface S R of M such that
R−1d(S R, ∂B(p,R)) ≤ ǫ(R),
|RhR − I| ≤ ǫ(R),
where hR is the second fundamental form of S R and ǫ(R) → 0 if R → ∞.
We claim that if R is sufficiently large, the map ΨR : (x, t) ∈ S R × [R,∞) → exp((t−R)vR(x)) is a
diffeomorphism, where vR is the unit outer normal vector of S R. Indeed, we consider the following
ordinary differential equation:
J′′(t) + t−2K(t/2)J(t) = 0, for t ∈ [R,∞),
J(R) = 1, J′(R) = R−1(1 − ǫ(R)).
Then it is clear that J′(t) ≤ R−1(1 − ǫ(R)) and
J′(t) =R−1(1 − ǫ(R)) −
∫ t
R
s−2K(s/2)J(s) ds
≥R−1(1 − ǫ(R)) −
∫ t
R
s−2K(s/2)
(
1 +
s
R
(1 − ǫ(R))
)
ds
≥R−1(1 − ǫ(R)) − 2R−1
∫ t
R
s−1K(s/2) ds > 0
if R is sufficiently large and hence J(t) > 0. Then it follows from [59] that S R has no focal point
along any geodesic σ(t) = exp((t − R)vR(x)) as long as d(σ(t), S R) = t − R. In addition, it follows
from [32, 2.2] that S R has no focal point. Therefore, the map Ψ is a diffeomorphism for large R.
By rescaling, we assume that R = 1 and set S = S 1, h = h1 and Ψ = Ψ1. Moreover, we write
Ψ∗g = dt2 + t2gt
on S × [1,∞). Fix a point x ∈ S and X ∈ TxS , we define for t ≥ 1,
X(t) = dΨ(x,t)X.
It is clear that X(t) is the Jacobi field along σ(t) = Ψ(x, t) such that X(1) = X and X′(1) = h(X).
If we take a parallel orthonormal frame {E1(t), · · · , En(t)} along σ, then it follows from the Jacobi
equation that
Xi(t) = Xi(1) + (Xi)′(1)(t − 1) −
∫ t
1
∫ s
1
X j(u)Kij(u) duds (A.1)
where Xi(t) = 〈X(t), Ei(t)〉 and Kij(t) = 〈R(E j(t), σ′(t))σ′(t), Ei(t)〉.
From (A.1), we have
t−1Xi(t) − (Xi)′(1) +
∫ ∞
1
X j(u)Kij(u) du
=t−1
(
Xi(1) − (Xi)′(1) +
∫ ∞
1
X j(u)Kij(u) du
)
+ t−1
∫ t
1
∫ ∞
s
X j(u)Kij(u) duds. (A.2)
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From [59], |X(t)| ≤ Ct and hence∣∣∣∣∣∣t−1
∫ t
1
∫ ∞
s
X j(u)Kij(u) duds
∣∣∣∣∣∣ ≤ Ct−1
∫ t
1
∫ ∞
s
u−1K(u/2) duds = Ct−1
∫ t
1
K0(s/2)ds.
Therefore, it follows from (A.2) that∣∣∣∣∣∣t−1Xi(t) − (Xi)′(1) +
∫ ∞
1
X j(u)Kij(u) du
∣∣∣∣∣∣ ≤ CK¯(t). (A.3)
Since (S , gt) converges smoothly to the space form (S
n−1/Γ, gstd), then by adding a diffeomor-
phism of S we obtain that
|gt − gstd | = O(K¯(t)). (A.4)
Now we consider the following two cases.
Case 1: Γ = 1.
We setΨt(x, r) = Ψ(x, tr) for x ∈ S and r ∈ (1/2, 3/2) and σ(t) = Ψ(x, t). It follows from Lemma
3.13 that there exists a small number δ > 0 and a harmonic coordinate system Ht on B(σ(t), 2δt)
such that
|dHt − ωt| ≤ CK(t/2) on B(σ(t), 2δt),
where ωt is the dual frame of {E1(t), · · · , En(t)}. Therefore,
|d(t−1Ht ◦Ψt) − t−1Ψ∗tωt| ≤ CK(t/2) on B((x, 1), 2δ). (A.5)
From (A.3), we have for any r ∈ (1/2, 3/2) and t < s,
|t−1Ψ∗tωt(x, r) − s−1Ψ∗sωs(x, r)| = O(K¯(t)). (A.6)
For y ∈ B(x, δ) ∩ S , we denote the parallel transport of ωt(Ψ(y, t)) along Ψ(y, ·) by ω¯t, then it
follows from [7, 6.2.1] that
|ω¯t(Ψ(y, s)) − ωs(Ψ(y, s))| ≤ C
∫ s
t
K(u/2)
u
du ≤ CK0(t/2). (A.7)
Similar to (A.6) we have
|t−1Ψ∗tωt(y, r) − s−1Ψ∗sω¯t(y, r)| = O(K¯(t)). (A.8)
From (A.6), (A.7) and (A.8),
|t−1Ψ∗tωt(y, r) − s−1Ψ∗sωs(y, r)| = O(K¯(t)). (A.9)
Combining (A.5) and (A.9) we have
|d(t−1Ht ◦ Ψt) − d(s−1Hs ◦Ψs)| = O(K¯(t))
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and hence
|t−1Ht ◦ Ψt − s−1Hs ◦ Ψs| = O(K¯(t)).
Therefore,
|t−1Ht ◦Ψt − H∞| = O(K¯(t))
on B((x, 1), δ). If we denote the standard Euclidean metric by gE , then it follows from H
∗
∞gE = gE
and H∞((x, 1)) = 0 that H∞ ∈ Iso(Rn). By redefining Ht by H−1∞ ◦ Ht, we can assume that
|t−1Ht ◦Ψt − I| = O(K¯(t)). (A.10)
Now we take geodesics σ1, · · · , σN with σa(t) = Ψ(xa, t) for xa ∈ S such that the collection
{B(σa(β j), δβ j)}1≤a≤N, j≥1 cover M\K for some compact set K and β > 1. We denote B(σa(β j), δβ j)
by Ba, j and the corresponding harmonic coordinates by Ha, j. Moreover, we can assume that Ba, j ∩
Bb,k , ∅ if k − j is uniformly bounded.
For j ≤ k and Ba, j ∩ Bb,k , ∅, it follows from (A.10) that (K¯(β j))−1β− j|Ha, j(Ψ(x, rβ j)) −
Hb,k(Ψ(x, rβ
k))| is uniformly bounded. Therefore, from the apriori estimates for harmonic func-
tions, we have on Hb,k(Ba, j ∩ Bb,k),
|Ha, j ◦ H−1b,k − I| + β j|∂(Ha, j ◦ H−1b,k)| + β j(1+α)‖∂(Ha, j ◦ H−1b,k)‖Cα ≤ CK¯(β j)β j.
It is easy to check that by taking a partition of unity {ρa, j} associated to the covering {Ba, j} the
map defined by
Φ(x) ≔
∑
ρa, j(x)Ha, j(x) (A.11)
satisfies
Φ(x) − I ∈ C2,α
rK¯
.
Therefore, the metric under this map
(Φ−1)∗g − gE ∈ C1,αK¯ .
Case 2: Γ , 1.
As above, there exists a diffeomorphism Ψ from (Rn\B(0, A))/Γ to the end E ≔ M\K. Now we
set the covering map from Rn\B(0, A) to (Rn\B(0, A))/Γ by P and consider the metric g˜ ≔ (Ψ◦P)∗g.
In particular, g˜ is invariant under the action of Γ. From Case 1, by enlarging A if necessary, there
exists a map Φ1 from R
n\B(0, A) to Rn such that
Φ1 − I ∈ C2,αrK¯ . (A.12)
We define a new group action of Γ on Rn\B(0, A) by
a˜ = Φ1 ◦ a ◦Φ−11 for any a ∈ Γ.
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From (A.12), it is clear that for any a ∈ Γ,
a˜ − a ∈ C2,α
rK¯
.
Now we construct a map Ψ˜ from Rn\B(0, A) to Rn\B(0, A) defined as
Ψ˜(x) ≔
1
|Γ|
∑
a∈Γ
a−1 ◦ a˜(x).
From the definition of Ψ˜, it is easy to check that Ψ˜ − I ∈ C2,α
rK¯
and for any a ∈ Γ,
a ◦ Ψ˜ = Ψ˜ ◦ a˜.
We define the map Φ ≔ Ψ˜ ◦ Φ1. Then it is clear that Φ − I ∈ C2,αrK¯ and the group action of a ∈ Γ
is exactly the orthogonal transformation.
In sum, the proof of (i),(ii) and (iii) is complete and (iv) follows from the higher-order estimates
of the harmonic coordinates. 
Remark A.2. If the dimension n = 2, then the tangent cone at infinity is a flat cone C(S 1) where
the length of the circle is 2πβ for some constant β ∈ (0, 1]. If β = p
q
for coprime integers p and q,
then the conclusions of Theorem A.1 also hold in this case.
Indeed, we consider the p-fold covering C˜ ≔ {(r, θ) | r > 0, 0 ≤ θ ≤ 2pπ}/(r, 0) ∼ (r, 2pπ) of
C\{0}, where the covering map π is defined by
π((r, θ)) = reiθ.
By lifting the metric g to a metric g on C˜\B(0, A), it follows from the same arguments of Case 1
of Theorem A.1 that there exists a map Φ : C˜\B(0, A) → C˜\B(0, A) such that
Φ − I ∈ C2,α
rK¯
.
Notice that in (A.11), we can take the coverings sufficiently refined so that the sum is taken in
one fundamental domain. Since the Deck transformation group of the covering map is Zq, it follows
from the same arguments of Case 2 of Theorem A.1 that there exist a map Ψ : C(S 1)\B(0, A) → M
such that
g − (dt2 + t2dθ2) ∈ C1,α
K¯
.
On the other hand, if β is irrational, then we only obtain the C0-approximation
g = dt2 + t2dθ2 + O(K¯(t))
for t > A and θ ∈ [0, 2βπ), see (A.4).
Remark A.3. For the special case K(t) = t−ǫ , it follows from [8] that (Mn, g) has coordinates at
infinity of order τ where τ = ǫ if n ≥ 4 or ǫ , 1 and τ = ǫ′ for any ǫ′ < 1 if n = 3 and ǫ = 1.
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B Asymptotically flat gravitational instantons
In this appendix, we prove that any hyperka¨hler 4-manifold with (AF) is a TALE manifold by
slightly generalizing the work of Chen-Chen [10].
A key observation for hyperka¨hler 4-manifold is that for any geodesic loop γ, r(γ) ∈ SU(2) and
hence for any vector v,
|(r(γ) − I)v| = |r(γ) − I||v|. (B.1)
It indicates that to estimate the rotational part, we only need to estimate its effect on one direction.
By using this obeservation, Chen and Chen have proved in [10] the following result.
Theorem B.1 (Theorem 3.4 of [10]). For any complete hyperka¨hler 4-manifold (M4, g) with (AF),
there exists a constant CH > 1 such that for any geodesic loop γ based at q with r = r(q) ≥ 2 and
L(γ) ≤ C−1
H
r,
|r(γ) − I| ≤ CH
r
L(γ).
Proof. We consider the following Jacobi equation
J′′(t) = 4t−2K(t/2)J(t), J(1) = 0 and J′(1) = 1.
As in the proof of Lemma 3.1, we have for any t ≥ 1
t − 1 ≤ J(t) ≤ J′(∞)(t − 1) ≤ Ct. (B.2)
Now we claim that there exists a constant CH > 1 such that for any geodesic loop γ based at q
with r = r(q) ≥ 2 and L(γ) ≤ C−1
H
r,
|r(γ) − I| ≤ J
′(r)
J(r)
L(γ). (B.3)
From (B.2), (B.3) implies the conclusion.
We argue by contradiction and CH will be determined in the proof. We assume that q is a point
such that r ≥ 2 and there exists a geodesic loop γ based at q with L(γ) ≤ C−1
H
r, but
|r(γ) − I| > J
′(r)
J(r)
L(γ).
With q and γ fixed, we consider a function l(x) which is defined as the length of the sliding γx of
γ to x. Notice that on B(q, inj(q)), l(x) is well-defined and smooth. It follows from Theorem 4.9 (i)
that on B(q, inj(q))
∇l(x) = (r(x) − I)W(x),
where r(x) = r(γx) and W(x) is the initial tangent vector of γx.
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Now we can define an arc-length parametrized curve {α(s) : s ∈ [0, s0)} which is the gradient
flow of l starting from q. More precisely,
α′(s) = − ∇l(α(s))|∇l(α(s))| = −
r(s)W(s) −W(s)
|r(s)W(s) −W(s)| ,
where r(s) is the rotational part of the sliding of γ along α to α(s) and W(s) is the corresponding
initial tangent vector. Notice that even though l is only well defined locally, its gradient flow α(s) is
well defined. Indeed, on B(q, inj(q)), ∇l is well defined, so we can locally define the gradient flow
{α(s) : s ∈ [0, ǫ]} starting from q. Then based at α(ǫ), we can locally extend the gradient flow as
long as the length of the geodesic loop is small. In particular, the sliding of γ and l are defined along
α.
Now we reverse α by defining α˜(t) = α(r − t) for any t ∈ (t0, r] where t0 = r − s0 is the infimum
of all t such that α˜(t) is well defined. Therefore, we have
α˜′(t) =
r(t)W(t) −W(t)
|r(t)W(t) −W(t)|
and if we set l(t) = l(α˜(t)), then it follows from Theorem 4.9 (i) and (B.1) that
l′(t) = |r(t)W(t) −W(t)| = |r(t) − I|. (B.4)
Now we claim that for any max{t0, 1} < t ≤ r, l(t) < t/2. Otherwise, we set t1 to be the largest
number in (max{t0, 1}, r] such that l(t) = t/2. Then it follows from (B.4) and Theorem 4.9 (ii) that
for any t ∈ [t1, r],
l′′(t) ≤ max
γt
|Rm|l(t) ≤ 4t−2K(t/2)l(t).
Therefore, (l′J − J′l)′ = l′′J − J′′l ≤ 0. By our assumption l′(r)J(r) − J′(r)l(r) > 0, we conclude
that for any t ∈ [t1, r],
l′(t)J(t) − J′(t)l(t) > 0. (B.5)
By integration,
l(t1) <
l(r)
J(r)
J(t1) ≤
C−1
H
r
J(r)
J(t1) = C
−1
H
r
J(r)
J(t1)
t1
t1 ≤ t1/2
if CH is sufficiently large. Therefore, the claim holds.
Now we prove that t0 ≥ 1. Indeed, if t0 < 1, then by the same reason we get from (B.5) that
l′(1)J(1) − J′(1)l(1) > 0.
which contradicts the definition of J. In sum, we have proved that for any t ∈ (t0, r], l(t) < t/2.
However, since r(α˜(t)) ≥ 1, by a compactness argument, the curve α˜(t) can be extended backwards
past t0. This contradicts the definition of t0. Therefore, the proof of (B.3) is complete. 
Theorem B.1 shows that (HC) is satisfied for hyperka¨hler 4-manifold (M4, g) with (AF).
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Theorem B.2. Any complete hyperka¨hler 4-manifold (M4, g) with (AF) is a TALE manifold.
Proof. We only need to prove that (SHC) holds.
From Theorem 3.23, there exists a fibration from the end of M to C(S (∞)) and the fiber F is a
nilmanifold. If dim F = 1, then we obtain a circle bundle and the conclusion follows from Theorem
5.20. Therefore, we assume that dim F = 2 or 3. In particular, the fundamental group π1(F) contains
more than one generator.
From (HC), there exists a small constant κ > 0 such that for any xwith r = r(x) sufficiently large,
T1 is a θ-translational subset, where T1 is defined in (4.4) and θ <
1
100
. In particular, for any x we
obtain a standard short basis {c1, · · · , cm} of Γ(x, κr), where m ≤ 4. We claim that m , 1. Indeed, if
m = 1, it implies that Γ(x, κr) is generated by a single element. In particular, π1(F) is generated by
one element, where F is the fiber through x. This is a contradiction.
By the construction of the standard short basis, [c1, c j] = 0 for any 2 ≤ j ≤ m. If we set
m(c1) = r(c1)x + t(c1) = Ax + a and m(c j) = r(c j)x + t(c j) = Bx + b, then it follows from [7,
Theorem 2.4.1 (ii),(iii)] that
|[A, B] − I| ≤ Cr−2K(r/2)|a||b| (B.6)
and
|t([m(c1),m(ci)])| = |(A − I)b − ([A, B] − I)b + A(I − B)A−1a| ≤ Cr−2K(r/2)|a||b|(|a| + |b|).
Therefore, we have
|(A − I)b − A(B − I)A−1a| ≤ Cr−2K(r/2)|a||b|(|a| + |b|) ≤ Cr−1K(r/2)|a||b|. (B.7)
Nowwe fix a nonincreasing positive function ǫ(r) such that if r → ∞, ǫ(r) → 0 and K(r/2)/ǫ(r) →
0. We claim that for r sufficiently large,
|A − I| ≤ r−1ǫ(r)|a|. (B.8)
Otherwise, we assume that there exists a sequence xi with ri = r(xi) → ∞ such that
|Ai − I| > r−1i ǫ(ri)|ai | (B.9)
where we add the subscript i to denote the corresponding elements at xi. Therefore, it is clear from
(B.7) that
lim
i→∞
∣∣∣∣∣∣ (Ai − I)bi|Ai − I||bi | − (Bi − I)ai|Bi − I||ai|
∣∣∣∣∣∣ = 0. (B.10)
Since Ai − I and Bi − I are small, we set Ai = exp(A˜i) and Bi = exp(B˜i), where A˜i, B˜i ∈ su(2). By
taking a subsequence if necessary, we assume that
A˜i
|A˜i|
→ A˜∞,
B˜i
|B˜i|
→ B˜∞,
ai
|ai|
→ a∞ and
bi
|bi |
→ b∞.
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Therefore, it follows from (B.10) that
A˜∞b∞ = B˜∞a∞. (B.11)
From our choice of the standard short basis, it is clear that a∞ and b∞ are not collinear. Therefore,
it follows from (B.11) that A˜∞ and B˜∞ are not collinear.
Since the Lie bracket in su(2) can be regarded as the cross-product in R3, it follows from (B.6)
that
|A˜i||B˜i| ≤ C|[A˜i, B˜i]| ≤ Cr−2i K(ri/2)|ai ||bi|,
which contradicts (B.9) if i is sufficiently large. Therefore, the claim (B.8) holds and by (B.7) we
have
|B − I| ≤ 2r−1ǫ(r)|b|.
In sum, we have proved that for any 1 ≤ j ≤ m,
|rc j − I| ≤ C|c j|r−1ǫ(r).
Since {c1, c2, · · · , cm} is a standard short basis, it follows from the same argument of Lemma 5.1
that for any a ∈ Γ(x, κr)
|ra − I| ≤ C|a|r−1ǫ(r).
Therefore, (SHC) holds. 
It follows from Theorem 1.4 that any hyperka¨hler 4-manifold of ALE, ALF or ALH type has
faster-than-quadratic curvature decay and hence can be completely classified. It is not clear if there
are hyperka¨hler 4-manifolds of ALG type which do not have faster-than-quadratic curvature decay.
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