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Abstract
We consider here on-line algorithms for Achlioptas processes. Given a initially
empty graph G on n vertices, a random process that at each step selects indepen-
dently and uniformly at random two edges from the set of non-edges is launched.
We must choose one of the two edges and add it to the graph while discarding the
other. The goal is to avoid the appearance of a connected component spanning
Ω(n) vertices (called a giant component) for as many steps as possible.
Bohman and Frieze proved in 2001 that on-line Achlioptas processes cannot
postpone the appearance of the giant for more that roughly n steps whp. This
upper bound got even lower in 2003 when the two above mentioned authors and
Wormald proved that each on-line Achlioptas process creates a giant before step
0.964446n whp.
The purpose of this work is to determine a new upper bound. By using essen-
tially the same methods used by Bohman, Frieze and Wormald in 2003 and some
results of Spencer and Wormald on size algorithms we prove here that Achlioptas
processes cannot postpone the appearance of the giant for more than 0.9455n steps
whp.
1 Introduction
We consider here on-line algorithms for Achlioptas processes, introduced by Dimitris
Achlioptas. Given a initially empty graph G on n vertices, we launch a random process
that at each step selects independently and uniformly at random two edges from the set of
non-edges. We must choose one of the two edges and add it to the graph while discarding
the other. The goal is to avoid the appearance of a connected component spanning Ω(n)
vertices for as many steps as possible. In the literature these components are referred
to as giant components. A related class of processes is the class of off-line Achlioptas
processes having the same setup except that we are allowed to see the whole sequence of
pairs of edges at once, rather than in steps.
The question Dimitris Achlioptas initially posed was: is there any strategy to choose
in between the two edges that can avoid creating a giant for at least cn steps for a constant
c > 1
2
whp? While the answer to Achlioptas’s question is affirmative (see [1] and [4]) it is
also known that there is a limit on how much on-line Achlioptas processes can postpone
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the giant’s appearance. Even though an optimal strategy was not yet determined the
currently known upper bound is 0.96445n steps.
The purpose of this work is to determine a new upper bound for on-line Achlioptas
processes. We have previously tackled the same problem in [3], but the results there were
missing a final rigorous counting argument, which was there replaced by an empirical
observation.
1.1 Related work
In [1] Bohman and Frieze showed that the power of choice in between the two edges can
delay the giant for at least 0.535n steps whp. In the same paper, they also proved that
no algorithm (in the on-line or off-line setup) can postpone the appearance of the giant
for more then n + o(n) steps whp. They used an edge density argument. Later in [2]
Bohman et al. proved that the giant cannot be delayed for more than tAn = 0.97765n
steps in the off-line setup or more than tBn = 0.96445n steps in the on-line setup using
again an edge density argument. We will make use of the same type of argument here.
The main idea exploited in [2] by Bohman et al. is that the ability to postpone
the giant’s appearance is limited by the evolution of the number of vertices in small
components throughout the process. Here we exploit only the limitations caused by
isolated vertices. Roughly speaking, we prove that a giant will occur before the moment
when the number of isolated vertices and the number of edges in our graph sum up
to significantly more than the total number of vertices. The intuition around this idea
can be states as follows: if this inequality holds, then whp there is a linear number of
redundant edges, i.e. edges that when added to the graph join two vertices that were
already in the same connected component. This indicates that the giant component has
already appeared. We leave it to reader to prove that before the giant’s appearance the
number of redundant edges is sublinear whp (or refer to [4]).
In [4] Spencer and Wormald studied bounded size strategies. Their work relies on
the solution of a differential equation system to determine the proportion of vertices in
components of size s, for all s ∈ [1, K] with K a constant, and in components strictly
larger than K under different size strategies. These results are further used to determine
the moment when the first giant component occurs under some of these strategies. We
will determine the minimum number of isolated vertices that an on-line algorithm can
leave in our graph at any step using the same differential equation technique.
1.2 The main result
We combine the methods used in [2] and [4] to prove the following result.
Theorem 1. Each on-line Achlioptas process whp produces graphs that have components
of size Ω(n) before tCn = 0.9455n steps.
The proof is by contradiction. We accomplish this by proving the following two
intermediate results.
Theorem 2. Let i(t) be the proportion of isolated vertices at step tn in the graph produced
by an Achlioptas process. Then whp we have that i(0.9455) > 0.0548.
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Theorem 3. Let ǫ > 0 be a constant and let Gtn be the graph produced by an Achlioptas
process, at step tn. If Gtn contains no component of linear size in n then whp the following
inequality holds:
(1 + ǫ)(1− i(t)) ≥ t.
where i(t) denotes the proportion of isolated vertices at step tn.
The remainder of this paper is organized as follows. In Section 2.1 we prove Theorem 2
while Section 2.2 contains the proof of Theorem 3. Finally, we summarize the main idea
and express our intuition about the ”strength” of this upper bound in Section 3.
2 The new upper bound
Let G be the graph produced by our on-line Achlioptas process at round tn and let
H = {[n], {e1, e
′
1
, ...etn, e
′
tn}}, where n is the number of vertices, [n] is the set of vertices
and ei and e
′
i are the edges presented at round i. Also we say that a round is a (a, b, c, d)
round when the involved components (i.e. the components joined by the two presented
edges) have sizes a, b, c and d, respectively.
The following density lemma is used as a part of the argument in [2] regarding the
upper bounds of on-line and off-line algorithms.
Lemma 1. For constants ǫ, δ > 0 and m = tn ≤ n let Aǫ,δ be the event that there exists
S ⊆ [n] such that |S| < δn and the subgraph of H induced by S contains more than
(1 + ǫ)|S| edges. If δ = δ(ǫ) = 2ǫ(4te)−1−1/ǫ then Pr(Aǫ,δ) = o(1).
We do not prove this lemma here as we will use it as it is (for a full proof refer to [2]).
2.1 The minimum proportion of isolated vertices
In this section we prove Theorem 2 by solving a differential equation system. We use
some of the results and techniques in [4].
Now consider the on-line Achlioptas process strategy which is greedy with respect to
the number of isolated vertices (i.e. at each round its decision minimizes the number of
isolated vertices in the graph), which makes no difference in between components of sizes
greater than 1 and that takes the first edge in case of a tie after applying the first two
criteria. In other words, if we let w : {1, 2, ..., n} → {1, 2} with w(1) = 1 and w(s) = 2
for every s > 1, then, at a (a, b, c, d) round, we choose the first edge if
w(a) + w(b) ≤ w(c) + w(d)
and the second edge otherwise. This is a bounded size algorithm for K = 1 and it is in
fact the MinP1 strategy studied in [4].
Considering the limitations imposed by the on-line setup (i.e. the inability to see
the pairs of edges at the next rounds), among the on-line algorithms, this strategy is
also optimal with respect to the number of isolated vertices. Thus, there is no on-line
algorithm that can leave less isolated vertices (in expectation) than MinP1 does up until
any round tn ≤ n.
Now let i(Gtn) denote the proportion of isolated vertices in our graph after tn steps
under the MinP1 strategy. It has been proven in [4] that in the bounded size algorithm
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setup the proportion of isolated vertices is concentrated whp around the values of a
function i(t), for t ∈ [0, 1], and that this function can be determined as the solution of a
differential equation system. These results are in fact corollaries of Theorem 1.1, Theorem
2.1 and Theorem 4.1 in [4]. The reader should know that we used a slightly different setup
than the one used in [4], the main difference being that Spencer et al. parametrized n
2
steps as one time unit while we decided that parametrizing n steps as one unit is more
appropriate. The approach in [4] is due to the fact that Achlioptas processes are in fact a
”game-like variation” of the much more famous Erdo˝s-Re´nyi random graph process and
the giant’s appearance in this later process takes place at roughly round n
2
.
The next result is a corollary of Theorem 1.1 in [4].
Theorem 4 (Spencer, Wormald). There exists a function i : [0, 1]→ [0, 1] such that whp
for all t ∈ [0, 1] we have that i(Gtn) = i(t) + o(1).
Following the approach in [4] we find a relationship in between the i(t) and its deriva-
tive. As Achlioptas processes are in fact discrete we need to find the discrete analogue of
this relationship first and than talk about the asymptotic behavior as n tends to infinity.
We define ∆(a, b, c, d) to be the change in the number of isolated vertices when pre-
sented with a round where the involved components (the components joined by the two
presented edges) have sizes a, b, c and d and the round is not redundant (meaning that
none of the two edges joins two vertices already in the same component). Also let x
denote the proportion of vertices before a round of the form (a, b, c, d).
We distinguish the following six cases in which ∆(a, b, c, d) 6= 0.
Case 1: (a, b, c, d) = (1, 1, s3, s4), with s3, s4 ≥ 1.
The probability of such a round is x2 and ∆(a, b, c, d) = −2 as MinP1 chooses the first
edge.
Case 2: (a, b, c, d) = (1, s2, s3, s4), with s2 > 1 and (s3, s4) 6= (1, 1).
The probability of such a round is x(1 − x)(1 − x2) and ∆(a, b, c, d) = −1 as MinP1
chooses the first edge.
Case 3: (a, b, c, d) = (s1, 1, s3, s4), with s1 > 1 and (s3, s4) 6= (1, 1).
The probability of such a round is x(1 − x)(1 − x2) and ∆(a, b, c, d) = −1 as MinP1
chooses the first edge.
Case 4: (a, b, c, d) = (s1, s2, 1, 1), with (s1, s2) 6= (1, 1).
The probability of such a round is (1 − x2)x2 and ∆(a, b, c, d) = −2 as MinP1 chooses
the second edge.
Case 5: (a, b, c, d) = (s1, s2, 1, s4), with s1, s2, s4 > 1.
The probability of such a round is x(1−x)3 and ∆(a, b, c, d) = −1 as MinP1 chooses the
second edge.
Case 6: (a, b, c, d) = (s1, s2, s3, 1), with s1, s2, s3 > 1.
The probability of such a round is x(1−x)3 and ∆(a, b, c, d) = −1 as MinP1 chooses the
second edge.
So the expected change in the proportion of isolated vertices after a round is
∆ = −4x+ 4x2 − 4x3 + 2x4.
This is our discrete analogue of a derivative. Also note that at time 0 the proportion of
isolated vertices equals 1.
The next two results are corollaries of Theorem 2.1 and Theorem 4.1 in [4].
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Theorem 5 (Spencer, Wormald). There exists i : [0, 1]→ [0, 1], a unique solution to the
differential equation
i′(t) = −4i(t) + 4i2(t)− 4i3(t) + 2i4(t)
with initial conditions
i(0) = 1.
Theorem 6 (Spencer, Wormald). Let i be the solution to the differential equation in the
previous theorem. Then whp
|i(Gtn)− i(t)| = O(n
−1/4)
uniformly for 0 ≤ t ≤ 1.
The differential equation system in Theorem 5 can be solved using numerical methods.
In this case we choose explicit Runge-Kutta method, just like in [4]. The result is a
strictly decreasing function with i(0.9455) ∈ [0.0548, 0.0551]. We mention that the global
truncation error caused by the approximation method we used is smaller than 0.0001.
Note. The reader can quickly test this numerical results using the Mathemathica
code in Appendix A.
2.2 The edge density argument
In this section we prove Theorem 3. After that Theorem 1 follows immediately.
Suppose that G has no component larger than δn and that Aǫ,δ does not hold (as
defined in the setup of Lemma 1). We then apply the falseness of Aǫ,δ to the components
of the subgraph of G induced by T = [n]\V1, where V1 denotes the set of isolated vertices
in G. We obtain
(1 + ǫ)|T | ≥ |E(G[T ])|.
which can be rephrased as
(1 + ǫ)(1− i(t)) ≥ t. (1)
This finishes the proof of Theorem 3.
But inequation 1 cannot hold for small enough ǫ and for t = 0.9455 since we have
i(0.9455) > 0.0548, no matter what on-line strategy we use. We conclude that no on-line
algorithm can postpone the appearance of the giant for more than tCn = 0.9455n rounds.
3 Conclusions
So no Achlioptas process can postpone the appearance of the giant for more than 0.9455n
rounds in the on-line setup. Additionally, we are confident that the same edge density
argument corroborated with the differential equation method for random graphs can be
used further to get an even smaller value of the upper bound. That is because the
evolution of the number of small components throughout the process is known (from [2])
to put a limit on the performance of Achlioptas processes. Informally, almost all the small
components are trees, thus accommodating one edge less than vertices. This phenomenon
will concentrate edges outside these small components and a giant will occur in the rest
of the graph at some moment.
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Here we studied the MinP1 algorithm, a strategy that minimizes the proportion of
isolated vertices, i.e. components of size 1. But one could study a strategy that minimizes
the number of components smaller or equal in size to a constant K > 1 or even of size
sublinear in n, probably via a much more involved argument. Empirical results in this
direction (that also led to this work) suggest an upper bound as low as 0.9n steps.
A The Mathematica code snippet
The following Mathematica code snippet can be used to numerically solve the differential
equation system that determines the proportion of isolated vertices under the MinP1
strategy, denoted here by f . We use the explicit Runge-Kutta method. The results are
finally plotted. This code runs under Mathematica 9.0.1.
Needs [ ” D i f f e r e n t i a lEqua t i o n s ‘ NDSolveProblems ‘ ” ] ;
Needs [ ” D i f f e r e n t i a lEqua t i o n s ‘ NDSo lveUt i l i t i e s ‘ ” ] ;
s o l=NDSolve [{ f ’ [ x]==−(4 f [ x]−4 f [ x ]ˆ2+4 f [ x]ˆ3−2 f [ x ] ˆ 4 ) , f [0 ]==1} , f [ x ] ,
{x , 0 , 1 } ,Method−>”Expl ic itRungeKutta” , ” S t a r t i n gS t epS i z e”−>1/10000];
g [ x ]=1−x ;
Plot [{Evaluate [ f [ x ] / . s o l ] , g [ x ]} ,{ x , 0 , 1 } ,PlotRange−>All ]
Listing 1: The Mathematica 9.0.1 code snippet for the differential equation system that
determines the proportion of isolated vertices under the MinP1 strategy at each round.
References
[1] T. Bohman and A. Frieze. Avoidance of a giant component. Random Structures and
Algorithms, 19:75–85, 2001.
[2] T. Bohman, A. Frieze, and N. C. Wormald. Avoidance of a giant component in half
the edge set of a random graph. Random Structures and Algorithms, 25:432–449,
2004.
[3] C. P. Cobarzan. Observations on achlioptas processes. Master’s thesis, ETH Zu¨rich,
May 2013. (unpublished).
[4] J. Spencer and N. Wormald. Birth control for giants. Combinatorica, 27(5):587–628,
2007.
6
