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Abstract
Black men who have sex with men (MSM) in the U.S. are more likely to be HIV-positive than white
MSM. Intentional and unintentional segregation of Black from non-Black MSM in sex partner meeting
places may perpetuate this disparity, a fact that is ignored by current HIV risk indices, which mainly
focus on individual behaviors and not systemic factors. This paper capitalizes on recent studies in which
the venues where MSM meet their sex partners are known. Connecting individuals and venues leads to
so-called affiliation networks; we propose a model for how HIV might spread along these networks, and
we formulate a new risk index based on this model. We test this new risk index on an affiliation network
of 431 African-American MSM in Chicago, and in simulation. The new risk index works well when there
are two groups of people, one with higher HIV prevalence than the other, with limited overlap in where
they meet their sex partners.
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Background
In 2017, men who have sex with men (MSM) accounted for approximately 70% of new HIV infections
in the U.S [1], amounting to over 25,000 infections that year. In almost every other country for which we
have data, MSM are several times more likely to be HIV-positive than the general population [2]. African-
Americans accounted for about 44% of new HIV infections in the U.S., more than any other racial or ethnic
group [1]. A 2012 meta-analysis [3] found that the odds of HIV seropositivity in Black MSM were three
times that in non-Black MSM, even though Black men were significantly less likely to have unprotected anal
intercourse (UAI) with a main male partner, have a high number of male sex partners over their lifetime
or in the past year, or report any lifetime or recent drug use. Black MSM were significantly more likely
to use condoms, undergo repeated HIV testing, and use pre- or post-exposure prophylaxis than non-Black
MSM. Clearly, individual risk behaviors are insufficient for explaining the disparity in risk of HIV acquisition
between Black and non-Black MSM.
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This may explain the poor performance of measures designed to estimate an individual’s risk of contract-
ing HIV, which are largely based on individual behavior. For example, Jones et al. [4] tested three previously
published measures of risk in a sample of Black and white MSM in Atlanta and obtained AUCs ranging from
0.49 to 0.63 (among Black participants) and from 0.60 to 0.67 (among white participants). These measures
were based on such characteristics as age, total number of male partners, number of episodes of condom-
less receptive anal intercourse, amphetamine and popper use, and diagnosis with gonorrhea, chlamydia, or
syphilis. Lancki, Almirol, Alon, McNulty, and Schneider [5] similarly examined three risk indices in a sample
of Black MSM in Chicago and obtained AUCs ranging from 0.51 to 0.57. One of these indices was the same
as in Jones et al. [4]; one was based on similar factors such as condomless anal sex; and one was based on
similar factors as well as whether the individual had exchanged sex for commodities or been incarcerated.
Evidence of the utility of a network-based approach is supported by Raymond and McFarland ([6], p.
630), who state, “Black MSM were reported as the least preferred as sexual partners, believed at higher risk
for HIV, counted less often among friends, were considered hardest to meet, and perceived as less welcome
at the common venues that cater to gay men in San Francisco.” Millett et al. [3] found that non-Black
MSM had less than a tenth of the odds of reporting Black sex partners as Black MSM. In other words,
when non-Black MSM refuse to partner with Black MSM, this increases the likelihood that Black MSM will
partner with each other.
If Black MSM are segregated from other MSM when it comes to finding sex partners, a high prevalence
of HIV can become self-perpetuating. Such segregation can make risky behavior more risky than it would
be in an environment with lower prevalence. This argument is supported by Das et al. [7], who found that
reductions in community viral load were associated with reductions in HIV infections.
Fortunately, many researchers are examining where MSM meet their sexual partners. Perhaps due to
stigma or the difficulty of finding other MSM, MSM are more likely than heterosexuals to meet sex partners in
designated meeting places like bars, websites, or apps than in public spaces, like at work or in school [8, 9].
Recently, researchers in Mississippi [10], Houston [11], Los Angeles [12], Hong Kong [13], Baltimore [14],
Chicago [15], and Rhode Island [16] have constructed affiliation networks in an effort to better understand
the transmission of infectious diseases. Affiliation networks are bipartite graphs with one type of node
representing people and the other type representing the venues or organizations those people affiliate with.
By definition, each edge in a bipartite graph connects two nodes of a different type. The affiliation networks
in these papers have MSM as one type of node and venues (either brick-and-mortar or online) as the other;
an individual man is connected to a venue if he socializes there or has met sexual partners there.
Although affiliation networks are used commonly in network science, there is as of yet no model for how
HIV might spread on an affiliation network or how the network might evolve in time. In addition, affiliation
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networks have not yet been leveraged to examine HIV risk disparities between Black and non-Black MSM.
In this paper, we propose a model for the evolution of an affiliation network over time and for the spread of
HIV over that network. In addition, we introduce an estimator of risk and test its performance using both
simulated and empirical data. We also explore the potential utility of affiliation networks to explain risk
disparities.
Model
Network Generation
We start by specifying the model for network generation. Let N be the number of men in the pop-
ulation, and let M be the number of venues. For each i ∈ {1, . . . , N}, person i has parameter vector
(λi, pi1, . . . , piM )
>
. The number of his sexual encounters across all venues follows a Poisson process with
rate λi. For each j ∈ {1, . . . ,M}, any given meeting occurs at venue j with probability pij , independent of
all other sexual encounters, so that person i’s encounters at venue j follow a Poisson process with rate λipij .
Consider the time interval (0, t). Let Xij be the number of sexual encounters person i has at venue j in
this interval; then Xij ∼ Poisson (λipijt), independent of all Xkl where either i 6= k or j 6= l. Further, the
times of person i’s encounters at venue j are distributed independently and uniformly on (0, t). Because the
individual Poisson processes are independent of each other,
N∑
i=1
Xij ∼ Poisson
(
t
N∑
i=1
λipij
)
,
and the times of these encounters are distributed independently and uniformly on (0, t).
Of course, given that we are interested in viral transmission between people, these encounters need to be
linked in some way. We establish this linkage based on the timing of encounters and assume that the first
encounter at venue j is linked to the second encounter at that same venue, the third is linked to the fourth,
and so on. Three potential problems are immediately apparent with this assumption. First, a person could
be linked to himself if two consecutive meetings at a single venue belong to the same person. However, if
(a, b) ⊂ (0, t), then the probability of at least two encounters from person i and zero encounters from anyone
else occurring in this interval is
(
1− e−λipij(b−a) − e−λipij(b−a)λipij(b− a)
)
e−(b−a)
∑
k 6=i λkpkj → 0
if
∑
k 6=i λkpkj → ∞ as N → ∞. It is reasonable to assume that
∑
k 6=i λkpkj → ∞ as N → ∞ because the
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parameter vectors (λi, pi1, . . . , piM )
>
are assumed i.i.d. Thus, with large enough N such events will occur
with vanishing frequency. Second, two linked meetings could be consecutive but still so far apart in time
that it is unlikely that they correspond to the same event, i.e., an encounter between two individuals. Again,
if
∑
k 6=i λkpkj → ∞ as N → ∞ then the probability of zero events in any interval approaches zero. So,
with large enough N , the meetings will be dense enough in the interval that consecutive meetings will be
reasonably close in time. Finally, the last meeting may be “orphaned” if the total number of meetings in
the interval is odd. For parsimony, if this occurs we discard the final meeting.
This process generates both a bipartite affiliation network and a venue-to-venue network. For the affili-
ation network, person i is connected to venue j if Xij ≥ 1, and the weight of this edge is equal to Xij . For
the venue-to-venue network, venue j is connected to venue j′ if at least one participant met a sex partner at
both venues, and the weight of this edge is equal to the number of participants the two venues share.
HIV Transmission
We next specify the model for HIV transmission. For each i ∈ {1, . . . , N}, let Yi0 = 1 if person i is
HIV-positive at time 0 and let Yi0 = 0 otherwise; similarly, let Yit = 1 if person i is HIV-positive at time t
and let Yit = 0 otherwise. We assume that Yi0 is known, and we would like to predict Yit for t > 0, i.e., the
HIV status of person i at some later time. Consider the scenario where an individual who is HIV-negative
at time 0 contracts HIV independently and with probability pi for each encounter in (0, t) with a sex partner
who is HIV-positive at time 0. Clearly this is a simplification. First, the probability of transmission of HIV
is not the same for each encounter and depends on such things as the sex act and type of protection used
(e.g., condoms, PrEP). Second, if person i is HIV-negative at time 0 but becomes infected at time t′ ∈ (0, t),
it would be reasonable to allow person i to transmit the virus to others in the interval (t′, t). For parsimony,
however, we consider the simpler version.
AssumeX1j , . . . , XNj , Y10, . . . , YN0 are known. Of the
∑N
i=1Xij encounters at venue j in (0, t),
∑N
i=1XijYi0
belong to HIV-positive individuals. Because these encounters are independently and uniformly distributed
throughout the time interval, each encounter has the same probability of belonging to an HIV-positive
individual. Denote this probability
Qj =
∑N
i=1XijYi0∑N
i=1Xij
.
Thus, if we consider person i ∈ {1, . . . , N}, the number of HIV-positive partners he has at venue j in the
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interval is approximately Binomial(Xij , Qj), and his risk (probability) of contracting HIV is
Ri = 1−
M∏
j=1
[(1− pi)Qj + 1−Qj ]Xij .
Note that pi, the probability of per-encounter transmission, is not specific to any individual but instead
is shared by all members of the population.
Risk Estimator
In practice, it is unrealistic to assume knowledge of the entire population of N individuals and their
person-site encounters Xij , and instead any estimator of risk needs to be based on a sample. Let n be
the number of individuals in the sample, and let m be the number of venues reported by participants in
the sample. Assume each individual i ∈ {1, . . . , n} was followed in the interval (−t, 0). For each venue
j ∈ {1, . . . ,m}, let Zij be the number of sexual encounters person i had at venue j in the interval (−t, 0).
We assume that these numbers are known without error. Then ∀j ∈ {1, . . . ,m}, the probability of having
an encounter with an HIV-positive individual at site j can be estimated as
Qˆj =
∑n
i=1 ZijYi0∑n
i=1 Zij
,
and ∀i ∈ {1, . . . , n}, and the risk (probability) of contracting HIV can be estimated as
Rˆi = 1−
m∏
j=1
[
(1− pi)Qˆj + 1− Qˆj
]Zij
.
Note that we assume pi to be known.
Empirical Study
Among the affiliation network studies listed in the introduction, only one, the uConnect Study in Chicago
[15, 5], was longitudinal with a mix of HIV-positive and HIV-negative participants at baseline. It recruited
Black MSM and collected information on categories of sex partner meeting places instead of specific, iden-
tifiable venues. As such, the data are not a perfect fit to the model, and we would not expect the new
estimator to outperform other predictors of risk in this setting. Still, this data set contains vital information
on the distribution of total number of sex partners per person and the distribution of sex partner meeting
places per person. It also serves as a contrast to later simulations that assume data collection proceeded as
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dictated by the model.
Data
For Wave 1 of the study, which occurred between June 2013 and July 2014, 618 African-American MSM
between the ages of 16 and 29 were recruited in Chicago via respondent-driven sampling. Sixty-five of the
participants were recruited independently, and any participant could recruit up to six other eligible MSM to
participate in the study. For Wave 2, which occurred between April 2014 and May 2015, 524 of these men
were interviewed again.
In the Wave 1 interview, participants were asked how many people they had had sex with in the last
six months. For up to six of these sex partners, starting with the most recent and working backward,
participants were asked whether the partner was male, female, or transgender; how they met; and how many
times they had sex. Specifically, the wording of the meeting question was, “How did you meet [NAME]
leading up to the first time you had sex? Was that through somebody else you both knew, through a phone
or internet program or site, or some other way?” If the respondent said phone or internet, the interviewer
followed-up with, “Was that a mobile app, something on the internet or a phone service?” If the respondent
said, “Some other way,” the interviewer followed-up with, “Where did you meet [NAME] for the first time?
Was that at a . . . bar/night club/dance club; social service or volunteer event; health club or gym; private
(house) party; outdoors/cruising/parks/public/bathrooms; work; school; church or house of worship/church
or religious activity; jail or prison; AA or NA; other (SPECIFY)”.
At Wave 1, there were 1,593 sex partners in the dataset. At each wave, participants received HIV tests
and were asked about their HIV status. For the present analysis, HIV status was determined by lab results,
unless those results were missing, in which case HIV status was determined by self-report.
In the Wave 1 data, 110 participants (18%) were missing lab HIV results and 43 (7%) were missing
self-reported HIV status. Eight (1%) were missing both, and they were removed from the data set; this
corresponded to a removal of 14 sex partners (1%). Eighteen participants (3%) were removed because
they did not have any information about their sex partners. Nine participants (1%; 93 sex partners, 6%)
were removed because they only had information about sex partners from more than six months prior to
Wave 1; thirty-seven participants (6%; 220 sex partners, 14%) were removed because they did not have any
information on cis male sex partners, or their sex partners’ gender data were missing; three participants
(0.5%; eight sex partners, 0.5%) were removed because they were missing data on how they met their
sex partners; 107 participants (17%; 398 sex partners, 25%) were removed because they met all their sex
partners “through somebody else” or “knew each other previously”; three participants (0.5%; seven sex
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partners, 0.4%) were removed because they met their partners through “phone or internet” but did not
specify whether that was through a phone service, website, or mobile app; and two participants (0.3%; six
sex partners, 0.4%) were removed because they did not specify how many times they had had sex with their
partners. This left 431 participants (70% of the total) with information on 847 sex partners (53% of the
total) met at 15 “venues”. A list of venues and the number of sex partners met at each is in Table 1.
Venue Number of Partners Met There Cumulative %
Internet site 242 28.6
Mobile app 188 50.8
Outdoors/cruising/parks/public/bathrooms 134 66.6
Phone service 55 73.1
School 55 79.6
Ball/dance group/social event 39 84.2
Bar/night club/dance club 38 88.7
Private (house) party 32 92.4
Work 27 95.6
Sex party 10 96.8
Boystown 10 98.0
Program/support group 6 98.7
Church/house of worship/religious activity 5 99.3
Some other way 5 99.9
Institution 1 100.0
Table 1: List of the 15 venues in the final data set and the number of partners met at each venue.
One participant had the same date for his Wave 1 and Wave 2 interviews, and this date was neither
the latest date for Wave 1 nor the earliest date for Wave 2. His Wave 2 data were deleted. This left 368
participants with HIV status at Wave 2. The median elapsed time between Wave 1 and Wave 2 was 264
days. Of the 256 participants who were HIV-negative at Wave 1, 209 had HIV status data at Wave 2.
Many of the participants reported that they had had sex with more people over the last six months than
they were asked about in detail. In order to estimate the number Zij in our risk calculation, the number of
times person i reported having had sex with someone he met at site j (across all the people he was asked
about in the study) was multiplied by the number of people he reported having had sex with over the last six
months and divided by the number of sex partners he had in the data set. This assumes that the partners
a participant was asked about are exactly representative of his partners over the past six months.
Methods
We calculated five predictors of risk using data for the 15 venues included in the final data set as follows.
Estimators trained on Wave 1 HIV status (1, 3, 5) used data from all 431 participants; estimators trained on
Wave 2 HIV status (2, 4) used data from the 368 participants who had Wave 2 HIV status. The estimators
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trained on Wave 2 HIV status are intended to give an upper bound to performance. Given that they are
based on future knowledge, which would never be available to an investigator or clinician trying to estimate
risk for a patient, they are not truly fair comparators. For each estimator, the AUC was calculated using
the 209 participants who were HIV-negative at Wave 1 and had HIV status at Wave 2.
1. Multiple logistic regression based on Wave 1 HIV status:
logitE (Yi0) = β0 + β1Zi1 + · · ·+ β15Zi15.
2. Multiple logistic regression based on Wave 2 HIV status:
logitE (Yit) = β0 + β1Zi1 + · · ·+ β15Zi15,
where t indicates Wave 2.
3. Simple logistic regression based on Wave 1 HIV status:
logitE (Yi0) = β0 + β1 (Zi1 + · · ·+ Zi15) .
4. Simple logistic regression based on Wave 2 HIV status:
logitE (Yit) = β0 + β1 (Zi1 + · · ·+ Zi15) ,
where t indicates Wave 2.
5. The new method. Qˆj , 1 ≤ j ≤ 15 was calculated as described above, and for each of the 209 participants
who were HIV-negative at Wave 1 and had HIV status data at Wave 2, Rˆi was calculated. Three values
of pi were tested: 0.62%, 1.1%, and 1.43%. Two of the values chosen for pi (0.62% and 1.43%) were
selected from [17]. The lower, 0.62%, corresponds to the probability of transmission for insertive
unprotected anal intercourse (UAI) in uncircumcised men. It was the second-lowest transmission
rate reported in [17]; the lowest, 0.11%, led to replications with no new infections in the simulations
described below. The upper value, 1.43%, corresponds to the probability of transmission for receptive
UAI if ejaculation occurred inside the rectum. It was the highest transmission rate reported in [17].
The third value chosen for pi (1.1%) was chosen because it led to an average of 0.1038 new infections
per 100 person-years at-risk, close to the value of 0.1026 that was observed in the data. See Figure 1.
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Figure 1: Mean infection rate as a function of pi. These values were obtained by simulating the model
described in the Model setion and varying the per-contact probability of HIV transmission. The underlying
data are described in the Data section. The circles correspond to the values of pi chosen for the simulations
and to calculate the new predictor of risk.
Summary statistics were calculated for the number of partners reported by the 431 participants. Summary
statistics were also calculated for the estimated number of times participants reported that they had had sex
over the previous six months. Using the notation of the previous section, for participant i, this value would
be
∑15
j=1 Zij .
HIV incidence was estimated using the method described in [18]. The number of new infections between
Wave 1 and Wave 2 was the numerator and the total number of days at risk was the denominator. This
was converted into number of new infections per 100 person-years at-risk. For those testing negative at both
Wave 1 and Wave 2, the number of days at-risk was the number of days between their Wave 1 and Wave 2
interviews. For those testing negative at Wave 1 but positive at Wave 2, the number of days at-risk was half
the number of days between their Wave 1 and Wave 2 interviews.
Results
Participants reported having a median of 3 sex partners over the past six months (first quartile: 1.5; third
quartile: 5). The median number of times they were estimated to have had sex over the past six months
was 18 (first quartile: 7.75; third quartile: 28.75).
The AUC for model 1 (multiple logistic regression, Wave 1 outcome) was 0.5403; the AUC for model 2
(multiple logistic regression, Wave 2 outcome) was 0.5529; the AUC for model 3 (simple logistic regression,
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Wave 1 outcome) was 0.4072; and the AUC for model 4 (simple logistic regression, Wave 2 outcome) was
0.4072. Whether pi was set to 0.0062, 0.0110, or 0.0143, predictor 5 (the new method) yielded an AUC of
0.4218. Among the 209 participants who were HIV-negative at Wave 1 and had HIV status data at Wave
2, sixteen tested positive at Wave 2. There was a total of 56,971.5 person-days at risk, yielding 0.1026 new
infections per 100 person-years at-risk.
Discussion
The new risk estimator performs better than simple logistic regression using estimated number of sexual
encounters as the single independent variable. Unfortunately, the new risk estimator performs worse than
both chance and multiple logistic regression.
There are a number of potential reasons that this is the case. First, the venues listed are not actual
venues but categories. They comprise many possible places where the men in the study could meet their sex
partners. Two men who meet their sex partners exclusively on the internet could be doing so through two
completely different websites. So, the data do not exactly map onto the proposed model. Second, men were
asked about their sexual activity over the past six months. This is a long window of time, and even people
with good memories are bound to make errors in estimating the number of times they had sex with a given
person during that time period, or where they met. In other words, there is some measurement error. Third,
a large number of participants met their partners through friends or already knew them, and these partners
were not considered as potential sources of transmission. Fourth, the model assumes a constant probability
of transmission for all serodiscordant couplings. In reality, some couplings will involve condoms, some will
involve pre-exposure prophylaxis (PrEP), and some will be unprotected. Further mismatches between the
model and the data include the sampling mechanism (the participants in the dataset were recruited through
a version of respondent-driven sampling and were not selected uniformly at random from the population of
Black MSM in Chicago); variable follow-up time across participants; and follow-up time (approximately nine
months) not equaling the amount of time before Wave 1 for which participants were asked about their sex
partners (six months).
Figure 2A demonstrates another explanation for the poor performance of the new risk estimator. It
depicts the venue-to-venue graph, in which each node is a venue and two venues are connected by an edge
if at least one participant met a sex partner at both venues. The width of the edge between two venues
corresponds to the number of participants they share. It’s apparent from the figure that the venues are
connected in one overarching cluster. The participants in the study have a lot of overlap in where they meet
their partners, so they all have similar risks of contracting HIV.
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Figure 2: Venue-to-venue network. Each node is a venue, and two venues are connected by an edge
if at least one participant met a sex partner at both venues. The width of the edge between two venues
corresponds to the number of participants they share. (A) The original data set. (B) The modified data set
used in Simulation Study 2.
Although the results are somewhat disappointing, our simulation approach is able to identify potential
reasons for that, and there are actually good reasons to believe that the method might perform well in
practice if the relevant data were available.
Simulation Study 1
We used simulation to evaluate the performance of the new method when the model is correct. As
explained below, we tested the risk estimator when data collection is perfect; when venues are reported
as grouped, even though they are distinct for the purpose of data generation; when some venues are not
reported, and when venues are reported incorrectly.
Methods
Sample size n was set to 431; population size N was set to n × 5 = 2,155; the population number of
venues M was set to 15; and pi was set first to 0.0062, then to 0.0110, and then to 0.0143. There were 1,000
replications for each value of pi. If we consider each parameter vector to be (λipi1t, . . . , λipiM t, Yi0)
>
, then
for each replication, the N parameter vectors were sampled uniformly at random with replacement from the
431 participants in the uConnect study. That is, each vector (Zi1, . . . , Zi15, Yi0)
>
from the previous section
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was considered to be a potential parameter vector (λipi1t, . . . , λipi15t, Yi0)
>
for the simulation study. Since
the participants in the original study were asked about their sexual activity over the previous six months, t
was set to six months.
Each replication consisted of the following steps:
1. Draw the N parameter vectors.
2. Simulate the model for six months.
3. Record Zij and Yi0.
4. Draw a sample of size n.
5. Calculate the Qˆj and Rˆi based on the sample.
6. Simulate the model for six more months.
7. Test Rˆi and the four logistic regressions from the previous section as predictors of Yit for the participants
in the sample. Also, measure the number of new infections per 100 person-years at-risk.
In addition to varying pi, we varied the missingness with regards to the venues. That is, we tested the
following scenarios:
1. Perfect sampling. In this scenario, no venues were intentionally excluded (although a venue could have
been excluded from the sample if none of its patrons were sampled).
2. Coarse sampling. This scenario was intended to represent participants grouping different venues into
categories instead of reporting them as separate. The venues were first ordered from most to least
patronized (by
∑N
i=1 Zij); then, the first through third were considered one venue for the purpose of
calculating Qˆ; the fourth through sixth were considered one venue; etc. In other words, we used
Qˆ1 =
∑3
j=1
∑n
i=1 ZijYi0∑3
j=1
∑n
i=1 Zij
,
Qˆ2 =
∑6
j=4
∑n
i=1 ZijYi0∑6
j=4
∑n
i=1 Zij
,
etc.
3. Smallest venues missing. This scenario was intended to represent participants not reporting the smallest
venues. For all five risk prediction methods, the three least-patronized venues were ignored.
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4. Largest venues missing. This scenario was intended to represent participants not reporting the venues
that led to the highest numbers of sexual contacts. For all five risk prediction methods, the three
venues with the highest values of
∑n
i=1 Zij were ignored.
5. Contaminated reporting. This scenario was intended to represent participants reporting the wrong
venues. For the purpose of calculating all five risk estimators, 50% of person i’s encounters at each
venue were redistributed uniformly at random across all venues.
Results
Across 1,000 replications, the mean first, second, and third quartiles of the number of encounters per
person were 6.7, 14.8, and 26.0, respectively. These values are taken only from the simulation with pi = 0.0062,
but note that the value of pi does not affect the number of encounters per person.
AUCs are presented in Figure 3. Figure 3A displays the AUCs for pi = 0.0062, Figure 3B displays the
AUCs for pi = 0.0110, and Figure 3C displays the AUCs for pi = 0.0143. In general, as pi increases, the
variability of the performance decreases.
For each value of pi, and for the Perfect, Coarse, Smallest, and Contamination scenarios, multiple logistic
regression trained on the Wave 1 outcome performs worst; simple logistic regression performs about the
same as the new method, regardless of whether it is trained on the Wave 1 or Wave 2 outcome; and multiple
logistic regression trained on the Wave 2 outcome performs best. For the Largest scenario, simple logistic
regression trained on the Wave 1 outcome performs about the same as the new method; multiple logistic
regression trained on the Wave 1 outcome performs about as well as simple logistic regression trained on the
Wave 2 outcome; and multiple logistic regression trained on the Wave 2 outcome performs the best. In this
missing data scenario, the AUCs for all methods are much lower than for other missing data scenarios.
Discussion
As pi decreases, new infections become more rare, making the relationship between the venues and the
outcome more dependent on chance. This explains the increasing variability of the risk estimators with
decreasing values of pi.
The similarity of the performance of the new method with the simple logistic regressions seems to indicate
that an individual’s pattern of venue visitation is not as important as his total number of sexual encounters.
This is corroborated by the performance of the multiple logistic regressions, which seem to overfit the
outcome to the data. This overfitting causes the multiple logistic regression trained on the Wave 1 outcome
to display the worst performance and the multiple logistic regression trained on the Wave 2 outcome to
13
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
A
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
B
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
C Scenario
Perfect Coarse Smallest Largest Contamination
Method
AU
C
Figure 3: AUCs from 1,000 replications, single cluster. 1 = Multiple logistic regression trained on
Wave 1 outcome; 2 = Multiple logistic regression trained on Wave 2 outcome; 3 = Simple logistic regression
trained on Wave 1 outcome; 4 = Simple logistic regression trained on Wave 2 outcome; 5 = New method.
In panel (A) pi = 0.0062, in (B) pi = 0.0110, and in (C) pi = 0.0143.
display the best performance. Another piece of evidence for the primacy of number of sexual encounters
is the Contamination scenario. Here, the reported pattern of venue visitation differs greatly from the true
pattern of venue visitation, but each person’s total number of encounters remains the same. The performance
of each method is about the same in this scenario as in the Perfect scenario, indicating that the total number
14
of encounters is what matters. The Largest scenario provides a contrast to the Contamination scenario;
here, the three venues with the most sexual encounters are not reported. This causes a decrease in the total
number of sexual encounters reported by many participants, and the performance of all five risk estimators
suffers.
The distribution of the number of sexual encounters per person is approximately the same in the simu-
lation as in the dataset on which it is based.
Simulation Study 2
The following simulation study was intended to address the dense clustering of the venues demonstrated
in Figure 2A. A new dataset was created, this time with two clusters and a much lower HIV prevalence in
one of the clusters.
Methods
This simulation study was exactly the same as the first, with three exceptions. First, the 431 rows of
the dataset were duplicated, generating a new dataset of 862 participants. For the second group of 431
participants, the ten largest venues were renamed. This meant there were 25 total venues, with the first 431
participants only overlapping with the second 431 participants at the five smallest venues. The resulting
venue-to-venue graph is in Figure 2B. Second, this second group of participants was also modified in that
each participant who was HIV-positive at Wave 1 was changed to be HIV-negative at Wave 1 with probability
0.75. As a result, the second group had an HIV prevalence at Wave 1 of 0.0835, whereas the first group had
an HIV prevalence at Wave 1 of 0.4060. Third, the population size N was set to 862× 5 = 4, 310. This new
dataset formed the basis for the second simulation study in that in each replication, 862 participants were
drawn uniformly at random from it.
Results
AUCs are presented in Figure 4. Figure 4A displays the AUCs for pi = 0.0062, Figure 4B displays the
AUCs for pi = 0.0110, and Figure 4C displays the AUCs for pi = 0.0143. In general, as pi increases, the
variability of the performance decreases.
For each value of pi, and for the Perfect, Coarse, Smallest, and Contamination scenarios, multiple logistic
regression trained on the Wave 1 outcome performs worst; simple logistic regression performs better; the
new method performs even better; and multiple logistic regression trained on the Wave 2 outcome performs
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Figure 4: AUCs from 1,000 replications, two clusters. 1 = Multiple logistic regression trained on
Wave 1 outcome; 2 = Multiple logistic regression trained on Wave 2 outcome; 3 = Simple logistic regression
trained on Wave 1 outcome; 4 = Simple logistic regression trained on Wave 2 outcome; 5 = New method.
In panel (A) pi = 0.0062, in (B) pi = 0.0110, and in (C) pi = 0.0143.
best. For the Largest scenario, the pattern is repeated except that multiple logistic regression trained on
the Wave 1 outcome performs better than the new method. In this missing data scenario, the AUCs for all
methods are much lower than for other missing data scenarios.
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Discussion
The pattern of results for the Perfect, Coarse, Smallest, and Contamination scenarios for this simulation
study differs from that for the previous simulation study in that the new method performs better than the two
simple logistic regressions. This seems to indicate that the pattern of venue visitation is more relevant than
the simple total number of sexual encounters per person. The superiority of the new method over multiple
logistic regression trained on the Wave 1 outcome also indicates that the new method is not overfitting.
Discussion
This paper proposes a new model for HIV transmission based on where MSM meet their sexual partners,
and tests a measure of risk based on that model in both real-world and simulated data. The measure of risk
performs about as well as simple logistic regression when the venues where people meet their sex partners
contains one large cluster, but performs better than both simple and multiple logistic regression when there
are two clusters that differ in their HIV prevalence.
A plurality of the sex partners in the real-world sample were met through friends or were already known
to the participants, and thus do not fit into the proposed model for HIV transmission. In order to account
for that, this model could be extended by allowing people to be considered “venues.”
Admittedly, the assumption that sexual encounters follow a Poisson process is a strong one. It means
that an individual’s rate of sexual encounters does not change over time, even if he finds out he has been
infected with HIV. Gorbach, Javanbakht, and Bolan [19] found that the median number of partners among
HIV-positive MSM in Los Angeles did decrease after diagnosis. That said, even if the newly-diagnosed men
change their behavior, the model still uses information from men who already knew they were HIV-positive
and from men who remain HIV-negative, and their behavior would not be expected to change. Also, the
model is based on sampling from a population of MSM visiting these venues, so even if the sampled men
change their behavior, the unsampled men may not. Finally, Gorbach, Javanbakht, and Bolan [19] found that
the rate of condomless anal intercourse (CAI) among HIV-positive MSM did not decrease after diagnosis.
Further studies may examine how this complex behavior change affects HIV risk for HIV-negative men in
the same sexual network; the current paper is intended to be a starting point.
There are many ways to enrich this model. We ignored methods of protection such as condoms and pre-
exposure prophylaxis (PrEP), as well as the fact that an HIV-positive person with undetectable viral load
will not transmit the virus, even during unprotected sex. These realities can be incorporated into expansions
of the model. We also ignored temporal patterns like people being more likely to attend bars and clubs on
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the weekends. However, if the interval (−t, t) covers enough weeks, these temporal patterns may average
out.
Although the proposed model was developed for HIV transmission in MSM, it does not need to be limited
to this pathogen or this population. A natural extension is hepatitis in injection drug users (IDUs). Any IDU
can share a needle with any other IDU without regard to gender, and IDUs may be restricted to meeting
each other through a limited set of venues or drug dealers. Instead of sexual encounters, each IDU may
have their own rate of injection drug use. An affiliation network of IDUs and hotels as sites of injection has
already been created in Winnipeg [20]. One can also consider ties between homeless individuals meeting in
shelters [21].
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