the possibility for an increase in bias amplification caused by controlling for instrumental variables and collider-stratification bias (eg, m-bias). although the negative effects of these biases are obvious in theory, the impact of bias amplification and collider-stratification bias in practice is elusive. recent simulation studies have examined the magnitude of these biases in several practical settings and have shown that such increases in bias are generally small compared with the bias resulting from the exclusion of confounding variables. 14, 15 on the basis of their results, myers et al 14 and Liu et al 15 recommend that controlling for confounding should take precedence over avoiding bias amplification 14 or m-bias. 15 although we agree, it is important to recognize that there do exist scenarios where collider-stratification bias and, in particular, bias amplification can be substantial.
In his commentary on the study by meyers et al, Pearl 16 describes theoretical situations where the cumulative effect of conditioning on multiple variables with strong effects on treatment but weak effects on the outcome (ie, near-instruments) can result in bias amplification which is more pronounced than the bias reduction obtained from controlling for those variables. more specifically, Pearl 16 states that "the cumulative effect of sequential conditioning has a built-in slant toward bias amplification as compared with confounding reduction; the latter is tempered by sign cancellations, the former is not."
Published empirical examples that demonstrate bias amplification or collider-stratification bias are rare but do exist. one such study by Patrick et al 17 reported that including a glaucoma diagnosis covariate (a strong predictor of receiving the comparator drug: an antiglaucoma medication) in the propensity score resulted in a substantial increase in bias when estimating the effect of statins on mortality and hip fracture.
although bias amplification and collider-stratification bias can be substantial in specific settings, there is little empirical evidence of these obstacles having a major impact on the automated high-dimensional propensity-score algorithm. Several studies have demonstrated that this score, when used to complement investigator-specified covariate adjustment, often improves confounding control and performs no worse than investigator-specified approaches by themselves. [5] [6] [7] 18 In discussing the high-dimensional propensity score for confounding adjustment in large healthcare databases, rassen and Schneeweiss 7 concluded that "any confounding bias will likely be greater in magnitude than collider bias" and "an automated confounding adjustment system that selects a large number of covariates, even with somewhat imperfect variable selection, should improve study validity far more than it will harm it."
although we tend to agree, investigators should be aware of the potential limitations of bias amplification and collider-stratification bias and the potential for these biases to affect the performance of the propensity score in some circumstances. researchers should further be aware of the possibility for additional limitations to arise as the high-dimensional propensity score is applied in settings where its performance has not been well established. For example, recent studies have described situations involving few exposed events where the performance of the automated high-dimensional propensity-score algorithm may be limited. 6, 7, 18 the theoretical limitations outlined above dictate that automated procedures for confounding control are not optimal in every situation. Indeed, there have been published examples where the high-dimensional propensity score, when used as a replacement for investigator-specified covariate adjustment, increased bias compared with covariate-adjustment procedures that incorporate expert knowledge. 1, 19 In the study by toh et al 19 based on a U.K. electronic medical record database, one of the key points was that "compared with adjustment for investigatoridentified variables only, adjustment using the high-dimensional propensity-score algorithm (with only age and sex included a priori) was closer to the unadjusted estimate."
the study by Patorno et al 1 is the first to empirically demonstrate within claims data that the high-dimensional propensity score can perform worse than investigator-specified covariate adjustment when used in the absence of a prespecified set of investigator-selected variables. their results highlight the problem that the high-dimensional propensity score can be especially vulnerable in settings with few exposed outcomes. these findings are valuable contributions to the literature, as they help us understand settings in which the theoretical limitations of automated procedures in the absence of investigator input can have practical consequences and should thus be avoided.
Because the need for automated procedures for confounding control grows, researchers will continue to apply high-dimensional propensity scores in novel studies and new areas where its performance is not well established. It is important to recognize that these can include situations where this propensity score (and automated procedures in general) can perform poorly in both theory and practice in the absence of investigator input. We therefore emphasize the importance of using substantive knowledge to obtain an understanding of the data and the underlying causal structure before applying automated procedures for confounding control. 10 although the high-dimensional propensity score is a valuable tool in helping researchers control for large numbers of potential confounders, automated procedures cannot replace background knowledge. as emphasized by Patorno et al 1 such methods should complement investigator input, not replace it.
