The current study proposed a new model, termed the cross-classified multiple membership latent variable regression (CCMM-LVR) model that provides an extension to the three-level latent variable regression (HM3-LVR) model that can be used with cross-classified multiple membership data, for example, in the presence of student mobility across schools. The HM3-LVR model is beneficial for testing more flexible hypotheses about growth trajectory parameters and handles pure clustering of participants within higher-level (level-3) units. However, the HM3-LVR model involves the assumption that students remain in the same cluster (school) throughout the duration of the time period of interest. The CCMM-LVR model appropriately models the participants' changing clusters over time. The impact of ignoring mobility in the real data was investigated by comparing parameter estimates, standard error estimates, and model fit indices for the model (CCMM-LVR) that appropriately modeled the cross-classified multiple membership structure with results when this structure was ignored (HM3-LVR).
Individual change has been studied for many years within the context of multilevel modeling, particularly in the educational context where, for example, studies have assessed students' rate of growth in reading comprehension (Bryk & Raudenbush, 1987; Seltzer, Frank, & Bryk, 1994) , student trajectories in math achievement (Bryk & Raudenbush, 1987) , as well as teacher-reported student aggressiveness over time within an intervention program (Muthén & Curran, 1997) . These are just examples within the education context, but many other fields of applied social and behavioral science research also employ growth curve models (GCMs) to test hypotheses about growth over time (Francis, Fletcher, Stuebing, Davidson, & Thompson, 1991; Horney, Osgood, & Marshall, 1995; Huttenlocher, Haight, Bryk, Seltzer, & Lyons, 1991; Raudenbush & Chan, 1993) .
Three-Level Latent Variable Regression Modeling
Growth curve modeling can be used to model growth trajectory parameters and their covariances whereas the use of latent variable regression (LVR) modeling in the GCM context extends this notion by allowing modeling of, for example, the prediction of an individual's growth rate parameter by the individual's initial status parameter. The rationale behind this type of growth analysis is to study the expected differences in growth rates holding constant initial status. In particular with educational research using longitudinal data, it can be of interest to take into account the levels or variation in student achievement at the initial status (i.e., start of time for the study). In addition, modeling the expected change in growth rates, given a one unit change in initial status, provides an additional set of research questions of interest in longitudinal studies. For more details and illustrative examples, refer to Choi and Seltzer (2010) and Seltzer, Choi, and Thum (2003) .
The three-level LVR (HM3-LVR) model allows handling of the dependence of individuals clustered within organizations (such as schools, classrooms, etc.). The LVR coefficient that designates the effect of initial status on growth within the organizations can be modeled as varying across organizations. Assessment of this variation permits evaluation of organizational differences in the LVR coefficient as well as assessment of factors that might influence the effect of initial status on growth.
Following the same notation as Choi and Seltzer (2010) , the formulation for level 1 is
where for individual i within organization j, Y tij is the observed score at time t, π 0ij is the intercept parameter, π 1ij is the slope parameter, and TIME tij is the time point at time t. The errors, e tij , are typically assumed to be independent and normally distributed with a mean of zero and constant variance σ 2 .
The formulation for level 2 is
where β 00j is the mean initial status (i.e., when TIME tij equals zero) across individuals within organization j, β 10j is the mean growth rate for organization j for an individual at the mean on initial status, and Bw j is the LVR coefficient that represents the change in the growth rate for one unit increase in initial status within organization j. This LVR coefficient is termed the within-organization initial status on growth effect. The random effects are assumed normally distributed with means of zero and variances τ π00 and τ π11 for r 0ij and r 1ij , respectively, and Cov(r 0ij , r 1ij ) = 0. τ π00 is the variance of initial status within the organizational units and τ π11 is the variance in growth rates remaining after taking into account differences in initial status within the organizations. The level-3 baseline unconditional LVR model is
with γ 000 representing the overall mean initial status across individuals and organizations, γ 100 is the overall mean growth rate across organizations for organization j at the grand mean on initial status, Bb is an LVR coefficient that represents the change in growth rate for one unit increase in mean initial status across organizations, Bw 0 is another LVR coefficient that is the effect of initial status on growth for organization j at the grand mean on initial status, and Bw 1 is the change in the effect of initial status on growth for a one unit increase in mean initial status for organization j. The three random effects are assumed multivariate normally distributed with means of zero and a 3 by 3 covariance matrix T u , which is
where τ β00 is the variance in initial status among the organizational units, τ β10 is the variance in growth rates remaining between organizational units after taking into account organization mean initial status, and τ Bw is the variance in within-organization initial status on growth effects remaining among the organizational units after taking into account organization mean initial status. Note also that the Cov(u 00j , u 10j ) = 0 and Cov(u 00j ; u Bw j ) = 0 because β 00j is used as a predictor of β 10j (explaining the covariance term, τ β00,β10 ) and of Bw j (explaining the covariance term, τ β00,Bw ). The HM3-LVR is essentially a re-parameterization of the three-level GCM, because constraining the LVR coefficients (i.e., Bb, Bw 0, and Bw 1) to zero and the withinorganization LVR residual variance (i.e., τ Bw ) to zero results in the three-level GCM. However, a more general model is achieved by freely estimating these parameters which sheds additional light on individual growth and allows research questions to be assessed that cannot be answered using the GCM. In particular, the LVR version of the GCM does not model a covariance between the initial measurement and growth over time (at both the individual and organization level) but instead reformulates that association to allow testing of hypotheses that the intercept predicts the slope. In addition, the LVR model can be used to test whether the relationship between the intercept and slope varies across organizations which cannot be tested using the GCM. As is described and demonstrated later, covariates describing the organizations can also be included in the LVR model to assess how they explain variability across organizations in the relationship between the intercept and slope.
Growth Curve Modeling With Mobile Individuals
The three-level growth modeling technique previously discussed applied to a purely hierarchical data structure, where measurement occasions were assumed nested within individuals who were themselves nested within a single organization for the entire duration of the study. In reality, this purely clustered data structure may not always hold, especially in educational studies where students can move to different schools or classrooms over time. According to Ihrke and Faber's (2012) geographical mobility report 38.5% of people aged 5-17 years moved within those years. More specifically, 25% of people between the ages 5 and 2014, 11% of people between the ages 5 and 17 years moved, with 69% of those moves occurring within the same county (US Census Bureau, 2015) . A report by the US Government Accounting Office (2010) found that 13% of students changed schools four or more times between kindergarten and 8th grade, and 11.5% of schools had high rates of mobility. Many longitudinal examples exist outside of education research that also engender participant mobility, such as residential mobility when individuals change areas of residence or neighborhoods over time (see Leyland & Naess, 2009) , when handling longitudinal patient data where patients are changing doctors, nurses, or hospitals over time, and in organizational research when individuals change departments or working groups over time.
A GCM termed the cross-classified multiple membership growth curve model (CCMM-GCM) was introduced by Grady and Beretvas (2010) that was designed to handle mobility across clustering units. The model is intended for researchers interested in research questions for which the intercept is interpreted as the initial status and thus the Time variable in the model is coded with a zero at the initial measurement occasion (see Equation 1). Nontrivial modifications of Grady and Beretvas's model can be used for scenarios in which the researcher is interested in testing research questions using the intercept parameter to represent the predicted outcome at a time other than the initial measurement occasion. In this study, however, we are focusing on research questions in which the relationship between the outcome at the initial measurement occasion and growth in the outcome over time is of interest.
The CCMM-GCM is a combination of cross-classified and multiple membership random effects models because individuals are cross-classified by their first organization and the subsequent organization or set of organizations attended (which results in the possible multiple membership portion). The cross-classified component is required because at the initial status the individual has only been affiliated with the first organization, therefore all organizations should not be modeled as contributing to an individual's outcome at the first measurement occasion. Using schools as a particular example of an organization, under the CCMM-GCM, a student's intercept can be modeled as varying across and influenced by the first school attended, and a student's growth rate can be modeled as varying across the set of schools attended across the duration of the study. Therefore, in the model, the school's effect on the slope incorporates residuals for all of the schools attended by a student. For more detailed examples and illustrations on growth curve modeling with mobile individuals, see Grady and Beretvas (2010) and Luo and Kwok (2012) .
Consequences of Ignoring Mobility
Results from Grady (2010) comparing the CCMM-GCM to the HM3-GCM that recognized only the first school attended indicated that ignoring the multiple membership data structure led to inaccurate parameter estimates for the between-schools variance in growth rates. The conclusions associated with results from the HM3-GCM would mislead researchers because the between-schools variance in growth rates will be reallocated to the between-firstschools variance in growth rates. This means that the individual's growth rate would be modeled as only having been affected by the first school attended. Other research on cross-classified and/or multiple membership data structures has also demonstrated that incorrect model specification in the presence of participant mobility can negatively impact parameter estimates. Previous simulation studies have shown that model misspecification can lead to inaccurate estimates of between-organizations variance components and standard errors of the fixed effects (Chung & Beretvas, 2012; Grady, 2010; Luo & Kwok, 2009 Meyers & Beretvas, 2006) .
Latent Variable Regression Modeling With Mobile Individuals
Mobile individuals are encountered frequently in longitudinal studies, especially in educational research as well as in organizational research and the medical, social, and behavioral sciences. The CCMM-GCM provides a GCM that handles mobility, although it only allows growth parameters (e.g., the intercept and slope) to covary and that relationship (the covariance) cannot be modeled as varying across clusters. The current study extends the benefits of the CCMM-GCM to offer a more flexible parameterization and introduces the cross-classified multiple membership latent variable regression (CCMM-LVR) model that appropriately handles mobility while also allowing modeling of differences in growth rates as a function of initial status, allowing the intercept-slope relationship to vary across clusters.
Using the same formulation as in Grady and Beretvas (2010) , as well as the example of schools as the relevant organizational cluster, the level-1 equation for the newly proposed CCMM-LVR model is
where j 1 represents the first school attended, {j 2 } represents the subsequent set of schools attended, and the parentheses signify cross-classification between the first and subsequent set of schools. The level-2 formulation of the baseline unconditional CCMM-LVR model is
and at level 3 the model is
where γ 0000 now represents the overall mean initial status across individuals and first schools, γ 1000 is then the mean growth rate across first and subsequent schools for first school j 1 at the grand mean on initial status, Bb is now the LVR coefficient that captures the change in growth rate for one unit increase in first school j 1 mean initial status across first schools, Bw 0 is the effect of initial status on growth for first school j 1 at the grand mean on initial status, and Bw 1 is the change in the effect of initial status on growth for one unit increase in mean initial status for first school j 1 . The weight w tih is assigned to each individual i who attended school h at each time point t, and the sum of the weights for each individual must equal one to capture the proportional contribution of each of the set of subsequent (to the first) schools attended by each individual i. The level-1 errors e ti j 1 ; j 2 f g ð Þ are assumed normally distributed with a mean of zero and variance σ 2 . The level-2 random effects are assumed normally distributed with means of zero and variances τ r00 and τ r11 for r 0i j 1 ; j 2 f g ð Þ and r 1i j 1 ; j 2 f g ð Þ , respectively, and Cov(r 0i
The four level-3 random effects are assumed multivariate normally distributed with means of zero and a 4 by 4 covariance matrix T u , which is defined as
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where τ u j 1 00 is the variance of initial status among the first schools, τ u j 1 11 is the variance in growth rates remaining among the first schools after taking into account the first school's mean initial status, and τ u j 2 f g 11 is the variance in growth rates remaining among the set of subsequent schools attended after taking into account the first organization school mean initial status, and τ u j 1 Bw is the variance in within-first-school initial status on growth effects remaining between the first school units after taking into account the first school mean initial status. Note that then there are two variance components estimated for the slope parameter's level-3 random effects capturing the variability in slope residuals as a function of first schools attended separate from the variability having to do with the set of subsequent schools attended. Under the GCM, only a single variance component capturing organization (here, school) variability is typically assumed. Therefore, this CCMM model provides some added flexibility (in addition to the benefits of the LVR formulation). The weights that are used in Equation 7 refer to the random effects for the set of subsequent schools and do not include the first school which has its own variance component. Differences in the scale of the two variances (for first and for subsequent schools) allow a form of weighting for the first school's random effects. The multiple membership model assumed for mobility across subsequent schools entails the typical assumption of a single variance component common across those schools. Instead of using a multiple membership model for the subsequent schools, an even more complicated model that includes a cross-classification factor for the school attended at each time point could be used to allow unique variances for the schools' random effects at each time point. However, if there is mobility within time points (e.g., within each academic year) then this model would need a cross-classified factor for each move. In addition, this would require estimation of additional random effects variance parameters which further complicates model estimation. Given the complexity of the model in Equations 5-7 and the level-3 random effects covariance matrix (see Equation 8, a real dataset is used to demonstrate interpretation of the CCMM-LVR model's parameters as well as the impact of recognizing versus ignoring participants' mobility.
Method
This study used a large-scale longitudinal real dataset that involved student mobility to investigate the differences in parameter and standard error estimates as well as model fit using two models, the HM3-LVR and the CCMM-LVR models. The HM3-LVR model ignores student mobility by only modeling the first school students attended, while the CCMM-LVR model handles the multiple membership data structure.
Data
The data used for the analysis is from the Student/Teacher Achievement Ratio (STAR) project conducted from 1985 to 1989 (Achilles et al., 2008) , which was a longitudinal study conducted in the state of Tennessee. This dataset is structured where measurement occasions are nested within students who are then nested within schools, and students switched schools throughout the duration of data collection. For students who entered the study in the fall of 1985 in kindergarten, the datasets consist of a total of 6,325 students and 79 schools. There are four measurement occasions with students being tested at the end of each year from spring of kindergarten through spring of 3rd grade. Students without school identifiers at each measurement occasion were removed, which left 3,083 students from 76 schools in the dataset. Students attending two schools that did not participate for the duration of the study were removed resulting in 3,011 students and 74 schools. The STAR project only collected data from kindergarteners through 3rd graders within these 74 schools, even if a student moved away from these schools, which resulted in an average per school sample size of 41 that ranged from 10 to 85 students.
Measures
The outcome was student achievement in math with scores based on a norm-referenced measure, called the Stanford Achievement Test (Psychological Corporation, 1983) , which was scaled using an item response theory model. Students who had scores for at least one of the measurement occasions were included in the analysis, which led to only removing one student from a total of 3,010 students.
Level-2 and Level-3 Predictors
The level-2 (student-level) predictor included in the models is the number of years the student was in a small classroom (YRS SMALL ij and YRS SMALL i j 1 ; j 2 f g ð Þ ), which ranged from 0 to 4 years. Given some students moved from small to large classrooms and vice versa, use of this predictor represented a form of "dosage variable" for the intervention. The level-3 (school-level) predictor incorporated was school urbanicity, which is a dichotomous variable (INNER CITY j , INNER CITY j 1 , and INNER CITY j 2 f g ) with a value of one for inner city schools and zero for non-inner city schools. None of the 3,010 students in the sample were missing predictor values at level 2 or level 3.
Student Mobility
There were 125 (4.2%) students considered mobile from the sample of 3,010 students. Out of those mobile students, 40 (32.0%) changed schools only between the first and second measurement occasions, 77 (61.6%) changed schools solely between the second and third measurement occasions, and 7 (5.6%) switched schools twice between the first and second time points as well as between the second and third time points. One student changed schools between every measurement occasion.
Analyses
The baseline unconditional HM3-LVR model fit to the data was exactly the same as in Equations 1, 2, and 3 for levels 1, 2, and 3, respectively. The TIME tij variable was assigned values of 0, 1, 2, and 3 for the kindergarten, first, second, and third grade measurement occasions, respectively, in order for the intercept to take on the meaning as initial status. In addition, this model ignored any school changes made by students and used their first school attended as the school identifier for all four measurement occasions. The first school was chosen for this study because in research studies, especially those using randomized control trials or cluster randomized trials, school identifier information will be known at the initial measurement occasion in the study, although identifiers for schools will typically be missing for mobile students whose outcome scores might be missing at later time points. The conditional HM3-LVR model was fit to the data using Equation 1 for level 1, for level 2 the equation is
with the student-level predictor grand mean centered, and at level 3 it is
Covariates can be included at level 1 similarly to a conventional GCM. In addition, if substantial variability across clusters were found in the slopes for the level-2 predictor, then a level-3 predictor could be included in the model for those slopes (β 01j and β 11j ) to evaluate a cross-level interaction.
The baseline unconditional CCMM-LVR model that handles mobility was fit to the data using Equations 5-7.
The conditional CCMM-LVR model that was used to estimate the parameters and standard errors is the same as Equation 5 for level 1, for level 2 it is
Once again, level-1 covariates could be included in the model in the same manner as for a typical GCM. Similarly to the HM3-LVR model, if significant variation existed across initial clusters in the slopes for the level-2 predictor, then the level-3 predictor associated with the first cluster could be included in the model for those slopes (β 01 j 1 ; j 2 f g ð Þ and β 11 j 1 ; j 2 f g ð Þ ) to evaluate a cross-level interaction. In addition, if the impact of the level-2 predictor on the growth rate significantly varied across subsequent clusters (β 11 j 1 ; j 2 f g ð Þ ), then the weighted level-3 predictor associated with the subsequent clusters could be incorporated into that equation.
The weights that were used for both the baseline unconditional and conditional CCMM-LVR models were based on how long a student was a member of a school at the second through fourth time points. If a student did not change schools or their subsequent school remained the same from the second through fourth measurement occasions, then the single weight assigned to the one subsequent school's residual was assigned a value of 1. If a student changed schools between the second and third measurement occasions and remained at the school for the fourth measurement occasion, then a weight of 1/3 was assigned to the first subsequent school and a weight of 2/3 for the second subsequent school (attended at the third and fourth occasions). If a student changed schools between each time point, a weight of 1/3 was associated with each of the three subsequent schools attended. As emphasized earlier, note that the seeming weight of one for the initial school is assigning a weight for a school that is not on the same scale as the set of weights used with subsequent schools. In addition, the resulting variance estimates for the initial versus subsequent schools' random effects also contribute to the operational weight for the effect associated with each school.
All models were fit using R software (version 3.2.1; R Core Team, 2015) with the package R2jags (version 0.5-6; Su & Yajima, 2015) , which is the R interface to the Just Another Gibbs Sampler (JAGS) MCMC software (version 3.4.0; Plummer, 2013). The JAGS code for the unconditional and conditional CCMM-LVR models is provided in Appendices A and B, respectively. The prior specification set for all fixed effects parameters was a normal distribution with a mean of zero and variance of 100,000. The priors were set to the inverse-Pareto(1, 0.0001) distribution for the scalar variance components and the inverse-Wishart distribution for the variance-covariance matrix associated with the β 10j and Bw j level-3 equations, which is recommended based on the simulation from Choi and Seltzer (2010) . To determine the burn-in period and number of iterations for convergence, an examination of the trace and autocorrelation function plots was conducted. The examination supported use of a single chain with a burnin period of 10,000 iterations and an additional 50,000 iterations, for a total of 60,000 iterations.
The deviance information criterion (DIC) was used to compare models' fit, where smaller values indicate better fit (Spiegelhalter, Best, Carlin, & van der Linde, 2002) . The DIC fit index is defined as
where D is the posterior mean deviance and p D is the effective number of parameters in the model.
Results
Descriptive statistics are provided in Table 1 for the math achievement scores at each of the four measurement occasions, and for the level-2 (student-level) and level-3 (schoollevel) predictors, number of years in a small classroom and school type, respectively, from the real data sample.
Baseline Unconditional Fixed Effects
From Table 2 , the grand mean of the initial status (intercept) is 497.825 for the CCMM-LVR model, and the grand mean of the growth (slope) is 43.496. The Bb coefficient is negative, which indicates that the growth rate for a school with a higher mean initial status will be lower than the growth rate for a school with a lower mean initial status. To demonstrate visually, consider three hypothetical schools, where the initial status of School 1 is two SDs (39.15 points, calculated from Table 3 ) below the grand mean initial status, School 2 is at the grand mean initial status, and School 3 is two SDs above the grand mean initial status. Expected school growth rates are calculated using the grand mean growth rate, γ 1000 (43.496), and the between-schools effect of initial status on growth, Bb (À0.278). Therefore, the expected growth rate for students in School 1 would be 54.37 points per grade [43.496 + (À0.278 Â À39.15)], for School 2 it would be 43.50 points per grade, and for School 3 it would be 32.62 points per grade. Figure 1 displays the expected growth rates for the three schools depicting the slightly negative relationship between school mean initial status and school mean growth rate.
To help visualize the expected growth rates within schools, consider three hypothetical students from each of the previous three hypothetical schools who are, respectively, two SDs (59.39 points, calculated from Table 3 ) below their school's mean initial status, at their school's mean initial status, and two SDs above their school's mean initial status. The expected growth trajectories within a school are based on the growth (43.496), Bb (À0.278), Bw 0 (À0.007), and Bb 1 (À0.00025) parameter estimate values. Figure 2 displays the expected growth trajectories for the three students within each of the three schools. As can be seen in the figure, the expected growth rates increase very slightly as the students' initial statuses increase within School 1. For School 2 and School 3, the students' expected growth rates decrease as the values for initial status increase. For Student I within School 3, for example, the expected growth rate is calculated by adding the school's expected growth rate (32.6) with the value from the model for Bw [(À0.007 Â À59.39) + (À0.00025 Â 39.15 Â À59.39) = 1.0] to obtain 32.6 + 1.0 = 33.6. For the baseline unconditional fixed effects parameters in Table 2 , the two models' estimates were similar. The fixed effects SE estimates also revealed similarities between the two types of baseline unconditional models.
Baseline Unconditional Random Effects
In Table 3 , very similar random effects parameter and SE estimates were found between the baseline unconditional CCMM-LVR and HM3-LVR models, except in the estimates of the between-first-schools slope variance, τ u j1 11 and τ u11 , with values of 16.439 versus 37.605 for the CCMM-LVR and HM3-LVR models, respectively. The between-first-schools slope variance, τ u j1 11 , parameter estimate under the CCMM-LVR model was less than half of the estimate, τ u11 , under the HM3-LVR model, but the associated SE estimates seemed more similar (6.956 and 7.395). The difference in the parameter estimates, τ u j1 11 and τ u11 , corresponds to between-subsequent-schools slope variance estimate, τ u j2 f g 11 (21.761).
Conditional Fixed Effects
The parameter and SE estimates were mostly similar across the conditional CCMM-LVR and HM3-LVR models in Table 4 . A substantial difference was found in parameter and SE estimates of the effect of the first school's type (inner city or not) on the slope. The HM3-LVR model resulted in a much stronger parameter estimate (γ 101 = À7.463) of the effect of the first school's urbanicity on the slope with a smaller SE estimate (1.812) as compared with the CCMM-LVR model's estimates (γ 1010 = 1.281, SE(γ 1010 ) = 3.064). The difference in the parameter estimates is reflected in the parameter estimate, γ 1001 , for the effect of the weighted average subsequent schools' type on the slope in the CCMM-LVR model (À9.553).
Conditional Random Effects
The pattern of results for the random effects variance component estimates for the conditional models in Table 5 was generally similar to that of the results from the baseline unconditional models. The parameter estimates of the between-first-schools slope variance, τ u j1 11 and τ u11 , once again revealed some large differences, with values of 7.696 and 28.783 for the CCMM-LVR and HM3-LVR models, respectively. The between-first-schools slope variance, τ u j1 11 , estimate under the CCMM-LVR model was less than one-third of the size of the value for the HM3-LVR model's estimate, τ u11 , while the associated SE estimate was smaller for the CCMM-LVR model (4.250 vs. 5.820). The difference between the parameter estimates, τ u j1 11 and τ u11 , was reflected in the parameter estimate, τ u j2 f g 11 (23.318).
Fit Index
The DIC values were much lower for the CCMM-LVR model than for the HM3-LVR model as indicated in Tables 2  and 4 . The more complex conditional models also resulted in much lower DIC values than the baseline unconditional models.
Discussion
The purpose of this study was to introduce the CCMM-LVR model and to demonstrate interpretation and use of its parameters. In addition, parameter estimates for the newly proposed CCMM-LVR model were compared to corresponding parameters in the HM3-LVR model when applied to a longitudinal dataset that included student mobility. The HM3-LVR model ignores mobility by only modeling one of the multiple clusters associated with some participants, while the CCMM-LVR model handles the student mobility found in multiple membership data structures. The HM3-LVR model is a useful extension to the typical HM3-GCM because it can model the LVR coefficients as varying across clusters, examine interactions between the participant and/or cluster characteristics and the initial status on growth effect, and control for differences in initial status among participants and among clusters. However, the HM3-LVR model cannot handle the participant mobility Notes. -= not applicable; CCMM-LVR = cross-classified multiple membership latent variable regression; HM3-LVR = three-level latent variable regression; Coeff. = coefficient; Est. = parameter estimate; YRS_SMALL = number of years student was in small classes; Sch1_INNER_CITY = first-school type; SubSch_INNER_CITY = weighted average of subsequent-school type; DIC = deviance information criterion.
that is typically encountered in large-scale longitudinal studies, which is why the CCMM-LVR model was proposed in this study.
The results revealed similarities and differences in parameter estimate values and model fit between the two estimating models. For the fixed effects parameters estimated using the two conditional models, the effect of first-school type on the slope (γ 1010 and γ 101 ) differed between the models. The HM3-LVR model's parameter estimate for the effect of first-school type on the slope, γ 101 , was stronger and significantly different from zero, while the parameter estimate, γ 1010 , was weaker and not statistically significant under the CMM-LVR model. However, the parameter estimate for the effect of the subsequent-school type on the slope, γ 1001 , was stronger than γ 101 and statistically significant, indicating that subsequent inner city schools have a more negative effect on the student's growth than the effect of a first school's being inner city. The HM3-LVR model in the current study also seems to capture the sum of the effect of the first-and subsequent-schools' type on the slope, whereas the CCMM-LVR model breaks down the effect of urbanicity on the slope into the subcomponents (i.e., first-school and subsequent-schools).
For the random effects variance component estimates from both the baseline unconditional and conditional models in the real data analysis, estimates of the betweenfirst-schools slope variance, τ u j1 11 and τ u11 , were substantially smaller for the CCMM-LVR model than for the HM3-LVR model. This difference demonstrates how the two models parameterized the between-schools slope variance, because the HM3-LVR model only estimated a single level-3 slope variance (the between-first-schools slope variance, τ u11 ) while the CCMM-LVR model partitioned that variance into the between-first-schools slope variance (τ u j1 11 ) and the between-subsequent-schools slope variance (τ u j2 f g 11 ). The substantially larger values found for the between-firstschools slope variance from the HM3-LVR models in the real data analysis match what previous research has revealed will happen to variance component estimates at the cluster level when comparing a multiple membership model to a typical multilevel model that ignores the multiple membership data structure (Chung & Beretvas, 2012; Grady, 2010; Grady & Beretvas, 2010; Luo & Kwok, 2009 Meyers & Beretvas, 2006) .
The results indicated that the model fit was substantially better with the CCMM-LVR model for both the baseline unconditional and conditional models. This pattern matches that found in Grady and Beretvas (2010) study, and implies that the better fit is likely due to the CCMM-LVR model accounting for the students attending multiple schools in the dataset, here, even despite the very small percentage of mobile students in the dataset being analyzed.
Limitations
This study used a linear growth model whereas other possible growth forms should also be evaluated and provide natural extensions of the model presented in this study. In addition, applied researchers might be interested in using the intercept to capture the expected value for the outcome of interest at a measurement occasion other than the initial status and in exploring its relationship with growth. For such scenarios, the current model would need substantial revision to ensure that the cluster-level effects across which the intercept might vary are relevant to that occasion. For example, if the occasion of interest is the midpoint measurement, say the second of three, then the set of clusters associated with the individual at the first and second occasions might be modeled as influencing the intercept -thereby changing the model in Equation 8.
In addition, the specification of the LVR part of the model (in which the intercept predicts the slope) would also need to be carefully considered. The current CCMM-LVR model can provide a flexible model that can be tailored to match the research question of interest although uses of a different coding for the Time variable will change the resulting mean and covariance structures substantially and additional future methodological work should explore the relevant models' complexities and their estimation. Homogeneous variances across level-3 units were assumed here, whereas this assumption was not made in the Choi and Seltzer (2010) HM3-LVR real data analysis. Future research could explore first the validity of this homogeneous variances assumption in real-world data as well as the robustness of model estimates when the assumption is misaligned with the true underlying structure of the data.
Another issue that was not tackled in this study and that is inherent with multiple membership data structures is that the cluster (here, school) identifiers are frequently missing for those who have changed clusters. Future methodological research is needed to investigate ways of handling missing identifiers for multiple membership data structures.
The benefits already mentioned about the addition of the LVR coefficients to explicitly model the prediction of the slope parameter using the intercept parameter at two levels of the model and the ability to assess variability in that relationship as a function of individual and cluster characteristics substantiate the contribution of the CCMM-LVR model over the CCMM-GCM. In addition, there is another fine distinction from the model upon which the CCMM-LVR is built that helps further validate its benefits over those of the HM3-LVR model. In terms of the parameterization of the model proposed in this study, in a conventional GCM the slope is modeled as affected by the single cluster (school) affiliated with the individual (student) being measured over time. Using the educational example, the assumption is that the single school's effect on a student outcome is unchanging across time. In the model introduced here, the effect of the first school is allowed to contribute uniquely to the slope from the effect of the set of subsequent schools. Thus, the random effects covariance structure parameterized using the CCMM-LVR model is that much more flexible than that of the HM3-LVR model. As discussed in an earlier section, this flexibility could be further expanded to allow unique effects at each time point by using a distinct cross-classified factor for the school attended at each time point rather than by using the multiple membership model for the effects of the set of subsequent schools. However, this introduces several added complications including model estimation and specification, selection of the meaningful time points for cluster change (and cross-classified factor specification) and, under a strict cross-classified random effects model (CCREM), a school's effect at each time would be assumed completely independent of its effect at another time point providing an overly restrictive assumption. There are alternative extensions of the CCREM that can allow correlated random effects (see, e.g., Leyland & Naess, 2009) although these are beyond the scope of the current paper.
Conclusions
When conducting a typical LVR analysis using a higherlevel clustering unit, such as schools, neighborhoods, departments, hospitals, etc., the assumption is made that the participant (or student) remains in the same higher-level cluster for the duration of analysis. However, there are many scenarios in which the participants change contexts over time, which results in a multiple membership data structure. This study extended the HM3-LVR model for researchers interested in handling multiple membership data structures. The results from the conditional fixed effects suggest that including a cluster-level predictor associated with first-and subsequent-clusters could reveal differences in the magnitude of that effect on the slope and in its associated standard error. Therefore, practitioners examining the results from an HM3-LVR model that includes school-level characteristics in the model should be careful when interpreting the effects on student growth achievement associated with school-level predictors. In addition, school-specific residuals were not assessed in this study, but the HM3-LVR model results revealed much larger between-first-clusters slope variance which seems to indicate that the school-specific growth residuals might also be inaccurate using the HM3-LVR model.
Other approaches exist (besides the CCMM-GCM and now the CCMM-LVR model) to handle individual mobility across clusters in longitudinal settings, such as the crossclassified GCM where each individual changes organizational clusters at each measurement occasion (Luo & Kwok, 2012; Raudenbush & Bryk, 2002) . This cross-classified GCM approach is what the well-known Tennessee ValueAdded Assessment System (TVAAS) model is based on. An issue arises with this type of GCM with cross-classified individuals because the unique effect of each organization is assumed to be the same across measurement occasions (Luo & Kwok, 2012; Raudenbush & Bryk, 2002) . Raudenbush and Bryk (2002) do present a modification to the cross-classified GCM that would allow for cumulative organizational effects using a dummy-coded variable associated with each organization and time point for the organizational random effects (and possible organizational characteristics) in the intercept model of level 2. However, their data are yearly assessments nested within students nested within teachers, so every student has a different teacher each year. This again means that different organizational random effects are assumed at each time point, so no organizational random effects are incorporated into the growth rate model at level 2. Additional value-added models have also been suggested (e.g., Lockwood, McCaffrey, Mariano, & Setodji, 2007; Mariano, McCaffrey, & Lockwood, 2010 ) that also directly handle multiple membership data structures although they do not include LVR coefficients nor the direct assessment of the relationship between growth models' parameters and their explanation with individual and cluster characteristics. Future research should explore how well residuals are recovered using the CCMM-LVR model suggested in this study because the model could be used to address value-added modeling questions focused on, for example, school effects in longitudinal data systems.
In summary, future research should continue focusing on finding ways to best handle and assess the impact of ignoring mobility across clusters. This work has provided a first exploration of an extension to the flexible HM3-LVR model that could provide the foundation for future research intended to identify optimal solutions for handling multiple membership data structures that are so common in applied educational and social science research.
