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*
Let A : D(A) ⊆ H → H be a self-adjoint operator on a separable Hilbert space
H, which possesses a complete orthogonal system {w1, w2, . . .} of eigenvectors
with
Awk = λkwk for all n = 1, 2, . . . ,
where
0 < c ≤ |λ1| ≤ |λ2| ≤ · · · ≤ |λn| ≤ · · · → ∞, as n→∞.
It is known that (for example see [6])
Aαf :=
∞∑
k=1
λαk 〈f,wk〉wk, α > 0 ,
where f ∈ D(Aα) iff
∑∞
k=1 |λ
α
k 〈f,wk〉|
2 <∞.
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Since {wn} is complete,
f =
∞∑
k=1
〈f,wk〉wk for all f ∈ H . (1)
Let Hn =span{w1, w2, . . . , wn} which is an n-dimensional subspace of a
real Hilbert space H and let Sn(f) =
∑n
k=1〈f,wk〉wk. It is well-known that for
f ∈ H the element Sn(f) is best approximation for f from Hn (Toepler’s Best
Approximation Theorem, see [5] or [3] p. 45, [1] p. 102) given by
En(f) := EHn(f) = inf
c1,c2,...,ck
‖f −
n∑
k=1
ckwk‖
= ‖f − Sn(f)‖ =
(
‖f‖2 −
n∑
k=1
a2k
)1
2
=
(
∞∑
k=n+1
a2k
) 1
2
,
where ak = 〈f,wk〉.
Due to specific properties of Hilbert spaces we have the following theorem.
Theorem 1. For the element Aαf ∈ H(α > 0) the element AαSn(f) is
the best approximation for f from Hn such that
En(A
αf) = ‖Aαf −AαSn(f)‖
=
(
(‖Aαf‖)2 −
n∑
k=1
a2kλ
2α
k
) 1
2
=
(
∞∑
k=n+1
a2kλ
2α
k
) 1
2
.
The proof of the case is similar to the proof of Toepler’s Theorem (see [5])
and will not be repeated here.
Corollary 2. Let w1, w2, . . . , wn ∈ Hn and f ∈ D(A
α), Then
n∑
k=1
a2kλ
2α
k ≤ ‖A
αf‖2 .
Best approximations in Hilbert spaces for operator Aα can be obtained
easily, i.e. the best approximation AαSn of A
αf from Hn is given by the
formula
AαSn =
n∑
k=1
λαk 〈f,wk〉wk.
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Note. The best L2-approximation of functions is a part of the general
theory of best approximation in Hilbert spaces.
It is known that if f ∈ L2 has Fourier series representation such as f =
a0
2 +
∑∞
k=1 ak cos kx+ bk sin kx then sn is the best approximation to f and s
′
n
is the best approximation to f ′ ∈ L2. But this is not true for Fourier Legendre
series in L2.
Theorem 3. Let f ∈ D(Aα), then the inequality En(f) ≤
En(Aαf)
|λn+1|α
holds.
Indeed, by Theorem 1,
En(A
αf) =
(
∞∑
k=n+1
a2kλ
2α
k
) 1
2
≥
(
λ2αn+1
∞∑
k=n+1
a2k
) 1
2
= |λαn+1|En(f).
From this the theorem is proved.
Corollary 4. If f ∈ D(Aα), then En(f) ≤
‖Aαf‖
|λn+1|α
.
This inequality follows from properties En(f) ≤ ‖f‖.
Theorem 5. If 0 < α < β, then ‖Aαf‖ ≤ ‖f‖1−
α
β ‖Aβf‖
α
β .
The proof is the same as Theorem 1 in [2] (Landau inequality for derivative).
From this and by Theorem 1, we have the following corollary.
Corollary 6. If 0 < α < β, then En(A
αf) ≤ [En(f)]
1−α
β
[
En(A
βf)
]α
β .
Using Theorem 3, and the above inequality we get
Corollary 7. If 0 < α < β, then En(A
αf) ≤ En(A
βf)
|λn+1|β−α
.
Corollary 8. Let the polynomial Pn(f) be the best approximation for
f ∈ H, then ∀α > 0 En(f) ≤
∑∞
ν=0
‖AαP
2ν+1n
‖
|λ2vνn+1|α
.
Proof. By Corollary 4 we have
‖P2n(f)− Pn(P2n(f))‖ ≤
‖AαP2n(f)‖
|λn+1|α
.
On the other hand
‖P2n(f)− Pn(P2n(f))‖ = ‖ (f − Pn(P2n(f)))− (f − P2n(f)) ‖
≥ ‖f − Pn(P2n(f))‖ − ‖f − P2n(f)‖.
Since the polynomial Pn(P2n(f)) is the best approximation of order n, then
‖f − Pn−1(P2n−1(f))‖ = En(f) because
0 ≤ En(f)− E2n(f) ≤
‖AαP2n(f)‖
|λn+1|α
.
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In this relation instead of n we write 2νn and we consider
∑∞
ν=0{E2νn −
E2ν+1n} = En(f) then we have Corollary 8.
Theorem 9. Let f ∈ D(Aα), α > 0, then
En(f) ≤ |λn+1|
−αKα
(
Aαf ;
1
|λn+1|
)
,
where Kα(f ; t) = infg∈D(Aα){‖f − g‖ + t
α‖Aαg‖}
Proof. En(f) ≤ En(f − g)+En(g) ≤ ‖f − g‖+En(g). Let g ∈ D(A
α), then
by Corollary 4
En(f) ≤ ‖f − g‖+
En(A
αg)
|λn+1|α
⇒ En(f) ≤ inf
g∈D(Aα)
{
‖f − g‖+
En(A
αg)
|λn+1|α
}
= Kα
(
f ;
1
|λn+1|
)
⇒
En(A
αf)
|λn+1|α
≤
Kα
(
Aαf ; 1|λn+1|
)
|λn+1|α
⇒ En(f) ≤ |λn+1|
−αKα
(
Aαf ;
1
|λn+1|
)
. 
Lemma 10. (Inequality of Bernstein’s Type) Let Pn(f) =
∑n
k=1 ckwk,
then ‖AαPn‖ ≤ λ
α
n‖Pn‖.
Proof. Indeed ‖Pn(f)‖ =
(∑n
k=1 c
2
k
) 1
2 and AαPn(f) =
∑n
k=1 ckλ
α
kwk. Then
‖AαPn(f)‖
2 =
n∑
k=1
c2kλ
2α
k ≤ λ
2α
n ‖Pn‖
2 ⇒ ‖AαPn(f)‖ ≤ λ
α
n‖Pn‖ . 
Let the function ψk(h), 0 < h ≤ h0 (k = 0, 1, 2, . . .) satisfies the following
condition:
∃ number m1 > 0, m2 ≤ 0 and constant c1 > 0, c2 > 0, such that
|1− ψk(h)| ≤ c1(kh)
m1 . (2)
all the k, and h; and also
|1− ψk(h)| ≥ c2(kh)
m2 as 0 ≤ kh ≤ µ0, (3)
from (2) and (3) we have ψ0(h) ≡ 1, also limh→0 ψk(h) = 1.
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Now we introduce in H a family of bounded linear operator {Th} defined
as follows
Thf ≡ fh =
∞∑
k=1
ψk(h)(f ;wk)wk . (4)
From this definition we have:
(1) ‖Thf‖ ≤ ‖f‖, 0 < h < h0.
(2) ‖f − Thf‖ → 0, h→ 0.
(3) A(Thf) = Th(Af).
Now we define the modulus of continuity of fractional index: Let
∆rh := (E − Th)
r =
∞∑
k=0
(−1)k
(
r
k
)
(Th)
k (r > 0)
then
∆rhf =
∞∑
k=0
(1− ψk(h))
r(f ;wk)wk =
∞∑
k=1
(1− ψk(h))
r(f ;wk)wk.
Definition. ωr(f ; τ) := sup {‖∆
r
hf‖ : 0 < h ≤ τ}, then ωr(f, τ) is called
the modulus of continuity of fractional index.
Lemma 11. Let the function ψk(h) satisfies the condition (2), then
{
2n−1∑
ν=n
a2ν(f)
} 1
2
≤ C(α)ωr
(
f,
µ0
2αpi
)
,
where α ≥ max
(
1, µ02h0
)
, C(α) =
(
2α
µ0
)rm2
· c2
r
.
Proof. From (1) and (4) we have
∆rhf =
∞∑
k=1
[ψk(h)− 1]
r(f, ωk)ωk ,
and by virtue of Parseval’s equality
‖∆rhf‖
2 =
∞∑
k=1
|1− ψk(h)|
2ra2k(f) . (5)
From this and (3)
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2n−2∑
k=n
a2k(f) ≤ (2αµ
−1
0 )
2rm2
2n−1∑
k=n
(
k
µ0
2αn
)2rm2
a2k(f)
≤ (2αµ−10 )
2rm2C−2r2
2n−1∑
k=n
|1− ψn
( µ0
2αn
)
|2ra2k(f)
≤ C2(α)‖∆r µ
2αh
f‖2 ≤ C2(α)ωr(f,
µ0
2αn
)
Thus the proof is complete.
Theorem 12. Under the condition in Lemma 11 the inequality
E2n(f) ≤ 2C(α)
∞∑
m=n+1
1
m
ω2r(f,
µ0
αm
)
is true.
Proof. Indeed,
∞∑
m=n
a2m(f) =
∞∑
k=0
2k+1n−1∑
m=2kn
a2m ≤ C
2(α)
∑
ω2r(f,
µ0
2k+1nα
),
from this and by virtue of Toepler’s Theorem we have
E2n(f) ≤ C
2(α)
∞∑
k=1
ωrk(f,
µ0
2knα
). (6)
Since, by virtue of properties ωr(f, τ), for any k ≥ 1
ω2r(f,
µ0
2knα
≤ 2
2kn∑
m=2k−1n+1
1
m
ω2r(f,
µ0
mα
).
Thus
∞∑
k=1
ω2r (f,
µ0
2knα
) ≤ 2
∞∑
m=n+1
1
m
ω2r(f,
µ0
mα
). (7)
From (6) and (7) we have Theorem 12.
The following theorem is analogous to lemma of S.B. Stechkin in ([4],
Lemma 1).
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Theorem 13. Let the function {ψk(n)} is satisfies the condition (2) then
for r ≥ 12m1 and h < τ
−1 (0 < τ ≤ 1)
ω2r(f, τ) ≤ c3n
−2rm1
n∑
k=1
k2rm1−1Ek(f),
where c3 = 2rm1c
2r
1 + 2
rm1+2r.
Proof. From (5) and the condition |ψk(n)| ≤ 1 and (1) we have for all n
and h > 0
‖∆rhf‖
2 ≤ c2r1 h
2rm1
n∑
k=1
k2rm1a2k(f) + 2
2r
∞∑
k=n+1
c2k(f).
If n ≤ 1
τ
, then 22rm1 ≤ n−2rm1. From this and by Toepler’s Theorem for
n ≤ 1
τ
. We have
ω2r(f, τ) ≤ c
2r
1 n
−2rm1
n∑
k=1
krm1a2k(f) + 2
2rEn+1(f) . (8)
Now by Toepler’s Theorem we get
n∑
k=1
k2rm1a2k(f) =
n∑
k=1
k2rm1 [E2k(f)− E
2
k+1(f)]
≤
n∑
k=1
[k2rm1 − (k − 1)2rm1 ]E2k(f) ≤ 2rm1
n∑
k=1
k2rm1−1E2k(f) . (9)
Also
E2n+1(f) ≤ 2
2rm1n−2rm1
n∑
k=1
k2rm1−1E2k(f) . (10)
From (8), (9) and (10) we have the theorem.
Finally, we note that under some additional conditions all the theorems can
be proved in a normed space.
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