The optimal trade execution problem is formulated in terms of a mean-variance tradeoff, as seen at the initial time. The mean-variance problem can be embedded in a Linear-Quadratic (LQ) optimal stochastic control problem, A semi-Lagrangian scheme is used to solve the resulting non-linear Hamilton Jacobi Bellman (HJB) PDE. This method is essentially independent of the form for the price impact functions. Provided a strong comparision property holds, we prove that the numerical scheme converges to the viscosity solution of the HJB PDE. Numerical examples are presented in terms of the efficient trading frontier and the trading strategy. The numerical results indicate that in some cases there are many different trading strategies which generate almost identical efficient frontiers.
Introduction
A large institutional investor, when selling a large block of shares, is faced with the following dilemma. If the investor trades rapidly, then the actual cash received from the sale will be less than anticipated, due to the market impact of the trades. Market impact can be minimized by breaking up a large trade into a number of smaller blocks. However, in this case, the investor is exposed to the risk of price depreciation during the trading horizon.
Recently, there has been considerable interest in algorithmic trading strategies. These are automated strategies for execution of trades with the objective of meeting pre-determined optimality criteria [15, 16] .
In this work, we consider an idealized model for price impact. In the case of selling shares, the market price will decrease as a function of the trading rate, while at the same time following a stochastic process. The optimal control problem is then to liquidate the portfolio over some fixed time, and maximize the expected cash receipts while minimizing the variance of the outcome [10, 1, 2, 25, 17, 27] .
An alternative approach is to pose this problem in terms of maximizing a power-law or exponential utility function [21, 31, 30] . Since a different objective function is used, the optimal strategies in [21, 31, 30] will, of course, be different from the strategy determined from the mean variance criteria. We will focus on the mean-variance approach in this work, due to its intuitive interpretation and popularity in industry.
In [1] , path-independent or static strategies are suggested. The optimal strategies are those which satisfy a mean-variance optimality condition, recomputed at each trade time. However, in [27] , the authors acknowledge that this strategy cannot be optimal in terms of the mean-variance tradeoff as measured at the initial time. This subtle distinction is discussed in [25, 26, 9] . In [9] , the strategy of maximizing the meanvariance objective at the initial time is termed the pre-commitment policy, i.e. once the initial strategy (as a function of the state variables) has been determined at the initial time, the trader commits to this policy, even if the optimal mean variance policy computed at a later time differs from the pre-commitment policy. This contrasts with the time-consistent policy, whereby the trader optimizes the mean-variance tradeoff at each instant in time, assumimg optimal mean-variance strategies at each later instant. The advantages and disadvantages of these two different approaches are discussed in [9] . In this paper, we focus solely on the pre-commitment strategy, which is the optimal policy in terms of mean-variance as seen at the initial time.
A concrete example of the sense in which the pre-commitment strategy is optimal is the following. Suppose we are in an idealized world, where all our modelling assumptions (such as the form of the price impact functions, stochastic processes, and so on) are perfect. In this world, suppose we followed the precommitment strategy for many thousands of different trades. We then measure the standard deviation and expected gain (relative to the initial pre-trade state) averaged over the thousands of trades. Any other trading strategy (including the time-consistent strategy) would produce a smaller expected gain for a given standard deviation compared to the pre-commitment strategy.
We formulate the optimal trading problem as an optimal stochastic control problem, where the objective is to maximize the mean-variance tradeoff as measured at the initial time. The mean variance objective function can be converted to linear-quadratic (LQ) objective function using a Lagrange multiplier method [23, 11, 33, 5, 4 ]. Standard dynamic programming can then be used to derive a Hamilton-Jacobi-Bellman (HJB) PDE. Note that previously this method has been used mainly as a tool for obtaining analytic solutions to multi-period mean-variance investment problems. Analytic solutions are, of course, not available for many problems.
In this work, we the formulate the optimal trading problem in terms of the equivalent LQ formulation. We then use a numerical method to solve the resulting HJB equation for the optimal strategy. Our main contributions in this paper are
• We formulate the numerical problem so that a single solve of the nonlinear HJB problem, and a single solve of a related linear PDE, generates the entire efficient trading frontier.
• We develop a semi-Lagrangian scheme for solution of the HJB PDE and prove that this method is monotone, consistent and stable, hence converges to the viscosity solution of the HJB equation [8, 6] assuming that the HJB equation satisfies a strong comparison principle.
• We assume geometric Brownian motion for the stochastic process of the underlying asset, and a specific form for the price impact functions. However, our numerical method is essentially independent of any particular form for the price impact functions, and can be easily generalized to other stochastic processes (e.g. jump diffusion, regime switching). The technique is also amenable to implementation on multi-processor architectures.
• The trading problem is originally three dimensional. However, in some cases, the HJB PDE can be reduced to two dimensions using a similarity reduction. Our numerical formulation can be used for either the full three dimensional case, or for cases when the similarity reduction is valid, with minor modification.
• The numerical results indicate that there are some cases there are many different trading strategies which generate almost the same efficient frontier.
Optimal Execution
Let S = Price of the underlying risky asset α = Number of shares of underlying asset B = Risk free bank account .
At any time t ∈ [0, T ] an investor has a portfolio Π given by
In order to handle both selling and buying cases symmetrically, we start off with α I > 0 shares if selling, and α I < 0 shares if buying. In other words, our objective is to liquidate a long position if selling, and to liquidate a short position if buying. More precisely
where B L is the cash which is generated by selling/buying in [0, T ), with a final liquidation/purchase at t = T to ensure that the correct total number of shares are sold/bought. B acts as a path dependent variable which keeps track of the total receipts obtained thus far from selling/buying the underlying asset S. Our objective will be to maximize B L and minimize the risk, as measured by the variance (or standard deviation) of B L .
Problem Formulation: Overview
There are two popular formulations of the optimal trading problem. The impulse control formulation assumes that trades only take place at discrete points in time [21, 31] . However, this approach has the conceptual difficulty that the price impact of two discrete trades is independent of the time interval between trades. A better model would be based on impulse control (discrete trades) but include extra lag variables which would track the time interval between trades [28, 17] . However, this would be computationally expensive. As a compromise, we can assume continuous trading at an instantaneous trading rate v [27, 3] . This is unrealistic in the sense that real trading only takes place discretely. However, we can make the temporary price impact a function of the trade velocity, which introduces a simplified memory effect into the model, i.e. rapid trading has a larger temporary price impact than slower trading. We will use this model in the following.
Problem Formulation: Details
Let the trading rate v be
where α is the number of shares in the portfolio (2.2). For definiteness, we will suppose that S follows geometric Brownian Motion (GBM), with a modification due to the permanent price impact of trading at rate v dS = (η + g(v))Sdt + σSdZ η is the drift rate of S g(v) is the permanent price impact σ is the volatility dZ is the increment of a Wiener process . (2.5)
We use the following form for the permanent price impact
We take κ p to be a constant. Suppose η = 0, σ = 0 in equation (2.5) . If X = log S, then from equations (2.5-2.6) we have
which means that X(t) = X(0) if a round-trip trade (
is executed. This form of permanent price impact eliminates round-trip arbitrage opportunities [22, 3] .
The bank account B is assumed to follow
r is the risk-free return f (v) is the temporary price impact and transaction cost function .
The term vS f (v) represents the rate of cash expended to purchase shares at price S f (v) at a rate v. The temporary price impact and transaction cost function f (v) is assumed to be
κ s is the bid-ask spread parameter κ t is the temporary price impact factor β is the price impact exponent . (2.10)
We shall refer to f (v) in the following as the temporary price impact function, although strictly speaking, we also include a transaction cost term as well. For various studies which suggest the form (2.10) see [24, 29, 3] . Given the state variables (S, B, α) the instant before the end of trading t = T − , then we have one final trade (if necessary) so that the number of shares owned at t = T is α T = 0, as in equation (2.3). The liquidation value after this final trade B L = Φ L (S, α, B, α T ) is determined from a discrete form of equation
where v T is given from
where we can specify that the liquidation interval is very short, e.g. (∆t) T = 10 −5 years. Note that effectively the liquidation value (2.11) penalizes the trader for not hitting the target α = α T at the end of trading. The optimal strategy will attempt to avoid this state (where α = α T ), hence the results are insensitive to (∆t) T if this value is selected sufficiently small. In the case of selling, B L will be a positive quantity obtained by selling α I shares. In the case of buying, B L will be negative, indicating a cash outflow to liquidate a short position of α I shares (i.e. buying |α I | shares).
The Optimal Strategy
Let v(S, B, α, t) be a specified trading strategy. Let E t=0 v(·) [B L ] be the expected gain from this strategy. Define the variance of the gain for this strategy as
The control problem is then to determine the optimal strategy v * (S, B, α, t) such that
, while minimizing the risk as measured by the variance. More formally, we seek the strategy v * (·) which solves the problem 14) where Z is the set of admissable controls. We emphasize here that the expectation and variance are as seen at t = 0. Problem (2.14) determines the best strategy given a specified
Varying the expected value d traces out a curve in the expected value, standard deviation plane. This curve is known as an efficient frontier. Each point on the curve represents a trading strategy which is optimal in the sense that there is no other strategy which gives rise to a smaller risk for the given expected value of the trading gain. Consequently, any rational trader will only choose strategies which correspond to points on the efficient frontier. Different traders will, however, choose different points on the efficient frontier, which will depend on their risk preferences.
Objective Function: Efficient Frontier
Problem (2.14) is a convex optimization problem, and hence has a unique solution. We can eliminate the constraint in problem (2.14) by using a Lagrange multiplier [23, 11, 33, 5, 4 ], which we denote by γ. Problem (2.14) can then be posed as [12] 
For fixed γ, d, this is equivalent to finding the control v(·) which solves Remark 2.1 (Efficient Frontier). The efficient frontier, as normally defined, is a portion of the variance minimizing frontier [11] . That is, given a point
on the efficient frontier, corresponding to control v * (·), then there exists no other controlv
Hence the points on the efficient frontier are Pareto optimal [34] . From a computational perspective, once a set of points on the variance minimizing frontier are determined, then the efficient frontier can be be constructed by a simple sorting operation.
We will assume that the set of admissable controls is given by
If only selling is permitted, then, for example,
v min , v max are assumed to be bounded in the following. Bearing in mind that we are going to solve problem (2.16) by solving the corresponding Hamilton-JacobiBellman control PDE, we would like to avoid having to do many PDE solves. Define (assuming γ = const.)
Note (from equations (2.8), (2.19) ) that
which has the same form as equation (2.8) . However, we now have the γ dependence appearing at t = 0. Recall from equation (2.3) that B(t = 0) = 0, then
This is very convenient, in the PDE context. We simply determine the numerical solution for problem (2.21), which is independent of γ. We can then determine the solution for different discrete values of γ by examining the solution for different discrete values of B(t = 0). Since we normally solve the PDE for a range of discrete values of B, we can solve problem (2.21) once, and use this result to construct the entire variance minimizing efficient frontier.
HJB Formulation: Overview

Determination of Optimal Control
Assuming process (2.5), and equations (2.4), (2.22) , then following standard arguments [18] , the solution to problem (2.21) is given from the solution to
with the initial condition (at τ = 0 or t = T )
where B L is given from equation (2.20) . Solution of this problem determines an optimal control v * (S, B, α, τ ) at each point (S, B, α, τ ). We can use equation (2.19) to determine the control in terms of the variables (S, B, α, t).
Determination of Expected Value
L ]) which generates a point on the variance minimizing efficient frontier for a given γ.
The operator LU is defined as in equation (3.1). Let v * (S, B, α, τ ) be the optimal control from problem (3.2). Once again, assuming process (2.5), then U satisfies
with the initial condition
where B L is given from equation (2.20) . Since the most costly part of the solution of equation (3.2) is the determination of the optimal control v * , solution of equation (3.4) is very inexpensive, since v * is known.
Construction of the Efficient Frontier
Once we have solved problems (3.2) and (3.4) we can now construct the efficient frontier. We examine the solution values at τ = T (t = 0) for the initial values of (S, α) of interest. Define
Note that
From equation (2.23), a value of B at t = 0 or τ = T corresponds to the value of γ given by
Note that E t=0 v * [y(B)] for known v * is given from the solution to linear PDE (3.4), with initial condition
with γ = γ(B) from equation (3.8) .
Consequently, for given B, γ is given from equation
are obtained from equations (3.9) . By examining the solution for different values of B, we trace out the entire variance minimizing efficient frontier.
Remark 3.1 (Generation of the efficient points). As discussed in Remark 2.1, the points on the efficient frontier are, in general, a subset of the points on the variance minimizing frontier. Given a set of points on the variance minimizing frontier, the points are sorted in order of increasing expected value. Then these points are traversed in order fron the highest expected value to the lowest expected value. Any points which have a higher variance compared to a previously examined point are rejected.
Similarity Reduction
For price impact functions of the form (2.6) and (2.10), payoffs (3.3) and (3.5), and assuming geometric Brownian Motion (2.5) then
Consequently,
and hence we need only solve for two fixed values of B * , (one positive and one negative) and we can reduce the numerical computation to (essentially) a two dimensional problem (see Section 5.1).
HJB Formulation: Details
Consequently, the problem of determining the efficient frontier reduces to solving equations (3.2) and (3.4).
Determination of the Optimal Control
The domain of equation (4.1) is
where, for example α min = min(0, α I ), α max = max(α I , 0) if we only allow monotonic buying/selling. We also typically normalize quantities so that |α I | = 1. For numerical purposes, we localize the domain (4.2) to
At α = α min , α max , we do not allow buying/selling which would cause α / ∈ [α min , α max ], so that
At B = B min , B max , we can assume that equation (3.11) holds. In which case, we can replace V B in equation (4.1) by
In general, this would be an approximation. However, in our case, equation (3.11) holds exactly. In fact, we will not need to consider boundary conditions at B min , B max since we will use equation (3.11) to effectively eliminate the B variable. We include equation (4.6) for generality. The initial condition is
At S = 0, no boundary condition is required for equation (4.1), we simply solve equation (4.1) with LV = 0. At S → ∞, consider the cases of buying and selling separately. In the case of selling, we would
B which is independent of S. For τ > 0, the optimal strategy for S large will attempt to find the solution which minimizes B 2 , so the value will also be independent of S as S → ∞. In the case of buying, (S → ∞)
In this case, the payoff condition essentially penalizes the trader for not meeting the target value of α T = 0 the instant before trading ends when S is large. The optimal strategy would therefore be to make sure α 0 at t → T . Hence the optimal control at τ > 0 when S → ∞ should tend to force α = 0. In other words, from equations (2.11), (4.
. which is independent of S. Hence, in both cases, we make the ansatz that
so that equation (4.1) becomes
Equation (4.10) is clearly an approximation, but has the advantage that it is very easy to implement. We shall carry out various numerical tests with different values of S max to show that the error in this approximation can be made small in regions of interest.
Determination of the Expected Value
Given the optimal trading strategy v * = v * (S, B, α, τ ) determined from equation (4.1), the expected value
At S = 0 we simply solve equation (4.11) . From equation (4.4), at α = α max , we must have v * (S, B, α max , τ ) ≤ 0 hence no boundary condition is required at α = α max . Similarly, at α = α min , v * (S, B, α min , τ ) ≥ 0, and no boundary condition is required at α = α min . The boundary conditions at B = B min , B max can be eliminated using equation (3.12)
However, in this paper, the similarity reduction (3.12) is exact, hence we can eliminate the B variable, and thus no boundary condition at {B min , B max } is required.
Following similar arguments as used in deriving equation (4.10), we assume U S , U SS → 0 as S → S max , hence equation (4.11) becomes
The payoff condition is
(4.14)
5 Discretization: An Informal Approach
We first provide an informal discretization of equation (4.1) using a semi-Lagrangian approach. We prove that this is a consistent discretization in Section A.3. Equation (4.11) is discretized in a similar fashion. The reader is referred to the references in [13] for more details concerning sem-Lagrangian methods for HJB equations.
Along the trajectory 
where the Lagrangian derivative DV /Dτ is given by
The Lagrangian derivative is the rate of change of V along the trajectory (5.1). 
We use standard finite difference methods [14] to discretize the operator LV as given in (3.1). Let (L h V ) n i,j,k denote the discrete value of the differential operator (3.1) at node (S i , B j , α k , τ n ). The operator (3.1) can be discretized using central, forward, or backward differencing in the S direction to give
where a i and b i are determined using an algorithm in [14] . The algorithm guarantees a i and b i satisfy the following positive coefficient condition:
The boundary conditions will be taken into account by setting
Let v n i,j,k denote the approximate value of the control variable v at mesh node (S i , B j , α k , τ n ). Then we approximate DV /Dτ at ((S i , B j , α k , τ n+1 ) by the following
where 
For numerical purposes, we use equation (5.8) since this form ensures, for example, that S n i ≥ 0, regardless of timestep size. We will use the limiting form (5.9) when carrying out our consistency analysis.
All the information about the price impact function is embedded in equation (5.8). This means that the form of the price impact functions can be easily altered, with minimal changes to an implementation.
Let Z 
(5.10)
Note that we do not impose any constraints to ensure B n j ∈ [B min , B max ]. We will essentially eliminate the B variable using the similarity reduction (3.12).
We approximate the HJB PDE (4.1) and the boundary conditions (4.4-4.5), and (4.10) by
At τ 0 = 0 we have the payoff condition (3.3)
Once the optimal control (v * )
is determined from the solution to equation (5.11), then the solution to equation (4.13) is given by solving the linear PDE
with payoff condition
(5.14)
Discrete Similarity Reduction
If the similarity reduction (3.12) is valid (which is the case for the price impact functions, payoff and price process assumed in this work), we can reduce the number of nodes needed in the B direction to a finite number, independent of the mesh size. Choose B * > 0, let B j ∈ B set = {−B * , +B * }, i.e. we have only two nodes in the discrete B grid. Further,
where
refers to a linear interpolant of V n at the node (Sî * , B * , αk). Remark 5.1 (Reduction to a Two Dimensional Problem). We can proceed more formally to eliminate the variable B. If the similarity reduction (3.12) is valid, then we can define a function χ(z, α, τ ) such that
Substituting equation (5.18) into equation (3.2) with payoff (3.3) gives an HJB equation for χ(z, α, τ ). However, we will not follow this approach here. From an implementation point of view, application of the similarity reduction is simply a special (trivial) case of a full three dimensional implementation. There is no need for a separate implementation to handle the cases where the similarity reduction is valid/invalid. In addition, it is convenient to deal with the physical variables (S, B, α), when dealing with boundary conditions, price impact functions and so on. Finally, our convergence proofs are given for the case of the similarity reduction. However, since we use the variables (S, B, α, τ ), these proofs can be easily extended to the case where the similarity reduction is not valid. The one complicating factor resulting from not carrying out the formal reduction to a two dimensional problem concerns the appropriate set of test functions to use in defining consistency in the viscosity solution sense. Since the problem is inherently two dimensional, this means that the test functions should be smooth, differentiable functions ψ(z, α, τ ). We cannot use arbitrary three dimensional test functions φ(S, B, α, τ ), but 
Solution of the Local Optimization Problem
Recall equation (5.11)
An obvious way to solve the local optimization problem is to use a standard one-dimensional algorithm. However, we found this to be unreliable, since the local objective function has multiple local minima (this will be discussed in more detail later). Instead, we discretize the range of controls. For example, consider the set of controls Z = [v min , v max ] for a point in the interior of the computational domain.
are continuous functions (which we assume to be the case) then
Consequently, replacing Z byẐ is a consistent approximation [32] . Our actual numerical algorithm uses Z 
Convergence to the Viscosity Solution
Provided a strong comparison result for the PDE applies, [8, 6] demonstrate that a numerical scheme will converge to the viscosity solution of the equation if it is l ∞ stable, monotone, and pointwise consistent. In Appendix A, we prove the convergence of our numerical scheme (5.11) to the viscosity solution of problem (4.1) associated with boundary conditions (4.4-4.5), (4.10) by verifying these three properties.
The definition of consistency in the viscosity solution sense [6] appears to be somewhat complex. However, as can be seen in Appendix A, this definition is particularly useful in the context of a semi-Lagrangian discretization, since there are nodes in strips near the boundaries where the discretization is not consistent in the classical sense for arbitrary mesh/timestep sizes.
Optimal Liquidation Example: Short Trading Horizon
We use the parameters shown in Table 7 .1, for an example where the entire stock position is to be liquidated in one day. Equations (3.2) and (3.4) are solved numerically using a semi-Lagrangian method described in Section 5. A similarity reduction is used to reduce the problem to a two dimensional S × α grid, with two nodes (for all mesh/timestep sizes) in the B direction, as described in Section 5.1. Table 7 .2 shows the number of nodes and timesteps used in the convergence study. L ] at t = 0, S = 100, α = 1, B = −100. Data in Table 7 .1. Discretization data is given in Table 7 .2. The efficient frontier for optimal execution (sell case), using the data in Table 7 .1. The vertical axis represents the expected average share price obtained. Initial stock price S0 = 100. Discretization details given in Table 7 .2.
Standard Deviation Expected Gain
L ] at t = 0, S = 100, α = 1, B = −100 for several levels of refinement. Convergence appears to be at a first order rate. Increasing the size of S max resulted in no change to the solution to eight digits.
The efficient frontier is shown in Figure 7 .1. This figure shows the expected average amount obtained per share versus the standard deviation. The pre-trade share price is $100. 
Optimal Strategy: Uniqueness
From Figure 7 .2 we can see that there is a large region for S > 100 where
which then implies, using equation (4.6), that V B 0. Hence, in the flat region in Figure 7 .2, V α 0, V S 0, and V B 0.
Recall equation (3.2)
If V S = V B = V α = 0, then the optimal control can be any value v ∈ [v min , v max ]. Clearly there are large regions where the optimal strategy is not unique.
As an extreme example, one way to achieve minimal risk is to immediately sell all stock at an infinite rate, which results in zero expected gain, and zero standard deviation. However, this strategy is not unique. Another possibility is to do nothing until t = T − , and then to sell at an infinite rate. This will also result in zero gain and zero standard deviation. There are infinitely many strategies which produce the identical result. Hence, in general, the optimal strategy is not unique, but the value function is unique. Figure 7 .3 shows the optimal trading rate at t = 0.0, B = −100, α = 1, as a function of S. This is the optimal strategy for the point on the efficient frontier given by equation (7.1). We can interpret this curve as follows. Given the initial data (S = 100, α = 1, B = 0, t = 0), this curve shows the optimal trading rate if the asset price suddenly changes to the value of S shown. Note that this particular strategy is the rate which minimizes (2.16) for the value of γ which results in (7.1). To put Figure 7 .3 in perspective, the constant trading rate which meets the liquidation objective is v = −1/T = −250.
Optimal Trading Strategy
The optimal trading rate behaves roughly as expected [27] . As the asset price increases, the trading rate should also increase. In other words, some of the unexpected gain in stock price can be spent to reduce the standard deviation. Recall that the strategy maximizes (2.16) as seen at the initial time.
However, note the sawtooth pattern in the optimal trading rate for S > 75. This does not appear to be an artifact of the discretization, since this pattern seems to persist for small mesh sizes.
It is perhaps not immediately obvious how a smooth value function as given in Figure 7 .2 can produce the non-smooth trading strategy shown in Figure 7 .3. Recall that a local optimization problem (5.21) is solved at each node to determine the optimal trade rate. A careful analysis of the objective function at the points corresponding to the sawtooth pattern in Figure 7 .3 revealed that the value function was very flat, with multiple local minima. Although the value function is a smooth function of S, the optimal trade amount (v∆t) is not a smooth function of S.
This suggests that the optimal value is not very sensitive to the control at these points. Optimal trading rate at t = ∆t = 0.0, B = 0, α = 1, as a function of S. This is the optimal strategy for the point on the efficient frontier given by equation (7.1). Note that the constant trading rate which meets the liquidation objective is v = −250. Data in Table 7 .1. Discretization details given in Table  7 .2.
Discrete Trade Rates
In order to explore the effect of the sawtooth pattern on the optimal trade rates, the optimal strategy was recomputed using a fixed number of discrete trading rates These discrete trade rates were fixed, and not changed for finer grids. Recall that for the continuous case, the spacing of the discrete trading rates was divided by two on each grid refinement. On the finest grid (1553 × 641) the interval [−v min , v max ] was discretized using 465 nodes. Note that there are only 27 discrete trading rates in the set of nodes in equation (7.4) . The efficient frontier using both these possible sets of trading rates is shown in Figure 7 .4 (left plot). The two curves are almost indistinguishable. This has an interesting practical benefit. If h is the mesh/timestep size parameter (see equation (A.1)), then the method developed here has complexity O(1/h 4 ). One might expect a complexity of O(1/h 3 ) but the need to solve the local optimization problem using a linear search generates the extra power of 1/h. However, from Figure 7 .4, it would appear that we can determine the efficient frontier to a practical level of accuracy using a mesh independent set of trading rates, which would lower the complexity to O(1/h 3 ). Figure 7 .4 (right plot) also shows the optimal trading rates corresponding to the efficient frontiers shown in Figure 7 .4 (left plot). It would appear that there are many strategies which generate very similar efficient frontiers. It is likely that the sawtooth pattern in Figure 7 .3 is due to the ill-posed nature of the optimal strategy. Figure 7 .4: Left plot: the efficient frontier for optimal execution (sell case), using the data in Table 7 .1. The vertical axis represents the expected average share price obtained. Initial stock price S0 = 100. The curves are computed with refinement level 4 (see Table 7 .2). The two curves are computed using the set of trade rates in equation (7.4) Figure 8 .1: The efficient frontier for optimal execution (sell case), using the data in Once again, we see that the efficient frontier is smooth, but that the optimal trading rates show the same sawtooth pattern as observed in Figure 7 .3. This indicates that the optimal trading rates are somewhat ill posed.
Liquidation Example: Long Trading Horizon
Conclusion
We have formulated the problem of determining the efficient frontier (and corresponding optimal strategy) in terms of an equivalent LQ problem. We need only solve a single nonlinear HJB equation (and an associated linear PDE) to construct the entire efficient frontier. The HJB equation is discretized using a semi-Lagrangian approach. Assuming that the HJB equation satisfies a strong comparison property, then we have proven convergence to the viscosity solution by showing that the scheme is monotone, consistent and stable. Note that in this case, it is useful to use consistency in the viscosity solution sense [8, 6] since the semi-Lagrangian method is not classically consistent (for arbitrary grid sizes) at points near the boundaries of the computational domain.
The semi-Lagrangian discretization separates the model of the underlying stochastic process from the model of price impact. Changing the particular model of price impact amounts to changing a single function in the implementation. The semi-Lagrangian method is also highly amenable to parallel implementation.
The efficient frontiers computed using the method developed in this work are consistent with intuition. However, the optimal trading rates, as a function of the asset price at the initial time, show an unexpected sawtooth pattern for large asset prices. A detailed analysis of the numerical results shows that that there are many strategies which give virtually the same value function. Hence, the numerical problem for the optimal strategy (as opposed to the efficient frontier) appears to be ill-posed. Note that this ill-posedness seems to be a particular property of the pre-comittment mean-variance objective function, and is not seen if alternative objective functions are used, such as a utility function [30] or mean-quadratic variation [20] .
However, this ill-posedness in terms of the strategy is not particularly disturbing in practice. The end result is that there are many strategies which give essentially the same efficient frontier, which is the measure of practical importance. This also indicates that it is possible to vary the trading rates in an unpredictable pattern, which may be useful to avoid signalling trading strategies, yet still achieve a mean variance efficient result.
A Convergence to the Viscosity Solution of (4.1)
In this Appendix, we will verify that the discrete scheme (5.11) is consistent, stable and monotone, which ensures convergence to the viscosity solution of (4.1) associated with boundary conditions (4.4-4.5), (4.10).
A.1 Some Preliminary Results
It will be convenient to define ∆S max = max
We assume that there is a mesh size/timestep parameter h such that
where C 1 , C 1 , C 2 , C 2 , C 3 are constants independent of h. If test function φ is of the form (5.19-5.20), then we can write
where we assume that ψ(S/B, α, τ ) = ψ(z, α, τ ) is a smooth function of (z, α, τ ), which has bounded derivatives with respect to (z,
Note that since |B j | > 0, and Bĵ = B j (1 + O(h)), then φ has bounded derivatives with respect to (S, B, α, τ ) for B near B 0 , B 1 , for h sufficiently small, since ψ has bounded derivatives with respect to (z, α, τ ).
For more compact notation, we will also define
Taylor series (see [14] ) gives
and if ξ is a constant, we also have (noting equation (A.2))
Assuming φ is of the form (A.2) and noting interpolation scheme (5.15-5.16) we obtain, using equations (5.8-5.9)
Noting that .8) and that if ξ is a constant, then the linear interpolation in equation (5.15-5.16 ) is exact for constants, then we obtain , then the scheme (5.11) with payoff (5.12), using the similarity reduction (5. 15-5.16 
Proof. First, note that from payoff condition (5.12) we have 0
L ∞ , which is bounded since the computational domain is bounded. Now, suppose that
Since linear interpolation is used, then from equation (A.12),
i,j,k , then from equations (5.8), (5.15-5.16 ) and the fact that linear interpolation is used to compute V n i * ,j,k , we have that
is the set of values V We can then define the complete discrete scheme as
Remark A.1. We have written equation (A.15) as if we find the exact minimum at each node. In practice, we find the approximate minimum as described in Section 5.2. To avoid notational complexity, we will carry out our analysis assuming the algorithm determines the exact minimum. However, in view of equation (5.22) , the use of the approximate minimum is a consistent approximation to the original problem, as long as the node spacing in [v min , v max ] tends to zero as h → 0 [32] .
Let Ω be the set of points (S, B, α, τ ) such that Ω = [0,
where Ω in represents the interior region, and Ω αmin , Ω αmax , Ω Smax , Ω τ 0 , Ω Smaxαmax , Ω Smaxαmin denote the boundary regions. If x = (S, B, α, τ ), let DV (x) and D 2 V (x) be its first and second derivatives of V (x), respectively. Let us define the following operators:
Then the problem (4.1-4.10) can be combined into one equation as follows:
where F is defined by
In order to demonstrate consistency, we first need some intermediate results. For given ∆τ , consider the continuous form of equations (5.8)
Consider the domain For example, the region
will be in Ω Z . In general, Ω Z will consist of small strips near the boundaries of Ω. We define the set Z (x, h) ⊆ Z such that if x ∈ Ω Z , then v ∈ Z (x, h) ensures that equation (A.24) is satisfied. We define the operator
For any smooth test function of the form
where ψ has bounded derivatives with respect to (z, α, τ ) for (S, B, α, τ ) ∈ Ω, and
where ξ is a constant, and
Remark A.2. Condition A.28 is a very mild restriction on the placement of node S imax−1 and is not practically restrictive. This condition ensures that Ω αmin ∩ Ω Z = ∅ and Ω αmax ∩ Ω Z = ∅.
Proof. Consider the case x ∈ Ω in \Ω Z . From equations (A.4), (A.5), (A.6), (A.9), we obtain
where we have taken the O(h), O(ξ) terms out of the min since they are bounded functions of v n+1 i,j,k (see [13] ). As a result, we have
The rest of the results in equation (A.29) follow using similar arguments.
Recall the following definitions of upper and lower semi-continuous envelopes (4.10) in Ω according to the definition in [8, 6] . That is, for allx = (Ŝ,B,α,τ ) ∈ Ω and any function φ(x, ψ(x)) of the form φ(x, ψ(x) = B 2 ψ(z, α, τ ), z = S/B, where ψ has bounded derivatives with respect to (z, α, τ ) for (S, B, α, τ ) ∈ Ω, and
(A.34)
Proof. According to the definition of lim inf, there exist sequences h q , i q , j q , k q , n q , ξ q such that
Consider the case wherex ∈ Ω αmin i.e.
Choose q sufficiently large so that
For x q satisfying condition (A.38), and using Lemma A.2, we have
For x q satisfying (A.38), since Z + ⊆ Z ⊆ Z, it follows from equations (A.19) and (A.26) that
We then have
where the last step follows since F αmin , F in are continuous functions of their arguments for smooth test functions, and F αmin ≤ F in . Let h q , i q , j q , k q , n q , ξ q be sequences satisfying (A.35), such that lim sup
Take q sufficiently large so that condition (A.38) are satisfied. It follows from equations (A.40) that 
A.4 Monotonicity
Using the methods in [19] it is straightforward to show show that scheme (A.17) is monotone. 
A.5 Convergence
We make the assumption that there exists a unique, continuous viscosity solution to equation A strong comparison result was proven in [7] for a a general problem similar to equation (3.2). However, we violate some of the assumptions required in [7] (i.e. the domain is not smooth, the coefficients of the PDE are not continuous everywhere).
We can now state the following result Proof. This follows from the results in [8, 6] .
B Convergence of the Expected Value
Given the optimal control determined from the solution to equation ( Proof. Note that 
