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Abstract
D = 2+1 gravity with a cosmological constant Λ has been shown by Bon-
zom and Livine to present a Barbero-Immirzi like ambiguity depending on a
parameter γ. We make use of this fact to show that, for Λ > 0, the Lorentzian
theory can be partially gauge fixed and reduced to an SU(2) Chern-Simons
theory. We then review the already known quantization of the latter in the
framework of Loop Quantization for the case of space being topogically a
cylinder. We finally construct, in the same setting, a quantum observable
which, although non-trivial at the quantum level, corresponds to a null clas-
sical quantity.
1 Introduction
Since the discovery by Achucarro and Townsend [1] and the elaborated work of
Witten [2], it is a sort of common sense to affirm that 3d gravity and Chern-Simons
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(CS) gauge theory are equivalent, up to a total derivative (boundary terms), with the
Poincare´ group as the underlying gauge group. However, the difference between the
two theories is that in 3d gravity the triad is restricted to being invertible, whereas
no such restriction exists in CS theory. Thus, we can think about CS theory as
an extension of 3d gravity including singular metrics or, alternatively, think about
3d gravity as a restricted version of CS theory [2]. Questions regarding the role of
non-invertible triad is far from being trivial [3].
A richer structure emerges by enlarging the local symmetry to the (anti) de
Sitter group. In this case, besides the standard action for 3d gravity, it is possible
to construct an “exotic” action equivalent to the former at the level of classical field
equations. This peculiarity of CS gravity was not unnoticed in original Witten’s
paper. This leads to an analogy with a well established (although still controversial)
feature of Loop Quantum Gravity (LQG) known as the Barbero-Immirzi parameter
ambiguity [4, 5]. This analogy was studied in detail in [6], and represents the
principal motivation of the present work.
The introduction of the Ashtekar variables within the formalism of canonical
gravity in 4d space-time [7, 4, 8] was a big step into the simplification of the con-
straints. The simplicity was achieved thanks to the introduction of a complex phase-
space, that turns out to be problematic at the moment of imposing reality condi-
tions. A self-dual Lagrangian density corresponding to Ashtekar’s Hamiltonian was
given independently by Samuel [9] and Jacobson and Smolin [10]. Then Barbero
pointed out [5] the possibility of a real realization of canonical variables closely re-
lated to Ashtekar’s, but the price to be paid is the introduction of an arbitrary
real/complex parameter γ known as the Barbero-Immirzi parameter). Also the
simplicity of Ashtekar’s Hamiltonian constraints is destroyed. Finally Holst intro-
duced [11] the most general action integrating all the previous cases, which contains
a (on-shell) topological term coupled via the γ parameter. The theory is then in-
terpreted as a class of actions for gravity classically indistinguishable but quantum
mechanically inequivalent. Although the introduction of Ashtekar variables fits nat-
urally in 2+1 gravity, it remained up to now unknown if it exists a corresponding
Ashtekar-Barbero like real connection defined on a compact Lie group, e.g. SU(2).
Bonzom and Livine [6] proposed a quantization of Euclidean 3d gravity with
a cosmological constant based on the presence of two invariant actions, hence of
two independent parameters: the gravitation constant and a Barbero-Immirzi like
parameter. In the present paper we elaborate on this model, considering as well
Lorentzian 3d gravity with a cosmological constant Λ. In the case of a positive Λ,
where the gauge symmetry is de Sitter SO(3,1), we succeed to quantize the theory
in the LQG framework thanks to a gauge fixing which reduces the gauge invariance
group to the compact SO(3) or SU(2), for which a LQG-like quantization of SU(2)
CS theory was developed in [12], in the case of a space manifold with the topology of
a cylinder. We also construct a physical observable which has a certain analogy with
the area operator of D = 3+ 1 gravity, although the former does not correspond to
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any classical geometrical quantity.
In the LQG scheme, the compactness of the gauge group – or of the residual
gauge group after a partial gauge fixing – is known to be crucial, at least up to
now. Apart from Riemannian gravity, this is achieved for Lorentzian D = 3 + 1
gravity in the time gauge [4], which holds only in four dimensions. An important
development was brought by the authors of [13], who were able to reduce the gauge
group of Lorentzian gravity in arbitrary dimension d+1 to a compact group SO(d)
– but this works only in the Hamiltonian formalism. Our case is different in three
aspects: in three dimensions one does not need their simplicity constraints (see the
second paper of [13]), we rely strongly on the existence of the Barbero-Immirzi like
parameter of Bonzom and Livine, a feature very peculiar to that dimension, and
moreover we start from an existing Lagrangian formalism.
The plan of the paper is as follows. In the next section, which is mainly a review
of results from [6], the basic tools to cast 3d gravity, with (or without) cosmological
constant, as a Chern-Simons gauge theory will be presented, and the appearance
of the Barbero-Immirzi like parameter will be explained. In Sections 3 and 4 the
main argument of the paper will be presented, in which we consider the positive
cosmological constant model and its gauge fixing. The detailed canonical analysis
of the constrained theory will be developed. The construction of an observable and
the computation of its spectrum are presented in Section 5, where also its classical
counterpart is discussed. The last section is reserved for some comments about the
gauge fixing reduction and quantization of the model in the spirit of LQG, as well
as for the conclusions of the work.
2 Gravity from Chern-Simons theory with
Barbero-Immirzi ambiguity.
To begin with, let M be an orientable three-dimensional manifold. In addition, let
G be the gauge group and g its Lie algebra equipped with a non-degenerate invariant
quadratic form 〈·, ·〉.
The CS action is defined as1
S = −κ
2
∫
M
〈Ω, dΩ + 2
3
ΩΩ〉. (2.1)
where Ω = Ωµdx
µ is a g-valued 1-form connection and κ a dimensionless constant2.
The field equations read FΩ = 0, where FΩ ≡ dΩ+ΩΩ is the field strength 2-form;
1We don’t write explicitly the wedge symbol ∧ for the external product of forms.
2In what follows Greek indexes µ, ν, . . . run from 0 to 2 and Latin indexes from the beginning of
the alphabet a, b, . . . (space indices) take values 1, 2 or, later on, x, y. Three dimensional Lorentz
frame indexes are denoted by Latin capital letters I, J, . . . running from 0 to 2. Our convention
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this means that CS theory is a topological theory with no truly propagating degrees
of freedom. By construction, the CS action is diffeomorphism invariant.
Next we assume M to be of topology Σ × R, where Σ is a two-dimensional
manifold representing physical 2d space, and R representing time. The Hamiltonian
formalism can be achieved by splitting the connection into its temporal and spatial
components: Ω = Ωtdt+Ωadx
a. Replacing this into (2.1) the action can be written
as
S = −κ
2
∫
R
dt
∫
Σ
〈Ω˙,Ω〉+ 2〈Ωt,FΩ〉, (2.2)
where Ω = Ωadx
a is the spatial connection and FΩ = dΩ + ΩΩ the associated
spatial field strength. The dot means time derivative.
Three-dimensional gravity meets CS theory when we choose as underlying gauge
symmetry the Poincare´ group ISO(2,1). In this case, the connection is written as
Ω = eIPI + ω
IJI ,
eI = eIµdx
µ = eI + eItdt, e
I = eIadx
a,
ωI = ωIµdx
µ = ωI + ωIt dt, ω
I = ωIadx
a,
(2.3)
where e and ω are the space-time co-frame field and spin connection, e and ω their
spacial counterparts, whereas PI and JI correspond to the generators of translations
and rotations of ISO(2,1), respectively. We can go further and include a positive
(negative) cosmological constant Λ deforming the gauge symmetry to the (anti) de
Sitter SO(3,1) (SO(2,2)) group. In any case, the generators will satisfy the general
Lie algebra given by [JI , JJ ] = εIJ
KJK , [JI , PJ ] = εIJ
KPK and [PI , PJ ] = σΛεIJ
KJK .
A special feature of the SO(3,1) group is the possibility to define two non-
degenerate quadratic forms in the algebra. They correspond to the two Casimir
invariants
C1 = ηIJPIJJ and C2 = ηIJ(σ
Λ
PIPJ + JIJJ). (2.4)
We can associate to each Casimir a corresponding inner product:
〈PI , JJ〉1 = ηIJ , 〈PI , PJ〉1 = 0, 〈JI , JJ〉1 = 0,
〈PI , JJ〉2 = 0, 〈PI , PJ〉2 = σΛηIJ , 〈JI , JJ〉2 = ηIJ .
The inner product defined by C1 is non-degenerate for all Λ, whereas C2 only for
Λ 6= 0.
for the tangent space-time metric is ηIJ = diag(σ, 1, 1), where σ = ±1 allows us to switch between
the Euclidean and Lorentzian cases, respectively. The indices I, J , · · · are raised and lowered with
the metric ηIJ .
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Starting with the general action (2.1), we can write one action for each inner
product,
S1 = −κ
2
∫
R
dt
∫
Σ
ηIJ
[
e˙IωJ + ω˙IeJ + 2eIt (R + σΛe
2)J + 2ωItT
J
]
,
S2 = −κ
2
∫
R
dt
∫
Σ
ηIJ
[
σΛe˙IeJ + ω˙IωJ + 2σΛeItT
J + 2ωIt (R + σΛe
2)J
]
,
(2.5)
where RI = dωI + 1
2
εIJKω
JωK is the spatial curvature and T I = deI + εIJKω
JeK
the spatial torsion. It can be recognized in S1 the standard action for 3d gravity.
On the other hand, S2 can be considered a kind of “exotic” 3d gravity in the sense
that, despite having a different action, it shares the same field equations. It makes
perfect sense to add the exotic action, with an arbitrary coefficient γ, to the standard
action, so the most general action is
S = S1 − 1
γ
S2. (2.6)
It is worth noticing that the equivalence can be established only at the level of the
equations of motions, but this is not true at the level of the symplectic structure
of the phase-space, as can be seen from the canonical Poisson brackets deduced
from the kinetic part of the action, which will be displayed in Section 3 after some
change of variables. This intriguing model was studied in detail within the context
of LQG in [6], where the appearance of γ is compared with the arbitrariness of the
Barbero-Immirzi parameter [4].
This completes our brief review of Chern-Simons formulation of 3d Gravity and
the origin of the γ parameter3.
3 Chern-Simons gravity with positive cosmologi-
cal constant
In what follows we will restrict the model to the Λ > 0 sector. (The case of negative
cosmological constant can be constructed analogously.) Also, we have kept open the
possibility to switch between the Euclidean and Lorentzian theories by introducing
the parameter σ = ±1, so the gauge group would be SO(4) or SO(3, 1), respectively.
Let us start by writing the connection as Ω = AiLi+B
iKi, where Li are the gener-
ators of “rotations” and Ki the generators of “boosts” of the SO(3,1) (SO(4)) group,
3Our notations slightly differ from those of [6]. One recovers the latter from ours by the
substitutions σ → 1, γ → −γ/
√
|Λ| and κ → −2, where Λ = s|Λ| is the cosmological constant
with s = −1, 0, 1.
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i.e., in the SO(3,1) case, of its compact subgroup SO(3) and of its non-compact di-
rections, respectively. These generators satisfy the Lie algebra commutation rules
[Li, Lj] = εij
kLk, [Li, Kj] = εij
kKk, [Ki, Kj] = σεij
kLk.
Here i, j, take values 1, 2, 3 and are raised or lowered with the delta Kronecker
δij . Observe that the A
i are recognized as the components of an SO(3) (or SU(2))
connection.
The relations between the old and new generators and variables read
L = (P2/
√
Λ,−P1/
√
Λ, σJ0), (A
i, i = 1, 2, 3) = (
√
Λe2,−
√
Λe1, σω0); (3.1a)
K = (J2,−J1, P0/
√
Λ), (Bi, i = 1, 2, 3) = (ω2,−ω1,
√
Λe0). (3.1b)
As before, the non-degenerate invariant quadratic forms in the algebra are given by
the two Casimir of the group, but this time written in the new basis4: 〈Ω,Ω′〉1 =
A · B′ +B · A′ and 〈Ω,Ω′〉2 = A · A′ + σB · B′
With all this in mind, the general action (2.6) can be written as5
S = −κ
2
∫
R
dt
(∫
Σ
(
A˙ · (B − 1
γ
A) + B˙ · (A− σ
γ
B)
)
− G(At)− G0(Bt)
)
, (3.2)
where we are defining the smeared quantities
G(At) = κ
∫
Σ
At · [DB − 1
γ
(FA +
σ
2
B ×B)], (3.3a)
G0(Bt) = κ
∫
Σ
Bt · [FA + σ
2
B ×B − σ
γ
DB], (3.3b)
together with FA = dA+
1
2
A×A and DB = dB +A×B.
One readily sees that the theory defined by (3.2) is fully constrained. The con-
jugate momenta Π
(At)
i and Π
(Bt)
i of A
i
t and B
i
t are primary constraints, in Dirac’s
terminology [14], whereas G(At) and G0(Bt) are the secondary constraints, Ait and
Bit playing the role of Lagrange multipliers. Other primary constraints involve the
conjugate momenta of the fields Aia and B
i
a. They turn out to be of second class,
whose solution according to the Dirac-Bergmann algorithm [14] gives rise to the
Dirac-Poisson brackets
{Aia(x), Ajb(x′)} =
1
κ
εabδ
ij σγ
σ − γ2 δ
2(x− x′),
{Bia(x), Ajb(x′)} =
1
κ
εabδ
ij γ
2
σ − γ2 δ
2(x− x′), (3.4)
{Bia(x), Bjb(x′)} =
1
κ
εabδ
ij γ
σ − γ2 δ
2(x− x′).
4Since all group indices are contracted with the three dimensional metric δij , it is convenient
to adopt a vector-like notation, e.g., AiBi = A ·B, εijkAjBk = (A×B)i, etc.
5We recall that, here as in Eq. (2.5), boldface letters represent space objects (2-forms, etc.).
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From these relations we see that the 12 component of the fields A and B divide in
6 configuration fields and 6 momentum fields. It is important to mention that the
gauge fields A and B are composed of mixed co-frame fields and spin connections
(see (3.1)).
Performing the Legendre transformation, we obtain a fully constrained classical
Hamiltonian, namely
H = G(At) + G0(Bt), (3.5)
with At and Bt Lagrange multipliers. The algebra of the constraints closes under
Poisson brackets, and adopts the form:
{G(ε),G(ε′)} = G(ε× ε′).
{G0(ε),G(ε′)} = G0(ε× ε′), (3.6)
{G0(ε),G0(ε′)} = σG(ε× ε′).
We can recognize here the structure of the so(3, 1) (so(4)) Lie algebra, in total agree-
ment with the fact that in the Dirac-Bergmann formalism for constrained systems,
first class constraints generate local gauge transformations. The infinitesimal gauge
transformations generated by the constraints are
{G(ε),A} = Dε, {G(ε),B} = B × ε;
{G0(ε′),A} = σB × ε′ {G0(ε′),B} = Dε′ (D = d+A×).
(3.7)
These gauge transformations are related, on-shell, with local diffeomorphisms. This
can be shown if we apply the Lie derivative to the gauge fields
£ξA = D(ıξA) + σ(ıξB)×B + field equations,
£ξB = D(ıξB) + (ıξA)×B + field equations, (3.8)
with £ = dıξ + ıξd the Lie derivative. By comparison with (3.7) we identify in (3.8)
infinitesimal gauge transformations with parameters (ε, ε′) = (ıξA, ıξB), up to field
equations.
4 Axial gauge
We want to partially fix the gauge in such a way that the residual gauge symmetry
group be compact, namely SO(3), in the SO(3,1) case to which we restrict hereafter.
We shall verify that the gauge fixing condition Biy ≈ 0, first is compatible with the
Dirac procedure (“Dirac compatible” according to the terminology of [15]): it does
indeed involve only the phase space variables and leads to the presence of second
class constraints whose number is twice that of the gauge conditions, as we shall
verify. Second, it will reduce the gauge symmetry group in the desired way.
7
To proceed with the gauge fixing, let us rewrite the Hamiltonian(3.5), adding
the gauge condition as a constraint
Biy(x) ≈ 0,
using a Lagrange multiplier field µ(x):
H = G(At) + G0(Bt) +
∫
Σ
d2xµi(x)B
i
y(x). (4.1)
It turns out that the gauge fixing constraint together with the constraint G0 given
by (3.3b) are second class: indeed the matrix of their Poisson brackets,
C(x,y) =
( {Gi0(x), Gj0(x′)} {Gi0(x), Bjy(x′)}
{Biy(x), Gj0(x′)} {Biy(x), Bjy(x′)}
)
≈
(
0 1
−1 0
)(
δij∂y + εijkA
k
y
)
δ(x− x′),
(4.2)
is (weakly) non-singular. Following the Dirac-Bergmann prescriptions, we introduce
the Dirac bracket
{M, N}D = {M, N} − {M, χα}C−1αβ{χβ, N},
whereM and N are two phase space functions, χα, α = 1, 2 are the two second class
constraints and C−1 is the inverse – in the convolution sense – of the matrix (4.2).
The Dirac brackets of the second class constraints with every phase space function
are zero by construction. Those of the fields Aia are equal to their Poisson brackets
(3.4):
{Aix(x), Ajy(x′)}D = {Aix(x), Ajy(x′)} =
1
κ
δij
σγ
σ − γ2 δ
2(x− x′). (4.3)
whereas those involving the remaining field Bix are different. We shall however not
write down the latters, since this field is not an independent variable. Indeed, the
second class constraint are now considered as strong equalities: in particular, the
constraint G0 yields the equation
∂xAy −Dy
(
Ax − σ
γ
Bx
)
= 0,
which can be solved for Bix as a functional of A
i
x and A
i
y.
At this stage, we are left with one set of first class constraints, Gi(x) ≈ 0. Let
us now define the new variables
Ax = Ax − γBx, Ay = Ay.
Using the Dirac brackets (4.3) we can check that they form a canonical pair of
conjugate variables:
{Aix(x), Ajy(x′)}D =
γ
κ
δijδ2(x− x′). (4.4)
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The Hamiltonian now reads
H = −κ
γ
G(At), (4.5)
with the first class constraint G given by
G(η) =
∫
Σ
d2x ηi(x)F i ≈ 0, (4.6)
where we have introduced the curvature 2-form associated to A:
F i = ∂xAiy − ∂yAix + εijkAjxAky. (4.7)
One recognizes in the Hamiltonian (4.5) of the Chern-Simons theory for the connec-
tion A, the latter tansforming as an SO(3) or SU(2) connection:
{G(η), Aia}D = ∂aηi + εijkAjaηk,
under the infinitesimal gauge transformations generated by the constraint G.
Our gauge fixing has thus the effect of reducing the original gauge symmetry from
SO(3,1) to SO(3) or SU(2), so we end up with a CS theory with a compact gauge
group. This resembles the Ashtekar-Barbero variables formalism in 3+1 dimensions.
In fact, the new variables defined here can be considered as the 2+1 analogous of the
Ashtekar-Barbero variables. The role of the present axial gauge can be compared
with the temporal gauge. In both cases the non-compact sector of the theory is
frozen.
From this point, one can exploit several known approaches for quantizing the
CS theory with a SO(3) or SU(2) gauge group. For example, following the spirit of
the canonical quantization, we can mention the work of Dunne, Jackiw and Trugen-
berger [16], or [12] for a LQG inspired treatment. The latter is summarized in the
next section.
5 Quantization and Observables.
5.1 Quantum Theory
In view of the result of the last section, we make here a quick review of the quantiza-
tion of the CS theory with the gauge groupG = SU(2) on a time-oriented 3-manifold,
M = R× Σ. This subsection essentially follows [12].
The canonical variables are defined as operators satisfying, in correspondence
with the Dirac brackets (4.4), the commutation rules:
[Aˆix(x), Aˆjy(x′)] =
iγ
κ
δijδ2(x− x′), (5.1)
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where i, j = 1, 2, 3 are the gauge group indices.
We then choose a polarization such that Aˆx is multiplicative, and Aˆy is a func-
tional derivative6 acting on wave functionals Ψ[Ax] ≡ 〈A|Ψ〉:
AˆxΨ[Ax] = AxΨ[Ax] ; AˆyΨ[Ax] = γ
iκ
δ
δAxΨ[Ax]. (5.2)
In this representation the Gauss constraint is written as
[
i
(
∂x
δ
δAix
+ f ijkAjx
δ
δAkx
)
+
κ
γ
∂yAix
]
Ψ[Ax] = 0, (5.3)
and a particular solution is given by [16]
Ψ0[Ax] = exp(2πiα0), (5.4)
with
α0 =
κ
6πγ
∫
Σ˜
ǫµνρTr(h−1∂µh h
−1∂νh h
−1∂ρh)d
3x− κ
2πγ
∫
Σ=∂Σ˜
Tr(Axh−1∂yh), (5.5)
The first term is the Wess-Zumino-Witten action, and it is an integer since the
group is non-abelian and compact, which requires that κ must be quantized, κ =
ν/4π, ν ∈ Z, and h ∈ G is defined as a functional of Ax by
Ax = h−1∂xh. (5.6)
It can be shown that taking into account the particular solution (5.4), the general
wave functional solution of (5.3) can be written as
Ψ[Ax] = Ψ0[Ax]ψinv[Ax], (5.7)
where ψinv[Ax] satisfies
[
i
(
∂x
δ
δAix
+ f ijkAjx
δ
δAkx
)]
ψinv[Ax] = 0. (5.8)
The latter equation means that ψinv is invariant under the infinitesimal x-gauge
transformations
δ(x)Aix = Dxǫi. (5.9)
At this point, one can choose to change the focus from the functionals of the connec-
tion Ax, which does not transform homogeneously under the gauge transformations
6We use either the wave functional representation or the abstract Dirac’s kets. The relation
between both is given by Ψα[Ax] = 〈Ax|α〉, where α may represent the quantum numbers defining
the state.
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(as shown above), to functionals of the holonomies of Ax over a path cy = [x1, x2]
with constant y on Σ, namely
U(cy, x1, x2) = Pe
∫
x2
x1
Aix(x,y)Tidx, (5.10)
whose transformations under the action of the gauge group are
U(cy, x1, x2) 7→ g−1(y, x2)U(cy, x1, x2)g(y, x1). (5.11)
Once these coordinates are themselves elements of the group, they turn out to be
more suitable for constructing a Hilbert space with a well-defined scalar product.
Taking into account the considerations above we construct the cylindrical space Cyl
whose elements are functionals (see (5.7))
ΨΓ,f [Ax] = Ψ0[Ax]ψinvΓ,f [Ax],
with ψinvΓ,f [Ax] = f(U(cy1 , x1, x′1), ..., U(cyK , xK , x′K)),
where Γ = {cyk , xk, x
′
k, k = 1, ..., K} is a graph defined as a finite set ofK y-constant
paths on Σ, and f is a function on SU(2)×K with complex values. Such a state is
denoted by |Γ, f〉. Since the wave functionals are written in terms of a finite number
of holonomies, which are group elements, the Haar measure dUk may be used to
define the scalar product in Cyl:
〈Γ, f |Γ, f ′〉 =
∫ K∏
k=1
dUkf(U1, ..., UK)f
′(U1, ..., UK), (5.12)
The kinematical Hilbert space Hkin is then defined as the Cauchy completion of
Cyl. Making use of the Peter-Weyl theorem one finds a basis |Γ,~j, ~α, ~β〉, with
~j = j1, · · · , jK , etc. for Hkin:
ΨΓ,~j,~α,~β = Ψ0[Ax]
K∏
k=1
Rjk,βkαk (U(cyk , xk, x
′
k)), (5.13)
where Rj,βα (h) denote the (α, β) matrix element of the spin j representation of the
holonomy. Note that one excludes the value j = 0, and completes the basis with
the “null vector” |0〉, corresponding to the empty graph. These vectors form an
orthogonal basis:
〈Γ,~j, ~α, ~β|Γ′, ~j′, ~α′, ~β ′〉 = δΓΓ′δ~j,~j′δ~α,~α′δ~β,~β′ (5.14)
Thus, to every path (cyk , xk, x
′
k) of the graph Γ we associate a spin jk representation
of SU(2). Vectors associated to different graphs are orthogonal. Observe also that
the kinematical Hilbert space is non-separable: it is the direct sum Hkin =
⊕
ΓHΓ,
over all graphs Γ, where HΓ is the separable Hilbert space associated with the graph
Γ. The expansion of a vector |Ψ〉 ∈ Hkin reads
|Ψ〉 =
∑
Γ,~j,~α,~β
cΓ,~j,~α,~β|Γ,~j, ~α, ~β〉,
11
where the sum over Γ covers a countable subset of graphs.
Before implementing the Gauss constraint (5.3) we will specify the spatial two-
dimensional manifold Σ as being an infinite cylinder, and take x as the periodic
coordinate. This choice allows us to impose the constraint in the form of the in-
variance of ψinv under all finite x-gauge transformations, implying, as can be eas-
ily realized from (5.11), that the functions should be reduced to the traces of the
holonomies along closed paths (cycles, or Wilson loops – y-constant section of the
cylinder) Uy ≡ Tr (U(cy, x1, x1)), which depend on the y coordinate, but not on x,
after identifying the endpoints x1 and x2. Thus, each cycle is characterized by its
“height”, and the graphs are now sets C of cycles. This defines the Hilbert space
HGauss, whose basis is the orthonormal set of “spin network” vectors |C,~j〉, given by
ΨC,~j[Ax] = Ψ0[Ax]
∏K
k=1 χ
jk(Uyk), with χ
j(Uy) = TrR
j(Uy), (5.15)
where ~j stands for (j1 . . . jK). These vectors are orthonormal, in the sense
〈C,~j|C ′,~j′〉 = δC,C′δ~j,~j′. (5.16)
Now we consider S◦, the space of all finite linear combinations of spin networks,
HGauss being its Cauchy completion. It is the direct sum ⊕CHCGauss, where HCGauss is
the Hilbert space associated to a graph C, which is separable. This is not the case
for HGauss, since the graphs are indexed by finite arrays of real numbers.
Since |C,~j〉 depends on the y coordinate, HGauss is not diffeomorphism invari-
ant. The local invariance represented by the y-diffeomorphisms was not contem-
plated when we solved the Gauss constraint, which must be corrected now. This is
done with the use of the group averaging method (see [4]), based on the Gel’fand
triple S◦ ⊂ HGauss ⊂ S ′◦, being S ′◦ the dual of the spin-networks space S◦. The
y-diffeomorphism invariant states are shown to be elements of this dual space con-
structed from any spin-network state through the application of a functional “pro-
jector” Pdiff : S◦ → S ′◦ defined by7
〈PdiffΨ,Ψ′〉 =
∑
Ψ′′
〈Ψ′′|Ψ′〉, ∀|Ψ′〉 ∈ S◦, (5.17)
where the sum is done over all vectors |Ψ′′〉 obtained from |Ψ〉 by a y-diffeomorphism.
The linear forms Φ = PdiffΨ span the physical Hilbert space Hphys, with an interior
product induced from that of HGauss [4, 12]:
〈Φ1|Φ2〉 = 〈Φ1,Ψ2〉 = 〈PdiffΨ1,Ψ2〉. (5.18)
The vectors of Hphys only depend on the equivalence classes of spin-network states
under y-diffeomorphisms. In particular, a state defined as explained above from
7We use Schwartz’s notation < Φ, Ψ > for the value of the linear form Φ ∈ S′◦ applyed to the
“test” vector Ψ ∈ S◦.
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|C,~j〉 does not depend on the particular positions yk of the cycles, but only on the
number of such cycles and on the spin value associated with each of them. We have
then the s-knot states |~j〉 ≡ |j1, . . . , jK〉 = Pdiff |C,~j〉, which form an orthonormal
basis for the physical Hilbert space. They are solution of the Gauss constraint and
are invariant under all diffeomorphisms. Once the set of s-knots is countable, the
physical Hilbert space is separable.
5.2 Observable
Following the steps of what is done in Loop Quantum Gravity for defining the area
operator, we look for an operator which be diagonal in the spin s-knot basis of the
physical Hilbert space Hphys.
We begin with its construction in the Hilbert space HGauss. We start by defining
an operator Wˆy such that it acts on the wave functionals (5.7) in the following way:
Wˆ iyΨ[Ax] = Ψ0Aˆiyψinv[Ax], (5.19)
To find the explicit form of this operator, let us assume we can split it into two
terms which basically separate the canonical variable dependence from its conjugate
momenta, i.e.,
Wˆ iy = X i[Ax] + Aˆiy, (5.20)
with X a functional of the configuration variables to be defined. Combining this
with (5.19), we get XΨ0 = −AˆyΨ0. One shows easily [16] from the definition of Ψ0
that AˆyΨ0 = (h−1∂yh)Ψ0, where h = h[Ax] is the nonlocal functional (5.6). With
this result we can finally write:
Wˆy = Aˆy − h−1∂yh. (5.21)
The advantage to work with Wˆ iy is that this operator transforms as an SU(2) vector
because it is defined as the difference of two objects that transform like connections,
so it is a good object with which we may construct gauge invariants observables.
Let us calculate the action of Wˆy on the particular spin j wave functional
Ψ(j)(α,A) = Ψ0[Ay]U (j)(α,A), with U (j)(α,A) ≡ R(j)(U(α,A)), (5.22)
corresponding to the holonomy along the y-constant path x = α(s), s ∈ [0, 1] on
Σ, in the spin j representation. Once the result would be proportional to a δ-
distribution, it is more natural to consider the action of the integrated version of
Wˆy along a curve y = β(s) on Σ at x constant, which we define as
Wˆ (β) ≡
∫
dsβ˙(s)Wˆy(x, β(s)). (5.23)
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Its action over the holonomy is non-zero if and only if β and α intersect, with the
result
Wˆ i(β)Ψ(j) =
γ
iκ
Ψ0U
(j)(α1,A)T i(j)U (j)(α2,A), (5.24)
where α1 and α2 are the parts of the curve α before and after its intersection
with β, and T i(j) is the representation matrix of the generator T i. Observe that the
action of Wˆy results in the insertion of this matrix at the intersection point. The
quadratic operator Wˆ 2(β) ≡∑3i=1 Wˆ i(β)Wˆ i(β) acts on the same Ψ(j) as
Wˆ 2(β)Ψ(j) =
γ2
κ2
j(j + 1)Ψ(j), (5.25)
where we have used the fact that the Casimir operator of SU(2) in the spin-j rep-
resentation is given by
∑3
i=1 T
i(j)T i(j) = −j(j + 1)× 1(j).
In order to apply this operator to a general spin network vector, one needs to
introduce a regularization. Similarly to the case of the area operator in D = 3 + 1
LQG [4], a regularization is available for the square root
√
Wˆ 2. The graph C of a
spin network vector |C,~j〉 involves several cycles Cn, n = 1, · · ·N , endowed with spin
jn representations. These cycles cross the path β at different heights yn. Basically,
the regularization scheme consists in subdividing the path β into K segments βk,
k = 1, · · · , K, such that each cycle crosses at most one of the segments βk. For each
of this segments we can compute the action of Lˆk defined as Lˆk ≡
√
Wˆ 2(βk). Then
the total regularized operator is the sum of all pieces:
Lˆ(β) =
K∑
k=1
Lˆk. (5.26)
Thus, when acting over a spin network vector, using the result (5.25) we obtain
Lˆ(β)|C,~j〉 = LC,~j(β)|C,~j〉, with LC,~j(β) =
γ
κ
M∑
m=1
√
jm(jm + 1), (5.27)
where the summation runs over all intersections of the curve β with the graph
C. Note that the eigenvalue LC,~j(β) thus depends on the graph C. The result
is independent of K, i.e., of the refinement of the regularization scheme: it only
depends on the number M of cycles crossing the path β and on their associated
SU(2) representations. This defines a “partial observable” [4], i.e., a self-adjoint
operator in HGauss.
An obvious question is about the possibility of extending the definition of this
partial observable to an observable, i.e., a self-adjoint operator Lˆphys(β) in Hphys.
For any given finite curve β, the answer is no, as we shall see now. A natural
extension of Lˆ(β) as an operator acting in S ′◦, with domain in Hphys, is given by
〈Lˆ′(β)Φ, Ψ′〉 = 〈Φ, Lˆ(β)Ψ′〉, ∀Ψ′ ∈ S◦, (5.28)
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where Φ ∈ Hphys, with Φ = PdiffΨ for some vector Ψ ∈ S◦ according to the definition
(5.17). By linearity, it is sufficient to specialize to elements of the spin network basis
of S◦: Φ→ Φ~j = PdiffΨC,~j for some graph C, and Ψ′ → ΨC′,~j′. We have
〈Φ~j, ΨC′,~j′〉 =
∑
C′′∈[C]
〈ΨC′′,~j|ΨC′,~j′〉 =
{
δ~j~j′ if C
′ ∈ [C],
0 if C ′ /∈ [C], (5.29)
where we have denoted by [C] the y-diffeomorphism equivalence class of the graph
C. The last equality follows from the orthonormality of the spin network basis.
Then, using (5.28):
〈Lˆ′(β)Φ~j, ΨC′,~j′〉 = 〈Φ~j , Lˆ(β)ΨC′,~j′〉 =
∑
C′′∈[C]
〈ΨC′′,~j|Lˆ(β)ΨC′,~j′〉
= LC′,~j(β)
∑
C′′∈[C]
〈ΨC′′,~j |ΨC′,~j′〉 =
{
LC′,~j(β)δ~j~j′ if C
′ ∈ [C],
0 if C ′ /∈ [C],
(5.30)
where we have used the eigenvalue equation (5.27). We remark that, since LC′,~j
depends on the graph C ′ of the spin network vector |C ′,~j〉, argument of the linear
form Φ~j , the s-knot vector |~j〉 is not an eigenvector of Lˆ′(β). Even more, the result,
which should represent the matrix elements of Lˆ′(β) in the s-knot basis (see (5.18)),
is not even y-diffeomorphism invariant.
Let us show however that if, instead of the finite curves β, we consider infinite
curves β∞ = {x, y|x = constant,−∞ < y < +∞}, we arrive at a well defined
observable, i.e., a self-adjoint operator Lˆphys in Hphys. Indeed, first, Eq. (5.27)
becomes
Lˆ(β∞)|C,~j〉 = L~j |C,~j〉, with L~j =
γ
κ
N∑
n=1
√
jn(jn + 1), (5.31)
where the summation runs over all intersections of the curve β∞ with the graph C,
thus leaving an eigenvalue L~j independent of the graph C – provided that the latter
consists of N cycles, with spin atributes ~j = (j1, · · · , jN ). The eigenvalue is also
independent of the position x of the curve β∞, of course. Going to the level of the
physical Hilbert space, we can rewrite (5.30) as a definition of the physical operator:
〈LˆphysΦ~j , ΨC′,~j′〉 = 〈Φ~j , Lˆ(β∞)ΨC′,~j′〉 =
∑
C′′∈[C]
〈ΨC′′,~j|Lˆ(β∞)ΨC′,~j′〉
= L~j
∑
C′′∈[C]
〈ΨC′′,~j|ΨC′,~j′〉 =
{
L~jδ~j~j′ if C
′ ∈ [C],
0 if C ′ /∈ [C],
(5.32)
where Lˆphys is defined from Lˆ
′(β) according to (5.28) with obvious substitutions.
Comparing with (5.29), we get the eigenvalue equations
Lˆphys|~j〉 = L~j |~j〉, (5.33)
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with L~j given by (5.31), which shows that Lˆphys is real diagonal in the s-knots basis
of Hphys, hence defines an observable as announced.
When we restore the full dimensional parameters of the model we obtain
κ =
c3
16πG
√
Λ
. (5.34)
Therefore (5.33) reads
Lˆphys |~j〉 = γ16πlP
√
Λ
N∑
n=1
√
jn(jn + 1) |~j〉, (5.35)
where lP = ~G/c
3 is the Planck length. We can see in these result an important
difference which is the fact that the cosmological constant appears in the formula.
Because of this, Lˆphys(β) is dimensionless, but an operator with dimension of length
can be defined as Lˆphys/
√
Λ which has a spectrum very similar to that of the area
operator in D = 3 + 1 gravity8.
We mentioned before that in Chern-Simons theory the level of the theory (i.e.
the constant in front of the CS action) is quantized by topological arguments when
the underlaying gauge group is compact and simply connected, then we have κ/γ =
ν/(4π~), with ν ∈ Z. Therefore the last equation can be rewritten as
Lˆphys |~j〉 = 4π
ν
N∑
n=1
√
jn(jn + 1) |~j〉. (5.36)
This quantization rule can also be interpreted as a quantization rule of the three
fundamental constants of the theory:
4γ
√
ΛlP =
1
ν
, ν ∈ Z, ν 6= 0. (5.37)
5.3 Classical Limit of the Observable Lˆphys
The obvious question is which classical object corresponds to Lˆ(β) or Lˆ(β∞). It is
clear that the limit K → ∞ of the classical counterpart of the sum (5.26) is the
Riemann sum of of the integral
L(β) =
∫
dsβ˙
√√√√ 3∑
i=1
W iyW
i
y =
∫
dsβ˙
√
−2Tr(Ay − h−1∂yh)2, (5.38)
8With the difference that in D = 3 + 1 gravity the area operator is only a partial observable,
not even invariant under the space diffeomorphisms [4]
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which reinforces the analogy with the D = 3 + 1 area operator.
We are going now to show that, for a finite curve β, and hence for the curve β∞
in the limit, the classical gauge invariant quantity Lˆ(β) is vanishing. In order to
show this, let us first rewrite the CS connection A = Aadxa as
A = Λ−1dΛ + (Ax − Λ−1∂xΛ)dx,
where Λ is defined as a functional of Ay by the equation Λ−1∂yΛ = Ay. This
shows that the connection is gauge equivalent to A = Edx, where E = Λ(Ax −
Λ−1∂xΛ)Λ
−1. Aplying now the classical Gauss constraint (4.6), we obtain that the
function E is independent of y, and thus the connection is gauge equivalent to
A = E(x)dx. (5.39)
As a corollary, in the gauge where the latter equation holds, we have Ay = 0. From
its definition (5.6) as a functional of Ax, we infer that h[Ax] is independent of y in
this gauge. ThenWy, as defined by the classical version of (5.21), is vanishing. Since
the classical quantity L(β) defined by (5.38) is gauge invariant, we finally conclude
that L(β) = 0, hence L(β∞) = 0 in the limit, as announced. We are thus lead to
the conclusion that the non-triviality of the quantum observable Lˆphys(β) is a purely
quantum effect.
Remark. That the gauge invariant local object L(β) = 0 be vanishing should be
expected, since a topological theory is chacterized by the absence of local invariant
observables. In the limit of the curve β going to infinity, follows the vanishing of
L(β∞), although the latter is in fact global
9.
6 Concluding remarks.
The origin of the Barbero-Immirzi ambiguity γ in Chern-Simons formulation of 3d
Gravity lies in the fact that it is possible to define two non-equivalent inner products
in the algebra of the SO(3, 1) group. Let’s notice, however, that in 4d gravity the
gauge group is usually taken as that of local Lorentz transformations, whereas in
this case of 3d gravity, it is that of local Lorentz transformations and translations
(Poincare´, de Sitter or anti-de Sitter group). Therefore, it is expected a qualitative
departure in the interpretation of γ in both contexts – although both gauge groups
have the same dimension, namely six.
We have elaborated a detailed analysis of the Λ > 0 sector of the theory, where we
have succeeded to reduce the de Sitter SO(3,1) gauge group to its compact subgroup
SO(3) thanks to a suitable axial gauge fixing. We note that our results also apply
9It could a priory depend on the position x of the curve β∞, but the vanishing of the curvature
Fab and the non-Abelian Stoke theorem [17] allows to show easily that L(β∞) is independent of x.
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to Riemannian gravity with negative cosmological constant, where the gauge group
is de Sitter SO(3,1), too. The case of Lorentzian gravity with Λ < 0 is not quite
different, but technical difficulties to quantize the model are expected because the
SO(2, 2) group would only be reduced, by the same procedure, to a non-compact
subgroup SO(2,1).
We have thus obtained a notable reduction of the model. Specifically, in the
positive Λ case, we have got a Chern-Simons theory with an SU(2) gauge group.
This result, in particular the compactness of the residual gauge group, opened the
way to the LQG quantization of a D = 2 + 1 Lorentzian gravity theory.
Specializing to the particular case of a 2-dimensional space manifold with the
topology of a cylinder, we have applied a recent LQG quantization scheme of the
resulting CS theory [12] which yields a physical separable Hilbert space with a s-
knot basis labeled by spin arrays ~j = (j1, · · · , jN ). We have constructed a global
observable Lˆphys, diagonal in that basis, with a spectrum very similar to that of the
partial observable “area” in D = 3 + 1 gravity.
Finally, despite of the non-triviality of the quantum observable Lˆphys, we have
found that its classical counterpart L(β∞) is trivial, indeed null. We have related
this result to the fact that a non-zero L(β∞) would be the limit of a local gauge
invariant quantity, hence of a classical local observable, L(β), and the existence of
the latter would be in contradiction with the topological nature of the theory. Thus
the observable Lˆphys together with its spectrum appear as a purely quantum effect.
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