system transitions to the shoot (Beentje, 2010) . Root crown phenes such as nodal root number (York et al., 2013; Gao and Lynch, 2016; Slack et al., 2018) and growth angle (Wasson et al., 2012; Trachsel et al., 2013; York et al., 2015; Slack et al., 2018) have been widely reported to correlate with crop above-ground biomass or grain yield performance. The work of Grift et al.
(2011) may be the earliest published example of root crown phenotyping in a high-throughput capacity. Root crown phenotyping was widely popularized as "shovelomics" in the work of Trachsel et al. (2011) using visual scoring. While the term "shovelomics" is popular, the extent of its definition are not clear and debate exists whether it only refers to methods based on root crown washing and visual scoring in maize or to other protocols. Therefore, "root crown phenotyping" is proposed as less ambiguous and broadly applicable, as defined above. Root crown phenotyping has been used to enhance the understanding soil resource acquisition by roots of soybean, legume, cowpea, corn and wheat (Trachsel et al., 2010; Colombi et al., 2015; York et al., 2015; York and Lynch, 2015; Burridge et al., 2016; Maccaferri et al., 2016; York et al., 2018) .
In order to standardize measurements and increase throughput, image-based phenotyping of crop root crowns has become the standard procedure. The unique steps of image-based phenotyping are acquiring the image and analyzing the image, which are of equal importance with regards to creating a reproducible and reliable protocol. The first example of image-based root crown phenotyping used a custom imaging booth with vision cameras controlled by MatLab and image analysis in MatLab that provided two measures, fractal dimension and top root angle (Grift et al., 2011) . The Digital Imaging of Root Traits (DIRT) platform included recommendations for imaging using a DSLR consumer camera that attempted to relax the requirements and focuses on a free cloud-based image analysis pipeline, though a Linux installation is possible (Bucksch et al., 2014; Das et al., 2015) . The Root Estimator for Shovelomics Traits (REST) platform included an imaging 'tent,' DSLR consumer camera controlled using the manufacturer's software, and a MatLab executable requiring the free MatLab runtime for image analysis (Colombi et al., 2015) . The Multi-Perspective Imaging Platform (M-PIP) includes five point-and-shoot cameras along a 90 ° arc in an imaging box, command line camera control software for Linux, and MatLab scripts for image analysis (Seethepalli et al., 2018) . The cloud-based platform of DIRT requires uploading potentially thousands of root images, which is time consuming, and then downloading the data, and the lesscontrolled imaging-protocol leads to segmentation failures. The REST platform provides controlled imaging conditions, though not with optimal ergonomics, and the MatLab implementation doesn't include root length. M-PIP requires knowledge of Linux, difficult segmentation of roots form the background using color information, and access to MatLab software. While all these platforms have advanced the field of root crown phenotyping, none are completely optimized for imaging, image analysis, and data processing.
The aim of this study was to develop a phenotyping platform for both high throughput image acquisition and image analysis of root crowns from the field. The imaging hardware is ergonomic for the user, reproducible in any lab, and affordable. The imaging software is the first of its kind optimized for plant phenotyping and usability. The image analysis software is extremely fast, reliable, fully automated, and has a 100% success rate when used with images from the hardware platform. Together, these developments represent an elegant solution for root crown phenotyping, and serve as a benchmark for other plant phenotyping systems.
RESULTS

An integrated hardware and software platform for accelerated phenotyping and knowledge generation
The RhizoVision Crown hardware and software platform represents a state-of-the-art phenotyping solution in root biology, and more broadly a useful benchmark for other phenotyping platforms. The primary focus has been on optimizing the stages of sample loading, recording sample identification, image acquisition, image analysis, and data analysis. A second consideration has been assuring the platform could be used by as many researchers as possible by developing open hardware that can be built by most organizations and free software that is ready-to-run on the widely available Windows operating system with little technical knowledge.
In order to ensure reproducible imaging of crop root crowns that would allow 100% success rates during image analysis, a backlit solution was chosen. An LED flat panel is mounted behind where the root crown is placed and a monochromatic machine vision camera faces the light panel and is focused on the root crown. Root crowns are loaded by attaching to a clip that is affixed to a board. This board fits into an indentation on top of the instrument as to ensure root crowns are loaded into consistent positions and a handle allows the board to be lifted up for replacing the root crown (Fig. 1A ). This setup ensures that all images acquired have a white background, with the captured root crown silhouette being primarily black and dark grey (greyscale).
The camera attaches via USB to a laptop computer, and this single cable provides both power and data transfer (Fig. 1C) . The RhizoVision Imager software (Fig. 1B) connects to the camera and provides a live view, allows modifying camera settings, saves setting profiles, and acquires images (Seethepalli and York, 2019) . Sample identifications (file names) can be typed in for single shots, or a barcode reader can be used for greater throughput and accurate tracking of sample identity. The barcode setting allows image acquisition to be triggered after a barcode label is scanned and saves the resulting image with the encoded identification. After image acquisition, the root crown is replaced and the process repeated, with throughputs achievable of at least 6 root crowns per minute if previously excavated and cleaned. The dependencies of the Imager software are use of Basler machine vision cameras and installation of the freely available Pylon runtime from the camera manufacturer. All RhizoVision software described are opensource, designed for Windows 10, and do not require installation (just download and run the executable).
Once images are acquired, a separate software named RhizoVision Analyzer ( Fig. 2A ) is used for batch image analysis (Seethepalli and York, 2019) . The user simply provides the directory containing the images, an output directory for generated data, and a greyscale thresholding level for segmenting roots from the background before pressing "Start". Additional options include saving segmented images and feature images that overlay the features on the segmented image for use in publications and presentations. For the numerical output, pixel units can be converted to physical units if the user supplies the pixels per millimeter. Finally, the diameter ranges for fine, medium, and coarse roots can be defined by the user. The output directory includes a data file with a column for the sample names followed by the 27 extracted measurement columns, and a separate metadata file that stores the user-defined options. The Analyzer software has no additional dependencies to run.
The hardware platform optimizes image acquisition of root crowns to increase throughput and ensure successful image processing. A high level of image quality is achieved with approximately $1,200 USD of hardware that can be assembled by most laboratories, including the aluminum profiles, plastic panels, LED panel, camera, and lens but excluding a laptop computer. The RhizoVision software are free, open-source, and can be used independently of the imaging box assembly. The Imager software coupled with the imaging box assembly however provides unparalleled ease-of-use in producing reproducible high quality root images that is the first of its kind optimized for plant phenotyping. The Analyzer software can process each image in a fraction of a second on consumer laptop computers and the data output is in a format ready for data analysis pipelines. This integrated platform has transformative potential for root biology and serves as a benchmark for other integrated hardware and software platforms (Lee et al., 2018) .
Physical calibration
In order to ensure that the correct physical units were generated by the RhizoVision Analyzer software, copper wires of known diameters ranging from 0.2 -2.57 mm were scanned with a flatbed scanner at 600 DPI and the correct pixels per mm conversion was supplied to Analyzer.
Regression of the computed diameters versus caliper-measured diameters showed nearly exact correspondence (y = 0 + 1 x, R 2 = 0.99, p < .01) which indicates the physical units provided by
Analyzer are accurate when the user supplies the correct pixels to mm conversion (Fig. 3) .
Validation using simulated root system images
To validate the diverse measures generated by the Analyzer software, 10,464 simulated images of dicot and monocot root systems from Lobet et al. (2017) were processed (elapsed time 1 hour 7 mins 3.7 Ghz, 16 Gb] ). The RhizoVision Analyzer data was correlated with the simulated ground truth data and RIA-J descriptor data (outlined in Lobet et al., 2017) .
Several root features found in common across the datasets were compared (Fig. 4) . The ground truth total root length was under-estimated by Analyzer (y = -.5 + 1.5 x, R 2 = 0.75, p < .01) (Fig.   4A ), which is to be expected as the original simulated roots were three-dimensional but the processed images are flattened to two dimensions. The descriptor length provided was similar to the Analyzer length (y = -.1 + 0.97 x, R 2 = 0.99, p < .01) (Fig. 4B ), indicating that Analyzer performs similarly to the previously-used software. Tip number (y = -11 + 1.1 x, R 2 = 0.99, p < .01) (Fig. 4C) , root crown area (y = .2 + 0.96 x, R 2 = 0.98, p < .01) (Fig. 4D) , root crown maximum width (y = -5.1 + 0.99 x, R 2 = 0.99, p < .01) (Fig. 4E) , and root crown maximum depth (y = -5.7 + 1 x, R 2 = 1, p < .01) (Fig. 4F ) all indicate that Analyzer extracts phenes that have the same physical units (slopes equal one) and strong correlations with the ground truth and with the phenes extracted from other software.
A tale of two species: comparing root crowns of wheat and soybean
In order to validate the entire hardware and software platform, 3,457 images were acquired of wheat root crowns in Oklahoma and 2,799 of soybean root crowns in Missouri. In Missouri, images were acquired in the field with the imaging system powered by a gasoline generator on the same day the root crowns were excavated. In Oklahoma, images were acquired after wheat root crowns were brought to the lab, stored in a cold room, and imaged within two weeks. In both cases 100% of the root crowns were imaged and successfully processed by the Analyzer software, indicating the hardware provides reproducible images irrespective of plant species that are optimized for image analysis.
For a basic understanding of fundamental differences between the wheat and soybean root crowns, the means and variation were computed (Fig. 5) . Definitions of extracted phenes are outlined in Table 1 . The total root length of wheat and soybean crowns were 3.1 m and 1.7 m, respectively. The number of root tips was 609 for wheat and 370 for soybean. The maximum widths were 79 mm and 123 mm for wheat and soybean, respectively, while maximum depths were 150 mm and 127 mm for wheat and soybean, respectively. This indicates that wheat has a deeper and narrower root system, while soybean has a wide but shallow root system. The area of the convex hull surrounding the roots did not differ substantially, indicating the species have roughly the same ability to occupy a soil volume. However, solidity (dividing the root area by the convex hull area) was 0.27 for wheat and 0.21 for soybean, which indicates that wheat may have a greater forage intensively within the soil volume explored. The median root diameters were 0.79 mm and 1.4 mm for wheat and soybean, respectively. Wheat tends to have many more holes (gaps in the root crown) than soybean with 473 and 120, respectively. However, wheat holes are less than half the size of soybean holes on average at 3.4 mm 2 and 7.5 mm 2 , respectively. Finally, wheat has a steeper-angled root system compared to soybean based on the average orientation of every pixel in the skeleton, with 49.5° and 42.5° respectively from horizontal, which possibly relates to the greater root crown depth observed in wheat. Together, this data suggests that despite substantial variation within species, these two species are fundamentally different for root crown structure, on average.
While univariate phene comparisons indicated differences between wheat and soybean on average, substantial overlap for all the phenes indicates no single phene can distinguish the two species. Principal component analysis was used to identify the major components of phene combinations that maximize the multivariate variation (Fig. 6 ). Principal components (PC) 1 and 2 explained 45.2% and 19.5% of the multivariate variation, respectively. The phenes that loaded most strongly onto PC 1 were size-related phenes such as total root length, perimeter, number of root tips, number of holes, several measures of root areas, and some contribution from diameter measures. PC 2 was dominated by width, convex hull area, and measures of root angles, which are indicators of root orientation. Within this 2D space, wheat and soybean were separated but not completely by either axis, but rather along the diagonal of the two components.
To determine the linear combinations that separate the two species, linear discriminant analysis was employed (Fig. 7) . Overall classification accuracy from the fitted model was 99.7%, indicating the multivariate data can be used to successfully classify the roots of the two species.
The positive loadings onto this single discriminant were dominated by total root length.
However, since length could not entirely discriminate independently, it is offset in the linear combination by negative loadings of perimeter, surface area, and network area, and to a lesser extent by the number of holes and coarse diameter frequency. Note that in the descriptive statistics, while means for most of these phenes are different, there is substantial overlap of the standard error and so any one of these phenes are not capable discrimination independently.
Therefore, linear combination of multivariate data that maximize the separation of classes is a powerful method to classify root crowns from different species with substantial accuracy.
DISCUSSION
Over the past few years, the throughput, reliability, and standardization of root crown phenotyping has been increased using digital imaging and image-based analysis software such as DIRT (Bucksch et al., 2014) , REST (Colombi et al., 2015) , and M-PIP (Seethepalli et al., 2018) .
However, increasing hardware-software integration specifically for root crown phenotyping is promising to further increase of throughput and reliability. Minimizing cost, increasing throughput, and improving reliability are key demands for developing high-throughput root phenotyping platforms. The RhizoVision Crown hardware platform facilitates phenotyping with the end-user in mind by using a backlit approach to capture easily segmented images, a simple clip-and-replace system for exchanging root crowns, and by integration with the RhizoVision Imager software. RhizoVision Imager allows live view so that the user may verify images are high-contrast while framed correctly, stores camera settings, and has a barcode scanning mode that saves images with the sample identification. The backlit approach and use of imaging software optimized for phenotyping are unique compared all other platforms for root crown phenotyping. The improved quality of images captured enable greater accuracy and precision of root crown phenotyping, and simultaneously broaden the metrics used to characterize roots (Topp et al., 2016) . The ergonomics evident in the hardware and control software facilitates high-throughput image acquisition.
Differing from existing root crown phenotyping systems, both RhizoVision Imager and RhizoVision Analyzer are designed to be used by any user on Windows 10. Both provide a graphical interface that is intuitive for new users, can be installed by simply downloading a binary archive to a local directory, and eliminate the need for uploading large files to the cloud before feature extraction like DIRT (Das et al., 2015) . RhizoVision Analyzer was physically calibrated, and extensively validated with 10,464 simulated external images of dicot and monocot root systems with no errors. Excellent agreements were observed between root phenes like length, tip number, root crown area, root crown maximum width and root crown maximum depth extracted using Analyzer and published data of the simulated images. Furthermore, the platform was validated with a phenotypic screen of field excavated root crowns for a wheat and soybean population. Root phenes were extracted using the platform and the averages for each species were used to determine fundamental differences between the two species. Linear discriminant analysis using the obtained multivariate data successfully classified the root crowns of the two species with 99.7% accuracy. The wheat and soybean experiments occurred at two different sites with different soils and are meant to be illustrative of the broad applicability of this system, however the data match trends in the literature, such as the shallow foraging nature of first order laterals in soybean or the smaller diameters of wheat roots. In all these image analyses, In conclusion, the RhizoVision Crown platform is a cost-effective and high-throughput platform that has the potential to democratize access to technologies for root crown phenotyping.
The platform builds upon previous platforms (Grift et al., 2011; Bucksch et al., 2014; Colombi et al., 2015; Seethepalli et al., 2018) by optimizing image acquisition using a backlight and the barcode option, using custom imaging software designed for phenotyping, and use of image analysis software with a simple graphical interface designed for batch processing. All software are free and ready-to-use on the most common operating system, Windows 10. The platform has been validated using ground-truth measures of a simulated dataset and successfully extracted root phenes from field-excavated root crowns of cereal and legume species. The ergonomics of use, the integration of all hardware and software, and the extensive validation tests serve as a benchmark for other plant phenotyping platforms. This technology will increase access to root crown phenotyping as a method to acquire data for genetic mapping, use in breeding programs, and understanding how root phenes can address agricultural sustainability and food security.
MATERIALS AND METHODS
RhizoVision Crown Hardware
The RhizoVision Crown hardware platform ( On the top of the root holder panel a screed door handle was attached for lifting off the instrument. A root crown is clamped onto the holder, and the holder panels is placed in an indentation designed into the top of the imaging box such that root crowns are consistently placed at the desired position. At one end of the imaging box is the LED panel, and on the other is a CMOS sensor monochrome camera (Basler aca3800-um, Graftek Imaging, Inc., Austin, TX).
The camera is connected to a laptop computer USB 3.0 port using a USB 3.0 cable (Micro-B male to A male connectors). For the recommended barcode mode, a USB barcode scanner was also connected to the laptop (Tautronics, Fremont, CA). The imaging software is described in the following section.
RhizoVision Imager
The imaging hardware is controlled by RhizoVision Imager (Seethepalli and York, 2019). (Fig. 1B) . Using the lenses mounted on the cameras, the aperture and focus of the lens can be modified.
The program starts with a live view for a connected camera. If multiple cameras are connected, the live view for each can be changed in the View menu. The live view can be zoomed in and out to view a specific area in the image. To start capturing images from the connected cameras, a directory location needs to be specified in which to save the images. For single shots, the user may enter an image file name. File names of all the captures images are appended by the camera number and by the number of times the image was taken with the same name the camera number. This ensures that the images are not overwritten.
The program also supports barcode reading for designating filenames and image capture.
When a barcode reader is connected to the computer and enabled in Imager, images are captured from all cameras when a barcode is scanned with appended camera number and picture number.
The program has a log window, where all the events are logged for review. This includes logging when a new image is captured, camera devices are refreshed or a barcode scanner is attached.
The camera settings can be saved as profiles in the program, which may then be reused in later experiments or modified with a text editor. The images can be captured as .BMP, .JPEG, .PNG or .TIFF files. RhizoVision Imager was implemented in C++ and the user interface was developed in Qt, a cross-platform GUI toolkit.
RhizoVision Analyzer
RhizoVision Analzyer is designed to quickly analyze the images acquired using the greyscale images from other platforms may also be used. The input image may have irregular edges which may lead to non-existent skeletal structures being created (Fig. 8C) . Hence, the edges of the input image are smoothed so as to remove irregularities along the edge using the Ramer-Douglas-Peucker algorithm (Ramer, 1972; Douglas and Peucker, 1973) . After this procedure, overall shape of a root segment does not change substantially, but the skeletal structure now is simpler and has fewer non-existent lateral roots (Fig.8D, Fig. 8F ).
On each row of the segmented and smoothed image, each pixel transition from background to foreground (plant root pixel) is counted, obtaining a plant root count profile along the depth of the root crown, from which Median and Maximum Number of Roots are determined (Fig. 9) .
Maximum Width and Depth are extracted from this smoothed image (Fig. 9C) . The Network Area of the image is determined by counting the total number of plant root pixels in the image.
Further, a convex polygon is fit on the image and the area of this polygon is noted as Convex Area (Fig. 2C ).
A precise distance transform is computed on the line smoothed image in order to identify the medial axis. The distance transform (Felzenszwalb and Huttenlocher, 2012) of an image is the map of distance of each pixel to the nearest background pixel, here using the Euclidean distance metric (Fig. 9B) . The medial axis is a set of loci on the distance transform that are equidistant from at least two background pixels and is identified from the ridges formed on the distance transform map (Fig. 9) . In order to make a fully connected skeletal structure, additional pixels are added using the connectivity preserving condition from the Guo-Hall thinning algorithm (Guo and Hall, 1989; Lam et al., 1992) and the endpoints of the ridges are connected using the steepest accent algorithm. The contours of the segmented image are identified for determining the perimeter of the plant root image.
Using the generated skeletal structure, topological properties such as the branch points and end points are identified ( 
Statistical Analysis
Statistical analyses were employed by the using R version 3.5.1 (R Core Team, 2018) through RStudio version 1.1.45 (RStudio, 2016) . Principal component analysis was conducted using the 'prcomp' function after scaling and centering the data. The R package 'MASS'
(Venables and Ripley, 2013) was used for linear discriminant analysis after data was standardized for each measurement such that the mean was zero and the within-group standard deviation was 1 in order to interpret loadings. Accuracy was determined by using jackknifed (leave one out) predictions, which helps to control overfitting. The R package 'ggplot2' (Wickham, 2016) was used for data visualization and linear regressions were fit using the lm function. 
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Features extracted Description
Median and maximum number of roots
The number of roots are counted by performing horizontal line scans from left to right in each row through the segmented image. In each of the line scan, we check if there is a pixel value transition from the previous pixel value to the current pixel value on its right side. If the current pixel value changes from 0 to 1, we note that a root is present. The number of roots are recorded from each row of the segmented image and the median and maximum number of roots is determined from these values.
Number of Root Tips
Computed by counting total number of tip pixels in the skeletonized image.
Total root length
Computed by counting the total number of pixels in the skeletonized image.
Depth, maximum width and width-to-depth ratio
The trait values for both depth and maximum width of the root in the segmented image. The ratio of maximum width to depth of the image is noted as width-to-depth ratio.
Network area, convex area and solidity
Network area is the total number of pixels in the segmented image. The convex hull of a geometric shape is minimal sized convex polygon that can contain the shape. The ratio of network area and the convex area is noted as the solidity.
Perimeter
Perimeter is the count of total number of pixels in the perimeter image.
Average, median and maximum diameter
For each pixel on the skeletonized image, the distance to the nearest nonroot pixel is computed and using this distance as radius a circle is fitted. The diameter of the circle at each pixel is noted as the diameter at that pixel. We get the list of diameters from all the medial axis pixels and determine the average, median and maximum diameter.
Volume and surface area
Using the radii determined earlier, the sum of all cross-sectional areas across all the medial axis pixels are noted as volume and the sum of the perimeter across all the medial axis pixels are noted as surface area.
Lower root area
The lower root area is the area of the segmented image pixels that are located below the location of the medial axis pixel that has the maximum radius.
Holes and Average hole size
Holes are the disconnected background components and indicative of root branching and complexity. They can be counted by inverting the segmented image. The average hole size (area) is also calculated. Average Root Orientation For every medial axis pixel, the orientation at the pixel is computed by determining the mean orientation of medial axis pixels in a 40z40 pixel locality. The average of all these orientations is noted as average root orientation.
Fine, Medium, Coarse Diameter Frequencies
From the skeletal image, the medial axis pixels are grouped into fine or coarse roots based on the diameter values at the pixels.
Shallow, Medium, Steep Angle Frequencies
Given the skeletal image, for every pixel in the medial axis, we get the locations of the medial axis pixels in a 40x40 pixel locality and determine the orientation of these pixels in the locality. This orientation is noted for every medial axis pixel. Given these orientations, we calculate the frequency in bins less than 30, less than 60, and less than 90 degrees.
Computational time
The time taken to extract traits for every plant root image.
