This paper analyzes a family of multivariate point process models of correlated event timing whose arrival intensity is driven by an affine jump diffusion. The components of an affine point process are self-and cross-exciting, and facilitate the description of complex event dependence structures. Ordinary differential equations characterize the transform of an affine point process and the probability distribution of an integer-valued affine point process. The moments of an affine point process take a closed form. This guarantees a high degree of computational tractability in applications. We illustrate this in the context of portfolio credit risk, where the correlation of corporate defaults is the main issue. We consider the valuation of securities exposed to correlated default risk, and demonstrate the significance of our results through market calibration experiments. We show that a simple model variant can capture the default clustering implied by index and tranche market prices during September 2008, a month that witnessed significant volatility.
Introduction
The collapse of Lehman Brothers brought the financial system to the brink of a breakdown. The dramatic repercussions point to the existence of feedback phenomena that are channeled through the complex web of informational and contractual relationships in the economy. Lehman was an important node in a network of derivative traders. It had bought and sold default insurance on a large number of firms and was itself a reference entity in countless other insurance contracts. Its downfall triggered payments that forced some insurance sellers into default, leaving the corresponding protection buyers with losses. It also exposed the counterparties to the contracts Lehman itself had written.
This and related episodes motivate the design of models of correlated default timing that incorporate the feedback phenomena that plague credit markets. This paper analyzes a family of computationally tractable self-exciting point processes that can capture event feedback. The future evolution of a self-exciting point process is influenced by the timing of past events and their marks, for example the financial loss they caused. This feature takes account of the direct impact of events. It also generates a dependence structure between arrival rates and losses, a property that is empirically well-documented.
Our stepping stone is the Hawkes process, perhaps the most parsimonious self-exciting point process. The conditional event arrival rate or intensity of a Hawkes process jumps in response to events, and tends toward a target level in the absence of an event. While the Hawkes process is widely used in a range of disciplines, its distributional properties are poorly understood. We develop these properties, exploiting the fact that the twodimensional process consisting of a Hawkes process and its intensity is Markov. The structure of the associated infinitesimal generator leads to a Dynkin formula and closed expressions for the moments of the Hawkes intensity. We show that a transform of the Hawkes process satisfies a certain partial integral differential equation. The solution to that equation turns out to be an exponentially affine function of the initial value of the two-dimensional process, whose coefficients satisfy a system of ODEs. Analysis of the transform leads to ODEs that characterize the probability distribution of a Hawkes process. We obtain closed formulas for the moments of the process.
The transform, distribution and moment formulae generate computational tractability for a range of applications in portfolio credit risk. To illustrate, we use a Hawkes process to model the cumulative loss due to default in a portfolio of firms. The jump times represent default times and the jump magnitudes represent the random losses at default. This formulation captures the impact of a default on the surviving names. It also incorporates the negative correlation between default and recovery rates. The transform formulae facilitate the valuation, hedging and calibration of a portfolio credit derivative, which is a security whose payoff is a specified function of the portfolio loss, and which provides insurance against default losses in the portfolio. An index swap, for example, pays any portfolio losses before the contract maturity. A tranche swap pays a slice of the portfolio loss specified by a lower and an upper attachment point. Our market calibra-tion experiments, which are based on index and tranche price data observed before and after Lehman's collapse, indicate the empirical significance of the self-exciting property of the loss process. The fitting analysis demonstrates that the parsimonious Hawkes process can capture the default correlation implied by credit market rates on each trading day in September 2008, a month that witnessed dramatic volatility. This is a significant improvement over the copula model, which is standard in the financial industry.
The insight into the probabilistic structure of the Hawkes process leads us to consider an extension to a multivariate point process whose intensity is driven by an affine jump diffusion process that represents a vector of stochastic risk factors. The variation of the factors generates diffusive and jump volatility of conditional event arrival rates. The point process itself can be a risk factor so that the point process components are self-and cross-exciting. The basic transform, distribution and moment characterization arguments developed for the Hawkes process extend to this family of affine point processes.
While this article highlights derivatives valuation applications, the self-exciting point processes considered here are also potential tools for the risk management of corporate debt portfolios, for which event feedback and the dependence between default and recovery rates are significant issues. For example, Das, Duffie, Kapadia & Saita (2007) test a bottom-up doubly-stochastic model whose features are similar to those of the models endorsed by the regulatory authorities to estimate portfolio credit risk. They find evidence of historical default clustering in excess of that implied by the model they tested. This suggests that doubly-stochastic models underestimate risk capital. A self-exciting point process model implies a more realistic degree of default clustering. It also accounts for the dependence between default and recovery rates, whose importance is emphasized in Basel II's pillar I guidelines, see Basel Commission on Bank Regulation (2004) .
The remainder of this introduction discusses the related literature. Section 2 develops the distributional properties of the Hawkes process. Section 3 applies these results to the valuation of credit derivatives. Market calibration experiments demonstrate significance of the self-exciting feature and the fit of the Hawkes model. Section 4 provides further parametric examples of multivariate self-and cross-exciting point processes. Section 5 concludes. The appendix contains the proofs.
Related literature
The self-exciting point processes examined in this paper facilitate a top-down approach to portfolio credit risk, in which the portfolio loss process is specified without reference to the constituent names. There are other examples of this approach in the literature. Arnsdorf & Halperin (2008) describe arrivals by a time-changed non-linear death process. Brigo, Pallavicini & Torresetti (2006) model events by a mixed Poisson process and its generalizations. Cont & Minca (2008) describe arrivals by a non-homogeneous Markov chain. Davis & Lo (2001) model events by a piece-wise deterministic Markov process. Ding, Giesecke & Tomecek (2006) consider a time-changed linear birth process as a model of arrivals. In Longstaff & Rajan (2008) , defaults are driven by independent Poisson processes that model idiosyncratic, sector specific and economy-wide events. The family of loss processes proposed in this paper is distinct from, or in some special cases encompasses, the models introduced in these contributions. This paper features multivariate, interacting point processes with stochastic recoveries, and correlated arrival and recovery rates. Calibration experiments establish the fit of a basic model variant to the market data during the market turmoil in the fall of 2008.
In an alternative bottom-up model design, the default intensity of each portfolio constituent are the primitives. The dependence among firms must be built into the singlename models. An example is a doubly-stochastic setting in which firm intensities are driven by common factors, as in Duffie & Gârleanu (2001) , Eckner (2007) , Kou & Peng (2009 ), Papageorgiou & Sircar (2007 and others. Conditional on the factors, inter-arrival times are independent. A second example is a setting with interaction, in which a default triggers a response in the intensities of the surviving firms. In Giesecke & Weber (2006) and Jarrow & Yu (2001) , this response is exogenous. In the "frailty" models of CollinDufresne, Goldstein & Helwege (2003) , Duffie, Eckner, Horel & Saita (2008) and others, the response is the result of learning from default. A third example is a setting in which dependence between issuers is imposed by a copula function, as in Bassamboo, Juneja & Zeevi (2008) , Chen & Glasserman (2008) , Glasserman & Li (2005) and others.
The top-down specification of the portfolio loss process generates computational advantages for portfolio derivatives valuation. Constituent name hedging requires the sensitivities of the portfolio derivative price with respect to changes in the prices of the single-name derivatives referenced on the constituents. The sensitivities determine the amount of single-name protection on each portfolio constituent to be bought or sold in order to neutralize portfolio derivative price fluctuations due to small changes in the constituent risks. Giesecke, Goldberg & Ding (2005) develop a random thinning approach to estimate these hedges for a given portfolio loss process. They demonstrate the feasibility and effectiveness of this approach for the Hawkes process analyzed here.
Hawkes process
Consider a sequence of default stopping times 0 < T 1 < T 2 < . . . that are defined on a complete probability space (Ω, F, P ) with right-continuous and complete information filtration F = (F t ) t≥0 . The nature of the probability measure P depends on the application. In risk management applications, P is the actual or statistical measure. In valuation applications, P is a risk-neutral pricing measure, relative to which the discounted price of a traded security is a martingale. The financial loss at T n is given by a random variable n ∈ F Tn . The sequence (T n , n ) generates a non-explosive default counting process N given by N t = n≥1 1 {Tn≤t} and a loss point process L defined by L t = n≥1 n 1 {Tn≤t} .
We propose to specify the processes N and L directly through a conditional arrival rate or intensity λ, and a distribution ν on (0, ∞) for the loss n at an event. We assume that the jump transform e cz dν(z) exists and is finite for complex c, and admits a finite derivative ze cz dν(z). The intensity follows a strictly positive stochastic process that describes the conditional mean default rate in the sense that E(N t+∆ − N t | F t ) ≈ λ t ∆ for small ∆ > 0. This means that N − · 0 λ s ds is a local martingale relative to P and F. The process followed by λ completely determines the conditional distribution of N . We analyze a family of models for λ whose features are empirically motivated.
Empirical motivation
Empirical observation dictates the properties of the stochastic process followed by λ. Most importantly, λ must replicate the clustering of defaults seen in Figure 1 , which is due to the dependence of the default times T n . The dependence is a result of the sensitivity of firms to common economic risk factors that vary stochastically through time. It is also caused by the informational and contractual linkages between firms, which provide a channel for the propagation of financial distress from one firm to another. The existence of these feedback phenomena is indicated by the ripple effects associated with the default of Lehman Brothers on September 15, 2008, and is further empirically documented in Azizpour & Giesecke (2008) , Collin-Dufresne et al. (2003) , Duffie et al. (2008) , Jorion & Zhang (2006) , Longstaff (2008) and others. We propose to model the impact of a default on the other firms by ramping up the intensity at an event. This amounts to including the default process itself as a risk factor influencing the intensity.
Another important empirical feature is the negative correlation between default and recovery rates. During periods with elevated default rates, creditors tend to recover less at a default than during periods with relatively few defaults. While documented by Altman, Brady, Resti & Sironi (2005) and many others, this property has been largely ignored in a theoretical literature that is focused on modeling default timing. We propose to capture this property by modeling the magnitude of the response of the intensity to a default as a linear function of the realized loss at an event. The larger the loss, the larger the impact of an event on the other firms, and the bigger the increase of the intensity at an event.
Specification
We examine a basic intensity model that incorporates the features described above. We suppose events arrive with intensity λ given by
The first to default intensity u(t) = c + e −κt (λ 0 − c) is a deterministic function of time, c > 0, λ 0 > 0 and the impact of a loss on the intensity is governed by the function with κ ≥ 0 and δ ≥ 0. As illustrated in the sample path of (λ, L) shown in Figure 2 , the randomness in the default rate is driven by two sources of uncertainty: the timing of events and the recovery at these events. At a default, the intensity ramps up by the realized loss scaled with the sensitivity parameter δ. The lower the recovery the higher the jump of the default rate. The impact of an event decays exponentially over time with rate κ. The reversion level is c. It follows that defaults are positively self-affecting, or self-exciting. Further, default and recovery rates are negatively correlated. Despite its parsimony, in Section 3.3 below we show that the basic model (1) is very effective at replicating the clustering of defaults implied by market prices.
The intensity λ governs the common event times of N and L. While the jumps of the default process N are unit-sized, the jumps of the loss process L are drawn from the distribution ν on (0, ∞) of loss given default. The two dimensional process J = (L, N ) is a Hawkes process, see Hawkes (1971) and Hawkes & Oakes (1974) . Variants of the Hawkes process have been applied to a range of problems in science and engineering, see Daley & Vere-Jones (2003) . They have only recently been used in financial economics. For example, Bowsher (2007) fits different Hawkes models to security trade data. Surprisingly, despite these applications, the distributional properties of Hawkes type processes have not been thoroughly studied. We establish these properties below, and extend the Hawkes process to a broad family of self-exciting point processes.
We note two special cases. If κ = 0 in the specification (1), then λ is constant between events so J is a linear birth process. If δ = 0, then J is a Poisson process whose intensity u(t) evolves deterministically through time, and whose inter-arrival times are independent. Figure 3 contrasts the sample paths of the Poisson and Hawkes processes. It shows how the self-exciting property of the Hawkes process generates arrivals that are over-dispersed relative to Poisson arrivals. The resulting event clusters are strikingly similar to those of the empirical default process in Figure 1 . The parameter δ in (1) allows us to directly control the frequency of these clusters. The parameter κ governs their magnitude. While the Hawkes process induces clustered arrivals, it does not explode, and therefore the integral A t = t 0 λ s ds is finite for all t. To see this, it suffices to consider the case κ = 0, when λ has non-decreasing sample paths. Then N is a linear birth process, which is non-explosive and integrable. From this we can conclude that N t is integrable also in the case κ > 0. This, in turn, implies that A t is integrable, and that the compensated local jump martingale M = N − A is a martingale. To see this, we can appeal to Corollary 3 in Chapter II.6 of Protter (2004), which implies that M is a martingale if its quadratic variation is integrable. But the quadratic variation of M is equal to N . Further, we obtain that E(M 2 t ) = E(N t ) = E(A t ).
Dynkin formula
While the process J itself does not have the Markov property, the process Y = (λ, J) is a Markov process in a state space D = R + × (R + × N). Consider the operator D, acting A bar indicates the number of arrivals in a given year. While the Poisson arrivals are evenly distributed over time due to the order statistics property, the Hawkes arrivals are clustered thanks to the self-exciting property. For the Hawkes process c = λ 0 = 1, κ = 1.5, δ = 2 and the loss at default has a uniform distribution ν on {0.4, 0.6, 0.8, 1}. The Poisson process is the special Hawkes process for which δ = 0 so that λ t = u(t). We choose c = λ 0 = 10.57 to match the expected number of Hawkes events over 30 years.
We provide an integrability condition guaranteeing that D is the infinitesimal generator of Y . The generator describes the time evolution of the process over an infinitesimal time period and leads to a useful formula for expectations of functions of Y .
Proposition 2.1. Let g : D → R be a function with continuous partial derivative g λ (λ, x) such that the variable
is integrable for each t. Then the operator D is the infinitesimal generator of the Markov process Y = (λ, J) , and for t ≤ T we have a Dynkin formula
Proposition 2.1 provides a formula expressing the conditional expectation of a general function g of the Markov process Y = (λ, J) in terms of the infinitesimal generator (3). This formula is useful for functions g for which the expectation of (Dg)(λ s , J s ) can be calculated. We exploit it to obtain explicit formulas for the first and second moments of the intensity. Consider the function g(λ, x) = λ, which satisfies the integrability condition (4) of Proposition 2.1. We calculate
where µ = δ − κ and = zdν(z) is the expected loss at default. Letting m(t) = E(λ t ), equation (5) implies that
In other words, the mean intensity solves the ordinary differential equation m (t) = κc + µm(t) with initial condition m(0) = λ 0 . The solution is
provided that µ = 0. Equation (7) shows that for µ > 0, the mean intensity grows exponentially (without bound) in time. For µ → 0, the mean intensity grows linearly with time as lim µ→0 E(λ t ) = λ 0 + κct. For µ < 0, the mean intensity decays exponentially with time to the long-run mean
We apply a similar argument to the function g(λ, x) = λ 2 to show that the second moment v(t) = E(λ 2 t ) solves the ordinary differential equation
with initial condition v(0) = λ 2 0 , where ρ = 2κc + δ 2 z 2 dν(z). Here, we assume that ν has finite second moment. For µ = 0, the solution to equation (9) is given by
We conclude that for µ < 0, the long run variance of the intensity satisfies
Proposition 2.1 can be applied to the function g(λ, x) = v · (x n 1 , x n 2 ) to find a formula for the nth moment of J t . For example, E(v · J t ) = v · ( , 1) t 0 m(s)ds with m(t) given by equation (6), a formula that is foreshadowed by the more fundamental local martingale property of the compensated jump process N − · 0 λ s ds, which implies that E(N t ) = t 0 E(λ s )ds. This argument does however not immediately lead to an explicit formula for higher order moments of J t . Below, we calculate a transform of J, which has a wide range of applications, and which can be differentiated to obtain the moments of J.
Transform
Along with the distribution ν of the loss at default, the intensity specification (1) determines the distribution of the processes N and L. We develop a formula for a transform of the point process J = (L, N ) that includes as special cases the Laplace and Fourier transforms. The transform can be inverted to obtain the corresponding distribution.
Let u ∈ C 2 − , the set of tuples of complex numbers with non-positive real part. Express the conditional transform E(exp(u · J T ) | F t ) as f (t, λ t , J t ) for some complex-valued function f on [0, T ] × D. For f (t, λ t , J t ) to be a martingale, its drift must vanish. This means that f must satisfy the partial integral differential equation
with boundary condition f (T, λ, x) = exp(u · x), where (Df )(t, λ, x) is obtained by applying the generator D to the real and imaginary parts of f (t, ·, ·). This PIDE reduces to a system of ordinary differential equations when f is taken to be an exponentially affine function of λ and x. This argument is made precise in the next result.
Proposition 2.2. The transform of the point process J = (L, N ) is given by
where t ≤ T , u ∈ C 2 − and the coefficient functions a(t) = a(u, t, T ) and b(t) = b(u, t, T ) satisfy the following ordinary differential equations:
with boundary conditions a(T ) = b(T ) = 0, where θ is the jump transform
The argument behind Proposition 2.2 immediately extends to more general functionals of Y = (λ, J) . For example, the argument leads to the transform of the vector Y , not just its component J. Section 4 covers this extension in a more general setting with multiple stochastic risk factors driving the intensity λ of J. We then obtain the joint transform of the point process and the risk factors. This yields, in particular, the transform of the intensity of the point process.
In some cases the ODEs (13) and (14) can be solved analytically, for example when κ = 0 and J is a birth process. In the general case, the ODEs are quickly solved numerically, using the Runge-Kutta algorithm for example.
Moments
By differentiating the conditional transform of J with respect to u and evaluating the derivative at u = 0, we find the conditional expectation
for v ∈ R 2 and t ≤ T , where the functions A(t) = A(u, t, T ) and B(t) = B(u, t, T ) satisfy
with boundary conditions A(T ) = B(T ) = 0. The derivative of the jump transform is
and a(t) and b(t) satisfy the equations (13) and (14) and the relevant boundary conditions. Since u = 0, we can choose a(t) = b(t) = 0. Under mild assumptions on the distribution ν (continuity of θ (c) suffices), this solution is unique and equation (17) simplifies to
where = zdν(z) is the expected loss at default. Provided that µ = δ − κ = 0, we obtain the following explicit solutions:
For µ = 0, the mean number of events takes the form
where c 1 = (κc + µλ 0 )/µ 2 and c 2 = −κc/µ. If κ = 0 and N is a birth process, then E(N t ) grows exponentially in t at rate δ > 0. If κ > 0, then the growth of E(N t ) is determined by the sign of µ. If µ > 0, then we have exponential growth at rate µ that is counteracted by linear decay at rate c 2 . If µ < 0, then we have linear growth at rate c 2 = lim t→∞ E(λ t ) that is counteracted by exponential decay at rate µ.
Higher order conditional moments of J T can be calculated similarly, by successively differentiating the transform. Thus, we obtain a closed form expression for conditional expectations of the form E(f (J T ) | F t ), where f : R + × N → R is an integrable function that is polynomial. We can estimate the conditional expectation E(h(J T ) | F t ) for any continuous, integrable function h on R + × N by approximating h with f .
Transform inversion
The transform of J T can be inverted using Fast Fourier Transform techniques, to obtain the conditional distribution given F t of N T and L T for all future dates T . The distribution of N T can also be obtained directly. Proposition 2.2 implies that the conditional probability generating function of the Hawkes process takes the form
for v ∈ (0, 1) and t ≤ T , where the coefficient functions
satisfy the ordinary differential equations
with boundary conditions c(T ) = d(T ) = 0. Equations (23)- (24) determine the distribution of the Hawkes process. Expansion of the left hand side of equation (22) into a power series shows that for n = 0, 1, 2, . . .
In practice, the calculation of these probabilities calls for the solution of a system of ODEs derived from equations (23)-(24). In case n = 0 we get
where the functions D(t) = d(0, t, T ) and C(t) = c(0, t, T ) satisfy the ODEs
with boundary conditions C(T ) = D(T ) = 0. We obtain the formula
provided that κ > 0. Note that the probability (27) of no events during (t, T ] does not depend on the clustering parameter δ. It agrees with the probability of no events during (t, T ] for a time-inhomogeneous Poisson process with intensity u(t) = c+(λ 0 −c) exp(−κt). This is because between events, the Hawkes intensity (1) is deterministic and governed by the function u(t).
For n ≥ 1 the probability (25) depends on the clustering parameter δ. Using Faà di Bruno's formula, we get
where the sum is over all n-tuples (m 1 , . . . , m n ) of non-negative integers that satisfy the constraint m 1 + 2m 2 + · · · + nm n = n and the functions
with boundary conditions
can be calculated by another application of Faà di Bruno's formula:
and the sum is over all k-tuples (m 1 , . . . , m k ) of non-negative integers that satisfy m 1 + 2m 2 + · · · + km k = k. The equations (29) and (30) are solved numerically unless δ = 0, in which case N is a time-inhomogeneous Poisson process with intensity u(t). Klimko (1973) provides a fast algorithm for the calculation of the summands in Faà di Bruno's formula, which can be applied to treat the computation of (28) and (31) efficiently.
Valuation
Index and tranche swaps are based on a portfolio whose n constituent securities have a notional 1, maturity date T and premium payment dates (t m ). The loss at default n ∈ [0, 1]. The swap is specified by a lower attachment point K ∈ [0, 1] and an upper attachment point K ∈ (K, 1]. An index swap has attachment points K = 0 and K = 1. The swap notional K = n(K − K). The protection seller covers portfolio losses as they occur, given that the cumulative losses are larger than K but do not exceed K. The cumulative payments at time t, denoted U t , are given by the "call spread"
The value at time t ≤ T of these payments is given by
where, here and below, the reference measure P is a risk-neutral pricing measure with respect to an interest rate r > 0. By Stieltjes integration by parts, we can conveniently express the value D t in terms of conditional expectations of U :
The protection buyer receives the loss payments, and in return, makes premium payments to the protection seller. Each premium payment has two parts. The first part is an upfront payment, which is expressed as a fraction F of the tranche notional K. For an index swap, F = 0. The second part consists of payments that are proportional to the premium notional I t , which is given by n − (N t ∧ n) = n + (N t − n) + − N t for an index swap and K − U t for a tranche swap with K < 1. Let c m be the day count fraction for the period m, roughly 1/4 for quarterly payments. Then, with S denoting the running premium rate, the value at time t ≤ T of the premium payments is given by
For a fixed upfront rate F , the running spread S t at time t is the solution S = S t to the equation D t = P t (F, S). Setting D t = P t (F, S) for a fixed S gives a value F = F t for the time t upfront rate F t . Formulae (34) and (35) indicate that these rates depend only on call options E((v · J s − c) + | F t ) with various strikes c, maturities s ∈ (t, T ], and values v ∈ {(0, 1) , (1, 0) }. Thus, to value a swap we need only calculate the values of options on N and L. One approach to calculate these values is to integrate the option payoff function (x − c) + against the point process distribution. The latter is obtained by inverting the point process transform in Proposition 2.2. In the case of N , the inverse transform is given by formula (25). Alternatively, we can invert the transform of the option price, which is a function of the transform of the point process and that of the payoff function, see Lee (2004) . We may also apply the saddlepoint approximations developed by Glasserman & Kim (2008) for affine jump diffusion models. These are applicable here since the transform of J s is an exponentially affine function of the intensity.
If the distribution of J s is light-tailed, then for the relatively large n in practice,
+ may be well approximated by the distribution of v · J s for v ∈ {(0, 1) , (1, 0) }. In this case, the value E((v · J s − n) + | F t ) is negligible, and the index swap spread depends only on E(v · J s | F t ). Thus, thanks to formula (16), we obtain an approximate closed formula for the index swap spread.
Numerical examples
We provide numerical examples of index and tranche rates to develop some intuition for the model parameters. Based on the approximate index swap spread formula, the left panel of Figure 4 shows the index swap spread S 0 as a function of the maturity date T , for each of several values of the clustering parameter δ. For δ = 0, the portfolio loss process is a compound Poisson process, which generates a flat spread term structure. All else fixed, the higher δ, the more frequent the event clusters, the higher the spread and the steeper the term structure. The right panel of Figure 4 shows the T = 5 year index swap spread as a function of δ, for each of several values of the decay rate κ. For κ = 0, the portfolio loss process is a compound birth process. All else equal, the higher κ, the faster the impact of an event decays, and the smaller the chance of large losses.
The tranche swap rate increases with maturity and decreases with seniority. An increase in the lower attachment point, K, leads to greater subordination (that is, buffer capital) available to the protection seller, who covers only the losses in excess of K. The left panel of Figure 5 shows the upfront tranche swap rate 2 F 0 as a function of the clustering parameter δ for each of several sets of standard attachment points, assuming the running spread S 0 = 0. The sensitivity of the tranche rate to δ increases with the seniority of the tranche. This is because senior tranches are most exposed to default clustering, the frequency of which is controlled by δ. The bigger δ, the fatter the tail of the portfolio loss distribution. Since relatively few defaults suffice to wipe out the subordinated tranches, the frequency of clusters is less relevant for the pricing of these tranches. The right panel of Figure 5 shows the upfront tranche rate as a function of the volatility of the loss at default n . The sensitivity to the volatility of the loss increases with seniority.
Market calibration
We perform market calibration experiments to illustrate the empirical importance of the self-exciting feature. To this end, we fit the parameters of the specification (1) from This month witnessed significant volatility due to the demise of Fannie Mae and Freddy Mac on the 8th, the default of Lehman Brothers on the 15th, the collapse of American International Group on the 16th, the problems appearing at Morgan Stanley on the 18th, and the default of Washington Mutual on the 25th. The swap market rates are for the T = 5 year maturity, and are obtained from UBS. They reference the CDX High Yield portfolio, which consists of 100 equally weighted names of relatively low credit quality. The tranches have attachment points (0, 10%), (10%, 15%), (15%, 25%) and (25%, 35%). Thus, together with the quote for the index contract, we have 5 quotes per calibration date, from which we fit the parameter vector θ = (c, κ, δ, λ 0 ). In accordance with market practice, we assume that the distribution of the loss at default ν = δ 0.6 . The risk-free rate of interest r is set to 5%. Swap premium payments are made quarterly. Using a gradient-based method, we numerically solve the nonlinear optimization problem Figure 5: Upfront premium rate for protection against default losses in a tranche of a portfolio of 100 equally weighted securities as implied by the model specification (1). We assume the running spread is equal to zero. The maturity T = 5 years. We set λ 0 = c = 1 and κ = 1. The risk-free rate r = 5%. Left panel : Tranche upfront rate as a function of the clustering parameter δ, for each of several sets of standard attachment points. The loss at default n is uniformly distributed on {0.24, 0.96} with expectation = 0.6. Right panel : Tranche upfront rate as a function of the volatility of the loss at default n , for each of several sets of standard attachment points. The expected loss at default is 0.6. The clustering parameter δ = 1.
of parameter values drawn from a uniform distribution over the parameter space Θ, and is repeated for each of 100 independent draws. The optimal parameter vector θ * is the solution to (36) with the minimum objective function value among all 100 runs.
The index and tranche swap pricer and the optimization are implemented in Matlab. The ODEs (13)- (14) determining the point process transform (12) are solved numerically using the Runge-Kutta method. The transform (12) is inverted numerically using the Fast Fourier Transform. We use 1100 sample points, a value we found to be a good tradeoff between speed and accuracy. To get a sense of the numerical accuracy of this procedure, we contrast the distribution of N generated by the FFT with that based on formula (28). We find that the FFT produces very accurate results. It is also quicker than the evaluation of formula (25), which requires high-precision algorithms. The computations are performed on a PC with a 2.66 GHz Intel Processor and 4 GB of RAM.
For each of the 21 calibration dates, we calculate the average absolute percentage pricing error (AAPE), given by (1/5) 3 The calibration errors are relatively low during the most volatile period, which started on September 15th with the default of Lehman. This indicates that the model captures the default correlation implied by the market prices, especially in periods of extreme stress. The calibrated values of the clustering parameter δ, shown in the right panel of Figure 6 , suggest that this is related to the self-exciting property of the default process. The time series behavior of the calibrated values of δ clearly reflects the events in mid September. It indicates the fear of investors of a cluster of events triggered by the default of Lehman on the 15th (first peak) and the near collapse of Morgan Stanley on the 18th (second peak).
Affine point processes
We extend the basic Hawkes model. Our primary objective is to permit a richer structure for the intensity without reducing the computational tractability of the basic specification. The extension is required for applications in which the intensity is influenced by a set of risk factors that follow stochastic processes on their own. In the basic model (1), the point process itself is the only such risk factor. The extension facilitates the inclusion of exogenous (jump-) diffusion risk factors that are relevant to event arrivals. This is particularly important for empirical applications, in which the intensity model is estimated from a time series of portfolio derivative market prices, as in Longstaff & Rajan (2008) .
In these applications, the model must replicate the diffusive fluctuation of market prices, and this requires the presence of diffusive risk factors.
The idea behind the extension is to replace the intensity component λ of the Markov process (λ, J) analyzed in Proposition 2.1 by a Markov process X that represents a vector of stochastic risk factors. The process X drives the intensity of the jumps of J. The transform of (X, J) is computationally tractable if X is taken to be an affine jump diffusion. This formulation leads to an affine point process.
Specification
We call a point process affine if its event arrival intensity is an affine function of an affine jump diffusion and its jump sizes are drawn from a fixed distribution. A Markov process X in a state space D ⊂ R d × R + is an affine jump diffusion in the sense of Duffie, Pan & Singleton (2000) if X is a strong solution to the stochastic differential equation
where
is the volatility and each Z i is a temporally consistent R d + -valued point process. In other words, the component processes of each vector Z i share event times and differ only in jump sizes, and we denote their common intensity by λ i (X t , t) for some λ i : D → R + . The jump sizes are drawn from a distribution ν i on R d + that has no mass zero at 0. Each parameter ζ i is a d-dimensional diagonal matrix. We assume that for each t, {x : (x, t) ∈ D} contains an open subset of R d . For time-dependent coefficient functions that are bounded and continuous on R + , we assume that
Whether an affine point process J driven by X has the self-exciting property depends on the relation between J and its intensity λ t = λ(X t , t), where λ : D → R + . The selfexciting property holds if X, and hence λ, depends on J itself. A sufficient condition is that at least one of the component processes of J is temporally consistent with one of the component processes of one of the jump terms Z i of X. Since the intensity is a function of the realized loss at default, we also generate a dependence structure between default and recovery rates in the self-exciting case.
Self-exciting examples
To illustrate the specification of an affine point process, we first consider the two dimensional case J = (L, N ) . J is driven by a one dimensional risk factor X with a single jump term Z that we identify with the component process L. The remaining component process N is temporally consistent with Z. Thus, L and N are one dimensional affine point processes that share common event times that arrive with intensity λ(X t , t). By construction, the jump sizes of L are governed by the distribution ν. The jumps of N are unit-sized since N counts the arrivals. The specification of J as an affine point process is completed with the specification of the coefficient functions of the risk factor X.
Example 4.1. Suppose K 0 (t) = κc for κ ≥ 0 and c > 0, K 1 (t) = −κ, H 0 (t) is a matrix of zeros, H 1 (t) is a tensor of zeros, X 0 = c and ζ = δ ≥ 0. Let Λ 0 (t) = 0 and Λ 1 (t) = 1. Then the intensity λ = X of J satisfies the basic model (1):
A significant generalization of the basic specification is made by introducing Brownian terms and independent jump terms in the intensity. The Brownian terms model the diffusive fluctuation in the default rate and can be driven by a stochastic volatility. The jump terms model the sensitivity of the intensity to market events, such as macro-economic shocks or defaults to names that are outside the portfolio.
Example 4.2. Suppose the coefficient functions of X are chosen as in Example 4.1, with the exception of the tensor H 1 (t), for which (H 1 ) 111 (t) = σ 2 for σ ≥ 0; all other elements are zero. Then the intensity λ = X of J satisfies the stochastic differential equation
showing that between events, the intensity drifts stochastically toward c with diffusive fluctuations driven by W . A sample path of the intensity is in Figure 7 . Compare with the sample path of the basic model (1) in Figure 2 .
In practice, the impact of a default on the other firms may depend on the characteristics of the defaulter. The next example allows us to distinguish between different types of firms represented in the portfolio. We consider a two dimensional affine point process J = (L 1 , L 2 ) whose components record portfolio losses triggered by defaults of two firm types. The portfolio loss process L is the sum L 1 + L 2 . The process J is driven by a two dimensional risk factor X = (X 1 , X 2 ) = (λ 1 , λ 2 ) with two jump terms Z 1 and Z 2 whose components are identified respectively with L 1 and L 2 . This means, that both component processes of Z i are indistinguishable from L i .
Example 4.3. Suppose 
While the parameters δ 1,1 and δ 2,2 control the self-excitiation, the parameters δ 1,2 and δ 2,1 control the cross-excitation of the processes L 1 and L 2 .
The preceding example illustrates the significance of allowing J to be vector-valued. The multi dimensional setting facilitates the specification of (univariate) point processes whose arrivals are correlated. The dependence between the components of J can be induced by a diffusion risk factor that is common to the component intensities. It can also be generated by direct interaction terms, as in Example 4.3. In the latter case, an arrival of one component process has an impact on the intensities of other component processes. This facilitates the modeling of cross-excitation phenomena. For example, the component processes can model distinct portfolios. A default causes a loss in the respective portfolio, and also has an impact on firms in the other portfolios.
Transform
A general affine point process J is as computationally tractable as the basic Hawkes model (1). To derive a formula for the transform of J, we can apply the PIDE arguments developed in Propositions 2.1 and 2.2, which are based on the generator of the Markov process Y = (X, J) . An alternative approach is to construct Y as an affine jump diffusion process in an enlarged state space, and then to apply to this process the transform characterization for affine jump diffusions developed by Duffie et al. (2000) . This approach, pursued below, allows us to embed the our point process model formulation into the affine jump diffusion setting, which is standard in many areas.
Proposition 4.4. Suppose J is a dimension k affine point process driven by a dimension d affine jump diffusion X with state space
and jump distributions ν i are canonically determined by the corresponding items for X.
In Proposition 4.4 and below, we use the same symbols for the coefficients of X and Y to avoid further complicating notation. We illustrate the idea on Example 4.3.
Example 4.5. In the setting of Example 4.3, the four dimensional affine jump diffu-
2 ) has two (four dimensional) jump terms Z 1 and Z 2 whose components are indistinguishable from L 1 and L 2 respectively. Since the third and fourth components of Y are driftless, the third and fourth rows of the drift coefficients are populated with zeros. These coefficients are given by
The volatility coefficients H 0 (t) and H 1 (t) are zero since X has no Brownian term. The sensitivity matrices are
Finally, we give coefficients of the arrival intensities λ
Proposition 4.4 facilitates the application of Proposition 1 in Duffie et al. (2000) , which expresses the conditional transform of an affine jump diffusion as an exponentially affine function of its current value. Let C n denote the set of n-tuples of complex numbers. When well defined at t ≤ T and u ∈ C d+k , the conditional transform of the (d + k) dimensional affine jump diffusion Y = (X, J) constructed in Proposition 4.4 is given by
Under technical conditions that are stated in the appendix for completeness,
where the coefficient functions β(t) = β(u, t, T ) and α(t) = α(u, t, T ) satisfy the ordinary differential equations
with boundary conditions α(T ) = 0 and β(T ) = u and jump transforms
Under additional technical conditions, stated in the appendix for completeness, the transform (40) can be differentiated with respect to u to get the formula
where t ≤ T , u ∈ C d+k , and v ∈ R d+k , and where the coefficient functions B(t) = B(u, v, t, T ) and A(t) = A(u, v, t, T ) satisfy the ordinary differential equations
with boundary conditions A(T ) = 0 and B(T ) = v. As in the case of the Hawkes process, we get a closed formula for E(v · Y T | F t ). To see this, note that the assumption u = 0 implies that α = β = 0. Therefore, since ∇θ i (0) is equal to the (d + k)-vector i of expected losses of the ith jump term, equations (45) and (46) simplify to
and
We conclude that
The transform (40) encodes the joint distribution of the risk factor process X and the point process J. It facilitates applications that require the calculation of functionals of the form E(h(X T , J T ) | F t ) for suitable h. An example is the valuation of forward and option contracts on index and tranche swaps, see Ding et al. (2006) .
We can follow the argument in Section 2.6 to characterize in terms of ODEs derived from equations (41)- (42), the probability distribution of an integer-valued affine point process that may be driven by a multi-dimensional risk factor process X. Alternatively, we can apply Fourier inversion to the transform, which would also cover multi dimensional and real-valued affine point processes.
Further extensions
The specification can be generalized to include a stochastic discount rate that is driven by the affine jump diffusion Y . Since Y includes the affine point process J, this specification would generate a dependence structure among default, recovery and risk-free rates. Another potential extension is the generalization of the driving risk factor process X to a more general Markov process, such as the general affine process analyzed by Duffie, Filipovic & Schachermayer (2003) or the linear-quadratic jump diffusion process analyzed by Cheng & Scaillet (2007) .
Conclusion
We examine a family of self-exciting point processes for applications in portfolio credit risk. These processes can capture the feedback from default events and the dependence structure between default and recovery rates, both features that are emphasized in the empirical literature on portfolio credit risk. The processes are also computationally tractable, because ordinary differential equations characterize their probability distribution. We illustrate with an application to the valuation of portfolio credit derivatives, which are securities with payoffs that depend on the cumulative loss due to default in a portfolio of corporate bonds or loans. Our market calibration experiments demonstrate the fit of our specifications, and highlight the empirical importance of the self-exciting feature.
A Proofs
Proof of Proposition 2.1. Note that Y is a process with right continuous paths of finite variation. By change of variables for Stieltjes integrals, g(λ t , J t ) − g(λ 0 , J 0 ) = λ s ds is a martingale. The integrability condition on the predictable integrand guarantees that U g is a martingale, see Theorem 8 in Chapter II of Brémaud (1981) . We conclude that g(λ, J) is a special semimartingale with unique decomposition into a sum of a predictable finite variation process and a martingale:
Since U g is a martingale, so is the process defined by g(λ t , J t ) − g(λ 0 , J 0 ) − (t) is gotten from the d vector Λ 1 (t) by appending a zero. Each of the m sensitivity matrices ζ i is extended from dimension d to dimension one with a row and column of zeros. The (d + 1) dimensional sensitivity matrix ζ m+1 = diag(0, 0, . . . , 0, 1). Since J is a pure jump process, the drift coefficients K 0 and K 1 and the covariance matrix coefficients H 0 and H 1 are gotten from the corresponding coefficients for X by extending with rows and columns of zeros. (1) E(|Ψ T |) where Ψ t = exp(α(t) + β(t) · Y t ) (2) E(( T 0 η t · η t dt) 1/2 ) where η t = Ψ t β(t) σ(Y t , t)
t).
Similarly, based on Proposition 4.4 we apply Duffie et al. (2000, Proposition 3) , which implies that the conditional expectation of e u·Y T (v · Y T ) is given by formula (44) if the coefficient functions β and α uniquely solve the differential equations (41) and (42), the coefficient functions B and A uniquely solve the differential equations (45) and (46), and if for (u, v, T ) ∈ C d+k × R d+k × R + the following expectations are all finite:
(1) E(|Φ T |) where Φ t = Ψ t (A(t) + B(t) · Y t ) (2) E(( T 0η t ·η t dt) 1/2 ) whereη t = Φ t (β(t) + B(t) )σ(Y t , t)
