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VResumen
Se desarrolla e implementa un me´todo alternativo de lattice Boltzmann, basado en la ecuacio´n
cine´tica fraccional en el tiempo para tratar procesos de transporte ano´malo, extendiendo el ana´li-
sis de Chapman–Enskog al formalismo del ca´lculo fraccional. Adema´s, se discute como el te´rmino
de evolucio´n acumula la historia de la funcio´n de distribucio´n implicando procesos de difusio´n
ano´malos que son caracterizados a trave´s de curvas de desviacio´n cuadra´tica media no lineales.
Se resuelve computacionalmente la ecuacio´n de difusio´n ano´mala, para los procesos subdifusivos
y superdifusivos, y de difusio´n-adveccio´n ano´mala (modelo subdifusivo variante Galileano) para
distintos pasos de tiempo, los resultados obtenidos muestran gran correspondencia con la solu-
cio´n analı´tica.
Palabras clave: Ca´lculo fraccional, difusio´n, lattice Boltzmann, subdifusio´n, superdifusio´n, di-
fusio´n-adveccio´n ano´mala.
Abstract
An alternative lattice Boltzmann method is developed and implemented, based on the fractional
kinetic equation on time to treat anomalous transport processes, extending the Chapman – Enskog
analysis into the formalism of fractional calculus. Furthermore, It is discussed how the evolution
term accumulates the history of the distribution function, involving anomalous diffusion process-
es that are characterized by nonlinear mean square deviation curves. It is resolved the anomalous
diffusion equation computationally for the subdiffusive and superdiffusive processes, and anoma-
lous diffusion-advection (Galilean variant subdiffusive model) for different time steps, the results
show very close correspondence with the analytical solution.
Keywords: Fractional calculus, diffusion, lattice Boltzmann, subdiffusion, superdiffusion, anoma-
lous diffusion-advection.
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Introduccio´n
La difusio´n ano´mala es un feno´meno fuertemente conectado con las interacciones en sistemas
complejos. Hay muchos ejemplos de difusio´n ano´mala (en particular subdifusio´n) que incluyen
transporte de carga, difusio´n de quı´micos en el subsuelo de acuı´feros, subdifusio´n de biomacro-
mole´culas en ce´lulas, ban˜os te´rmicos cao´ticos, difusio´n a trave´s de materiales porosos, semi-
conductores amorfos, biopolı´meros, proteı´nas e incluso en algunos ecosistemas [Ciesielski and
Leszczynski, 2003, Turski et al., 2007, Sun et al., 2010], entre otros. Algunos autores usan el ca´lculo
fraccional para explicar estos feno´menos, esto significa que las derivadas espacio-temporales en la
difusio´n cla´sica son intercambiadas por sus equivalentes fraccionales [Vlahos et al., 2008]. Es fre-
cuente asociar saltos de partı´culas muy largos con derivadas fraccionales en el espacio y, tiempos
de espera largos con derivadas fraccionales en el tiempo [Turski et al., 2007].
El fe´nomeno de transporte en medios porosos es una a´rea bastante importante de investigacio´n
en procesos ano´malos en las a´reas de ciencia e ingenierı´a, enfoca´ndose en aspectos de transporte
de cantidades extensivas [Fomin et al., 2011]. El conocimiento de este transporte es necesario para
entender y explicar ciertos problemas relacionados con transferencia de masa en quı´mica, agricul-
tura, petro´leos, ingenierı´a meca´nica e ingenierı´a civil entre muchas otras [Berkowitz et al., 2006].
La investigacio´n del transporte ano´malo hace referencia a la simulacio´n, por ejemplo, de aguas
subterra´neas, flujos multifase, el movimiento de petroleo, la intrusio´n salina y la dispersio´n de
contaminantes, tales como contaminantes radiactivos, virus, etc.. El desarrollo de las herramien-
tas de simulacio´n permite comprender mejor los procesos de transporte en medios porosos [Guo
and Zhao, 2005, Sukop and Daniel T. Thorne, 2007], los cuales pueden ser muy complicados de
observar directamente ya que pueden ocurrir muy lento o demasiado ra´pido, adema´s de la com-
plejidad en la geometrı´a de los medios porosos y las estructuras a diferentes escalas de longitud
las cuales participan en los procesos de transporte, ası´ como la interaccio´n entre estas [Anwar
et al., 2008].
El proceso de transporte, tal como la difusio´n, es un problema relacionado fundamentalmente con
la meca´nica estadı´stica [Pathria, 2005, Vlahos et al., 2008] y es uno de los modelos mas simples
para describir las tasas de reaccio´n. La distribucio´n de partı´culas en la difusio´n normal es una
distribucio´n Gaussiana que proviene de los conceptos de la distribucio´n de equilibrio de Boltz-
mann [Vlahos et al., 2008]. La difusio´n fue primero descrita por el fı´sico Holande´s Jan Ingenhousz
en 1785, quien observo que el polvo de carbo´n flotando sobre una superficie de alcohol exhibe
un movimiento altamente erra´tico, este proceso estoca´stico involucra lo que se conoce actual-
mente como movimiento Browniano, cuyo nombre es en honor al botanista Robert Brown, quien
reporto sus observaciones acerca del comportamiento cao´tico de los granos de polen suspendi-
dos en un liquido, como si estuvieran en constante agitacio´n debido al movimiento molecular
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[Vlahos et al., 2008, Berkowitz et al., 2006]. Posteriormente, Albert Einstein desarrollo los concep-
tos matema´ticos acerca del movimiento Browniano, confirmando de cierta manera la existencia
de a´tomos y mole´culas, dicha formulacio´n se usa tambie´n como una generalizacio´n de la teorı´a
cine´tica para la difusio´n ano´mala [Sokolov, 2004].
La difusio´n normal se realiza en procesos cercanos al equilibrio, es por tal razo´n que los proce-
sos fuera del equilibrio requieren explicacio´n adicional, tales feno´menos, ya observados, llevan el
nombre de difusio´n ano´mala los cuales no se describen por los me´todos esta´ndar de la meca´nica
estadı´stica [Uchaikin and Sibatov, 2010]. La descripcio´n matema´tica de la difusio´n normal tiene
muchas formulaciones, entre las cuales se encuentran la conservacio´n de la masa, los modelos
probabilı´sticos basados en caminos aleatorios y los teoremas de lı´mite central, modelos estoca´sti-
cos basados en el movimiento Browniano y las ecuaciones de Langevin, ası´ como los modelos
estoca´sticos basados en la ecuacio´n master y las ecuaciones de Fokker–Planck [Vlahos et al., 2008].
Por otro lado, la difusio´n ano´mala requiere de herramientas del ca´lculo fraccional, ası´ como de los
modelos probabilı´sticos basados en caminos aleatorios de tiempo continuo y los teoremas acerca
del lı´mite central generalizado, entre otras formulaciones en particular se destacan las ecuaciones
fraccionarias de Langevin, el movimiento Browniano fraccional, la difusio´n fraccional y las ecua-
ciones fraccionales de Fokker–Planck [Bakunin, 2008, Barkai et al., 2000, Sokolov, 2001].
En an˜os recientes, el me´todo de lattice Boltzmann (LBM) se ha desarrollo en un esquema nume´ri-
co para simular flujos de fluidos y la fı´sica de estos [Wolf-Gladrow, 2005, Sukop and Daniel T.
Thorne, 2007]. A diferencia de los me´todos nume´ricos convencionales basados en la discretizacio´n
de las ecuaciones de continuidad macrosco´pica, el LBM se basa en los modelos microsco´picos y las
ecuaciones cine´ticas mesosco´picas. La idea fundamental del LBM es construir modelos cine´ticos
simplificados que incorporan la fı´sica esencial de los procesos a escalas pequen˜as, de tal forma
que las propiedades en promedio obedezcan las ecuaciones macrosco´picas que se desean [Wolf-
Gladrow, 2005, Sukop and Daniel T. Thorne, 2007].
El LBM es relativamente nuevo y esta basado en la teorı´a cine´tica de Boltzmann. El LBM es un
me´todo en el que es fa´cil implementar complicadas condiciones de frontera, tal como los medios
porosos [Sukop and Daniel T. Thorne, 2007]. Para un amplio rango de aplicaciones de la fı´sica, la
quı´mica y la biologı´a se usa el LBM para resolver la ecuacio´n de difusio´n y de difusio´n-adveccio´n,
por ejemplo: la dispersio´n pasiva de un contaminante [Anwar et al., 2008], el estudio eficiente y
fiable de los dan˜os en una reserva hı´drica debido a la contaminacio´n podrı´a desempen˜ar un papel
esencial en las medidas de intervencio´n. La presente tesis tiene como objetivo presentar un me´to-
do de lattice Boltzmann alternativo para tratar los procesos de la dina´mica de flujos ano´malos,
este me´todo se basa en la utilizacio´n de la ecuacio´n cine´tica de Boltzmann fraccional en el tiempo
[Uchaikin and Sibatov, 2010] y de algunos resultados importantes del ca´lculo fraccional.
En el capı´tulo 2 se describen algunas propiedades ba´sicas del ca´lculo fraccional. En el capı´tulo 3 se
establece un pequen˜o estudio de los procesos de difusio´n normal, donde se incluyen las leyes de
Fick, el camino aleatorio esta´ndar y la ecuacio´n de adveccio´n-difusio´n. En el capı´tulo 4 se estudia
el me´todo de camino aleatorio de tiempo continuo o CTRW y de este se deducen las ecuaciones
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de difusio´n y de difusio´n-adveccio´n. El me´todo de lattice Boltzmann para difusio´n y difusio´n-
adveccio´n se estudia en el capı´tulo 5 y por u´ltimo, se presentan los resultados obtenidos desde el
me´todo implementado, que aquı´ es llamado me´todo de lattice Boltzmann fraccional (LBMF), para
los procesos de difusio´n ano´mala (mostrando casos particulares de subdifusio´n y superdifusio´n)
y difusio´n-adveccio´n ano´mala.

1. Ca´lculo Fraccional
El ca´lculo fraccional es una generalizacio´n de la diferenciacio´n e integracio´n a un orden arbitrario,
i. e., es una extensio´n del ca´lculo de orden entero [Ciesielski and Leszczynski, 2003]. El ca´lculo frac-
cional es una de las a´reas con ma´s desarrollo del ana´lisis matema´tico como resultado del incremen-
to de sus aplicaciones. La principal ventaja del ca´lculo fraccional es que las derivadas fraccionales
son un instrumento importante para la descripcio´n de feno´menos con memoria [Ciesielski and
Leszczynski, 2003], esto significa que acumulan la historia total de una funcio´n.
1.1. Definiciones Ba´sicas de la Integral y la Derivada Fraccional de
Riemann–Liouville
1.1.1. La Integral Fraccional
Definicio´n 1 (Integral fraccional de Riemann–Liouville). Sea f una funcio´n continua a trozos e inte-
grable en (a,∞) y sea <(α) > 0, entonces se define la integral fraccional de orden α como1:
a Jαx f (x) = aD
−α
x f (x) =
1
Γ(α)
∫ x
a
(x− y)α−1 f (y) dy (1-1)
Donde a Jαx = aD−αx es el operador integral de Riemann–Liouville, que es, una extensio´n natural
de una integral iterada, los subı´ndices a y x denotan los dos lı´mites relacionados con la integral, y
Γ(α) denota la funcio´n Gamma, que esta dada por
Γ(z) =
∫ ∞
0
e−ttz−1 dt, <(z) > 0 y Γ(z + 1) = zΓ(z). (1-2)
La integral fraccional de Riemann–Liouville define una media ponderada de la funcio´n en el
dominio [a, x], con pesos determinados por una ley de potencias; la definicio´n de la integral de
Riemann–Liouville fue reportada por Liouville en 1832 y por Riemann en 1876 [Miller and Ross,
1993]. Cuando a = 0, la ecuacio´n (1-1) se convierte en la definicio´n de la integral fraccional de
Riemann, y si a→ −∞, la ecuacio´n (1-1) representa la integral fraccional de Liouville.
Usando el teorema integral de Dirichlet, se puede demostrar el teorema:
Teorema 1 (Propiedad de semi-grupo). Si f es continua en (a,∞) y α, β > 0, entonces
aD−αx
[
aD
−β
x f (x)
]
= aD
−(α+β)
x f (x) = aD
−β
x
[
aD−αx f (x)
]
(1-3)
que implica la propiedad conmutativa aD−αx aD
−β
x = aD
−β
x aD−αx .
1<(α) es la parte real de α
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1.1.2. La Derivada Fraccional
Derivada Fraccional de Riemann–Liouville
Las derivadas fraccionales son una generalizacio´n de las derivadas usuales de orden entero a
orden en general fraccionario, existen varias definiciones y, en el espacio original (x o t) estas
derivadas son una combinacio´n de derivadas de orden entero e integrales a trave´s del espacio
o el tiempo [Gorenflo and Mainardi, 2008]. Estas derivadas deben garantizar la convergencia de
las integrales y preservar algunas propiedades de las derivadas ordinarias de orden entero. La
derivada de Riemann–Liouville se define como:
Definicio´n 2 (Derivada Fraccional de Riemann–Liouville). Sea f una funcio´n continua en (0,∞),
α > 0 y sea2 n = b<(α)c+ 1 ∈N, entonces la derivada fraccional de orden α de la funcio´n f es
aDαx f (x) = aD
n
x [aD
−(n−α)
x f (x)] =
dn
dxn
[a In−αx f (x)] (1-4)
donde n− α > 0.
Esta definicio´n permite concluir que, para calcular la derivada fraccionaria de orden α para la
funcio´n f (x) en el punto x, es necesario conocer los valores de la funcio´n f desde a hasta x, cuya
informacio´n es almacenada a trave´s del nu´cleo de la integral de Riemann–Liouville (vease la sec-
cio´n 1.2 en la pagina 4).
Se pueden unificar las expresiones para derivadas e integrales de orden α, con n ∈N, en la forma
aDαx f (x) =

1
Γ(−α)
∫ x
a
(x− y)−α−1 f (y) dy, si <(α) < 0,
dn
dxn
[
a Jn−αx f (x)
]
, si n− 1 ≤ <(α) < n.
(1-5)
algunas propiedades ba´sicas, de la derivada y la integral de Riemann–Liouville [Gorenflo and
Mainardi, 2008], son:
propiedad de identidad, aD0x f (x) ≡ I f (x) = f (x), donde I es el operador de identidad
derivada ordinaria, aDnx f (x) = f (n)(x), si n ∈N
linealidad, aDαx [p f (x) + qg(x)] = p aDαx f (x) + q aDαx g(x), donde p y q son constantes arbi-
trarias.
la regla de Leibniz, Dαx [ f (x)g(x)] = ∑
∞
m=0
(
α
m
)
[Dmx f (x)][Dα−mx g(x)]
Otra propiedad importante es enunciada en el siguiente teorema:
Teorema 2. Si f es una funcio´n continua en [0,∞) y α > 0, entonces
0D−α−1x
[
d
dx
f (x)
]
= 0D−αx f (x)−
f (0)
Γ(α+ 1)
xα (1-6)
2La funcio´n piso (funcio´n parte entera) bxc = ma´x{k ∈ Z | k ≤ x}, devuelve el nu´mero entero ma´s grande menor
que x.
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Derivada Fraccional de Caputo
Otra definicio´n de la derivada fraccional es la derivada de orden α, con <(α) > 0, en el sentido de
Caputo, que se define mediante el operador Ca Dαx , en la forma
C
a D
α
x f (x) ≡ a Jn−αx aDnx f (x) =
1
Γ(α− n)
∫ x
a
f (n)(y)
(x− y)α+1−n dy, con n− 1 < <(α) ≤ n, n ∈N
(1-7)
se puede verificar que3
Dα f (t) = Dn Jn−α f (t) 6= Jn−αDn f (t) = CDα f (t) (1-8)
para pasar de la definicio´n de la derivada en el sentido de Caputo a la derivada en el sentido de
Riemann–Liouville se puede demostrar el siguiente teorema [Ishteva et al., 2005]:
Teorema 3. Sea n− 1 < <(α) < n, n ∈N y t > 0, entonces
CDα f (x) = Dα f (x)−
n−1
∑
k=0
xk−α
Γ(k− α+ 1) f
(k)(0+) (1-9)
La definicio´n de la derivada fraccional en el sentido de Caputo (1-7) incorpora los valores iniciales
de la funcio´n, de contorno en la formulacio´n de un problema [Odibat and Momani, 2008] y de sus
derivadas de orden entero. La derivada de Caputo al igual que la derivada de Riemann–Liouville
define operaciones no locales, por tal razo´n las propiedades que son usuales del ca´lculo entero no
se cumplen en el ca´lculo fraccional [Ishteva et al., 2005].
Entre las mu´ltiples propiedades que se deducen de la derivada en el sentido de Caputo, se puede
demostrar la propiedad de la derivada fraccional de un producto de funciones que esta dada por
el siguiente teorema:
Teorema 4. Sea n− 1 < <(ν) < n, n ∈ N y t > 0. Si f (t) y g(t), y todas sus derivadas son continuas,
entonces
CDα[ f (x)g(x)] = ∑
k≥0
(
α
k
)
[Dα−k f (x)][Dkg(x)]−
n−1
∑
k=0
xk−α
Γ(k + 1− α) D
k( f g)(x)
∣∣∣
x=0
(1-10)
Para la derivada fraccional de Riemann–Liouville la transformada de Laplace, suponiendo que
existe, requiere el conocimiento de los valores iniciales de las derivadas de orden entero k (k =
1, . . . n− 1) de la integral fraccional Jn−α [Gorenflo and Mainardi, 2008], esto es
L{Dα f (x)} = uα f (u)−
n−1
∑
k=0
Dk Jn−α f (0+)un−1−k, n− 1 < α ≤ n (1-11)
3Se usara la notacio´n Dα y Jα para la derivada y la integral, respectivamente, en el sentido de Riemann–Liouville
cuando a = 0.
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por otro lado, la derivada fraccional de Caputo es mas adecuada para ser tratada por medio de la
transformada de Laplace, donde esta requiere el conocimiento de los valores de las condiciones
iniciales de la funcio´n y sus derivadas de orden entero k = 1, . . . , n− 1, entonces
Jα
[
CDα f (x)
]
= Jα Jn−αDn f (x) = JnDn f (x) = f (x)−
n−1
∑
k=0
xk
k!
f (k)(0+) (1-12)
de tal forma que
L{CDα f (x)} = uα f (u)−
n−1
∑
k=0
f (k)(0+)uα−1−k, n− 1 < α ≤ n (1-13)
Derivada Fraccional de Gru¨nwald–Letnikov
Gru¨nwald definio´ la derivada fraccional como el lı´mite de la suma que resulta de la definicio´n
formal de la derivada entera mediante [Podlubny, 1999, Debnath and Bhatta, 2007]
aDαx f (x) = lı´m
h→0
h−α
x−a
h
∑
j=0
(−1)j Γ(α+ 1)
j!Γ(α− j + 1) f (x− jh)
= lı´m
h→0
1
hα
x−a
h
∑
j=0
(
α
j
)
(−1)j f (x− jh) α > 0 (1-14)
donde los coeficientes binomiales estan dados por(
α
j
)
=
Γ(α+ 1)
j!Γ(α− j + 1) (1-15)
El operador derivada definido en el sentido de Gru¨nwald, es un operador no local que depende
de valores lejanos de x, la importancia de f en cada punto x − jh esta dada por los pesos gα,j =
(−1)j
(
α
j
)
.
La definicio´n de Gru¨nwald, expresion (1-14), es ba´sicamente una convolucio´n discreta con una ley
de potencias, esta definicio´n es la base para resolver la ecuacio´n de difusio´n ano´mala en muchos
co´digos nume´ricos [Ciesielski and Leszczynski, 2003, Yuste and Acedo, 2005].
1.2. Funcio´n Causal
La ecuacio´n (1-1) define una integral de convolucio´n, es conveniente escoger la funcio´n causal4
φα(x) conocida como la distribucio´n de Gel’fand–Shilov [Mainardi and Pironi, 1996]
φα(x) ≡ x
α−1
Γ(α)
Θ(x) (1-16)
donde Θ(x) es la funcio´n de paso unitario de Heaviside, la ecuacio´n (1-16) representa el nu´cleo
en la integral de Riemann–Liouville y cumple una importante propiedad de convolucio´n (seccio´n
1.2.1).
4una funcio´n causal es aquella que se hace cero cuando x < 0.
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1.2.1. Convolucio´n
Se puede ver fa´cilmente que la derivada de Riemann–Liouville de orden α es la convolucio´n de
Laplace de la funcio´n φα(x) con f (x), de tal forma que
φα(x) ∗ f (x) =
∫ x
0
φα(x− y) f (y)dy = 1Γ(α)
∫ x
0
(x− y)α−1 f (y)dy = 0 Jαx f (x) α > 0 (1-17)
esto permite encontrar resultados de forma mas simple. Al aplicar la transformada de Laplace, se
obtiene
L {0 Jαx f (x)} = L {φα(x) ∗ f (x)} = L {φα(x)}L { f (x)} = φ̂α(u) f̂ (u) (1-18)
donde
L {φα(x)} = L
{
xα−1
Γ(α)
}
=
1
uα
α > 0 (1-19)
por lo tanto
L {0 Jαx f (x)} =
f̂ (u)
uα
α > 0 (1-20)
que es una definicio´n alternativa para la integral de Riemann–Liouville.

2. Difusio´n Normal
La difusio´n ocurre si existe una diferencia espacial en la concentracio´n de partı´culas, originan-
do un flujo irreversible de materia, desde las altas a las bajas concentraciones. La difusio´n tiende
a regresar al sistema a un estado de equilibrio de concentracio´n constante [Clomberg, 2007]. La
difusio´n, es la migracio´n de pequen˜as partı´culas que surge del movimiento debido a la energı´a
te´rmica, siendo este un proceso fı´sico esponta´neo de cara´cter irreversible (figura 2-1), normal-
mente sujeto a la ley de Fick [Stowe, 2007]. Entre algunos ejemplos se encuentra la miscibilidad
entre gases, entre lı´quidos, entre metales o incluso entre fases heteroge´neas [Metzler et al., 2007,
Sukop and Daniel T. Thorne, 2007]. Experimentalmente se ha comprobado que las mole´culas de
un gas esta´n sujetas a movimientos aleatorios influidos por la temperatura, de tal manera que el
feno´meno debe ser tratado sobre las bases de la meca´nica estadı´stica [Stowe, 2007], determinando
la velocidad que poseen las mole´culas (velocidad cuadra´tico media).
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Figura 2-1.: La difusio´n, es la migracio´n de pequen˜as partı´culas que surge del movimiento debido a la energı´a
te´rmica.
Si los movimientos de un gran nu´mero de partı´culas se consideran independientes, entonces la
probabilidad de determinar una partı´cula y la concentracio´n de un trazador son intercambiables,
lo que lleva a la equivalencia del proceso del movimiento Browniano y la ecuacio´n de difusio´n
[Vlahos et al., 2008].
Si existen N caminantes aleatorios (partı´culas que se mueven bajo el movimiento Browniano),
todas con la misma probabilidad W(x, t) de encontrarse en x en el tiempo t, tal que, el nu´mero
de partı´culas por unidad de volumen (concentracio´n) en x en el tiempo t es c(x, t) = NW(x, t),
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entonces la concentracio´n evoluciona de acuerdo a la ecuacio´n
∂
∂t
c(x, t) = K1
∂2
∂x2
c(x, t) (2-1)
2.1. Ecuacio´n de Langevin
Consideramos una partı´cula Browniana con masa m que traza un camino aleatorio en el interior
de un fluido debido al bombardeo molecular del fluido. La ecuacio´n de movimiento de la partı´cula
es [Pathria, 2005, Vlahos et al., 2008]
m
d
dt
v(t) = − 1
B
v(t) + F(t) (2-2)
donde el te´rmino −v/B representa el te´rmino de arrastre experimentado por la partı´cula, B es
la movilidad del sistema, es decir, la velocidad de deriva adquirida debido a una unidad de
fuerza externa, y F(t) una fuerza aleatoria debido al bombardeo aleatorio sobre la partı´cula por
las mole´culas del fluido. Tomando el ensamble promedio de (2-2), se obtiene
m
d
dt
〈v〉 = − 1
B
〈v〉+ 〈F(t)〉 (2-3)
se puede establecer que 〈F(t)〉 = 0 debido a la naturaleza completamente aleatoria de F(t), por lo
tanto
m
d
dt
〈v〉 = − 1
B
〈v〉 =⇒ 〈v(t)〉 = v0e−t/τ con τ = mB (2-4)
entonces, la velocidad media de deriva de la partı´cula decae a una tasa determinada por el tiempo
de relajacio´n τ, hasta llegar a cero, este es un resultado tı´pico de de los feno´menos gobernados por
propiedades disipativas.
Dividiendo por la masa m de la partı´cula y multiplicando por la posicio´n x la ecuacio´n (2-2), se
obtiene
x · dv
dt
= − 1
τ
x · v+ 1
m
x · F(t) =⇒ 1
2
d2x2
dt2
− v2 = − 1
2τ
dx2
dt
+
1
m
x · F(t) (2-5)
promediando, teniendo en cuenta que 〈x · F(t)〉 = 0, debido a la naturaleza irregular de la fuerza1
d2
dt2
〈
x2
〉
+
1
τ
d
dt
〈
x2
〉
= 2
〈
v2
〉
(2-6)
si la partı´cula alcanza el equilibrio termodina´mico con las mole´culas del fluido, entonces
〈
v2
〉
=
kBT/m, donde kB es la constante de Boltzmann y T es la temperatura del sistema. Al integrar
resulta〈
x2
〉
=
2kBT
m
τ2
[
t
τ
−
(
1− e−t/τ
)]
(2-7)
1no hay razo´n para esperar una correlacio´n estadı´stica entre la posicio´n de la partı´cula y la fuerza ejercida por las
mole´culas del fluido, por tal razo´n 〈x · F(t)〉 = 0.
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en el lı´mite cuando t  τ (tiempo mucho mas corto que el tiempo de relajacio´n), la solucio´n es
(expandiendo la exponencial hasta segundo orden)〈
x2
〉 ' ( kBT
m
)
t2 =
〈
v2
〉
t2 (2-8)
esto es lo que se conoce como difusio´n balı´stica y significa que, para tiempos pequen˜os, los cami-
nantes no son entorpecidos por colisiones y la difusio´n ocurre muy ra´pido. Por otra parte, cuando
t τ, la solucio´n tiene la forma〈
x2
〉 ' (2BkBT) t = 2K1t (2-9)
donde K1 es el coeficiente de difusio´n y la relacio´n
K1 = BkBT (2-10)
es conocida como la relacio´n de Einstein y es una expresio´n para la difusividad K1 en te´rminos de
la movilidad B del sistema.
2.2. Ecuacio´n de Transporte de Fick
Las ecuaciones de Fick describen las variaciones espaciales y temporales de distribuciones no
uniformes de partı´culas [Bakunin, 2008]. La primera ley de Fick describe que el flujo de sustancia
ira en el sentido opuesto al gradiente de concentracio´n y la segunda ley de Fick resulta en la
ecuacio´n de difusio´n.
2.2.1. Primera ley de Fick
Si se conoce el nu´mero de partı´culas c(x, t) (concentracio´n) en cada punto x en el tiempo t, el flujo
neto j(x, t) de la difusio´n de partı´culas ira de regiones de alta concentracio´n a regiones de baja
concentracio´n (figura 2-1), experimentalmente se determina que el flujo de partı´culas a trave´s de
un superficie S es proporcional al gradiente de densidad en x, esto es
j(x, t) = −K1(x)∇c(x, t) (2-11)
donde K1(x) es el coeficiente de difusio´n que en general puede depender de x (medios espacial-
mente heteroge´neos).
2.2.2. Segunda Ley de Fick y la Ecuacio´n de Difusio´n
Considerando la difusio´n a lo largo del eje x en un espacio tridimensional, asumiendo que el plano
yz es perpendicular al flujo (figura 2-2), de tal forma que en un intervalo de tiempo ∆t el nu´mero
de partı´culas que entra en x es j(x, t + ∆t)A∆t y el nu´mero de partı´culas que sale de x + ∆x es
j(x + ∆x, t + ∆t)A∆t, y como el nu´mero de partı´culas por unidad de volumen se conserva se
establece que
[c(x, t+∆t)− c(x, t)]A∆x = [j(x, t)− j(x+∆x, t)]A∆t⇒ c(x, t + ∆t)− c(x, t)
∆t
= − j(x, t)− j(x + ∆x, t)
∆x
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x
j(x, t) j(x + ∆x, t)
x x +∆x
Figura 2-2.: Flujo j de partı´culas a trave´s de las caras de una caja delgada.
que en el lı´mite cuando ∆t→ 0 y ∆x → 0, se obtiene
∂c
∂t
= − ∂j
∂x
(2-12)
repitiendo el proceso a lo largo de los ejes y y z, podemos escribir la ecuacio´n de continuidad
∂c(x, t)
∂t
= −∇ · j(x, t) (2-13)
esta ecuacio´n es un resultado directo de la conservacio´n de la masa (el nu´mero de partı´culas se
conserva). Reemplazando (2-11) en (2-13) se obtiene la ecuacio´n de difusio´n cla´sica
∂c(x, t)
∂t
= ∇ · (K1(x)∇c(x, t)) (2-14)
en el caso en que el coeficiente K1 de difusio´n es constante, se obtiene
∂c(x, t)
∂t
= K1∇2c(x, t) (2-15)
los procesos de difusio´n normal son caracterı´sticos de sistemas que esta´n en equilibrio o muy cer-
canos al equilibrio [Vlahos et al., 2008].
Usando la transformada de Fourier y asumiendo la condicio´n inicial c(x, 0) = δ(x), es decir, todas
las partı´culas arrancan en la posicio´n x = 0 cuando t = 0, nos queda
∂ĉ(k, t)
∂t
= −(K1t)k2ĉ(k, t) =⇒ ĉ(k, t) = e−(K1t)k2 (2-16)
es bien conocida que la solucio´n fundamental es la funcio´n de densidad de probabilidad Gaus-
siana
c(x, t) =
1
2
√
piK1
t−1/2 exp
(
− x
2
4K1t
)
(2-17)
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que evoluciona en el tiempo con media cero y con varianza
Var(x) =
∫ ∞
−∞
x2c(x, t)dx = 2K1t (2-18)
el comportamiento asinto´tico de la varianza cuando t → ∞ es importante para distinguir la di-
fusio´n normal (Var(x)/t < ∞) de los procesos ano´malos de subdifusio´n (Var(x)/t → 0) y de
superdifusio´n (Var(x)/t→ ∞) [Mainardi et al., 2007].
2.3. Camino Aleatorio Esta´ndar
Sea W(x, t) la probabilidad para que una partı´cula en el tiempo t este en la posicio´n x. Suponiendo
conocida la distribucio´n W(x − ∆x, t − ∆t) (un paso de tiempo anterior), donde el intervalo de
tiempo ∆t es constante, entonces se cumple que
W(x, t) = W(x− ∆x, t− ∆t)p(∆x)d(∆x) (2-19)
la cantidad2 p(∆x) es la densidad de probabilidad de transicio´n para que la partı´cula de un salto
∆x. Sumando sobre todos los posibles ∆x, obtenemos la ecuacio´n de difusio´n de Einstein
W(x, t) =
∫ ∞
−∞
W(x− ∆x, t− ∆t)p(∆x)d(∆x) (2-20)
es una caracterı´stica de la difusio´n normal que las partı´culas solo efectu´en saltos ∆x pequen˜os
comparados con las dimensiones del sistema, de tal forma que p(∆x) es distinto de cero para esos
∆x. Expandiendo en series de Taylor (con ∆t pequen˜o)
W(x− ∆x, t− ∆t) = W(x, t)− ∆x∂xW(x, t)− ∆t∂tW(x, t) + 12 (∆x)
2∂2xW(x, t) + . . . (2-21)
sustituyendo en la ecuacio´n (2-20)
W(x, t) =
∫ ∞
−∞
(
W(x, t)− ∆x∂xW(x, t)− ∆t∂tW(x, t) + 12 (∆x)
2∂2xW(x, t)
)
p(∆x)d(∆x)
= W(x, t)
∫ ∞
−∞
p(∆x)d(∆x)− ∂xW(x, t)
∫ ∞
−∞
(∆x)p(∆x)d(∆x)
− (∆t)∂tW(x, t)
∫ ∞
−∞
p(∆x)d(∆x) +
1
2
∂2xW(x, t)
∫ ∞
−∞
(∆x)2 p(∆x)d(∆x) (2-22)
teniendo en cuenta que p(∆x) esta normalizada, que es sime´trica3 y usando la definicio´n de vari-
anza σ2∆x
σ2∆x =
∫ ∞
−∞
(∆x)2 p(∆x)d(∆x)
2por simplicidad asumimos que p(∆x)=p(−∆x), es decir, p(∆x) es sime´trica
3Una funcio´n de distribucio´n esta normalizada cuando∫ ∞
−∞
p(∆x)d(∆x) = 1
y es sime´trica si∫ ∞
−∞
(∆x)p(∆x)d(∆x) = 0
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la ecuacio´n (2-22) se reduce a
W(x, t) = W(x, t)− (∆t)∂tW(x, t) + 12σ
2
∆x∂
2
xW(x, t) (2-23)
simplificando
∂tW(x, t) =
(
σ2∆x
2∆t
)
∂2xW(x, t) (2-24)
que es la ecuacio´n de difusio´n normal, con constante de difusio´n K1 =
σ2∆x
2∆t .
La descripcio´n de Einstein del movimiento de partı´culas suspendidas fue basado en tres postula-
dos [Sokolov, 2004]:
1. El movimiento de partı´culas diferentes es independiente, esto es cierto siempre y cuando la
concentracio´n sea lo suficientemente baja.
2. Los desplazamientos de una partı´cula durante diferentes intervalos de tiempo (intervalos
de la misma ”longitud” temporal) pueden ser considerados como independientes.
3. Existe un desplazamiento cuadra´tico medio finito de la partı´cula durante un intervalo de
tiempo.
En sistemas infinitos, donde las partı´culas arrancan en una cierta posicio´n x = µ con una condicio´n
inicial W0(x) ≡ lı´mt→0+ W(x, t) = δ(x− µ), la ecuacio´n de difusio´n tiene como solucio´n
W(x, t) =
1√
4piK1t
exp
[
− (x− µ)
2
4K1t
]
(2-25)
la distribucio´n Gaussiana W(x, t) es llamado el propagador, con esperanza µ y varianza dependi-
ente del tiempo 2K1t. La varianza es justamente el desplazamiento cuadra´tico medio
〈x2(t)〉 =
∫
x2W(x, t)dx = 2K1t (2-26)
los procesos que obedecen la anterior relacio´n son procesos de difusio´n en sistemas cercanos al
equilibrio.
La difusio´n normal es el caso habitual segu´n el teorema del lı´mite central de la teorı´a de probabil-
idades. El teorema del lı´mite central (CLT4) establece que si una variable aleatoria es la suma de
un gran nu´mero de variables aleatorias independientes, y si estas variables tienen una distribu-
cio´n comu´n con las mismas esperanzas finitas y las mismas varianzas, entonces la distribucio´n se
aproxima a una distribucio´n Gaussiana [Apostol, 1988]; en el caso de la posicio´n xn de un cam-
inante aleatorio despue´s de un nu´mero grande n de pasos, con incrementos independientes ∆xi
4Central Limit Theorem
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(i = 1, . . . , n) que tienen esperanza finita µ y varianza σ2, entonces xn tiene una distribucio´n Gaus-
siana independiente de la distribucio´n de cada uno de los incrementos ∆xi, en particular si µ = 0
y x0 = 0, entonces [Vlahos et al., 2008]
W(x, tn) =
1√
2pinσ2
exp
(
− x
2
2nσ2
)
donde n = tn/∆t. El desplazamiento cuadra´tico medio es igual a la varianza,
〈x2(tn)〉 = Var(x) =
∫
x2W(x, tn)dx =
tn
∆t
σ2
2.4. Ecuacio´n de Fokker–Planck
La ecuacio´n de Fokker–Planck es una ecuacio´n de difusio´n generalizada. Para medios espacial-
mente heteroge´neos, la distribucio´n de incrementos depende de la localizacio´n espacial, es decir
p = p(∆x, x), de esta forma
W(x, t) =
∫ ∞
−∞
W(x− ∆x, t− ∆t)p(∆x, x− ∆x)d(∆x) (2-27)
que es la ecuacio´n de Chapman–Kolmogorov; ahora, expandiendo en serie de Taylor el integrando
en (2-27)
p(∆x, x− ∆x) = p(∆x, x)− ∆x∂x p(∆x, x) + 12 (∆x)
2∂2x p(∆x, x) + . . . (2-28)
donde la expansio´n para W(x−∆x, t−∆t) se encuentra en (2-21), de tal forma que multiplicando
y evaluando las integrales, usando∫ ∞
−∞
p(∆x, x) d(∆x) = 1 (2-29a)∫ ∞
−∞
∆xp(∆x, x) d(∆x) = 〈∆x〉 (2-29b)∫ ∞
−∞
(∆x)2 p(∆x, x) d(∆x) =
〈
(∆x)2
〉
(2-29c)
y reteniendo te´rminos de hasta segundo orden en ∆x, nos queda
W(x, t) = W(x, t)− ∆t ∂tW(x, t)− ∂x [W(x, t) 〈∆x〉]
+
1
2
[
W(x, t)∂2x
〈
∆x2
〉
+ 2 ∂xW(x, t) ∂x
〈
∆x2
〉
+ ∂2xW(x, t)
〈
∆x2
〉]
(2-30)
simplificando y ordenando se obtiene la ecuacio´n de Fokker–Planck
∂
∂t
W(x, t) =
∂2
∂x2
[K1(x)W(x, t)]− ∂
∂x
[V(x)W(x, t)] (2-31)
donde la difusividad K1(x) esta dada por
K1(x) =
〈
∆x2
〉
2∆t
(2-32)
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y la velocidad de deriva V(x) es
V(x) =
〈∆x〉
∆t
(2-33)
con ∆x → 0 y ∆t → 0. La diferencia ba´sica entre la ecuacio´n de difusio´n y la ecuacio´n de Fokker–
Planck es la aparicio´n del te´rmino de deriva, adema´s tanto la difusividad como la velocidad de
deriva son espacialmente dependientes, estas diferencias permiten comprender comportamientos
difusivos mas complejos [Vlahos et al., 2008]. La ecuacio´n de Fokker–Planck es una ecuacio´n para
sistemas cercanos al equilibrio tal como lo es la ecuacio´n de difusio´n
La ecuacio´n de Fokker–Planck describe el cambio de probabilidad de una funcio´n aleatoria en
el espacio y el tiempo, de tal forma que, esta describe naturalmente el transporte de un soluto
[Benson et al., 2000].
2.5. Ecuacio´n de Adveccio´n-Difusio´n
La ecuacio´n de adveccio´n-difusio´n (ADE5), que es un caso particular de la ecuacio´n de Fokker–
Planck, esta dada por
∂
∂t
W(x, t) = K1∇2W(x, t)− v · ∇W(x, t) (2-34)
donde W es directamente proporcional a la concentracio´n del soluto, K1 es la difusividad y v
es la velocidad de deriva. El flujo del soluto se debe a los efectos combinados de la velocidad
media (adveccio´n) y las fluctuaciones del movimiento de las partı´culas (difusio´n). El transporte
de solutos a trave´s de medios porosos ha sido ampliamente estudiado y la ADE es usada para
predecir y cuantificar el transporte de solutos. La hipo´tesis ba´sica de la ADE es que la dispersio´n
sigue un comportamiento Fickiano, por lo tanto el pulso inicial evoluciona en una distribucio´n
Gaussiana [Anwar et al., 2008].
5por sus siglas en ingles advection-diffusion equation
3. Camino Aleatorio de Tiempo Continuo y
Difusio´n Ano´mala
Un marco para la descripcio´n de la difusio´n ano´mala es el de camino aleatorio de tiempo continuo
(CTRW1), que define un camino aleatorio, gobernado por dos funciones de densidad de probabil-
idad (PDFs2), las distribuciones de la longitud de salto λ(x) y del tiempo de espera ψ(t) [Sokolov
and Metzler, 2002].
El CTRW es un modelo microsco´pico para la difusio´n ano´mala y de este se pueden deducir los
modelos de difusio´n fraccional [Nakagawa et al., 2010, Metzler and Klafter, 2000], el CTRW es un
modelo probabilı´stico donde, el movimiento de un caminante aleatorio en un medio es interpreta-
do como una serie de saltos de longitudes aleatorias, separados por tiempos de espera aleatorios
[Marseguerra and Zoia, 2008].
Se considera un caminante cuya trayectoria en un medio se modela como una serie de saltos
aleatorios separados por tiempos de espera aleatorios, durante los cuales el caminante permanece
en la posicio´n alcanzada. La PDF asociada W(x, t) representa la densidad de probabilidad de
que el caminante se encuentre en x en el tiempo t, usualmente a esta cantidad se le denomina el
propagador del proceso. Para el transporte de contaminantes W(x, t) representa la concentracio´n
de partı´culas. Las propiedades del propagador dependen de la PDF λ(x) de los saltos de longitud
y la PDF ψ(t) de los tiempos de espera, una vez estas distribuciones son asignadas, es posible
deducir una ecuacio´n de probabilidad para W(x, t) [Marseguerra and Zoia, 2008].
Se han observado en varios campos de la fı´sica procesos de difusio´n ano´mala y los feno´menos rela-
cionados, tales como transporte dispersivo en semiconductores amorfos, transferencia de trazadores
de agua subterra´nea, turbulencia, entre otros, donde, en general, el CTRW permite formulaciones
mas generales [Metzler and Klafter, 2004], es decir, permite pra´cticamente cualquier estructura del
espacio tiempo para diferentes procesos donde interviene el movimiento de solutos.
3.1. Modelo del CTRW
Para la generalizacio´n a la difusio´n ano´mala, se escoge el esquema del CTRW. El modelo CTRW
es una generalizacio´n de la ecuacio´n de Einstein, (2-20), y esta basado en la idea que la longitud
de un salto dado, al igual que el tiempo transcurrido entre dos saltos sucesivos se extraen de una
1CTRW por sus siglas en ingles (Continuous Time Random Walk)
2por sus siglas en ingles (probability density functions).
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densidad de probabilidad Ψ(x− x′, t− t′).
Definiendo wn(x0 → x, t0 → t) = wn(x, t) la densidad de probabilidad de transicio´n para un
caminante aleatorio (RW3) despue´s de n pasos que parte desde x0 en t = 0 y llega a x en el tiempo
t como
wn+1(x, t) =
∫ ∞
−∞
∫ t
0
Ψ(x− x′, t− t′)wn(x′, t′)dt′dx′ con w0(x, t) = δ(x− x0)δ(t) (3-1)
donde Ψ(x− x′, t− t′) es la densidad de probabilidad que tiene un caminante aleatorio para saltar
una distancia x− x′ despue´s de esperar un tiempo t− t′ y w0(x, t) denota la condicio´n inicial del
RW. La densidad de probabilidad para que un RW llegue a x en un tiempo t despue´s de un gran
nu´mero de pasos es
w(x, t) = ∑
n≥0
wn(x, t) (3-2)
de donde resulta para un proceso CTRW la ecuacio´n
w(x, t) =
∫ ∞
−∞
∫ t
0
Ψ(x− x′, t− t′)w(x′, t′)dt′dx′ + δ(x− x0)δ(t) (3-3)
que relaciona la densidad de probabilidad w(x, t) de haber llegado a la posicio´n x en el tiempo t,
con la densidad de probabilidad del evento de llegada a x′ en el tiempo t′.
La densidad de probabilidad λ(x) de la longitud del salto
λ(x) =
∫ ∞
0
Ψ(x, t)dt (3-4)
y la densidad de probabilidad ψ(t) del tiempo de espera
ψ(t) =
∫ ∞
−∞
Ψ(x, t)dx (3-5)
son deducidas desde Ψ(x, t). Diferentes tipos de CTRW se pueden describir por el tiempo de
espera caracterı´stico
T =
∫ ∞
0
tψ(t)dt (3-6)
T es una cantidad muy significativa en la descripcio´n de procesos con memoria, en la aproxi-
macio´n CTRW, este tiempo juega un rol similar a la longitud media de un salto. La varianza de la
longitud es
Σ2 =
∫ ∞
−∞
x2λ(x)dx (3-7)
tanto T como Σ2 sera´n finitas o divergentes, respectivamente.
3RW por sus siglas en ingles (Random walk)
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Si la longitud de salto y el tiempo de espera son variables aleatorias independientes, podemos
escribir la densidad de probabilidad Ψ(x, t) en la forma λ(x)ψ(t), en caso contrario, la funcio´n
de densidad de probabilidad se escribe como Ψ(x, t) = p(x|t)ψ(t), lo que da a entender que el
caminante puede recorrer cierta distancia en un tiempo dado o Ψ(x, t) = p(t|x)λ(x) en el cual el
caminante gasta determinado tiempo al recorrer una distancia dada.
La probabilidad que el RW no salte durante el tiempo t se asigna por
Φ(t) = 1−
∫ t
0
ψ(t′)dt′ (3-8)
la densidad de probabilidad de un RW que se encuentre en x en el tiempo t partiendo de x0 en
t = 0 es
W(x, t) =
∫ t
0
w(x, t′)Φ(t− t′)dt′ (3-9)
aplicando la transformada de Laplace, obtenemos
W(x, u) = w(x, u)Φ(u) (3-10)
donde
w(x, u) =
∫ ∞
−∞
Ψ(x− x′, u)w(x′, u)dx′ + δ(x− x0) (3-11)
y
Φ(u) =
1− ψ(u)
u
(3-12)
luego
W(x, u) = Φ(u)
∫ ∞
−∞
Ψ(x− x′, u)w(x′, u)dx′ + δ(x− x0)Φ(u)
=
∫ ∞
−∞
Ψ(x− x′, u)w(x′, u)Φ(u)dx′ + δ(x− x0)Φ(u)
=
∫ ∞
−∞
Ψ(x− x′, u)W(x′, u)dx′ + δ(x− x0)1− ψ(u)u (3-13)
ahora, aplicando la transformada de Fourier a la ecuacio´n anterior queda
W(k, u) = Ψ(k, u)W(k, u) +
1− ψ(u)
u
W0(k) (3-14)
que en el caso mas general, se cambia la condicio´n inicial δ(x− x0) por W0(x), de esta forma, en
el espacio de Fourier–Laplace, la funcio´n de distribucio´n W(x, t) cumple la relacio´n
W(k, u) =
1− ψ(u)
u
W0(k)
1−Ψ(k, u) (3-15)
que es conocida como la ecuacio´n de Montroll–Weiss.
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3.1.1. Regresando a la Ecuacio´n de Difusio´n
Considerando para un salto la densidad de probabilidad desacoplada Ψ(x, t) = λ(x)ψ(t), tenien-
do en cuenta que el tiempo de espera T y la varianza del salto de longitud Σ2 son finitos, entonces
de la ecuacio´n (3-6)
d
du
(∫ ∞
0
exp(−ut)ψ(t)dt
)∣∣∣∣
u=0
=
d
du
ψ(u)
∣∣∣∣
u=0
= −
∫ ∞
0
tψ(t)dt = −T (3-16)
expandiendo ψ(u) en series de Taylor alrededor de u = 0, tenemos que
ψ(u) = ψ(u = 0) + u
d
du
ψ(u)
∣∣∣∣
u=0
+O(u2) =⇒ d
du
ψ(u)
∣∣∣∣
u=0
' ψ(u)− 1
u
(3-17)
por lo tanto la transformada de Laplace de ψ(t) es
ψ(u) ' 1− uT (3-18)
ahora usando la ecuacion (3-7), asumiendo que λ(x) es par, obtenemos
d2
dk2
(∫ ∞
−∞
exp(ikx)λ(x)dx
)∣∣∣∣
k=0
=
d2
dk2
λ(k)
∣∣∣∣
k=0
= −
∫ ∞
−∞
x2λ(x)dx = −Σ2 (3-19)
expandiendo λ(k) en series Taylor alrededor de k = 0
λ(k) = λ(k = 0)+ k
d
dk
λ(k)
∣∣∣∣
k=0
+
1
2
k2
d2
dk2
λ(k)
∣∣∣∣
k=0
+O(k3) =⇒ 1
2
d2
dk2
λ(k)
∣∣∣∣
k=0
' λ(k)− 1
k2
(3-20)
por lo tanto la transformada de Fourier de λ(x) es
λ(k) ' 1− 1
2
k2Σ2 (3-21)
sustituyendo las ecuaciones (3-18) y (3-21) en (3-15), obtenemos la transformada del propagador
W(x, t) en el espacio de Fourier–Laplace
W(k, u) =
W0(k)
u + K1k2
con K1 =
Σ2
2T
(3-22)
usando los teoremas de diferenciacio´n de las transformadas de Fourier (ve´ase el ape´ndice A en la
pa´gina 73)
F
{
∂2W(x, t)
∂x2
}
= −k2F{W(x, t)} (3-23)
y de Laplace
L
{
∂W(x, t)
∂t
}
= uL{W(x, t)} −W0(x) (3-24)
se obtiene la ecuacio´n de difusio´n
∂W(x, t)
∂t
= K1
∂2W(x, t)
∂x2
(3-25)
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3.2. Ecuacio´n de Adveccio´n–Difusio´n
En el marco de movimiento de una partı´cula, que es arrastrada por un campo de velocidades, la
funcio´n de distribucio´n de probabilidad del salto Ψ(x, t) es obtenida por medio de
Υ(x, t) = Ψ(x− vt, t) (3-26)
que al aplicar la transformada de Fourier–Laplace queda
Υ(k, u) = Ψ(k, u + ivk) (3-27)
para el caso del tiempo de espera T y la varianza de salto de longitud Σ2 finitos y, recordando que
Ψ(x, t) = p(x | t)ψ(t), se obtiene
Υ(k, u) '
(
1+
1
2
k2Σ2
)
[1− τ(u + ivk)] ' 1− τu− ivτk− 1
2
Σ2k2 (3-28)
reemplazando en la ecuacio´n (3-15)
W(k, u) =
W0(k)
u + ivk + K1k2
(3-29)
usando los teoremas de diferenciacio´n de Fourier y de Laplace, resulta la ecuacio´n de adveccio´n-
difusio´n
∂W(x, t)
∂t
+ v
∂W(x, t)
∂x
= K1
∂2W(x, t)
∂x2
(3-30)
cuya solucio´n es
W(x, t) =
1
2
√
piK1t
exp
[
− (x− vt)
2
4K1t
]
(3-31)
de tal forma que la media es (primer momento)4
〈x(t)〉 = vt (3-32)
y el segundo momento〈
x2(t)
〉
= 2K1t + v2t2 (3-33)
por lo tanto el desplazamiento cuadra´tico medio queda〈
(x(t)− 〈x(t)〉)2
〉
= 2K1t (3-34)
4los momentos son calculados a trave´s de
L−1
{
∂n
∂kn
W(k, u)
∣∣∣∣
k=0
}
= (−1)n(i)n 〈xn(t)〉
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3.3. Difusio´n Ano´mala
3.3.1. Ley de Potencias del Tiempo de Espera
Dentro del esquema CTRW, los largos tiempos de espera que caracterizan la trayectoria de una
partı´cula de un contaminante, que se mueve a trave´s de un material heteroge´neo, son obtenidos
por el supuesto que ψ(t) tiene una cola de ley de potencia ψ(t) ∼ t−1−α, para α < 1 cuando t→ ∞
[Marseguerra and Zoia, 2008, Berkowitz et al., 2006], esta dependencia es una manifestacio´n de la
amplia distribucio´n de los tiempos de los eventos tal como se encuentran en los medios altamente
heteroge´neos [Berkowitz et al., 2002]. De esta forma, la media de la distribucio´n ψ(t) es infinita
(carece de una escala de tiempo) y los tiempos de espera anormalmente largos tienen una proba-
bilidad considerable de ser muestreados. La distribucio´n λ(x) de los saltos de longitud, se asume,
sigue una distribucio´n Gaussiana, de modo que los saltos tienen una escala tı´pica de longitud y
los eventos extremos, es decir, saltos cuya longitud es mucho mayor que la desviacio´n esta´ndar
son muy improbables [Marseguerra and Zoia, 2008].
En general no se conoce solucio´n analı´tica para la ecuacio´n (3-15), por que las transformadas inver-
sas son difı´ciles; se pueden obtener algunas soluciones exactas para W(x, t) suponiendo |x| → ∞
y t → ∞, es decir, lo suficientemente lejos del origen (lı´mite de difusio´n) resultando en k → 0 y
u → 0. La subdifusio´n es descrita por funciones de distribucio´n de probabilidad de tiempo de
espera de cola larga. Suponemos de nuevo que la varianza del salto de longitud Σ2 es finita y
sime´trica, y adema´s consideramos una ley de potencias de Pareto para la densidad de probabili-
dad del tiempo de espera,
ψ(t) =
α
τ
(τ
t
)α+1
, donde t ≥ τ y 0 < α < 1 (3-35)
donde τ es un tiempo caracterı´stico.
Particularmente es interesante el caso 0 < α < 1 para el cual todos los momentos de ψ(t) di-
vergen, estos reflejan la existencia de trampas ”muy profundas”, que inmovilizan las partı´culas
de difusio´n. Estos procesos no tienen un tiempo de escala caracterı´stico, como por ejemplo el
transporte en sistemas desordenados que resultan de una gran distribucio´n de tiempos de espera,
la cual, puede tener una media divergente, una fuerte violacio´n a la imagen inicial de Einstein,
resultando en procesos de subdifusio´n. La descripcio´n del movimiento de Einstein suponı´a la ex-
istencia de un intervalo de tiempo τ, por lo que el movimiento de la partı´cula durante diferentes
intervalos τ es independiente, esto conducı´a a la ecuacio´n de difusio´n.
Como se supone en este modelo, la media del tiempo de espera tiende a infinito. Sumando y
restando 1 a la transformada de Laplace de ψ(t)
ψ(u) = 1−
∫ ∞
0
(1− exp(−ut))ψ(t)dt (3-36)
asumiendo que ψ(t) se comporta como una ley de potencias del tipo de Pareto (3-35) para algu´n
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t = τ, entonces
ψ(u) = 1−
∫ τ
0
(1− exp(−ut))ψ(t)dt− ατα
∫ ∞
τ
1− exp(−ut)
tα+1
dt (3-37)
ahora expandiendo en series de Taylor e−ut, se tiene que∫ τ
0
(1− exp(−ut))ψ(t)dt =
∞
∑
k=1
(−1)k+1 u
k
k!
∫ τ
0
tkψ(t)dt (3-38)
luego∫ ∞
τ
1− exp(−ut)
tα+1
dt =
1
α
(
1− e−uτ
τα
)
+
u
α
∫ ∞
τ
e−utt−αdt
=
1
α
(
1− e−uτ
τα
)
+
uα
α
Γ(1− α, uτ) (3-39)
de esta forma la transformada de Laplace queda
ψ(u) = e−uτ −
∞
∑
k=1
(−1)k+1 u
k
k!
∫ τ
0
tkψ(t)dt− (uτ)αΓ(1− α, uτ) (3-40)
y si u→ 0, entonces se obtiene la correspondiente transformada asinto´tica de Laplace, que es
ψ(u) ' 1− Γ(1− α)(uτ)α (3-41)
el propagador en el espacio de Fourier–Laplace resulta ser
W(k, u) =
W0(k)/u
1+ Kαk2/uα
=⇒ −Kαk2W(k, u) = uαW(k, u)− uα−1W0(k) (3-42)
con Kα =
Σ2
2Γ(1− α)τα. Usando la transformada de Laplace
L
{
CDαt W(x, t)
}
= uαL{W(x, t)} −
m−1
∑
i=0
uα−1−iW(i)0 (x), con m− 1 < α ≤ m (3-43)
la ecuacio´n (3-42) queda
CDαt W(x, t) = Kα
∂2
∂x2
W(x, t) (3-44)
donde CDαt es el operador de Caputo. Para 0 < α < 1 se define a trave´s de la relacio´n
CDαt W(x, t) =
1
Γ(1− α)
∫ t
0
1
(t− t′)α
∂
∂t′
W(x, t′)dt′ (3-45)
La naturaleza del operador diferencial de Caputo, de acuerdo con la ecuacio´n (3-45), encierra la
naturaleza no Markoviana de los procesos subdifusivos de la ecuacio´n diferencial fraccional (3-
44). El nu´cleo de ley de potencia en la derivada fraccional decae lentamente si α < 1 y representa
macrosco´picamente el gran rango de correlaciones inducidas por obsta´culos que encuentran las
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partı´culas difusoras, mientras que si α > 1, las correlaciones decaen lo suficientemente ra´pido. En
el transporte de contaminantes es muy importante determinar la evolucio´n de la propagacio´n del
contaminante en funcio´n del tiempo, esta cantidad corresponde con la variacio´n del propagador
[Metzler and Klafter, 2000, 2004].
En ausencia de una fuerza externa, la solucio´n de la ecuacio´n de difusio´n fraccional (3-45) se
expresa por medio de la funcio´n H-Fox (ape´ndice A), donde se hace uso de la condicio´n inicial
W0(x) = δ(x) [Yuste and Acedo, 2005, Metzler et al., 2007]
W(x, t) =
1√
4Kαtα
H1,01,1
[
| x |√
Kαtα
∣∣∣∣∣(1− α/2, α/2)(0, 1)
]
(3-46)
expandiendo en series queda
W(x, t) =
1√
4Kαtα
∑
n≥0
(−1)n
n!Γ(1− α(n + 1)/2)
(
x2
Kαtα
)n/2
(3-47)
y asinto´ticamente cae a la forma
W(x, t) ∼ 1√
4piKαtα
√
1
2− α
(
2
α
)(1−α)/(2−α) ( | x |√
Kαtα
)−(1−α)/(2−α)
× exp
[
−2− α
2
(α
2
)α/(2−α) ( | x |√
Kαtα
)1/(1−α/2)]
(3-48)
valida para | x | √Kαtα.
El intere´s de este trabajo es la dina´mica subdifusiva, la cual, es caracterizada por efectos de gran
memoria sobre las funciones de distribuciones de probabilidad, el estado actual del sistema de-
pende de la historia entera desde el principio, es decir estos procesos son particularmente no lo-
cales en el tiempo. La subdifusio´n, es una difusio´n en la que el desplazamiento cuadra´tico medio
de las partı´culas crece mas despacio que la primera potencia del tiempo, que es una propiedad
de la ley de Fick. En el caso de la superdifusio´n, las longitudes del tiempo de espera tienen una
distribucio´n ancha, esto corresponde a procesos en los que el desplazamiento cuadra´tico medio
crece mas ra´pido que en la difusio´n normal.
El desplazamiento cuadra´tico medio (MSD5) es una importante herramienta para caracterizar los
procesos de difusio´n ano´mala. Se pueden explorar muchas propiedades de la difusio´n ano´mala a
trave´s del ana´lisis de la MSD. Las ecuaciones de orden fraccional son ampliamente usadas para
describir los procesos de difusio´n ano´mala, donde las escalas de desplazamiento caracterı´stico
son potencias constantes del tiempo [Sun et al., 2010]. Para calcular el desplazamiento cuadra´tico
medio se usa la relacio´n
〈x2(t)〉 = L−1
{
− ∂
2
∂k2
W(k, u)
∣∣∣∣
k=0
}
= L−1
{
2Kαu−(α+1)
}
=
2Kα
Γ(1+ α)
tα (3-49)
5Por sus siglas en ingles mean square deviation.
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Los procesos de difusio´n ano´mala esta´n caracterizados por las desviaciones de la dependencia
lineal del tiempo del desplazamiento cuadra´tico medio, i. e., no siguen una estadı´stica Gaussiana.
En particular se distingue subdifusio´n y superdifusio´n para un amplio conjunto de sistemas que
muestran un comportamiento de ley de potencias [Sokolov and Metzler, 2002, Koch and Brady,
1988]. La difusio´n ano´mala se analiza por el exponente α, donde los procesos subdifusivos se dan
cuando 0 < α < 1, es decir procesos lentos, y si 1 < α < 2 aparecen procesos superdifusivos, pro-
cesos sub-balı´sticos, es decir procesos ra´pidos. En el lı´mite balı´stico (seccio´n 2.1) cuando α = 2 se
obtiene la ecuacio´n de onda [Metzler and Klafter, 2004].
La difusio´n de distintos procesos, es entonces clasificada a trave´s de un ı´ndice de escalamien-
to como se muestra en el cuadro 3-1. Un ejemplo de difusio´n ano´mala es el caso de transporte
de contaminantes a trave´s de materiales heteroge´neos, tales como sedimentos porosos o rocas
fracturadas [Marseguerra and Zoia, 2008]. En este sistema se supone que las partı´culas son ob-
staculizadas por el medio incluyendo lugares sin salida como trampas. El efecto macrosco´pico es
la extensio´n o distribucio´n de partı´culas, el cual, crece de manera sublineal en el tiempo, lo que
resulta en un proceso de subdifusio´n.
〈(∆x)2〉 ∼ t(ln t)k 1 < k < 4 difusio´n ultralenta Difusio´n Sinai, difusio´n determin-
ista
〈(∆x)2〉 ∼ tα 0 < α < 1 subdifusio´n
So´lidos desordenados, medios bi-
olo´gicos, medios fractales, medios
porosos
〈(∆x)2〉 ∼
{
tα t < τ
t t > τ
subdifusio´n transitoria medios biolo´gicos
〈(∆x)2〉 ∼ t difusio´n esta´ndar medios homoge´neos
〈(∆x)2〉 ∼ tβ 1 < β < 2 superdifusio´n plasmas turbulentos, vuelos de
Levy, transporte en polı´meros
〈(∆x)2〉 ∼ t3 difusio´n de Richardson turbulencia atmosfe´rica
Tabla 3-1.: Clasificacio´n de varios procesos en los cuales se presenta difusio´n ano´mala.
3.4. Ecuacio´n fraccional de Fokker–Planck
Usando CTRW se puede demostrar que bajo ciertas condiciones la ecuacio´n cine´tica fraccional o
ecuacio´n fraccional de Fokker–Planck [Barkai et al., 2000, Sokolov, 2001]
CDαt W(x, t) =
[
∂2
∂x2
D(x)− ∂
∂x
V(x)
]
W(x, t) (3-50)
describe la dina´mica de la evolucio´n de la funcio´n de densidad de probabilidad W(x, t).
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3.5. Ecuacio´n Fraccional de Adveccio´n–Difusio´n
Las ecuaciones fraccionales de adveccio´n-difusio´n se utilizan en hidrologı´a de aguas subterra´neas
para modelar el transporte de trazadores que son llevados por el flujo de algu´n fluido en un medio
poroso [Meerschaert and Tadjeran, 2004, Berkowitz et al., 2006].
Teniendo en cuenta las ecuaciones (3-26) y (3-27), para el caso del tiempo de espera caracterı´stico
T infinito y un salto de longitud con varianza finita Σ2, el propagador es [Metzler and Klafter,
2000]
W(k, u) =
1
u + ivk + Kαk2u1−α
(3-51)
que es deducido directamente de la relacio´n (3-15) en el lı´mite k→ 0 y u→ 0, de tal forma que
∂W
∂t
+ v
∂W
∂x
= 0D1−αt Kα
∂2
∂x2
W(x, t) (3-52)
que es la ecuacio´n fraccional de difusio´n-adveccio´n invariante Galileana [Metzler and Klafter,
2000], donde v es la velocidad de deriva. Por otro lado, La ecuacio´n fraccional de difusio´n-adveccio´n
variante Galileana6 [Metzler and Klafter, 2000, Fedotov et al., 2010] es
CDαt W + v
∂W
∂x
= Kα
∂2
∂x2
W(x, t) (3-53)
Las anomalı´as en la evolucio´n del propagador y de los momentos relacionados resultan de los
procesos temporales, dependiendo del valor de α, ambos comportamientos subdifusivos y su-
perdifusivos para la difusio´n de algu´n soluto pueden ser caracterizados [Berkowitz et al., 2002]
por la desviacio´n cuadra´tica media.
La ecuacio´n de difusio´n-adveccio´n ano´mala incluye los efectos de memoria, permitiendo tiempos
de residencia de las partı´culas muy largos, donde al igual que la difusio´n ano´mala, una ley de
potencia es la funcio´n que retiene la historia del feno´meno. En este modelo, de difusio´n-adveccio´n,
el soluto queda capturado en los dominios relativamente inmo´viles, adema´s este modelo usa una
PDF de cola larga en el tiempo de espera (ecuacio´n (3-35)), de tal forma que la derivada fraccional
regula la probabilidad que tardan los saltos [Zhang et al., 2009].
6En el presente trabajo se obtiene la solucio´n de ADE fraccional en el tiempo, variante Galileana, usando el LBM
fraccional que se presenta en el capı´tulo 5.
4. Me´todo de Lattice Boltzmann
El me´todo de lattice Boltzmann (LBM) es una te´cnica para simular el flujo de fluidos y modelos
complejos en la fı´sica de estos. Comparados con los me´todos tradicionales de la dina´mica de flu-
idos, el LBM es un me´todo fa´cil para programar ası´, como el de incluir condiciones de frontera
complicadas como en los medios porosos [Sukop and Daniel T. Thorne, 2007].
El me´todo de lattice Boltzmann es un enfoque que describe el comportamiento de un fluido a niv-
el mesosco´pico. En este nivel, el flujo de fluidos se modela mediante el seguimiento de la evolu-
cio´n de distribuciones promedio de partı´culas microsco´picas, este enfoque evita la complejidad
de tratar en detalle con el flujo de un fluido a nivel totalmente microsco´pico y aun ası´ predecir
exactamente el comportamiento macrosco´pico del flujo [Alim et al., 2009].
4.1. Ecuacio´n de Boltzmann
Como el nombre lo sugiere el me´todo de lattice Boltzmann tiene sus raı´ces en la teorı´a cine´tica
de los gases donde las funciones de distribucio´n tal como la distribucio´n de Maxwell–Boltzmann
juegan un papel clave [Estallo, 2008, Alim et al., 2009].
La ecuacio´n de Boltzmann describe la evolucio´n de la densidad de partı´culas o funcio´n de dis-
tribucio´n f (x, v, t) que da la probabilidad continua, dependiente del tiempo de encontrar una
partı´cula de fluido dentro de un pequen˜o volumen ubicado en x con una velocidad v en el tiempo
t, bajo condiciones de temperatura constante, y cuando no hay fuerzas externas actuando sobre el
fluido, la funcio´n de distribucio´n evoluciona de acuerdo a la ecuacio´n cine´tica
∂ f
∂t
+ v · ∇ f = C( f , f ) (4-1)
el te´rmino de colisio´n de dos partı´culas C( f , f ) en la ecuacion (4-1) modela la forma en que la
distribucio´n cambia como resultado de la colisio´n entre estas partı´culas. El te´rmino v · ∇ f modela
el cambio en la funcio´n de distribucio´n como resultado de la propagacio´n de las partı´culas debido
a su movimiento [Alim et al., 2009]. Las colisiones entre partı´culas generan un intercambio de
energı´a y de momentum, estos cambios se describen a trave´s de la funcio´n de distribucio´n f . La
teorı´a cine´tica de los gases trata con la evolucio´n en el tiempo de dichas funciones de distribucio´n
y relaciona cantidades macrosco´picas tales como la densidad del fluido, la presio´n, la temperatu-
ra, entre otras [Estallo, 2008, Alim et al., 2009].
El te´rmino de colisio´n en general tiene una forma integral compleja. En muchas aplicaciones de
la teorı´a cine´tica a la dina´mica de fluidos, la integral de colisio´n se aproxima a formas mas sim-
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ples. Un ejemplo de aproximacio´n es la aproximacio´n BGK (Bhatnagar–Gross–Krook), esta aprox-
imacio´n reemplaza el te´rmino C( f , f ) por el te´rmino
C( f , f ) = − 1
τ
[ f (x, v, t)− f eq(x, v, t)] (4-2)
este operador modela el efecto de la colisio´n como una relajacio´n de la distribucio´n hacia una
distribucio´n de equilibrio de Maxwell f eq(x, v, t). El para´metro τ (tiempo de relajacio´n) tiene di-
mensiones de tiempo y controla la frecuencia con que la funcio´n de distribucio´n se relaja para
alcanzar el equilibrio [Alim et al., 2009], i. e., este tiempo determina la tasa en que las fluctua-
ciones en el sistema conducen a este a un estado de equilibrio [Pathria, 2005]. La aproximacio´n
BGK es conocida como la aproximacio´n de tiempo de relajacio´n u´nico1, aunque existen otras aprox-
imaciones de la integral de colisio´n, (por ejemplo, la descripcio´n de colisio´n de tiempo de relajacio´n
mu´ltiple2) aquı´ se empleara la descripcio´n BGK.
4.2. Ecuacio´n Discreta de Boltzmann
El espacio de velocidades en la ecuacio´n de Boltzmann es continua, esto significa que la partı´cu-
la es libre de moverse con cualquier velocidad. Lo primero es discretizar la ecuacio´n (4-1) re-
stringiendo el espacio de velocidades continuo a un conjunto discreto de velocidades {ci} donde
i = 0, 1, . . . , n − 1 [Alim et al., 2009], i. e., ahora la partı´cula localizada en x tiene una de las n
velocidades ci. La funcio´n de distribucio´n f (x, v, t) se reduce a la funcio´n fi(x, t), de esta forma, la
ecuacio´n discreta de Boltzmann con te´rmino de colisio´n BGK puede escribirse como
∂ fi
∂t
+ ci · ∇ fi = − 1
τ
(
fi − f eqi
)
(4-3)
en el me´todo de lattice Boltzmann (LBM) se discretiza la ecuacio´n (4-3) con respecto a las coor-
denadas espaciales y temporales por medio del me´todo de diferencias finitas, donde el paso de
longitud ∆x y el paso de tiempo ∆t se relacionan por medio de ci = ∆x/∆t [Wolf-Gladrow, 2005].
Esta discretizacion asegura que las partı´culas localizadas en el nodo en x se mueven en un paso de
tiempo ∆t a un nodo vecino localizado en x+ ci∆t a lo largo del vector velocidad ci [Alim et al.,
2009]. La ecuacio´n del lattice BGK, usando la ecuacio´n (4-3), esta dada por
≈ ∂ fi∂t︷ ︸︸ ︷
fi(x, t + ∆t)− fi(x, t)
∆t
+
fi(x+ ci∆t, t + ∆t)− fi(x, t + ∆t)
∆t︸ ︷︷ ︸
≈ ci ·∇ fi
= − 1
τ
(
fi − f eqi
)
(4-4)
que se reduce a una ecuacio´n de evolucio´n de fi(x, t)
fi(x+ ci∆t, t + ∆t)− fi(x, t) = −∆t
τ
(
fi − f eqi
)
(4-5)
este esquema fue propuesto por Qian et al. (1992) y es de uso generalizado, la interpretacio´n de
esta ecuacio´n es: [Alim et al., 2009]
1en ingles single relaxation time
2en ingles mu´ltiple relaxation time
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Colisio´n En el tiempo t, las partı´culas en un nodo en x colisionan entre si, y en el proceso, la
funcio´n de distribucio´n cambia a f ∗i (x, t), donde
f ∗i (x, t) = fi(x, t)−
∆t
τ
(
fi − f eqi
)
(4-6)
este paso de colisio´n es totalmente local y no necesita informacio´n de los otros nodos.
Propagacio´n Despue´s de un paso de tiempo, los valores de f ∗i (x, t) se propaga a sus nodos veci-
nos a lo largo de las velocidades ci, esto es
fi(x+ ci∆t, t + ∆t) = f ∗i (x, t) (4-7)
este paso no modifica la distribucio´n, pero si adapta la funcio´n de distribucio´n en los n
nodos.
Las variables de intere´s en muchas aplicaciones de flujos de fluidos son la densidad y la velocidad.
Estas cantidades son obtenidas por ensambles promedio de la funcio´n de distribucio´n fi(x, t). La
densidad de partı´culas del fluido en un nodo en x esta dada por el nu´mero total de partı´culas que
se encuentra en el nodo, mientras que la velocidad del fluido esta dado por el primer momento
de velocidad de la funcio´n de distribucio´n, el LBM satisface las dos relaciones
ρ(x, t) =∑
i
fi(x, t) =∑
i
f eqi (x, t) (4-8a)
ρ(x, t)u(x, t) =∑
i
f eqi (x, t)ci (4-8b)
donde ρ es la densidad del fluido y u es la velocidad macrosco´pica
El conjunto de velocidades discreto en el LBM respeta las propiedades de simetrı´a e isotropı´a, la
primer propiedad indica que el conjunto de velocidades {ci} es igual al conjunto de velocidades
{−ci}. La segunda propiedad relacionada con la isotropı´a de la red, asume que los pesos wi aso-
ciados con la velocidad de la red ci son los mismos para las velocidades de la red que tienen la
misma magnitud [Alim et al., 2009], estos pesos satisfacen la relacio´n
∑
i
wi = 1 (4-9)
la isotropı´a requiere que los componentes de las velocidades ci cumplan las relaciones tensoriales
∑
i
wiciµciν = c2sδµν (4-10a)
∑
i
wiciµciνciγciδ = c4s
(
δµνδγδ + δµγδνδ + δµδδνγ
)
(4-10b)
δµν es la delta de Kronecker y cs es la rapidez del sonido (cs = c/
√
3) de un fluido en equilibrio y
es una constante para una determinada red.
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Los factores de peso dependen de la red usada, en este caso para una red D2Q9
wi =

4
9
si i = 0
1
9
si i = 1, . . . , 4
1
36
si i = 5, . . . , 6
(4-11)
La funcio´n de distribucio´n de equilibrio f eqi depende de la densidad local del fluido y de la veloci-
dad, los flujos usualmente se simulan con bajos nu´meros de Mach, de tal forma que la funcio´n de
distribucio´n de equilibrio es una expansio´n hasta te´rminos de segundo orden en u [Estallo, 2008],
esta funcio´n de distribucio´n esta dada por la expresio´n
f eqi (ρ, u) = ρwi
[
1+
ci · u
c2s
+
(ci · u)2
2c4s
− u
2
2c2s
]
(4-12)
los vectores velocidad para la red D2Q9 (figura 4-1) esta´n dados por:
(
c0 c1 c2 c3 c4 c5 c6 c7 c8
)
=
(
1 0 −1 0 1 −1 −1 1 0
0 1 0 −1 1 1 −1 −1 0
)
(4-13)
c1
c5
c2
c6
c3
c4
c8c7
c0
x
y
Figura 4-1.: Vectores velocidad en una celda cuadrada para un modelo D2Q9. D establece el nu´mero de dimensiones
y Q establece el nu´mero de velocidades.
4.3. Ana´lisis de Chapman–Enskog
El ana´lisis de Chapman–Enskog es un procedimiento para resolver la ecuacio´n de Boltzmann por
medio de expansiones perturbativas. Se expande fi(x+ ci∆t, t + ∆t) alrededor del punto (x, t) en
serie de Taylor
fi(x+ ci∆t, t + ∆t) =
∞
∑
n=0
1
n!
(∆t)n
(
∂
∂t
+ ci · ∇
)n
fi(x, t) (4-14)
las funciones de distribucio´n se expanden en forma de una serie perturbativa alrededor de la
funcio´n f (0)i (expansio´n de Chapman–Enskog) usando un pequen˜o para´metro adimensional e,
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como
fi = f
(0)
i + e f
(1)
i + e
2 f (2)i + . . . (4-15)
donde el para´metro de perturbacio´n e es el numero de Knudsen, que es la razo´n entre una longitud
microsco´pica (camino libre medio) y una longitud macrosco´pica representativa [Succi et al., 2001,
Zhao, 2008]; separando la escala de tiempo t en dos tiempos de escala diferentes t1 y t2, tal que
fi(x, t) = fi(x, t1, t2)3, donde, se define t1 como la escala de tiempo para feno´menos ra´pidos como
la adveccio´n y t2 como la escala de tiempo para feno´menos lentos tales como la difusio´n. Usando
ana´lisis perturbativo, se puede expandir la derivada en el tiempo
∂
∂t
= e
∂
∂t1
+ e2
∂
∂t2
+ . . . (4-16)
e es un factor que asegura que la derivada de los feno´menos lentos es mas pequen˜a en compara-
cio´n con la derivada de los feno´menos mas ra´pidos, mientras que ∂t1 y ∂t2 son del mismo orden
de magnitud.
Expandiendo la derivada espacial, de forma similar a la derivada temporal, se obtiene
∇ = e∇1 + . . . (4-17)
reemplazando estas expansiones en la ecuacio´n (4-5), queda
lı´m
N→∞
N
∑
n=1
1
n!
(∆t)n−1
(
e
∂
∂t1
+ e2
∂
∂t2
+ eci · ∇1
)n (
f (0)i + e f
(1)
i + e
2 f (2)i
)
= − 1
τ
[(
f (0)i + e f
(1)
i + e
2 f (2)i
)
− f eqi
]
(4-18)
ahora, los te´rminos de ordenes diferentes en e son de ordenes diferentes en magnitud e indepen-
dientes, de tal forma que, agrupando hasta segundo orden en e, se obtiene
f (0)i = f
eq
i (4-19a)(
∂
∂t1
+ ci · ∇1
)
f (0)i = −
1
τ
f (1)i (4-19b)
∂
∂t2
f (0)i +
(
2τ − ∆t
2τ
)(
∂
∂t1
+ ci · ∇1
)
f (1)i = −
1
τ
f (2)i (4-19c)
la propiedad de conservacio´n de la ecuacio´n (4-8) de las funciones de distribucio´n fi implica que
∑
i
f (k)i = 0, con k > 0 (4-20)
esto indica que los te´rminos de orden k > 0 no contribuyen a la conservacio´n de la masa, y solo los
momentos de las funciones de distribucio´n de equilibrio y sus derivadas con respecto al tiempo y
el espacio son necesarias.
3Este procedimiento es conocido como ana´lisis multi-escala.
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Momentos de orden cero
Tomando el momento de orden cero ∑i() en las ecuaciones (4-19), se obtiene
∂ρ
∂t1
+∇1 · (ρu) = 0 (4-21a)
∂ρ
∂t2
+
(
1− ∆t
2τ
)
∇1 · j(1) = 0 (4-21b)
donde
j(1) =∑
i
f (1)i ci (4-22)
Momentos de primer orden
Tomando el primer momento ∑i ci(·) de la ecuacio´n (4-19b) se obtiene
∂
∂t1
(ρu) +∇1 ·Π(0) = − 1
τ
j(1) (4-23)
donde los componentes del tensor Π(0) satisfacen
Π(0)µν =∑
i
ciµciν f
(0)
i (4-24)
4.3.1. Ecuacio´n de Difusio´n
Se asume que el proceso de difusio´n toma lugar en una red cuadrada, es necesario escoger cor-
rectamente el equilibrio local f eqi , de tal forma que la ecuacio´n de difusio´n para la densidad de
partı´culas ρ puede ser deducida desde la ecuacio´n (4-5) [Wolf-Gladrow, 2005].
La funcio´n de distribucio´n de equilibrio para procesos de difusio´n es [Zhao, 2008, Camas, 2008]
f eqi = ρwi (4-25)
usando la ecuacion (4-25), se tiene que
ρu =∑
i
f eqi ci = ρ∑
i
wici = 0 (4-26)
de tal forma que las ecuaciones (4-21a) y (4-23) quedan respectivamente
∂ρ
∂t1
= 0 (4-27a)
∇1 ·Π(0) = − 1
τ
j(1) (4-27b)
Como se menciono anteriormente (ve´ase, seccio´n 4.3 en la pagina 28) t2 es la escala de tiempo de
los feno´menos lentos, como la difusio´n, mientras que t1 es la escala de tiempo para los feno´menos
ra´pidos, tales como la adveccio´n, esto da un sentido intuitivo en el cual la redistribucio´n de masa
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(ecuacio´n (4-27a)) es un feno´meno lento, los procesos de difusio´n solo intercambian partı´culas en-
tre las distintas partes del fluido sin un transporte neto de masa.
El tensor Π(0) queda
Π(0) = ρc2s I (4-28)
donde I es el tensor identidad. Reemplazando la ecuacio´n (4-23) en la ecuacio´n (4-21), usando el
resultado de la ecuacio´n (4-28), se obtiene
∂ρ
∂t2
− c2sτ
(
1− ∆t
2τ
)
∇21 ρ = 0 (4-29)
ahora combinando e×(4-27a) con e2×(4-29) resulta
∂ρ
∂t
= D∇2ρ (4-30)
donde el coeficiente de difusio´n D es determinado por
D = c2sτ
(
1− ∆t
2τ
)
(4-31)
la aparicio´n del te´rmino c2sτ corresponde al camino libre medio [Succi et al., 2001].
4.3.2. Ecuacio´n de Difusio´n-Adveccio´n
La funcio´n de distribucio´n de equilibrio para los procesos de difusio´n-adveccio´n es [Flekkoy, 1993]
f eqi = ρwi
(
1+
ci · u
c2s
)
(4-32)
se tiene que
ρu =∑
i
f eqi ci (4-33)
el tensor Π0 esta dado por
Π0 = ρc2s I (4-34)
de esta forma usando la ecuacio´n (4-23) se obtiene de la ecuacio´n (4-21b) que
∂ρ
∂t2
=
(
τ − ∆t
2
)
∇1 ·
[
∂
∂t1
(ρu) + c2s∇1ρ
]
=
(
τ − ∆t
2
)
∇1 ·
[
∂
∂t1
(ρu)
]
+ c2s
(
τ − ∆t
2
)
∇21ρ (4-35)
ahora, usando el resultado de la ecuacio´n (4-21a), queda
∂
∂t1
(ρu) =
∂ρ
∂t1
u+ ρ
∂u
∂t1
= −[∇1 · (ρu)]u+ ρ ∂u
∂t1
(4-36)
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asumiendo que no existen variaciones ra´pidas del flujo [Flekkoy, 1993, Camas, 2008, Banda et al.,
2009], esto es ∂u∂t1 ≈ 0, queda
∂
∂t1
(ρu) = −[∇1 · (ρu)]u (4-37)
luego, combinando e×(4-21a) y e2×(4-35), usando la ecuacio´n (4-37), asumiendo que el flujo es
incompresible, es decir ∇ · u = 0
∂ρ
∂t
+∇ · (ρu) = c2s
(
τ − ∆t
2
)
∇ ·
[
∇ρ− 1
c2s
(∇ρ · u)u
]
(4-38)
para nu´meros de Mach pequen˜os4 u/cs  1 [Flekkoy, 1993, Camas, 2008, Banda et al., 2009] la
ecuacio´n (4-38) se reduce a
∂ρ
∂t
+∇ · (ρu) = D∇2ρ (4-39)
que es la ecuacio´n de adveccio´n-difusio´n, donde D esta determinado por la relacio´n (4-31).
4.4. Implementacio´n Computacional
El me´todo de lattice Boltzmann simplifica enormemente la visio´n original de Boltzmann, reducien-
do el nu´mero de posiciones de las partı´culas del espacio posible y los momentos microsco´picos
desde un continuo a un conjunto discreto, de igual forma se discretiza el tiempo [Alim et al., 2009,
Hayashi, 2003].
Las posiciones de las partı´culas se limitan a la de los nodos en la red (el espacio se divide en un
nu´mero de celdas), por ejemplo, en el modelo bidimensional D2Q95, se usan 8 direcciones y 3
magnitudes para la velocidad, y una masa por cada partı´cula [Wolf-Gladrow, 2005, Anwar et al.,
2008] como se muestra en la figura 4-1.
Para simular un proceso de difusio´n, se implemento´ un co´digo bidimensional, utilizando el mod-
elo D2Q9 de lattice Boltzmann con aproximacio´n BGK. El co´digo se escribio´ en lenguaje de pro-
gramacio´n C++, los resultados se visualizaron usando el programa gnuplot. La unidad de red (lu)
es la medida fundamental de longitud y los pasos de tiempo (ts) son la unidad de tiempo.
4.4.1. Difusio´n
Implementacio´n del Algoritmo de Difusio´n
El procedimiento computacional de la simulacio´n del lattice Boltzmann para la implementacio´n
del algoritmo de difusio´n es [Sukop and Daniel T. Thorne, 2007]:
4Cuando la rapidez del fluido es lo suficientemente pequen˜a comparada con la rapidez del sonido de la red, u/cs  1,
la colisio´n y las reglas de propagacio´n del LBM asegura que las desviaciones de la densidad del fluido desde su valor
inicial son despreciables.
5la notacio´n DdQn es usada frecuentemente para indicar la seleccio´n de un conjunto discreto de velocidades en cada
punto de red, la variable d corresponde a la dimensio´n espacial donde la simulacio´n ocurre y n es el numero de
velocidades discretas.
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Inicio: Se ajustan las condiciones iniciales para la densidad ρ y la velocidad u.
Equilibrio: Se implementa y se calcula la funcio´n de equilibrio f eqi = f
eq
i (ρ0(x), u0(x)) para todos
los nodos del fluido.
Colisio´n: Se calcula la distribucio´n de partı´culas despue´s de la colisio´n, f ∗i (x, t) = fi(x, t) −
1
τ
(
fi − f eqi
)
, para todos los nodos del fluido.
Propagacio´n: Las distribuciones de partı´culas son adaptadas para propagarse un paso de red en
la direccio´n asignada por medio de fi(x+ ci, t + 1) = f ∗i (x, t).
Variables Macrosco´picas: Desde la distribucio´n de partı´culas se calculan las variables macrosco´pi-
cas ρ = ∑i fi y ρu = ∑i fici para cada nodo de la red y se repite el procedimiento desde el
paso de equilibrio.
i indica la direccio´n en un determinado nodo.
Para la simulacio´n se uso un taman˜o de red de Lx × Ly = 100× 100 lu2, incluidos los nodos en la
frontera. El nu´mero de iteraciones realizadas es igual al nu´mero de pasos de tiempo t, el programa
se inicia con un paquete Gaussiano de la forma
ρ0(x, y) =
1
2piσ2
exp
(
− 1
2σ2
[(x− 50)2 + (y− 50)2]
)
(4-40)
con σ = 0.1 y velocidad inicial u0 = (0, 0) para todos los nodos en la red. Se uso un valor de tiempo
de relajacio´n τ = 0.8536 (ve´ase, Camas [2008]) que implica un coeficiente de difusio´n D = 0.1179
lu2 ts−1 segu´n la ecuacio´n (4-31).
Resultados del LB para un proceso de difusio´n
En las figuras 4-2 y 4-3 se muestran los resultados obtenidos para la evolucio´n del propagador en
un proceso de difusio´n normal para distintos pasos de tiempo (t = 20, 50, 100, 200 ts).
En la figura 4-4 (a) se observa la solucio´n de la ecuacio´n de difusio´n normal para t = 500 ts, se
muestra claramente en 4-4 (b) que la solucio´n es iso´tropa, la paleta de colores indica la altura del
pulso Gaussiano en las lineas de contorno. En 4-5 (a) se hace una comparacio´n del perfil en direc-
cio´n x entre los datos arrojados por la simulacio´n y la solucio´n teo´rica.
En la figura 4-5 (b) se muestra la dependencia lineal de la desviacio´n cuadra´tica media (MSD)
(varianza de los desplazamientos de las partı´culas) con el tiempo, en un proceso de difusio´n nor-
mal; es fa´cil obtener el coeficiente de difusio´n que se relaciona directamente con la pendiente de
la recta el cual se ajusta con lo calculado anteriormente D = 0.1179.
34 4 Me´todo de Lattice Boltzmann
30 35 40 45 50 55 60 65 70x [lu] 30
35
40
45
50
55
60
65
70
y [lu]0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
ρ
(x
,y
,t=
20
ts
)[
m
u/
lu
2 ]
(a) t = 20 ts
30 35 40 45 50 55 60 65 70x [lu] 30
35
40
45
50
55
60
65
70
y [lu]0
0.05
0.1
0.15
0.2
0.25
ρ
(x
,y
,t=
50
ts
)[
m
u/
lu
2 ]
(b) t = 50 ts
Figura 4-2.: Solucio´n de la ecuacio´n de difusio´n para distintos pasos de tiempo.
4.4.2. Adveccio´n-Difusio´n
Suponemos dos componentes, el fluido portador y el fluido trazador (soluto), y adema´s uno de los
componentes es una pequen˜a fraccio´n del otro, por lo tanto las colisiones entre componentes son
despreciadas y no se incluyen en el ca´lculo. El primer componente tiene la funcio´n de equilibrio
f eqi dada en la ecuacio´n (4-12) (flujo regular del fluido). El segundo componente tiene su propia
funcio´n de distribucio´n de equilibrio qeqi que contiene so´lo te´rminos de hasta primer orden en
la velocidad del flujo (flujo del soluto), ecuacio´n (4-32) [Flekkoy, 1993, Anwar et al., 2008, Guo
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Figura 4-3.: Solucio´n de la ecuacio´n de difusio´n para distintos pasos de tiempo.
and Zhao, 2005]. La velocidad del soluto (segundo componente) es la misma velocidad del fluido
(primer componente), esto significa que el soluto se transporta como un escalar pasivo.
Ecuacio´n de lattice-Boltzmann para el campo de velocidades
El LBM para el flujo del fluido (fluido portador) puede expresarse por medio de [Guo and Zhao,
2005]
fi(xi + ci, t + 1)− fi(x, t) = − 1
τ
(
fi(x, t)− f eqi (x, t)
)
(4-41)
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Figura 4-4.: (a) Solucio´n de la ecuacio´n de difusio´n para 500 pasos de tiempo. (b) Lineas de contorno, muestran como
el pulso Gaussiano se expande isotro´picamente.
donde fi es la funcio´n de distribucio´n de la densidad del fluido, que determina la probabilidad
para encontrar una partı´cula del fluido con velocidad ci en la posicio´n x y tiempo t, con un incre-
mento ∆t = 1 y τ como el tiempo de relajacio´n adimesional del portador. Los valores fi(x, t) se
usan para determinar la velocidad del flujo, por medio de las expresiones dadas en (4-8).
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Figura 4-5.: (a) Seccio´n transversal y comparacio´n teo´rica en la direccio´n x con los datos arrojados por la simulacio´n.
(b) La linea solida representa el comportamiento de la MSD teo´rica que se representa por la ecuacio´n
σ2(t) = (0.4716 lu ts−1)t y la MSD que resulta de la simulacio´n (rombos) se representa por medio de la
ecuacio´n σ2(t) = (0.4716 lu ts−1)t + 0.640 lu2.
Ecuacio´n de Lattice-Boltzmann para la concentracio´n
En esta parte se propone el LBM descrito por la evolucio´n de la funcio´n de distribucio´n de la
concentracio´n qi del fluido trazador [Flekkoy, 1993, Hornero, 2002]
qi(xi + ci, t + 1)− qi(x, t) = − 1
τs
(
qi(x, t)− qeqi (x, t)
)
(4-42)
donde τs es el tiempo adimensional de relajacio´n del trazador. La concentracio´n n(x, t) esta dada
por
n(x, t) =∑
i
qi(x, t) (4-43)
la velocidad del fluido portador se considera independiente de la del fluido trazador, i. e., el com-
portamiento difusivo de la mezcla de fluidos se va superponer a la adveccio´n [Hornero, 2002].
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Implementacio´n del Algoritmo para la Ecuacio´n de Adveccio´n-Difusio´n
El procedimiento computacional de la simulacio´n del lattice Boltzmann para la implementacio´n
del algoritmo de adveccio´n-difusio´n es [Sukop and Daniel T. Thorne, 2007, Banda et al., 2009]:
Inicio: Se ajustan las condiciones iniciales para la densidad del fluido ρ, la concentracio´n n del
soluto y la velocidad u.
Equilibrio: Se implementan y se calculan las funciones de equilibrio f eqi = f
eq
i (ρ0(x), u0(x)) y
qeqi = q
eq
i (n0(x), u0(x)) para todos los nodos del fluido.
Colisio´n: Se calculan las distribuciones de partı´culas despue´s de la colisio´n, f ∗i (x, t) = fi(x, t)−
1
τ
(
fi − f eqi
)
y q∗i (x, t) = qi(x, t)−
1
τs
(
qi − qeqi
)
, para todos los nodos del fluido.
Propagacio´n: Las distribuciones de las partı´culas, tanto del fluido como las del soluto, son adap-
tadas para propagarse un paso de red en la direccio´n asignada por medio de fi(x+ ci, t +
1) = f ∗i (x, t) y qi(x+ ci, t + 1) = q
∗
i (x, t).
Variables Macrosco´picas: Desde la distribucio´n de partı´culas se calculan las variables macrosco´pi-
cas ρ = ∑i fi, ρu = ∑i fici y n = ∑i qi para cada nodo de la red y se repite el procedimiento
desde el paso de equilibrio.
i indica la direccio´n en un determinado nodo.
Para la simulacio´n se uso un taman˜o de red de Lx × Ly = 60× 120 lu2, incluidos los nodos en la
frontera. El nu´mero de iteraciones realizadas es igual al nu´mero de pasos de tiempo t, el programa
se inicia para el soluto con un paquete Gaussiano de la forma
n0(x, y) =
1
2piσ2
exp
(
− 1
2σ2
[(x− 10)2 + (y− 30)2]
)
(4-44)
con σ = 0.1. Se uso un valor τs = 0.8536 para el tiempo de relajacio´n en el trazador que implica
un coeficiente de difusio´n D = 0.1179 lu2 ts−1 segu´n la ecuacio´n (4-31). La velocidad inicial en el
portador es u0 = (0.1, 0) para todos los nodos en la red y el tiempo de relajacio´n de este se escoge
τ = 1.50, asumiendo un flujo constante en la frontera en x = 0.
Resultados del LB para un proceso de adveccio´n-difusio´n
En las simulaciones lo que se pretende es determinar cual es la distribucio´n de concentracio´n de
un trazador pasivo sometido a la accio´n combinada del campo de velocidades del portador y de la
difusio´n, esto se consigue calculando los componentes de la velocidad en cada punto del dominio
considerado (adveccio´n) y despue´s calculando la concentracio´n del trazador debido a la difusio´n
En las figuras 4-6, 4-7 y 4-8 se observan las soluciones de la ecuacio´n de adveccio´n-difusio´n para
distintos pasos de tiempo (t = 50, 200, 450 ts), el transporte normal o Gaussiano es una conse-
cuencia directa del teorema del limite central. La expansio´n de la Gaussiana (lineas de contorno
en la figura 4-8) es consecuencia directa del proceso de difusio´n y la traslacio´n es consecuencia del
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proceso de adveccio´n, guiado por la velocidad de deriva del portador.
En la figura 4-9 se muestra el perfil en direccio´n x para la solucio´n de la ecuacio´n de difusio´n-
adveccio´n para t = 50, 200 y 450 ts. La posicio´n del pico de la funcio´n de distribucio´n coincide
con la media espacial, figura 4-10, que aumenta linealmente en la direccio´n x y es constante en la
direccio´n y.
La desviacio´n cuadra´tica media para el proceso de adveccio´n-difusio´n se muestra en la figura
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Figura 4-6.: Solucio´n de la ecuacio´n de difusio´n-adveccio´n para t = 50 pasos de tiempo.
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4-11, que evoluciona linealmente en el tiempo, lo que indica un comportamiento del proceso de
difusio´n normal, se comparan los resultados nume´ricos (cruces) con la MSD teo´rica (linea puntea-
da) mostrando gran concordancia.
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Figura 4-7.: Solucio´n de la ecuacio´n de difusio´n-adveccio´n para t = 200 pasos de tiempo.
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Figura 4-8.: Solucio´n de la ecuacio´n de difusio´n-adveccio´n para t = 450 pasos de tiempo.
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Figura 4-10.: Posicio´n media del propagador en (a) la direccio´n x y en (b) la direccio´n y.
4.4 Implementacio´n Computacional 43
0
50
100
150
200
250
0 50 100 150 200 250 300 350 400 450 500
M
SD
,σ
2 (
t)
[lu
2 ]
tiempo, t [ts]
Simulacion: σ2(t) = (0.4589 lu2 ts−1) t + 0.9527 lu2
Teoria: σ2(t) = (0.4716 lu2 ts−1) t
(a) MSD
Figura 4-11.: Comparacio´n de la MSD teo´rica y de la MSD obtenida de la simulacio´n

5. Me´todo de Lattice Boltzmann Fraccional
Aquı´ se propone y se discute el me´todo de lattice Boltzmann fraccional para la soluciones de las
ecuaciones de difusio´n ano´mala y de adveccio´n-difusio´n ano´mala, basado en la discretizacio´n di-
recta de la derivada de Caputo, a partir de la definicio´n de Gru¨nwald–Letnikov, en la ecuacio´n
cine´tica fraccional de Boltzmann, con un esquema explicito para la evolucio´n en el tiempo.
Los me´todos nume´ricos son muy u´tiles a la hora de resolver las ecuaciones que modelan procesos
de difusio´n ano´mala, las cuales son difı´ciles de resolver analiticamente, e. g., en la difusio´n de con-
taminantes bajo el suelo desde el punto de vista ambiental, es importante desarrollar predicciones
de la densidad de los contaminantes a trave´s del tiempo, al igual que de la distribucio´n espa-
cial. Algunos autores [Nakagawa et al., 2010] mencionan que por ejemplo la difusio´n ano´mala en
acuı´feros heteroge´neos no puede ser interpretada por la ecuacio´n cla´sica de adveccio´n-difusio´n. Se
observa que la difusio´n es mas lenta que la prediccio´n hecha sobre la teorı´a cla´sica de la ecuacio´n
de adveccio´n-difusio´n. En el suelo se debe tener en cuenta la porosidad y la heterogeneidad del
medio, y debido al nivel microsco´pico se concluye que el modelo cla´sico de difusio´n no es ade-
cuado en vista de esa heterogeneidad.
5.1. Ecuacio´n Fraccional de Boltzmann
El modelo de transporte esta´ndar de Boltzmann no puede describir algunos procesos fuera del
equilibrio como lo son los procesos ano´malos. Las causas de anormalidad en estos procesos se
pueden deber a heterogeneidades espaciales, en que las trayectorias de las partı´culas toman for-
mas de racimo (fractales). Adema´s, las partı´culas pueden estar ubicadas (atrapadas) en algunos
dominios de taman˜o pequen˜o (trampas) durante mucho tiempo. Las estimaciones demuestran
que las distribuciones de la longitud de salto y del tiempo de espera se caracterizan por colas
pesadas del tipo de ley de potencia. Este comportamiento permite introducir las derivadas frac-
cionarias en el espacio y el tiempo, que resultan como una consecuencia de la fractalidad del
medio y de la presencia de memoria respectivamente [Uchaikin and Sibatov, 2010].
La ecuacio´n de difusio´n describe solo parte de la solucio´n de la ecuacio´n de Boltzmann, aquı´ se
propone la ecuacio´n fraccional de Boltzmann
CDαt f (x, v, t) + v · ∇ f (x, v, t) = C( f , f ) (5-1)
donde f (x, v, t) es la funcio´n de distribucio´n de una partı´cula, C( f , f ) es la integral de colisio´n y
CDαt es la derivada fraccional parcial en el sentido de Caputo de orden α [Uchaikin and Sibatov,
2010]. Esta ecuacio´n fraccional describe la cine´tica hereditaria con un nu´cleo de memoria del tipo
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de ley de potencias causado por tiempos de espera en dominios locales, ademas, no se asume
un acople espacio-temporal, i. e., los tiempos de espera se consideran independientes de las longi-
tudes del camino libre medio distribuidos de acuerdo a una ley exponencial [Uchaikin and Sibatov,
2010].
5.2. Me´todo de Chapman–Enskog
Se propone la ecuacio´n de Boltzmann con derivada fraccional en el tiempo y con aproximacio´n
BGK como
CDαt fi + ci · ∇ fi = −
1
τ
( fi − f eqi ) (5-2)
expandiendo la derivada temporal en una serie perturbativa usando el para´metro e (nu´mero de
Knudsen)
CDαt = e
CDαt1 + e
2 CDαt2 + · · · (5-3)
usando las expansiones dadas en las ecuaciones (4-15) y (4-17), agrupando te´rminos hasta segundo
orden en e, se obtiene
f (0)i = f
eq
i (5-4a)(
CDαt1 + ci · ∇1
)
f (0)i = −
1
τ
f (1)i (5-4b)
CDαt2 f
(0)
i +
(
CDαt1 + ci · ∇1
)
f (1)i = −
1
τ
f (2)i (5-4c)
Momentos de Orden Cero
Usando la relacio´n (4-20), tomando el momento de orden cero ∑i() en las ecuaciones (5-4), se
obtiene
CDαt1ρ+∇1 · (ρu) = 0 (5-5a)
CDαt2ρ+∇1 · j(1) = 0 (5-5b)
donde j1 esta dado por la ecuacio´n (4-22).
Momentos de Primer Orden
Tomando el primer momento ∑i ci(·) de la ecuacio´n (5-4b) se obtiene
CDαt1(ρu) +∇1 ·Π(0) = −
1
τ
j(1) (5-6)
donde Π(0) esta dado por la relacio´n (4-24).
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5.2.1. Difusio´n Ano´mala
Se asume que la funcio´n de distribucio´n de equilibrio esta dada por f (0)i = ρwi, de tal forma que
se repite
Π(0) = ρc2s I (5-7)
adema´s
j = ρu =∑
i
ci f
(0)
i = ρ∑wici = 0 (5-8)
por lo tanto las ecuaciones en (5-5) quedan
CDαt1ρ = 0 (5-9a)
CDαt2ρ+∇1 · j(1) = 0 (5-9b)
y de la ecuacio´n (5-6) resulta
τc2s∇1ρ = −j(1) (5-10)
luego reemplazando la ecuacio´n (5-10) en la ecuacio´n (5-9), queda
CDαt ρ+ D∇2ρ = 0 (5-11)
que es la ecuacio´n de difusio´n ano´mala.
5.2.2. Adveccio´n-Difusio´n Ano´mala
Aquı´ se asume que la funcio´n de distribucio´n de equilibrio esta dada por la expresio´n (4-32), donde
el tensorΠ(0) se reduce a la relacio´n (5-7). De esta forma la ecuacio´n (5-6), usando la ecuacio´n (5-5),
queda
1
τ
CDαt2ρ = ∇1 ·
[
CDαt1(ρu)
]
+∇1 ·
[
∇T1 ·
(
ρc2s I
)]
= ∇1 ·
[
CDαt1(ρu)
]
+ c2s∇21ρ (5-12)
luego combinando e×(5-5a) con e2τ×(5-12), se obtiene
CDαt ρ+∇ · (ρu) = τc2s∇2ρ+ eτ∇ ·
[
CDαt1(ρu)
]
(5-13)
ası´, de la propiedades de la derivada en el sentido de Caputo (teorema 4 de la seccio´n 1.1.2 en la
pa´gina 3), resulta
CDαt1(ρu) = ∑
k≥0
(
α
k
)(
CDα−kt1 ρ
) ∂ku
∂tk1
− t
−α
1
Γ(1− α) (ρu)|t1=0 (5-14)
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asumiendo que no existen variaciones ra´pidas del flujo, es decir ∂u∂t1
≈ 0, entonces
CDαt1(ρu) =
(
CDαt1ρ
)
u− t
−α
1
Γ(1− α) (ρu)|t1=0 (5-15)
= −[∇1 · (ρu)]u− t
−α
1
Γ(1− α) (ρu)|t1=0 (5-16)
y si adema´s suponemos que el flujo es incompresible ∇ · u = 0, queda
CDαt ρ+∇ · (ρu) = τc2s∇2ρ− τ∇ ·
[
(∇ρ · u)u+ et
−α
1
Γ(1− α) (ρu)|t1=0
]
(5-17)
= τc2s∇ ·
[
∇ρ− 1
c2s
(∇ρ · u)u
]
− t
−α
1
Γ(1− α)τcs
[
ρ
(
e
u
cs
)]∣∣∣∣
t1=0
(5-18)
donde [Mattila, 2010]
e
u
cs
∼ eMa 1 (5-19)
de esta forma
CDαt ρ+∇ · (ρu) = τc2s∇2ρ (5-20)
que es la ecuacio´n de adveccio´n-difusio´n.
5.3. Implementacio´n Computacional
De acuerdo al ca´lculo fraccional la derivada de Caputo se puede escribir en la forma
CDαt fµ = D
α
t fµ −
m
∑
k=0
tk−α
Γ(k− α+ 1) D
k
t fµ
∣∣∣
t=0
con m = [α] (5-21)
ası´
CDαt fµ
∣∣∣t=t+∆t
x=xi
' 1
∆tα
[ t+∆t∆t ]
∑
k=0
gα,k fµ(xi, t− (k− 1)∆t)−
m
∑
k=0
(t + ∆t)k−α
Γ(k− α+ 1) pk(xi) (5-22)
donde se hizo una aproximacio´n de la definicio´n del operador derivada en el sentido de Gru¨nwald–
Letnikov, equivalente al operador derivada en el sentido de Riemann–Liouville, y se escogio gα,k
como los coeficientes o pesos de Gru¨nwald–Letnikov, que se definen como
gα,k = (−1)k
(
α
k
)
para k = 0, 1, . . . (5-23)
donde se usa la relacio´n de recurrencia [Ciesielski and Leszczynski, 2003]
gα,0 = 1 y gα,k =
(
1− 1+ α
k
)
gα,k−1 para k = 1, 2, . . . (5-24)
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que permite calcular de una manera sencilla los coeficientes. Es evidente que la derivada fraccional
es representada por la suma ponderada a trave´s de toda la historia de la funcio´n, donde cada uno
de los valores gα,k da una contribucio´n al lı´mite superior en t + ∆t, de tal forma que
(∆t)−α
[ t∆t+1]
∑
k=0
gα,k fµ(xi, t− (k− 1)∆t)−
m
∑
k=0
(t + ∆t)k−α
Γ(k− α+ 1) pk(xi)
+
eiµ
∆xi
[ fµ(xi + ∆xi, t + ∆t)− fµ(xi, t + ∆t)] = − 1
τ
( fµ − f eqµ ) (5-25)
luego, agrupando y factorizando
[
(∆t)−α − (∆t)−1
]
fµ(xi, t + ∆t) + (∆t)−α
[ t∆t+1]
∑
k=1
gα,k fµ(xi, t− (k− 1)∆t)
−
m
∑
k=0
(t + ∆t)k−α
Γ(k− α+ 1) pk(xi) + (∆t)
−1 fµ(xi + ∆xi, t + ∆t) = − 1
τ
( fµ − f eqµ ) (5-26)
escogiendo ∆t = 1, la ecuacio´n anterior se reduce a
t+1
∑
k=1
gα,k fµ(xi, t− (k− 1))−
m
∑
k=0
(t + 1)k−α
Γ(k− α+ 1) pk(xi) + fµ(xi + ∆xi, t + 1) = −
1
τ
( fµ − f eqµ ) (5-27)
esto es
fµ(xi + ∆xi, t + 1) =
t
∑
k=0
gα,k+1 fµ(xi, t− k) +
m
∑
k=0
(t + 1)k−α
Γ(k− α+ 1) pk(xi)−
1
τ
( fµ − f eqµ ) (5-28)
si 0 < α < 1, se obtiene la ecuacio´n de evolucio´n para la funcio´n de distribucio´n
fµ(xi + ∆xi, t + 1) =
t
∑
k=0
gα,k+1 fµ(xi, t− k) + (t + 1)
−α
Γ(1− α) fµ(xi, 0)−
1
τ
( fµ − f eqµ ) (5-29)
esto significa que solo es suficiente una funcio´n inicial, tal como lo requiere la solucio´n de la
ecuacio´n de difusio´n esta´ndar. Si 1 < α < 2, entonces
fµ(xi + ∆xi, t + 1) =
t
∑
k=0
gα,k+1 fµ(xi, t− k) + (t + 1)
−α
Γ(1− α) fµ(xi, 0)
+
(t + 1)1−α
Γ(2− α)
[
∂
∂t
fµ(xi, t)
]∣∣∣∣
t=0
− 1
τ
( fµ − f eqµ ) (5-30)
lo que indica que es necesario incluir la derivada en el tiempo de la funcio´n evaluada en t = 0, tal
como lo requiere la ecuacio´n de onda esta´ndar.
Aquı´ se implementa un co´digo bidimensional D2Q9 de lattice Boltzmann fraccional (LB frac-
cional) con aproximacio´n BGK, y de igual forma que en el capı´tulo anterior, el co´digo se escribio´ en
lenguaje de programacio´n C++.
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5.3.1. Difusio´n Ano´mala
Implementacio´n del Algoritmo para Difusio´n Ano´mala
El procedimiento computacional de la simulacio´n del me´todo de lattice Boltzmann fraccional, que
se propone usando los resultados (5-29) y (5-30), para la implementacio´n del algoritmo de difusio´n
ano´mala es:
Inicio: Se ajustan las condiciones iniciales para la densidad ρ y la velocidad u.
Equilibrio: Se implementa y se calcula la funcio´n de equilibrio f eqi = f
eq
i (ρ0(x), u0(x)) para todos
los nodos del fluido.
Colisio´n: Si 0 < α < 1 se calcula la distribucio´n de partı´culas despue´s de la colisio´n como,
f ∗i (x, t) =
t
∑
k=0
gα,k+1 fi(x, t− k) + (t + 1)
−α
Γ(1− α) fi(x, 0)−
1
τ
( fi − f eqi )
para todos los nodos del fluido. Si 1 < α < 2 se calcula la distribucio´n como,
f ∗i (x, t) =
t
∑
k=0
gα,k+1 fi(x, t− k) + (t + 1)
−α
Γ(1− α) fi(x, 0) +
(t + 1)1−α
Γ(2− α)
[
∂
∂t
fi(x, t)
]∣∣∣∣
t=0
− 1
τ
( fi− f eqi )
para todos los nodos del fluido.
Propagacio´n: Las distribuciones de partı´culas son adaptadas para propagarse un paso de red en
la direccio´n asignada por medio de fi(x+ ci, t + 1) = f ∗i (x, t).
Variables Macrosco´picas: Desde la distribucio´n de partı´culas se calculan las variables macrosco´pi-
cas ρ = ∑i fi y ρu = ∑i fici para cada nodo de la red y se repite el procedimiento desde el
paso de equilibrio.
i indica la direccio´n en un determinado nodo.
Para la simulacio´n se uso un taman˜o de red de Lx × Ly = 100× 100 lu2, incluidos los nodos en la
frontera. El nu´mero de iteraciones realizadas es igual al nu´mero de pasos de tiempo t, el programa
se inicia con un paquete Gaussiano de la forma
ρ0(x, y) =
1
2piσ2
exp
(
− 1
2σ2
[(x− 50)2 + (y− 50)2]
)
(5-31)
con σ = 0.1 y velocidad inicial u0 = (0, 0) para todos los nodos en la red. Se uso un valor de
tiempo de relajacio´n τ = 1.2, cuando 1 < α < 2 se uso´ la condicio´n adicional ∂ρ∂t
∣∣∣
t=0
= 0.
Resultados del LB fraccional para diferentes procesos de difusio´n ano´mala
Se puede observar, de las figuras 5-1 y 5-2, la solucio´n de la ecuacio´n de difusio´n ano´mala cuando
α = 0.5 a trave´s de distintos instantes de tiempo (t = 100, 300, 500 y 700 pasos de tiempo), es de
notar que existe diferencia en la forma de la solucion con respecto al caso de difusio´n normal, que
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Figura 5-1.: Evolucio´n del propagador para subdifusio´n con α = 0.5 para distintos pasos de tiempo.
muestra un pico fuertemente pronunciado.
En la figura 5-3, se muestra la solucio´n de la ecuacio´n de difusio´n ano´mala con α = 0.5 para
t = 1000 ts, la paleta de colores indica que a medida que se incrementa el tiempo crece la probabil-
idad de encontrar la partı´cula a mayor distancia del punto inicial de donde partio´, pero disminuye
la probabilidad de encontrarla en las cercanı´as de ese punto inicial.
La figura 5-4 indica la evolucio´n de la MSD para el proceso de difusio´n ano´mala con α = 0.5
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Figura 5-2.: Evolucio´n del propagador para subdifusio´n con α = 0.5 para distintos pasos de tiempo.
y la comparacio´n con el resultado segu´n la ecuacio´n (3-49), el comportamiento es sublineal y,
a medida que t aumenta el comportamiento es cada vez mas parecido (figuras 5-4 y 5-5) a lo
predicho teoricamente.
La figura 5-5 muestra la comparacio´n en una escala log-log de la desviacio´n cuadra´tica media
como funcio´n del tiempo entre los valores teo´ricos (linea continua) y los resultados nume´ricos
(cuadros) para los valores de α = 0.3, 0.5 y 0.7, a medida que α se acerca mas a 1 los resultados
se ajustan cada vez mejor con lo esperado teo´ricamente, esto se debe a que el error generado
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Figura 5-3.: (a) Solucio´n de la ecuacio´n de subdifusio´n para 1000 pasos de tiempo cuando α = 0.5. (b) Lineas de
contorno, muestran como el pulso ano´malo se expande isotro´picamente.
por la simulacio´n es comparable con los valores pequen˜os del exponente α; la pendiente de las
rectas mostradas en la figura 5-5 corresponde al coeficiente α que caracteriza el comportamiento
subdifusivo, en relacion con lo dicho anteriormente, el exponente obtenido por la simulacio´n en
la pendiente de la figura 5-5 (a) tiene un error porcentual de 7.7 %, en 5-5 (b) un error porcentual
de 1.0 % y en 5-5 (c) un error porcentual de 1.4× 10−3 %.
En las figuras 5-6 y 5-7 se comparan los resultados nume´ricos obtenidos del LBM con la solucio´n
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Figura 5-4.: Comparacio´n de la MSD teo´rica y la MSD obtenida de los resultados nume´ricos para α = 0.5.
mostrada en la ecuacio´n (3-46), para α = 0.2, 0.4, 0.5, 0.6, 0.8, 1.0 en t = 200 ts, es de notar que
a medida que α se acerca a 1, la difusio´n es mas ra´pida segu´n lo mostrado en la escala vertical,
tambie´n, a medida que α aumenta la discrepancia entre los valores es cada vez menor.
La figura 5-8 muestra la evolucio´n del propagador, cuando α = 1.2 para t = 50 y 150 ts, la solucio´n
obtenida tiene una forma similar al de una perturbacio´n en un estanque de agua cuando una gota
cae en el centro, la perturbacio´n se propaga ra´pidamente aleja´ndose del centro, esto es, en dado
caso un pulso ondulatorio.
Arrancando desde una condicio´n inicial monomodal, se observa en la figura 5-9 (a) la evolucio´n
del propagador para t = 200 ts, la cual se abre desarrollando esponta´neamente en cada una de
las dos dimensiones estados bimodales, i. e., bifurca´ndose dinamicamente (vea [Fujita, 1990, Ors-
ingher and Beghin, 2009]), esto indica, figura 5-9 (b), que el ma´ximo de probabilidad se divide,
en unidimensionalmente en dos pulsos, alejandose ra´pidamente del centro. En la figura 5-10 (c)
se aprecia que la probabilidad de encontrar una partı´cula en el centro es cada vez mas cercana a
cero1. La naturaleza bimodal de los perfiles de la superdifusio´n puede ser vista como consecuen-
cia directa de la naturaleza ondulatoria en la concentracio´n (ecuacio´n 5-15) cuando 1 < α < 2.
El comportamiento del propagador que depende del para´metro α muestra diferentes procesos de
relajacio´n, como se observa en las figuras 5-11 y 5-12, el proceso es subdifusivo, cuando 0 < α < 1
y superdifusivo si 1 < α < 2 en el que se observa un proceso de oscilacio´n y relajacio´n [Ciesielski
and Leszczynski, 2003], la curva mas alta la representa el proceso de subdifusio´n y la curva bifur-
cada el de superdifusio´n.
Para distintos pasos de tiempo, en la figura 5-13 (a) se observa la evolucio´n del propagador cuan-
do α = 0.8 que se relaja (difunde) mas lento que la evolucio´n del propagador en la figura 5-13 (b)
con α = 1.2, el cual, se relaja mas ra´pido observa´ndose un estado bimodal.
1en Fujita [1990] se observan algunas propiedades de la solucio´n de la ecuacio´n de difusio´n ano´mala (3-44) para
1 < α < 2.
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Figura 5-5.: Comparacio´n para la MSD como funcio´n del tiempo en una escala log-log entre los valores teo´ricos
(linea continua) y los resultados nume´ricos (cuadros) para distintos valores de α cuando se presenta
subdifusio´n.
Para caracterizar la dina´mica difusiva se analiza el desplazamiento cuadra´tico medio de las partı´cu-
las, donde el exponente α clasifica los diferentes tipos de difusio´n: subdivisio´n para 0 < α < 1,
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Figura 5-6.: Comparacio´n entre los perfiles del propagador teorico para subdivisio´n (linea) y los resultados nume´ri-
cos para distintos valores de α en direccio´n x para t = 200 ts.
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Figura 5-7.: Comparacio´n entre los perfiles del propagador teo´rico para subdivisio´n (linea) y los resultados nume´ri-
cos para distintos valores de α en direccio´n x para t = 200 ts.
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Figura 5-8.: Evolucio´n del propagador cuando se presenta superdifusio´n con α = 1.2.
difusio´n normal para α = 1 y superdifusio´n para 1 < α < 2. En la figura 5-14 se observan la
evolucio´n de la desviacio´n cuadra´tica media cuando se modifica el valor de α, se muestra un com-
portamiento sublineal si 0 < α < 1, esto significa que el proceso de difusio´n es mas lento que uno
normal. Cuando 1 < α < 2 el comportamiento es supralineal, i. e., el proceso de difusio´n es mas
ra´pido que uno normal.
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Figura 5-9.: (a) Solucio´n de la ecuacio´n de superdifusio´n para 200 pasos de tiempo cuando α = 1.2. (b) Lineas de
contorno, muestran como el pulso ano´malo se expande isotro´picamente.
5.3.2. Adveccio´n-Difusio´n Ano´mala
Al igual que en la adveccio´n-difusio´n normal, aquı´ suponemos dos componentes, con las mismas
caracterı´sticas que se mencionaron en la seccio´n 4.4.2, en la pa´gina 34.
La ecuacio´n de lattice Boltzmann para el campo de velocidades se sigue expresando igual que en
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Figura 5-10.: Acercamiento del pulso ano´malo, se forma el menisco interior que se forma cuando α = 1.2, en el centro
del pulso la concentracio´n es mı´nima
4.4.2, pero la ecuacio´n de lattice Boltzmann para la concentracio´n tiene la forma (ecuacio´n 5-30)
qi(x+ ci, t + 1) =
t
∑
k=0
gα,k+1qi(x, t− k) + (t + 1)
−α
Γ(1− α) qi(x, 0)−
1
τs
(qi − qeqi ) (5-32)
donde τs es el tiempo adimensional de relajacio´n del trazador. La velocidad del fluido se sigue
suponiendo independiente de la del trazador, siendo este un trazador pasivo.
Implementacio´n del Algoritmo para la Ecuacio´n de Difusio´n-Adveccio´n Ano´mala
En esta subseccio´n se implemeta el LB fraccional para la ecuacio´n de adveccio´n-difusio´n ano´mala
(3-53), el procedimiento computacional de la simulacio´n del lattice Boltzmann que se propone
para la implementacio´n del algoritmo de adveccio´n-difusio´n ano´mala es:
Inicio: Se ajustan las condiciones iniciales para la densidad del fluido ρ, la concentracio´n n del
soluto y la velocidad u.
Equilibrio: Se implementan y se calculan las funciones de equilibrio f eqi = f
eq
i (ρ0(x), u0(x)) y
qeqi = q
eq
i (ρ0(x), u0(x)) para todos los nodos del fluido.
Colisio´n: Se calculan las distribuciones de partı´culas despue´s de la colisio´n, f ∗i (x, t) = fi(x, t)−
1
τ
(
fi − f eqi
)
y para 0 < α < 1 la distribucio´n del trazador es q∗i (x, t) = ∑
t
k=0 gα,k+1qi(x, t−
k) + (t+1)
−α
Γ(1−α) qi(x, 0)− 1τs (qi − q
eq
i ), para todos los nodos del fluido.
Propagacio´n: Las distribuciones de las partı´culas, tanto del fluido como las del soluto, son adap-
tadas para propagarse un paso de red en la direccio´n asignada por medio de fi(x+ ci, t +
1) = f ∗i (x, t) y qi(x+ ci, t + 1) = q
∗
i (x, t).
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Figura 5-11.: Comparacio´n de los perfiles en direccio´n x de la evolucio´n del propagador entre distintos compor-
tamientos difusivos: subdivisio´n, difusio´n normal y superdifusio´n. La curva mas alta se presenta en
procesos subdifusivos, en este caso α = 0.8. La curva bifurcada se presenta en procesos superdifusivos,
en este caso α = 1.2. En el intermedio de las dos la curva indica un proceso de difusio´n normal.
Variables Macrosco´picas: Desde la distribucio´n de partı´culas se calculan las variables macrosco´pi-
cas ρ = ∑i fi, ρu = ∑i fici y n = ∑i qi para cada nodo de la red y se repite el procedimiento
desde el paso de equilibrio.
i indica la direccio´n en un determinado nodo.
Para la simulacio´n se uso un taman˜o de red de Lx × Ly = 60× 120 lu2, incluidos los nodos en la
frontera. El nu´mero de iteraciones realizadas es igual al nu´mero de pasos de tiempo t, el programa
se inicia para el soluto con un paquete Gaussiano de la forma
n0(x, y) =
1
2piσ2
exp
(
− 1
2σ2
[(x− 10)2 + (y− 30)2]
)
(5-33)
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Figura 5-12.: Comparacio´n de los perfiles en direccio´n x de la evolucio´n del propagador entre distintos compor-
tamientos difusivos: subdivisio´n, difusio´n normal y superdifusio´n. La curva mas alta se presenta en
procesos subdifusivos, en este caso α = 0.8. La curva bifurcada se presenta en procesos superdifusivos,
en este caso α = 1.2. En el intermedio de las dos la curva indica un proceso de difusio´n normal.
con σ = 0.1. Se uso un valor τs = 1.2 para el tiempo de relajacio´n en el trazador. La velocidad
inicial en el portador es u0 = (0.1, 0) para todos los nodos en la red y el tiempo de relajacio´n de
este se escoge τ = 1.50, asumiendo un flujo constante en la frontera x = 0.
Resultados del LB fraccional para un proceso de adveccio´n-difusio´n ano´malo
En las figuras 5-15, 5-16, 5-17 y 5-18 se observa la persistencia fuerte de la cu´spide, en la ubicacio´n
de la posicio´n del pico inicial, causando una forma asime´trica de la PDF en contraste a la contra-
parte Gaussiana, donde, es posible obtener mas informacio´n a partir del valor esperado debido a
la ley de potencias del proceso.
Con el incremento del tiempo, el pico de la funcio´n de distribucio´n permanece en la posicio´n ini-
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Figura 5-13.: Comparacio´n de los perfiles en direccio´n x de la evolucio´n del propagador para los comportamientos
de subdivisio´n y superdifusio´n. A la izquierda se presenta la evolucio´n del propagador para α = 0.8 y
al lado derecho se presenta la evolucio´n del propagador para α = 1.2, en este caso el pulso se bifurca,
para t = 20, 50, 100, 200 ts.
cial (figura 5-19), i. e. , se caracteriza por un pico que se mueve mucho mas lento que el Gaussiano,
en este caso dicho pico permanece en x = 10 lu, mientras que la media de la posicio´n x esta con-
tinuamente siendo desplazada de la posicio´n inicial x = 10 lu (figura 5-20). Este comportamiento
inusual se origina por la acumulacio´n de eventos de tiempo (memoria) y, a eventos con tiempos
mucho mas largos (debido a que las partı´culas quedan atrapadas) que uno usual (normal), esto
causa un gran efecto en el movimiento neto.
La gra´fica 5-19 muestra la solucio´n del modelo subdifusivo variante Galileano, donde se observa
la evolucio´n del propagador, el cual es asime´trico respecto a un ma´ximo que se fija en x = 10 lu,
mostrando una persistencia de la condicio´n inicial, esta solucio´n se extiende mas y mas a medida
que evoluciona en el tiempo.
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Figura 5-14.: Comparacio´n de la MSD para distintos valores de α, la MSD caracteriza el tipo de proceso, subdivisio´n
para 0 < α < 1 y superdifusio´n para 1 < α < 2.
Las figuras en 5-19 muestra la concentracio´n del trazador para siete valores de tiempo en (a)
t = 10, 20, 50, 100 ts y en (b) t = 100, 200, 300 ts, el comportamiento es claramente no Gaussiano,
una caracterı´stica del transporte ano´malo.
El transporte hacia adelante se debe principalmente a las partı´culas sometidas a eventos tı´picos, y
posteriormente muchas de estas experimentan eventos con tiempos mas largos, por tal razo´n, la
posicio´n media del pulso aumenta con el tiempo, pero a un ritmo cada vez menor, esta posicio´n
media es por lo tanto una funcio´n sublineal en el tiempo (figura 5-20) cuya constante α indica que
tan ra´pido es el desplazamiento de la posicio´n media x (vease´ Metzler and Klafter [2000]).
En la figura 5-20 se muestra el primer momento para los procesos de difusio´n-adveccion ano´mala,
el primer momento se incrementa de manera sublineal en el tiempo. Este refleja el hecho que en
el modelo fı´sico existen trampas, es decir, las partı´culas quedan inmovilizadas por un tiempo de
captura procedente de la PDF de los tiempos de espera antes de ser arrastrada por el flujo del
fluido, un claro ejemplo de este feno´meno es el de medio poroso, donde las partı´culas quedan
atrapadas.
Cada iteracio´n requiere el reca´lculo y suma de todos los puntos de tiempo anteriores, esto hace
que el proceso sea cada vez mas engorroso para tiempos grandes, que requieren un nu´mero signi-
ficativo de ca´lculos y de gran almacenamiento de memoria, para un futuro trabajo, el LB fraccional
se puede optimizar usando los me´todos propuestos en Podlubny [1999] y Sprouse et al. [2010]. En
Podlubny [1999] se menciona el principio de memoria corta que supone que para t muy grande
la ”historia” del comportamiento de los pasos anteriores de la funcio´n cerca al punto de partida
puede negarse, esto debido a que los pesos gα,k son cada vez menos importantes es decir tienden
a cero, de esta forma es necesario solo retener el pasado reciente del comportamiento de la fun-
cio´n. En Sprouse et al. [2010] se muestra una alternativa al me´todo de memoria corta y se propone
un me´todo de tiempo de memoria adaptativa, donde los valores relativamente cercanos al u´ltimo
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Figura 5-15.: Evolucio´n de la solucio´n de la ecuacio´n de Difusio´n-Adveccion Ano´mala para α = 0.8.
punto de tiempo tienen una mayor contribucio´n a los ca´lculos nume´ricos que aquellos valores de
mucho tiempo atra´s. A medida que el tiempo t se incrementa gα,k decrece, de tal forma que puntos
cercanos en la suma definida por Gru¨nwald exhiben solo diferencias pequen˜as, tomando ventaja
de esto, los valores cercanos en momentos anteriores se agrupan en incrementos definidos y la
media se toma como contribucio´n representativa del incremento y ponderacio´n de acuerdo a la
longitud de ese incremento en cuenta de los puntos omitidos [Sprouse et al., 2010].
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Figura 5-16.: Evolucio´n de la solucio´n de la ecuacio´n de Difusio´n-Adveccion Ano´mala para α = 0.8.
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Figura 5-17.: Evolucio´n de la solucio´n de la ecuacio´n de Difusio´n-Adveccion Ano´mala para α = 0.8.
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Figura 5-18.: Evolucio´n de la solucio´n de la ecuacio´n de Difusio´n-Adveccion Ano´mala para α = 0.8.
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Figura 5-19.: Perfiles de la distribucio´n espacial en direccio´n x del trazador para varios pasos de tiempo cuando
α = 0.8.
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adveccio´n ano´mala Las curvas son sublineales.

6. Conclusiones
Se presento una extensio´n del ana´lisis de Chapman–Enskog a estados de distribucio´n con derivadas
fraccionales, de donde se obtuvo la ecuacio´n de difusio´n ano´mala y la ecuacio´n de adveccio´n-
difusio´n ano´mala. Se desarrollo un me´todo alternativo de lattice Boltzmann para resolver la ecuacio´n
de difusio´n ano´mala y de difusio´n-adveccio´n ano´mala. En su forma mas general el termino de
evolucio´n de la ecuacio´n del me´todo de lattice Boltzmann fraccional es una integral del tipo de
Riemann–Liouville, lo cual muestra que esta ecuacio´n acumula la historia de la funcio´n de dis-
tribucio´n, donde cada termino esta ponderado por los pesos que resultan de la expansio´n de
Gru¨nwald, esto significa que el me´todo de Boltzmann fraccional tiene memoria. Aunque el me´to-
do se uso para procesos con derivadas fraccionales en el tiempo, puede ser extendido a procesos
con derivadas fraccionales en el espacio o incluso a procesos con derivadas fraccionales en el
tiempo y el espacio. Tambie´n el me´todo puede ser extendido, siguiendo el mismo procedimiento,
a dina´micas en tres dimensiones.
Los resultados nume´ricos muestran una gran correspondencia con los feno´menos de difusio´n
ano´mala teo´ricos, donde la caracterizacio´n principal de estos feno´menos es el exponente de la
variable temporal que se obtiene en las curvas de desviacio´n cuadra´tica media (figura 5-14), si
0 < α < 1 el proceso de difusio´n es lento (subdifusio´n) y si 1 < α < 2 el proceso de difusio´n es
ra´pido (superdifusio´n). Se concluye que en los procesos de superdifusio´n el propagador se com-
porta como una perturbacio´n en un estanque de agua, donde el pulso se aleja ra´pidamente del
punto inicial de aplicacio´n.
El me´todo de lattice Boltzmann fraccional es una buena herramienta para estudiar el compor-
tamiento de la solucio´n de la ecuacio´n de adveccio´n-difusio´n ano´mala, en este trabajo se presento´ la
evolucio´n del propagador para α = 0.8 (figuras 5-15 y 5-17), donde se muestra que el transporte
hacia adelante del propagador se debe principalmente a las partı´culas sometidas a eventos nor-
males, y posteriormente muchas de estas experimentan eventos con tiempos mas largos, de tal
forma que la posicio´n media del pulso aumenta con el tiempo, pero a un ritmo cada vez menor,
manteniendo el pico inicial en el mismo punto. Se encontro´ una alta concordancia entre los re-
sultados teo´ricos y los obtenidos nume´ricamente, adema´s de una alta correspondencia cualitativa
con los resultados que se muestran en Metzler and Klafter [2004], Metzler et al. [2007] y en Scher
et al. [1991].
Concerniente a la implementacio´n del me´todo es importante tener en cuenta que la evaluacio´n
del estado del sistema, en un paso de tiempo dado, requiere informacio´n de todos los estados
previos y no solamente del estado inmediatamente anterior, esto implica, la necesidad de bastante
memoria computacional con el fin de almacenar la evolucio´n del sistema, que es particularmente
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complicada en los ca´lculos tiempo a tiempo, de tal forma que el me´todo de lattice Boltzmann
fraccional se puede enriquecer usando el me´todo de memoria corta propuesto en Podlubny [1999]
o el me´todo de memoria adaptativa que se propone en Sprouse et al. [2010], esto implicarı´a reducir el
tiempo computacional. Tambie´n es importante que en investigaciones posteriores se determinen
los criterios de estabilidad y el ana´lisis de convergencia del me´todo de lattice Boltzmann fraccional
propuesto.
A. Transformada de Laplace y de Fourier
Las ecuaciones diferenciales parciales son solucionadas frecuentemente por medio de las trans-
formadas integrales del tipo de Laplace y de Fourier, adema´s los operadores fraccionales, como la
integral de Riemann–Liouville, corresponden a convoluciones Metzler et al. [2007].
A.1. Transformada de Laplace
Definicio´n 3 (Transformada de Laplace). Sea f (t) una funcio´n definida en [0,+∞). Se define la trans-
formada de Laplace de f (t) a la funcio´n L{ f (t)} ≡ f (s) como la integral
f (s) ≡ L{ f (t)} =
∫ ∞
0
e−ut f (t)dt (A-1)
Definicio´n 4 (funcio´n de Orden Exponencial). Una funcio´n f (t) es de orden exponencial c si existen
constantes positivas M y T, tales que | f (t) |≤ Mect para todo t > T.
Teorema 5 (Condiciones Suficientes para la Existencia). Si f (t) es continua por tramos en el intervalo
[0,∞) y de orden exponencial c, entonces L{ f (t)} existe para u > c.
A.1.1. Propiedades de la Transformada de Laplace
Se asume que f (t) es una funcio´n de orden exponencial y es continua por tramos en el intervalo
[0,∞), de tal forma que
Linealidad
Teorema 6. Si a, b ∈ R y f (t), g(t) son funciones con transformada f (u) y g(u), entonces
L{a f (t) + bg(t)} = aL{ f (t)}+ bL{g(t)} (A-2)
Traslacio´n
Teorema 7 (Primer Teorema de Traslacio´n). Si L{ f (t)} = f̂ (u) y a ∈ R, entonces
L(eat f (t)) = f̂ (u− a) (A-3)
Teorema 8 (Segundo Teorema de Traslacio´n). Si L{ f (t)} = f̂ (u) y a > 0, entonces
L{ f (t− a)U (t− a)} = e−ua f̂ (u) (A-4)
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donde U (t− a) es la funcio´n escalon unitario1.
Cambio de Escala
Teorema 9. Si L{ f (t)} = f̂ (u) y a ∈ R, entonces
L{ f (at)} = 1
a
f̂
(u
a
)
(A-5)
Transformada de la n-esima Derivada
Teorema 10. Si f , f ′, . . . , f (n−1) son continuas y f (n) es continua a trozos en [0,∞) y de orden exponen-
cial, entonces
L{ f (n)(t)} = un f̂ (u)−
n
∑
k=1
un−k f (k−1)(0) (A-6)
Transformada de una Integral
Teorema 11. Si L{ f (t)} = f̂ (u), entonces
L
{∫ t
0
f (t)dt
}
=
1
u
f̂ (u) (A-7)
Derivadas de Transformadas
Teorema 12. Si L{ f (t)} = f̂ (u), entonces
L{tn f (t)} = (−1)n d
n
dun
f̂ (u) (A-8)
A.2. Transformada Inversa de Laplace
Definicio´n 5. Si f̂ (u) representa la transformada de Laplace de la funcio´n f (t), entonces se dice que f (t)
es la transformada inversa de Laplace de f̂ (u), continua en [0,∞) y denotada por L−1{ f̂ (u)} = f (t).
A.2.1. Propiedades de la Transformada Inversa de Laplace
Linealidad
La transformada inversa de Laplace tambie´n es lineal, esto es
Teorema 13. Sean a, b constantes, y f (t), g(t) funciones, tales que L{ f (t)} = f̂ (u) y L{g(t)} = ĝ(u),
entonces
L−1{a f̂ (u) + bĝ(u)} = aL−1{ f̂ (u)}+ bL−1{ĝ(u)} = a f (t) + bg(t) (A-9)
1La funcio´n U (t− a) se define como
U (t− a) =
{
0, 0 ≤ t ≤ a
1, t ≥ a.
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Traslacio´n
Teorema 14. Si L−1{ f̂ (u)} = f (t) y a una constante, entonces
L−1{ f̂ (u− a)} = eat f (t) (A-10a)
L−1{e−au f̂ (u)} = U (t− a) (A-10b)
Cambio de Escala
Teorema 15. Si L−1{ f̂ (u)} = f (t) y a una constante, entonces
L−1
{
f̂ (au)
}
=
1
a
f
(
t
a
)
(A-11)
Transformada Inversa de una Derivada
Teorema 16. Si L−1{ f̂ (u)} = f (t), entonces
L−1{ f̂ (n)(u)} = L−1
{
dn
dun
f̂ (u)
}
= (−1)ntn f (t) (A-12)
Transformada Inversa de una Integral
Teorema 17. Si L−1{ f̂ (u)} = f (t), entonces
L−1
{∫ u
0
f̂ (u) du
}
= −1
t
f (t) (A-13)
A.3. Transformada de Fourier
Definicio´n 6 (Transformada de Fourier). Sea f (x) una funcio´n definida en (−∞,∞) y absolutamente
integrable2. Se define la transformada de Fourier de f (x) a la funcio´n F{ f (x)} ≡ f˜ (k) como la integral
f˜ (k) = F{ f (x)} =
∫ ∞
−∞
e−ikx f (x)dx (A-14)
La transformada inversa de Fourier, denotada por F−1{ f˜ (k)} = f (x), esta definida por
F−1{ f˜ (k)} = 1
2pi
∫ ∞
−∞
eikx f˜ (k)dk (A-15)
2Una funcio´n f (x) se dice absolutamente integrable en (−∞,∞) si∫ ∞
−∞
| f (x) | dx < ∞
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A.3.1. Propiedades de la Transformada de Fourier
Linealidad
Teorema 18. Si a, b son constantes arbitrarias, y F{ f (x)} = f˜ (k) y F{g(x)} = g˜(k), entonces
F{a f (x) + bg(x)} = aF{ f (x)}+ bF{g(x)} = f˜ (k) + g˜(k) (A-16)
Traslacio´n
Teorema 19 (Primer Teorema de Traslacio´n). Si a ∈ R y F{ f (x)} = f˜ (k), entonces
F{ f (x− a)} = f˜ (k)e−ika (A-17)
Teorema 20 (Segundo Teorema de Traslacio´n). Si a ∈ R y F{ f (x)} = f˜ (k), entonces
{eika f (x)} = f˜ (k− a) (A-18)
Cambio de Escala
Teorema 21. Si a ∈ R y F{ f (x)} = f˜ (k), entonces
F{ f (ax)} = 1| a | f˜
(
k
a
)
(A-19)
Transformada de la n-esima Derivada
Teorema 22. Si f , f ′, . . . , f (n−1) son continuas y f (n) es continua por tramos en (−∞,∞), y f (x) →
0, f ′(x)→ 0, . . . , f (n−1)(x)→ 0 cuando x → ±∞ , entonces
F{ f (n)(x)} = (ik)n f˜ (k) (A-20)
A.4. Convolucio´n
Definicio´n 7. Sean f y g funciones continuas por tramos en [0,∞), entonces el producto f ∗ g, denominado
la convolucio´n de f y g, se define con la integral
( f ∗ g)(t) =
∫ t
0
f (τ)g(t− τ) dτ (A-21)
A.4.1. Propiedades de la Convolucio´n
Teorema 23. Sean f , g y h funciones continuas por tramos en [0,∞), entonces
f ∗ g = g ∗ f (A-22a)
f ∗ (g + h) = f ∗ g + f ∗ h (A-22b)
f ∗ (g ∗ h) = ( f ∗ g) ∗ h (A-22c)
f ∗ 0 = 0 (A-22d)
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Teorema 24 (Teorema de la Convolucio´n para Transformadas de Laplace). Sean f (t) y g(t) contin-
uas por tramos en [0,∞) y de orden exponencial, entonces
L{( f ∗ g)(t)} = L{ f (t)}L{g(t)} = f̂ (u)ĝ(u) (A-23)
y la transformada inversa de Laplace de un producto de dos transformadas de Laplace es
L−1{ f̂ (u)ĝ(u)} = ( f ∗ g)(t) (A-24)
Teorema 25 (Teorema de la Convolucion para Transformadas de Fourier). Si F{ f (x)} = f˜ (k) y
F{g(x)} = g˜(k), entonces
F{ f (x) ∗ g(x)} = F{ f (x)}F{g(x)} = f˜ (k)g˜(k) (A-25)
y ademas
F−1{ f˜ (k)g˜(k)} = 2pi f (x)g(x) (A-26)
A.4.2. Relaciones de Parseval
Teorema 26. a) Si F{ f (x)} = f˜ (k) y F{g(x)} = g˜(k), entonces∫ ∞
−∞
f (x)g(x)dx =
1
2pi
∫ ∞
−∞
f˜ (k)g˜(−k)dk (A-27)
b) Si F{ f (x)} = f˜ (k), entonces∫ ∞
−∞
| f (x) |2 dx = 1
2pi
∫ ∞
−∞
| f˜ (k) |2 dk (A-28)
A.5. Funciones Especiales
A.5.1. Funcio´n de Mittag–Leffler
La funcio´n de Mittag–Leffler es una generalizacion natural de la funcio´n exponencial, es una fun-
cio´n trascendental y se define por la serie
Eα(z) =
∞
∑
k=0
zk
Γ(αk + 1)
, α > 0 (A-29)
originalmente Mittag–Leffler introdujeron e investigaron esta funcio´n como un ejemplo de una
funcio´n que generaliza la funcio´n exponencial Mainardi and Pagnini [2007], que se obtiene si
α = 1. La transformada de Laplace de la funcio´n de Mittag–Leffler es
L
{
Eα
[(
− t
τ
)α]}
=
u−1
1+ (uτ)−α
, α > 0 (A-30)
cuando 0 < α < 1 y t τ, se tiene
Eα
[(
− t
τ
)α]
∼ exp
[
− 1
Γ(1+ α)
(
t
τ
)α]
(A-31)
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si t τ y 0 < α < 1, entonces
Eα
[(
− t
τ
)α]
∼ 1
Γ(1− α)
(
t
τ
)−α
(A-32)
un caso especial de la funcio´n de Mittag–Leffler es la funcio´n exponencial E1(z) = exp(z).
A.5.2. funcio´n de Mittag–Leffler Generalizada
La funcio´n de Mittag–Leffler generalizada o de dos parametros se define por
Eα,β(z) =
∞
∑
k=0
zk
Γ(αk + β)
, α > 0 y β > 0 (A-33)
donde se tiene la transformada de Laplace para las derivadas sucesivas de Eα,β
L{tαk+β−1E(k)α,β(±atα)} =
k!uα−β
(uα ∓ a)k+1 (A-34)
A.5.3. Funcio´n H de Fox
La funcio´n H de Fox, funcio´n H, se define por
Hm,np,q (z) = H
m,n
p,q
[
z
∣∣∣∣∣(ap, Ap)(bq, Bq)
]
= Hm,np,q
[
z
∣∣∣∣∣(a1, A1) . . . (ap, Ap)(b1, B1) . . . (bq, Bq)
]
(A-35)
=
1
2pii
∫
C
∏nj=1 Γ(1− aj + Ajξ)∏mj=1 Γ(bj − Bjξ)
∏
q
j=m+1 Γ(1− bj + Bjξ)∏pj=n+1 Γ(aj − Ajξ)
zξ dξ
(A-36)
la importancia de la funcio´n Fox es que incluye casi todas las funciones especiales que ocurren en
las matema´ticas aplicadas y la estadistica, como casos especiales [Metzler and Klafter, 2000].
Las funciones Fox satisfacen las propiedades siguientes: [Rangarajan and Ding, 2000]
Teorema 27. Para k > 0
Hm,np,q
[
z
∣∣∣∣∣(ap, Ap)(bq, Bq)
]
= kHm,np,q
[
zk
∣∣∣∣∣(ap, kAp)(bq, kBq)
]
(A-37)
Teorema 28.
zk Hm,np,q
[
z
∣∣∣∣∣(ap, Ap)(bq, Bq)
]
= Hm,np,q
[
z
∣∣∣∣∣(ap + kAp, Ap)(bq + kBq, Bq)
]
(A-38)
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