Abstract-In this brief, we deal with the open problem of controlling the periodically forced Duffing equation with uncertainty in all parameters. To date, several control schemes have been proposed to adapt for the linearly appearing unknown parameters but no solution exists for the case when the frequency of the periodic forcing is also unknown. We prove for the state feedback control case, global asymptotic convergence for constant and time-varying references. We extend these results to the position feedback case and prove global ultimate boundedness.
Problem Formulation: We consider the controlled periodically forced Duffing equation
x + p 1 _ x + p 2 x + p 3 x 3 = q cos !t + u (1) where u 2 IR is the control input. Assume that the parameters p i ; i = 1; 2; 3, q, and ! are unknown but some constants p M and q M are known such that p M max i fjp i jg and q M q. Under these conditions, for (1) with any initial conditions define a feedback control u such that limt!1x(t) = 0 wherex(t) 1 = (x(t) 0 x d (t)) and x d (t) is any twice continuously differentiable desired trajectory.
II. MAIN RESULTS
In this section, we give our main results. Our first two results deal with state feedback solutions to the set-point stabilization, respectively tracking control problem for (1) . In order to cope with the uncertainty on parameters p i , i = 1; 2; 3, we propose a PID-based controller to solve the set-point problem and an adaptive controller for the tracking problem. 
where is a small positive constant, min fk 1 ; k 2 ; k d g > p M + " 2
and we have defined
Then the closed-loop system (1), (4) is globally asymptotically convergent, uniformly in t.
Notice that the controller of Proposition 2.1 is built on a PID structure: the first three terms in the control law, two correspond exactly to those of a PID controller. The terms 0k 2x 3 0k 3 (x 3 0x 3 d ) are added in order to dominate the nonlinearity x 3 , and finally, the term 0qM sgn( _ x + "x) is used to dominate the bounded disturbance q cos !t. The addition of this nonsmooth feedback term is the novelty of our approach with respect to previous results which assume that ! is known, see, for instance, [3] , [5] . Our third result ensures that the trajectories of the closed-loop system converge to a bounded domain which may be made arbitrarily small by enlarging the control gains. 
where k 1 , k 2 , k 3 , k d , a, b, and k i are positive constants such that k3 > pM , k1 > 4pM (" + 1) + 1, with " > ki > 0 sufficiently small; this guarantees that the closed loop system (1), (8)- (12) is globally ultimately bounded (GUB), that is, for any initial conditions
It should also be pointed out that the PI 2 D-based controller of Proposition 2.3 is based upon the PI 2 D controller for robot manipulators, originally proposed in [7] . As in the standard PID case, the first three terms of control law defined in (8) correspond exactly to the control law used in [7] . The rest of the terms are added to dominate the nonlinearity x 3 and the perturbation q cos !t. Since in this case no velocity measurements are considered, we have added the nonlinear dynamic extension (10)
-(12).

A. Proof of the Main Results
Proof of Proposition 2.1: First, in order to simplify the notation, let us define = 0 p2x d 0 p3x 3 d 0 (ki=")x and partition k 1 = k 0 1 +(k i =") where we impose 0 < k i < " and k 0
Then we can write the closed-loop equations (1), (2) in the more convenient form x; ) is positive definite and radially unbounded. Next we proceed to evaluate the time derivative of V along the trajectories of the closed-loop system (13), (14) , that is,
After some straightforward bounding, we obtain
Now, notice that the first term on the right-hand side of (17) is nonpositive since sgn(x 3 0x 3 d ) = sgn(x). Moreover, notice that since jq cos !tj jqj < q M for all t 2 IR, the last term of (17) is bounded by 0(qM sgn( _ x + "x) 0 q cos !t)( _ x + "x) 0(qM 0jqj)j _ x + "xj,
The proof is completed noticing that (18) implies that V (z(t); (t)) is a decreasing function of time, hence V is bounded and consequently _ x,x, 2 L1. Moreover, from (13) we obtain that also x 2 L1.
Inequality (18) also implies thatx; _ x 2 L 2 . Then we conclude that bothx(t) ! 0 and _ x(t) ! 0 as t ! 1 [10] .
Proof of Proposition 2.2:
The proof essentially follows along the lines of the proof of Proposition 2. (1), (8)- (12) in the more convenient form 
It is easy to see that by increasing b 2 ! 0 for any fixed ", k 0 1 , and k d . Also for any fixed k d we can make b arbitrarily large while " arbitrarily small so that (22) We have approximated sgn() = tanh() with = 100 000. The controller is applied for t 25 s. In Fig. 1 , we show that after a short transient the control goal lim t!1x (t) ! 0 is achieved by means of the state feedback PID-based controller of Proposition 2.1 while the control input converges to an oscillating signal with frequency and amplitude ! and q, respectively, which compensates for the perturbing signal q cos !t. Notice that, for this particular case, the control input is relatively small for all time.
In Fig. 2 3 shows the error dynamics of the Duffing equation and the control input.
IV. CONCLUDING REMARKS
We have addressed the open problem of stabilization of the Duffing equation with uncertainty in all parameters. First, we have solved the set-point control problem by using a PID-based controller. Second, we proposed an adaptive tracking controller which guarantees global asymptotic convergence. Our third result applies to the case unmeasurable velocities. We have proposed a PI 2 D-based controller which guarantees that the position error converges to an arbitrarily small bounded domain. We have shown in simulations that our theoretical results match perfectly with what was expected.
