Accurate wind power forecasting is significant for safe dispatching and stable operation of power system. In this 
1． Introduction
As the energy crisis intensifies, wind power, as one of the clean and renewable energy, has been developed greatly in China [1] . However, the randomness and intermittence of wind are big challenges for system to connect the large-scale wind power to power grid [2] . In addition, it may affect the safe and stable operation of power grid. Accurate wind power prediction has important practical significances for system to optimize dispatching and guarantee the safe, reliable and economic operation. Also, accurate wind power prediction can improve the market competitiveness of wind power [3] [4] .
In literature, many methods for wind power forecasting have been developed. Generally, those methods can be classified into two categories. The first one is physical model, using the meteorological data such as wind speed, wind direction, air pressure and temperature provided by NWP (Numerical Weather Prediction), then considering terrain factors and establishing the corresponding model to obtain the prediction [5] . The other one is statistical method.
The conventional statistical methods include persistence, ARMA (Auto Regressive Moving Average) [6] [7] , ANN (Artificial Neural Networks) [8] [9] [10] , the Kalman filter algorithm [11] , spatial correlation method [12] [13] , and the methods based on data processing such as chaos analysis, wavelet decomposition, EMD (Empirical Mode Decomposition) [14] [15] [16] [17] . However, the methods above mentioned make the forecasting research on just a single turbine or just the entire power of wind farm, taking no account of the influence of prediction path. The prediction here is how the entire power in a wind farm is obtained.
Generally, prediction path includes power superposition after prediction of each single turbine and the direct prediction of the whole power. In fact, the different paths will produce different prediction accuracies and prediction computations, and there is no study on it at home and abroad.
Based on the above analysis, a novel approach for wind power real-time forecasting is proposed in this paper.
WTGs are divided into several approximately identically-distributed groups using the SCCF [18] , through which the correlations of two time series at different time lags can be calculated. Then forecasts for those groups are carried on, and the prediction is obtained by superposition.
Performing experiments on the real data of two wind farms in coastal area and North China, the prediction results are compared with two ways, superposition after prediction of each single turbine and the direct prediction of the whole power, to test and verify the feasibility and validity of the presented method.
Grouping Model Based on Wind Speed Distribution Characteristics

Spatial Correlation of Wind Speed
We consider two sites at the same height, the upwind t and Y t , the sample cross correlation coefficient r xy (k) is described as follow [19] () () (0) (0)
Where k is time lag, n is the length of time series,
Using Eq. (2) 
RBF Neural Networks
Artificial neural network is the algorithm which can approximate to nonlinear objective function by connecting a large number of neurons, and it has been widely used in wind power prediction [20] . RBF, radial basis function, is demonstrated to possess a simple structure and a fast learning convergence speed [21] . In addition, it could avoid falling into local minimum easily as BP. In this paper, RBF is adopted to model the forecasting system for its strong nonlinear approximation ability and the generalization ability [22, 23] .
Model Structure of RBF Neural Networks
The RBF neural network is a multi-input, multi-output network system, as illustrated in Fig.2 
Transfer Algorithm of RBF Neural Networks
It is assumed that, given T r-dimensional different points as input, the output of k-th neuron in hidden layer is
where P=（p 1 , p 2 ,…, p r ） T is input, W k =（w k1 , w k2 ,…, w kr ） T is the linking weight between input and the k-th radial neuron, b is a threshold to tune the neuron sensitivity.
The output of k-th neuron is O k =radbas（I k ）,where radbas is radial function of hidden layer, producing a significant nonzero response to the input [24] . The output layer is a linear combination of hidden layer's output, so the output of RBF neuron network in Fig.2 
where w ij y is the weight linking the i-th neuron to the j-th output node, i=1,2,3,…,h is the number of neuron in hidden layer, y j is the output of the j-th output node [25] .
Prediction Model
Structure of Model
In this paper, a novel wind power forecasting model is
proposed by combining grouping model based on SCCF and RBF neural network. The model structure is illustrated in Fig. 3 . As shown, the data source consists of wind speed data and power data; SCCF is grouping model method based SCCF; R i is the i-th group; RBF i is the i-th forecasting model; S is a superposition unit. 
Forecasting Algorithm
The prediction algorithm is carried out as follows:
1) Collect wind speed data, grouping model as section 1. Likewise, determine the spread of RBF by establishing spread-prediction error curve.
3) Normalize the power data, and train each RBF model with them. 4) Carry out prediction for each group using the well-trained model, renormalize and obtain the whole power prediction of wind farm by superposition.
Experiments and Results
In this experiment, we consider the two wind farms in coastal areas and North China, on behalf of the coastal area and inland area two typical different cases. The proposed method will be applied to make direct 16-step forecasting.
We collect 800 consecutive power data and 300 wind speed data, both 15 min interval. In this case, 300 wind speed data are used for grouping model based on SCCF. The previous 500 power data are training set to train the prediction model, and the latter 300 are test set to test the model. According to parameters determination method in section 3, the input vector p is 5. Establish the maximum number of neurons-MAE (as shown in Eq. (6)) curve, as illustrated in Fig. 4 . MAE falls firstly and rises slowly then, m=5 in this case, while spread has little impact on accuracy, and spread is determined as 1.8. 
Data Preprocessing and Evaluation Standard
In view that power data range is large and input category is different, the data should be normalized in favor In term of evaluation standard, MAE (mean absolute error), RMSE (root mean square error), R (acceptance rate) and running time T are used to test and verify effectiveness of model, expressed as follows:
Where
(1 | |) *100% 75%, 1
Where P Mk is average observed power over k-th time, P Pk is average predicted power over k-th time, k is the number of time, cap is the capacity of wind farm.
Coastal Areas Example
There are 15 turbines in the coastal wind farm, turbine 1for reference turbine. Then, the all turbines are modeled with the method proposed in this paper, and obtain the result in Table 1 .
As shown in Table 1 The effectiveness of model is tested with Eq. (6), Eq. 
Inland Areas Example
Likewise, we study the wind speed distribution characteristics of wind farm in North China with SCCF, as shown in Table 3 . Affected by terrain, the function value is smaller than that in coastal areas, so the r set is set 0.6. Table 4 shows the prediction results comparison. In the 
Conclusion
Based on the wind speed distribution characteristics of wind farm, the new method for wind power prediction is proposed and obtains the following conclusions:
1) The WTGs can be divided into several approximately identically-distributed groups effectively with grouping model presented in this paper.
2) Wind speed in coastal wind farm can be considered as identically-distributed, and considerable accuracy and acceptance rate are improved with the approach proposed in this paper with saving a lot of computation time, while
WTGs in inland areas can be divided into several group as mentioned above.
