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Esta dissertação estabelece que se a 
palavra é FPrt-universal, então também o é a
palavra A^b '^ A^ . Além disso mostra condições necessãr_i 
as para que as funções f e g satisfaçam a equação
ABSTRACT
This dissertation establishes that 
if the word a ’^B^A^ is FPrt-universal, them so is 
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INTRODUÇÃO
Eis um estudo sobre alguns aspectos de palavras 
FPrt-universais.
0 capitulo I apresenta as definições, proprieda 
des e notações básicas que são usadas no transcorrer de to 
do o trabalho.
0 capitulo II inicia com uma perspectiva histó­
rica e apresenta, depois, dois teoremas que sugerem uma â- 
rea de utilidade, em álgebra, de nossas descobertas, apre­
sentadas posteriormente.
O primeiro teorema, usando o Axioma da Escolha, 
afirma que se a equação y = W (x^,...,x^) tem solução 
<xj,...,x^> em um semigrupo de funções, para cada função 
y finita, injetiva, e bigraficamente conexa, então esta e- 
quação também tem solução para cada y e /A, onde A. é o con 
junto das funções f tais que para todo x e Dom(f), x é e- 
lemento de um ciclo f ou x e {f^(b) : i e üj} para algum 
b ^ Rng(f), e que í f^ (x): x e w} é finito.
0 segundo teorema do capitulo II afirma que se 
y = W (Xi,...,x^) tem solução para toda função y finita , 
injetiva e conexa, então a equação também tem solução para 
cada função finita. Como ê esperado, no caso finito a de­
monstração é conseguida sem o uso do Axioma da Escolha.
0 objeto central da tese aparece no capitulo 
III, onde é mostrado que, se uma palavra W(A , B), da for 
ma A^^B^A^ representa, no sentido mencionado nos parágr£
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fos anteriores, toda funçao finita, entao a palavra A
B^a ” também tem esta propriedade. Este resultado esten
de um resultado análogo, mas jã conhecido, para pala -
vras da forma A^b”^ .
No capítulo III investigamos, também, as
condições para y = x^ ter solução <x^ ,x^ para
cada y da forma
0 I— 1 I— . . . I— > - 1.
CAPÍTULO I. Generalidades.
Preliminares. Constarão deste capitulo 
notações e convenções que aparecem no transcorrer do tra 
balho. Também definições e propriedades específicas cor­
relacionadas com o nosso estudo.
Conjuntos e números. A letra Z represen 
ta o conjunto dos níómeros inteiros e w, o conjunto de to 
dos os inteiros não negativos. 0 número 0 denota tanto o 
inteiro zero, como o conjunto vazio. Para keü)\l, o sím­
bolo k denota o conjunto {0,1, . . .,k-1}. Para {m,n} ç w 
com n e m, é claro que m\n = ín,n+1,...,m-l). Assim, por 
exemplo, 0 = 0; 3 = {0,l,2l; e 3\l = = { x : x e 3 / \ x ^ l }  = 
= {1,2} .
Sejam 07> ^ n e ^ e m e Z . A  expressão n|m 
significa que n é divisor de m, isto é, que existe qeZ, 
tal que m = nq. Quando tivermos que n não é divisor de m, 
então poderemos escrever n'L • Para i e oj, quando n^jm, 
mas n^^^V , então dizemos que n^ divide exatamente m e 
anota-se n^||m.
Para um inteiro x>l, a expressão S(x) de­
nota o mínimo fator primo de x, e M(x) designa o mínimo 
múltiplo comum dos inteiros 2,...,x.
Para um conjunto arbitrário X, o cardinal 
de X será expresso por X . Segue que k = k e que
0)
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Relações e funções. Quando f é uma rela 
ção binária qualquer, isto é, um subconjunto de X x X pa 
ra algum conjunto X, então f  ^ denota {<y,x> ;<x,y>e f}; 
Dom(f) denota {x: ^y<x,y> e f}; Rng(f) denota Dom(f M , 
também chamado de amplitude de f;$(f) denota Dom(f) u 
Rng(f) . Temos f Ta designando (A x Rngf) H f e indica - 
mos por idTx ao conjunto {<x,x> : x e X}. 0 conjunto 
{y: <x,y> e f £A} onde A é o Dom(f), é denotado por
f [a ' .
0 grafo direto, também chamado mais breve 
mente de "dígrafo" representa uma relação binária f em 
um diagrama, onde uma seta x i— > y é seta de tal digra- 
fo, se e somente se <x,y> e f.
A composição das relações binárias f e g 
será simplesmente expressa por fg. Assim fg denota a re­
lação {<x,y> : <x,z> e g ^ <z,y> e f}.
Chamamos uma relação binária f de função,
se e somente se {<x,y> , <x',y>} o f implicar em x =x' 
para x,y e x' elementos quaisquer. Para f uma função, e 
para x e Dom(f), o único elemento do conjunto f[{x}] é 
chamadJ de imagem de x sob f . Representamos essa imagem 
de X sob f por uma das expressões f(x)^f^ e x^.
Quando u e v são relações binárias, escre 
vemos u < V para significar que existe uma função h tal 
que u = {<h(x), h(y)> : <x,y>e v} e escrevemos u v pa 
ra exprimir que existe uma injeção p tal que u = (<p(x), 
p(y)> : <x,y> e v} .
Quando n e oj\2, então r^ significa a fun­
ção {<i,i+l> : i e n-1} e C^ significa r^U {<n-l, 0>}.
Chamamos r de ramo canônico. Se f - r , então chamamos . n n
f de ramo de comprimento n -1 . Chamamos C^ de permu­
tação canônica cíclica do conjunto n. Se f - então 
diremos que f é um ciclo de comprimento n.
Quando l { x ^ : i e n + l } |  = n > 0 ,  en­
tão é claro que a função {< : i e n } é um 
ramo de comprimento n; escrevemos esta função na forma 
(Xq t >'i, . . . , x^ ] . Um ramo de comprimento um é chama­
do de ramo trivial. Ê óbvio que (xq, Xi , ...^x^]- r^.
O ciclo (Xo, Xj , ..., X^] {< X^, Xg>}
de comprimento n+1 , escrevemos na forma (Xq , ^ ^  x^).
Quando g é uma função qualquer, escreve - 
mos f: X <— y para indicar que y == f (x) . Uma expressão 
do tipo f: yj >— indica que f: yj i— >Y 2 en 
quanto que f: Yi ‘— Y 3 • Assim temos que f^Cyj) - Y-i 
ou que f ^ : yj '— y 3 .
Quando g é uma relação binária, então os 
elementos em Dom(g) \ Rng(g) são chamados de brotos de
g-
Seja f uma função não vazia. Escrevemos 
que f £ /A se, e somente se para todo x e Dom(f) tiver­
mos {f^ (x) : i e ü3 } finito e ou  ^ i e co tal que 
f^ (x) = X ou 3 broto b de f e 3 j e w tal que f^(b)=x.
Ê claro que C^ e A  para todo k e u \ 1 . 
Também r^  ^ e A  para todo k e w\2.
Seja X um conjunto arbitrário* Temos Prt
(X) para denotar o conjunto {f: f é função e $(f) q, X} ,
X
Chamamos de X ao conjunto das funções f z Prt (X) 
tais que X = Dom(f) . Sym(X) é o conjunto de todas as
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pcrrnu l. .11, õcs clc X.
Termos universais. Seja z* o momóide 
vre gerado pelo alfabeto finito E = { A, B,...} . Seja 
a e Z* . Seja S um semigrupo e x e S. Escrevemos que 
(a 4- x) S para expressar que existe um homomorfimo 
E* — ► S tal que a •— x (Ver fig. 1 e 2 no apêndi­
ce) . Quando (a + x)S dizemos que ^ representa x em S.
Dizemos que a é universal para S, ou es­
crevemos a+^S se, 0 somente se, para qualquer y e S 
tivermos que (a + y)S.
Quando ê uma família de semigrupos,d^ 
zemos que uma palavra cc ê F<^-universal se, e só se 
a4-+S para cada elemento finito S e ; dizemos que a ê
I ^  -universal se, e somente se a4-4-S para cada elemen­
to infinito S e S' ; e dizemos que a ê fS-. -universal se, 
e somente se a for ambos F -universal e IC'-— universal
Interessamo-nos principalmente pelas se­
guintes famílias de monõides: Prt { Prt(X): X ê con - 
junto); Myc = {^X ; X é conjunto); Sym = { Sym(X): X é 
conjunto) .
Em nosso trabalho, Rep(a, f, X) designa 
a família de todos os homomorfismos z* — ?>• Prt(X) tais 
que a >— > f.
Quando escrevemos Rep(a , f, X) ^ <j>, di­
zemos o mesmo que (a 4- f)Prt(X) . Apenas a primeira for 
ma tem precedência histórica.
0 símbolo denotará a ordem parcial
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na família de todos os homomorfismos de T.* em Prt(X) co 
mo s e g u e : se, e só se, (3) c Ks (3) para todo
B eZ*,
Quando {a, 3) c. l* então aB significa a 
palavra formada pela concatenação de a e B . Por exera - 
pio, se a = AB e B = BAA então aB ^ ABBAA enquanto que 
Ba = AABBA.
Para a eZ* a expressão |a( denota o com­
primento de a. Por exemplo, quando a = ABBAB, então |a) 
= 5. Ê claro que|By1= IBMyI para {B/y1 Ç e* . A palavra 
vazia c escrita 4). Certamente B(})-B =(Í>B para B e Z* e jy 
= 0 se, e s5 se, Y = Para n e w e B eZ* temos que 
= n |B .
Chamamos Bde segmento de ae E*, se e so­
mente se, a = XBá para algum {A,6} ç l * . Diremos que 
B ê segmento à direita (esquerda) de a , se e só se, a= 
AB (a = BA). respectivamente, para algum A e E*. Se B é 
segmento de a tal que 0 <|Bl<|a| , dizemos que B é seg 
mento próprio de ot.
Dizemos que B é bordo de a, se e somente 
se, B é, simultaneamente, sgmento próprio ã direita e ã 
esquerda de a. Dizemos que uma palavra é bordada se ti­
ver bordo. Por exemplo, se a = A^b‘*CBA^B então A^B é 
bordo de a e a é bordada. Uma palavra B é dita bor
do curto de a £ Z* se, e somente se, a= By B para algum
Y e Z*. Por exemplo, se a = ABABABA então ABA e A são 
bordos curtos.
A complexidade de uma palavra a é igual 
ao número de blocos de ocorrência contínua de uma letra
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uma ou mais vezes. Os exemplos no parágrafo abaixo dão 
bem esta idéia, no entanto, quem desejar mais formalida­
de poderá reportar-se a Milton Luiz Valente, em sua Tese 
de Mestrado [ll] .
Quando a = AAABBAAAAB, isto é, quando a = 
A^B^a ‘*B, então a tem complexidade quatro; tem com­
plexidade dois; A^^B^A^ tem complexidade três. As pala­
vras de complexidade três, no alfabeto {a ,b } , são obje 
to principal de estudo em nosso trabalho.
Quando a e E * e  L e S ,  então o número de 
ocorrências da letra L na soletração de a chama-se mul­
tiplicidade de L em a. A expressão gdc(a) denota o mai­
or divisor comum das multiplicidades das letras em a . Se 
gcd(a) = 1, então a é chamada de relativamente prima.Por 
exemplo, se a = A^B^A**B então gcd(a) é o maior fator co­
mum de 6 e 4, isto é, gcd(a) = 2, neste caso.
Soletração inversa de a ê denotada por 
e significa a palavra a escrita em sentido contrário. Te 
mos, por exemplo, que se a = A^B^A, então ã - AB^A^ e, 
se 6 = AB^C^A, então F = AC^B^A.
Sejam {a,6} ç E*. Chamamos de conjugado 
cíclico de a e escrevemos se, e somente se existir
{u,A} ç E* tal que a = uA enquanto 0 = Au. Por exemplo, 
A2B^ A^ AB3A^ '^ .B^A^'^^B^A^B'^.BA^B^a.A^B^ . Por [lü, Proposição 
1.18] temos que ^ é uma relação de equivalência em E*.
CAPÍTULO II. Termos universais.
Uma perspectiva histórica. As primeiras 
noções de "Termo Universal" surgiram com Jan Mycielski 
por volta de 1964.
Em 19 60 J. R. Isbell [3 J publica o pri­
meiro trabalho sobre o assunto. Ele chama uma palavra a 
de bordada, se e somente se existe palavras e t tal
que Oí = Bt B.
Primeiro Teorema de Isbell: Se ot não é 
bordada, então ct é IMyc-universal.
Segue que B^A^ é IMyc-universal para to­
do {n,m} ç w\l.
Uma permutação h de X é chamada de involu 
ção de X se, e somente se h^ = idfx.
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Segundo Teorema de Isbell: Seja n = p pa
X ~ra p primo e k e u). Seja X finito. Seja g e X. Entao 
existe f e ^X e uma involução h de X tais que g =f^ h.
Facilmente segue do Segundo Teorema de
Isbell que A^ B^^ A^ "^'^  ^ e A^^^*B*^A^^ são FMyc-universais
kpara todo {i, j} ç oo quando n = p com p priiro e kew. Vi­
mos também que b '^ A^  é Myc-universal sempre que u e v fo­
rem, um Impar e outro inteiro da forma p^, com p primo.
Respondendo ãs perguntas de Mycielski,
- 10 -
Isbell observou, pelo Primeiro Teorema dele, que B A  e
IMyc-universal, mas não é FMyc-universal, pois B‘'a ^
2
não representa C2 em 2. Ele observou pelo seu Segundo 
Teorema que A^B^A e FMyc-universal. Ele também obser­
vou que A^B^A não ê IMyc-universal, pois A^B^A não re­
presenta s^ em ^0) , onde s^ denota {<x,x+l> : x e to} .
Isbell mostra que BA^BA e BAB^A são FMyc 
-universais, e pergunta se são Myc-universais.
Em 197 2, na tese de doutorado, G. F. Mc­
Nulty [5] faz uma generalização do Primeiro Teorema de 
Isbell que enunciamos abaixo;
Seja X infinito. Seja J ç E*\{cj)}tal que 
cada elemento de J é não bordado, é tal que para (a,6) 
ç J, com , acontece que nem a é segmento de g ném
existe p?^(í) tal que y ê, ao mesmo tempo, segmento à di­
reita de a e segmento à esquerda de 3. Sejá : J >—  ^^ X 
função arbitrária. Então existe um homomorfismo :
Z* .— ? ^X tal que [j = .
Em 1973, D. M. Silberger, [8] e [9], ge­
neraliza o Segundo Teorema de Isbell na outra direção, 
com o seguinte teorema:
Seja a uma palavra que não possa ser es­
crita a = 3p = A3 para 4)?^ 37^ a . Então a é IPrt-univer 
sal.
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Em 1974, Silberger e McNulty provam o te
orema:
■ Sejam X infinito e J e E*\{(i)} , J não 
conte'-n^ o palavras bordadas e tal que para {a, B) c^  J , 
com ot ^ B , acontece que, nem a é segmento de B / nem 
existe p <^}> tal que y e', ao mesmo tempo, segmento à 
direita de ot e segmento ã esquerda de B.Seja 'ferj .— Prt 
(X) função arbitrária. Então existe um homomorfismo K: 
Z* ,—  ^Prt (X) tal que K fj = ,
vários autores concordam, entre eles ,
Sierpinski e R. A. McKenzie, que na caracterização das
palavras iMyc-universais, basta estudar o alfabeto E =
{a , B} de duas letras. Silberger ['8] demonstra que o 
mesmo vale para palavras IPrt-universais.
Silberger, no teorema principal de [9 
dá uma contribuição de importância central em nossa te­
se:
Teorema: Seja a e Z*. Então a é Prt-un^ 
versai se, e somente se, a representa f em Prt ($f) pa 
ra cada f injetiva e conexa.
Entre as conseqüências deste teorema, en 
cõntram-se em [9] as que listamos abaixo.
Em [9] , s denota {<n,n+l> : n e Z} ; s^
; p^ denota s“‘; s^ denota o ciclo (0 1 ...dehotá s U)
... n-1) para cada inteiro n^l e Pj^  denota pj k para 
cada inteiro k £ 2 . è denota { s , , p^} : n ^  1} u íp^  :
n i2 } . Então M ç , e cada elemento em ^ é isomorfo 
como um dígrafo a exatamente um elemento em ^ , onde 
denota o conjunto das funções injetivas conexas.
Os resultados comprometidos são:
1) Seja 1 <m£7V. Seja Rep (a,f,$f) ^ (p pa 
ra cada f e M com |f . Então a é Prt (k)-universal para 
cada k <_ m .
2) Seja l<m Seja Rep (a, ^ 
sempre que 2£n<m. Seja k<m. Seja g e Prt(k) tendo a pro 
priedade de que cada componente do dígrafo tem um vér­
tice que não é elemento da amplitude de g. Então Rep 
(a/g /k) (j) .
3) Seja Rep(a,p^,$p^)  ^ Rep(a,p_^,w ) .
Seja g qualquer função cujos dígrafos componentes têm 
um vértice que não está na aplitude de g. Então Rep
(a, g, $g) ^ (p .
4) a é FPrt-universal se, e só se a é uni. 
versai para <Point X,o> para cada conjunto X. Aqui, a 
expressão Point(X) denota o conjunto de todas fe
(X U {X} tais que f (X) = X. (Note que X X, e que es­
tas funções f são justamente as transformações deXUíx} 
qüe f ixam o ponto X .)
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5) Seja 1 ^ n <f\ e seja (n, gcd(a)) = 1
E n t ã o  R e p  (a , S(-j, n) /- (> .
6) Se gcd(a) = 1 então Rep(a, s^,n) ({> 
para cada n 1 e além disso Rep(a, s, 2) cj).
7) Seja gcd(a) um inteiro par. Então Rep 
(a, ^2^^, 2n) - (}) para cada inteiro positivo n >. 1.
8) Seja X qualquer conjunto, e seja a re 
presentando f em Sym X. Então ã representa f em Sym X.
9) Seja 3 qualquer conjugado cíclico de a 
Para cada n 1 de Rep(a, s, n) ^ cj) , então Rep (g; s^, n)
^ (p e, se a representa s em Sym E , então 3 também repre 
senta s em Sym (S) .
10) Seja Rep ({) .Então (y ^^,s Z) 
^  ^ ^ RepíB^ Y'S, 7.) .
11) Seja a bordada. Então a = Bc^ B para al­
gum a e para algum B não bordada e não vazia.
12) (AB)'^ A ê Prt-universal para cada n e o)
k13) B(BA) é Prt-universal para cada k g w
k —14) (BA) A é Prt-universal para cada kew.
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15) é Prt-universal.
16) B^A^ é Prt-universal.
17) B^A^ é FPrt-universal sempre que x e 
y são inteiros positivos Ímpares.
18) Seja n 1. Então B^AB^"^^A é Prt-uni-
versal.
19) Seja n >L 1. Então BA^^^BA^ é Prt-uni­
versal .
Em 18) e 19) encontra-se a resposta forte 
mente afirmativa ã pergunta de Isbell com respeito ãs pa 
lavras BA^BA e BAB^A, pois claramente Prt(X)-universal 
implicará em X-universal para todo conjunto X e, por­
tanto, Prt-universal implica Myc-universal.
20) Seja k e oj\2. Seja p^  ^= f^.g^. f on­
de {f, g} c. Prtk. Então f e Sym k, fMO) = k-1 e g e 
Sym(k\{f (0) } ) .
Seja T a palavra A^B^A. Então;
21) Rep(t, P3,3) = ó 
Rep(T, p_^ , w) = (})
Rep(T, p3 , 3) =4)
22) Seja k 2. 1 . Seja Pj^  = onde
{f/ 9^ £ Prtk. Então f  ^Sym k, f^(0) = k-1, e g e Sym 
(k\{f "(0) }) .
Entre os resultados acima transcritos, os 
números 20, 21 e 22 são especialmente importantes em nos 
so trabalho. De fato, o nosso teorema 3,1 é uma general^ 
zação das afirmações 20 e 22.
Observemos que A^B^A e AB^A^são FMyc-uni- 
versais, mas não são Prt(3)-universais, conforme a afir­
mação 21 acima.
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Em 1977 A. Ehrenfeucht e D. M. Silberger
l] estabelecem o teorema seguinte, estendendo o método 
de Isbell a fim de melhorar seu Segundo Teorema.
Seja n inteiro positivo, tendo um menor 
fator primo Impar p. Seja k o maior inteiro tal que n|2 
seja um inteiro. Então as duas seguintes afirmações são 
equivalentes :
I) < p
■ ' XII) Para cada X finito e para cada f e X
existe g e e uma involução h de X tal que f = g^h.
Os mesmos autores em [2j destacam o teore 
ma e o corolário que seguem:
a) Seja {n, m} ç o)\2. Então as três afir-
- 16 -
maçoes são equivalentes:
I) M(S(m) ) [n e M(S(m) ) 1 m ;
II) é Myc-universal;
III) B^A™ é FSym-universal.
b) Seja s > 1. Sejam L^, Lj,... L letrass
distintas. Seja n(j) > 1  para todo j. Seja a a palavra 
de comprimento i denotada por a =  ^^ ^ L ^ ^ •
lHÍs)  ^ Então as afirmações seguintes são equivalentes: 
s
I) Existe inteiros i e j tais que 1 <_ i < 
j £ s e tais que M(S(n(i)))|n(j) e M(s(n(j)))|n(i).
II) a é Myc-universal;
III) a é FSym-universal.
Transcreveremos, agora, a generalização do 
teorema imediatamente anterior. Isto é, o teorema princ^ 
pal de um dos mais recentes trabalhos de Silberger [7]:
Seja {n, m} ç to\2 . As afirmações seguin 
tes sãò equivalentes:
I) M(S(n) ) tm e M(S(m) ) tn;
II) b V  é Prt-universal;
III) b '^ A^  é Myc-universal;
IV) b ’^a '^ é Sym-universal.
Ê de especial interesse mencionar aqui o 
trabalho de Margaret Weems Harriss [12] , que em sua te­
se de mestrado, em 1977, chegou ao resultado:
Para todas as palavras de complexidade 
dois, se uma palavra é FPrt-universal, então sua sole­
tração inversa também o é.
Resultado semelhante acabamos de conse - 
guir no teorema principal, o último deste trabalho,para 
palavras de complexidade três.
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Os lemas, definições e proposições ime­
diatamente a seguir, isto é, 2.1, 2.2, 2.3, 2.4 e 2.5 , 
com as respectivas demonstrações são traduções da auto­
ra .
Eles serão utilizados na demonstração 
dos teoremas que seguem, neste mesmo capitulo.
LEMA 2.1 (9, Lemma 2.1] . Seja f ePrt 
(X), seja {fj: j e j} a família de todas as componen­
tes conexas do dígrafo f, e para cada j e J seja um 
elemento era Rep(a, f^, $f^) . Para cada L Z seja (l )
denotando u { (L) : j e J} . Então {^(L): Lei} q Prt 
(X) , o homomorfismo ^  : Z* •— Prt(X) , unicamente gera­
do por (L): L e 1}, é um elemento em Rep(a,f, X), e 
para todo j e J. Então o axioma da Escolha im 
plica que, se Rep(a, f^, $f^) cf) para todo j e J, en­
tão Rep(a, f, X) ^ (p .
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Demonstração. Como a família ($f^: jeJ} 
é disjunta aos pares temos que {'fê (L) : L e Z) c Prt(X) 
conforme afirmado, e então que o homomorfismo está
realmente em Prt(X). Claramente c 'í^ ( 6) para to­
do 6 e Z *, e então 0^ como afirmado, para todo
j e J.
Seja X e X. Se x e Domf, então existe um 
único i e J tal que x e Domf^ , e daí que f(x) = f^(x)= 
(x) = a (x) . Assim vemos que f c a
Por outro lado, se x e Doma“^  , então x e 
Doma (d) = Dom (j  ^(a (d) ) : j e J} = J^ {Dom 3^  ^(a (d) ) :
j £ J), e então x e Dom^^(a(d)) c $f^ para um único t 
e J. Segue que x e Dom^^(a), e daí que a^( x )  = '-^  ^ (a) (
~  ~  x) = f^(x) = f (x). Por esta razao a c f e entao
= f. Concluimos que e Rep (a, f, X) .
a
0 lema que segue ê uma generalização do 
processo no qual "costuramos ^ e . (Ver figuras
números 3 e 4 no apêndice).
LEMA 2.2. ]9, Lemma 2.3|. Sejam C e D 
conjuntos e seja f uma função tal que C^(D|jf|D|) = (j> 
e tal que exista exatamente um x e C para o qual f(x) e 
Dyf[Dj. Seja z e D tal que f(z) = f (x) . Se ja eRep (a, 
ffícxíx}), C), e seja Kj e Rep (a, fflD, D(^jf[o3). Então 
existe t/ e Rep (a, ff(CyD), C ^  D y f [d] ) tal que a ^
e tal que K j>
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Demonstraçao. Existe um inteiro positi-
vo q £ d ■ tal que a (q+1) o ... o a (d) (x) e C\Dom a (q) .
^  r 1Para cada L e E definimos L e Prt(CuDUf Dj) como se-
gue. Se L 7^ a (q) entao L sera L u L , mas a (q) se-
'$> "lí ^  K>
rá a (q) U a (q) u{<a(q+l) o...o a(d) (a), a(q)) (x)
0 a(q+l) 0 ...0 ot(d) (z)>} . Então seja : E* i— ■? Prt
(CUDUf[D]) o único homomorf ismo gerado pela 
{ : L e' E} .
família
Para cada t ^ x com t £(CuD) f^Domf, nós 
obviamente temos que a (t) = f(t). Alem disso, a (x) =
'V 0- íP/3 on
a (1) 0---0 ct (q-1) 0 a (q)’^o « (q+D o ...oa(d)' (x) =
■V—'*2'' ^  Ica (1) 0 ...0 a(q-l)'o a (q) o a(q+l) 0...0 ot(d) (z)
a (z) = f (z) = f(x) . Entao, como Dom a = (CUD) 0 Domf =
Domff“(CuD), temos que a = fl'iCuD), e entao que
V




NÓS evitamos a demonstraçao fácil do se­
guinte :
LEMA 2.3.[9, Lemma 2.4 Sejam F e G du 
as quaisquer famílias de relações. Então (uF)o(uG) = 
U{foh: f e F e h e g).
DEFINIÇÃO 2.4. [9, Definition 2.5J . Se 
ja h uma relação qualquer. Seja H denotando $h. Um con­
junto C é dito preenchido por h se e somente se ambas as
inclusô®S c\h[cj ç H\h[H] e c\h [C sao
satisfeitas. A expressão <í> (h) designa a família de to­
dos os conjuntos que são preenchidos por h.
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LEMA 2.5. [9, Lemma 2.6 ] . Seja h uma 
relação qualquer. Seja F e <í> (h) . Seja á ç <!> (h) . Então
F c h f f I U h • - Pç $h. Além disso, U - e <í> (h) . Final­
mente, se h é uma função,então h [fJ ç  F.
F\(h
Demonstração. Seja H designando $h. Como 
U h"^[F])= (F\h [F] ) n (F\h“  ^[f] ) ç (H\h [h] )
h])= h \h = 4) , temosn (H\h~^ [H ) = H \ (h Th] u h.-1 que
F c h[F] \j h  ^[f] ç  H, conforme afirmado.
Ê fácil ver que '-''5'\h[u "11= u'^\uíh[E 
E e ^ } ç U  {E \h [e] : E } ç H\h [h] . Analogamente 
podemos ver que U ^  \h  ^[ u "f] ç hY i“^ [h 1-Então , U'í e 0 (h) .
Agora suponha que h é uma função. Assuma 
que o conjunto h [f ] \ f contém um elemento x..
Segue que x = h(y) para algum y e F. Mas,
se y e h-1 f] , entao x e h [h ' C. F. Assim devemos
inferir que y e F\h"^ y ç n\h ^ , e alcançamos 0 ab-
surdo y ^ h ^ 'h ' = Dom h. Então concluímos que h 'f^\f=
(J) e daí que h ’f ’ ç F.
a
COROLÁRIO 2.5. Seja g uma funçao. Seja 
{M, N} ç  $ (g) . Então M = N se, e sõ se g [m == g fN.
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Demonstração. É claro que se M = N en­
tão gfM = gtN. Suponhamos agora que g pM = g['N. Segue que
M = g[N] e também que MO g [g] = N H g   ^[g ] .Pelo Le
M n gma 2.5 temos que gLMj ç M e dai que g MJ = g 
Mng[c],. E, para qualquer elemento x e Mng[G”], temosque 
X ^ G\g|G|2 M\g[M] , e então que x e g[M] .Assim MH g[G 
g[M] . Inferimos que g [m] == Mng[Gj . De forma análoga 
vemos que g[N] = NHg^G] . Pelo Lema 2.5 temos que M ç $g 
= G. E, colecionando fatos temos que M = MH G = MH {g[G' 
u g"' [g] ) = (MH g[G] ) u (Mn g“  ^[g] )= g[M] U g"^  [g] ) = 
g M  u (Nn g“  ^[g] = (NH g [g] ) U (NO g“  ^[g] ) = Nn (g[G] u
= Nn G == N. a
Os seguintes lemas, isto é, 2.7 e 2.8 , 
com as respectivas demonstrações são parecidos com flO , 
theorem 1
LEMA 2.7. Sejam f e g relações binárias 
Então f ^ g se e somente se existe bijeção h: $f i— 7 $g 
tal que g = hfh  ^ .
Demonstração. Seja f g . Então existe
uma bijeção v: $f — ? $g tal que g = {<v(x) , v{y)> : <x,y>
e f } . Vcimos mostrar que g = vfv  ^.
Seja <p, q> e g. Então <p, q> = <v(p') ,
v(q')> para algum <p’,q'> e f. Desde que <q',v(q')> e v 
temos âfÿôra que <p', q> <p', v(q')> e vf. Mas <p^ 'p>
e V. Portanto, <p, p'> e v " ‘ e <p', q> e v f . Logo <p,q> 
e vív”  ^t Então g ç vfv“^.
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Agora seja <i, j> e vfv“ .^ Sejam i' =
V  Ni) e j'= V  Mj) . Então, desde que <i', i> e v e
<i, j> e vfv inferimos que <i', j> e vfv“^v = vf 
Portanto, desde que <j, j'> e v~S segue que <i', j ’> 
£ v~^vf = f. Portanto <i, j> = <v(i'), v(j')>e g. Con- 
cluimos que vfv“  ^ £ g e portanto, finalmente que g 
vfv~^ .
Para demonstrar o recíproco, vamos agora 
supor que g = hfh~^ para alguma bijeção h:$f i— ?• $g. Se 
ja H = {<h(x), h(y)>: <x, y> e f} . Basta mostrar que 
g = H.
Seja <r, s> e g. Sejam r' = h'^ {r) e s' = 
h Ms). Assim temos que <r' , r> e h e <r, s>e hfh~\ 
Inferimos que <r', s>e hfh~^h = hf. Desde que <s, s'> e 
h“  ^ segue que <r', s'>e h“^hf = f. Portanto <r, s> = <h 
(r'), h(s')> £ g, e então <r, s> £ { <h(x),h(y)>: <x,y> 
E f } = H. Assim g c H.
Seja <a, b> qualquer elemento de H. As­
sim <a, b> = <h(a'), h(b')> para algum <a', b'>£ f. 
Desde que <b', h(b')> £ h temos agora que <a', b> = 
<a', h(b')> £ hf. Mas <a', a> e h. Portanto <a, a ’> £ 
h  ^ e <a', b> £ hf. Logo <a, b> £ hfh  ^ = g. Assim te 




LEMA 2.8. Sejam f e g funções, com f~g. 
Seja a e E* com (“ f)Prt($f). Então (“ g)Prt( Sg ).
Demonstração: Então existe um homomorfi£ 
mo Prt($f) tal que (a) f. Pelo Lema 2.7,
existe uma bijeção t: $f — >• $g tal aue tft^ = g.
Definimos uma função h com Dom(h) = l* 
da seguinte forma: para todo o e Z* seja h(a)=t^(a)€^
Afirmo que Rng(h) c Prt(Sg). Seja a eE*. 
Ê claro que h(a) é uma função, porque t, {o) e t'^ são 
funções. Seja x e Dom h(o). Então x e Dom(tM=$(g). Se­
gue que t"^ (x) e $f. Se não fosse o caso que t^  (x) e 
Dom^ íí (o ) , então h(a)(x) = t^(a)(t'Mx)) = t(®) = e te 
ríamos uma contradição da escolha de x e Dom h(o). Se­
gue que tfMx) e Dora ^ (a ) , e então que ^  (a ) ( t'Mx) ) e $f 
e que h(a)(x) = t (‘^  (a ) tT^x) ) e Sg. Portanto h(a) ePrt( 
$g). A afirmação está provada.
Para {o,t} c E* tenos que b(a,x) = t 
aT)t'l = Ít )€^  = t í^(a) (idr$f)^(T) = t^(a)tl
t;^(T)t'^ = h(a)h(x), e portanto que h: E* — ^ Prt($g ) 
ë um homomorf ismo. Além disso h(a) == t ‘^ (a)f’ = tft'^=g.
TEOREMA 2.9. Seja que (a 4- Cj^)Sym{k) e
que (a 4^ rj^)Prt(k) para todo k e tü\2. Então para cada f 
£ A temos que (a 4- f)Prt{$f).
Demonstração: Seja g e A  e $g = G. Olhe­
mos a função g como um digrafo, cujo conjunto de vérti­
ces é G. (Como g é uma função, neste dígrafo, de cada 
vértice parte apenas uma seta).
Em vista do Lema 2.1 podemos supor que o 
dígrafo g ê conexo. Também podemos supor que g .
Seja Rep denotando {Rep(a, gfM, M) : M e 
$(g)}. Seja ÍE denotando üRep.
Pelo Corolário 2.6 temos que M = N se, e 
somente se gfM = gfN sempre que {M, N} c o(g). Segue 
que a família Rep é disjunta aos pares. Assim vemos que 
para cada c (E existe exatamente um elemento S^ , e $ (g) 
para o qual e Rep (a, ’
Afirmação. Existe M^ e o(g) tal que
Rep(a, gfM , M ) ^ á. Para estabelecer esta afirmação
0 0
consideremos dois casos:
I. Existem x e $g e i e w tal que x =
g^^^(x). Então, seja M^ = {g^(x) : i e oj}. Desde que g
e /A temos que M é finito e de fato que gfM = C, para 
0 0 K
algum k e íjü\1. Segue, pela hipótese junto com o Lema
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2,8, gy® Rep (a, M^) <j>. Também desde que g [m
ç g [M^]segue pela definição 2.4 que M e $ (g) .
0
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funçao tal que Dom( ?/) = E* e tal que Rng(‘Z'^  c Prt(G) . 
Além disso, quando {o, x} c E*, então pelo Lema 2.3 te­
mos que (ax)‘^ = i^ j{(ox) e C} = ( u í cj^
0 ( U { ^  e C}) = a ^ o x ^ .  Segue que é um homo - 
morfismo.
Agora afirmamos que ^   ^^o* ^
estabelecer a afirmação, seja V denotando i , {S : e
d&
£} . Então como {S_ e (C) c <I>(g), temos pelo Lema
r'
2.5 que V e <I>(g) . Então, como a %  , fica somente pa­
ra mostrar que e Rep (a, g l'y, V) .
Seja B um elemento qualquer em e*. Seja
í\T ~
<x, y> um elemento arbitrário em B • Entao <x, y> e B 
para algum e (E. Então como B c S  x S ^  c V x V ,
e como  ^ ê um homomorfismo de E* em Prt(G), segue que
/
V  é um homomorfismo de E* em Prt(V).
Agora seja <x, y> um elemento arbitrário
; c
u  -
em . Então <x, y> e = gfs^  ^  gfv para algum ‘íl e
(E. Segue que a ^ c  gfV.
Por outro lado, se tomarmos <x, y> e g
então x e V e então x e S„ para algum io e Œ , e conse­
nt’ p ^
qüentemente <x, y> e “ £ “ * Inferimos que
g fv c , e daí que - gfv. Então segue que ‘lAe
Rep(a, g['V, V) c lE. Finalmente, como estabele-0 —
Como c7^  ^ para cada ^  e C vemos que 
ê um limite superior de C. Segue pelo Lema de Zorn *
(*) Por 1.4, Theorem 2sj isto é equivalente ao Axioma da
T? o 1 K ;a
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que a família iE contém um elemento ^  que ê maximal
0
sob a ordem parcial a .
Afirmação: S = G e então ái e Rep (a ,
g, G) .
Lembremos que S c G, pelo Lema 2 .5. A^ 
suma que S-.^  ^ G. Então o conjunto G\S.-^ contêm um ele 
mento z. Como e $ (g) , segue pelo Lema 2.5 que g
c . Portanto, supondo para j e w arbitrário que
c S , segue que gj + 1 '  ^  £ g[Sj]
c , e portanto pela indução, temos que g^ [s c 
para cada i e u. Então, como g é um dígrafo conexo e co 
mo (j) 7^ M ^ temos que g'^ (z) e Separa algum menor in- 
teiro m. Seja x^ denotando o elemento g’^ ^(z) no conjun 
to G\ S^ . Como g(x^) e S^ , então, se g(x^) 9^ -^5 ] 
poderia acontecer que g(x^) e ^ 9 ^
daí o absurdo ^ 9 [*^J • Assim vemos que g(x^)eg[s^
talExiste um broto x e G X g G  de gn ' t- j
que g^(x^) = x^ para algum n e w. Seja T designando 
{g^(x^) : i e n+lj. Como ou gp(T\ {x^}) = (ji ou gP(
T\{x^}) cr com n e  w  \  2  temos pela hipótese e pelo 
Lema 2.8 que Rep (a, gpíTXíx }), T) cj). Pelo Lema 2.5
zz T - <í> •segue que T '^ ( S ^  u g
Observe que (T y S ^ ) \  g[T y ] = (T\ 
U S.^] u (S^\g[T y S^']) ç (T\g[T] ^ (S^\
{x^} yj g[s^ J) £ G\g[G] , pois x^e G \S3 J
e S ^  e <í>(g). Daí temos que (T y S ) \ g [t u
c G\g[G]. Observe também que (T y S^ ) \ g"^ [^T y S^Jc
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(T\g\[T]uS ) u ( S j \  g^[s^]) = <(. y ( \  g^ C s^J ) C 
g \ g'^ [g] . Assim vemos que T(jS^ e $ (g) .
Lembremos que 3-z Rep { a, g fs ^   ^•
Então como g[s^] £  ^3- temos que Rep (a, g fs^ ' U
gl-Sg.!) ) = Rep (a, gfSg. / S^) ^ <í> ^ Rep (a ,g fíTVÍx^ } ) ,T) .
Além disso, como T g ^ j S ^  u 5 3. I |=T 
g'^ [s I = {Xq} e como  ^ segue pelo Lema
2.2 que existe Rep (a, gPíTuS-j)/ U 9 ^ J £
(E, e também que  ^ « c3" ^ iJ'i e portanto que ÍEq .
Então xJ' ji c/i hT , e contradizemos a maximalidade de 
tí em lE^ . Então concluimos que = G.
a
0 nosso próximo teorema indica que, com 
as hipóteses do Teorema 2.9, é possível demonstrar a 
conclusão máxima nos casos finitos.
LEMA 2.10. Seja f uma função e g = f ,j 
{<x,y>} onde x é um broto e y = f(z) para algum zeDomf. 
Seja (a 4- f)Prt($f). Então (a 4- g)Prt($g).
Demonstração. Existe homomorfismo H : 
2; *-->. prt($f) tal que ^(a) = f. Podemos escrever a =
LjLj ... Lp onde p = |aj e {Lj, Lj, ..., L^} c Z. As
H H H Hsim acontece que f = H(a) = a = LjoL^ 0 . . . oL^ .
Definimos K : E * --► Prt($g) assim :
L^ = Lp (j {< x,Lp(z)>}; e M^=M^ para toda letra M e
Z\ÍLp}.
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Seja K : Z* --^Prt($g) o homomorfismo gerado
{ :.L e E}.
por
basta mostrar que a = g-
A fim de concluir que (a 4- g) Prt ($f), 
K
Seja t e Dom(f). Entao g{t) = f(t) =
H K H Ka (t) = a (t), pois claramente 3 c g  para todo g e
l* . Também g(x) = f(z) = a^(z) = 0 • • • oLp_j_ oLp ( z) ==
— p — p ~  ^p ~ ^ (^)* As “
sim vimos que g(v) = a (v) para todo v e Dom(g) e, 
conseqüentemente que g c •
Se V / Dom(g), então v ^ x e 
H,Dom(f). Portante, v é Dom(a ) 1  e existe q com 1 < q< 
£ P  tal que • oL^ ( v) e ($f)\ Dom(L^) c ($f)\
Dom(Lg) . Mas . oL^ ( v) = • • • oLp ( v) para v e
Dom(a^) e portanto • oLp (v) e ($f)\ Dom(Lp pa
ra tal v. Segue que a^(v) = L^ ^oL^o • • • oL^_^oLgO ( 0
K K K K...oL (v)) = L^o...oL = «>. Assim vimos que g = a
K K K,
Kdesde que certamente a é uma funçao.
0
LEMA 2.11. Seja f qualquer função. Se­
ja b um broto de f, e j o menor inteiro tal que
'if-'(b)} > 1. Seja T = {f (b) : i e j} . Seja
S = ($f)\ T. Entaõ $(frs) = S U ffs
Demonstração. Seja x e $(frs). Se x e 
Dom (f ps) , então x e S c S f [Sj . Por outro lado, se 
X e Rng(ffS), então existe t e S n Dom(f) tal que
x = f(t) e ffs! c S U f[S' . Segue-se que $(frs) c S
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U f Ís1 .
Seja X £ S U f [si . Entao x £ S ou
X £ ffs
Se X £ f [s] , existe g e Domíf^S) tal 
que f(y) = x, e então x e Rng(f ps) c $(f pS) . Portan-r 
to podemos supor que x £ S. Então x e ($f)\ T; isto 
é, X £ (Dom(f) ij Rnf(f)\ T. Aqui temos dois casos
1) X e Dom(f)\ T c Dom(f) e x e S . En 
tão X e Dom(f pS) c $(ffS) .
2) X £ Rng(f)\ T e  x £ S. Afirmanos 
que existe z £ S^^Domíf) tal que x = f(z) . Desde que 
x £ Rng(f), temos que x não é um broto de f . Portanto 
[{x}] (p. Então X £ {x} = f[f'M'{x}J] .
Admitamos que S'~'f'^{x}J = cj). Então 
f‘M ’{x}J c T. Portanto x £ f [tJ . Mas x e S. Assim te­
mos que x £ f[T| S = {f^(bj^)} . Mas T ^  [{f ^ (bj^ ) 
}J = {f^ ^(bj^)}. Por escolha de j temos | f ^ (bj_,) }]
> 1. Portanto existe u £ r ^  {f^ (bj^ )J \ {f^  ^  ^ ^  
então u £ (Dom(f))\ T c ($f)\ T = S. Assim temos que 
u £ Dom(f pS) . Portanto x = f (u) £ Rng(fpS) c ííff^ S) .
D
TEOREMA 2.12. Seja que (a 4- Cj^)Sym(k ) 
e que (a + rj^)Prt(k+l) para cada k £ w\l. Então a ê 
FPrt-universal.
Demonstraçao. Como no Teorema 2.9, bas 
ta considerar funções conexas. Para cada j £ co, seja
- 31
r(j) a seguinte afirmação: Para qualquer funçao f fini 
ta e conexa que tem exatamente j brotos, acontece que 
(a + f) Prt($f).
Se f não tem broto algum, então existe 
ke ü)\ 1 tal que f =: . Segue pelo Lema 2,8, juntamen­
te com nossas hipóteses, que (a 'I' f) Prt($f), neste ca­
so , Portanto T(0),
Escolhamos k e u) e suponhamos que r(k) , 
Basta mostrar que r(k+l), para concluir por indução
o teorema.
Seja f uma função finita com exatamen­
te k+1 brotos distintos: b , bi, .,,, b, . Escrevemos
0 K
= f [ {f^ (bj^ ) para cada i e w. Examinaremos
1
dois casos.
19 caso: Para todo ie cj acontece que 
.< 1. Sejam T ={f^(bj^) : i e w } e S = ($f)\T.1
Ê claro que f p T é um ramo, pois f é finito.
Então existe i e w \ 2 tal que fP T =
r^. Assim, pelo Lema 2,8 segue que (a 4- f f T) Prt
$(f P t ) e, portanto, que existe homomorfismo
h": Z* Prt $(f f T), tal que h"( a ) = f pT,
Visto que f P S é uma função finita ,
tendo exatamente k brotos distintos b ,b ,,,,, b, ,0 1 K- 1
pela hipótese indutiva, temos que (a I f pS) Prt$(fps). 
Isto é, existe homomorfismo h'; Z*— Prt $(f [ S) tal 
que h'( a ) = f P S ,
Desde que S O T = 0, e que f = (f f* S) u 
(fp T), pois f P T ê uma componente de f, podemos de­
finir h: E * -- - Prt($f) da seguinte maneira: h(ß ) =
h'( ß ) V h"( ß ) para todo ß e E*. Naturalmente 




29 caso: Existe um menor j e w tal que
> 1. Desde que D^ = 0 temos que j > 0. Seja 
T = { f^ (bj^ ) : i £ j} e seja S = ($f) \ T. Como no 
primeiro caso, pela hipótese indutiva, existe homomor - 
fismo h': E* — * Prt$(f  ^S) tal que h' ( a )= f PS,
Subcaso: j = 1. A função f['T=(b, f(b, j
é um ramo trivial, e também f = (f T S) U (f
(f
T)
S) u {< bj^ , f(bj^)>} . Portanto, pelo Lema 2.10 te­
mos que (a 4- f) Prt($f) .
Subcaso: j > 1. Seja W = T\{f^ 
Observe que $(f p W) = T. É claro que f p W é um ra­
mo de comprimento j-1. Portanto segue-se pelo Lema 2.8 
que (a I f P W) Prt T. Isto é, existe homomorfismo
h": Prt T tal que h"( a ) = f W.
rj-1,Assim temos que Rep(a ,f (T NÍf-" ) ,T)
Rep ( a , f P w , T ) ? ^ 0 .
Pelo lema 2.11 e pela hipótese indutiva 
temos que Rep ( a, f P S, S u f [s] ) = Rep ( a,f P S,$ (f p S)) 
 ^ 0.
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Afirmação 1 : T H  f "1 [s] = { f^  (^bj^ )}.
Ê claro que f^ "^ (bj^ ) e T n f 'i [ s] .
Seja a e T n f "i [s ] . Então existe i e j 
tal que a = f ^ (bj^) , pois T f^(b^): t e .j} , e ae T. 
Segue também que a  ^ S, pois S n T = 0. Por outro lado, 
desde que f (bj^) = f(a) e S, temos que f (bj^ )/!’, e 
portanto que i+1 > j-1. Desde que i < j-1, inferimos que 
i = j-1. Isto é, a = f^~^(bj^). Segue que {a} c T D f ‘i[s] 
c {f^~^(b,)} . Portanto temos que { f ^ ^  (b, ) } = TO f^  [s] .
Afirmação 2 : Existe z e S tal que f(z)
=f (f^ "^ (bj^) ) .
Se f^(b, ) e T O D. para t e w , então 
K D
f^ '^ (^bj^ ) = f(f^(bj^l) e f[ Dj] = { £ S, e portan­
to e T f) f [s] = {f^~^(b^)} . Assim vemos que
f^~^(b ) é o único elemento de D. que também ê elemento 
K D
de T. Mas lembremos que D^ contém pelo menos dois ele - 
mentos distintos. Portanto existe z e D \ T c($f)\ T =
S. 0esde que z e D^, temos que f(z) = f^  (bj^ ) . A afirma 
ção 2 segue.
Afirmação 3: (SU f [sj ) fí T = 0.
Seja f^ (bj^ ) um elemento qualquer em T . 
Então t E j. Mostraremos agora que f^ (bj^ )  ^ f S  ^•
Admita que f^(b^) e f[s] . Então existe 
u E S tal que f (u) = f^(bj^). Então u e D^. Mas
^ pois t < j. Desde que D^ = 0 podemos su-
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-t-1por que t > 0. Entao f (b ) e T /) D^. Segue que u
-t-1f (bj^ ) . Mas u / T. Desta contradiçao concluimos que
A afirmação 3 segue, pois, T O  S = 0.
Concluimos pelo Lema 2.2 que existe h e 
Rep( a , f | ' ( S U T ) , T U S U f [ s ] )  = Rep ( a, f, $f) . 
Concluimos r (k+1). 0 teorema segue por indução.
Ü
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capítulo III. Sobre ramos representados por A^B^A^
Preliminares. 0 primeiro resultado deste 
capitulo generaliza \Y>, Lemmas 6.21 e 6.25 j. Continua­
mos demonstrando que se A^B^A^ é FPrt-universal então 
A^B^A™ também o ê. E, concluimos com um resumo das per­
guntas abertas imediatamente ligadas com os nossos resuj. 
tados.
TEOREMA 3.1. Seja rj^  = para
{ f, g } c  Prt(k) , para {m, k } c o ) \ 2  e para {n, j} c 
0) \ 1. Então:
1. f e Sym (k)
2. g e Sym (k\ (k-1). } ) .
3. f^'^^(k-l) = 0.
Demonstração. Obviamente k-1 = Dom r^ = 
Dom c Dom f. Como r^  ^ é injetiva em k-1 temos
que f é rnjeti'va em k-1. Além disso k \ l  = r, k-1'
- f .n-1 m^ -i r i : q f-’ k-1
Admi^ta que k-1 Dom f. Então temos
que f[k-l f[ k] k\l. Mas, também, | f [k-l] | < |k-l 
= k-1 = |k\l j. Portanto f p(k - 1) é bijeção de k-1 
sobre k\ 1. Admitindo ainda que k-1  ^Dom f vemos que






^ f"[g^f^[ k-1] 
n-1 r
-n = fn r k-1
Ck\l) - 1
(k \ 1) - Ij e daí que k-1 =| k \ l
(k-l)-l|= k-2, o que é impossí­
vel. Sè^üé que; k-^ 1 e Dom f.
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Agora, se supusermos que f (k-1) i= f(j) para 
algum j e k-1 = Dom rj^ , então desde que r^  ^= nós
concluimos que k-1 e Dom r^ ,^ o que ê falso. Assim inferi­
mos que f ê injetiva em k. Portanto como k ê finito, f 
ê sobrejetiva em k.
Obtemos assim a primeira conclusão desejada;
1. f e Sym (k)
Como f e Sym(k) temos que f fk-3^ = f(k\{k-l}
= f [k] \{f(k-l) } = k \{ f(k-l) }, e daí que f ^ [k-l] 
f^"^[k \ {f (k-1) }] = f=’"^[ k] \ {f^ (k-1) k \ { (k-1) } . 
Assim vemos que k \ { f^  (k-1) } - k-l^ £ Dom g c k
Desde que Dom r^  ^= k-1 c k e que Dom f = k, é claro que 
Dom g k. Portanto Dora g = k \ { f^  (k-1) } ^
Suponha que g (k \ { f ^ (k-1) }1 7^ k \ {f^ (k-1) }
Então como teraos g[ k\{ f ^ (k-1) }] 1 = k-1, segue que
k \ {f^(k-l)}] = k\{z} para algum z e k\{f^(k-l}}.
Então como f ^ (k-1) / Dora (g) temos que k \ 1 = r^| k-l 
f^g™ [k \ {f^(k-l)}J = z,f=Í(k-l)
que k-1 .< |k\{ z,f^(k-l)J| == k-2, absurdo.
k
e dal
Assim podemos concluir que
2. g e Sym (k \ { f^(k-1)}).
Finalmente, desde que k \ l  = r^fk-1 J = 
f"g"^[k \{ f^(k-l)}] = f ^ [ k \ {  f^(k-l)}], e como fe Sym(k) 
inferimos que
3. (k-1) = 0.
Q
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TEOREMA 3.2. Se A^ B^ A^^  é FPrt-universal, 
então A^B^^A^ também ê FPrt-universal.
Demonstração. Suponhamos que A^B^^A^ ê 
FPrt-universal. Então temos, para todo k e w \ 2 que
(A^ B^ A^^  i Cj^)Prt(k) e que (A^ B^^ A i rj^)Prt(k) . Desde que 
(A^B™A 4- Cj^)Prt(k), temos por |6, Lema 1.2j que (A^b '^ A 
4- c^)Sym(k), e portanto por [lO, Corolário 3.10j que
(A^ B^ A^^  i. Cj^)Sym(k), o que implica que (A^ B^ A^ -^Cj^ ) Prt(k) . 
Assim vemos que basta mostrar que (A^B^a ’^ 4- rj^)Prt(k).
Tendo já que (A^ B^^ A^  + rj^)Prt(k), podemos 
escolher {f, g) c Prt(k) tal que r^  ^= f^g^f^ . Pelo Teo-
remoa 3.1 temos f e Sym(k) . Então segue que =
fj^n-n^m^j-j^n  ^ ^ (j~n)^n^m^j^-(j-n) ^ ^(j-n)^ ^-(j-n) ^
Ic
r^  ^ pelo Lema 2.7. Portanto, desde que (A^B^A^ + f^g”^f 
Prt(k) temos pelo Lema 2.8 que (A^B^A^ 4- rj^)Prt(k).
Conclusão e problemas abertos
Ainda não sabemos para quais 4-uplas < k,
n, ra, j> acontece que (a '^ B^ A^  I rj^)Prt(k). Em [8, Coro-
1 2 2 >1. llaries 6.24 e 6.26J temos que para a = A B A, (a  ^ r^ )
Prt(3) e (ã r^)Prt(3). Mas, em f l 2 , Table 3] temos que
(a 4- r^)Prt(k) sempre que 3 k e oj \ 2. Nosso últira.o Teo
rema 3.2 mostra que (ã 4- rj^ )Prt(k) sempre, se 37^ ke(jj\2.
PROBLEMA 3.3. (A^B^A^ 4 rj^)Prt(k) para 
todo k e ü)\ 2 se e s5 se k ^ m+j ?
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PROBLEMA 3.4. Para quais 5-uplas 
<k,m,n,j,q > teremos que (b’^A^B^a'^ í r. ) Prt(k)?K,
PROBLEMA 3.5. Para a = B^ a"'b^ A*^  te­
remos que ( a 4- r, )Prt(k) implica em ( a’ 4- r, )Prt(k)?
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Apêndice
As figuras 1 e 2 são adaptações de desenhos
Figura 1
( a -t- x)M por l* -— >• M
Figura 2
Observe que (ct -i- x)Mopor ê repre­
sentado por linhas contínuas. Veja que (a + x)M^por 
não vale, pois 'éíio\l *J ^ Mi .Mas ( a 4- x)Mi p o r , r e  
presentado por linhas tracejadas. Mj ê subsemigrupo de 
M^ e está representado por linhas tracejadas bem como"^!
11
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C = 7 
D = 12 \ 7 
D U C = 12
6 k----- y^l ü---->10
8è-
Figura 3
9 3   ^ ,
Seja a palavra B"A , isto e, DBAAAi Este 
dígrafo representa f j* (C u D) onde C u d c $f para algu­
ma transformação parcial f .


















B --------- - -
-  k ]  -
BIBLIOGRAFIA
i: 8j
1] Ehrenfeucht, A. e Silberger, D. M., Decomposing a trans 
formation with an involution. Algebra Universalis^ 7 ( 
1977), 179-190.
Ehrenfeucht, A. e Silberger, D. M., Universal terms of 
the form B^A^, Algebra Universalis, 10 (1980), 96-115. 
Isbell, J. R., On the problem of universal terms. Bull 
de L'Academie Polonaise de Sciences, XIV (1966), 593- 
595.
4] Kelley, J. L., General Topology, New York, 1959.
5] McNulty, G. F., The decision problem for equational ba­
ses of algebras. Doctoral Dissertation, University of 
California, Berkeley, 1972. (Ver também Annals of
Math. Logici.
[ 6~] Momm, Osvaldo, Sobre a representação de ramos pelas pa­
lavras de complexidade dois. Tese de Mestrado, UFSC , 
Florianópolis, SC, Brasil, 1980.
Silberger, D. M., B^A^ is universal iff point-universal. 
Algebra Universalis. (A ser publicado.)
Silberger, D. M., Point-universal terms in a free semi­
group, Doctoral Dissertation, University of Washing - 
ton, Seattle, 1973.
Silberger, D. M., When is a term point-universal ?, Al­
gebra Universalis, Vol. 10, n9 2, 1978. 
lOj Silberger, D. M., When is gf isomorphic to fg ? (A ser 
publicado.)
[ll] Valente, M. L., Sobre a universalidade de palavras para 
grupos simétricos. Tese de Mestrado, UFSC, Florianõpo 
lis, SC, Brasil, 1979.
12] Weems (Harriss), M., Reverse spellings represent spikes 
for words of complexity two. Master's thesis, Jackson 
State University, Jackson, Mississipi, 1977.
- 42 -
