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Communicated by M. M. Rao 
Convergence in probability of the linear forms Cr=i a,,X, is obtained in the 
space D[O, I], where (X,) are random elements in D[O, 1 ] and (a,,) is an array of 
real numbers. These results are obtained under varying hypotheses of boundedness 
conditions on the moments and conditions on the mean oscillation of the random 
elements (X,) on subintervals of a partition of [0, 11. Since the hypotheses are in 
general much less restrictive than tightness (or convex tightness), these results 
represent significant improvements over existing weak laws of large numbers and 
convergence results for weighted sums of random elements in D[O, 11. Finally, 
comparisons to classical hypotheses for Banach space and real-valued results are 
included. 
1. INTRODUCTION AND PRELIMINARIES 
Using uncorrelation conditions and conditions on the mean oscillation of 
X, on subintervals of a partition of [0, 11, weak convergence results are 
obtained for weighted sums of random elements (X,) in D[O, l] which are 
significant improvements on Theorem 3 and 5 of Daffer and Taylor [ 3 1, 
Theorem 1 of Taylor and Daffer [6] and Theorem 3.1 of Daffer [ 21. 
Tightness of the sequence (X,) is in general not implied by these hypotheses, 
and hence the results are different from the traditional results for D[O, 1 ] 
where convex tightness (a strengthening of the notion of tightness in which 
the compact sets involved are also required to be convex) is used in a crucial 
manner. 
The properties of the space D = D[O, 1 ] are well known and are treated at 
length in Billingsley [l] and Parthasarathy [4]. Here, D will always be given 
the Skorohod topology, with respect to which the supremum norm llx]l= 
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suPo<,<, Ix(t)19 x E Q is known to be a Bore1 measurable function. A 
random element in D is a measurable map X from a probability space 
(Q, -c4, P) into D. The mathematical expectation EX of a random element X 
is defined pointwise by (EX)(t) = E[X(t)], 0 < t < 1. A sufficient condition 
for EXE D is that E llX[l < 00. 
A partition rt, of [0, l] will always refer to a finite partition 
o= to < t, < *.- < t, _ I < t, = 1, m E N (N stands for the natural numbers). 
The subintervals of the partition rc,,, will be denoted by Ii = [ti-, , ti), 
i = l,..., m - 1; I,,, = [t,- r, 11. The norm llrc,/I of a partition n, is 
max{t, - tie i : i = l,..., m }. For a set A, IA denotes the indicator function of 
A. 
A Toeplitz array {a,,,, n, k E N, is a double sequence of real numbers 
satisfying 
G) CEllq,kl< 1, VnEN, and 
(ii) lim,,, ank = 0, V k E N. 
Let (X,) be a sequence of random elements in D. For future reference in 
obtaining the main results some conditions are listed which the sequence 
(X,), n E N, can be required to satisfy. 
1.1. Condition (T) is satisfied if, to every E > 0, there is a compact 
K c D such that sup,, E II XnZlxnQKl (I < E. 
1.2. Condition (MT) is satisfied if, to every E > 0, there is a partition 71, 
such that suP,EImaxi=l,...,m SUP~~,,IX,,(~) -xn(ti-,)I] < E. 
1.3. Condition (mt) is satisfied if, to every E > 0, there is a partition II,,, 
such that sup, maxi,l,...,m E[su~tc,JXn(t) -xn(ti-,>II G E* 
1.4. The sequence (X,) is said to be pointwise uncorrelated if 
E[Xi(t)] < co, n E N, 0 < t < 1, and Cov(X,(t), Xk(t)) = E[ (X,,(t) - 
EX,(t))(X,(t) - EX,(t))] = 0, when n # k, for each 0 ,< t < 1. 
1.5. Condition (UC) is satisfied if for any s, t, 0 < s < t < 1, (suP,~~<, 
IX,(u) -xn(~mEN is a sequence of uncorrelated random variables, for each 
i = l,.... m. 
1.6. Condition (AU) is satisfied if for any s, t, 0 < s < t < 1, 
(I~~“0 - 0) - X&>IL..N is a sequence of uncorrelated random variables. 
1.7. Condition (C) is satisfied if, to every E > 0, there is a partition 7c,,, 
such that E[maxi_ ,.,,,, m SUPER,. ,IX,(t>X,(t)-XX,(ti~,)X,(l;-,)ll GE, when- 
ever n # k, n. k E N. 
In Sections 2 and 3 relationships among the conditions are discussed, and 
the different uncorrelation concepts (including Banach space versions) are 
contrasted. 
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2. WEAK CONVERGENCE OF WEIGHTED SUMS OF RANDOM ELEMENTS IN D 
The weak convergence theorems in this section are of two types: Theorems 
2.1, 2.2 and 2.3 provide conditions which are sufficient for convergence in 
probability of the weighted sums at each point t of ]O, 1 ] to imply uniform 
convergence in probability on [0, I]. Theorem 2.4 provides conditions which 
directly imply convergence in probability of the weighted sums. 
THEOREM 2.1. Let (X,,) be a sequence of random elements in D 
satisfying (mt) and(w). Let (a,,}, k = l,..., k, ; n E N, be an array of real 
numbers satisfying xi:, ]~l,,~] ,< C < 00, for each n, and lim,,,, 
c!j~, aik E(ll X,11’) = 0. Then, 
i\t 11 g, ankXk 11 = 0, in probability, 
if and only ty, 
lim + a,,X,(t) = 0, in probability 
n-too k:I 
for each t E [ 0, 11. 
Proof: The “only if’ part is trivial. Let E > 0 be given and choose by 
(mt) a partition q,, such that 
II 
’ QF’ ‘dnEN. P-1) 
Write 
’ ank(xk(t> - Xk(fi- I>> 
kyl I 1 
> + 
a,kxk(tj-l> > + . I 1 
The second term on the right tends to zero by hypothesis. For the first 
term on the right, put YL = supteri ]Xk(t) - Xk(ti-,)I, i = l,..., m, k E N. Then. 
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P max sup 
i=l....,m tcIi 
k-l 1 
(using (2.1)) 
16 c {: 
zz- 
E2 - i=l keil 
u;~E[(Y;-EY;)~] (using (UC)) 
by hypothesis. Thus 
lim P [ligI unkXkIJ>c]=O, foranyc>O. I 
n-m 
In traditional Banach space results, tightness and moment conditions are 
used to obtain condition (r) which played a major role in the proofs. 
However, if (7’) is satisfied then (mt) is equivalent to the condition: 
If to every E > 0 and 6 > 0 there is a partition n, such that 
lITnIl < 6 and max 
i= l.....m 
EIX,,(ti - 0) - X,(ti_ ,)I < E, for all n. 
In this case a weak law holds by using the less restrictive uncorrelation 
condition (AU) rather than (UC). The proof of Theorem 2.2 follows the same 
pattern as the proof of Theorem 2.1. 
THEOREM 2.2. Let (X,) be a sequence of random elements in D 
satisfying (mt), (T), and (AU). Let {a,,}, k = l,..., k,; n E N, be an array of 
real numbers satisfying 2:~~ lank/ < C < co, for each n, and 
limn+rn ck I dk E(ll X, 11’) = 0. Then 
in probability, 
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if and only if 
lim + a,,X,(t) = 0, in probability 
II+* k:l 
for each t E [0, I]. 
By assuming the much more restrictive condition (MT) instead of (mt), 
the uncorrelation condition is not needed. The proof of the following weak 
law is similar to the proof of Theorem 2.1. 
THEOREM 2.3. Let (X,) be a sequence of random elements in D 
satisfying (MT). Let {a,,}, k = l,..., k,; n E N, be an array of real numbers 
satisfying 2:~~ lank/ < C < oo, for every n. Then 
,‘\I I/ tI a,,kXk I/ = 0, in probability, 
zf and only if 
lim 5 a,,X,(t) = 0, in probability 
n-a, k=, 
for each t E [0, 11. 
The last result is very similar in appearance to the classical weak law of 
large numbers for real-valued random variables and uses the uncorrelation 
condition (C). 
THEOREM 2.4. Let (X,) be a sequence of mean-zero pointwise 
uncorrelated random elements in D satisfying (C). Let {a,,,}, k = I,..., k,,; 
n E N, be an array of real numbers satisfying Ct:, lank/ < C < 00, for all 
n E N. Suppose that lim,,, C,“: 1 azk E(]l X, I]‘) = 0. Then 
,ll; // $, ankXk 11 = 0, in probability. 
Proof. Let E > 0 be given and choose by (C) a partition n, such that 
Ixktt) X!(t> - Xk(ti- I) Xl(ti- Ill] < &* (2.2) 
Let n, be such that 
k:, 
afk E(ilxkli2> < G3 Vn>n,. (2.3) 
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+ ’ unkan(Xk(fi- 1) X!(fi- I) 
k?T’=l 11 
<LE maxsup 
E2 I 
t6,, k& lank1 Ian,1 Ixk(t>x,(t) -xk(ti-~)xl(fi-~~I] 
1 1 
+$E k” max 1 ankan,Xk(fip 1) X((fi- 1) = (I) + (II). 
k.l= 1 I 
’ lank\ Ian11 IXk(f)X,(t)-Xk(fi~,)X,(fi-,)j I 
<SE yxw ’ lank1 lad Ixk(t)x,(t)-xk(l,-,)x,(ti-,)l] 
(Eli kz, 
kfl 
a:klx:(f)-x:(fi-])l 
I 
(by (2.2)) 
By (2.3) and pointwise uncorrelation, 
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whenever n > n,. Thus, 
for n > n,. Since E is arbitrary, 
,l\l 11 s, ankxk !I = 0, in probability. I 
3. COMPARISONS AND IMPLICATIONS 
In considering the different uncorrelation conditions in the hypotheses of 
the results, it is easy to see that (MT) implies (mt). However, it is not as 
easy in many of the other comparisons. Since every separable Banach space 
can be embedded isometrically in the universal Banach space C[O, 1 ] (which 
can be regarded as a subspace of D), previous results for separable Banach 
spaces Fan be compared somewhat with these results in the more general 
setting’ of D. First, the conditions for the weak law of large numbers in non- 
geometric Banach spaces almost always include tightness and integral 
conditions (or (7’)) and weak uncorrelation. But (7) implies uniform 
integrability, in which case convex tightness (which is equivalent to tightness 
in a Banach space) is equivalent to the restrictive condition (MT). Thus, 
many previous Banach space results are contained in Theorem 2.4 as 
corollaries. 
Weak uncorrelation is defined using the dual space of a Banach space and 
implies pointwise uncorrelation in any subspace of D which is a Banach 
space. However, the less restrictive pointwise uncorrelation can be defined on 
all of D. Moreover, pointwise uncorrelation can yield the pointwise 
convergence in Theorems 2.1, 2.2, and 2.3. Also, it‘is not hard to show that 
if (r) is satisfied, then (MT) is equivalent to the following weaker condition: 
(*) To every E > 0 and every 6 > 0, there is a partition rc,,, such that 
ll~,ll < 6 and 
That (*) alone, in Theorems 2.1, 2.2, and 2.4, would not suffice to turn 
pointwise convergence in probability into uniform convergence, is shown by 
the following example. 
EXAMPLE 3.1. Construct the sequence x,, x2,..., of elements of D as 
follows: Let -5 = Z11,5,2,5, -Z,,,,,,,,, . Supposing x, is given, construct x, + , 
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as follows. Where x, = 0, let x,+, = 0. If x, = 1 or -1 on an interval 
J c [9, 11, then divide J into five equal subintervals; on the second subin- 
terval of J put x,+, = 1, on the fourth subinterval of J, put x, + I = - 1. 
Elsewhere on J put x, + , = 0. This defines x, + , . Thus, for example, 
Now define mean-zero random elements (X,) in D by: X, = *x,,, with 
probability i each. 
For this sequence (X,), (*) is satisfied. Indeed, let 6 > 0 be given and 
choose m such that 5 -m < 6. Let R, consist of the points ti = i - 5 -“‘, 
i=O, l,..., 5”. If n > m, then X,(t,)= 0, Vi= 0, l,..., 5”. If n < m, then 
iX,(t, - 0) - X,(ti- i)] = 0, i = I,..., m (replacing t, - 0 by t, = l), since an 
interval J c [0, 1 ] on which X, is constant is a union of intervals of the form 
[i . 5-“, (i + 1) 5-“‘). Thus, maxi =,,,... m ]X,(t, - 0) -X,(ti-,)] = 0, for all n 
so that (*) holds. 
That ]]n-’ C;=, X,11 = 1 a.s., for every n can be seen inductively as 
follows: Clearly ]]X, ]] = 1 a.s. Let S, = xi=, X,. If for almost every 
realization, X,(t) = . . . =X,(t) = 1 for each t in an interval J of the form 
[i . 5 -m, (i + 1) 5 -“), then by the way x,+ I was constructed from x,, 
X,+,(t)= 1 for some tEJ. Thus, Sn+i(f)=n t 1, and (n t l)-‘C,“i: 
X,(t) = 1, for this t. Since the induction hypothesis is satisfied a.s. for n = 1, 
we have ]]n-’ CE!,X,]j = 1 a.s., for every n as claimed. Thus, the strong 
law of large numbers fails for this sequence (X,), and the weak law of large 
numbers must also fail. 
Conditions (7J and (mt) are natural extensions of the conditions on iden- 
tical distributions and Lemma 8.1 of [4] which are used in obtaining ergodic 
theorems for D[O, I]. Condition (AU) appears to be very similar to the 
concept of weak uncorrelation which was used in [5] to obtain WLLNs for 
Banach spaces. But more importantly, (UC), (C), and (AU) are easily 
applicable to stochastic processes which can be regarded as random elements 
in D. Conditions on increments of stochastic processes are very natural con- 
siderations. 
In comparing the uncorrelation concepts, it is sufficient to consider only 
(UC), (C). and pointwise uncorrelation. If A and B are two correlated real- 
valued random variables, then X(f) = A and Y(t) = B for all t E [0, 1 ] are 
random elements in D which are not pointwise uncorrelated but do satisfy 
condition (C). Next, X,(t) = (1 - tn) I,o,,,nj(t) defines a deterministic 
sequence of random elements in Banach space C[O, 1 ] and as such is 
pointwise uncorrelated. But if n f’k and n, k > t ; ’ , then 
sup IX&)X&) - ~,(0)~,(0)I = 1. 0<1Sfl 
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Hence, condition (C) does not hold for the sequence (X,). Note also, that 
condition (UC) holds for this sequence {X,,}. These examples illustrate that 
uncorrelation in D[O, 1 ] is related to both the global probability structure 
and variation in the sample paths. Similar examples show that no 
implications exist between any of the uncorrelation conditions (UC), (C), and 
weak uncorrelation. 
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