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Abstract—Brain decoding of functional Magnetic Resonance 
Imaging data is a pattern analysis task that links brain activity 
patterns to the experimental conditions. Classifiers predict the 
neural states from the spatial and temporal pattern of brain 
activity extracted from multiple voxels in the functional images 
in a certain period of time. The prediction results offer insight 
into the nature of neural representations and cognitive 
mechanisms and the classification accuracy determines our 
confidence in understanding the relationship between brain 
activity and stimuli. In this paper, we compared the efficacy of 
three machine learning algorithms: neural network, support 
vector machines, and conditional random field to decode the 
visual stimuli or neural cognitive states from functional 
Magnetic Resonance data. Leave-one-out cross validation was 
performed to quantify the generalization accuracy of each 
algorithm on unseen data. The results indicated support vector 
machine and conditional random field have comparable 
performance and the potential of the latter is worthy of further 
investigation.  
 
Index Terms—Brain decoding, functional magnetic 
resonance imaging, neural network, support vector machine, 
conditional random field.  
 
I. INTRODUCTION 
Functional Magnetic Resonance Imaging (Functional MRI, 
or fMRI) measures Blood Oxygen Level Dependent (BOLD) 
signal, which is the result of neural activity in the 
corresponding part of the human brain. Each fMRI scan 
produces a three dimensional image of the whole brain 
activities every few seconds, with a spatial resolution of a few 
millimeters with respect to various stimulus received by the 
subjects [1]. Functional MRI provides a non-invasive and 
large-scale view of human cortical activity that can 
contribute for specifying patterns of neural activity. 
Establishing a corresponding map between cortical activation 
patterns and different human brain cognition states is a 
challenging task [2] since 1) fMRI signals are noisy and 
non-stationary in time, 2) Each voxel represents responses 
influenced by hundreds of thousands of neurons [3]. 
Many studies report applications of brain decoding from 
task fMRI (TfMRI). In the area of vision science are on 
neural processes underlying low level visual aftereffect [4], 
predicting conscious visual perceptions [5], dissociating 
brain areas responsive to biological motion [6], enabling 
communication with patients in minimally conscious states 
[7], and distinguishing brain states underlying face matching 
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and location matching tasks [8]. 
Classification of brain activity patterns specifies a causal 
relationship between experimental stimuli and pattern of 
neural activity in different brain regions. Classification 
methods use a subset of brain voxel responses as training data 
in order to define a decision boundary in the space of brain 
voxels response patterns. They are different in 1) the shape of 
the decision boundary and 2) the way the boundary is placed 
on the basis of the training data. Decision boundaries can be 
hyperplanes in linear classifiers, or more complex nonplanar 
boundaries in nonlinear classifiers. For example, the decision 
boundary in linear Support Vector Machine (SVM) is a 
hyperplane, which has the maximum margin to the voxel 
patterns on either side. In practice, the classification 
performance in different methods depends on how well the 
classifier’s implicit assumptions hold in the domain in which 
it is applied [9]. 
In previous studies the performance of different 
classification methods were evaluated for fMRI data. Cox 
and Savoy [10] compared the classification performance of 
linear and polynomial SVM to classify fMRI response 
patterns into different categories of visual stimulus. They 
found that linear SVM performs superior to polynomial SVM 
and the latter has overfitting problem. In another study, 
results of decoding block-design fMRI data using linear 
SVM were better than nonlinear SVM [11]. A comparison 
study on Gaussian naïve Bayes (GNB), SVM, and 
k-nearest-neighbors (KNN) classifiers applied to three 
different data sets suggested that GNB and SVM performed 
almost equally [12] and KNN was always inferior to GNB 
and SVM [9].  
It is not clear that which machine learning method 
performs is better than others in case of different types of 
tasks. However, SVM appeared to have an edge over the 
other classifiers across different tasks [13].  
Recently, Conditional Random Field (CRF) based 
classification techniques attracted research interests in signal 
and image processing and fMRI study, which offers several 
advantages over other probabilistic methods such as hidden 
Markov and maximum entropy Markov models [14, 15]. 
CRF has been utilized to constrain the search space of brain 
regions with significant activities corresponding to 
experimental stimuli or cognitive states [16]. A CRF model 
considering the time delay of BOLD signal was proposed in 
[17]. They compared CRF with several other classifiers on 
predicting mental states from functional MRI images and 
found that CRF performed best in 5 out of 6 subjects. The 
whole brain was segmented into anatomical regions and the 
signs of average voxel BOLD signals in each region were 
used as the input variables. Voxel-level pattern analysis, 
however, was not attempted. 
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In this study, we applied three machine learning techniques 
on two different fMRI datasets to compare their decoding 
performance. NN, SVM, and CRF were chosen as the 
machine learning methods and integrated into a multiple 
voxel pattern analysis framework to decode the brain 
tasks/states related fMRI data. We picked one publicly 
available dataset and our own dataset for performance 
comparison using Leave-one-out cross-validation (LOOCV).  
The results show that while SVM has the best overall 
performance, CRF is superior in some cases implying its 
potential application. 
 
II. MATERIALS AND METHODS 
Two datasets used in this study are: the canonical dataset 
shipped with the Multiple Voxel Pattern Analysis (MVPA) 
Toolbox developed in the Princeton Neuroscience Institute 
[18], and a task-related fMRI dataset using visual semantic 
stimuli acquired as part of an epilepsy project. The two 
datasets are called as the Haxby dataset and VisSemantic 
dataset for short in this paper, respectively.  
In the Haxby dataset, the fMRI images were acquired 
when eight categories of object (faces, houses, cats, bottles, 
scissors, shoes, chairs, and scrambled control stimuli) were 
displayed to ten participants and more information on the 
dataset can be found on their website [18]. In the 
VisSemantic dataset, the stimuli used in is identical to those 
reported in [19] with the only difference being that stimuli 
were written words rather than environmental sounds. Detail 
of VisSemantic dataset is described as follow. 
A. Participants 
Nineteen native right-handed English speakers (9 males, 
10 females, mean age = 24.4 years; range 20-37 years) have 
participated in this experiment. All had normal or corrected 
to normal vision and were free of any history of neurological 
problems. The University of Queensland’s Medical Research 
Ethics Committee approved the study. 
B. Stimuli and Experimental Design 
Stimuli were written words depicting 40 concrete nouns; 
20 animals and 20 manmade objects. These stimuli were 
divided into equal groups based on their visual semantic 
features (animals with or without fur and manmade items 
predominantly made of metal or not), and further subdivided 
into animals that did or did not live in Australia and manmade 
items that were or were not a tool. 
There were four conditions in total: visual semantic, 
encyclopedic, categorical, and a visual perceptual baseline. 
For each of these 4 conditions there were two question types 
designed to reflect the properties of each condition. This 
resulted in a total of eight different trial types.  
1) Visual semantic: a) have Fur? b) made of metal? 
2) Encyclopedic: a) live in Australia? b) A tool? 
3) Categorical: a) living? b) manmade? 
4) Visual perceptual baseline: a) fade in? b) fade out? 
The eight trial types were blocked, with five trials per 
block. At the start of each experimental block, participants 
were presented with one of the 8 questions viewed on a 
screen at the foot of the scanner bed via a head-coil mounted 
mirror. The participant was required to make a yes/no button 
press in response to each presented word to indicate whether 
it had the attribute related to the question.  
Trial duration was 3.5 s (1.5 s for each word sequence 
representation, followed by 2 s to allow for a response). Word 
stimuli in conditions 1 – 3 were presented in black Arial font 
on a white background for 1.5s. The visual perceptual 
baseline used animated stimuli that faded in or out against the 
white background of the screen over 1.5 s. Each question was 
presented for 3 s at the beginning of each block, giving a total 
block time of 20.5 s. Blocks were followed by a blank screen, 
the duration of which randomly alternated between equal 
multiples of 3, 4, 5, or 6 TR (resolution time, 2.1 s). In each of 
the four scanning sessions, there were two blocks of trials for 
each question type (i.e., the same question was presented 
twice in each session), for each of the four conditions. This 
gave a total of 80 trials (16 blocks) per session and 320 trials 
(64 blocks) over the four sessions. For conditions (1) and (2), 
blocks comprised either animals (have fur? live in Australia?) 
or manmade objects (made of metal? a tool?). For conditions 
(3) and (4), animals and manmade objects were intermixed in 
each block. The order of the conditions (eight question types) 
was counterbalanced within and across participants. 
C. Image Acquisition 
Participants were scanned on a Bruker Medspec 4T system 
equipped with a transverse electromagnetic head coil [20]. 
Functional images using T2*-weighted EPI sequence for 
blood oxygen level dependent contrast were acquired (TE = 
30 ms, TR = 2,100 ms, and FOV = 230×230). In a single 
acquisition, 36 slices were acquired, each 3-mm thick with a 
0.6-mm gap between the slices. The first five volumes were 
discarded to allow for T1 equilibration effects. Between the 
four sessions, a high-resolution 3D T1-weighted 
high-resolution image was acquired using an MP-RAGE 
sequence (TI = 900 ms, TR = 2,300 ms, TE = 2.94 ms, 
256×256×176 matrix, and 0.9-mm3 isotropic voxels). 
D. Preprocessing 
Rigid-body motion correction was carried out on all EPI 
series using INRIalign [21] and a mean realigned image was 
created for each participant. This mean image was then 
coregistered to the corresponding structural (T1) image, 
using SPM5 (Wellcome Trust Centre for Neuroimaging, 
London). Each individual’s T1 image was then normalized to 
the SPM5 MNI T1 template using the unified segmentation 
procedure [22]. The resulting spatial normalization 
parameters were applied to the EPI time series data and 
resliced to 3×3×3 mm voxels. Images were then spatially 
smoothed with a full width half maximum Gaussian kernel of 
9 mm.  
E. Classifiers 
All the data analysis in this study has been carried out 
using Matlab® (Mathworks, Natick, MA). We used the 
MVPA toolbox introduced in [23] as the framework to 
perform brain decoding. Besides of the built-in classifiers of 
Neural network (NN) and SVM, CRF model reported in [24] 
was modified to work on the MVPA platform. In this study 
samples are the voxel BOLD signals and the labels are the 
mental states: the 4 categories of questions asked. 
NN is a nonlinear directional graphical model consisting of 
an input layer, one or multiple hidden layers and an output 
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layer. A single hidden layer feed-forward neural network 
(SLFN) was used in this study because an SLFN can form 
decision boundary with arbitrary shapes when the activation 
function which defines the transformation of net input is 
chosen properly for hidden units [25]. Back-propagation 
training algorithm was used. 
An SVM constructs one or multiple hyperplanes in a high 
or infinite dimensional space, on which samples are mapped 
as points and discriminated. The task of SVM is to find the 
separating hyperplane that has largest distance to the nearest 
sample points. In this paper, a nonlinear SVM with radial 
basis function kernels as implemented in the LIBSVM 
toolbox [26]was tested. 
CRF is a directional graph model that models probability 
distribution of the labels globally conditioned on the samples 
observed [14]. As it directly models the conditional 
probability, it does not rely on the Markovian assumption and 
avoids the label bias problem. Instead of the popular 
Maximum a Posteriori (MAP) algorithm, we employed a 
marginalization-based parameter learning approach, which 
was found outperformed likelihood-based algorithms, to train 
the CRF models and Tree-reweighted Belief Propagation to 
make the inference [24]. 
In the VisSemantic study, there was no significant 
difference in brain activity between answering ‘Categorical’ 
question and ‘Visual perception baseline’ question revealed 
by SPM analysis. Therefore, three types of CRF models were 
trained to investigate the predictability based on VisSemantic 
dataset when different labels were used. CRF-4 models were 
trained with all four labels were used. CRF-3 models were 
trained with ‘Visual semantic’ question and ‘Encyclopedic’ 
question were labeled as 1 stimulus. CRF-2 models were 
designed as binary classifiers to distinguish the mental states 
of answering the first 3 categories of questions from that of 
‘visual perceptual baseline’ question.  
Leave-one-out cross validation (LOOCV) was used to 
quantify the accuracy achieved by each classifier [27]. 
TABLE I: LOOCV RESULT ON HAXBY DATASET 
 Accuracy (%) 
Subject NN SVM CRF 
1 38 60 52 
2 37 57 48 
3 46 64 75 
4 39 68 79 
5 41 73 76 
6 43 62 70 
7 47 64 66 
8 47 65 47 
9 37 63 56 
10 34 61 54 
Mean  40 64 62 
F. Feature Selection 
Feature selection in machine learning refers to extracting 
predictive information and removing redundant or 
misleading information from the samples. On the one hand, it 
enhances the prediction power and increase classification 
accuracy; on the other, it reduces the dimensionality of the 
problem and shortens the computational time. In MVPA of 
fMRI, each voxel is considered as a dimension in the feature 
space. Irrelevant voxels that contain little information about 
different conditions only add unrelated noise to the classifier 
and decrease the performance. Voxels that contain 
information that is informative, but redundant with respect to 
other voxels already being considered only add little to 
accuracy of classification but increase the computational 
complexity [10].  
In this study, feature selection was carried out in the 
following steps: First, the raw fMRI images were masked to 
retain the voxels of the brain only; Second, brain regions 
identified by SPM study to be having significantly different 
activity for different stimuli were selected; and finally, the 
statistical map generated by ANOVA was threshold to 
further reduce the number of voxels used as features [28].  
 
TABLE II: LOOCV RESULT ON VISSEMANTIC DATASET 
Subject
Accuracy (%) 
NN SVM CRF-4 CRF-3 CRF-2
1 25 52 10 34 45 
2 26 55 21 22 52 
3 33 55 27 46 56 
4 20 53 39 43 53 
5 27 53 32 33 45 
6 23 56 22 30 56 
7 31 56 27 40 49 
8 34 53 38 52 66 
9 26 56 30 52 59 
10 25 53 24 38 40 
11 21 53 25 47 42 
12 23 53 15 31 43 
13 24 54 21 38 46 
14 37 56 18 32 52 
15 34 55 43 59 64 
16 23 53 18 32 52 
17 23 54 34 40 49 
18 32 55 29 38 55 
19 17 54 21 37 60 
Mean 26 54 26 40 52 
III. RESULTS AND DISCUSSION 
The cross-validation results obtained from three 
classification methods on the Haxby dataset are tabulated in 
Table 1 and the boxplot of the results is shown in Fig. 1(a). It 
can be seen that NN is not comparable to other two methods. 
SVM has the best overall performance and smallest variance 
indicating good inter-subject generalization. CRF’s overall 
performance is slightly poorer than SVM but achieved higher 
accuracy than the highest one of SVM in 3 out of 10 runs. The 
comparison suggested that CRF has the potential to 
outperform SVM but proper training samples are required to 
achieve high inter-subject generality. 
For the VisSemantic dataset, the brain regions used in the 
second step of feature selection include middle frontal gyrus, 
superior medial frontal, precentral gyrus, posterior middle 
temporal gyrus, insula, and superior occipital on the right 
hemiphere, and middle temporal gyrus, inferior frontal gyrus, 
middle occipital, and inferior occipital on the left hemisphere. 
The LOOCV results on this dataset are shown in Table 2 and 
the boxplot is illustrated in Fig. 1(b). Again, NN produced 
much poor results than SVM. SVM had the best overall 
performance with 54% accuracy and very good inter-subject 
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robustness. CRF-4 only had comparable accuracy as NN, 
which was close to ‘guessing by chance’. CRF-3 yielded 
better classification accuracy with 40% on average than 
CRF-4. CRF-2 achieved a comparable mean accuracy to 
SVM but with larger variance. However, CRF-2 generated 
the highest accuracy 66% and it had accuracy higher than or 
equal to the best achieved by SVM (56%) in 6 out of 19 
cross-validation runs. This again demonstrated the potential 
of CRF and further investigation on feature selection and 
model training for CRF is of great interest. 
 The increasing accuracy of CRF models with the 
decreasing of label space dimension is consistent to the 
findings of SPM study, in which significant differences in the 
brain activity patterns were found only between the 
‘high-selective’ questions (‘Visual semantic’ and 
‘Encyclopedic’) and the ‘low-selective’ questions 
(‘Categorical’ and ‘Visual perceptual baseline’). 
 
IV. CONCLUSION 
Two well-established pattern classification methods NN 
and SVM and an emerging classifier CRF were exploited to 
decode brain mental states from task related functional MRI 
data in two experimental settings. NN was found inferior to 
the other two methods. SVM had the best overall 
performance and best inter-subject generality. When label 
space was properly defined, CRF yielded comparable results 
to SVM. The potential of CRF to achieve higher accuracy 
than SVM demonstrated on both of the datasets is worthy of 
further investigation. 
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