The pointwise limit S of a sequence of Stieltjes transforms (Sn) of real Borel probability measures (Pn) is itself the Stieltjes transform of a Borel p.m. P if and only if iy S(iy) → −1 as y → ∞, in which case Pn converges to P in distribution. Applications are given to several problems in mathematical physics.
and Hamburger [17] , and also as a direct analog of Lévy's classical continuity theorem, complementing those in [6] and [7] . Since no reference is known to the authors, a detailed proof is included for completeness.
Throughout this note, R and C denote the real and complex numbers, respectively; p.m. and s.p.m. denote Borel probability measures, and subprobability (mass ≤ 1) measures, respectively, on R; and s.p.m.'s (µ n ) converge vaguely to a s.p.m. µ [3, p. 80 (Note: In some texts the Stieltjes transform is defined as the negative of the one given here, cf. [5] , [16] .)
A basic property of Stieltjes transforms, which has important applications in the theory of moments, orthogonal polynomials, and mathematical physics (cf. [1] , [11, pgs. 48 , 59], [13] , [14] , [15] ), is that they are a representing class for finite measures; [4, Chapter 14] has an extensive table of Stieltjes transforms. Example 1. For n = 1, 2, . . ., let P n = δ (n) , the Dirac point mass at n. Then S Pn (z) = (n − z) −1 for all n and all z with Im(z) > 0, so lim n→∞ S Pn (z) ≡ 0, which is clearly not the Stieltjes transform for any p.m.
P (see Lemma 2 below).
On the other hand, just as with Lévy's theorem, the limit of Stieltjes transforms is itself a Stieltjes transform if and only if it satisfies one single universal limit condition. 
in which case P n → P in distribution.
−1 is continuous and bounded in w for fixed z in {Im(z) > 0}, then Im(f z ) and Re(f z ) are also continuous and bounded, so by the basic equivalence of convergence in distribution of p.m.'s and convergence of integrals of bounded continuous functions [3, Theorem 4.
To facilitate the proof of Theorem 1, two additional lemmas are useful, which are stated here for ease of reference. 
Suppose P is a p.m. with S = S P . The Akhiezer-Krein theorem implies that (2) holds, and (1) follows immediately from the definition of S P . Conversely, suppose that S is analytic and satisfies (1) 
and (2). Since yS(iy)
is continuous in y, (1) easily implies (3), so by the Akhiezer-Krein theorem again, there is a finite positive Borel measure P with S P = S. By the Dominated Convergence Theorem, lim
implies that P is a p.m.
Lemma 3. Let F be a family of functions analytic in an open connected set D. If for each compact set
then every sequence in F has a subsequence that converges uniformly on compact subsets of D to a function analytic in D.
Proof. ([8, Theorem 15.2.3]).
Proof of Theorem 1. If lim S n = S = S P for some p.m. P , then (1) follows by Lemma 2.
Conversely, suppose that S = lim n S n satisfies (1). Let F = {S n }, and 
By hypothesis, S Pn → S P , so S P = S Q , which by Lemma 1 implies that P = Q. Since every vaguely convergent subsequence of (P n ) thus converges to P , this implies [3, Theorem 4.3.4] that P n converges vaguely to P , that is, since (P n ) and P are p.m.'s, P n converges to P in distribution.
A slight generalization of Theorem 1 will be needed for one of the examples below.
Theorem 2. Suppose that (P n ) are real Borel probability measures with Stieltjes transforms (S n ), respectively. Let K ⊂ {Im z > 0} be an infinite set with a limit point z 0 , {Im z 0 > 0}. If lim S n (z) = S(z) for all z ∈ K, then there exists a Borel probability measure P with Stieljes transform S P = S if and only if (1) holds, in which case P n → P in distribution.
Proof. It is enough to show that the pointwise convergence on K uniquely fixes the limiting functions in Lemma 3. Suppose that f and g are two limiting functions obtained from different subsequences of the family {S n } and set h = f − g. Then h is analytic in D and zero on K. Thus h is identically zero on D [12, Theorem 10 .18] which shows that all the limit functions of S n are again equal to S. The rest of the proof follows as in Theorem 1. §2. APPLICATIONS Theorem 1 can also be proved using the Grommer-Hamburger Theorem (e.g., [17, p. 105] ), which states (in the probability measure context) that if the pointwise limit of Stieltjes transforms of a sequence of probability measures (P n ) exists, then the limit is always the Stieltjes transform of a sub-probability Q, and P n converges vaguely to Q. There has been some confusion in the literature concerning the statement and applications of this theorem (e.g., [5] , [16] ), where uniform convergence on compact subsets was assumed to be sufficient to imply weak convergence. However, the Stieltjes transforms in Example 1 converge uniformly (to the zero function) on compacts, yet the measures do not converge weakly. As seen in Theorems 1 and 2, however, uniform convergence on compacts is automatic, but does not guarantee weak convergence. Convergence in distribution occurs if and only if the limit condition (1) holds, and it is this observation that simplifies the arguments in many applications, as is seen in the following three examples involving weak convergence to uniform, Cauchy, and arcsin distributions, respectively. Example 2. Let {L n (x) : n = 1, 2, . . .} be the unique polynomials of degree n, and positive leading coefficients, which satisfy the orthonormality relations
(where δ n,m is the Kronecker delta function δ n,m = 1 if n = m, and = 0 otherwise), and let ν n be the discrete probability measure with masses equal to one-half (to normalize the weights) the Christoffel numbers, or the weights in the Gauss quadrature formula, located at the zeroes of L n (x), n = 1, 2, . . . as given in [15, p. 48] . Using [15, Theorem 3.5.4] , it follows that the Stieltjes transforms (S n ) of (ν n ) satisfy
so since lim y→∞ iyS(iy) = −1, it follows from Theorem 1 that ν n converges weakly to the probability measure with Stieltjes transform S, which is easily seen to be normalized Lebesgue measure dx/2 on [−1, 1]. (This result is well known, cf. [15] , and may also be derived using moment methods and Weierstrass approximation.) . As in [16] , it can be shown that the Stieltjes transforms (S n ) of (ξ for Im(z) > 0. Since S satisfies (1), Theorem 1 implies that ξ α n converges weakly to a Borel probability measure P , which is easily seen (from S) to be the standard Cauchy distribution with density (Thus the argument of uniform convergence on compact sets used in [16] is not necessary.) S(z) is the Stieltjes transform of the probability measure (e.g., [5] , [10, p. 194 By Theorem 2 it follows that ν n → ν weakly. (The argument of uniform convergence on compacts used in [5] is not needed.)
