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ABSTRACT
A comprehensive understanding of the structure of Doppler motions in transition region including
the center-to-limb variation and its relationship with the magnetic field structure is vital for the
understanding of mass and energy transfer in the solar atmosphere. In this paper, we have performed
such a study in an active region using the Si IV 1394 A˚ emission line recorded by the Interface
Region Imaging Spectrograph (IRIS) and the line-of-sight photospheric magnetic field obtained by
the Helioseismic and Magnetic Imager (HMI) on-board the Solar Dynamics Observatory (SDO). The
active region has two opposite polarity strong field regions separated by a weak field corridor, which
widened as the active region evolved. On average the strong field regions (corridor) show(s) redshifts
of 5–10 (3–9) km s−1 (depending on the date of observation). There is, however, a narrow lane
in the middle of the corridor with near-zero Doppler shifts at all disk positions, suggesting that
any flows there are very slow. The Doppler velocity distributions in the corridor seem to have two
components—a low velocity component centered near 0 km/s and a high velocity component centered
near 10 km s−1. The high velocity component is similar to the velocity distributions in the strong
field regions, which have just one component. Both exhibit a small center-to limb variation and seem
to come from the same population of flows. To explain these results, we suggest that the emission
from the lower transition region comes primarily from warm type II spicules, and we introduce the
idea of a ‘chromospheric wall’—associated with classical cold spicules—to account for a diminished
center-to-limb variation.
Subject headings: Sun: activity – Sun: photosphere – Sun: transition region – Sun: magnetic fields –
Sun: sunspots
1. INTRODUCTION
Active regions are locations of concentrated complex
magnetic structures on the Sun’s surface. They demon-
strate pronounced coronal heating (see Reale 2014, and
references therein) as well as flares and coronal mass ejec-
tions (Tripathi et al. 2004; Webb & Howard 2012; Benz
2017). Therefore, it is mandatory to comprehend the lo-
cal as well as global Doppler motions in active regions
and compare those with the structure of the magnetic
field. This in turn will help us understand the transfer
of mass and energy in the solar atmosphere.
Some of the earliest observations of Doppler veloci-
ties in regions of different magnetic field strengths and
configurations have been done with the Orbiting So-
lar Observatory (OSO-8) (Bruner 1977), the Naval Re-
search Laboratory (NRL) normal incidence spectrograph
on Skylab (S082-B), the NRL High Resolution Tele-
scope and Spectrograph (HRTS; Bartoe & Brueckner
1975) and the Ultraviolet Spectrometer and Polarime-
ter (UVSP; Woodgate et al. 1980) on-board the So-
lar Maximum Mission (SMM; Simnett 1981). Using
these early days observations, downflows as large as
10–20 km s−1 in ultraviolet (UV) spectral lines over
large-scale plage regions have been reported (see e.g.,
Lemaire et al. 1978; Gebbie et al. 1980; Brueckner et al.
1980; Lites 1980; Brueckner 1981; Athay et al. 1982; Dere
1982; Rottman et al. 1982; Athay et al. 1983; Brekke
1993; Achour et al. 1995). In some cases, redshifts of
magnitudes ∼80–100 km s−1 in transition region spec-
tral lines over small isolated patches of active regions
have been reported in the observations recorded using
the NRL HRTS (Nicolas et al. 1982; Dere et al. 1984).
However, such high downflows are relatively uncommon
and have been attributed to dynamic/explosive events.
Klimchuk (1987) performed one of the first comprehen-
sive studies of Doppler velocities in the transition region
using UVSP data and compared them with the structure
of the photospheric magnetic field obtained from the Kitt
Peak National Solar Observatory (NSO). This study was
conducted for 25 active regions with a variety of locations
across the solar disk. It was found that the strong field
regions were relatively redshifted by 5–10 km s−1 irre-
spective of disk position and were approximately steady
over a spatial scale of ≥ 3′′. The weak field corridors
separating strong field regions of opposite polarity were
relatively blueshifted. However, no absolute velocity ref-
erence was available, and the red and blueshifts are rel-
ative to the 4x4 arcmin2 raster averages. As discussed
later, Klimchuk (1986, 1987) argued that the weak field
corridors likely have an absolute velocity near 0 km s−1,
independent of disk position.
In more recent times, similar observations contin-
ued employing other high resolution facilities like
the Solar Ultraviolet Measurements of Emitted Radi-
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ation (SUMER; Wilhelm et al. 1995) and the Coro-
nal Diagnostic Spectrometer (CDS; Harrison et al.
1995) on-board the SOlar and Heliospheric Observa-
tory (SOHO; Domingo et al. 1995), the EUV Imag-
ing Spectrometer (EIS; Culhane et al. 2007) on-board
Hinode (Kosugi et al. 2007) and the Interface Region
Imaging Spectrograph (IRIS; De Pontieu et al. 2014).
Teriaca et al. (1999) (also see the references therein) used
SUMER observations to ascertain that the downflows in
active regions increase from ∼0 km s−1 at log T [K] = 4.3
to about 15 km s−1 at log T [K] = 5.0 that changes to
∼8 km s−1 blueshifts in the Ne VIII line at log T [K] =
5.8. The observations from the EIS have further aug-
mented our understanding of plasma flows in various
structures in active regions such as loops and moss
(see for e.g., Del Zanna 2008; Brooks & Warren 2009;
Tripathi et al. 2009; Dadashi et al. 2011; Tripathi et al.
2012; Gupta et al. 2015; Ghosh et al. 2017, and the ref-
erences and citations therein). However, we note that for
most EIS observations, the lower transition region lines
viz., O IV, O V and Mg V are very weak (Young et al.
2007). Hence we have a few conclusive studies of Doppler
shifts in the lower transition region.
In order to compare the flow structure with magnetic
field structures, Center-to-Limb Variation (CLV) studies
of flows have been carried out (e.g., Rottman et al. 1990;
Hassler et al. 1991a). Feldman et al. (1982) used obser-
vations of two active regions as these traversed across
the solar disk by the NRL normal incidence spectro-
graph on Skylab (S082-B) to show that the downflows
typically range between 4–17 km s−1 (for spectral lines
formed between log T [K] = 4.7–5.0). However, there
is a slight tendency of decrease near the limb as com-
pared to that on the disk. However, the plasma has
significantly lower magnitudes of Line-Of-Sight (LOS)
velocities for spectral lines formed at log T [K] > 5.0.
This study includes wavelength calibration with respect
to neutral and singly ionized spectral lines formed in the
chromosphere (C I, O I and Si II). A series of studies by
Roussel-Dupre & Shine (1982); Rottman et al. (1990);
Hassler et al. (1991a) show a decrease of downflows from
a few km s−1 at the center to about 0 km s−1 towards
the limb in quiet Sun region. It is imperative to mention
that for wavelength calibration, Roussel-Dupre & Shine
(1982) used cooler choromospheric lines (Si I and Fe II)
as well as comparison of on-disk and near-limb spectra
and raster averages at different locations on the solar
disk. On contrary, Rottman et al. (1990); Hassler et al.
(1991a) used on-board sources to derive the reference.
To perform a comprehensive study of Doppler shifts
and its CLV, we use the excellent observations over
an active region recorded by IRIS in a Si IV line as
the region crossed through the central meridian. We
note that this is the best dataset available for such an
analysis. The magnitudes and directions of the plasma
flows are compared with photospheric magnetic field
structure observed by the Helioseismic Magnetic Im-
ager (HMI; Schou et al. 2012a,b) on-board the Solar Dy-
namic Observatory (SDO; Pesnell et al. 2012). The pres-
ence of several neutral and singly ionized spectral lines
in IRIS spectra gives us the chance to perform abso-
lute wavelength calibration, which was missing in the
studies performed earlier, such as the one by Klimchuk
(1987). These observations are in tandem with observa-
tions taken by the Atmospheric Imaging Assembly (AIA;
Lemen et al. 2012), also on-board SDO. The rest of the
paper is structured as follows. In §2, we provide a de-
tailed description of the data used, a brief description
of the instruments used and discuss the processing tech-
niques. In §3, we present the method of analysis and
results, followed by a summary in §4. Finally, we present
a possible interpretation of the observations in the dis-
cussion in §5.
2. OBSERVATIONS
Active region AR 12641 was located in the northern
hemisphere and tracked by the IRIS across the solar disk
between February 28 and March 9, 2017. For this pur-
pose a 320-step dense raster was used that had an ex-
posure time of 4 seconds. The instrument has a very
high spatial resolution of 0′′.4, which corresponds to less
than 300 kms near the disk-center. The top panel of
Fig. 1 displays the locations and Fields-Of-View (FOV)
on different days (as labelled), over-plotted on a partial
disk image recorded by the AIA in 1600 A˚ channel on
March 3 when the active region was located at the cen-
tral meridian. We further display zoomed-in views of the
FOVs from March 1–8, 2017 as observed by AIA 1600 A˚
in the middle and bottom rows (marked A-H) of Fig. 1.
Here, we note that on March 1, there are two very small
sunspots of opposite polarity. These disperse on the fol-
lowing days, but a large scattered plage region persists on
all successive days. The plage region changes its shape as
it traverses across the disk. The first and second columns
of Table 1 provide the date and µ-value of each observa-
tion (where µ is defined as the cosine of the heliographic
longitude) of the center of the FOV.
For this work, we have used Level-2 IRIS raster data
which is corrected for all instrumental effects such as flat-
fielding, dark currents, offsets and thermal orbital vari-
ations so as to make it suitable for scientific analysis1.
The IRIS data are analysed using Gaussian fitting rou-
tines provided in Solarsoft2 (Freeland & Handy 1998).
For comparing the structure of the Doppler shifts with
that of magnetic field in the photosphere, we have used
the photospheric LOS magnetograms obtained by the
HMI on-board SDO. In order to infer the overlying coro-
nal structures, we have also used the 171 A˚ images
recorded by AIA.
3. DATA ANALYSIS AND RESULTS
The IRIS FUV2 spectra records a pair of Si IV lines
at 1393.78 A˚ and 1402.77 A˚ (log T [K] = 4.9) that can
be used to measure the Doppler velocities in the lower
transition region. In optically thin plasma conditions,
Si IV 1393.78 A˚ is a factor of 2 stronger than 1402.77 A˚,
as derived using CHIANTI (Dere et al. 1996; Landi et al.
2013). Since, our aim is to measure the Doppler shift, it
is preferable to use the stronger line at 1393.78 A˚.
1 A Users Guide To IRIS Data Retrieval, Reduction & Analysis,
S.W. McIntosh, February 2014
2 Using EIS Gaussian fitting routines for IRIS data, P. Young,
April 2014
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Fig. 1.— Top panel: Location of the IRIS raster field of view (shown in white boxes) from 28th Feb until March 9th of active region AR
12641 on a partial disk image of the Sun taken in the 1600 A˚ channel of AIA on March 3, 2017. The letter ‘F’ stands for February and ‘M’
for March. Middle and bottom panels: Zoomed-in views of the IRIS raster FOVs on between March 1–8 as seen in AIA 1600 A˚ channel.
TABLE 1
Table giving the dates and µ values for the IRIS
observations, followed by the central wavelengths of the
Fe II line as determined from single Gaussian fits of the
profiles without and with ICSF correction (columns 3 and
4), respectively.
Date µ Central wavelength Central
2017 without wavelength
correction (A˚) with ICSF (A˚)
28 Feb 0.66 - -
Mar 1 0.82 1392.818 1392.823
Mar 2 0.90 1392.810 1392.817
Mar 3 0.92 1392.818 1392.820
Mar 4 0.89 1392.820 1392.820
Mar 5 0.81 1392.810 1392.816
Mar 6 0.68 1392.826 1392.830
Mar 7 0.51 1392.815 1392.812
8 Mar 0.27 1392.826 1392.828
9 Mar 0.00 - -
3.1. Wavelength Calibration
In the absence of an on-board lamp, an absolute wave-
length calibration can be derived using cooler neutral or
singly ionised spectral lines formed in the photosphere
or chromosphere, which are considered to be at rest
(Hassler et al. 1991b). Such lines, available in the IRIS
spectral window are, S I, O I and Fe II. Generally, in or-
der to minimise errors associated with uncertainties due
to non-linear dispersion, it is better to use a spectral line
for calibration which is formed at a wavelength closer to
the spectral line being used for velocity measurements,
which is Si IV 1394 A˚, in the present case. We, therefore,
chose Fe II 1392.8 A˚ for our initial calibration. Fig. 2 dis-
plays the spectra of Fe II 1392.8 A˚ line obtained over the
entire IRIS raster FOV for all dates between February 28
to March 9, 2017. As can be seen, the Fe II line is very
well identified on all days except on February 28 (panel
A of Fig. 2). Moreover, on 9 March (J), the active region
was almost on the west limb. Hence, we exclude this date
for further analysis.
The black solid lines in the different panels in Fig. 2 are
the original Fe II line profiles, whereas the over-plotted
red lines are the corresponding Gaussian fits. It can be
seen that the line is not broad compared to the spectral
bin size, i.e., there are a limited number of measurements
across the profile. We therefore take an additional step
in order to measure the line center position as accurately
as possible. We apply a procedure called Intensity Con-
serving Spectral Fitting (ICSF; Klimchuk et al. 2016),
which accounts for the finite size of the spectral bins. A
spectrometer measures the average intensity over a bin,
and this intensity is typically assigned to the wavelength
position at bin center. This is incorrect, however, when
the true line profile is not a straight line within the bin,
as it surely is not. ICSF approximates the detailed shape
of the true profile using a spline fit, then determines the
appropriate intensity at bin center, which is slightly dif-
ferent from the average over the bin. We have applied
the ICSF correction to our data and then proceeded to
perform a second set of Gaussian fits. The top panels
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Fig. 2.— Fe II 1392 A˚ spectra averaged over the entire FOV taken between February 28, 2017–March 9, 2017. The original profiles are
shown in black and fitted Gaussians are shown in red.
in Fig. 3, labelled (A), show the original Fe II line pro-
files averaged over the entire FOV (in black) on March
1, 3 and 6, where March 3rd data was located at the
disk center. The blue curves are single Gaussian fits.
Panels (B) on the bottom show the original spectra in
black and the ICSF-corrected line profiles in red. The
blue curves show the corresponding Gaussian fits to the
ICSF-corrected line profiles.
Table 1 lists the difference in the obtained central
wavelength of the fitted Gaussian before and after the
application of ICSF procedure. The maximum differ-
ence is on March 2, 2017 which is 7 mA˚, translat-
ing to ∼1.5 km s−1, that is equivalent to uncertainty
in the velocities obtained with IRIS (De Pontieu et al.
2014), hence significant. However, the laboratory rest
wavelength used for absolute wavelength calibration is
1392.817 A˚ (Sandlin et al. 1986), which is 1 mA˚ larger
than that derived using off-limb observations recorded
with HRTS (see e.g., Herzberg 1962; Kaufman & Ward
1966; Persson 1971; Brown et al. 1974). This difference
translates to an uncertainty of ∼0.2 km s−1 in velocity
measurements. We further note that there is an uncer-
tainty of ∼3 mA˚ (0.66 km s−1) in the HRTS measure-
ments.
We note in Fig. 3 that the line profile has enhanced
emission on the blue side, near 1392.78 A˚. It is present
on March 1 and 6, when the active region is away from
disk center, and even more pronounced on March 8 and
9, when the region is close to the limb. (There is a sepa-
rate and possibly unrelated enhancement farther out in
the blue wing, near 1392.75 A˚, in the disk center ob-
servation of March 3). We suggest that the asymmetry
in the shape of the Fe II profile may be due to opacity
effects. A longer path length near the limb would be as-
sociated with a greater optical thickness, thereby produc-
ing a stronger self-reversal. Previous literature suggests
that cooler lines viz. C II, C III, O I, Si II, Si III, S I etc.
are more prone to opacity effects (Feldman et al. 1976;
Doyle & McWhirter 1980). This could also be true for
Fe II line which is formed at similar temperatures. In-
deed, Polito et al. (2016) used IRIS spectra over a num-
ber of features with varied magnetic field topologies to
find very different line shapes and widths, some of which
could be fitted with non-Maxwellian κ-distribution in-
stead of a Gaussian fitting (Dud´ık et al. 2017).
Because the shape of the Fe II profile and its CLV
are not understood, we decided to consider another line
for wavelength calibration. The other choices are O I
1355.6 A˚ and S I 1401.52 A˚. S I is closer in wavelength to
Si IV, but it is very faint in all our observations, so we set-
tled on O I, which is an optically thin mid-chromospheric
line (Lin & Carlsson 2015). Bart De Pontieu (private
communication) has informed us that the IRIS disper-
sion is known well enough that the wavelength separation
should not be a problem. Fig. 4 shows the line profiles
of O I for all the days between February 28 to March 8.
The lower limit of error on these profiles (total counts)
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Fig. 3.— Top Row: Original spectra (in black) of Fe II 1392 A˚ averaged over the entire FOV over-plotted a single Gaussian fit (in blue).
Bottom Row: The original spectra (black) over-plotted with spectra obtained via ICSF (Intensity Conserving Spectral Fitting) in red and
fitted with single Gaussian over obtained spectra in blue. The respective dates are mentioned at the top of each panel.
for all these days does not exceed 0.40%, assuming only
photon shot noise. With the exception of February 28,
the profiles look ordinary, with no blue wing enhance-
ment, most likely due to the fact that it is an optically
thin line (Lin & Carlsson 2015). Therefore, we consider
it as a well suited line for our wavelength calibration.
The laboratory rest wavelength for O I is 1355.598 A˚
(Sandlin et al. 1986). The second column of Table 2 lists
the central wavelengths obtained from Gaussian fitting
of the O I line profiles after ICSF correction. Note that
the central wavelengths obtained for March 4 and 6 are
comparatively larger than that for other dates. Such
differences could be attributed to the original line pro-
files (refer to the respective panels in Figure 4). We fur-
ther note that the wavelength calibration is accurate to
0.67 km s−1.
3.2. Co-alignment and distinction of weak and strong
field regions
Since we are dealing with more than one instrument
in this study i.e., IRIS and HMI, a proper co-alignment
between the observations taken from different vantage
points is mandatory. In this work, the HMI LOS magne-
togram at a given time is co-aligned with the AIA 1600 A˚
image that is further co-aligned with IRIS Si IV raster
images. The scheme of co-alignment was performed sep-
arately for each data set taken from March 1–8, 2017.
Klimchuk (1987) distinguished strong and weak field
regions based on a LOS field strength of 100 G, i.e.,
strong field regions are enclosed by ±100 G contours.
In this study, we use a field strength of 50 G. The choice
is not critical since the spatial gradient of the LOS field
is quite steep at these values. Contours at 50 and 100 G
are closely spaced. Furthermore, the uncertainty in the
measurement of the photospheric magnetic field is about
17 G for 50 seconds observation3 for HMI. The strip that
separates strong field regions of positive and negative po-
larity in an active region is referred to as the weak field
corridor, following Klimchuk (1987).
Panel (A) of Fig. 5 displays the active region as ob-
served in AIA 171 A˚ with the superimposed blue box in-
dicating the region that was rastered with IRIS on March
3, which was closest to the disk center. Panel (B) shows
the region-of-interest (ROI) with AIA 1600 A˚ channel
whereas panel (C) shows the photospheric magnetic field
obtained with HMI. The overlaid red and blue contours
represent ±50 G levels of LOS magnetic field with red
being positive and blue being negative polarity fields af-
ter co-alignment. The contours with levels ±50 G cover
almost all the strong polarity regions in the active re-
gions. These contours in panel (B) over AIA 1600A˚ im-
3 Instrument Performance Document, Helioseismic and Mag-
netic Imager for Solar Dynamic Observatory, CDR Version 16
November 2004
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Fig. 4.— Original spectra of O I 1356 A˚ averaged over the entire raster (black) over-plotted with spectra obtained through ICSF (red)
and the fitted Gaussian profiles (blue). The maximum error on these profiles for all these days does not exceed 0.40%, assuming only
photon shot noise.
age shows excellent overlap with the plage regions, which
are essentially the footpoints of coronal loops like those
seen in the 171 A˚ image (panel A).
3.3. Doppler velocities in strong field regions
Fig. 6 displays Si IV 1394 A˚ intensity (panel A) and
velocity maps displayed within the range of ±30 km s−1
(panels B & C). In panel B, we plot the ±50 G con-
tours of the photospheric magnetic field. The velocity
maps show predominant redshifts. A clear exception is a
‘skiing-track’ like feature with very small velocities. This
track corresponds to the weak field corridor separating
the two dominant magnetic polarities. Velocities are also
diminished in the weak field areas surrounding the active
region. Note that the black pixels in the velocity maps
represent bad pixels (no measurement) as well as satu-
rated pixels (blueshifts exceeding 30 km s−1). Further,
the white pixels denote redshifts exceeding 30 km s−1.
In Panel (C), the same velocity map is plotted with 3 ×
3 pixels binning.
In order to understand how the line profiles vary across
the active region, and in particular how they differ in
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Fig. 5.— Panel (A): AIA 171 A˚ image taken on March 3, 2017
over-plotted with IRIS field of view (blue box). Fan loops can be
seen emanating as well. Panel (B): The AIA 1600 A˚ intensity map.
Panel (C): HMI LOS magnetic field maps. In both panels (B) &
(C) (taken at nearly same time), the red and blue contours show
magnetic fields of levels of 50 G and -50 G, respectively.
strong and weak field regions, we have selected several
locations along the horizontal stripe in Panel (C). The
locations are chosen to sample the positive and negative
strong field regions (identified by plus symbols) and the
weak field corridor (identified by asterisks). Fig. 7 plots
the spectral line profiles averaged within boxes of 3 ×
3 pixels centred around these locations and converted
to equivalent Doppler velocities. The spatial coordinates
(in arcseconds) are noted at the top of each panel (panels
marked with ‘+’ and ‘*’). These plots show that there
are no obvious differences in the overall shapes of pro-
files in strong and weak field regions, i.e., the profiles are
all reasonably Gaussian, with no distinguishing asym-
metries. Assuming photon shot noise, the errors on the
profiles is limited to within ±10–15%.
Figs. 8 and 9 display the intensity (top rows) and
Doppler velocity maps (bottom rows) obtained for March
1, 2, 4, 5, 6, 7 and 8 over-plotted with the LOS mag-
netic field contours of ±50 G. In the bottom panels the
green contours represent positive polarity, whereas the
black contours represent negative polarity. The Doppler
velocity maps reveal that the strong field regions are pre-
dominantly redshifted throughout the entire duration of
observation, as is also shown in the corresponding his-
tograms plotted in Fig. 10. The obtained means of the
distribution along with the cumulative random errors
are given in Table 2. In addition, there is a cumula-
tive systematic error of 0.87 km s−1 (see Appendix A).
We note that in the velocity maps there are locations
with strong field where the redshift reaches and even ex-
ceeds 20 km s−1. However the mean of velocities are only
about 5–10 km s−1 (depending on the date of observa-
tion). We also note that the very small mean velocity
obtained for March 6th is very likely due to the large
chunk of missing exposure scans. In addition, there is
a cumulative systematic error of 0.87 km s−1 on these
estimates (for details, please see Appendix A.2).
3.4. Doppler velocities in corridors
The weak field corridor separating the opposite polar-
ity strong fields is more well-defined when the active re-
gion is closer to the disk center (corresponding to March
2/3). In order to have a detailed look within this region,
in Fig. 11, we have zoomed-in and plotted the Doppler
velocity map obtained for March 3 with saturation at
±5 km s−1. In the figure, missing pixels are represented
by yellow. The blue and redshifted pixels with velocity
amplitudes larger than 5 km s−1 are shown by black and
white, respectively. We see a clear trend. There are very
small blueshifts, or no shift at all, at the center of the
corridor, with a transition to redshifts of increasing mag-
nitude moving away from the center toward the strong
field on either side. The blueshifts are consistent with
zero given the uncertainty in absolute calibration.
To measure the average velocities in the corridor, we
limit ourselves to the small white box shown in Fig. 12.
Pixels are included only if they fall within this box and
have a field strength less than 50 G. In this figure, both
strong field regions and saturated pixels (velocities larger
than 30 km s−1) are masked in black. The distribution of
velocities is shown separately for each day in Fig. 13. The
obtained means along with the cumulative random errors
of the distribution are given in Table 2. In addition, there
is a cumulative systematic error of 0.87 km s−1 on these
estimates (see Appendix A). It is interesting that the dis-
tributions appear to have two components, one centred
very close to zero and another centred near 10 km s−1.
The relative amplitudes of the two components seem to
depend on disk position, with the 10 km s−1 component
weakening closer to the limb. We find that, on aver-
age, the weak field corridor is redshifted by ∼3–9 km s−1
(excluding data on March 6 due the reason mentioned
above). It is to be noted that the mean velocities in the
corridor are similar to those in the strong field regions.
It is tempting to suggest that the 10 km s−1 component
is related to the lone component in the strong field dis-
tributions, with the corridor component near zero being
physically separate.
We note that some of the weak field pixels within the
white boxes do not belong to the corridor proper. To bet-
ter isolate the corridor velocities, we have identified par-
ticular pixels as shown with yellow asterisks in Fig. 14.
The measured velocities are indicated. This quantita-
tively verifies the point made earlier, that the center of
the corridor has very small absolute velocities. It may
be that there are two quasi-distinct classes of flow. One
class is from the central part of the corridor and is rep-
resented by the slow component of the corridor velocity
distribution. The other class is from both the strong field
regions and the outer part of the corridor and is repre-
sented by both the strong field velocity distribution and
the fast component of the corridor velocity distribution
(at around 10 km s−1).
3.5. Center-to-Limb Variation of Doppler shifts
We have further studied the CLV of the Doppler ve-
locities for strong field regions (left panel) and weak field
corridors (right panel) in Fig. 15, where the observed
mean LOS velocities are plotted (black diamonds) as a
function of the radius vector. The radius vector is de-
fined as the fractional distance of the feature to the limb
8 Ghosh et. al.
Fig. 6.— Si IV 1394 A˚ intensity (panel A) and velocity map (panel B) on March 3. The over-plotted green (black) contours in panel
(B) correspond to 50 (-50) G obtained from HMI. Panel (C) shows the velocity map binned over 3 × 3 pixels. The black pixels represent
the missing data as well as upflows greater than 30 km s−1. The white pixels show the downflows exceeding 30 km s−1. Over-plotted is a
horizontal stripe containing ‘+’ for strong field regions and ‘*’ in the corridor region.
Fig. 7.— Original spectral line profiles (in black) of Si IV 1394 A˚
line in 3 × 3 pixel boxes around the locations marked with ‘+’
and ‘*’ in panel (C) of Fig. 6. The superimposed red curves show
the corresponding Gaussian fits. The coordinates of these points
in arcseconds are given at the top of each panel. The x-axis de-
notes the equivalent Doppler velocity scale. The error bars are also
indicated.
from the disk center (following Klimchuk (1987)). In
this convention, a negative (positive) radius vector im-
plies longitudes to the east (west) of the central merid-
ian (represented by ‘EL’ and ‘WL’, respectively, in the
plot). The vertical bars represent the cumulative ran-
dom errors with the minimum and maximum being ±0.23
and ±2.00 km s−1, respectively. The red (blue) dia-
monds show the corresponding values of velocities when
the total systematic error of 0.87 km s−1 is added (sub-
tracted). The random errors on those estimates are also
shown in red (blue) vertical bars. Over-plotted black
dashed lines are the Doppler shifts expected for hypo-
thetical vertical flows (Vlos = Vvertical ×
√
[1− ( r
R
)2]
where r
R
is the radius vector) with amplitudes of 9.7 and
8.5 km s−1 for strong field region and corridor, respec-
tively. The red and blue dashed curves show the same
with the systematic error taken into account, i.e. for
9.7±0.87 and 8.5±0.87 km s−1, respectively. We note
that for the strong field regions we have a modest CLV.
However, the interesting point arises in case of the cor-
ridors. Comparing this CLV plot for corridors with Fig-
ure 13, we note that the 10 km s−1 component in the his-
tograms decreases significantly as we move closer to the
limb. Therefore, the apparent large CLV in the average
Doppler velocities in the corridors is due to the changing
proportion of pixels in the two components, and not a
real CLV. The actual CLV in the 10 km s−1 component
is much weaker than the variation in the averages (as in
seen for the pixels with strong magnetic field strengths).
The following picture is suggested. There are two popu-
lations of flows which do not correspond precisely to the
two populations of magnetic fields that we have defined
(line-of-sight strength less than and greater than 50 G).
The first population comes from the center of the weak
field corridor and has Doppler velocities near zero. This
is consistent with very small flows and horizontal mag-
netic fields. The second population comes from both the
strong field regions and the outer parts of the weak field
corridor. It has Doppler velocities near 10 km s−1 that
decrease modestly from center to limb. Vertical down-
flows are suggested. However, the CLV is weaker than
expected for a vertical flow. This is the dilemma pointed
out by Klimchuk (1987), as we discuss below.
4. SUMMARY
In this study we have measured the evolution of
Doppler shifts in the lower transition region of an ac-
tive region as it traversed across the central meridian. It
is comprised of two strong, opposite polarity magnetic
field regions and houses footpoints of loops which are
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Fig. 8.— Intensity (top row) and velocity maps (bottom row) for March 1, 2 and 4 obtained in Si IV 1394 A˚ line. Over-plotted are the
contours of LOS magnetic field between ±50 G.
visible in AIA 171 A˚ channel images. There is an in-
termediate weak field corridor. The strong (weak) po-
larity regions were defined as regions with magnetic field
stronger (weaker) than 50 G. The corridor region evolved
and grew wider as the active region evolved further. For
the study, we have used Si IV (log T [K] = 4.9) observed
with IRIS. Moreover, we have compared the structure of
Doppler shift with the photospheric magnetic field using
the observations taken from HMI. Below we summarise
our findings.
1. We find that the Fe II 1392.8 A˚ is not suit-
able for absolute velocity calibration because of
its blue wing asymmetry, particularly near the
limb that could be related to opacity effects
(Feldman et al. 1976; Doyle & McWhirter 1980;
Erdelyi et al. 1998). Since O I 1355.6 A˚ has no
such variation or asymmetries, we have used it for
deriving the absolute Doppler velocities.
2. Our analyses reveal that there is no conspicuous
location dependent difference in the shape of the
spectral line profile of Si IV in the form of asym-
metry or any excess broadening irrespective of the
magnetic field strength in the region.
3. The Doppler maps obtained using Si IV at
log T [K] = 4.9 demonstrate that strong field re-
gions are predominantly redshifted with average
velocities of ∼5–10 km s−1. However, in the maps
there are regions with stronger velocities such as
∼20–30 km s−1.
It is pertinent to compare these with veloci-
ties in moss regions which are observed in EUV
lines, showing redshifts of the order of 5 km s−1
in Fe VIII (Tripathi et al. 2012) and Ni VIII
(Winebarger et al. 2013).
4. The average velocities in the weak field corridor
range between ∼3–9 km s−1. A detailed look into
the weak field corridor suggests that there is a nar-
row lane of near-zero velocity at the center, along
with redshifted pixels near the boundary between
the corridor and strong field regions. In addition,
there are isolated patches of blueshifts.
5. Within the moderate range of longitudes studied
here and an error margin of ±0.23–2.00 km s−1
in both regions, there is a moderate evidence for
CLV of Doppler velocities in strong field regions.
In the weak field corridors, we note that there are
two velocity components- a zero-velocity compo-
nent and one at around 10 km s−1. The former
comes from the pixels very close to the center of
the weak field corridors and hence, have very small
flows along the LOS. The latter is noted to have
a modest CLV, similar to that for the case of the
strong field regions. However, this CLV is weaker
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Fig. 9.— Same as Fig. 8 for March 5, 6, 7 and 8.
than that expected for vertical flows. This is true
irrespective of whether the systematic errors are
added or subtracted or ignored from the estimates.
5. DISCUSSIONS
Using data from UVSP on SMM, Klimchuk (1987,
1989) showed that C IV (1548 A˚) is relatively red-
shifted in strong field regions and relatively blueshifted
in weak field corridors, irrespective of position on the
disk. Since there was no absolute wavelength calibra-
tion, the Doppler shifts were measured relative to the
average Doppler shift over the entire 4′×4′ FOV. Klim-
chuk pointed out that the magnetic field in the up-
per photosphere, chromosphere, and transition region of
corridors is largely horizontal as a consequence of the
well-known canopy effect, first emphasized by Giovanelli
(1980), in which concentrated fields expand dramatically
with height as they emerge from the high-β environment
of the photosphere into the low-β environment of the
corona. Since plasma is constrained to flow along the
magnetic field in the transition region, any C IV flows
at the centers of corridors are expected to be horizontal.
This led Klimchuk to suggest that the relative blueshifts
observed by UVSP near disk center, where the LOS is
vertical, actually correspond to absolute Doppler shifts
near zero. However, these same horizontal flows would
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Fig. 10.— Histograms of Doppler velocities in the strong field
regions using Si IV line on the given dates. The mean and standard
deviation values noted in each panel are in km s−1. The vertical
dotted line marks the zero-velocity.
Fig. 11.— A zoomed-in view of the corridor. All the missing
pixels are shown in yellow whereas the white and black pixels show
the saturated pixels in positive and negative velocities, respectively.
produce sizable Doppler shifts when observed near the
limb. A blueshift (redshift) near the east limb should
weaken to zero as the active region rotates to central
meridian, and then become a redshift (blueshift) of in-
creasing amplitude as the region continues to rotate to-
ward the west limb. Klimchuk therefore went on to sug-
gest that the relative blueshifts in corridors likely cor-
respond to absolute Doppler shifts near zero at all disk
positions, implying flows that are very slow. Since Si IV
is formed at a similar temperature to C IV, our measure-
ments of small absolute Doppler shifts in the center of
Fig. 12.— Velocity maps over-plotted with boxes highlighting
the corridor region. The strong field regions and saturated pixels
are masked in black.
Fig. 13.— Histograms of Doppler velocities in the corridor regions
(shown within the white box in Fig. 12) using Si IV line on the given
dates. The mean and standard deviation values noted in each panel
are in km s−1. The vertical dotted line marks the zero-velocity.
the corridor support this suggestion.
Klimchuk noted a puzzling consequence of his proposed
absolute Doppler shift calibration. When the relative
blueshifts in the corridor were set to zero, the redshifts
in the strong field regions ended up having a similar am-
plitude all across the disk. This is challenging to un-
derstand. When redshifts are seen in both the eastern
and western hemispheres, the most obvious explanation
is that the flows are approximately vertical (downward).
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Fig. 14.— Zoomed-in view of the corridor region (encompassing the white box in Fig. 12) to highlight the pixels having Doppler velocities
very close to zero. A few such pixels are marked in yellow ‘*’ with the corresponding velocities noted.
However, the redshifts produced by vertical downflows
should decrease in amplitude from center to limb, as in-
dicated by the dashed curves in Fig. 15. The absolute
redshifts we measure in the strong field regions and high-
velocity component of the corridor have greater CLV
than inferred by Klimchuk, but still less than expected
for a vertical flow. This is also true of the measurements
by Feldman et al. (1982).
How are we to solve this dilemma? Antiochos (1984)
proposed a clever explanation. He introduced the con-
cept of a chromospheric ‘well’ to explain the constancy
of redshifts across the disk. The idea is that downflows
occur in the legs of some magnetic strands that have
enhanced pressure relative to their surroundings. The
chromosphere of these strands will be locally depressed,
causing the transition region to sit at the bottom of what
is essentially a well. If strands have a range of incli-
nations relative to vertical, then the transition region
downflows will be visible only in those strands where the
LOS is approximately aligned with the strand axis, i.e.,
when looking ‘down’ the well. If all downflowing strands
have a similar velocity distribution, independent of their
inclination, then the observed redshifts will be similar
everywhere on the disk.
Impulsive heating is the mostly likely cause of the
downflows. It produces both upflows during an evap-
oration phase and downflows during a draining phase;
however, the upflows are shorter lived and fainter, and
they contribute far less to the time averaged emission
(or spatially averaged emission for an unresolved collec-
tion of strands) (Patsourakos & Klimchuk 2006). An-
other advantage of impulsive heating is that it provides
the enhanced pressures necessary to depress the chromo-
sphere and transition region into the well.
As appealing as this picture is, there is a signifi-
cant discrepancy with observations: the redshifts pre-
dicted for the lower transition region with impulsive
heating are much slower than observed. Hydrodynamic
(loop) models give redshifts of 1–3 km s−1 in Fe VIII
(185 A˚), which is formed at approximately 0.4 MK
(Taroyan & Bradshaw 2014; Lopez & Klimchuk 2018).
For constant mass flux at constant pressure, velocity is
proportional to temperature, so the corresponding red-
shifts in Si IV and C IV should be < 1 km s−1. This is
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Fig. 15.— Doppler velocities as a function of radius vector for
strong field regions (left) and weak field corridors (right). The
black diamonds represent the mean Doppler velocities without any
systematic error (0.87 km s−1) taken into consideration. The corre-
sponding uncertainties (random, in origin) ranging between ±0.23–
2.00 km s−1 are over-plotted. The red and blue diamonds represent
the same but with the net systematic error added and subtracted,
respectively. The dashed black lines correspond to the expected
CLV (cosine function of heliographic longitude) for velocities 9.7
and 8.5 km s−1 measured at the disk center for the strong field
regions and corridor, respectively. Correspondingly, the red and
blue curves show the expected CLV curves for velocities with the
systematic errors taken into account.
Fig. 16.— A cartoon depicting the picture of visibility of spicules
along the LOS.
an order of magnitude slower than observed.
It has long been known that emission cooler than
about 0.1 MK is far brighter than predicted by standard
loop models, whether the heating is steady or impul-
sive. Antiochos & Noci (1986) suggested that the emis-
sion comes not primarily from the lower transition region
of hot loops, but rather from small, low-lying cool loops.
Such loops can exist in regions of highly mixed magnetic
polarity, so this is a plausible explanation for the quiet
Sun. However, small loops are not present in the large
unipolar areas of active regions, and an alternative ex-
planation is necessary.
It was discovered not long ago that a subset of spicules
are heated to ∼0.1 MK as they rise, with the tips being
heated to even higher temperatures (De Pontieu et al.
2011). This led Klimchuk (2012) to suggest that these
‘type II’ spicules are the primary source of C IV/Si IV
emission in active regions and possibly also the rest of the
Sun. Most of the type II spicule mass falls back to the
surface after being ejected (also see, Pneuman & Kopp
1978; Athay & Holzer 1982; Athay 1984). Only the hot
tip continues to rise into the corona. Since 0.1 MK emis-
sion is produced during the entire falling phase, but only
during a fraction of the rising phase, a net redshift would
be expected.
Alternatively, we suggest an idealized concept similar
to the chomospheric well. As with the well, obscuring
plasma limits the visibility to type II spicules that are
approximately aligned with the LOS. Instead of a well,
however, we propose a ‘wall’ of cold (∼104 K) spicules
extending upward from the chromopshere. Most spicules
are of this type. They are sometimes referred to as clas-
sical spicules and sometimes as type I, although spicule
classification is an ongoing debate (Raouafi et al. 2016).
Fig. 16 is a cartoon of the picture we have in mind show-
ing the visibility of the spicules along the LOS at several
disk positions.
To produce a wall that is effective at obscuring a type II
spicule, the cold type I spicules must have a significant
optical thickness at 1394 A˚, the wavelength of Si IV.
Continuum opacity from the ionization of ground state
hydrogen and helium is known to be strong, but it occurs
at shorter wavelengths and plays no role here. There are,
however, other sources of significant opacity at 1394 A˚
(ionization from other species and from excited states of
H and He).
Rutten (2016) has computed the extinction of Si IV
(1394 A˚) from cold, dense solar plasmas in thermody-
namic equilibrium (TE). His Figure 5 covers tempera-
tures from 3000 to 43,000 K and hydrogen densities from
1013 to 1016 cm−3. He has kindly provided a correspond-
ing plot for nH = 10
11 cm−3 (R. Rutten, private commu-
nication). Beckers (1972) gives the following base-to-tip
physical conditions of a typical type I spicule: T = 9000–
16,000 K, nH = 1.6×10
11–3.4×1010 cm−3 and diameter
= 108 cm. We find that such a spicule, if in thermo-
dynamic equilibrium, would have an optical thickness
approaching and even exceeding unity. In reality, the
ionization and excitation state of the plasma will be in-
termediate between that given by the Saha and Boltz-
mann equations, as applies in TE, and so-called ‘coronal
equilibrium’ where there is a balance between collisional
excitation and radiative de-excitation. The true opacity
of type I spicules at 1394 A˚ will therefore be less than
what we have estimated. It may nonetheless be enough
to explain the reduction in CLV relative to vertical flow.
Some variation is seen, so the type I spicules need not be
opaque.
APPENDIX
APPENDIX: ERROR ESTIMATES ON DOPPLER SHIFT
The average velocities derived using IRIS incurs both random as well as systematic errors. Below we describe these
errors incurred in this study in detail.
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Random errors
• One of the first random error is standard error on velocities, which is defined as the E1 =
σ√
N
, where σ is the
standard deviation of the velocity errors at the individual pixels and N is the total number of pixels.
• The second random error is related to the difference between in the central wavelength derived from the fitted
spectral curve of raster-integrated O I line, which we assign to the adopted rest wavelength of 1355.598 A˚, and
the true position of this wavelength. The error, which we call E2, arises from photon shot noise, inaccuracies in
the fitting, and real deviations of the average O I velocity from true zero.
Both of these vary from one IRIS raster to another. Since these two are independent errors, the cumulative random
error (Sran) is obtained as
Sran =
√
(E21 + E
2
2)
Systematic errors
• A systematic error of 3 mA˚ (0.66 km s−1) is incurred in all Doppler velocity measurements because of uncertainty
in the true rest wavelength of the O I calibration line. An estimate of this uncertainty comes from differences
between the line position determined from HRTS observations around the limb and the laboratory wavelength
of 1355.598 A˚ (Sandlin et al. 1986). We call this as E3.
• The second systematic error is introduced due to uncertainty in dispersion which is of about 0.1 pixel. Given
that the spectral resolution of FUV IRIS is 26 mA˚/pixel, the resultant uncertainty is
(0.1*26*10−3/1393.755)*3*105 = 0.56 km s−1 for the Si IV line at 1393.755 A˚. We call this as E4.
The above two systematic errors are independent, the cumulative systematic error (Ssys) is obtained as
Ssys =
√
(E23 + E
2
4)
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TABLE 2
Detailed information regarding the dates of observations, the reference wavelengths derived on each date based on the
centroid of the Guassian fitting of the O I line profiles and the mean Doppler velocities measured with Si IV 1393.7 A˚
line. These estimates are done separately for strong field regions and corridor (highlighted within the white box in
Fig. 12). The corresponding cumulative random errors are also quoted. The rasters on March 6 have a lot of missing
exposures and that on March 7–8 are very close to the limb, hence the results could not be realistic estimates.
Date λ Strong field Corridor
2017 O I (A˚) (km s−1) (km s−1)
Mean Mean
1 Mar 1355.601 8.4±0.67 8.9±0.67
2 Mar 1355.599 8.9±0.23 7.0±0.26
3 Mar 1355.599 6.7±0.24 7.3±0.25
4 Mar 1355.607 8.3±1.99 8.1±1.99
5 Mar 1355.599 9.7±0.24 8.0±0.26
6 Mar 1355.605 3.9±1.56 1.9±1.55
7 Mar 1355.600 5.1±0.46 2.7±0.46
8 Mar 1355.599 3.9±0.38 -1.5±0.38
