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a b s t r a c t
In the analysis of stability of a variant of the Crank–Nicolson (C–N) method for the heat
equation on a staggered grid a class of non-symmetric matrices appear that have an
interesting property: their eigenvalues are all real and lie within the unit circle. In this
note we shall show how this class of matrices is derived from the C–N method and prove
that their eigenvalues are inside [−1, 1] for all values of m (the order of the matrix) and
all values of a positive parameter σ , the stability parameter. As the order of the matrix is
general, and the parameter σ lies on the positive real line this class of matrices turns out
to be quite general and could be of interest as a test set for eigenvalue solvers, especially
as examples of very large matrices.
© 2010 Elsevier B.V. All rights reserved.
1. Motivation and background
One of the most successful early attempts at simulating viscous incompressible transient flows with free surfaces was
the Marker and Cell approach (MAC method), originally due to Harlow and Welsh [1]. Essentially the method solved the
momentum equations explicitly for an intermediate velocity, and then a Poisson equation to provide the correct fluid
velocity satisfying the continuity equation. More recently, it has been shown that the approach can be particularly effective
for solving free surface problems involving complex fluids [2,3]. However, in practice it is often found that the viscosity can
be extremely small in parts of the domain rendering the explicit computation of the fluid velocity intractable. For this reason
Oishi et al. [4] (see also [5]) proposed a semi-implicit formulation for the momentum equations,
∂u
∂t
+∇ · (uu) = −∇p+ 1
Re
∇2u+ 1
F 2r
g (1.1)
where the linear terms are discretized implicitly and the non-linear terms are discretized explicitly, that is:[
∂u
∂t
]n+θ
+ [∇ · (uu)]n = [−∇p]n+θ +
[
1
Re
∇2u
]n+θ
+ 1
F 2r
g (1.2)
θ is a parameter that defines the numerical method being used, (θ = 0, 1/2, or 1 for the explicit, Crank–Nicolson or implicit
method). The term [−∇p]n+θ is calculated first, by using the continuity equation ∇ · u = 0, together with the projection
method, resulting in a Poisson type equation to be solved by finite differences. So in Eq. (1.2) above we are left with solving
a heat-equation-like equation:[
∂u
∂t
]n+θ
=
[
1
Re
∇2u
]n+θ
+ [F]n , (1.3)
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Fig. 1. Staggered Grid for the two-dimensional Navier–Stokes equations.
where
[F]n = − [∇ · (uu)]n − [∇p]n+θ + 1
F 2r
g.
Observe that Eq. (1.3) can now be discretized by any of the implicit methods available in the literature, like Euler implicit
(θ = 1) or C–N (θ = 1/2). Recall that the MAC method makes use of a staggered grid where the pressure is calculated at
the cell center and the velocities are calculated at cell faces, as shown in Fig. 1.
Eq. (1.3) is to be solved subject to boundary conditions on the rigid walls and on the free surface. Due to the staggered
nature of the discretization, interpolation of the values at the boundary are often needed to obtain values for the unknowns
at the correct grid points. This interpolation interferes with the stability of the numerical method as was demonstrated
in [6]. The nodal values used in the interpolation can be taken explicitly or implicitly. For instance, the velocity u at time
tn+1 and at the point (x0, y0), can be taken either as un0 or as u
n+1
0 . For simplicity of coding and as a first attempt, very often
one chooses to implement explicit boundary conditions on rigid walls, that is, the values at t = tn are used at t = tn+1.
Computational experience indicated that the resulting (semi-implicit) method (for full details, see [5]) had better stability
properties than the explicit method, but was nonetheless only conditionally stable. This was somewhat unexpected as one
tends to regard implicitmethods for parabolic problems as being unconditionally stable. As is the practice in the literature, to
better understand why this was so Oishi et al. [6] studied a model problem consisting of the one-dimensional heat equation
discretized by the Crank–Nicolson method on a staggered grid with explicit boundary conditions and proved that, under
these circumstances, the Crank–Nicolsonmethod was stable for the mesh ratio r ∈ (0, 2], r = δt/δx2. The simplified model
problem to be considered is:
ut = uxx, x ∈ [0, 1] and t > 0 (1.4)
with initial and Dirichlet boundary conditions given by:
u(x, 0) = f (x), u(0, t) = g(t) and u(1, t) = h(t).
Aswe are interested in studying the Navier–Stokes (N–S) equationswith non-slip boundary conditionswe shall assume that
f (t) = g(t) = 0. In order to mimic the effects of the staggered-grid discretization, we shall approximate the heat equation
and its boundary conditions on the interval [0, 1] by the following steps:
1. The interval [0, 1] is discretized by equally spaced points xi = (i− 1/2)δx, i = 0, 1, . . . ,m+ 1, δx = 1/m.
2. At the interior points x1, x2, . . . , xm approximate the heat equations by the C–N method.
3. As the points x0 and xm+1 do not coincide with the ends points of the interval, interpolation must be used to eliminate
the unknown values of un+10 and u
n+1
m+1 from the equations in step 2.
Fig. 2 illustrates the staggered mesh described above.
Linear interpolationwill be used for approximating the boundary values in step 3. The interpolation polynomial of degree
one through the points (x0, ul0) and (x1, u
l
1), where l can be either n or n+ 1, is given by
P1(x) = 1
δx
((x− x0)ul1 − (x− x1)ul0).
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Fig. 2. Staggered grid for the one-dimensional heat equation.
Imposing the boundary condition P1(0) = 0 produces,
ul0 = −ul1.
A similar equation can be derived for the other end x = 1 by imposing that P1(1) = 0 to produce ulm = −ulm+1. The finite
difference discretization of the heat equation (1.4) by the Crank–Nicolsonmethod at internal points x1, x2, . . . , xm, produces
− r
2
un+1i−1 + (1+ r)un+1i −
r
2
un+1i+1 =
r
2
uni−1 + (1− r)uni +
r
2
uni+1, i = 1, 2, . . .m. (1.5)
Notice that for the C–N method we have two choices of boundary conditions, the implicit case
un+10 := −un+11 , un+1m+1 := −un+1m , un0 := −un1, unm+1 := −unm (1.6)
and the explicit case
un+10 := −un1, un+1m+1 := −unm, un0 := −un1, unm+1 := −unm. (1.7)
Eq. (1.5) with boundary condition (1.6) or (1.7) can be expressed in vector form as:
Aun+1 = Bun + c (1.8)
where A and B are the matrices:
A =

1+ α − r
2
O
− r
2
1+ r − r
2
. . .
. . .
. . .
− r
2
1+ r − r
2
O − r
2
1+ α

, B =

1− β r
2
O
r
2
1− r r
2
. . .
. . .
. . .
r
2
1− r r
2
O
r
2
1− β

(1.9)
and un = (un1, un2, . . . , unm)T and c is anm× 1 vector. The parameters α and β are given by:
α = β = 3r/2, for the implicit boundary conditions (1.6);
α = r and β = 2r for the explicit boundary conditions (1.7).
The iteration matrix M(r)m×m = A−1B controls the stability of the numerical method (1.8), and we have the following
theorem that has been proved in [6]. It will be shown later on that the matrix A is invertible for all values of r , in both cases
of implicit and explicit boundary conditions.
Theorem 1. The matrices M(r)m×m have real eigenvalues that lie inside the interval [−1, 1]:
1. for all positive r in the case of the C–N method with implicit boundary conditions (1.6);
2. for r ∈ (0, 2) in the case of the C–N method with explicit boundary conditions (1.7).
2. Eigenvalues and eigenvectors of special tridiagonal matrices
Theorem 2. Consider the tridiagonal matrix of the form
T =

−γ + b c 0 0 . . .
a b c 0 . . .
0
. . .
. . .
. . . 0
. . . 0 a b c
. . . 0 0 a −δ + b

m×m
.
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The eigenvalues λTi and eigenvectors vi = (v(i)1 , v(i)2 , . . . , v(i)m )T of T are given by
λTi =

b+ 2cρ cos
(
ipi
m+ 1
)
, i = 1, 2, . . . ,m, if γ = δ = 0,
b+ 2cρ cos
(
ipi
m
)
, i = 1, 2, . . . ,m, if γ = δ = ρc 6= 0,
b+ 2cρ cos
(
(i− 1)pi
m
)
, i = 1, 2, . . . ,m, if γ = δ = −ρc 6= 0.
(2.1)
v
(i)
j =

ρ j−1 sin
(
ijpi
m+ 1
)
, j = 1, 2, . . . ,m if γ = δ = 0,
ρ j−1 sin
(
i(2j− 1)pi
2m
)
, j = 1, 2, . . . ,m, if γ = δ = ρc 6= 0,
ρ j−1 cos
(
(i− 1)(2j− 1)pi
2m
)
, j = 1, 2, . . . ,m, if γ = δ = −ρc 6= 0
(2.2)
where ρ =
√
a
c and i = 1, 2, . . . ,m.
Details of the proof of this theorem can be found in [7].
3. Derivation of the class of matrices
In this section we present a closed form expression for a class of matrices N that is similar to the matrix M(r) for the
case of explicit boundary conditions. For the case of implicit boundary conditions, as will be shown below in the proof of
Theorem 3, the eigenvalues and eigenvectors of the iteration matrix M(r) can be calculated explicitly. This permits the
construction of a class of matrices whose eigenvalues depend on the parameter r but whose eigenvectors do not, so that
the parameter can be chosen in such a way that, for instance, the eigenvalues are clustered together. The purpose of this
exercise is to obtain classes of matrices of arbitrary order and as a function of the parameter r which have real eigenvalues
inside the interval [−1, 1]. As already mentioned, we believe these sets of matrices may serve as test sets for eigensolvers.
We deal first with the case of implicit boundary conditions for which we have α = β = 3r/2, and the matrices A and B are
given by:
A =

1+ 3r
2
− r
2
O
− r
2
1+ r − r
2
. . .
. . .
. . .
− r
2
1+ r − r
2
O − r
2
1+ 3r
2

, B =

1− 3r
2
r
2
O
r
2
1− r r
2
. . .
. . .
. . .
r
2
1− r r
2
O
r
2
1− 3r
2

.
We have the following result proved in [6].
Theorem 3. The eigenvalues of the matrix M(r) = A−1B are real and lie inside the interval [−1, 1].
Proof. From Theorem 2 with b = 1+ r, a = c = −r/2 and γ = δ = −r/2 for the matrix A and b = 1− r, a = c = r/2
and γ = δ = r/2 for the matrix Bwe can calculate their eigenvalues and eigenvectors, to give:
λAi = 1+ 2r sin2
(
ipi
2m
)
, (3.1)
λBi = 1− 2r sin2
(
ipi
2m
)
, (3.2)
vi =
(
sin
(
ipi
2m
)
, sin
(
3ipi
2m
)
, . . . , sin
(
i(2m− 1)pi
2m
))T
.
The vectors {vi} form a common set of orthogonal eigenvectors of A and B. In fact it is possible to show that ‖vi‖2 =
√
m
2 ,
for i = 1, 2, . . . ,m − 1 and ‖vm‖2 = √m, so that if we let Q be the matrix whose columns are these orthonormalized
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eigenvectors then
Q =
√
2
m

sin
pi
2m
sin
2pi
2m
· · · 1√
2
sin
mpi
2m
sin
3pi
2m
sin
6pi
2m
· · · 1√
2
sin
3mpi
2m
...
...
...
sin
(2m− 1)pi
2m
sin
2(2m− 1)pi
2m
· · · 1√
2
sin
m(2m− 1)pi
2m

, (3.3)
is orthonormal, so that Q−1 = Q T . If we let DA and DB be the diagonal matrices formed by the eigenvalues of A and B
respectively, then we can calculate A−1 from A−1 = QD−1A Q T , and B = QDBQ T . Hence
M(r) = A−1B = QD−1A Q TQDBQ = QD−1A DBQ T . (3.4)
The (i, j)th element ofM(r) can now be calculated from (3.1)–(3.4) to give:
M(r)i,j = 2m
[
m−1∑
k=1
λk sin
(
k
(2i− 1)pi
2m
)
sin
(
k
(2j− 1)pi
2m
)
+ (−1)
i+j
2
λm
]
where λi = λ
B
i
λAi
.
The case of explicit boundary conditions is more interesting and results in a full non-symmetric matrix with real
eigenvalues inside the interval [−1, 1] as we shall now show. 
Theorem 4. Let the matrix N(σ ) be defined by:
N(σ )ij =

1−
8σ
(
sin2
(
ipi
2(m+1)
)
+ 1m+1 sin2
(
ipi
(m+1)
))
1+ σ + 4σ sin2
(
ipi
2(m+1)
) , i = j
−4σ(1+ (−1)
i+j)
(m+ 1)
sin
( ipi
m+1
)
sin
( jpi
m+1
)
1+ σ + 4σ sin2
(
ipi
2(m+1)
) i 6= j (3.5)
where σ = r2−r .
Then N(σ ) is similar to M(r), and hence N(σ ) has its eigenvalues inside the interval [−1, 1], for 0 ≤ σ <∞.
Proof. Let B = B˜−∆where
B˜ =

1− r r
2
O
r
2
1− r r
2
. . .
. . .
. . .
r
2
1− r r
2
O
r
2
1− r

, and ∆ =

r O
0
. . .
0
O r
 .
As α = r and β = 2r the matrices A and B˜ satisfy the assumptions of Theorem 2 with b = 1 + r, a = c = −r/2 and
γ = δ = 0 for the matrix A and b = 1 − r, a = c = r/2 and γ = δ = 0 for the matrix B˜, so that their eigenvalues can be
calculated from (2.1) to give:
λAi = 1+ 2r sin2
(
ipi
2(m+ 1)
)
, i = 1, 2, . . . ,m;
λB˜i = 1− 2r sin2
(
ipi
2(m+ 1)
)
i = 1, 2, . . . ,m.
We see from the first expression that the eigenvalues of A are positive for all positive values of r implying that A is invertible.
From (2.2) of Theorem 2 the eigenvectors are the same for both matrices and can also be calculated to give:
v(i) = (v(i)1 , v(i)2 , v(i)2 , . . . , v(i)m )T
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where
v(i)s = sin
(
spi i
m+ 1
)
, s = 1, 2, . . . ,m. (3.6)
As a consequence we have that the eigenvalues of A−1 and A−1B are
λA
−1
i =
1
1+ 2r sin2
(
ipi
2(m+1)
) and λA−1Bi = 1− 2r sin2
(
ipi
2(m+1)
)
1+ 2r sin2
(
ipi
2(m+1)
) , i = 1, 2, . . . ,m (3.7)
with the same set of eigenvectors.
Let Q be the matrix whose columns are the normalized eigenvectors v(k), that is
Q =
√
2
m+ 1

sin
pi
m+ 1 sin
2pi
m+ 1 · · · sin
mpi
m+ 1
sin
2pi
m+ 1 sin
4pi
m+ 1 · · · sin
2mpi
m+ 1
...
...
...
sin
mpi
m+ 1 sin
2mpi
m+ 1 · · · sin
m2pi
m+ 1

=
√
2
m+ 1 P. (3.8)
so that QA−1BQ T = DA−1B and QA−1Q T = DA−1 where DA−1B and DA−1 are the diagonal matrices of the eigenvalues of A−1B
and A−1 respectively.
We note that PT = P and consequentlyQ = Q T . Furthermore, from the fact thatQ is orthonormalQQ T = I , consequently
PPT = m+12 I.
Returning to the definition of the iteration matrixM(r) observe thatM(r) = A−1B = A−1(B˜− ∆) = A−1B˜− A−1∆. We
shall prove now that the matricesM(r) and N(σ ) are similar, in fact we have:
Q TM(r)Q = Q TA−1B˜Q − Q TA−1∆Q = DA−1B − Q TA−1∆Q . (3.9)
Now,
Q TA−1∆Q = Q TA−1QQ T∆Q = DA−1Q T∆Q =
(
2
m+ 1
)
DA−1P
T∆P. (3.10)
We shall require to examine the matrix
DA−1B −
(
2
m+ 1
)
DA−1P
T∆P . (3.11)
A straightforward computation shows that the (i, j)th element of PT∆P is given by
r
(
sin
(
ipi
m+ 1
)
sin
(
jpi
m+ 1
)
+ sin
(
impi
m+ 1
)
sin
(
jmpi
m+ 1
))
. (3.12)
However, sin
( kmpi
m+1
) = (−1)k+1 sin ( kpim+1 ) and so (3.12) may be re-written as
r(1+ (−1)i+j) sin
(
ipi
m+ 1
)
sin
(
jpi
m+ 1
)
.
Returning to the matrix given by (3.9) and taking into account (3.10) and (3.7) we see that a typical (i, j)th element of (3.9)
is 1− 2r sin2
(
ipi
2(m+1)
)
1+ 2r sin2
(
ipi
2(m+1)
)
 δij − 2m+ 1 r(1+ (−1)i+j)(1+ 2r sin2 ( ipi2(m+1)))
(
sin
(
ipi
m+ 1
)
sin
(
jpi
m+ 1
))
. (3.13)
Note that the act of pre-multiplying PT∆P by DA−1 has rendered the matrix characterized by (3.13) non-symmetric.
Effect the transformation r = 2σ1+σ so that when r ∈ (0, 2), σ ∈ (0,∞) and let N(σ ) = DA−1B −
( 2
m+1
)
DA−1P
T∆P .
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Fig. 3. Maximummodulus eigenvalue of N(σ ) for: (a)m = 25 and (b)m = 50.
0 50 100 150 200 250 300 350 400 450 500
Sigma
M
ax
 (A
bs
(E
ige
nv
alu
es
))
0 100 200 300 400 500 600 700 800 9001000
Sigma
M
ax
 (A
bs
(E
ige
nv
alu
es
))
0.9980
0.9981
0.9982
0.9983
0.9984
0.9985
0.9986
0.9987
9.9910e–001
9.9915e–001
9.9920e–001
9.9925e–001
9.9930e–001
9.9935e–001
a b
Fig. 4. Maximummodulus eigenvalue of N(σ ) for: (a)m = 100 and (b)m = 150.
Then
Nij =

1−
8σ
(
sin2 ipi2(m+1) + 1m+1 sin2 ipim+1
)
1+ σ + 4σ sin2 ipi2(m+1)
i = j
−4σ(1+ (−1)
i+j)
(m+ 1)
sin ipim+1 sin
jpi
m+1
1+ σ + 4σ sin2 ipi2(m+1)
, i 6= j.
This completes the proof of the theorem. 
4. Numerical calculation
Consider, for example, the matrices N25×25(σ ), N50×50(σ ), N100×100(σ ) and N150×150(σ ). The four graphs in Figs. 3 and 4
display the maximum modulus eigenvalue as a function of σ . It is observed that in all four graphs the maximum modulus
eigenvalue decreases with increasing σ before abruptly increasing at some point σ ∗(m). This can be explained quite simply
by noting thatN(0) has amaximummodulus eigenvalue at+1 andN(∞) has amaximummodulus eigenvalue at−1. To see
this, consider the equivalent problem det |B−λA| = 0 to our original problem det |A−1B−λI| = 0. From (1.9) for r = σ = 0
we have A = B = I so that the eigenvalues of the pencil A − λB are all +1 and the maximum eigenvalue of N(0) is thus
+1. For σ = ∞ we have r = 2 in (1.9) yielding A = −B so the eigenvalues of the pencil A − λB are all −1, and hence the
maximum eigenvalue of N(∞) is−1. Thus as σ increases the maximummodulus eigenvalue starts from+1 and decreases,
until upon reaching σ ∗(N)when the negative eigenvalue take over the role as the maximummodulus eigenvalue.
It may be observed from Figs. 3 and 4 that the maximum modulus eigenvalue tends asymptotically to one as σ → 0 or
σ →∞, as predicted by the theory.
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