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Abstract
The brain is a complex system, composed of multiple neural units interconnected at different
spatial and temporal scales. Diffusion MRI allows probing in vivo the anatomical connectivity
between different cortical areas through white matter tracts. In parallel, functional MRI records
neural-related signals of brain activity. Particularly, during rest (in absence of specific external
task) reproducible dynamical patterns of functional synchronization have been shown across dif-
ferent brain areas. This rich information can be conveniently represented in the form of a graph,
a mathematical object where nodes correspond to cortical regions and are connected by edges
representing anatomical connections. On the top of this structural network, or brain connectome,
individual nodes are associated to functional signals representing neural activity over observation
periods.
Network science has fundamentally contributed to the characterization of the human connecto-
me. The brain is a small-world network, able to combine segregation and integration aspects.
These properties allow functional specialization on the one side, and efficient communication
between distant brain areas on the other side, supporting complex cognitive and executive func-
tions. Graph theoretical methods quantify brain topological properties, and allow their com-
parison between different populations and conditions. In fact, brain connectivity patterns and
interdependences between anatomical substrate and functional synchronization have been pro-
ved to be impaired in a variety of brain disorders, and to change across human development and
aging.
Despite these important advancements in the understanding of the brain structure and functio-
ning, many questions are currently unanswered. It is not clear for instance how structural con-
nectivity features are related to individual cognitive capabilities and deficits, and if they have
the concrete potential to distinguish pathological subgroups for early diagnosis of brain disea-
ses. Most importantly, it is not yet understood how the connectome topology relates to specific
brain functions, and how the transmission of information happens on the top of the structural
connectivity infrastructure in order to generate observed functional dynamics.
This thesis was motivated by these interdisciplinary inputs, and is the result of a strong interaction
between biological and clinical questions on the one hand, and methodological development
needs on the other hand.
First, we have contributed to the characterization of the human connectome in health and patho-
logies by adapting and developing network measures for the description of the brain architecture
at different scales. Particularly, we have focused on the topological characterization of subnet-
works role within the overall brain network. Importantly, we have shown that the topological
alteration of distinct brain subsystems may be a biomarker for different brain disorders.
Second, we have proposed an original multi-layer network model for the joint representation
of brain structural and functional connectivity properties, named spatio-temporal connectome.
This flexible framework allows the investigation of functional dynamics at multiple temporal
scales. Importantly, the analysis of spatio-temporal graphs in healthy subjects has disclosed tem-
poral relationships between transient brain activations in resting state recordings, and highlighted
functional communication principles on the top of the brain structural network.
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Finally, we have applied developed measures and frameworks to the investigation of dysconnec-
tivity traits in schizophrenia, 22q11 deletion syndrome and extremely preterm birth condition.
Keyworkds: brain imaging, brain connectivity, brain dynamics, connectome, graph theory,
diffusion MRI, functional MRI, resting state, schizophrenia, psychosis
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Résumé
Le cerveau est un système complexe, composé de multiples unités neuronales interconnectées à
différentes échelles d’espace et de temps. L’IRM de diffusion permet de sonder in vivo la connec-
tivité anatomique entre différentes aires corticales à partir des fibres de la matière blanche. En
parallèle, l’IRM fonctionnelle enregistre les signaux neuronaux liés à l’activité cérébrale. En
particulier, pendant l’état de repos (en absence de tache externe spécifique) des schémas dyna-
miques reproductibles de synchronisation fonctionnelle ont été décelés à travers différentes aires
cérébrales. Cette information riche peut être représentée sous la forme d’un graphe, un objet ma-
thématique où les noeuds correspondent aux régions corticales et sont connectés par des arêtes
représentant les connections anatomiques. Par dessus ce réseau structurel, encore appelé connec-
tome du cerveau, les noeuds individuels sont associés aux signaux fonctionnels représentant
l’activité neuronale pendant les périodes d’observation.
La science des réseaux a contribué de manière fondamentale à la caractérisation du connectome
humain. Le cerveau est un réseau petit-monde capable de combiner des aspects de segregation
et d’integration. Ces propriétés permettent d’un coté des fonctions de spécialisation et de l’autre
une communication efficace entre des aires cérébrales distantes. Les méthodes issues de la théorie
des graphes permettent de quantifier les propriétés topologiques du cerveau ainsi que leur com-
paraison entre différentes populations et conditions. Dans les faits, les schémas de connection du
cerveau et les interdépendances entre substrat anatomique et synchronisation fonctionnelle sont
altérées dans beaucoup de désordres psychiques et évoluent pendant le développement humain
et le vieillissement.
Malgré des avancées importantes dans la compréhension de la structure cérébrale et de ses fonc-
tions, beaucoup de questions restent encore sans réponse. Par exemple, le lien n’est pas clair
entre la connectivité structurelle et les capacités et déficiences cognitives d’un individu, et si
cette connectivité permet de distinguer des sous-groupes pathologiques pour la detection précoce
de maladies du cerveau. Plus important encore, le lien entre la topologie du connectome et les
functions cérébrales spécifiques ainsi que la transmission d’information dans cette infrastructure
et la génération de la dynamique fonctionnelle observée, tout ceci n’est pas encore compris.
Cette thèse a été motivée par ces questions interdisciplinaires et est le résultat de la forte interac-
tion entre biologie et questions cliniques d’une part et les besoins de développement méthodolo-
gique d’autre part.
D’abord, nous avons contribué à la caractérisation du connectome humain sain et pathologique
en adaptant et développant des mesures issues de la théorie des réseaux, décrivant l’architecture
cérébrale à différentes échelles. En particulier, nous nous sommes concentrés sur la caractérisa-
tion topologique du rôle des sous-réseaux à l’intérieur du réseau cérébral global. Fait d’impor-
tance, nous avons montré que l’altération topologique de certains sous-systèmes du cerveau est
un bio-marqueur pour différents désordres psychiques.
Ensuite, nous avons proposé un modèle de réseau original pour la représentation conjointe des
propriétés de la connectivité structurelle et fonctionnelle. Ce cadre spatio-temporel flexible per-
met l’investigation de la dynamique fonctionnelle à de multiples échelles de temps. L’analyse des
graphes spatio-temporels de sujets sains a permis de mettre en lumière des relations temporelles
entre activations cérébrales locales dans les enregistrement d’états de repos ainsi que certains
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principes de communication fonctionnelle à travers le réseau structurel cérébral.
Finalement, nous avons développé des mesures et un cadre de travail pour l’investigation de la
dysconnectivité dans la schizophrénie, dans le syndrome « deletion 22q11 » et pour les bébés
prématurés.
Mots clefs : imagerie cérébrale, connectivité cérébrale, dynamiques cérébrales, connectome,
théorie des graphes, IRM de diffusion, IRM fonctionnelle, fonctionnement cérébral à l’état de
repos, schizophrénie, psychose
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Preface 1
1.1 Context
The brain is probably the most complex organ of the human body, counting a trillion of in-
terconnected nervous cells highly organized over multiple spatial scales. Such highly structured
architecture supports the huge variety of possible mental processes, from basic sensorimotor
processing to high-level cognitive and executive functions.
Recent advanced in diffusion magnetic resonance imaging (MRI) have allowed for the first
time to imaging in vivo white matter brain connectivity patterns between cortical areas. On top,
functional MRI indirectly probes local dynamics of cortical activity, during mental tasks or rest
conditions. Together, these two techniques map the macroscopic set of anatomical and functional
relationships between different brain regions, namely the human connectome.
1.2 Motivations
The characterization of overall brain connectivity patterns is of great current interest. For-
mally, the pairwise connectivity information (structural or functional) can be mathematically
described as a graph. This new paradigm that considers the brain as an integrative complex sys-
tem enables the characterization of overall brain connectivity patterns. The so-called connectome
borrows the solid theoretical instruments of graph theory to study brain structure and function.
The structural (or anatomical) connectome describes the ensemble of white matter connec-
tions between the different cortical and subcortical regions and allows to gain new insights into
fundamental brain organizational principles. Structurally, the human brain has been character-
ized as being a small-world, assortative, hierarchical network where a set of central rich-club
nodes integrate distinct functional modules. Such highly organized architecture, that combines
integration and segregation properties, supports the large variety of functional processes giving
rise to complex cognitive, executive and behavioural tasks.
Functional connectomes are networks representing statistical pair-wise relationships between
local brain dynamics, estimated via functional MRI. Functional connectomes share common
topological features with their structural counterpart, and show reproducible spatial communi-
ties of co-activation consistent with corresponding structural modules. In fact, different network
measures of structural connectivity, such as shortest paths or path topological embedding, have
been shown to (partially) predict functional patterns of correlation. Following this line, it has
been shown that complex computational neural models that use the information embedded in the
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structural connectome are able to reproduce observed functional connectivity characteristics.
The uncovering of the inter-dependence between functional synchronization patterns across
distributed brain regions and their anatomical substrate is certainly of primary interest in cogni-
tive neuroscience. Nevertheless, the structural and the functional connectomes refer to two sub-
stantially divergent dimensions. On the one hand, at the spatial resolution achievable by means
of diffusion MRI (dMRI), the structural connectivity network is essentially static, at least at a
short-term temporal scale. On the other hand, the functional dimension is intrinsically dynamic
and condition-dependent. Indeed, a relatively high variability of the within-subject functional
connectivity has been shown even during resting-state recordings. Recent exploratory works on
brain resting-state activity have highlighted non-stationary aspects of brain dynamics and tran-
sient patterns of synchronization, shifting the attention from time-average resting state networks,
to a more complex space of connectivity states that the resting brain would dynamically visit.
Under this perspective, the brain structure-function information is highly complex and multi-
dimensional. One might say that while a static structural network describes the anatomical rela-
tionships between the different brain nodes, an evolving signal can be associated to each node,
representing the functional patterns of it.
Although the characterization of signal on graphs have been extensively studied in graph
theory, and time-dependent networks have been formalized, it is not clear yet how to better rep-
resent the complex multidimensional and multi-modal information extracted form diffusion and
functional MRI using an appropriate network model. The development of a suitable framework
for the structure-function representation of brain interregional relations would clearly help ad-
dressing fundamental biological questions. In this connection, several challenges and concerns
need to be addressed: Is there a finite set of (resting-state) dynamic functional configurations,
and in which form do they relate to the underlying structural network topology? How does com-
munication take place on the top of the anatomical substrate, and how is information distributed
across the brain network? Most importantly, what is the impact of anatomical connectivity al-
terations on brain activity dynamics, and ultimately on brain functionalities? And furthermore,
how structural brain alterations may relate to cognitive deficits and symptoms observed in brain
disorders? Answering these questions certainly need future methodological development within
the related fields of connectomics analysis and network science.
Since it has become clearer that nervous systems generally have non-random topological
properties of the same kind as seen in many other complex systems, connectomics analyses have
been widely used in a broad spectrum of brain disorders. The application of network models and
theoretical graph analysis to clinical investigations mainly aims to uncover pathological mecha-
nism, and possibly identify quantitative biomarkers suitable for early diagnosis and monitoring
of pathology progression. Connectomics studies based on MRI data showed that substantially
different brain disorders share common alterations of the structural network topology, such as
diminished overall communication efficiency and preferential vulnerability of central hub nodes.
Finer-grain analyses at the nodal level have allowed to identify different sets of brain regions and
connections, typically broadly distributed across the brain network, involved in distinct patholo-
gies. It is still unclear however if the connectivity alteration of specific brain subnetworks might
be directly associated with specific symptoms and cognitive impairments, or if such alterations
may discriminate diagnostic sub-groups. In other words, is it actually possible to identify con-
nectomics biomarkers of disease severity? Can specific brain subnetworks be unequivocally as-
sociated with particular symptoms or pathological populations? How localized dysconnectivity
alterations impact the way brain communication takes place on the top of the underlying anatom-
ical networks, and ultimately influence or determine brain (dys)functions? The answers to these
open questions are probably not unique, might depend on the particular disorder under investiga-
tion, but certainly require a convergence of multiple inputs. The accumulation of neuroimaging
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evidences together with the formulation of plausible clinical and biological hypotheses need to
be combined with the development and refinement of dedicated network analysis tools.
This thesis emerges from these needs and from an iterative mutual interaction between bio-
logical questions on the one side, and network analysis methodological needs on the other side. A
primary trigger of this dissertation certainly appeared from a set of clinical questions around psy-
chosis development and schizophrenia, and the hypothesis that these neurological dysfunctions
were rooted in brain dysconnectivity patterns. The extremely subtle brain alterations underly-
ing the earlier stages of psychosis pushed us to refine network analysis methods, and to define
a theoretical measure of subnetwork topological centrality for the characterization of observed
alteration across populations. On top of that, the key point of this dissertation is the study of
the brain structure and function relationship, using an original network model that encompass
multi-modal data integration. The proposed spatio-temporal graph framework integrates brain
anatomical networks and, importantly, dynamical aspects of functional connectivity.
1.3 Contributions of the thesis
and organization of the manuscript
The core of this dissertation in organized into three main parts encompassing, in this order,
brain network topological characterization, group representation and group-comparison analy-
sis and structure-function integration. Each of these parts comprises a (i) Background section
where relevant state-of-the art findings are reviewed, a (ii) Methods section defining the original
methodological contribution and an (iii) Applications part where developed methods are directly
applied to clinical data. As an introductory chapter, Chapter 2 of this thesis contains a general
introduction on structural and functional brain connectomics.
Part I, mainly centred on brain network topological characterization, includes two chapters:
Chapter 3 and 4. In Chapter 3, a new theoretical measure ζ is presented. This network mea-
sure quantify the topological centrality of a certain subnetwork within an given overall brain
network architecture. This is measure becomes interesting in clinical connectomics, as several
brain disorders such as schizophrenia can be associated not to the global network architecture
but to localized connectivity disruption within an specific subnetwork. For a better understand-
ing of pathological mechanisms it is certainly of interest to characterize the topological role of
such specific brain cores, and evaluate how their impairment may impact the overall brain com-
munication system. The topological centrality measure here proposed is conceptually based on
the use of network attacks for the characterization of elements topological roles . While classic
attack analysis deals with random or targeted (centrality-ranked) deletion of network elements,
here we are interested to the damage of specific subnetworks of variable size and mixing rate
(where mixing rate stands for the ratio of higher and lower centrality nodes included in the sub-
network of interest). In order to characterize the subnetwork topological measure ζ for a set of
benchmark networks, we define an hybrid network attack strategy where dedicated parameters
control the size and the mixing rate of the damaged subnetwork.
Chapter 4 is entirely devoted to the characterization of structural brain dysconnectivity across
psychosis stages, schizophrenia and 22q11 deletion syndrome. For the different pathological con-
ditions we could identify specific affected subnetworks, or affected cores, main responsible for
the observed loss of global network integration properties. We used the subnetwork topological
centrality ζ to quantitative characterize such affected cores in healthy and disease.
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The work described in this chapter was published in (Griffa et al., 2015a, 2014, 2015c; Vasa
et al., 2015). Moreover, structural brain connectivity alterations occurring in neurological and
psychiatric disorders have been reviewed in (Griffa et al., 2013b).
Part II is dedicated to the modular aspects and community decomposability of the human
brain structural network. In particular, we advocate the use of partition distance measures for the
characterization of community architectures across populations, and we test different strategies
(including the consensus clustering algorithm) for the identification of group-representative net-
work partitions. Applying these instruments, in chapter 5 we investigate the brain community
structure of particularly sensitive populations of high-risk preterm born children.
Part of the work discussed in chapter 5 was published in (Fischi-Gomez et al., 2015; Griffa et al.,
2013a).
Part III of this dissertation is entirely dedicated to the formalization and investigation of the
brain structure-function relationship. In chapter 6 we propose an original network model for
the joint representation of brain structural connectivity and functional dynamics as estimated by
means of diffusion and resting-state MRI. Our model relies on the arrangement of the structural
and functional information on a spatio-temporal graph. The edges of the spatio-temporal graph
represent brain regions closeness in both space (the space of the brain anatomical static graph)
and time.
In chapter 7 we use the formalism introduced in the previous chapter 6 to investigate brain
structure-function dynamics in a set of healthy individuals. The spatio-temporal graph model
allows us to identify connected subnetworks of regions anatomically linked and transiently syn-
chronized in time, and to investigate their dynamics. By clustering the detected components,
we could identify transient but reproducible patterns of brain spatio-temporal synchronization
closely resembling task-based activation circuits. Moreover, we show that the role of the anatom-
ical graph in fundamental to increase the robustness of the functional components detection, and
to separate potentially independent functional phenomena.
Elements of the work discussed in this Part III were published in (Griffa et al., 2015b).
Finally, the main results of these thesis and, importantly, suggestions for future research are
summarized and discussed in chapter 8.
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The brain is a fascinating complex system, composed by 100 bilions of neurons distributed
across multiple layers in the cortical volume. Each neuron may be connected to up to 10′000
other neurons, passing signals to each other via as many as 1′000 trillion synaptic connections.
Long axonal projections compose the bulk of the white matter volume, and connect distant neu-
ronal populations.
This intricate set of electrically excitable and signaling cells, together with their multi-scale in-
terconnections, integrates sensory information coming from our sensory organs, coordinates our
body movements, and governs our behaviours, decisions and thinking.
At a macroscopic scale, Magnetic Resonance Imaging (MRI) allows to characterize the brain
architecture under different perspectives. Diffusion-weighted imaging (dMRI) maps the whole-
brain set of white matter bundles connecting the different cortical and subcortical regions. Func-
tional magnetic resonance imaging (fMRI) records blood flow variations related to local brain
activity and neural processes.
The overall patterns of brain connections and functional interactions can be modelled in the
form of networks, with nodes (cortical and subcortical areas) interconnected by edges represent-
ing white matter fiber bundles, or functional synchronization between local neural activities. The
term connectome refers in fact to these macroscopic, comprehensive maps of neural connections.
The representation of the brain connectivity in the form of a network is convenient for the charac-
terization of brain organizational and communication principles, and of their possible alteration
in neurological and psychiatric disorders.
In this chapter we briefly summarize notions of brain anatomy and magnetic resonance imag-
ing. Next, we introduce in some more details the network representation of the whole-brain
connectivity patterns, and we discuss fundamental characteristics of such brain networks.
2.1 Brain anatomy
The human brain forms the central nervous system together with the spinal cord, and con-
sists of several structures. The brain is divided into the following elements: (i) the brainstem,
including the medulla oblongata, the pons and the midbrain, which controls basic functions and
integrates sensorimotor connections from and toward the rest of the body; (ii) the cerebellum,
responsible for the motor control; (iii) the thalamus and hypothalamus, regulating the autonomic
nervous system; (iv) the cerebrum, consisting in the cortex, the deep grey nuclei, and a mass of
nervous fibers interconnecting cortical and subcortical structures.
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The cerebrum occupies the largest part of the brain. It receives and elaborates sensitive infor-
mation for the control of movements and sensations, language, memory, emotions. The unit
performing all these tasks is the cerebral cortex, a 3 mm-thick grey matter layer constituting the
most external part of the cerebrum, together with the subcortical structures. The grey matter is
made up of neuronal somas, highly interconnected between them and organized in multiple cor-
tical layers. Due to the large surface occupied (from 1500 cm2 to 2000 cm2), the cortex is folded
in sulci and giri.
The brain cortex can be subdivided into four lobes with different functions: the temporal lobe, the
frontal lobe, the occipital lobe and the parietal lobe. They cover the two hemispheres of the brain,
the right and the left one. The two hemispheres are separated by the interhemispheric fissure, but
they communicate through the corpus callosum, and the anterior and posterior commissures.
The white matter is mainly composed of axons, i.e. nervous fibers interconnecting the different
cortical and subcortical structures. The typical white color is given by the myelin, an insulating
material enhancing the velocity of conduction of electrical signals.
Figure 2.1 pictures two coronal views of the brain, showing the location of its main structures.
Figure 2.1 – Coronal views of the brain, showing its principal cortical, subcortical and white
matter structures. From Purves et al.: Neuroscience, Third Edition, Sinauer Associates, Inc.,
Sunderland, MA, 2004 (Purves et al., 2004). Used with permission.
2.2 Probing brain architecture and activity
with diffusion and functional MRI
Over the last decades, a fast development of non-invasive neuroimaging techniques has made
possible to probe in vivo different aspects of the human brain architecture.
Magnetic resonance imaging (MRI) techniques exploit a strong magnetic field and radio waves
to image brain anatomy and physiology, including tissues contrast, white and grey matter (mi-
cro)structural characteristics, local metabolites’ concentration, cerebral perfusion and blood flow
dynamics.
Among the different MRI techniques, diffusion MRI (dMRI) allows to characterize local
profiles of water molecules displacement in brain tissues.
In the MRI pulsed gradient spin-echo sequence (SE) used in diffusion weighted imaging, two
pulsed field gradients are applied sequentially in time. The first gradient pulse magnetically
labels water molecules according to their spatial location, by introducing a spin phase shift that
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is dependent on the strength of the gradient at the position of the spin. A second gradient pulse of
the same intensity as the first one, but with opposite direction, is applied after a temporal interval
t = ∆. The second gradient pulse induces a phase shift dependent on the spin position at t = ∆.
Spins which keep the same position along the gradients axis over the time interval ∆ return to
their initial state, while spins which move feel a different field strength during the second pulse.
The net phase shift produces a decrease of the detected MRI signal intensity: higher phase shifts
correspond to larger displacements and to greater decreases of the signal.
By applying gradient pulses along different spatial directions, it is possible to reconstruct voxel-
wise profiles of water molecules diffusion.
In brain tissues, water molecules spontaneously move (or equivalently, diffuse) agitated by
thermal energy. Water molecules in the cerebrospinal fluid are free to randomly move in any
spatial direction (free diffusion). On the contrary, diffusion in grey and white matter tissues is
not free, but reflects interactions with many obstacles, such as macromolecules and membranes.
The white matter is mostly composed by glial cells and myelinated nervous fibers. The myelin
is a lipidic material and is partially impermeable. In the white matter, water molecules diffusion
is therefore constrained and follows the nervous fiber directions. Consequently, the voxel-wise
diffusion profiles reconstructed via dMRI map at a macroscopic (mm) scale the local nervous
fiber directions.
This information allows reconstructing whole-brain tractograms of white matter fiber bundles.
Functional MRI (fMRI) provides an indirect measurement of brain neural activity, by de-
tecting the related changes in blood flow and blood oxygenation (BOLD, blood-oxygen-level
dependent contrast).
Neuronal activity is associated with glucose and oxygen consumption. In order to compensate
for the increased oxygen demand during neurons firing, the local blood flow is increased. This
phenomenon is known as neurovascular coupling. Because of an over-compensation mecha-
nism, during neural activity it is possible to observe a local increase of oxygenated hemoglobin
(oxyhemoglobin) relative to its deoxygenated form (deoxyhemoglobin).
Thanks to the different magnetic susceptibility of the two molecules, the T2* MRI contrast used
in fMRI is sensitive to the local oxy-to-deoxyhemoglobin ratio and therefore, indirectly, to the
local neural activity.
2.3 Estimating brain connectivity networks
The whole-brain ensemble of white matter connections, and the inter-regional patterns of
functional activity synchronizations can be represented in the form of brain networks.
A network is a mathematical object composed by a set of nodes interconnected by a set
of edges, and can be described by means of an adjacency matrix. The single elements of an
adjacency matrix represent the existence and, eventually, the strength of a connection between
pairs of nodes.
In the brain network, nodes correspond to cortical and subcortical regions, typically estimated
from an anatomical atlas, but also from functional atlases or data-driven approaches.
Structural brain networks describe the overall set of brain anatomical connections as esti-
mated by means of dMRI. The voxel-wise profiles quantifying local water molecules diffu-
sion processes can be fed to a tractography algorithm for the reconstruction of a whole-brain
tractogram (an example is shown in figure 2.2a). Even though a large variety of tractography
algorithms is available, many studies employ simple deterministic approaches, where a set of
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streamlines is initiated within the white matter, and propagated by following the most coherent
direction of diffusion in neighbouring voxels.
In a brain structural network, an edge will connect two nodes if a minimal number of streamlines
links the two corresponding brain regions. Network edges can be weighted by the number of
connecting streamlines (an example is given in figure 2.2b), or by some other white matter index
averaged along the connecting streamlines pathways.
Functional brain networks represent the pair-wise statistical dependencies between the func-
tional signals associated to cortical and subcortical nodes. Voxel-wise functional signals are
recorded via functional MRI. Next, node-wise representative signals are computed, for example
by averaging the voxel-wise time series over the voxels belonging to the single nodes.
A widely used measure of signals statistical dependency is the Pearson’s correlation coefficient.
In this case the estimated functional networks are complete graph, i.e. a connection exists be-
tween each pair of network nodes. An example of Pearson’s correlations adjacency matrix is
shown in figure 2.2c.
The characterization of a complete graph is not straightforward. Therefore, Pearson’s correla-
tion adjacency matrices are typically thresholded before further investigations. Otherwise, other
statistical dependency measures can be used, such as the signals inverse covariance matrix that
estimates conditional relationships and results in a sparser connectivity matrix.
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Figure 2.2 – Examples of (a) whole-brain tractography (the color-coding represents the fiber
directions), (b) structural connectivity adjacency matrix (color-coding: scaled number of con-
necting streamlines), and (c) functional connectivity adjacency matrix (color-coding: Pearson’s
correlation coefficients).
2.4 Brain networks characterization
The human connectome is conceptually and mathematically a complex object.
Measures derived from graph theory allow to quantitatively describe the architecture of both
structural and functional brain networks, at different scales of investigation. Maybe non sur-
prisingly, structural and functional brain graphs have been shown to possess similar network
topological characteristics.
The nodal degree distribution is a first simple but very informative characteristic of brain
networks. The degree is defined as the number of edges attached to a considered node. In a
weighted network, the equivalent nodal strength is the sum of the weights assigned to the edges
attached to a considered node. The structural and functional human brain networks demonstrate
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an exponential or exponentially-truncated power law degree distribution, indicating the presence
of a major population of low-degree nodes, and of few high-degree nodes.
Nodes with higher degree act as hubs of communication between more specialized and spa-
tially segregated brain areas. Indeed, the distribution of high-degree nodes is spatially organized.
Higher degree nodes concentrate along the brain midline (superior frontal, precuneus and poste-
rior cingulate cortices), and include the superior parietal cortices and subcortical structures. Hub
nodes are highly interconnected between them, at a level that exceeds what would be expected
by their degree only, therefore forming a rich-club organization which is central for integration
of information across the brain network.
The brain network topology balances integration and segregation properties. Conceptually,
segregation and integration aspects underlie on the one hand functional specialization (e.g. sen-
sory and motor circuits), and on the other hand higher order functions (such as multisensory
integration, cognition and executive functions) that require large scale integration and communi-
cation between distant brain areas.
Segregation relates to the presence in the network of cliques and communities of nodes highly
interconnected between them, but poorly connected with the rest of the network. Integration
refers to a short average distance between each pair of network nodes. In an integrated network
it is therefore easy, on average, to reach a particular node from any other node.
Formally, segregation topological properties can be quantified by means of the clustering coef-
ficient, the transitivity, the local efficiency, the motif distribution, the modularity index among
other measures. Integration is typically quantified in terms of characteristic path length or global
efficiency.
Networks that preserve a certain level of segregation, while holding a considerable level of in-
tegration (high global efficiency of communication) are referred to as small world networks. A
measure of balance between integration and segregation is the small world index, defined as
the ratio between the clustering coefficient and the characteristic path length, normalized with
respect to an equivalent randomized network. A small world network has characteristic path
length similar to the one of a random network, but higher clustering coefficient.
The human structural and functional connectomes have been characterized as small-world, mod-
ular, hierarchical networks.
For a comprehensive discussion of graph theory elements and application to brain networks
characterization we refer to (Alstott et al., 2014; Newman, 2010; Rubinov & Sporns, 2010, 2011;
van den Heuvel & Sporns, 2011).
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Part I
Topological characterization of
brain structural subnetworks

Overview
The human brain is a multi-scale system. From a structural point of view the brain cortex can
be subdivided into lobes, areas, sub-areas, down to nervous columns, neuronal layers and single
cells. These subunits are interconnected in a complex manner. The characterization of the brain
architecture in health and diseases can therefore take place at different scales of investigation.
Graph theoretical measures quantify brain network characteristics at system scale (e.g. network
efficiency, transitivity), subsystem scale (e.g. communities, rich-club, motif) and local scale
(e.g. nodal clustering coefficient, closeness centrality) (Rubinov & Sporns, 2010). Dedicated
statistical instruments allow to robustly compare brain connectivity features across populations,
facing multivariate analysis and multiple comparison correction issues (Meskaldji et al., 2013).
Importantly, brain network measures are altered in almost all neurological and psychiatric disor-
ders (Castellanos et al., 2013; Fornito & Bullmore, 2014; Griffa et al., 2013b). The impairment
of system-scale features as network efficiency is probably an hallmark for the majority of brain
diseases, and can reflect local insults or spatially distributed connectivity alterations. Particularly,
brain network hubs (or rich-club) prove to be preferentially affected in many pathologies (Cross-
ley et al., 2014). The peculiar vulnerability of rich-club nodes may relate to the decrease of
network efficiency observed in many brain diseases.
Nevertheless, an abundant literature of clinical studies based on neuroimaging techniques, sug-
gests that different brain disorders can be associated with the impairment of different and spe-
cific brain subnetworks that include, but do not limit to, hub nodes. For example, the hypo-
connectivity of a brain subnetwork comprising fronto-parietal and occipital cortices has been as-
sociated with schizophrenia (Zalesky et al., 2011); the hyper-connectivity of a distributed circuit
comprising parietal areas, precuneus, angular and supramarginal gyri has been associated with
autism spectrum disorders (Li et al.). Specifically affected brain subsystems may have variable
size, and include variable proportions of central hubs and peripheral nodes. The disruption of pe-
culiar brain subnetworks can have different impacts on the overall brain network communication
properties, leading to specific functional alterations and symptoms.
In Part I of this thesis we questioned how to better characterize the topological role of subsys-
tems within the overall brain network, and whether the topological characterization of affected
subsystems can provide valuable biomarkers for brain diseases. To this end, we introduced a
theoretical measure ζ of subnetwork topological centrality. The computation of ζ is based on
the comparison of targeted and random attack procedures. Thereafter, within a graph theoreti-
cal framework, we investigated brain connectivity alterations in schizophrenia, early psychosis
and 22q11 deletion syndrome patients. For the different clinical groups we identified impaired
subnetworks, or affected cores, and quantified their topological centrality alteration.
Chapter 3 is dedicated to Background and Methods illustration. We first review basic con-
cepts related to connectomes statistical comparison, with a particular emphasis on possible scales
of investigation (section 3.1). We discuss different methodological strategies for the identifica-
tion and characterization of altered subnetworks in pathological populations. Next, we review
theoretical elements of network attack procedures (section 3.2). Moreover we discuss recent
works characterizing brain network elements centrality (individual nodes or edges) by means
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of network attack (section 3.2.2). These approaches are conceptually related to our subnetwork
characterization strategy.
In section 3.3 we formally define the subnetwork topological centrality measure ζ. Intuitively, we
expect ζ to vary as function of the size f of the considered subnetwork, and of the percentage q of
high/low centrality nodes included in the subnetwork. Moreover, for a fixed combination of the
( f , q) parameters, we expect ζ to reflect some organizational properties of the overall network.
We characterize the subnetwork topological centrality measure for a set of benchmark networks,
and as function of the parameters ( f , q). In order to sample subnetworks with predefined q values,
we introduce a new hybrid attack procedure.
Chapter 4 is entirely devoted to the characterization of the structural connectome in patholo-
gies. We first investigate a cohort of chronic schizophrenia patients. Our analyses confirm the
disruption of global segregation and integration properties in patients, and identify a spatially
distributed set of brain regions, dubbed affected core, driving the loss of global brain network
properties. The centrality of the affected core is compromised in patients, as quantified by means
of ζ. Next, we investigate a group of patients in the early stage of psychosis. We test a staging
model for psychopathology, suggesting that brain connectivity alteration might be more abnor-
mal in more severe stages of the pathology. Consistently, we investigate the progressive im-
pairment of the affected core from early psychosis stages to chronic schizophrenia. Finally, we
considered a group of patients affected by 22q11 deletion syndrome, a genetic disease considered
to be a model for the study of psychosis. Again, we confirm that global network measures are
impaired in the disorder, and we identify an affected core partially overlapping our findings on
schizophrenia patients.
Taken together these results suggest that the structural alteration and topological decentralization
of spatially distributed affected cores might be a major mechanism underlying the psychosis
dysconnectivity syndrome.
Elements of the present Part I have been published in (Griffa et al., 2015a, 2014, 2013b,
2015c; Meskaldji et al., 2013; Vasa et al., 2015).
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3.1 Background
Scales and statistics
for group-comparison of network topologies
The formalism representing the overall brain connectivity as a complex network enables
the comparison of connectivity patterns across populations, at different levels of abstraction:
from networks of single neurons, to networks of cortical brain areas, brain subsystems, and
overall system organization. Strategies for group-comparison of brain networks encompass graph
theoretical aspects and fundamentals of statistics (Fornito & Bullmore, 2014; Griffa et al., 2013b;
Meskaldji et al., 2013; Varoquaux & Craddock, 2013), and are reviewed in this section with a
particular emphasis on different network scales of investigation: global, local and subsystem
scales (figure 3.1).
System scale
At a first scale of investigation, different groups can be tested using univariate statistical testing of
single measures summarizing overall brain network topological aspects. Typically, independent
Student’s t-tests (assuming Gaussianity of the network measures distribution), or non-parametric
statistics (like the Wilcoxon rank sum test (Wilcoxon, 1945) or permutation tests (Westfall,
1993)) are used. When heterogeneous populations are investigated, it is good practice to cor-
rect tested measures for possible confounding factors (such as age, gender, handedness or years
of education) that could partially drive the observed group-wise differences. A linear regression
of the confounding factors prior of statistical testing, or a Generalized Linear Model (GLM)
setting are possible options.
In this framework, one may for instance be interested in assessing group-differences of mea-
sures quantifying overall integration, segregation, modular, assortative and hierarchical aspects
of the connectome topology. It is worth noting that the majority of such measures is highly de-
pendent on the density (or equivalently, sparsity) of the networks under investigation (Romero-
Garcia et al., 2012; van Wijk et al., 2010), and on the overall connections weight in case of
weighted networks. In order to disentangle effective topological alterations from cost variations
when comparing populations with potentially different network densities and average weight,
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Figure 3.1 – Scales for brain networks investigation and comparison. Figure adapted from
http://www.math.ucr.edu/ iamis/bassett.pdf
these dependencies need to be considered. To address this issue it is possible to threshold the
individual connectivity matrices in order to get homogeneous cost. This kind of thresholding
eliminates the dependency of the topological features on the wiring cost, but exposes to the risk
of significantly altering the effective network topology by discarding important connections, or
including noisy ones (de Reus & van den Heuvel, 2013). Possible alternative approaches are test-
ing for between-group cost alterations prior further analyses, or adopting a cost-integration strat-
egy by integrating network measures over a range of thresholds on the network density (Ginestet
et al., 2011). In case of weighted networks and weighted graph analysis, another possibility to
separate absolute connectivity strength from network topological alterations is to normalize the
connectivity weights (for an example of this approach see section 4.1).
Local scale
At a finer level of investigation, researchers may be interested in comparing single brain elements
(nodes or edges) to identify specifically affected grey matter areas or white matter tracts. For
instance, it is common procedure to compare nodal topological properties such as some centrality
or clustering measure, or single-edge connectivity strength, i.e. the values of the single cells of a
brain connectivity matrix. The main obstacle when moving from a global network investigation
to a nodal or edge-wise scale is the necessity of correction for the massive multiple comparison
testing that is performed, while preserving a sufficient statistical power.
A correction for multiplicity has to be considered whenever multiple tests, involving different
null hypotheses, are performed on the same dataset. Classical procedures for multiple compar-
ison correction control some expression of the Type I error (false positive or false discovery).
Possible expressions of the Type I error rate are the family wise error rate (FWER) (e.g.: Bon-
ferroni procedure), or the less stringent false discovery rate (FDR) (e.g.: Benjamini-Hochberg
step-wise procedure (Benjamini & Hochberg, 1995)). The FWER is defined as the probability
of having at least one false discovery over the collection of performed tests; the FDR is de-
fined as the expectation of the proportion of false discoveries over the total number of rejections.
The Bonferroni and Benjamini-Hochberg step-wise procedures allows to robustly identify sets
of nodes or edges (brain subnetworks) altered in a given group of subjects compared to a refer-
ence group. However, in the framework of connectomics analysis, these methods might lack of
sufficient statistical power considering (i) the high number of performed statistical tests (of the
order of O(N) or O(N2), with N number of network nodes ranging from set of ten to thousands),
(ii) the typically small size of the effect, and (iii) the consistent level of noise affecting the brain
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connectivity matrices. We mention here that the statistical power, or sensitivity of a test, is de-
fined as the probability of rejecting the null hypothesis when the null hypothesis is truly false,
and is equal to (1-β) with β probability of committing a Type II error (false negatives).
In order to address statistical power limitations, different authors have proposed methods tai-
lored to brain connectivity analysis. These methods exploit some kind of dependency in the data
structure. The objective is to relax the FWER and FDR control and to increase the overall statisti-
cal power of the multiple testing procedure. Among these approaches we find the Network-Based
Statistics (NBS) (Zalesky et al., 2010) and the Spatial Pairwise Clustering (SPC) (Zalesky et al.,
2012a), that provide a weak FWER control; the Screening-Filtering (SF) (Meskaldji et al., 2015)
method, that provides a strong FWER control on edge-wise testing; the Spatial Parametric Net-
work (SPN) analysis (Ginestet & Simmons, 2011).
The NBS and the SPC procedures exploit possible positive dependencies among the effects
on edges belonging to the same brain subnetworks. A set of independent statistical tests is
performed at the edge-wise level, providing an uncorrected p-values matrix of the same size of
the brain connectivity matrix. Thereafter, subnetworks are identified by thresholding the p-values
matrix, and detecting the resultant connected components (NBS). The SPC adds a constraint of
spatial proximity on groups of nodes belonging to the same component, with the purpose of
denoising the resultant components from presumably spurious, isolated connections. Finally, a
permutation testing procedure which considers the size (number of edges) of each component
ascribes a single, FWER-corrected p-value to each component.
The SF is a multi-step procedure. Once edge-wise (or node-wise) tests have been performed,
and a collection of nodes or edges subsets have been defined in an arbitrary way, a first screening
phase distinguishes affected from non-affected subsets on the basis of within-subset p-values. In
a second filtering phase, relaxation coefficients are computed on the basis of the previous screen-
ing phase: p-values belonging to affected subsets can be relaxed (decreased). Finally, the relaxed
p-values can be corrected for multiple comparison using the preferred multiple comparison cor-
rection procedure (e.g. Bonferroni or Benjamini-Hochberg step-wise procedure). This method
guarantees a strict FWER or FDR control at the edge/node-wise level, and globally improves the
statistical power of the multiple comparison procedure.
On the whole, these statistical methods allow identifying altered brain circuits and regions
when comparing specific cohorts of subjects. One of the main objectives of connectome group-
comparison is the identification of biomarkers or quantitative measures that could determine the
presence of the disorder. It is therefore of primary importance to identify which local alterations
can be associated to a specific disorder, or can constitute a pathological endophenotype. The sta-
tistical methods listed above were used to localize affected brain circuits in different diseases (Bai
et al., 2012; Li et al.; Meskaldji et al., 2011; Verstraete et al., 2011; Zalesky et al., 2011, 2012b).
Subsystem scale
At an intermediary scale of investigation, it is of interest to characterize brain subsystems and
their possible alteration across different conditions. In this section we review approaches for
brain subsystems identification ( (i) hypothesis-driven, (ii) multi-modal and (iii) data-driven ap-
proaches) and quantitative characterization.
Brain subsystems of interest can be selected according to some pre-established hypothesis
or previous observation. For example, Alzheimer’s disease has been widely associated with
DMN impairment (Koch et al., 2012); schizophrenia with prefrontal cortex and fronto-striato-
thalamic loops alteration (Fitzsimmons et al., 2013). Based on similar strong hypotheses, one
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could investigate specific brain subsystems in order to confirm previous findings on specific
cohorts, or to extend previous findings to patients in a premorbid or early phase of the pathology.
In this thesis we have used a similar strategy for the investigation of an early psychosis cohort in
relation to a group of subjects affected by chronic schizophrenia (see section 4.1).
The integration of multi-modal information is also a possible strategy to identify subsys-
tems of interest. For instance, one could identify some relevant functional circuit from fMRI
data, and thereafter investigate intra-circuit and inter-circuit anatomical connectivity estimated
from DWI acquisitions or cortical thickness correlation. This kind of trans-modal approaches
can provide interesting insights into pathological mechanisms and the relationship between the
functional dynamics and the anatomical substrate (Douaud et al., 2011; Supekar et al., 2010;
Zhang et al., 2011).
Recent literature has driven attention on particular subnetworks of hubs, such as the brain back-
bone (van den Heuvel et al., 2012), k- and s-cores (Hagmann et al., 2008), and particularly the
rich-club (van den Heuvel & Sporns, 2011). The rich-club is a set of highly central nodes whose
inter-connectivity is higher than expected by their degree or strength alone (Alstott et al., 2014;
van den Heuvel & Sporns, 2011). The rich-club subnetwork has been investigated in a variety
of brain diseases and conditions (Ball et al., 2014; Collin et al., 2014a; Grayson et al., 2014;
Ray et al., 2014; van den Heuvel et al., 2013). The analysis of brain central circuits allowed to
conclude that brain hubs are preferentially affected in many pathologies (Crossley et al., 2014).
The high sensitivity of hub regions has been associated with their high metabolic cost, sustained
activity and long-range projections (Bullmore & Sporns, 2012).
Finally, following data-driven approaches, node-wise and edge-wise statistical compar-
isons allow to identify subsystems of interest for specific pathologies or conditions.
Subnetworks of interest identified through hypothesis-driven or data-driven approaches can
be further investigated. Typically, measures summarizing the connectivity properties of the sub-
network, such as its average connectivity strength or the efficiency computed within the subnet-
work, can be compared between groups. The alteration of brain structural connectivity within
subsystems may involve a reorganization of communication pathways and functional dynam-
ics, and can affect the overall network properties. The characterization of the topological role
of brain cores across conditions might help elucidating pathological and developmental mech-
anisms. In this thesis we propose a measure of subnetwork topological centrality (section 3.3),
and we investigate cores centrality and shortest paths layout in schizophrenia and 22q11 deletion
syndrome (chapter 4).
3.2 Background
Network attack for resilience and centrality assessment
3.2.1 Network resilience
The study of network resilience to lesion of some of its elements (nodes or edges), is of cen-
tral interest in many domains of applied network theory (Newman, 2010). Network resilience
has been extensively investigated in communication systems, power grids or social networks.
For instance, it is important to quantify how a wireless communication system behaves after the
breakdown of one or more of its routers, to characterize phenomena such as disease spreading
in population networks, or to predict the impact of stroke or traumatic brain injury on the over-
all brain network connectivity. These questions can be (partially) answered through resilience
analysis and simulated network attack.
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Types of network attack
Network resilience is traditionally evaluated for two extreme cases: failure (aka random attack)
and targeted attack. A random attack is the damage of a fraction of randomly selected net-
work elements. A targeted attack is the damage of a fraction of network elements selected by
decreasing order of some element-wise centrality value (e.g. degree, betweenness, eigenvector
centrality or other measures (Iyer et al., 2013; Newman, 2010)). Moreover, single- and variable-
ranking strategies for targeted attack have been investigated (Dall’Asta et al., 2006; Holme et al.,
2002). In the first case the elements’ centrality ranking is computed on the original network, and
a fraction f of elements is removed all at once. In the second case the elements are removed one
by one, and the centrality ranking is recursively recalculated after each element removal. The
variable-ranking attack strategy has been shown to be more harmful than the single-ranking re-
moval (Dall’Asta et al., 2006). The parameters that characterize a network attack are therefore (i)
the type of removed elements (nodes or edges), (ii) the fraction f of removed network elements,
and (iii) the strategy adopted for elements removal.
Characterization of network resilience
The network resilience is understood as the ability of the system to maintain its connectivity
properties after the deletion of a fraction of its elements. It is typically quantified by computing
some topological measure on the lesioned network (Newman, 2010). In a resilience analysis
the behaviour of network topological measures is investigated for different attack strategies as a
function of the fraction f of removed elements. Historically, network resilience has been charac-
terized by evaluating the diameter, the characteristic path length, the size of the largest connected
component, or the average size of the connected components of the lesioned network (Albert
et al., 2000; Callaway et al., 2000) (for further details about listed network measures we refers
to (Rubinov & Sporns, 2010)). The use of the network efficiency rather than the characteristic
path length is better suited to assess the network resilience when high fractions of elements are
removed, resulting in relatively fractionated systems (Crucitti et al., 2003). The use of topologi-
cal measures of integration such as network communicability (Estrada & Hatano, 2008) have as
well been proposed (Andreotti et al., 2014; Estrada et al., 2012). Topological measures of local
connectedness (e.g. the local efficiency) also proved to be affected by network damaging (Crucitti
et al., 2003). Different topological measures can lead to relatively different characterizations of
network resilience (Holme et al., 2002).
Resilience of benchmark networks
The resilience of a network to targeted attack and failure depends on subtle features of the dy-
namics taking place in the modelled system. Nevertheless, at a first level of analysis the re-
silience depends on static topological characteristics of the network under investigation, and first
of all on its degree distribution structure. Random networks with binomial degree distribution
(Erdo˝s–Rényi model) are particularly robust to both targeted and random attack, while scale-free
networks demonstrate low resilience to targeted attack. A scale-free network is defined such that
its degree histogram P(k) follows a power-law distribution (P(k) ∼ k−γ, with k nodal degree), and
counts a small fraction of highly connected hubs. Indeed the presence of hubs introduces into
the network weak elements in terms of resilience.
In their seminal paper, Albert and colleagues investigated the resilience to targeted and ran-
dom attacks of a random network, a scale-free network, the Internet and the World-Wide Web
network (Albert et al., 2000). Figure 3.2 illustrates the network diameter behaviour of the ex-
ponential (E) and scale-free (SF) networks for different levels f of damage. The removal of a
small fraction of elements logically increases the network diameter. For the random network,
the increase of network diameter is slow and linear for both targeted attack and failure. For the
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scale-free network, the increase of diameter after targeted attack is much steeper, doubling its
original value when only 5% of the nodes are removed. This low resilience to targeted attack is
rooted in the inhomogeneity of the SF degree distribution, shared by many real systems.
Studies compared real systems resilience behaviour with different network models, such as
highly/poorly clustered scale-free or small-world models. Substantial differences between the
generated curves suggest that network topological properties other than the degree distribution
or the clustering level, such as redundancy or modularity, may consistently contribute to the
network behaviour under attack (Estrada, 2006, 2007; Newman, 2002; Shargel et al., 2003).
Figure 3.2 – Behaviour of network diameter D as a function of the fraction f or removed nodes
for the random (E) and scale-free (SF) network models, in case of failure (blue symbols) and
targeted attack (red symbols). Reprinted by permission from Macmillan Publishers Ltd: Na-
ture (Albert et al., 2000), copyright (2000).
3.2.2 Brain network attack
Resilience of brain networks
The resilience of the brain network under targeted or random attack has been characterized for
both structural and functional connectomes. Considering their heavy-tailed and heterogeneous
degree distributions, brain networks demonstrate a low resilience to attacks targeted towards hub
nodes. Conversely, the brain networks are robust to random removal of network elements.
Under targeted lesioning, anatomical brain networks of macaque and cat demonstrate a behaviour
similar to scale-free network (Kaiser et al., 2007).
Consistently, the human structural connectivity network is characterized by a poor robustness
to targeted attack: the removal of the 25% of the most central nodes entails a reduction of the
largest connected component size of the 50% (Alstott et al., 2009).
Similarly, Achard and colleagues investigated the resilience of functional brain networks esti-
mated from resting-state recording (Achard et al., 2006). They showed that the degree distribu-
tion of a functional network approximatively follows an exponentially truncated power law, and
observed that its resilience to targeted attack is higher than expected for an equivalent scale-free
network. Despite the presence of sensitive hubs, peculiar brain topological properties such as its
modular structure may confer distinctive benefits in terms of network resilience.
Brain network attack and elements centrality
In the context of brain networks study, it is of particular interest to understand the impact that
the insult of specific brain areas might have on the overall system, and which functional conse-
quences the damage may cause. It is for instance of interest to characterize the impact of WM
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or GM focal insults occurring after a stroke, traumatic brain injury, or in multiple sclerosis, for
example to predict their implications for a possible recovery. In this sense, the artificial lesioning
of a brain network element can characterize its degree of centrality with respect to the overall
brain architecture, and its relevance to the overall system functioning. In this section we review
approaches to network elements centrality assessment via simulated network lesioning.
In their study from 2009, Alstott and colleagues observed that GM lesions of different loca-
tions and spatial extensions, differently affect the overall brain network properties and function-
ing (Alstott et al., 2009). For instance, the insult of network hubs, such as mid-line and parietal
regions, has the largest impact on the functional synchronization patterns (Alstott et al., 2009).
Moreover, considering the hierarchical, modular structure of the brain system, the deletion of
hubs with higher participation coefficient (or inter-module connectors) have a higher impact on
(simulated) functional dynamics than the deletion of peripheral hubs (Honey & Sporns, 2008).
Recently, Irimia and colleagues, and Reus and colleagues, have characterized the degree of
centrality of different brain areas by repetitively applying targeted attacks towards single network
elements.
The work by Irimia and colleagues is centred on the identification of a set of WM edges (a core
scaffold) whose lesioning is highly critical to network structure, leading to significant changes of
network properties (Irimia & Van Horn, 2014). The core scaffold includes WM tracts intercon-
necting primary and secondary visual, primary somatosensory, anterior cingulate and middle-
inferior temporal cortices.
The study by Reus and colleagues (de Reus & van den Heuvel, 2014) is as well centred on the
characterization of edge-wise selective attack with respect to the overall system properties, with a
particular attention towards the type of network topological measure used to quantify the impact
of a lesioning. The edges with an high impact on the overall system functioning (whose removal
cause a consistent reduction of network communicability) are concentrated around (even though
do not limit to) the brain network hubs and the brain medial line (figure 3.3). The authors underlie
that the entity of the topological impact of single-element network lesioning highly depends on
the metrics chosen to quantify such effect. In this sense, the network communicability (Estrada
& Hatano, 2008) might be a measure better suited for the characterization of single-element le-
sioning than the characteristic path length.
Taken together these studies suggest that the centrality of single network elements for the
maintenance of brain system integrative properties is related to the interplay of different topo-
logical characteristics of the overall network, such as degree distribution and modular structure,
and that network attack might be a suitable instrument for the study of these complex interplays.
In this thesis we push forward the network lesioning approach to the investigation of brain sub-
networks, extending the analysis of single network elements centrality to the characterization of
subnetworks topological role within the brain complex system.
3.3 Methods
Subnetwork topological centrality
In this section we introduce a new measure of subnetwork topological centrality. The term
subnetwork refers to a subset of network nodes and to all the edges linking the nodes of the
subset.
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Figure 3.3 – White matter edge centrality form selective network lesioning. This figure repre-
sents the importance of individual WM tracts for overall network communicability as quantified
by (Estrada & Hatano, 2008).The most important connections are the most opaque and red-
colored. Adapted from (de Reus & van den Heuvel, 2014).
We define the subnetwork topological centrality ζ as the network efficiency loss after a targeted
attack towards the subnetwork itself, with respect to a reference distribution. The reference dis-
tribution describes the network efficiency loss after random attacks towards (randomly selected)
network elements. In our model, the number of elements (nodes and edges) deleted during the
random attacks matches the number of elements lesioned during the targeted attack.
We expect ζ to vary as function of the size f and on the mixing rate q of the investigated subnet-
work. The mixing rate expresses the ration of low/high degree nodes included in the subnetwork.
Conceptually, ζ characterizes the topological importance of a subnetwork of interest within the
overall network in terms of maintenance and contribution to overall network integration proper-
ties.
In section 3.3.1 we formally define the subnetwork topological centrality for binary and
weighted undirected networks. Next, we characterize the measure ζ for a set of ( f , q) values,
for different benchmark networks: the Erdo˝s–Rényi model, the scale-free model, the structural
brain anatomical network, and a randomized version of the brain network. In order to sample
subnetworks with given ( f , q) values, we need to introduce an original hybrid attack procedure
(section 3.3.2). Finally, and as a proof of concept, we assess the topological centrality of well
known brain functional circuits and clubs (section 3.3.3).
3.3.1 Definition
Let’s consider a binary undirected graph G = (V, E), with nodes V = {v1, ..., vn} and edges
E = {ei j, ..., ekl}, specified by an adjacency matrix A with ai j = 1 if nodes vi and v j are connected,
ai j = 0 otherwise. The distance between each pair of nodes (vi, v j) is the number of edges in a
shortest path gi↔ j connecting them:
di j =
∑
ai j∈gi↔ j
ai j.
Let’s consider now a non-null subgraph H = (V ′, E′) of G, with order (|V ′| = m) < (|V | = n).
The vertex set V ′ of H is a subset of the vertex set V of G, and the adjacency relation A′ of H is
a subset of that of G to the subset V ′.
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We quantify the resilience of the network G to a targeted attack towards the subnetwork H as the
efficiency
Eff H =
1
n − m
∑
i∈VH
∑
j∈VH ,i, j di j
n − m − 1
of G after the deletion of the set of nodes V ′ and relative edges, with VH = V \ V ′ set difference
of V and V ′.
Let (m, p) be the number of nodes and edges removed from the overall network during the tar-
geted attack toward H.
To quantify the topological centrality of a subnetwork H within the overall network, we
compare the resilience of G to an attack towards H, with a suitable reference distribution. The
reference distribution is built by repeating niter times a random attack procedure toward an equal
number of network resources. Therefore, and consistently with the targeted attack, each random
attack entails the deletion of exactly m nodes and p edges from the original network. niter should
be large enough (e.g. niter = O(100) or niter = O(1000)) in order to reliably estimate the reference
distribution. After each random attack, the efficiency Eff rand of the lesioned network is computed.
The repeated random attack procedure provides an estimate of the statistical distribution P(Eff rand)
of network efficiency after the random removal of a fixed amount of network resources (m nodes
and p edges).
The topological centrality of the subnetwork H is defined as
ζH =
Eff H − µ[Eff rand]
σ[Eff rand]
,
with µ[Eff rand], σ[Eff rand] expectation and standard deviation of P(Eff rand).
A value of ζH significantly lower than zero indicates that the targeted attack towards H is more
deleterious than by chance. Conceptually, ζH quantifies the topological relevance of a subnetwork
H of G for the maintenance of the overall network efficiency. We stress that the null model for the
random attack is matched with the targeted attack in terms of (i) number of removed nodes, and
(ii) number of removed edges. The procedure for the computation of ζ is graphically summarized
in figure 3.4.
Figure 3.4 – Schematic representation of the subnetwork topological centrality computation. The
left and right graphs represent a targeted and a matched random attack. After each attack, the
efficiency of the lesioned network is computed. Repeated random attacks allow estimating an
efficiency reference distribution. The subnetwork topological centrality ζ is computed as the z-
score of the efficiency after targeted attack with respect to the reference distribution. Adapted
from (Vasa et al., 2015).
We next extend the definition of ζ to weighted, undirected networks.
Let’s consider a weighted, undirected network Gw = (V, E), specified by an adjacency matrix
Aw with ai j = wi j if nodes vi and v j are connected, ai j = 0 otherwise. wi j ∈ Re+ represents the
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connectivity strength between nodes vi and v j. Equivalently, a subnetwork Hw = (V ′, E′) of Gw
is specified by an adjacency matrix A′w, subset of Aw. The weighted distance dwi j between each
pair of nodes (vi, v j) is the sum of the weights of the edges in a (weighted) shortest path gwi↔ j
connecting them. The weighted efficiency Eff w is defined equivalently to the binary efficiency
Eff , by substituting di j with the weighted distance dwi j (for further details we refer to (Rubinov &
Sporns, 2010)).
A targeted attack towards a (weighted) subnetwork of interest Hw entails the removal of m
nodes and p edges from the original network, resulting in an overall loss of connectivity strength
WH =
∑
ei j∈Em
wi j,
with Em set of edges connected to the nodes V ′ of Hw. Note that the set Em includes edges
connecting nodes of Hw between them, and with the rest of the network.
We define a random attack matched to the targeted attack towards the weighted subnetwork Hw
as the deletion of an equal number m of nodes, and of an overall connectivity strength WH ± ε.
The tolerance level ε should be set a priori, for example as a percentage of the average nodal
strength of the network.
After each network attack, the (weighted) efficiency of the lesioned network is computed, allow-
ing to evaluate the (weighted) subnetwork topological centrality
ζwHw =
Eff wHw − µ[Eff wrand]
σ[Eff wrand]
.
As a practical consideration, the random attack procedure can be performed in two steps.
First, m randomly selected nodes are deleted from the original network. The deletion entails the
removal of a given set of edges Em,random with overall connectivity strength WEm,random (WEm,random
corresponds to the number of removed edges for a binary network). As a second step, extra edges
are randomly added to, or removed from the lesioned network until the value WH is matched up
to a given tolerance level ε (ε can be set to zero for binary networks).
We also mention that the choice of the network efficiency measure for the quantification of
the network damage after attack is robust to network fragmentation (Crucitti et al., 2003). As
opposed to the characteristic path length, the network efficiency is well-defined also for discon-
nected graphs. It is therefore possible to compute the topological centrality ζ for subnetworks
of large size, whose removal can potentially disconnect the original network. Anyway, the topo-
logical centrality measure (and the efficiency measure in general) can be unstable for extreme
network fragmentation. The average size 〈s〉 of the connected components after network attack
is a good measure of network fragmentation. In the following we will investigate the topolog-
ical centrality of subnetworks whose removal doesn’t reduce the average size 〈s〉 of connected
components below the 2% of the original network size.
3.3.2 Characterization
In this section we characterize the subnetwork topological centrality measure for four distinct
binary undirected networks (benchmark networks), namely a brain structural network BN, its
randomized version RN, an Erdo˝s–Rényi network ER, and a scale-free network SF.
3.3 Methods
Subnetwork topological centrality 25
Benchmark networks
The structural brain network was estimated from the diffusion-based anatomical connectivity
of 40 healthy subjects. The considered group-representative brain network BN counts n = 82
nodes, corresponding to 68 cortical and 14 subcortical regions, and according to the Desikan-
Killiany atlas (Desikan et al., 2006). An edge was included in the group-wise BN if present in
at least the 80% of the 40 subjects. BN is and undirected binary graph, with no self-loops and
density (i.e. number of edges over the total number of possible edges n(n−1)) δ ≈ 0.2 (table 3.1).
We obtained a randomized version RN of the BN network by recursive swapping of the brain
network edges, as described in (Maslov & Sneppen, 2002). The network RN has the same degree
sequence of the group-wise brain network (see figures 3.5c, 3.6c), but randomized structure.
For a matter of comparison, the Erdo˝s–Rényi random graph ER and the scale-free random
graph SF were built in order to have the same number of nodes n and approximatively the same
density δ as the human brain network. ER was built according to the model G(n,m), i.e. drawn
uniformly at random from the collection of all graphs which have n nodes and m edges, with
m = δn(n − 1). The ER graph was symmetrized with respect to the main diagonal in order to
obtain and undirected binary network, and self-loops were avoided.
For the scale-free model, we generated a network SF with n = 82 nodes and fixed degree se-
quence P(k) ∼ k−α, setting α = 2.2. We should mention here that a variety of real networks,
such as the Internet, demonstrate a degree sequence that approximately follows a power-law dis-
tribution P(k) ∼ k−α, with α typically bounded between 2 and 3 (Newman, 2010). Moreover,
the brain network has been associated with power-law (Kaiser et al., 2007) or exponentially-
truncated power-law degree distributions (Achard et al., 2006).
All the investigated networks are composed of one single connected component.
Figures 3.5, 3.6, 3.7 and 3.8 picture the adjacency matrix and the degree sequence (linear and
log-log scale) of the four considered networks: brain network (BN), randomized network
(RN), Erdo˝s–Rényi (ER), and scale-free (SF). Table 3.1 reports the main topological properties
of the investigated networks. We observe that the four network have approximatively equivalent
density δ, and similar global efficiency Eff . The brain network and the Erdo˝s–Rényi network
have an higher clustering level than the randomized and scale-free networks. Compared to the
other networks, the brain network is modular (higher Q) and small-world (sw > 1).
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Figure 3.5 – Structural brain network BN: (a) adjacency matrix; (b) degree sequence; (c) degree
sequence in log-log scale.
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Figure 3.6 – Randomized structural brain network RN: (a) adjacency matrix; (b) degree se-
quence; (c) degree sequence in log-log scale. Note that the degree sequence of the RN network
is equal to the degree sequence of the BN network.
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Figure 3.7 – Erdo˝s–Rényi network ER: (a) adjacency matrix; (b) degree sequence; (c) degree
sequence in log-log scale (approximatively Poisson-distributed).
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Figure 3.8 – Scale-free network SF: (a) adjacency matrix; (b) degree sequence; (c) degree se-
quence in log-log scale (power-law distribution).
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Topological
measure BN RN ER SF BNhr
δ 0.196 0.196 0.198 0.196 0.076
C 0.585 0.199 0.891 0.285 0.524
Eff 0.554 0.593 0.596 0.585 0.495
Q 0.393 0.195 0.142 0.190 0.509
sw 1.923 0.976 1.001 1.011 3.465
Table 3.1 – Topological properties of the brain (BN), the randomized brain (RN), the
Erdo˝s–Rényi (ER) and the scale-free (SF) networks. The last column reports the topological mea-
sures for a binary brain network BNhr from high-resolution cortical parcellation (1014 nodes),
described in section 3.3. δ: network density; C: average clustering coefficient; Eff : efficiency;
Q: modularity; sw: small-world index. Q was evaluated by repeating the Louvain algorithms
100 times and selecting the best solution (higher Q value). sw was computing by comparing the
average clustering coefficient and the characteristic path length of the benchmark of interest with
randomized networks obtained from repeated edge-swapping (Maslov & Sneppen, 2002) and
with equivalent degree distributions. For topological measures expression we refer to (Rubinov
& Sporns, 2010).
Hybrid network attack
We characterize the topological centrality of a subnetworks H for different benchmark networks,
and for different sizes and compositions of H. Particularly, we consider subnetworks of different
relative sizes f , with different degree mixing rates q. f is defined as the relative number of
nodes composing the subnetwork (i.e. fraction f of nodes deleted during a network attack). The
degree mixing rate q quantifies the proportion of higher and lower degree nodes included in the
subnetwork, and is specified in relation to an hybrid attack procedure defined hereafter.
In order to sample from a network G a subnetwork H with fixed parameters ( f , q), we define
a new strategy for network attack, named hybrid network attack (HYB). In the HYB attack
procedure nodes are removed one by one. Each time a step of the Random Node (rn) sampling
is performed with probability q, while a step of the Targeted Node (tn) sampling is performed
with probability (1− q). In the tn sampling, nodes are selected according to their degree ranking.
In the rn sampling each node has equal probability to be selected. The node degree ranking is
computed only at the beginning of the attack procedure, and it is not updated recursively at each
step.
One should note that setting q = 0 corresponds to perform a targeted attack towards a fraction f
of network hubs, while setting q = 1 is equivalent to perform a random attack towards a fraction
f of randomly selected nodes. The parameter q tunes the degree mixing rate of the attacked
subnetwork. The hybrid attack strategy allows selecting subnetworks of different compositions,
and exploring the behaviour of networks under attack over a range of intermediary conditions
between the targeted and the random attack extreme cases.
We assessed the average degree k of sampled subnetworks for different values of f (fraction of
removed nodes) and q (mixing rate, i.e. switching probability between tn and rn node selec-
tion) (figure 3.9). The mean degree values in the figure represent the average over nrep = 100
repetitions of the hybrid attack procedure, for each ( f , q) parameters combination. q values are
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encoded by the curve color, with dark red corresponding to q = 0 (targeted attack) and dark
blue corresponding to q = 1 (random attack). For the mixing rate, we considered the following
values:
q = [0, 0.1, 0.2 . . . 1].
For the number m of removed nodes we considered the following values:
m = [1, 2 . . . 66],
corresponding to 0 < f 6 0.8.
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Figure 3.9 – Average degree for hybrid attack. The plots represent the mean degree k of the
removed subnetworks during hybrid attacks, for different combinations of the ( f , q) parameters.
The subnetwork size f is represented on the x-axis; the subnetwork mixing rate q is encoded
in the color scale, with dark red corresponding to targeted attack (q = 0) and dark blue corre-
sponding to random attack (q = 1). The represented k values are the average over nrep = 100
repetitions of the hybrid sampling HYB, for each ( f , q) parameters combination. Hybrid attacks
were performed on the brain BN (a), the randomized brain RN (b), the Erdo˝s–Rényi ER (c) and
the scale-free SF (d) networks.
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Network resilience under hybrid attack
Before considering the subnetwork topological centrality measure, and for a matter of complete-
ness, we first characterize the behaviour of the Erdo˝s–Rényi, scale-free, brain and randomized
networks under the attack towards a fraction f of nodes, with different degree mixing rates q.
Figures 3.10, 3.11 and 3.12 represent the efficiency Eff , the size of largest connected compo-
nent S , and the average size of connected components 〈s〉 of the lesioned networks, as a func-
tion of the fraction f of removed nodes (x-axis), and of the degree mixing rate q (color scale).
Eff , S and 〈s〉 are classical measures used to quantify the network damage after an attack (Albert
et al., 2000; Crucitti et al., 2003; Newman, 2010).
Considering the two extreme curves (q = 1) (random attack) and (q = 0) (targeted attack), our
results are in line with previous literature. The brain network BN demonstrates a high resilience
to random attack, equivalently to the exponential and scale-free networks, and an intermediate
behaviour in response to targeted attack.
When exposed to targeted attack (q = 0, dark red curve), the network efficiency Eff is decreased
to the 50% of its original value when only the ∼ 10% of nodes is removed from the SF network,
but it is necessary to remove the ∼ 75% of nodes to get a similar effect on the ER network. The
efficiency of the brain network BN is reduced of 50% when the ∼ 50% of nodes is removed,
globally in line with previous observations (Achard et al., 2006; Alstott et al., 2009).
Around f = 50%, q = 0, the brain network also experiences a drop of S and 〈s〉 values, indicating
network fragmentation. The SF network gets fragmented when very few nodes are removed, with
a drop of S and 〈s〉 values for f = 4 − 5% (q = 0).
For the ER network, targeted attack, S and 〈s〉 curves diverge from the linear behaviour charac-
terizing the random attack only for f ' 70%. The resilience to targeted and random attack of the
randomized network RN is similar but not equal to the resilience of the brain network BN (see
in particular figures 3.12a, 3.12b), indicating that the degree distribution is not the only factor
influencing the brain network resilience.
The curves included between the (q = 0) and (q = 1) lines portrait the resilience of the four
networks for different degree mixing rates (figures 3.10, 3.11, 3.12). Figure 3.13 highlights the
dependency of Eff on q for different, fixed f values.
For small values of f , the mixing rate q has little or no influence on the efficiency drop for all the
considered networks (figure 3.13a). However, even for small values of f the scale-free network
experiences a linear decrease of Eff as function of q. For instance, for f = 5% the SF efficiency
drops of approximatively the 20% for targeted attack, and of the 10% for a mixed attack with
q = 0.4 (figure 3.13a). For higher f values, the relationship between Eff and q for the SF network
becomes exponential, with a rapid efficiency drop when moving from random to targeted attack.
The scale-free network is highly sensitive to the degree mixing rate q.
For growing values of f , the relationship between Eff and q is linear with growing slope for the
brain and randomized networks, which show a similar behaviour.
It is interesting to note that, although the Erdo˝s–Rényi network is highly resilient to both random
and targeted attacks, it shows as well a linear relationship between Eff and q, for growing f
values (figures 3.13b, 3.13c, 3.13d).
Subnetwork topological centrality
In section 3.3.1 we defined the topological centrality measure ζ for a subnetwork of interest as
the efficiency z-score after targeted attack towards the subnetwork itself, compared to a reference
distribution obtained from repeated random attacks. The main idea underlying the definition of
ζ is to quantify the topological relevance of a subnetwork (with variable size and composition)
for the maintenance of the overall efficient network communication. We can expect that ζ will
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Figure 3.10 – Network resilience to hybrid attack as quantified by means of the efficiency Eff
of the lesioned network. The resilience of the brain BN (a), the randomized brain RN (b), the
Erdo˝s–Rényi ER (c) and the scale-free SF (d) networks is investigated as a function of the re-
moved subnetwork size f (x-axis) and degree mixing rate q (color-coding, with dark red corre-
sponding to q = 0 and dark blue corresponding to q = 1). The represented Eff values are the
average over nrep = 100 repetitions of the hybrid attack, for each ( f , q) parameters combination.
Eff values are normalized with respect to the original network efficiencies reported in table 3.1.
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Figure 3.11 – Network resilience to hybrid attack as quantified by means of the size S of largest
connected component in the lesioned network. The resilience of the brain BN (a), the randomized
brain RN (b), the Erdo˝s–Rényi ER (c) and the scale-free SF (d) networks is investigated as a
function of the removed subnetwork size f (x-axis) and degree mixing rate q (color-coding, with
dark red corresponding to q = 0 and dark blue corresponding to q = 1). The represented S
values are the average over nrep = 100 repetitions of the hybrid attack, for each ( f , q) parameters
combination. S values are normalized with respect to n, number of nodes in the original network.
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Figure 3.12 – Network resilience to hybrid attack as quantified by means of the average size of
connected components 〈s〉 in the lesioned network. The resilience of the brain BN (a), the ran-
domized brain RN (b), the Erdo˝s–Rényi ER (c) and the scale-free SF (d) networks is investigated
as a function of the removed subnetwork size f (x-axis) and degree mixing rate q (color-coding,
with dark red corresponding to q = 0 and dark blue corresponding to q = 1). The represented
Eff values are the average over nrep = 100 repetitions of the hybrid attack, for each ( f , q) param-
eters combination. 〈s〉 values are normalized with respect to n, number of nodes in the original
network. Note that the horizontal dotted lines represent an average connected components size
〈s〉 equal to 5% of the original network size n.
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Figure 3.13 – Degree mixing rate - efficiency curves for fixed f values ( f = 5%(a), 25%(b),
50%(c), 70%(d)), for the four benchmark networks (ER, SF,BN,RN). The plots represent the
efficiency Eff computed on the lesioned networks after hybrid attack, as function of the degree
mixing rate q, with q = 1 corresponding to random attack and q = 0 corresponding to targeted
attack. The vertical bars indicate the standard deviation of the efficiency values over nperm = 100
repetitions of the hybrid attack, for each ( f , q) parameters combination. Eff values are normalized
with respect to the original network efficiencies reported in table 3.1.
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depend on the composition of the subnetwork under investigation, and in particular on its size
and degree mixing rate,
Here, we investigate the dependency of ζ on (i) the size f and (ii) the mixing rate q of the
subnetwork of interest, for the four reference networks BN, RN, ER and SF. We sample subnet-
works from the reference networks for each possible combination of the ( f , q) parameters, and
we compute their ζ values. This operation is repeated niter = 100 times, and is summarized in the
procedure 3.1. Figure 3.14 represent the average ζ(m,q) values over the niter = 100 repetitions of
procedure 3.1, and shows the topological centrality ζ of subnetworks with different mixing rates
q and sizes f (with f = n · m, n number of nodes in the original network).
Procedure 3.1: evaluate ζ curves for all (m,q) combinations
Input: niter = 100, nperm = 100
m = [1, 2 . . . (0.8 · n)], q = [0, 0.1 . . . 1]
G = (V, E) reference network, n =| V |
for i = 1→ niter do
for all (m, q) in (m × q) do
Remove subnetwork Hi(m,q) from G (HYB attack)
Compute efficiency Eff (Hi(m,q)) of lesioned network G
di(m,q) ← number of removed edges during hybrid attack
for j = 1→ nperm do
Randomly remove subnetwork H(i,j)rand(m) from G (random attack)
d(i, j)rand(m) ← number of removed edges during random attack
while d(i, j)rand(m) < d
i
(m,q) do
Randomly remove one edge from G
end while
while d(i, j)rand(m) > d
i
(m,q) do
Randomly add one edge to G
end while
Compute efficiency Eff (H(i,j)rand(m)) of lesioned network G
end for
µi(m,q) ← mean(Eff (H(i, j)rand(m)))
σi(m,q) ← standard deviation(Eff (H(i, j)rand(m)))
ζ i(m,q) ← (Eff (Hi(m,q)) − µi(m,q))/σi(m,q)
end for
end for
We observe that both the Erdo˝s–Rényi network ER and the randomized network RN have a
random edges distribution, with no particular modular, hierarchical or clusterized network struc-
ture (table 3.1). We therefore expect that none of their subnetworks will present a ζ higher than
expected by their overall amount of resources alone, as no structure is present in the networks.
In this sense, we can test the null hypothesis H0 : µEff = µ
Eff
0 that the average efficiency µ
Eff of
a set of subnetworks with parameters ( f , q) is equal to the average efficiency µEff0 of the refer-
ence distribution obtained from (matched) random attacks, for the ER and RN networks. In fact
z-statistics can be directly related to quantiles of the standard normal distribution. The critical
z-values for a 95% confidence level (two-sided alternative hypothesis H1 : µe f f , µ
Eff
0 ) are -1.96
and 1.96. Figure 3.14c, 3.14b reports the average z-scores (ζ values) for subnetworks with pa-
rameters ( f , q), extracted from the ER and RN networks. We can remark that, as expected, the
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ζ values oscillate around the 0, with no crossing of the −1.96 line, that is, none of the selected
subnetworks is topologically more central than what it would be expected by their total resources
amount only. It is interesting to note that these considerations are true also for the randomized
network RN, which has a skewed degree distribution (figure 3.6b). Taken together, these observa-
tions indicate that the measure ζ here introduced correctly characterizes subnetworks topological
centrality for networks with random structure.
On the contrary, the brain network BN, which has degree distribution equivalent to RN
(figure 3.5b), demonstrates a different behaviour. For a high subnetwork ratio between low and
high degree nodes, the subnetwork topological centrality oscillates close to 0, independently
form its size f . For lower low/high degree ratios (q < 0.8), the subnetworks show a topological
centrality ζ higher than predicted by their resources amount alone (ζ < −1.96). Moreover we
remark that:
• even for very small subnetwork sizes ( f  0), the curves (q = 0), (q = 0.1), (q = 0.2),
(q = 0.3) and (q = 0.4) lie below the −1.96 threshold. Conceptually, subnetworks with
low mixing rates q correspond to sets of brain hubs. Therefore, the measure ζ consistently
assigns high topological centrality to brain network hubs;
• the curves with q < 0.8 reach a minimum for progressively higher f values. We can
speculate that when the complete set of network hubs are included within the subnetwork
of interest, we have a maximal (absolute) subnetwork topological centrality. Thereafter,
the topological centrality decreases (in absolute value) as less central nodes are included
into the subnetwork
Similar considerations apply to the scale-free network (figure 3.14d).
The comparison between the behaviour of the brain network BN and its randomized version
RN highlights that the topological centrality ζ of a subnetwork does not relate only to the network
degree distribution, but also encodes information about the topological structure of the network
itself.
3.3.3 Centrality of brain circuits
As a proof of concept, in this section we investigate the topological centrality ζ of well-known
brain circuits and clubs, and particularly: (i) the rich-club, and (ii) the hub cores separately
composed by connector and peripheral hubs.
To this end, we considered binary structural brain networks derived from DSI data of 40 healthy
subjects. The healthy subjects cohort here investigated is the same as in section 3.3.2. Neverthe-
less, for the current analyses we used a different grey matter parcellation with a higher resolution,
and therefore a different definition of the graph nodes. The higher resolution parcellation was
obtained by subdividing the 68 Desikan-Killiany cortical regions (Desikan et al., 2006) into 1000
smaller and approximatively equally-sized regions, according to (Cammoun et al., 2012), for a
total of 1014 nodes (1000 cortical regions and 14 subcortical regions).
Both subject-wise and group-representative brain networks were analysed. An edge was included
in the representative brain network BNhr if present in at least 10% of the subjects. The network
BNhr had density δ = 0.076 (table 3.1); its degree distribution is represented in figure 3.15.
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Figure 3.14 – Subnetwork topological centrality for different subnetworks sizes f (x-axis) and
degree mixing rates q (color-coding, with dark red corresponding to q = 0 and dark blue cor-
responding to q = 1). The represented ζ values are the average over nrep = 100 repetitions
of the hybrid attack (subnetwork sampling), for each ( f , q) parameters combination. The hor-
izontal dashed lines indicate critical z-values at a significance level α = 0.05 (two-sided alter-
native hypothesis). Only ( f , q) combinations that do not cause network fragmentation (defined
as 〈s〉 < 0.02 · n) are represented. The subnetwork topological centrality is evaluated for the
four benchmark networks: (a) brain BN, (b) randomized brain BN, (c) Erdo˝s–Rényi ER and (d)
scale-free SF networks.
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Figure 3.15 – Group-representative structural brain network BNhr, 1014 nodes: (a) adjacency
matrix; (b) degree sequence; (c) degree sequence in log-log scale.
Rich-club topological centrality
We defined the rich-club subnetwork according to (van den Heuvel & Sporns, 2011), therefore
including the following anatomical regions: right and left supriorfrontal, superiorparietal, pre-
cuneus, thalamus, putamen and hippocampus. All the high-resolution nodes corresponding to the
listed anatomical regions were selected. The rich-club subnetwork therefore counted 196 nodes,
corresponding to a fraction f = 19.3% of the overall 1014 BNhr network nodes.
The rich-club is a set of network hubs whose inter-connectivity is higher than expected by
their degree only (Alstott et al., 2014). The rich-club has been shown to play an important
role within the overall brain system and to be a central subnetwork as quantified by the relative
high number of network shortest paths passing through its nodes and edges (van den Heuvel
& Sporns, 2011). Moreover, the rich-club architecture has been shown to increase the number
of possible stable configurations of cortical activity, thus promoting a large set of different brain
functions (Senden et al., 2014). We therefore expect the topological centrality ζrc of the rich-club
to be significantly different from zero (ζ < −1.96).
The topological centrality ζrc of the rich club subnetwork was evaluated by computing the
network efficiency Eff after rich-club nodes lesioning, and comparing it to its reference distri-
bution. The random attack procedure was repeated 100 times. Each random attack entailed the
removal of a number of nodes and edges exactly equal to the number of elements removed during
the targeted attack towards the rich-club. We found a rich-club topological centrality ζrc = −7.55,
indicating that the topological role of the rich club is more prominent than expected by its high
connectivity alone.
Peripheral and connector hubs topological centrality
The brain network has been shown to have a modular organization, with high degree nodes acting
as shortcuts for communication between segregated communities. Brain hubs can be formally
identified as the nodes whose degree exceeds the mean degree value plus one standard deviation
(this is of course not an univocal definition) (Sporns et al., 2007). Brain hubs can be classified
into peripheral, connector or kinless hubs according to their participation index PI computed with
respect to a network decomposition into non-overlapping modules (Guimerà & Amaral, 2005).
PI quantifies the ratio of inter-modular vs intra-modular connections of each node and is bounded
between 0 and 1. Peripheral hubs (PI < 0.30) are central nodes within their topological mod-
ule, but have few connections with other modules’ nodes. Connector hubs (0.30 < PI < 0.75)
share a consistent number of links with other modules’ nodes, therefore promoting overall net-
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work integration. Brain connector hubs mediate the relatively sparse connections between the
different modules (Meunier et al., 2010), and play a role in maintaining long-range synchronized
functional activity (He et al., 2009; Honey & Sporns, 2008).
Here we test the topological centrality of subnetworks composed by connector or periph-
eral hubs only, and matched in terms of size (number of nodes) and average nodal degree. For
equivalent subnetworks size and average degree, we expect connector hubs subnetworks to have
topological centrality higher than peripheral hubs subnetworks.
As a remark, we mention that the 82-nodes brain network BN investigated in the previous
section 3.3.2 counted relatively few peripheral and connector hubs, with peripheral hubs subnet-
works presenting a significantly lower average degree than connector hubs subnetworks. On the
contrary, and as described below, for the 1014-nodes brain networks it was possible to identify
peripheral and connector hubs subnetworks matched in terms of size and average degree. These
considerations motivated our choice of a higher resolution cortical parcellation for the current
analyses.
Each subjects-wise binary network (excluding subcortical regions) was decomposed into
modules using the Louvain algorithm (Blondel et al., 2008). Specifically, the Louvain algorithm
was run 100 times for each subject, and the best network decomposition in terms of modularity
value Q was chosen for each subject. For illustrative purposes, the same procedure was applied to
the group-representative network BNhr, and its modular decomposition is shown in figure 3.16.
For each subject-wise brain network, hubs were identified as nodes whose degree k exceed
the average network degree plus one standard deviation. Network hubs were then classified
as connector or peripheral according to their participation index PI. We note that, according
to this procedure, different subject-wise networks can present different numbers of connec-
tor and peripheral hubs. For each subject, and in order to identify a hubs subnetworks of the
same size, we therefore selected nsubnetwork connector hubs and nsubnetwork peripheral hubs, with
nsubnetwork = min(nconnector, nperipheral). nconnector is the overall number of connector hubs for the
considered subject; nperipheral is the overall number of peripheral hubs for the considered subject.
For each subject, nsubnetwork connector and nsubnetwork peripheral hubs were selected in order to
reach the best possible degree matching between the two sets. No overall statistical difference
was present in terms of average degree (and therefore number of removed edges during targeted
attack) between the two sets.
For each subject, the topological centralities of the connector hubs subnetwork (ζconnector)
and of the peripheral hubs subnetwork (ζperipheral) were computed for the two connector and
peripheral cores. The (absolute) topological centrality of connector subnetworks was signifi-
cantly higher than the topological centrality of peripheral subnetworks (Wilcoxon rank sum test,
p = 0.00006), as expected.
Moreover, even if composed of network hubs, the peripheral subnetworks showed a topological
centrality close to zero (figure 3.17). Peripheral hubs are mainly connected to nodes within their
own module, and poorly connected between them. We can therefore speculate that these nodes
play an important role within single modules, but have a relatively low impact on the overall
network communication efficiency.
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Figure 3.16 – Surface plots representing the modular decomposition of the 1014-nodes brain
network BNhr.
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Figure 3.17 – Box plots representing the distributions of subject-wise topological centrality val-
ues for subnetworks composed of connector hubs (on the left, ζconnector), and for subnetworks
composed of peripheral hubs (on the right, ζperipheral). Subject-wise connector and peripheral
subnetworks were matched in terms of size and average degree. ζconnector values were signifi-
cantly smaller than ζperipheral values (Wilcoxon rank sum test, p = 0.00006).
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3.4 Conclusions
The investigation of brain connectivity networks across multiple spatial scales provides im-
portant insights into brain organizational principles and their alteration in diseases. The alteration
of global network properties is probably an hallmark for the majority of brain disorders. Anyway,
system-scale analyses lack of specificity toward peculiar pathological traits, and global network
measures remain of difficult biological interpretation. On the other hand, nodal measures do not
capture large and middle-scale interactions potentially important for the understanding of patho-
logical mechanisms. Moreover, local analyses are particularly sensitive to the noise intrinsic to
brain connectivity matrices.
Moved by these considerations, in this chapter we focused on the topological characterization of
brain sub-systems. Particularly, in clinical studies it is often of interest to quantify how much
the disruption of a particular brain circuit can impact the overall brain communication efficiency,
and potentially lead to altered functionalities and symptoms. Anyway, network science literature
has dedicated limited attention to the characterization of subnetwork topological roles.
Previous works have suggested that the network attack procedure might be a valuable instru-
ment for the characterization of elements (nodes and edges) centrality within the overall brain
network. Here, we built on this concept, and we defined a simple measure ζ quantifying the
topological centrality of a subnetwork within a whole network architecture.
The subnetwork topological centrality ζ was defined as the network efficiency loss after targeted
attack toward the subnetwork of interest, with respect to an appropriate reference distribution.
We expected that subnetworks of different sizes f and degree mixing rates q would have distinct
topological roles within an overall network. Moreover, we expected that such topological role
would vary as a function of the original network architecture.
We therefore characterized ζ for a set of ( f , q) parameter values, with f representing the relative
size of the subnetwork of interest, and q its degree mixing rate. As expected, we observed that
for unstructured networks (Erdo˝s–Rényi and randomized brain networks) ζ is close to zero for all
possible combinations of ( f , q) values. When no structure is present in the network, none of its
subnetworks presents a topological centrality higher than expected by the amount of its resources
(nodes and edges) alone.
On the contrary, in structured networks (scale-free and brain networks) ζ identified sets of subnet-
works with distinctive topological centrality. In particular, subnetworks of the brain graph with
medium/low mixing rate, i.e. including a large percentage of high degree nodes, showed a high
topological centrality, and their damage significantly affected the overall network communication
efficiency. For the brain network, maximal (absolute) ζ values are reached when sampling low
mixing rate subnetworks with size of approximatively 10-12 nodes. This subnetwork dimension
is consistent with the size of the largely investigated brain rich-club.
As a proof of concept, we computed ζ for well-known brain cores, and we characterized the dif-
ferent topological roles of the rich-club, the connector hubs, and the peripheral hubs subnetworks.
Taken together, our analyses suggest that the subnetwork topological centrality measure here
introduced can capture complex interplays between network subsystems and overall network
topology, and might be a valuable insturment for the characterization of brain subsystems in
health and diseases.
In the next chapter we will apply this measure to the investigation of brain dysconnectivity pat-
terns characterizing different brain disorders, namely schizophrenia, early psychosis and 22q11
deletion syndrome.
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4.1 Applications
Tracking brain connectivity alterations
across psychosis stages
4.1.1 Purposes
Schizophrenia is a major psychiatric disorder characterized by disabling positive, negative,
and cognitive symptoms. According to the dysconnectivity hypothesis (Friston & Frith, 1994),
distributed alterations of brain connectivity patterns, and abnormal functional integration be-
tween distinct brain areas could underlie the symptoms observed in the pathology (Stephan
et al., 2009, 2006). Indeed a remarkable number of studies based on magnetic resonance imag-
ing (MRI) highlighted morphological (Glahn et al., 2008; Honea et al., 2005), functional (Cal-
houn et al., 2009) and structural connectivity (Fitzsimmons et al., 2013; Pettersson-Yeo et al.,
2011) disturbances spatially distributed, but particularly involving temporal, parietal, frontal and
subcortical structures (Bora et al., 2011; Canu et al., 2015; Ellison-Wright & Bullmore, 2009;
Shepherd et al., 2012), in full blown-up syndrome as well as in earlier phases of the disease.
According to the staging model proposed by McGorry and colleagues (McGorry et al., 2006;
Wood et al., 2011), progressive clinical stages can be formally defined on the basis of symptoma-
tology and cognitive markers, as summarized in figure 4.1. Consistently, increasing evidence
suggests that critical brain structural and functional modifications occur early in the disease pro-
cess, and follow a progressive evolution with more abnormal brain changes corresponding to
more severe psychotic stages. In this regard, McGorry and colleagues have recently reviewed
evidences of brain structural changes progression as quantified by magnetic resonance imaging
studies (McGorry et al., 2014):
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"The brain region most commonly shown to be abnormal in chronic
schizophrenia, the lateral ventricles, is less affected in first-episode pa-
tients (Steen et al., 2006), and unaffected in ultra-high risk individuals (Borg-
wardt et al., 2007). A recent study has shown that gray matter decreases,
predominantly in the frontal cortex, are far more pronounced in chronic
schizophrenia than in first episode psychosis patients (Ellison-Wright et al.,
2008), while other work has extended this evidence to ultra-high risk sub-
jects (Sun et al., 2009a). We have found similar patterns in the superior
temporal gyri (Takahashi et al., 2009c) and insular cortex (Takahashi et al.,
2009a,b), with clear evidence for increasing abnormality across the stages of
illness (McIntosh et al., 2011). Similarly, marked reductions in hippocampal
volume have been noted in chronic schizophrenia patients, while this is less
clear in first-episode patients (Vita et al., 2006), and non-significant in ultra-
high risk subjects (Buehlmann et al., 2010; Velakoulis et al., 2006; Wood
et al., 2010). ... Taken together, these observations support the view that
progressive brain structural changes in schizophrenia clearly involve a linear
gradient of change, though a non-linear step function is also possible. ... Such
progressive evolution and differentiation of neuroanatomical changes may be
paralleled by changes in function, connectivity and neurochemical integrity
in these circuits, and will need systematic research."
The characterization of progressive pathological stages by means of neurobiological markers
is therefore of central interest. The identification of early psychosis biomarkers through neu-
roimaging methods would help the quantitative identification of disease stages. It will contribute
to the understanding of pathological mechanisms and the assessment of early intervention and
personalized treatments. Magnetic resonance imaging, brain connectivity analysis and graph the-
ory are perfectly suited for the investigation and characterization of dysconnectivtiy syndromes
such as schizophrenia. The purposes of the present studies are (i) the identification of connectiv-
ity alterations occurring in chronic schizophrenia patients, and (ii) the extension of findings to the
earlier stages of the pathology. Characterizing connectomics anomalies in chronic schizophrenia
and then moving to earlier stages is an important conceptual framework, as brain changes already
present in the early phase of psychosis are subtler and more difficult to measure (McGorry et al.,
2014).
Here, we first review current findings from diffusion MRI-based connectome studies on
schizophrenia and psychosis neuropathology (section 4.1.2). Thereafter, we propose a sound
analysis pipeline based on graph theory elements for the identification of a brain core affected
in chronic schizophrenia patients (section 4.1.3). In order to characterize the topological role of
such affected core, we use the subnetwork topological centrality measure ζ defined in the previ-
ous chapter 3. Next, we extend our findings from chronic patients (corresponding to stage IV of
figure 4.1) to a cohort of early psychosis patients (corresponding to clinical stages II and III of
figure 4.1). Moreover, we use the number of hospitalizations variable to distinguish between less
severe (approximatively, clinical stage II) and more severe (approximatively, clinical stage III)
illness stages. We show that, although global network measures are not altered in early psychosis
patients, the brain core affected in chronic schizophrenia is precociously impaired in the early
stages of psychosis (section 4.1.4). We propose the disruption and topological decentralization
of the affected core as central pathological mechanism. We conclude the present section with
closing remarks and discussion (section 4.1.5).
4.1.2 Introduction
Schizophrenia is a severe psychiatric disorder hypothesized to be the result of brain connec-
tivity impairment (Friston & Frith, 1994). Studies based on graph theoretical approaches report
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Figure 4.1 – Outline of clinical staging in psychotic disorder (Wood et al., 2011). Reprinted
from Biological Psychiatry, Volume 70, Issue 7, Wood SJ et al., Neuroimaging and Treatment
Evidence for Clinical Staging in Psychotic Disorders: From the At-Risk Mental State to Chronic
Schizophrenia, pp. 619-625. Copyright (2011), with permission from Elsevier.
a decrease of brain network efficiency, associated with a reduced capacity of integration of in-
formation between brain areas (Fornito et al., 2012; van den Heuvel & Fornito, 2014). Various
structural substrates have been proposed to underlie the brain network efficiency loss occurring
in schizophrenia. Moving from the analysis of system-level network properties to the role of
individual nodes (local scale), different brain subnetworks have been shown to be involved in
the pathology. Applying a network based statistics (NBS) approach, Zalesky and colleagues
identified a distributed fronto-parietal / occipital network as possible substrate of global network
alterations (Zalesky et al., 2011). Default mode network (DMN) regions were also shown to be
involved in advanced (Skudlarski et al., 2010; Zhang et al., 2012) and early stages (Zhang et al.,
2014) of psychosis.
A common element among reported brain damages in schizophrenia is the presence of brain
network hubs. Global network alterations can indeed be associated to a distributed weakening
of hub regions, and specially prefrontal, limbic, temporal and parietal areas (van den Heuvel
et al., 2010; Zhang et al., 2012). Brain hubs are nodes presenting a high degree of centrality
within the brain network, and have therefore been associated to a considerable metabolic cost
and a potential higher vulnerability in the context of psychiatric disorders (Bullmore & Sporns,
2012). Brain connections between a specific set of hub regions, the rich-club (van den Heuvel
& Sporns, 2011), have recently been shown to be weakened in schizophrenia patients (van den
Heuvel et al., 2013). This result is paralleled by resting state functional studies (Yu et al., 2013).
Interestingly, rich-club regions have been shown to be affected, but in less severe form, in unaf-
fected siblings of schizophrenia patients (Collin et al., 2014a), and in 22q11 deletion syndrome
patients (Ottet et al., 2013b). The 22q11 deletion syndrome is a genetic sub-type of schizophrenia
(see as well section 4.2). These findings may reflect a link between familial and genetic bases,
and white matter connectivity alterations for schizophrenia vulnerability (Collin et al., 2014a;
van den Heuvel & Fornito, 2014).
Even though there is a large amount of evidence pointing towards an alteration of normal
hub cores in schizophrenia and to an affection of the related connections disproportionate to
other brain tracts, this effect may not necessarily be specific to schizophrenia neuropathology
only (Rubinov & Bullmore, 2013b), considering that high degree nodes have been implicated in
different brain pathologies (Drzezga et al., 2011; Griffa et al., 2013b; Lo et al., 2010; Zhang et al.,
2011) and normal aging (Damoiseaux et al., 2009; Tomasi & Volkow, 2012). In schizophrenia,
losses of overall brain network properties have been extensively associated to hubs and rich-club
disruption (Rubinov & Bullmore, 2013b; van den Heuvel & Fornito, 2014); to alterations of brain
network hierarchical organization (Bassett et al., 2008); to disruption of anatomical connections
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among fronto-parietal-occipital areas (Zalesky et al., 2011) and fronto-temporal poles (van den
Heuvel et al., 2010), default mode network (Skudlarski et al., 2010), and to long associative
fasciculi (Canu et al., 2015). Taken together these findings corroborate the hypothesis that
schizophrenia is associated to a widespread rather than localized alteration of brain structural
connectivity, implying a modified organization of the brain communication system that involves,
but is not limited to high degree cores.
Building on these considerations, we present here an investigation of brain network topology
and subnetworks impairment underlying the connectome disruption observed in schizophrenia,
and we quantitatively characterize such alterations across psychosis stages. Particularly, we pro-
pose the decentralization of a distributed set of brain regions as a possible mechanism underlying
the schizophrenia pathology, and characterizing early stages of the pathology and their evolution.
Brain connectivity networks were estimated from DSI data for 16 chronic schizophrenia patients,
59 early psychosis patients, and an equal number of controls.
DSI is characterized by strong diffusion weighting and high angular resolution. As a consequence
DSI is more sensitive to white matter microstructural organization than classical Diffusion Tensor
Imaging (DTI). Crossing-fibers can be mapped accurately and tissue alterations affecting the
white matter slow diffusion compartment may be captured (Baumann et al., 2012; Mendelsohn
et al., 2006; Wedeen et al., 2012).
As a first step, global and nodal integration and segregation network properties were assessed in
order to corroborate previous findings (Bassett et al., 2008; van den Heuvel et al., 2010; Zalesky
et al., 2011). Thereafter, alterations of nodal properties allowed identifying a distributed brain
subnetwork affected in chronic schizophrenia patients, in substantial agreement with previous
studies (van den Heuvel & Fornito, 2014). More importantly, the topological role of such affected
core within the overall brain system was assessed in a graph theoretical framework, in order to
characterize brain organizational principles underlying the pathology. The topological position
of the affected core within the overall brain network appears to be precociously compromised in
the earlier stages of the disease. We propose affected core network measures as possible markers
of illness progression.
4.1.3 Methods and Materials
4.1.3.1 Subject cohorts
Patients were recruited from the outpatient clinic of the department of psychiatry (Service for
General Psychiatry, PGE), Lausanne University Hospital, Switzerland.
16 patients (10 males and 6 females, aged 42 ± 10 years old) met criteria DSM-IV for
schizophrenia or schizo-affective disorder (Association, 2000) and were assigned to the chronic
schizophrenia patients group (SCHZ).
59 patients (42 males and 26 females, aged 26 ± 6 years old) were recruited from the TIPP
Program (Treatment and Early Intervention in Psychosis Program, University Hospital, Lau-
sanne) (Baumann et al., 2013), and met the threshold for psychosis according to the CAARMS
(Comprehensive Assessment of the At-Risk Mental State) criteria (Yung et al., 2005). They were
assigned to the early psychosis group (EP).
For each one of the two investigation groups, healthy controls were recruited and assessed
by means of the Diagnostic Interview for Genetic Studies (Preisig et al., 1999). Major mood,
psychotic, or substance-use disorder and having a first-degree relative with a psychotic disorder
were exclusion criteria for controls. Neurological disorders and severe head trauma were exclu-
sion criteria for all subjects. A total of 68 healthy subjects was considered, and pair-wise matched
to the patients according to age, gender and handedness. 6 of the 68 healthy subjects were used
as controls for both the SCHZ and the EP group. The control group CTRLSCHZ for the SCHZ pa-
tients was composed of 15 healthy subjects (8 males and 7 females, aged 41± 10 years old). The
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control group CTRLEP for the EP patients was composed of 59 healthy subjects (40 males and 19
females, aged 26 ± 6 years old). No statistical difference in terms of age, gender or handedness
was present between the groups CTRLSCHZ and SCHZ, nor between the groups CTRLEP and EP.
Informed written consent in accordance with our institutional guidelines (protocol approved by
the Ethic Committee of Clinical Research of the Faculty of Biology and Medicine, University of
Lausanne, Switzerland) was obtained for all the subjects.
In order to asses their cognitive profile, all participants performed the MATRICS Consensus
Battery (MCCB Matrics Assessment, Inc. (August et al., 2012; Kern et al., 2008; Nuechterlein
et al., 2008)). Particularly, the following cognitive domains were assessed: speed of processing
(category fluency, TMT and BACS scores), attention and vigilance (CPT score), verbal (LNS
score) and non-verbal (WMS) working memory, verbal learning (HVLT score), visual learning
(BVMT score), reasoning and problem solving (NAC scores). Moreover, all the SCHZ and EP
patients were assessed with the Positive and Negative Syndrome Scale (PANSS) (Kay et al.,
1987).
In order to quantify therapeutic dose equivalence across antipsychotic medications, different
medication doses were converted to chlorpromazine equivalent dose (CPZ) (Andreasen et al.,
2010) CPZ is defined as the dose of a drug, equivalent to 100 mg of oral dose of chlorpromazine.
The drug equivalent to 200-300 mg of chlorpromazine is considered the minimum effective dose,
while a drug equivalent exceeding 1000 mg of chlorpromazine is considered high (Taylor et al.,
2007). 14 of the 16 SCHZ patients were taking medication at the time of this study, with average
medication of 341 ± 202 mg CPZ. 48 of 59 EP patients were taking medication at the time of
this study, with average medication of 378 ± 253 mg CPZ.
For all patients, the duration of illness was estimated as the temporal lapse between the date
the patient passed the psychosis threshold according to the CAARMS, and the date of the MRI
scan. Average illness duration for SCHZ patients was 16 ± 9 years; average illness duration for
EP patients was 2±2 years. For EP patients, the number of hospitalizations before the MRI scan
was also recorded.
4.1.3.2 Diffusion MRI
MRI acquisitions
All subjects (68 CTRL, 59 EP and 16 SCHZ) included in this study underwent an MRI session on
a 3 Tesla scanner (Magnetom TrioTim, Siemens Medical Solutions), equipped with a 32-channel
head coil. Each scanning session included a magnetization-prepared rapid acquisition gradient
echo (MPRAGE) sequence with 1 mm in-plane resolution and 1.2 mm slice thickness, covering
240x257x160 voxels. The TR, TE and TI were, respectively, 2300, 2.98, and 900 ms. The DSI
sequence included 128 diffusion-weighted images with a maximum b-value of 8000 s/mm2 and
one b0 reference image. The acquisition volume was made of 96x96x34 voxels with 2.2x2.2x3
mm resolution. TR and TE were 6100 and 144 ms, respectively. DSI datasets were visually
inspected for signal drop-outs across the scanning time. Signal drop-outs are linked to motion
artefacts (Yendiki et al., 2014). None of the investigated subjects presented important signal
drop-outs and needed to be excluded from this study.
MRI data processing and connectivity estimation
MRI datasets were processed in order to estimate the overall brain anatomical connectivity by
computing the white matter tracts connecting pairs of cortical and subcortical regions. MPRAGE
volumes were segmented into white matter, grey matter, and cerebrospinal fluid compartments,
and linearly registered to the b0 volume. Thereafter, the grey matter volume was subdivided
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into 68 cortical and 14 subcortical anatomical regions, according to the Desikan-Killiany at-
las (Desikan et al., 2006), and defining N = 82 brain network nodes. DSI data were recon-
structed according to (Wedeen et al., 2005), estimating voxel-wise orientation distribution func-
tions (ODFs). From ODFs, generalized fraction anisotropy (gFA) (Tuch, 2004) and apparent
diffusion coefficient (ADC) (Sener, 2001) maps were computed. Deterministic streamline trac-
tography (Mori et al., 1999) was performed on DSI reconstructed data, initiating 32 streamline
propagations per voxel, per diffusion direction. The connectivity between each pair of cortical
and subcortical regions was estimated by evaluating the streamlines starting and ending within
the two regions.
4.1.3.3 A graph-theory based pipeline for diffusion data analysis
Brain network estimation
The structural connectivity between each pair of network nodes was quantified as the normalized
connection density, (normalized effective number of connecting streamlines per unit surface).
The effective number of streamlines nuv connecting a pair of regions (u, v) was defined by nor-
malizing the raw number of streamlines (the number of connecting curves estimated from the
tractography algorithm) by their average length. Formally:
nuv =
∑
f∈Fuv
1
l( f )
,
with f ∈ Fuv a streamline belonging to the set of streamlines connecting regions u and v, and l( f )
the length of streamline f . The normalization of the raw number of streamlines is motivated by
tractography biases. In this study we used deterministic streamline tractography and we seeded
uniformly the WM volume. By taking this approach, there are more streamlines that are initiated
in longer bundles than in shorter bundles simply because a long tract passes through more WM
voxels. In fact the number of fibers initiated in a tract is directly proportional to its length.
In order to correct for this bias we chose the simplest approach of normalizing the number of
streamlines in a bundle by the average fiber length of the bundle (Hagmann et al., 2008). We
should anyway point out that this approach does not correct for all tractography biases. It is
in fact known that tract reconstruction suffers of biases due to error propagation and multiple
seeds along the tract path. Anyway it is not yet clear (at least to our knowledge) how to best
quantify such bias and compensate for it. In this study, the normalization procedure by the
average fiber length restores a plausible and on average inverse relationship (Gigandet et al.,
2013; Oh et al., 2014) between the connection length and the connectivity strength (figure 4.2).
No between-group difference was present in terms of average streamline length between the
groups (CTRLSCHZ vs SCHZ) and (CTRLEP vs EP), table 4.1.
The normalized connection density between each pair of cortical and subcortical regions was
formally defined as follows:
wuv =
1
W
duv =
1
W
(
2
S uS v
nuv),
with wuv connectivity strength associated to the edge connecting nodes u and v, W normalization
factor, and duv connection density between nodes u and v as defined in (Hagmann et al., 2008) (as
an example, figure 4.3 represents two connectivity matrices weighted by the absolute connection
density between pairs of nodes). S u and S u indicate the surfaces of the brain regions u and v.
The normalization factor W was defined as the sum of the connection density values over all the
edges belonging to the subject-wise connectivity matrix:
W =
∑
u∈N
∑
v∈N,v,u
duv,
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Figure 4.2 – Histograms of connectivity strength as a function of streamline length (in mm),
before and after the tractography bias correction. The connectivity strength is quantified as the
number of connecting streamlines (first row), or as the number of connecting streamlines normal-
ized by the average streamline length (second row). Both histograms have been normalized by
their maximum for comparison. The tractography bias correction normalizes the number of con-
necting fibers by their length harmonic mean, similarly to (Gigandet et al., 2013; Hagmann et al.,
2008). Although this is a simple correction method compared to more sophisticated approaches
(see for example (Girard et al., 2014; Morris et al., 2008; Smith et al., 2013)), it reestablishes a
more plausible (on average inverse) relationship between connectivity strength and connection
length. Indeed, studies based on imaging modalities other than diffusion MRI suggested that
connectivity strength is negatively correlated to connection distance in the brain (fMRI-based
studies: (Alexander-Bloch et al., 2013; Salvador et al., 2005); tracer injection study in rat: (Oh
et al., 2014)).
Figure 4.3 – Example of brain connectivity matrices weighted by absolute connection density
values, for a control subject and a schizophrenia patient. The connection density values are rep-
resented in logarithmic scale. The 82 nodes are ordered according to (Cammoun et al., 2012),
from frontal to occipito-temporal and subcortical regions, right hemisphere before, left hemi-
sphere after. Note that connections on the diagonal have been discarded for all the computations
throughout this study and have been set to zero in this figure.
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Measure CTRLSCHZ SCHZ p-values CTRLEP EP p-values
Brain∼W 3.757 ± 0.305 3.907 ± 0.178 0.09 3.604 ± 0.309 3.523 ± 0.362 0.4
Brain∼ δ 0.308 ± 0.019 0.320 ± 0.018 0.1 0.305 ± 0.020 0.306 ± 0.024 0.9
Brain∼
avg length (mm) 77.3 ± 5.8 79.0 ± 6.1 0.5 77.9 ± 6.7 77.1 ± 7.1 0.6
Brain∼avg w 0.000982 ± 0.00006 0.000943 ± 0.00005 0.1 0.000990 ± 0.000068 0.000990 ± 0.000078 0.9
Brain∼ wgFA 1.98 ± 0.20 1.88 ± 0.20 0.24 2.04 ± 0.23 1.96 ± 0.27 0.05∗
Brain∼ wiADC 16534 ± 1598 15698 ± 1658 0.31 16919 ± 2370 16044 ± 2185 0.05∗
a-core∼avg w 0.0014 ± 0.0001 0.0012 ± 0.0001 0.00035∗ 0.0014 ± 0.0002 0.0014 ± 0.0002 0.06
a-core∼ wgFA 2.55 ± 0.38 2.17 ± 0.26 0.0076∗ 2.63 ± 0.42 2.40 ± 0.36 0.005∗
a-core∼ wiADC 21751 ± 3022 18671 ± 2006 0.0042∗ 22140 ± 4065 20034 ± 2894 0.003∗
Out-core∼avg w 0.00102 ± 0.00008 0.00109 ± 0.00008 0.017∗ 0.00103 ± 0.00009 0.00105 ± 0.00010 0.3
Out-core∼ wgFA 1.99 ± 0.15 2.04 ± 0.26 0.68 2.05 ± 0.24 2.00 ± 0.32 0.1
Out-core∼ wiADC 16152 ± 1255 16819 ± 2175 0.4 16778 ± 2405 16182 ± 2596 0.09
Table 4.1 – Quantitative characteristics of the investigated network for the four groups of subjects
CTRLSCHZ , SCHZ, CTRLEP and EP. The overall brain network density δ, average streamline
length and normalization factor W are listed. Moreover the average normalized connections
density w, the average wgFA and the average wiADC values are reported for the overall brain
network, the a-core subnetwork, and the subnetwork complementary to the a-core (’Out-core’).
Reported numerical values refer to group-average values ± one standard deviation. The ’p-
values’ columns list the FDR-corrected p-values from WRS statistical testing between the group
pairs (CTRLSCHZ , SCHZ) and (CTRLEP, EP). * indicates between-group statistically significant
difference, at a significance level α = 0.05 (FDR-corrected).
with N set of brain nodes. Consequently, the weight of each edge represents a fraction of the
overall brain connectivity strength available for the considered subject, and not an absolute con-
nectivity strength value. This normalization allows focusing on the topological organization of
each subject brain network, and disentangles dependencies between measures of network orga-
nization and total connectivity weight (van Wijk et al., 2010). We note that other factors may
influence the value of network topological measures, and particularly the number of nodes in the
network (obviously the same for all the subjects), and the network density δ, i.e. the fraction of
existing edges over the maximum number of possible edges in the graph. No differences were
present in terms of network density δ and integrated connection density W between the group
pairs (CTRLSCHZ vs SCHZ) and (CTRLEP vs EP) (table 4.1).
Besides the normalized connection density duv, the average gFA and ADC values and the
effective number of fibers fuv were computed for each connecting tract (u, v). The gFA and ADC
measures are known to be markers of tract integrity such as axonal packing and myelination
levels (Beaulieu, 2002; Takahashi et al., 2002). In order to capture the relative importance of
tracts sizes we took a similar approach as previous works (Fischi-Gómez et al., 2014; Hagmann
et al., 2010), and weighted the gFA and the (inverse) ADC average values along each white matter
tract by the effective number of fibers nuv belonging to the tract (u, v) itself:
wgFAuv = gFAuv · nuv,
wiADCuv =
nuv
ADCuv
,
with gFAuv and ADCuv average gFA and ADC values along the streamlines connecting regions
u and v. For each one of the investigated subjects we therefore obtained multiple weighted undi-
rected connectivity matrices, with the following weighting schemes: (i) normalized connection
density duv, (ii) weighted gFA wgFA, (iii) weighted (inverse) ADC wiADC. For each subject the
three weighted matrices had the same binary structure.
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System- and local-scale analysis
For each subject’s connectome, global and local weighted network measures describing inte-
gration and segregation properties of the brain topology were computed. All the analyses were
performed using MATLAB 8.0, The MathWorks Inc., and the Brain Connectivity Toolbox (Ru-
binov & Sporns, 2010; Sporns). Network integration was quantified through the global efficiency
measure Eff (Latora & Marchiori, 2001) and the nodal closeness centrality L−1i (Freeman, 1978).
In brief, the global efficiency is inversely proportional to the network characteristic path length,
and describes the level of integration of communication between distant parts of the brain net-
work. The nodal closeness centrality is a local measure of centrality, proportional to the inverse
average shortest path length between the considered node and all the other brain regions. Seg-
regation properties were quantified through the network transitivity T (Newman, 2003) and the
nodal local efficiency Eff loc(i) (Latora & Marchiori, 2001). The transitivity measure quantifies the
average level of local connectedness in the network (Opsahl & Panzarasa, 2009), and compared
to other segregation measures (e.g. clustering coefficient) is robust with respect to low-strength
nodes contribution (Rubinov & Sporns, 2010; Watts & Strogatz, 1998). The nodal local effi-
ciency describes the degree of connectedness between the neighbours of the considered node.
These different measures were chosen because of their relevance in describing small-world net-
works (Bassett & Bullmore, 2006; Latora & Marchiori, 2001; Rubinov & Sporns, 2010). We
refer to (Rubinov & Sporns, 2010) for formal mathematical expressions of the listed measures.
Taken together, these measures allowed identifying a distributed set of brain nodes affected in
schizophrenia patients SCHZ compared to control subjects CTRLSCHZ . Specifically, in the frame-
work of the present study, the affected core of the schizophrenia brain network was defined as
the set of nodes presenting significantly decreased values of closeness centrality (integration
property) or local efficiency (segregation property) compared to controls. As reported below
(section 4.1.4), the affected core included 26 out of 82 brain nodes, corresponding to approxima-
tively the 30% of the overall brain network. On the contrary, none of the brain network nodes
considered individually presented decreased L−1i or Eff loc(i) when comparing EP and CTRLEP
subjects.
An investigation of the closeness centrality measures L−1i allowed identifying brain hubs,
typically defined as the nodes whose centrality measure is significantly higher than on aver-
age (Sporns et al., 2007; van den Heuvel & Sporns, 2011). In this study, normal brain hubs
where identified in the overall control group composed by 68 subjects as the set of nodes pre-
senting a closeness centrality L−1i larger than the mean closeness centrality over the whole 82
brain nodes, plus one standard deviation (figure 4.6). Moreover, the closeness centrality ranking
position (i.e. ordering number) ri of each node was evaluated for each one of the 149 subjects
included in this study.
Subsystem-scale analysis
Targeted and random attacks have been extensively used in connectome analyses, particularly as
a model to understand the relevance of localized brain damages (Alstott et al., 2009; Bullmore
& Sporns, 2009; Kaiser et al., 2007). Here we combined targeted and random attacks to assess
the degree of centrality of a specific set of nodes within the overall brain network. Specifically,
the topological role of the affected core (from now on dubbed a-core) for the maintenance of the
overall network efficiency was quantified by means of the topological centrality measure ζw in-
troduced in chapter 3. The measure ζw is defined as the standard score of the network efficiency
after targeted attack towards the subnetwork of interest (a-core), relative to the efficiency distri-
bution after repeated random attacks. In order to estimate the efficiency reference distribution,
the null model for the random attack was matched with the targeted attack in terms of (i) number
of removed nodes, and (ii) overall removed connectivity strength up to a tollerance level σ. The
weighted topological centrality measure ζw was applied.
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In the random attack procedure, and for each subject, we first removed 26 randomly selected
nodes together with their edges. Thereafter, if necessary, additional edges were removed in order
to match, up to a tolerance level σ, the overall connectivity strength removed during the targeted
attack towards the a-core. In this way the subject-wise amount of damage, quantified in terms of
removed number of nodes and total strength, remained identical across conditions. The tolerance
level σ was set equal to one standard deviation of the network efficiency values after targeted
attack, computed over all the subjects of the two classes (CTRLEP,EP) and (CTRLSCHZ , SCHZ).
During node and edge removal we controlled for network disconnectedness, i.e. none of the
56-nodes surviving network was disconnected. The random attack was repeated niter = 1000
times per subject. For illustrative purposes, figure 4.7a pictures the overall efficiency reference
distribution for the CTRLSCHZ and SCHZ groups, and the relative efficiency dispersions after
targeted attack towards the affected core.
Furthermore, the affected core was quantitatively characterized by computing the number
of shortest paths crossing the a-core. A shortest path is the geodesic path connecting two brain
regions and represents a probable pathway of communication (Bullmore & Sporns, 2012; van den
Heuvel et al., 2012). All the brain network shortest paths were evaluated. Subgroups of the
whole-brain shortest paths layout were then considered: (i) paths connecting nodes not belonging
to the a-core and NOT passing through the a-core, and (ii) paths connecting nodes not belonging
to the a-core BUT passing through the a-core. A path was defined to pass through the a-core if it
involved at least one step within it.
Finally, the affected core was characterized in terms of white matter tracts indicators. Tracts
connection a-core regions and regions outside the a-core were considered separately. White
matter microstructure within and outside the affected core was indirectly quantified by means of
average weighted gFA, and average weighted inverse ADC.
Between-group comparison
Between-group statistical differences of network and connectivity measures defined in the previ-
ous paragraphs were evaluated using the non-parametric Wilcoxon rank-sum test (WRS) test (Wilcoxon,
1945; Wolfe, 2012), setting the significance level α = 0.05. When necessary (for instance, when
testing node-wise closeness centrality, local efficiency, and centrality ranking) multiple compari-
son correction was applied by controlling the false discovery rate (FDR) at α = 0.05 (Benjamini
& Hochberg, 1995; Meskaldji et al., 2013). The null hypothesis that the affected core topo-
logical centrality ζwa−core of each group of subjects came from a distribution with zero-median
was tested with the non-parametric Wilcoxon signed-rank (WSR) test (Wilcoxon, 1945; Wolfe,
2012). The correlations between the node centrality rankings of the paired groups (CTRLEP,EP)
and (CTRLSCHZ , SCHZ) were evaluated using the Spearman’s rank correlation coefficient ρ. In
order to limit the effect of possible confounding factors, the groups of subjects were carefully
matched by age, gender and handedness. Accordingly, covarying by these three variables did not
change the outcomes of the statistical tests performed in this study. In order to assess statisti-
cal dependencies between a-core measures (a-core topological centrality ζwa−core, wgFA averaged
within the a-core, or wiADC averaged within the a-core), and subject type (CTRL, EP and SCHZ)
or early psychosis disease severity (EPa: low number of hospitalizations corresponding to lower
disease severity; EPb: high number of hospitalizations corresponding to higher disease severity;
see section 4.1.4), generalized linear models (GLM) including age and gender as covariates were
tested. Finally, previous studies suggested a possible relationship between grey and white mat-
ter alterations and medication (Moncrieff & Leo, 2010; Smieskova et al., 2009; Szeszko et al.,
2013). The relationship between all the network measures evaluated in this study and the CPZ
dose equivalents were therefore assessed for the schizophrenia and early psychosis groups by
means of the Spearman’s rank correlation coefficient ρ.
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4.1.4 Results
System-level analysis
First, global integration and segregation properties of the brain connectivity network were in-
vestigated in patients and healthy subjects. The global efficiency and the transitivity measures
were both decreased in schizophrenia patients compared to controls (p=0.0086, p=0.0042). In
contrast, no difference was present when comparing the CTRLEP and EP groups. Transitivity and
efficiency value dispersions for the four groups CTRLEP, EP, CTRLSCHZ and SCHZ are shown in
figure 4.4.
Figure 4.4 – Integration and segregation global network properties in healthy subjects
(CTRLSCHZ , CTRLEP), schizophrenia (SCHZ) and early psychosis (EP) patients. First row:
schematic representation of network integration and segregation properties (adapted from (Bull-
more & Sporns, 2009)). The green line highlights the shortest path between two distant nodes;
the blue line highlights a local triangles. Box plots: the red line indicates the groups mean;
the pink area represents the 95% confidence interval. P-values from two-sided WRS tests are
reported.
Identification of an affected core in SCHZ patients
Thereafter, local integration and segregation properties were assessed. In order to identify the
brain regions that mostly contribute to the loss of global topological properties in schizophre-
nia patients, the single nodes were tested for decreased closeness centrality and decreased local
efficiency (one-side WRS test, comparison between the CTRLSCHZ and SCHZ groups). The in-
vestigation of the local integration and segregation properties allowed indentifying a set of nodes
compromised in schizophrenia patients. Such affected core was defined as the set of nodes pre-
senting a significant decrease in nodal closeness centrality L−1i or local efficiency Eff loc(i), surviv-
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ing multiple comparison correction at FDR = 0.05. The affected core included fronto-basal (bi-
lateral medial orbitofrontal and left lateral orbitofrontal), middle frontal (bilateral caudal middle
frontal, right rostral middle frontal) and inferior frontal (right pars triangularis, left pars orbitalis
and left pars opercularis) cortices, left precentral cortex, parietal (bilateral postcentral region,
right supramarginal and precuneus, left superiorparietal) and left temporal-occipital (lateral oc-
cipital, middle temporal, inferior temporal) areas, the basal ganglia (bilateral caudate, pallidum
and accumbens areas, right putamen), and the left thalamus. Figure 4.5 shows the FDR-corrected
p-values from closeness centrality comparisons (CTRLSCHZ vs SCHZ) for the cortical regions
belonging to the affected core. Local efficiency and closeness centrality values for the a-core
regions are as well listed in table 4.2, together with their between-group statistics (CTRLSCHZ vs
SCHZ). The affected core encompassed 26 regions involving approximately 30% of the whole
brain network nodes. There was no evidence for increased nodal closeness centrality or local
efficiency in schizophrenia patients compared to matched controls in any of the 82 cortical and
subcortical regions.
Nodal integration and segregation measures were computed for each early psychosis patient
and healthy control. None of the 82 brain regions’ between-group comparison (CTRLEP vs EP)
of nodal closeness centrality and local efficiency survived multiple comparison correction.
Figure 4.5 – Surface representation of the cortical areas belonging to the affected core (in color),
that is, presenting an alteration of segregation and/or integration properties in schizophrenia pa-
tients. Colormap: p-values for significantly decreased closeness centrality in SCHZ compared to
CTRLSCHZ (one-side WRS test), corrected for multiple comparison (FDR control procedure (Ben-
jamini & Hochberg, 1995)).
Topological role of the affected core
In order to further investigate the brain network organization and the role of the identified a-core
within the overall brain topology for both schizophrenia and early psychosis patients, we stud-
ied the degree of centrality of the different brain regions within the individual brain networks.
Particularly, brain nodes were ranked according to their closeness centrality values in order to
identify hubs regions (Sporns et al., 2007), and to evaluate the topological position of the a-core
regions within the overall brain network, in the different groups. We tested eventual hubs alter-
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Affected core
brain regions
CTRLSCHZ
Closeness centrality
SCHZ
Closeness centrality
FDR-corrected
p-values
Rh medialorbitofrontal 0.00137 ± 0.00010 0.00126 ± 0.00014 0.0243∗
Rh parstriangularis 0.00123 ± 0.00015 0.00107 ± 0.00021 0.0355∗
Rh rostralmiddlefrontal 0.00115 ± 0.00010 0.00103 ± 0.00013 0.0251∗
Rh caudalmiddlefrontal 0.00118 ± 0.00012 0.00099 ± 0.00010 0.0111∗
Rh postcentral 0.00111 ± 0.00010 0.00100 ± 0.00013 0.0268∗
Rh supramarginal 0.00088 ± 0.00010 0.00077 ± 0.00008 0.0268∗
Rh precuneus 0.00107 ± 0.00011 0.00100 ± 0.00008 0.0268∗
Rh caudate 0.00140 ± 0.00011 0.00129 ± 0.00012 0.0268∗
Rh putamen 0.00146 ± 0.00012 0.00131 ± 0.00014 0.0215∗
Rh pallidum 0.00145 ± 0.00011 0.00128 ± 0.00009 0.0111∗
Rh accumbensarea 0.00138 ± 0.00012 0.00126 ± 0.00011 0.0251∗
Lh lateralorbitofrontal 0.00113 ± 0.00011 0.00100 ± 0.00012 0.0251∗
Lh parsorbitalis 0.00117 ± 0.00019 0.00102 ± 0.00016 0.0268∗
Lh medialorbitofrontal 0.00135 ± 0.00010 0.00124 ± 0.00010 0.0132∗
Lh parsopercularis 0.00121 ± 0.00019 0.00106 ± 0.00019 0.0403∗
Lh caudalmiddlefrontal 0.00116 ± 0.00010 0.00104 ± 0.00010 0.0241∗
Lh precentral 0.00141 ± 0.00013 0.00131 ± 0.00012 0.0403∗
Lh postcentral 0.00113 ± 0.00012 0.00103 ± 0.00010 0.0268∗
Lh superiorparietal 0.00119 ± 0.00014 0.00103 ± 0.00016 0.0268∗
Lh lateraloccipital 0.00088 ± 0.00015 0.00074 ± 0.00010 0.0251∗
Lh inferiortemporal 0.00093 ± 0.00013 0.00077 ± 0.00011 0.0150∗
Lh middletemporal 0.00094 ± 0.00016 0.00079 ± 0.00011 0.0268∗
Lh thalamusproper 0.00150 ± 0.00012 0.00136 ± 0.00012 0.0251∗
Lh caudate 0.00140 ± 0.00009 0.00128 ± 0.00009 0.0157∗
Lh pallidum 0.00144 ± 0.00013 0.00130 ± 0.00010 0.0215∗
Lh accumbensarea 0.00133 ± 0.00014 0.00120 ± 0.00011 0.0268∗
CTRLSCHZ
Local efficiency
SCHZ
Local efficiency
FDR-corrected
p-values
Rh medialorbitofrontal 0.00073 ± 0.00023 0.00059 ± 0.00016 0.1289
Rh parstriangularis 0.00050 ± 0.00016 0.00047 ± 0.00016 0.3457
Rh rostralmiddlefrontal 0.00045 ± 0.00011 0.00038 ± 0.00007 0.1180
Rh caudalmiddlefrontal 0.00060 ± 0.00022 0.00054 ± 0.00013 0.4096
Rh postcentral 0.00047 ± 0.00012 0.00044 ± 0.00011 0.3514
Rh supramarginal 0.00058 ± 0.00013 0.00044 ± 0.00008 0.0449∗
Rh precuneus 0.00038 ± 0.00006 0.00031 ± 0.00004 0.0914
Rh caudate 0.00069 ± 0.00015 0.00055 ± 0.00013 0.0617
Rh putamen 0.00075 ± 0.00014 0.00065 ± 0.00009 0.0859
Rh pallidum 0.00065 ± 0.00013 0.00058 ± 0.00017 0.1107
Rh accumbensarea 0.00075 ± 0.00024 0.00068 ± 0.00017 0.2953
Lh lateralorbitofrontal 0.00039 ± 0.00006 0.00035 ± 0.00012 0.1798
Lh parsorbitalis 0.00057 ± 0.00032 0.00049 ± 0.00017 0.4043
Lh medialorbitofrontal 0.00061 ± 0.00024 0.00055 ± 0.00015 0.4379
Lh parsopercularis 0.00070 ± 0.00021 0.00055 ± 0.00017 0.0914
Lh caudalmiddlefrontal 0.00061 ± 0.00012 0.00052 ± 0.00011 0.0942
Lh precentral 0.00085 ± 0.00012 0.00072 ± 0.00011 0.0449∗
Lh postcentral 0.00045 ± 0.00009 0.00042 ± 0.00010 0.1798
Lh superiorparietal 0.00033 ± 0.00007 0.00032 ± 0.00007 0.2478
Lh lateraloccipital 0.00029 ± 0.00005 0.00024 ± 0.00006 0.1232
Lh inferiortemporal 0.00041 ± 0.00011 0.00030 ± 0.00012 0.0617
Lh middletemporal 0.00042 ± 0.00011 0.00038 ± 0.00008 0.2953
Lh thalamusproper 0.00068 ± 0.00011 0.00062 ± 0.00017 0.1232
Lh caudate 0.00068 ± 0.00021 0.00058 ± 0.00014 0.2184
Lh pallidum 0.00069 ± 0.00011 0.00056 ± 0.00013 0.0617
Lh accumbensarea 0.00076 ± 0.00017 0.00070 ± 0.00026 0.2225
Table 4.2 – Closeness centrality and local efficiency values for brain nodes belonging to the
affected core. Group-average values ± one standard deviation are reported for the CTRLSCHZ
and SCHZ groups. The region labels have been defined as in FreeSurfer, Desikan- Killiany
atlas (Desikan et al., 2006). The last column lists FDR-corrected p-values from between-group
comparison (WRS one-side statistical test.)
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ations in patient groups compared to controls by (i) computing the Spearman’s rank correlation
coefficient ρ between the average group-wise nodal closeness centrality ranking, and (ii) by com-
paring node-wise closeness centrality ranking ri within subject-wise networks between groups.
No significant difference in terms of nodes ranking ri was found between the groups CTRLSCHZ
and SCHZ (node-wise WRS test, α = 0.05, FDR = 0.05), and CTRLEP and EP (node-wise WRS
test, α = 0.05, FDR = 0.05). The Spearman’s rank correlation coefficients between the group-
wise average ranking of the nodes were ρ = 0.94 (CTRLSCHZ vs SCHZ) and ρ = 0.98 (CTRLEP vs
EP). This quantitative analysis suggested no significant alteration of node centrality ranking and
hubs position between the investigated groups. Figure 4.6 represents the average nodal closeness
centrality for the healthy, early psychosis and schizophrenia subjects. In order to visually com-
pare the nodal ranking position among the three groups, nodes are ordered according to average
closeness centrality ranking (descending order) over the complete group of 68 healthy subjects
(CTRLEP + CTRLSCHZ). Regions belonging to the affected core are represented in darker colors.
10 of the 26 regions belonging to the identified a-core (i.e. approximatively 40% of the a-core re-
gions) positioned themselves among the most central brain nodes (hubs), while the other regions
of the a-core were more peripheral.
Figure 4.6 – Ranking of the average node-wise closeness centrality values for the three groups,
CTRL (including CTRLEP and CTRLSCHZ , first row), EP (second row) and SCHZ (third row).
Left column: left hemisphere nodes; right column: right hemisphere nodes. Hub nodes are
concentrated on the left part of the bra plot, and surpass the dotted line (representing the group
average closeness centrality, plus one standard deviation). Darker bars represent nodes belonging
to the affected core. In the figure the nodes ordering for the EP and SCHZ groups corresponds to
the CTRL node descending ranking.
We next examined the topological centrality of the affected core within the overall brain
network by means of the measure ζw. The a-core topological centrality was significantly lower
than zero for all the considered groups (WSR test, p < 0.0002), indicating that a targeted attack
towards the affected core nodes had a more severe impact on the overall brain communication
capacity than a random attack towards a comparable number of network resources (nodes and
edges). Moreover, ζwa−core was higher (closer to zero) in schizophrenia patients compared to
matched controls (WRS test, p = 0.004), indicating a weakening of the a-core topological role
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in schizophrenia patients (figure 4.7b). Since in the schizophrenia patients the a-core is already
weakened compared to matched controls, the impact of a targeted attack towards the a-core is less
harmful in patients than in controls. The average a-core topological centrality of EP patients was
higher (closer to zero) than matched healthy controls, but the comparison did not reach statistical
significance (WRS test, p = 0.07, figure 4.7c).
Finally, the shortest paths layout related to the affected core was compared between the in-
vestigated groups of subjects. A shortest path is a favourable path, in terms of network distance,
between two brain regions, and represents a probable pathway of communication between two
nodes (Bullmore & Sporns, 2012; van den Heuvel et al., 2012). Considering the shortest paths
connecting nodes external to the a-core only, the number nSPa−core of paths passing through the
a-core was decreased in schizophrenia patients compared to matched controls (p = 0.008). On
the contrary, and by consequence, the number of shortest paths nSPout−a−core not passing through
the a-core was increased in schizophrenia patients compared to matched controls (p = 0.008)
(figure 4.8). These findings are in line with the definition of the a-core (decreased closeness
centrality and local efficiency), and highlight an alteration of the communication pathways, as
represented by shortest paths, in schizophrenia patients. In contrast, no alteration of the shortest
path layout, as quantified through the number of shortest path throughout and outside the a-core,
was highlighted in early psychosis patients compared to matched healthy controls.
(a) (b) (c)
Figure 4.7 – Effect of random and targeted attack on healthy subjects, schizophrenia, and early
psychosis patients brain networks. a) Histogram representing the group-wise distribution of the
efficiency values after nrep = 1000 repetitions per subject of random attacks, for the control
group. The blue line and light blue area in (a) represent the mean efficiency values after tar-
geted attack towards the a-core, ± 1 standard deviation. b,c) Box plots representing the a-core
topological centrality values for the groups (CTRLSCHZ , SCHZ) (b) and (CTRLEP,EP) (c). ζwa−core
values were significantly smaller than zero for all the four groups (WSR test, α = 0.05). The
topological centrality ζwa−core of SCHZ patients was significantly decreased compared to matched
controls (p = 0.004), while the comparison did not reach statistical significance for the EP group
(p = 0.07).
Quantitative characterization of the affected core
The affected core of the schizophrenia brain network was identified as the set of regions showing
decreased integration or segregation properties. The a-core includes hubs and peripheral regions,
and globally plays an important role for the achievement of high global network communication
efficiency. The centrality of the affected core was compromised in schizophrenia patients. In
the early psychosis patients the (absolute) topological centrality of the affected core was lower
than in matched healthy controls, but the comparison did not reach statistical significance (fig-
ure 4.7). In order to further characterize the affected core and the white matter tracts connecting
a-core regions, white matter indexes averaged within and outside the affected core connections
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Figure 4.8 – Communication pathways throughout the affected core. The figure represents the
average shortest paths layout between nodes not belonging to the affected core, for schizophrenia
patients (SCHZ) and matched healthy controls (CTRLSCHZ). Only shortest paths between nodes
not belonging to the a-core, but passing through the a-core, are represented. The edge color and
thickness represent the number of shortest paths passing through the specific edge, averaged over
the two groups of subjects. The nodes are grouped according to their a-core membership, and
color-coded according to their lobe membership. It is possible to visually appreciate that the
average number of shortest paths passing through the a-core is decreased in patients compared to
controls. The bar plots report the number of shortest paths between nodes not belonging to the
a-core, and passing or not passing through the a-core (group-wise median values ± 1 standard
deviation), for the CTRL and the SCHZ groups. * indicates significant between-group difference.
No alteration of number of shortest paths throughout or outside the affected core was detected in
early psychosis patients (EP) compared to matched healthy controls (CTRLEP).
were estimated and compared between the groups. The following white matter indicators were
considered: (i) generalized fractional anisotropy weighted by the size of the fiber tract (wgFA);
(ii) inverse apparent diffusion coefficient weighted by the size of the fiber tract (wiADC). In-
deed, in order to capture the importance of tract size, gFA and ADC values where weighted
by the tract size, expressed as effective number of fibers nuv. The wgFA and wiADC measures
where averaged over all the connections between a-core regions (‘within a-core’), and over all
the connections between regions not belonging to the a-core (‘outside a-core’). The weighted
generalized fractional anisotropy and the weighted inverse apparent diffusion coefficient were al-
tered in both schizophrenia and early psychosis patients compared to matched healthy controls,
when averaged within the a-core (wgFA: SCHZ−CTRLSCHZ p = 0.007, EP−CTRLEP p = 0.005;
wiADC: SCHZ −CTRLSCHZ p = 0.004, EP −CTRLEP p = 0.003). No between-group difference
was found when considering the average wgFA and wiADC over the connections external to the
a-core (figure 4.9). Average white matter indexes for the overall brain connections, within a-core
connections, and outside a-core connections, and relative statistics are reported in table 4.1.
Affected core across psychosis stages
In order to assess affected core impairment across psychosis stages, we performed two kinds of
analyses. First, we built different generalized linear models to assess the relationship between
single a-core measures (namely, a-core topological centrality ζwa−core; number of shortest paths
nSPa−core between nodes not belonging to the a-core, but passing through the a-core; average wgFA
over a-core connections; average wiADC over a-core connections) and the subject type (CTRL,
EP and SCHZ). Moreover, with equivalent GLMs we tested eventual dependencies between the
global network efficiency Eff , the network transitivity T , the average wgFA outside the a-core
and the average wiADC outside the a-core, and the subject type CTRL/EP/SCHZ. Given the
heterogeneity of the subjects included in the different groups, age and gender were included
as covariates in the GLMs. We found a significant relationship between all the tested a-core
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Figure 4.9 – Box plots representing white matter indexes dispersion when averaged within the
a-core connections (left column, (a,c)), and over the connections outside the a-core (right col-
umn, (b,d)), for the different groups CTRL (CTRLSCHZ and CTRLEP are pooled together), EP and
SCHZ. The following indexes are reported: average gFA values weighted by the size of the tracts
(wgFA); average inverse ADC weighted by the size of the tract (wiADC).
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measures and the subject type (from separate GLMs, ζwa−core: p = 0.002; nSPa−core: p = 0.03;
a-core wgFA: p = 0.00005; a-core wiADC: p = 0.00003). On the contrary, no statistical
relationship between network transitivity T , average wgFA outside the a-core or average wiADC
outside the a-core from one side, and subject type from the other side was present. The global
network efficiency Eff demonstrated a decreasing trend across groups CTRL to EP to SCHZ, but
the relationship did not reach statistical significance (p = 0.06).
Second, we subdivided the early psychosis patients into two groups on the basis of the number
of hospitalizations occurred before the MRI acquisition. We considered here the number of
hospitalizations as possible indicator of illness severity. The first group (EPa) included 27 early
psychosis patients with 0 or 1 hospitalization (8 subjects with no hospitalization history and 19
subjects with 1 hospitalization); the second group (EPb) included 32 early psychosis patients with
more than 1 hospitalization (mean number of hospitalizations 3.0 ± 1.8). Considering the a-core
measures topological centrality, average wgFA and average wiADC, we performed the following
between-group comparisons: EPa vs CTRLEP, EPb vs CTRLEP and EPa vs EPb. No significant
differences were present between the two early psychosis sub-groups EPa and EPb. The a-core
topological centrality ζwa−core of EPb subjects was closer to zero compared to matched healthy
controls, but the comparison did not reach statistical significance (p = 0.07) (figure 4.10). The
average wgFA within the a-core, and the average wiADC within the a-core were both decreased
in EPb compared to controls (in the order: p = 0.07, p = 0.007, p = 0.008). Moreover, wgFA
and wiADC were as well decreased in EPa compared to controls. Figure 4.10 exemplifies the
global trend of progressive worsening of a-core measures (from CTRL to EPa to EPb to SCHZ),
quantified by means of GLMs and between-group comparisons. These results suggest that the
identified affected core is precociously and progressively altered across psychosis conditions.
No correlation was found between any connectivity measure considered in this Results sec-
tion and the CPZ equivalent dose.
Figure 4.10 – Dispersion of a-core topological centrality values ζwa−core for the four groups: con-
trol CTRL, early psychosis with 0 or 1 hospitalization history (EPa), early psychosis with a more
severe hospitalization history (EPb), chronic schizophrenia SCHZ. A GLM including subject
group, age and gender as independent variables, and the a-core topological centrality ζwa−core as
dependent variable highlighted a significant relationship between the group and the a-core topo-
logical centrality (p = 0.02).
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4.1.5 Discussion
The main contribution of the present study was to further characterize the connectome in
schizophrenia with (i) the identification of a distributed set of affected regions (the affected core
or a-core), main responsible for the loss of global integration and segregation network proper-
ties; (ii) the topological characterization of the affected core within the overall brain network
architecture; and (iii) the investigation of white matter markers along the affected core tracts.
Moreover, we (iv) investigated a-core measures in a group of early psychosis patients who un-
derwent the same MRI protocol as schizophrenia subject. The early psychosis patients did not
show any global brain network alteration, but demonstrated an already impaired affected core.
Based on this results, we propose affected core measures as possible psychosis biomarkers for
early diagnosis and illness progression tracing.
Based on the brain probability map of figure 4.5, we observe that schizophrenia affects con-
nectivity in large parts of prefrontal, pericentral, superior parietal areas and striatum in both
hemispheres, as well as left temporo-occipital and thalamic areas, which is in good agreement
with previous literature of grey and white matter alterations (see for instance (Canu et al., 2015;
Shepherd et al., 2012; van den Heuvel et al., 2010; Zalesky et al., 2011)). By definition the
affected core of schizophrenia patients comprises regions presenting decreased local integra-
tion and segregation properties (surviving FDR correction), with a preponderance of integration
deficit (table 4.2). These nodes exhibit the strongest altered connectivity patterns, and accord-
ingly play a major role with respect to the decline of the global topological properties observed
in schizophrenia patients.
At the global level the schizophrenia connectome exhibited decrease network efficiency, indi-
cating an overall deficit of functional integration in the network, and in agreement with previous
studies (van den Heuvel & Fornito, 2014). The transitivity measure was as well decreased in
schizophrenia patients compared to controls, indicating an overall altered level of local connect-
edness. Anyway, no alteration of global network efficiency or transitivity was detectable in early
psychosis patients. Various diffusion-based studies have reported a less integrated and more seg-
regated network in schizophrenia neuropathology (van den Heuvel & Fornito, 2014). A tendency
towards increased, or unchanged overall clustering coefficient has also been reported (Zalesky
et al., 2011). In the present study no brain region showed any increased level of segregation in
patients compared to controls. Discrepancies between studies might be attributed to the use of
different imaging sequences, different edge weights or different network binarization strategies.
The affected core identified in this study includes parts of the default mode network (Gre-
icius et al., 2009) (medial prefrontal regions), of the rich-club (van den Heuvel et al., 2012)
(right precuneus, left superior parietal cortex), and of high degree cores of the human connec-
tome (Hagmann et al., 2008; van den Heuvel & Sporns, 2011), particularly subcortical and me-
dial orbitofrontal structures (table 4.2, figure 4.5). The rich-club nodes have recently been the
center of growing attention, and have been shown to be disproportionately affected in patholog-
ical conditions compared to less central brain regions (Crossley et al., 2014; Rubinov & Bull-
more, 2013b; van den Heuvel & Fornito, 2014). The rich-club has been shown to be altered in
schizophrenia patients (van den Heuvel et al., 2013), and in unaffected siblings of schizophrenia
patients (Collin et al., 2014a). Consistently, the affected core partially overlap rich-club regions.
Despite the weakening of highly central regions (part of the affected core), the overall nodes
centrality hierarchy was not altered in schizophrenia, nor in early psychosis patients compared to
healthy controls. Node hubness was related to the node-wise closeness centrality ranking. Hubs
can be identified as those nodes whose centrality measure exceeds the average value of at least
one standard deviation (Sporns et al., 2007; van den Heuvel & Sporns, 2011). Figure 4.6 illus-
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trates the position of the a-core regions within the centrality ranking of the brain network nodes
for the three investigated groups (controls, early psychosis and schizophrenia subjects), with dot
lines indicating group-wise mean closeness centrality value plus one standard deviation. Con-
sidering the node centrality ranking of the reference control group, the affected core includes 10
of the 15 brain hubs (approximately 65% of the whole network hubs), and 16 of the 67 non-hub
regions (approximately 25% of the whole network non-hub nodes). Hence our results confirm
that hub regions are disproportionately affected compared to more peripheral regions. Anyway,
schizophrenia neuropathology would not selectively affect hubs regions only. It is noteworthy to
observe that a-core nodes do concentrate over the left part of the closeness centrality histograms
(higher centrality nodes), but span as well towards the lower-centrality area, therefore includ-
ing more peripheral nodes (figure 4.6). As such, these findings corroborate the hypothesis that
schizophrenia is characterized by the breakdown of distributed brain circuits including central
and peripheral brain regions, all contributing to the overall decrease of network communica-
tion efficiency (figure 4.7). Significant pathophysiological hypotheses link schizophrenia with
the high vulnerability of brain network hubs to metabolic insults (Bullmore & Sporns, 2012;
Do et al., 2009; Rubinov & Bullmore, 2013b). Additional complex, yet unknown, mechanisms
might explain the involvement of non-hub regions. Our findings suggest that schizophrenia might
be not solely, or not specifically a hub disease.
The characterization of the affected core and related shortest paths allowed highlighting dif-
ferent aspects of the brain network topological organization in schizophrenia and early psychosis
patients compared to healthy controls (figures 4.7, 4.8). The topological centrality values ζwa−core
significantly lower than zero for all the investigated groups (figure 4.7), suggest that the a-core
subnetwork plays a distinct role in the maintenance of the brain network communication ca-
pacity, since its removal impacts the overall network communication efficiency more than ex-
pected by chance. Moreover, the topological centrality of the a-core subnetwork is weakened in
schizophrenia patients compared to matched controls. In fact, removing from the overall brain
network nodes that already suffer dysconnectivity has a smaller impact than removing nodes with
normal connectivity. The between-group alteration of the ζwa−core values in schizophrenia patients
suggests a topological decentralization of the a-core regions, associated to a modification of the
brain network shortest paths layout and to a redistribution of the relative connection weights. The
number of shortest paths passing through the affected core was reduced in schizophrenia patients
compared to controls (figure 4.8). Globally, these findings indicate a weakening of the functional
role of the identified affected core with respect to the global brain network architecture. This
topological configuration leads to a less efficient global network topology.
The decentralization of the affected core subnetwork may be related to white matter alter-
ations concentrated over the a-core connections. The decrease of wgFA and wiADC values along
the affected core tracts may in fact suggest a disruption of the WM microstructure possibly spe-
cific to the affected core circuits. Indeed, no alteration of wgFA or wiADC was found when
considering fiber tracts external to the a-core. These results suggest an intrinsic white matter
alteration of a-core regions, that could be related to the topological decentralization of the a-core
subnetwork, and may already be present in the earlier stages of the pathology.
Although no system-level or node-wise alterations of integration and segregation properties
were detected in early psychosis patients compared to healthy controls, white matter impairment
of the a-core circuit was evident when investigating within a-core wgFA and wiADC values (fig-
ure 4.9). Moreover, GLMs including a-core measures across different pathological stages (from
early psychosis to chronic schizoprhenia) suggest that the impairment of the a-core brain subnet-
work is progressive and worsen in time, eventually leading to a global brain network efficiency
loss that it is not yet traceable in the earlier stages of the disease. The progressive decentraliza-
tion of the a-core subnetwork (figure 4.10) linked to white matter alterations (figure 4.9) may be
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important factors for the identification of early disease biomarkers, and for the characterization of
pathological stages. In support of this hypothesis, the affected core turned to be more impaired in
early psychosis patients with a more sever history of hospitalization, and possibly corresponding
to a more sever stage of the disease (figure 4.10). Staging in psychotic disorders is clinically rel-
evant for tailoring particular care to the severity of the disease. Importantly, the analysis pipeline
and the topological centrality measure proposed in this thesis may help identifying biomarkers
of illness progression, or characterizing specific stages of illness.
This study as several limitations. Firstly, for most aspects of this report, the connection
strength characterization relies on a normalized version of the connectivity density between re-
gion pairs. Although the proposed normalization allows focusing on network topology rather
than on absolute connectivity strength alterations, and allows reducing the inter-subjects vari-
ability, it does not directly take into account white matter microstructural properties. Hence we
cannot distinguish whether the observed topological alterations observed in the schizophrenia
connectome are related to an intrinsic pathology of the white matter, to an imbalance and re-
distribution of white matter tracts, and/or to compensatory effects. However, we quantitatively
studied the connectivity strength of the a-core with diffusion-based white matter markers (gFA,
ADC), which were clearly diminished in patients. This result suggests the presence of intrinsic
white matter microstructural alterations of the a-core connections. However, the use of more
specific, possibly multimodal white matter markers and sensitive MR sequences such as magne-
tization transfer ratio or T2* relaxation (Laule et al., 2007), or new diffusion-based quantitative
techniques (Alexander, 2008; Assaf et al., 2013), could potentially address this issue in a more
complete way. Secondly, the restricted size of the sample limits the statistical power and the
expected robustness of the findings. This may have as a consequence the under-estimation if
the size of the affected network. The replication of the presented findings on larger, possibly
independent datasets would definitively be desirable. Thirdly, this study offers a partial vision of
schizophrenia pathoconnectomics (Rubinov & Bullmore, 2013a), focusing on relative network
organizational principles, and shortest paths framework. Alternative visions of brain communi-
cation mechanisms such as random walk processes (Goñi et al., 2013) could offer new interpre-
tations of pathological configurations.
In conclusion, we characterized the network topology underlying the disruption of global
network communication capacity observed in schizophrenia. The previously reported loss of
global structural network integration is confirmed. A set of distributed nodes, which drive this
global efficiency loss in schizophrenia patients, is identified as the affected core of schizophrenia.
Through the failure of these core nodes the topology of the schizophrenia connectome is modified
in a way that the shortest path layout is redistributed, yielding a more decentralized network. The
affected core of patients is characterized by microstructural changes of its connections as measure
with gFA and ADC, leading to the above described topological changes. Moreover, this study
investigates the evolution if brain network alteration across different phases of the pathology,
from early psychosis to chronic schizophrenia. An hypothesis-driven investigation of the early
psychosis cohort targeted to the a-core regions allowed identifying early, subtle connectivity
alterations confined to the a-core subnetwork. We propose a-core network measures as possible
markers of illness progression, while loss of global network efficiency and transitivity might
characterize the advanced stages of the disease.
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4.2 Applications
Identifying the affected core of 22q11 deletion syndrome
4.2.1 Purposes
The 22q11.2 deletion syndrome (22q11DS) is considered an endophenotype of schizophre-
nia. A high percentage of patients suffering from this syndrome develop schizophrenia or other
psychotic disorders later in life. In line with our study on early psychosis and schizophrenia
patients (section 4.1), in this section we investigate a cohort of 22q11DS patients. We adopt
the very same analysis pipeline developed for schizophrenia patients (section 4.1.3.3), identify-
ing an affected core for 22q11DS patients. Again, we quantify alterations of the affected core
topological role with respect to the overall 22q11DS brain network architecture by means of the
subnetwork centrality measure ζ defined in chapter 3.
4.2.2 Introduction
Chromosome 22q11.2 deletion syndrome (22q11DS) is a genetic disease generally caused
by a 1.5-3 megabase deletion on the long arm of chromosome 22 (Lindsay et al., 1995). It has
become an established genetic model for schizophrenia, which approximately 30% of 22q11DS
patients develop (Schneider et al., 2014). Moreover, numerous non-schizophrenic 22q11DS pa-
tients suffer from other psychotic, schizoaffective and delusional disorders (Schneider et al.,
2014) and present further schizotypal traits (Baker & Skuse, 2005; Monks et al., 2014), which
refer to an endophenotype of schizophrenia (Fanous et al., 2007; Grant et al., 2013). An en-
dophenotype is a class that includes a candidate gene or gene region, heritability aspects, and
disease association parameters, and can be usefully investigated as probabilistic prognosticator
of disease (Gottesman & Gould, 2003).
Patients with 22q11DS exhibit overall reductions in brain volume, morphological abnormal-
ities of white and grey matter, and white matter alterations as deduced from diffusion weighted
imaging. Impairments are consistently localized in parietal, temporal and frontal lobes (Barnea-
Goraly et al., 2003; Campbell et al., 2006; Jalbrzikowski et al., 2013; Kates et al., 2001; Kikinis
et al., 2012; Sundram et al., 2010), but involve as well the corpus callosum and midline struc-
tures (Simon et al., 2005), and tracts within and between limbic structures and fronto-temporal
regions (Ottet et al., 2013a). These findings indicate diffuse and extensive WM alterations
in 22q11DS, following a similar pattern of WM abnormalities observed in schizophrenia pa-
tients (Bora et al., 2011; Shepherd et al., 2012).
Ottet and colleagues investigated 22q11DS brain connectivity maps derived from DTI data
within a graph-theoretical framework (Meskaldji et al., 2011; Ottet et al., 2013a,b). Compar-
ing binary structural connectivity matrices, they found reduced network density δ and increased
characteristic path length L in patients compared to controls, with degree k loss concentrated in
hub regions, and connectivity deficit localized within and between limbic structure, and between
left fronto-temporal regions. Moreover, the authors demonstrated a negative correlation between
hallucination scores and the local efficiency Eff loc of a frontal subnetwork, hypothesized to be
involved in hallucinations causing (Allen et al., 2008; Ottet et al., 2013b). Functional connectiv-
ity alterations have also been shown, with a prevalent involvement of frontal and right temporal
areas (Scariati et al., 2014).
The first aim of this analysis was to confirm previous global findings using weighted net-
works. Additionally, we studied the spatial distribution of regions causing integration deficits,
referred to as the affected core, and described its role in disrupting communication efficiency in
the 22q11DS connectome.
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4.2.3 Methods and Materials
DTI imaging and brain network estimation
44 participants with 22q11DS aged 19.1 ± 4.7 years (23 female and 21 males), and 44 healthy
controls CTRL aged 18.4 ± 4.8 years (23 female and 21 males) participated in the study. The
chromosome 22q11.2 deletion was confirmed by analysis of a blood sample with the Quantitative
Fluorescent Polymerase Chain Reaction. None of the control subjects had a history of psychiatric
or neurological disorders. No age or gender difference was present between the two groups
(WRS test, see section 4.1.3). Written informed consent was obtained from all participants or
their parents. The institutional review board of Geneva University School of Medicine approved
the study protocol. The participant sample presents overlap with a recent study by Ottet and
colleagues (Ottet et al., 2013b). Specifically, 28 / 44 patients with 22q11DS (15 / 23 females and
13 / 21 males) and 27 / 44 healthy participants (12 / 23 females and 15 / 21 males) are common
to both studies.
All the 88 subjects included in this study underwent an MRI session on a 3 Tesla scanner
(Magnetom TrioTim, Siemens Medical Solutions), including an MPRAGE acquisition (TR =
2500 ms, TE = 3 ms, acquisition matrix size = 256 x 256 voxels, FOV = 22 cm, slice thickness
= 1.1 mm, 192 slices) and a DTI sequence (TR = 8300-8800 ms, TE = 82 ms, acquisition matrix
size = 128 x 128 voxels, FOV = 25.6 cm, slice thickness = 2 mm, 64 slices) with 30 diffusion-
weighted directions, one b0 volume and maximum b-value 1000s/mm2.
MRI datasets were processed in order to estimate the overall brain anatomical connectivity.
The structural connectivity between each pair (u, v) of network nodes was quantified by the ef-
fective number of streamlines nu,v connecting the two regions (a correction for the fiber length
bias was applied as described in section 4.1.3.3).
Connectivity analysis pipeline
In order to investigate structural connectivity alterations in 22q11DS patients, system-, subsystem-
and local-scale analyses were performed, similarly to the schizophrenia study reported in sec-
tion 4.1. Briefly, global integration and segregation properties were quantified by global network
efficiency Eff and transitivity T measures, and compared between-group with non-parametric
WRS statistical testing. Next, each brain network node i was characterized by its closeness cen-
trality L−1i and local efficiency Eff loc(i) values, indicators of nodal integration and segregation
within the overall brain network. The between-group comparison of nodal properties allowed
identifying a set of cortical and subcortical regions impaired in 22q11DS subjects. Taken to-
gether, regions presenting decreased closeness centrality (two-sided WRS test, FDR correction
at significance level α = 0.05 (Benjamini & Hochberg, 1995; Wilcoxon, 1945)) and their recipro-
cal connections form a subnetwork affected in 22q11DS patients. Such affected core (or a-core)
included 31 of the 82 brain nodes, corresponding approximatively to the 38% of the overall brain
network.
In order to assess the topological position of the affected core within the overall brain net-
work, and its eventual alteration in 22q11DS patients, the a-core weighted topological centrality
ζwa−core was assessed for each subject. Briefly, the network efficiency after targeted attack towards
the a-core was compared to an efficiency reference distribution estimated from nrep = 1000 rep-
etitions of random attacks towards a matched number of network resources (removed nodes and
connections strength). Between-group differences of ζwa−core score distributions were assessed
using one-sided WRS test. Considering that a-core regions are by definition affected in 22q11DS,
we expected attacks on a-core edges to have a lesser impact on global efficiency (higher absolute
ζwa−core) of 22q11DS patients than controls.
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4.2.4 Results
Connectomes of 22q11DS patients presented significantly decreased global integration (de-
creased Eff , p = 0.019) and segregation (decreased T , p = 0.032) properties (figure 4.11).
Importantly, these topological differences could not be explained by a potential difference in the
total number of reconstructed streamlines (WRS, p = 0.32) or in edge density δ (WRS, p = 0.95).
Figure 4.11 – Integration and segregation global network properties in healthy subjects (CTRL)
and 22q11DS patients. Adapted from (Vasa et al., 2015).
Based on the robust integration deficit results, we investigated the spatial distribution of re-
gions driving the global group difference using the closeness centrality measure. A total of
31 regions presented decreased closeness centrality in 22q11DS patients compared to controls
(FDR-corrected p < 0.05), which were defined as the affected core, or a-core (figure 4.12). No
region with increased closeness centrality in 22q11DS was found. Affected regions were broadly
symmetric bilaterally. Regions with bilaterally decreased closeness centrality included superior
frontal and orbitofrontal cortex, precentral gyrus, superior and inferior parietal lobules, precuneus
and entorhinal cortex as well as caudate nucleus, putamen, thalamus and hippocampus. On the
left side, the cingulate cortex, parahippocampal gyrus, cuneus and amygdala were also affected,
whereas on the right side the pericalcarine cortex and pallidum were involved. For all patients
and controls, a-core nodes formed a single connected component, which justified considering
them as an affected subnetwork.
a-core nodes were largely hubs of the healthy network, featuring among highest-ranked nodes
for node closeness centrality evaluated on control connectomes. 13 of the 20 highest closeness
centrality nodes evaluated on the CTRL group were a-core members, and the a-core was com-
posed for the 40% of network hubs.
When comparing the topological centrality of the a-core, ζwa−core absolute values were lower
in patients compared to controls (p = 0.0007). Notably, lesions of deficient edges seemed less
harmful to network integrity than lesions of healthy edges. ζwa−core values were significantly neg-
ative in both healthy controls (p = 1.8e− 39) and 22q11DS patients (p = 3.5e− 34), figure 4.13.
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Figure 4.12 – The affected core, or a-core, of cortical regions with reduced closeness centrality
in 22q11DS. Regions are color-coded according to p-values, corrected for multiple comparisons
using the FDR. Reproduced from (Vasa et al., 2015).
Figure 4.13 – Box plots representing the a-core topological centrality values for the two groups
CTRL and 22q11DS. ζ2a−core values were significantly lower than zero for both groups. The a-core
topological centrality (absolute ζ2a−core values) was significantly decreased in patients compared
to controls. Adapted from (Vasa et al., 2015).
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4.2.5 Discussion
Present results confirm previously reported integration deficits in 22q11DS (Ottet et al.,
2013b), and identify the spatial distribution of affected regions driving global effects – the a-core,
which consists chiefly of densely interconnected hubs, critical for efficient network integration,
and topologically decentralized in patients.
While global graph theoretical measures can be sensitive to differences between patients and
healthy controls, they are not sufficiently specific to characterize individual diseases, which can
impact global brain topology in similar ways (Griffa et al., 2013b; Rubinov & Bullmore, 2013b).
The present approach reaches beyond global integration differences, to identify a subnetwork
specifically affected in 22q11DS. The a-core identified here exhibits significant overlap with re-
gions previously identified as affected in 22q11DS. Reports of deficits in corpus callosum as well
as other midline structures (Bearden et al., 2009; Machado et al., 2007; Simon et al., 2005) could
explain the largely bilateral integration reductions reported here. Furthermore, previous voxel-
based studies reported decreases in radial diffusivity in bilateral parietal and frontal regions (Si-
mon et al., 2008), in fractional anisotropy and axial diffusivity in the left parietal lobe (Kikinis
et al., 2012) and in axial and radial diffusivity in multiple WM tracts (Jalbrzikowski et al., 2013).
Our results confirm an involvement of brain hubs in 22q11DS, shown by (Ottet et al., 2013a,b).
Indeed, many a-core regions are highly connected and central nodes. Furthermore, our a-core ex-
hibits substantial overlap with known structural cores of the brain (Hagmann et al., 2008; van den
Heuvel & Sporns, 2011). Nonetheless, it is worth noting that the a-core nodes are spatially highly
distributed, and includes as well topologically peripheral (low closeness centrality) nodes such as
the pericalcarine, enthorinal and rostral anterior cingulate cortices (figure 4.12). Taken together,
a-core nodes and edges interconnecting them play an important role in maintaining and efficient
network communication, as emphasized by the strong impact of a-core-targeted attack. More-
over, the intuitive fact that attacks on deficient edges have a lesser impact on network efficiency
than attacks on healthy edges, is quantified by the alteration of the a-core topological centrality
values ζw in patients compared to controls.
22q11DS is considered an endophenotype and high-risk model for schizophrenia. 30% of
individuals with 22q11DS develop schizophrenia or affective psychosis, and 22q11DS account
for up to 1% to 2% of schizophrenia cases (Jonas et al., 2014). The emergence of psychotic
symptoms in 22q11DS patients during adolescence is hypothetically linked to neuronal volume
reduction and connectivity deficit, and 22q11DS neurocognitive features partially overlap with
those observed in schizophrenia (Chow et al., 2011; Jonas et al., 2014). In line with these con-
siderations, our results exhibit similarities with the dysconnectivity findings in schizophrenia. In
section 4.1 we reported a decrease of global network efficiency in a small cohort of 16 chronic
schizophrenia patients. Deficit of integration properties is a consistent finding in schizophrenia
literature (Zalesky et al., 2011; Zhang et al., 2012), and has been associated with distributed
white matter alterations, concentrated in fronto-parieto-occipital (Zalesky et al., 2011), fronto-
limbic (Campbell et al., 2006) circuits and rich-club connections (Collin et al., 2014a; van den
Heuvel et al., 2013). In the previous section we identified an affected core for schizophrenia
involving fronto-basal, middle and inferior frontal cortices, parietal and left precentral areas,
the basal ganglia and the left thalamus, including 26 out of 82 brain nodes. We showed that
although no global integration deficit was present in patients in earlier phases of the disease,
the affected core (as defined in chronic schizophrenia) was precociously impaired in early psy-
chosis. In parallel, individuals affected by 22q11DS included in the present study show an overall
deficit of global network integration properties, mainly driven by the decentralization of an af-
fected core involving superior and inferior frontal cortices, precentral gyrus, parietal, precuneus
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and enthorinal cortices, basal ganglia and thalamus, including 31 out of 82 brain nodes. The
22q11DS affected core is spatially more spread than the SCHZ one. The overlap between the
two cores mainly involves orbitofrontal-subcortical circuitry and left parietal areas. Table 4.3
lists the brain regions belonging to both SCHZ and 22q11DS a-cores. Alterations of inferior
frontal pole, together with fronto-occipital and uncinate fasciculus WM disruption, have pre-
viously been identified as an hallmark for schizophrenia in a group of individuals affected by
22q11DS (da Silva Alves et al., 2011). Moreover, severity of schizophrenia-like symptoms in
22q11DS subjects were associated with FA reduction in the same areas (da Silva Alves et al.,
2011).
In conclusion, the present study confirms the disruption of global integration properties in
22q11DS patients. The impairment of a distributed set of cortical and subcortical regions, mainly
hubs but including as well peripheral nodes, was identified as main substrate for the loss of global
integration capacity. The topological role of the affected core, and its alteration (decentralization)
in 22q11DS patients were quantified by means of the subnetwork topological centrality measure
introduced in chapter 3. The 22q11DS a-core partially overlaps the schizophrenia affected core
identified in section 4.1 and (Griffa et al., 2015c): further investigations may help identifying
schizophrenia risk-factor within 22q11DS cohort and elucidating pathological mechanisms of
brain connectivity organization.
List of brain regions involved in SCHZ AND 22q11DS affected cores
Left medialorbitofrontal Right medialorbitofrontal
Left precentral Right precuneus
Left superiorparietal Right putamen
Left caudate Right caudate
Left thalamusproper Right pallidum
Table 4.3 – List of brain regions included in both schizophrenia and 22q11 deletion syndrome
affected cores, as defined in sections 4.1 and 4.2. Regions labelling corresponds to the Desikan-
Killiany atlas notation (Desikan et al., 2006).
4.3 Conclusions
In this chapter we investigated brain structural network alterations occurring across different
stages of psychosis disorder, and in the 22q11 deletion syndrome.
Brain alterations characterizing the early phase of psychosis may be very subtle and of difficult
detection. For this reason, we first investigated a cohort of chronic schizophrenia patients. Next,
we questioned whether connectivity alterations highlighted in the chronic phase of the pathology
were already present in the earlier stages of the disease.
System-scale connectivity analyses of chronic schizophrenia connectomes highlighted a disrup-
tion of global integration and segregation properties. The alteration of the global network proper-
ties was mainly driven by the impairment of a brain subnetwork, named affected core, composed
of both hubs and peripheral areas. The affected core subnetwork was topological decentralized
within the overall brain network, as quantified by means of the topological centrality measure ζ.
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Early psychosis patients did not demonstrate any global network property alteration. Anyway,
the affected core was precociously impaired. Moreover, network measures characterizing the
affected core distinguished early psychosis patients with different degrees of illness severity.
The consistency of the findings related to the affected core across the chronic schizophrenia pa-
tients and different early psychosis stages is highly encouraging, and supports a-core measures
as possible biomarkers of psychosis progression.
Using a similar analysis pipeline, we investigated brain connectivity alterations occurring in
22q11 deletion syndrome. This genetic disease is considered a model for the investigation of
schizophrenia pathology.
Subjects affected by 22q11 deletion syndrome demonstrated an overall decrease of network effi-
ciency, mainly driven by the disruption of a brain subnetwork partially overlapping the schizophre-
nia affected core.
The characterization of common connectivity alterations between schizophrenia and early psy-
chosis patients on the one side, and 22q11 deletion syndrome subjects on the other side, certainly
deserve further future investigations.
In general, the analysis pipeline proposed in this chapter 4 can be extended to other diseases
affecting network connectivity, as well as to functional connectomes, with the aim of identifying
specifics sub-system abnormalities driving global topological deficits.
Part II
Insights into
brain structural modularity

Overview
The human brain has been characterized as a modular network (Chen et al., 2008; Hagmann
et al., 2008; Meunier et al., 2009b). From an anatomical point of view, the structural connectome
can be decomposed into compartments highly intra-connected, but sparsely connected with the
rest of the network. Structural modules derived from diffusion data and cortical thickness cor-
relation extensively overlap known functional and anatomical domains such as the visual area,
the frontal cortex and the posteromedial parietal area (Chen et al., 2008; Hagmann et al., 2008).
In parallel, the functional connectome shows consistent and reproducible spatial communities of
co-activation, correlated with developmental (Fair et al., 2009; Tymofiyeva et al., 2013) and task-
based (Crossley et al., 2013; Stevens et al., 2012) profiles, and highly consistent with structural
modules (Alexander-Bloch et al., 2012; Meunier et al., 2010). It is in fact hypothesized that the
modular architecture of the brain structural network supports functional segregation and time-
scale separation (Meunier et al., 2010), promoting a reach panorama of brain dynamics (Kaiser
& Hilgetag, 2010; Russo et al., 2014), and responds to brain system robustness and evolvabity
demands.
Importantly, the brain modular architecture has been shown to evolve across development and
aging (Chen et al., 2011; Fair et al., 2009; Meunier et al., 2009a), and to be altered in different
pathologies (Alexander-Bloch et al., 2010; Baggio et al., 2014; van den Heuvel et al., 2013). As
highlighted by (Alexander-Bloch et al., 2012), alterations of brain modular structure may concern
mainly intra-module connectivity, or may imply perturbations of the community structure by
itself, with different nodal clusterings across populations. The modularity measure Q is widely
used in clinical studies to quantify the degree of decomposability of a network, and is defined
as the relative number of intra-module links. Anyway, modularity does not provide explicit
information about the spatial topology of the communities. The use of alternative metrics, such as
the variation of information or the mutual information between partitions, is therefore advisable
if one wish to unravel spatial modular topology alterations across populations. These measures
borrowed from information theory directly quantify the distance and level of agreement between
partitions.
A second related point of interest is the identification of characteristic modular topologies
within homogeneous groups of subjects. It is clearly of interest to compare characteristic parti-
tions between different populations. Moreover, it can be insightful to investigate specific com-
munity properties across individuals belonging to the same group. In order to answer to these
needs, it is necessary to robustly identify partitions representative of a whole group of individu-
als. The problem has been addressed in literature by considering the community decomposition
of an average group-wise connectivity matrix (Fair et al., 2009), or by choosing the decomposi-
tion of the most representative subject in terms of partition agreement with the other members
of the groups (Meunier et al., 2009b). Alternatively, one might consider methods explicitly tai-
lored to the estimation of a consensus between multiple clustering results, such as the consensus
clustering procedure proposed by (Monti et al., 2003).
The quantitative and qualitative evaluation of topological alterations of brain community
structure may be of special interest in the early phases of brain development, when substan-
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tial modifications of white matter connectivity occur, and the modules architecture can change
rapidly and significantly. If newborn babies already demonstrate brain modular decomposability,
during development brain communities substantially evolve, moving from highly local subnet-
works to more spatially distributed circuits (Fair et al., 2009). Considering these elements, it is
therefore important to carefully characterize, compare and represent potentially different modular
spatial topologies, specially for the investigation of sensitive phases of brain changes.
Part II of this thesis is organized as follows. In section 5.1.1 we briefly review methods
for community detection. Our review is not meant to be exhaustive, but focuses on algorithms
extensively applied to brain network investigation and clinical studies, and highlights related
open questions. We also review information theoretical metrics of clustering distance and agree-
ment used for pair-wise comparison of partitions (section 5.1.2), and following (Alexander-Bloch
et al., 2012; Rubinov & Sporns, 2011). Next, we focus on the comparison of brain network
topologies by means of the normalized variation of information and normalized mutual infor-
mation measures, and on the evaluation of different representative partition estimations. In sec-
tion 5.2 we consider a group of 47 healthy subjects and quantify the intra-subject and inter-subject
variability of modularity-maximization network decomposition. Differently from the majority of
reports, investigating brain functional communities, in the following chapter we focus exclu-
sively on brain structural modules. We quantitatively evaluate the representativeness of three
different group-wise partitions: the modular decomposition of the group-average connectivity
matrix (Cavg), the modular decomposition of the most central subject in the clustering space
(Ccentral), and the consensus clustering partition (Ccons). Finally, we apply information theoretic
measures and consensus clustering to investigate the brain modular fingerprints within sensitive
populations of high-risk preterm born children (section 5.3).
Elements of the present Part II have been published in (Fischi-Gomez et al., 2015; Griffa
et al., 2013a).
Group-comparison of
brain network community
structure 5
5.1 Background
Estimation and comparison of clustering structures
5.1.1 Algorithms for community detection
Community detection algorithms have gain increasing interest in different domains of applied
science, from social networks to biological systems. Since it has become clearer that complex
systems share non-random topological properties, a variety of approaches such as divisive or ag-
glomerative algorithms, optimization strategies or methods based on graph dynamical processes
have been proposed to disentangle network community structures (Fortunato, 2010; Newman,
2010). It is out f the scope of this thesis to provide here an extensive review of community de-
tection algorithms. Instead, we will focus on approaches that have been typically used in brain
network analysis, with particular attention on the multi-scale and hierarchical nature of the brain
network organization.
Let’s consider a network module as a set of nodes highly interconnected between them, but
sparsely connected with the rest of the network. In such scenario, the modularity quantity Q is
a popular and effective measure of network decomposability and quality of the partitions. Mod-
ularity was originally defined by (Newman & Girvan, 2004) as the number of edges connecting
nodes belonging to the same community, minus the expected value of interconnecting edges in
absence of any community structure, i.e. in an equivalent random graph. Formally, Q can be
expressed as (Newman, 2006):
Q =
1
2m
∑
i j
(Ai j − Pi j)δ(Ci,C j),
with A the binary or weighted adjacency matrix of network G (Ai j being an element of A), m the
total number of edges in the graph, and the δ function expressing the co-occurrence of two nodes
(i, j) in the same cluster, i.e. δ(Ci,C j) = 1 iff Ci ≡ C j. Pi j expresses the expected number of
edges between nodes i and j in an equivalent random network 1. The probability of connection
between two nodes an equivalent random network is proportional to the product of the nodal
degrees k:
Pi j =
kik j
2m
.
1A random equivalent network is a random network equal to our non random graph G in degree sequence.
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Thus, the modularity can be written as:
Q =
1
2m
∑
i j
(Ai j − kik j2m )δ(Ci,C j).
The modularity has been used to compare the quality of different graph partitioning algorithms,
or as an objective function by itself. However, the modularity optimization is a computationally
hard problem, and different strategies have been proposed such as greedy techniques or simulated
annealing. Here we review a greedy approach to the modularity optimization problem proposed
by (Blondel et al., 2008) and known as Louvain algorithm. The Louvain algorithm has been
often used for brain community detection (Meunier et al., 2009b; Rubinov & Sporns, 2011), and
is included in brain graph analysis toolboxes (Rubinov & Sporns, 2010). Besides its computation
efficiency, the Louvain algorithm does incorporate a notion of modular hierarchical structure that
is well suited to brain analysis questions. The algorithm is composed of two steps which are
iteratively repeated until convergence to a modularity maximum. First, each node is placed
in a separate module, and all possible node moves between modules are evaluated in terms of
modularity gain (step 1). When no individual move can further improve the Q value, nodes
belonging to the same community are agglomerated (step 2) in order to form new ’super-nodes’.
Step one (moves evaluation) is repeated on the new ’super-nodes’ network. The two steps are
repeated until convergence. The procedure is sketched in figure 5.1.
Figure 5.1 – Schematic representation of Louvain algorithm procedure. First, all possible nodal
moves between communities are performed if increasing the modularity Q. Second, nodes be-
longing the the same community are agglomerated into new ’super-nodes’: edges between the
community nodes and the rest of the network are summed-up, while intra-community edges are
transformed into self-loops. The two-steps procedure is repeated iteratively until convergence.
From (Blondel et al., 2008), c©SISSA Medialab Srl. Reproduced by permission of IOP Publish-
ing. All rights reserved.
As mentioned above, brain topology can be modelled as a hierarchical modular network. In
fact, hierarchical scales span various orders of magnitude, from nervous column level, to long
distance communication (Leergaard et al., 2012). At the macroscopic scale, the brain network
is composed of brain regions linked in segregated functional circuits, connected in order to form
integrated large-scale subsystems corresponding to higher level functions (Sporns, 2013). It is
therefore of interest to uncover multi-scale relationships between brain network elements. Even
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though the Louvain algorithm can provide a hierarchical partition of the brain network, it does
not explicitly address multi-scale aspects of the brain network modular architecture. Different
hierarchical and multi-scale graph partitioning methods have been proposed (Fortunato, 2010).
We mention here the works by (Betzel et al., 2013; Lambiotte, 2010; Schaub et al., 2012). The
approach described by (Betzel et al., 2013) is a multi-resolution technique delivering modules
at different scales and according to a tunable parameter t. Instead of optimizing the classic
modularity function, the following quantity is optimized:
Q′(P, t) = 1
2m
∑
i j
(A′i j −
kikk
2m
)δ(Ci,C j),
with A′i j the flow graph adjacency matrix with elements
A′i j = (e
−tL
i j k j),
where L is the normalized graph Laplacian matrix. The flow graph A′ expresses the probability
that a random walker will cross a given edge (i, j) at time t of a continuous-time random walk.
The intuition underlying this approach is that random walkers on the original graph G will be
’trapped’ within progressively larger communities as the diffusion time t increases. This method
has been successfully used to highlight high resolution (small t) and lower resolution (larger t)
structural brain network communities consistent with functional synchronization patterns (Betzel
et al., 2013).
At this point, it is worth noting that dynamical aspects of the brain network modular archi-
tecture deserve further investigation in the future. Considering brain functional activity, patterns
of synchronization among regions or functional modules may exhibit non stationary dynamics
and be transient in time. Moreover, single nodes may participate to different functional patterns,
resulting in spatially overlapping functional modules (Hutchison et al., 2013). From a structural
connectivity point of view, hubs linking segregated circuits may in fact be considered regions of
overlap between communities (Wu et al., 2011). The detection of dynamic and/or overlapping
communities is therefore a topic of central interest, and will be partially tackled in Part III of this
thesis.
5.1.2 Information theory metrics for clustering comparison
A large variety of conceptually different and competing methods for community detection in
graphs has been proposed in recent years. In order to evaluate the output of different algorithms
and to compare the modular structure of different networks, measures quantifying similarities and
differences between graph partitions are needed. In this section we review the mutual information
MI and variation of information VI theoretical measures described by (Meila˘, 2007). Similarly
to (Alexander-Bloch et al., 2012; Betzel et al., 2013; Rubinov & Sporns, 2011), we will use these
measure to establish the similarity between pairs of brain network partitions, and to quantify how
well an estimated group-wise anatomical partition represents whole sets of subjects (section 5.2).
Let’s consider a network G with n nodes, and two clusterings C and C′ of G, with K and
K′ number of non-overlapping modules in C and C′ respectively. The mutual information MI
quantifies how much information is shared by the two (different) partitions (C,C′) of network G,
and is defined by (Meila˘, 2007) as
MIC,C′ =
K∑
k=1
K′∑
k′=1
P(k, k′) log
P(k, k′)
P(k)P(k′)
.
The value P(k) represents the probability of assigning a given network node i to the cluster k and
is equal to
P(k) =
nk
n
,
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with nk number of nodes in cluster k. The quantity P(k, k′) expresses the probability that a given
node i belongs to cluster k in partition C and to cluster k′ in partition C′, and is formally the joint
probability
P(k, k′) =
nk,k′
n
,
with nk,k′ number of nodes in cluster k for C and in k′ for C′.
The mutual information and variation of information measures are based on the concept of
entropy. In an information theory framework, the Shannon entropy H(C) of a network with
clustering C represents the uncertainty intrinsic to C or, equivalently, its information content:
H(C) = −
K∑
k=1
P(k)logP(k) = −
K∑
k=1
nk
n
log
nk
n
.
Intuitively, H(C) expresses the uncertainty that a node i is a assigned to a given cluster in C. The
conditional entropy of two clusterings is defines as
H(C | C′) =
K∑
k=1
K′∑
k′=1
P(k, k′) log
P(k′)
P(k, k′)
=
nk,k′
n
log
nk′
nk,k′
.
The mutual information MI(C,C′) is always non-negative and inferior or equal to the entropy of
the two clusters (MI(C,C′) ≤ min(H(C),H(C′))).
The variation of information VI is defined as
VI(C,C′) = H(C) + H(C′) − 2MI(C,C′),
and expresses the quantity of information intrinsic to the two partitions, corrected by the infor-
mation shared by the two partitions (figure 5.2). Particularly, VI(C,C′) = 0 iff C ≡ C′. Moreover
VI is always non-negative, symmetric and respects the triangle inequality, therefore representing
a measure of distance in the data clustering space. VI is up-bounded by the logarithm of the
number n of nodes (log n), and can therefore be normalized by this value, giving a rescaled value
of VI to the range [0, 1]. This value is known as the "normalized variation of information" ad is
formally defined as:
VIn(C,C′) = VI(C,C′)/ log n.
In the same line, the mutual information measure can as well be rescaled to the [0, 1] range,
giving the "normalized mutual information" index as (Danon et al., 2005):
MIn =
2MIn(C,C′)
H(C) + H(C′)
.
5.2 Methods
Strategies for group-comparison
and representative partitions
The human brain network proved to be small-world and organized according to a hierar-
chical modular architecture, composed by communities of nodes highly interconnected between
them, but sparsely connected with other modules (Bullmore & Sporns, 2009; Meunier et al.,
2010, 2009b). Particularly, modularity is thought to be a crucial characteristic in terms of brain
evolution and development (Meunier et al., 2009b). The study of modular topology and decom-
posability of brain networks in health and disease is therefore raising new interest but also new
challenges.
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Figure 5.2 – Logical representation of MI and VI measure in function of clusterings entropy and
conditional entropy. Reprinted from Journal of Multivariate Analysis, Volume 98, Issue 5, M.
Meila˘, Comparing clusterings - an information based distance, pp. 873-895. Copyright (2007),
with permission from Elsevier.
One first concern is how to better compare brain modular topologies between different pop-
ulations. A common approach in clinical studies is to compare modularity values Q between
different groups. However, although the modularity Q indirectly quantifies the degree of decom-
posability of a network, it does not provide explicit information about the spatial topology of its
communities. For this reason, and as suggested by (Alexander-Bloch et al., 2012), we advocate
the use of clusterings distance metrics such as the variation of information or the mutual informa-
tion (reviewed in section 5.1.2) to unravel topological differences of modular structure between
clinical groups.
Going one step backwards, the model used to define anatomical human brain networks is
based on DWI data which is intrinsically noisy, and includes both false positive and false nega-
tives edges (de Reus & van den Heuvel, 2013). This fact can have a high impact on the resulting
optimal modular decomposition. The intrinsic noisiness of structural brain connectivity matrices
accounts for part of the variability across individuals belonging to homogeneous populations.
Indeed, by definition, communities are parts of graph with few ties with the rest of the system
and thus, it may be of interest to evaluate them independently from the graph as a whole. Or,
for instance, it can be of interest to investigate specific community characteristics across subject
belonging to a same group. The estimation of a partition representative of a whole group of sub-
jects may help overcoming decomposition biases due to graphs (non systematic) noise, and offer
a qualitatively smooth description of the community fingerprint of different populations (for an
example, see section 5.3).
Motivated by these considerations, in this chapter we describe a framework for group-comparison
of brain communities topology, and group-wise representative partitions estimation. First, we
evaluated partitions distance measures and group-wise representative partitions on a group of 47
healthy subjects (sections 5.2.1, 5.2.2). Second, we investigated the brain modular fingerprint of
high-risk preterm born children (section 5.3). In general, the described framework can be applied
to clinical studies, when it is of interest to investigate the graph modular architecture of different
populations (Alexander-Bloch et al., 2012).
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5.2.1 Methods and Materials
In order to formulate a robust framework for group-wise comparison in terms of brain mod-
ular structure, one should first evaluate the intra- and inter- subject variability of brain modular
architecture. To this end, we considered a set of healthy individuals, and (i) established subject-
wise optimal partitions using a modularity-optimization algorithm; (ii) evaluated and compare
group-representative partitions considering subjects centrality in clustering space, average parti-
tion, and consensus clustering; (iii) used the normalized variation of information (VIn) and the
normalized mutual information (MIn) measures. The main assumption of this analysis is that
a group-wise partition well represents the set of subjects if the average distance in the cluster-
ing space between subject-wise partitions and group-representative partition is small. Under
this assumption, the results prove that the consensus clustering and the representative partition
estimated from the average connectivity matrix are appropriate for group-representation.
MRI acquisitions and connectivity estimation
47 healthy subjects aged 25± 4 years underwent an MRI imaging session (3T Siemens TrioTim,
32-channel head coil), composed of a diffusion spectrum imaging (DSI) and a high resolution
MPRAGE morphological acquisition as anatomical reference. Whole brain structural connectiv-
ity was determined by tissues segmentation and streamline tractography. This processing yielded
47 weighted structural networks Gi, each one composed of n = 448 nodes (each node being a
cortical region, according to the parcellation described in (Cammoun et al., 2012)), and with edge
weights w(u,v) representing the streamlines connectivity density (Hagmann et al., 2008) between
regions u, v. 7 out of 47 subjects were excluded from this study because the corresponding brain
networks presented disconnected nodes. For this reason, only 40 subjects were considered.
Community detection in brain graphs
For each brain network, the optimal decomposition in terms of modularity value Q was deter-
mined by means of the modularity-optimization algorithm proposed by (Blondel et al., 2008)
(Louvain algorithm), and reviewed in section 5.1.1. Given the dependency of the algorithm out-
put on the initial ordering of the considered nodes, the algorithm was run niter = 100 times
for each subject, and the highest modularity partition was selected. Next, a fine-tuning pro-
cedure (Sun et al., 2009b) was run on each optimal Louvain solution. This optimization step
consists in finding the optimal solution by moving each node of the network to all other existing
communities or to a new community of its own, if the move improve the overall modularity value
Q. This fine-tuning procedure has been shown to deliver final higher modularity partitions, and to
partially circumvent the resolution limit intrinsic to many community detection algorithms (Sun
et al., 2009b). This procedure delivers a single partition Ci for each subject i of the considered
set.
Group-representative partitions
In order to determine a representative partition for the considered group of 40 healthy subjects,
we tested three distinct strategies. First, we estimated the optimal partition Cavg (best solution
over 100 runs of the Louvain algorithm and fine-tuning procedure, as described above) for the
group-wise average connectivity matrix Gavg, similarly to (Fair et al., 2009). Gavg was built
merging the 40 individual connectivity matrices Gi. An edge was maintained in Gavg if present in
at least the 66% of the 40 subjects. This percentage ensures that the resulting Gavg is a connected
graph (higher consistency percentages returned disconnected graphs). A weight corresponding
to the average over the 40 subjects non-zero density values was assigned to each existing edge in
Gavg.
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Second, the partition Ccentral of the most central subject in the clustering space was consid-
ered as possible representative for the group. The distance between subjects in the clustering
space was quantified by means of the normalized variation of information VIn. The subject-wise
partition with the minimum sum of distances with all the other 39 subject-wise partitions was
selected as group-wise representative partition, similarly to (Meunier et al., 2009b).
Third, and similarly to (Betzel et al., 2013), we evaluated the consensus clustering partition
Ccons from the 40 subject-wise partitions. The consensus clustering is an approach proposed
by (Monti et al., 2003) that delivers an agreement partition across multiple outputs of a given
clustering algorithm. The basic element of the consensus clustering approach is the construction
of a consensus matrix M which stores the normalized number of co-occurrence of two elements
(i.e. of two nodes) (i, j) in the same cluster, considering the overall set of subject-wise partitions
Ci, with i = 1, ..., n. The consensus matrix M has dimensions equal to the brain graph adjacency
matrices Gi. Its entries (denoted consensus indexes m(u,v)) are bounded to the range [0, 1]. A
consensus index m(u,v) equal to 0 indicates that the two nodes u, v are never assigned to the
same community, while m(u,v) = 1 indicates that nodes u, v are assigned to the same community
for all the considered subjects. Ideally, a perfectly stable and recurrent partition over the 40
samples would correspond to a consensus matrix exclusively composed by 0s and 1s, as the node
affiliation would not change across samples. The consensus indexes can be used as similarity
measure in place of the connection density w(u,v), and feed to the Louvain algorithm. In practice,
the consensus matrix M obtained from the 40 samples was thresholded at τ = 0.3 (i.e. all the
consensus indexes smaller than 0.3 were considered as noise and set to zero), and the Louvain
algorithm was run niter = 100 times, delivering a new consensus matrix. This iterative procedure
was repeated until the final consensus matrix M presented a perfectly binomial distribution of 0s
and 1s values only, delivering the consensus clustering partition Ccons.
Distance measures
The normalized variation of information VIn (Meila˘, 2007) was used as a metric of distance
between partitions Ci in the clustering space. The normalized mutual information MIn (Danon
et al., 2005) was used to measure the amount of information shared by different partitions Ci.
VIn = 0 and MIn = 1 express perfect agreement between partitions. VIn and MIn quantified the
intra-subject and inter-subject variability of the modular decomposition obtained with the Lou-
vain algorithm, and the representativeness of the considered group-wise partitions Cavg, Ccentral
and Ccons. The Brain Connectivity Toolbox (Rubinov & Sporns, 2010) was used for Louvain
community detection and partitions distance computation.
5.2.2 Results and Discussion
Modular architecture variability
Each one of the 40 brain networks was composed of a single connected component. Figure 5.3
pictures the connectivity matrix of a single example subject. The intra-subject variability in terms
of Louvain algorithm runs was quantified by means of VIn and MIn values. For each subject, the
mean VIn and MIn values between each pair of community detection runs (Louvain algorithm
and fine-tuning procedure) were computed, and group-wise statistics are reported in table 5.1.
VIn values close to zero, and MIn values close to one suggest that the network clustering proce-
dure outputs consistent and robust decompositions.
The 40 brain networks were decomposed on average into k = 14 modules (kmin = 10,
kmax = 16), each one comprising on average 32 nodes (minimum number of nodes=1, maxi-
mum number of nodes=76). Inter-subject variability of modular decomposition is reported in
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table 5.1. Normalized mutual information values are comparable to what reported by (Meu-
nier et al., 2009b) for functional brain networks, indicating a fair degree of similarity between
partitions of an homogeneous group of healthy individuals.
Representative partitions
Three distinct group-representative partitions were estimated. Cavg is the optimal partition from
niter = 100 runs of the Louvain algorithm and fine-tuning procedure on the group-wise connec-
tivity matrix Gavg, and counts 11 modules. Ccentral is the partition of the subject with the overall
smaller distance VIn to all the other individuals of the group, and counts 13 modules. Ccons (8
modules) was obtained by computing the consensus matrix (figure 5.4) over all the 40 individual
partitions, and iteratively re-cluster it till convergence. Both the average partition Cavg and the
consensus clustering Ccons showed smaller distance (VIn) to the single subject-wise partitions
than the Ccentral partition (rank sum test, p ∼ 10−7, p ∼ 10−5) (table 5.3). The MIn values be-
tween the representative partitions and the subject-wise partitions was significantly higher for
Cavg compared to Ccentral and Ccons (p = 0.007, p = 0.006). The three representative partitions
are pictured in figure 5.5. The representative modules cover well-known anatomical areas as the
occipital and temporal lobules, the medial frontal cortex and the precuneus area. Medial modules
are highly symmetrical across the two hemispheres.
Figure 5.3 – Single subject structural connectivity matrix representing a 448 nodes brain net-
work. Color-coding corresponds to t log w(u,v) Nodes have been ordered such to group consensus
clustering modules along the diagonal.
Discussion
The modular architecture of the brain structural network was characterized for 40 healthy sub-
jects. The relatively high inter-subject MIn and low VIn values indicated a good degree of con-
sistency between individual partitions, and is consistent with previous findings (Alexander-Bloch
et al., 2012; Meunier et al., 2009b). Group-representative partitions were identified using three
different approaches. We can assume that a partition effectively represents a group if the distance
in the clustering space between each subject and the group-wise partition is small. We quanti-
fied the distance between partitions with the VIn measure, while the MIn expresses the degree
of agreement between different partitions. The VIn distributions between subject-wise modu-
lar decompositions and representative partitions suggest that both the consensus clustering Ccons
and the average partition Cavg effectively represent the modular topology of the group, while the
central subject partition Ccentral is less representative of the group. Both the consensus clustering
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Groups VIn (mean ± std) MIn (mean ± std)
intra-subject 0.091 ± 0.022 0.891 ± 0.026
inter-subject 0.325 ± 0.023 0.607 ± 0.028
Cavg 0.265 ± 0.033 0.662 ± 0.033
Ccenter 0.295 ± 0.021 0.640 ± 0.026
Ccons 0.267 ± 0.027 0.641 ± 0.034
Table 5.1 – VIn and MIn values between niter = 100 runs of the Louvain algorithm for each
subject (intra-subject variability), optimal modular decomposition of different subjects (inter-
subject variability), and between single subject modular decomposition and representative parti-
tions (Cavg, Ccenter and Ccons).
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Figure 5.4 – Consensus matrix from 40 subject-wise brain network modular decomposition (a).
The matrix (b) represent the consensus matrix after iterative procedure for consensus clustering
estimation (Monti et al., 2003). The node have been re-ordered according to the sparse reverse
Cuthill-McKee ordering (Gilbert et al., 1992) in order to promote a block-diagonal structure
(modules forming blocks along the main diagonal).
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Figure 5.5 – Surface plots of representative partitions: modular decomposition of the average
group-wise connectivity matrix (Cavg); modular decomposition of the most central subject in
clustering space (Ccentral); consensus clustering partition (Ccons).
and the average partition count a number of modules smaller than the single subjects partitions,
suggesting that these representative partitions introduce a smoothing and denoising factor with
respect to individual partitions. The identification of effective clustering distance measures and
agreement partitions from sets of subjects is central for the characterization of the brain modular
organization, and in view of groups comparison.
5.3 Applications
Brain network modular fingerprint
of high-risk preterm born children
5.3.1 Introduction
The modular structure of brain networks is thought to be a crucial characteristic in terms of
brain evolution and development (Meunier et al., 2010, 2009b). Newborns demonstrate already a
brain network modular architecture, even though such structure is subject to substantial changes
across development. Particularly, during development brain communities topology would move
from local subnetworks partially overlapping with brain lobes, to more spatially distributed cir-
cuits (Fair et al., 2009). A decrease of modularity and an increase of the number of modules
during development from birth to pre-adolescence age have as well been highlighted (Huang
et al., 2013). These processes might be associated with pruning of short-range (intra-modular)
connections, and strengthening of long-range associative tracts (inter-modular links) during de-
velopment (Hagmann et al., 2012). Characterizing brain communities fingerprint in normal brain
development, and finding alterations due to risk factors such as extreme prematurity and/or in-
trauterine growth restriction, can offer insight into the developmental origin of childhood and
adult brain disorders.
Extreme prematurity (EP) and intrauterine growth restriction (IUGR) have both been associ-
ated with alterations of brain structure (Dubois et al., 2014; Padilla et al., 2011; Thompson et al.,
2014), and are considered major risk factors for long term cognitive and behavioural impair-
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ments (Feldman & Eidelman, 2006; Morsing et al., 2011). For instance, frontal lobe white mat-
ter abnormalities have been associated with impaired neurocognitive functions in children born
preterm (Duerden et al., 2013). Considering related network-based studies, decreased global effi-
ciency and nodal strength in IUGR and EP children have been associated with abnormal scores in
neurodevelopmental and socio-cognitive performances (Batalle et al., 2012; Fischi-Gómez et al.,
2014).
Here, we use the above mention framework to describe the modular topology of structural
brain networks of children born extreme premature and/or with additional intrauterine growth
restrictions, and we quantify the similarity of their brain communities structure using informa-
tion theory metrics reviewed in section 5.2.1. Next, we qualitatively evaluate the group-wise
modular topologies from group-representative brain network partitions, obtained by means of
the consensus clustering algorithm (described in section 5.2.2).
5.3.2 Methods and Materials
52 premature born children aged 6 years old underwent an MRI imaging session on a 3T
Siemens TrioTim system, equipped with a 32-channels head coil. The scanning protocol in-
cluded and MPRAGE acquisition with TR 2500 ms, TE 2.91 ms and TI 1100 ms, in-plane reso-
lution 1.8 mm and slice thickness 2 mm, covering a field of view of 160x256x208 voxels, and a
diffusion tensor imaging (DTI) sequence with 30 directions, maximum b-values 100 s/mm2, one
b0 reference image, TR and TE respectively of 1020 and 107 ms, 1.82 mm in-plane resolution
and 2 mm slice thickness, covering a field of view of 230x230x256 voxels.
The gestational age (GA) at birth ranged from 24 to 33 weeks, and birth weight ranged from
510 g to 1150 g. All subjects were free from prematurity-associated brain lesions and ventricu-
lomegaly at term equivalent age, and the 6 years-old scans were read as normal by experienced
neuroradiologists. For further details aon the children cohorts we refer to (Fischi-Gomez, 2015;
Fischi-Gomez et al., 2015).
Infants were distributed in 4 groups: 23 were born at GA<28 weeks and classified as extreme
premature (EP) ; 11 were born moderately preterm (GA>28 weeks) with intrauterine growth
restriction (IUGR) after placental insufficiency (IO, i.e. IUGR-Only); 11 were born at GA<28
weeks of gestation age with additional IUGR (IE, for IUGR + EP). The control group (CTRL)
comprised 8 children moderately preterm (GA>28 weeks) with normal birth weight.
For each subject a brain structural connectivity matrix was computed by combining MPRAGE
and DTI data. Particularly, the MPRAGE volumes were segmented into WM, GM and CSF tissue
compartments. The GM was parcellated into 83 cortical and subcortical regions according to
the Desikan-Killiany atlas (Desikan et al., 2006). DTI data were reconstructed, and streamline
tractography was performed as described in (Daducci et al., 2012).
The subject-wise structural brain connectivity was modelled as an undirected, weighted graph
counting 83 nodes corresponding to the Desikan-Killiany cortical and subcortical regions of
interest. An edge eu,v was added to the graph if at least one streamline of the tractogram had start
and end extremes within brain regions u and v. A weight was associated to each edge, equal to the
product of the fractional anisotropy (FA) value averaged along the connecting streamlines by the
group-wise average connection density (Hagmann et al., 2008), as proposed by (Fischi-Gómez
et al., 2014).
Each subject-wise weighted brain network was decomposed into modules using the Louvain
algorithm (Blondel et al., 2008). Specifically, for each child brain network the Louvain algorithm
was run niter = 100 times, and the best decomposition Ci in terms of modularity value Q was
selected. In order to compare the intra-group and inter-group distance between subject-wise
modular decompositions, we used the normalized variation of information index (VIn) and the
normalized mutual information index (MIn) measures (section 5.2.1). MIn and VIn values were
computed between each pair (Ci,C j) of subject optimal modular decompositions. Q, MIn and
84 Group-comparison of brain network community structure
VIn values were statistically compared using the non-parametric Wilcoxon rank sum test. Finally,
a representative brain network partition was estimated for each group by means of the consensus
clustering algorithm (Lancichinetti & Fortunato, 2012), as described in section 5.2.2, obtaining
four representative partitions CCEP, CCIO, CCIE and CCCTRL.
5.3.3 Results
The four groups showed modular brain network architecture, with overall comparable mod-
ularity values Q and number of modules (see table 5.2). Nevertheless, modularity Q was higher
in EP children compared to CTRL and IO subjects (respectively p = 0.002 and p = 0.009). EP
children also showed the smallest average number of brain network modules (table 5.2).
The MIn and VIn values between the partitions of each pair of subjects are reported in fig-
ure 5.6. In order to assess the variability of intra-group modular decompositions, we considered
the MIn and VIn distributions for pairs of subjects belonging to the same group (CTRL, IO,
IE, EP). Distributions’ mean and standard deviation are reported in table 5.3. No statistical
difference was found between intra-group MIn and VIn distributions when comparing the four
different groups (repeated 2-sample Wilcoxon rank sum test), indicating similar levels of intra-
group variability in terms of modular topology.
Next, we evaluated the MIn and VIn distributions for pairs of subjects belonging to different
groups (CTRL − IO, CTRL − IE, CTRL − EP, IO − IE, IO − EP and IE − EP). Distributions’
mean and standard deviation are reported in table 5.3. These inter-group MIn and VIn values
quantify the distance between different groups in terms of modular topology. Taken together, the
intra-group (diagonal blocks in figure 5.6) vs inter-group (off-diagonal blocks in figure 5.6) MIn
and VIn values were statistically different (MIn, p ∼ 10−63; VIn, p ∼ 10−64), indicating different
group-specific modular brain network structures. Significant statistical differences (p < 0.05)
held as well when comparing specific inter-group MIn and VIn values (e.g. the CTRL − IO
MIn and VIn distributions), and the relative intra-group MIn and VIn values (e.g. CTRL and
IO MIn and VIn values). We also observed that the IE and EP groups showed on average the
highest inter-group similarity (maximum average MIn, minimum average VIn, table 5.3), while
the highest dissimilarities (smallest average MIn, largest average VIn, table 5.3) were related to
the IO group.
Group-wise representative partitions are shown in figure 5.7. The four consensus clustering
partitions CCCTRL, CCIO, CCIE and CCEP counted respectively 10, 11, 10 and 9 modules. The
visual inspection of the consensus clustering configurations corroborates the numerical results,
and allows us to hypothesize that IE subjects are closer in modular brain structure to EP subjects,
while IO subjects appear to have the most different structure with on average a higher number of
modules (table 5.2).
Groups
Number of modules
mean ± std
Q
mean ± std
CTRL 10.125 ± 0.64087 0.68796 ± 0.0098426
IO 10.8182 ± 0.75076 0.69886 ± 0.022563
IE 9.7 ± 0.67495 0.69751 ± 0.006496
EP 9.3478 ± 0.71406 0.70501 ± 0.010022
Table 5.2 – Average and standard deviation number of clusters and modularity values Q from
subject-wise brain network modular decompositions, for the four groups CTRL, IO, IE, EP.
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Figure 5.6 – Matrices representing the MIn (a) and VIn (b) values between optimal modular
decompositions of each pair of subjects. The white lines highlight the different intra-group (di-
agonal) and inter-group (off diagonal) blocks.
Groups
MIn
mean ± std
VIn
mean ± std
CTRL 0.81613 ± 0.081501 0.18418 ± 0.081337
IO 0.82578 ± 0.050917 0.1818 ± 0.052754
IE 0.85195 ± 0.049577 0.14386 ± 0.047798
EP 0.86198 ± 0.056419 0.13186 ± 0.054544
CTRL − IO 0.76813 ± 0.04112 0.23726 ± 0.042292
CTRL − IE 0.81224 ± 0.061895 0.1955 ± 0.055527
CTRL − EP 0.79988 ± 0.056778 0.1955 ± 0.055527
IO − IE 0.76368 ± 0.04176 0.23821 ± 0.040862
IO − EP 0.74954 ± 0.038688 0.2502 ± 0.038781
IE − EP 0.81904 ± 0.048115 0.17442 ± 0.047043
Table 5.3 – Average and standard deviation intra-group and inter-group MIn and VIn values.
5.3.4 Discussion
The goal of this analysis was to investigate the modular brain network structure in preterm
born infants (with or without additional intrauterine growth restriction) at school age, and ex-
plore their brain network communities’ fingerprint. All the four groups demonstrated non-
random community structure, with modules partially overlapping brain lobes (figure 5.7). The
extreme premature children showed higher modularity values and a smaller number of mod-
ules compared to the other three groups. Huang and colleagues highlighted a similar trend in
diffusion-derived brain connectivity networks of new-born babies with respect to toddlers and
pre-adolescents (Huang et al., 2013). This similarity might suggest a delayed modular structure
development of EP children compared to the CTRL and IO groups.
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Figure 5.7 – Surface plots representing the group-wise representative modular decomposition
estimated by means of the consensus clustering algorithm, for the four groups CTRL, IO, IE, EP.
The decomposition of each individual brain network into consistent modules enabled between-
group comparisons using information theory measures of clustering similarity. As we can assume
that one subject’s partition is similar to another if the distance (in terms of MIn and VIn values)
between the two partitions is small and vice versa, the significant MIn and VIn intra- vs inter-
group differences suggest a group-specific different modular brain network structure. The visual
inspection of the group representative partitions of figure 5.7 corroborates the analytical results,
and allows to hypothesize that subjects born extreme premature and with intrauterine growth
restriction (IE) are closer to the extreme premature infants (EP) than the other two groups. It
may therefore be hypothesized that the EP + IUGR brain modular architecture is mainly affected
by the effect of the extreme prematurity rather than prenatal growth restriction. Qualitatively,
the most striking difference among group modular topologies is located within the frontal lobe
(figure 5.7), in concordance with a recent study where disruptions of frontostriatal white mat-
ter pathways were found in school-aged children born preterm, and negatively correlated with
measures of cognitive functioning (Duerden et al., 2013).
This preliminary investigation of children born extreme premature and/or with additional
intrauterine growth restriction proves the applicability of clustering similarity metrics and con-
sensus clustering representation to clinical studies. Taken together, the listed results suggest that
each cohort can be described by an own brain network modular architecture, paving the way to
characterizing brain communities fingerprint to detect brain alterations.
5.4 Conclusions
In this chapter we reviewed different strategies for the brain network decomposition into
communities, for the comparison of community structures across different populations, and for
the identification of group-representative brain partitions.
Similarly to (Alexander-Bloch et al., 2012) we recognized the importance of considering mea-
sures of partition distance in the clusters space (such as the variation of information VI) when
comparing community topologies across different groups, and complementary to the more tradi-
tional modularity measure Q.
This precaution is particularly important when comparing populations with potentially highly
different community structures, such as babies in different developmental stage. We applied the
variation of information and the mutual information measures to the investigation of the brain
community structure in sensitive populations of high-risk preterm born children.
Finally, in this chapter we quantitatively compared the representativeness of different group-
average partitions. Our analyses indicate that the consensus clustering algorithm may be a pref-
erential choice for the estimation of group-wise representative partitions.
Part III
A spatio-temporal network model
for the joint investigation of
brain structure and dynamics

Overview
Diffusion MRI allows mapping the wiring diagram of white matter bundles interconnecting
brain cortical and subcortical areas. This complex information can be represented in the form of
a network where nodes represent brain regions, and edges express their anatomical links.
Functional MRI maps in time activation events taking place in the brain cortex, during the exe-
cution of tasks or in the resting state.
By conceptually combining the structural and functional information measured my means of
dMRI and fMRI, on the top of the brain anatomical network each node can be associated with a
time-evolving functional signal.
During resting-state condition, local functional activities have been shown to organize into
spatially distributed patterns of synchronization. These resting-state networks overlap well-
known functional systems such as the the primary motor cortex, the visual area or the frontal
cortex. The resting state networks are typically estimated over the whole duration of an fMRI
scanning session, and therefore constitute a time-average representation of functional synchro-
nization patterns. Overall, RSNs are reproducible across individuals, but regional pair-wise func-
tional signal correlations demonstrate a high level of variability even among different MRI scans
of the same subject.
In this relation, recent works have shown that a time-average analysis of resting-state activity
might by over simplistic, and that resting-state functional signals are intrinsically non-stationary
(Hutchison et al., 2013). Investigations of resting-state dynamics have highlighted short and
temporally-localized events of spatial synchronization patterns (Zalesky et al., 2014), topologi-
cally different and more complex than the traditional resting state networks (Allen et al., 2012;
Liu & Duyn, 2013; Smith et al., 2012).
Stepping back to the combination of the brain structural and functional information, we can
picture active cortical nodes communicating through the underlying anatomical network, and
forming transient patterns of synchronization expressed by temporarily correlated nodal signals.
Studies investigating the brain structure-function relationship have mainly focus on time-average
characteristics of the fMRI data. Multilinear regression analyses have shown that different fea-
tures of the anatomical network are partially predictive of functional correlations (Deligianni
et al., 2011; Goñi et al., 2014; Honey et al., 2009). Moreover, large-scale neural computational
models (informed by the anatomical connectivity information), have highlighted the presence of
different functional interactions at different temporal scales of investigation (Deco et al., 2011).
If resting state networks appear when summarizing the models behaviour over tens of seconds,
more complex dynamics take place at a finer temporal scale.
Integrating these different inputs, in Part III of this thesis we propose an original theoretical
framework for the integration and joint representation of both functional and structural brain
connectivity information, as measured by means of diffusion and resting-state MRI.
Particularly, we introduce a new network model, namely the spatio-temporal connectome, that
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allows mapping reproducible spatio-temporal patterns of brain activation. The spatio-temporal
connectome representation handles the locality or proximity of data points both in space and time.
Proximity in space is given by the anatomical brain network; proximity in time is determined by
the temporal co-activation of cortical regions.
Each activation pattern detected on the spatio-temporal graph is by itself a multi-layers (sub)graph,
that can be further characterized in terms of inter-nodal interactions.
Part III of this thesis is organized into two parts.
After a brief review of literature dedicated to the structure-function relationship and resting-state
dynamics topics (sections 6.1, 6.2), in chapter 6 we formally define our spatio-temporal con-
nectome model. We clearly state the hypotheses that underlie the framework structure, and we
describe in details the procedure for the construction of the spatio-temporal graph(section 6.3).
Moreover we discuss the detection of activation components on the spatio-temporal graph, and
their clustering into representative dynamical patterns of resting-state activity(section 6.4).
Next, in chapter 7 we investigate brain resting-state spatio-temporal patterns in a group of healthy
subjects (section 7.1). The clustering of time-resolved activation patterns allowed identifying
reproducible spatial configuration of synchronous activation. In section 7.2 we describe the de-
tected activation patterns both in terms of spatial morphology and of temporal evolution, we
discuss their overlap with task-based activation maps derived from large meta-analyses, and
we represent inter-regional causality relationships in the form of a transition probability ma-
trix. Moreover, we thoroughly investigate the role that the anatomical network plays in shaping
the activation components detected on the spatio-temporal graph.
The majority of the work presented in this Part III is unpublished. Preliminary results can be
found in (Griffa et al., 2015b).
This research was conducted in collaboration with the Signal Processing Laboratory LTS4 of the
École polytechnique fédérale de Lausanne2, and particularly Dr. Benjamin Ricaud, Kirell Benzi
and Dr. Xavier Bresson.
2http://lts4.epfl.ch/
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resting-state dynamics
on spatio-temporal
connectomes 6
6.1 Background
Relationship between brain structure and function
In the past decade diffusion and resting-state functional MRI have gained increasing interest
among the scientific community as two complementary techniques for the study of brain orga-
nization. As already reviewed in chapter 2, dMRI allows estimating the structural connectivity
between cortical and subcortical areas via white matter tracts, while fMRI records neural-related
brain activity signals. dMRI and fMRI map brain structural and functional connectivity networks.
It is commonly accepted that functional brain connectivity reflects, at least at some extent, the
underlying structural connectivity. Anyway, the investigation of their complex interplay is not
trivial.
MAiB j =
Ai ∩ B j
Ai ∪ B j
The first study that directly compared anatomical and functional connectivity was published
in 2002 (Koch et al., 2002). Despite some limitations of this pioneering work (first of all the in-
vestigation of a single brain slice instead of the whole brain volume), the authors already pointed
out some fundamental results. Particularly, they observed that strong anatomical connectivity
can be consistently associated with strong functional correlation. In contrast, strong functional
correlation can be observed also between weakly or not (structurally) connected regions. They
interpreted this finding as an indication that BOLD signal correlations may be mediated by trig-
ger areas and indirect anatomical paths. Consistently, investigations of the structure-function
relationship within resting state networks reported similar observations (Damoiseaux & Gre-
icius, 2009; van den Heuvel et al., 2009). For example, medial temporal and frontal areas of
the default mode network are temporally related even though they are not directly anatomically
connected (Greicius et al., 2009).
From a network-science perspective, the spatial distribution of functional patterns of co-
activation has been related to various aspects of the underlying anatomical architecture. The
investigation of different multilinear regression models has shown that the functional connectiv-
ity between brain regions is partially predicted by direct anatomical connections strength (Hag-
mann et al., 2008), indirect connections (Deligianni et al., 2011; Honey et al., 2009), Euclidean
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distance between considered regions (Hermundstad et al., 2013; Honey et al., 2009), and mea-
sures of shortest path embedding within the anatomical network (Goñi et al., 2013). Figure 6.1
illustrates the prediction of functional coupling via structural search information, an informa-
tion theory metric quantifying the accessibility of a shortest path within the overall structural
network. System-level structural properties, such as rich-club topology and weak modular or-
ganization, have been shown to be central for the appearance of resting state networks and of
plausible patterns of functional synchronization (Betzel et al., 2013; Russo et al., 2014; Senden
et al., 2014). Finer-grain investigations at nodal level highlighted that brain regions with different
topological roles within the structural brain graph, may differentially participate to resting state
dynamics. Particularly, structural hub nodes position themselves at the edge between different
RSNs, show high interaction with topologically distant brain regions and demonstrate, on aver-
age, particularly variable inter-regional coupling (Collin et al., 2014b; Kolchinsky et al., 2014;
van den Heuvel & Sporns, 2013).
Taken together, these evidences suggest that (i) the structural graph and its topological prop-
erties play a fundamental role in shaping resting state functional synchronization patterns; (ii)
the relationship between structural and functional connectivity is complex and spans different
spatial scales (Euclidean space scales and structural graph scales); (iii) structural hub nodes may
have a pivotal role in linking different local patterns of functional synchronization.
A different approach to the investigation of the structure-function relationship come from the
computational modelling field. The main rationale behind the development of computational
models of large-scale neural dynamics is the investigation of brain activity principles and com-
munication mechanisms (Sporns, 2014). A large-scale computational model includes a set of
nodes representing neural populations (usually macroscopic anatomical regions), whose local
dynamics can be modelled through more or less complex oscillators (Deco et al., 2009; Honey
et al., 2009, 2007), or realistic biophysical neural models (Deco & Jirsa, 2012). Spatially dis-
tant oscillators are coupled through anatomical connectivity maps. The investigation of different
dynamical models allowed gaining insights into the role that distinct factors, such as transmis-
sion delay and noise, play in shaping whole-brain resting-state dynamics (Cabral et al., 2014;
Deco et al., 2011). Importantly, substantially different whole-brain computational models, in-
formed by structural connectivity matrices, proved to be able to reproduce empirical patterns of
time-average functional coordination and resting state networks.
At shorter temporal scales, simulated neural activities give rise to transient patterns of syn-
chronization, suggesting that the brain system may dynamically explore a metastable space of
distinct spatio-temporal states (Deco et al., 2011). This observation highlights the fact that func-
tional connectivity depends on the temporal scale at which it is characterized, and that consid-
ering multiple temporal scales and functional dynamics may help clarifying interdependencies
between structural and functional brain connectivity.
6.2 Background
Dynamic resting-state connectivity
Resting state fMRI data has been typically investigated by means of time-average statistics.
Regional pair-wise correlation (functional connectivity) and spatial ICA allowed to highlight the
modular structure of brain functional networks, and decompose them into a set of reproducible
resting state networks (RSNs) that partially overlap known functional circuits (van den Heuvel
& Hulshoff Pol, 2010). These approaches implicitly assume the stationarity of the investigated
dynamics, and provide an information that is representative of the whole period of fMRI acqui-
sition.
Anyway, brain functional activity is intrinsically dynamic and condition-dependent, with ac-
tivation patterns variable for instance in function of task-demand or sleep. Moreover and as
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Figure 6.1 – Prediction of functional connectivity by means of measures of shortest path embed-
ding measures. Left: schematic illustration of the search information measure S , characterizing
the topological embedding of a shortest path within the overall brain anatomical network. High S
values indicate high paths ’hiddenness’. Center: empirical functional connectivity (lower trian-
gular part of the matrix) and search information (upper triangular part) values. Right: functional
connectivity prediction with search information measure. Adapted from (Goñi et al., 2014).
above discussed, large scale computational models suggest that, in absence of precise external
stimuli or driven forces, the brain system would explore a set of transient, multistable states of
spatio-temporal synchronization (Deco et al., 2011). Very recent experimental works on rs-fMRI
have started to address dynamical aspects of the resting state activity (Hutchison et al., 2013).
Time-frequency investigations showed in fact that resting-state signals are not static, and
that resting-state connectivity has dynamic properties that may be overlooked by stationary anal-
yses (Chang & Glover, 2010). Particularly, the traditional resting state networks might by a
smooth representation of more complex and variable interactions. Smith and colleagues pro-
posed to use temporal ICA to decompose the resting state into a set of patterns represented by
mutually independent time courses (Smith et al., 2012). Although not directly addressing dynam-
ical aspects of functional connectivity, this approach highlighted the presence of spatial synchro-
nization patterns other than classical RSNs, and broke down RSNs, and particularly the DMN,
into subcomponents. Similarly, sliding window approaches combined with clustering techniques
were able to resolve in time spatial synchronization patterns distinct from time-average RSNs,
and partially corresponding to areas associated with tasks execution (Allen et al., 2012). Rep-
resentatively, the DMN could be decomposed into subcomponents as precuneus area, posterior
cingulate and parietal cortex showing non-constant inter-synchronization, and variable patterns
of synchronization with sensorimotor, language and visual areas.
Importantly, time-average correlation patterns (RSNs) may reflect a summation of transient
synchronization motifs, highlighting that the characterization of functional connectivity largely
depends on the temporal scale of investigation. Liu and colleagues have for instance identified
time-varying CoActivation patterns (CAPs) by means of point process analysis (Tagliazucchi
et al., 2012) and single-volume correlation (Liu & Duyn, 2013), and showed that summation of
CAPs leads back to time-average RSNs.
The CAP approach and sliding-window investigations have also pointed out that resting state
dynamics may be better described by short and temporally-localized events of spatial synchro-
nization, rather than continuous and sustained activity. Zalesky and colleagues applied a sliding
window approach to high temporal resolution data in order to track functional networks evolu-
tion in time (Zalesky et al., 2014). They could isolate temporally well-defined switches among
different connectivity configurations, at which multiple connections transit together to a different
pattern of synchronization. These findings would support the idea that the resting brain would
transiently visit a finite set of synchronization states in a multistable framework. Anyway, it
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is not clear yet if functional dynamics are better represented by localized and sequential states,
global highly-efficient configuration involving the overall brain network, or linear combination
of multiple FC patterns (Hutchison et al., 2013; Leonardi et al., 2014; Zalesky et al., 2014).
Under the multi-stability and state-space hypothesis, an interesting perspective is also the
investigation of states sequence. Functional states have been shown to have different probabil-
ities of recurrence over the acquisition period and across subjects (Allen et al., 2012; Calhoun
et al., 2014). Interestingly, states transitions may be informative of complex interaction between
different patterns of synchronization. Moreover, the temporal profiles of states recurrence may
help associating individual functional configurations with different mental states. For example,
a spatial pattern including posterior cingulate and parietal areas has been associated to light
sleep condition because of its increasing occurrence over fMRI acquisition periods (Allen et al.,
2012). Not only the states sequence, but also finer-grain intra-state local activation dynamics
may be informative of brain functioning mechanisms. For example, spatial waves of local acti-
vations, possibly representing propagation of intensity from focal points, have been qualitatively
observed in human data (Majeed et al., 2011). Finally, and importantly, early studies have iden-
tified alterations of resting state dynamics in brain disorders such as schizophrenia (Ma et al.,
2014) and multiple sclerosis (Leonardi et al., 2013), underlying the importance of considering
dynamical aspects of the BOLD signals in the study of the brain functional connectivity.
6.3 Methods
Definition of a spatio-temporal framework
Building on the above-discussed notions on the brain structure-function relationship and
resting-state dynamics, in this thesis we propose a new network model for the robust extraction
of dynamic activation patterns between anatomically linked brain regions.
This section specifies our network model. In brief, we build a new spatio-temporal connec-
tome. A spatio-temporal connectome is a multi-layer graph where edges connect nodes that are
close in both the temporal AND structural spaces, where the structural space refers to the brain
anatomical graph. We begin by stating the conceptual assumptions underlying the model. Next,
we describe the reduction of the fMRI data to point processes, a step necessary for the con-
struction of the spatio-temporal graph. In section 6.3.3 we formally define our spatio-temporal
connectome network model.
6.3.1 Underlying hypotheses
The formulation of a spatio-temporal framework for the joint representation of structural and
functional data relies on few assumptions, discussed below.
General assumptions:
• during rest, local spontaneous brain activity configure into spatial patterns of synchroniza-
tion. This is a very general statement, supported by large amount of literature that attributes
spatially distributed maps of co-activation to neural sources (Fox & Raichle, 2007). Time-
average resting state networks detected with PCA, ICA or other techniques are consistent
across scanning sessions and subjects (van den Heuvel & Hulshoff Pol, 2010).
• spatial patterns of resting state synchronous brain activity are transient in time. In fact,
recent works reviewed in section 6.2 suggests that a static description of functional connec-
tivity might by over simplistic, and similar transient functional states have been reported
by different authors (Allen et al., 2012; Liu & Duyn, 2013; Smith et al., 2012).
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Assumptions related to the fMRI signals:
• rs-fMRI dynamics are well represented by sparse sequences of time-localized events. This
hypothesis is supported by recent evidences identifying brief phases of global functional
synchronization, alternated by longer periods of low-synchrony configurations (Zalesky
et al., 2014). In turn, rs-fMRI signals can be highly compressed without dramatic loss of
information. In particular, we assume that a fMRI time series can be effectively reduced to
a point process (or binary sequence of events), as suggested by (Tagliazucchi et al., 2012).
The point process analysis has successfully been used to investigate non-stationarities of
functional signal (Tagliazucchi et al., 2012), extract resting state networks from reduced
set of data points (Liu & Duyn, 2013; Tagliazucchi et al., 2012), and investigate functional
dynamics alterations across populations (Li et al., 2014; Tagliazucchi et al., 2014).
Hypotheses specific to the spatio-temporal graph framework:
• the dynamic synchronization between distant brain regions takes place through commu-
nication via anatomical connections. This hypothesis, although pretty logical, is in fact
a strong assumption. We should mention that time-average resting-state analyses have
shown strong functional correlation between weakly anatomically coupled regions (Gre-
icius et al., 2009; Honey et al., 2009). Nevertheless, this observation may result from (i)
the practice of averaging an intrinsically dynamic information over relatively long acquisi-
tion periods, and (ii) not considering indirect anatomical paths of communication between
functionally coupled areas, two aspects that will be overcome by our model. Moreover,
a collection of recent experimental and computational works have largely proved the es-
sential role played by the brain anatomical network in shaping the observed functional
dynamics (Deco et al., 2011; Goñi et al., 2013; Honey et al., 2009).
6.3.2 fMRI data reduction
Node definition
In order to build a spatio-temporal connectome, it was necessary to define the graph nodes. Each
node in the spatio-temporal graph corresponds to a particular cortical region (spatial localiza-
tion), and to a particular time point over the acquisition period (temporal localization), as better
explained in section 6.3.3. The definition of the graph nodes therefore requires (i) the subdivi-
sion of the cortical volume into well-defined ROIs, and (ii) the extraction of ROI-wise time series
(from fMRI recordings).
Point process
Each ROI-wise functional signal was reduced to a binary point process representing active and
inactive time points. Consider a rs-fMRI recording of T volumes. For each ROI i, the average
time series Fi(t) was computed, and normalized to unitary mean and standard deviation
Fzi =
Fi(t) − µ(Fi(t))
σ(Fi(t))
,
with µ(Fi(t)) and σ(Fi(t)) the time-average and standard deviation of the ROI-wise signal Fi(t).
This normalization allows defining a unique threshold for time series derived from different brain
regions and subjects. The point process PPi(t) of Fzi (t) was defined as
PPi(t) =
1, if Fzi (t) > τ,0, otherwise, (6.1)
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with τ a priori defined arbitrary threshold . This definition slightly differs from (Tagliazucchi
et al., 2012, 2014), where a localized activation is detected at time t (PPi(t) = 1) if Fzi (t) > τ
and Fzi (t − 1) < τ. In this setting, a localized activation PPi(t) = 1 would represent a short-lived
event triggering the slow (up to 20 s) BOLD response (Tagliazucchi et al., 2012). However,
supra-threshold peaks of the normalized fMRI signal Fzi (t) last few time points (up to 8-10 s),
and the exact temporal localization of a neural event is not possible. In our framework we rather
want to determine the time points for which a brain region is active or inactive, and this justify
our definition 6.1. We should mention that for a given sampling frequency, the duration of a
supra-threshold peak clearly depends on the choice of the threshold value τ, which is arbitrary.
Anyway, different values τ were tested in our analyses, with consistent results across thresholds
(see chapter 7). Figure 6.2 picture the reduction to point process of a ROI-wise functional time
series.
Figure 6.2 – Detection of local activation time points by means of point process analysis. The
plot represents the normalized average time series Fzi (t) from a single cortical node. The red
marks indicate periods of activation of the considered cortical region i.
6.3.3 The spatio-temporal connectome model
Let’s consider a static structural connectivity network G = (V, E), composed by a set V of
nodes vi, connected by a set E of edges ei j. G can for example be estimated by means of diffusion
MRI data. We note that the term ’static’ refers to the fact that we can consider the graph G not
subject to variations over the observation period encoded in the spatio-temporal graph. The brain
structural graph G counts N nodes, corresponding to N cortical regions. Let’s consider a set of N
point processes PPi(t) of length T (T time points), each one representing the sequence of active
and non-active states of a node i. The point process can be derived from rs-fMRI recordings as
described in section 6.3.2. A spatio-temporal graph G˜ = (V˜ , E˜) is composed of T layers of nodes,
each one counting N nodes, for a total set of nodes V˜ counting N × T elements, and connected
by a set of edges E˜. Formally, each node v˜i,a in V˜ is identified by two indexes: the first index
i indicates the node position within a layer, and ensures its straightforward association with a
specific brain area; the second index a indicates the node position in time, that is, across layers.
Two nodes v˜i,a and v˜ j,b are connected by an edge e˜(i,a)( j,b) in G˜ if the two following conditions are
jointly satisfied:
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(i) ∃ ei j in G or i = j,
(ii) PPi(t = a) = PP j(t = b) = 1 & (a = b ⊕ a = b ± 1).
Therefore, two nodes v˜i,a, v˜ j,b are connected in G˜ if (i) they are anatomically connected ac-
cording to G, and (ii) they are both active at the same or one-step forward time point, that is
they are causal neighbours. Figure 6.3 schematizes the construction of a spatio-temporal graph
G˜. The first two rows refer to the functional information only. The first N × T matrix represents
the temporal evolution of the N time series {Fzi (t)}i∈[1,...N]. The corresponding point processes{PPi(t)}i∈[1,...N] are computed by applying an arbitrary threshold τ (second row). The point pro-
cess information and the anatomical information contained in the graph G are jointly exploited
in order to build the spatio-temporal graph G˜ (last row). This framework is original and formally
different from other models representing networks evolving in time. For instance, the multiplex
network model, which has been used to characterize brain functional dynamics during learn-
ing (Bassett et al., 2011; Mucha et al., 2010), only allows links across layers between the same
cortical regions, and does not track possible causal relationship between nodes activation.
We observe that the spatio-temporal graph G˜ is highly sparse. This is a direct consequence
of combining sparse information from the point processes and the brain structural network. The
point process analysis can reduce a functional signal of the 80 − 90% (see (Tagliazucchi et al.,
2012) and chapter 7). This means that, depending on the chosen threshold τ, a node is ac-
tive only for the 10 − 20% of the recorded time points. Moreover, typical density values for
DWI-based structural networks range between 10 − 20%, depending on the adopted parcella-
tion scheme, DWI-reconstruction method and tractography algorithm. The high sparsity of the
spatio-temporal graph is especially convenient because G˜ turns to be composed of a certain num-
ber M of individual connected subgraphs or components CC. The connected components of the
graph G˜ typically span few cortical ROIs and time points (see chapter 7 for a thoughtful analysis
of connected component in DSI and rs-fMRI human brain data).
We can therefore assert that each connected component CC of G˜ represents an individual
spatio-temporal pattern of activation. This representation not only allows investigating the spa-
tial configuration of temporarily synchronized brain regions (figure 6.4b), but also resolves the
temporal sequence and causality relationships between local brain activations (figure 6.4a).
Figure 6.4 pictures a single connected component of a human brain spatio-temporal graph,
and constitutes a zoom of figure 6.3c. Conveniently, nodes are represented in anatomical order,
from frontal to parietal, occipital and temporal regions, starting from a central ideal line repre-
senting the brain midline. Bilateral regions across the two hemispheres are therefore symmetric
with respect to the central line. A connected component CC can as well be represented in a
compressed form as a color-coding of the brain surface (figure 6.4). The color-scale represents
the temporal occurrence of a node over the CC.
Recent studies have identified recurrent and reproducible patterns of whole-brain FC tran-
sient configurations (Allen et al., 2012; Calhoun et al., 2014; Smith et al., 2012; Zalesky et al.,
2014). Though, a central question is if resting-state dynamic can be "better conceptualized as a
multistable state space where multiple discrete patterns recur, akin to fixed points of a dynamic
system, or whether it simply varies along a continuous state space" (Hutchison et al., 2013).
The spatio-temporal framework proposed in this thesis allows exploring brain dynamics both at
the level of very local interactions between brain regions, and of possible reproducible synchro-
nization states. For this reason, in the next section 6.4 we discuss the investigation of recurrent
synchronization networks. Representative spatio-temporal patterns of resting-state activity can
be determined by clustering the connected components CC of the graph G˜ in an appropriate
feature space.
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Figure 6.3 – Schematic representation of a spatio-temporal graph construction. First row: nor-
malized functional time series Fz(t) for a set of cortical brain regions; second row: point pro-
cesses PP(t) for a set of cortical brain regions, obtained by thresholding the corresponding nor-
malized functional time series (threshold value: τ); third row: spatio-temporal graph G˜ obtained
by applying locality constraints in both the temporal and the spatial domain, where the spatial
domain is represented by the static anatomical graph G. Bottom right corner: zoom into a single
activation component CC of the spatio-temporal connectome.
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(a) (b)
Figure 6.4 – Activation component CCl of a spatio-temporal graph. (a) Temporal sequence of
nodes activation. (b) Surface representation of brain areas activation persistence within a single
activation component, equivalent to the component feature vector ccl.
6.4 Methods
Identification of representative
spatio-temporal patterns of brain activity
Let’s make the assumption that the set of the connected components of a spatio-temporal
graph G˜ expresses a finite number of reproducible activation patterns that repeat in time. In
this setting, it must be possible to retrieve the representative activation patterns by clustering the
individual components in an appropriate feature space.
Feature space
Let’s consider a spatio-temporal graph G˜ composed of M connected subgraph CCl, l ∈ [1,M].
A single activation pattern CCl spans kl layers of G˜ or, equivalently, lasts kl time points. Let
K = maxl kl be the maximal duration of a component, expressed in number of time steps. The
subgraph CCl = (V˜l, E˜l) has a set V˜l of nodes v˜i,a and a set E˜l of edges e˜(i,a)( j,b), with i, j ∈ [1,N]
and a, b ∈ [1,K] (N number of cortical regions). Each connected components CCl can therefore
be vectorized in the form dl ∈ N(N×K), where each element dl(s) of dl indicates the activation or
non-activation of a brain region i at a certain time point a within the component:
dl(s) =
1, if s = i × a and v˜i,a ∈ V˜l,0, otherwise. (6.2)
Each connected component CCl of G˜ can be reduced to a feature vector ccl ∈ NN , where
each element ccl(i) of ccl quantifies the normalized number of temporal occurrences of the brain
regions i within the component CCl. Formally:
ccl(i) =
ccrawl (i)
‖ ccl ‖2 .
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The raw count ccrawl (i) of activation time points of the brain region i within the component CCl
can be expressed in terms of the vectorized form dl of the component CCl:
ccrawl (i) =
K∑
k=1
dl(i × k).
The normalization of the feature vectors cc by the l2-norm of the raw count of regional
activations allows to compare and cluster connected components with different durations k, but
possibly with similar spatio-temporal appearance. Figure 6.5 schematizes the construction of
the feature vectors. The form chosen here for the representation of connected components is
convenient because it drastically reduces the dimensionality of the feature space to N. Moreover,
averaging the activation information over time allows compensating for the noise present in the
detected components. In fact, the extraction of the connected components relies on the functional
signals reduction to point processes. Considering the high level of noise intrinsic the fMRI data,
and the simplicity of the thresholding procedure, we can expect a significant level of noise in the
resulting connected components. Anyway, the anatomical constraint introduced by the structural
network G significantly increases the robustness of the detected components CC (for a detailed
discussion of the topic we refer to section 7.2).
Considering the reduction of the connected components CC to feature vectors cc, we can
notice the temporal sequentiality information is in fact lost. Anyway the feature vectors cc ∈ NN
do not contain only a spatial information. The temporal information about regional activation
persistence is encoded in the values of the vector. A connected component can for instance be
represented by a brain surface plot of its feature vector entries (figure 6.4b).
The feature vectors of all the M connected subgraphs in G˜ can be arranged in a feature matrix
X ∈ R(M×N)+ that can be used as an input to a clustering algorithm.
Connected components clustering
Representative spatio-temporal patterns of graph G˜ can be estimated by clustering the feature
vectors cc. For a matter of simplicity, we propose here to use a simple clustering technique
such as k-means. The k-means algorithm partitions the dataset X into k sets (k < M) C =
{C1,C2, . . .Ck} so as to minimize the within-cluster sum of squares
argmin
C
k∑
l=1
∑
cci∈Cl
‖ cci − µl ‖22,
where µl is the centroid of Cl. We remark that in this case the number k of clusters has to
be set a priori. One may estimate the number k of clusters by considering the length of the
specific resting-state acquisition, the number of connected components in the relative spatio-
temporal graph G˜, and reference literature (Allen et al., 2012; Smith et al., 2012). Anyway, more
sophisticated clustering algorithms that estimate an optimal number of clusters should be used in
the future.
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Figure 6.5 – Schematic representation of a feature matrix construction. Individual connected
components CC are projected along the temporal dimension onto feature vectors cc ∈ RN . Fea-
ture vector entries cc(i) indicate the normalized number of occurrences of a brain region i within
the connected component cc, that is the relative number of time points for which a region i is
active in CC. The ensemble of the feature vectors of a spatio-temporal graph G˜ constitutes a
feature matrix X that can directly be used as input to a clustering algorithm.
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6.5 Conclusions
In this chapter we formally defined an original network model, named spatio-temporal con-
nectome, suitable for the joint representation of brain functional dynamics and structural connec-
tivity.
The construction of a spatio-temporal graph G˜ from MRI data is methodologically simple
and straightforward. It relies on the point process analysis of the functional data, and on the
replication of a static anatomical graph across multiple layers. Each node of G˜ represents a
specific brain areas i (for example, a region defined by a brain atlas), at a certain time point a
within the acquisition period. Two nodes are connected in G˜ if they are close in both the spatial
and the temporal domains. The closeness in the spatial domain is given by the presence of an
anatomical link between the two regions. The closeness in the temporal domain is expressed
by the co-activation of the two regions at the same or one-step forward time point. Regional
activation is detected by thresholding the functional time series (point process analysis). This
approach, although straightforward and relatively robust (Liu & Duyn, 2013; Tagliazucchi et al.,
2014), is certainly sensitive to noise. A careful preprocessing of the fMRI volumes can certainly
help in this sense. In addition, more sensitive and robust techniques for local activation detection,
such as signal deconvolution (Karahanog˘lu et al., 2015), should be used in the future. Concerning
the construction of the spatio-temporal graph, we should mention that in the current setting graph
edges are binary and that, although potentially informative, no notion of connectivity strength is
integrated in the model. Future work should address this limitation.
The spatio-temporal connectome combines sparse structural and functional information, and
is therefore, and conveniently, highly sparse. The graph proves in fact to be composed of a set of
smaller connected subgraphs, each one representing a dynamic spatio-temporal pattern of activa-
tion. Each activation component maps in fact a new kind of information, that is transient patterns
of joint anatomical and functional connectivity. In the current framework, activation compo-
nents are detected with no constraint on their temporal duration or spatial extension. In fact,
our time-step-resolved analysis does not require the definition of any investigation window. This
fact represents a clear advantage compared to sliding-window approaches, where the window
size can influence the robustness of correlation statistics (Leonardi & Van De Ville, 2015), and
determines the temporal scale of traceable dynamics. Moreover, the spatio-temporal framework
can spatially resolve anatomically distinct, but temporally simultaneous, activation patterns. In
this connection, in the next chapter 7 we will discuss the impact of the anatomical graph on the
structure of the detected activation patterns.
The activation components of a spatio-temporal graph G˜ can be clustered in order to extract
representative and recursive patterns of activation. Each activation component is conveniently
reduced to a low-dimensional feature vector before clustering. After classification, the tempo-
ral profiles of the representative spatio-temporal patterns of activation can be investigated (see
following chapter 7). Moreover, the framework is well-suited for a brain dynamics investigation
at multiple scales, from very local interactions between single nodes, to information propaga-
tion across the overall brain network. These aspects will be partially discussed in the following
chapter 7.
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In this chapter we investigate the topological and dynamical features of spatio-temporal pat-
terns of activation in human rs-fMRI and dMRI data. The functional and structural informations
are jointly investigated within a spatio-temporal framework as defined in the previous chapter 6.
Dynamical patterns are composed by regional activations correlated in time, and localized in the
underlying structural graph.
At a first level of investigation, we characterize detected dynamical components in terms of tem-
poral and spatial extension, temporal frequency, and spatio-temporal topology (section 7.2.1).
Next, we cluster individual activations into representative patterns (for simplicity centroids), re-
current across subjects. The estimated centroids resolve the temporal persistence of individual
regional activity within single activation patterns limited in time, and are spatially comparable to
task-based intrinsic connectivity networks derived from large meta-analyses (section 7.2.2).
Section 7.2.3 is dedicated to the investigation of the structure-function relationship. Particu-
larly, also using network null-models, we analyse the role that the brain structural network
plays in shaping the activation components detected on the spatio-temporal connectome. Pre-
vious resting-state studies have reported strong time-average correlations between brain regions
weakly anatomically connected. This apparent inconsistency between structural and functional
connectivity has been ascribed to indirect paths of communication, and/or to the activity of third
trigger regions. Here, we directly test this hypothesis by tracking correlation patterns at the fMRI
temporal resolution. Moreover we ask if, at this fine-grain scale of investigation, reproducible
functional interactions are actually more likely to happen between anatomically connected or
non connected cortical regions.
Finally, we present preliminary analyses on inter-nodal dynamics, and we propose an indirect
mapping of the functional usage of the anatomical network infrastructure.
We start this chapter with methods and materials describing the investigated cohort of subjects,
MRI data, and the construction of the spatio-temporal graph.
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7.1 Methods and materials
7.1.1 Human brain datasets and MRI data processing
Healthy subjects dataset
We considered a group of 71 healthy individuals (43 males and 28 females, aged 29.1 ± 9.3
years old). Each subject underwent an MRI session on a 3 Tesla scanner (Magnetom Trio-
Tim, Siemens Medical Solutions), equipped with a 32-channel head coil. Each MRI session in-
cluded an MPRAGE sequence, a diffusion spectrum imaging (DSI) sequence, and a T2∗-weighted
sequence (fMRI) of the duration of 9 minutes (voxel size 3.3x3.3x3.3 mm covering a VoI of
64x58x32 voxels; TR 1920 ms, TE 30 ms, 280 volumes). During the fMRI recording, subjects
were lying in the scanner with eyes open, and without focusing on any specific external task
(resting state condition).
Structural networks estimation
MPRAGE and DSI datasets were processed in order to estimate subject-wise structural connec-
tivtiy matrices. More specifically, MPRAGE volumes were segmented into tissue compartments,
and the cortical volume was subdivided into 448 regions, according to (Cammoun et al., 2012).
Subcortical structures were not considered in this analysis. Whole-brain connectivity (or trac-
togram) was estimated from reconstructed DSI data by means of deterministic streamline trac-
tography. For each subject, a structural connectivity network was estimated, with 448 nodes
corresponding to the segmented cortical regions. In the network, an edge connected two nodes if
at least one streamline of the tractogram started and ended within the two corresponding regions.
Thereafter, a group-representative structural graph G was estimated. Two nodes were connected
in G if a corresponding edge was present in at least the 50% of the 71 subjects included in this
analysis.
Moreover, two additional null-model networks were constructed. First, we generated a random-
ized version of G by recursive swapping of the brain network edges, as described in (Maslov &
Sneppen, 2002). The randomized network Gr has density and degree sequence equal to G, but
random structure. Second, we generated a neighbours network Gn. Two nodes were connected in
Gn if the corresponding anatomical ROIs were neighbours in the Euclidean space. ROIs neigh-
bourhood was evaluated in the space of the GM-WM surface as estimated by means of FreeSurfer
segmentation.
Gr and Gn will be used in section 7.2.3 for the investigation of the brain structure-function rela-
tionship.
rs-fMRI data processing
fMRI datasets were preprocessed in order to reduce noise and correct for motion and physiologi-
cal artefacts, and according to state-of-the-art pipelines(Murphy et al., 2009; Power et al., 2012).
Processing steps included slice timing correction, volumes rigid coregistration, nuissance signals
regression (average WM, average CSF and 6 motion signals), and linear regression. The FSL
software1 and the Connectome Mapping Toolkit2 (Daducci et al., 2012) were used. The first 4
volumes of each subject were excluded in order to allow signal stabilization. Thereafter, each
volume was spatially denoised by means of total variation denoising in three dimensions in order
1Software available at www.fmrib.ox.ac.uk/fsl/
2Python code available at http://www.cmtk.org/
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to enforce sharp boundaries between active and non active regions, and as suggested in (Abraham
et al., 2013). In addition, voxel-wise time series were band-pass filtered to the range [0.01− 0.1]
Hz. Data filtering was performed using the UNLOCBOX Matlab toolbox3. Node-wise repre-
sentative fMRI time series were obtained by averaging the voxel-wise signals over all the voxels
belonging to individual regions. Finally, each time series was normalizaed to unitary standard
deviation and zero mean, and converted to a ROI-wise point process as described in the previous
chapter, section 6.3.2. The threshold for point processes estimation was set to τ = 2 standard
deviations.
Additional details on the cortical parcellation
The cortical volume of each subject was subdivided into 448 regions according to (Cammoun
et al., 2012). This parcellation resolution was empirically chosen in order to achieve a good trade-
off among ROI-wise representativeness of the average functional signals, consistent anatomical
localization of regions across subjects, and limited noise in the structural graph G.
Moreover, each anatomical regions was associated to one of the 20 intrinsic component networks
(ICNs) individuated by (Laird et al., 2011). The work by Laird and colleagues, part of the Brain-
Map project4, is a large meta-analysis of functional brain imaging experiments, and determines a
set of spatial activation maps (the ICNs) consistent across experiments, and associated to specific
behavioural domains such as action, vision, executive functions or emotion. Each one of the 448
ROIs considered in this study was associated to a particular ICN if at least the 25% of its voxels
were overlapping the ICN map. For cortical ROIs associated to more than one ICN, the ICN with
the largest overlap was considered.
7.1.2 Spatio-temporal graph construction and components clustering
Spatio-temporal graph
The point processes of the individual subjects were concatenated in time, in order to estimate a
single spatio-temporal graph G˜ for the whole dataset. The main rationale behind this choice is
to obtain more robust statistics for the description of inter-nodal interactions, connected compo-
nents of G˜, and representative patterns of activation across subjects.
G˜ was constructed as described in chapter 6, by combining the group-wise structural network G
and the concatenated ROI-wise point processes.
On the whole, G˜ integrated 448 anatomical ROIs and 71 × 276 = 19′596 time points (with 71
number of subjects, and 276 number of fMRI time points per subject), comprising a total of
8′779′008 nodes. Each node of G˜ represented a specific anatomical ROI and a specific time
point over the total acquisition period. Moreover, each node could be associated with a binary
variable indicating the active or inactive status of the node, according to its point process value.
Directed edges were traced between each pair of nodes anatomically linked and temporally co-
active (at the same or one-step forward time point), for a total of 1′063′946 edges. No edge was
allowed between nodes belonging to different subjects.
The spatio-temporal graph is an high dimensional object. From an implementation point of view,
G˜ was generated within a Python environment. Conveniently, we relied on NetworkX5 (Schult,
2008) data structures and on gpickle file format for an efficient graph storing. Practically, the
structural graph G was first duplicated T = 71 × 276 times in order to construct the skeleton
3Matlab toolbox available at http://unlockbox.sourceforge.net/
4ICN maps and brain templates available at http://brainmap.org/
5Python library available at https://networkx.github.io/
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of G˜. Each node was associated with a list of attributes in order to simplify further analyses,
and particularly to its activation status (on/off). Intra-layer edges were duplicated across layers.
Finally, edges were pruned so that only anatomically linked and co-active nodes were connected
in the final G˜ (figure 7.1).
Figure 7.1 – Practical implementation of G˜ construction. (a) The structural network is dupli-
cated T times in order to build the initial skeleton of G˜. Each node is associated to a binary
variable representing its active or inactive status. (b) Next, within-layer structural links are du-
plicated across layers. (c) Finally, initial links are pruned so that only nodes anatomically linked
and co-active are connected in G˜. The edges of G˜ are directed: intra-layer edges are bidirec-
tional, while inter-layer edges follow the temporal sequentiality. Image credits to Kirell Benzi
(kirell.benzi@epfl.ch).
Connected components and k-means clustering
The spatio-temporal graph G˜ derived in this study was extremely sparse, with a number of edges
one order of magnitude smaller of the number of nodes. Weakly connected components of G˜
were detected using the NetworkX library. We call width of a component the number of time
steps over which the component is active. Similarly, the height of a component is the number of
distinct anatomical ROIs contained in it.
G˜ counted a total of 18′676 weakly connected components (CC). Anyway the majority of the CC
was very small, counting one or few nodes only. Only components with a minimal duration of
two time points, and a minimal spatial extension of 6 anatomical ROIs were retained for further
analyses, for a total of 2′786 components. We mention that, in the 448-regions cortical parcel-
lation used in this study, 6 ROIs correspond on average to a single anatomical unit as defined by
the Desikan-Killiany atlas (Desikan et al., 2006).
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Each one of the 2′786 connected components was reduced to a low-dimensional feature vector
as described in chapter 6. Thereafter, the feature vectors were clustered into k = 12 clusters
by means of the k-means algorithm and using Matlab6. The number of clusters was chosen
empirically, and considering previous literature (Calhoun et al., 2014; Smith et al., 2009, 2012).
The cluster centroids can be interpreted as representative patterns of spatio-temporal activation.
Each centroid was a vector µ of length 448. Each element of µ corresponded to a specific cortical
region. For each cluster, the elements of µ quantified the average duration of activation of the
different brain regions, over the components classified in the cluster (see section 6.4).
7.2 Results and Discussion
7.2.1 Individual spatio-temporal activation components
The spatio-temporal graph was composed of 2′796. Components had average width of
5.8 ± 3.3 time points (corresponding to 11 ± 6 s), and average height of 29 ± 39 ROIs. The
distributions of components width and height were highly heavy-tailed, with majority of com-
ponents including less than 50 ROIs, and lasting between 5 and 20 s. The total activation time
(corresponding to the presence of appreciable activation components) was equal to 5′779 time
points, corresponding to the 30% of the overall observation time T = 71 × 276 time points.
The number of activation components per subject was 39.2 ± 6.7, and its histogram was approx-
imatively normally distributed.
A careful visual inspection of the connected components (CCs) allowed to identify some recur-
rent spatio-temporal patterns:
• the CCs can spatially extend across one single hemisphere, or across both hemispheres;
• some CCs are characterized by a massive activation of a set of ROIs which persists for all
the component duration; other CCs can be better described by a propagation of activation
between different ROIs, similarly to a wave;
• there are topologically different activation waves, that we could describe as radial or lin-
ear. In the radial pattern, the activity starts within an initial activation core, propagates to
include a larger cortical area, and eventually reduces back to the starting core. In the linear
pattern, the activation starts within a first set of ROIs and propagates to a second, different
set of ROIs.
Figure 7.2 exemplifies some propagation patterns. Figures 7.2a and 7.2b represent a single
component corresponding to the visual areas and covering the two hemispheres. The activation
starts from later-occipital bilateral regions, to progressively include medial regions (lingual and
pericalcarine cortices). These regions are associated with primary visual processes, processing of
vision and encoding of visual memory. Figures 7.2c, 7.2d, 7.2e and 7.2f show two fronto-parietal
patterns involving the left hemisphere only. In the first case we observe a massive activation
of frontal regions, which temporally involves inferior parietal and supramarginal areas. In the
second case the activation starts within the temporo-parietal cortex and propagates towards the
frontal lobe.
7.2.2 Representative dynamical patterns of resting state activity
The components of the spatio-temporal graph were classified into 12 clusters using the k-
means algorithm.
6MATLAB 8.0, The MathWorks, Inc., Natick, Massachusetts, United States.
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Figure 7.2 – Three examples of individual connected components. (a,b) CC covering part of the
visual area, across the two hemispheres. (c,d,e,f) Single hemisphere CCs extending across fronto-
parietal areas. Left column: brain surface plots. The color-coding represents the relative duration
of activation of single ROIs (with dark red corresponding to long and dark blue corresponding to
short activation). Right-column: spatio-temporal graph representation of the three components.
Vertically, nodes are arranged in anatomical order from frontal to parietal-occipital-temporal
areas, and starting from an horizontal line representing the brain midline.
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The centroids of each cluster are shown in figure 7.3, where the color-coding represents the
average temporal persistence of each cortical region within single components. Otherwise said,
the surface plots represent the coordinates of the cluster centroids in the component features
space.
Each centroid can be interpreted as a representative dynamical pattern of resting state activ-
ity. Morphologically, each centroid was composed of a core of persistent activation (dark red
anatomical regions), surrounded by a periphery of short activation (yellow-green areas).
The representative patterns of activation were consistent with the task-based intrinsic connec-
tivity networks identified by (Laird et al., 2011). As shown in figure 7.4, each centroid mainly
overlapped one or two ICN. Particularly, the cluster centroids identified the following functional
circuits: 7.3a medial frontal area, 7.3b sensorimotor cortex, 7.3c primary and secondary visual
area, 7.3d precuneus, 7.3e left somatosensory association cortex (supramarginal gyrus), 7.3f left
fronto-parietal circuit, 7.3g left superior temporal area, 7.3h caudal limbic cortex, 7.3i right supe-
rior temporal area, 7.3j right fronto-parietal circuit, 7.3k right somatosensory association cortex
(supramarginal gyrus), 7.3l left inferior temporal area.
The centroids were consistently recurrent across subjects (table 7.1). The most recurrent clusters
were the fronto-parietal circuit (bilaterally), the frontal area and the visual system. In terms of
temporal duration, the visual and sensorimotor activations demonstrated the longest activations.
Centroid
Total
number
Subject-wise
number
Width
(time points)
Height
(ROIs)
1 (a) 325 4.6 ± 1.7 5.8 ± 3.4 25.2 ± 32.1
2 (b) 201 2.8 ± 1.5 6.2 ± 3.2 38.8 ± 45.1
3 (c) 341 4.8 ± 1.5 7.5 ± 4.4 58.4 ± 57.3
4 (d) 245 3.5 ± 1.6 5.9 ± 3.5 34.1 ± 43.0
5 (e) 142 2.0 ± 1.2 5.0 ± 2.4 21.3 ± 28.1
6 (f) 291 4.1 ± 1.9 5.4 ± 3.1 19.7 ± 25.4
7 (g) 128 1.8 ± 1.7 5.1 ± 3.6 20.1 ± 27.4
8 (h) 184 2.6 ± 1.3 6.2 ± 3.2 30.4 ± 33.3
9 (i) 146 2.1 ± 1.5 4.8 ± 1.9 15.7 ± 13.7
10 (j) 453 6.4 ± 2.5 5.4 ± 3.1 18.9 ± 28.3
11 (k) 174 2.5 ± 1.3 5.5 ± 3.3 27.8 ± 38.6
12 (l) 156 2.2 ± 1.3 5.4 ± 3.0 20.9 ± 32.1
Table 7.1 – Statistics for representative resting-state patterns. First column: centroid ID (the
letters correspond to the legend in figure 7.3). Second column: total number of CCs classified in
clusters 1-12. Third column: average and standard deviation number of CCs classified in clusters
1-12 per subject. Fourth and fifth column: average and standard deviation width and height of
CCs classified in clusters 1-12.
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Figure 7.3 – Representative dynamical patterns of resting state activity: cluster centroids in the
activation component features space. The color-coding represents the average temporal persis-
tence of individual cortical regions, with dark red corresponding to long duration, and dark blues
corresonding to short duration.
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Figure 7.4 – Overlap between resting-state dynamical patterns and ICNs as identified by (Laird
et al., 2011). The overlap matrix is highly sparse, indicating a good correspondence between
the spatio-temporal graph recurrent patterns and the intrinsic connectivity networks. The color
coding represents the percentage spatial overlap between the centroids and the ICNs.
7.2.3 Structure-function relationship
In order to investigate the role that the anatomical network plays in shaping the activation
components topology, we compared the spatio-temporal graph G˜ to alternative reference graphs
G˜n, G˜r and G˜c.
The three reference graphs were constructed according to the procedure described in section 7.1.2,
but using different static skeletons. The static skeleton of G˜ was for instance the brain structural
network G. For the three reference spatio-temporal graphs, the following static skeletons were
used: the neighbourhood network Gn for G˜n; the brain randomized network Gr for G˜r; a complete
network of 448 nodes Gc for G˜c. We remark that using a complete network as static skeleton is
equivalent to build the spatio-temporal graph on the basis of the functional information only.
Therefore, G˜c is based on fMRI data only, and does not encode any structural information.
For each one of the reference spatio-temporal graphs, the connected components were de-
tected and classified into 12 clusters using the k-means algorithm, and similarly to G˜.
Figure 7.5 represents some of the centroids obtained from the clustering of G˜n, G˜r, G˜ and G˜c.
We can observe that it was possible to recover anatomically-meaningful centroids for all the
three reference graphs. It was therefore possible to qualitatively match centroids across differ-
ent spatio-temporal graph. For example, and similarly to G˜, we could identify a frontal and a
sensorimotor cluster for all the three graphs G˜n, G˜r and G˜c (first and second rows of figure 7.5).
Anyway, the centroids of Gr and Gc were much more noisy than the centroids of G˜. Particularly,
without using the structural brain network as static skeleton, it was not possible to recover more
complex and spatially-distributed centroids, such as the fronto-parietal pattern. On the other
hand, the neighbourhood graph Gn constrained the activation patterns to localized anatomical
areas, and did not allow to recover resting-state activities spanning the two hemispheres.
Next, we compared more specifically the spatio-temporal graph G˜ with the reference graph
G˜c, which does not encode any structural prior.
Let E˜ be the set of edges of graph G˜, and E˜c the set of edges of G˜c. Furthermore, let CCs be the
connected components of G˜, and CCcs the connected components of G˜c.
By construction, E˜ is a subset of E˜c. Moreover, each connected component CCc in G˜c contains
one or more component CCs of G˜. This fact is graphically represented in figure 7.6a, where the
blue oval represents a component of G˜c, while the violet ovals represent components of G˜.
In order to investigate the role of G on the spatio-temporal network structure, we considered two
classes of edges: (i) the set E˜, and (ii) the set E˜di f f = E˜c− E˜. The set E˜di f f includes the edges that
link functionally co-active, but anatomically disconnected nodes. This concept is schematized in
figure 7.6a, where edges of E˜ are represented in blue, and edges of E˜di f f are represented in red.
We assessed the reproducibility of the edges in E˜ and in E˜di f f by counting their relative num-
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Figure 7.5 – Examples of cluster centroids from the reference spatio-temporal graphs G˜n, G˜r
and G˜c, and from the original graph G˜. The color-coding represents the average duration of
activation of the single anatomical regions within the connected components classified in the
different clusters.
ber of occurrences across subjects. We remark that each edge is identified by the two anatomical
ROIs that it connects. For each pair of anatomical ROIs, we therefore evaluated the reproducibil-
ity of the corresponding edge (if existing in G˜ or G˜c), at the same time distinguishing between
edges belonging to E˜ or to E˜di f f .
Figure 7.6b represents the histograms of edges occurrence over the total observation period and
across subjects. The edges in E˜ were consistently reproducible across subjects (mean occurrence:
144±102). On the contrary, the edges in E˜di f f were poorly reproducible (mean occurrence: 8±7).
Taken together these results elucidate the role of the structural brain network in shaping
dynamic spatio-temporal patterns of resting state activity, as detected via the spatio-temporal
graph framework.
Practically, the anatomical constraint imposed by G substantially denoised the patterns of resting-
state activity, as it was shown both by the qualitative comparison of the centroids across different
reference graphs, and by the edges reproducibility analysis.
In more detail, the usage of the anatomical network G allowed to:
• spatially separate co-occurrent patterns of functional activity;
• temporally resolve patterns of functional activity which were sequential in time, but were
not anatomically linked;
• denoise detected patterns of functional activity.
These effects are qualitatively illustrated in figure 7.7, that depicts two extracts from the spatio-
temporal graphs G˜ (first row) and G˜c (second row). The two extracts correspond to the very same
acquisition window. The figure exemplifies the role of the anatomical information in separating
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(a) (b)
Figure 7.6 – Edge reproducibility analysis on spatio-temporal graphs. (a) Schematic represen-
tation of connected components detected by considering (violet ovals) and without considering
(blue oval) the anatomical prior G. A small group of five nodes is represented in the scheme,
with blues edges belonging to the set E˜ and red edges belonging to the set E˜di f f . (b) Normalized
histograms of edge reproducibility for the two sets E˜ and E˜di f f .
distinct co-occurrent or sequential functional patterns (green and red circles), and in removing
presumably spurious components (blues circles).
Finally, the edges reproducibility analysis pointed out that, at the fine-grain temporal scale of
investigation defined by the spatio-temporal framework, functional interactions are in fact more
likely to happen between cortical regions which are directly anatomically connected, rather than
between regions connected via indirect paths.
Figure 7.7 – Comparison of spatio-temporal graphs referring to the same acquisition period, and
considering (first row) or not considering (second row) the anatomical prior. (a) Extract from G˜;
(b) extract from G˜d.
7.2.4 Mapping the functional usage of anatomical networks
The spatio-temporal framework allows to characterize functional dynamics at multiple tem-
poral scales.
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In order to investigate inter-regional dynamics (between anatomically connected cortical re-
gions), we built a transition probability matrix TPM. The transition probability matrix is
derived from the spatio-temporal graph G˜, and has size 448 × 448 elements.
The transition probability pab between each pair (a, b) of cortical ROIs expresses the probability
under which a node a activates a node b, and was formally defined as
pa,b =
na,b
na,0 +
N∑
i=1,i,a
na,i
,
with N = 448 number of cortical regions, and na,i number of (directed) edges connecting region
a to region b in G˜. na,0 quantifies the number of time that an active node a does not activate any
further node. Figure 7.8 represents the transition probability matrix computed from G˜.
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Figure 7.8 – Transition probability matrix (log-probability) estimated from the brain spatio-
temporal graphs of 71 healthy subjects.
We compared TPM with the time-average functional connectivity matrix FC, and with struc-
tural connectivity indicators.
Considering the fact that the TPM integrates both the binary structural information and the func-
tional information of the brain network, we split the 71-subjects dataset into two groups, and we
computed the TPM from the first group datasets, and the structural and functional connectivity
information from the second group datasets.
The first group included 51 subjects. A single spatio-temporal graph was computed by concate-
nating the 51 subjects in time and using their group-wise binary anatomical network, as described
in section 7.1.2. A transition probability matrix was then estimated from the spatio-temporal
graph.
The second group included 20 subjects and was used to compute (i) a time-average functional
connectivity matrix FC, (ii) a group-representative structural connectivity matrix, weighted by
the normalized connection density (Hagmann et al., 2008) (SCdensity), and (iii) a group-representative
structural connectivity matrix, weighted by the average streamline length (SClength).
In more detail, a functional connectivity matrix was computed for each subject by computing the
Pearson’s correlation coefficient between each pair of cortical regions’ time series. FC was then
computed as the average matrix over the individual ones. Group-wise SCdensity and S Clenght were
computed by averaging the corresponding subject-wise structural connectivity matrices.
Figure 7.9 represents the group-wise SCdensity and FC matrices.
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Figure 7.9 – Structural and functional connectivity matrices estimated from 20 healthy sub-
jects’ dMRI and fMRI data. Structural connectivity is quantified by the normalized (Gaussian-
resampled) connectivity density as defined in (Hagmann et al., 2008). Functional connectivity is
quantified by the Pearson’s correlation coefficient between pairs of ROI-wise functional signals.
In order to investigate the transition probability matrix, we computed the Spearman’s rank
correlation coefficient ρ between the following quantities: (i) TPM and FC, (ii) SC and FC, (iii)
TPM and SCdensity, (iv) TPM and SClength. Given the high dimensionality of the data, all the
correlation values were statistically significant.
Figure 7.10 displays the four scatter plots corresponding to the above-listed correlations. We can
observe that the structure-function correlation (figure 7.10a) was similar to previously reported
findings (ρ = 0.36) (Hagmann et al., 2008; Honey et al., 2009).
The transition probabilities were highly correlated with the time-average functional connectivity
values (7.10b, ρ = 0.789). This result is partially not surprising because TPM was computed from
a spatio-temporal graph that encodes both structural and functional information. Nevertheless,
we should remember that the TPM and the FC were estimated from two independent datasets.
Finally, the transition probabilities were highly (inversely) related to the average length of the
corresponding WM tracts (7.10c, ρ = −0.59), but poorly correlated with the normalized stream-
line density (7.10d, ρ = 0.31).
The TPM expresses the probability of communication between pairs of cortical regions; it is
an asymmetric matrix, and possesses the same binary structure as the corresponding anatomical
graph.
The results reported in this section show that the transition probabilities relate to the anatomi-
cal connections length, suggesting a more probable functional communication between cortical
regions linked by shorter WM bundles. Furthermore, TPM does strongly correlate with time-
average functional connectivity values, at a level that exceed functional prediction from connec-
tivity density, streamline length, Euclidean distance, indirect anatomical paths and more complex
predictors (Goñi et al., 2013; Honey et al., 2009, 2010).
Conceptually, the transition probability matrix maps the usage of the underlying structural in-
frastructure. Certainly this quantity, that integrates multiple and non directly accessible informa-
tions, deserves further investigation. In this direction, future work relating transition probabil-
ities, large-scale neural computational models, and diffusion processes and Markov dynamics,
may help improving our understanding of communication principles across the brain network.
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Figure 7.10 – Relationships between structural connectivity, functional connectivity and transi-
tion probabilities. Scatter plots representing (a) SCdensity vs FC (the black line renders the least
square linear fitting ), (b) TPM vs FC, (c) TPM vs SClength, and (d) TPM vs SCdensity.
7.3 Conclusions
The relationship between structural and functional brain connectivity is a topic of current
central interest. Moreover, recent works have highlighted important aspects of resting-state func-
tional dynamics, pointing out that a stationary interpretation of the functional correlations might
by over-simplistic.
In this chapter we applied a new spatio-temporal network model to the investigation of brain dy-
namics, enriching our comprehension of the interdependencies between functional activity and
anatomical substrate.
First, we could isolate both individual patterns of brain activation (the connected components
of the spatio-temporal graph), and transient but reproducible configurations of brain synchroniza-
tion (the centroids of the connected components clusters). The representative patterns of brain
activation were highly consistent with functional circuits estimated from task-based fMRI exper-
iments.
Importantly, the spatio-temporal framework allowed highlighting dynamical aspects of isolated
cortical co-activations. The connected components demonstrated different spatio-temporal be-
haviours, with activation starting within a localized area and propagating toward a periphery, or
moving from a source region towards a second distinct cortical area. These observations recall
the travelling brain waves measured by means of electroencephalography at different temporal
and spatial resolutions, and deserve further investigations. Particularly, each activation compo-
nent represents by itself a peculiar graph object, expanding across multiple layers and encoding
two distinct dimensions, the space and the time. Methods for the characterization and compari-
son of these components should be assessed in the future.
Under a different perspective of investigation, the transition probability matrix summarizes
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the average dynamical interactions between individual brain regions. Its high correlation with
time-average functional connectivity information, and with anatomical connections’ lengths,
suggests that the transition probabilities may be interpreted as a mapping of the anatomical in-
frastructure usage during resting-state activity.
Furthermore, the transition probability matrix can be interpreted as the adjacency matrix of a
brain connectivity graph, encoding a new form of integrated structure-function information. The
study of such directed, weighted network may highlight causality relationships between brain
nodes, and in the future should be related to brain network structures hypothesized to play an
important role in functional processes, such as the rich-club and the network motif.
Finally, we investigated the role of the structural connectivity network in shaping spatial
functional dynamics. We observed that, at the time scale of seconds, functional co-activations
are more likely to happen between directly anatomically connected regions. Importantly, the in-
tegration of an anatomical prior to the investigation of the resting-state signals allowed to resolve
temporally sequential or spatially co-occurent functional patterns, and to denoise their detection.
This study certainly presents various limitations, and leaves margin for further improvement.
First of all, different methodological issues need to be considered.
The detection of the activation events relies on a thresholding procedure, intrinsically sensitive to
noise. More robust approaches such as signal deconvolution should be considered in the future.
The number of clusters for the detection of the representative patterns of activation is currently
set a priori, and is a sensitive parameter. The use of smarter clustering techniques should be
investigated.
More importantly, a complementary analysis on surrogate data would offer a more complete per-
spective for results interpretation, and would confer stronger robustness to the reported findings.
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Discussion
and Conclusions 8
8.1 Summary and contributions
This thesis arises from a tight interaction among magnetic resonance neuroimaging tech-
niques, graph analysis mathematical methods and medical science, as a collaborative effort to
elucidate fundamental clinical and biological questions.
A primary question faced in this work was the investigation of possible brain connectivity
alterations characterizing a sensitive population of early psychosis patients.
Schizophrenia is a psychiatric disorder known to be potentially related to brain dysconnectivity
patterns. Nevertheless, it is not clear if structural connectivity alterations are already present,
and in which measure, in the earlier stages of the disease. Early impairments of white matter
connectivity are likely to be extremely subtle and of difficult detection. Their characterization
is of central importance for the identification of neuroimaging biomarkers for early diagnosis,
monitoring of pathology progression and assessment of therapeutic approaches.
We have faced the investigation of brain connectivity in early psychosis under a staging per-
spective, first studying a population of chronic schizophrenia patients and, second, assessing if
similar but milder alterations were already present in the earlier phases of the disorder.
A thoughtful and methodologically sound analysis pipeline, centered on graph theoretical meth-
ods, allowed us to identify a spatially distributed brain subnetwork, the affected core, impaired
in chronic schizophrenia patients.
We expect that the disruption of a sub-system within an overall complex network alters the topol-
ogy of the communication pathways between the different network elements, and modifies the
overall network characteristics as quantified by means of graph measures. Translating this reflec-
tion in biological terms, the disruption of a brain subnetwork may alter the way different nervous
areas interact, and may ultimately lead to less efficient information processing, cognitive deficits
and symptoms. In order to elucidate the relationship between structural connectivity alterations
and clinical evidences, it is therefore of interest to characterize the role that a potentially affected
subnetwork plays within the overall brain communication infrastructure.
Motivated by these considerations we developed a new, simple network measure ζ for the charac-
terization of subnetworks topological centrality within overall networks. We used this measure to
characterize the topological role of the affected core within the brain network, both in schizophre-
nia patients and in healthy controls. We found that the topological centrality of the affected core
was compromised in patients, leading to a less efficient brain architecture.
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From the analysis of chronic schizophrenia patients, we next moved to the investigation of early
psychosis subjects, questioning if the affected core was already compromised in earlier stages
of the disorder. Even though global network features were not impaired in the early psychosis
group, we could highlight a precocious involvement of the affected core.
Taken together our findings suggested that the decentralization of the affected core as quantified
by means of the topological centrality measure may be a valuable biomarker for the characteri-
zation of psychosis progression.
In this thesis, a second axis of research was the investigation of brain resting-state functional
activity, and its relationship with the anatomical connectivity substrate.
A deeper understanding of the brain structure-function interdependences may help clarifying
fundamental brain communication principles, both in health and pathological conditions.
We have proposed a new framework for the joint representation of the brain structural and func-
tional information, named spatio-temporal connectome. Importantly, the spatio-temporal graph
integrates dynamical and transient aspects of the resting-state activity. Recent works have shown
that brain resting-state signals are in fact not stationary, and therefore their time-average repre-
sentation may discard valuable information. Moreover, resting-state dynamics have been shown
to be altered in diseases, and particularly in schizophrenia.
The spatio-temporal connectome is a particular multi-layer graph extending over both the tem-
poral and the spatial dimensions, and encoding the notions of locality on the brain structural
network, and of temporal co-activation of distinct brain regions.
Investigating the spatio-temporal graph of a group of healthy subjects, we identified spatio-
temporal patterns of coherent functional activity between anatomically connected brain regions.
Importantly, we characterized the temporal evolution of the activation patterns, and we investi-
gated inter-nodal causality relationships in the form of a transition probability matrix.
Finally, we questioned the role that the anatomical connectivity network plays in shaping spa-
tially distributed and temporally localized functional synchronizations. We showed that, at the
temporal scale of tens of seconds, brain regions which are directly, rather than indirectly, anatom-
ically connected via white matter bundles are more likely to interact.
8.2 Perspectives
In this dissertation we have shown that the investigation of brain connectivity networks and
of functional interactions across multiple spatial and temporal scales provides important insights
into brain organization and information transmission principles.
Graph theoretical measures allow characterizing the brain anatomical network at global and local
scales of analysis, and quantifying different aspects of the brain architecture such as its small-
worldness, assortativity and modular decomposability.
In our work we have mainly focused on the analysis of brain sub-systems, first by formally
defining a measure of subnetwork topological centrality, and then by applying this measure to
the investigation of brain dysconnectivity across different psychosis stages, and in the 22q11
deletion syndrome, a genetic disease considered to be a model for the study of psychosis.
The perspective of brain sub-systems analysis for the characterization of brain connectivity al-
terations in psychosis is of particular interest. Differently from other brain diseases, psychiatric
disorders are not associated with localized cortical or white matter insults, but are rather char-
acterized by diffuse dysconnectivity patterns whose clear description is still elusive. Moreover,
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early psychosis and schizophrenia patients are extremely heterogeneous in terms of clinical pro-
files, and present a wide range of different symptoms.
Further investigations of the brain connectivity networks in health and psychosis patients, com-
bined with a clever adaptation of statistical and graph theoretical methods, may allow to associate
specific subnetworks alteration with diagnostic subgroups, symptom classes or cognitive deficits.
More broadly, it is tempting to assume that specific cognitive, executive and behavioural func-
tions may be encoded within specific brain subnetworks or, equivalently, functional circuits.
Even though this vision might be too simplistic, the understanding of the relationship between
(i) the brain network architecture, (ii) the functional processes taking place on the top of the
anatomical substrate, and (iii) the sensorimotor, behavioural or cognitive effects resulting from
this interaction, is a fundamental interrogative.
In this direction, the investigation of resting-state dynamics via functional MRI may pro-
vide interesting insights into the relationship between brain functioning (neural activations and
communication of information) on the one side, and mental functions (perception, movement,
cognition, etc.) on the other side.
Recent studies have suggested that the resting-state activity can be decomposed into sparse se-
quences of temporally-localized activation events, building up transient and spatially-distributed
synchronization patterns. These transient activations may potentially be associated with internal
or external mental stimuli, information processing or cognitive functions. For example, resting-
state synchronization patterns between parieto-occipital areas, and temporally recurring with
increasing frequency over single fMRI scanning sessions, have been associated with state of
drowsiness or light sleep. Moreover, alterations of resting-state dynamics have been associated
with brain diseases, and particularly with schizophrenia.
In this thesis we have proposed an original multi-layer network model for the investigation of the
brain functional dynamics taking place on the top of the anatomical connectivity substrate. The
spatio-temporal graph offers a convenient formal framework for the investigation of temporally-
and spatially-localized functional activation patterns.
Investigating the spatio-temporal connectome built from healthy subjects dMRI and rs-fMRI
data, we could identify reproducible patterns of functional activity closely resembling task-based
functional networks, as identified by a large meta-analysis of fMRI experiments. This evidence
supports the association of the transient functional activations with cognitive and behavioural
states. This perspective is clearly of future interest for clinical studies, where the alteration of
the temporal occurrence of specific, spatial configurations of synchronization, may be related to
peculiar pathological traits.
The proposed spatio-temporal network model allows representing dynamical interactions be-
tween individual brain regions occurring at the scale of seconds.
A closer analysis of the single functional components highlighted the presence of different pat-
terns of activation propagation across the brain cortex. If some functional components were
radiating from a core activation area toward a periphery, other were travelling from a source to a
destination brain area. The characterization of these patterns of activation propagation may help
assessing their possible relationship with mental processes.
These early results encourage further methodological development of the proposed spatio-temporal
framework. Future related work should focus on the robust detection of isolated activation events
in functional time series, on better approaches for the clustering of the activation components,
and on the evaluation of appropriate spatio-temporal graph null-models. Moreover, graph theo-
retical methods should be specifically developed or adapted to the investigation and comparison
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