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a b s t r a c t
The work presents simulations with the multirange Shan–Chen model developed by Sbra-
gaglia et al. (2007) [18], which improved the Shan–Chen model for the proper surface ten-
sion term. Also, by introducing the matrix collision operator and extended equilibrium
density distribution function, the density ratio is increased from 100 to 160. The Multi-
Relaxation Time (MRT) method attracted the attention of researchers due to several ad-
vantages, such as better stability, simulations with Prandtl number different from unity,
and possibilities to improve the accuracy of the scheme compared with BGK Single Time
Relaxation model. Our recent results have shown that the combination of MRT methods
with multiphase flow models can improve the achievable gas–liquid density ratio.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Lattice BoltzmannMethod (LBM) has emerged as a powerful competitor for conventional Computational Fluid Dynamics
(CFD) methods, especially for simulations of multiphase flows and flows with complex boundary conditions. Recent review
about curved boundaries, grid-refinement, force evaluation, and boundary conditions is given by [1]. General reviews and
introduction to the LBM can be found in the books [2–4].
There are several approaches to model multiphase behavior. Based on the cellular automata color model of Rothman
et al. [5], Gunstensen et al. [6] proposed a lattice Boltzmann color scheme able to imitate multiphase behavior. Later on,
He et al. [7] used a series expansion of intermolecular potential to obtain a proper force term accounting for multiphase
behavior. Two sets of distribution functions were used for tracking phase interface, pressure and velocity fields. Swift
et al. [8] developed a model for non-ideal fluids to account for the interfacial thermodynamics, utilizing the free energy
approach. Luo [9] and Lee and Lin [10] introduced finite density and pressure-based multiphase models, respectively. The
most popularmodel, to the best of the authors’ knowledge, is themodel of Shan and Chen [11] utilizing the pseudo-potential
for intermolecular potential.
There is no model without drawbacks. For instance, the original Gunstensen model needs extensive computer
resources [2], and the He model [7] suffers from numerical instabilities associated with the ‘‘stiffness’’ of the collision
operator, and the Swift model [12] lacks the Galilean invariance. To address these difficulties many researchers significantly
improved the mentioned models. Ahrenholz et al. [13], Ginzburg and Steiner [14], and Kehrwald [15] reformulated the
Gunstensen scheme. Level set coupling by Thömmes et al. [16] gave better performance, and further improvements of
Galilean invariance were presented in Yeomans [17]. The numerical instabilities of the Rothman–Gunstensen model and
the Shan–Chen model are thought to be respectively connected to the different sound speeds in both media [15], and to the
spurious currents.
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The present work concentrates on the Shan–Chen multiphase model. Shan and Chen [11] (SC) proposed a multiphase
modelwhere forces are directly encoded as the result of pairwisemolecular interactions (pseudo-potential). In themodel, an
additional momentum forcing term is explicitly added to the velocity field at each time step. The model is popular because
it is conceptually straightforward. However, the model is not consistent with thermodynamic behavior [8] and can only
handle moderate liquid–vapor density ratios [18]. Also, the model cannot control the gas–liquid ratio and surface tension
term separately [19]. The surface tension term in the Shan–Chenmodel has a different form from the Navier–Stokes surface
tension term and depends on the pseudo-potential [18].
The objective of this research is to improve the Shan–Chen model by (1) achieving better gas–liquid densities, (2)
controlling gas–liquid ratio and interface width separately. This can be achieved by using the Multi-Relaxation Time (MRT)
collision operator along with the multirange Shan–Chen potential [18]. Proper choice of parameters for the multirange
Shan–Chen model allows the elimination of the non-Navier–Stokes surface tension term and it’s dependency on the
same parameter G1 in the equation of state. Thus, the interface width and gas–liquid ratio can be controlled by different
parameters. Moreover, the surface tension term is consistent with the Navier–Stokes equation. In addition, this work
presents the extended equilibrium distribution function, which comes along with extended lattice Boltzmann models
beyond theNavier–Stokes equation [20]. The combination of these approaches facilitates the doubling of the gas–liquid ratio.
The work presented is an extension of our previous work [21] with the multirange potential and the extended equilibrium
distribution function.
The inability for the Shan–Chen model to achieve high gas–liquid densities are due to spurious currents [2]. Those come
from higher-order anisotropy in the Shan–Chen force term [22,18], causing high Mach numbers to destroy the stability of
the multiphase scheme. Spurious currents can be treated by applying a better numerical approximation for the Shan–Chen
force. This involves a larger lattice discretization and multirange potentials for the Shan–Chen model or MRT collision
operator [21]. Another strategy to improve the gas–liquid ratio is to utilize different equations of state (EOS) of the pseudo-
potential, i.e. Peng–Robinson EOS, Carnahan–Sterling EOS, etc. The spurious currents are suppressed, and a better gas–liquid
ratio is achieved [23]. The present work uses the original Shan–Chen potential and this approach is valid for any given
equation of state.
The MRT model was introduced by d’Humières [24] in 1992. The MRT collision operator is only 15% to 20% slower than
the BGK collision operator [25], but it has many advantages in comparison with the BGK. These advantages include better
stability [26] for performing low viscous fluid flow [27], ability to simulate phenomena with Prandtl number different from
unity [25], and to improve effective location of simple boundaries [28] and interfaces [29]. The MRT has also been applied
to simulate multiphase phenomena, e.g., Poiseuille flow in inclined channels with different kinematic viscosities [30] and
for free-interface flow [14]. Tölke et al. [31] applied MRT for multiphase flow simulations on adaptive grids. McCracken
et al. [32] incorporated the Carnahan–Sterling EOS into the force term. Later on, Abraham and Mukherjee [33] incorporated
a pressure-based MRT high-density-ratio two-phase LBM, and claimed the ability to simulate density ratios up to 1000.
The MRT approaches were applied to the color multiphase model [5], free energy models, and the He multiphase
model [7]. This research is a continuation for our previous work [21] with the MRT model applied to the Shan–Chen
multiphase flow model and incorporates the multirange potential and extended equilibrium. The incorporation of the
multirange potential gives the ability to include the correct Navier–Stokes surface tension term. The extended equilibrium
improves the gas–liquid ratio for droplet simulations by 30%, and the MRT collision operator improves gas–liquid ratio by
almost 30%. Thus, the combination of theMRT and the extended equilibria allows droplets with a gas–liquid density ratio up
to 160%. In comparison with the BGKmodel, which allows droplets with a gas–liquid density ratio up to 100. We performed
only Laplace test simulations for the droplet. However, dynamic tests will be considered in the future.
The paper is organized as follows. First, we give a brief introduction to the LBM theory. Second, we adopt the Shan–Chen
model with MRT collision operator. The results of numerical experiments are then presented and discussed. Finally, the
main findings and suggestions for further work are summarized.
1.1. Lattice Boltzmann equation
The Lattice Boltzmann Equation (LBE) with BGK [34] collision operator can be expressed as [35],
fi(r + ci∆t, t)− fi(r, t) = − fi(r, t)− f
eq
i (r, t)
τ
∆t, i = 0, . . . , n− 1. (1)
For two-dimensional n = 9 velocities, kinematic viscosity of a fluid can be related to relaxation time as ν = 13 (τ − ∆t/2),
where∆t is the discretization time step. The equilibrium function has the following form:
f eqi = tiρ
(
c2s + uαciα + 3
Qiαβuαuβ
2
)
, (2)
where ρ =∑i fi and ρu =∑i fici. The weights, ti, are defined as follows
ti =
{4/3, if i = 0 ,
1/3, if i = 1, . . . , 4 ,
1/12, if i = 5, . . . , 9 ,
(3)
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and Qiαβ is defined as
Qiαβ = ciαciβ − 13δαβ . (4)
The left-hand side of Eq. (1) is the so-called streaming operator. The right-hand side of Eq. (1) is a collision operator. The
streaming operator governs particle motion along the lattice directions ci. For the D2Q9 model the discrete velocities are
c0 = (0, 0) c1 = (1, 0) c2 = (0, 1)
c3 = (−1, 0) c4 = (0,−1) c5 = (1, 1)
c6 = (−1, 1) c7 = (−1,−1) c8 = (1,−1).
The LBE is able to simulate a vast array of physical phenomena, includingmultiphase physics through incorporation of force.
The next section describes the Shan–Chen approach for multiphase flows.
2. Shan–Chen model
In the Shan–Chen model [11], the surface tension term and equation of state is added to the LBM as an external force. In
addition, the external force at a given node depends on all local neighbor characteristics located at the distance ci from the
node. Shan and Chen [11] introduced a pseudo-potential ψ in the force. Pseudo-potential explicitly depends on density:
F = G1ψ(x)
∑
i
tiψ(x+ ci)ci, (5)
where F is the force in the Navier–Stokes equation, G1 is the parameter controlling a gas–liquid ratio and surface tension.
Typically, the Shan–Chen pseudo-potential is taken as ψ = 1 − exp(−ρ). The external force can be incorporated in many
different ways. Ref. [36] describes strategies to incorporate the force term to the LBE with the BGK collision operator. This
work adopts the original method of Shan and Chen for shifting velocity:
ρu′ =
∑
i
fici + Fτ . (6)
This is easily incorporated with theMRT collision operator and improves the gas–liquid ratio. Such an inclusion of force [22]
restores the Navier–Stokes equation with the macroscopic velocity:
ρumacro =
∑
i
fici + F2 . (7)
2.1. Taylor expansion
The equation of state for the original LBE is given by [2]:
P = c2s ρ. (8)
However, the inclusion of a density-dependent force term brings about a non-ideal contribution. The Shan–Chen force term
for D2Q9, Eq. (5), can be expanded using a Taylor series expansion:
F = G1ψ(x, y)(w1ψ(x+ c∆t, y)c1 + w2ψ(x, y+ c∆t)c2 + w3ψ(x− c∆t, y)c3 + w4ψ(x, y− c∆t)c4
+w5ψ(x+ c∆t, y+ c∆t)c5 + w6ψ(x− c∆t, y+ c∆t)c6 + w7ψ(x− c∆t, y− c∆t)c7
+w8ψ(x+ c∆t, y− c∆t)c8) = G1ψ
(
1
3
∇ψ + 1
18
∇∆ψ
)
, (9)
where ∆t = 1 is the time step, and ∆ψ represents the Laplacian operator (∇ · ∇)ψ . Eq. (9) contains the equation of state
term and the surface tension term.
2.2. Surface tension
The surface tension in Eq. (9) is represented as
Fs = G118∇∆ψ. (10)
However, it is different from the proper surface tension presented by [32],
Fs = k∇∆ρ. (11)
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Despite the fact that the Shan–Chen surface tension term, Eq. (10), is proportional to the usual surface tension term, Eq. (11)
[18], many authors considered it a drawback. Note that surface tension and the equation of state depend on the same
parameter G1, which is a limitation of the Shan–Chen model.
After some algebra, the force term has the gradient for the force potential and non-gradient parts for the surface tension,
as
Fα = G1ψ
(
1
3
∂αψ + 118∂α∆ψ
)
= G1
(
1
6
∂αψ
2 + 1
18
(∂α(ψ∆ψ)−∆ψ∂αψ)
)
= G1
(
1
6
∂αψ
2 + 1
18
(∂α(ψ∆ψ)+ 12∂α(∇ψ)
2 − ∂β∂αψ∂βψ)
)
. (12)
The momentum-flux tensor obeys a conservation equation [18]:
∂βPαβ = −Fα + ∂α(p) = −Fα + ∂α(c2s ρ).
Thus, the flux tensor Pαβ is modified due to the Shan–Chen force as follows:
Pαβ =
(
c2s ρ +
G1
6
ψ2 + G1
18
|∇ψ |2 + G1
6
ψ∆ψ
)
δαβ − G118∂αψ∂βψ.
Surface tension is defined as the integral along a flat surface of the mismatch between the normal (Pyy) and transversal (Pxx)
components of the flux tensor [18]:
σ =
∫ +∞
−∞
(Pyy − Pxx)dy = −G118
∫ +∞
−∞
|∂yψ |2dy.
The potential is given by
V = G1
6
ψ2 + G1
18
|∇ψ |2 + G1
18
ψ∆ψ. (13)
However, the terms G118 |∇ψ |2 and G118ψ∆ψ in Eq. (13) come from the surface tension term and therefore are not involved in
the bulk equation of state:
p = c2s ρ +
G1
6
ψ2. (14)
2.3. Multirange potential
There are different extensions of the Shan–Chen model. One such extension is to use the multirange potential. Succi
et al. [18] suggested the multirange potential for the Shan–Chen multiphase model as:
F = G1ψ(r)
∑
i
ψ(r + ci∆t)ci + G2ψ(r)
∑
i
ψ(r + 2ci∆t)ci. (15)
By the Taylor series expansion, the following formula is obtained:
Fα = G1 + 2G23 ψ∂αψ +
G1 + 8G2
6
ψ∂α∆ψ. (16)
Notice that by taking G2 = −G1/8, the surface tension force term equals zero and the proper surface tension term, as
stated in Eq. (11), is restored. Therefore, equating G2 = −G1/8 also allows the proper equation of state to be obtained by
multiplying the force by 4/3:
Fα = 43 (F1 + F2) =
4
3
G1 + 2G2
3
ψ∂αψ
= G1
3
ψ∂αψ,
which refers to the equation of state p = c2s ρ + G16 ψ2 without any additional terms from surface tension.
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2.4. Surface tension term discretization
Once the potential for the equation of state is known, the force term can be split into two parts. One part is related to the
potential, and the other is related to the surface tension:
F = Fpot + Fs, (17)
where Fs = G118ψ∇∆ψ according to the Shan–Chen formulation. This term will be replaced by Fs = kρ∇∆ρ. When using
the extended multirange potential, the surface tension term will be discretized through a 25-point stencil discretization
scheme. The treatment of the boundaries is beyond the scope of this paper, and will be addressed in future research.
Different numerical schemes may be used for discretization of the Laplacian or the gradient. Let us represent the stencil
through the matrix below, where every element applies to the corresponding point in the lattice. Any 25-point stencil has
the following form:
a11 a12 a13 a14 a15
a21 a22 a23 a24 a25
a31 a32 a33 a34 a35
a41 a42 a43 a44 a45
a51 a52 a53 a54 a55
 . (18)
For the gradient of the Laplacian in the x-direction (∂x∆) some conditions are applied. First of all, it is asymmetric in the
x-direction and symmetric in the y-direction:
a11 a12 0 −a12 −a11
a21 a22 0 −a22 −a21
a31 a32 0 −a32 −a31
a21 a22 0 −a22 −a21
a11 a12 0 −a12 −a11
 . (19)
After expanding, using Taylor series about the central point, the following equations are obtained:
8a11 + 4a12 + 8a21 + 4a22 + 4a31 + 2a32 = 0
−16a11 − 8a12 − 4a21 − 2a22 = −163 a11 −
2
3
a12 − 163 a21 −
2
3
a22 − 83a31 −
1
3
a32. (20)
The solution which we used in our calculations has the following form:
∂x∆ = 172

−1 −4 0 4 1
−8 4 0 −4 8
−18 72 0 −72 18
−8 4 0 −4 8
−1 −4 0 4 1
 . (21)
Hence, themultirange force can be presented by a 25-point stencil, required for obtaining the surface tension term.However,
for the gradient of the equation of state force potential:
F = 4
3
(F1 + F2) = G16 ∇ψ
2. (22)
This requires only a 16-point stencil scheme. Every force F1 and F2 in Eq. (22) is presented with an 8-point stencil scheme,
giving an overall 16-point stencil numerical scheme. The advantage of using the multirange potential is in obtaining a pure
potential of the equation of statewithout additional surface tension terms. Then, the bulk equation of statewithout a surface
tension term can be obtained, and one can add a proper surface tension term kρ∇∆ρ using the numerical stencil presented
in Eq. (21).
Concluding this section, G2 = −G1/8 and the potential force was taken as:
Fpot = 43 (F1 + F2) =
4
3
(
G1ψ(r)
∑
i
ψ(r + ci)ci + G2ψ(r)
∑
i
ψ(r + 2ci)ci
)
. (23)
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3. Matrix representation
There are several possibleways to represent the collision operator. They include the BGKwith single-relaxation time [35],
the TRTwith two-relaxation time [37], and theMRTwithmultiple-relaxation times [24,26,32,38] following the original idea
of Higuera et al. [39].
In general, one possible series expansion of the matrix collision operator is formulated as [20]:
Ωf neq =
∫
Ω(υ,υ′, r, t)(f eq(υ′)− f (υ))dυ′,
where
Ω(υ,υ′, r, t) = W (v)
∑
k
Hk(υ)wk(r, t)Hk(υ′),
where Hk is the Hermite polynomial of kth order. Let us reformulate the collision operator as in [39]:
Ωf neq =
∑
j
Aij(f
eq
j − fj).
Thus, the Lattice Boltzmann Equation takes the form:
fi(r + ci∆t, t)− fi(r, t) = −
∑
j
Aij(fj(r, t)− f eqj (r, t)). (24)
The right-hand side of Eq. (24) contains the matrix Aij, which can be analyzed in terms of eigenvalues and eigenvectors.
3.1. Matrix eigenvectors
The eigenvector basis used in this research was proposed by Benzi et al. [40], which can be obtained through the Hermite
series of the collision operator [20]. In our study, we restrict this model to one free eigenvalue. The MRT D2Q9 model
originated from the work of d’Humières [24] and was further studied in [26]. The model has two free eigenvalues for
compressible flowand three free eigenvalues for incompressible flow, to control and eliminate expansion errors and stability
limits. One variation of this model is the two-relaxation TRT model proposed by Ginzburg in [37].
The eigenvectors used are:
|Aρ〉 = (1, 1, 1, 1, 1, 1, 1, 1, 1)/
√
3,
|AJx〉 = (0, 1, 0,−1, 0, 1,−1,−1, 1),
|AJy〉 = (0, 0, 1, 0,−1, 1, 1,−1,−1),
|APxx〉 = (−1/3, 2/3,−1/3, 2/3,−1/3, 2/3, 2/3, 2/3, 2/3)
√
3/
√
2,
|APxy〉 = (0, 0, 0, 0, 0, 1,−1, 1,−1)
√
3,
|APyy〉 = (−1/3,−1/3, 2/3,−1/3, 2/3, 2/3, 2/3, 2/3, 2/3)
√
3/
√
2,
|AJγ 〉 = (1,−2,−2,−2,−2, 4, 4, 4, 4)/
√
12,
|AJγx 〉 = (0,−2, 0, 2, 0, 4,−4,−4, 4)
√
2/4,
|AJγy 〉 = (0, 0,−2, 0, 2, 4, 4,−4,−4)
√
2/4.
The eigenvectors corresponding to the equilibrium moments of the Navier–Stokes equation can be written as [38],
|ρ, Jx, Jy, Pxx, Pxy, Pyy, Jγ , Jγx , Jγy〉 = ρ|1, ux, uy, u2x , uxuy, u2y, u2xu2y, uxu2y, uyu2x〉. (25)
The last three terms are needed to properly restore the pressure tensor through the Chapman–Enskog expansion, as stated
in [20]. This matrix representation differs from the matrix presented in [25,26]. One can find the usage of this matrix
representation in [39,38,21]. Notice that different representations do not affect the underlying physics. The eigenvectors
choice is arbitrary in some subgroups taken from group theory [41] and may influence the analysis of eigenvalue problems.
The first six eigenvectors are needed to restore the Navier–Stokes equation with density, momentum conservation, and
theproper viscous terms. The remaining three eigenvectors are identified throughHermite polynomials in the velocity space,
which are orthogonal to all other six eigenvectors. The remaining eigenvalues are denoted by ω6 = γ , ω7 = γx, ω8 = γy.
The eigenvalues γ , γx and γy can be tuned to improve the stability of LBM [26]. The three eigenvalues γ , γx and γy are called
‘‘ghost’’ eigenvalues, because they are needed for symmetry reasons, although they are not required for restoration of the
Navier–Stokes equation [40].
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3.2. Eigenvectors decomposition and momentum formulation
The collision matrix can be represented, as
Aij = ti
∑
k
A(k)i ωkA
(k)
j , (26)
where ti are the weights defined in Eq. (3), and A(k) are the eigenvectors given above.
The orthogonality conditions [21] are∑
k
tiA
(k)
i A
(k)
j = δij,∑
i
tiA
(j)
i A
(k)
i = δjk.
The moments of the LBM can be introduced as:
Fk =
∑
i
fiA
(k)
i , (27)
where Fk are the kinetic moments from Eq. (25). However, the inverse formula explicitly includes the weights:
fi = ti
∑
i
FkA
(k)
i . (28)
3.3. Collision operator and force incorporation
The collision operator can be written in terms of eigenvectors, eigenvalues and kinetic moments:∑
j
Aij(fj − f eqj ) =
∑
j
(fj − f eqj )ti
∑
k
A(k)i ωkA
(k)
j =
∑
k
tiA
(k)
i ωk
∑
j
(fj − f eqj )A(k)j =
∑
k
tiA
(k)
i ωk(Fk − F eqk )
= ti
(
ω01i(ρ − ρeq)+ ω1cix(Jx − Jeqx )+ ω2ciy(Jy − Jeqy )
+ω3Qixx(Pxx − Peqxx)+ ω4Qixy(Pxy − Peqxy)+ ω5Qiyy(Pyy − Peqyy)
+ω6gi(Jγ − Jeqγ )+ ω7gicix(Jγx − Jeqγx )+ ω8giciy(Jγy − Jeqγy )
)
. (29)
For force incorporation the appropriate series of force due to eigenvectors of the matrix A should be introduced:
Si = ti
∑
k
skAki = ti
(
s01i + s1cix + s2ciy + s3Qixx ++s4Qixy + s5Qiyy + s6gi + s7gicix + s8giciy
)
,
where sk are moments of the force. To be consistent with the restoration of the force term in the Navier–Stokes equation,
the above expression becomes:
Si = ti
(
Fiαciα + 3ρ Fαuβ + Fβuα2
[
ciαciβ − 13δαβ
]
+ s6gi + s7gix + s8giy
)
.
The interested reader can find all details about force incorporated in [21].
In the current investigation, we are interested when all eigenvalues are non-zero. This imposes a new equilibrium
distribution function f˜ eq, defined as:
f˜ eqi = ti
(
c2s + ciα
(
uα + Fα
ωα
)
+ 3
2
Qiαβ
(
uα − Fα
ωαβ
)(
uβ − Fβ
ωαβ
)
+ s˜6gi + s˜7gicix + s˜8ciy
)
, (30)
where ωα = ω1,2, ωαβ = ω3,4,5, s˜6,7,8 = s6,7,8 + Jeqγx,y . Notice that we have a few additional degrees of freedom when tuning
w6,7,8. By tuning the ghost eigenvalues, one can improve stability [26,21].
3.4. Truncated and extended equilibria
The usual choice for BGK-based simulations of the Shan–Chen force when equilibrium distribution function contains
terms up to the 2nd moment of the Navier–Stokes equation is:
f eqi = tiρ
(
c2s + uαciα + 3
Qiαβ
2
uαuβ
)
, (31)
where velocity is shifted due to the force ρu = ∑i fici + Fτ . One can check that this implies ghost equilibrium moments
equal to 0, i.e.
∑
f eqi Aγi = 0. Also, by setting ghost eigenvalues to 0, new conservation laws appear. The great majority of
MRT models set non-zero conditions for ghost eigenvalues and ghost moments. Here, the extended equilibrium moments
imply non-zero ghost moments, such as Jγ = ρu2xu2y , Jγy = ρu2xuy,Jγx = ρuxu2y .
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Fig. 1. Gas and liquid density dependence on G1 . There is no separation until G1 equals Gcrit = −4. The initial density was taken as ρ = ρcrit = ln 2.
3.5. Equilibrium moments
The eigenvectors corresponding to the moments of the Navier–Stokes equation can be written as [38]:
|ρ, Jx, Jy, Pxx, Pxy, Pyy, Jγ , Jγx , Jγy〉 = ρ|1, ux, uy, u2x , uxuy, u2y, u2xu2y, uxu2y, uyu2x〉. (32)
They can be obtained through a Hermite expansion of the equilibrium distribution function [20]. Thus, the enhanced
equilibrium distribution function will be:
f eqi = ρti
(
c2s + ciαuα + 3
Qiαβuαuβ
2
+ gi
12
u2xu
2
y +
gicix
8
uxu2y +
giciy
8
u2xuy
)
, (33)
where
ρuα =
∑
i
ficiα + Fα
ω1÷8
. (34)
There are ghost moments of force, namely s6,7,8, in Eq. (30). Following the approach for BGK force incorporation, we allow
higher-order force terms s6,7,8 to have shifting velocity terms.
4. Numerical results
4.1. Problem statement
Increasing |G1| in the Shan–Chen force, Eq. (5), results in the increase of the gas–liquid ratio to be simulated. One can
obtain the gas–liquid density from the equation of state, Eq. (14), shown in Fig. 1.
There is a point on a G1 curve where the simulation blows up. It is stated in [18] that this occurs due to the anisotropic
higher-order force terms coming from Taylor series expansion.
To illustrate the superiority of the describedmodel, a square domainwith periodical boundary conditions sized 128×128
nodes was considered. Liquid droplets with 20 units radii are put in the center of the domain for 2000 time-steps. The initial
gas and liquid density are taken from the equation of state for a fixed G1 value. We take ω0÷5 = 1 and only tune ω6÷8.
4.2. Results
4.2.1. Gas–liquid density ratio
To illustrate the superiority of themodel presentedwe examined the following initial conditions andnumerical schemes:
(1) When examining the droplet, the steady-state condition has small relative velocities and the influence of the second-
order velocity term in the equilibrium distribution function is questionable. We simulated the droplet initialized with
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the density values from the equation of state (with or without the multirange potential) and Stokes equilibrium, given
below:
f eqi = tiρ
(
c2s + uαciα
)
, (35)
where ρuα =∑i ficiα + F/ωx,y.
Stokes equilibrium yields positive densities until G1 = −6.2, which corresponds to a liquid density of 2.73 and a
gas density of 0.102. This gives a gas–liquid density ratio of 26.7. Increase of |G1| is stable, but the densities become
negative, so the gas branch on large G1 does not correspond to the equation of state.
(2) Navier–Stokes equilibrium, Eq. (2), with BGK collision operator without the multirange potential with forcing included
in the linear term as ρuˆα = ∑i ficiα + F/ω and in the non-linear second-order term as ρu˜α = ∑i ficiα + F/2 without
fourth- and third-order polynomials in the equilibrium, can be presented as:
f eqi = tiρ
(
c2s + uˆαciα + 3
Qiαβ u˜α u˜β
2
)
. (36)
The scheme does not ‘‘fail’’ until G1 = −5.2 with a gas density of 0.0936 and a liquid density of 2.0582, corresponding
to a gas–liquid density ratio of 22.
(3) Navier–Stokes equilibrium, Eq. (2), with the BGK collision operator without the multirange potential with shifting
velocity in linear and non-linear termswithout fourth- and third-order polynomials in the equilibrium, can be presented
as:
f eqi = tiρ
(
c2s + u˜αciα + 3
Qiαβ u˜α u˜β
2
)
, (37)
whereρu˜α =∑i ficiα+F/ω1÷8. As discussed earlier for the BGKwe takeω1÷8 = 1. The scheme is stable untilG1 = −8.2,
which corresponds to a gas–liquid ratio of 100.
(4) Navier–Stokes equilibrium, Eq. (2), with BGK collision operator without the multirange potential with forcing included
in the linear term as ρuˆα = ∑i ficiα + F/ω and in the non-linear second-order terms as ρu˜α = ∑i ficiα + F/2 with
fourth- and third-order polynomials in the equilibrium, can be presented as:
f eqi = tiρ
(
c2s + uˆαciα + 3
Qiαβ u˜α u˜β
2
+ gi
12
u˜2x u˜
2
y +
gicix
8
u˜xu˜2y +
giciy
8
u˜2x u˜y
)
. (38)
In this case the addition of a third- and fourth-order polynomial does not improve the scheme. Nonetheless, the scheme
is stable until G1 = −5.2.
(5) Navier–Stokes equilibrium, Eq. (2), with MRT collision operator without the multirange potential with shifting velocity
in linear and non-linear terms with fourth- and third-order polynomials in the equilibrium can be presented as:
f eqi = tiρ
(
c2s + u˜αciα + 3
Qiαβ u˜α u˜β
2
+ gi
12
u˜2x u˜
2
y +
gicix
8
u˜xu˜2y +
giciy
8
u˜2x u˜y
)
(39)
where ρu˜α =∑i ficiα + F/ω1÷8. The scheme is stable until G1 = −8.5 with a gas density of 0.0374 and a liquid density
of 4.2165 corresponding to a gas–liquid density ratio of 112.
(6) The same as case (3) with the multirange potential gives the stable regime until G1 = −8.5 with a gas density of 0.0374
and a liquid density of 4.2204, corresponding to a gas–liquid density ratio of 118.
(7) The same as case (5) with the multirange potential results in the stable regime until G1 = −8.7 with a gas density of
0.0329 and a liquid density of 4.3271, corresponding to a gas–liquid density ratio of 132.
(8) This simulation involved the proper tuning of ghost eigenvalues (ω5÷8 = ωγ ,γx,γy = 0.75). The model is stable until
G1 = −8.85 with a gas density 0.0275 and a liquid density of 4.4089, which corresponds to a gas–liquid density ratio
of 160.
4.2.2. Laplace–Young test
To illustrate that the modified model properly simulates multiphase physics, we performed the Laplace–Young test. The
results are in Fig. 2. The Laplace–Young test states that the bulk pressure pbulk = c2s ρ + G16 ψ2(ρ) difference between gas
and liquid should be proportional to the surface tension term and inversely proportional to the droplet radius.
4.2.3. Interface profiles
By introducing a surface tension coefficient k, we can simulate interface thickness with the fixed gas–liquid ratio. The
main difference between the presentedmodel and the generalizedmodel [18] is that the interface thickness is controlled by
a proper surface tension. This term is proportional to ρ∇∆ρ. This contrasts with the original model, where it is proportional
to ψ∇∆ψ . Fig. 3 presents examples of varying interface thickness.
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Fig. 3. Density profiles for different surface tension coefficients k.
5. Conclusion
The proposed model combines the multirange Shan–Chen force with a discretized surface tension and matrix collision
operator, with an expanded equilibrium distribution function. Though a theoretical basis is not yet established, numerical
simulations show that the stability limit and gas–liquid density ratio are improved. The model allows the proper inclusion
of the Navier–Stokes surface tension term. This allowed the simulation of the gas–liquid density ratio up to 160. The model
should work in the three-dimensional case, though the application test for it is a task for the future.
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