Introduction {#s1}
============

Many natural and artificial systems can be fruitfully represented as networks involving elementary structural entities and specific relations between them. Among the insights that the network representation can provide, a central aspect is the relationship between network structure and system\'s function. To this end, a great deal of work has been devoted to detecting and identifying clusters or communities in static networks, assessing their statistical relevance, and linking community structure to network function [@pone.0086028-Fortunato1]. Most real-world network systems, however, are in constant evolution, and the increasing availability of time-resolved network data sources, e.g., from socio-technical systems and on-line social networks, has brought to the forefront the need to study and understand time-varying networks [@pone.0086028-Holme1]. Although it is always possible to create static network representations by aggregating over the temporal evolution of the system, such temporally-aggregated representations may overlook essential features of the system or may confound structures that can be teased apart only by retaining the time-varying nature of the data. For example, a node or group of nodes may belong to different communities at different points in time: aggregating the network over time will artificially merge those communities and create a cluster that does not represent the reality of the system at any point in time. Similarly, groups of nodes may exist that share similar activity patterns over time (due to, e.g., an externally imposed activity schedule): an aggregated view on the network will only retain the topology of the interactions and lose the activity patterns and temporal correlations. Overall, detecting structures that involve topological features and correlated activity patterns over time is an outstanding challenge that bears relevance to many fields of research and needs a principled approach as well as efficient computational methods.

Recent work addressed the community detection problem on time-varying networks by finding communities in snapshots of the networks at different times and then analyzing the changes of the community structures and linking the structures found at different times. Simple approaches to mine the time-varying community structure of a system [@pone.0086028-Chen1]--[@pone.0086028-Greene1] are based on a continuity assumption for the (static) community structure detected at successive time intervals. These approaches may prove useful in specific cases, but fail in the case of discontinuous activity patterns, abrupt structure formation or dissolution, and in general they cannot deal with temporal correlations over extended periods of time. Instead of treating separately the community structure and the temporal evolution of the network, a few studies [@pone.0086028-Bassett1]--[@pone.0086028-Ronhovde1] pioneered global approaches to community detection in temporal networks, even though the current lack of benchmarks makes the evaluation of these methods difficult.

Here we propose a method to detect the community-activity structure of temporal networks, and we validate this method using an empirical temporal network for which a ground truth is available for both the community structure and the temporal activity patterns. The method we study is intrinsically temporal and allows us to simultaneously identify communities and to track their activity over time. It is based on the fact that a temporal network is naturally represented as a time-ordered sequence of adjacency matrices, each one describing the state of the network at a given point in time. The adjacency matrices can be combined in a three-way tensor, for which a number of mathematical techniques for multi-layer networks can be applied [@pone.0086028-DeDomenico1], together with established methods from data mining and machine learning [@pone.0086028-Cichocki1], [@pone.0086028-Mrup1]. The approach described here is based on tensor factorization techniques that were developed to extract latent signals in diverse domains like signal processing, psychometrics, brain science, linguistics and chemometrics [@pone.0086028-Cichocki1], [@pone.0086028-Kolda1]--[@pone.0086028-Wang1]. We base our work on the so-called canonical decomposition [@pone.0086028-Carroll1], also known as parallel factorization [@pone.0086028-Harshman1], which can be regarded as a generalization of singular value decomposition (SVD) to tensors. In particular, we focus on non-negative tensor factorization [@pone.0086028-Cichocki1], [@pone.0086028-Shashua1], since -- as already observed for non-negative matrix factorization [@pone.0086028-Lee1] -- it is a powerful tool for learning parts-based representation of a dataset, resulting in more interpretable models [@pone.0086028-Dunlavy1], [@pone.0086028-Nickel1]. Non-negative factorization techniques have been already proposed for community detection in static networks [@pone.0086028-Wang2], [@pone.0086028-Yang1] because of their ability to capture densely overlapping communities.

A central challenge in designing techniques for structure detection and extraction is the ability to validate the obtained results by comparing them with an externally available ground truth. Here we leverage a very particular dataset on time-resolved social interactions in a school, for which the full class structure of the school and the activity schedule of the classes are independently available. This dataset represents an interesting case study, as there are structures at different scales, both topologically and temporally, that arise from the spatial, social, and temporal dimensions of the school activity. We apply our factorization technique to the tensor describing the temporal network of social contacts and extract the time-varying community structure of the empirical data. We show that our method fully recovers the known class structure of the school, the activity patterns of classes over time, and it also detects communities spanning mixed classes that correspond to known social activities in the public spaces of the school.

Materials and Methods {#s2}
=====================

Empirical Temporal Network Data {#s2a}
-------------------------------

In order to enable the validation of our results, we leverage a high-resolution dataset that describes the close-range social interactions of children in a primary school [@pone.0086028-Stehl1]. The data were collected by the SocioPatterns collaboration (<http://www.sociopatterns.org>) using wearable proximity sensors that sense the face-to-face proximity relations of individuals wearing them. This dataset presents expected structures (classes) as well as potential less conspicuous structures. This thus appears as an ideal dataset to assess the efficiency of the NTF community detection algorithm. This contrasts with the fact that, until now, no clear benchmark has been established to estimate the quality of community detection algorithms on time-varying networks.

### Temporal social network {#s2a1}

The population of the school consisted of children aged to , organized in classes, and teachers. Each participant was equipped with a badge containing a proximity sensor with a unique identifier. The sensor continuously monitored the close-range (less than meters) face-to-face contacts of individuals and relayed the proximity relations to a receiving system that timestamps and logs the data [@pone.0086028-Cattuto1]. The data were collected over two consecutive days in October 2009 from 8∶30 am to 5∶15 pm and only interactions taking place on the premises of the school were recorded. The system has a temporal resolution of seconds, so that proximity relations are detected over consecutive -second time intervals. The empirical data are therefore naturally represented as a temporal social network. The data from sensors were discarded because of data quality reasons, thus in the following we will work with a temporal network with nodes.

### Class structure of the population {#s2a2}

No personal information is associated with the unique identifiers of the wearable sensors. However, each identifier is associated to the class the participant belongs to, so that we have a ground truth for the communities that define the class structure of the monitored population. [Table S1](#pone.0086028.s006){ref-type="supplementary-material"} reports summary information on the school classes.

### Spatial information {#s2a3}

The radio packets transmitted by the wearable proximity sensors were picked up by receivers (readers) located throughout the school grounds. For a given sensor , the number of packets received by a reader is a decreasing function of the distance between that sensor and the reader. The number of packets per unit time received by the readers can thus be regarded as a spatial "fingerprint" that provides information on the location of sensors with a room-level accuracy. We define a spatial feature vector for all sensors by counting, for each sensor , the number of packets received by receiver over a fixed time interval. Here we choose to aggregate the location information over consecutive -minute interval. We thus represent the location fingerprint of tag at time using the vector , with receivers. The availability of spatial information over time allows us to define trajectories for individual tags as well as for groups of tags with the same class label.

Ethics Statement {#s2b}
----------------

The data used for the present study were collected in the context of a previously published study [@pone.0086028-Stehl1]. The ethical and data protection information reported there also applies to the present study. In particular, the French national bodies responsible for ethics and privacy, the Comission Nationale de l'Informatique et des Liberts (CNIL, <http://www.cnil.fr>) and the "Comité de Protection des personnes" (<http://www.cppsudest2.com/>), were notified of the study, which was approved by the relevant academic authorities (by the 'directeur de l'enseignement catholique du diocese de Lyon', as the school in which the study took place is a private catholic school). In preparation for the study, parents and teachers were invited to a meeting in which the details and the aims of the study were illustrated. Verbal informed consent was then obtained from parents, teachers and from the director of the school. All participants were given a Radio-Frequency Identification (RFID) badge and were asked to wear it at all times. Special care was paid to the privacy and data protection aspects of the study: The communication between RFID badges, the readers, and the computer system used to collect data were fully encrypted. No personal information of participants was associated with the identifier of the corresponding RFID badge. The only piece of information associated with the unique identifier of the badge was the class the corresponding individual was associated with.

Tensor Representation of the Empirical Data {#s2c}
-------------------------------------------

The temporal network dataset we use comprises two days of recorded social interactions with a temporal resolution of seconds. The schedule of classes and social activities that we use as a ground truth for the activity timelines, however, is defined on a coarser temporal scale. Hence for the present study we aggregate the raw sensor data over longer time intervals, comparable to this temporal scale. Different levels of aggregation can be chosen, according to the temporal scale of the activity timelines to be explored.

In what follows, we divide the dataset timeline into consecutive intervals of approximately minutes, and we aggregate the temporal network for each interval. We also considered intervals of minutes, which are comparable to the typical temporal scale of activities at school, to study the robustness of the results with regards to the choice of aggregation level (details of the comparison are found in the Supporting Information). The division of the total duration of the experiment in intervals and the subsequent aggregation yields 150 network snapshots, built so that one link is drawn between two nodes if those nodes had at least one contact during the corresponding interval. The state of a network during one interval is represented by an adjacency matrix , where the binary-valued entry indicates the presence of the - link. The temporal network can thus be represented as successive adjacency matrices combined into a 3-way tensor, .

Uncovering Latent Structures by Tensor Factorization {#s2d}
----------------------------------------------------

The tensor , where is the number of nodes of the network and the number of network snapshots, encodes both the topological and temporal information on the network under study. Uncovering structures that may correspond to communities or correlated activity patterns requires the identification and extraction of lower-dimensional factors. To this end, we use tensor factorization techniques, i.e., we choose to represent the tensor as a suitable product of lower-dimensional factors. This can be achieved by means of the so-called canonical decomposition (canonical polyadic decomposition, CP). CP in dimensions aims at writing a tensor in a factorized fashion:where the smallest value of for which such a relation can hold is the rank of the tensor . In other words, the tensor can always be expressed as a sum of rank- tensors in the formi.e., as the sum of outer products of three vectors. The set of vectors (resp. , ) can be re-written as a matrix (resp. and ), where each of the vectors is a column of the matrix. The decomposition of Eq. 2 can therefore be represented in terms of the three matrices as . A visual representation of this factorization, also known as the Kruskal decomposition, is shown in [Fig. 1](#pone-0086028-g001){ref-type="fig"}.

![Pictorial representation of the Kruskal decomposition.\
The cube on the left is the original 3-way tensor, which is represented as the sum of rank-1 tensors (on the right), each generated as the outer product of three 1-dimensional vectors (thin rectangles). Each of the rank-1 terms on the right corresponds to one component.](pone.0086028.g001){#pone-0086028-g001}

Factorization Methodology {#s2e}
-------------------------

In the present case, each rank- tensor, that we henceforth call *component*, corresponds to a set of nodes whose activities are correlated. The aim here is not to find an exact factorization, but rather to approximate the tensor with a number of components smaller than the rank of the original tensor. Such an approximation of the tensor is equivalent to minimizing the difference between and (PARAFAC decomposition),where respectively have dimensions , and , , and is the Frobenius norm. In the following will always indicate the approximate decomposition, to avoid confusion with the exact decomposition mentioned above.

Solving this problem amounts to finding the rank-1 tensors that best approximate the tensor . The number of components is chosen on the basis of the desired level of detail: a low number of components only yields the strongest structures, potentially overlooking important features, whereas using a high number of components faces the risk of overfitting noise. Choosing amounts to an optimization problem in which we seek the number of components that best explain the structure of the tensor without describing the possible noise of the data. In this respect, the tensor factorization method is similar to community detection techniques where the number of communities is fixed a priori: the number of components we choose to approximate the tensor is the number of communities or activity patterns we extract (see also [Fig. 2](#pone-0086028-g002){ref-type="fig"}).

![Schematic representation of the factorization result for an undirected temporal network.\
The factors A and C are matrices with R columns, each one corresponding to one extracted component. The rows of A correspond to network nodes, and the rows of C to discrete time intervals. The entries of A give the membership weight of nodes to the different components. The entries of C give the activity level of components at different intervals.](pone.0086028.g002){#pone-0086028-g002}

We transform the -dimensional problem of Eq. 3 into -dimensional sub-problems by unfolding the tensor through a process called matricization: The mode- matricization consists in linearizing all the indices of the tensor except . In our case this yields three modes: . The three resulting matrices have respectively a size of , and . Each element of the matrix corresponds to one element of the tensor , i.e., each mode contains all the values of the original tensor. Thanks to matricization, the factorization problem of Eq. 2 can be reframed in terms of individual factorizations of the three modes. In other words, minimizing the difference between and is equivalent to minimizing the difference between each of the modes and their respective approximation in terms of : where denotes the Khatri-Rao product, which is a column-wise Kronecker product, i.e., . If and , then the Khatri-Rao product . Overall, the factorization problem of Eq. 3 (PARAFAC) is converted into the three following sub-problems:

Here we focus on *non-negative* factorization, i.e., we impose a condition of non-negativity on all the elements of the three modes. This is customarily used to achieve a purely additive representation of the tensor in terms of components, which greatly simplifies the interpretation of the resulting decomposition [@pone.0086028-Lee1].

In the case of temporal networks, , also called factors, give access to different interpretations: and provide the community structure of the network and gives the temporal activity of each community. For an undirected network the adjacency matrix represented on each tensor slice is symmetric, and in general (see [@pone.0086028-Kolda1] for discussion on this point). In this case, the result of tensor factorization is illustrated in [Fig. 2](#pone-0086028-g002){ref-type="fig"}.

Several algorithms have been developed to carry out the PARAFAC decomposition describe above. The two most common techniques are the projected gradient method [@pone.0086028-Lee2] and the alternating least squares (ALS) method. In the ALS method [@pone.0086028-Phan1] the problems of Eq. 5 are solved by alternating a minimization procedure in which two of the matrices are kept fixed while the third is varied for minimization. The tensor factorization technique we use here is based on the non-negative alternate least squares method (ANLS [@pone.0086028-Paatero1]) combined with a block-coordinate-descent technique [@pone.0086028-Bertsekas1], [@pone.0086028-Kim1], that achieves faster convergence. Our implementation uses the Tensor Toolbox [@pone.0086028-Bader1].

Assessing the Quality of Factorization: How to Control a Multi-scale Method {#s2f}
---------------------------------------------------------------------------

Increasing the number of components allows us to represent more and more structure of the temporal network. However, as the number of components increases, we go from underfitting to overfitting these structures, i.e., we face the usual trade-off between approximating complex structures and overfitting them, potentially capturing noise. This is a characteristic of any intrinsically multi-scale method, and it is important to control it by designing and using quality metrics for the obtained decompositions that can guide their use in the context of a specific research question or application. Notice that we do not aim at setting an "optimal" number of components, but rather at assessing the quality of a decomposition obtained for a given choice of . Here we make use of a standard metric called "core consistency" [@pone.0086028-Bro1], which we briefly describe in the following.

We notice that the tensor decomposition of Eq. 1 can be written aswhere is the unit superdiagonal tensor. This form is a special case of a more general tensor decomposition known as Tucker decomposition:where the tensor , known as core tensor, encodes the interactions between the three factors. It can be shown that for a perfectly-fitted PARAFAC model, yielding factors , and , the core tensor of the Tucker decomposition obtained by fixing the factors and minimizing over is the unit super-diagonal tensor (if the factors have full column rank, see Ref. [@pone.0086028-Bro1]). This points to a possible way to assess the appropriateness of a PARAFAC tensor decomposition with components: we first fix and compute the PARAFAC decomposition with components, obtaining the factors , , and . Then we compute the Tucker decomposition of Eq. 7 with , , and the factors , , and fixed to the result of the former PARAFAC decomposition, obtaining the core tensor . Finally, we compare with the unit super-diagonal tensor , and quantify their similarity by a metric known as "core consistency":where the denominator is equal to for the unit super-diagonal tensor . Typically, on plotting the value of for an increasing number of components , a crossover can be observed between high core consistency values for low and lower core consistency values for high , when the PARAFAC model with components stops being a proper description of the original tensor because it overfits or the components become redundant. Values of greater are generally considered acceptable [@pone.0086028-Bro1], and the value of for which crosses over is usually used as a guide for setting the optimal range for the number of components.

Given a choice of , a complementary way to estimate the quality of a specific PARAFAC decomposition with components is to quantify how much of the original signal is recovered by the extracted components. To this end, we start by quantifying the weight that a given component has in each of the factors , , : we compute the L2-norm of the th column of each factor, yielding the norms , and and we define the relevance of component as the product of these norms, . This allows us to rank the components by the contribution they give to the decomposition, and to score a whole decomposition by the product over of its .

Finally, it is important to anticipate that, as reported in the Supporting Information, the community structures and activity patterns we obtain on our dataset are very robust with respect to the number of components (see [Fig. S2](#pone.0086028.s002){ref-type="supplementary-material"}): on increasing (or decreasing) , new structures are uncovered (or lost), but most components stay stable both in terms of topology and in terms of activity patterns.

Interpreting the Factors: Community Structure and Activity Patterns {#s2g}
-------------------------------------------------------------------

The factor matrices all have columns, each of them corresponding to one component. Since we used non-negative tensor factorization, all entries of these matrices are non-negative. In the special case of an undirected network, in general . The elements of matrix associate each component to the nodes it spans, i.e., they describe community structure of the original network, with the matrix entries providing weights for the membership of nodes to such communities. In the case of a directed network, both and are needed to encode the structure of the network, i.e., the notion of node membership to a component becomes a directed association. The matrix element describes the weight of the incoming membership of node to component , and describes the weight of the outgoing membership of node to component . For both cases, directed and undirected networks, the elements of matrix , on the other hand, associate each component to the time intervals it spans, and the matrix values for a given component indicate the activity level of that component as a function of time (index ), i.e., its temporal activity pattern.

We remark that individual nodes can be members of different components, with different weights. That is, non-negative factorization of the temporal network tensor can naturally capture overlapping communities. This mirrors the results of the study by Yang and Leskovec [@pone.0086028-Yang1], where non-negative matrix factorization was shown capable of detecting densely overlapping as well as non-overlapping communities in static networks. Similarly, non-negative tensor factorization allows to extract non-overlapping temporal communities, densely overlapping communities, and multi-scale community structure.

As noted above, the factor yields the temporal activity of each component (community), irrespective of the node composition of the component. We define the activity level of each community at a given interval (time index) by using both the information on the temporal activity of the component (from ) and the memberships strength of each node (from ) in that component. The strength of a component at interval is therefore defined as:where and . Notice that the activity of a component over time can be very uneven, i.e., it is possible to capture structures (components) that have temporally-disjoint activity regions. This is a consequence of the fact that non-negative tensor factorization captures purely structural aspects of the original network tensor and does not rely or impose in any way constraints of temporal continuity on the detected structures.

To summarize the structure detection technique we described above, [Fig. 3](#pone-0086028-g003){ref-type="fig"} schematically illustrates the roles played by the tensorial representation, non-negative tensor factorization, core consistency analysis, and the interpretation of matrix factors.

![Community-activity structure detection via non-negative tensor factorization.\
The original temporal network is represented as a three-way tensor, which is then decomposed by using non-negative tensor factorization. The complexity of the model (number of components ) is tuned by using quality indicators that provide information on the stability, coverage or redundancy of the decomposition.](pone.0086028.g003){#pone-0086028-g003}

Results {#s3}
=======

In the following we report the results obtained by applying the structure detection methodology of [Fig. 3](#pone-0086028-g003){ref-type="fig"} to the empirical temporal network of social interactions described in the Materials and Methods section.

Factorizing a High-resolution Temporal Social Network {#s3a}
-----------------------------------------------------

The empirical network data describes the close-range interactions of students and teachers, divided in classes. The total duration of the experiment was segmented in intervals of -minutes for the purpose of the analysis. We build the tensorial representation of the temporal network and compute the non-negative factorization as described in the Methods section, for this case and other aggregation levels ( minutes) as well. Here we describe the case of intervals but the other aggregation levels give comparable results as detailed in the Supporting Information. We approximate the empirical tensor as the sum of components, according to Eq. 1, with ranging from to . Since the optimization problem does not have a unique global minimum, for each value of we ran the optimization method times, each time starting with different initial condition for the factors and , and computed the core consistency of Eq. 8 for each run. For each choice of we rank the runs by their core consistency and we select the top runs. Out of these, we select the top decompositions with the highest sum of component weights (the described above). The corresponding core consistency values are plotted as a function of in [Fig. 4](#pone-0086028-g004){ref-type="fig"} (left), where an abrupt change in the slope is visible for a critical value .

![NTF decomposition of an empirical temporal network.\
Left panel: core consistency curve. For each value of the number of components used for factorization, the core consistency values for the 5 best decompositions are reported (crosses). The solid line is a guide for the eye. A crossover between two regimes is visible for . Right panel: component-node matrix for components. Rows correspond to network nodes and columns to components. The matrix is obtained from the factor by classifying each node as belonging (lighter rectangles) or not belonging (dark blue rectangles) to a given component. The order of the nodes has been rearranged to expose the block structure of the matrix. Colors identify components, and the community structures that can be matched to school classes are annotated with the corresponding class name.](pone.0086028.g004){#pone-0086028-g004}

This change of slope indicates that for most of the intrinsic structures of the dataset have been captured, the obtained decompositions may start overfitting and hence risk being less stable with respect to noise and initial conditions. Conversely, all decompositions obtained for yield core consistency values in excess of , which is regarded as an indicator of robust structures captured by the factorization method [@pone.0086028-Bro1]. In this regime, different number of components yield different levels of structural detail of the tensor. We remark that the observed behavior is independent of the above choices on the number of factorization runs, and of the specific thresholds used for selecting the best ones.

In the following, in order to discuss the structures detected by the method and to validate them in terms of our ground truths, we focus on a specific decomposition with . This choice, guided by the core consistency curve, corresponds to selecting the most complex models that yields a robust decomposition.

Community Structure and Activity Patterns {#s3b}
-----------------------------------------

The temporal social network we study is undirected, hence the factors and are identical and provide the membership scores that associate network nodes to the different components () extracted by non-negative factorization, as discussed in the Materials and Methods section. In the specific case of our dataset the weights exhibit a strong peak at and the other weights are distributed more broadly around a non-zero value. A typical distribution of membership weights is displayed in [Fig. 5](#pone-0086028-g005){ref-type="fig"}, and the distributions for all the components we consider are reported in [Figures S3](#pone.0086028.s003){ref-type="supplementary-material"} and [S4](#pone.0086028.s004){ref-type="supplementary-material"}. For each component , this allows us to naturally divide the weights in two classes, i.e., to classify the network nodes as member or non-members of a given component (e.g., by using an unsupervised clustering technique such as k-means with two clusters) in a robust fashion. The memberships to the components can be summarized in a node-component matrix . The terms of the node-component matrix are (resp. ) if the node is member (resp. not member) of the component . The only nodes which can alternatively be classified as member of the community or outside of it depending on the clustering technique are those with small activity compared to the others, but such fluctuations concern few individuals with regard to the total size of the community. We remark that this is not necessary in order to make use of the (weighted) community structure information contained in the factor , and here we proceed to classify each node as member (or not member) of a given component (community) simply because our dataset allows this, and the resulting binary classification affords a simpler representation, analysis, and validation of the structures we find. Less structured temporal networks, in general, should not be expected to yield membership weights that can be cleanly separated in two classes.

![Distribution of the membership weights.\
Sample histogram of the membership weights for one component of the decomposition (one column of factor for ).](pone.0086028.g005){#pone-0086028-g005}

The right-hand panel of [Figure 4](#pone-0086028-g004){ref-type="fig"} summarizes the community structure detected by non-negative tensor factorization, displaying the binary association between nodes (along the vertical axis) and components (along the horizontal axis). The [Figure S5](#pone.0086028.s005){ref-type="supplementary-material"} provides the component-node matrices obtained with minutes intervals. Components are color-coded, and the order of nodes along the vertical axis has been adjusted to expose the strong block structure of the matrix plot. The blocks correspond to mutually disjoint communities, whereas the remaining components (the two rightmost components and the fourth component from the right) are larger and have a significant overlap with one another and with said communities, mixing from to of them. A more detailed interpretation of those components is given in the spatio-temporal validation section. The sizes of the detected communities are reported in [Table S2](#pone.0086028.s007){ref-type="supplementary-material"}. We anticipate that the mutually disjoint communities correspond to the classes of the school, as we will discuss in the validation section below. Most of the nodes are found to belong to at least one community ( out of , students plus teachers). The remaining nodes, on direct inspection of the dataset, have a negligible activity and they are not part of any community. is given later in the text.

As discussed in the Material and Methods section, the factors and can be combined to compute the activity profiles for each component as a function of time (i.e., index ). The resulting activity patterns for the components of our case study are reported in [Fig. 6](#pone-0086028-g006){ref-type="fig"} for the first day of experiment only, for readability purpose (see [Fig. S1](#pone.0086028.s001){ref-type="supplementary-material"} for the second day). For the sake of readability, we show the activity patterns restricted to the first day of the school dataset, only. Each panel in figure displays the activity level of an extracted component as a function of the time of the day, from morning to evening. The components are numbered according to the order of [Fig. 4](#pone-0086028-g004){ref-type="fig"} (left to right). On visual inspection, two main activity patterns can be seen for the extracted components: either the activity is concentrated during class times, with a dip during lunch hours (12 pm--2 pm), as seen for components --, or the activity peaks during lunch hours, as seen for component and . The mutually disjoint components corresponding to the blocks in [Fig. 4](#pone-0086028-g004){ref-type="fig"} display the former patterns while the overlapping components and display the second pattern. In all cases, activity levels exhibit large fluctuations over time. In the following sections we will validate these patterns by mining for the correspondence between the extracted components and the available metadata on the temporal network we study.

![Activity patterns of the extracted components.\
Each panel corresponds to one component obtained by non-negative tensor factorization of the school temporal network, with , and provides the activity level of the component as a function of the time of the day. For clarity, the panels only show the activity patterns for the first day of data (see Fig. S for the second day). Components that can be matched to classes are marked as *class*. The other three components that correspond to mixed classes exhibit activity patterns that can be understood in terms of gatherings in the social spaces of the school.](pone.0086028.g006){#pone-0086028-g006}

Structural Validation {#s3c}
---------------------

An important peculiarity of the dataset we use is that a ground truth for several important structures is available from node metadata and known activity schedules. Here we validate the community structure extracted by means of non-negative tensor factorization by using the class labels we have for each node, which provide a ground truth on the class structure of the school population. Since teachers, strictly speaking, are not uniquely associated with only one class (although, behaviorally, this seems to be the case) we carry out the following analysis by considering students only, for which our metadata provide an unambiguous association to school classes. We want to assess to which extent the components found through factorization correlate with actual classes, as a function of the number of components . In order to carry out the validation, we need to match (when possible) the extracted components to the school classes, and then we proceed to quantify how much of known class structure is recalled, and the corresponding accuracy.

In order to match components to classes, we proceed as follows: as discussed above, for each component of a factorization with components, we classify the networks nodes as belonging or not belonging to . Then we compute the Jaccard overlap between the set of nodes of component and the set of nodes corresponding to the known classes (the Jaccard overlap of two sets is the cardinality of their intersection divided by the cardinality of their union), obtaining for each component a vector with the overlap scores with each known class. When such a vector has only one non-zero value, the corresponding component is said to match one known class.

[Table 1](#pone-0086028-t001){ref-type="table"} reports our results for a number of components ranging from to . For a given number of components we report the core consistency metric, the number of matched classes/components, the fraction of nodes spanned by the matches components with respect to the known number of nodes belonging to the matched classes, and other metrics described in the table caption. For small values of , the extracted structures communities correspond to relevant groups (classes or mixed classes) of the dataset, but they only cover part of the network\'s nodes: only the most prominent set of nodes (in terms of size, presence, connectivity) are initially uncovered. As increases, the number of components that can be matched to the classes increases and finally reaches (for ) the total number of classes of the school. We remark that the criteria for matching we use (a vector of Jaccard indices with a single non-zero component) is extremely strict, and yet the factorization technique recovers communities that can be matched to classes for any number of components, and when a match is achieved, the attribution of nodes to classes is almost perfect, as seen in the table. In fact, for all choices of , approximately of the nodes that are part of the extracted components are assigned to the right known community (class). The missing (not assigned) fractions typically exhibits weak interaction patterns with the rest of the nodes that make their class association behaviourally ambiguous (we notice that this can arise because of improper sensor behavior or participant compliance). Overall, non-negative tensor factorization applied to the adjacency tensor affords an extremely accurate recovery of the independently known class structure, with a coverage that increases with the number of components and ultimately recalls almost perfectly all the known classes. We remark that for a number of components which is too small to capture the existing class structures, the technique does not yield partial classes, but rather returns a fewer number of class communities, or mixed class communities, with high accuracy.

10.1371/journal.pone.0086028.t001

###### Class structure recovered by non-negative tensor factorization as a function of the number of components.

![](pone.0086028.t001){#pone-0086028-t001-1}

  components    core consistency   classes   nodes   covered   recall
  ------------ ------------------ --------- ------- --------- ---------
  2                  99.966           1       25       25         1
  3                  99.885           1       25       25         1
  4                  97.363           1       25       25         1
  5                  96.984           2       46       46         1
  6                  98.134           4       94       91      0.99386
  7                  96.604           4       94       91      0.99386
  8                  95.451           7       163      162     0.99386
  9                  95.408           8       185      184     0.99459
  10                 94.815           9       208      207     0.99519
  11                 92.639           9       208      207     0.99519
  12                 92.526          10       231      230     0.99567
  13                 93.472          10       231      230     0.99567
  14                 78.326          10       231      230     0.99567
  15                 76.683          10       231      230     0.99567
  16                  73.5           10       231      230     0.99567
  17                 65.185          10       231      230     0.99567
  18                 60.981          10       231      230     0.99567
  19                 56.218          10       231      230     0.99567
  20                 51.709          10       231      230     0.99567

Each row of the table corresponds to one tensor decomposition, with a number of components ranging from to . For each decomposition, we report the core consistency, the number of classes that can be matched to the extracted components, the total number of nodes (students) these classes are known to comprise, the number of nodes that belong to the component (i.e., the class nodes covered by the component), and the ratio between the latter two columns, that is, the fraction of the known class structure that the method has recalled.

To illustrate the fact that our methodology is efficient at the level of the individual classes, we focus on the case and we report in [Table 2](#pone-0086028-t002){ref-type="table"} the number of nodes recovered in each of the mutually disjoint communities that can be matched to the known classes: There is a perfect matching between components and classes, and for the remaining class there is one student (out of more than ) who is not assigned to the component even though they are known to be part of the class that component represents. The components that can be matched to classes are marked as "class" in [Fig. 6](#pone-0086028-g006){ref-type="fig"}.

10.1371/journal.pone.0086028.t002

###### Components vs classes for .
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  component                      1    2    3    4    5    6    7    8    9    11
  ----------------------------- ---- ---- ---- ---- ---- ---- ---- ---- ---- ----
  component size                 26   22   23   25   27   23   24   22   24   24
  class                          1B   5A   3B   5B   2B   2A   3A   4A   1A   4B
  class size(without teacher)    25   22   22   24   26   22   23   21   23   23
  teacher found                  1    1    1    1    1    1    1    1    1    1
  missing nodes                  0    1    0    0    0    0    0    0    0    0

Comparison between the extracted components and the class they were matched to, for the case . Missing nodes are nodes (students) that are known to be in the class but do not belong to the components that was matched to that class.

Spatio-temporal Validation {#s3d}
--------------------------

We notice that for , three of the extracted components (, , ) are not matched to classes, have temporal activity patterns ([Fig. 6](#pone-0086028-g006){ref-type="fig"}) that set them apart from the other class-related components, and have significant overlap with the known class-related components ([Fig. 4, right panel](#pone-0086028-g004){ref-type="fig"}). Here we show that these components correspond to social activities that involve multiple classes and occur at given points in time and in known spaces of the school. We validate these activity and mixing patterns by using the independently known spatio-temporal trajectories of students, inferred from the radio receivers as described in the Material and Methods section.

We remind that the spatio-temporal information is available for each sensor in the form of time-varying location fingerprints , where the index runs over radio receivers located in known spaces of the school, that cover both classrooms and social spaces such as the cafeteria and the playground. We aggregate the location fingerprints over the same time intervals used to define the tensorial representation of the social network data. We use the spatio-temporal metadata to study the correlation between the temporal activity of a given component and the spatial location of the nodes it comprises. Specifically, given a set of nodes corresponding to component , we define an index of co-location for those nodes as the element-wise product of the location fingerprints for all the nodes , obtaining a co-location vector . Notice that is non-zero if and only if all the nodes of the component are situated in the vicinity of receiver at time .

Finally, we compare the temporal activity of each non-class component with the co-location vector . On doing so, we observe that activity peaks of each component under study temporally match the spikes in the corresponding co-location vector for indices that correspond to locations used for social activities such as the cafeteria or the playground. [Figure 7](#pone-0086028-g007){ref-type="fig"} displays the activity patterns of components , and together with the time series of the co-location vector for the known social spaces in the school.

![Activity patterns of components vs co-location in social spaces.\
Each panel corresponds to one of the three components of Fig. 6 that cannot be matched to school classes. The activity pattern of each component is compared with the time series of the co-location vector () for two choices of that correspond, respectively, to the cafeteria and the playground, i.e., the social spaces of the school. The horizontal axis is the time of the day, and the vertical axis has been rescaled for each curve so that its maximum is .](pone.0086028.g007){#pone-0086028-g007}

The times of these social events, as inferred from non-negative tensor factorization, match the independently known school schedule, and the classes spanned by the mixed component match the classes that are known to be involved in the social gathering according to the schedule. We remark that the co-location vector is a very simple and strict way to quantify spatial and temporal co-presence of nodes, and that despite this the results we obtain make the non-class components fully understandable in terms of spatio-temporal coincidences.

In summary, those components that cannot be validated as known classes of the school can be validated in terms of correlated activity patterns, i.e., spatial and temporal coincidences, that are determined by the school activity schedule.

Comparison with Community Detection Algorithms for Static Networks {#s3e}
------------------------------------------------------------------

In the above sections we focused on decomposing the tensor representation of a time-varying network and on separately validating the obtained components in terms of known network communities and temporal activity patterns. Here we focus on the community structure alone: we compare the communities yielded by non-negative tensor factorization of the temporal network with those obtained by using well-known community detection algorithms. Since most community detection algorithms are designed to work on static networks, we build a static representation of the temporal network by aggregating the time-varying network over time. The adjacency matrix of the time-aggregated network is defined asi.e., it describes a weighted network where the weight of link - is the total number of time intervals during which that link was active (which is proportional to the cumulated duration of the contacts between and ). We show that our non-negative tensor factorization approach, operating on the time-varying network, is able to detect the community structure with a performance that is in line with state-of-the-art community detection algorithms operating on the time-aggregated network.

We regard the known class structure of the network as a ground truth for the community structure, and evaluate the different methods by testing for the correct assignment of students to classes. To this end, we define a reference adjacency matrix , where is the number of nodes and is the number of classes. We set to if node belongs to class , and to otherwise. For each community detection method , we generate a node-community (node-component) matrix that encodes the node composition of the extracted communities: is set to if node is assigned to community , and to otherwise. For each community detection method we define a score matrix , i.e.,

This is a matrix, where is the number of nodes in class that are assigned to community . The product is the reference score matrix shown in [Table 3](#pone-0086028-t003){ref-type="table"}: it is a diagonal matrix where the diagonal values are the correct number of students in each class.

10.1371/journal.pone.0086028.t003

###### Reference score matrix containing the correct number of students in each class.
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  --
  --

For each community detection algorithm the score matrix describes the relation between the obtained communities and the known classes. If all the detected communities correspond to actual classes, there is a permutation of the columns of that makes it diagonal, as in [Table 3](#pone-0086028-t003){ref-type="table"}. If a community corresponds exactly to one class, the corresponding value is the matrix diagonal is the same as in the reference score matrix.

Infomap [@pone.0086028-Rosvall1] and the Community Walktrap [@pone.0086028-Pons1] algorithms both yield an exact match, i.e., the score matrix for these algorithms has a column permutation that is identical to the reference score matrix. The non-negative tensor factorization approach yields a matrix with a diagonal block (under permutation), showing that students are correctly attributed to their classes, plus an additional part that describes mixed classes. In this case one student was not associated to any component, and consequently one of the communities is smaller than the corresponding class (see [Tables 3](#pone-0086028-t003){ref-type="table"} and [4](#pone-0086028-t004){ref-type="table"}). The score matrices related to the non-negative tensor factorization approach have been also computed for the minutes intervals case study (see [Tables S3](#pone.0086028.s008){ref-type="supplementary-material"},[S4](#pone.0086028.s009){ref-type="supplementary-material"},[S5](#pone.0086028.s010){ref-type="supplementary-material"},[S6](#pone.0086028.s011){ref-type="supplementary-material"}). Finally, the Oslom [@pone.0086028-Lancichinetti1] and Louvain [@pone.0086028-Blondel1] algorithms merge several classes into larger communities and the corresponding score matrices are not diagonal, as shown in [Tables S7](#pone.0086028.s012){ref-type="supplementary-material"}, [S8](#pone.0086028.s013){ref-type="supplementary-material"}.

10.1371/journal.pone.0086028.t004

###### Matrix obtained through NTF containing the number of students in each community projected over the different classes.
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  --
  --

Discussion {#s4}
==========

We investigated the use of established non-negative tensor factorization techniques for the detection of the community-activity structure of temporal networks. The approach we propose is intrinsically temporal and allows to simultaneously identify network communities together with their activity patterns over time. Given the lack of widely accepted benchmarks for detecting the community structure of temporal networks, we evaluated the method by focusing on the special case of an empirical temporal social network for which we have a ground truth that allows us to validate the structures we detect in terms of known groups and known activity schedules. The case we study is a time-varying social network measured in a school by means of wearable sensors: this is an especially rich and challenging dataset, as it features complex structures at multiple scales, both topologically and temporally, overlapping communities, and in general patterns arising from the social and organizational structure of the environment. We find that non-negative tensor factorization can fully recover the known class structure of the school and the activity patterns of classes over time. It also yields communities that span multiple classes, which we validate by using spatio-temporal metadata and link to known social activities in the public spaces of the school.

Detecting temporal network structures by means of non-negative tensor factorization (NTF) provides several advantages. NTF can naturally deal with the time-varying topology of a temporal network represented as a three-way tensor, and can yield components that correspond to network communities as well as to correlated activity patterns of network links. The extracted components/communities can be overlapping, that is, a node can be a member of different components and the weight of this association is an output of the method and can be used, if necessary, to induce a binary association between nodes and communities. The method we study does not depend or rely on temporal continuity: the temporal index of the tensor is treated as an unordered axis, just like the axes of the adjacency matrices that compose the tensor. This allows to capture long-range correlations and abrupt changes in the community structure of the network. The non-negativity constraint affords a simple interpretation of the tensor decomposition in terms of additive factors that can be linked to known properties or metadata of the system at hand. The complexity of the model can be tuned to the needs of a specific application or research question by suitably choosing the number of components used for factorization. Indicators such as core consistency can be used to assess the robustness of the detected structures and to diagnose overfitting. Finally, given the broad use of NTF in surfacing latent signals across a variety of disciplinary domains, efficient and scalable computational methods for factorization are available.

Several limitations of the described method should be also discussed. Not relying on the continuity of the tensor along the temporal direction allows to capture global correlations over time but does not allow to exploit temporal continuity in the (many) cases where continuity is known to be relevant for the evolution of the network. Properly handling temporal continuity in computing a tensor decomposition may help to extract robust structures in the presence of noise or missing data. Exposing and extracting hierarchically-organized or nested community structures requires to compute multiple tensor factorizations with different numbers of components, and then to separately establish the correspondence relations or hierarchical relations between the obtained components.

Possible extensions of the method discussed here include supporting directed temporal networks and weighted temporal networks. The former is a straightforward extension of the approach presented here. Incremental non-negative tensor factorization techniques could be developed to deal with an incoming stream of network data, continuously updating the decomposition as new data arrive. Non-negative tensor factorization could be also used to detect latent structures in multiplex (multi-layer) networks, which can be equally represented as three-way tensors in which the temporal dimension is replaced by the index of the network layer. For instance, let us consider a multiplex social network where each layer corresponds to a different kind of social tie (Twitter, Facebook, email exchange, etc.). Let\'s assume that there are two groups of nodes, group A and group B: nodes belonging to group A are linked with one another in all layers of the multiplex, whereas nodes belonging to group B are only linked in the first layer. Non-negative tensor factorization allows us to expose correlated linking patterns across different layers of the multiplex. In this sample case we would find one component comprising the nodes of group A, with their associations to all the layers of the multiplex, and one component comprising the nodes of group B, uniquely associated with the first layer of the multiplex.

Finally, we close by highlighting the need for benchmark datasets, containing known synthetic structures, that could be used to systematically characterize the behavior of different structure detection methods for temporal networks. The broad availability of empirical temporal network data with a ground truth is also a key enabling factor for advancing the state of the art in detecting community structures and activity patterns in temporal networks.

Supporting Information {#s5}
======================

###### 

**Activity patterns of the extracted components, second day.** Each panel corresponds to one component obtained by non-negative tensor factorization of the school temporal network, with , and provides the activity level of the component as a function of the time of the day. Components that can be matched to classes are marked as *class*. The other three components that correspond to mixed classes exhibit activity patterns that can be understood in terms of gatherings in the social spaces of the school.
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###### 

Click here for additional data file.

###### 

**Component-node matrix for the number of components ranging from** **to** **.** Rows correspond to network nodes and columns to components. The matrix is obtained from the factor by classifying each node as belonging (lighter rectangles) or not belonging (dark blue rectangles) to a given component. Colors identify components. The order of the nodes is the same in all the subplots. We observe that for small values of the detected communities are in general larger than for : this is due to the fact that factorization attempts to describe as much of the temporal network as possible, and returning small components would be sub-optimal. For small values of , when two or more classes are found to be merged in one component, the merged classes are consistently those that participate in the overlapping communities found for . An example of this can be seen in the case , where two components correspond to classes, while the three other components each mix two classes that participate in the same overlapping communities seen for .
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###### 

Click here for additional data file.

###### 

**Histograms of membership weights for** **components.** For all components, a large fraction of nodes have zero weights.
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###### 

Click here for additional data file.

###### 

**Weight-rank plots of membership weights for** **components.** For all components, a large fraction of nodes have zero weights.

(EPS)

###### 

Click here for additional data file.

###### 

**Component-node matrix for** **components, for different granularities. a)** **min, b)** **min, c)** **min and d)** **min.** Rows correspond to network nodes and columns to components. The matrix is obtained from the factor by classifying each node as belonging (lighter rectangles) or not belonging (dark blue rectangles) to a given component. The order of the nodes has been rearranged to expose the block structure of the matrix. Colors identify components, and the community structures that can be matched to school classes are annotated with the corresponding class name. This figure shows that the general structure of the factor matrices we obtain is very similar: for all values of the interval duration all the school classes are found.
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###### 

Click here for additional data file.

###### 

**Number of students in each class of the school.** The aggregated (static) version of the network, together with node metadata are available at: <http://www.sociopatterns.org/datasets/primary-school-cumulative-networks/>.
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###### 

Click here for additional data file.

###### 

**Size of the components extracted by non-negative tensor factorization with** **.** The size is computed after carrying out a binary classification of the nodes as belonging or not belonging to a given component, on the basis of the membership weights.
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###### 

Click here for additional data file.

###### 

**Score matrix containing the projection of the** **components - obtained through NTF applied on the tensor built with an aggregation of** **minutes - over the different classes.** The structures detected appear to be robust with respect to changes in the duration of the aggregation interval.
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###### 

Click here for additional data file.

###### 

**Score matrix containing the projection of the** **components - obtained through NTF applied on the tensor built with an aggregation of** **minutes - over the different classes.** The structures detected appear to be robust with respect to changes in the duration of the aggregation interval.
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###### 

Click here for additional data file.

###### 

**Score matrix containing the projection of the** **components - obtained through NTF applied on the tensor built with an aggregation of** **minutes - over the different classes.** The structures detected appear to be robust with respect to changes in the duration of the aggregation interval.
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###### 

Click here for additional data file.

###### 

**Score matrix containing the projection of the** **components - obtained through NTF applied on the tensor built with an aggregation of** **minutes - over the different classes.** The structures detected appear to be robust with respect to changes in the duration of the aggregation interval.

(EPS)

###### 

Click here for additional data file.

###### 

**Score matrix containing the projection of the components - obtained through the OSLOM algorithm applied on the aggregated network - over the different classes.**
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###### 

Click here for additional data file.

###### 

**Score matrix containing the projection of the components - obtained through the Louvain algorithm applied on the aggregated network - over the different classes.**
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###### 

Click here for additional data file.
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