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VIII INHALTSVERZEICHNIS
Einleitung
Seit der ersten experimentell beobachteten Beugung von Ro¨ntgenstrahlen durch Max von
Laue im Jahre 1912 [34] ist bekannt, dass Kristalle aus der periodischen Anordnung iden-
tischer Bausteine, Elementarzellen genannt, aufgebaut sind. Die Elementarzellen der zu
Beginn des 20. Jahrhunderts untersuchten Kristalle bestanden meist aus wenigen Atomen.
Aber schon 1923 berichtete Pauling von der Entdeckung einer NaCd2-Legierung, deren
Beugungsbild so kompliziert war, dass es fu¨r ihn damals unmo¨glich war, den zugrundelie-
genden Aufbau zu bestimmen [69]. Dies gelang erst dreißig Jahre spa¨ter, als er nachwies,
dass die Elementarzelle 1152 Atome entha¨lt [70].
Nachdem der Aufbau einiger weiterer komplexer Legierungen gelo¨st worden war, zeigte
sich u¨berraschenderweise, dass viele davon a¨hnliche lokale Atomanordnungen aufweisen.
Frank und Kasper argumentierten, dass komplexe Legierungen als Anordnung von dicht
gepackten polyedrischen Atomclustern aufgefasst werden ko¨nnen [33]. Bei den Clustern
besonders ha¨ufig vertreten und energetisch gu¨nstig sind demnach lokale ikosaedrische Ord-
nungen. Den Autoren war allerdings bewusst, dass die globale ikosaedrische Ordnung mit
einem periodischen Aufbau nicht vereinbart werden kann.
Im Laufe der Jahre nahm das Interesse an komplexen Legierungen ab, da es noch genu¨gend
offene Fragen bei einfacheren Materialien gab. Erst durch die Entdeckung einer neuarti-
gen Al-Mn-Legierung durch Shechtman und seine Mitarbeiter im Jahre 1982 [78] ange-
spornt, begann erneut eine große Zahl Wissenschaftler sich mit komplexen Legierungen zu
bescha¨ftigen. Shechtman konnte beobachten, dass die Al-Mn-Legierung ein diskretes Beu-
gungsbild mit ikosaedrischer Symmetrie besitzt (Abbildung 1). Aufgrund der Diskretheit
des Beugungsbildes muss sie langreichweitig geordnet sein, wie sich auch durch die a¨ußeren
Gestalt ihrer gezu¨chteten Einkristalle zeigt (Abbildung 2). Wegen der Ikosaedersymmetrie
konnte es sich aber nicht um einen Kristall handeln. Die neue Legierung wurde Quasikris-
tall genannt. Quasikristalle besitzen die von Frank und Kasper beschriebene ikosaedrische
Ordnung, allerdings auf Kosten der Periodizita¨t.
In der Mathematik war schon vorher bekannt, dass auch nichtperiodische Atomanordnun-
gen oder Tilings zu diskreten Beugungsbildern fu¨hren ko¨nnen. Penrose hatte 1974 ein ein-
faches solches quasiperiodisches Tiling beschrieben. Allerdings wurde zu dieser Zeit nicht
vermutet, quasiperiodische Ordnungen in realen Materialien vorzufinden. Aufgrund der
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Abbildung 1: Beugungsbild eines ikosaedrischen Quasikristalls entlang einer fu¨nfza¨hligen
Achse [46]. Fu¨nfza¨hlige Symmetrieelemente kann es in Kristallen nicht geben.
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Abbildung 2: Gezu¨chtete kleine triakontaedrische AlLiCu-Einkristalle (links). Gro¨ßerer
AlCuFe-Kristall mit der Form eines Dodekaeders (rechts) [46]. Beide besitzen Ikosaeder-
symmetrie.
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mathematischen Vorarbeit war es recht schnell mo¨glich eine theoretische Beschreibung von
Quasikristallen aufzustellen. Dabei wird der Quasikristall als Schnitt durch einen ho¨her-
dimensionalen (d > 3) Kristall angesehen und die Quasiperiodizita¨t als eine Verallgemei-
nerung der Periodizita¨t. Folglich besitzen Quasikristalle zusa¨tzliche, bei Kristallen nicht
vorhandenen Eigenschaften.
So haben Quasikristalle phasonische Freiheitsgrade, deren elementare Anregungen als Pha-
sonen bezeichnet werden, in Analogie zu den Phononen, die Anregungen der phononischen
Freiheitsgrade entsprechen. Phasonische Freiheitsgrade sind Konfigurationsfreiheitsgrade,
bei deren Anregung Umordnungen der Atome durch ihren Wechsel auf alternative Positio-
nen stattfinden. Der phasonische Freiheitsgrad hat auch Auswirkungen auf die mechani-
schen Eigenschaften von Quasikristallen. Wie in Kristallen erfolgt plastische Verformung
durch die Bewegung von linienfo¨rmigen Kristalldefekten, den Versetzungen, die in Quasi-
kristallen jedoch zusa¨tzlich eine phasonische Komponente haben.
Durch spezielle Anregungen der phasonischen Freiheitsgrade kann die Atomordnung qua-
siperiodisch mit anderer Symmetrie oder periodisch werden. Solche neuen Quasikristal-
len oder Kristalle werden Approximanten (des urspru¨nglichen Quasikristalls) genannt. Es
stellte sich heraus, dass einige der zuvor entdeckten komplexen Legierungen periodische
Approximanten von damals noch nicht entdeckten Quasikristallen waren. Die strukturelle
Verwandtschaft zwischen beiden u¨bertra¨gt sich auf ihre physikalischen Eigenschaften.
Diese Arbeit zeigt, dass auch in periodischen Approximanten unter bestimmten Umsta¨nden
phasonische Freiheitsgrade anregbar sein ko¨nnen und Versetzungen mit phasonischen Kom-
ponenten existieren. Am Beispiel einiger Approximanten des Al-Pd-Mn-Systems wird der
phasonische Freiheitsgrad und seine Auswirkung auf Versetzungen untersucht. Das Ziel
ist eine theoretische, mathematisch orientierte Beschreibung. Besonderer Wert wird dabei
in den Kapiteln 1, 2, 3 und 5 auf eine ausfu¨hrliche und in sich konsistente Darstellung
des theoretischen Hintergrunds gelegt. Die experimentellen Grundlagen der Arbeit bilden
hochaufgelo¨ste Elektronenmikroskopaufnahmen. Die Gliederung erfolgt in sieben Kapitel:
(i) Im ersten Kapitel werden Begriffe der klassischen Kristallographie eingefu¨hrt, und
es wird gezeigt, wie sich diese auf Quasikristalle anwenden lassen. Eine mo¨gliche
Definition des Begriffs Quasikristall mit Hilfe des Beugungsbildes wird vorgestellt.
Zur Beschreibung werden ho¨herdimensionale Hyperra¨ume verwendet.
(ii) Das zweite Kapitel behandelt Konstruktionsverfahren von Quasikristallen im Hyper-
raum. Verschiedene Formalismen werden beschrieben und auf einfache ein-, zwei- und
dreidimensionale Quasikristalle angewandt.
(iii) Welche Folgerungen sich aus den phasonischen Freiheitsgraden ergeben, wird in Ka-
pitel drei dargestellt. Durch spezielle Anregungen ko¨nnen aus Quasikristallen Appro-
ximanten entstehen.
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(iv) In Kapitel vier wird ein U¨berblick u¨ber das Al-Pd-Mn-System gegeben, in dem ver-
schiedene Quasikristalle und eine Vielzahl von Approximanten vorkommen. Auf ein-
fache Strukturmodelle aus der Literatur und ihre Beschreibung im Hyperraum wird
eingegangen.
(v) Die klassische Elastizita¨tstheorie und ihre Anwendung auf Quasikristalle ermo¨glicht
es in Kapitel fu¨nf, den Begriff der Versetzung zu u¨bertragen. Versetzungseigenschaf-
ten in Quasikristallen und Kristallen werden aufgefu¨hrt und verglichen. Versetzungen
ko¨nnen im Rahmen einer topologischen Defektklassifikation verstanden werden.
(vi) Die entwickelte Theorie wird in Kapitel sechs auf einige periodische Approximanten
des Al-Pd-Mn-Systems angewendet. Aufgrund ihrer guten Beobachtbarkeit unter dem
Elektronenmikroskop eignen sich die ξ-, ξ ′- und ξ′n-Phasen zur Untersuchung des
phasonischen Freiheitsgrades. Ein besonderes Merkmal der Phasen ist das Auftreten
von Phasondefekten.
(vii) Wie in Kapitel sieben gezeigt wird, verhalten sich die ξ-, ξ ′- und ξ′n-Phasen besonders
interessant in Bezug auf Versetzungen. Bei speziellen Versetzungen, den Metaver-
setzungen treten neue Pha¨nomene auf, die in drei- oder fu¨nfdimensionalen Modell-
Hyperra¨umen erkla¨rt werden.
Kapitel 1
Kristallographie
Kristalle besitzen Symmetrien wie Translationen, Rotationen und Spiegelungen. Durch
diese wird ihr physikalisches (mechanisches und elektronisches) Verhalten maßgeblich be-
einflusst. Die Kristallographie bescha¨ftigt sich mit der Untersuchung und Klassifikation
von Symmetrien. Da viele wichtige Begriffe und Vorstellungen bei der Untersuchung der
Struktur und des Aufbaus von Quasikristallen aus der Kristallographie u¨bernommen wer-
den ko¨nnen, bietet das Kapitel einen kurzen U¨berblick u¨ber dieses Gebiet. Zum Abschluss
wird mit Hilfe der eingefu¨hrten Begriffe eine mo¨gliche Definition von Quasikristallen gege-
ben, die in dieser Arbeit verwendet wird.
Eine ausfu¨hrliche mathematische Behandlung kristallographischer Symmetriegruppen und
eine tabellarische Auflistung findet sich in [47]. Einen U¨berblick u¨ber die Gruppentheorie,
insbesondere die Darstellungstheorie bietet [82]. In [74] werden Charaktertafeln aufgefu¨hrt.
[77] und [26] behandeln Themen dieses Kapitels im Zusammenhang mit Quasikristallen.
1.1 Kristalle und ihre Symmetrien
Ein Festko¨rper besteht aus Atomen eines oder mehrerer Elemente, die auf atomaren Zeit-
skalen relativ zu ihren Nachbaratomen in Ruhe sind (abgesehen von kleinen Schwingungen
um die Ruhelage). Im Gegensatz zu Flu¨ssigkeiten und Gasen, in denen sich die Atome frei
bewegen ko¨nnen, a¨ndert sich die Struktur eines Festko¨rpers zeitlich nicht.
Definition 1.1. Ein Festko¨rper der Dimension d wird beschrieben durch eine Dichtefunk-
tion ρ :
  d →   . Die Dichte kann eine Elektronen-, Massen- oder Atomzahldichte sein.
Ein (periodischer) Kristall ist ein Festko¨rper mit periodischer Dichtefunktion.
In der Literatur gibt es verschiedene Definitionen des Begriffs Kristall. Um Verwirrung zu
vermeiden, wird im folgenden unter einem Kristall ein periodischer Kristall verstanden, im
Gegensatz zu aperiodischen Kristallen, zu denen komplexere Strukturen wie Quasikristalle
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geho¨ren. Die obige Verallgemeinerung auf beliebige Dimensionen d vereinfacht es, spa¨ter
die hier eingefu¨hrten Begriffe fu¨r komplexe Strukturen zu verwenden.
Aufgrund der Periodizita¨t gibt es Translationen t ∈   d, die den Kristall invariant lassen:
ρ(x+ t) = ρ(x). Jede Translation kann als ganzzahlige Linearkombination von Basistrans-
lationen t1, . . . , td geschrieben werden. Die Menge aller Translationen MT = {
∑d
n=1 λntn |
λn ∈   } bildet mit der Vektoraddition eine abelsche Gruppe, die Translationsgruppe T =
(MT ,+), mit zusa¨tzlich der Skalarmultiplikation einen   -Modul, das Gitter Γ = (MT ,+, ·),
als Teilmodul des Vektorraums
  d.
Definition 1.2. Ein Gitter Γ im
  d ist ein   -Modul, der von d linear unabha¨ngigen
Vektoren t1, . . . , td erzeugt wird. Die Matrix B = (t1, . . . , td), in deren Spalten die Basis-
translationen stehen, heißt Generatormatrix von Γ.
Der Kristall baut sich aus der periodischen Wiederholung einer Struktureinheit, der Ele-
mentarzelle Z auf. In einfachen Kristallen befindet sich in der Elementarzelle nur ein ein-
zelnes Atom, meist sind es jedoch mehrere. Jedes x ∈   d la¨sst sich eindeutig schreiben als
x = xZ + t mit xZ ∈ Z und t ∈ Γ, und die Dichtefunktion ρ ist eindeutig bestimmt durch
die Einschra¨nkung ρ|Z , die Dekoration der Elementarzelle.
Definition 1.3. Ein Polytop Z, dessen um t ∈ T verschobene Kopien den ganzen Raum
disjunkt u¨berdecken, heißt Elementarzelle.
Alle Elementarzellen haben gleiches Volumen. Folgende zwei besitzen besondere Bedeu-
tung:
(i) Das Parallelepiped, das durch die Basistranslationen aufgespannt wird, heißt primi-
tive Elementarzelle:
ZP = {
d∑
n=1
λntn | 0 ≤ λn < 1}. (1.1)
Diese ha¨ngt von der Wahl der Basistranslationen ab.
(ii) Unabha¨ngig von der Wahl der Basistranslationen ist die Wigner-Seitz- oder Voronoi-
Zelle, die gebildet wird von der Menge aller Punkte, die na¨her an einem ausgezeich-
neten Gitterpunkt t liegen als an allen anderen:
ZV (t) = {x ∈   d | ∀t′ ∈ Γ \ {t} : ‖x− t‖ <
(=)
‖x− t′‖}. (1.2)
Damit Kopien von ZV den Raum disjunkt u¨berdecken, muss von zwei gegenu¨berlie-
genden Randfla¨chen genau eine zur Voronoi-Zelle geho¨ren.
Operationen, die das Gitter oder den Kristall invariant lassen, heißen Symmetrieoperatio-
nen und die zugeho¨rigen Gruppen Symmetriegruppen. Die vollsta¨ndige Symmetriegrup-
pe des Gitters beziehungsweise des Kristalls heißt Raumgruppe. Punktgruppen bestehen
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aus Symmetrieoperationen, die den Ursprung invariant lassen (Drehungen, Spiegelungen,
Inversion und Kombinationen davon). Die Elemente einer Punktgruppe mu¨ssen la¨ngener-
haltend sein, sind also Isometrien, und ko¨nnen durch orthogonale Matrizen beschrieben
werden. Punktgruppen sind endliche Untergruppen der orthogonalen Gruppe O(d). Die
Ordnung eines Elements S 6= 1 einer Punktgruppe heißt seine Za¨hligkeit.
Eine beliebige Symmetrieoperation kann zerlegt werden in einen Anteil, der den Ursprung
fest la¨sst, und eine Verschiebung. Sie ist daher zusammensetzt aus einer orthogonalen Ma-
trix S und einer Translation t aus T (d) ∼=   d, der Gruppe aller Translationen. Schreibweise:
{S, t}. Die Wirkung auf einen Vektor x und die Dichtefunktion ρ ist definiert u¨ber:
{S, t}x = Sx + t,
{S, t}ρ(x) = ρ({S, t}x). (1.3)
Das Produkt zweier Symmetrieoperationen {S1, t1} und {S2, t2} ist gegeben durch die
Hintereinanderausfu¨hrung ({S1, t1}{S2, t2})x = {S1, t1}({S2, t2}x) = S1S2x + S1t2 + t1.
Es gilt:
{S1, t1}{S2, t2} = {S1S2, S1t2 + t1},
{S, t}{1, 0} = {S, t}, (1.4)
{S, t}−1 = {S−1,−S−1t}.
Dieses Produkt ist ein semi-direktes Produkt (o) im Gegensatz zum direkten Produkt,
das komponentenweise definiert ist. Symmetrieoperationen sind somit Elemente der eukli-
dischen Gruppe E(d) = T (d) oO(d) = {{S, t} | S ∈ T (d)∧ t ∈ O(d)}. Raumgruppen sind
Untergruppen der euklidischen Gruppe.
Die Translationsgruppe ist eine Symmetriegruppe sowohl des Gitters, als auch des Kristalls.
Die Punktgruppe des Gitters besteht aus denjenigen Symmetrieoperationen, die sowohl das
Gitter als auch den Ursprung invariant lassen, und wird mit PΓ bezeichnet. Im Fall des
Gitters hat die Raumgruppe eine einfache Gestalt:
Satz 1.4. Die Raumgruppe des Gitters RΓ ist das semi-direkte Produkt der Translations-
gruppe mit der Punktgruppe RΓ = T o PΓ.
Die Symmetrie des Gitters ist vollsta¨ndig durch die Gestalt der Elementarzelle bestimmt,
diejenige des Kristalls allerdings zusa¨tzlich durch ihre Dekoration ρ|Z . Durch die Dekoration
ko¨nnen bestehende Symmetrieoperationen verloren gehen. Die Raumgruppe des Kristalls
Rρ hat im Allgemeinen keine so einfache Gestalt wie diejenige des Gitters. Sie kann nur in
speziellen Fa¨llen als semi-direktes Produkt geschrieben werden und heißt dann symmorph.
So ist es mo¨glich, dass {S, t} zwar in Rρ enthalten ist, aber weder {1, t} noch {S, 0}. Die
Gruppe Pρ = {S | {S, t} ∈ Rρ} bezeichnet man als Punktgruppe des Kristalls. Sie ist
allerdings nur bei symmorphen Raumgruppen eine Symmetriegruppe des Kristalls.
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Es kann gezeigt werden [64], dass eine Operation S ∈ Pρ, die den Kristall invariant la¨sst,
auch das Gitter invariant la¨sst und daher in PΓ liegt. Daraus folgt Pρ ≤ PΓ.
1.2 Die kristallographische Einschra¨nkung
Verwendet man als Basis des
  d die Basistranslationen, so ist S ∈ Pρ eine d × d-Matrix
mit Eintra¨gen aus   , da durch S Vektoren in   d auf ebensolche abgebildet werden. Die
Punktgruppe Pρ ist daher eine d-dimensionale   -Darstellung einer abstrakten Gruppe.
Diese kann so gewa¨hlt werden, dass die Darstellung treu ist. Umgekehrt kann jede   -
Darstellung als Punktgruppe eines Kristalls auftauchen. Die mo¨glichen Punktgruppen kann
man durch die Bestimmung aller treuen   -Darstellungen klassifizieren.
Definition 1.5. Punktgruppen, Kristalle und Raumgruppen werden in unterschiedliche
A¨quivalenzklassen eingeteilt:
(i) Zwei Punktgruppen geho¨ren zur selben geometrischen Kristallklasse, wenn sie in
GL(d,
 
) konjugiert sind, und zur selben arithmetischen Kristallklasse, wenn sie in
GL(d,   ) konjugiert sind.
(ii) Zwei Kristalle geho¨ren zum selben Kristallsystem, wenn ihre Punktgruppen in O(d)
konjugiert sind. Sie geho¨hren zur selben Bravais-Klasse, wenn ein g ∈ GL(d,   )
existiert, so dass fu¨r ihre Gitter Γ1, Γ2 und ihre Punktgruppen PΓ1, PΓ2 gilt: Γ2 = gΓ1
und PΓ2 = gPΓ1g
−1.
(iii) Zwei Raumgruppen sind a¨quivalent, wenn sie in AGL(d,
 
) konjugiert sind, und
orientierungserhaltend a¨quivalent, wenn sie in ASL(d,
 
) konjugiert sind.
Wie in [47] gezeigt, gibt es fu¨r die Dimension d = 3 genau 73 arithmetische Kristallklas-
sen, 32 geometrische Kristallklassen, 14 Bravais-Klassen und 7 Kristallsystemen. Die Zahl
der nichta¨quivalenten Raumgruppen ist 219, nicht orientierungserhaltend a¨quivalent sind
230 Raumgruppen. In Tabelle 1.1 sind die geometrische Kristallklassen aufgelistet. Die Be-
zeichnung der Punktgruppen erfolgt nach der Notation von Scho¨nflies oder der Notation
von Hermann-Maugin fu¨r deren Beschreibung auf die Literatur in der Einleitung verwiesen
sei.
Nicht alle Untergruppen der O(3) tauchen in der Klassifikation auf, sondern nur diejeni-
gen, die mit periodischen Strukturen vertra¨glich sind. Diese heißen kristallographisch. Die
mo¨glichen Isomorphie-Klassen von Untergruppen der O(3) sind Cn, Dn, O, T , Y fu¨r n ∈  
und die direkten Produkte mit C2. Die Gruppen Cn, Dn, Y fu¨r n = 5 und n ≥ 7, inklusive
direkter Produkte mit C2, tauchen nicht in der Klassifikation auf. Dies besta¨tigt folgende
Aussage, die als kristallographische Einschra¨nkung bekannt ist:
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Satz 1.6. Eine dreidimensionale kristallographische Gruppe entha¨lt nur zwei-, drei-, vier-
und sechsza¨hlige Symmetrien.
Beweis. Sei S ∈ Pρ eine dreidimensionale orthogonale Matrix. Sie ist konjugiert zu einer
Drehmatrix, die um den Winkel θ dreht und hat Spur 1 + 2 cos(θ), da Konjugation die
Spur nicht a¨ndert. Damit die Matrix mit einer Translationsgruppe vertra¨glich ist, besitzt
sie bei geeigneter Basiswahl Matrix Eintra¨ge aus   (Pρ ist eine   -Darstellung). Es muss
gelten: 2 cos(θ) ∈   oder cos(θ) ∈ {0,± 1
2
,±1}. Das ist im Intervall 0 ≤ θ < 2pi nur mo¨glich
fu¨r θ ∈ {0, 1
6
pi, 1
4
pi, 1
3
pi, 1
2
pi, 2
3
pi, 3
4
pi, 5
6
pi}.
Zur Verallgemeinerung der Aussage auf ho¨herdimensionale Punktgruppen (d > 3) beno¨tigt
man die Eulersche φ-Funktion φ(n) = |{k | 1 ≤ k < n, ggt(k, n) = 1}|.
Satz 1.7. Die minimale Dimension, fu¨r die GL(d,   ) ein Element der Ordnung n mit
Primfaktorzerlegung n = pα11 · · · pαrr entha¨lt (minimale Einbettungsdimension), ist gleich
der additiven Eulerschen Funktion (Tabelle 1.2):
Φ(n) =
∑
p
αi
i 6=2
φ(pαii ). (1.5)
Der Satz wird in [39] und [76] bewiesen. Eine direkte Folgerung daraus ist: Sei n die Ord-
nung eines Elements der Punktgruppen eines d-dimensionalen Kristalls, dann ist d ≥ Φ(n).
Zwei- und dreidimensionale Punktgruppen ko¨nnen nur zwei-, drei-, vier- oder sechsza¨hlige
Symmetrien aufweisen. Fu¨r fu¨nf-, acht-, zehn- und zwo¨lfza¨hlige Symmetrien beno¨tigt man
d ≥ 4. Achtza¨hlige Symmetrie weist das hyperkubische Gitter   4 auf. Die anderen Sym-
metrien ko¨nnen durch Wurzelgitter realisiert werden. Das Wurzelgitter A4 hat zehnza¨hlige
Symmetrie, das Wurzelgitter D4 zwo¨lfza¨hlige. Falls man bereit ist, auf die minimale Di-
mension zu verzichten, kann man eines der hyperkubischen Gitter   5 oder   6 verwenden.
Wurzelgitter treten unter anderem bei der Klassifikation halbeinfacher Lie-Algebren auf.
Sie sind gewissermaßen die einfachste Verallgemeinerung von hyperkubischen Gittern: Als
Winkel zwischen den Gitterbasisvektoren treten nur Vielfache von 60◦ und 90◦ auf. Alle
Wurzelgitter lassen sich als direkte Summe der folgenden, elementaren Wurzelgitter dar-
stellen: An (n ≥ 1), Bn =   n (n ≥ 2), Dn (n ≥ 4) sowie E6, E7 und E8 [19], [43].
1.3 Beugungsbilder
Zu den wichtigsten Methoden zur Strukturbestimmung von Festko¨rpern geho¨ren Beugungs-
experimente. Dabei wird der Festko¨rper im Ortsraum
  d mit Ro¨ntgenstrahlen oder Elek-
tronen bestrahlt, deren Wellenla¨ngen im Bereich atomarer Absta¨nde (ca. 1 A˚) liegen. Eine
einlaufende Welle ist eine ebene Welle mit Wellenvektor k1. Sie wird am Festko¨rper ge-
streut, von jedem Punkt x gehen Elementarwellen (Kugelwellen) mit Wellenvektor k2 aus,
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Kristallsystem Hermann-Maugin Scho¨nflies Isomorphie-Klasse
triklin 1 C1 {1}
1¯ Ci = S2 C2
monoklin 2 C2 C2
m Cs = C1h C2
2/m C2h D2
rhombisch 222 D2 = V D2
mm2 C2v D2
mmm D2h = Vh D2 × C2
trigonal 3 C3 C3
3¯ C3i = S6 C6
32 D3 D3
3m C3v D3
3¯m D3d D6
hexagonal 6 C6 C6
6¯ C3h C6
6/m C6h C6 × C2
62 D6 D6
6mm C6v D6
6¯m2 D3h D6
6/mmm D6h D6 × C2
tetragonal 4 C4 C4
4¯ S4 C4
4/m C4h C4 × C2
42 D4 D4
4mm C4v D4
4¯2m D2d = Vd D4
4/mmm D4h D4 × C2
kubisch 23 T T
m3 Th T × C2
4¯3m Td O
43 O O
m3m Oh O × C2
Tabelle 1.1: Die 32 dreidimensionalen geometrischen Kristallklassen, eingeordnet in 7 Kris-
tallsysteme. Die Punktgruppen sind isomorph zu einer der Gruppen Cn, Dn, T , O mit
n ∈ {1, 2, 3, 4, 6} oder dem direkten Produkt einer der Gruppen mit C2.
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n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
φ(n) 0 1 2 2 4 2 6 4 6 4 10 4 12 6 8 8 16 6 18 8
Φ(n) 0 1 2 2 4 2 6 4 6 4 10 4 12 6 6 8 16 6 18 6
Tabelle 1.2: Wertetabelle der Eulerschen φ-Funktion und der minimalen Einbettungsdi-
mension Φ(n). Fu¨r n = 15 ist zum ersten Mal φ(n) 6= Φ(n).
die sich in einer Beobachtungsrichtung u¨berlagern. Die Beobachtungsrichtung ist bestimmt
durch die Wellenvektordifferenz k = k2−k1. Die Phase der auslaufenden Welle ist e−i〈k,x〉
und ihre Amplitude ρ(x).
Definition 1.8. Bei Beugungsexperimenten wird die Streuintensita¨t I(k) = |F (k)|2 in
Abha¨ngigkeit des Wellenvektors k gemessen. I(k) wird auch als Beugungsbild bezeichnet.
Die Streuamplitude F (k) ist gleich der Fouriertransformierten F der Dichtefunktion ρ(x):
F (k) = Fρ(k) =
∫
 
d
e−2pii〈k,x〉ρ(x) dx. (1.6)
Das Integral konvergiert in der angegebenen Form nicht. Dennoch macht die Definition wie
auch die folgenden Sinn, wenn man im Hinterkopf beha¨lt, dass weder reale Kristalle noch
Ro¨ntgen- oder Elektronenwellen unendlich ausgedehnt sind (abgesehen von der Existenz
von Kristalldefekten und endlichen Koha¨renzla¨ngen). In kritischen Fa¨llen kann man sich die
Dichtefunktion auf einem beschra¨nkten Gebiet definiert vorstellen: Es gibt ein R ⊂   d mit
ρ(x) = 0 fu¨r x > R. Auftretende Summen und Integrale werden dann bei R abgeschnitten.
Eine mathematisch exakte Behandlung ist mit Hilfe von Distributionen und sogenannter
Dirac-Ka¨mme mo¨glich (siehe Anhang in [77]).
Die Dichtefunktion erha¨lt man aus der Streuamplitude ρ(x) = F−1F (x) durch Ru¨cktrans-
formation. Der Dualraum, der von den Wellenvektoren k aufgespannt wird, heißt reziproker
Raum und hat die gleiche Dimension wie der Ortsraum. Eine Basis {t∗1, . . . , t∗d} kann so
gewa¨hlt werden, dass gilt 〈ti, t∗j〉 = δij. Zu einem Gitter im Ortsraum la¨sst sich ein rezi-
prokes Gitter bilden:
Definition 1.9. Das reziproke Gitter Γ∗ von Γ ist der von t∗1, . . . , t
∗
d erzeugte   -Modul. Ist
B die Generatormatrix von Γ, so ist B∗ = (B−1)t die Generatormatrix von Γ∗. Es gilt:
Γ∗ = {t∗ ∈   d | ∀t ∈ Γ : 〈t∗, t〉 ∈   }. (1.7)
In einem Kristall kann gema¨ß Definition 1.3 jedes x zerlegt werden in einen Gittervektor
und einen Vektor der Elementarzelle:
F (k) =
∑
t∈Γ
∫
Z
e−2pii〈k,x+t〉ρ(x) dx =
∑
t∈Γ
e−2pii〈k,t〉
∫
Z
e−2pii〈k,x〉ρ(x) dx. (1.8)
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Die Summe u¨ber die Exponentialfunktionen approximiert die Delta-Funktion. Sie strebt
gegen unendlich fu¨r k ∈ Γ∗ und ist sonst Null. In realen Kristalle verha¨lt sich die Summe
proportional zur Anzahl der Elementarzellen im Kristall. Aus der Translationssymmetrie
folgt somit:
Satz 1.10. Das Beugungsbild eines Kristalls ist diskret. Die Streuamplitude ist nur fu¨r
Vektoren des reziproken Gitters ungleich Null:
F (k) ∼
{ ∫
Z
e−2pii〈k,x〉ρ(x) dx fu¨r k ∈ Γ∗,
0 sonst,
(1.9)
und der Tra¨ger ist supp(F ) ⊆ Γ∗. Umgekehrt gilt: Ist das Beugungsbild eines Festko¨rpers
nur auf einem Gitter ungleich Null, so handelt es sich bei diesem Festko¨rper um einen
Kristall.
Als na¨chstes soll die Punktgruppe PL des Beugungsbilds, die sogenannten Lauegruppe, un-
tersucht werden. Da die Fouriertransformation mit einer orthogonalen Matrix S vertauscht
(beachte St = S−1, also 〈k, Sx〉 = 〈S−1k,x〉):
(S ◦ F)F (x) =
∫
 
d
e−2pii〈k,Sx〉F (k) dk
=
∫
S−1
 
d
e−2pii〈k,x〉F (Sk) dk = (F ◦ S)F (x), (1.10)
ist eine Punktsymmetrieoperation von F ebenso eine von ρ und umgekehrt. Das bedeutet
ρ und F haben dieselbe Punktgruppe Pρ. Das Beugungsbild I(k) = |F (k)|2 = F(ρ(k) ∗
ρ(−k)) ist jedoch immer (zusa¨tzlich) invariant unter der Inversion.
Satz 1.11. Entha¨lt Pρ die Inversion, so ist die Lauegruppe gleich der Punktgruppe des
Kristalls, PL = Pρ. Sonst ist sie gleich dem direkten Produkt der Punktgruppe mit der
zweielementigen Inversionsgruppe Ci, also PL = Pρ × Ci. Es gilt folgende Untergruppenre-
lation:
Pρ ≤ PL ≤ PΓ. (1.11)
Aus dem experimentell zuga¨nglichen Beugungsbild la¨sst sich so u¨ber das reziproke Gitter
das Gitter im Ortsraum und die Symmetrie des Kristalls (bis auf Inversion) bestimmen.
Als Beispiel ist ein zweidimensionaler Kristall in Abbildung 1.1 dargestellt.
1.4 Definition von Quasikristallen
Die Definition von nichtperiodischen Festko¨rperstrukturen, speziell von Quasikristallen,
wird leider in der Literatur nicht einheitlich gehandhabt. Diese Arbeit orientiert sich hier-
bei an den Vorschla¨gen in [63] und [48]. Die Idee ist, eine Verallgemeinerung des Begriffs
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Abbildung 1.1: Zweidimensionaler Kristall mit zwei Atomsorten (links). Eingezeichnet sind
die Basistranslationen t1 und t2 und zwei Elementarzellen: die Wigner-Seitz-Zelle, sowie
die primitive Elementarzelle. Das Gitter hat die Symmetrie D6h, der Kristall nur D3h,
da die Dekoration der Elementarzelle die Symmetrie bricht. Das Beugungsbild (rechts)
hat dieselbe Symmetrie wie das Gitter. Der Radius des Beugungsscheiben entspricht ihrer
Intensita¨t.
periodisch mit Hilfe der Beugungsfunktion vorzunehmen. Wie im vorherigen Abschnitt ge-
zeigt, besitzen periodische Kristalle ein Beugungsbild, das aus ra¨umlich klar getrennten
Peaks, den Bragg-Peaks, besteht. Dagegen haben amorphe Festko¨rper ein stetiges Beu-
gungsbild. Das Beugungsbild eines Quasikristalls liegt zwischen demjenigen des Kristalls
und dem des amorphen Festko¨rpers: Das Beugungsbild besteht aus Peaks, die allerdings
dicht liegen. Allgemein kann man eine Dichtefunktion anhand ihrer Fouriertransformierten
charakterisieren:
Definition 1.12. Sei ρ :
  d →   eine Dichtefunktion und supp(Fρ) abza¨hlbar. Das   -
Erzeugnis von supp(Fρ) ist der Fouriermodul von ρ. Dieser enthalte eine   -Basis von   d.
Dann heißt ρ fast-periodisch. Weiterhin gilt:
(i) Hat der Fouriermodul die Dimension d, so heißt ρ periodisch, ansonsten aperiodisch.
(ii) Hat der Fouriermodul eine endliche Dimension gro¨ßer d, so heißt ρ quasiperiodisch.
Die Abza¨hlbarkeit des Fouriermoduls garantiert scharfe Peaks im Beugungsbild. Das   -
Erzeugnis wird beno¨tigt, da sich einzelne Reflexe auslo¨schen ko¨nnen. Das ist zum Beispiel
bei Kristallen der Fall, wenn
∫
Z
e−2pii〈k,x〉ρ(x) dx = 0 fu¨r k ∈ Γ∗. Entha¨lt der Fouriermodul
keine
 
-Basis, so liegen die Peaks im Beugungsbild in einem Unterraum, und ρ ist in der
Richtung senkrecht zum Unterraum konstant. Solche Fa¨lle werden ausgeschlossen.
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Definition 1.13. Ein Festko¨rper mit Dichtefunktion ρ ist ein (periodischer) Kristall, wenn
ρ periodisch ist, und ein Quasikristall, wenn ρ quasiperiodisch ist.
Will man Quasikristalle im Ortsraum konstruieren, dann ist die Beschreibung u¨ber den
Fouriermodul ungeschickt. Viel wichtiger ist es zu wissen, wie Dichtefunktionen von Qua-
sikristallen konkret aussehen. Dazu wird nun gezeigt, dass eine quasiperiodische Dichte-
funktion als ein Schnitt einer ho¨herdimensionalen periodischen Dichtefunktion angesehen
werden kann. Zuerst beno¨tigt man:
Satz 1.14. Betrachte eine Funktion ρ :
  d →   . Zerlege x ∈   d in (x1,x2) mit x1 ∈   d1
und x2 ∈   d2 , d = d1 + d2. Der Projektionsoperator P und der Schnittoperator C sind
definiert als
P : (   d →   ) → (   d1 →   ) : ρ(x1,x2) 7→
∫
 
d2
ρ(x1, ξ) dξ,
C : (   d →   ) → (   d1 →   ) : ρ(x1,x2) 7→ ρ(x1, 0). (1.12)
Es gilt F ◦ P = C ◦ F und P ◦ F = F ◦ C. Beachte: Die Fouriertransformation wird in
unterschiedlichen Ra¨umen vorgenommen.
Beweis. Direktes Nachrechnen:
(F ◦ P)ρ(x1,x2) =
∫
 
d1
e−2pii〈x1,k1〉Pρ(k1,k2) dk1
=
∫
 
d
e−2pii〈x1,k1〉ρ(k1,k2) dk2 dk1 = (C ◦ F)ρ(x1,x2). (1.13)
Ersetzt man −2pii durch 2pii, dann folgt F−1 ◦ P = C ◦ F−1. Die Anwendung von F von
links und rechts ergibt die zweite Behauptung.
Satz 1.15. Sei ρ eine d-dimensionale quasiperiodische Dichtefunktion. Der Fouriermo-
dul habe die Dimension d˜. Dann gibt es eine d˜-dimensionale periodische Dichtefunktion ρ˜,
so dass ρ ein Schnitt durch ρ˜ ist: ρ(x) = ρ˜(x, 0). Der Schnitt ist irrational, mindestens
eine Translation des Gitters von ρ˜ hat bezu¨glich der Schnittebene {(x, 0) | x ∈   d} ei-
ne irrationale Steigung. Umgekehrt erzeugt jeder irrationale Schnitt eine quasiperiodische
Dichtefunktion.
Beweis. Die Menge {m1, . . . ,md˜} bilde eine Basis des Fouriermoduls. Wa¨hle die (d˜− d)-
dimensionalen Vektoren m′i so, dass die Vektoren m˜i = (mi,m
′
i) ein d˜-dimensionales
Gitter Γ˜∗ aufspannen. Jedes k˜ ∈   d˜ kann in (k,k′) mit k ∈   d und k′ ∈   d˜−d zerlegt
werden. U¨bertrage die Streuamplitude F = Fρ auf   d˜, definiere dazu F˜ (k˜) = F (k) fu¨r
k˜ ∈ Γ˜∗ und 0 sonst. Da durch σ : mi 7→ m˜i ein Modul-Isomorphismus bestimmt ist,
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besteht fu¨r k ∈M die Menge {(k,κ) | κ ∈   d˜−d} ∩ Γ˜∗ aus genau einem Punkt, ansonsten
ist der Schnitt leer. Somit ist
F (k) =
∫
 
d˜−d
F˜ (k,κ) dκ = PF˜ (k). (1.14)
Da Γ˜∗ ein Gitter ist, muss nach Satz 1.10 ρ˜ = F−1F˜ periodisch sein. Insgesamt erha¨lt man
mit Satz 1.14: ρ = F−1F = (F−1 ◦P)F˜ = (C ◦F−1)F˜ = Cρ˜. Nun zur zweiten Behauptung:
Rationale Schnitte periodischer Funktionen sind periodisch. Ist ρ periodisch, dann ist die
Dimension des Fouriermoduls gleich d, im Widerspruch zur Voraussetzung. Die Umkehrung
erha¨lt man, indem man die Beweiskette ru¨ckwa¨rts durchgeht. Die Irrationalita¨t des Schnitts
sorgt dafu¨r, dass die Dimension des Fouriermoduls gro¨ßer d ist.
Definition 1.16. Eine Sammlung nu¨tzlicher Begriffe:
(i) Die Schnittebene {(x, 0) | x ∈   d} wird auch als Parallelraum oder physikalischer
Raum E‖ bezeichnet. Er hat die Dimension d‖ = d.
(ii) Das Komplement mit Dimension d⊥ = d˜− d heißt Orthogonalraum E⊥.
(iii) Der Gesamtraum
  d˜ ∼= E‖⊕E⊥ wird Hyperraum genannt. Vektoren aus dem Hyper-
raum sind durch eine Tilde gekennzeichnet.
(iv) Das Gitter der Translationen, die ρ˜ invariant lassen, ist das Hypergitter Γ˜.
(v) pi‖ : E‖⊕E⊥ → E‖ und pi⊥ : E‖⊕E⊥ → E⊥ seien die Orthogonalprojektion auf den
Parallel- beziehungsweise Orthogonalraum.
Ein Quasikristall besitzt aufgrund seiner Nicht-Periodizita¨t im Allgemeinen keine Symme-
trien (außer der Identita¨t). Sein Beugungsbild ist dagegen hochsymmetrisch (siehe Abbil-
dung 1 der Einleitung). Sei S ein Element der Punktgruppe des Beugungsbildes (Laue-
gruppe) PL. Die Tatsache, dass S keine Symmetrieoperation des Quasikristalls ist, wi-
derspricht nicht Gleichung (1.10). Die unterschiedlichen Quasikristalle ρ˜ und Sρ˜ ko¨nnen
dasselbe Beugungsbild besitzen. (Das gilt nicht fu¨r Kristalle.) PL kann jedoch auch bei
Quasikristallen aus Pρ˜ berechnet werden. Die Symmetrieoperationen, die die Schnittebene
E‖ invariant lassen, bilden eine Untergruppe. Bezeichne fu¨r eine solche Symmetrieoperation
die Einschra¨nkung auf E‖ mit S‖ = S|E‖. Die Menge dieser Elemente bildet die (verallge-
meinerte) Punktsymmetriegruppe des Quasikristalls: P
‖
ρ˜ = {S‖ | S ∈ Pρ˜ und SE‖ = E‖}.
Satz 1.17. Entha¨lt P
‖
ρ˜ die Inversion, so ist PL = P
‖
ρ˜ , sonst ist PL = P
‖
ρ˜×Ci. Die Symmetrie
wird durch den Schnitt gebrochen.
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Beweis. Nach Voraussetzung gilt Sρ˜ = ρ˜ und S‖ ◦ C = C ◦ S. Nun ist mit (1.10):
S‖F = (S‖ ◦ F)ρ = (S‖ ◦ F ◦ C)ρ˜ = (F ◦ S‖ ◦ C)ρ˜
= (F ◦ C ◦ S)ρ˜ = (F ◦ C)ρ˜ = Fρ = F. (1.15)
Beim U¨bergang von der Punktgruppe des Fouriermoduls zu PL kommt die Inversion ins
Spiel, vergleiche Satz 1.11.
Kapitel 2
Konstruktion von Quasikristallen
Im ersten Kapitel wurde gezeigt, wie Festko¨rper durch eine Dichtefunktion ρ beschrieben
werden ko¨nnen. Diese ist bei Kristallen periodisch, bei Quasikristallen quasiperiodisch und
kann außerdem gewisse Punktsymmetrien aufweisen. Daru¨ber hinaus wurde keine Aussa-
ge u¨ber die Gestalt der Dichtefunktion gemacht. Wird der Festko¨rper als Ansammlung
von idealisierten punktfo¨rmigen Atomen an den Positionen xi und ρ als Atomzahldichte
betrachtet, so kann man schreiben:
ρ(x) =
∑
n
δ(xn − x). (2.1)
Bei Kristallen wiederholt sich eine vorgegebene Anordnung der Atome in der Elementarzel-
le. Bei Quasikristallen dagegen ist der Aufbau komplizierter. Unter der Konstruktion eines
Quasikristalls versteht man die Bestimmung seiner Atompositionen, beschrieben durch die
Menge {x1, . . . ,xn}. In diesem Kapitel werden verschiedene Konstruktionsmethoden be-
schrieben und am Ende einige Beispielstrukturen vorgestellt.
Der Formalismus der atomaren Hyperfla¨chen geht auf Bak [6] zuru¨ck, der Streifenprojek-
tionsformalismus wurde erstmalig von Duneau und Katz [28] beschrieben. Vor der Ent-
deckung der Quasikristalle verwendete de Bruijn [22] die Gridmethode zur Konstruktion
quasiperiodischer Muster.
2.1 Atomfla¨chen und Streifenprojektionen
Betrachte nun einen Quasikristall mit Dichtefunktion ρ von der Gestalt (2.1). Wie in Satz
1.15 gezeigt, kann man sich ρ als einen irrationalen Schnitt durch eine ho¨herdimensionale
periodischen Dichtefunktion ρ˜ im Hyperraum vorstellen. ρ˜ kann allerdings nicht beliebig
gewa¨hlt werden, sondern es ergeben sich aus der Physik Einschra¨nkungen. Die Verschiebun-
gen der Schnittebene E‖ parallel zu E‖ oder parallel zu E⊥ sind physikalische Freiheitsgrade
(vergleiche Abschnitt 3.2). Daher wird gefordert:
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Abbildung 2.1: Methode der Atomfla¨chen im Fall d⊥ = d‖ = 1. U¨blicherweise zeichnet man
E‖ und E⊥ gedreht ein. Zu jeder primitiven Elementarzelle des Hypergitters (grau) geho¨rt
eine Atomfla¨che A, die gleich ihrer Projektion auf E⊥ ist. Im Quasikristall treten große
(L) und kleine (S) Atomabsta¨nde auf.
Annahme 1. Die Atomzahl a¨ndert sich bei einer Verschiebung von E‖ lokal nicht.
Sind verschiedene Atomsorten (Atome verschiedener Elemente) vorhanden, gilt dies fu¨r jede
Atomsorte einzeln. Um die Annahme zu erfu¨llen, werden aus den Atomen im Hyperraum
d⊥-dimensionale Atomfla¨chen (auch atomare Hyperfla¨chen genannt) An ⊂ E‖ ⊕ E⊥, die
mit E‖ punktfo¨rmigen Schnitt (das sind die xn aus (2.1)) besitzen. In dieser Arbeit sind die
Atomfla¨chen Polytope. Es ist aber auch mo¨glich Quasikristalle mit fraktalen Atomfla¨chen
zu konstruieren [4].
Nach Satz 1.17 muss ρ˜ invariant unter der Symmetriegruppe P
‖
ρ˜ sein. Entha¨lt diese außer
der Identita¨t und der Inversion weitere Symmetrieoperationen, dann stehen die Atom-
fla¨chen senkrecht auf E‖. Da experimentell gefundene Quasikristalle hohe Symmetrie be-
sitzen, ist folgende Annahme sinnvoll:
Annahme 2. Die Atomfla¨chen stehen senkrecht auf E‖.
Die Konstruktion eines Quasikristalls im einfachsten Fall d‖ = d⊥ = 1 ist in Abbildung
2.1 gezeigt. Die Atomfla¨chen sind Strecken. Entsprechend der Translationssymmetrie des
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Abbildung 2.2: Streifenprojektionsformalismus im Fall d⊥ = d‖ = 1. Der Streifen entsteht
durch Verschieben des Akzeptanzbereichs A¯. Dieser ist die Inversion einer Atomfla¨che A.
Hypergitters Γ˜ =   2 sind die Atomfla¨chen periodisch angeordnet. Pro Elementarzelle des
Hypergitters gibt es genau eine Atomfla¨che. Im allgemeinen Fall ko¨nnen dies auch mehrere
pro Elementarzelle sein, die zu einer oder mehreren Atomsorten geho¨ren, jeweils unter
Umsta¨nden mit unterschiedlicher Form, allerdings:
Annahme 3. Pro Elementarzelle gibt es nur endlich viele Atomfla¨chen.
In der Abbildung erkennt man eine charakteristische Eigenschaft von Quasikristallen: Bei
der Verschiebung von E‖ kann es passieren, dass die Schnittebene u¨ber das Ende einer
Atomfla¨che A1 hinausla¨uft und das Atom verschwindet. Nach Annahme 1 muss dann E‖
eine alternative Atomfla¨che A2 schneiden und das Atom springt von A1 auf A2. Die Atom-
positionen sind in diesem Sinne metastabil hinsichtlich kleiner Spru¨nge auf alternative
Pla¨tze, genannt Flips. Bei einer Verschiebung von E‖ treten die Flips korreliert auf, die
globale Ordnung bleibt erhalten, auch wenn die lokale Ordnung zersto¨rt wird.
Eine andere Methode zur Konstruktion von Quasikristallen ist der Streifenprojektionsfor-
malismus (siehe Abbildung 2.2), der zur oben beschriebenen Methode der Atomfla¨chen
gleichwertig ist. Dazu bildet man zu einer Atomfla¨che A einer fest gewa¨hlten Elementar-
zelle das Inverse, den Akzeptanzbereich A¯ = −A, und verschiebt ihn entlang E‖, so dass
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ein Streifen, der Auswahlstreifen S = A¯ ⊕ E‖, entsteht. Anstelle der Atomfla¨chen wer-
den nun Atompunkte verwendet. Diejenigen Atompunkte, die in S fallen, werden mit pi‖
auf E‖ projiziert und entsprechen den Atompositionen. Nacheinander verfa¨hrt man so mit
allen Atomfla¨chen der Elementarzelle. Die Methoden sind a¨quivalent, da sich innerhalb
des Auswahlstreifens genau die Atompunkte befinden, deren dazugeho¨rige Atomfla¨che E‖
schneidet.
Damit Annahme 1 erfu¨llt wird, mu¨ssen die Projektionen pi⊥A1 und pi⊥A2 zweier Atom-
fla¨chen, die an einem Flip beteiligt sind, disjunkt und lu¨ckenlos aufeinanderpassen, was
ihre mo¨glichen Gro¨ßen und Formen einschra¨nkt. Im Spezialfall einer Atomfla¨che pro Ele-
mentarzelle lassen sich die Formen leicht angeben:
Satz 2.1. Sei Γ˜U ein Untergitter der Dimension d
⊥ des Hypergitters Γ˜, so dass kein Git-
tervektor aus Γ˜U parallel zu E
‖ verla¨uft, und ZΓ˜U eine Elementarzelle des Untergitters.
Verwendet man als Atomfla¨chen verschobene Kopien von pi⊥ZΓ˜U , also pi
⊥Γ˜ZΓ˜U , so ist An-
nahme 1 erfu¨llt. Andere Mo¨glichkeiten fu¨r die Wahl einer Atomfla¨che pro Elementarzelle
gibt es nicht.
Beweis. Sei Γ˜U ⊂ Γ˜ wie im Satz. Wenn kein Vektor aus Γ˜U parallel zu E‖ verla¨uft, dann be-
sitzt auch das projizierte Gitter pi⊥Γ˜U die Dimension d⊥ und die Projektionen pi⊥Γ˜UZΓ˜U der
Atomfla¨chen passen disjunkt und lu¨ckenlos aufeinander, erfu¨llen also Annahme 1. Durch
Verschiebung von Γ˜U kann man erreichen, dass jeder Hypergitterpunkt in einem solchen
Untergitter liegt.
Umgekehrt seien als Atomfla¨chen die um Vektoren aus Γ˜ verschobenen Kopien einer Atom-
fla¨che A gegeben. Wenn sie Annahme 1 erfu¨llen, dann wird das Hypergitter durch sie in
d⊥-dimensionale parallele Untergitter zerlegt. Die Untergitter sind dabei so gewa¨hlt, dass
die Projektionen pi⊥ der Atomfla¨chen eine disjunkte Zerlegung von E⊥ bilden. (In Abbil-
dung 2.1 besitzt die Reihe der dicker gezeichneten Atomfla¨chen diese Eigenschaft.) pi⊥ZΓ˜U
bildet eine Elementarzelle von pi⊥Γ˜U . Das so konstruierte Untergitter erfu¨llt die Vorausset-
zungen des Satzes.
Bei Quasikristall-Modellsystemen wird in der Literatur ha¨ufig die Projektion pi⊥ZP der
primitiven Elementarzelle ZP von Γ˜ verwendet. Diese ist auch die Projektion einer d
⊥-
dimensionalen Diagonalebene und somit ein Spezialfall des Satzes. Die bisherigen U¨berle-
gungen werden nun zusammengefasst:
Definition 2.2. Ein physikalischer Quasikristall ist ein Quasikristall, der mit Hilfe der
Methode der Atomfla¨chen oder dem Streifenprojektionsformalismus erzeugt werden kann
und den den Annahmen 1 bis 3 genu¨gt. Atome werden dabei im Hyperraum E‖⊕E⊥ durch
d⊥-dimensionale Atomfla¨chen An beziehungsweise Atompunkte plus Akzeptanzbereiche be-
schrieben.
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Im Folgenden kommen nur physikalische Quasikristalle vor. Diese werden kurz als Quasi-
kristalle bezeichnet. Nach Satz 1.15 ist jede unter den Annahmen 1 bis 3 mit der Methode
der Atomfla¨chen oder dem Streifenprojektionsformalismus erzeugte Struktur genau dann
ein (physikalischer) Quasikristall, wenn die Schnittebene das Hypergitter irrational schnei-
det.
2.2 Gridformalismus
Fu¨r die Konstruktion eines Quasikristalls mit dem Computer verwendet man meist den
Gridformalismus. Er ist ebenfalls a¨quivalent zu den obigen Methoden. Der Gridformalis-
mus wird hier ausgehend vom Streifenprojektionsformalismus am einfachen Beispiel des
hyperkubischen Gitters Γ˜ =   d˜ mit dem Akzeptanzbereich A = pi⊥W d˜ als Projektion des
Einheitswu¨rfels W d˜ = [0, 1)d˜ vorgestellt. Der Auswahlstreifen S entsteht durch Verschieben
des Akzeptanzbereichs, aber auch durch Verschieben von W d˜ (vergleiche Abbildung 2.2):
S = W d˜ + E‖. Ist x˜ = (x1, . . . , xd˜) ∈ E‖, so liegt bx˜c = (bx1c, . . . , bxd˜c) ∈ Γ˜ in S. (bxc
ist die gro¨ßte ganze Zahl kleiner gleich x.) Auf diese Art und Weise erha¨lt man sogar alle
Hypergitterpunkte, die in S liegen:
Γ˜ ∩ S = {bx˜c | x˜ ∈ E‖}. (2.2)
Fu¨r jeden nichtleeren Schnitt W
t˜
= W d˜ + t˜ ∩E‖ des um t˜ ∈ Γ˜ verschobenen Wu¨rfels liegt
der Hypergitterpunkt t˜ in S. Diese Aussage gilt auch umgekehrt. Insgesamt:
∃x˜ ∈ E‖ : bx˜c = t˜ ⇔ t˜ ∈ S ⇔ W
t˜
6= ∅. (2.3)
Die W
t˜
u¨berdecken E‖ disjunkt und lu¨ckenlos und werden gegeneinander durch die Schnitte
der Koordinatenhyperebenen Ezi = {x˜ | xi = z, z ∈   } ∩ E‖ getrennt. Diese bilden
zusammen ein d‖-dimensionales d˜-Grid auf E‖ mit Gridvektoren g˜i = pi
‖(0, . . . , 1, . . . , 0)
(Eins an i-ter Stelle) und γi = 0, siehe Abbildung 2.3. Eine A¨nderung von γi entspricht
einer Verschiebung von E‖.
Definition 2.3. Ein Grid ist eine Schar von a¨quidistanten Hyperebenen. Der Normalen-
vektor g, dessen La¨nge gleich dem Hyperebenenabstand ist, heißt Gridvektor. Der Abstand
der ersten Gridgeraden vom Ursprung wird mit γ bezeichnet. Ein n-Grid ist eine U¨berla-
gerung von n nichtparallelen Grids.
Zur Konstruktion des Quasikristalls mu¨ssen also die verschiedenen Polytope W
t˜
, in die
das d˜-Grid die Schnittebene zerlegt, bestimmt werden. Hierzu schneidet man jeweils d‖
Hyperebenen des Grids und berechnet fu¨r die 2d
‖
umliegenden Polytope die dazugeho¨ri-
gen Quasikristallatome. Diese liegen auf einem Parallelepiped, dessen Seiten Gridvektoren
sind. Siehe dazu Abbildung 2.4 und beachte: pi‖ ist linear. Man nennt die Erzeugung des
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Abbildung 2.3: Zweidimensionales Grid (links). Zweidimensionales 5-Grid (rechts). Die
Winkel zwischen den Gridvektoren sind Vielfache von 72◦.
Parallelepipeds aus dem Schnittpunkt Dualisierung. Bildet man fu¨r alle Kombinationen
von d‖ Hyperebenen die Schnittpunkte und bestimmt die dazugeho¨rigen Parallelogramme
und Atome, so erha¨lt man den gesamten Quasikristall. In diesem Spezialfall besteht der
Quasikristall also aus Parallelepipeden, an deren Eckpunkten Atome sitzen. Die Parallel-
epipede treten dabei in
(
d˜
d‖
)
verschiedenen Formen beziehungsweise Orientierungen auf, da
es genau so viele Kombinationen von Gridvektoren fu¨r die Seitenfla¨chen gibt.
Sind mehr als eine Atomfla¨che in jeder Elementarzelle, dann werden die Parallelepipede mit
zusa¨tzlichen Atomen dekoriert. In diesem Fall ist der Gridformalismus aber komplizierter.
Darauf wird hier nicht eingegangen. Erwa¨hnt sei nur, dass die Einheitswu¨rfel Atomberei-
che im Sinne von Kapitel 3.4 sind. Im allgemeinen Fall mu¨ssen stattdessen die jeweiligen
Atombereiche verwendet werden.
Satz 2.4. Ein Quasikristall ist aufgebaut aus einer endlichen Anzahl von unterschiedlichen
Parallelepipeden.
Dabei heißen zwei Parallelepipede gleich, wenn sie dieselbe Form, Orientierung und Atom-
dekoration besitzen. Die Zerlegung des physikalischen Raums in Parallelepipede (oder auch
in allgemeine Polytope, genannt Tiles) wird Tiling oder Parkettierung genannt.
2.3 Die Fibonacci-Kette
In diesem und dem folgenden Abschnitt werden Beispielstrukturen behandelt. Die verwen-
deten Gitter sind hyperkubische Gitter   d˜. Es tritt nur eine Atomfla¨che pro Elementarzelle
auf, diese ist die Projektion der primitiven Elementarzelle. Der einzige noch unbestimmte
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Abbildung 2.4: Dualisierungsschritt in der Ebene, d = 2 und d˜ = 5. Um den Schnitt-
punkt zweier Gridlinien finden sich vier Polygone Wti. Diese erzeugen im Quasikristall ein
Parallelogramm.
Parameter ist die Orientierung der Schnittebene E‖. Sie kann durch die Projektionsma-
trix pi‖ angegeben werden, E‖ = pi‖(
  d‖). Verwendet man im Fall d‖ = 1 und d˜ = 2 als
Projektionsmatrix
pi
‖
fib =
1√
τ + 2
(
τ 1
)
, (2.4)
so erha¨lt man den Quasikristall aus den Abbildungen 2.1 und 2.2. (In den Abbildungen
ist die Schnittgerade allerdings verschoben.) Der Quasikristall wird als Fibonacci-Kette
bezeichnet und ist eng verbunden mit den Fibonacci-Zahlen Fn:
1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, . . . ,
definiert durch die Rekursion Fn+1 = Fn + Fn−1 mit den Anfangsbedingungen F0 = 0 und
F1 = 1. Eine wichtige Rolle spielt hier, wie auch in den folgenden Beispielstrukturen, die
goldene Zahl (oder Zahl des goldenen Schnitts) τ :
Satz 2.5. Die Zahl τ = 1
2
(
√
5 + 1) besitzt folgende Eigenschaften:
(i) τ 2 = τ + 1,
(ii) τn = Fnτ + Fn−1,
(iii) (−τ)−n = Fn+1 − Fnτ ,
(iv) Fn =
1
2τ−1(τ
n − (−τ)−n) = 1
5
√
5(τn − (−τ)−n),
(v)
aτ + b
cτ + d
=
ac− bc− bd + τ(bc− ad)
c2 − cd− d2 ,
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(vi)
cos(pi
5
) = 1
2
τ , sin(pi
5
) = 1
2
τ−1
√
τ + 2.
cos(2pi
5
) = 1
2
τ−1, sin(2pi
5
) = 1
2
√
τ + 2,
In der Fibonacci-Kette kommen große (L) und kleine (S) Absta¨nde vor. Man erha¨lt sie
durch folgende Regel: Ersetze rekursiv L durch LS und S durch L. Beginnt man mit L,
dann erha¨lt man sukzessive:
L
LS
LSL
LSLLS
LSLLSLSL
LSLLSLSLLSLLS
LSLLSLSLLSLLSLSLLSLSL
...
Dies ist genau die Fibonacci-Kette, die mit einer unverschobenen Schnittgeraden entsteht.
Die Verschiebung der Schnittgeraden fu¨hrt zu einem anderen Ausschnitt aus der Fibonacci-
Kette.
2.4 Zweidimensionale Quasikristalle
Zweidimensionale Quasikristalle mit nicht-kristallographischen diedrischen Punktgruppen
Dnh, n = 5 oder n > 7 ko¨nnen erzeugt werden mit den Projektionsmatrizen
pi
‖
diedr,n =
√
2
n
(
cos(2pi 0
n
) cos(2pi 1
n
) cos(2pi 2
n
) · · · cos(2pi n−1
n
)
sin(2pi 0
n
) sin(2pi 1
n
) sin(2pi 2
n
) · · · sin(2pi n−1
n
)
)
, (2.5)
wenn n ungerade ist, und sonst mit den Projektionsmatrizen
pi
‖
diedr,n =
√
1
n
(
cos(2pi 0
n
) cos(2pi 1
n
) cos(2pi 2
n
) · · · cos(2pi n/2−1
n
)
sin(2pi 0
n
) sin(2pi 1
n
) sin(2pi 2
n
) · · · sin(2pi n/2−1
n
)
)
. (2.6)
Die Normierung ist so gewa¨hlt, dass die Zeilen die La¨nge 1 haben. Die entstehenden Parket-
tierungen fu¨r n = 5, 7, 8, 9, 11, 12 finden sich in Abbildung 2.5. Im Fall n = 5 erha¨lt man das
Penrose-Tiling, benannt nach der von Penrose 1974 aus rein a¨sthetischen Gesichtspunkten
gefundenen Parkettierung [71]. Es ist aufgebaut aus zwei verschiedenen Rauten, der großen
und der kleinen Penroseraute, die in jeweils 5 verschiedenen Orientierungen vorkommen.
Das Tiling im Fall n = 8 wurde zuerst von Ammann beschrieben und besteht aus Quadra-
ten und 45◦-Rauten. Die Atomfla¨chen als Projektion von 4-dimensionalen Einheitswu¨rfeln
sind regelma¨ßige 8-Ecke.
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Ausser fu¨r n = 8 liegt nicht die minimale Einbettungsdimension vor. So hat zum Beispiel
der Fouriermodul fu¨r n ungerade ho¨chstens die Dimension n−1 (beachte:∑n−1i=0 cos(2pi in) =∑n−1
i=0 sin(2pi
i
n
) = 0). Das obige Vorgehen hat allerdings den Vorteil, hyperkubische Gitter
zu verwenden. Genau genommen sollten Wurzelgitter verwendet werden. Hyperkubische
Gitter sind jedoch einfacher und das Vorgehen ist in der Literatur u¨blich. Im Fall n = 5
entsteht das Wurzelgitter durch Projektion von   5 auf die Hyperebene mit Normalenvektor
(1, 1, 1, 1, 1). Die Atomfla¨chen sind dann regelma¨ßige 10-Ecke [60].
2.5 Dreidimensionale Quasikristalle
Ein dreidimensionaler Quasikristall mit nicht-kristallographischer ikosaedrischer Punkt-
gruppe Yh kann erzeugt werden mit der Projektionsmatrix (siehe auch Abschnitt 3.5)
pi
‖
iko =
1√
2τ + 4

 1 τ 0 −1 τ 0τ 0 1 τ 0 −1
0 1 τ 0 −1 τ

 . (2.7)
Die Spaltenvektoren der Projektionsmatrix liegen auf den Eckpunkten eines Ikosaeders
(Abbildung 2.6). Das Ikosaeder besteht aus 12 Ecken, 30 Kanten und 20 Fla¨chen (Dreie-
cken). Es besitzt 12 fu¨nfza¨hlige, 20 dreiza¨hlige und 30 zweiza¨hlige Richtungen. Das Koor-
dinatensystem fu¨r die obige Projektionsmatrix ist so gewa¨hlt, dass die Koordinatenachsen
in zweiza¨hlige Richtungen zeigen. Dies hat den Vorteil, dass alle Achsen die gleiche Sym-
metrie besitzen [17]. Alternativ kann durch Drehung um den Winkel arccos
√
2+τ
5
≈ 31.72◦
um die z-Achse und dann 36◦ um die y-Achse die y-Achse in fu¨nfza¨hlige Richtung gelegt
werden. Die Projektionsmatrix hat dann die Gestalt
pi
‖
iko =
√
2
5

 0 cos(2pi
0
5
) cos(2pi 1
5
) sin(2pi 2
5
) cos(2pi 4
5
) − cos(2pi 3
5
)
1
2
√
5 1
2
1
2
1
2
1
2
−1
2
0 sin(2pi 0
5
) sin(2pi 1
5
) sin(2pi 2
5
) sin(2pi 4
5
) − sin(2pi 3
5
)

 . (2.8)
Die Atomfla¨chen als Projektion des sechsdimensionalen Einheitswu¨rfels sind Triakonta-
eder, siehe Abbildung 2.7. Die Parkettierung heißt Ammann-Kramer-Penrose-Tiling und
besteht aus zwei verschiedenen Parallelepipeden, einem prolaten Rhomboeder, dessen drei
Basisvektoren gegenseitig einen spitzen Winkel von arccos
(
1
5
√
5
) ≈ 63.43◦ einschließen,
und einem oblaten Rhomboeder mit Winkel arccos
(−1
5
√
5
) ≈ 126.57◦. Sie kommen jeweils
in 10 verschiedenen Orientierungen vor.
Vom dreidimensionalen Quasikristall ko¨nnen nur noch Projektionen dargestellt werden. In
Abbildung 2.8 befinden sich Projektionen des Quasikristalls in zwei-, drei- und fu¨nfza¨hlige
Richtungen, wobei die Eckpunkte der Rhomboeder als Kreise gezeichnet sind. Man erkennt
lokal die jeweilige Symmetrie. Global ist keine Symmetrie vorhanden.
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Abbildung 2.5: Zweidimensionale Parkettierungen mit verschiedenen Punktsymmetrien.
Dekagonal, n = 5 (oben links). 14-za¨hlig, n = 7 (oben rechts). Oktagonal n = 8 (mitte
links). 18-za¨hlig n = 9 (mitte rechts). 22-za¨hlig n = 11 (unten links). 12-za¨hlig n = 12
(unten rechts).
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Abbildung 2.6: Ikosaeder. Die Koordinatenachsen liegen in zweiza¨hligen Richtungen (links).
Die y-Achse zeigt in fu¨nfza¨hlige Richtung (rechts). Die Zahlen beziehen sich auf die Spalten
der Projektionsmatrix.
Es gibt drei verschiedene sechsdimensionale Bravais-Gitter mit ikosaedrischer Symmetrie
[26]:
(i) das einfach kubische Gitter P6 = {(n1, . . . , n6) | ni ∈   } =   6,
(ii) das kubisch fla¨chenzentrierte Gitter F6 = {(n1, . . . , n6) |
∑
i ni = 0 mod 2},
(iii) das kubisch raumzentrierte Gitter B6 = {(n1, . . . , n6) | ni = nj mod 2}.
F6 und B6 sind Untergitter von P6 mit Index P6 : F6 = 2 beziehungsweise P6 : B6 = 32. In
physikalischen Strukturen wurden bisher Quasikristalle mit den Gitter P6 und F6 gefun-
den. Quasikristalle mit verschiedenen Bravais-Gittern ko¨nnen anhand ihrer Beugungsbilder
unterschieden werden.
2.6 Selbsta¨hnlichkeit
Eine wichtige Eigenschaft von vielen Quasikristallen ist ihre Selbsta¨hnlichkeit. Ein Teil der
Atome des Penrose-Tilings bildet ein um den Faktor λ = τ vergro¨ßertes Penrose-Tiling.
Dabei sind die Tiles des großen Penrose-Tilings (Supertiles) einheitlich dekoriert, wie in Ab-
bildung 2.9 gezeigt. Die Selbsta¨hnlichkeit der Fibonacci-Kette steckt in ihrer Bildungsregel
S → L, L → LS. Eine Selbsta¨hnlichkeit wird beschrieben durch eine lineare Transfor-
mation M , welche das Hypergitter erha¨lt und zusa¨tzlich den Orthogonalraum und den
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Abbildung 2.7: Triakontaeder (links). Dodekaeder (rechts).
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Abbildung 2.8: Projektionen des ikosaedrischen Quasikristalls (P6-Gitter) in zwei-, drei-
und fu¨nfza¨hliger Richtung.
2.6. SELBSTA¨HNLICHKEIT 29
Parallelraum als Eigenra¨ume besitzt. Eine Selbstabbildung a¨ndert die La¨nge von Vektoren
aus E‖ um λ und diejenige von Vektoren aus E⊥ um µ. Somit hat man:
Satz 2.6. Eine Selbsta¨hnlichkeit eines Quasikristalls ist gegeben durch eine lineare Trans-
formation der Form
M = λ(pi‖)tpi‖ + µ(pi⊥)tpi⊥ ∈   d˜×d˜ mit λ, µ ∈   . (2.9)
Der Faktor λ heißt Inflations- beziehungsweise Deflationsfaktor. Mit λ sind auch λz, z ∈  
Inflations-/Deflationsfaktoren.
Dabei sind (pi‖)tpi‖ und (pi⊥)tpi⊥ die Projektionen in
  d˜. Im Spezialfall des ikosaedrischen
Quasikristalls ist ‖λµ‖ = 1, das heißt µ = ±1/λ, damit M das Hypergitter bijektiv auf
sich selbst abbildet, und man kann die mo¨glichen linearen Transformationen ausrechnen.
Eine wichtige Rolle spielt die Matrix
Miko = τ(pi
‖)tpi‖ − τ−1(pi⊥)tpi⊥ = 1
2


1 1 1 1 1 −1
1 1 1 −1 1 1
1 1 1 1 −1 1
1 −1 1 1 −1 −1
1 1 −1 −1 1 −1
−1 1 1 −1 −1 1


(2.10)
und ihre dritte Potenz
M3iko = τ
3(pi‖)tpi‖ − τ−3(pi⊥)tpi⊥ =


2 1 1 1 1 −1
1 2 1 −1 1 1
1 1 2 1 −1 1
1 −1 1 2 −1 −1
1 1 −1 −1 2 −1
−1 1 1 −1 −1 2


, (2.11)
denn es gilt M3ikoP6 = P6, MikoF6 = F6 und MikoB6 = B6. Somit besitzt das sechsdimensio-
nale einfach kubische Gitter den kleinsten Inflationsfaktor λP6 = τ
3, wohingegen der kleins-
te Inflationsfaktor des fla¨chenzentrierten und des raumzentrierten Gitters λF6 = λB6 = τ
ist.
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Abbildung 2.9: Ein Ausschnitt aus dem Penrose-Tiling (links). Derselbe Ausschnitt mit
eingezeichneten Supertiles (rechts). Diese sind um den Faktor λ = τ gro¨ßer.
Kapitel 3
Phasonen und Approximanten
Ein Quasikristall entsteht als Schnitt durch einen periodischen mit Atomfla¨chen dekorierten
Kristall. Seine Struktur ist bestimmt durch Position und Orientierung der Schnittebene.
In diesem Kapitel wird untersucht, wie sich eine Positionsa¨nderung der Schnittebene auf
den Quasikristall auswirkt. Es zeigt sich, dass dabei zwar mikroskopische A¨nderungen der
Atomordnung auftreten: Die Atome flippen auf andere Pla¨tze. Solange die Verschiebung
aber zu einer lokal ununterscheidbaren Struktur fu¨hrt, bleiben die makroskopischen Eigen-
schaften erhalten. Verschiebungen der Schnittebene sind dann physikalische Freiheitsgrade
und ko¨nnen als solche angeregt werden. Lokale Anregungen breiten sich in Form von Pha-
sonen aus. Eine Orientierungsa¨nderung der Schnittebene fu¨hrt zu Strukturen, die auch
makroskopisch andere, aber a¨hnliche Eigenschaften besitzen. Diese Strukturen ko¨nnen pe-
riodisch oder quasiperiodisch sein und heißen Approximanten. Fu¨r diese Arbeit sind Ap-
proximanten des dreidimensionalen ikosaedrischen Quasikristalls wichtig, auf die am Ende
des Kapitels na¨her eingegangen wird.
Die Verschiebung der Schnittebene und Phasonen werden in [3] behandelt. [27] ist ein
einfu¨hrender Artikel u¨ber die Theorie der Approximanten. Er entha¨lt auch experimentelle
Beispiele, die Thema des na¨chsten Kapitels sind.
3.1 Lokale Ununterscheidbarkeit
Stimmen zwei periodische Kristalle nach einer Translation auf einem Raumbereich, der
eine Elementarzelle entha¨lt, u¨berein, so u¨bertra¨gt sich dies auf die gesamten Kristalle, und
beide besitzen gleiche physikalische Eigenschaften. Bei Quasikristallen dagegen kann man
aus lokaler U¨bereinstimmung nicht auf globale schließen, da die globale Struktur nicht
eindeutig durch die Vorgabe eines endlichen Ausschnitts bestimmt ist. Vielmehr la¨sst sich
der Ausschnitt immer auf unendlich viele Arten fortsetzen wie in Satz 3.2 gezeigt wird.
Zuerst werden einige Begriffe eingefu¨hrt:
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Definition 3.1. Sei ρ˜ eine d˜-dimensionale periodische Dichtefunktion und E‖ eine d‖-
dimensionale Schnittebene, so dass der Schnitt quasiperiodisch ist. Sei Ωr eine Teilmenge
von
  d, die vollsta¨ndig in einer Kugel mit Radius r enthalten ist.
(i) Das Paar Q = (ρ˜, E‖) wird als Quasikristall-Modellsystem bezeichnet.
(ii) Eine Quasikristall mit Dichtefunktion ρ ist ein Q-Quasikristall, wenn ρ durch einen
Schnitt mit der um u˜ ∈   d˜ verschobenen Schnittebene E‖ entsteht. Schreibweise:
ρ = ρu˜. Die Dichtefunktion ρu˜ heißt dann Q-erzeugt.
(iii) Die Funktion µ : Ωr →   wird als Q-erzeugter Ausschnitt einer Dichtefunktion
bezeichnet, wenn sie zu einer Q-erzeugten Dichtefunktion fortgesetzt werden kann,
wenn es also ein u˜ ∈   d˜ gibt, so dass ρu˜|Ωr = µ.
Verschiebt man E‖ um einen Hypergittervektor u˜ ∈ Γ˜, so a¨ndert das den Quasikristall
nicht. Ist Z˜ eine Elementarzelle von Γ˜, so ko¨nnen alle Q-Quasikristalle durch Vektoren aus
Z˜ parametrisiert werden. Umgekehrt sind zwei Q-Quasikristalle mit den Verschiebungsvek-
toren u˜1, u˜2 ∈ Z˜ mit u˜1 6= u˜2 nicht identisch, das heißt ρu˜1 6= ρu˜2 , da Z˜ eine Elementarzelle
ist. Werden gegenu¨berliegende Fla¨chen von Z˜ identifiziert, so entsteht ein Torus. Man nennt
die Parametrisierung daher die Torusparametrisierung der Q-Quasikristalle. Mit dieser No-
tation la¨sst sich nun die angeku¨ndigte Aussage formulieren [49]:
Satz 3.2. Sei µ : Ωr →   ein Q-erzeugter Ausschnitt einer Dichtefunktion. Dann gibt
es unendlich viele verschiedene Q-erzeugte Dichtefunktionen, die µ fortsetzen. In jeder
Fortsetzung gibt es unendlich viele Ausschnitte, die nach Translation mit µ u¨bereinstimmen.
Beweis. Die Menge µ∗ = {u˜ ∈ Z˜ | ρu˜|Ωr = µ} heißt Polare von µ. Sie ist nach Vor-
aussetzung nicht leer. Wegen der Annahme 3 aus Kapitel 2 gibt es einen Bereich kleiner
zusa¨tzlicher Verschiebungen ∆u˜ ∈ E⊥, bei denen auf Ωr keine Flips auftreten. (Die Zahl
der Flips in Ωr ist endlich fu¨r endliche Verschiebungen.) Fu¨r jede Verschiebung erha¨lt
man aber global eine andere quasiperiodische Dichtefunktion. Der zweite Teil wird fu¨r den
Spezialfall des hyperkubischen Gitters in [73] bewiesen. Die Idee ist einfach: Im Bild des
Streifenprojektionsformalismus wird der Ausschnitt µ durch die Atome, die im Bereich Ωr
im Auswahlfensters liegen, bestimmt, also durch die Position der Schnittebene E‖ rela-
tiv zu diesen Atomen. Kleine Verschiebungen von E‖ fu¨hren innerhalb von Ωr zu keinen
Flips. Dieselbe Konfiguration von Atomen/Schnittebene und somit auch der Ausschnitt µ
wiederholt sich jedoch unendlich oft, da der Schnitt irrational ist.
Es ist sogar mo¨glich eine Abscha¨tzung fu¨r die Ha¨ufigkeit pµ des Auftretens eines Aus-
schnitts anzugeben. Beachte dazu, dass die Differenz zweier Vektoren aus µ∗ in E⊥ liegt,
da Verschiebungen parallel zu E‖ den Ausschnitt ρu˜ vera¨ndern. pµ ist proportional zum
Volumen von µ∗ (siehe [73]): pµ ∝ Vol(µ∗).
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Um zwei Quasikristalle zu vergleichen, erweist sich das Konzept der lokalen Ununterscheid-
barkeit (local indistinguishability (LI)) als besonders hilfreich [3]. In der a¨lteren Literatur
wird meist die Bezeichnung lokale Isomorphie verwendet, allerdings besitzt der Begriff
Isomorphie in der Mathematik eine andere Bedeutung.
Definition 3.3. Seien ρ1 und ρ2 die Dichtefunktion zweier Quasikristalle. Die Quasikris-
talle heißen lokal ununterscheidbar, wenn jeder Ausschnitt von ρ1 nach einer Translation
ein Ausschnitt von ρ2 ist und umgekehrt.
Diese Relation ist eine A¨quivalenzrelation, bezu¨glich derer die Menge der Quasikristalle in
A¨quivalenzklassen, genannt LI-Klassen, eingeteilt werden. Sind zwei Quasikristalle in der-
selben LI-Klasse, dann gibt es ein Quasikristall-Modellsystem Q, so dass ihre Dichtefunk-
tionen Q-erzeugt sind. Die Umkehrung gilt im Allgemeinen nicht. So ko¨nnen zum Beispiel
bei Verwendung des   5-Gitters zur Konstruktion des Penrosemusters durch Verschiebung
der Schnittebene in Richtung (1, 1, 1, 1, 1) lokal unterscheidbare Muster erzeugt werden,
wa¨hrend Verschiebungen in Richtungen senkrecht dazu zu lokal ununterscheidbaren Mus-
tern fu¨hren. Dies hat seine Ursache in der Verwendung eines Gitters mit einer Dimension,
die gro¨ßer als die minimale Einbettungsdimension ist. Verwendet man das Wurzelgitter
der Dimension 4 zur Konstruktion des Penrosemusters, so sind alle erzeugten Muster lokal
ununterscheidbar. Nach Satz 1.15 kann aber zur Konstruktion des Quasikristalls immer ein
Gitter mit der minimalen Einbettungsdimension verwendet werden. Dann gilt [49]:
Satz 3.4. Ist die Dimension des Hyperraums gleich der minimalen Einbettungsdimension
(Dimension des Fouriermoduls eines Q-Quasikristalls), dann gilt:
ρ1 und ρ2 sind Q-erzeugt ⇐⇒ ρ1 und ρ2 sind lokal ununterscheidbar.
Quasikristalle sind normalerweise unter keiner Punktsymmetrieoperation im herko¨mmli-
chen Sinne invariant. Sie besitzen allerdings verallgemeinerte Punktsymmetrien.
Definition 3.5. Verallgemeinerte Symmetrien sind genau diejenigen linearen Isometrien
S, fu¨r die ρ und Sρ in derselben LI-Klasse liegen.
Die Punktgruppe der verallgemeinerten Symmetrien ist identisch mit P
‖
ρ˜ aus Satz 1.17.
Verallgemeinerte Symmetrien sind Symmetrien von ρ˜, die E‖ invariant lassen, und besit-
zen fu¨r Quasikristalle dieselbe Bedeutung wie die herko¨mmlichen Punktsymmetrien fu¨r
periodische Kristalle [3]. Insbesondere haben Quasikristalle aus derselben LI-Klasse das
gleiche Beugungsbild. Bei der Umkehrung der Aussage spielt im allgemeinen Fall die In-
version eine Rolle. Mit der bisher geleisteten Vorarbeit erha¨lt man folgende Aussage (dies
ist eine Verallgemeinerung von IV.A in [61]):
Satz 3.6. Zwei Quasikristalle haben genau dann dasselbe Beugungsbild, wenn sie bis auf
Inversion in derselben LI-Klasse liegen. Dabei bedeutet “bis auf Inversion” die Anwendung
der Inversion auf die Dichtefunktionen der Quasikristalle.
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3.2 Freiheitsgrade
Bei Quasikristallen in einer LI-Klasse treten dieselben Ausschnitte beliebiger Gro¨ße mit
gleicher Ha¨ufigkeit auf. Art und Anzahl der Atomumgebungen stimmen u¨berein. Daher
ko¨nnen sie auf makroskopischer Ebene nicht unterschieden werden:
Satz 3.7. Quasikristalle einer LI-Klasse haben identische physikalische Eigenschaften. Ins-
besondere haben sie die gleiche freie Energie und dieselben mechanischen und elektronischen
Eigenschaften.
Durch die Verschiebung der Schnittebene innerhalb einer LI-Klasse liegt ein kontinuierli-
cher physikalischer Freiheitsgrad vor. Eine Verschiebung u˜ kann zerlegt werden in einen
phononischen Anteil u˜⊥ = pi‖(u˜) ∈ E‖ und einen phasonischen Anteil u˜‖ = pi⊥(u˜) ∈ E⊥.
Bei Verwendung eines Quasikristall-Modellsystems mit minimaler Einbettungsdimension
erha¨lt man d‖ phononische und d⊥ phasonische Freiheitsgrade. Diese ko¨nnen durch an-
gelegte Kraftfelder oder Kristallfehler angeregt werden, wodurch ortsabha¨ngige Verschie-
bungsfelder u˜(x) fu¨r x ∈   d‖ auftreten. E‖ ist dann nicht mehr eben, sondern gekru¨mmt
und wird als Schnittfla¨che bezeichnet. Beispiele fu¨r ortsabha¨ngige Verschiebungsfelder mit
rein phononischen oder rein phasonischen Anteil befinden sich in Anhang A. Die phono-
nische Verschiebung fu¨hrt zu einer Verzerrung der Quasikristallstruktur, die phasonischen
Verschiebung zu Flips im Tiling [81].
Eine wesentliche Voraussetzung fu¨r die Stabilita¨t von Quasikristallen ist, dass Atomanord-
nungen mit einer ebenen Schnittfla¨che eine geringere Energie besitzen, als Anordnungen
mit gekru¨mmter Schnittfla¨che. Andernfalls wa¨re der Quasikristall instabil und wu¨rde sich
thermodynamisch umordnen. Eine lokale ortsabha¨ngige Verschiebung u˜(x) fu¨hrt daher zu
Spannungen und einer ru¨cktreibenden Kraft, die fu¨r kleine Variationen im Gradienten der
Verschiebung ∇u˜(x) linearisiert werden kann (vergleiche Kapitel 5 zur Elastizita¨tstheorie).
Anregungen der Freiheitsgrade breiten sich im Kristall aus. Im Rahmen der Quantenmecha-
nik kann man den Anregungen Teilchencharakter zuschreiben. Elementaranregungen des
phononischen Freiheitsgrades werden wie in periodischen Kristallen Phononen genannt, die
der phasonischen Freiheitsgrade heißen Phasonen in Anlehnung an den Begriff der Phase,
der in a¨lteren Arbeiten fu¨r die Orthogonalraumkomponente u˜⊥(x) verwendet wurde.
3.3 Theorie der Approximanten
Experimentell gefundene Quasikristalle existieren ha¨ufig in Koexistenz mit anderen kom-
plexen Strukturen, genannt Approximanten, die selbst quasiperiodisch oder periodisch sind.
Approximanten sind lokal identisch aufgebaut wie der dazugeho¨rige Quasikristall, und ha-
ben a¨hnliche chemische Zusammensetzung. Sie ko¨nnen je nach Herstellungsbedingung in
vielen Formen auftreten. Periodische Approximanten enthalten in einer Elementarzelle in
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der Regel mehrere hundert oder tausend Atome. Außerdem sind ihr mechanisches Ver-
halten (Plastizita¨t, Ha¨rte) und ihre Transporteigenschaften (elektrische und thermische
Leitfa¨higkeit) vergleichbar mit denen des Quasikristalls. Daher hilft die Untersuchung von
Approximanten zum Versta¨ndnis des entsprechenden Quasikristalls. Insbesondere fu¨r pe-
riodische Approximanten ko¨nnen herko¨mmliche Methoden aus der Kristallographie ange-
wendet werden. Allgemein sind sie fu¨r experimentelle Untersuchungen einfacher zuga¨nglich
als die Quasikristalle.
Approximanten entstehen aus Quasikristallen durch eine Scherung von E‖ in Richtung E⊥,
da dadurch lokale Atomumgebungen beibehalten werden. (Beachte allerdings: Dabei a¨ndert
sich die Metrik auf der Schnittebene.) Die Scherung entspricht einer rein phasonischen
linearen Verschiebung: u˜(x) = ηx, wobei η ∈   d˜×d‖ Verzerrungsmatrix heißt. Bezeichne
nun die gescherte Schnittebene mit E‖. Eine Parametrisierung von E‖ ist gegeben durch
E‖ → E‖ : x⊕ 0 7→ x⊕ 0 + ηx. (3.1)
Die Verzerrungsungsmatrix hat in einer der Zerlegung
  d˜ = E‖ ⊕ E⊥ angepassten Basis
in den ersten d‖ Spalten verschwindende Eintra¨ge:
η =
(
0
χ
)
mit χ ∈   d⊥×d‖. (3.2)
Die Matrix χ ist charakteristisch fu¨r den Approximanten und heißt Schermatrix. Seine
Dichtefunktion ist ρ(x) = ρ˜(x, χx). Die nicht notwendigerweise orthogonale Projektion
auf E⊥ entlang E‖ ist gegeben durch (Abbildung 3.1)
pi⊥approx = pi
⊥ − χpi‖. (3.3)
Meist verwendet man jedoch eine dem Hypergitter angepasste Basis des Hyperraums, de-
ren Elemente Basistranslationen sind (wie in den Beispielen von Kapitel 2). Sei in dieser
Basis {a˜1, . . . , a˜d‖} eine Basis der Schnittebene des Approximanten. Es gilt pi⊥approxa˜i = 0
und somit zwischen Parallel- und Orthogonalkomponente der Basisvektoren die Beziehung
pi⊥a˜i = χpi‖a˜i. Diese kann man invertieren:
χ =
(
pi⊥a˜1 . . . pi⊥a˜d‖
)
︸ ︷︷ ︸
pi⊥A∈   d⊥×d‖
·
(
pi‖a˜1 . . . pi‖a˜d‖
)
︸ ︷︷ ︸
pi‖A∈   d‖×d‖
−1
= pi⊥A(pi‖A)−1 ∈   d⊥×d‖, (3.4)
wobei in den Spalten der Basismatrix A die Vektoren a˜i stehen. Die Wahl der a˜i beeinflusst
χ nicht: Zwei Basen 1 und 2 der Schnittebene seien u¨ber die Transformationsmatrix T
verknu¨pft, dann ist A1 = A2T , also χ1 = pi
⊥A1(pi‖A1)−1 = pi⊥A2TT−1(pi‖A2)−1 = χ2. Die
Verwendung einer anderen Basis des Hyperraums oder anderer Projektionsmatrizen pi‖
und pi⊥ vera¨ndert jedoch χ, selbst die Eigenwerte bleiben bei orthogonalen Basiswechseln
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nicht erhalten. Bei der Angabe der Schermatrix mu¨ssen daher die dazugeho¨rige Basis des
Hyperraums und die Projektionsmatrizen beachtet werden. Durch geschickte Wahl von pi‖
und pi⊥ kann χ stets diagonalisiert werden.
Wie gesehen werden Approximanten mathematisch analog den Quasikristallen beschrieben:
Definition 3.8. Sei Q = (ρ˜, E‖) ein Quasikristall-Modellsystem. Eine lineare rein phaso-
nische Verschiebung sei gegeben durch die Schermatrix χ. Der Kristall oder Quasikristall,
der mit der gescherten Schnittebene und neuen, der Geometrie angepassten Atomfla¨chen
(siehe Abschnitt 3.4), erzeugt wird, heißt ein Approximant von Q.
Fu¨r ein Beispiel hierzu siehe Abbildung 3.2 im Fall eines Approximanten der Fibonacci-
Kette. In der Abbildung wird die quasiperiodische Fibonacci-Sequenz
. . . LSLLSLSLLSLLSLSLLS . . .
durch die periodische Sequenz
. . . SLLLSLLLSLLLSLL . . .
approximiert. Fu¨r periodische Approximanten schneidet E‖ das Hypergitter rational. Zur
Verdeutlichung ist in der Abbildung eine sehr große Scherung gewa¨hlt. Die Eintra¨ge von
χ sind in der Regel allerdings klein, wobei nicht festgelegt werden kann wie klein, damit
Approximanten die Struktur des Quasikristalls auch wirklich “approximiert”. Allgemein
gilt: Je kleiner die Verschiebung, desto a¨hnlicher ist die Struktur des Approximanten der
des Quasikristalls.
3.4 Atombereiche
Bei den bisherigen U¨berlegungen wurden die d⊥-dimensionalen Atomfla¨chen A immer un-
vera¨ndert gelassen. Beim Konstruktionsprozess von Approximanten wu¨rden dadurch aller-
dings einzelne Atome verloren gehen, wa¨hrend andere hinzu kommen, wie in Abbildung 3.3
gezeigt. Zur Beschreibung von ortsabha¨ngigen phasonischen Verschiebungen werden also
neue Atomfla¨chen beno¨tigt, die so gewa¨hlt sein mu¨ssen, dass sie bei der Projektion pi⊥approx
aufeinanderpassen. Im Spezialfall eines hyperkubischen Gitters mit Atomfla¨chen der Ge-
stalt A = pi⊥W d˜ als Projektion des Einheitswu¨rfels, sind die neuen Atomfla¨chen von der
Form pi⊥approxW
d˜.
Dieses Vorgehen la¨sst sich verallgemeinern: Verwende statt der Atomfla¨chen d˜-dimensionale
Atombereiche B ⊂ E‖ ⊕ E⊥, fu¨r die die Bedingung A = pi⊥B erfu¨llt ist, und fixiere die
Atombereiche an je einem Hyperraumpunkt, dem Fixierpunkt des Atombereichs. Als Fi-
xierpunkt kann zum Beispiel der Mittelpunkt oder ein Eckpunkt des Atombereichs ver-
wendet werden. Die Menge aller Atombereiche und Fixierpunkte besitzt die Translations-
symmetrie des Hypergitters Γ˜. Die Konstruktion eines Quasikristalls oder Approximanten
mit der gescherten Schnittebene E‖ erfolgt nun folgendermaßen:
3.4. ATOMBEREICHE 37
PSfrag replacements
E‖
E⊥
E‖
pi⊥x˜
pi‖x˜
χpi‖x˜pi⊥approxx˜
A
A¯
S
L
S
S¯
W 2
Ez11
Ez22
Ez33
Ez44
Ez55
Wt1
Wt2
Wt3
Wt4
t1 = (t1, t2, t3, t4, t5)
t2 = t1 + (0, 0, 0, 1, 0)
t3 = t1 + (0, 1, 0, 0, 0)
t4 = t1 + (0, 1, 0, 1, 0)
pi‖(t1)
pi‖(t2)
pi‖(t3)
pi‖(t4)
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g
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2
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y
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y
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x
2
(
1
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y
λ2
)
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),
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mz
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m1
−m1
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−m2
m3
−m3
m4
−m4
m5
−m5
Abbildung 3.1: Die Wirkung der Projektionen pi‖, pi⊥ und pi⊥approx und der Schermatrix χ
auf einen beliebigen Punkt x.
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Abbildung 3.2: Die Schnittebene von Approximanten entsteht aus E‖ durch die lineare
Verschiebung u˜(x). Die Abbildung zeigt einen Approximanten der Fibonacci-Kette. Die
neuen Atomfla¨chen entstehen als Projektion des Einheitsquadrats mit pi⊥approx. Sie sind
etwas kleiner als die alten.
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(i) Bestimme diejenigen Atombereiche, die von E ‖ geschnitten werden.
(ii) Projiziere fu¨r diese Atombereiche die Fixierpunkte mit pi‖ auf die ungescherte Schnit-
tebene E‖ des dazugeho¨rigen Quasikristalls.
Analog wie beim Formalismus der atomaren Hyperfla¨chen kann pro Elementarzelle des
Quasikristalls eine feste Anzahl B1, . . . ,Bn von Atombereichen pro Elementarzelle auftre-
ten. Die Menge aller Atombereiche entspricht dann den Translaten {Γ˜B1, . . . , Γ˜Bn}. Im
einfachsten Fall wa¨hlt man als Atombereiche Elementarzellen ZΓ˜ des Hypergitters, im Fall
des hyperkubischen Gitters   d˜ ist das der d˜-dimensionale Einheitswu¨rfel W d˜ = [0, 1)d˜,
siehe Abbildung 3.4. Es ist mo¨glich, fu¨r ein gegebenes Quasikristall-Modellsystem aus den
Atomfla¨chen die passenden Atombereiche und Fixierpunkte zu berechnen.
3.5 Approximanten ikosaedrischer Quasikristalle
Echt dreidimensionale Quasikristalle besitzen als verallgemeinerte Punktgruppe P
‖
ρ˜ eine
der Ikosaedergruppen Y und Yh. Die Punktsymmetriegruppe PΓ˜ des Hypergitters entha¨lt
daher eine   -Darstellung einer Ikosaedergruppe, in deren Zerlegung eine dreidimensio-
nale irreduzible
 
-Darstellung vorkommen muss. Darstellungen, die diese Eigenschaften
erfu¨llen, sind sechsdimensional. (Fu¨r na¨here Erla¨uterungen zu den Ikosaedergruppen siehe
Anhang B.) Das hyperkubische Gitter P6 =  
6 entha¨lt als Untergruppe die Darstellung
D
(3)
2u ⊕D(3)3u von Yh. Durch den Projektions- oder Schnittformalismus wird PΓ˜ je nach Wahl
der Schnittebene auf P
‖
ρ˜ = D
(3)
2u
∼= Yh beziehungsweise P ‖ρ˜ = D(3)3u ∼= Yh eingeschra¨nkt.
Legt man die Schnittebene wie in Abschnitt 2.5, so liegt die Darstellung D
(3)
2u vor, und die
verallgemeinerte Punktgruppe wird erzeugt von den Matrizen
a =


1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 −1
0 1 0 0 0 0
0 0 0 0 −1 0


, b =


0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 0 0 0 0 −1


,
c =


−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1


, (3.5)
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Abbildung 3.3: Verwendet man bei Orientierungsa¨nderung der Schnittfla¨che dieselben
Atomfla¨chen, so kann es passieren, dass in der Na¨he eines Flips Atome verloren gehen,
da die E‖ zwischen zwei Atomfla¨chen hindurchla¨uft (links), oder Atome hinzukommen, da
E‖ beide benachbarten Atomfa¨chen schneidet (rechts).
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{
x
2
(
1
|x| − pi2λ1 / arctan(
y
λ2
)
)
fu¨r y > 0 und |x| < 2λ1
pi
arctan( y
λ2
),
0 sonst.
b˜ = (0, 0, 1)
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Abbildung 3.4: Erzeugung eines Approximanten der Fibonacci-Kette mit den Atomberei-
chen W 2 und ihren Mittelpunkten als Fixierpunkten.
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die E‖ invariant lassen und die allgemeinen Relationen a5 = b2 = (ab)3 = c2 = 1, ac = ca
und bc = cb erfu¨llen. Die Operation der Matrizen im physikalischen Raum kann man
sich auch anhand von Abbildung 2.6 auf Seite 27 klar machen: Die Matrix a ist eine
72◦-Drehung um die Achse, die durch 1 verla¨uft, b eine 180◦-Drehung um die Achse, die
durch den Mittelpunkt der Strecke 12 verla¨uft und c die Inversion. Als Projektionsmatrizen
werden wie in (2.8) die der fu¨nfza¨hligen Drehung a angepaßten Matrizen verwendet:
pi‖ =
√
2
5

 0 cos(2pi
0
5
) cos(2pi 1
5
) sin(2pi 2
5
) cos(2pi 4
5
) − cos(2pi 3
5
)
1
2
√
5 1
2
1
2
1
2
1
2
−1
2
0 sin(2pi 0
5
) sin(2pi 1
5
) sin(2pi 2
5
) sin(2pi 4
5
) − sin(2pi 3
5
)

 ,
pi⊥ =
√
2
5

 0 cos(2pi
0
5
) cos(2pi 2
5
) sin(2pi 4
5
) cos(2pi 3
5
) − cos(2pi 1
5
)
−1
2
√
5 1
2
1
2
1
2
1
2
−1
2
0 sin(2pi 0
5
) sin(2pi 2
5
) sin(2pi 8
5
) sin(2pi 3
5
) − sin(2pi 1
5
)

 . (3.6)
Zur Konstruktion von Approximanten des ikosaedrischen Quasikristalls sind generell be-
liebige Scherungen mo¨glich. Experimentell stellt man aber fest, dass sie meist so erfolgen,
dass Teile der verallgemeinerten Punktgruppe erhalten bleiben. Im folgenden spielen zwei
Arten von Approximanten eine Rolle:
(i) Zweidimensional quasiperiodische Approximanten, die in einer Ebene quasiperiodisch
mit verallgemeinerter fu¨nfza¨hliger Symmetrie sind und in der Richtung senkrecht
dazu periodisch.
(ii) Periodische Approximanten, die sich von den quasiperiodischen Approximanten nur
in der Ebene, in der die Quasiperiodizita¨t auftritt, unterscheiden und in dieser Ebene
eine verallgemeinerte Spiegelsymmetrie aus der Ikosaedergruppe erhalten.
Ein Approximant (ii)-ter Art approximiert einen Approximanten (i)-ter Art. Eine Appro-
ximant (i)-ter Art kann als Zwischenform beim U¨bergang von einer ikosaedrischen zu einer
periodischen Struktur angesehen werden.
3.5.1 Approximanten (i)-ter Art
Bei der Scherung der Schnittebene zur Konstruktion von Approximanten (i)-ter Art muss
eine verallgemeinerte fu¨nfza¨hlige Symmetrie erhalten bleiben. Dies sei die Symmetrie, die
durch die Matrix a bestimmt ist.
Satz 3.9. Die Schermatrix eines Approximanten (i)-ter Art, der die verallgemeinerte
fu¨nfza¨hlige Symmetrie a besitzt, hat bei Verwendung der Projektionsmatrizen (3.6) mit
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den Scherparametern py und qy folgende Gestalt:
χ =


0 0 0
0 −τ py − 2τqy
τpy + 2qy
0
0 0 0

 mit py, qy ∈   teilerfremd. (3.7)
Beweis. Die Matrix a hat zwei rational invariante Unterra¨ume U1 und U2. Der Unterraum
U1 ist erzeugt von (1, 0, 0, 0, 0, 0) und (0, 1, 1, 1, 1,−1). Beide Unterra¨ume zerfallen weiter in
je zwei reell invariante Unterra¨ume. Der zweidimensionale Raum U1 ist die direkte Summe
der beiden orthogonalen Geraden U
‖
1 = U1 ∩E‖ und U⊥1 = U1 ∩E⊥. Der vierdimensionale
Raum U2 ist die direkte Summe der beiden orthogonalen Ebenen U
‖
2 = U2 ∩ E‖ und
U⊥2 = U2 ∩ E⊥. In den Ebenen operiert a als Drehung, in den Geraden als Identita¨t.
Um die Fu¨nfza¨hligkeit beizubehalten, muss a auch die gescherte Schnittebene E ‖ invariant
lassen. Diese besteht daher aus U
‖
2 und einem eindimensionalen Unterraum aus U1, erzeugt
von einem Vektor der Form (py − qy, qy, qy, qy, qy,−qy) mit den Koeffizienten py − qy und
qy in der oben angegebenen Basis. Die Scherung spielt sich also vollsta¨ndig im Raum U1
ab. Die Projektionsmatrizen in (3.6) sind so gewa¨hlt, dass der Vektor in der zweiten Zeile
(y-Richtung im Parallelraum) jeweils U
‖
1 beziehungsweise U
⊥
1 erzeugt und die Vektoren
der ersten und dritten Zeile U
‖
2 beziehungsweise U
⊥
2 . Geschert wird also der Vektor in der
mittleren Zeile von E‖ in Richtung des Vektors in der mittleren Zeile von E⊥. Somit hat
χ nur an der mittleren Position einen Eintrag ungleich Null. Eine Basis von E ‖ ist gegeben
durch die Basismatrix
A =


0 py − qy 0
cos(2pi 0
5
) qy sin(2pi
0
5
)
cos(2pi 1
5
) qy sin(2pi
1
5
)
cos(2pi 2
5
) qy sin(2pi
2
5
)
cos(2pi 4
5
) qy sin(2pi
4
5
)
− cos(2pi 3
5
) −qy − sin(2pi 35)


. (3.8)
Damit der Approximant senkrecht zur fu¨nfza¨hligen Achse periodisch ist, mu¨ssen die Scher-
parameter py und qy ganzzahlig sein. Mit Gleichung (3.4) erha¨lt man das obige Ergeb-
nis.
Damit die Scherung klein bleibt, mu¨ssen die Eintra¨ge von χ klein sein: py
qy
≈ 2τ . Die Folgen
Fn+1
Fn
und 3Fn+Fn−1
3Fn−1+Fn−2
= Fn+1+2Fn
2Fn+1−Fn konvergieren gegen τ und bilden die besten approximie-
renden Bru¨che (Anhang C) und mo¨gliche Werte fu¨r 1
2
py
qy
. Beachtet man Satz 2.5, so wird
im ersten Fall
χ22 = −τ py − 2τqy
τpy + 2qy
= −τ Fn+1 − τFn
τFn+1 + Fn
= −(−1)nτ−2n (3.9)
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und analog im zweiten Fall χ22 = (−1)nτ−2n. Mo¨gliche Eintra¨ge in der Schermatrix sind
also χ22 = ±τ−2n, n ∈   . Die Periodenla¨nge senkrecht zur fu¨nfza¨hligen Achse ist
ay = ‖pi‖(py − qy, qy, qy, qy, qy,−qy)‖d‖ =
∣∣∣∣√2
(
1
2
py +
1
τ
qy
)∣∣∣∣
=
{ √
2τn im ersten Fall,√
2
√
5τn im zweiten Fall.
(3.10)
3.5.2 Approximanten (ii)-ter Art
Beim U¨bergang vom ikosaedrischen Quaskristall zum fu¨nfza¨hligen Approximanten (i)-ter
Art spielt sich die Umordnung im physikalischen Raum parallel zur y-Achse ab, beim
weiteren U¨bergang zum Approximanten (ii)-ter Art senkrecht dazu. Dabei wird eine ver-
allgemeinerte Spiegelsymmetrie parallel zur y-Achse beibehalten. Dies ist die Spiegelung
an der Ebene senkrecht zur z-Achse, gegeben im Hyperraum durch (zur Veranschaulichung
siehe Abbildung 2.6 rechts):
Sz = a
3ba2ba3bc =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 −1
0 0 1 0 0 0
0 0 0 −1 0 0


. (3.11)
Satz 3.10. Die Schermatrix eines Approximaten (ii)-ter Art, der die verallgemeinerte
Spiegelsymmetrie Sz besitzt und aus einem Approximaten (i)-ter Art durch Umordnung
in der Ebene senkrecht zur y-Achse entsteht, hat bei Verwendung der Projektionsmatrizen
(3.6) mit den Scherparametern pi und qi folgende Gestalt:
χ =


−τ px − τqx
pxτ + qx
0 0
0 −τ py − 2τqy
pyτ + 2qy
0
0 0
pz − τqz
pzτ + qz

 mit pi, qi ∈   teilerfremd. (3.12)
Beweis. Nach Voraussetzung liegt (py − qy, qy, qy, qy, qy,−qy) in der Schnittebene. Auf die-
sem Vektor stehen die unter Sz invarianten Unterra¨ume U1 und U2 senkrecht, wobei U1
erzeugt wird von (0, 2, 0,−1, 0, 1) und (0, 2,−1, 0,−1, 0) und U2 von (0, 0, 1, 0,−1, 0) und
(0, 0, 0, 1, 0, 1). Auf U2 operiert s als Spiegelung, auf U1 als Identita¨t. Damit die Schnittebe-
ne invariant unter s ist, muss je ein Vektor aus U1 und aus U2 in ihr liegen. Die Basismatrix
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von E‖ ist
A =


0 py − qy 0
2qx qy 0
px − qx qy pz
−px qy qz
px − qx qy −pz
px −qy qz


. (3.13)
Wegen der Periodizita¨t mu¨ssen die Scherparameter pi und qi ganzzahlig sein. Mit Gleichung
(3.4) folgt das obige Ergebnis.
Gute approximierende Bru¨che fu¨r τ sind gegeben durch die Folgen Fn+1
Fn
und Fn+1+2Fn
2Fn+1−Fn . Wie
im vorherigen Abschnitt erha¨lt man dann die spezielle Form der Schermatrix:
χ =

 ∓(−1)
nxτ−2nx 0 0
0 ∓(−1)nyτ−2ny 0
0 0 ∓(−τ)(−1)nzτ−2nz

 mit ni ∈   . (3.14)
Das Pluszeichen gilt fu¨r Approximanten der ersten Folge, das Minuszeichen fu¨r Approxi-
manten der zweiten Folge. Die Gitterkonstanten (Periodenla¨ngen in Richtung der Koordi-
natenachsen) sind in der allgemeinen Form
ai =
√
2


∣∣px + 1τ qx∣∣∣∣1
2
py +
1
τ
qy
∣∣√
1
5
(τ + 2)
∣∣pz + 1τ qz∣∣

 (3.15)
und speziell fu¨r die beiden obigen Folgen
ai =
√
2


τnx
τny√
1
5
(τ + 2)τnz

 und ai = √2√5


τnx
τny√
1
5
(τ + 2)τnz

 . (3.16)
3.5.3 Zehnza¨hlige Symmetrie und Summengitter
Die experimentell gefundenen Approximanten ikosaedrischer Quasikristalle, speziell die
Gitterkonstanten und die Position und Anordnung gro¨ßerer Atomcluster lassen sich mit
dem sechsdimensionalen kubischen Hypergitter nicht exakt erkla¨ren, wie im folgenden Ka-
pitel gezeigt wird. Zudem stimmen die verallgemeinerten Punktgruppen realer Strukturen
nicht mit der aus dem Modell bestimmten Gruppe u¨berein:
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(i) Die Approximanten (i)-ter Art besitzen eine verallgemeinerte fu¨nfza¨hlige Symmetrie.
Die experimentell gefundenen zweidimensional quasiperiodischen Strukturen besitzen
jedoch eine verallgemeinerte zehnza¨hlige Symmetrie. Aus diesem Grund werden diese
auch dekagonale Quasikristalle genannt.
(ii) Die Approximanten (ii)-ter Art besitzen eine verallgemeinerte Spiegelsymmetrie senk-
recht zur z-Achse. Die experimentell gefundenen periodischen Approximanten besit-
zen allerdings drei senkrecht aufeinander stehende verallgemeinerte Spiegelsymme-
trien.
Die Spiegelungen senkrecht zu den Koordinatenachsen in E‖ sind im Hyperraum gegeben
durch die Matrizen
Sx =
1
5


5 0 0 0 0 0
0 −3 2 2 2 −2
0 2 2 2 −3 −2
0 2 2 2 2 3
0 2 −3 2 2 −2
0 −2 −2 3 −2 2


, Sy =
1
5


5 0 0 0 0 0
0 3 −2 −2 −2 2
0 −2 3 −2 −2 2
0 −2 −2 3 −2 2
0 −2 −2 −2 3 2
0 2 2 2 2 3


(3.17)
und die Matrix Sz aus (3.11), fu¨r die gilt: SxSy = −Sz. Es bietet sich daher an, statt
dem Hypergitter Γ˜, das Summengitter oder DSC-Gitter [13] Γ˜S = Γ˜ ∪ SyΓ˜ zu verwen-
den. Das Summengitter ist invariant unter einer Ikosaedergruppe und zusa¨tzlich unter den
Spiegelungen Sx und Sy. Es besitzt die zehnza¨hlige Symmetrie
D =
1
5


5 0 0 0 0 0
0 2 2 2 2 3
0 2 2 2 −3 −2
0 −3 2 2 2 −2
0 2 2 −3 2 −2
0 −2 3 −2 −2 2


, mit D2 = a. (3.18)
Das Untergitter, das auf dem invarianten Unterraum U der Drehung D liegt, wird aufge-
spannt von den beiden Vektoren u˜1 = (1, 0, 0, 0, 0, 0) und u˜2 =
1
5
(0, 1, 1, 1, 1,−1). Letzterer
ist ein Vektor des Summengitters, da (
  −Sy)(0, 1, 0, 0, 0, 0) = 2u˜2. Die Matrix Sy operiert
auf U als Spiegelung. Liegt ein beliebiger Vektor (py, qy/5, qy/5, qy/5, qy/5,−qy/5) von U
in E‖, so kann wie in Satz 3.9 die Schermatrix und daraus die Periodenla¨nge in y-Richtung
berechnet werden. Fu¨r die Periodenla¨nge erha¨lt man
ay =
1
2
√
2
(
py +
1
5
√
5qy
)
. (3.19)
Die Periodenla¨ngen in den anderen Richtungen bleiben durch die Verwendung des Sum-
mengitters unvera¨ndert.
Kapitel 4
Al-Pd-Mn-Quasikristalle und deren
Approximanten
Nachdem in den letzten Kapiteln die theoretischen Grundlagen zur Beschreibung der Struk-
tur von Quasikristallen und Approximanten erla¨utert wurden, sollen diese nun am Beispiel
verschiedener Phasen des Aluminium-Palladium-Mangan-Systems angewendet werden. Das
Al-Pd-Mn-System zeichnet sich dadurch aus, dass es eine ikosaedrische Phase, zwei zwei-
dimensional quasiperiodische dekagonale Phasen und eine Vielzahl periodischer Approxi-
manten aufweist, was zu einem recht komplexen Phasendiagramm fu¨hrt.
Um die Atompositionen in der ikosaedrischen Phase zu erkla¨ren, wurde von Boudard mit
experimentellen Methoden ein Modell fu¨r die Atomfla¨chen aufgestellt, das von Katz und
Gratias theoretisch weiterentwickelt wurde. Im Modell ist der Quasikristall aufgebaut aus
einem Geru¨st aus ikosaedrischen Clustern, die allein einen Großteil der auftretenden Atome
ausmachen. Unter Beschra¨nkung auf die Anordnung der Atomcluster wurden Approximan-
ten (i)-ter und (ii)-ter Art der ikosaedrischen Phase konstruiert und mit den experimentell
gefundenen Strukturen verglichen. Dabei zeigt sich, dass sich mit der Theorie der Appro-
ximanten die experimentellen Phasen senkrecht zur verallgemeinerten zehnza¨hligen Achse
sehr gut beschrieben lassen. Parallel zu dieser Achse unterscheiden sich jedoch Theorie und
Experiment, hier scheint zusa¨tzlich zur Scherung der Schnittebene ein weiterer Effekt eine
Rolle zu spielen.
4.1 Phasendiagramm
In einem thermodynamischen System, das aus mehreren Elementen (den Komponenten)
besteht, die nicht miteinander chemisch reagieren, ko¨nnen sich je nach Temperatur, Druck
und Zusammensetzung unterschiedliche Phasen bilden. Hierbei versteht man unter einer
Phase einen Bereich mit gleichen chemischen und physikalischen Eigenschaften und glei-
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chem Gehalt der Komponenten. Feste Phasen sind zum Beispiel kristallin oder quasikris-
tallin. Durch die Bestimmung der Phasengrenzen erha¨lt man das Phasendiagramm des
Systems.
Ein terna¨res System, wie Al-Pd-Mn, besitzt bei konstantem Druck drei thermodynami-
sche Variablen: die Temperatur und die Konzentrationen zweier Komponenten (die drit-
te ist dadurch festgelegt). Wird das Phasendiagramm dreidimensional dargestellt, dann
sind Gebiete gleicher Phase durch Phasenfla¨chen getrennt. Die Phasenfla¨che unterhalb der
Phase, in der das System noch vollsta¨ndig flu¨ssig ist, wird Liquidusfla¨che genannt. Je Pha-
se, die unterhalb der Liquidusfla¨che entsteht, wird diese in Phasenbereiche eingeteilt, die
durch Linien getrennt sind. Die Linien heißen entsprechend der dabei auftretenden Pha-
senu¨berga¨nge eutektisch oder peritektisch. Die Projektion der Liquidusfla¨che und ihrer
eutektischen/peritektischen Linien in Richtung der Temperaturachse eignet sich zu Veran-
schaulichung des Erstarrungsvorgangs (zu weiteren Details siehe Abschnitt 5.7 in [37]).
Die in der Literatur vorhandenen Phasendiagramme des Al-Pd-Mn-Systems [2, 35, 36, 55]
unterscheiden sich in Details voneinander, was an der Vielzahl der teilweise sehr a¨hnlichen
Phasen liegt. Es sind nicht alle auftretenden Phasen identifiziert und die Umwandlungs-
prozesse zwischen ihnen sind nicht gut bekannt. Abbildung 4.1 zeigt die Projektion der
Liquidusfla¨che von Al-Pd-Mn im Bereich hoher Al Konzentration, in dem quasiperiodische
Phasen auftreten. Eingezeichnet sind die ikosaedrische Phase, die periodischen Approxi-
manten T, R, ξ, ξ′ und einige meist bina¨ren Phasen. Die Phasen sind voneinander getrennt
durch Linien mit Pfeilen, die in Richtung fallender Temperatur zeigen. Ein einzelner Pfeil
markiert eine eutektische Linie, ein Doppelpfeil eine peritektische Linie.
4.2 Die ikosaedrische Phase
Das Al-Pd-Mn-System ist das erste terna¨re System, in dem sowohl eine thermodynamisch
stabile ikosaedrische Phase, als auch eine stabile dekagonale Phase entdeckt wurde. Die
ikosaedrische Phase wurde erstmals in [89] beschrieben. Wie Abbildung 4.1 zeigt, entsteht
sie beim Abku¨hlen aus der Schmelze mit Konzentration Al68−69.5Pd20.3−23.2Mn8−10.2. Zur
Beschreibung der Struktur mit Hilfe der Konstruktionsverfahren aus Kapitel 2 mu¨ssen die
Atomfla¨chen der Elemente angegeben werden. Aus Daten von Ro¨ntgen- und Neutronen-
streuexperimenten kann geschlossen werden, dass das Hypergitter kubisch fla¨chenzentriert
(F6) ist mit Gitterkonstante a = 0.645 nm. Die Atomfla¨chen sitzen auf:
(i) geraden Gitterpunkten {(z1, . . . , z6) |
∑
i zi = 0 mod 2}, bezeichnet mit n0,
(ii) ungeraden Gitterpunkten {(z1, . . . , z6) |
∑
i zi = 1 mod 2}, bezeichnet mit n1,
(iii) geraden raumzentrierten Punkten {( 1
2
+z1, . . . ,
1
2
+z6) |
∑
i zi = 0 mod 2}, bezeichnet
mit bc0,
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Abbildung 4.1: Projektion der Liquidusfla¨che im Al-reichen Bereich des Al-Pd-Mn-Systems
(oben). Die markierten Bereiche begrenzen die Projektionen der Phasenbereiche der festen
Phasen im Gleichgewicht (unten). [55]
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(iv) ungeraden raumzentrierten Punkten {( 1
2
+ z1, . . . ,
1
2
+ z6) |
∑
i zi = 1 mod 2}, be-
zeichnet mit bc1.
Trotz großer Anstrengungen ist es aber noch nicht gelungen, ein Modell zu entwickeln,
das mehr als 90% der Atome korrekt erkla¨rt, da es keine einfache Methode gibt, die Form
der Atomfla¨chen aus dem Beugungsbild zu bestimmen, und andere experimentelle Unter-
suchungen aufgrund fehlender Translationssymmetrie schwierig sind. In erster Na¨herung
ko¨nnen die Atomfla¨chen durch Kugeln in E⊥ angena¨hert werden [14]. Zur vollsta¨ndigen
Beschreibung werden Bereiche der Atomfla¨chen entsprechend der chemischen Zusammen-
setzung des Quasikristalls Elementen zugeordnet:
(i) ein Mn-Kern (a¨ußerer Radius 0.52a, wobei a die Gitterkonstante des sechsdimensio-
nalen Gitters ist) und eine Al-Schale (Radius 1.64a) auf n0,
(ii) ein Mn-Kern (Radius 0.83a), eine Pd-Zwischenschale (Radius 1.26a) und eine a¨ußere
Al-Schale (Radius 1.55a) auf n1,
(iii) eine Pd-Vollkugel (Radius 0.71a) auf bc0,
(iv) eine kleine (Radius 0.3a) oder nicht vorhandene Al-Vollkugel auf bc1.
Dieses Modell erzeugt allerdings keine physikalischen Quasikristalle im Sinne von Definition
2.2, da die Atomfla¨chen im Hyperraum nicht aufeinanderpassen. Ein anderes Modell, das zu
einem physikalischen Quasikristall fu¨hrt, stammt von Katz und Gratias [49]. Hierbei werden
Variationen des Triakontaeders, der als Projektion des sechsdimensionalen Einheitswu¨rfels
entsteht, als Atomfla¨chen verwendet:
(i) ein um den Faktor τ vergro¨ßertes Triakontaeder zentriert auf n0,
(ii) ein um den Faktor τ vergro¨ßertes Triakontaeder mit abgeschnittenen Ecken zentriert
auf n1,
(iii) ein um den Faktor τ verkleinertes Triakontaeder zentriert auf bc0,
(iv) keine Atomfla¨che auf bc1.
Dabei sind beim zweiten Triakontaeder die Ecken abgeschnitten, um unphysikalisch kurze
Atomabsta¨nde zu vermeiden. Beachte, dass eine Vergro¨sserung oder Verkleinerung der
Atomfla¨chen um den Faktor τ aufgrund der Selbsta¨hnlichkeit des kubisch fla¨chenzentrierten
Hypergitters (Abschnitt 2.6) mo¨glich ist. Die Atomfla¨chen sind Projektionen des mit Miko
beziehungsweise M−1iko transformierten Einheitswu¨rfels.
Wird ein Atom durch eine kleine Atomfla¨che auf bc0 ausgewa¨hlt, so werden auch eini-
ge der umliegenden Atome mit gro¨ßeren Atomfla¨chen auf n0 und n1 mit ausgewa¨hlt, da
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Abbildung 4.2: Ein Schnitt durch den ikosaedrischen Quasikristall, erzeugt mit den Atom-
fla¨chen von Katz. Gezeigt ist eine vollbesetzte Ebene. Die Struktur kann grob beschrieben
werden als ein Geru¨st von bc0-Clustern, bestehend aus zwei Atomschalen. Die Cluster sind
entweder isoliert, oder beru¨hren sich auf einer Fla¨che ihrer a¨ußeren Schalen. [49]
die Projektion pi⊥ der kleinen Atomfla¨che vollsta¨ndig in der Projektion einiger der großen
Atomfla¨chen liegt. bc0-Atome bilden daher die Mittelpunkte von ikosaedrischen Atomclus-
tern und der Quasikristall kann als Anordnung dieser Cluster plus der Zwischenatome
angesehen werden. Die Cluster liegen auf Ebenen parallel zur y-Achse. Die Ebenen haben
als Grundstruktur alle dasselbe Tiling aus Clustern. Es ist jedoch unterschiedlich stark
besetzt. Eine maximal besetzte Ebene ist in Abbildung 4.2 gezeigt. Sie wird im folgenden
als vollbesetzte Ebene bezeichnet. Die Grundstuktur ist aufgebaut aus fu¨nf verschiedenen
Tiles: einem Pentagon (P), einem Nonagon (N), einem Dekagon (D) und einem U-Tile
(U), siehe Abbildung 4.4. Da durch die Cluster allein ungefa¨hr 80% aller Atome abgedeckt
werden, reicht es fu¨r eine grobe Beschreibung der Struktur, die Positionen der Cluster zu
bestimmen.
In Abbildung 4.3 sind die Clusterpositionen in fu¨nf aufeinanderfolgenden Ebenen ange-
ordnet. Der minimale Abstand zweier benachbarter Cluster entlang der eingezeichneten
Linien betra¨gt l1.6 =
1
5
√
10
√
τ + 2a = 0.78 nm. Außer der ersten Ebene rechts oben tau-
chen teilbesetzte Ebenen auf. Auch Approximanten sind aus voll- oder teilbesetzten Ebenen
aufgebaut.
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Abbildung 4.3: Clusterpositionen in fu¨nf aufeinanderfolgenden Ebenen in der quasiperiodi-
schen Phase. Sich beru¨hrende Cluster sind mit Linien verbunden. Das erste Bild zeigt die
Lage der Ebenen senkrecht zur zweiza¨hligen Achsen. Die Ebenen liegen bei: y = 0.0 nm,
y = −0.41 nm, y = −0.66 nm, y = −1.07 nm und y = −1.73 nm.
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Außer der hier behandelten ikosaedrischen Phase treten sogenannte modulierte Phasen auf.
Dabei wird die ikosaedrische Phase, das heißt die Schnittfla¨che im Hyperraum, moduliert.
Die U¨berstrukturen F2 [44] und F2M [1] haben Modulationsla¨ngen von bis zu 29.5 nm.
4.3 Dekagonale Phasen
Dekagonale Phasen sind in einer Ebene quasiperiodisch mit verallgemeinerter zehnza¨hli-
ger Symmetrie und periodisch senkrecht dazu. Sie ko¨nnen als Approximanten (i)-ter Art
angesehen werden. Ihnen kann ein Scherparameter χ22, wie in Abschnitt 3.5.1 gezeigt,
zugeordnet werden. Sie sind ebenso wie die ikosaedrische Phase zu einem großen Teil aus
bc0-Clustern aufgebaut. Die theoretische Beschreibung beschra¨nkt sich auf die Bestimmung
der Clusterpositionen.
Dazu Verwendet man ein F6-Gitter und als Atombereiche (siehe Abschnitt 3.4) sechsdi-
mensionale um τ deflationierte Einheitswu¨rfel Miko[0, 1)
6. Diese sind mit den Atomfla¨chen
der bc0-Cluster von Katz und Gratias vertra¨glich. Fu¨r den Gridformalismus wa¨ren jedoch
die Verwendung von nicht-deflationierten Einheitswu¨rfeln einfacher. Hierzu kann man sich
eines Tricks bedienen: Erzeugt man statt mit χ22 einen Approximanten mit −τ 2χ22, dann
vergro¨ßert sich die Periodizita¨t in y-Richtung von ay auf τay. Werden gleichzeitig die Atom-
bereiche um τ inflationiert, so erha¨lt man wieder den urspru¨nglichen Approximanten.
Die Clusteranordnung in dekagonalen Phasen wird somit erzeugt mit dem F6-Gitter, den
verschobenen Einheitswu¨rfeln [0, 1)6 als Atombereiche und dem Scherparameter −τ 2χ22.
4.3.1 Die 1.6 nm dekagonale Phase
Eine dekagonale Phase mit einer Periodizita¨t von ay ≈ 1.6 nm und der chemischen Zusam-
mensetzung Al75Pd20Mn5 wurde erstmals von Tsai [90] gefunden. Sie ist thermodynamisch
nicht stabil und entsteht bei Abschreckung der Schmelze. Diese wird dazu auf einen schnell
rotierenden kalten Zylinder gespritzt, wo sie mit Raten um 106 Ks−1 abku¨hlt. Aufgrund
der Herstellungsbedingungen ist die Qualita¨t der so erhaltenen Quasikristalle allerdings
nicht sehr gut.
Ein atomares Modell wurde entwickelt von Sun und Hiraga [86]. In diesem ist der dekago-
nale Quasikristall aufgebaut aus identischen 1.6 nm hohen Atomsa¨ulen (Abbildung 4.5).
Ihre Anordnung in der quasiperiodischen Ebene entspricht der Clusteranordnung in einer
vollbesetzten Ebene der ikosaedrischen Phase. Dekagonale Quasikristalle ko¨nnen als Ap-
proximanten (i)-ter Art der ikosaedrischen Phase angesehen werden. Die Periodizita¨t wird
approximiert durch χ22 = −τ 2 in (3.9): ay =
√
10τa = 3.30 nm, wobei sie durch Umord-
nung in y-Richtung auf 1.65 nm halbiert wird. Berechnet man damit die Clusteranordnung,
so erha¨lt man wie im Experiment die vollbesetzten Ebenen senkrecht zur y-Achse. U¨ber-
einanderliegende Ebenen sind gegeneinander verschoben, wohingegen sie im Experiment
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Abbildung 4.4: Bausteine der dekagonalen Tilings sind: Dekagon, U-Tile, Nonagon, Hexa-
gon und Pentagon mit 0.78 nm Kantenla¨nge (oben), Dekagon, Stern, Boot und Hexagon
mit 0.66 nm Kantenla¨nge (unten).
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Abbildung 4.5: Schematische Darstellung der Atomsa¨ulen mit 1.2 nm und 1.6 nm Periodi-
zita¨t. Diese bilden ein Grundgeru¨st der beiden dekagonalen Phasen. Die ausgefu¨llten Kreise
entsprechen Pd oder Mn, die leeren Kreise Al. Darunter sind die Projektionen entlang der
Symmetrieachse gezeigt. [86]
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exakt identisch aufeinanderliegen. Die Anordnung der Ebenen in y-Richtung wird somit
nicht korrekt wiedergegeben.
Alternativ kann das Summengitter aus Abschnitt 3.5.3 verwendet werden [53]. Mit den
Scherparametern py = 0 und qy = 8 ergibt sich aus (3.19) eine Periodizita¨t von ay =
4
5
√
10a = 1.63 nm. Die Beschreibung mit Hilfe des Summengitters erkla¨rt auch das Aufein-
anderfolgen der Atomschichten besser: Im Experiment werden acht a¨quidistante Schichten
gefunden.
4.3.2 Die 1.2 nm dekagonale Phase
Eine dekagonale Phase mit Periodizita¨t ay ≈ 1.2 nm wurde von Beeli gefunden [7]. Sie ist
bei 800◦C thermodynamisch stabil und kann durch Aufheizen der ikosaedrischen Phase ent-
stehen. Ein atomares Modell wurde entwickelt von Hiraga und Sun [41]. Analog zum 1.6 nm
dekagonalen Quaskiristall ist sie aufgebaut aus identischen 1.2 nm hohen Atomsa¨ulen.
Die Anordnung der Atomsa¨ulen kann mit Hilfe der hochauflo¨senden Elektronenmikrosko-
pie (HREM) beobachtet werden. Hierbei werden Elektronenwellen an du¨nnen Kristallfo-
lien gestreut, wodurch ein Beugungsbild entsteht. Dieses wird u¨ber eine Elektronenlinse
zu einem Strukturbild transformiert. Das Strukturbild entspricht der stark vergro¨sserten
Streuamplitude des Quasikristalls. Bereiche mit identischer atomarer Umgebung werden im
Strukturbild gleich dargestellt (Weitere Informationen zu HREM auch in Bezug auf Qua-
sikristalle gibt es in [79].) In Abbildung 4.6 befinden sich helle Punkte an den Positionen
der Atomsa¨ulen. Diese sind meist in Dekagonen angeordnet. Die Anordnung der Dekagone
wiederum ha¨ngt von der chemischen Zusammensetzung des Quasikristalls ab, die in einem
weiten Bereich Al68−70Pd10−16Mn16−20 variieren kann. Bei niedrigem Pd-Anteil und hohem
Mn-Anteil treten weniger Dekagone auf.
Die Periodizita¨t wird approximiert durch χ22 = −τ 4 in (3.9): ay =
√
2τ 2a = 2.39 nm,
wobei sie durch Umordnung in y-Richtung auf 1.19 nm halbiert wird. Damit la¨sst sich
allerdings die Anordnung der Atomsa¨ulen nicht gut erkla¨ren. Besser eignet sich χ22 = τ
−2.
Berechnet man damit die Clusteranordnung, so erha¨lt man eine kompliziertere Struktur
wie beim 1.6 nm dekagonalen Quasikristall, es tauchen teilbesetzte Ebenen auf. Zwei der
teilbesetzten Ebenen bilden zusammen eine Doppelebene im Abstand 1
5
√
10a = 0.41 nm,
wie in Abbildung 4.7 oben links in Projektion gezeigt. Die großen Kreise und dicken Ver-
bindungslinien geho¨ren zur einen Ebene, die kleinen Kreise und du¨nnen Linien zur anderen.
Die Kantenla¨nge der Linien betra¨gt wie beim ikosaedrischen Quasikristall 0.78 nm. Verbin-
det man die Cluster, die in der Projektion den kleinsten Abstand haben, so erha¨lt man das
Tiling oben rechts. Die eingezeichneten Verbindungen zwischen den Clustern besitzen eben-
falls eine La¨nge von 0.78 nm, verlaufen allerdings nicht senkrecht zur Beobachtungsrich-
tung. Ihre projizierte La¨nge betra¨gt nur l1.2 =
1
5
√
10τa = 0.66 nm. Das entstehende Tiling
ist aufgebaut aus achtza¨hligen Booten (B’), zehnza¨hligen Sternen (S’) und sechsza¨hligen
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langgestreckten Hexagonen (H’). Ein Boot und zwei Hexagone bilden zusammen ein Deka-
gon (D’). In der Abbildung Mitte links ist das Innere der Dekagone entfernt. Das Tiling hat
sehr starke A¨hnlichkeit mit der HREM-Aufnahme des Quasikristalls bei hohen Pd-Anteil
(Abbildung 4.6 unten). Bei niedrigerem Pd-Anteil scheinen u¨berlappende Dekagone nicht
stabil zu sein, denn sie werden wie in der Mitte rechts gezeigt in Boote und Hexagone
zerlegt. Dabei ko¨nnen die Dekagone so zerlegt werden, dass die U¨berstruktur, die entsteht,
wenn man die Mittelpunkte der Dekagone verbindet, einer um τ 3 inflationierten Version
einer vollbesetzten Ebene entspricht (unten links). Die im Experiment beobachteten Qua-
sikristalle besitzen allerdings eine zufa¨llige Anordnung der Dekagone (unten rechts). Dieses
Tiling beschreibt den Quasikristall bei niedrigem Pd-Anteil gut (Abbildung 4.6 oben). Die
Anordnung der Dekagone ist auf eine langwellige Variation der phasonischen Verschiebung
zuru¨ckzufu¨hren, welche zu einer Umordnung der Dekagone fu¨hrt.
Bei Verwendung des Summengitters mit den Scherparametern py = 0 und qy = 6 ergibt
(3.19) eine Periodizita¨t von ay =
3
5
√
10a = 1.22 nm. Im Experiment werden sechs a¨quidi-
stante Schichten beobachtet.
Zusammenfassend la¨sst sich feststellen, dass die Clusteranordnung in den dekagonalen Qua-
sikristallen in Ebenen senkrecht zur y-Achse mit der Theorie der Approximanten gut er-
kla¨rt werden kann, wenn man sie als Approximanten der ikosaedrischen Phase annimmt.
Die korrekte Anordnung der Ebenen entlang der y-Achse erha¨lt man jedoch damit nicht.
Eine Mo¨glichkeit zur Erkla¨rung wa¨re die Verwendung des Summengitters. Es ist nicht klar,
wie und mit welchen Atomfla¨chen das Summengitter dekoriert werden muss. Eine exakte
Theorie fu¨r den Aufbau senkrecht zur y-Achse gibt es bisher nicht.
4.3.3 Quasiperiodische Phasen der bina¨ren Systeme
In den bina¨ren Systemen Al-Mn und Al-Pd wurden ebenfalls quasiperiodische Phasen ge-
funden, die allerdings thermodynamisch metastabil sind und nur durch Abschrecken aus
der Schmelze entstehen. Sie geho¨ren zu den ersten experimentell gefunden Quasikristallen
u¨berhaupt. Entdeckt wurde ein ikosaedrischer Al-Mn-Quasikristall [78], ein 1.2 nm deka-
gonaler Al-Mn-Quasikristall [8], ein 1.6 nm dekagonaler Al-Pd-Quasikristall [66] sowie ein
eindimensionaler Al-Pd-Quasikristall [18], vergleichbar der Fibonacci-Kette. Die Struktu-
ren der dekagonalen bina¨ren Quasikristalle sind dabei a¨hnlich zu der des terna¨ren Systems.
4.4 Periodische Phasen
Fu¨r die beiden dekagonalen Quasikristalle wurde eine Vielzahl von stabilen oder metasta-
bilen Approximanten entdeckt. Einige davon sind in Tabelle 4.1 zusammengefaßt.
Von Sun und Hiraga wurden experimentelle Beobachtungen zur strukturellen Umordnung
von dekagonalen zu periodischen Phasen und umgekehrt durchgefu¨hrt [84,85]. Dabei wurde
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Abbildung 4.6: HREM-Aufnahmen der 1.2 nm dekagonalen Phase mit Zusammensetzung
Al70Pd10Mn20 (oben) und Al68Pd16Mn16 (unten). Die hellen Ringe entsprechen den Deka-
gonen aus Abbildung 4.7. [87]
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Abbildung 4.7: Positionen der Atomsa¨ulen in der 1.2 nm dekagonalen Phase. Erla¨uterungen
siehe Text.
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festgestellt, dass die Umordnung senkrecht zur verallgemeinerten zehnza¨hligen Achse des
dekagonalen Quasikristalls (y-Achse) stattfindet und die Atomsa¨ulen auf andere Positionen
verschoben werden. Die periodischen Approximanten ko¨nnen daher als Approximanten (ii)-
ter Art angesehen werden, und ihnen kann eine Schermatrix und Scherparameter wie in Satz
3.10 zugeordnet werden. In der Tabelle sind diese Werte, sowie die Gitterparameter und
die chemischen Zusammensetzungen angegeben, wobei letztere nur ungenau bestimmt sind
und auch die Gitterkonstanten je nach Quelle etwas schwanken. Die mit (3.15) berechneten
Gitterkonstanten stimmen gut mit den gemessenen u¨berein.
Die aufgefu¨hrten Approximanten sind terna¨re Approximanten der dekagonalen Quasikris-
talle. Zusa¨tzlich sind eine Vielzahl bina¨rer Approximanten des Al-Mn- und Al-Pd-Systems
bekannt, auf die hier allerdings nicht eingegangen wird. Erwa¨hnt seien nur die Al3Pd-
Phase [67] und die Al3Mn-Phase [40], die strukturell mit der ξ
′-Phase beziehungsweise der
T -Phase verwandt sind. Weitere sind in [55] tabelliert.
Die Clusteranordnung in den periodischen Phasen wird analog wie diejenige in den deka-
gonalen Phasen erzeugt mit dem F6-Gitter, den verschobenen Einheitswu¨rfeln [0, 1)
6 als
Atombereiche und den Scherparametern −τ 2χ11, −τ 2χ22 und −τ 2χ33.
4.4.1 Approximanten des 1.6 nm dekagonalen Quasikristalls
Die Anordnung der Atomsa¨ulen senkrecht zur y-Achse kann mit Hilfe der Theorie der
Approximanten erkla¨rt werden. Fu¨r die fu¨nf Approximanten mit ay = 1.6 nm sind die
berechneten Tilings in Abbildung 4.8 dargestellt. Die entsprechenden Strukturen auf den
HREM-Bildern zeigt Abbildung 4.9.
Thermodynamisch stabil sind nur die ξ- und die ξ ′-Phase. Die Struktur dieser beiden Pha-
sen wurde auf atomarer Basis mit kristallographischen Methoden bestimmt [15]. Es stellt
sich heraus, dass entlang der Atomsa¨ulen zwei sogenannte Pseudo-Mackay-Cluster ange-
ordnet sind. Dies sind hochsymmetrische ikosaedrische Cluster mit erho¨hter Stabilita¨t. Eine
Umwandlung der beiden Phasen ineinander kann thermodynamisch oder unter mechani-
scher Belastung [53] erfolgen. Eine ausfu¨hrliche Untersuchung dieses Pha¨nomens wurde
von Beraha [9, 10] durchgefu¨hrt. Dabei kann die Umwandlung vollsta¨ndig im Hyperraum
erkla¨rt werden. Sie entspricht einer Scherung der Schnittebene.
Weiterhin fu¨r die folgende Arbeit von Bedeutung sind die ξ ′n-Phasen. Diese bestehen aus
Reihen, in denen abwechselnd Nonagone und Pentagone vorkommen. Dazwischen befindet
sich Hexagonereihen, angeordnet wie in der ξ ′-Phase. Die Zahl der Hexagon-Reihen betra¨gt
n−1. Die am ha¨ufigsten beobachtete Phase ist diejenige mit n = 2, fu¨r die in der Literatur
auch die Bezeichnung Ψ verwendet wird [52], gefolgt von derjenigen mit n = 3. Phasen
mit n ≥ 4 wurden bisher nicht entdeckt. Es ist mo¨glich, dass sie sich durch Bewegung
der Pentagone/Nonagone zu Phasen mit n ≤ 3 umordnen. Hierfu¨r ko¨nnte eine attraktive
Wechselwirkung der Nonagon/Pentagon-Reihen verantwortlich sein.
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Das Dekagon und das U-Tile werden in Approximanten nicht beobachtet. Es ist daher
wahrscheinlich, dass sie energetisch ungu¨nstig sind. Dies wu¨rde die Instabilita¨t der 1.6 nm
dekagonalen Phase erkla¨ren.
4.4.2 Approximanten des 1.2 nm dekagonalen Quasikristalls
Die Anordnung der Atomsa¨ulen mit ay = 1.2 nm kann wiederum mit der Theorie der
Approximanten erkla¨rt werden. Die entsprechenden Tilings zeigt Abbildung 4.10, fu¨r ei-
nige HREM-Bilder siehe Abbildung 4.9. Ein wichtiges Merkmal der Mikroskopbilder sind
zehnza¨hlige Ringkontraste. Diese entsprechen den kleinen Dekagonen (D’).
Thermodynamisch stabil sind nur die T- und die R-Phase. Die Atompositionen dieser bei-
den Phasen wurden mit kristallographischen Mitteln bestimmt [54]. Die Atomsa¨ulen sind
nun aus anderen (unbenannten) ikosaedrischen Clustern aufgebaut. Eine thermodynami-
sche Umwandlung der beiden Phasen ineinander ist ebenfalls mo¨glich und mit Hilfe des
Hyperraums erkla¨rbar [9, 11].
Ho¨here Approximanten zeichnen sich durch die Anordnung der kleinen Dekagone aus. Sie
sind in Reihen oder schlangenfo¨rmig (S-Phase) angeordnet. Die R’-Phase ist aufgebaut aus
Reihen von Dekagonen, die nicht mit Hilfe des Tilings erkla¨rt werden ko¨nnen. Zwischen
den Dekagonen tauchen unvollsta¨ndige Tiles auf. Zwischen den Dekagon-Reihen befinden
sich drei Reihen der R-Phase. Sterne und Boote werden nur zusammen mit Dekagonen
beobachtet. In Abbildung 4.11 befindet sich ein großer Ausschnitt der dekagonalen Phase.
An deren Ra¨nder geht sie in die Approximanten T und R u¨ber, wobei nach außen hin die
Dichte der Dekagone abnimmt. Als Zwischenphase ko¨nnen ho¨here Approximanten wie die
τ 2-R-Phase beobachtet werden. T- und R-Phase treten in fu¨nf verschiedenen Orientierun-
gen auf.
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Bez. Gitterkonstante Schermatrix Scherparameter Zusammensetzung Ref.
ax [nm] ay [nm] az [nm] χ11 χ22 χ33 (px/qy,
1
2
py/qy, pz/qz) Al [%] Pd [%] Mn [%]
I 68-69.5 20.3-23.2 8-10.2 [89]
D1.6 1.6 (1.65) −τ−2 (3/1) 75 20 5 [86]
ξ 1.48 (1.48) 1.66 (1.65) 2.03 (2.03) τ−2 −τ−2 τ−5 (1/1, 3/1, 2/1) 73-74 21.6-23 4-4.4 [2]
ξ′ 2.35 (2.39) 1.66 (1.65) 1.23 (1.26) −τ−4 −τ−2 −τ−3 (2/1, 3/1, 1/1) 73.5 22.4 4.1 [2, 15]
ξ′′ 2.35 (2.39) 1.66 (1.65) 4.47 (4.54) −τ−4 −τ−2 −τ−5 (2/1, 3/1, 4/3) 75 20 5 [80, 86]
ξ′2 2.35 (2.39) 1.66 (1.65) 5.7 (5.80) −τ−4 −τ−2 5−4τ5τ+4 (2/1, 3/1, 5/4) 72.6 22.9 4.5 [57, 80]
ξ′3 2.35 (2.39) 1.66 (1.65) 8.2 (8.31) −τ−4 −τ−2 7−6τ7τ+6 (2/1, 3/1, 7/6) 72.6 22.9 4.5 [80]
ξ′n (2.39) (1.65) (0.78+2.51n) −τ−4 −τ−2 (2n+1)−2nτ(2n+1)τ+2n (2/1, 3/1, 2n+1/2n)
D1.2 1.2 (1.19) −τ−4 (2/1) 68-70 10-16 16-20 [7]
T 1.47 (1.48) 1.25 (1.19) 1.26 (1.26) τ−2 −τ−4 −τ−3 (1/1, 2/1, 1/1) 72.3 6 21.7 [2, 54]
R 2.39 (2.39) 1.24 (1.19) 0.78 (0.78) −τ−4 −τ−4 τ−1 (2/1, 2/1, 1/0) 78.6 5.7 15.6 [2]
τ 2-R 6.25 (6.25) 1.24 (1.19) 2.03 (2.03) −τ−8 −τ−4 τ−5 (5/3, 2/1, 2/1) [27, 97]
R’ 2.37 (2.39) 1.24 (1.19) 2.80 (2.81) −τ−4 −τ−4 τ−3 (2/1, 2/1, 3/1) [27]
S 3.78 (3.86) 1.24 (1.19) 5.1 (5.32) τ−6 −τ−4 τ−9 (3/2, 2/1, 5/3) [62]
Tabelle 4.1: Einige der bisher beobachteten periodischen Approximanten des terna¨ren Al-Pd-Mn-Systems. In Klammer ste-
hen die berechneten Gitterkonstanten. Statt py ist
1
2
py eingetragen, da die Bru¨che
px
qx
, py
2qy
und pz
qz
die Zahl τ approximieren.
Zum Vergleich sind die ikosaedrische Phase I und die dekagonalen Phasen D1.6 und D1.2 eingetragen.
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Abbildung 4.8: Approximanten der 1.6 nm dekagonalen Phase. Von links oben nach rechts
unten: D1.6, ξ, ξ
′, ξ′′, ξ′2 und ξ
′
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Abbildung 4.9: HREM-Bilder einiger Approximanten. Von links oben nach rechts unten:
ξ′, ξ, τ 2-R und R’ [27].
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Abbildung 4.10: Approximanten der 1.2 nm dekagonalen Phase. Von links oben nach rechts
unten: D1.2, T, R, τ
2-R, R’ und S. In der R’-Phase werden experimentell Dekagone beob-
achtet. Diese Anordnung ist nicht mit Hilfe des Tilings mo¨glich. In der Mitte eingezeichnet
sind die beobachteten Dekagone.
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Abbildung 4.11: HREM-Aufnahme der dekagonalen 1.2 nm Phase entlang der zehnza¨hligen
Achse. Am Rand haben sich periodische Phasen gebildet. Rechts oben ko¨nnen die T-
und die R-Phase, sowie ho¨here Approximanten beobachtet werden. Das Beugungsbild der
dekagonalen Phase ist ebenfalls gezeigt [27].
64 KAPITEL 4. AL-PD-MN-QUASIKRISTALLE UND DEREN APPROXIMANTEN
Kapitel 5
Elastizita¨tstheorie und Versetzungen
Mechanische Eigenschaften von Kristallen ko¨nnen im Kontinuumsbild mit der Elastizita¨ts-
theorie unter Verwendung von Vektorfeldern beschrieben werden. Kra¨fte fu¨hren zu Va-
riationen in den phononischen Verschiebungsfeldern. Eine Erweiterung der elementaren
Elastizita¨tstheorie auf Quasikristalle ist mit Hilfe der phasonischen Freiheitsgrade ohne
weiteres mo¨glich. Es wird in Abschnitt 5.2 gezeigt, welchen Einfluss die Punktsymmetrie
des Kristalls, beziehungsweise die verallgemeinerte Punktsymmetrie des Quasikristalls, auf
die auftretenden Vektorfelder hat. Durch Zerlegung der auftretenden Darstellungen der
Punktgruppe nach irreduziblen Darstellungen la¨sst sich auf einfache Weise die Zahl der
unabha¨ngigen elastischen Konstanten bestimmen.
Unstetigkeitsstellen in den Vektorfeldern, die Symmetrien der Festko¨rper brechen, werden
als mechanische Defekte bezeichnet. Zur mathematischen Klassifikation von Defekten er-
weist sich der Begriff der Homotopie aus der Topologie als geeignet, mit dessen Hilfe auch
eine Untersuchung von Defekten in einer Vielzahl von andersartigen physikalischen Situa-
tionen mo¨glich ist. Eine kurze Einfu¨hrung in die topologische Defektklassifikation wird
in Abschnitt 5.3 gegeben. Dabei wird allerdings vorausgesetzt, dass der mathematischen
Formalismus der Topologie bekannt ist. Eine gute U¨berblick u¨ber die Topologie bietet das
Lehrbuch von Ja¨nich [45], zu topologischen Defekten siehe [82, 88].
Mechanische topologische Defekte, welche die Translationssymmetrie des Kristall brechen,
werden Versetzungen genannt. Im zweiten Teil dieses Kapitels wird gezeigt, dass sich der
Begriff der Versetzungen auch auf Quasikristalle verallgemeinern la¨sst [81]. Versetzungs-
bewegungen und Versetzungsreaktionen beeinflussen die mechanischen Eigenschaften von
Quasikristallen entscheidend, und die phasonischen Freiheitsgrade fu¨hren zu einem neuarti-
gen, charakteristischen plastischen Verhalten mit einem spo¨de-duktil-U¨bergang bei deutlich
ho¨heren Temperaturen als dies bei kristallinen Legierungen der Fall ist [91].
Zur Erzeugung von quasiperiodischen Tilings mit (und ohne) Versetzungen wurde ein ei-
genes Programm entwickelt. Zur Funktionsweise des Programms siehe Anhang D.
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5.1 Klassische Elastizita¨tstheorie
Die Untersuchung von elastischen Materialverformungen ist meist nicht mehr auf atomarer
Ebene mo¨glich. Statt dessen bedient man sich kontinuierlicher Vektorfelder und betrachtet
die Materie als Kontinuum. Das ist eine gute Na¨herung, wenn die zu untersuchenden Effekte
sich auf La¨ngenskalen abspielen, die groß gegenu¨ber den mittleren Atomabsta¨nde sind, was
in der Regel der Fall ist. Plastische Verformungen, welche die innere Struktur eines Ko¨rpers
so umwandeln, dass er nach Wegnahme der Kra¨fte nicht mehr in den Ursprungszustand
zuru¨ckkehrt, und Effekte wie Risse oder Diffusion ko¨nnen nicht beschrieben werden.
In der Eulerschen Betrachtungsweise heftet man an einen d-dimensionalen Ko¨rper ein Ko-
ordinatensystem an, das bei einer elastischen Verformung eine in der Zeit stetigen Trans-
formation, beschrieben durch das zeitabha¨ngige Vektorfeld ξ(x, t) :
  d×   →   d, erfa¨hrt.
Zu einem fest gewa¨hlten Zeitpunkt t = t0 wirken keine a¨ußeren Kra¨fte auf den Ko¨rper ein,
und er sei mechanisch im Gleichgewicht. Es bietet sich dann an, die Verformungen durch
die Koordinaten relativ zur Gleichgewichtskonfiguration mit dem Verschiebungsfeld
u(x, t) = ξ(x, t)− ξ(x, t0) (5.1)
zu beschreiben. Das Verschiebungsfeld kann in eine Taylorreihe entwickelt werden, wobei
bei kleinen Verformungen ho¨here Terme vernachla¨ssigt werden ko¨nnen. In der linearen
Na¨herung spielt nur der Gradient ∇u = ∇u(x, t) eine Rolle. Er kann zerlegt werden in
einen symmetrischen und einen antisymmetrischen Anteil:
(∇u)Sij =
1
2
(∂jui + ∂iuj) = ij, (5.2)
(∇u)Aij =
1
2
(∂jui − ∂iuj).
Im folgenden wird bei Tensorern ho¨herer Stufe die Indexschreibweise unter Ausnutzung
der Einsteinschen Summenkonvention verwendet. Die freie elastische Energiedichte F ist
eine Funktion des Verschiebungsfeldes, ha¨ngt aber nicht von homogenen Verschiebungen
ab. In linearer Na¨herung ist sie nur vom Gradienten ∇u abha¨ngig. Die symmetrischen
Komponenten ij beschreiben Form- und Volumena¨nderungen, wa¨hrend die antisymmetri-
schen Komponenten Rotationen beschreiben, welche die elastische Energie nicht a¨ndern.
Sie ist daher gegeben durch
F = F () =
1
2
Cijklijkl. (5.3)
Der Hookesche Tensor Cijkl entha¨lt Materialkonstanten, von denen aufgrund von Symme-
triebedingungen im allgemeinsten Fall 21 physikalisch unabha¨ngig sind. Besitzt der Ko¨rper
Punktsymmetrien, so erniedrigt sich diese Zahl. Im Speziallfall eines vollsta¨ndig isotropen
Ko¨rpers hat man die minimale Anzahl von zwei unabha¨ngigen elastischen Konstanten, den
Lame´-Konstanten. ij heißt Greenscher Verzerrungstensor. In differenzieller Schreibweise
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ist die Energiedichte dF = σij d ij, wenn man als thermodynamisch konjugierte Gro¨ße
den Spannungstensor
σij =
∂F
∂kl
= Cijklij (5.4)
einfu¨hrt. Diese Beziehung, die Spannung und Verzerrung miteinander verknu¨pft, heißt
Hookesches Gesetz.
5.2 Erweiterung fu¨r Quasikristalle
Wie in Abschnitt 3.1 erla¨utert, ist die Verschiebung bei Quasikristallen ein Hyperraum-
vektor, der zerlegt werden kann in einen phasonischen Anteil im physikalischen Raum E‖
und einen Anteil im Orthogonalraum E⊥:
u˜(x, t) = u‖(x, t) + u⊥(x, t). (5.5)
Die freie elastische Energiedichte F ist nun eine Funktion der phononischen Verzerrungen
ij ∈   d‖×d‖ und der phasonischen Verzerrungen χij ∈   d⊥×d‖ mit
ij =
1
2
(∂iu
‖
j + ∂ju
‖
i ),
χij = ∂iu
⊥
j , (5.6)
η =
(

χ
)
.
Da einerseits homogene Verschiebungen die Energiedichte invariant lassen (Satz 3.7), ande-
rerseits Rotationen in E⊥ aber nicht, ha¨ngt F auch vom antisymmetrischen Anteil der pha-
sonischen Verzerrung ab. Die beiden Anteile der Verzerrungen werden im verallgemeinerten
Greenschen Verzerrungstensor ηαj ∈   d˜×d‖ zusammengefasst. Als Konvention seien griechi-
sche Indizes fu¨r Koordinaten im Hyperraum gewa¨hlt. (Die Notation fu¨r Verzerrungen bei
der Konstruktion von Approximanten in Kapitel 3 stimmt mit der hier verwendeten u¨be-
rein.) Es tauchen nun auch phasonische Materialkonstanten, sowie Kopplungskonstanten
zwischen phasonischer und phononischer Verzerrung auf. Alle Materialkonstanten stehen
im Hookeschen Tensor Cαjγl, womit die elastische Energiedichte in quadratischer Na¨herung
die Form
F = F (η) =
1
2
Cαjγlηαjηγl (5.7)
besitzt. Durch Ableitung erha¨lt man den verallgemeinerten Spannungstensor σαj und das
Hookesche Gesetz
σαj =
∂F
∂ηγl
= Cαjγlηαj. (5.8)
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Die Zahl der unabha¨ngigen Komponenten des Hookeschen Tensors la¨sst sich im klassischen
Fall, wie auch bei Quasikristallen mit Hilfe der Darstellungstheorie [82, 88] bestimmen.
Hierzu betrachtet man das Transformationsverhalten der elastischen Tensoren unter der
verallgemeinerten Punktsymmetriegruppe P
‖
ρ˜ des Quasikristalls. Sie mu¨ssen sich nach einer
irreduziblen Darstellung oder einer direkten Summe mehrerer irreduzibler Darstellungen
transformieren.
Die Berechnung der unabha¨ngigen Komponenten des Hookeschen Tensors soll am Beispiel
des ikosaedrischen Quasikristalls mit Punktsymmetriegruppe Yh exemplarisch durchgefu¨hrt
werden. Zuerst wird das Transformationsverhalten der Verschiebungsvektoren u‖ und u⊥
bestimmt. Wie in Abschnitt 3.5 behandelt, transformiert sich u‖ und auch ∇ nach der
Darstellung D
(3)
2u und u
⊥ nach der Darstellung D(3)3u . Damit ergibt sich mit der Clebsch-
Gordon-Zerlegung fu¨r die Transformation der Verzerrungstensoren:
 = (∇u‖)S transformiert sich nach
[
D
(3)
2u ⊗D(3)2u
]S
= D
(1)
1g ⊕D(5)5g ,
χ = ∇u⊥ transformiert sich nach D(3)2u ⊗D(3)3u = D(4)4g ⊕D(5)5g ,
η = ⊕ η transformiert sich nach D(1)1g ⊕D(4)4g ⊕D(5),15g ⊕D(5),25g .
(5.9)
Die Energiedichte transformiert sich als Skalar nach der Eins-Darstellung D
(1)
1g . Da die
vollsta¨ndige Kontraktion zweier Tensoren nur dann einen Skalar ergibt, wenn sich beide
nach derselben Darstellung transformieren, folgt aus (5.7), dass sich der Hookesche Tensor
C gleich transformiert wie η⊗η. Unter Verwendung der symmetrieangepaßten Tensorbasis
fu¨r den Verzerrungstensor hat der Hookesche Tensor C eine besonders einfache Gestalt,
da Elemente der Tensorbasen zu unterschiedlichen Darstellungen nicht vermischt werden
du¨rfen:
η =
(
(1g), 
(5g)
1 , . . . , 
(5g)
5 , χ
(4g)
1 , . . . , χ
(4g)
4 , χ
(5g)
1 , . . . , χ
(5g)
5
)t
,
F =
1
2
ηtC η,
C(15×15) =


λ1
  (1×1) 0(1×4) 0(1×5) 0(1×5)
0(4×1) λ2
  (4×4) 0(4×5) 0(4×5)
0(5×1) 0(5×4) λ3
  (5×5) λ5
  (5×5)
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
 . (5.10)
Der Hookesche Tensor besitzt fu¨r ikosaedrische Quasikristalls fu¨nf unabha¨ngige Kompo-
nenten: zwei phononische (λ1, λ2), zwei phasonische (λ3, λ4) und eine Kopplungskonstante
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(λ5). Die elastische Energie la¨sst sich zerlegen in F = Fphon + Fphas + Fkoppl mit
Fphon =
1
2
λ1
(
(1g)
)2
+
1
2
λ2
∑
i
(

(5g)
i
)2
,
Fphas =
1
2
λ3
∑
i
(
χ(4g)
)2
+
1
2
λ4
∑
i
(
χ
(5g)
i
)2
, (5.11)
Fkoppl =
1
2
λ5
∑
i
(

(5g)
i χ
(5g)
i
)
.
Fu¨r dekagonale Quasikristalle verla¨uft die Rechnung analog. Auch hier treten fu¨nf un-
abha¨ngige elastische Konstanten auf: zwei phononische, zwei phasonische und eine Kopp-
lungskonstante.
5.3 Topologische Defekte
Ein struktureller Defekt in einem geordneten Medium ist eine elementare Sto¨rung der
Ordnung, die sich nicht lokal beheben la¨sst und physikalisch nicht weiter in Teilsto¨rungen
zerlegt werden kann. Viele strukturelle Defekte in geordneten Medien lassen sich mit Me-
thoden der algebraischen Topologie [45,83] behandeln und klassifizieren und werden dann
topologische Defekte genannt. Hierzu mu¨ssen Medium und Defekte folgende Bedingungen
erfu¨llen:
(i) Fu¨r das Medium muss ein Ordnungsparameterraum V existieren, so dass jedem
Punkt x ∈ ΩM ⊂   d des Mediums je nach phyikalischem Zustand des Mediums an
diesem Punkt ein Element des Ordnungsparameterraums zugeordnet werden kann.
Ausnahmen bilden die Defekte selbst, die die Defektmenge ΩD ⊂ ΩM bilden. Die
Zuordnung f : ΩM \ ΩD → V wird Ordnungsparameter genannt.
(ii) Der Ordnungsparameterraum muss eine topologische Struktur besitzen, so dass f
stetig ist. Er ist dann ein topologischer Raum. Auf ΩD muss f unstetig sein.
(iii) Physikalische Prozesse, die bei der Bildung der Defekte eine Rolle spielen, mu¨ssen zu
stetigen Deformationen im Ordnungsparameter fu¨hren.
(iv) Umgekehrt muss es zu jeder stetigen Deformation einen solchen Prozess geben.
Sind die obigen Bedingungen erfu¨llt, so ist eine vollsta¨ndige topologische Klassifikation der
Defekte mo¨glich:
Definition 5.1. Betrachte in einem Medium, das den Raum ΩM einnimmt und mit Ord-
nungsparametern aus dem Ordnungsparameterraum V beschrieben wird, zwei topologische
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Defekte mit den Ordnungsparametern f1 : Ω
M \ ΩD1 → V und f2 : ΩM \ ΩD2 → V . Es
sei ΩD1 ⊂ ΩD2 . Die Defekte heißen topologisch a¨quivalent, wenn es eine stetige Abbildung
h : ΩM \ΩD2 ×[0, 1] → V gibt mit h(x, 0) = f1(x) und h(x, 1) = f2(x) fu¨r alle x ∈ ΩM \ΩD2 .
Die Bedingung ΩD1 ⊂ ΩD2 stellt dabei keine Einschra¨nkung an die Defekte, da sie durch
stetige Verformung einer Defektmenge und Verschiebung eines Defekts stets erfu¨llt werden
kann. Anders formuliert sagt die Definition aus: Zwei Defekte sind topologisch a¨quiva-
lent, wenn der Ordnungsparameter des einen stetig in den Ordnungsparameter des an-
deren deformiert werden kann. In der Sprache der Topologie ausgedru¨ckt: f1|Ω2 und f2
sind homotop. Die Abbildung h heißt Homotopie und die A¨quivalenzklassen der Defekte
entsprechend Homotopieklassen. Eine Defektklassifikation entspricht der Bestimmung der
Homotopieklassen.
Sei nun ΩM einfach zusammenha¨ngend, das heißt stetig zu
  d verformbar. Man sagt dann:
ΩM und
  d sind homo¨omorph. Außerdem sei ΩD homo¨omorph zu
  n. Es liegen also im
einfachsten Fall Punktdefekte (n = 0) oder Liniendefekte (n = 1) vor. Beide Annahmen
sind fu¨r Defekte in physikalischen Strukturen erfu¨llt, wenn nur ein Teilstu¨ck einer Verset-
zung und ein Teilmenge der Materie um dieses Teilstu¨ck betrachtet wird. Dadurch wird
die Bestimmung der Homotopieklassen enorm vereinfacht, da
  d \   n homo¨omorph zur
(d − n − 1)-dimensionalen Einheitsspha¨re Sd−n−1 = {x ∈   d−n | ‖x‖ = 1} ist und die
Homotopieklassen mit
  d \   n als Startraum von f identisch sind mit den Homotopieklas-
sen mit Sd−n−1 als Startraum. Letztere sind in der Topologie besonders gut untersucht.
Ohne weiter auf die Mathematik einzugehen sei noch erwa¨hnt, dass auf ihnen sogar in
kanonischer Weise eine Gruppenoperation definiert werden kann. Die Menge der Homo-
topieklassen zum Startraum Sr und Zielraum V mit dieser Gruppenoperation wird als
Homotopiegruppe pir(V ) bezeichnet. Zusammenfassend gilt:
Satz 5.2. n-dimensionale topologische Defekte in einem d-dimensionalen Medium mit Ord-
nungsparameterraum V werden klassifiziert durch die Elemente der r-ten Homotopiegruppe
pir(V ) mit r = d− n − 1. Zwei Defekte sind genau dann topologisch a¨quivalent, wenn sie
in derselben Homotopieklasse liegen.
5.4 Versetzungen in Kristallen
Von außen an einen Ko¨rper angelegte Kra¨fte fu¨hren zu Verzerrungen, die sich durch Ver-
formungen bemerkbar machen. Wird die Kraft entfernt, so sagt die Elastizita¨tstheorie
voraus, dass die Verzerrungen verschwinden und der Ko¨rper seine Ausgangsgestalt wie-
der einnimmt. Dieses Verhalten ist fu¨r Festko¨rper bei kleinen angelegten Kra¨ften typisch.
Ha¨ufig ist ein Verformungsvorgang jedoch nicht vollsta¨ndig reversibel und es bleibt eine
plastische Verformung zuru¨ck. Dieser Effekt kann nicht mit der Elastizita¨tstheorie erkla¨rt
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werden, sondern nur mit der Erzeugung und Bewegung von Defekten. Speziell in peri-
odischen Kristallen heißen die fu¨r die Plastizita¨t verantwortlichen Defekte Versetzungen.
Andere Defekte, die bei plastischen Verformungen nur eine kleine Rolle spielen sind Zwi-
schengitteratome oder Gitterleerstellen.
Versetzungen sind Unstetigkeitsstellen im Verschiebungsfeld u(x), die die Translationssym-
metrie des Kristalls brechen und durch stetige Manipulation in u nicht behoben werden
ko¨nnen. Sie sind im Sinne des letzten Abschnitts topologische Defekte mit dem Verschie-
bungsfeld als Ordnungsparameter. Der Ordnungsparameterraum ist der Definitionsbereich
des Verschiebungsfelds. Aufgrund der Translationssymmetrie ist bei Kristallen eine Ver-
schiebung um u(x) jedoch nicht zu unterscheiden von einer Verschiebung um u(x) + t fu¨r
einen Gittervektor t ∈ Γ. Verschiebungsvektoren ko¨nnen daher nur einer Elementarzelle
Z gewa¨hlt werden, wobei Verschiebungsvektoren auf gegenu¨berliegenden Seitenfla¨chen von
Z miteinander identifiziert sind. Durch die Identifikation entsteht ein Torus, oder topolo-
gisch ausgedru¨ckt, der Quotientenraum
  d/Γ mit der dazugeho¨rigen Quotiententopologie.
Dieser Quotientenraum
  d/Γ ist der Ordnungsparameterraum. Nach Satz 5.2 werden Ver-
setzungen klassifiziert durch die Homotopiegruppen pid−n−1(
  d/Γ). Nun gilt:
pir(
  d/Γ) =
{
Γ fu¨r r = 1,
0 sonst.
(5.12)
Versetzungen in dreidimensionalen Kristallen sind also Liniendefekte und in zweidimensio-
nalen Kristallen Punktdefekte. Eine Versetzung kann topologisch klassifiziert werden durch
einen Gittervektor, den Burgersvektor b der Versetzung. Die Zuordnung erha¨lt man folgen-
dermaßen: Die Homotopieklasse und damit die Defektklasse sind eindeutig bestimmt durch
die Werte des Ordnungsparameters auf einem geschlossenen Kreis S1 der die Versetzungs-
linie einmal umrundet. Die Umlaufrichtung ist Konventionssache und spielt fu¨r die Theorie
keine Rolle, solange man sich an eine einheitliche Konvention ha¨lt. Der Burgersvektor la¨sst
sich berechnen mit Hilfe des Umlaufintegrals (Burgersumlauf):
b =
∮
S1
du. (5.13)
Er ist in dreidimensionalen Kristallen entlang der Defektlinie konstant. Zwei Spezialfa¨lle
von Versetzungen zeigt Abbildung 5.1. Weitere wichtige Eigenschaften von Versetzun-
gen, die unmittelbar aus den obigen U¨berlegungen folgen, seien hier nur in Stichpunkten
erwa¨hnt:
(i) Werden bei einem Burgersumlauf mehrere Versetzungen umschlossen, so addieren
sich die Burgersvektoren auf.
(ii) Als Liniendefekte ko¨nnen Versetzungen in dreidimensionalen Kristallen nur an Ober-
fla¨chen enden oder alternativ ringfo¨rmig geschlossen sein.
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Abbildung 5.1: Spezielle Versetzungen in dreidimensionalen kubischen Kristallen: Bei einer
Stufenversetzung stehen Burgersvektor und Versetzungslinie senkrecht aufeinander (links,
[51]). Bei einer Schraubenversetzung sind sie parallel (rechts, [42]).
(iii) Eine Versetzung kann sich in zwei oder mehrere Versetzungen aufspalten. Bei solchen
Versetzungsreaktionen muss der Summe der Burgersvektoren konstant bleiben.
Wie alle Defekte fu¨hren Versetzungen zu inneren Spannungen. Innerhalb einer Zylinders
mit Radius r0 um die Versetzung, dem Versetzungskern, muss die atomare Struktur des
Kristalls beru¨cksichtigt werden, und Rechnungen ko¨nnen oft nur noch numerisch durch-
gefu¨hrt werden. Außerhalb des Zylinders sind die Spannungen klein genug und die Ver-
setzung kann mit der linearen Elastizita¨tstheorie beschrieben werden. Die Berechnung des
Verschiebungsfelds geschieht am besten in Zylinderkoordinaten, wobei die z-Achse in Rich-
tung der Versetzungslinie gelegt ist. Im einfachsten Fall eines isotropen Ko¨rpers und einer
geraden Versetzung ist aufgrund der Symmetrie
u(r, θ, z) = b
θ
2pi
. (5.14)
Daraus lassen sich mit den Gleichungen (5.2) und (5.4) die Spannungen ausrechnen, wenn
der Hookesche Tensor bekannt ist. Wie die Verschiebungen sind auch Spannungen propor-
tional zum Betrag des Burgersvektors. Fu¨r die mit der Versetzung verbundene elastische
Linienenergiedichte gilt dann: F = c‖b‖2 mit einer Konstanten c. Ist der Ko¨rper nicht
isotrop, ha¨ngt die Verschiebung nichtlinear von θ und die Konstante c zusa¨tzlich von der
Richtung des Burgersvektors ab.
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5.5 Versetzungen in Quasikristallen/Approximanten
Als Ordnungsparameter in Quasikristallen dient das Verschiebungsfeld u˜(x) im Hyper-
raum. Der Ordnungsparameterraum ist
  d˜/Γ˜. Die damit erhaltenen topologischen Defekte
sind verallgemeinerte Versetzungen, charakterisiert durch einen Burgersvektor b˜ ∈ Γ˜ im
Hyperraum. Er la¨sst sich in eine phononische b‖ = pi‖b˜ ∈ E‖ und eine phasonische Kom-
ponente b⊥ = pi⊥b˜ ∈ E⊥ zerlegen:
b˜ = b‖ + b⊥ =
∮
S1
d(pi‖u˜) +
∮
S1
d(pi⊥u˜). (5.15)
Die Felder der Elastizita¨tstheorie werden durch die Symmetrie des Quasikristalls beein-
flusst. Fu¨r die Anwendung kann der Quasikristall aber im Fall der Ikosaedersymmetrie
na¨herungsweise als isotrop angesehen werden, zumal der rein phononische Teil des Hoo-
keschen Tensors dann dieselbe Gestalt wie derjenige eines isotropen Ko¨rpers hat [5]. Die
Isotropie wird durch den phasonischen Anteil gebrochen. Das Verschiebungsfeld einer gera-
den Versetzung hat die Form u˜(r, θ) = b˜ θ/2pi. Die Linienenergiedichte setzt sich zusammen
aus einem phononischen, einem phasonischen und einem Kopplungsteil mit Konstanten c1,
c2 und c3. Beru¨cksichtigt man die Symmetrie, dann ha¨ngen die Konstanten von der Rich-
tung des Burgersvektors ab [24]. Die Linienenergiedichte ist:
F = c1‖b‖‖2 + c2‖b⊥‖2 + c3‖b‖‖ · ‖b⊥‖. (5.16)
Eine Versetzung in einem zweidimensionalen Quasikristall mit Burgersvektor in senkrech-
ter Richtung ist in Abbildung 5.2 gezeigt. Der Versetzungskern sitzt in der Bildmitte.
Durch den phasonischen Anteil pi⊥u˜(r, θ) = b⊥θ/2pi der Verschiebung treten Flips und
Umordnungen im perfekten Tiling auf. Da b⊥ kein Vektor des Hypergitters ist, passt das
entstehende Tiling bei θ = 0 nicht aufeinander. Es entstehen zwei parallele Tilinglippen,
die durch den phononischen Anteil b‖ des Burgersvektors getrennt sind. In der Abbildung
links verlaufen sie vom Versetzungskern aus gesehen nach links. Durch die Verschiebung
pi‖u˜(r, θ) = b‖θ/2pi werden die Lippen zusammengefu¨hrt (in der Abbildung rechts). Der
Versetzungskern ist nun umgeben von einem isotropen Verzerrungsfeld mit phononischen
und phasonischen Komponenten (Vergleiche auch Anhang A.) Insbesondere ist das Tiling
unabha¨ngig von der Wahl der Richtung fu¨r θ = 0. In Abbildung 5.3 ist eine Versetzung in
der 1.6 nm dekagonalen Phase gezeigt. Der Burgersvektor liegt in der zehnza¨hligen Ebene
und verla¨uft von links unten nach rechts oben.
In Approximanten wird b˜ zerlegt in einen phononischen Anteil b‖ = pi‖b˜ ∈ E‖ und einen
phasonischen Anteil b⊥approx = pi
⊥
approxb˜ ⊥ E‖ senkrecht zur Schnittebene des Approximan-
ten. Nur die Anteile senkrecht zu E‖ fu¨hren im Tiling zu Flips. Im Gegensatz zu Quasi-
kristallen ist b˜ 6= b‖ + b⊥approx. In Approximanten sind nicht alle Burgersvektoren mit der
Tilingstruktur vertra¨glich, vergleiche hierzu Abbildung 5.4 und Abschnitt 6.4. Zur Ver-
tra¨glichkeit von Burgersvektoren in Approximanten mit der Tilingstruktur gibt es bisher
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Abbildung 5.2: Eine Versetzung im Penrose-Tiling. Die phasonische Verschiebung erzeugt
durch Umordnung der Tiles einen Schnitt im Tiling (links), der durch die phononische
Verschiebung geschlossen wird (rechts).
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Abbildung 5.3: Eine Versetzung im Tiling der 1.6 nm dekagonalen Phase. Die Umordnung
der Tiles (links) wird durch die phononische Verschiebung geschlossen (rechts).
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Abbildung 5.4: Versetzungen in der ξ ′2-Phase mit Burgersvektor (0, 2, 0,−2, 0, 0), links und
(0, 2,−2, 0, 0, 0), rechts. Im linken Bild ist die Versetzung mit dem Tiling vertra¨glich, im
rechten ist sie dies nicht.
keine Untersuchungen. Sie wird beeinflusst von der Orientierung der Schnittebene E ‖ und
der Form der Atomfla¨chen und kann nur fu¨r rationale Steigungen von E‖ gegenu¨ber den
Koordinatenhyperfla¨chen auftreten. Es ist wahrscheinlich, dass Burgersvektoren, die mit
dem Tiling vertra¨glich sind, auch energetisch gu¨nstiger sind.
Zur Erzeugung von Quasikristallen und Approximanten mit Versetzungen kann eine er-
weiterte Version des Gridformalismus eingesetzt werden. Da dieser jedoch bei großen Bur-
gersvektoren numerisch nicht mehr gut handhabbar ist, wurde auch ein neues iteratives
Verfahren entwickelt. Beide sind in Anhang D erla¨utert.
5.6 Versetzungsbewegung, Plastizita¨t
Plastische Verformungen entstehen in Kristallen durch die Bewegung von Versetzungen.
Beim Anlegen von Spannungen an den Oberfla¨chen wirkt auf die Versetzung eine Kraft, die
die Wanderung der Versetzungen durch den Kristall erzwingt, wie in Abbildung 5.5 darge-
stellt. Verla¨sst die Versetzung den Kristall, dann wurde der Kristall um den Burgersvektor
plastisch verformt.
Die durch den Burgersvektor und die Versetzungslinie (betrachte gerade Versetzungen) auf-
gespannte Ebene wird Gleitebene genannt. Es wird unterschieden zwischen der Bewegung
innerhalb der Gleitebene, dem Gleiten, und der Bewegung aus der Gleitebene heraus, dem
Klettern. Gleitbewegungen sind ohne Hinzufu¨gen oder Entfernen von Atomen mo¨glich,
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Abbildung 5.5: Gleitbewegung einer Stufenversetzung im einfach kubischen Gitter. Im rech-
ten Bild ist sie vollsta¨ndig durch den Kristall hindurchgewandert [23].
wohingegen Kletterbewegungen lokal am Ort der Versetzungslinie eine A¨nderung des Kris-
tallvolumens zur Folge haben. Um Klettern zu ermo¨glichen, mu¨ssen zusa¨tzliche Atome
oder Leerstellen zur Versetzung wandern. Da die hierzu erforderlichen Diffusionsprozesse
verha¨ltnisma¨ßig langsam ablaufen, stellt auch die Kletterbewegung einen relativ langsamen
Prozess dar, der aufgrund der Vergro¨ßerung der Diffusionskonstante mit steigender Tem-
peratur ebenfalls temperaturabha¨ngig ist. Die prima¨re Bewegungsart von Versetzungen ist
das Gleiten. Solange diese mo¨glich ist, la¨sst sich der Kristall plastisch verformen. Ist keine
Versetzungsbewegung mo¨glich – was auch bei sehr großer plastischer Verformung auftritt,
da sich dann die Versetzungen gegenseitig blockieren – dann bricht der Kristall.
In Quasikristallen wird die Gleitebene aufgespannt durch den phononischen Anteil b‖ des
Burgersvektors und die Versetzungslinie. Gleit- und Kletterbewegung ko¨nnen ebenfalls
unterschieden werden. Experimentell werden bei Quasikristallen jedoch auch Kletterbewe-
gungen von Versetzungen beobachtet [68] (vergleiche auch Abschnitt 7.2). Die Versetzung
eines Quasikristalls ist zusa¨tzlich von einem phasonischen Verschiebungsfeld umgeben, das
bei der Versetzungsbewegung mitgefu¨hrt werden muss. Die Mitfu¨hrung bewirkt Flips, also
Umordnungen im Tiling des Quasikristalls, die lokal mit der Bewegung von gro¨ßeren Atom-
clustern verbunden sind. Da die Umordnung verha¨ltnisma¨ßig langsam sind, la¨uft die pha-
sonische Verschiebung der Versetzungslinie hinterher. Es entsteht eine sogenannte Phason-
wand. Nach kurzer Zeit heilt diese jedoch diffusiv wieder aus (a¨hnlich dem Kondensstreifen
eines Flugzeugs). Die Halbwertszeit th der Ausheilung, und somit die Diffusionskonstante
der Phasonen, ist stark temperaturabha¨ngig und folgt dem Arrhenius-Gesetz
t−1h (T ) = t
−1
h,0 exp
(−∆H
kBT
)
(5.17)
mit einer Zeitkonstanten th,0 und der Aktivierungsenthalpie ∆H, die ein Maß fu¨r die Ener-
gie eines Phasonflips darstellt. kB ist die Boltzmannkonstante. Zahlenwerte fu¨r ikosaedri-
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Abbildung 5.6: Versetzungen in mit hoher Spannungen verformten ikosaedrischen Al-Pd-
Mn-Einkristallen bei ca. 750◦C. Wa¨hrend der Bewegung hinterlassen die Versetzungen
Phasonwa¨nde (links, [91]). Wartet man einige Zeit, dann verschwinden diese. Man erha¨lt
Versetzungen ohne Phasonwa¨nde (rechts, [92]).
sches Al-Pd-Mn wurden bestimmt von Feuerbacher [32]: th = 2.6·1020 s und ∆H = 4.3 eV.
Wenn die Phasonwa¨nde zu langsam ausheilen, wird die Bewegung der Versetzung behin-
dert. Dies fu¨hrt dazu, dass sich Quasikristalle bei niedrigen Temperaturen (bei ikosaedri-
schem Al-Pd-Mn unter 650◦C) spro¨de verhalten und bei Belastung brechen, da Versetzungs-
bewegungen nur eingeschra¨nkt mo¨glich sind, bei hohen Temperaturen (bei ikosaedrischem
Al-Pd-Mn u¨ber 650◦C) aber duktil sind und plastisch verformt werden ko¨nnen [91, 96].
Allgemein finde der spo¨de-duktil-U¨bergang in einem scharfen Temperaturbereich zwischen
ca. 75% und 90% der Schmelztemperatur statt [16].
Abbildung 5.6 zeigt Versetzungen und Phasonwa¨nde in einem Elektronenmikroskopbild,
die durch ein spezielles Kontrastverfahren sichtbar gemacht werden ko¨nnen [94]. Die Hellig-
keit wird dabei lokal entsprechend der Intensita¨t eines ausgewa¨hlten Bragg-Peaks gewa¨hlt.
An den Versetzungen (und den Phasonwa¨nden) sind die Bragg-Peaks verschoben. Sie er-
scheinen daher als dunkle Linien.
Durch Verwendung des rein phononischen Verschiebungsfeldes u = pi‖u˜ kann eine Phason-
wand auch im Tiling konstruiert werden (Abbildung 5.7). Grau hervorgehoben sind Tiles,
die im urspru¨nglichen Tiling nicht vorkommen. Sie befinden sich entlang der Bewegungs-
ebene der Versetzung.
5.7 Versetzungsreaktionen
Der Burgersvektor ist in Kristallen entlang der Versetzungslinie eine topologische Inva-
riante. Er kann sich nur bei Versetzungsreaktionen a¨ndern. Dabei spaltet sich eine Ver-
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Abbildung 5.7: Eine Phasonwand im Tiling der 1.6 nm dekagonalen Phase. Die Versetzung
senkrecht zur zehnza¨hligen Achse (Kreuz) ist von links nach rechts gewandert.
setzung mit Burgersvektor b in zwei oder mehrere Versetzungen mit Burgersvektoren bi,
i = 1, . . . , n auf. Alternativ kann auch eine Vereinigung von Versetzungen auftreten. Bei
Aufspaltung oder Vereinigung von Versetzungen folgt aus der topologischen Beschreibung,
dass der Burgersvektor erhalten bleiben muss:
b =
n∑
i=1
bi. (5.18)
Eine Versetzungsvereinigung findet nur dann statt, wenn sie energetisch gu¨nstig ist, das
heißt, wenn die Energie der entstehenden Versetzung kleiner als die Energie der urspru¨ng-
lichen Versetzungen ist: E <
∑n
i=1Ei. In der isotropen Na¨herung bedeutet das
‖b‖2 <
n∑
i=1
‖bi‖2. (5.19)
Umgekehrt wird sich eine Versetzung aufspalten, wenn dabei ein energetisch gu¨nstiger
Zustand erreicht werden kann. Die Ungleichung (5.19) wird auch als Franksche Regel be-
zeichnet. Aus ihr folgt, dass in isotropen Ko¨rpern als Burgersvektoren im Gleichgewicht
nur die kleinsten Gittervektoren auftreten.
In Quasikristallen kann eine verallgemeinerte Version der Frankschen Regel aufgestellt wer-
den [93, 95]. Es sind damit allerdings keine einfachen Aussagen u¨ber energetisch gu¨nstige
Burgersvektoren mo¨glich, da sich in Gleichung (5.16), die phononische und die phasonische
Konstante unterscheiden, zusa¨tzlich Kopplung auftritt und die Ikosaedersymmetrie beach-
tet werden muss. Die phasonischen elastischen Konstanten und die Kopplungskonstante
sind experimentell ungenau bekannt, da sie nur schwer gemessen werden ko¨nnen.
Kapitel 6
Die ξ-, ξ′- und ξ′n-Phasen
Die periodischen Approximanten der 1.6 nm dekagonalen Phase des Al-Pd-Mn-Systems
sind die ξ-, die ξ′- und die ξ′n-Phasen, die sich durch unterschiedliche Anordnungen von
Atomclustern senkrecht zur verallgemeinerten zehnza¨hligen Achse der dekagonalen Phase
unterscheiden (siehe Abschnitt 4.3.1). In diesem Kapitel wird die Struktur dieser Phasen im
Tilingbild na¨her untersucht. Dabei zeigt sich, dass der Aufbau mit zwei verschiedenen Arten
von Clusteranordnungen mo¨glich ist. Die ξ- und die ξ′-Phasen werden vollsta¨ndig beschrie-
ben durch hexagonale Clusteranordnungen, wa¨hrend fu¨r die ξ′n-Phasen zusa¨tzlich sogenann-
te Phasondefekte eine Rolle spielen. Sie entsprechen im Tiling einer Pentagon/Nonagon-
Kombination.
Obwohl diese Approximanten periodisch sind, macht sich die Verwandtschaft zu Quasi-
kristallen in ihren physikalischen Eigenschaften bemerkbar. So ko¨nnen zum Beispiel durch
mechanische Belastung phasonische Freiheitsgrade angeregt werden und Phasen sich durch
Variationen in der phasonischen Verschiebung ineinander umwandeln. Die besondere Be-
deutung des 1.6 nm-Approximantensystems liegt darin, dass es mo¨glich ist, alle auftre-
tenden Phasen in einem einfachen niedrigdimensionalen Unterraum des sechsdimensiona-
len Hyperraums zu beschreiben. Speziell fu¨r die Tilings senkrecht zur 1.6 nm-Periodizita¨t
wurde fu¨r diese Arbeit ein dreidimensionales Modellsystem entwickelt. Mit Hilfe des Mo-
dellsystems ko¨nnen die Phasen durch breite und schmale Rauten aus dem Penrose-Tiling
aufgebaut werden. Zwar wurden die breiten Rauten als Einheitszellen der ξ ′-Phase in einem
Artikel von Klein [53] erwa¨hnt, die Idee, ein dreidimensionales Modellsystem zur Beschrei-
bung zu verwenden, ist jedoch in der Literatur nicht vorhanden.
Im Rahmen des Modells werden im folgenden Phasengrenzen zwischen verschiedenen Ap-
proximanten untersucht. Die dabei auftretende Anordnung der Phasondefekte besta¨tigt,
dass auch in Approximanten phasonische Freiheitsgrade kontinuierliche Ordnungsparame-
ter sind. Des weiteren lassen sich Aussagen u¨ber die Anregbarkeit von phasonischen Frei-
heitsgraden machen.
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6.1 Phasondefekte
Die ξ′-Phase zeichnet sich im Tilingbild durch eine alternierende Anordnung von Hexa-
gonreihen aus. Wie in Kapitel 4 beschrieben, sitzen an den Eckpunkten der Hexagone
Atomsa¨ulen, aufgebaut aus u¨bereinander angeordneten ikosaedrischen Atomclustern, so-
genannten Pseudo-Mackay-Clustern (Abbildung 6.1 links). Bei mechanischer Belastung
ko¨nnen sich die Atome so umordnen, dass im perfekten Hexagongitter ein struktureller
Defekt (bezeichnet mit A in Abbildung 6.1 rechts), bestehend aus einem Nonagon und ei-
nem Pentagon, bildet. Der Defekt hat Auswirkung auf die Anordnung der Hexagonlinien,
da sich ihre Orientierungen am Defekt a¨ndern. Aufgrund der Struktur des Tilings tauchen
Nonagon und Pentagon immer zusammen auf.
Der Defekt ist ein Liniendefekt, die Defektlinie verla¨uft parallel zur periodischen Achse der
dazugeho¨rigen 1.6 nm dekagonalen Phase, das heißt senkrecht zur Zeichenebene. Ist die
Defektlinie dagegen leicht geknickt, so erscheint derselbe Defekt auf HREM-Aufnahmen in
Richtung der Hexagonlinien etwas in die La¨nge gezogen (siehe Abbildung 6.2 links und die
Defekte B und C in Abbildung 6.1 rechts).
In den ξ′n-Phasen sind die Defekte periodisch in Reihen angeordnet (Abbildung 6.2 rechts),
wobei sich Phasen mit verschiedenem n, wie schon in Abschnitt 4.4.1 bemerkt, durch den
Abstand der Defekte und damit durch ihre Gitterkonstante senkrecht zu den Defektreihen
unterscheiden. Diese ist gleich dem doppelten Abstand der Defektreihen, da aufeinander-
folgende Defektreihen versetzt angeordnet sind. Die Defekte bilden somit ein zentriertes
orthorhombisches Gitter. Im Hyperraumformalismus zeichnen sich die ξ ′n-Phasen durch
verschieden große phasonische Verschiebungen aus, das bedeutet, dass ihre Schnittebe-
nen unterschiedlich orientiert sind. Die phasonischen Verschiebungen fu¨hren wiederum zu
Umordnungen im Tiling und den beobachteten strukturellen Defekten, welche daher auch
Phasondefekte genannt werden [53]. Phasondefekte sind jedoch keine topologischen Defekte
im Sinne von Abschnitt 5.3.
6.2 Modellierung der ξ-, ξ ′- und ξ′n-Phasen
Um die ξ-, ξ′- und ξ′n-Phasen einfacher beschreiben zu ko¨nnen, kann man sich eines nied-
rigdimensionalen Modells fu¨r die Konstruktion der Tilings senkrecht zur verallgemeinerten
zehnza¨hligen Achse der verwandten dekagonalen Phase bedienen. Die Schnittebenen E ‖
dieser Phasen werden aufgespannt von:
(i) E‖ξ von (0, 0, 1, 1,−1, 1), (5, 1, 1, 1, 1,−1) und (0, 1, 1,−1, 0, 1),
(ii) E‖ξ′ von (0, 0, 1, 1,−1, 1), (5, 1, 1, 1, 1,−1) und (0, 2, 1,−2, 1, 2),
(iii) E‖ξ′n von (0, 0, 2n+ 1, 2n,−2n− 1, 2n), (5, 1, 1, 1, 1,−1) und (0, 2, 1,−2, 1, 2).
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Abbildung 6.1: Links: Aufbau der ξ ′-Phase mit ikosaedrischen Atomclustern bestehend
aus Pd-Atomen (grau) und Mn-Atomen (weiß). Die Al-Atome sind nicht eingezeichnet,
sie sitzen in den Lu¨cken. Die Atomcluster liegen auf alternierenden Hexagonreihen [53].
Rechts: Tiling der ξ′-Phase mit strukturellen Defekten A, B und C.
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Abbildung 6.2: Links: HREM-Bild mit strukturellen Defekten in der ξ ′-Phase. Im du¨nnen
Teil der Probe erscheinen die Defekte als Pentagon und Nonagon (d, e und f), wa¨hrend sie
sonst aufgrund der Probendicke in die La¨nge gezogen erscheinen (a, b und c) [53]. Rechts:
HREM-Bild der ξ′2-Phase. Die hellen Punkte entsprechen den Atomsa¨ulen, die dunkeln
Stellen den Defekten. Letztere sind periodisch angeordnet [57].
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Diese neun Vektoren liegen in einem vierdimensionalen Unterraum U . Betrachtet man nur
Tilingebenen senkrecht zur verallgemeinerten fu¨nfza¨hligen Achse des dazugeho¨rigen iko-
saedrischen Quasikristalls (aufgespannt von (5, 1, 1, 1, 1,−1)), dann wird die Dimension
auf drei reduziert. Daher ist es mo¨glich, die zweidimensionalen Tilingebenen der Appro-
ximanten mit einem dreidimensionalen Hyperraum zu konstruieren. Das entsprechende
dreidimensionale Hypergitter und die Atomfla¨chen ko¨nnen aus denjenigen des sechsdimen-
sionalen Hyperraums berechnet werden.
Ein dreidimensionales Modell kann jedoch auch direkt erhalten werden durch die folgende
Beobachtung: Wie in Abbildung 6.3 gezeigt, ko¨nnen die Phasen alternativ durch Rau-
ten des Penrose-Tilings mit Kantenla¨nge lRaute =
1
5
√
2(τ + 2)3/2a = 1.26 nm aufgebaut
werden. Anstelle der Phasondefektreihen mit Nonagonen/Pentagonen treten nun Reihen
mit schmalen Rauten auf. Dazwischen befinden sich Reihen mit alternierenden breiten
Rauten, fu¨r die Phase ξ′n genau n Stu¨ck. Im Modell geht zwar die Orientierung der No-
nagone/Pentagone verloren, was aber nicht weiter sto¨rt, da sie alle in dieselbe Richtung
orientiert sind. Um ihre Orientierung festzulegen, ist im dreidimensionalen Modellhyper-
raum somit nur eine globale Orientierung zu bestimmen. Bei Symmetrieu¨berlegungen muss
die Orientierung allerdings beru¨cksichtigt werden.
Projiziert man die Einheitsvektoren e˜i des  
5-Gitters mit der Projektionsmatrix pi
‖
pen des
Penrose-Tilings auf die Schnittebene, dann erha¨lt man ein regelma¨ßiges Fu¨nfeck (Abbil-
dung 6.4). Von diesen Vektoren werden fu¨r die Modellkonstruktion nur die Vektoren pi
‖
pene˜1,
pi
‖
pene˜2 und pi
‖
pene˜5 beno¨tigt. Die Konstruktion der Tilings kann daher in einem dreidimensio-
nalen Hyperraum mit dem kubischen Gitter   3 und dem dreidimensionalen Einheitswu¨rfel
W 3 = [0, 1)3 als Atombereich (Abschnitt 3.4) erfolgen. Die Projektionsmatrix auf den Par-
allelraum besteht aus der ersten, zweiten und fu¨nften Spalte der Projektionsmatrix (2.5)
des Penrosetilings:
pi
‖
model =
(
cos(2pi 0
5
) cos(2pi 1
5
) cos(2pi 4
5
)
sin(2pi 0
5
) sin(2pi 1
5
) sin(2pi 4
5
)
)
=
(
1 1
2
τ−1 1
2
τ−1
0 1
2
√
2 + τ −1
2
√
2 + τ
)
. (6.1)
Die Projektionsmatrix auf den eindimensionalen Orthogonalraum entspricht bis auf die
La¨nge dem Kreuzprodukt der beiden Zeilen. Die La¨nge kann beliebig gewa¨hlt werden und
wird daher so festgelegt, dass die folgenden Rechnungen mo¨glichst einfach werden:
pi⊥model =
1
2
(
1 −τ −τ
)
. (6.2)
Die ξ-Phase entsteht durch periodische Anordnung der von pi‖e˜1 und pi‖e˜5 aufgespannten
Raute. Basisvektoren der Schnittebene von ξ ′ sind pi‖e˜1 und pi‖e˜5 − pi‖e˜2. Analog verfa¨hrt
man fu¨r die ξ′n-Phasen. Schreibt man die noch nicht projizierten Basisvektoren in die
Spalten einer Matrix A, dann erha¨lt man die Basismatrizen der Schnittebenen E‖ξ , E‖ξ′ und
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Abbildung 6.3: Die Tilings der ξ-, ξ ′- und ξ′n-Phasen ko¨nnen alternativ mit Rauten des
Penrose-Tilings aufgebaut werden. Anordnungen von breite Rauten entsprechen Hexagon-
reihen, und schmale Rauten treten anstelle der Pentagon/Nonagon-Phasondefekte auf. Ge-
zeigt sind die ξ-, ξ′-, ξ′2- und ξ
′
3-Phase.
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Abbildung 6.4: Projektion der Einheitsvektoren auf die Schnittebene beim Penrose-Tiling.
Fu¨r die Konstruktion der Tilings in Abbildung 6.3 werden nur die Vektoren pi‖e˜1, pi‖e˜2
und pi‖e˜5 beno¨tigt.
E‖ξ′n der Approximanten:
Aξ =

 1 00 0
0 1

 , Aξ′ =

 1 00 −1
0 1

 , Aξ′n =

 2n 01 −1
1 1

 . (6.3)
Umgekehrt erha¨lt man aus diesen Basismatrizen wieder die zu Beginn angegeben sechs-
dimensionalen Basen, wenn man beru¨cksichtigt, dass pi‖e˜1 dem Vektor (0, 0, 1, 1,−1, 1)
entspricht, pi‖e˜2 dem Vektor (0,−1, 0, 1,−1,−1) und pi‖e˜3 dem Vektor (0, 1, 1,−1, 0, 1).
Das heißt, der U¨bergang vom dreidimensionalen Modellraum in den sechsdimensionalen
Hyperraum geschieht u¨ber die Abbildungsmatrix
  3 →   6 :


0 0 0
0 −1 1
1 0 1
1 1 −1
−1 −1 0
1 −1 1


. (6.4)
Die Schermatrizen lassen sich mit den Projektionsmatrizen formal bestimmen. Sie bestehen
nur aus einer Zeile. Mit χ = pi⊥approxA(pi
‖
approxA)−1 aus (3.4) erha¨lt man:
χξ =
(
1
3τ − 1√
2 + τ
)
, χξ′ =
(
1 0
)
, χξ′n =
(
2τ
n− τ
2nτ + 1
0
)
. (6.5)
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Je gro¨ßer n ist, desto weiter sind die Phasondefektreihen voneinander entfernt. Im Grenzfall
unendlich großer Absta¨nde, gehen die ξ′n-Phasen in die ξ
′-Phase u¨ber: limn→∞ χξ′n = χξ′.
Die Schermatrizen geben die phasonische Verschiebung gegenu¨ber einer Phase mit Basis-
matrix A = (pi
‖
model)
t an. Diese tritt in der Physik allerdings nicht auf. Von Interesse ist die
La¨nge der Differenz der Schermatrizen ‖χ1 − χ2‖, da sie ein Maß fu¨r den Unterschied der
phasonischen Verschiebungen zwischen den Phasen ist.
6.3 Phasengrenzen
Verschiedene Phasen besitzen unterschiedliche Orientierungen der Schnittebene E ‖, die sich
an Phasengrenzen a¨ndern muss. Im Fall eines zweidimensionalen Quasikristalls in einem
d˜-dimensionalen Hyperraum kann man E‖ folgendermaßen erhalten: Betrachte zwei ver-
schiedene Phasen mit den Schnittebenen E‖1 und E‖2 mit dazugeho¨rigen Parametrisierungen
F1,2 :
  d˜ → E‖1,2. Sie schneiden sich in der Schnittgeraden g. Die Parametrisierungen seien
nun so gewa¨hlt, dass F1|g = F2|g, das heißt sie stimmen auf der Schnittgeraden u¨berein. Sei
g2D = {(x, y) | F1(x, y) ∈ g} die auf den zweidimensionalen Parameterraum u¨bertragenen
Schnittgerade und nˆ2D ∈   2 der Normalenvektor an g2D. Beim kontinuierlichen U¨bergang
der einen Phase in die andere muss sich die Orientierung anpassen. Die Anpassung wird
parallel zu g2D mit der Funktion f(x, y) = 1
pi
arctan(λ〈(x, y), nˆ2D〉) + 1
2
durchgefu¨hrt. Die
Faktoren 1
pi
und 1
2
sind so gewa¨hlt, dass f(x, y) → 1 fu¨r x → ∞ und f(x, y) → 0 fu¨r
x→ −∞, und die Konstante λ entspricht der Breite der Phasengrenze. Die Parametrisie-
rung der entstehenden Schnittfla¨che ist von der Form
F (x, y) = f(x, y)F1(x, y) + (1− f(x, y))F2(x, y)
= F2(x, y) +
(
1
pi
arctan(λ〈(x, y), nˆ2D〉) + 1
2
)
(F1(x, y)− F2(x, y)). (6.6)
Im Beispiel F1(x, y) = (x, y,−x) und F2(x, y) = (x, y, x + y) (Abbildung 6.5 oben) erha¨lt
man nˆ2D = (2, 1) und somit (Abbildung 6.5 unten):
E‖ : z = x+ y −
(
1
pi
arctan
(
2x+ y
λ
)
+
1
2
)
(2x + y). (6.7)
Betrachte nun die Phasengrenze zwischen der Phase ξ ′n und der Phase ξ(α) mit den Basis-
matrizen
Aξ′n =

 2n 01 −1
1 1

 , Aξ(α) =

 1 00 −α
0 1

 . (6.8)
Die Phase ξ(α) ist eine Mischung der ξ-Phase (α = 0, alle Hexagonreihen sind parallel
ausgerichtet) mit der ξ ′-Phase (α = 1, aufeinanderfolgende Hexagonreihen sind immer al-
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Abbildung 6.5: Oben: Schnittebenen E‖1 und E‖2 zweier Phasen im dreidimensionalen Mo-
dell. Sie schneiden sich in der Gerade g. Unten: An einer Phasengrenze muss sich fu¨r die
Schnittfla¨che E‖ die Orientierung der einen Schnittebene entlang g auf die Orientierung der
anderen a¨ndern. Die Richtung der Phasengrenze ist durch die Richtung von g vorgegeben.
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ternierend). Fu¨r 0 < α < 1 ist nur der Bruchteil α von aufeinanderfolgenden Hexagonreihen
alternierend. Der Richtungsvektor der Schnittgeraden ist (n(1− α),−α, 1).
Berechnet man das Tiling der Phasengrenze fu¨r n = 2, α = 0.8 und λ = 5, so erha¨lt
man die Abbildung 6.6 links. Die ξ ′2-Phase am rechten Rand geht kontinuierlich in die
ξ(0.8)-Phase am linken Rand u¨ber. Im Grenzbereich sind die Phasondefektreihen nach
oben aufgebogen. Auf dem HREM-Bild in Abbildung 6.6 rechts ist ein a¨hnliches Verhalten
der Phasondefekte beim U¨bergang von der ξ ′2-Phase zur ξ(α)-Phase zu erkennen. Aus dem
angegebenen Winkel von ≈ 5.5◦ errechnet sich α ≈ 0.55. Die Phasengrenzen zwischen den
ξ′n-Phasen und der ξ-Phase beziehungsweise der ξ
′-Phase sind in Abbildung 6.7 gezeigt. Es
tritt keine Kru¨mmung der Phasondefektreihen auf. In der oberen Abbildung gleichen die
Phasondefektreihen die alternierende Anordnung der breiten Rauten in der ξ ′2-Phase ge-
genu¨ber der parallelen Anordnung in der ξ-Phase aus. In der unteren Abbildung muss kein
solcher Ausgleich stattfinden. Die Phasonlinien verlaufen parallel. An der Phasengrenze
erho¨ht sich ihr Abstand.
Die gute U¨bereinstimmung der beobachteten Phasengrenzen mit der entwickelten Theo-
rie zeigt, dass der phasonische Freiheitsgrad auch fu¨r Approximanten von Quasikristal-
len ein kontinuierlicher Ordnungsparameter ist, sich also ra¨umlich stetig vera¨ndert. Eine
vollsta¨ndige Beschreibung der Approximanten ist daher nur unter Einschluss der pha-
sonischen Freiheitsgrade im Hyperraum mo¨glich. Wie allerdings im na¨chsten Abschnitt
erla¨utert wird, ko¨nnen diese in Approximanten auch eingefroren sein, das heißt nicht oder
nur vergleichsweise schwerer anregbar. Die anregbaren phasonischen Freiheitsgrade mu¨ssen
bei der Beschreibung von mechanischen, elektronischen oder anderen physikalischen Eigen-
schaften von Approximanten beru¨cksichtigt werden.
6.4 Phasonische Freiheitsgrade
Approximanten mit einem intakten Tiling (in dem Sinne, dass das Tiling des Approxi-
manten aus denselben Tiles wie das Tiling des dazugeho¨rigen Quasikristalls aufgebaut ist)
ko¨nnen nicht mit beliebigen Schnittebenen E‖ erzeugt werden. Dies kann man sich am
Beispiel der Fibonacci-Kette klarmachen (Abbildung 6.8 oben). Gezeigt ist die Schnittebe-
ne E‖ des Quasikristalls und die Schnittebene E‖ eines Approximanten. Durch Projektion
derjenigen   2-Elementarzellen, die von E‖ geschnitten werden, wird der Quasikristall er-
halten. Die Projektion der horizontalen und vertikalen Seitenfla¨chen der Zellen fu¨hrt zu
kurzen (S) und langen (L) Atomabsta¨nden.
Bei großen Orientierungsa¨nderungen von E‖ gegen E‖ kann es passieren, dass sich die proji-
zierten Seitenfla¨chen u¨berlappen. In der Abbildung treten ein negativer S¯-Atomabstand
und zwei L-Atomabsta¨nde u¨bereinander auf. Dabei bezieht sich die Bezeichnung nega-
tiv auf die Ausrichtung der projizierten Seitenfla¨chen beim Durchlaufen von E‖. Ob E‖
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Abbildung 6.6: Links: Berechnete Phasengrenze zwischen der ξ ′2-Phase (rechts) und der
ξ(0.8)-Phase (links) mit λ = 5. Rechts: Ein HREM-Bild einer Phasengrenze mit U¨berein-
stimmung zum berechneten Tiling [53].
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Abbildung 6.7: Phasengrenze zwischen der ξ ′2-Phase und der ξ-Phase (oben) beziehungs-
weise der ξ′-Phase (unten).
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Abbildung 6.8: Oben: Die Fibonacci-Kette wird erzeugt mit dem   2-Gitter und den qua-
dratischen Elementarzellen als Atombereiche. Es treten L- und S-Tiles auf. Zeigen die
Normalen n˜E‖ und n˜E‖ in unterschiedliche Quadranten, dann u¨berlappen sich die Tiles.
Unten: Lokale phasonische Verschiebungen fu¨hren zu einer ortsabha¨ngigen Orientierung
der Normalen. An der Grenze des Quadranten treten dann zwangsla¨ufig Bereiche mit nicht
intakter Tilingstruktur auf.
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mit einem intakten Tiling vereinbar ist, la¨sst sich im Fall d⊥ = 1 anhand der Orien-
tierung der Normalen n˜E‖ der Schnittebene des Approximanten entscheiden. Die Nor-
male n˜E‖ der Schnittebene des Quasikristalls zeigt in den linken oberen Quadranten
(−∞, 0] × [0,∞). Zeigt n˜E‖ ebenfalls in diesen oder in den am Ursprung gespiegelten
Quadranten, so ist das entstehende Tiling intakt, andernfalls nicht. Dies kann auf das drei-
dimensionale Modellsystem aus Abschnitt 6.2 u¨bertragen werden. n˜E‖ zeigt dort in den
Quadranten [0,∞)× (−∞, 0]× (−∞, 0]. Die Normalen n˜ξ, n˜ξ′ und n˜ξ′n zeigen ebenfalls in
diesen Quadranten.
Bei lokalen phasonischen Verschiebungen wird die Orientierung der Normalen ortsabha¨ngig.
Probleme gibt es, wenn n˜E‖ auf den Grenzen des Quadranten von n˜E‖ liegt. Dann fu¨hren
infinitesimale phasonische Verschiebungen zwangsla¨ufig zu Bereichen im Tiling, in denen
die Normale aus dem gewu¨nschten Quadranten herauszeigt (Abbildung 6.8 unten). In die-
sen Bereichen ist das Tiling dann nicht mehr intakt. Die Annahme, dass intakte Tilings
energetisch sehr viel gu¨nstiger sind, impliziert dann, dass die phasonischen Freiheitsgrade in
solchen Approximanten stetig nicht (beziehungsweise nur schwerer) anregbar sind. Verset-
zungen, die zu unstetigen Anregungen fu¨hren, ko¨nnen jedoch unter Umsta¨nden trotzdem
existieren.
Alle beobachteten Approximanten des 1.6 nm dekagonalen Quasikristalls, ebenso wie ihre
Phasengrenzen, lassen sich mit dem dreidimensionalen Modell konstruieren. Auf den sechs-
dimensionalen Hyperraum u¨bertragen heißt das, es treten nur phasonische Verschiebungen
innerhalb des vierdimensionalen Unterraums U aus Abschnitt 6.2 auf. Die phasonischen
Verschiebungen senkrecht zu U spielen eine untergeordnete Rolle, die dazugeho¨rigen bei-
den Freigheitsgrade sind nicht anregbar. Die Normalen der Schnittebenen der ξ- und der
ξ′-Phase, das sind n˜ξ = (0, 1, 0) und n˜ξ′ = (0, 1, 1), liegen im Modellsystem auf den Gren-
zen des Quadranten [0,∞)× (−∞, 0]× (−∞, 0]. Daher ist in diesen Phasen auch der dritte
phasonische Freiheitsgrad nicht anregbar. Zusammenfassend bedeutet das:
(i) In der ξ- und der ξ′-Phase sind phasonische Freiheitsgrade (stetig) nicht anregbar.
Diese Phasen verhalten sich daher (zum Beispiel bezu¨glich der Elastizita¨tstheorie)
wie periodische Kristalle im klassischen Sinne.
(ii) In den ξ′n-Phasen ist nur ein phasonischer Freiheitsgrad anregbar. Phasonische Ver-
schiebungen zeigen sich in Bewegungen der Phasondefektreihen, welche klassisch
nicht erkla¨rbar sind.
Durch stetige Variation der phasonischen Verschiebung und damit durch Wanderungen der
Phasondefektreihen kann sich aus einer ξ ′n-Phase eine beliebige ξ
′
m-Phase mit m 6= n bilden.
Phasena¨nderungen von der ξ- oder der ξ ′-Phase ineinander oder zu ξ ′n-Phasen sind dagegen
kontinuierlich nicht mo¨glich. Sie sind zwangsla¨ufig mit der Wanderung von Versetzungen
verbunden.
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6.5 Symmetriea¨quivalente Schnittebenen
Approximanten ko¨nnen in unterschiedlichen Orientierungen vorkommen, je nach Ausrich-
tung der Schnittebene im Hyperraum. Dabei sind die Basen verschiedener Schnittebenen
durch Elemente der verallgemeinerten Symmetriegruppen des dazugeho¨rigen Quasikris-
talls verknu¨pft. Schnittebenen die (bis auf Rotation im physikalischen Raum) dieselben
Approximanten erzeugen, werden daher auch symmetriea¨quivalent genannt.
Betrachte als Beispiel die ξ-Phase. Als sechsdimensionale Basisvektoren der Schnittebe-
ne wurden in Abschnitt 6.2 die Vektoren e˜ξ,x = (0, 0, 1, 1,−1, 1), e˜ξ,y = (5, 1, 1, 1, 1,−1)
und e˜ξ,z = (0, 1, 1,−1, 0, 1) verwendet. Beschra¨nkt man sich auf diejenigen Orientierungen,
die zur selben Periodizita¨t in Richtung der verallgemeinerten zehnza¨hligen Achse der dazu-
geho¨rigen dekagonalen Phase fu¨hren, das heißt e˜ξ,y fest lassen, so existieren fu¨nf verschiede-
ne symmetriea¨quivalente Schnittebenen, die sukzessive durch die vorzeichenbehaftete Per-
mutation (2346¯5) = (1 7→ 1, 2 7→ 3, 3 7→ 4, 4 7→ −6, 6 7→ −5, 5 7→ 2) der Positionen der Vek-
toreintra¨ge hervorgehen. Die Permutation entspricht der Anwendung der Matrix a aus (3.5)
auf die Basisvektoren, was im physikalischen Raum einer 72◦-Rotation um e˜ξ,y entspricht.
Außerdem fu¨hrt die Spiegelung (1 7→ 1, 2 7→ −2, 3 7→ −3, 4 7→ −4, 5 7→ −5, 6 7→ −6)
der letzten fu¨nf Positionen der Vektoreintra¨ge, die einer Drehung der Phasondefektreihen
um 180◦ entspricht, zu fu¨nf weiteren symmetriea¨quivalenten Schnittebenen. Im dreidimen-
sionalen Modellsystem ko¨nnen die Approximanten ξ ′ und ξ′n nur in jeweils einer und der
Approximant ξ in zwei Orientierungen beschrieben werden. Die restlichen symmetriea¨qui-
valenten Schnittebenen liegen außerhalb des niedrigdimensionalen Hyperraums. Fu¨r ein
erweitertes Modell, das gleichzeitig alle symmetriea¨quivalenten Schnittebeen beschreibt
kann der Hyperraum des Penrosetilings mit dem   5-Gitter und der Projektionsmatrix
pi
‖
pen = pi
‖
diedr,5 aus (2.5) verwendet werden. In der Orientierung aus Abschnitt 3.5 sind die
Basismatrizen der Schnittebenen
Aξ =


1 0
0 0
0 0
0 0
0 1

 , Aξ′ =


1 0
0 −1
0 0
0 0
0 1

 , Aξ′n =


2n 0
1 −1
0 0
0 0
1 1

 . (6.9)
Symmetriea¨quivalente Schnittebenen werden im fu¨nfdimensionalen Modell durch die Per-
mutation (12345) der Zeilen in den Basismatrizen erhalten. Wie zu erwarten war, wer-
den die dritten und vierten Komponenten fu¨r die Beschreibung der Approximanten nicht
beno¨tigt. Sie mu¨ssen allerdings bei der Beschreibung von Versetzungen oder Phasengren-
zen beru¨cksichtigt werden, wenn der Burgersvektor der Versetzung beziehungsweise eine
der Schnittfla¨chen der aneinandergrenzenden Phasen außerhalb des dreidimensionalen Mo-
dellsystems liegen.
Kapitel 7
Metaversetzungen
Wie im letzten Kapitel gezeigt wurde, sind auch in Approximanten phasonische Freiheits-
grade vorhanden. Diese ko¨nnen entweder anregbar sein, wie der phasonische Freiheitsgrad
in den ξ′n-Phasen, oder eingefroren, wie diejenigen in der ξ- und der ξ
′-Phase. Unabha¨ngig
davon ko¨nnen sie sich durch das Auftreten von Versetzungen mit phasonischen Kompo-
nenten bemerkbar machen. Die gute Beobachtbarkeit der Atomsa¨ulen, die die Eckpunkte
des Tilings markieren, machen eine direkte Untersuchung solcher Versetzungen mit dem
Elektronenmikroskop mo¨glich. In diesem Kapitel werden die Metaversetzungen mit Hilfe
der entwickelten Modellsysteme beschrieben und die auftretenden Burgersvektoren erkla¨rt.
Anschließend wird auf die Dynamik der Metaversetzungen eingegangen. Die existierenden
experimentellen Ergebnisse, die auf den Vero¨ffentlichungen von Feuerbacher und Klein
basieren, lassen eine vorla¨ufige theoretische Interpretation zu.
7.1 Metaversetzungen im 3D-Modellsystem
Herko¨mmliche Versetzungen sind gekennzeichnet durch einen Burgersvektor in der Schnitt-
ebene E‖ und haben daher eine phasonische Komponente b⊥approx = 0. Diese Versetzungen
fu¨hren allerdings aufgrund der großen Gitterkonstanten zu hohen phononischen Verzer-
rungsfeldern und damit zu hohen elastischen Energien und wurden experimentell bisher
nicht beobachtet. Andere Versetzungen mit b⊥approx 6= 0 fu¨hren zu sogenannten Meta-
versetzungen, von denen in diesem Abschnitt diejenigen untersucht werden, die sich im
dreidimensionalen Modellsystem beschreiben lassen. Abbildung 7.1 zeigt, wie sich E ‖ im
Dreidimensionalen bei Anwesenheit einer Versetzung mit b‖approx = 0 vera¨ndert.
7.1.1 Metaversetzungen in den ξ ′
n
-Phasen
Aufgrund der phasonischen Freiheitsgrade treten in den ξ ′n-Phasen Versetzungen auf, de-
ren Burgersvektoren aus E‖ heraus zeigen. Im Tiling macht sich eine solche Versetzung in
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der Anordnung der Phasondefektreihen bemerkbar. Je nach Burgersvektor sind am Ver-
setzungskern eine unterschiedliche Zahl von Phasondefekt-Halbreihen eingeschoben. Ein
Burgersumlauf um einen Versetzungskern ist in Abbildung 7.2 gezeigt. Die Wege A und C
beziehungsweise B und D heben sich gegenseitig auf. Es bleibt nur der Weg E u¨brig, der zum
Burgersvektor (2,−1, 3) geho¨rt. Der Burgersvektor b˜1 = (1, 0, 0) fu¨hrt zum Einschub einer
Halbreihe breiter Rauten unterhalb des Versetzungskerns, der Burgersvektor b˜2 = (0, 1,−1)
zum Einschub zweier Halbreihen breiter Rauten links des Versetzungskerns und der Bur-
gersvektor b˜3 = (0, 1, 0) zum Einschub einer Halbreihe von Phasondefekten unterhalb,
sowie einer Halbreihe von breiten Rauten links des Versetzungskerns. Diese drei Vektoren
bilden eine   -Basis des   3-Gitters, und ein beliebiger Burgersvektor b˜ = (b1, b2, b3) mit
bi ∈   kann in ihr zerlegt werden:
b˜ = b1b˜1 − b3b˜2 + (b2 + b3)b˜3. (7.1)
Die Zahl der eingeschobenen Phasondefekt-Halbreihen ist gegeben durch b2 + b3. Im Fall
des Burgersvektors (2,−1, 3) sind dies zwei Stu¨ck.
Wie sich herausstellt, werden in den ξ ′n-Phasen genau diejenigen Versetzungen mit klei-
nen phononischen Komponenten b‖ beobachtet. Sei b˜ = (b1, b2, b3) wieder ein beliebiger
Burgersvektor einer Versetzung mit phasonischer Komponente. Dann ist mit (6.1):
b‖ = pi‖modelb˜ =
(
b1 +
1
2
τ−1(b2 + b3)
1
2
√
2 + τ (b2 − b3)
)
. (7.2)
Die phononische Komponente wird klein, wenn gilt: b2 = b3 und
b2
b1
≈ −τ . In diesem Fall
ist ‖b‖‖ = |b1 + τ−1b2|. Die besten approximierenden Bru¨che fu¨r τ sind nach Anhang C
gegeben durch Fm
Fm−1
mit m ∈   , also
b˜ =

 Fm−1−Fm
−Fm

 . (7.3)
Der sechsdimensionale Burgersvektor berechnet sich mit Hilfe von Gleichung (6.4) zu b˜6D =
(0, 0,−Fm−2, Fm−1, Fm−2, Fm−1). Fu¨r die dazugeho¨rigen Versetzungen ist mit Satz 2.5 auf
Seite 23:
b‖ =
(
Fm−1 − τ−1Fm
0
)
=
(
(−τ)−m
0
)
. (7.4)
Am Versetzungskern enden von einer Seite her 2Fm Phasondefekt-Halbreihen, das heißt
Reihen mit schmalen Rauten, und von der anderen Seite her Fm−1 Reihen mit breiten
7.1. METAVERSETZUNGEN IM 3D-MODELLSYSTEM 95
−1.5
−1
−0.5
0
0.5
1
1.5
−5
−10
0
5
10 −10
−5
0
5
10
PSfrag replacements
E‖
E⊥
E‖
pi⊥x˜
pi‖x˜
χpi‖x˜
pi⊥approxx˜
A
A¯
S
L
S
S¯
W 2
Ez11
Ez22
Ez33
Ez44
Ez55
Wt1
Wt2
Wt3
Wt4
t1 = (t1, t2, t3, t4, t5)
t2 = t1 + (0, 0, 0, 1, 0)
t3 = t1 + (0, 1, 0, 0, 0)
t4 = t1 + (0, 1, 0, 1, 0)
pi‖(t1)
pi‖(t2)
pi‖(t3)
pi‖(t4)
Dualisierung
x
y
z
1
2
3
4
5
6
u˜(x)
x˜
D
U
N
P
H
D’
S’
B’
H’
pi‖e˜1
pi‖e˜2
pi‖e˜3
pi‖e˜4
pi‖e˜5
E‖1 : z = −x
E‖2 : z = x + y
g
E‖ : z = x + y − ( 1
pi
arctan(2x+ y) + 1
2
)(2x+ y)
b˜ = (0, 0, 2)
E‖ : z = 1
pi
arctan(x
y
) + 1
2
( |y|
y
+ 1)
n˜E‖
n˜E‖
λ1 = 10
λ2 = 3
E‖ : z =
{
x
2
(
1
|x| − pi2λ1 / arctan(
y
λ2
)
)
fu¨r y > 0 und |x| < 2λ1
pi
arctan( y
λ2
),
0 sonst.
b˜ = (0, 0, 1)
Versetzungskern
Versetzungskopf
Versetzungsschwanz
54◦
72◦
20b‖
mz
−mz
m1
−m1
m2
−m2
m3
−m3
m4
−m4
m5
−m5
Abbildung 7.1: Schnittfla¨che E‖ mit eingebauter Versetzung bei (0, 0) mit Burgersvektor
b˜ = (0, 0, 2) im dreidimensionalen Modellsystem. Die versetzungsfreie Schnittebene ist
parallel zur xy-Ebene. Der Versetzung fu¨hrt in der isotropen Na¨herung zu einer linear
winkelabha¨ngigen Verschiebung.
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Abbildung 7.2: Burgersumlauf ABCDE um eine Versetzung in der ξ ′4-Phase. Der Burgers-
vektor ist (2,−1, 3). Am Versetzungskern sind von unten zwei Phasondefekt-Halbreihen
eingeschoben.
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Abbildung 7.3: Versetzungen in der ξ ′3-Phase mit Burgersvektoren b˜ = (Fm−1,−Fm,−Fm).
Im Fallm = 4 (oben) undm = 5 (unten). Es sind von links 6 beziehungsweise 10 Halbreihen
mit schmalen Rauten eingeschoben und von rechts 2 beziehungsweise 3 Halbreihen mit
breiten Rauten.
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Rauten (Abbildung 7.3). Die Phasondefektreihen sind versetzt angeordnet und treten paar-
weise auf. Die Zahl und Art der eingeschobenen Halbebenen erkennt man an der Zerlegung
(7.1). Diese ist: b˜ = Fm−1b˜1 + Fmb˜2 − 2Fmb˜3.
Die Anordnung der Phasondefekte im zentrierten rhombischen Gitter unter Vernachla¨ssi-
gung der breiten Rauten wird als Metastruktur bezeichnet und die Versetzung in dieser
U¨berstruktur als Metaversetzung, im Gegensatz zur (Mikro-)Versetzung im Tiling. Die
Metaversetzung ist eine Versetzung im klassischen Sinne, da zu ihrer Beschreibung keine
phasonischen Komponenten beno¨tigt werden, und sie ist durch einen gro¨ßeren Burgersvek-
tor b
‖
meta charakterisiert. Dieser ist gegeben durch das Produkt des Gittervektors senkrecht
zu den Phasondefektreihen mit der Zahl der eingeschobenen Doppel-Halbreihen mit Pha-
sondefekten, da pro Gitterperiode der ξ ′n-Phasen eine solche Doppelreihe auftritt. Das sind
im obigen Fall Fm Stu¨ck. Mit Gleichung (6.3) ist:
b
‖
meta = Fmpi
‖
model

 2n1
1

 =
(
Fm(2n+ τ
−1)
0
)
. (7.5)
Mit der Gitterkonstante a = 0.645 nm des sechsdimensionalen Hypergitters und der Kan-
tenla¨nge lRaute =
1
5
√
2(τ + 2)3/2a = 1.26 nm der Rauten erha¨lt man zusammenfassend
fu¨r die Versetzungen in der ξ ′n-Phase mit geringen phononischen Verzerrungen und 2Fm
eingeschobenen Phasondefekt-Halbreihen:
b‖ = ‖b‖‖lRaute = τ−mlRaute,
b
‖
meta = ‖b‖meta‖lRaute = Fm(2n+ τ−1)lRaute. (7.6)
HREM-Aufnahmen sind in Abbildung 7.4 rechts gezeigt. Links sind aus dem sechsdimen-
sionalen Hyperraum berechnete Tilings dargestellt. Die experimentell am ha¨ufigsten be-
obachtete Versetzung ist diejenige mit m = 4 in der ξ ′2-Phase. Desweiteren wurden Ver-
setzungen mit 2 ≤ m ≤ 6 beobachtet [31]. Die berechneten Burgersvektoren fu¨r m = 4
sind: b‖ = 0.183 nm und b‖meta = 17.4 nm. Der von Klein und Feuerbacher [57] gemessene
Burgersvektor der Metaversetzung ist: b
‖
meta = 17.1 nm.
7.1.2 Metaversetzungen in der ξ- und der ξ ′-Phase
Obwohl in der ξ′-Phase phasonische Freiheitsgrade nicht anregbar sind, ko¨nnen in ihr
Versetzungen mit phasonischen Komponenten existieren. Sie werden ebenfalls Metaverset-
zungen genannt und sind von Phasondefekt-Halbreihen begleitet, die nun allerdings isoliert
auftreten. Die physikalisch relevanten Burgersvektoren sind mit denjenigen der ξ ′n-Phasen
identisch, um auch hier die phononischen Verzerrungen zu minimieren. Eine Metaverset-
zung mit 2Fm eingeschobenen Phasondefekt-Halbreihen im Fall m = 4 ist in Abbildung
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Abbildung 7.4: Metaversetzungen mit m = 4. Links oben: Berechnetes Tiling um den
Versetzungskern in der ξ ′2-Phase. Rechts oben: HREM-Bild des Versetzungskerns in der
ξ′2-Phase [57]. Links unten: Tiling in der Umgebung des Versetzungskerns. Um die Phason-
defektreihen besser sichtbar zu machen, wurde die Versetzung in die ξ ′4-Phase eingebaut.
Rechts unten: HREM-Bild der Versetzungsumgebung in der ξ ′2-Phase [57].
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7.5 gezeigt. Die Phasondefekt-Halbreihen verlaufen vom Versetzungskern aus zuerst nach
außen hin und dann parallel in vertikaler Richtung. Der Bereich, in dem sie gekru¨mmt
nach außen laufen, wird als Versetzungskopf bezeichnet, der Bereich, in dem sie parallel
verlaufen, als Versetzungsschwanz.
Das phasonische Verschiebungsfeld ist im Gegensatz zu einer Metaversetzung in den ξ ′n-
Phasen nicht isotrop relaxiert. Eine solche Relaxation wu¨rde zu einem nicht intakten Tiling
fu¨hren, da die Normale der Schnittfla¨che zwangsla¨ufig aus dem gewu¨nschten Quadranten
herauszeigen wu¨rde (Abschnitt 6.4). Dies kann man sich anhand der Schnittfla¨che E‖ in
Abbildung 7.6, die zur Berechnung von Abbildung 7.5 verwendet wurde, verdeutlichen.
In der Abbildung zeigt die Normale stehts in den Quadranten [0,∞)× (−∞, 0]× [0,∞).
Bei isotroper Relaxation wie in Abbildung 7.1 wu¨rde sie in alle Quadranten mit z ≥ 0
zeigen. In den ξ′n-Phasen ist ein solcher Quadrantenwechsel kein Problem, da die Normale
der ξ′n-Phase nicht auf der Grenze eines Quadranten liegt.
Um E‖ zu berechnen, wird die Koordinatenbasis aus den Vektoren e˜x = (0,−1, 1), e˜y =
(1, 0, 0) und e˜z = (0, 1, 1) verwendet. In dieser Basis sind die Schnittebenen der ξ
′ und der
ξ′n-Phasen gegeben durch Fξ′(x, y) = (x, y, 0) beziehungsweise Fξ′n(x, y) = (x, y,
1
2n
x). Im
Bereich der ξ′-Phase ist die Schnittfla¨che parallel zur xy-Ebene. Ihre Orientierung a¨ndert
sich beim U¨bergang in den Versetzungsschwanz, in dem eine ξ ′n-Phase vorliegt. Dort verlau-
fen die Phasondefekt-Halbreihen in positiver y-Richtung. Der Versetzungskern sei in den
Koordinatenursprung gelegt und der die Versetzung begleitende Phasensprung um den
Burgersvektor b˜ ebenfalls auf den positiven Teil der y-Achse. Fu¨r die Parametrisierung der
Schnittfla¨che im Versetzungsschwanz y  0 lautet der einfachste Ansatz:
F (x, y) = Fξ′(x,y) +
x
2
(
1
|x| −
1
λ1
)
b˜ fu¨r |x| < λ1 und y  0. (7.7)
Der Parameter λ1 kontrolliert den Abstand der Phasondefektreihen, also die Gro¨ße n. Im
Bereich des Versetzungskopfes nimmt dieser Abstand in y-Richtung kontinuierlich zu. Dies
kann modelliert werden mit der Arkustangens-Funktion: λ1(y) = λ1
2
pi
arctan( y
λ2
), die noch
den Parameter λ2 entha¨lt, welcher ein Maß fu¨r die La¨nge des Versetzungskopfes ist. Die
Form der Schnittfla¨che im Fall b˜ = (0, 0, 1) ist in Abbildung 7.6 gezeigt. Es ist:
F (x, y) = Fξ′(x,y) +
{
x
2
(
1
|x| − pi2λ1 / arctan(
y
λ2
)
)
b˜ fu¨r y > 0 und |x| < 2λ1
pi
arctan( y
λ2
),
0˜ sonst.
(7.8)
In der ξ-Phase sind dagegen keine Metaversetzungen mo¨glich, da fu¨r die Phasondefekte
alternierende breite Rauten beno¨tigt werden, die es in dieser Phase nicht gibt. Metaver-
setzungen in der ξ′-Phase wurden experimentell von Klein [56] beobachtet, siehe auch die
Abbildungen 7.8 und 7.9.
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Abbildung 7.5: Metaversetzung mit sechs eingeschobenen Phasondefekt-Halbreihen in der
ξ′-Phase.
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Abbildung 7.6: Schnittfla¨che E‖ mit eingebauter Metaversetzung in der ξ ′-Phase (in geeig-
neten Koordinaten). Das phasonische Verschiebungsfeld ist aufgrund der Wechselwirkung
der Phasondefektreihen nicht relaxiert, und somit nicht isotrop. Die Parameter λ1 und λ2
entsprechen der Breite des Versetzungsschwanzes und der La¨nge des Versetzungskopfes.
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7.2 Bewegung der Metaversetzungen
Da sich Versetzungen nur am Rand eines Festko¨rpers oder an einer punktfo¨rmigen Verset-
zungsquelle bilden ko¨nnen, mu¨ssen sich Metaversetzungen bei ihrer Entstehung notwendi-
gerweise bewegt haben, obwohl bisher noch keine experimentelle Beobachtung einer solchen
Bewegung erfolgen konnte. In diesem Abschnitt werden mo¨gliche Bewegungsarten der Me-
taversetzung im Hochtemperaturfall diskutiert, wobei bei hoher Temperatur Variationen
in den phasonischen Verschiebungen instantan relaxieren.
Betrachte nun exemplarisch eine Metaversetzung in einer ξ ′n-Phase. Die U¨berlegungen ver-
laufen fu¨r andere Metaversetzungen a¨hnlich. Die Normale der Gleitebene der Metaverset-
zung verla¨uft parallel zu den Phasondefektreihen. Eine Gleitbewegung ist in Abbildung 7.7
dargestellt. Die Bewegung des Versetzungskerns verla¨uft hier in horizontaler Richtung nach
rechts. Wa¨hrend der Bewegung springen die oberen Ha¨lften der vom Versetzungskern u¨ber-
querten Phasondefektreihen von einer Seite auf die andere, wobei der Sprungprozess selbst
in relativ kurzer Zeit statt findet(Abbildung 7.7, mitte). Betrachtet man nur die Anordnung
der Phasondefekte, so entspricht die Versetzung der Gleitbewegung einer herko¨mmlichen
Versetzung in einem zweidimensionalen fla¨chenzentrierten Gitter. Die Bewegungsgeschwin-
digkeit der Phasondefekte nimmt antiproportional mit dem Abstand ab.
Alternativ kann die Versetzungbewegung durch Klettern erfolgen. Verla¨uft die Bewegung
parallel zu den Phasondefektreihen, dann werden entweder Phasondefektreihen zusa¨tzlich
eingeschoben oder herausgezogen. Im ersten Fall schiebt sich die Versetzung zwischen vor-
handene Phasondefektreihen und dru¨ckt diese zur Seite. Im zweiten Fall ensteht hinter der
Versetzung eine Lu¨cke von Phasondefektreihen, die durch Verschiebung der in der Umge-
bung befindlichen Phasondefektreihen ausgeglichen wird. Beim kompletten Durchwandern
der Metaversetzung mit 2Fm eingeschobenen Phasondefektreihen durch den Festko¨rper
werden so 2Fm neue Phasondefektreihen erzeugt beziehungsweise vernichtet.
Wie schon in Abschnitt 5.6 erwa¨hnt, sind Kletterbewegungen in Kristallen nur zusammen
mit diffusiven Prozessen mo¨glich und werden daher selten beobachtet. Da aber Verset-
zungsbewegungen in Quasikristallen und in Approximanten, wenn phasonische Freiheits-
grade beteiligt sind, sowieso mit Umordnungen der Atome verbunden sind, sollten die bei
Kletterbewegungen zusa¨tzlich auftretenden Prozesse eine geringere Rolle spielen. Welche
Bewegungsform bei Metaversetzungen bevorzugt auftritt, muss letztlich durch das Experi-
ment untersucht werden. Neuere Elektronenmikroskopbilder [56] lieferten Hinweise fu¨r das
Auftreten beider Bewegungsmo¨glichkeiten.
7.3 Versetzungsreaktionen
Metaversetzungen ko¨nnen ebenso wie herko¨mmliche Versetzungen Versetzungsreaktionen
durchfu¨hren. Dabei bleibt die Summe der Burgersvektoren im Hyperraum erhalten. Ei-
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Abbildung 7.7: Wanderung der Phasondefektreihen bei horizontaler Gleitbewegung der
Metaversetzung nach rechts. Wa¨hrend dem Bewegungsprozess springen die oberen Ha¨lften
der Phasondefektreihen in die entgegengesetzte Richtung.
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nerseits kann ein Metaversetzungspaar mit entgegengesetzten Burgersvektoren, ein Verset-
zungsdipol, entstehen (Abbildung 7.8 links), andererseits ko¨nnen sich Metaversetzungen
vereinigen oder aufspalten (Abbildung 7.8 rechts). Die Eintra¨ge des Burgersvektors von Me-
taversetzungen im dreidimensionalen Modellsystem sind nach Gleichung (7.3) Fibonacci-
Zahlen. Aufgrund der definierenden Eigenschaft Fm+1 = Fm + Fm−1 sind folgende Verset-
zungsreaktionen mo¨glich:
Bm  Bm−1 +Bm−2,
Bm  Bm+1 − Bm−1, (7.9)
Bm  Bm+2 − Bm+1.
In Abbildung 7.9 sind drei Metaversetzungen mit sechs Phasondefekt-Halbreihen in der
ξ′-Phase gezeigt. Zwei der Metaversetzungen sind u¨ber eine Phasondefektreihe verbunden.
Vermutlich sind die oberen beiden Metaversetzungen als Versetzungsdipol entstanden. Bei
der Gleitbewegung des Versetzungsdipols senkrecht zu den Phasondefektreihen, kann eine
der Phasondefektreihen von einer Seite des Versetzungskerns auf die andere gelangen, wie
schematisch in Abbildung 7.10 gezeigt, und die Versetzungen verbinden. Nach dem Aus-
einanderlaufen der Versetzungen verhindert die Verbindung das Auflo¨sen des Versetzungs-
dipols. Durch weitere Versetzungsbewegungen kann so nach und nach ein komplexes, weit
verzweigtes Versetzungsnetzwerk aufgebaut werden. Solche Versetzungsnetzwerke wurden
experimentell von Feuerbacher beobachtet [29]. A¨hnliche Reaktionen kann es auch fu¨r die
im folgenden Abschnitt behandelten Metaversetzungen geben.
7.4 Metaversetzungen im 5D-Modellsystem
Außer den in Abschnitt 7.1 behandelten Metaversetzungen werden in den Approximanten
experimentell auch andere Arten von Metaversetzungen beobachtet, deren Burgersvektor
allerdings nicht mehr im dreidimensionalen Modellsystem liegt. Sie machen sich ebenfalls
in der Anordnung der Phasondefektreihen bemerkbar und ko¨nnen im fu¨nfdimensionalen
Hyperraum aus Abschnitt 6.5 beschrieben werden. Es wurden folgende Versetzungstypen
gefunden:
(i) Metaversetzungen mit Burgersvektoren der Form b˜ = (Fm,−Fm−1, Fm, 0, 0): Die pho-
nonische Komponente erha¨lt man durch Anwenden der Projektionsmatrix des Pen-
rosetilings und mit Satz 2.5 zu
b‖ =
(
1
2
τ−2Fm − 12τ−1Fm−1
1
2
τ−1
√
τ + 2Fm − 12
√
τ + 2Fm−1
)
= (−τ)−m
(
cos(72◦)
sin(72◦)
)
. (7.10)
Sie besitzt die La¨nge b‖ = τ−mlRaute. Der Burgersvektor ist gegenu¨ber demjenigen
aus (7.4) um 72◦ gedreht. Im Gegensatz zu den zuvor behandelten Metaversetzungen
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Abbildung 7.8: Links: Ein Versetzungsdipol der ξ ′2-Phase. Jede Metaversetzung besteht
aus zehn eingeschobenen Phasondefekt-Halbreihen. Rechts: Die Versetzungsreaktion B3 
B5 − B4 in der ξ′-Phase. Die Versetzungskerne, markiert durch weiße Pfeile, teilen sich
sechs der Phasondefekt-Halbreihen. Die vier u¨brigen laufen nach außen. [56]
PSfrag replacements
E‖
E⊥
E‖
pi⊥x˜
pi‖x˜
χpi‖x˜
pi⊥approxx˜
A
A¯
S
L
S
S¯
W 2
Ez11
Ez22
Ez33
Ez44
Ez55
Wt1
Wt2
Wt3
Wt4
t1 = (t1, t2, t3, t4, t5)
t2 = t1 + (0, 0, 0, 1, 0)
t3 = t1 + (0, 1, 0, 0, 0)
t4 = t1 + (0, 1, 0, 1, 0)
pi‖(t1)
pi‖(t2)
pi‖(t3)
pi‖(t4)
Dualisierung
x
y
z
1
2
3
4
5
6
u˜(x)
x˜
D
U
N
P
H
D’
S’
B’
H’
pi‖e˜1
pi‖e˜2
pi‖e˜3
pi‖e˜4
pi‖e˜5
E‖1 : z = −x
E‖2 : z = x+ y
g
E‖ : z = x+ y − ( 1
pi
arctan(2x + y) + 1
2
)(2x+ y)
b˜ = (0, 0, 2)
E‖ : z = 1
pi
arctan(x
y
) + 1
2
( |y|
y
+ 1)
n˜E‖
n˜E‖
λ1 = 10
λ2 = 3
E‖ : z =
{
x
2
(
1
|x| − pi2λ1 / arctan(
y
λ2
)
)
fu¨r y > 0 und |x| < 2λ1
pi
arctan( y
λ2
),
0 sonst.
b˜ = (0, 0, 1)
Versetzungskern
Versetzungskopf
Versetzungsschwanz
54◦
72◦
20b‖
mz
−mz
m1
−m1
m2
−m2
m3
−m3
m4
−m4
m5
−m5
Abbildung 7.9: Ansammlung dreier Metaversetzungen in der ξ ′-Phase. Zwei der Metaver-
setzungen teilen sich eine Phasondefektreihe. [56]
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Abbildung 7.10: Schematische Darstellung dreier Metaversetzungen: ein Versetzungsdipol
und eine isolierte Metaversetzung. Die Versetzungskerne sind als Kreise dargestellt und die
Phasondefektreihen als Linien. Bewegt sich der Versetzungsdipol nach unten (i), so kann
eine Phasondefektreihe u¨ber den rechten Versetzungskern hinwegspringen (ii). Dadurch
wird die isolierte Versetzung mit dem Versetzungsdipol verbunden (iii). Bewegt sich der
Versetzungsdiplom wieder nach oben, dann kann er sich nicht mehr auflo¨sen (iv).
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kommen die Phasondefekte nun in zwei unterschiedlichen Orientierungen vor, die ge-
geneinander wieder um 72◦ gedreht sind. Insbesondere sind am Versetzungskern Fm
Halbreihen von gedrehten Phasondefekt-Halbreihen eingeschoben, die mit dem drei-
dimensionalen Modellsystem nicht erkla¨rt werden ko¨nnen. Sie sind gegenu¨ber den
restlichen Phasondefektreihen um 54◦ gedreht. Abbildung 7.11 oben zeigt die ideali-
sierte Versetzungsumgebung im Tilingbild des fu¨nfdimensionalen Modellsystems im
Fall m = 3. Hierfu¨r ist b‖ = 0.297 nm.
(ii) Metaversetzungen mit Burgersvektoren der Form b˜ = (0, Fm−1, Fm−1, 0, Fm): Die
phononische Komponente ist
b‖ =
(
1
2
τ−1Fm − 12Fm−1
1
2
τ−1
√
τ + 2Fm − 12
√
τ + 2Fm−1
)
= (−τ)−m+1
(
cos(72◦)
− sin(72◦)
)
. (7.11)
Sie besitzt die La¨nge b‖ = τ−m+1lRaute. Der Burgersvektor ist im Vergleich zu den
vorherigen Versetzungen um τ verla¨ngert. Die Versetzung ist also mit einer gro¨ßeren
phononischen Verzerrung verbunden. Am Versetzungskern sind nun Fm−1 Halbreihen
von gedrehten Phasondefektreihen eingeschoben. Links vom Versetzungskern ist eine
Lu¨cke in den Phasondefektreihen. Abbildung 7.11 unten zeigt die idealisierte Verset-
zungsumgebung im Tilingbild des fu¨nfdimensionalen Modellsystems im Fall m = 5.
Hierfu¨r ist b‖ = 0.184 nm.
In Abbildung 7.12 sind HREM-Aufnahmen der beiden Metaversetzungen aus Abbildung
7.11 gezeigt. In der oberen Abbildung hat sich die Lu¨cke in den Phasondefektreihen links
des Versetzungskerns durch Relaxation der phasonischen Verschiebung, das heißt durch
deren Bewegung geschlossen. In der unteren Abbildung scheint sich die Metaversetzung
vertikal nach oben bewegt zu haben. Aufgrund der mit ihr verbundenen Phasondefektreihen
ist eine weitere Bewegung in dieser Richtung erschwert.
7.5 Andere Versetzungen
Feuerbacher und Klein berichten noch von weiteren Versetzung in der ξ ′-Phase mit Bur-
gersvektoren parallel zur verallgemeinerten zehnza¨hligen Achse des dazugeho¨rigen deka-
gonalen Quasikristalls. Das entspricht der Richtung senkrecht zur Zeichenebene in den
zweidimensionalen Tilingbildern. Aufgrund der Geometrie ist es zur Beschreibung solcher
Versetzungen zwangsla¨ufig notwendig, ein Modell zu verwenden, das im physikalischen
Raum dreidimensional ist. Ihre Untersuchung ist aus zwei Gru¨nden interessant: Bei den
Metaversetzungen spielt sich die Umordnung in einer festen Ebene ab, wohingegen bei
diesen Versetzung Clusterbewegungen senkrecht dazu auftreten sollten. Hieru¨ber gibt es
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Abbildung 7.11: Idealisierte Tilings um die Kerne von Metaversetzungen mit den Burgers-
vektoren b˜ = (2,−1, 2, 0, 0) (oben) und b˜ = (0, 3, 3, 0, 5) (unten) in der ξ ′1-Phase. Es sind
zwei beziehungsweise drei gedrehten Phasondefekt-Halbreihen eingeschoben. Am Rand sind
die auftretenden Winkel gezeigt. Die phononische Komponente des Burgersvektor ist aus
Darstellungsgru¨nden um den Faktor 20 vergro¨ßert.
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Abbildung 7.12: HREM-Aufnahmen von Metaversetzungen in der ξ ′2-Phase im Fall b˜ =
(2,−1, 2, 0, 0) mit zwei eingeschobenen gedrehten Phasondefekt-Halbreihen (oben) und
b˜ = (0, 3, 3, 0, 5) mit drei solchen Reihen (unten). Im unteren Fall hat sich unter der
Metaversetzung ein großer keilfo¨rmiger Bereich mit ξ ′-Phase gebildet. [56]
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in der Literatur bisher keine U¨berlegungen. Außerdem wurde die Bewegung dieser Verset-
zungen unter dem Elektronenmikroskop direkt beobachtet. Die beobachtete Bewegung ist
eine reine Kletterbewegung [30].
7.6 Interpretation der Ergebnisse
U¨ber Metaversetzungen, speziell u¨ber ihre Bewegung, ist bisher wenig bekannt. Folgende
Interpretation der experimentellen Ergebnisse ist jedoch mo¨glich:
(i) Bei der Kristallisation im spannungsfreien Zustand wird von den Approximanten der
1.6 nm dekagonalen Phase meist die ξ ′-Phase erhalten. Im Bereich hoher Tempera-
tur gro¨ßer als ca. 70% der Schmelztemperatur ist die ξ ′-Phase plastisch verformbar.
Gewo¨hnliche Versetzungen mit Gittervektoren als Burgersvektoren sind aufgrund der
Gro¨ße der Gitterkonstanten nicht mo¨glich.
(ii) Durch Ausnutzung der phasonischen Freiheitsgrade bilden sich unter Spannungen
daher Metaversetzungen. Diese haben den Vorteil, zu kleineren Gitterverzerrungen
zu fu¨hren. Aufgrund der phasonischen Flips treten Phasondefekte auf, die zu Reihen
angeordnet sind.
(iii) Zu Beginn eines Verformungsprozesses werden Metaversetzungen mit kleinerer pha-
sonischer Komponente bevorzugt, da dabei weniger Phasondefekte erzeugt werden
mu¨ssen. Durch Versetzungsreaktionen gehen diese in Metaversetzungen mit einer
gro¨ßeren Zahl an angehefteten Phasondefekt-Halbreihen u¨ber, wobei sich die pha-
sonische Komponente des Burgersvektors vergro¨ßert und die phononische sich ver-
kleinert. Ein solches Verhalten wird durch Arbeiten von Rosenfeld [72] gestu¨tzt. In
dieser Arbeit wird beobachtet, dass in der quasiperiodischen Al-Pd-Mn-Phase mit
gro¨ßer werdender Verformungen die phasonische Komponente von Versetzungen in
der Regel zunimmt.
(iv) Bei der Bewegung von Metaversetzungen ko¨nnen Phasondefektreihen hinterlassen
werden. Bewegt sich eine große Zahl an Metaversetzungen durch die ξ ′-Phase, so
ist eine Umwandlung in eine ξ ′n-Phase mo¨glich. Dabei versuchen die Phasondefekt-
reihen beieinander zu bleiben. Zu große Absta¨nde der Phasondefektreihen scheinen
energetisch ungu¨nstig zu sein. Am ha¨ufigsten wird die ξ′2-Phase beobachtet.
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Zusammenfassung und Ausblick
Wie zu Beginn der Arbeit gezeigt, ko¨nnen Quasikristalle als irrationale Schnitte durch
ho¨herdimensionale Kristalle angesehen und erzeugt werden. Neben den phononischen Frei-
heitsgraden, deren Anregung zu Schwingungen der Atome fu¨hren, sind in Quasikristallen
Verformungen der Schnittebene zusa¨tzliche Freiheitsgrade. Die Anregung dieser phasoni-
schen Freiheitsgrade bewirkt atomare Umordnungen. Durch Scherung der Schnittebene
entstehen mit dem Quasikristall verwandte Strukturen, die Approximanten.
Fu¨r Approximanten eines dreidimensionalen ikosaedrischen Quasikristalls konnten mo¨gli-
che Schermatrizen bestimmt werden. Dabei wurde unterschieden zwischen dekagonalen
Quasikristallen als Approximanten (i)-ter Art, die nur parallel zu einer verallgemeiner-
ten fu¨nfza¨hligen Richtung geschert sind, und Kristallen als Approximanten (ii)-ter Art,
die zusa¨tzlich in der Ebene senkrecht zu dieser Richtung geschert sind. Die berechneten
Schermatrizen wurden auf ein Modell angewendet, das die Clusterpositionen der ikosaedri-
schen Al-Pd-Mn-Phase beschreibt. Der Vergleich der so erhaltenen Tilings mit den experi-
mentell beobachteten Clusteranordnungen in einer Ebene senkrecht zur verallgemeinerten
fu¨nfza¨hligen Achse erbrachte eine gute U¨bereinstimmung. Dies zeigt, dass die Bewegung
der Cluster in dieser Ebene durch eine Scherung der Schnittebene gut beschrieben wird.
Die Bewegungen senkrecht dazu ko¨nnen jedoch nicht mit einer Scherung einer Schnittebene
erkla¨rt werden.
Auf die Approximanten ξ-, ξ ′- und ξ′n-Phasen der 1.6 nm dekagonalen Phase wurde geson-
dert eingegangen. Sie ko¨nnen durch ein Tiling bestehend aus Hexagonen, Pentagonen und
Nonagonen aufgebaut werden und sind charakterisiert durch das Auftreten sogenannter
Phasondefekte, die in Reihen angeordnet sind. Es wurde gezeigt, dass die Beschreibung der
Phasen in einem dreidimensionalen Modellsystem und einem Tiling bestehend aus breiten
und schmalen Rauten mo¨glich ist. Hierdurch ko¨nnen Vorga¨nge im Hyperraum anschaulich
dargestellt werden. Es stellte sich heraus, dass auch in periodischen Approximanten pha-
sonische Freiheitsgrade vorhanden und anregbar sind. Im Fall der ξ ′n-Phasen machen sie
sich durch die Bewegung der Phasondefektreihen bemerkbar.
Die mechanische Eigenschaften von Quasikristallen werden maßgeblich beeinflusst durch
die Bewegung von Versetzungen mit phasonischen Komponenten. Die Erweiterung der
Elastizita¨tstheorie ermo¨glicht es, die versetzungsbegleitenden phononischen und phasoni-
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schen Verschiebungsfelder zu beschreiben. Auch in Approximanten gibt es Versetzungen
mit phasonischen Komponenten. In den ξ ′- und ξ′n-Phasen sind dies die Metaversetzun-
gen. Einige der Metaversetzungen konnten im dreidimensionalen Modellsystem konstruiert
und beschrieben werden. Damit war die Bestimmung und Erkla¨rung der experimentell
beobachteten Burgersvektoren und Tilings mo¨glich. Es werden experimentell genau die-
jenigen Metaversetzungen beobachtet, die eine kleine phononische Komponente besitzen.
Andere Metaversetzungen ko¨nnen in einem fu¨nfdimensionalen Modellsystem konstruiert
werden. Versetzungsreaktionen und Versetzungsbewegungen wurden in den Modellra¨umen
beschrieben.
Folgende Punkte sind noch ungekla¨rt und bieten Anknu¨pfungspunkte fu¨r weiterfu¨hrende
Untersuchungen:
(i) Wie ist die Clusterbewegung senkrecht zur verallgemeinerten fu¨nfza¨hligen Achse bei
der Konstruktion von Approximanten zu verstehen? Was genau geschieht beim U¨ber-
gang eines ikosaedrischen Quasikristalls zu einem dekagonalen Quasikristall?
(ii) Welche Konsequenzen hat die Existenz von Metaversetzungen und phasonischen Frei-
heitsgraden im Rahmen einer erweiterten Elastizita¨tstheorie fu¨r die mechanischen
Eigenschaften der Approximanten? Experimentelle Beobachtungen lassen vermuten,
dass es eine Wechselwirkung zwischen den Phasondefektreihen gibt.
(iii) In anderen Approximanten sind phasonische Freiheitsgrade ebenfalls anregbar. Es
ist davon auszugehen, dass auch dort Metaversetzungen existieren. Diese sind unter
Umsta¨nden nicht so einfach unter dem Elektronenmikroskop beobachtbar, wie es bei
den Metaversetzungen in den ξ ′n-Phasen der Fall ist.
(iv) Die Kla¨rung dieses Punktes liegt zur Zeit noch in weiter Ferne: Welche genaue Ur-
sache haben die phasonischen Freiheitsgrade in Approximaten und Quasikristallen?
Aufgrund ihres einfacheren Aufbaus bieten sich hier Approximanten fu¨r erste Unter-
suchungen an.
Anhang A
Beispiele fu¨r ortsabha¨ngige
Verschiebungsfelder
Ortsabha¨ngige Verschiebungsfelder werden am Beispiel des Penrose-Tilings na¨her erla¨utert.
Die Parallelogramme des Tilings entstehen durch Dualisierung der Schnittpunkte eines 5-
Grids (vergleiche Abschnitt 2.2). Die Teilmenge der Schnittpunkte, die auf einer parallelen
Geradenschar (einem 1-Grid) liegen, bilden nach der Dualisierung Reihen aus Parallelo-
grammen, sogenannte Wu¨rmer. Die Seiten der Parallelogramme sind nach Konstruktion
Gridvektoren und stehen somit senkrecht auf den sich schneidenden Geraden. In Abbil-
dung A.1 findet sich das Penrose-Tiling mit den Wu¨rmern des vertikalen 1-Grids. Das
Verschiebungsfeld wird gewa¨hlt als
u˜(x, y) = u˜0 arctan(λy) mit u˜0 = (0, 0, 3, 3, 0)‖ex (A.1)
und einer Konstanten λ. Die go¨ßten Verschiebungen treten im Bereich um −λ < y < λ
auf. Der phononische Anteil u‖(x, y) = pi‖u˜(x, y) fu¨hrt zu einer Verzerrung des Tilings
und der Wu¨rmer (Abbildung A.2). Der phasonische Anteil u⊥(x, y) = pi⊥u˜(x, y) zeigt sich
durch Flips, die eine Wanderung der Wu¨rmer zur Folge haben (Abbildung A.3). Die Aus-
wirkung des gesamten Verschiebungsfeldes u˜(x, y) findet sich in Abbildung A.4. Flips und
Verzerrung treten gleichzeit auf. Ihr Einfluss auf die Wu¨rmer kompensiert sich gegenseitig.
Beachte: Da u˜0 im Hypergitter liegt, stimmt das Tiling A.1 mit dem Tiling A.4 fu¨r y  0
und y  0 u¨berein. Schon allein aus Symmetriegru¨nden mu¨ssen daher die Wu¨rmer in der
letzten Abbildung gerade verlaufen.
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PSfrag replacements
E‖
E⊥
E‖
pi⊥x˜
pi‖x˜
χpi‖x˜
pi⊥approxx˜
A
A¯
S
L
S
S¯
W 2
Ez11
Ez22
Ez33
Ez44
Ez55
Wt1
Wt2
Wt3
Wt4
t1 = (t1, t2, t3, t4, t5)
t2 = t1 + (0, 0, 0, 1, 0)
t3 = t1 + (0, 1, 0, 0, 0)
t4 = t1 + (0, 1, 0, 1, 0)
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pi‖(t2)
pi‖(t3)
pi‖(t4)
Dualisierung
x
y
z
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2
3
4
5
6
u˜(x)
x˜
D
U
N
P
H
D’
S’
B’
H’
pi‖e˜1
pi‖e˜2
pi‖e˜3
pi‖e˜4
pi‖e˜5
E‖1 : z = −x
E‖2 : z = x + y
g
E‖ : z = x+ y − ( 1
pi
arctan(2x+ y) + 1
2
)(2x + y)
b˜ = (0, 0, 2)
E‖ : z = 1
pi
arctan(x
y
) + 1
2
( |y|
y
+ 1)
n˜E‖
n˜E‖
λ1 = 10
λ2 = 3
E‖ : z =
{
x
2
(
1
|x| − pi2λ1 / arctan(
y
λ2
)
)
fu¨r y > 0 und |x| < 2λ1
pi
arctan( y
λ2
),
0 sonst.
b˜ = (0, 0, 1)
Versetzungskern
Versetzungskopf
Versetzungsschwanz
54◦
72◦
20b‖
mz
−mz
m1
−m1
m2
−m2
m3
−m3
m4
−m4
m5
−m5
Abbildung A.1: Perfektes Penrose-Tiling. Parallelogramme mit horizontalen Seiten sind
grau hervorgehoben. Sie sind reihenfo¨rmig in Wu¨rmern angeordnet (vergleiche Text).
115
PSfrag replacements
E‖
E⊥
E‖
pi⊥x˜
pi‖x˜
χpi‖x˜
pi⊥approxx˜
A
A¯
S
L
S
S¯
W 2
Ez11
Ez22
Ez33
Ez44
Ez55
Wt1
Wt2
Wt3
Wt4
t1 = (t1, t2, t3, t4, t5)
t2 = t1 + (0, 0, 0, 1, 0)
t3 = t1 + (0, 1, 0, 0, 0)
t4 = t1 + (0, 1, 0, 1, 0)
pi‖(t1)
pi‖(t2)
pi‖(t3)
pi‖(t4)
Dualisierung
x
y
z
1
2
3
4
5
6
u˜(x)
x˜
D
U
N
P
H
D’
S’
B’
H’
pi‖e˜1
pi‖e˜2
pi‖e˜3
pi‖e˜4
pi‖e˜5
E‖1 : z = −x
E‖2 : z = x + y
g
E‖ : z = x+ y − ( 1
pi
arctan(2x+ y) + 1
2
)(2x + y)
b˜ = (0, 0, 2)
E‖ : z = 1
pi
arctan(x
y
) + 1
2
( |y|
y
+ 1)
n˜E‖
n˜E‖
λ1 = 10
λ2 = 3
E‖ : z =
{
x
2
(
1
|x| − pi2λ1 / arctan(
y
λ2
)
)
fu¨r y > 0 und |x| < 2λ1
pi
arctan( y
λ2
),
0 sonst.
b˜ = (0, 0, 1)
Versetzungskern
Versetzungskopf
Versetzungsschwanz
54◦
72◦
20b‖
mz
−mz
m1
−m1
m2
−m2
m3
−m3
m4
−m4
m5
−m5
Abbildung A.2: Penrose-Tiling mit einem ortsabha¨ngigen rein phononischen Verschiebungs-
feld u‖(x, y). Die Verzerrung des Tilings wirkt sich auch auf die Wu¨rmer aus.
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Abbildung A.3: Penrose-Tiling mit einem ortsaba¨ngigen rein phasonischen Verschiebungs-
feld u⊥(x, y). Im Tiling treten Flips auf, die zu einer Wanderung der Wu¨rmer fu¨hrt.
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Abbildung A.4: Penrose Tiling mit einem ortsabha¨ngigem Verschiebungsfeld u˜(x, y), das
phononischen und phasonischen Anteil besitzt. Flips und Verzerrung treten im Tiling
gleichzeitig auf. Die Wu¨rmer verlaufen gerade.
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Anhang B
Darstellungen der Ikosaedergruppe
Die Ikosaedergruppe Y und ihr direktes Produkt mit der Inversionsgruppe Yh = Y ×Ci spie-
len in dieser Arbeit und bei der Untersuchung von Quasikristallen allgemein eine wichtige
Rolle, da sie, wie in Abschnitt 1.2 gezeigt, die einzigen nichtkristallographischen Untergrup-
pen der O(3) sind, die dreidimensionale irreduzible Darstellungen besitzen. Dreidimensio-
nale Quasikristalle, die in keiner Raumrichtung periodisch sind, mu¨ssen daher eine dieser
beiden Gruppen als verallgemeinerte Symmetriegruppe besitzen (siehe Abschnitt 3.1). Fu¨r
eine ausfu¨hrlichere Untersuchung der Ikosaedergruppe im Hinblick auf Quasikristalle sei
auf [26] verwiesen.
Y kann abstrakt definiert werden als eine Gruppe, die von zwei Generatoren a und b mit
a5 = 1, b2 = 1 und (ab)3 = 1 erzeugt wird. Man schreibt:
Y =
〈
a, b | a5 = b2 = (ab)3 = 1〉 , |Y | = 60. (B.1)
Sie ist isomorph zur alternierenden Gruppe A5, die alle ungeraden Permutationen einer
Menge von fu¨nf Elementen entha¨lt. Als erzeugende Elemente ko¨nnen zum Beispiel die
Permutationen a = (12345) und b = (12)(34) gewa¨hlt werden. Um die gewo¨hnliche Cha-
raktertafel der Ikosaedergruppe anzugeben, werden ihre Konjugiertenklassen bestimmt: Y
besitzt 15 Elemente der Ordnung 2, die in der Konjugiertenklasse [b] liegen, 20 Elemente
der Ordnung 3 in der Konjugiertenklasse [ab] und 24 Elemente der Ordnung 5, die sich auf
zwei Konjugiertenklassen aufteilen: [a] und [a2]. Damit kann die Charaktertafel berechnet
werden (Tabelle B.1). Yh wird von drei Elementen a, b und c erzeugt:
Yh =
〈
a, b, c | a5 = b2 = (ab)3 = c2 = 1, ac = ca, bc = cb〉 , |Yh| = 120. (B.2)
Die Charaktertafel von Yh baut sich blockweise aus derjenigen von Y auf. Das Ergebnis
ist in Tabelle B.2 aufgelistet. Fu¨r die Konstruktion von Quaskristallen werden ganzzahlige
Darstellungen mit Charakterwerten aus   beno¨tigt, die eine dreidimensionale irreduzible
Darstellung enthalten. Im Fall der Gruppe Y ist dies die Darstellung D
(3)
2 ⊕D(3)3 , im Fall
Yh eine der Darstellungen D
(3)
2u ⊕D(3)3u und D(3)2g ⊕D(3)3g .
119
120 ANHANG B. DARSTELLUNGEN DER IKOSAEDERGRUPPE
[1] [b] [ab] [a] [a2]
D
(1)
1 1 1 1 1 1
D
(3)
2 3 −1 0 τ 1− τ
D
(3)
3 3 −1 0 1− τ τ
D
(4)
4 4 0 1 −1 −1
D
(5)
5 5 1 −1 0 0
D
(3)
2 ⊕D(3)3 6 −2 0 1 1
Tabelle B.1: Charaktertafel von Y .
[1] [b] [ab] [a] [a2] [c] [bc] [abc] [ac] [a2c]
D
(1)
1g 1 1 1 1 1 1 1 1 1 1
D
(3)
2g 3 −1 0 τ 1− τ 3 −1 0 τ 1− τ
D
(3)
3g 3 −1 0 1− τ τ 3 −1 0 1− τ τ
D
(4)
4g 4 0 1 −1 −1 4 0 1 −1 −1
D
(5)
5g 5 1 −1 0 0 5 1 −1 0 0
D
(1)
1u 1 1 1 1 1 −1 −1 −1 −1 −1
D
(3)
2u 3 −1 0 τ 1− τ −3 1 0 −τ τ − 1
D
(3)
3u 3 −1 0 1− τ τ −3 1 0 τ − 1 −τ
D
(4)
4u 4 0 1 −1 −1 −4 −0 −1 1 1
D
(5)
5u 5 1 −1 0 0 −5 −1 1 0 0
D
(3)
2g ⊕D(3)3g 6 −2 0 1 1 6 −2 0 1 1
D
(3)
2u ⊕D(3)3u 6 −2 0 1 1 −6 2 0 −1 −1
Tabelle B.2: Charaktertafel von Yh.
Die Gruppe Y besitzt Untergruppen isomorph zu: C2, C3, C5, T , O. Als Untergruppen
der Yh tauchen zusa¨tzlich die direkten Produkte dieser fu¨nf Gruppen mit C2 auf: C2h,
C3h ∼= C6, C5h ∼= C10, Th, Oh.
Anhang C
Approximierende Bru¨che von τ
Bei der Konstruktion von Approximanten werden Bru¨che der Form p1
p0
mit p0, p1 ∈   ,
p1 ≥ p0 beno¨tigt, die die goldene Zahl τ (siehe Satz 2.5) approximieren, das heißt p1p0 ≈ τ .
Eine gute Approximationen liegt vor, wenn die Differenz | p1
p0
− τ | klein ist und gleichzeitig
p0 und p1 ebenfalls klein sind. Als Maß fu¨r die Gu¨te der Approximation erweist sich
γ1 =
√
5
∣∣∣∣
(
p1
p0
− τ
)
p20
∣∣∣∣ = √5|(p1 − τp0)p0| (C.1)
als geschickt. Ist p1
p0
ein approximierender Bruch von τ , dann ist auch p0+p1
p1
=
(
p1
p0
)−1
+1 ein
approximierender Bruch von τ = τ−1 + 1. Definiere nun die Folge (pn)n∈   rekursiv durch
pn+2 = pn +pn+1. Diese Folgen sind verwandt mit der Fibonacci-Kette Fn. Die A¨hnlichkeit
zeigt sich, wenn man Elemente der Folgen explizit mit Induktion berechnet:
pn = Fn−1p0 + Fnp1. (C.2)
Die Bru¨che pn+1
pn
approximieren die Zahl τ . Verschiedener Bru¨che aus einer Folge pn haben
vergleichbare Gu¨te. Es gilt (Vereinfachungen mit Satz 2.5):
γn =
√
5|(pn − τpn−1)pn−1|
=
√
5|(p0(Fn−1 − τFn−2) + p1(Fn − τFn−1))(Fn−2p0 + Fn−1p1)|
=
√
5| − (p1(−τ)−n+1 + p0(−τ)−n+2)(Fn−2p0 + Fn−1p1)|
=
√
5
∣∣∣∣p21Fn−1τn−1 − p20Fn−2τn−2 − p0p1 τFn−1 − Fn−2τn−1
∣∣∣∣ (C.3)
und wegen lim
n→∞
τFn−1 − Fn−2 = Fn−1 und lim
n→∞
Fn
τn
= 1√
5
schließlich
γ = lim
n→∞
γn = p
2
1 − p20 − p0p1. (C.4)
In Tabelle C.1 sind die verallgemeinerten Fibonacci-Folgen pn, n aufgefu¨hrt, die zu ap-
proximierenden Bru¨che mit dem kleinsten Gu¨tefaktor γ geho¨ren. Folgen, die ganzzahlige
Vielfache von kleineren Folgen sind, wurden weggelassen.
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Folge p0 p1 Gu¨tefaktor γ
1, 1, 2, 3, 5, . . . 1 1 1
1, 3, 4, 7, 10, . . . 1 3 5
1, 4, 5, 9, 14, . . . 1 4 11
2, 5, 7, 12, 19, . . . 2 5 11
1, 5, 6, 11, 17, . . . 1 5 19
3, 7, 10, 17, 27, . . . 3 7 19
Tabelle C.1: Verallgemeinerte Fibonacci-Folgen mit kleinem Gu¨tefaktor.
Anhang D
Berechnung von Tilings mit
Versetzungen
Die Berechnung von Tilings mit Versetzungen in Quasikristallen und ihren Approximan-
ten ist mit Hilfe eines erweiterten Gridformalismus mo¨glich. Dieser wurde auch schon in
Vorga¨ngerarbeiten [12, 23] verwendet und erla¨utert. Als Beschra¨nkung sei ein hyperkubi-
sche Gitter Γ˜ =   d˜ = Zd˜ mit einem Atombereich pro Elementarzelle von der Form des
Einheitswu¨rfels W d˜ = [0, 1)d˜ gewa¨hlt. Der zweite Teil dieses Anhang fu¨hrt eine neues
iteratives Verfahren ein.
D.1 Erweiterter Gridformalismus
Betrachte einen dreidimensionalen physikalischen Raum. Zur Berechnung von Tilings mit
Versetzungen werden folgende Parameter beno¨tigt (vergleiche Abschnitt 3.3):
(i) die Projektionsmatrix pi‖ ∈   3×d˜ der Projektion auf den physikalischen Raum E‖.
(ii) eine Basismatrix A ∈   d˜×3 der gescherten Schnittebene E‖, in den Spalten steht eine
Orthonormalbasis,
(iii) der Burgersvektor b˜ ∈   d˜,
(iv) ein Verschiebungsvektor γ˜ ∈   d˜, der E‖ und E‖ global verschiebt,
wobei bei Quasikristallen E‖ = E‖ ist. Durch A sei eine Basis a˜x, a˜y, a˜z von E‖ so gewa¨hlt,
dass die Versetzung in Richtung a˜z verla¨uft, und γ˜ sei so gewa¨hlt, dass die Versetzung-
linie den Ursprung entha¨lt. Durch die Versetzung erha¨lt die gescherte Schnittebene das
zusa¨tzliche Verschiebungsfeld
u˜(x, y, z) = arccos
(
x√
x2 + y2
)
b˜
2pi
(D.1)
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und es ergibt sich die Parametrisierung F der Schnittebene mit Versetzung:
F :
  3 → E‖ : x = (x, y, z) 7→ Ax + arccos
(
x√
x2 + y2
)
b˜
2pi
+ γ˜. (D.2)
Betrachte nun den Schnitt W
t˜
= (W d˜ + t˜) ∩ E‖ des um einen Hypergittervektor t˜ ∈
 
d˜ verschobenen Einheitswu¨rfels W d˜ mit E‖. Wie in Abschnitt 2.2 erla¨utert, mu¨ssen zur
Berechnung des Tilings diejenigen t˜ bestimmt werden, fu¨r die W
t˜
6= ∅. Die Menge aller
dieser t˜ entspricht der Wertemenge von bF (x)c :   3 →   d˜:
{t˜ |W
t˜
6= ∅} = bF (   3)c. (D.3)
Die Polytope W
t˜
u¨berdecken E‖ disjunkt und lu¨ckenlos und werden gegeneinander durch
die Schnitte der Koordinatenhyperebenen Ezi = {x˜ | xi = z, z ∈   } ∩ E‖ getrennt. Die
Ezi sind gekru¨mmte Fla¨chen in E‖. Im Gridformalismus mu¨ssen nun jeweils drei dieser
Fla¨chen mit verschiedenen i-Werten i1, i2 und i3 und ganzzahligen z-Werten z1, z2 und z3
geschnitten werden. Die Schnittpunkte entsprechen den Ecken der W
t˜
. Zu bestimmen ist
dann x aus dem nichtlinearen Gleichungssystem:
[F (x)]ik = zik fu¨r k = 1, 2 und 3, (D.4)
wobei [ ]i die i-te Komponente bezeichnet. Durch Einsetzen erha¨lt man die restlichen zi fu¨r
i 6= i1, i2, i3: Der Schnittpunkt besitzt die Hyperraumkoordinaten F (x). Die t˜-Werte der
um den Schnittpunkt liegenden 23 = 8 Polytope sind
t˜1 = bF (x)c, t˜2 = t˜1 + e˜i1 ,
t˜3 = t˜1 + e˜i2 , t˜4 = t˜1 + e˜i3 , (D.5)
t˜5 = t˜1 + e˜i1 + e˜i2 , t˜6 = t˜1 + e˜i1 + e˜i3 ,
t˜7 = t˜1 + e˜i2 + e˜i3 , t˜8 = t˜1 + e˜i1 + e˜i2 + e˜i3 ,
wenn e˜i den i-ten Basisvektor des Hyperraums bezeichnet. Die gesamte Menge der Hy-
pergitterpunkte t˜, die fu¨r beliebige ik- und zk-Werte erhalten werden, muss nun noch
entlang E⊥ auf E‖ projiziert werden, denn projiziert man statt dessen auf E‖, so besitzt
das entstehende Tiling wie in Abbildung 5.3 links zwei um b‖ gegeneinander verschobe-
ne Tilinglippen. Durch die Auswahl der Hypergitterpunkte ist bisher nur der phasonische
Anteil b⊥ des Burgersvektors beru¨cksichtigt. Verwendet man zur Projektion E ‖, so sind
die Tilinglippen wie in Abbildung 5.3 rechts geschlossen. Die Projektion x, das heißt die
physikalischen Koordinaten, werden erhalten durch Lo¨sung des folgenden nichtlinearen
Gleichungssystems:
pi‖F (x) = pi‖t˜. (D.6)
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Die Lo¨sung der nichtlinearen Gleichungssysteme ist numerisch zum Beispiel mit dem New-
tonverfahren mo¨glich. Bei gro¨ßeren Burgersvektoren, wie sie bei Metaversetzungen beno¨tigt
werden, sind aber die Ezi in der Na¨he des Versetzungskerns stark gekru¨mmt, und es auch
passieren, dass das Gleichungssystem (D.4) nicht mehr eindeutig lo¨sbar ist. Dies erschwert
die numerische Behandlung. Ist keine Versetzung vorhanden, so ist b˜ = 0 und die Glei-
chungssysteme werden linear, ko¨nnen also exakt gelo¨st werden.
D.2 Iterative Berechnung
Wie oben gezeigt, muss zur Bestimmung der Hypergitterpunkte, die bei der Konstruktion
des Tilings verwendet werden, die Wertemenge der Funktion bF (x)c :   3 →   d˜ bestimmt
werden. Dazu kann man die Funktionswerte auf einem kubischen Gitter λ   3 berechnen.
Wenn die Kantenla¨nge λ klein genug ist, wird so die gesamte Wertemenge erhalten. Die
Funktionswerte auf dem Gitter ko¨nnen iterativ bestimmt werden:
(i) Wa¨hle einen Quader Q, bestehend aus acht Eckpunkten {q1, . . . , q8}.
(ii) Bestimme die Funktionswerte auf den Eckpunkten.
(iii) Zerlege den Quader durch Halbierung der Kanten in acht kleinere Quader Q1, . . . , Q8.
(iv) Wenn die Abbruchbedingung nicht erfu¨llt ist, verfahre mit den kleinen Quadern wie
mit dem großen.
Wa¨hlt man im einfachsten Fall als Abbruchbedingung eine maximale Zahl n der Iterati-
onsschritte, dann hat sich die Kantenla¨nge um den Faktor 2−n verkleinert. Dies ist jedoch
ungeeignet, da einerseits nicht klar ist, wie groß n sein muss, und andererseits zu viele Git-
terpunkte bestimmt werden. Es wa¨re besser, die Kantenla¨nge des Gitters lokal genau so
klein zu wa¨hlen, dass gerade die gesamte Wertemenge erfasst wird. Definiere s als Summe
u¨ber die Differenzen zwischen maximalen und minimalen Komponenten der Eckpunkte:
s =
8∑
i=1
max{[q1]i, . . . , [q8]i} −min{[q1]i, . . . , [q8]i}. (D.7)
Im Fall s ≤ 3 (beziehungsweise im allgemeinen Fall s ≤ d‖) liegt maximal ein Eckpunkt der
Polytope W
t˜
innerhalb des Quaders. Diese Bedingung eignet sich als Abbruchbedingung
fu¨r die Iteration. Durch Wahl besserer Abbruchbedingungen und die Zerlegung von Q nur
in wahlweise zwei oder vier Quader, je nach Differenz der qi, kann die Berechnung weiter
verbessert werden.
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Anhang E
Mathematische Erga¨nzungen zur
Ikosaedergruppe
Die Ikosaedergruppe nimmt in der Theorie der Quasikristalle eine besondere Rolle ein,
da sie die einzig mo¨gliche Symmetriegruppe einer echt dreidimensional quasiperiodischen
Struktur ist. Fu¨r die Mathematik ist die Ikosaedergruppe als kleinste der einfachen Grup-
pen wichtig. (Die einfachen Gruppen ko¨nnen als Bausteine aller endlichen Gruppen ange-
sehen werden, siehe Lehrbu¨cher der Gruppentheorie zu Kompositionsreihen.)
Die ersten beiden Abschnitte bieten erweiternd zu Kapitel 1 eine Einfu¨hrung in klassische
Methoden, wie sie unter anderem zur Untersuchung und Klassifikation von dreidimensio-
nalen kristallographischen Gruppen verwendet wurden. Von zentraler Bedeutung ist der
Begriff der Operation einer Gruppe auf einer Menge, sowie der Darstellung einer Grup-
pe. Mit Hilfe von Auswahlkriterien werden in Satz E.7 die endlichen Untergruppen von
SO(3) berechnet. Die einzigen dreidimensional irreduziblen Untergruppen sind dabei die
Tetraedergruppe T , die Oktaedergruppe O und die Ikosaedergruppe Y .
Fu¨r die Physik von Interesse sind einerseits dreidimensionale Darstellungen von Y und
andererseits ho¨herdimensionale ganzzahlige Darstellungen, die Punktgruppen von peri-
odischen Strukturen sein ko¨nnen. Darstellungen von Y werden in Abschnitt E.3 na¨her
untersucht.
Die eleganteste Formulierung der Darstellungstheorie erfolgt in der Sprache der Gruppen-
ringe. Dabei fu¨hren Gruppenringe u¨ber dem Grundko¨rper
 
zur gewo¨hlichen Darstellungs-
theorie, die ausfu¨hrlich untersucht ist. Die ganzzahlige Darstellungstheorie und Gruppen-
ringe u¨ber dem Grundring   sind dagegen weniger gut erforscht, da sie komplizierter sind.
Schwerpunkte hierin sind unter anderen das Isomorphieproblem und die Zassenhausver-
mutungen. Nach einer kurzen Einfu¨hrung in die Problematik folgt ein Abschnitt zu den
Zassenhausvermutungen fu¨r die Ikosaedergruppe.
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E.1 Operation einer Gruppe auf einer Menge
Zuna¨chst einige Definitionen:
Definition E.1. Sei G eine Gruppe und M eine Menge. Eine (Links-)Operation von G
auf M ist eine Abbildung ρ : G×M →M : (g,m) 7→ gm, die folgende Bedingungen erfu¨llt:
(i) em = m ∀m ∈M (Operation des Einselements e),
(ii) g(hm) = (gh)m ∀g, h ∈ G ∀m ∈M (Assoziativgesetz).
Man sagt dann G operiert auf M .
Aufgrund der Bedingungen kann die Operation auch als Homomorphismus von G in die
Gruppe der bijektiven Abbildungen M →M aufgefasst werden. Ist speziell M ein Vektor-
raum, so entspricht eine Operation von G auf M einer Darstellung:
Definition E.2. Sei K ein Ko¨rper (geht allgemeiner auch fu¨r K = R =Ring, in dieser Ar-
beit K ∈ {   ,   ,   } oder R =   ) und G eine Gruppe. Eine n-dimensionale (K-)Darstellung
von G im Vektorraum V = Kn ist ein Homomorphismus φ : G→ GL(n,K).
• φ ist treu, wenn φ ein Isomorphismus ist.
• Zwei Darstellungen φ und ψ heißen (K-)a¨quivalent, wenn es ein A ∈ GL(n,K) gibt,
so dass fu¨r alle g ∈ G: ψ(g) = A−1φ(g)A.
• Ein Untervektorraum V ′ von V ist invariant unter φ, wenn φ(g)V ′ ⊂ V ′ fu¨r alle
g ∈ G.
• φ heißt irreduzibel, wenn V und {0} die einzigen invarianten Untervektorra¨ume sind.
Ansonsten wird φ reduzibel genannt. Die Gruppe φ(G) heißt (ir-)reduzibel, wenn φ
(ir-)reduzibel ist.
• Die Abbildung χφ : G → K : g 7→ Spur(φ(g)) nennt man den zu φ geho¨rigen K-
Chararkter.
Definition E.3. G operiere auf M .
• Gm = {gm | g ∈ G} wird als Bahn durch m ∈M bezeichnet.
• Gm = {g ∈ G | gm = m} heißt Stabilisator von m ∈M .
• Mg = {m ∈M | gm = m} ist die Fixpunktmenge von g ∈ G.
Die Operation heißt transitiv, wenn sie nur eine Bahn besitzt.
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Zwei Elemente aus M sind genau dann in derselben Bahn, wenn sie durch ein g ∈ G auf-
einander abgebildet werden. Diese Eigenschaft ist eine A¨quivalenzrelation und die Bahnen
sind die dazugeho¨rigen A¨quivalenzklassen. Sei m ∈M . Stabilisatoren haben die folgenden
Eigenschaften:
• Stabilisatoren sind Untergruppen von G. Denn seien g, h ∈ Gm, dann gilt einerseits
(gh)m = gm = m, also gh ∈ Gm und andererseits m = em = (h−1h)m = h−1m, also
h−1 ∈ Gm.
• Stabilisatoren einer Bahn sind konjugiert zueinander. Denn sei n ∈ Gm, dann existiert
ein g ∈ G, so dass gm = n. Fu¨r h ∈ Gn gilt dann aber (g−1hg)m = g−1hn =
g−1n = m und somit g−1Gng ⊆ Gm. Analog erha¨lt man Gn ⊇ gGmg−1 und daher
g−1Gng = Gm.
• Betrachte die Abbildung α : G/Gm → Gm : gGm 7→ gm. Sie ist wohldefiniert,
denn falls g1Gm = g2Gm, dann existiert ein h ∈ Gm mit g1h = g2. Daraus folgt
g2m = g1hm = g1m. Sie ist injektiv, denn aus gm = α(gGm) = α(hGm) = hm folgt
m = g−1hm, also g−1h ∈ Gm und gGm = g(g−1h)Gm = hGm. Da sie außerdem nach
Definition surjektiv ist, ist sie bijektiv. Fu¨r eine endliche Gruppe G und eine endliche
Menge M gilt speziell:
|G : Gm| = |G||Gm| = |Gm|. (E.1)
Lemma E.4. Sei G eine endliche Gruppe, die auf der endlichen Menge M operiert. Sei
Gm1, . . . , Gms ein Vertretersystem der Bahnen der Operation. Dann gilt:
∑
g∈G\{e}
|Mg| = |G|
s∑
i=1
(
1− 1|Gm|
)
. (E.2)
Beweis. Der Beweis erfolgt durch unterschiedliches Ausza¨hlen der Elemente in der Menge
X = {(g,m) | gm = m, g 6= e}. Einerseits gilt:
|X| =
∑
g∈G\{e}
|Mg|
und andererseits mit Gleichung (E.1) und den obigen Bemerkungen:
|X| =
∑
m∈M
|Gm \ {e}| =
s∑
i=1
|Gmi|(|Gmi| − 1) = |G|
s∑
i=1
(
1− 1|Gm|
)
.
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E.2 Endliche Untergruppen von SO(3)
In diesem Abschnitt sollen die endlichen Untergruppen G < SO(3) berechnet werden. G
operiert durch Matrixmultiplikation auf den Vektoren aus
  3.
Definition E.5. Bezeichne einen Vektor m ∈   3 mit ‖m‖ = 1 als Pol von G, wenn er
Fixpunkt eines g ∈ G \ {e} ist. Die Menge aller Pole bildet die Polmenge M . Die Ordnung
|Gm| des Stabilisators heißt Za¨hligkeit des Pols.
Mit Hilfe von Lemma E.4 ko¨nnen nun mo¨gliche endliche Untergruppen von SO(3) charak-
terisiert werden:
Satz E.6. Sei G < SO(3) mit 2 ≤ |G| <∞ und M die Polmenge von G. Dann operiert G
in natu¨rlicher Weise auf M . Bezeichne mit Gm1, . . . , Gms ein Vertretersystem der Bahnen
der Operation. Die Za¨hligkeiten ni = |Gmi|, n1 ≤ · · · ≤ ns sind ungleich eins und teilen
die Gruppenordnung |G|. Es gilt:
2(|G| − 1) = |G|
s∑
i=1
(
1− 1
ni
)
(E.3)
Sa¨mtliche Lo¨sungen dieser Gleichung sind:
(i) s = 2, n1 = n2 = |G|, |G| beliebig;
(ii) s = 3, n1 = n2 = 2, n3 = |G|/2, |G| gerade und ≥ 4;
(iii) s = 3, n1 = 2, n2 = n3 = 3, |G| = 12;
(iv) s = 3, n1 = 2, n2 = 3, n3 = 4, |G| = 24;
(v) s = 3, n1 = 2, n2 = 3, n3 = 5, |G| = 60.
Beweis. Die Pole von G sind genau diejenigen Einheitsvektoren m, die einen nicht-trivialen
Stabilisator besitzen: |Gm| > 1. Da die Stabilisatoren von Elementen einer Bahn gleich
groß sind (sie sind konjugiert), werden Pole durch g ∈ G wieder auf Pole abgebildet.
Insbesondere besitzen Pole, die aufeinander abgebildet werden, dieselbe Za¨hligkeit |Gm| =
ni. Jedes Element aus G\{   } ist eine Drehung und besitzt daher genau zwei Pole, na¨mlich
mg und −mg. Das bedeutet aber |Mg| = 2 fu¨r g 6=   . Aus (E.2) erha¨lt man Gleichung
(E.3). Umgeformt lautet sie
s∑
i=1
1
ni
= s− 2 + 2|G| .
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Wegen ni ≥ 2 ist s/2 ≥ s − 2 + 2|G|−1 > s − 2 und somit s < 4. Wenn s = 1, dann
wa¨re n−11 = 1 − 2 + 2|G|−1, was wegen |G| ≥ 2 nicht geht. Nun sei s = 2. Dann ist
n−11 + n
−1
2 = 2|G|−1, also n1 = n2 = |G| (Fall (i)). Zu untersuchen bleibt nur noch s = 3:
1
n1
+
1
n2
+
1
n3
= 1 +
2
|G| > 1.
Wa¨re n1 ≥ 3, so folgt der Widerspruch 1 ≥
∑3
i=1 n
−1
i = 1 − 2|G|−1 > 1. Also ist n1 = 2
und daher
1
n2
+
1
n3
=
1
2
+
2
|G| >
1
2
.
Ist n2 = 2, dann ist n3 = |G|/2, |G| = 2n3 ≥ 4 (Fall (ii)). Wa¨re ni ≥ 4, so folgt der
Widerspruch 1
2
< n−12 + n
−1
3 ≤ 12 . Es sei also n2 = 3. Somit bleibt
1
n3
=
1
6
+
2
|G| >
1
6
,
also 3 ≤ n3 ≤ 5 und |G| = 2( 1n3 − 16)−1. Fu¨r n3 = 3, 4, 5 ergibt sich |G| = 12, 24, 60.
Zu den verschiedenen Fa¨llen von Satz E.6 wird nun eine Untergruppe von SO(3) angegeben.
Außerdem wird fu¨r jeden der fu¨nf Fa¨lle gezeigt, dass die Untergruppen bis auf Konjugation
in SO(3), das heißt Drehung im Raum, jeweils eindeutig sind:
(i) Bezeichne mit Rz,n die Drehung um die z-Achse um den Winkel 2pi/n. Die Gruppe
Cn = 〈Rz,n〉, n ∈   besitzt zwei Pole auf der z-Achse mit Za¨hligkeit |Cn| = n.
Da die Wahl der Richtung der Pole die Drehung Rz,n festlegt, ist Cn bis auf Konju-
gation eindeutig bestimmt.
(ii) Bezeichne mit Rx,2 die Drehung um die x-Achse um den Winkel pi. Die Diedergruppe
Dn = 〈Rz,n, Rx,2〉, n > 2 ist die disjunkte Vereinigung der Untergruppe Cn und der
Menge Rx,2Cn, da Rx,2 die beiden Pole auf der z-Achse vertauscht, also: |Dn| = 2n.
Die Pole auf der z-Achse besitzen weiterhin die Za¨hligkeit n. In der xy-Ebene liegen
n zweiza¨hlige Pole auf einem regelma¨ssigen n-Eck. Sie werden durch Cn aufeinander
abgebildet.
Betrachte eine beliebige Gruppe, die die Bedingungen aus Satz E.6 (ii) erfu¨llt. Der
Stabilisator der beiden n-za¨hligen Pole bildet die n zweiza¨hligen Pole transitiv auf-
einander ab. (Die Bahn eines Vektors unter der Operation einer zu Cn konjugierten
Drehgruppe besitzt entweder die La¨nge n oder 1.) Daher mu¨ssen die zweiza¨hligen
Pole in einer Ebene senkrecht zu den n-za¨hligen Polen liegen. Da die Ebene mit dem
Pol m auch den Pol −m entha¨lt, verla¨uft sie durch den Ursprung. Durch Wahl der
Richtung eines n-za¨hligen Pols und eines zweiza¨hligen Pols senkrecht dazu wird Dn
bis auf Konjugation eindeutig festgelegt.
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(iii) Die Drehgruppe T des Tetraeders hat in Richtung der Kantenmitten 6 zweiza¨hlige
Pole. Die 8 dreiza¨hligen Pole liegen in zwei Bahnen. 4 dreiza¨hlige Pole der einen Bahn
liegen in Richtung der Fla¨chenmitten und 4 weitere der anderen Bahn gegenu¨ber-
liegend in Richtung der Ecken. Die Tetraedergruppe hat 6/2 · (2− 1) = 3 Elemente
der Ordnung zwei und 8/2 · (3 − 1) = 8 Elemente der Ordnung drei. (Je zwei der
n-za¨hligen Pole besitzen denselben Stabilisator. Der Stabilisator entha¨lt n-Elemente,
davon ist eines die Identita¨t.) Es ist |T | = 1 + 3 + 8 = 12.
Nun wird gezeigt, dass T bis auf Konjugation eindeutig bestimmt ist. Sei G eine
beliebige Untergruppe von SO(3), die die Bedingungen aus Satz E.6 (iii) erfu¨llt und
M3 die Menge der 4 dreiza¨hligen Pole einer Bahn. Einer der Pole sei durch Drehung
des Koordinatensystems in die positive z-Richtung gelegt: mz. Sein Stabilisator ist
Gmz = C3. Durch die Operation von C3 wird M3 in zwei Bahnen zerlegt: {mz} und
{m1, m2, m3} (siehe Abbildung E.1). Somit mu¨ssen m1,2,3 in einer Ebene senkrecht
zur z-Achse liegen. Die Lage der Ebenen wird charakterisiert durch den Winkel α =
∠(mi, mz) ∈ (0, pi), i = 1, 2, 3 zwischen mi und mz. Durch Rotation um die z-
Achse kann m3 in die xz-Ebene mit positiver x-Komponente gedreht werden. In
Kugelkoordinaten haben die Pole dann die Koordinaten:
mz =

 00
1

 und mi =

 sin(α) cos(nθ)sin(α) sin(nθ)
cos(α)

 mit θ = 2pi
3
.
Die Menge der mo¨glichen Winkel zwischen einem Element aus M3 und mz ist W =
{∠(m,mz) | m ∈M3} = {0, α}. Da die Auswahl des Polpaares, das in die z-Richtung
gelegt wird, beliebig ist, gilt sogar W = {∠(m,m′) | m,m′ ∈M3}. Insbesondere:
cos(∠(m1, m3)) =
〈 sin(α) cos(θ)sin(α) sin(θ)
cos(α)

 ,

 sin(α)0
cos(α)


〉
= cos(θ) + cos2(α)(1− cos(θ)) ∈ cos(W ). (E.4)
Fu¨r ∠(m1, m3) kann der Wert 0 sofort ausgeschlossen werden. Die Auflo¨sung der
Gleichung ∠(m1, m3) = α ergibt cos(α) =
cos(θ)
1−cos(θ) , also α ≈ 109.5◦. Dieser Winkel
und damit die Menge M3 ist bis auf Drehung des Koordinatensystems eindeutig
bestimmt. Die Vektoren aus M3 mu¨ssen ein Tetraeder bilden. Wegen (i) ist dann auch
die von den Stabilisatoren der Pole aus M3 erzeugte GruppeH = 〈Gm | m ∈M3〉 ≤ T
eindeutig festgelegt.
Die Bahn von mz unter der Operation von H ist Hmz = {mz, m1,2,3} (eine Drehung
um mi bildet Elemente der Mengen {mz} und {m1,2,3} aufeinander ab), das heißt H
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operiert transitiv auf M3. Daher wird mit (E.1): |H| = |Hmz | · |Hmz| = 3 · 4 = 12,
also H = T . Da außerdem H ≤ G mit |G| = 12, wurde gezeigt: Nach geeigneter
Drehung des Koordinatensystems sind G und T gleich. Die Tetraedergruppe ist bis
auf Konjugation eindeutig.
(iv) Die Drehgruppe O des Oktaeders besitzt in Richtung der Kantenmitten, der Fla¨chen-
mitten und der Ecken 12 zweiza¨hlige, 8 dreiza¨hlige und 6 vierza¨hlige Pole. Die Okta-
edergruppe hat 12/2 ·(2−1)+6/2 ·1 = 9 Elemente der Ordnung 2 (das Quadrat eines
Elementes der Ordnung 4 hat die Ordnung 2), 8/2 ·(3−1) = 8 Elemente der Ordnung
3 und 6/2 · (4− 2) = 6 Elemente der Ordnung 4. Es ist |O| = 1 + 9 + 8 + 6 = 24.
Sei G eine beliebige Gruppe, die die Bedingungen aus Satz E.6 (iv) erfu¨llt. Analog wie
bei der Tetraedergruppe kann die Anordnung der vierza¨hligen Pole M4 untersucht
werden. Nach geeigneter Wahl des Koordinatensystems bilden sie drei Bahnen unter
der Operation des Stabilisators G±mz = C4 der beiden Pole in z-Richtung: {mz},
{m1, m2, m3, m4} und {−mz}. Der Winkel α = ∠(mi, mz) berechnet sich mit θ = pi
aus cos(α) = cos(θ)
1−cos θ zu α = 90
◦, und somit liegen die Pole mi senkrecht zu ±mz. Es
gilt: −mi = m(i+2) mod 4. Die Menge M4 bildet zwangsla¨ufig ein Oktaeder.
Da die von ihren Stabilisatoren erzeugte Gruppe H = 〈Gm | m ∈ M4〉 transitiv
auf M4 operiert, also |H| = |Hmz | · |Hmz| = 4 · 6 = 24, ist O = H = G. Die
Oktaedergruppe ist bis auf Konjugation eindeutig.
(v) Die Drehgruppe Y des Ikosaeders besitzt 30 zwei-, 20 drei- und 12 fu¨nfza¨hlige Pole
in Richtung der Kantenmitten, Fla¨chenmitten und Ecken. Die Ikosaedergruppe hat
30/2 · (2 − 1) = 15 Elemente der Ordnung zwei, 20/2 · (3 − 1) = 20 Elemente
der Ordnung drei und 12/2 · (5 − 1) = 24 Elemente der Ordnung fu¨nf. Damit ist
|Y | = 1 + 15 + 20 + 24 = 60.
Sei G eine beliebige Gruppe, die die Bedingungen aus Satz E.6 (v) erfu¨llt. Ana-
log wie bei der Tetraedergruppe wird die Anordnung der fu¨nfza¨hligen Pole M5 un-
tersucht. Nach geeigneter Wahl des Koordinatensystems bilden sie unter der Ope-
ration des Stabilisators G±mz = C5 der beiden Pole in z-Richtung vier Bahnen:
{mz}, {m1, m2, m3, m4, m5}, {−m1,−m2,−m3,−m4,−m5} und {−mz}. Die Menge
der Winkel zwischen zwei fu¨nfza¨hligen Polen ist W = {∠(m,m′) | m,m′ ∈ M5} =
{0, α, pi − α, pi}, wobei die mi so gewa¨hlt seien, dass α = ∠(mi, mz) ∈ (0, pi2 ]. Die
Auflo¨sung der Bedingung cos(θ)+ cos2(α)(1− cos(θ)) ∈ {α, pi−α} (vergleiche (E.4))
ergibt cos(α1) = ± cos(θ)1−cos(θ) . Wegen α ∈ (0, pi2 ] entfa¨llt die negative Lo¨sung. Mit θ = 2pi5
ist α ≈ 63.4◦, und die Menge M5 bildet zwangsla¨ufig ein Ikosaeder.
Da die von ihren Stabilisatoren erzeugte Gruppe H = 〈Gm | m ∈ M5〉 transitiv
auf M5 operiert, ist |H| = |Hmz | · |Hmz| = 5 · 12 = 60 und Y = H = G. Die
Ikosaedergruppe ist bis auf Konjugation eindeutig.
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PSfrag replacements
E‖
E⊥
E‖
pi⊥x˜
pi‖x˜
χpi‖x˜
pi⊥approxx˜
A
A¯
S
L
S
S¯
W 2
Ez11
Ez22
Ez33
Ez44
Ez55
Wt1
Wt2
Wt3
Wt4
t1 = (t1, t2, t3, t4, t5)
t2 = t1 + (0, 0, 0, 1, 0)
t3 = t1 + (0, 1, 0, 0, 0)
t4 = t1 + (0, 1, 0, 1, 0)
pi‖(t1)
pi‖(t2)
pi‖(t3)
pi‖(t4)
Dualisierung
x
y
z
1
2
3
4
5
6
u˜(x)
x˜
D
U
N
P
H
D’
S’
B’
H’
pi‖e˜1
pi‖e˜2
pi‖e˜3
pi‖e˜4
pi‖e˜5
E‖1 : z = −x
E‖2 : z = x + y
g
E‖ : z = x+ y − ( 1
pi
arctan(2x+ y) + 1
2
)(2x + y)
b˜ = (0, 0, 2)
E‖ : z = 1
pi
arctan(x
y
) + 1
2
( |y|
y
+ 1)
n˜E‖
n˜E‖
λ1 = 10
λ2 = 3
E‖ : z =
{
x
2
(
1
|x| − pi2λ1 / arctan(
y
λ2
)
)
fu¨r y > 0 und |x| < 2λ1
pi
arctan( y
λ2
),
0 sonst.
b˜ = (0, 0, 1)
Versetzungskern
Versetzungskopf
Versetzungsschwanz
54◦
72◦
20b‖
mzmz
mz
−mz−mz
m1
m1
m1
−m1
m2
m2
m2
−m2
m3
m3
m3
−m3
m4
−m4
m5
−m5
Abbildung E.1: Links: Tetraeder aus vier gleichseitigen Dreiecken, aufgespannt von den
dreiza¨hligen Polen mz, m1,2,3. Die Pole −mz, −m1,2,3 liegen in einer weiteren Bahn. Sie
verlaufen in Richtung der Seitenmitten. Mitte: Oktaeder aus acht gleichseitigen Dreiecken,
aufgespannt von den vierza¨hligen Polen ±mz, m1,2,3,4 = −m3,4,1,2. Rechts: Ikosaeder aus
zwo¨lf gleichseitigen Fu¨nfecken, aufgespannt von den fu¨nfza¨hligen Polen ±mz, ±m1,2,3,4,5.
Die Pole mi und die Pole −mi liegen jeweils in Ebenen senkrecht zu ±mz.
Satz E.7. Bis auf Konjugation in SO(3) gibt es genau die folgenden endlichen Untergrup-
pen von SO(3):
• die Zyklischen Gruppen Cn, n = 1, 2, 3, . . .,
• die Diedergruppen Dn, n = 2, 3, 4, . . .,
• die Tetraedergruppe T , die Oktaedergruppe O und die Ikosaedergruppe Y .
Die Gruppen Cn und Dn sind reduzibel und die Gruppen T , O und Y irreduzibel.
Beweis. Die Existenz und Eindeutigkeit der angegebenen Gruppen wurde in den obigen
Bemerkungen gezeigt. Bleibt die Untersuchung der (Ir-)Reduzibilita¨t. Die z-Achse ist unter
der Operation der Gruppen Cn und Dn invariant. Diese sind daher reduzibel. Die Gruppen
T , O und Y besitzen keinen eindimensionalen invarianten Unterraum, da fu¨r sie kein in-
variantes Polpaar ±m existiert. Damit gibt es auch keinen zweidimensionalen invarianten
Unterraum, denn sei V ′ ein solcher, dann ist auch das eindimensionale Komplement V ′′ in
  3 = V ′ ⊕ V ′′ invariant.
Aufgrund der kristallographischen Einschra¨nkung (Satz 1.6) treten die Gruppen Cn, Dn
mit n = 5 oder n > 7 sowie die Ikosaedergruppe Y nicht als Punktgruppen von Kristallen
auf.
Fu¨r eine Erweiterung der Ergebnisse auf endliche Untergruppen von O(3) und damit An-
gabe aller mo¨glichen dreidimensionalen Punktgruppen sei auf [58] verwiesen. Ist man an
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einer Untersuchung endlicher Untergruppen der GL(n,
 
) oder SL(n,
 
) interessiert, so
genu¨gt aufgrund des na¨chsten Lemmas die Betrachtung von O(n) beziehungsweise SO(n):
Lemma E.8. Sei G < GL(n,
 
) eine endliche Untergruppe. Dann ist G in GL(n,
 
)
konjugiert zu einer endlichen Untergruppe von O(n).
Beweis. Sei 〈, 〉 das kanonische Skalarprodukt auf   n. Setze
(x, y) =
∑
h∈G
〈hx, hy〉 ∀x, y ∈   n.
Dies ist wieder ein Skalarprodukt und zusa¨tzlich G-invariant. Denn ist g ∈ G, so ist
(gx, gy) =
∑
h∈G〈hgx, hgy〉 =
∑
h∈G〈hx, hy〉 = (x, y). Seien B〈,〉 und B(,) Orthonormal-
basen bezu¨glich der beiden Skalarprodukte und T : B〈,〉 → B(,) ∈ GL(n,   ) die Matrix des
Basiswechsels. Dann ist TGT−1 < O(n).
E.3 Darstellungen der Ikosaedergruppe
Lemma E.9. Sei φ eine n-dimensionale Darstellung von Y . Dann ist φ(Y ) eine Unter-
gruppe von SL(n,
 
).
Beweis. Elemente aus φ(Y ) mit ungerader Ordnung liegen in SL(n,
 
). Also hat φ(Y )
mindestens 20+ 24 + 1 = 45 Elemente in SL(n,
 
). Annahme: φ(Y ) enthalte ein Element,
das nicht in SL(n,
 
) liegt. Durch Multiplikation mit diesem Element werden Elemente aus
SL(n,
 
) auf Elemente aus GL(n,
 
)\SL(n,   ) abgebildet und umgekehrt. Das bedeutet,
dass genau 60/2 = 30 Elemente von φ(Y ) in SL(n,
 
) liegen. Widerspruch!
Mit der geleisteten Vorarbeit kann fu¨r die Ikosaedergruppe gezeigt werden:
Satz E.10. Sei φ eine nicht-triviale dreidimensionale Darstellung von Y . Dann ist φ treu
und irreduzibel. Außerdem ist φ(Y ) konjugiert zu Y .
Beweis. Sei φ eine treue dreidimensionale Darstellung von Y und G = φ(Y ). Die Dar-
stellung sei nicht-trivial (φ(G) 6= {   }). Nach Lemma E.8 gibt es eine Gruppe H < O(3),
die zu G konjugiert ist. Sie liegt wegen Lemma E.9 sogar in SO(3). Dann ist H bis auf
Konjugation eindeutig, denn in SO(3) gibt es nach Satz E.7 bis auf Konjugation genau
eine endliche Untergruppe, die isomorph zu Y ist. Sie ist irreduzibel.
Zeige jetzt noch: Jede nicht-triviale Darstellung von Y ist treu. Sei K = Kern(φ) der Kern
der Darstellung. Dann gilt gKg−1 ⊆ K fu¨r alle g ∈ G, da
φ(gKg−1) = φ(g)φ(K)φ(g−1) = φ(g)φ(g−1) = φ(gg−1) = φ(e) =
 
= φ(K).
(Untergruppen mit der Eigenschaft gKg−1 ⊆ K heißen normal.) Entha¨lt K ein Element
f ∈ Y der Ordnung fu¨nf mit dazugeho¨rigem Polpaar ±m, dann entha¨lt K wegen φ(fn) =
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φ(f)n =
  n =
 
den Stabilisator des Polpaares ±m. Da Stabilisatoren zweier beliebiger
Elemente f, f ′ ∈ Y der Ordnung fu¨nf zueinander konjugiert sind (vergleiche Abschnitt E.1),
entha¨lt K mit einem Element der Ordnung fu¨nf schließlich alle 24 Elemente der Ordnung
fu¨nf. Analog sieht man: K entha¨lt alle 15 Elemente der Ordnung zwei und alle 20 Elemente
der Ordnung drei. Da das Einselement immer in K enthalten ist, setzt sich |K|− 1 additiv
zusammen aus den Zahlen 15, 20 und 24, das heißt: |K| ∈ {1, 16, 21, 25, 36, 40, 45, 60}.
Außerdem ist bekannt, dass die Ordnung einer Untergruppe die Gruppenordnung teilt.
Daher bleibt: |K| ∈ {1, 60}. Die Ikosaedergruppe Y hat außer der trivialen Darstellung
nur treue Darstellungen.
Der Satz E.10 wurde vollsta¨ndig ohne Verwendung der Charaktertafel der Ikosaedergruppe
bewiesen. Die Charaktertafel in Tabelle E.2 zeigt, dass es genau zwei nicht
 
-a¨quivalente
dreidimensionale Darstellungen der Ikosaedergruppe gibt. A¨quivalenz zweier Darstellungen
bedeutet jedoch, dass die Darstellungen elementweise zueinander konjugiert sind, wa¨hrend
in den vorangegangenen Abschnitten, sowie in Satz E.10, nur von einer Konjugation der
Darstellungen als ganzes ausgegangen wurde (aus A¨quivalenz folgt Konjugiertheit). Durch
Vertauschung der Konjugationsklassen (12345)12 und (13524)12 in Tabelle E.2 gehen die
beiden Darstellungen ineinander u¨ber.
Es ist bekannt, dass die Ikosaedergruppe Y isomorph zur A5 ist, der alternierenden Gruppe
vom Grad 5. Diese ist die kleinste einfache nicht kommutative Gruppe. (Eine Gruppe G
heißt einfach, wenn {1} und G die einzigen normalen Untergruppen sind.) Die Isomorphie
sieht man auch folgendermaßen: Nach Gleichung (B.1) ist Y erzeugt von einer fu¨nfza¨hli-
gen Drehung a und einer zweiza¨hligen Drehung b mit Y = 〈a, b | a5 = b2 = (ab)3 = 1〉.
Gleichzeitig gilt aber in A5: (12345)
5 = (12)(34)2 = [(12345)(12)(34)]3 = id. Wegen
|A5| = |Y | = 60 ist A5 ∼= Y . Betrachte fu¨r den Rest dieses Kapitels die Ikosaedergruppe
als alternierende Gruppe vom Grad 5, also als A5. (Umgekehrt ist Y eine dreidimensionale
Darstellung von A5.) Als na¨chstes werden die Untergruppen von A5 untersucht.
Lemma E.11. Die nicht-trivialen Untergruppen von A5 sind bis auf Isomorphie: C2, C3,
C5, D2, D3, D5, A4.
Beweis. Sei H eine Untergruppe von A5. Dann ist |H| ein Teiler von 60. Außerdem ist
H auch isomorph zu einer Untergruppe von Y und damit von SO(3), kommt also in der
Klassifikation von Satz E.7 vor. Da A5 und somit H nur Elemente der Ordnungen 2, 3
und 5 enthalten, kann es keine Untergruppen von A5 geben, die nicht zu den im Satz
angegebenen isomorph sind. Dass diese auch wirklich vorkommen, zeigt: C2 = 〈(12)(34)〉,
C3 = 〈(123)〉, C5 = 〈(12345)〉, D2 = 〈(12)(34), (13)(24)〉, D3 = 〈(123), (12)(45)〉, D5 =
〈(12345), (14)(23)〉, A4 = 〈(123), (12)(34)〉. Die alternierende Gruppe A4 und die Tetra-
edergruppe sind isomorph.
Aus Lemma E.8 und Satz E.7 folgt sofort:
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C2 id1 (12)(34)1
χ1C2 1 1  
χ2C2 1 −1   , treu
C3 id1 (123)1 (132)1
χ1C3 1 1 1  
χ2C3 1 3 
∗
3
 
, treu
χ3C3 1 
∗
3 3
 
, treu
χ4C3 = χ
2
C3
+ χ3C3 2 −1 −1   , treu
C5 id1 (12345)1 (13524)1 (14253)1 (15432)1
χ1C5 1 1 1 1 1  
χ2C5 1 5 
2
5 (
2
5)
∗ ∗5
 
, treu
χ3C5 1 
∗
5 (
2
5)
∗ 25 5
 
, treu
χ4C5 1 
2
5 
∗
5 5 (
2
5)
∗   , treu
χ5C5 1 (
2
5)
∗ 5 ∗5 
2
5
 
, treu
χ6C5 = χ
2
C5
+ χ3C5 2 τ − 1 −τ −τ τ − 1
 
, treu
χ7C5 = χ
4
C5
+ χ5C5 2 −τ τ − 1 τ − 1 −τ
 
, treu
χ8C5 = χ
6
C5
+ χ7C5 4 −1 −1 −1 −1   , treu
D2 id1 (12)(34)1 (13)(24)1 (14)(23)1
χ1D2 1 1 1 1  
χ2D2 1 1 −1 −1  
χ3D2 1 −1 1 −1  
χ4D2 1 −1 −1 1  
D3 id1 (123)2 (12)(45)3
χ1D3 1 1 1  
χ2D3 1 1 −1  
χ3D3 2 −1 0   , treu
Tabelle E.1: Charaktertafeln der Gruppen C2, C3, C5, D2 und D3. Es ist: n = exp(
2pii
n
) und
τ = 1
2
(
√
5+1). In der oberen Zeile bezeichnet xn die Konjugiertenklasse, die x entha¨lt und
aus n Elementen besteht. Die letzte Spalte listet einen Ko¨rper auf, in dem eine Darstellung
mit dem jeweiligen Charakter mo¨glich ist. Außerdem ist angegeben, ob die Darstellung
treu ist.
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D5 id1 (12345)2 (13524)2 (14)(23)5
χ1D5 1 1 1 1  
χ2D5 1 1 1 −1  
χ3D5 2 τ − 1 −τ 0
 
, treu
χ4D5 2 −τ τ − 1 0
 
, treu
χ5D5 = χ
3
D5
+ χ4D5 4 −1 −1 0   , treu
A4 id1 (123)4 (132)4 (12)(34)3
χ1A4 1 1 1 1  
χ2A4 1 3 
∗
3 1
 
χ3A4 1 
∗
3 3 1
 
χ4A4 3 0 0 −1   , treu
χ5A4 = χ
2
A4
+ χ3A4 2 −1 −1 2  
A5 id1 (12345)12 (13524)12 (123)20 (12)(34)15
χ1A5 1 1 1 1 1  
χ2A5 3 τ 1− τ 0 −1
 
, treu
χ3A5 3 1− τ τ 0 −1
 
, treu
χ4A5 4 −1 −1 1 0   , treu
χ5A5 5 0 0 −1 1   , treu
χ6A5 = χ
2
A5
+ χ3A5 6 1 1 0 −2   , treu
Tabelle E.2: (Fortsetzung von Tabelle E.1) Charaktertafeln der Gruppen D5, A4 und A5.
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Korollar E.12. Jede endliche Untergruppe von SL(3,
 
), die isomorph ist zu einer Un-
tergruppe H von Y , ist konjugiert zu H.
Dies kann man sich auch an den Charaktertafeln der Untergruppen veranschaulichen. Re-
elle und rationale Darstellungen sind durch ihre Charaktere bis auf A¨quivalenz eindeutig
bestimmt:
Satz E.13 (Theorem 30.12 und Korollar 30.14 in [20]). Sei K ein Ko¨rper der Cha-
rakteristik 0. Dann sind die irreduziblen K-Charaktere einer Gruppe G linear unabha¨ngig.
Insbesondere sind zwei K-Darstellungen genau dann K-a¨quivalent, wenn ihre Charaktere
gleich sind.
Bezeichne mit φiG eine (komplexe, reelle oder rationale) irreduzible Darstellung der Grup-
pe G mit Charakter χiG. Der Charakter einer nicht-trivialen endlichen Untergruppe von
SL(3,
 
), die isomorph ist zu einer Untergruppe von Y , ist aufgebaut aus irreduziblen Cha-
rakteren aus den Charaktertafeln in den Tabellen E.1 und E.2). Folgende Kombinationen
sind bis auf Konjugation mo¨glich:
φ1C2 ⊕ φ2C2 ⊕ φ2C2 , φ1C3 ⊕ φ4C3, φ1C5 ⊕ φ6C5 ,
φ2D2 ⊕ φ3D2 ⊕ φ4D2, φ2D3 ⊕ φ3D3 , φ2D5 ⊕ φ3D5, φ4A4 .
Andere Kombinationen von irreduziblen Darstellungen fu¨hren entweder auf nicht treue
Darstellungen (also Darstellungen von kleineren Untergruppen) oder Darstellung außerhalb
von SL(3,
 
).
Korollar E.12 la¨sst sich nicht auf ho¨here Dimensionen verallgemeinern, denn schon im
einfachsten Fall der Gruppe C2 in SL(4,
 
) sind φ1C2 ⊕ φ1C2 ⊕ φ2C2 ⊕ φ2C2 und φ2C2 ⊕ φ2C2 ⊕
φ2C2 ⊕ φ2C2 nicht konjugiert zueinander.
Fu¨r φ6A5 ist eine   -Darstellung in Abschnitt 3.5 angegeben.   -Darstellungen zu den Cha-
rakteren χ4A5 und χ
5
A5
sind:
φ4A5((12345)) =


0 0 0 −1
1 0 0 −1
0 1 0 −1
0 0 1 −1

 , φ4A5((12)(45)) =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 ,
φ5A5((12345)) =


1 0 0 −1 0
0 0 0 −1 1
0 1 0 −1 0
0 0 1 −1 0
0 0 0 −1 0

 , φ
5
A5
((12)(45)) =


0 0 1 0 0
0 0 0 1 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1

 .
Die Darstellungen liegen in SL(4,   ) beziehungsweise in SL(5,   ).
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E.4 Die Zassenhausvermutungen
Ergebnisse der Darstellungstheorie von endlichen Gruppen lassen sich in der Sprache der
Gruppenringe formulieren. Im Folgenden sei immer G eine endliche Gruppe.
Definition E.14. Sei R ein Ring mit Einselement. Definiere den Gruppenring RG als
Menge aller Linearkombinationen der Form
a =
∑
g∈G
agg mit ag ∈ R.
RG ist ein Ring, wobei die Summe und das Produkt zweier Elementen a =
∑
g∈G agg,
b =
∑
g∈G bgg definiert sind durch a+b =
∑
g∈G (ag + bg) g und ab =
∑
g∈G
(∑
xy=g axby
)
g.
Unter der Skalarmultiplikation mit r ∈ R: ra = ∑g∈G (rag) (g) wird RG zu einem R-Modul.
Die Abbildung
 : RG→ R; a 7→
∑
g∈G
ag
ist ein Ring-Homomorphismus und heißt Augmentationsabbildung von RG. Ist θ : RG →
RH ein Ring-Isomorphismus, dann definiere
θ∗ : RG→ RH;
∑
g∈G
agg 7→
∑
g∈G
ag[ (θ(g))]
−1θ(g).
θ∗ ist wieder ein Ring-Isomorphismus und erha¨lt die Augmentation, das heißt  (θ∗(g)) = 1
fu¨r alle g ∈ G. Ein Isomorphismus mit dieser Eigenschaft wird als normiert bezeichnet.
Aut∗(RG) ≤ Aut(RG) ist die Gruppe aller normierten Automorphismen.
In der Definition sind zwei Elemente a, b ∈ RG genau dann gleich, wenn ag = bg fu¨r
alle g ∈ G. Die Gruppe G, identifiziert mit einer Teilmenge von RG, bildet eine Basis
von RG. Ist R = K ein Ko¨rper, dann ist jeder KG-Modul M ein Kn-Vektorraum und
kann nach Auswahl einer K-Basis als K-Darstellung φM : g → GL(n,K); g 7→ φM(g)
aufgefasst werden, da die Multiplikation φM(g)(a) = ga K-linear ist. Umgekehrt wird
jede K-Darstellung φ durch Abschluss von φ(G) unter der Matrixmultiplikation auf Kn
und der Skalarmultiplikation zu einem KG-Modul Mφ. Bei dieser Konstruktion stimmt
die Augmentationsabbildung eines KG-Moduls mit dem Charakter der dazugeho¨rigen K-
Darstellung u¨berein. Fu¨r eine ausfu¨hrlichere Einfu¨hrung in die Theorie der Gruppenringe
sei auf [20] verwiesen.
Die Darstellungstheorie ist somit ein Teil der Theorie der Ringe mit endlicher Basis. Es
liegt nahe zu untersuchen, in welchem Maße die Gruppe G durch ihren Gruppenring schon
vollsta¨ndig bestimmt ist. Das dabei auftretende Isomorphieproblem wird seit circa 1940
untersucht und ist auch heute noch Gegenstand aktueller Forschung:
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(Isomorphismieproblem) Betrachte zwei Gruppen G, H und einen Ring R.
Stimmt es, dass aus der Existenz eines Ring-Isomorphismus RG ∼= RH folgt,
dass G ∼= H?
Im Fall R =
 
ist es einfach zu sehen, dass das Isomorphieproblem nicht erfu¨llt ist.
Betrachte die Gruppen D4 und Q8 (Quaternionengruppe der Ordnung 8):
 
D4 ∼=   2×2 ×   ×   ×   ×   ∼=   Q8.
E.C. Dade konnte 1972 sogar zeigen, dass das Isomorphismieproblem fu¨r R = Ko¨rper eine
negative Antwort besitzt, indem er zwei Gruppen anfu¨hrte, deren Gruppenringe u¨ber allen
Ko¨rpern isomorph sind [21]. Lange Zeit wurde vermutet, dass das Isomorphieproblem fu¨r
ganzzahlige Gruppenringe
(ISO)   G ∼=   H =⇒ G ∼= H.
eine positive Antwort besitzt. Fu¨r spezielle Gruppen, wie nilpotente Gruppen oder meta-
belsche Gruppen, konnte dies zwar auch gezeigt werden, aber M. Hertweck fand 1998 in
seiner Doktorarbeit (an der Universita¨t Stuttgart, [38]) ein Gegenbeispiel zu (ISO).
In ganzzahligen Gruppenringen spielt die Einheitengruppe
U(   G) = {a ∈   G | a ist invertierbar}
eine besondere Rolle. Da fu¨r u ∈ U(   G) die Augmentation (u) = ±1 ist, zerlegt man die
Einheitengruppe in U(   G) = ±V(   G), wobei V(   G) Einheiten mit Augmentation eins
entha¨lt. Jedes Element g ∈ G liegt in V(   G) und wird als triviale Einheit bezeichnet. Fu¨r
die meisten Gruppen gibt es jedoch noch weitere Einheiten. Die Struktur von V(   G) ist in
der Regel kompliziert und eine explizite Berechnung sehr aufwendig, da keine allgemeine
Vorgehensweise bekannt ist. Die Monographie [75] befasst sich mit der Untersuchung der
Einheitengruppen. Ein Ergebnis hieraus ist:
Satz E.15 (Lemma 37.4 in [75]). Sei H ≤ V(   G) eine endliche Untergruppe. Dann ist
|H| ein Teiler von |G|.
Da man durch Konjugation einer Einheit v ∈ V(   G) in   G (beachte dazu Satz E.21)
wieder eine Einheit erha¨lt, ist eine Klassifikation aller Einheiten v bis auf Konjugation
interessant. Wichtig bei der Untersuchung von (ISO) sind folgende Vermutungen von H.
Zassenhaus u¨ber Elemente v ∈ V(   G) endlicher Ordnung (o(v) <∞) und endliche Unter-
gruppen von V(   G), sowie das Automorphieproblem:
(ZC1) v ∈ V(   G), o(v) <∞ =⇒ ∃a ∈   G, so dass a−1ua ∈ G,
(ZC2) H ≤ V(   G), |H| = |G| =⇒ ∃a ∈   G, so dass a−1Ha = G,
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(ZC3) H ≤ V(   G), |H| <∞ =⇒ ∃a ∈   G, so dass a−1Ha ⊆ G,
(AUT) θ ∈ Aut∗(   G) =⇒ ∃a ∈   G, τ ∈ Aut(G), so dass θ(·) = a−1τ(·)a.
Satz E.16 (§37 in [75]). Es gelten die Implikationen:
• (ZC3) =⇒ (ZC2) + (ZC1),
• (AUT) + (ISO) ⇐⇒ (ZC2).
(ZC2), (ZC3) und (AUT) gelten im Allgemeinen nicht. Ein Gegenbeispiel zu (ZC2) wur-
de 1987 von K.W. Roggenkamp und L. Scott gefunden und in [59] vero¨ffentlicht. (Fu¨r
einen U¨berblick u¨ber (ZC2) siehe auch [50].) (ZC1) ist bisher noch offen. Eine gewisse Ver-
knu¨pfung von (ZC1) und (ZC3) fu¨r Untergruppen H, die zu Untergruppen von G isomorph
sind, ist folgender
Satz E.17 (Korollar 2.5 in [25]). Sei H eine endliche Untergruppe von V(   G) und
θ : H → G0 ≤ G ein Isomorphismus, so dass fu¨r jedes h ∈ H ein ah ∈   G existiert mit
a−1h hah = θ(h). Dann existiert ein a ∈   G, so dass a−1ha = θ(h) fu¨r alle h ∈ H.
Bei der Untersuchung von (AUT) ist der na¨chste Satz hilfreich:
Satz E.18 (Theorem 36.5 und Proposition 43.1 in [75]). Seien Ci, 1 ≤ i ≤ h die Kon-
jugationsklassen einer Gruppe G und Ci =
∑
x∈Ci x ∈   G die dazugeho¨rigen Klassensum-
men. Sei θ ∈ Aut∗(   G). Dann existiert eine Permutation σ ∈ S(h), so dass θ(Ci) = Cσ(i)
fu¨r alle i. Außerdem gilt:
∃τ ∈ Aut(G), τ(Ci) = Cσ(i) fu¨r alle i =⇒ ∃a ∈   G, so dass θ(·) = a−1τ(·)a.
E.5 Zassenhausvermutungen fu¨r die Ikosaedergruppe
Satz E.19. Sei H eine endliche Untergruppe von V(   A5). Jedes Element von H sei kon-
jugiert zu einem Element von A5. Dann ist H in
 
A5 konjugiert zu einer Untergruppe H˜
von A5.
Beweis.
 
A5 wird entsprechend den reellen irreduziblen Darstellungen in Blo¨cke zerlegt:
 
A5 ∼=   ×   3×3 ×   3×3 ×   4×4 ×   5×5. Bezeichne mit pi31, pi32, pi4, pi5 die Projektionen
auf die nicht-trivialen Blo¨cke. Da Konjugation die Blo¨cke festla¨sst, genu¨gt es fu¨r jede der
Projektionen pi zu zeigen, dass pi(H) konjugiert zu pi(H˜) ist, wobei H˜ eine (von der Wahl
der Projektion pi unabha¨ngige) Untergruppe von A5 ist.
(i) Zeige: H ∼= pi(H) < SL(n,   ). Sei h ∈ H, h 6= e konjugiert zu h˜ ∈ A5 und pi eine
der Projektionen zum Block
  n×n. Dann ist pi(h) konjugiert zu pi(h˜), also pi(h) ∈
SL(n,
 
) nach Lemma E.9. Weil die nicht-trivialen Darstellungen von A5 treu sind,
ist pi(h) 6=   (Einheitsmatrix) und somit folgt die Behauptung.
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(ii) Zeige: H ∼= H˜ ≤ A5. Nach Voraussetzung besitzen nicht-triviale Elemente von pi31(H)
die Ordnungen 2, 3 oder 5 und liegen wegen (i) in SL(3,
 
). Nach Abschnitt E.2 und
Lemma E.11 ist pi31(H) isomorph zu einer Untergruppe von Y
∼= A5.
Sei zuerst pi = pi31 oder pi = pi
3
2. Aus Korollar E.12 folgt mit (ii), dass pi(H) und pi(H˜) ≤ Y
konjugiert sind. Bleiben die Fa¨lle pi4 und pi5 zu untersuchen. Die Matixgruppen pi4(H) und
pi4(H˜) sind die Bilder von vierdimensionale Darstellungen φ4H und φ
4
H˜
von H. Sei h ∈ H.
Da der Charakter χ4A5 konstant ist fu¨r Elemente gleicher Ordnung, ist Spur(φ
4
H(h)) =
Spur(φ4
H˜
(h)). Wegen Satz E.13 sind dann jedoch φ4H und φ
4
H˜
a¨quivalent und somit pi4(H)
und pi4(H˜) konjugiert zueinander. Analoges gilt fu¨r die Projektion pi5.
Die folgende Sa¨tze verknu¨pfen reelle, rationale und ganzzahlige Darstellungen:
Satz E.20 (Theorem 29.5 in [20]). Sei L ein Ko¨rper und K ein Teilko¨rper von L. Zwei
K-Darstellungen sind genau dann K-a¨quivalent, wenn sie L-a¨quivalent sind.
Satz E.21 (Theorem 73.5 in [20]). Jede   -Darstellung einer Gruppe G ist   -a¨quivalent
zu einer   -Darstellung von G.
Fu¨r endliche Untergruppen H von V(   A5) sind die Voraussetzungen von Satz E.19 a¨qui-
valent zur Aussage von (ZC1). Fu¨r die Gruppe A5 wurde (ZC1) von Luthar und Passi
bewiesen [65]. Daher ist H in
 
A5 konjugiert zu einer Untergruppe H˜ von A5 ≤ V(   A5).
Aus Satz E.20 folgt zusa¨tzlich, dass dann H auch in   A5 zu H˜ konjugiert ist und somit:
Satz E.22. Fu¨r die Gruppe A5 sind die drei Zassenhausvermutung richtig. Das Automor-
phieproblem und das Isomorphieproblem besitzen eine positive Antwort.
Dieser Satz wurde ohne charaktertheoretische Hilfsmittel schon in [25] bewiesen. Der
hier dargestellte Beweis stu¨tzt sich auf die Klassifikation der endlichen Untergruppen von
SO(3,
 
) sowie die Charaktertafel von A5 und ist etwas ku¨rzer.
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Anhang F
Symbolverzeichnis
In der folgenden Tabelle sind die wichtigen und ha¨ufig verwendeten Symbole, geordnet
nach ihrem Auftreten, aufgefu¨hrt:
Kapitel 1:
d Dimension des physikalischen Raums
ρ(x) Dichtefunktion eines d-dimensionalen Festko¨rpers
Γ Gitter im
  d
Γ∗ reziprokes Gitter
Z Elementarzelle eines Gitters
{S, t} Symmetrieoperation bestehend aus Drehung S und Translation t
O(d) Menge der orthogonalen Matrizen in
  d×d
SO(d) Menge der orthogonalen Matrizen aus O(d) mit Determinante 1
GL(d,K) Menge der invertierbaren Matrizen in Kd×d, K =   ,
 
F Operator der Fouriertransformation
P Projektionsoperator
C Schnittoperator
d˜ Dimension des Hyperraums
ρ˜(x˜) Dichtefunktion im Hyperraum
Γ˜ Hypergitter im
  d˜
E‖ Schnittebene eines Quasikristalls, physikalischer Raum
E⊥ Orthogonalraum
d‖, d⊥ Dimensionen von E‖ und E⊥
pi‖, pi⊥ Orthogonalprojektionen auf E‖ und E⊥
P
‖
ρ˜ verallgemeinerte Punktsymmetriegruppe des Quasikristalls
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Kapitel 2:
A d⊥-dimensionale Atomfla¨che
A¯ = −A Akzeptanzbereich
S = A¯ ⊕ E‖ Auswahlstreifen
W n = [0, 1)n Einheitswu¨rfel der Dimension n
τ = 1
2
(
√
5 + 1) goldene Zahl
Fn Fibonacci-Zahlen
S, L kurze und lange Absta¨nde in der Fibonacci-Kette
P6, F6, B6 kubische sechsdimensionale Bravais-Gitter
Kapitel 3:
Q = (ρ˜, E‖) Quasikristall-Modellsystem
E‖ (gescherte) Schnittebene eines Approximanten
pi⊥approx Projektion entlang E
⊥ auf E‖
A Basismatrix von E‖
η Verzerrungsmatrix
χ Schermatrix
B d˜-dimensionaler Atombereich
D Darstellung einer der Ikosaedergruppen Y , Yh
ax, ay, az Gitterkonstanten eines Kristalls
Kapitel 5:
u(x, t) zeitabha¨ngiges Verschiebungsfeld im physikalischen Raum
Cijkl Hookescher Tensor der elastischen Materialkonstanten
ij Greenscher Verzerrungstensor
σij Spannungstensor
u˜(x, t) zeitabha¨ngiges Verschiebungsfeld im Hyperraum
Cαjγl verallgemeinerter Hookescher Tensor
ηαj verallgemeinerter Greenscher Verzerrungstensor
σαj verallgemeinerter Spannungstensor
pir(V ) r-ter Homotopie-Gruppe eines topologischen Raums V
b Burgersvektor im physikalischen Raum
b˜ Burgersvektor im Hyperraum
b‖ = pi‖b˜ phononische Komponente des Burgersvektors
b⊥ = pi⊥b˜ phasonische Komponente des Burgersvektors
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