In this study, we followed the procedures used by Neto et al. and suggest a decoding algorithm for an n length cyclic code over quaternion integers to correct errors of quaternion Mannheim weight two up to two coordinates. Furthermore, we establish that; over quaternion integers, for a given n length cyclic code there exist a cyclic code of length 2n − 1. The decoding algorithms for the cyclic code of length 2n − 1 are given, which correct errors of quaternion Mannheim weight one and two. In addition, we show that the cyclic code of length 2n − 1 is maximum-distance separable (MDS) with respect to Hamming distance.
cyclic codes. The technique of Tamm is applied to probe in detail the special error set interesting for single error correction of peak shifts and cyclic codes defined on lattices. However, in [10] , for block cyclic coded modulation via integer cyclic codes and its performance is gauged by developing a formula of its bit error probability for a particular type of channel. The algebraic theory of block cyclic codes over finite fields does have severe problems with coding for two-dimensional signal patterns such as quadrature amplitude modulation (QAM). Huber [9] introduced Mannheim distance which is much suited for QAM modulations than Hamming distance or Lee distance. To improve the situation further, Huber proved the MacWilliams theorem for two dimensional modulo metric called Mannheim metric which is suited for QAM-type modulations (see [8] ). Two classes of cyclic codes over the ring of Gaussian integers Z[i] namely, the one Mannheim error-correcting cyclic codes (OMEC), and cyclic codes having minimum Mannheim distance greater than 3 were considered in [9] . In [4] , most of the proposed cyclic codes were shown to be i-cyclic in the sense of constacyclic, as defined by Berlekamp. Later, in [12] cyclic codes over quaternion integers were obtained together with a decoding procedure for a proper Mannheim metric. However, Neto et al. [11] obtained cyclic codes over Euclidean quadratic field
, where d = −1, −2, −3, −7, −11, by using the Mannheim metric. They also offered decoding techniques to correct errors of any Mannheim weight disturbing one and two coordinates of a cyclic code vector.
Andrade and Palazzo [1] described the cyclic, BCH, alternant, Goppa and Srivastava cyclic codes over finite rings, which are in fact built through a polynomial ring in one indeterminate with finite coefficient ring. Though Shah et al. [13, 14] , in the place of a polynomial ring, the construction approach of cyclic, BCH, alternant, Goppa, and Srivastava cyclic codes over a finite ring is realized through a monoid ring, and hence the results of [1] are improved. Subsequently which translate entire construction of a finite quotient ring of a polynomial ring into a finite quotient ring of a monoid ring. For instance in [13, 14] , for a finite unitary commutative ring R, the quotient rings are respectively R[x; [2, 3] designate the modified Berlekamp-Massey decoding algorithm for BCH, alternant and Goppa cyclic codes constructed through monoid ring R[x; 1 2 Z 0 ]. In this study we translate the notion of cyclic codes over quaternion integers on the monoid ring R π [X ; 1 2 Z 0 ] instead of the polynomial ring R π [X ] . Özen and Güzeltepe [12] treated the error correction of quaternion Mannheim weight one. However, in this paper, we propose the decoding algorithms for the correction of errors of quaternion Mannheim weight two. The results of [12] are further improved in monoid ring setup.
The rest of the paper is organized as follows: In Sect. 2, quaternion integers, quaternion Mannheim distance and some of their fundamental algebraic concepts are given. By using the technique of [11] for errors correction of arbitrary Mannheim weight, in Sect. 3, we discuss the decoding algorithm to correct errors of quaternion Mannheim weight two affecting one and two coordinates of an n length cyclic code over quaternion integers. To maximize the error correction capability of cyclic codes presented in [12] , in Sect. 4, we construct a corresponding 2n − 1 cyclic code over quaternion integers equipped with a quaternion Mannheim metric through monoid ring R π [X ; 1 2 Z 0 ]. In Sects. 5 and 6, decoding algorithms for the corresponding cyclic code of length 2n − 1 to correct errors of quaternion Mannheim weight one and two are given, respectively. In Sect. 7, some of the Hamming distance properties of the cyclic code of length n and the corresponding cyclic code of length 2n − 1 are derived. In Sect. 8 we give an analysis, however, the concluding remarks are drawn in last section.
Preliminaries
By [6, Definition 2.5.1], the Hamilton Quaternion Algebra over the real field R, denoted by H (R), is the associative unital algebra given by the following representation:
The ring of quaternion integers H (Z)
A quaternion integer consists of two parts; real and imaginary. Let q = a 0 + a 1 i + a 2 j + a 3 k be a quaternion integer. Then its real part is a 0 and its imaginary part is a 1 i + a 2 j + a 3 k. More information which is related to the arithmetic properties of H (Z) can be found in [6, Section 2.5]. The commutative property of multiplication does not hold for quaternion integers. However, if the imaginary parts of quaternion integers are parallel to each other (i.e., the cross product of the imaginary parts of two quaternion integers is zero), then their product is commutative. Define R = {a + bV : a, b ∈ Z}, a subring of H (Z), where V denotes the imaginary part of a quaternion integer. The commutative property of multiplication holds over R.
The following theorem and its corollary are taken from [6] . 
The extended Euclidean Algorithm [5, Section 31.2] is an extension of Euclidean algorithm. Besides finding the greatest common divisor of integers a and b, it also finds integers x and y that satisfy Bezout's identity gcd(a, b) = ax +by. The extended Euclidean algorithm is particularly useful when a and b are coprime. We employ the extended Euclidean algorithm as defined in [12] for the ring R where π and π are coprime to compute u and v which satisfy 1 = uπ + vπ . Table 1 gives π, u, and v for the primes in Z. Let π be a prime quaternion integer and let p = π π . Let us define a function f :
The function f defines a bijective mapping from Z p onto R π . Using the equation 1 = uπ + vπ , we get the inverse mapping
If r is an element of Z p , then r = kπ + z and r = r = kπ + z, hence
Since the remainder when dividing the element q by the element π is z = μ(q), therefore the norm of the element obtained by the function μ is minimum (see [6] ). The Mannheim distance d M is due to Huber [9] , however Özen and Güzeltepe [12, Section 2] gives the Quaternion Mannheim distance d Q M . Let α, β ∈ R π and γ = β − α = a 0 + a 1 i + a 2 j + a 3 k(modπ), where a proper π is a prime quaternion integer. The Quaternion Mannheim weight of γ is defined as
Error correction of an n length cyclic code of quaternion Mannheim weight two
In this section, we proposed a decoding algorithm for a cyclic code of length n to correct errors of quaternion Mannheim weight two by using the technique presented in [11, Section IV, Theorem 8, Theorem 10]. 
Then C 1 is capable of correcting any error pattern of the form e(x) = e l x l , where
Proof Straightforward.
Thus, we conclude that one error has occurred in location
The following illustrate the decoding procedure given in Theorem 2.
Example 1 Let π = 3 + i + j and α = −1 − i − j. Then, we obtain the parity check matrix H of cyclic code C 1 by using the primitive element α of R π as follows;
Suppose that the received vector is r = 2 0 0 0 0 , so
Hence l ≡ 0 (mod 5) and m ≡ 1 (mod 10). Thus, error is located at the position 1 and its magnitude is α 1 = −1 − i − j = 2. Consequently, the received vector r is corrected as, c = r − e = 0 0 0 0 0 . 
Lemma 1 Let C 1 be the cyclic code of length n defined by the parity check matrix
if and only if
= S 1 whereas x = S 1 if and only if y = 0. That is, if and only if α l 2 +m = 0. This is a contradiction unless one coordinate of the received vector is in error. Thus S 1 S 5 − S 2 3 = 0 whenever two error occur. Theorem 3 Let C 1 be the cyclic code of length n defined by the parity check matrix
is capable of correcting any error pattern of the form e(x) = e l
Proof We assume that e l 1 = 0 and e l 2 = 0. The case in which either e l 1 = 0 or e l 2 = 0 can be handled as in Theorem 2. Through parity check matrix H the four syndromes are
Let z = e l 1 α l 1 and y = e l 2 α l 2 , we obtain the following linear system of equations.
cyclic code C can correct two errors if and only if system in (3.2) admits only one solution. Since e l 1 = 0 and e l 2 = 0, therefore the system in (3.2) has at least one solution. We show that such a solution is unique. From z + y = S 1 , the system in (3.2) becomes
which implies that
From (3.4) we obtain
Since S 1 = 0, therefore from (3.5) we obtain
From Lemma 1, S 1 S 5 − S 2 3 = 0, unless only one coordinate of received vector is in error. Putting (3.7) in (3.6) we obtain
After calculating the roots of the equation X 2 − S X + P = 0, we get x 1 = α 2l 1 and x 2 = α 2l 2 . We may find l 1 and l 2 , the error locations. Since z = e l 1 α l 1 and y = e l 2 α l 2 , so we are able to determine e l 1 and e l 2 as
Example 2 Let π = 3 + i + j and α = −1 − i − j. Then, we obtain the parity check matrix H of the cyclic code C 1 as follows;
Suppose that the received vector is r = 2 1 0 0 0 , then
Using the formulas (3.7) and (3.8), we calculate S = 2 − i − j and P = 1 − i − j. Now solving the equation X 2 − S X + P = 0 whose roots are x 1 = α 2l 1 = 1 and
This implies l 1 = 0 and l 2 = 1. The magnitude of the errors are e l 1 = 2 and e l 2 = 1. Hence the cyclic code polynomial is c(x) = r − e gives the 0 0 0 0 0 vector.
Corresponding cyclic code of length 2n − 1 for a cyclic code of length n
Assume that (A, +, ·) is an associative ring and (S, * ) is a semigroup. Let T be the set of all finitely nonzero functions from S into A. T is a ring with respect to binary operations additions and multiplication defined as:
, where the symbol t * u=s f (t)g (u) indicates that the sum is taken over all pairs (t, u) of elements of S such that t * u = s and if s is not expressible in the form t * u for any t, u ∈ S, then ( f g)(s) = 0. T is known as semigroup ring of S over A. If S is a monoid, then T is called moniod ring. This ring T is represented as A [S] where S is a multiplicative semigroup and elements of T are written as s∈S f (s)s. The representation of T will be A[X ; S] where S is an additive semigroup. As there is an isomorphism between additive semigroup S and multiplicative semigroup {X s : s} ∈ S, so a nonzero element f ∈ A[X ; S] is uniquely represented in the canonical form
The concept of degree and order are not generally defined in semigroup rings unless we consider S to be a totally ordered semigroup, i.e., if f = n i=1 f i X s i is the canonical form of the nonzero element f ∈ A[X ; S], where s 1 < s 2 < · · · < s n , then s n is the called the degree of f and we write deg( f ) = s n and similarly the order of f is written as [7] for a better understanding in commutative semigroup rings.
In [12] , the parity check matrix H and the generator matrix G of the cyclic code of length n = ( p − 1)/2 over quaternion integers is defined as:
We discuss the cyclic code of length n = ( p −
Hence, the one quaternion Mannheim error correcting cyclic code of length 2n − 1 = p − 2 can be constructed by the parity check matrix H corresponding to a cyclic code of length n = ( p − 1)/2. Then the cyclic code C defined by the above parity check matrix H is able to correct any quaternion Mannheim error of weight one. The value of one quaternion Mannheim error is 1 or −1. The decoding algorithm for these cyclic codes is clear. For instance, let the received vector be r = c + e, where the weight of the error vector e is 1 and the vector c is a cyclic codeword. Then the syndrome of the received vector r is computed by S(r ) = Hr tr , where r tr denotes the transpose of the received vector r . The value of error is computed by S(α
, where l(mod2n − 1) helps to find the location of the error, l is a nonnegative integer.
The cyclic code, of which the parity check matrix is
can be generalized as 2n − 1 = p r − 2. In this situation, the parity check matrix would be 
we get c(β
2 ) is the generator polynomial of C, and C = g(x 2 ) is a principal ideal of the factor ring R π [X ; Remark 1 (1) The parity check matrix in (4.2) can be written as 
Here H 11 is the parity check matrix of the n length cyclic code. 2. The parity check matrix of the corresponding cyclic code over quaternion integers in R π [X ; (4.1), there is a block of parity check matrix of cyclic code of length n. Hence, the parity check matrix of the cyclic code over quaternion integers of length n can be extended to the cyclic code over quaternion integers of length 2n − 1 by adjoining the rows and columns.
The Construction Technique
To obtain a cyclic code of length 2n − 1 corresponding to a cyclic code of length n, we insert n − 1 zeroes in every n length codeword c = (c 0 , c 1 Proof Suppose that double error occurs at two different components l 1 , l 2 of the received vector r . Let the error vectors be e 1 , e 2 respectively, where 0 ≤ w Q M (e 1 ), w Q M (e 2 ) ≤ 1.
First we compute the syndrome S of r :
The error locator polynomial Consider one quaternion Mannheim error correcting cyclic code of length n = ( p − 1)/2 as defined in [12] .
Let π = 3 + i + j and α = −1 − i − j. Then, we obtain the parity check matrix H of cyclic code C 1 as follows;
Suppose that the received vector is r = i + j 1 1
, and the location of the error is found 7 ≡ 2(mod 5). The value of the error is computed as S(r )α −2 = −1. So, the received vector r is corrected as c = r − e = i + j 1 −1 0 1 . For a cyclic code of length n = ( p − 1)/2 there exist a corresponding cyclic code of length 2n − 1. Thus constructing a cyclic code of length 5 through monoid ring we obtain a corresponding cyclic code of length 9, the following discussion illustrate the decoding procedure of the corresponding cyclic code.
Let n = 9, π = 3 + i + j and β
Then C 2 is the cyclic code defined by the parity check matrix H with i + j = h is
Suppose that the received vector is r = i + j 0 1 0 −1 0 0 0 1 . Now we calculate syndrome as
One can verify that s 3 = s 3 1 , which shows that two errors have occurred. Using the formula (5.3) we obtain ε ≡ −1 (mod π) and the roots of the polynomial σ (z Table 2 ). Therefore, the locations of the errors are l 1 = 7 ≡ 7 (mod 9) and its value is β 7 2 /β 7 2 = 1 and l 2 = 8 ≡ 8 (mod 9) and its value is β 4 /β 4 = 1. Thus, one error has occurred in location 7 and its value is 1, and another one at location 8 and its value is 1. So, the received vector r is corrected as c = r − e = i + j 0 1 0 −1 0 0 −1 0 . This [11, 10, 4] cyclic code is able Table 2 Powers of element
to correct any error of Mannheim weight one. Hence, the cyclic code of length 2n − 1 is more efficient in error corrections. Since, for a cyclic code of length n there is a corresponding cyclic code of length 2n − 1, therefore for a cyclic code of length 2n − 1 = 9 we have a cyclic code of length n = 5 which can be is illustrated as: Let π = 3 + i + j and α = −1 − i − j. Take a vector r = i + j 1 −1 0 0 of length 5 from a cyclic codeword c = i + j 0 1 0 −1 0 0 −1 0 . Now Thus the decoder can distinguish single and double errors.
Remark 2 1. The cyclic codes over quaternion integers through monoid ring has improved quaternion Mannheim distance than the cyclic codes defined in [12] . Due to the improvement in quaternion Mannheim distance, the cyclic code of length 2n − 1 = p − 2 is more efficient in error corrections. 2. The cyclic code in Sect. 4 have more cyclic codewords than the cyclic code presented in [12] . As in the cyclic code C 1 of length 5 the number of all words is (11 2 ) 5 = (11) 10 , the number of all cyclic codewords is (11 2 ) 4 = (11) 8 
Error correction of quaternion Mannheim weight two
In this section, we propose a decoding algorithm for a cyclic code of length 2n − 1 to correct error of Mannheim weight two. 
Theorem 6 Let β
Then C 2 is capable of correcting any error pattern of the form e(x) = e l x l 2 , where
Proof Straightforward. Now we are able to point out that, the location of the error is
and its magnitude is β 
Thus, the magnitude of the errors are obtained as In the following example, we illustrate the decoding procedure defined in Theorem 7 for the cyclic code of length 2n − 1.
Example 3 Let C 2 be the cyclic code of length 9 defined by the parity check matrix H as follows:
Suppose that the received vector is r = 2 0 1 0 0 0 0 0 0 , then
Since S 1 S 5 − S 2 3 = −1 + i + j = 0 implies that two errors have occurred. So 
Hamming distance properties
In this section we discuss some of the Hamming distance properties of the cyclic code of length n. Let p = hn + 1 be a prime, where h depends on which extended ring we are operating. Let t, r ∈ Z be such that t < p − 1, 0 ≤ 2r < n − 1, and gcd(t, p − 1) ≤ h. Consider the following
where β is a primitive element of R π . Consequently, we obtain the following. 
Proving that the 2r + 1 columns of H are linearly independent is equivalent to proving that det L = 0. So take
where
Hence, det L 1 = 0 if and only if there exists j, k ∈ Z with j < k such that β ti j The following two corollaries are respectively immediate consequences of Propositions 3 and 4.
rate (2n − 2)/2n − 1, whereas the cyclic code of length n has cyclic code rate (n −1)/n. 
5.
The corresponding cyclic code of length 2n − 1 has improved quaternion Mannheim distance. The corresponding cyclic code has minimum distance d Q M ≥ 4 for p ≥ 5 as compared to the cyclic code of length n which has minimum distance d Q M ≥ 4 for p ≥ 13. Due to the improvement in quaternion Mannheim distance, the cyclic code of length 2n − 1 is more efficient in error corrections. 6. In usual case of [12] , the minimum Hamming distance of n length cyclic code is d H = r + 2 and it can correct upto r + 1 2 Hamming errors. In our study, the minimum Hamming distance of the corresponding cyclic code is d H = 2r + 2 and it can correct upto 2r + 1 2 errors. Thus, the Hamming error correction capability of the cyclic code of length 2n − 1 is also better as compared to the cyclic code of length n.
Conclusion
In this paper we suggest an effective and consistent decoding procedure for the cyclic code of length n over quaternion integers which can correct errors of quaternion Mannheim weight two. Moreover corresponding to the n length cyclic code, the existence of cyclic code of length 2n − 1 is proven. The 2n − 1 length cyclic code has error correcting capability of quaternion Mannheim weight one and two. It is further established that, for a given prime p, the corresponding [2n − 1, 2n − 2] cyclic code has higher code rate than the cyclic code [n, n − 1]. Astonishingly [2n − 1, 2n − 2] cyclic code has improved the quaternion Mannheim distance than of the cyclic code [n, n − 1].
In customary case, we have developed that the Hamming error correction capability of the cyclic code of length 2n − 1 is also better as compared to the cyclic code of length n.
