Abstract-By incorporating feedback around systems we wish to manipulate, it is possible to improve their performance and robustness properties to meet pre-specified design objectives. For decades control engineers have been successfully implementing feedback controllers for complex mechanical and electrical systems such as aircraft and sports cars. Natural biological systems use feedback extensively for regulation and adaptation but apart from the most basic designs, there is no systematic framework for designing feedback controllers in Synthetic Biology. In this paper we describe how classical approaches from linear control theory can be used to close the loop. This includes the design of genetic circuits using feedback control and the presentation of a biological phase lag controller.
insights from classical control engineering, this paper aims to develop a framework to design feedback loops in genetic circuits.
Control Engineering has developed a number of methods for the analysis and design of feedback control systems. Some of these ideas have had extensive application in Systems Biology [7] , [8] but also more recently in Synthetic Biology [9] [10] [11] . One application of Control Engineering to Synthetic Biology is in the development of tools to support an 'Engineering Design Cycle' that involves modelling, system identification and parameter estimation and a 'design' approach to modify biological systems systematically to achieve a particular objective, by tuning 'dials' [12] .
Perhaps the most intriguing application of the ideas of Control Engineering to Biology is in the design and implementation of feedback controllers, in much the same way these are designed for a standard engineering system. Previous work in this area includes the design of controllers using DNA [13] , [14] . By closing the loop, the advantages of feedback can be harvested, such as improved robustness and sensitivity to noise. Other design objectives can also be achieved, through careful controller design [15] .
The question that arises is what types of feedback can be designed within a biological context and what such controllers look like. Previous work has implemented feedback at the genetic level (autorepressor [16] , toggle switch [17] and repressilator [18] ), but also at the protein level [19] . However, to date very few have actually designed specific controllers and the size of these synthetic systems is restricted to just a few genes. In fact, the design of more complicated controllers such as the ones found in Engineering still remains a challenge [20] , as well as the implementation of simple components such as a summing junction [21] . The use of accurate mechanistic models [22] in conjunction with the reliable design of feedback and controllers are key elements that will allow the size of synthetic systems to increase.
In this paper we aim to design bio-controllers using ideas borrowed from Control Engineering, building on our previous work in [23] . The approach we take is to investigate what configurations would result in dynamics resembling traditional engineering controllers and use them to achieve a desired objective through optimization.
The paper is organized as follows. In Section II we provide some background; we discuss the problem we wish to solve and review different modelling approaches. Section III discusses frequency representations of the gene circuits while in Section IV we discuss how the controller design can be performed, which leads us to demonstrate our approach in an example in Section V. Section VI concludes the paper.
II. PROBLEM SETUP AND BACKGROUND
This section introduces the concepts of gene expression and expression regulation as well as standard modelling techniques used to study these processes. This will allow us to develop a design framework for biological feedback control.
Gene expression is the method by which information is transferred from the passive DNA to the active proteins that perform the vast majority of cellular tasks required for life. This process can be broadly split into two stages. The first is transcription, where a section of DNA is read out into RNA. The second is translation, where the short strand of transcribed RNA is turned into protein. One of the ways these processes are regulated in nature, but also the most common method of regulation in synthetic systems, is through Transcription Factors (TF). These control the initiation rate of the transcription of a gene and thereby its total expression. A specific TF will have a specific target promoter region in front of the regulated gene.
TFs are proteins themselves and come in two different types: they either increase the transcription rate, in which case they are called activators or they inhibit transcription, in which case they are called repressors. In natural systems, genes are commonly regulated by multiple TFs at once. These bind to separate promoter regions in tandem in front of the gene, which can be used when designing synthetic systems.
A. Gene Expression Regulation
We begin by modelling the interaction between a TF, X, and the gene it regulates, G where is the number of TF molecules that bind to the gene and is the gene-TF complex. The forward and reverse reaction rates are given by the positive constants and respectively. Using generalized mass action kinetics, ODE models of the above biochemical reaction can be developed [8] . The following derivation is based on that presented in [7] ; ignoring intermediate binding stages, the dynamics are given by
where the concentration of a species is represented by square brackets around its label.
Proceeding from here to the full model requires two assumptions, that are as follows:
A1: TF-gene interactions are assumed to be at steady state when modelling gene expression. A2: In the case of an activator, the transcription initiation rate is only increased when the active TF is bound to the promoter region. In the case of a repressor, the transcription initiation rate is only decreased when the active TF is bound to the promoter region.
The total concentration of the gene is This conservation relation is derived from (1) . Invoking A1, the steady state fractional occupations of the free and bound gene can be calculated:
where . The above are Hill functions approximating the fast binding and unbinding of two species. In this context, is referred to as the apparent dissociation constant and is the Hill coefficient. These fractions can be thought of as the time average of the state of the gene and can therefore be used to model expression rates by invoking A2. The contribution to expression rate from a promoter is therefore
where is the contribution from an activated promoter region and is the contribution from a repressed promoter region, A is an activating TF, R is a repressing TF and the parameter describes the strength of the promoter.
For later modelling and design is it worth noting the derivatives of these functions with respect to the TF concentration and how these are related, as it simplifies notation.
where where X can either be an activating or repressing TF and we have taken advantage of the fact that the derivatives of (2) have the same form excepting the sign. The function describes the derivative of the expression rate contribution from a promoter which is positive in the case of an activating TF and negative in the case of a repressing TF.
Even though a promoter is regulated, there is a probability that the promoter attracts the transcriptional machinery anyway. This effect is modelled by including a constant basal level of expression is denoted .
The expression of a protein is balanced by its decay which occurs through a number of processes. Among these are degradation by the cellular machinery, but also dilution due to cell growth. These processes are lumped into a single parameter in a linear term dependent on the concentration of the protein being degraded or diluted and is denoted . It is worth noting that the parameters and and all the concentrations are non-negative, thus . We will now see how the mechanisms discussed above can be used to model the two simplest cases of regulation: a protein whose expression is activated and a protein whose expression is repressed.
B. Activated Expression
Following the discussions above, a protein Y, whose expression is activated by the TF A, has the following rate of change of concentration over time: (4) where is the basal expression rate, the function yields the contribution to expression by the activator A, and is the degradation/dilution rate. A diagram of this genetic circuit can be seen in Fig. 1(a) , where the incoming activating TF A interacts with its promoter and regulates the expression of gene producing protein Y.
The letter Y is used to denote the output protein of the system following the standard engineering convention. This is what would be measured in a real biological system through, e.g., fluorescent tagging.
C. Repressed Expression
Analogous to the case above of activated expression, the rate of change of the concentration of a protein, whose expression is repressed by the TF R is (5) where now the function yields the contribution to expression by the repressor R. A diagram of this genetic circuit can be seen 
D. Expression Regulation by Multiple TFs
As previously mentioned, it is common for the expression of a gene to be regulated by several TFs. In this case, it is assumed these can be modelled through a product of the expression rates (2) as in [7] , [8] . In such a way, a gene's expression can be regulated by an arbitrary number of TFs (6) where is the concentration of output protein and the products are over the activating TFs, , and the repressing TFs, , with their contributions to expression supplied by the activation and repression functions and respectively. Using the above equation, the regulation of gene expression by any finite number of TFs can be described. A genetic circuit diagram of this system can be seen in Fig. 2(a) , where the TFs interact with their specific promoters and regulate the expression of the protein Y.
III. FREQUENCY DOMAIN REPRESENTATION
In order to apply classical linear control theoretical analysis and design methodologies to genetic circuits, the dynamics of the activator and repressor must first be expressed in the frequency domain. To do so requires linearization and Laplace transformation of the differential (4), (5) , and the more general case (6) . Detailed derivations of these and introductions to linearization and Laplace transforms can be found in the Supplementary Information [24] .
A. Single Input Systems
Consider first the activated expression, (4). Let and denote, respectively, the equilibrium concentrations of the expressed protein and activating TF about which the linearization is performed. The linearized dynamics are given by (7) where and are small perturbations about the equilibrium of the system and indicates the function evaluated at the equilibrium. The change in notation for the TF concentration to is because this is treated as an input to the system, for which the standard engineering notation is .
The linearized dynamics of the repressed system are similar, taking the form (8) where again and are small perturbations about the equilibrium of the system, is the equilibrium repressor concentration and is the function evaluated at the equilibrium.
Taking the Laplace transform of the systems above yields the transfer function (9) where activated expression takes the positive and repressed expression takes the negative sign. This system can be represented by the block diagram seen in Fig. 1(c) . A framework for the use of these diagrams will be developed. Note how the protein expression process is split across two blocks. The left block quantifies the interaction between a TF, the input, and a promoter. This can be thought of as a gain block. The second block represents the expression of the protein. These are the two fundamental building blocks that exist in these systems and throughout the paper these will be used and combined in different ways exhibiting various behaviors.
B. Multiple Input System
Taking (6) as a starting point, the linearization of the system is of a similar form to the single input cases, though there are some important differences. The linearization takes the form (10) where now the input , is a small perturbation about the equilibrium inputs , and the input matrix (11) is a row vector evaluated at equilibrium of same dimension as . It is worth noting that the derivatives w.r.t. the repressing TFs are negative. For a full derivation, see the Supplementary Information [24] .
Laplace transforming the linearization yields the following equation: (12) where is the Laplace transform of the vector of inputs. The term can be thought of as a weighted sum of the inputs as is demonstrated by the block diagram in Fig. 2(b) . The inputs are weighted by their corresponding term in the input matrix and are collected at the summing junction before being fed to the gene regulating expression. In this way the promoters of a gene process the inputs before expression occurs.
C. Block Diagram Framework
The analysis of the above system motivates a block diagram framework for gene circuit analysis that facilitates the extraction of the transfer function of a system and allows the application of linear design principles. This section explains the basic rules of converting a standard genetic circuit diagram such as the ones seen in Figs. 1(a) , (b) and 2(a) into a block diagram and extracting the relevant transfer function.
1) First, the number of genes involved in the circuit is counted. An expression block with the transfer function pertains to each gene, where is the degradation/dilution rate of the resulting protein.
2) The inputs to each gene are then processed through a promoter gain block whose form depends on the types (activating and/or repressing) and number of input TFs going to a specific gene and can be calculated using (3) in the case of a single input to a gene and (11) in the case of multiple inputs. 3) Once processed through the promoter gain blocks the inputs are then added together and fed to the gene expression block, which then outputs another protein. 4) The final step is to link up the genes using the topology provided by the genetic circuit diagram. This methodology allows one to construct the block diagram from which the transfer function can be extracted using standard techniques.
D. Example: Autoactivation
Autoactivation occurs when a gene activates its own expression. This example demonstrates the use of the framework and is interesting as it gives insight into the possibility of a genetic integrator. The genetic circuit diagram can be seen in Fig. 3(a) . An example of a biological system that would behave as such would be a gene encoding the protein 'XylS' with the promoter in front of it. The block diagram can be produced using the methods discussed and is exhibited in Fig. 3(b) . The input to output transfer function is (13) The position of the pole of this transfer function is at . If , this pole is in the right half plane and would cause instability. If , the system would have a pole at the origin providing an integrator.
The ODE model of the system provides further insight to its behavior and takes the form where provides the dependence on the input TF and supplies the feedback of the output protein. This system has up to 3 equilibria and only one of these is stable. It is around the stable equilibrium that the linearization is performed. In the stable case and the response time of the system is increased as the 3 dB bandwidth has now been reduced to . This is in agreement with the literature [7] , [8] and also with simulation of the ODE model.
The implementation of a biological integrator would be a powerful tool as it would provide a means to track a step reference with no steady state error. Given the form of (13), one might think that the autoactivator would provide a way of achieving this by setting , but this is not possible. The parameters in biological systems are far too uncertain to be able to tune to the accuracy necessary to behave as an integrator reliably. This uncertainty would cause instability.
IV. DESIGNING A FEEDBACK CONTROLLER
Using the modelling framework set up in Section II.A and the frequency domain analysis and block diagram framework laid out in Section III, we can now turn to the task of designing a genetic feedback controller. The standard implementation of such controllers is through unit negative feedback and comparison with a reference producing an error, which is fed to the controller. First let us review the possible controllers.
The ideal PID controller takes the form where and are parameters defining the proportional, integral and derivative gains of the controller. Whilst PID controllers offer many advantages we have shown in the previous section that building a genetic integrator is problematic, furthermore, in order to build a PID controller (for any system not necessarily a biological one) with a non-zero term a filter would need to be implemented in order to make the transfer function proper. This added complexity makes constructing an ideal genetic PID controller difficult at present.
Alternatively, phase lead and lag controllers can be considered. These are described by the transfer function (14) where is the gain, defines the position of the zero and defines the position of the pole. When (14) is said to be a phase lead controller, and when (14) is a phase lag controller.
By tuning the parameters and of the phase lead or lag controller it is possible to change the frequency response of the system. Phase lead controllers typically 1) improve the phase margin (provide robustness to un-modelled time delays), 2) damp out transient oscillations and reduce settling time. Phase lag controllers typically 1) improve disturbance rejection (provide robustness to noise at the input), 2) reduce steady state error. An advantage of the lead-lag architecture is that the cascade connection of two such controllers allows the designer to shape the frequency response as desired, i.e., over certain frequency ranges the benefits of a phase lead controller can be achieved, whilst in another frequency range the phase lag controller dominates. Such a controller is referred to as a lead-lag controller and takes the form where is the gain. Of course there are conflicting design trade-offs: Phase lead controllers increase bandwidth making the system vulnerable to noise and phase lag controllers can deteriorate the transient response.
The block diagram framework laid out above allows the combination of different blocks in an attempt to achieve a certain transfer function. With this in mind the block diagram in Fig. 4 was developed which has the transfer function (15) where is the controller promoter gain of the controller, the associated gains of the downstream promoters are elements of the downstream input matrix derived from (11) . This transfer function does indeed have the form of a phase lag controller when the error activates expression of the state protein X and takes the positive sign. A genetic circuit diagram of the phase lag controller is simple and takes the form seen in Fig. 5 , where the error fed into the controller is denoted E. When the error represses expression of the state protein X, the transfer function represents a phase lead controller. This corresponds to the negative sign in (15) .
V. EXAMPLE
This section describes the detailed design of a genetic phase lag controller in feedback with a single gene acting as plant. The biological topology is achieved using a protease to supply the desired negative feedback. The parameter values found during the design process can be obtained by engineering ribosome binding sites, promoter strengths, plasmid copy number, as well as degradation rates of the species involved. It must be underlined that the engineering process of tuning the implemented system is not trivial with current available techniques.
The above described mathematical framework is used to complete this task, as well as the MATLAB optimization toolbox, and the design objectives are to:
• Minimize the rise time of the closed loop system.
• Minimize steady state error.
• Retain a reasonable phase margin to ensure robustness.
A. Modelling
The plant, i.e., the system we wish to control, is the activated expression of a gene modelled as
The controller is a phase lag compensator, which is put in cascade with the plant. The genetic phase lag controller requires a second promoter in front of the downstream gene to transfer information from the controller to the plant so that both the error and state protein can regulate it (see Fig. 5 ). This results in the following model for the full system:
where and are basal expression rates of the plant and controller respectively and and are the degradation rates of the plant and controller respectively. All TFs are activators so the subscript A has been dropped from the functions for clarity. In addition to this, their dependency has been stated explicitly. It is through the error that unit feedback is supplied where the external reference to the system is . A full block diagram of this model can be seen in Fig. 6(a) , where the functions in the promoter gain blocks have been calculated using (11) . This diagram allows us to calculate the transfer function from the error signal to the output , which we can then use to design our system. The full form of this open loop transfer function is (17) For later reference, it is worth noting that the zero of transfer function (17) is (18) 
B. Optimization Framework
This section details the design process used to achieve the design objectives for the system. This process derives the parameters that define the controller and a certain input-output response. The optimization that will be performed is formulated as follows:
The cost function used is the open loop low frequency gain of the open loop system given by (20) The equality constraints are given by These ensure that the optimization is performed around the equilibrium of the ODE model of the system (16) . As the Laplace transform and linearization are performed about the equilibrium and the equilibrium is dependent on the parameters, this needs to be recalculated at every iteration of the optimization. The inequality constraints on the system aid the placement of the zero of the transfer function (18) with the aim of pushing it to the left, far away from the origin, without degrading the phase too much. The constraint is given by where fixes an upper bound on the position of the zero in the transfer function.
The decision variables are where the first two and are the equilibrium, is the strength of the promoter at the plant with which the error signal interacts, is the strength of the promoter at the controller with which the error signal interacts and is the degradation rate of the controller protein X. The bounds on these decision variables are given in Table I , and have been chosen so as to be biologically achievable.
The optimization is then performed with the parameter values given in Table II held constant. The results produced a system with the equilibrium at with the parameters and . The uncontrolled system that is used as a benchmark for comparison is similar to the controlled system excepting the removal of the controller gene. The error is simply fed straight to the plant without being processed. The low frequency gain of the controlled system is 21.5 dB higher than in uncontrolled case and the controlled system has a phase margin of 84.6 . The bode plots of the controlled and uncontrolled systems can be seen in Fig. 7 and step responses to a 10% increase in reference can be seen in Fig. 8 . The reduced steady state error can clearly be seen in the step response, and the other obvious effect of the phase lag controller is the slight overshoot and the underdamped response. The system has a reasonable phase margin and the rise time of the system has also been reduced.
An obvious next line of inquiry would be to investigate how the linearization compares to the nonlinear system. The comparison is omitted due to lack of space, however, using Lyapunov theory [25] , [26] and sum-of-squares programming [27] the worst case difference (over all initial conditions) between the Step responses of the controlled and uncontrolled systems both linear and nonlinear to a 10% increase in reference, .
two approaches was shown to be small. Fig. 8 compares simulations of the linear and nonlinear models and shows that they are in good agreement. For specific instances, we refer the reader to the Section 3 of the Supplementary Information [24] , where the nonlinear system has been subjected to perturbations of an order of magnitude greater than those valid for the linear analysis.
C. Biological Implementation
A biological implementation of this theoretical system, consisting of three genetic modules is proposed; see Fig. 6(b) . The TEVgp1/sfGFP gene encodes a fusion polypeptide between the Tobacco etch virus P1 protease (TEV protease; the plant) [28] and superfolder Green Fluorescent Protein (sfGFP; allows quantification of output) [29] . Expression of this gene is induced through two promoters: the meta-cleavage pathway operon promoter from Pseudomonas putida, which is activated by the XylS transcription factor in the presence of benzoate or m-toluate [30] ; and the L-rhamnose inducible promoter , which is activated by the RhaS transcription factor [31] [32] [33] .
TEV protease is a cysteine protease with a molecular mass of 49 kDa [34] , [35] . Its native role in the life cycle of the virus is to cleave the large 346 kDa polyprotein at specific sites into its mature protein products [28] , [36] . The consensus recognition site for this enzyme is the sequence: Glu-Asn-Leu-Tyr-PheGln-(Gly/Ser) (ENLYFQ(G/S)), with proteolysis occurring between the Gln and Gly/Ser residues [34] . It is also regularly used to direct proteolysis of various targeted proteins [37] , [38] . To provide the desired negative feedback, the TEV-protease recognition site is inserted into a region of the positive transcription factor RhaS. Specifically, the cleavage site is inserted at residue 167 of RhaS, which lies between the N-terminal domain responsible for L-rhamnose and dimerisation and the C-terminal domain responsible for DNA and (sigma 70) binding [39] . This should ensure minimal disruption to the function of RhaS and accessibility of the recognition site to TEV protease.
The gene is the source of this engineered version of the activator RhaS (denoted to indicate that it has been engineered) and is expressed constitutively at a high level using the engineered proD promoter [40] . The xylS gene is the controller module and expresses the activator XylS, through induction of by the unprocessed RhaS variant. The reference signal input to the system, mathematically denoted , can be thought of the activator prior to digestion. Once constructed and tested, this system would be optimized through parameter estimating, changing and tuning parts, etc, until the desired output is reached.
VI. CONCLUSION
In this paper we have presented a framework for designing genetic feedback controllers for improving the performance and robustness of genetic networks. Biological realizations of the classical phase lead and lag controllers have been presented. We have illustrated the 'design' approach in detail using an example, and discussed a starting point as to how this could be implemented in practice. Future work will consider other possible types of realisable genetic controllers and further develop the linear design framework to this end. 
