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This survey concerns subspace recycling methods, a popular class of iterative
methods that enable effective reuse of subspace information in order to speed up con-
vergence and find good initial vectors over a sequence of linear systems with slowly
changing coefficientmatrices, multiple right-hand sides, or both. The subspace infor-
mation that is recycled is usually generated during the run of an iterative method
(usually a Krylov subspace method) on one or more of the systems. Following intro-
duction of definitions and notation, we examine the history of early augmentation
schemes along with deflation preconditioning schemes and their influence on the
development of recycling methods. We then discuss a general residual constraint
framework through which many augmented Krylov and recycling methods can both
be viewed. We review several augmented and recycling methods within this frame-
work. We then discuss some known effective strategies for choosing subspaces to
recycle before taking the reader throughmore recent developments that have general-
ized recycling for (sequences of) shifted linear systems, some of them with multiple
right-hand sides in mind. We round out our survey with a brief review of application
areas that have seen benefit from subspace recycling methods.
KEYWORDS:
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1 INTRODUCTION
In many applications in the computational sciences, there is a need to solve many hundreds or thousands of large-scale linear
systems of the form
퐀(푖)퐱
(푖)
퓁
= 퐛
(푖)
퓁
푖 = 1, 2,… 퓁 = 1, 2,… (1)
where the systems indexed by 푖 are available in sequence rather than simultaneously, and for each 푖 all right-hand sides indexed
by 퓁 are available simultaneously. We consider the case where consecutive coefficient matrices are sufficiently “closely related”
to exploit the relationship between them. Such sequences of problems arise in a diverse array of applications; see Section 8. The
coefficient matrices are often sparse or otherwise allow efficient matrix-vectormultiplication in a matrix-free fashion. Generally,
the dimension of the matrix is so large that matrix-free iterative methods (e.g., Krylov subspace methods or multigrid) are the
most viable choice for these problems. With such an iterative method in hand, the most straightforward approach would be to
apply it to each consecutive linear system, with no consideration of the relationship between systems. However, speedups in
convergence and good initial guesses can be achieved by exploiting the closeness of consecutive coefficient matrices.
†Document compiled on July 13, 2020
0Abbreviations: CG – Conjugate Gradients; GMRES – Generalized Minimum Residual Method; GKB – Golub-Kahan Bidiagonalization; LSQR – GKB-based
least-squares iterative solver for tall rectangular problems; HPD – Hermitian positive-definite
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This survey concerns (Krylov) subspace recycling methods, a popular class of iterative methods enabling effective reuse of
subspace information generated during the run of an iterative method (usually a Krylov subspace method) applied to 퐀(푖)퐱(푖) =
퐛(푖), for reuse either after a cycle of iterations (for the same system) or during the iteration applied to 퐀(푖+1)퐱(푖+1) = 퐛(푖+1).
Organization of the survey
In the next section, we briefly review some basic information about Krylov subspaces methods. We include some important con-
cepts related to residual projection methods that assist in understanding recycling strategies. In Section 3, we discuss a number
of precursors and related techniques. Some of these are direct forbearers to the current recyclingmethods, while others were pro-
posed with different theoretical/practical concerns in mind, but they can be interpreted in the same mathematical framework. In
Section 4, we give an overview of the state-of-the-art augmentation-based recycling methods. We describe a general framework,
extending those proposed in [1–3], that can be used to described the majority of recycling approaches. In Section 5, we describe
generic examples of methods in this general framework for linear systems with coefficient matrices of various structure and for
different residual constraints, and we discuss effective strategies for choosing a subspace to recycle in Section 6. In Section 7,
we discuss strategies to take advantage of recycling for families of systems with additional structure, in particular, solving mul-
tiple shifted systems for each coefficient matrix 퐀(푖). We then briefly discuss in Section 8 a variety of scientific, computational,
and engineering applications which have benefited from incorporating a recycling strategy into their solvers. To conclude, we
discuss some challenges which remain.
Notation
Boldface capital letters denotematrices. Boldface lowercase letters denote vectors. Non-boldface letters (Latin andGreek) denote
scalar quantities; and, when necessary, we use matching non-boldface letters to denote entries of a matrix or vector denoted by
the same letter (e.g., ℎ푖푗 ∈ ℂ denotes the entries of the matrix 퐇). The matrices 퐏 and 퐐 are used to denote specific projectors
that arise in residual projection methods. Calligraphic letters denote subspaces, and we often use a matching uppercase boldface
letter to denote a matrix having that subspace as the span of its columns (e.g., the columns of 퐔 ∈ ℂ푛×푘 span ⊂ ℂ푛 which has
dimension푘).When these subspaces arewithout a tilde above (e.g., and푗), they denote correction spaces fromwhich updates
to solution approximations are drawn. When such subspaces are written with tildes above (e.g., ̃ and ̃푗), they denote residual
constraint spaces used to determine which element is drawn from the correction space; i.e., by enforcing that the new residual
should be orthogonal to the constraint spaces, cf. (21). All norms are assumed to be the 2-norm unless otherwise indicated.
2 ITERATIVE PROJECTIONMETHODS – KRYLOV SUBSPACE METHODS
Krylov subspace iterative methods are a well-known class of methods for computing an approximation 퐭푗 to the initial error, 퐭,
such that for an initial guess, 퐱0, the solution satisfies 퐱 = 퐱0 + 퐭 ≈ 퐱0 + 퐭푗 ; i.e., we are approximating 퐭 which solves
퐀
(
퐱0 + 퐭
)
= 퐛, 퐀 ∈ ℂ푛×푛, 퐛 ∈ ℂ푛. (2)
For solving a linear system of the form (2) with 퐫0 = 퐛 −퐀퐱0, one builds the Krylov subspace
푗(퐀, 퐫0) =
{
퐫0,퐀퐫0,퐀
2퐫0,… ,퐀
푗−1퐫0
}
iteratively (at the cost of one matrix-vector product per iteration). At iteration 푗, 퐭푗 ∈ 푗(퐀, 퐫0) is selected according to some
constraint on the residual 퐫푗 and 퐱푗 = 퐱0 + 퐭푗 is the 푗th approximation. We call 퐭푗 the correction and the space from which it is
drawn the correction space.
An example – the Generalized Minimum Residual (GMRES) Method
To illustrate how these methods work, we focus briefly on GMRES [4], in which we select
퐭푗 ∈ 푗(퐀, 퐫0) such that 퐫푗 ⟂ 퐀푗(퐀, 퐫0). (3)
Methods with such a residual orthogonality constraint are called residual projection methods, because the constraint defines the
projection (oblique or orthogonal) of the residual onto푗+1(퐀, 퐫0), and we call퐀푗(퐀, 퐫0) here the constraint space. Character-
ization of these methods according to residual constraints is helpful in understanding the general structure of recycling methods.
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This particular constraint is equivalent to solving the residual minimization problem
퐭푗 = argmin
흉∈푗 (퐀,퐫0)
‖‖퐛 − 퐀(퐱0 + 흉)‖‖ , (4)
and leads to the approximation
퐭푗 = 퐏푗 퐭 and 퐫푗 =
(
퐈 −퐐푗
)
퐫0, (5)
where 퐏푗 is the (퐀
∗퐀)-orthogonal projector onto 푗
(
퐀, 퐫0
)
, and 퐐푗 is the orthogonal projector onto 퐀푗
(
퐀, 퐫0
)
.
The Arnoldi orthogonalization procedure leads to a practical implementation
The Arnoldi process builds an orthonormal basis for 푗+1(퐀, 퐫0). Set 퐯1 = 훽
−1퐫0 with 훽 = ‖퐫0‖. At iteration 푗, we compute
퐯푗+1ℎ푗+1,푗 = 퐀퐯푗 −
푗∑
푖=1
퐯푖ℎ푖,푗 , with ℎ푖,푗 = 퐯
∗
푖퐀퐯푗 and ℎ푗+1,푗 = ‖퐀퐯푗 − 푗∑
푖=1
퐯푖ℎ푖,푗‖, (6)
so that 퐯푗+1 is a unit vector. The process computes the matrices
퐕푗+1 =
[
퐯1 퐯2 ⋯ 퐯푗+1
]
∈ ℂ푛×(푗+1) and 퐇푗 ∈ ℂ
(푗+1)×푗 , (7)
such that 퐕∗
푗+1
퐕푗+1 = 퐈, range(퐕푗+1) = 푗+1(퐀, 퐫0), 퐇푗 is an upper Hessenberg matrix with components ℎ푖,푗 , and
퐀퐕푗 = 퐕푗+1퐇푗 = 퐕푗퐇푗 + ℎ푗+1,푗퐯푗+1퐞
∗
푗 , (8)
where 퐇푗 ∈ ℂ
푗×푗 is simply the first 푗 rows of 퐇푗 . From (8), one can reduce the minimization (4) to a smaller (푗 + 1) × 푗
least-squares minimization problem
퐲푗 = argmin
퐲∈ℂ푗
‖‖‖퐇푗퐲 − 훽퐞1‖‖‖ and 퐭푗 = 퐕푗퐲푗 , (9)
The Hermitian Lanczos process
In this case, we can use the Arnoldi process above, while exploiting that 퐀 is Hermitian and hence 퐇푗 = 퐕
∗
푗퐀퐕푗 is itself
Hermitian. It follows that 퐇푗 is tridiagonal and 퐕푗 can be computed efficiently with the three-term recurrence,
퐯푗+1ℎ푗+1,푗 = 퐀퐯푗 − 퐯푗ℎ푗,푗 − 퐯푗−1ℎ푗−1,푗 , and 퐯2ℎ2,1 = 퐀퐯1 − 퐯1ℎ1,1 (10)
with the ℎ푖,푗 as in (6) and ℎ푗−1,푗 = ℎ푗,푗−1 available from the previous iteration. This recurrence is called the Lanczos recurrence,
leading to the Lanczos relation (with 퐓 for tridiagonal)
퐀퐕푗 = 퐕푗+1퐓푗 = 퐕푗퐓푗 + 퐯푗+1ℎ푗+1,푗퐞
∗
푗 . (11)
The short recurrence (10) leads to a great reduction in the memory requirements as we only need to store the two most recently
generated Lanczos vectors. Using the thin QR-decomposition 퐓푗 = 퐆
(푗+1)×푗
푗 퐑푗 to solve (9), we can write the solution update at
step 푗 as 퐭푗 = 퐕푗퐑
−1
푗 퐆
∗
푗
퐞1훽. Since the coordinate vector 퐲̃ = 퐆
∗
푗
퐞1훽 changes only in its last coefficient from one iteration to the
next, this leads to an efficient update procedure as follows. Performing the change of basis퐖푗 = 퐕푗퐑
−1
푗 leads to the additional
3-term recurrence 퐰푗 = 푟
−1
푗,푗 (퐯푗 −퐰푗−1푟푗−1,푗 −퐰푗−2푟푗−2,푗) and the update 퐱푗 = 퐱0 + 퐭푗 = 퐱0 +퐖푗 퐲̃ = 퐱푗−1 +퐰푗 푦̃푗 . The resulting
method is called MINRES [5].
If we assume additionally that 퐀 is Hermitian positive definite (HPD), we can minimize the error in the 퐀-norm, ‖퐭 − 퐭푗‖퐀,
which corresponds to enforcing the residual constraint 퐫푗 ⟂ 푗
(
퐀, 퐫0
)
[6, Sections 6.4 and 6.7.1]. Considering again the Lanczos
relation (11), we have that 퐓푗 is also HPD and allows the LU decomposition 퐓푗 = 퐋푗퐔푗 with unit bidiagonal 퐋푗 . Now taking
the change of basis 퐖푗 = 퐕푗퐔
−1
푗 and 퐲̃ = 퐋
−1
푗 퐞1 and eliminating the explicit Lanczos recurrence using that 퐯푗+1 is just a
normalization of the residual 퐫푗 , we obtain the celebrated method of conjugate gradients
[7].
The non-Hermitian Lanczos process
For general non-Hermitian linear systems, there exist short recurrencemethods, though they generally do not lead to an orthonor-
mal basis for theKrylov subspace [8]. Instead, one simultaneously generates dual bases for the subspaces푗(퐀, 퐫0) and푗(퐀
∗, 퐫̂0)
where 퐫̂0 is either the initial residual of a dual problem involving 퐀
∗, 퐫0 itself, or some other non-zero vector. The biorthogonal
Lanczos process is a short recurrence for iteratively generating these bases simultaneously at the cost of one application of 퐀
and one of 퐀∗ per iteration,
span
{
퐯1, 퐯2,… , 퐯푗
}
= 푗(퐀, 퐫0) and span
{
퐯̂1, 퐯̂2,… , 퐯̂푗
}
= 푗(퐀
∗, 퐫̂0). (12)
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The basis vectors are constructed to satisfy 퐯∗
퓁
퐯̂푘 = 훿퓁푘 (hence they are biorthogonal). The biorthogonal Lanczos relations are
as follows, where 퐓푗 , 퐓̂푗 are tridiagonal:
퐀퐕푗 = 퐕푗퐓푗 + ℎ푗+1,푗퐯푗+1퐞
∗
푗 , and 퐀
∗퐕̂푗 = 퐕̂푗퐓̂푗 + ℎ̂푗+1,푗 퐯̂푗+1퐞
∗
푗 . (13)
The Petrov-Galerkin condition 퐫푗 ⟂ 푗(퐀
∗, 퐫̃0), giving rise to the biconjugate gradient (BiCG) method
[9,10], requires
Solve 퐓푗퐲푗 = 훽퐞1 and set 퐭푗 = 퐖푗퐲푗 . (14)
Similar to (8) for Hermitian systems, (13) allow us to define efficient short recurrence iterative methods for non-Hermitian
systems using the LU decomposition 퐓푗 = 퐋푗퐔푗 , change of basis 퐖푗 = 퐕푗퐔
−1
푗 , and setting 퐲̃ = 퐋
−1
푗
(
훽퐞1
)
(in general, 퐓푗 and
퐓̂푗 are closely related, and only one LU-decomposition is computed). An analog to GMRES/MINRES also exists in this setting,
called the quasi minimum residual (QMR) method [11]. At iteration 푗, this is leads to
Minimize ‖‖‖퐓푗퐲푗 − 훽퐞1‖‖‖ , and set 퐭푗 = 퐖푗퐲푗 . (15)
In cases where the action of 퐀∗ is unavailable, so-called transpose free variants are available; see, e.g., [12–14]. The
BiCGStab(퓁) [15] method was introduced to stabilize the oscillatory convergence pattern often exhibited by BiCG [14]. This
is accomplished by alternating between 퓁 steps of BiCG and an 퓁-cycle of GMRES, effectively building a hybrid residual
polynomial from the BiCG and GMRES polynomials. Another related method is IDR(푠) [16], which was shown to fit into the
Petrov-Galerkin residual projection framework [17] and also to be a generalization of BiCGStab(퓁).
3 SUBSPACE AUGMENTATION AND THE STRATEGY OF DEFLATION
Subspace recycling extends ideas from the last few decades for the preservation of information between iteration cycles or
between different linear systems. This is done to mitigate the effects of discarding basis vectors due to memory requirements as
well as to accelerate the convergence of an iterative method. A number of acceleration strategies occupy the same or a similar
theoretical framework as augmentation-based subspace recycling, and we briefly touch upon these as well.
What we mean by augmentation: In this survey, we use the terms subspace augmentation and augmented method to refer
to any iterative method (here, a Krylov subspace method) which uses a sum correction space  + 푗 , where 푗 is the space
generated by the iterative method, and is the fixed augmentation space. Later, we discuss cases where푗 is a Krylov subspace,
and one can consider the case in which the Krylov subspace is generated by the coefficient matrix/residual pair
(
퐀, 퐫0
)
versus
cases in which the Krylov subspace is generated by a projected pair of the form
(
(퐈 −퐐)퐀, (퐈 −퐐) 퐫0
)
, cf. Section 4.
Warm restarting and simple information reuse
The simplest information-reuse approach is called warm restarting. As we generate approximate solutions for the sequence of
problems (1) we use the approximate solution for퐀(푖)퐱(푖) = 퐛(푖) as the initial approximation 퐱0 for the system퐀
(푖+1)퐱(푖+1) = 퐛(푖+1).
As consecutive systems in (1) are close (e.g., consecutive systems in a nonlinear optimization scheme), the approximate solution
to system 푖 is likely a high-quality approximation for the solution to the system 푖 + 1.
For nonsymmetric systems, the first mention of a (non-trivial) strategy to select direction vectors for orthogonalization (to
the best of our knowledge) is in [18], where the authors performed a numerical study of algorithms associated with precondi-
tioned conjugate gradients. The authors suggest that for non-symmetric problems and a fixed (but sufficient) length recurrence,
convergence is improved by retaining the search directions associated with the (relative) largest orthogonalization coefficients.
Augmentation via flexible preconditioning
Augmentation of a Krylov subspace was proposed in a 1997 paper, which presented the idea in the framework of the flexible
GMRES method [19]. Flexible GMRES is a modification of right-preconditioned GMRES that accommodates the use of a dif-
ferent preconditioner at each step. Recall that for a fixed right preconditioner퐌, one applies an iterative solver to the problem
퐀퐌−1퐲 = 퐛 where 퐲 = 퐌퐱, and for an approximation 퐲̃ one generates the approximation 퐱̃ = 퐌−1퐲̃.
Flexible preconditioning complicates this situation. In flexible GMRES, one must store the Arnoldi vectors from (7) for
a Krylov subspace 푗
(
퐀−1, 퐫0
)
where is an unknown implicitly induced preconditioner1, as well as a set of flexibly
1It was pointed out in [20] that flexible preconditioning implicitly induces exact an preconditioner defined by−1퐯푖 = 퐌
−1
푖 퐯푖, for 푖 = 1, 2,… , 푗.
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preconditioned Arnoldi vectors 퐙푗 =
[
퐳1 퐳2 … 퐳푗
]
, with 퐳푖 = 퐌
−1
푖 퐯푖, spanning
−1
푗
(
퐀−1, 퐫0
)
. One solves the GMRES
minimization (9) for 퐲푗 as before but then updates 퐱푗 = 퐱0 + 퐙푗퐲푗 .
The authors of [19] pointed out that one can use this framework to augment an existing Krylov subspace. Assume we have run
푗−푘 iterations of GMRES and 퐔 =
[
퐮1 퐮2 ⋯ 퐮푘
]
∈ ℂ푛×푘 spans a 푘 dimensional subspace to use in concert with the Krylov
subspace for a correction. For the next 푘 iterations, one can implicitly define the action of unspecified flexible preconditioners
퐌푗−푘+푖 with the mappings 퐌
−1
푗−푘+푖
퐯푗−푘+푖 = 퐮푖 for 푖 = 1, 2,… , 푘. This defines a version of flexible GMRES that minimizes
the residual using the constraint space 퐀푗−푘
(
퐀, 퐫0
)
+ 퐀 . This minimization is not over a direct sum of spaces. The lack
of orthogonality between the subspaces reduces its effectiveness. A similar performance penalty due to lack of orthogonality
was the impetus for the development of the GCROT method [21]. Augmentation-type methods for ill-posed problems have been
developed that rest on similar ideas [22].
Deflation
Deflation type methods use some of the same underlying mathematical principles as recycling methods, but they are couched
in a slightly different language and aimed at different goals. Deflation techniques were originally proposed to treat a single
system via left preconditioning using a projector onto the orthogonal complement of some subspace [23]. The convergence is then
determined by a projected operator and right-hand side, and projecting away from an appropriate subspace (e.g., some invariant
subspace of the coefficient matrix), leads to faster convergence.
In [24] the authors present a technique to analyze methods such as the deflated restarting method of Morgan [25] (discussed in
greater detail in Section 4). They interpret such deflated methods (specifically balancing preconditioners [26]) as being precondi-
tioned with deflation preconditioners that project into an associated augmentation space. For example, suppose we are solving
(2), where 퐭 represents the initial error. Let 퐔 ∈ ℂ푛×푘 and  = range(퐔) be the subspace of dimension 푘 from which we want
to construct an approximation to 퐭. In addition, let 퐔̃ ∈ ℂ푛×푘 and ̃ = range(퐔̃) be the constraint space, so that 퐭 = 퐔퐬 satisfies
퐫 = 퐛−퐀(퐱0 +퐔퐬) ⟂ ̃ or equivalently 퐔̃
∗퐫 = 퐔̃∗(퐛−퐀(퐱0 +퐔퐬)) = ퟎ. 퐏 denotes the corresponding (oblique or orthogonal)
projector onto  , that is, 퐏퐭 = 퐔흉 , which implies 퐏 = 퐔
(
퐔̃∗퐀퐔
)−1
퐔̃∗퐀, and 퐐 denotes the sibling projector2 onto 퐀 that
satisfies
퐐퐀 = 퐀퐏. (16)
The deflation-preconditioning process splits the initial error:
퐭 = 퐏퐭 + (퐈 − 퐏) 퐭. (17)
Since 퐀퐭 = 퐫0, we can directly compute 퐏퐭 = 퐔
(
퐔̃∗퐀퐔
)−1
퐔̃∗퐫0, which can be interpreted as an approximation of the initial
error in the space  . It remains then to approximate (퐈 − 퐏) 퐭, for which we have the following system of equations,
퐀(퐱0 + 퐭) = 퐀(퐱0 + 퐏퐭 + (퐈 − 퐏)퐭) = 퐛 ⇔ 퐀(퐈 − 퐏)퐭 = 퐛 − 퐀퐱0 − 퐀퐏퐭 = 퐫0 − 퐀퐏퐭 ⇔
퐀(퐈 − 퐏)퐭 = 퐫0 −퐐퐀퐭 = (퐈 −퐐)퐫0 ⇔ (퐈 −퐐)퐀퐭 = (퐈 −퐐)퐫0. (18)
Hence, we solve the deflation-preconditioned linear system
(퐈 −퐐)퐀퐭 = (퐈 −퐐) 퐫0. (19)
If we apply an iterative method to (19), which returns an approximation 퐭푗 at iteration 푗, then the full approximation at this step
is 퐱푗 = 퐱0 + 퐏퐭 + (퐈 − 퐏) 퐭푗 . The residual of this approximation satisfies 퐫푗 = 퐛 − 퐀퐱푗 = (퐈 −퐐)
(
퐛 −퐀퐱푗
)
. Thus it is equal
to the residual of the projected problem, meaning residual convergence is completely determined by properties of the projected
problem (19). In the Ph.D. thesis [2], it was confirmed that GCRO-based recycling schemes are indeed equivalent to particular
deflation schemes for certain choices of orthogonal projectors 퐏 and 퐐.
Methods such as that in [27,28] approach the same strategy by performing a one-time projection away from specific accurately-
computed eigenvectors to remove their influence from the iteration. This does not quite fit into the recycling framework as we
have described it in this survey; but, as with deflation, it is based on some of the same ideas.
2We call these sibling projectors because specifying one of them in a projection method determines the other unambiguously. Defining a projection method via a
specific projector 퐏 being applied to the error also determines 퐐. Vice-versa, defining a method via the application of a projector 퐐 to the residual determines 퐏.
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Multigrid and domain decomposition
The correction 퐏퐭 +(퐈 − 퐏) 퐭푗 comes from the space +푗
(
(퐈 −퐐)퐀, (퐈 −퐐) 퐫0
)
. This augmented subspace interpretation of
deflation-based preconditioning can be widened to also include methods involving restrictions onto and prolongation from sub-
grids or coarser grids such as domain decomposition and multigrid. This has been observed, e.g., in [29]. Consider, for example, a
simple restriction-solution-prolongation procedure, such as a one-level multigrid V-cycle or a domain decomposition subdomain
solve. Let ℜ ∈ ℂ푘×푛 be the restriction operator associated to the procedure, and let 픓 ∈ ℂ푛×푘 be the associated prolongation
operator. Then the restriction-solution-prolongation procedure applied to (2) can be represented as
퐱̂ = 퐱0 +픓 (ℜ퐀픓)
−1ℜ퐫0 and 퐫̂ = 퐫0 −퐀픓 (ℜ퐀픓)
−1ℜ퐫0. (20)
If we further assume that 퐀 is Hermitian positive-definite, and that the restriction and prolongation operators satisfy the
relationshipℜ = 푐픓∗, where 푐 ∈ ℂ, then (20) reduces to
퐱̂ ← 퐱0 + 퐏퐭 and 퐫̂ ← 퐫0 −퐐퐫0.
where 퐏, 퐐 are projectors of the form 퐏 = 픓 (픓∗퐀픓)−1픓∗퐀 and 퐐 = 퐀픓 (픓∗퐀픓)−1픓∗. These do satisfy (16), and can
be interpreted in the deflation-augmentation framework, where the augmentation space is now some sort of interpolation or
restricted subdomain space. Indeed, it follows from the fact that this restriction-solution-prolongation minimizes the error in
the 퐀 -norm that  = range (픓) = ̃ . The projectors 퐏 and 퐐 are the 퐀-orthogonal projector onto range (픓) and the 퐀−1-
orthogonal projector onto range (퐀픓), respectively. For a general matrix 퐀, the procedure becomes non-optimal with 퐏 being
the oblique projector onto along (퐀∗ )⟂, and 퐐 is the projector onto 퐀 along ⟂ (see [29] and references therein).
Bordering methods
Bordering methods were originally introduced as a means to solve a linear system by augmenting its rows and columns in a
particular way to induce a singular consistent problem whose family of solutions have within them the solution to the original
problem [30,31]. A straightforward explanation can be found in the presentation [32]. Looking at the details, one sees elements of
something that looks like augmentation and is also a precursor to deflation preconditioning.
Polynomial preconditioning
Some types of polynomial preconditioning and hybrid approaches (see e.g., [33–36]) have a strong connection to deflation methods
and augmentation for a single linear system. In such methods, one runs a cycle of GMRES for a given system. After this cycle,
a fixed polynomial is constructed implicitly using information from the Krylov subspace. This polynomial can either be used
with a stationary iterative method or as a preconditioner for a iterative method such as GMRES.
4 SUBSPACE RECYCLING
When is an augmented method subspace recycling?
In this survey, we focus on a specific type of augmented Krylov subspace methods called Krylov subspace recycling methods,
a moniker that communicates that the additional correction subspace was recycled from a previously generated but discarded
subspace for its importance in obtaining a fast convergence rate or good initial vectors. For example, at the end of a GMRES
cycle, before restarting, retaining a subspace of the generated Krylov space may accelerate convergence in the next cycle. Or,
the recycled subspace may have been determined to damp the influence of certain parts of the spectrum of the operator [25,37].
An important aspect of subspace recycling is that, in addition to augmentation, the Krylov space is changed to complement
the recycle space . As with deflation, the new Krylov space is generated by the operator (퐈 − 퐐)퐀 and a projected residual or
right hand side. The importance of this was observed in [38] proposing the GCRO method(s); this generally avoids the (possible)
stagnation problems of restarted GMRES, generates the right search space given the existing correction space, and computes
the optimal solution over the sum of the correction recycle space and the generated Krylov space.
The main ideas behind Krylov subspace recycling arose from the problem that optimal Krylov methods for a fixed nonsym-
metric system need all Krylov iteration (or direction) vectors in each iteration. This leads to excessive storage requirements
(linear in the number of iterations) and computational work (quadratic in the number of iterations). A practical solution is to
restart every 푚 iterations or to truncate the set of iteration vectors and orthogonalize only against the last 푚, previous iterations,
leading to methods such as GMRES(m) [4], truncated GCR(m) [39], DIOM and DQGMRES [6]. While these strategies often work
well, they can lead to very slow convergence.
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Augmentation based on ideas of deflation
Based on the ideas by Nicolaides for deflated CG [23], several researchers, e.g., Morgan [40,41], Karchenko and Yeremin [42], Erhel
and collaborators [43,44], Baglama et al. [45], and Frank andVuik [46] proposed to use augmentationwith (approximate) eigenvectors
to maintain good convergence after restarting. Vuik and collaborators have also considered deflation preconditioned methods
based on a priori considerations for good deflation spaces, based on algorithmic or application information, [47,48]. These methods
may use augmentation or a preconditioning approach to achieve the desired effect. Subsequently, Morgan proposed several
improvements to the augmentation approach in [40], leading to the elegant GMRES-DRmethod that exploits implicit restarting of
the Arnoldi recurrence to use deflation [25]. Just as for GCRO, rather than augmenting the standard Krylov subspace generated by
GMRES, as in [40],Morgan proposes to augment a Krylov subspace generated by (퐈−퐐)퐀, cf. (19). Similar ideas based on implicit
restarting and deflated restarts have been proposed for Lanczos-based methods [49,50] and Golub-Kahan Bidiagonalization-based
methods (GKB) such as LSQR [51–53]. There are many other approaches which build on this type of deflated approach which
incorporate flexible preconditioning [54], simultaneously treat block Krylov methods [55] with inexact breakdown [56], and use
deflation in a flexibly preconditioned CG approach [57].
Optimal augmentation built on GCR, i.e., GCRO-based methods
In a parallel development, independently, Eirola and Nevanlinna [58] proposed a splitting-based iteration in which the splitting is
updated in each step with a specially chosen, rank-one matrix. Although the authors did not state this, with the right choices the
method is equivalent to GCR [39], as observed in [59]. The GMRESR method proposed in the latter paper3 replaces the residual as
search direction in GCR with an approximation to the error computed by GMRES (or by another iterative method), leading to an
inner-outer iterative method. In [38] it was observed that optimality over the direct sum of the inner and outer correction spaces
could be obtained by maintaining the right orthogonality relations. The resultingmethod is called GCRO.As with GMRESR, the
GCRO method can be combined with any inner method, such as BiCGStab [38]. The augmentation space for GCRO is spanned
by the corrections computed by the sequence of inner iterations. The GCROT method extends GCRO by computing an optimal
subspace to recycle for subsequent iterations. The optimality is based on considering the canonical angles between the subspaces
generated by restarted GMRES [21]. An extension of GCRO for a sequence of linear systems with a fixed matrix and multiple
right hand sides was presented in [61]. In [37], this was further extended to a sequence of linear systems where the matrix changes
slowly with right hand sides that may or may not be close, leading to the recycling GCROT and GCRODR methods. In [62],
extensions include (a) a recycling version of MINRES, (b) utilizing approximate solutions in the recycle space to get good initial
vectors, and (c) using recycling for a sequence of matrices with a number of shifts for each matrix. Additional innovations for
multiple shifted systems are discussed in section 7. More efficient versions of recycling MINRES, especially including efficient
ways of computing and updating recycle spaces, were proposed in [63,64]. Extensions for recycling in BiCG [9], BiCGStab [14], and
IDR(s) [16] have also been proposed [65–67]. The idea to use projection on a search space of old solutions for initial vectors was
also proposed in [68], but this paper does not involve recycling or augmentation.
Analysis
There has not been a great deal of convergence analysis of subspace recycling methods. However, several papers illuminate
certain aspects of the behavior of these methods and related augmentation and acceleration strategies. An early analysis focuses
on the non-optimal augmentation strategy [69]. An analysis of acceleration strategies based on the principle angles between
subspaces provides a comparison of strategies but not quantitative convergence bounds can be found in [70]. There has been some
analysis of using approximate invariant subspaces to accelerate convergence. This was touched upon in a presentation at the
2012 Householder Symposium and the associated abstract [71], and it will be elaborated further in our review paper [72]. Another
important way to address these questions might be to use the analysis of the onset of superlinear convergence in a GMRES
iteration [73]. Another justification supported by analytic results can be found in [62]. See Section 6 for further details. There is
also analysis from the point of view of deflation preconditioning (e.g., [24] and [2]), and there has been a related analysis of the
use of approximate deflation preconditioners constructed using previously-generated Arnoldi vectors [74].
Alternative approaches
Independently of augmentation-based subspace recycling, recycling of information was the primary point of seed-based meth-
ods. These are not deflation methods. Rather, they use the whole Krylov space generated for one system to then solve multiple
simultaneously available systems. The block seed methods in [36,75–78] use a block Krylov subspace to solve a subset of the
3The general scheme is referred to as GMRES* in [60] and only with GMRES(m) as inner method as GMRESR.
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systems and update the remaining systems using the just-generated block Krylov subspace according to some projection or min-
imization. It should be noted, though, that one strategy pursued for combining subspace recycling with strategies for solving
multiple shifted linear systems (cf. Section 7.1.2) built upon these methods and the analysis thereof [79].
For groups of HPD matrices that are all close to one another, a method was proposed which is close in spirit to a recycled CG
method [80]. The authors propose to reuse the entire Krylov space generated for one coefficient matrix as the augmentation space
for the next, which is computationally quite expensive, and the authors suggest to restart once memory has been exhausted.
The method was extended with the use of converged dominant Ritz vectors (related to the largest eigenvalues) [81] resulting in
modest improvements. Both methods, as proposed, require an expensive full recursion in spite of the operator being HPD. Later,
alternative subspaces for augmentation using the theory in [82] were proposed [83], following the recycling approach.
4.1 A framework
We now briefly present a general residual constraint framework through which many augmented Krylov subspace methods can
be viewed. For a more complete view of this framework, see [72] which builds an understanding of these methods in terms of
residual constraints on top of the existing work in [1–3]. Consider two subspaces , 푗 ⊂ ℂ
푛, where has fixed dimension 푘 and
푗 is generated by an iterative process such that at step 푗, dim푗 = 푗. We take +푗 as our correction space. We can similarly
construct a constraint space ̃ + ̃푗 , with ̃ , ̃푗 ⊂ ℂ
푛 being of fixed dimension 푘 and iteratively generated with dimension 푗 at
iteration 푗, respectively. We assume for simplicity that dim
(
 + 푗
)
= dim
(
̃ + ̃푗
)
= 푘+ 푗 (direct sums). Then the general
augmented projection method becomes
select 퐬푗 ∈  and 퐭푗 ∈ 푗 such that 퐛 − 퐀
(
퐱0 + 퐬푗 + 퐭푗
)
⟂
(
̃ + ̃푗
)
. (21)
We represent these subspaces with the four matrices 퐔, 퐔̃ ∈ ℂ푛×푘 and 퐕푗 , 퐕̃푗 ∈ ℂ
푛×푗 , such that range(퐔) =  , range(퐔̃) = ̃ ,
etc. Associated to every such augmented projection method are a pair of projectors: 퐏 = 퐔
(
퐔̃∗퐀퐔
)−1
퐔̃∗퐀, the projector
onto  along
(
퐀∗퐔̃
)⟂
, and 퐐 = 퐀퐔
(
퐔̃∗퐀퐔
)−1
퐔̃∗, the projector onto 퐀 along ̃ ⟂. Analogous to the derivation of (18),
see also [72], the constraint eq. (21) can be reformulated as the projected approximation problem whereby we take 퐕푗퐲푗 as the
approximate solution of
(퐈 −퐐)퐀퐭 = (퐈 −퐐) 퐫0 (22)
that satisfies, for the residual of (22), 퐫̂푗 , the orthogonality condition
퐫̂푗 = (퐈 −퐐)
(
퐫0 − 퐀퐕푗퐲푗
)
⟂ ̃푗 and so 퐭푗 = 퐕푗퐲푗 ,
and we use 퐏 to compute
퐬푗 = 퐏퐭 − 퐏퐭푗 where 퐏퐭 = 퐔
(
퐔̃∗퐀퐔
)−1
퐔̃∗퐫0,
which (when we substitute in the expression for 퐏 and 퐭푗 = 퐕푗퐲푗) leads to the construction of the full approximation at iteration 푗
퐱푗 = 퐔
(
퐔̃∗퐀퐔
)−1
퐔̃∗퐫0 +퐕푗퐲푗 − 퐔퐁푗퐲푗 where 퐁푗 =
(
퐔̃∗퐀퐔
)−1
퐔̃∗퐀퐕푗 . (23)
We note that the matrix 퐁푗 is generally built column-by-column iteratively, and that the residual of the full problem and the
projected subproblem are, in fact, equal (so the residual norm is known without making the full update); i.e.,
퐫푗 = 퐛 − 퐀
(
퐱0 + 퐬푗 + 퐭푗
)
= 퐫̂푗 . (24)
This means properties of the projected coefficient matrix in (22) and the iterative method we use to approximate its solution (i.e.,
our choices of 푗 and ̃푗) will dictate the convergence behavior of the augmented method. Properties such as (23) and (24) are
common to all subspace recycling methods. These and other characteristics which can be gleaned from the framework allow us
to much more systematically design and implement a subspace recycling method.
Remark 1. Although one can choose any pair of subspaces 푗 , ̃푗 , it is important that the choice results in an efficient method.
The review [72] details how to leverage this theory to obtain customized recycling methods. The greatest strength of viewing
recycling methods through the lens of this framework is that it decouples the choice of the iteratively generated correction and
constraint spaces 푗 and ̃푗 from the projected operator induced by enforcing the residual constraint via (22). Previously, these
methods have been considered in a context where the Krylov subspace is generated by the projected operator and an appropriate
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right-hand side. However, this excludes useful augmentation schemes that can be described in this framework [72]. It is this
observation which enables greater latitude in the systematic design of new customized recycling methods.
Example: Recycled FOM
With the above framework and the techniques for building new methods thereof, it becomes much more straightforward to build
new, customized recycling methods using specific subspaces and residual constraints. Following [72], we demonstrate this for
a recycling FOM method. We show two choices of projectors 퐐 such that 푗 = 푗
(
(퐈 −퐐)퐀, (퐈 −퐐) 퐫0
)
leads to a viable
implementation of a recycling FOM method: in one case 퐐 is the oblique projector onto 퐀퐔 along  ⟂, in the other case 퐐 is
the orthogonal projector onto 퐀 .
The first choice of 퐐 is explored in detail to produce a full implementation. In this case, we have 퐐 = 퐀퐔 (퐔∗퐀퐔)−1퐔∗,
and as a consequence of (16), 퐏 = 퐔 (퐔∗퐀퐔)−1 퐔∗퐀. According to the framework, we apply FOM to the projected problem
(19) with the modification that, during the Arnoldi process for generating a basis for 푗
(
(퐈 −퐐)퐀, (퐈 −퐐) 퐫0
)
, we store the
coefficients 퐁푗 = (퐔
∗퐀퐔)−1퐔∗퐀퐕푗 which come from applying 퐐 to 퐀퐯푖 for each 푖. Then we solve the FOM linear problem
퐇푗퐲푗 = 훽퐞1, 훽 = ‖‖(퐈 −퐐) 퐫0‖‖ ,
and at the end of the iteration we set 퐱푗 = (퐱0 + 퐕푗퐲푗) + 퐔 (퐔
∗퐀퐔)−1퐔∗퐫0 −퐔퐁푗퐲푗 .
5 PRACTICAL REALIZATIONS OF THE RECYCLING FRAMEWORK
Although the framework described in Section 4.1 can be used to understand the vast majority of subspace recycling methods,
most methods were not derived this way. There are some exceptions, notably those arising from earlier proposed recycling frame-
works [1–3] such as [84] and the methods proposed in the forthcoming review [72]. In this section, we give an overview of existing
methods and put them into context of the framework in Section 4.1. We note that when discussing practical implementations of
these methods, one must consider the developments in two research communities with overlapping interests, those for solving
linear systems arising from discretizations of well-posed problems (which may be ill-conditioned due to isolated clusters of rel-
atively small eigen- or singular values) and those arising from discretizations of ill-posed problems (which are characterized by
rapidly decreasing singular values with no large, distinct gaps). There are augmented/recycling-type methods arising from both
communities, where similar methods often arose by happenstance almost in parallel.
5.1 Full basis storage methods
Methods for non-Hermitian systems, which do not take advantage of a short-recurrences, require that the basis (Arnoldi) vectors
from each iteration be stored until the end of the current restart cycle. Thus, recycling for these methods must be between restart
cycles for a system associated to coefficient matrix 퐀(푖) as well as between solves for 퐀(푖) and 퐀(푖+1). Indeed, methods such
as GMRES-DR [25] can be understood as recycling exclusively between restart cycles using harmonic Ritz vectors. Thus, as
described in Section 4, many of these methods (see Section 5.1.1) can be understood as the confluence of the ideas of reuse of
information between cycles and a more general passing of information between different linear systems in a systematic manner.
5.1.1 Residual minimization methods
Although they are not often explicitly derived as such, recycling (or, more generally, augmentation) methods which minimize
the residual over the augmented space  + 푗 can be characterized with the well-known minimum residual constraint
select 퐬푗 ∈  and 퐭푗 ∈ 푗 such that 퐛 − 퐀
(
퐱0 + 퐬푗 + 퐭푗
)
⟂ 퐀
(
 + 푗
)
.
which is a specific case of the more general (21). This is the theoretical umbrella which covers all such methods. Two decisions
then determine exactly which method (up to implementation) is being proposed: which Krylov subspace is represented by 푗
and what method of subspace downselection is being considered.
GCRO-DR/Recycled GMRES
A strength of GCRO-based approaches was that they allowed one to minimize the residual over the combination of an arbitrary
subspace and a Krylov subspace generated from the projected coefficient matrix and right-hand side from (22). In retrospect,
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this is one realization of the notion of enforcing a constraint on an augmented subspace, as in Section 4.1. For all GCRO-based
methods, we have the common choice that 푗 = 푗
(
(퐈 −퐐)퐀, (퐈 −퐐) 퐫0
)
with 퐐 being the orthogonal projector onto 퐀 .
Practically speaking, one generates via the Arnoldi process an orthonormal basis for the subspace푗
(
(퐈 −퐐)퐀, (퐈 −퐐) 퐫0
)
.
Let 퐂 ∈ ℂ푛×푘, 퐂∗퐂 = 퐈, and range(퐂) = 퐀 so that 퐐 = 퐂퐂∗. With this, the Arnoldi relation becomes
(퐈 −퐐)퐀퐕푗 = 퐕푗+1퐇푗 ⇐⇒ 퐀퐕푗 = 퐂퐁푗 +퐕푗+1퐇푗 where 퐁푗 = 퐂
∗퐀퐕푗 , (25)
and this yields the modified Arnoldi relation
퐀
[
퐔 퐕푗
]
=
[
퐂 퐕푗+1
] [퐈 퐁푗
0 퐇푗
]
. (26)
Using, in addition, 퐫0 = 퐐퐫0 + (퐈−퐐)퐫0 and (퐈−퐐)퐫0 = 퐯1 ‖‖(퐈 −퐐)퐫0‖‖, one can directly derive a practical implementation of
the GCRO minimization yielding 퐱푗 = 퐱0 + 퐬푗 + 퐭푗 where,(
퐳푗 , 퐲푗
)
= argmin
퐳∈ℂ푘
퐲∈ℂ푗
‖‖‖‖‖
[
퐈 퐁푗
0 퐇푗
] [
퐳
퐲
]
−
[
퐂∗퐫0
퐞1훽
]‖‖‖‖‖ and 퐬푗 = 퐔퐳푗 , 퐭푗 = 퐕푗퐲푗 , where 훽 = ‖‖(퐈 −퐐) 퐫0‖‖ , (27)
where 퐞1 ∈ ℂ
푘+푗+1 is the 1st Euclidean basis vector. In [38], it was also suggested to solve (27) blockwise, first for 퐲푗 and then set
퐳푗 = 퐂
∗퐫0−퐁푗퐲푗 . This is equivalent to applying GMRES directly to the projected problem (19) and storing in퐁푗 the coefficients
obtained from applying퐐 during the Arnoldi iteration (25). This also falls directly out of the framework in Section 4.1: one can
work out that for initial error 퐭,
퐱푗 = 퐱0 + 퐏퐭 + (퐈 − 퐏) 퐭푗 ⇐⇒ 퐱0 + 퐔퐂
∗퐫0 +퐕푗퐲푗 − 퐔
(
퐁푗퐲푗
)
(28)
where 퐲푗 satisfies (9) for퐇푗 generated from (25) and 훽 =
‖‖(퐈 −퐐) 퐫0‖‖. The form of the update (28) shows that this method can be
implemented as a GMRES iteration applied to an equation of the form (22) where we must simply store퐁푗 as it is computed. This
enables the construction of the full GCRO-DR approximation using the coefficients 퐲푗 obtained from applying GMRES to (22).
This is a specific realization of the updating formula (23), reinforcing the notion that all residual constraint, augmentation-based
subspace recycling methods share this structure, which allows them to be understood as known iterative methods being applied
to projected linear systems. Multiple authors have made this conclusion for specific subspace recycling algorithms [1–3,38,85].
This setup is valid for any GCRO-based recycling method. What differentiates most GCRO-based recycling methods is how
we choose a subspace of  + 푗 to generate and 푛푒푤, the new recycled subspace. The GCRO-T method
[21] is focused on
minimizing the penalty for discarding some vectors at the end of a restart cycle in a process called optimal truncation. For
further details see Section 6. A number of flexible and block variants have also been proposed in the literature [86–88].
The GCRO-DRmethod [37] builds on the same GCRO-type minimization but combined with the deflated-restarting strategies
of Morgan [25], wherein the subspace retained between restart cycles is taken to be some harmonic Ritz vectors. There are strong
associations between this strategy for solving linear systems and the implicitly restarted Arnoldi strategy for the computation of
eigenvalues and eigenvectors of large, sparse matrices. Indeed, as was discussed in Section 4, if one looks at the forbearers of the
*-DR strategies, one sees that many elements take inspiration from the implicit restarting techniques for eigen-computations [41].
We discuss this strategy further in the context of its effectiveness as a recycling technique along in a wider discussion of recycling
strategies in Section 6. A block version of GMRES-DR has been proposed [55] and the same is true for GCRO-DR [88].
Recycled GMRES with an alternative projector
As noted in [1,2], there is a second variant of augmented GMRES that fits into the augmentation framework that was first proposed
in [24] in the context of deflation-type GMRES methods. This variant fits into the framework in Section 4.1. The setup is similar
to a GCRO-based method, except that the residual minimization is performed over a obliquely projected Krylov subspace. This
second variant was used to propose an alternative type of recycled MINRES [84] than that which is described in Section 5.2.
In this case, let 퐏 be the oblique projector onto the subspace  along (퐀∗ )⟂ and 퐐 be the sibling projector satisfying
(16), the oblique projector onto 퐀 along  ⟂. We use 퐏 to split the initial error 퐭 = 퐏퐭 + (퐈 − 퐏) 퐭, observing that as before
퐏퐭 can be computed explicitly. We then approximate (퐈 − 퐏) 퐭 by applying GMRES to (19) obtaining 퐭푗 . The full approxima-
tion is then 퐱푗 = 퐱0 + 퐏퐭 + (퐈 − 퐏) 퐭푗 . This is equivalent to minimizing the full residual over the subspace  + 푗 where
푗 = 푗
(
(퐈 −퐐)퐀, (퐈 −퐐) 퐫0
)
where 퐐 is an oblique projector rather than an orthogonal projector, as in GCRO.
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Augmented GMRES for ill-posed problems
In [89], the authors propose to reconstruct the solution of a non-Hermitian ill-posed problem of the form (2) over an augmented
Krylov subspace as well as over a preselected space. The authors propose to do this by decomposing the problem into two
subproblems using projectors. The larger subproblem is posed in a space orthogonal to the augmenting subspace and is solved
using an iterative method, and the smaller problem is posed in the augmenting subspace and is solved directly. This strategy
can be cast as an augmented method [90]. Indeed, this can be directly related to the technique of splitting the error using a
projector (17). Applying GMRES to the projected subproblem leads to a method which is mathematically equivalent to GMRES
with recycling, i.e., setting 푗 = 푗
(
(퐈 −퐐)퐀, (퐈 −퐐) 퐫0
)
. However, in this context, other choices of Krylov subspaces were
suggested. Often, it has been shown beneficial to employ a strategy known as range-restriction, wherein one uses a power of
the operator times the right-hand side, e.g., 푗 = 푗
(
(퐈 −퐐)퐀, (퐈 −퐐)퐀퐫0
)
. We note that based on the work in [90], another
adaptive augmented method has also been developed [91]. This body of literature is not necessarily concerned with recycling
spectral information as much as it is with an augmentation space that encodes certain known features of the solution. However,
strategies advocated in [92] show that recycling in the sense of GCRO-DR [37] can also be effective.
Unprojected GMRES with range-restriction
The fact that the modified Arnoldi iteration from [90] indeed is equivalent to a Krylov subspace iteration for the composition
of the operator 퐀 and a projector was observed in [22, Remark 2.1], and this remark leads the authors to propose a modification of
the augmentation method [90]. The authors assert that augmenting an unprojected Krylov subspace allows a residual polynomial
approximating the polynomial representation of the true inverse to be constructed. Using the polynomial representation of the
inverse may not be the best approach for considering the effectiveness of this method, but we can evaluate this augmentation
strategy nonetheless for various situations. They also assert that a poor choice of  causes the iteration to go awry with no
chance of recovery. They propose reordering the steps of the modified Arnoldi process such that a GMRES-type iteration
does reconstruct part of the approximation over a Krylov subspace generated by 퐀 rather than the projected operator of the
form in (19). We note that with the reordering of orthogonalization steps, this method is actually closely related to the flexible
GMRES-based augmentation scheme of [19] discussed in Section 3.
Rather than generating the residual (퐈 −퐐) 퐫0 and generating a Krylov subspace with respect to the projected operator, in
[22],
the authors propose to generate 푗
(
퐀, 퐩0
)
, where 퐩0 ∈
{
퐫0,퐀퐫0
}
4. After each new Arnoldi vector is generated, it is used to
project the image of the augmentation space under the action of the operator away from that vector. In other words, at iteration
푗, the algorithm generates퐖푗 =
(
퐈 − 퐕푗+1퐕
∗
푗+1
)
퐀퐔 progressively. This leads to
퐀
[
퐕푗 퐔
]
=
[
퐕푗+1 퐖푗
] [퐇푗 퐋푗
0 퐅푗
]
, with 퐋푗 = 퐕
∗
푗+1퐂 and 퐅푗 = 퐖
∗
푗퐂.
This leads to a GMRES-like iteration in which one must solve a small least squares problem of the form similar to (9)[
퐲푗
퐳푗
]
= argmin
퐳∈ℂ푘
퐲∈ℂ푗
‖‖‖‖‖
[
퐇푗 퐋푗
0 퐅푗
] [
퐲
퐳
]
−
[
퐕푗+1 퐖푗
]∗
퐫0
‖‖‖‖‖ , where 퐬푗 = 퐔퐳푗 and 퐭푗 = 퐕푗퐲푗 .
They call this method Regularized range-restricted GMRES (R3GMRES). It should be noted that this strategy also fits into the
general augmentation framework, with 푗 = 푗
(
퐀, 퐩0
)
. Further details and elaboration on the relationship of this method to
the framework in Section 4.1 can be found in the upcoming paper [94].
5.2 Short-recurrence-based methods
If the coefficient matrices in (1) are Hermitian or one uses a short recurrence method for non-Hermitian systems, the additional
challenges arise for subspace recycling are different from those for GMRES and other full basis storage methods. Short recur-
rence methods do not need to restart, so there is no need to recycle for a subsequent restart cycle. The additional challenge is
determining how to downselect the constructed basis to recycle. There is no need to recycle at a restart for the current system,
but one should select a recycle space for the subsequent problem. The usual strategy is to store a running window of the 푝 most
recent (Hermitian or bi-orthogonal) Lanczos vectors as columns of a matrix 퐕푐푢푟푟 ∈ ℂ
푛×푝. Consider that we have a recycled
4The rationale for choosing 퐩0 = 퐀퐫0 is that the right-hand side or initial residual for an ill-posed problem is noisy and can corrupt the iterative solution process.
Since 퐀 is assumed to be the discretization of an operator which has smoothing properties, 퐀퐫0 is smoother and will contain less noise. In Hanke’s monograph
[93] on
regularization properties of various iterative methods, this was denoted in the context of MINRES by MR2.
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subspace 푐푢푟푟 being used for the current system. We then have a separate recycled subspace 푛푒푥푡 which is held for the next
system. We initialize 푛푒푥푡 ← 푐푢푟푟. When 푝 vectors have been stored, the existing recycled subspace 푛푒푥푡 is overwritten by
computing a subspace of푛푒푥푡+range
(
퐕푐푢푟푟
)
according to the chosen downselection criteria. The vectors in퐕푐푢푟푟 are discarded
and the matrix is filled again with the next set of 푝 Lanczos vectors. Examples are discussed in [50,62,63,65,95]; a variant of this idea
is discussed in [28].
퐀-norm optimal error methods for Hermitian positive definite systems
Augmented conjugate gradient-type methods have been proposed independently in both the well- and ill-posed problems com-
munities. Discretizations of many elliptic and parabolic partial differential equations lead to HPD discrete linear problems. For
discrete ill-posed problems, one often uses a regularization of the normal equations associated to the linear problem, which gen-
erally produces a Hermitian positive-definite problem. 5 An augmented conjugate gradients approach was first proposed in 2000
in [98]. This was then followed up by [99] wherein the method was improved and it was used to treat a sequence of systems with the
same HPD linear system but changing right-hand sides. Some of the residuals from previous systems are proposed to span the
augmentation space . An unpublished manuscript [100] proposes a recycled variant of the augmented CG method that employs
the strategy above, storing a fixed window of 퐀-conjugate directions to update the recycled subspace for the next system. In
the discrete ill-posed problem setting, a similar method was proposed in [101]. However, the authors go further by modifying the
minimization over the augmented space to transform it into a Tikhonov-type penalized minimization. An implicitly restarted
Lanczos method for symmetric eigenvalue problems also has elements fitting into this framework [50].
The CG algorithm can be formulated as a highly efficient algorithm by exploiting the fact that an HPD operator can define an
inner product. It is important to exploit this property of the linear system also in the recycling version. Several efficient recycling-
like algorithms have been proposed doing this [2,85,98,101]. While the framework above allows us to define different recycling
methods by distinct choices for the recycle correction and constraint spaces and inner product, we obtain a very efficient method
by exploiting the 퐀-inner product and using the Galerkin approach, that is, the constraint space equals the correction space.
This leads to 퐐 = 퐀퐔(퐔∗퐀퐔)−1퐔∗ and, following (16), 퐏 = 퐔(퐔∗퐀퐔)−1퐔∗퐀, which leads to several special properties. By
inspection,퐐 = 퐏∗ and (퐈−퐐)퐀 = 퐀(퐈− 퐏) is Hermitian (the equality holds for any퐐 and 퐏 satisfying (16)). Finally, we have
that (퐈 − 퐐)퐀 = 퐀(퐈 − 퐏) is positive semi-definite, as 퐀 defines an inner product: 퐰∗(퐈 − 퐐)퐀퐰 = 퐰∗(퐈 − 퐐)(퐈 − 퐐)퐀퐰 =
퐰∗(퐈 − 퐏)∗퐀(퐈 − 퐏)퐰 ≥ 0 and 퐰∗(퐈 −퐐)퐀퐰 = 0 ⇔ (퐈 − 퐏)퐰 = ퟎ.
Without loss of generality, we consider henceforth the well-posed problem with 퐀 HPD and퐐 and 퐏 as defined above. Since
(19) is consistent, we can apply CG directly to this problem. In fact, since range((퐈−퐐)) =  ⟂,푗((퐈−퐐)퐀, (퐈−퐐)퐫0) ⊆ 
⟂
and hence for any 퐰 ∈ 푗((퐈 − 퐐)퐀, (퐈 − 퐐)퐫0), (퐈 − 퐏)퐰 ≠ ퟎ. Taking 퐯1 = 훽
−1(퐈 − 퐐)퐫0 with 훽 = ‖(퐈 − 퐐)퐫0‖ the Lanczos
relation becomes (cf. section 2)
(퐈 −퐐)퐀퐕푗 = 퐕푗+1퐓푗 = 퐕푗퐓푗 + 퐯푗+1ℎ푗+1,푗퐞
∗
푗 .
Following the above,퐓푗 is positive definite and therefore the LU decomposition,퐓푗 = 퐋푗퐔푗 (without) pivoting exists. So, we can
again apply the change of basis transformation퐖푗 = 퐕푗퐔
−1
푗 , set 퐲̃푗 = 퐋
−1
푗 퐞1, and run the standard CG iteration on the projected
system. The (full) solution can then be computed according to (23). In this case, by construction 퐫푗 ⟂ {퐮1,… , 퐮푘, 퐯1,… , 퐯푗},
which proves that the error is minimized in the 퐀-norm over the space range(퐔)⊕ range(퐕)푗 .
In some alternative approaches [2,85,98,101], a change of basis is used that generates an 퐀-orthogonal basis for range(퐔) ⊕
range(퐕)푗 , which could be advantageous for some applications. Other alternative approaches compute more accurate eigenvec-
tors over multiple linear systems, but for each linear system, they deflate these only from the initial residual [28,95].
Minimum residual methods for Hermitian indefinite systems
Consider (1) with 퐀 Hermitian and indefinite, initial guess 퐱0, and residual 퐫0. As in Section 4.1, let 퐔 = [퐮1, 퐮2, … , 퐮푘]
define the recycle correction space  = range(퐔), and 퐀퐔 = 퐂 with 퐂∗퐂 = 퐈. The recycle constraint space is chosen to
be ̃ = range(퐂). Hence, 퐐 = 퐂퐂∗ and 퐏 = 퐔퐂∗퐀, which gives 퐏퐭 = 퐔퐂∗퐫0. Recycling MINRES (rMINRES)
[63] works
by applying MINRES to approximately solve the system (퐈 − 퐐)퐀퐭 = (퐈 − 퐐)퐫0 for an approximation to the update 퐭. Since
((퐈−퐐)퐀, (퐈−퐐)퐫0) ⊂ range(퐈−퐐), (퐈−퐐)퐀∶range(퐈−퐐) → range(퐈−퐐), and퐀 = 퐀
∗, we have for all 퐳1, 퐳2 ∈ range(퐈−퐐),⟨(퐈 −퐐)퐀퐳1, 퐳2⟩ = ⟨(퐈 −퐐)퐀(퐈 −퐐)퐳1, 퐳2⟩ = ⟨퐳1, (퐈 −퐐)퐀(퐈 −퐐)퐳2⟩ = ⟨퐳1, (퐈 −퐐)퐀퐳2⟩.
5It has been shown that CG applied to this problem with an appropriate early stopping rule satisfies the formal definition of regularization; see [96] and [93] for details.
Indeed, augmentation-type methods fitting into the framework in Section 4.1 have been shown to also satisfy the formal definition of a regularization in [97].
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So, (퐈 −퐐)퐀 is self-adjoint (‘Hermitian’) over ((퐈 −퐐)퐀, (퐈 −퐐)퐫0), and we use the Hermitian Lanczos process (10) to get
(퐈 −퐐)퐀퐕푗 = 퐕푗+1퐓푗 ⇔ 퐀퐕푗 = 퐂퐁푗 + 퐕푗+1퐓푗 , (29)
with 퐁푗 = 퐂
∗퐀퐕푗 . As for standard MINRES, we can apply a change of basis, 퐖푗퐑푗 = 퐕푗 , using the thin QR decomposition
퐓
푗
= 퐆
푗
퐑푗 , set 퐲̃ = 퐆
∗
푗
퐞1‖(퐈−퐐)퐫0‖, and during the iteration use the (partial) solution update 퐱푗 = 퐱푗−1 +퐰푗 푦̃푗 = 퐱0 +퐖푗 퐲̃푗 ,
where 퐭푗 = 퐖푗 퐲̃푗 and 푦̃푗 is the 푗-th component of 퐲̃푗 . At the end of the iteration, we set
퐱푗 = 퐱푗 + 퐏퐭 − 퐏퐭푗 = 퐱0 +퐖푗 퐲̃푗 + 퐔퐂
∗퐫0 −퐔퐁푗(퐑
−1퐲̃푗). (30)
This approach postpones all퐔 updates during the iteration to a single update at the end, which saves푂(푘푛)work per iteration [63].
Several other efficiency improvements are discussed in [63,64]. This includes a change of basis that allows to discard the columns
of 퐁푗 as we go (possibly important if many iterations are required) and very efficient recurrences to compute a recycle space.
Bi-orthogonal Lanczos-based methods and Transpose-free Variants
For non-Hermitian system matrices, we consider BiCG and BiCGstab-based methods [65,66,102,103]. Obviously, recycling versions
of QMR [11] and TFQMR [13] can developed as well. Recently, a recycling IDR(s) variant was developed [67].
Recycling BiCG
We modify the BiCG algorithm to use recycle spaces. Here, we follow the approach chosen in [65]. Let range(퐔) =  be the
chosen recycle (correction) space for the primary linear system (1) and range(퐔̂) = ̂ be the chosen recycle correction space
for the dual system. Moreover, we choose 퐔 and 퐔̂ such that 퐂 = 퐀퐔 and 퐂̂ = 퐀∗퐔̂ satisfy 퐂̂∗퐂 = 퐃푐 is real, diagonal, and
invertible, i.e., 퐂̂ and 퐂 are bi-orthogonal. This can always be done (for example using the SVD [65] or an LDU decomposition),
although it may require reducing the dimension of the recycle spaces if퐃푐 had one or more zeros on the diagonal. We define퐐 =
퐂퐃−1푐 퐂̂
∗ and 퐏 = 퐔퐃−1푐 퐂̂
∗퐀. Following the discussion on the non-Hermitian Lanczos process in section 2, we build dual bases
for the subspaces푗((퐈−퐐)퐀, (퐈−퐐)퐫0) and푗((퐈−퐐
∗)퐀∗, (퐈−퐐∗)퐫̂0), where 퐫̂0 is either the initial residual of a dual problem
involving 퐀∗, 퐫0 itself, or some other non-zero vector. This implies that the recycle constraint space is given by ̃ = range(퐂̂),
and the recycled constraint space for the dual problem, if defined, is range(퐂). Note that (퐈 − 퐐)퐀 ∶ range(퐂̂)⟂ → range(퐂̂)⟂
and (퐈 −퐐∗)퐀∗ ∶ range(퐂)⟂ → range(퐂)⟂, and we have for any 퐰 ∈ range(퐂̂)⟂, 퐰̂ ∈ range(퐂)⟂ that
⟨(퐈 −퐐)퐀퐰, 퐰̂⟩ = ⟨(퐈 −퐐)퐀(퐈 −퐐)퐰, 퐰̂⟩ = ⟨퐰, (퐈 −퐐∗)퐀∗(퐈 −퐐∗)퐰̂⟩ = ⟨퐰, (퐈 −퐐∗)퐀∗퐰̂⟩.
So, (퐈−퐐)퐀 and (퐈−퐐∗)퐀∗ act as adjoints over the primary and dual Krylov spaces, and we can again apply a coupled three-term
recurrence as in Section 2:
(퐈 −퐐)퐀퐕푗 = 퐕푗+1퐓푗 and (퐈 −퐐
∗)퐀∗퐕̂푗 = 퐕̂푗+1퐓̂푗 . (31)
As for the standard BiCG discussion, we consider here the updates for the primary system; the updates for the dual system
(if needed) can be computed analogously. We compute (if it exists) the LU-decomposition 퐓푗 = 퐋푗퐔푗 , use the change of basis
퐖푗 = 퐕푗퐔
−1
푗 , and set 퐲̃푗 = 퐋
−1
푗 퐞1휁 , where 휁 = ‖(퐈 −퐐)퐫0‖. This allows us to eliminate the Lanczos vectors and update
퐭푗 = 퐭푗−1 +퐰푗 푦̃푗 ,
where 푦̃푗 is the 푗-th component of 퐲̃푗 (the new component). The corresponding full solution is given by
퐱푗 = 퐱0 + 퐭푗 + 퐏퐭 − 퐏퐭푗 = 퐱0 + 퐭푗 +퐔퐃
−1
푐 퐂̂
∗퐫0 −퐔퐃
−1
푐 퐂̂
∗퐀퐖푗 퐲̃푗 ,
Only 퐭푗 is updated during the iteration. The updates in the 퐔 direction are done after the final iteration, while the vector
퐃−1푐 퐂̂
∗퐀퐖푗 퐲̃푗 can be updated during the iteration (without computing 퐀퐖푗)
[65]. The matrices for the generalized eigenvalue
problem that defines these subspaces can be constructed efficiently using recurrences [65].
One can develop a recycling BiCGStab based on recycling BiCG using the polynomials defining the iteration vectors follow-
ing [14]; see [66]. This leads to a recycling BiCGStab with the matrix (퐈 − 퐐)퐀 and 퐐 as defined above. However, one can also
take 퐐 as for recycling GCROT above, based on a single recycling correction space  , yielding 퐐 = 퐂퐂∗; see [66] and [103],
which includes an application where this approach is particularly useful.
LSQR-based methods
This survey has focused on recycling methods for linear problems with square coefficient matrices. However, the framework of
Section 4.1 is not restricted to square matrices or even matrix equations. It is shown in [72] that we can extend this framework to
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Hilbert space operator equations 푇푥 = 푦 where 푇 ∶  →  is a linear mapping between two abstract Hilbert spaces. One can
approximate the solution using a Petrov-Galerkin residual constraint posed in  , with the correction spaces , 푗 ⊂  and the
constraint spaces ̃ , ̃푗 ⊂  . This Hilbert space framework is also used in
[97] to prove that augmentation methods satisfy the
formal definition of a regularization method in the infinite-dimensional ill-posed problems setting.
One realization of this more general notion of recycling methods arises when we have a linear system with a tall, skinny
matrix wherein we are seeking the least-squares solution. Consider the (possibly inconsistent) linear system
퐆퐱 ≈ 퐟 where 퐆 ∈ ℝ푚×푛 and 푚 > 푛
The LSQR method is a short-recurrence Golub-Kahan bidiagonalization (GKB) method [104] which progressively solves
퐭푗 = argmin
퐭∈푗(퐆∗퐆,퐆∗퐫0)
‖‖‖퐛 −퐆 (퐱0 + 퐭)‖‖‖ where 퐫0 = 퐟 −퐆퐱0,
which can be shown to be equivalent to the residual constraint formulation
select 퐭푗 ∈ 푗
(
퐆∗퐆,퐆∗퐫0
)
such that 퐟 −퐆
(
퐱0 + 퐭푗
)
⟂ 퐆퐆∗푗
(
퐆퐆∗, 퐫0
)
.
The efficient progressive formulation of the algorithm arises from the fact that it is possible to generate simultaneously via short
recurrences orthonormal bases for the spaces 푗
(
퐆∗퐆,퐆∗퐫0
)
and 푗
(
퐆퐆∗, 퐫0
)
via the GKB.
With this formulation, one sees that it is possible to impose residual correction/constraint conditions over sums of spaces
for this problem just as in the square problem case (21). The main challenge then is to choose projected Krylov subspaces
푗 and ̃푗 for the iteratively generated parts of the correction and constraint spaces, respectively, which are related such that
orthonormal bases can be generated via GKB-type short recurrences. This has not been explored extensively in the literature,
to our knowledge. For acceleration of convergence for a single problem, a deflated-restart-type method based on the theory
presented for GMRES-DR [25] was proposed [51] . A forthcoming paper for sequences of regularized least-squares problems
explores one particular strategy for choosing the projected Krylov spaces 푗 and ̃푗 appropriately to ensure that the orthonormal
bases can be generated via the GKB [92] and is further explored in the upcoming review [72].
6 WHAT TO RECYCLE
It is difficult to make general prescriptions about which subspaces to recycle because this depends on so many factors connected
to the specific problem being solved. We break down the different choices proposed currently in the literature: approximate
eigenvector augmentation, POD-type strategies, optimal truncation, and spaces from approximate solutions.
Approximate solution augmentation
In [62] solutions from previous nonlinear iterations are recycled to obtain good initial guesses in subsequent problems. The success
of this approach is problem dependent. If the right hand sides do not change (much) from one linear system to the next (as is the
case in [62]) and the coefficient matrices are close, this typically produces good initial guesses.
Approximate eigenvector augmentation
As discussed in Section 4, there has been limited analysis up to now on approximate eigenvector augmentation (see,
e.g., [2,62,71,105] and our forthcoming review [72]), but there is strong evidence of the effectiveness of this strategy based on actual
results for application problems. As these methods have often been shown to be equivalent to a deflation strategy, analysis
pertaining to exact eigenvector deflation is also useful to study.
One rationale for augmenting with approximate eigenspaces is connected to the convergence theory for Krylov subspace
methods. If  is an approximate eigenspace, then the projector (퐈 −퐐) is an (in this case orthogonal) projector onto (퐀 )⟂,
and iterations during a cycle of GCRO-DR take place in (퐀 )⟂. Thus, the projector (퐈 −퐐) may have the effect of damping
possible negative influence on convergence speed of the approximated invariant subspace (following from the theory introduced
in [73]), leading to an accelerated convergence. Care must be taken, however, as it has been shown that residual convergence need
not necessarily be connected to the spectral properties of the coefficient matrix [106].
Additionally, if two matrices 퐀(푖) and 퐀(푖+1) are “close enough”, then particular respective invariant subspaces may also be
close. For some differential operators (such as an elliptic operator), the higher-frequency eigenmodes are associated with the
larger eigenvalues, and this property usually is inherited by the discretized matrix. If the sequence of linear systems is induced by
local changes in the matrix entries, then the changes to the invariant subspaces associated to the higher-frequency eigenvectors
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(with larger eigenvalues) dominate. The details are quite technical; so we direct the reader to [62] where this was discussed
and quantified for the problem under consideration. Conversely, for certain integral operators, one would want to recycle the
approximate eigenvectors associated to the larger Ritz values, again to capture the low-frequency eigenvectors.
Approximate singular vector augmentation
In [107], it has been recently proposed that one can also observe convergence speedups by recycling approximate singular vectors
rather than eigenvectors, based on some analysis in [108] that the residual having large components in the left singular vectors can
cause reduced convergence speed. The authors thus propose to use a Ritz-type approximation of the left singular vectors (i.e.,
eigenvectors of 퐀∗퐀) and recycle some of them.
Optimal truncation
In [21], a method is proposed to mitigate the effects of restarting after a cycle of GMRES, wherein the entire Krylov subspace from
the previous cycle is discarded. Hence, we are disregarding orthogonality with respect to the discarded subspace. This causes the
characteristic reduced convergence rate one sees with restarted GMRES as compared to full GMRES. In [21], the author develops
a model to characterize this delay (called “residual error” in the paper). One can again hearken back to the difference between
the steepest descent method and CG as in Section 4 to understand this strategy. Restarting necessitates ignoring orthogonality
with respect to the previously generated search space, and one way to interpret the so-called residual error caused by this is that
the next cycle of GMRES induces a minimization over the new Krylov subspace which, since it is not orthogonalized against the
previous, undoes some of the improvement in the residual along directions from the previous Krylov subspace. At worst, this can
cause total stagnation and it generally is known to cause a slowdown in convergence. The GCROTmethod seeks to mitigate this
problemwith the described strategy, by maintaining orthogonality to some portion of the previously generated Krylov subspace.
This is achieved via the assumption that subspaces which were important (for speed of convergence) to maintain orthogonality
against will continue to be important. Thus, for a cycle with length푚, one studies the convergence during the last 푠 < 푚 iterations
of the cycle and compares that to the slower convergencewhich would have occurred had a dimension 푘 subspace been neglected
during the Arnoldi orthogonalization in those last 푠 iterations. One can determine the dimension 푘 subspace that would have
caused the most delay had orthogonality against that space been neglected [21]. This subspace is then chosen to be retained for the
next cycle in a process called optimal truncation. The model works just as well if we are selecting a subspace of an augmented
Krylov subspace of the form  + 푗 , where 푗 is a projected Krylov subspace of the form 푗
(
(퐈 −퐐)퐀, (퐈 −퐐) 퐫0
)
. To
recycle between consecutive linear systems with respective coefficient matrices퐀(푖) and퐀(푖+1) one can also employ this strategy:
if consecutive systems are “close enough”, typically optimal truncation will still confer benefits associated with maintaining
orthogonality to the truncated subspace.
Proper Orthogonal Decomposition (POD)-type strategies
In the setting of recycled GMRES for a non-Hermitian family of shifted systems, the notion of using a POD-type strategy has
actually been alluded to in one of the numerical experiments [109, Section 6.6]. However, the author did not call this a POD strategy,
and this was not expanded upon. This strategy takes advantage of the fact that for the test examples (coming from lattice quantum-
chromodynamics application problems) the solutions for all shifted systems with shifts in a positive interval suitably away from
zero depend smoothly on the shift. Thus according to the theory of Kressner and Tolber [110], solutions corresponding to all
shifts in this positive interval can be well-approximated in a low-dimensional subspace; cf. Section 7.5 for more details. Thus,
a few solutions can be found, and the subspace they span can be used as an effective recycled subspace for solving the rest of
the problems.
Specifically, a recycled CG method was proposed in which a subspace of the correction space is selected for retention using a
strategy based on techniques from model order reduction [111]. If one is solving a sequence of HPD problems, and 푗 − 1 systems
have already been solved, one should collect specially chosen snapshot vectors accumulated from the first 푗 − 1 system solves
and use them to generate the POD-subspace with which to augment when applying CG to system 푗. This subspace is generated
by approximately minimizing the operator-norm-distance between the true solution and its projection onto the POD subspace.
7 EXPLOITING OPERATOR STRUCTURE AND MULTIPLE RIGHT-HAND SIDES
Sometimes, the sequence of coefficient matrices 퐀(푖) have additional structure or for each 푖 we actually have a parameterized set
of matrices퐀(푖) (푠), each of which is associated to a linear system. Furthermore, there may be many right-hand sides for a single
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system matrix, or slightly different right-hand sides for a sequence of related matrices. Such problems present additional chal-
lenges for adapting recycling. Most often, this takes the form of families of matrices which have some linear shifting structure,
although we do consider more general parameter dependence in Section 7.5. The most general formulation of a family of linear
systems with linear shift structure is
(퐀(푖) + 훾퓁퐄)퐱
(퓁,푖,푗) = 퐛(푗,퓁), 훾퓁 ≥ 0, 푗 = 1,… , 푗∗; 푘 = 1,… , 푘
∗;퓁 = 1,… , 퐿. (32)
Consider, for example, that in general, Range((퐀 + 훾퐼)퐔) ≠ Range(퐀퐔) unless 퐔 is an invariant subspace of 퐀; so even
something as seemly innocuous as an identity shift (i.e., 퐄 = 퐈) can cause difficulties with any solver that falls into the recycling
framework.However, these problems do have structure that can be exploitedwhich allows for extensions in the spirit of recycling.
In the following, we split the discussion of recycling for systems with additional structure into scalar identity shifts, scalar non-
identity shifts, and more general continuous parameter dependence. For scalar identity shifts, the discussion is further split into
shift-dependent right-hand sides, right-hand sides independent of shifts, and multiple right-hand sides in addition to shifts. Note
that these categories are not mutually exclusive, since some methods will transform a family shift-independent right-hand sides
into one for which there is shift-dependence. Such cases are noted in Section 7.1 with forward references to relevant sections.
7.1 Scalar shifted matrices
{
퐀 + 훾
퓁
퐈
}퐿
퓁=1
whose RHS changes with each shift
In this subsection, we consider 퐄 = 퐈 for a single right-hand side and fixed system matrix in the sequence, which allows us to
drop indices 푖, 푗 in (32). We let 퐱(퓁)
0
be the initial approximation for the shifted system with shift 훾
퓁
, 퐭(퓁)푗 to be the correction
generated for this shift at iteration 푗, and 퐫(퓁)푗 = 퐛
(퓁) − (퐀 + 훾퓁퐈)(퐱
(퓁)
0
+ 퐭
(퓁)
푗 ) to be the residual for the system associated to shift
퓁. A property of Krylov subspaces which makes them attractive for treating a family of shifted systems is that for a given seed
vector, the subspace is invariant with respect to scalar shifts by the identity of the coefficient matrix. More generally,
푗(퐀 + 훾퓁1퐈, 퐮) = 푗(퐀 + 훾퓁2퐈, 퐮̃) (33)
where 퐮̃ = 휔퐮 for some 휔 ∈ ℂ ⧵ {0} and for any nonzero values of 훾퓁1 and 훾퓁2 . If 퐛
(퓁) = 퐛 and 퐱(퓁)
0
= ퟎ for all 퓁, such as with
systems arising in lattice quantum-chromodynamics [112] and Tikhonov regularization [113], we can design (non-recycling based)
solvers to take advantage of this shift invariance. In this subsection, we are concerned with reusing information when the right-
hand sides do vary with 훾퓁. Such shift-dependent RHS situations arise naturally in acoustics problems, but also arise when the
system (32) for fixed 푖, 푗 denotes a correction equation: that is, when the right-hand side denotes the initial residual 퐫(퓁)푗 .
There are iterative methods that have been tailored to accommodate multiple shifts, and we discuss those briefly here first.
Then we move on to discussing impediments to adding recycling on top of these shifted system solvers in Section 7.1.1, and
methods that are used to overcome these obstacles in Section 7.2.
Iterative Methods Tailored to Shifted Systems
For Arnoldi-based methods for large non-Hermitian matrices, it is likely that restarting will be necessary. Enforcing a (Petrov-)
Galerkin condition for each shifted system does not guarantee that residuals remain collinear. At the restart stage, then, we are
possibly in the position of having to solve systems with multiple shifts, and shift dependentRHS, where the RHS now correspond
to the current respective residuals. The necessary conditions for residuals to remain collinear at restart were characterized
in [114, Theorem 1]. Methods such as the full orthogonalization method (FOM) [115], conjugate gradients [113,114], and bi-conjugate
gradients (BiCG) [114] maintain a natural residual collinearity. Other methods such as GMRES, MINRES, and QMR do not
naturally maintain residual collinearity. Since QMR and MINRES use short-term recurrences, this was shown not to be a great
obstacle [116].
In [117], a restarted GMRES algorithm to simultaneously solve a family of shifted systems was derived. The key is that the
residual of only one system is minimized. The residuals for the other systems are then explicitly forced to be collinear to this
minimized residual. This collinearity correction may not always exist, but it was shown in [117] that if 퐀 has field of values in the
right half-plane and the shifts are all positive, real numbers, then one can always enforce the residual collinearity.
An extension of BiCGStab(퓁) for shifted systems has also been proposed [114]. Shifted BiCGStab(퓁) works by alternating
퓁-cycles of shifted BiCG (which naturally maintains residual collinearity) and of shifted GMRES (which enforces residual
collinearity). As with shifted GMRES, shifted BiCGStab(퓁) inherits the property that it will always be able to generate collinear
residuals in the case that the shifts are all positive and the coefficient matrix 퐀 has field of values in the right half-plane.
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7.1.1 Difficulties combining recycling with shifted system solvers
Combining the shifted GMRES method [117] with the GCRO-DR approach [37] was a part of the doctoral dissertation [118], and
these results were extended and refined in [119]. In this work, it was shown that for general non-Hermitian coefficient matrices
and augmentation subspaces, it is not possible to embed a shifted restarted GMRES within a subspace recycling framework as
described in Section 4.1. An alternative is proposed, but its effectiveness decreases as the magnitude of the shift increases.
Essentially, for a given augmentation space  and its image , each shifted system must be projected as in Section 4.1, and
the shifted restarted GMRES then is applied to the projected problems. This leads to three challenges: the projection of the initial
residuals, the exploitation of possible shift invariance of the Krylov subspace generated by the projected coefficient matrix, and
the enforcement of a residual collinearity condition at the end of each cycle. The correct initial residual projection was not fully
treated until [109], and we will defer discussion thereof until Section 7.1.2. Under favorable circumstances in the case of optimal
recycling methods for minimum residual Krylov subspace methods, it can be proven that a family of projected shifted matrices
still generate the same Krylov subspace. This fact has been used in works as early as [62].
Proposition 1. [119, Proposition 3.1] Let 퐐 be the orthogonal projector onto . Then for any 퐯 ∈ ⟂ we have that
푗 ((퐈 −퐐)퐀, 퐯) = 푗 ((퐈 −퐐) (퐀 + 훾퐈) , 퐯) .
This projected operator shift invariance was later extended to Sylvester operators in [109]. What Proposition 1 shows is that
when restarting is not required, one can generate one augmentedKrylov subspace +푗
(
(퐈 −퐐)퐀, 퐫0
)
and computeminimum
residual corrections for each shifted system therefrom. This was used in [62], since the problems were real symmetric; and as was
shown, it is compatible in the real case with complex shifts.
The question that remains is whether such a method can be extended to the non-Hermitian case when restarts are required.
Ideally, as in [117], for one system we would compute the minimum residual correction, and for all other systems corrections
would be computed that give residuals collinear to the minimized residual. However, it was shown in [119, Theorem 1] that this is
not generally possible. However, in certain situations, the collinear residual was shown to exist. For example, if  =  is an
invariant subspace, then it is possible to compute collinear residuals as in [117]. More generally, if
 +푗
(
(퐈 −퐐)퐀, 퐫0
)
⊂  +푗+1
(
(퐈 −퐐)퐀, 퐫0
)
, (34)
then it is possible to enforce residual collinearity. Indeed the shifted GMRES-DR method [120] takes advantage of this relation-
ship, as Morgan previously proved that a Krylov subspace augmented with harmonic Ritz vectors satisfies (34) [25]. Absent this
property, however, enforcing shifted residuals to be collinear to the minimized one is not possible [119].
7.1.2 Effective recycling strategies for shifted systems
The problems discussed in (7.1.1) are impediments to combining these two technologies, but a number of strategies have been
proposed which either overcome or work around the problems discussed in Section 7.1.1; and for scalar shifted linear systems,
there are certain circumstances for which we can take advantage of the shift invariance property and still augment.We note again
that these methods treat the case where the right-hand sides/residuals do differ at some point. Even if we begin in the setting
that we have the same right-hand side for all shifts, we are dealing with methods which destroy that structure, leaving residuals
which are either collinear but not equal or which have no relationship to one another.
GMRES-DR and FOM-DR
As has been mentioned, for solving a single linear system with non-Hermitian coefficient matrix using an Arnoldi-based restart-
ing approach, shifted versions of GMRES-DR and FOM-DR have been proposed and have shown to be effective [120]. Both
unshifted algorithms work by retaining some harmonic Ritz or Ritz vectors, respectively, to augment the Krylov subspace gener-
ated in the next cycle. It is shown in [25] that in each case, that the resulting space is in actuality a Krylov subspace with a different
starting vector. In the augmentation language used in this survey, these appended vectors span the subspace  , and the space
 and  = 퐀 satisfy Equation (34). Thus, in the case of GMRES-DR, one can enforce residual collinearity, as in the manner
of [117]. For FOM-DR, one has the natural collinearity through enforcement of the Galerkin condition due to [114, Theorem 1].
Direct projection
In [119], it was shown that one cannot generally enforce shifted residuals to be collinear with the minimized residual of the seed
system when minimizing over an augmented Krylov subspace. One can instead simply exploit the shifted system structure
directly. In [79], it is proposed to perform a minimum residual projection for all shifted systems over the (augmented) Krylov
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subspace generated by the base matrix and right-hand side. For non-augmented Krylov subspaces, one could still exploit the
shifted system structure such that the methods was still reasonably efficient, but the version of this method for GCRO-DR is still
quite costly in terms of extra floating-point calculations one must carry out for the shifted systems.
Sylvester equation interpretation
It has been observed that a family of shifted systems can instead be interpreted as the Sylvester equations
퐀
[
퐱1 퐱2 ⋯ 퐱푠
]
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
=∶퐗
+
[
퐱1 퐱2 ⋯ 퐱푠
]
diag
{
훾1, 훾2,⋯ , 훾푠
}
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=∶퐃
=
[
퐛(훾1) 퐛(훾2) ⋯퐛(훾푠)
]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=∶퐁
.
In [121], Simoncini showed that one could approximate the solution to this Sylvester equation by generating the block Krylov
subspace 핂푗
(
퐀,퐑0
)
generated by the block initial residual 퐑0 = 퐁 − 퐀퐗0 − 퐗0퐃. One can apply a GMRES minimization
over this space simultaneously for all shifted systems without consideration of residual collinearity or any relationship between
residuals. Thus, building a subspace recycling method on top of this process suffers from none of the restrictions (see [109]) that
were seen in [119].
This method also allows one to take advantage of theory presented in [110], where it was shown that any parameter-dependent
family of linear systems has a family of solutions well-approximated in a subspace of small dimension. The smallness of the
dimension has an upper bound depending on how smoothly the right-hand side and linear system depend on the parameter.
In [109], an experiment is set up such that a family of shifted systems (i.e., 퐀 + 훾퐈 depends linearly on 훾) have right-hand sides
퐛(훾) which have ℂ∞ dependence on 훾 . A few of the systems are solved using standard methods. These solutions span a recycling
subspace used to rapidly solve all other systems. This structure can be exploited more generally in the context of recycling; cf.
Section 7.5.
What if the residuals are collinear? If the RHS do not depend on the shifts, we can use the strategies employed in Section 7.2.
If the residuals are collinear, one can use, e.g., the shifted GMRES method [117], though this cannot take advantage of recycling.
Regardless, the Sylvester framework is a viable option. If there is no recycled subspace, one can begin by applying a cycle of
GMRES to all shifted systems, generating a single Krylov subspace using the shift invariance, since residuals are collinear.
Applying the GMRES minimization to each shifted system renders the residuals non-collinear, and we are then in the general
setting and we can apply the Sylvester equation strategy. If there is an initial recycled subspace, one applies the Sylvester equation
strategy immediately, as this will destroy residual collinearity anyway.
7.2 Sequences of shifted systems with shift independent RHS
In the following sections (until Section 7.5), we discuss specific applications where the coefficient matrices are real-valuedwith
possible complex scalar shifting. Therefore, Hermitian conjugation is replaced with transposition.
During the course of solving the optimization problem in image reconstruction from diffuse optical tomographic data, the
authors of [62] encounter sequences of shifted linear systems of multiple right-hand sides (MRHS) (32) where the RHS do not
depend on the shift, and where the non-zero shifts are pure imaginary6 (i.e. 훾
퓁
= 횤휔
휈
):
(퐀(푖) + 훾
퓁
퐈)퐱(퓁,푖,푗) = 퐛(푗), 훾
퓁
≥ 0, 푗 = 1,… , 푗∗; 푖 = 1,… , 푖
∗;퓁 = 1,… , 퐿, (35)
where 훾1 = 0. In their application,퐀
(푖) are real and symmetric, though it is possible to extend the idea to non-symmetricmatrices.
Right-hand sides do not change as 푖 changes, and are not a function of shift7.
No shifts, Multiple RHS
The contributions contained in the 2006 paper [62] include recycling that takes advantage of similarities of the systems across
all three indices, tailored in part to the optimization process. That is, for a given right-hand side, the recycle space consists of
the shared recycling basis of approximate eigenvectors, augmented by a very small number of recent, prior solutions for that
right-hand side, where the idea of which prior solutions to include depends on where the solve occurs in the optimization process.
6The approach can be readily modified for a real or complex shift.
7In order to generalize to non-symmetric 퐀(푖), the MINRES solver would need to be replaced with a GMRES solver. If restarts are necessary, then it may be necessary
to incorporate components from the previous section as then intermediate residuals would depend on shift value.
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Including Multiple Shifts
To describe their approach for the non-zero shifts we focus on a fixed right-hand side and drop the dependence on 푖 and 푗. Let
퐔 denote the recycle space for the current 푖, 푗. Then the recycling recurrence gives
퐀퐕푚 = 퐂퐁푚 +퐕푚+1퐓푚, 퐁푚 ∶= 퐂
푇퐀퐕푚,
and as before, an optimal solution is sought in Range([퐕푚,퐔]). After some manipulation, the least squares problem for the
solution ultimately leads to the projected problem
min
퐲,퐳
‖‖‖‖‖‖‖
⎡⎢⎢⎣
휉퐞1
퐂푇 퐛
0
⎤⎥⎥⎦ −
⎡⎢⎢⎣
퐓푚 + 훾퓁퐈푚 훾퐕
푇
푚+1
퐔
퐁푚 퐈 + 훾퓁퐂
푇퐔
0 훾
퓁
퐍
⎤⎥⎥⎦
[
퐲
퐳
]‖‖‖‖‖‖‖2
or min
퐲,퐳
‖‖‖‖‖
[
퐂푇 퐛
휉퐞1
]
−
[
퐈 + 훾
퓁
(퐂푇퐔) 퐁푚
0 퐓푚 + 훾퓁퐈푚
] [
퐳
퐲
]‖‖‖‖‖2
where퐍 arises from orthogonalizing퐔 against [퐕푚+1,퐂] and the solution is 퐱 = 퐕푚퐲+퐔퐳. Numerical difficulties are observed
if Range(퐔) is very close to an invariant subspace of 퐀. The problem on the right is preferred if Range(퐔) is expected to be very
close to an invariant subspace of 퐀, or when storage is at a premium, since in the this case, 퐕푚퐲 and 퐁푚퐲 can be computed via
short term recurrences when 퐀 is symmetric, avoiding the storage of the 퐕푚.
7.3 Inner-outer Recycling
The concept of inner-outer recycling for systems of the form (32) was first developed in [122] in the context of producing a global
basis necessary for producing a reduced order model (ROM) in the diffuse optical tomographic imaging problem. Let the current
global basis for creating a reduced order model be the same as the master recycle space, Range(퐔). After solving the next set
of systems in the sequence, columns may be appended to the global basis. Once the global basis is sufficient, system solves for
future 푖 are replaced by system solves with 퐔푇퐀(푖)퐔, the ROM, which has a significantly smaller dimension than that of 퐀(푖).
Going forward, the optimization relies on solves with the ROM, so optimization steps are much cheaper. Unfortunately for the
number of columns in 퐔 that are needed for a good ROM, orthogonalization would become too costly to use this as a recycle
space in the typical setting.
The authors of [122] observed that to enhance the global basis, one need not find an approximation to the system solutions
directly, but rather to add information that is not already reconstructible fromRange(퐔). For each 푗, there is a correction equation
퐀(푖)퐠(푗) = 퐫(푗), 퐠(푗) ∶= 퐱(푗) − 퐔퐂푇 퐛(푗), (36)
(assuming fixed 푖 and 훾 = 0) to which the authors look for the optimal 퐠(푗) restricted to a suitable subspace  (푗). Their idea is to
define a local recycling spaceRange(퐔(푗)) ⊂ Range(퐔) and use it to apply recyclingMINRES to solve (36).Since Range(퐔(푗)) ⊂
Range(퐔) is maintained, a short-term recurrence update is also possible.
Updating Across Shifted Systems
The global basis matrix must provide a suitable reduced transfer function for the 0 as well as the pure imaginary shifts 훾
퓁
. The
authors of [122] observed that in their application, the magnitude of the shifts are small enough that the real parts of the solutions
to the shifted systems are not far (in a relative sense) from the corresponding solutions to the 0 shift case. Thus, they initialize
the master recycle space 퐔 (and all the local recycle spaces 퐔(푗)) with the solutions to the 0 frequency systems for 푘 = 1. They
also augment 퐔 (and 퐔(푗)) by the imaginary parts of the solutions to the corresponding imaginary shifted systems for 푘 = 1.
This ensures that 퐔 and all the 퐔(푗) remain real for all 푘.
For a 푘 ≥ 2, the non-shifted systems for 푗 = 1,… , 푗∗ are first solved using the inner-outer recycling described above. Then,
the non-zero shifted systems are updated. Assuming 퐱(퓁,푗) ≈ 퐔퐪(퓁,푗), Petrov-Galerkin projection is applied so that 퐂푇 퐫(퓁,푗) = ퟎ,
giving the solution estimate for the 퓁th shift and 푗th right-hand side as
퐱(퓁,푗) ≈ 퐔
(
퐈 + 횤훾
퓁
퐂푇퐔
)−1
퐂푇 퐛(푗), where 퐂푇퐔 = 퐔푇퐀(푖)퐔. (37)
No additional correction system is solved for any shifted system; the corrections are found only for the non-shifted systems for
all right-hand sides, as before. It should be noted that the elements of the work in [109] were inspired by this strategy.
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7.4 A family of matrices
{
퐀 + 훾
퓁
퐄
}퐿
퓁=1
, 퐄 ≠ 퐈
Inner-Outer recycling over shifts
In [123], a similar idea of maintaining an outer, master subspace across all shifts, and local, shift-specific recycle spaces is intro-
duced. The method assumes symmetric퐀(푖), but the shift matrix 퐄 need only be real, and the shifts can be anything.We describe
the procedure here for a single RHS, but details forMRHS can be found in [123]. Themaster subspace,퐔, is initially seededwith all
the solutions across all the shifts for the first system (푖 = 1), as well as approximate invariant subspace information for a fixed shift
value (for simplicity, assume this is for 훾 = 0). At step 푖+1, the columns of 퐂 provide an orthonormal basis for Range(퐀(푖+1)퐔).
Then, initial guesses to the solutions across all shifts are obtained over 퐔 via a Petrov-Galerkin constraint on residuals. If the
corresponding residual 퐫(퓁) to the퓁th shift is not small enough,퐔(퓁) is selected such that Range(퐔(퓁)) ⊆ Range(퐔). The orthonor-
mal columns of 퐂(퓁) provide a basis for Range((퐀(푖+1) + 훾
퓁
퐄)퐔(퓁)), and recycling using this shift-specific 퐔(퓁) and 퐂(퓁) is used
to solve the residual correction equation.
Double Shifts, Single RHS
In [124], the authors consider an application in hyperspectral DOT, but the system matrix 퐀 remains unchanged and recycling
is only over the wavelengths (i.e. shifts are real-valued). Here, the system matrices are a small perturbation to systems shifted
by the identity, (퐀 + 훾퓁퐈 + 휇퓁퐄) and with a single RHS. It is also assumed ‖퐄‖2 ≪ ‖퐀‖2. Thus, the shift invariance property
is first used to generate initial guesses to solutions, ignoring 퐄. Recycling is then used on each individual residual correction
equation. While the general recycling strategy follows [37], it differs in the way that the recycle and range spaces are updated.
This is possible because 퐀퓁 ∶= 퐀 + 휎퓁퐈 + 휇퓁퐄 = 퐀퓁−1 + Δ퓁, where Δ퓁 = (휎퓁 − 휎퓁−1)퐈 + (휇퓁 − 휇퓁−1)퐄. So, once the 퐔 and
퐂 for 퐀 are known, finding 퐂
퓁
for 퐀
퓁
can be done independently across 퓁 and parallelized, so all the shifted systems can be
handled independently.
Other Methods
There have been other iterative approaches proposed in the literature that deal with shifted systems. In some of these, such as [125],
the focus is on preconditioning to convert systems to those for which shift-invariance can be leveraged, but subspace recycling
is not explicitly used and therefore we do not review that literature here. Other literature comes closer in spirit: the authors
of [126] propose a deflation based Lanczos approach for the symmetric parameterized systems whose matrices correspond to a
frequency response function. The method is similar in the sense of projecting out a set of (in this case, generalized) eigenvectors,
so some form of deflation that leads to faster convergence. This can be done for multiple shifts. However, since this is based on
generalized eigenvectors, this does not give standard spectral deflation in the sense described above, so we do not consider it
further here.
7.5 General parameterized families with continuous parameter dependence
We discussed in Section 7.1.2, if the right-hand sides exhibit sufficiently smooth dependence on the shift for all shifts in some
interval, then the solutions associated to all shifts in this interval can be approximated to machine accuracy in a small subspace
 which has a dimension dependent on the smoothness of the dependence on the shift. This theory was developed in [110], and
it applies more generally to parameter-dependent linear systems of the form
퐀(푠)퐱(푠) = 퐛(푠) 푠 ∈ ℂ. (38)
If dependence of 퐀(푠) and 퐛(푠) is sufficiently smooth for all 푠 in some neighborhood Ω ⊂ ℂ, then the associated solutions all
exist in a small subspace  of dimension 푑, which depends on the smoothness of the dependence. In [110], upper bounds for 푑 are
given in terms of the smoothness of this dependence on 푠. Thus, one can propose a recycling algorithm to take advantage of this
theory. For (38), if we have determined 푑 < 푑푀 , then we can build a recycled subspace by choosing
{
푠1, 푠2,… , 푠푑푀
}
⊂ Ω in the
neighborhood and use any method to solve the linear systems associated to these shifts. The solutions
{
퐱(푠1), 퐱(푠2),… , 퐱(푠푑푀 )
}
form the recycled subspace which can be used to solve all systems for other 푠 ∈ Ω.
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8 USES IN PRACTICAL APPLICATIONS
Large Scale Software Libraries
Recycling solvers have been implemented in major software/solver libraries, most notably in PETSc [127–131], see [132] for a dis-
cussion on performance and applications in elasticity and electromagnetics, Trilinos [133–135], and the DLR-TAU library from the
German Aerospace Center, see [136,137], which also detail several challenging applications in CFD.
Computational Scientific and Engineering Applications
Recycling solvers have been used in a wide range of applications, ranging from calculations for fundamental problems in
computational physics to large-scale astrophysical simulations, tomography and medical imaging, and many applications in
computational engineering, sometimes with modifications that serve a specific application. Recycling solvers and closely related
approaches have been used in Lattice Quantum Chromodynamics [28,120,138–140], in particular, [139] mentions that recycling is
important for handling physical regimes with very small eigenvalues. Many problems in design involve sequences of slowly
changing linear system, for which recycling is highly efficient, e.g., in topology optimization and other structural optimization
problems [63,111,141–143], and aerodynamic shape optimization [86,144]. Recycling has also been used to compute reduced ordermod-
els (for a range of applications) [65,66,122,145,146]. Another important area is nonlinear optimization, such as nonlinear least-squares,
e.g., in tomography [62,64,122,124] and blind deconvolution [147]. Many application arise in engineering, such as computational fluid
dynamics and nonlinear structural problems [83,103,136,137,148–150], acoustics [126,151], and problems from electromagnetics and elec-
trical circuits [54,132,152–155]. Recycling has foundmany applications in uncertainty quantification and partial differential equations
with stochastic components [156,157].
9 OUTLOOK AND FUTUREWORK
There are yet many interesting extensions of the work mentioned above. One important area is a better understanding of what
type of subspaces to recycle for fast convergence and how to compute such subspaces efficiently, especially in the context of
particular applications and in terms of what can be learned from previous iterations/linear systems. A second area is convergence
theory related to various recycling approaches, particularly, biorthogonality-based recycling approaches. Third, further work is
needed to investigate how to best combine recycling and preconditioning and to determine whether or not the the framework
outlined here can help in this respect. Finally, we note that there are classes of problems – for example, discrete ill-posed problems
– where the convergence needs and problem properties are different; thus different ways of thinking in this context might be
needed.
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