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variables in regression. The use of dummy variables not discussed is the case when a regression line is given by two lines 
as in Fig. 5.9 and when the point of intersection is unknown. Chapter 6 discusses the consequence of deviation from 
various assumptions, and possible remedies in those situations. Included is the problem of autocorrelation. Chapters 7 and 
8 deal with the analysis of variance. The method of regression is used to obtain the analysis of variance table. It would 
seem that the conventional method based on the partition of the sum-of-squares should have been described in a little bit 
more detail. The discussion of two-factor analysis of variance is restricted to the Model J and to crossed design. 
As stated already, the book is well written and the discussions are clear. The layout and printing are excellent. The only 
negative impression is about the notatipns. The authpr perhaps tried to be rigorous, but they are unnecessarily messy. For 
instance, it seems satisfactory to use Y, instead of Y,, for estimated Y,, r,2 instead of rX,+ for correlation coefficient, Y,, 
instead of Yk’ to denote the kth repeat observation in a set i. just to mention a few examples. A minor point to be made is 
that some mathematical results are stated with neither references nor explanations. The book is highly recommended. 
Wastringron Unioersity School of Medicine 
St. Louis. Missouri 
s. c. CHOl 
Nonlinear Progrmming Anofysis and Mcfhods by MORDECAI AVRIEL. Prentice-Hail, New York (July 1976) 512 pp. $24.95 
In this ambitious text the author is attempting to provide a reasonably rigorous, yet very readable, overview of what he 
considers to be the most important aspects of nonlinear programming. The background required of the reader is slightly 
unusual: no linear programming knowledge is assumed. However, a reasonable mathematical preparation, such as a senior 
student in the Sciences may be expected to possess. is necessary-something through the simpler aspects of real analysis. 
Also. as is the case in many instances, this book does not require a knowledge of computer programming. This seems to be 
rather unfortunate: although an instructor can remedy this by concentrating on appropriate aspects of the many well 
chosen problems given. 
The book is divided into two parts: Analysis and Methods. The first part has the following chapter headings: (I) 
Introduction, (2) Classical Optimization-Unconstrained and Equality Constrained Problems. (3) Optimality Conditions for 
Constrained Extrema. (4) Convex Sets and Functions, (5) Duality in Nonlinear Convex Programming. (6) Generalized 
Convexity. (7) Analysis of Selected Nonlinear Programming Problems. The second part of the book is subdivided as 
follows: (8) One-Dimensional Optimization. (9) Multidimensional Unconstrained Optimization Without Derivatives: Em- 
pirical and Conjugate Direction Methods. (IO) Second Derivative. Steepest Descent and Conjugate Gradient Methods, (I I) 
Variable Metric Algorithms, (12) Penalty Function Methods, (13) Solution of Constrained Problems by Extensions of 
Unconstrained Optimization Techniques. (14) Approximation-Type Algorithms. 
To cover all of the above material within the confines of a reasonably sized book was no mean feat. The author 
accomplished this, while keeping a very delicate balance between theory and practice. The book has many good illustrative 
examples as well, and it is very readable. 
It is evident from the table of contents. that several subjects were omitted. Two of the important ones are stochastic 
programming and discrete optimization. However, it is the opinion of this reviewer that the choice of omissions, 
deliberately made. was very appropriate. 
Of course, another aspect which wouid have to be complemented by an instructor using this book as a text is the 
calculational considerations. Some attention to this would probably have been beneficial: particularly a discussion of 
computer implementation of some of the subjects discussed. However, despite these judgemental shortcomings, this is an 
excellent book both as an introduction and as an overview for the subject of nonlinear programming. 
Washington University ERVIN Y. RoDla 
9. Louis, MO. 63130 
Inrroducfion 10 St&firs and Cotnpufer Programming by C. F. KOSSACK and C. 1. HENSCHKE. Holden-Day. San Francisco, 
1975. 651 pp. $10.95. 
This is an introductory text in statistics with FORTRAN programming incorporated in it. It covers virtually all basic 
methodology in statistics, and FORTRAN programs are provided for many of the techniques and concepts discussed. The 
first two chapters deal with descriptive statistics such as graphical representation, measures of location, measures of 
dispersion, etc. Chapters 4. 5 and 6 cover the basic FORTRAN language. Chapters 7 and 8 deal with distributions. Among 
discrete distributions. only the binomial distribution is discussed at length. The Poisson and Hypergeometric distributions 
are defined but lack the explanation which is essential to readers who wish to use them. For example, the Poisson 
distribution is useful in approximating the binomial distribution when n is large and 0 is small, in which case the binomial 
program given on p. 171 will not work due to overflow. Among continuous distributions, uniform, normal and Pearson 
Type III distributions are discussed without too much motivation. Chapters 9 and 10 deal with sampling distributions 
including the f-distribution and f-test. The next two chapters give an introductory discussion of Bayes decision theory with 
applications. Only the discrete model was dealt with. Chapter 13 deals with regression and correlation. Chapter 14 gives an 
introduction to experimental design. It is a little odd to find the test for variances in this chapter. The ANOVA introduced 
is strictI> Model I only. although not so stated in the text. The goodness-of-fit test and analysis of contingency tables are 
discussed in Chapter 15. The last two chapters briefly consider sample survey design. including random and stratified 
sampling. and the basic ideas of classification. 
Although some figures are nor very accurate. the book does not appear to have any significant errors. The first basic 
pomt to make is whether it is a good idea to combine statistics with computer programming. It is possible that the 
arrangement will have a negative and confusing effect on some students. The second point is that all pertinent programs in 
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statistics are available in computing centers and that the programming knowledge is not needed but the statistical 
knowledge to use them is. Considering the size of the book (651 pp.), too much space is lost to programming and the 
statistical methods lack motivating discussion and explanation of the methods. Problems given at the end of each chapter 
are not sufficient in number, and they are not very interesting. Nevertheless, the authors did a commendable job of writing 
a different ype of book without any apparent errors. The text can be used for lower division students in the social 
sciences, economics, business and biological fields. Aside from being a text, it appears to be suitable as a reference for 
beginning statistical programmers. Incidentally, some basic ideas of calculus may be needed to understand some parts of 
the book. 
School of Medicine, Washington University s. C. CHOt 
St. Louis, Missouri 
