Inequivalent Vacuum States in Algebraic Quantum Theory by Sardanashvily, G.
ar
X
iv
:1
50
8.
03
28
6v
1 
 [m
ath
-p
h]
  1
3 A
ug
 20
15
Inequivalent Vacuum States in Algebraic Quantum Theory
G. Sardanashvily
Department of Theoretical Physics, Moscow State University, Moscow, Russia
Abstract
The Gelfand–Naimark–Sigal representation construction is considered in a general case
of topological involutive algebras of quantum systems, including quantum fields, and in-
equivalent state spaces of these systems are characterized. We aim to show that, from the
physical viewpoint, they can be treated as classical fields by analogy with a Higgs vacuum
field.
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1 Introduction
No long ago, one thought of vacuum in quantum field theory (QFT) as possessing no physical
characteristics, and thus being invariant under any symmetry transformation. It is exemplified by
a particleless Fock vacuum (Section 8). Contemporary gauge models of fundamental interactions
however have arrived at a concept of the Higgs vacuum (HV). By contrast to the Fock one, HV is
equipped with nonzero characteristics, and consequently is non-invariant under transformations.
For instance, HV in Standard Model of particle physics is represented by a constant back-
ground classical Higgs field, in fact, inserted by hand into a field Lagrangian, whereas its true
physical nature still remains unclear. In particular, somebody treats it as a sui generis con-
densate by analogy with the Cooper one, and its appearance is regarded as a phase transition
characterized by some symmetry breakdown [3, 5, 31].
Thus, we come to a concept of different inequivalent and, in particular, non-invariant vacua
[53]. Here, we consider some models of these vacua in the framework of algebraic quantum theory
(AQT). We aim to show that, from the physical viewpoint, their characteristics are classical just
as we observe in a case of the above-mentioned Higgs vacuum.
In AQT, a quantum system is characterized by a topological involutive algebra A and a family
of continuous positive forms on A. Elements of A are treated as quantum objects, and we call A
the quantum algebra. In this framework, values of positive forms on A are regarded as numerical
averages of elements of A. In the spirit of Copenhagen interpretation of quantum theory, one
can think of positive forms on A as being classical objects.
A corner stone of AQT is the following Gelfand–Naimark–Segal (GNS) representation theorem
[24, 27, 57].
Theorem 1.1. Let A be a unital topological involutive algebra and f a positive continuous
form on A such that f(1) = 1 (i.e., f is a state). There exists a strongly cyclic Hermitian
representation (πf , θf ) of A in a Hilbert space Ef with a cyclic vector θf such that
f(a) = 〈π(a)θφ|θφ〉, a ∈ A. (1.1)

It should be emphasized that a Hilbert space Ef in Theorem 1.1 is a completion of the quotient
of an algebra A with respect to an ideal generated by elements a ∈ A such that f(aa∗) = 0, and
the cyclic vector θf is the image of the identity 1 ∈ A in this quotient. Thus, a carrier space of a
representation of A and its cyclic vector in Theorem 1.1 comes from a quantum algebra A, and
they also can be treated as quantum objects.
Since θf (1.1) is a cyclic vector, we can think of it as being a vacuum vector and, accordingly,
a state f as being a vacuum of an algebra A. Let us note that a vacuum vector θf is a quantum
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object, whereas a vacuum f of A is the classical one. In particular, a quantum algebra A acts
on quantum vectors, but not on its vacua (states).
Since vacua are classical objects, they are parameterized by classical characteristics. A prob-
lem is that different vacua of A define inequivalent cyclic representations of a quantum algebra
A in general. In this case, they are called inequivalent.
We say that a quantum algebra A performs a transition between its vacua f and f ′ if there
exist elements b, b′ ∈ A such that f ′(a) = f(b+ab) and f(a) = f ′(b′+ab′) for all a ∈ A. In this
case cyclic representations πf and πf ′ and, accordingly, vacua f and f
′ are equivalent (Theorem
6.1). A problem thus is to characterize inequivalent vacua of a quantum system.
One can say something in the following three variants.
(i) If a quantum algebra A is a unital C∗-algebra, Theorem 1.1 comes to well-known GNS
(Theorem 2.7), and we have a cyclic representation of A by bounded operators in a Hilbert space
(Section 2). This is a case of quantum mechanics.
(ii) A quantum algebra A is a nuclear involutive algebra (Theorem 6.3). In particular, this is
just the case of quantum field theory (Sections ?9 and 10).
(iii) Given a group G of automorphisms of a quantum algebra A, its vacuum is f invariant
only under a proper subgroup of G. This is the case of spontaneous symmetry breaking in a
quantum system (Sections 12 and 13).
If a quantum algebra A is a unital C∗-algebra, one can show that a set F (A) of states of A is a
weakly∗-closed convex hull of a set P (A) of pure states of A, and it is weakly* compact (Theorem
3.10). A set P (A) of pure states of A, in turn, is a topological bundle over the spectrum Â of
A whose fibres are projective Hilbert space. The spectrum Â of A is a set of its nonequivalent
irreducible representations provided with the inverse image of the Jacobson topology. It is quasi-
compact.
In accordance with Theorem 3.2 a unital C∗-algebra A of a quantum system performs in-
vertible transitions between different vacua iff they are equivalent. At the same time, one can
enlarge an algebra A to some algebra B(EF ) so that all states of A become equivalent states
of B(EF ) (Theorem 3.11). Moreover, this algebra contains the superselection operator T (3.7)
which belongs to the commutant of A and whose distinct eigenvalues characterize different vacua
of A.
In Section 4, an infinite qubit system modelled on an arbitrary set S is studied. Its quantum
C∗-algebra AS possesses pure states whose set is a set of maps σ (4.1) of a set S to the unit
sphere in C2. They are equivalent iff the relation (4.3) is satisfied and, in particular, if maps σ
and σ′ differ from each other on a finite subset of S. By analogy with a Higgs vacuum, one can
treat the maps σ (4.1) as classical vacuum fields.
In Section 5, we consider an example of a locally compact groupG and its group algebra L1
C
(G)
of equivalence classes of complex integrable functions on G. This is a Banach involutive algebra
with an approximate identity. There is one-to-one correspondence between the representations
of this algebra and the strongly continuous unitary representations of a group G (Theorem 5.1).
Continuous positive forms on L1
C
(G) and, accordingly, its cyclic representations are parameterized
by continuous positive-definite functions ψ on G as classical vacuum fields (Theorem 5.3). If ψ
is square-integrable, the corresponding cyclic representation of L1
C
(G) is contained in the regular
representation (5.8). In this case, distinct square integrable continuous positive-definite functions
ψ and ψ′ on G define inequivalent irreducible representations if they obey the relations (5.9).
However, this is not the case of unnormed topological ∗-algebras. In order to say something,
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we restrict our consideration to nuclear algebras (Section 6 and 7).
This technique is applied to the analysis of inequivalent representations of infinite canonical
commutative relations (Section 8) and, in particular, free quantum fields, whose states charac-
terized by different masses are inequivalent.
Section 10 addresses the true functional integral formulation of Euclidean quantum theory
(Section 10). These integrals fail to be translationally invariant that enables one to model a
Higgs vacuum a translationall inequivalent state (Section 11).
Sections 12 and 13 are devoted to the phenomenon of spontaneous symmetry breaking when
a state of a quantum algebra A fails to be stationary only with respect to some some proper
subgroup H of a group G of automorphisms of A. Then a set of inequivalent states of these
algebra generated by these automorphisms is a subset of the quotient G/H .
In particular, just this fact motivates us to describe classical Higgs fields as sections of a fibre
bundle with a typical fibre G/H [52, 53, 54].
2 GNS construction. Bounded operators
We start with a GNS representation of a topological involutive algebra A by bounded operators
in a Hilbert space. This is the case of Banach involutive algebras with an approximate identity
(Theorem 2.7). Without a loss of generality, we however restrict our consideration to GNS repre-
sentations of C∗-algebras because any involutive Banach algebra A with an approximate identity
defines the enveloping C∗-algebra A† such that there is one-to-one correspondence between the
representations of A and those of A† (Remark 2.5).
Let us recall the standard terminology [18, 24]. A complex associative algebra A is called
involutive (a ∗-algebra) if it is provided with an involution ∗ such that
(a∗)∗ = a, (a+ λb)∗ = a∗ + λb∗, (ab)∗ = b∗a∗, a, b ∈ A, λ ∈ C.
An element a ∈ A is normal if aa∗ = a∗a, and it is Hermitian or self-adjoint if a∗ = a. If A is a
unital algebra, a normal element such that aa∗ = a∗a = 1 is called the unitary one.
A ∗-algebra A is called the normed algebra (resp. the Banach algebra) if it is a normed (resp.
complete normed) vector space whose norm ‖.‖ obeys the multiplicative conditions
‖ab‖ ≤ ‖a‖‖b‖, ‖a∗‖ = ‖a‖, a, b ∈ A.
A Banach ∗-algebra A is said to be a C∗-algebra if ‖a‖2 = ‖a∗a‖ for all a ∈ A. If A is a
unital C∗-algebra, then ‖1‖ = 1. A C∗-algebra is provided with a normed topology, i.e., it is a
topological ∗-algebra.
Remark 2.1. It should be emphasized that by a morphism of normed algebras is meant a
morphism of the underlying ∗-algebras, without any condition on the norms and continuity. At
the same time, an isomorphism of normed algebras means always an isometric morphism. Any
morphism φ of C∗-algebras is automatically continuous due to the property
‖φ(a)‖ ≤ ‖a‖, a ∈ A. (2.1)
♦
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Any ∗-algebra A can be extended to a unital algebra A˜ = C ⊕ A by the adjunction of the
identity 1 to A. The unital extension of A also is a ∗-algebra with respect to the operation
(λ1+ a)∗ = (λ1+ a∗), λ ∈ C, a ∈ A.
If A is a C∗-algebra, a norm on A is uniquely prolonged to the norm
‖λ1+ a‖ = sup
‖a′‖≤1
‖λa′ + aa′‖
on A˜ which makes A˜ a C∗-algebra.
One says that a Banach algebra A admits an approximate identity if there is a family {uι}ι∈I
of elements of A, indexed by a directed set I, which possesses the following properties:
• ‖uι‖ < 1 for all ι ∈ I,
• ‖uιa− a‖ → 0 and ‖auι − a‖ → 0 for every a ∈ A.
It should be noted that the existence of an approximate identity is an essential condition for
many results (see, e.g., Theorems 2.6 and 2.7).
For instance, a C∗-algebra has an approximate identity. Conversely, any Banach ∗-algebra A
with an approximate identity admits the enveloping C∗-algebra A† (Remark 2.5) [18, 24].
An important example of C∗-algebras is an algebra B(E) of bounded (and, equivalently,
continuous) operators in a Hilbert space E (Section 14.2). Every closed ∗-subalgebra of B(E)
is a C∗-algebra and, conversely, every C∗-algebra is isomorphic to a C∗-algebra of this type
(Theorem 2.1).
An algebra B(E) is endowed with the operator norm
‖a‖ = sup
‖e‖E=1
‖ae‖E, a ∈ B(E). (2.2)
This norm brings the ∗-algebraB(E) of bounded operators in a Hilbert space E into a C∗-algebra.
The corresponding topology on B(E) is called the normed operator topology.
One also provides B(E) with the strong and weak operator topologies, defined by the families
of seminorms
{pe(a) = ‖ae‖, e ∈ E},
{pe,e′(a) = |〈ae|e′〉|, e, e′ ∈ E},
respectively. The normed operator topology is finer than the strong one which, in turn, is
finer than the weak operator topology. The strong and weak operator topologies on a subgroup
U(E) ⊂ B(E) of unitary operators coincide with each other.
It should be emphasized that B(E) fails to be a topological algebra with respect to strong and
weak operator topologies. Nevertheless, the involution in B(E) also is continuous with respect
to the weak operator topology, while the operations
B(E) ∋ a→ aa′ ∈ B(E), B(E) ∋ a→ a′a ∈ B(E),
where a′ is a fixed element of B(E), are continuous with respect to all the above mentioned
operator topologies.
Remark 2.2. Let N be a subset of B(E). The commutant N ′ of N is a set of elements of B(E)
which commute with all elements of N . It is a subalgebra of B(E). Let N ′′ = (N ′)′ denote the
5
bicommutant. Clearly, N ⊂ N ′′. A ∗-subalgebra B of B(E) is called the von Neumann algebra
if B = B′′. This property holds iff B is strongly (or, equivalently, weakly) closed in B(E) [18].
For instance, B(E) is a von Neumann algebra. Since a strongly (weakly) closed subalgebra of
B(E) also is closed with respect to the normed operator topology on B(E), any von Neumann
algebra is a C∗-algebra. ♦
Remark 2.3. A bounded operator in a Hilbert space E is called completely continuous if
it is compact, i.e., it sends any bounded set into a set whose closure is compact. An operator
a ∈ B(E) is completely continuous iff it can be represented by the series
a(e) =
∞∑
k=1
λk〈e|ek〉ek, (2.3)
where ek are elements of a basis for E and λk are positive numbers which tend to zero as k →∞.
For instance, every degenerate operator (i.e., an operator of finite rank which sends E onto its
finite-dimensional subspace) is completely continuous. A completely continuous operator a is
called the Hilbert–Schmidt operator if the series
‖a‖2HS =
∑
k
λ2k
converges. Hilbert–Schmidt operators make up an involutive Banach algebra with respect to this
norm, and it is a two-sided ideal of an algebra B(E). A completely continuous operator a in a
Hilbert space E is called a nuclear operator if the series
||a||Tr =
∑
k
λk
converges. Nuclear operators make up an involutive Banach algebra with respect to this norm,
and it is a two-sided ideal of an algebra B(E). Any nuclear operator is the Hilbert–Schmidt
one. Moreover, the product of arbitrary two Hilbert–Schmidt operators is a nuclear operator,
and every nuclear operator is of this type. ♦
Let us consider representations of ∗-algebras by bounded operators in Hilbert spaces [18, 39].
It is a morphism π of a ∗-algebra A to an algebra B(E) of bounded operators in a Hilbert space
E, called the carrier space of π. Representations throughout are assumed to be non-degenerate,
i.e., there is no element e 6= 0 of E such that Ae = 0 or, equivalently, AE is dense in E.
Theorem 2.1. If A is a C∗-algebra, there exists its exact (isomorphic) representation. 
Theorem 2.2. A representation π of a ∗-algebra A is uniquely prolonged to a representation π˜
of the unital extension A˜ of A. 
Let {πι}, ι ∈ I, be a family of representations of a ∗-algebra A in Hilbert spaces Eι. If the
set of numbers ‖πι(a)‖ is bounded for each a ∈ A, one can construct a bounded operator π(a)
in a Hilbert sum ⊕Eι whose restriction to each Eι is πι(a).
Theorem 2.3. This is the case of a C∗-algebra A due to the property (2.1). Then π is a
representation of A in ⊕Eι, called the Hilbert sum
π = ⊕
I
πι (2.4)
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of representations πι. 
Given a representation π of a ∗-algebra A in a Hilbert space E, an element θ ∈ E is said to
be a cyclic vector for π if the closure of π(A)θ is equal to E. Accordingly, π (or a more strictly
a pair (π, θ)) is called the cyclic representation.
Theorem 2.4. Every representation of a ∗-algebra A is a Hilbert sum of cyclic representations.

Remark 2.4. It should be emphasized, that given a cyclic representation (π, θ) of a ∗-algebra
A in a Hilbert space E, a different element θ′ of E is a cyclic for π iff there exist some elements
b, b′ ∈ A such that θ′ = π(b)θ and θ = π(b′)θ′. ♦
Let A be a ∗-algebra, π its representation in a Hilbert space E, and θ an element of E. Then
a map
ωθ : a→ 〈π(a)θ|θ〉 (2.5)
is a positive form on A. It is called the vector form defined by π and θ.
Therefore, let us consider positive forms on a ∗-algebra A. Given a positive form f , a Hermi-
tian form
〈a|b〉 = f(b∗a), a, b ∈ A, (2.6)
makes A a pre-Hilbert space. If A is a normed ∗-algebra, continuous positive forms on A are
provided with a norm
‖f‖ = sup
‖a‖=1
|f(a)|, a ∈ A. (2.7)
Theorem 2.5. Let A be a unital Banach ∗-algebra such that ‖1‖ = 1. Then any positive form
on A is continuous. 
In particular, positive forms on a C∗-algebra always are continuous. Conversely, a continuous
form f on an unital C∗-algebra is positive iff f(1) = ‖f‖. It follows from this equality that
positive forms on a unital C∗-algebra A obey a relation
‖f1 + f2‖ = ‖f1‖+ ‖f2‖. (2.8)
Let us note that a continuous positive form on a topological ∗-algebra A admits different
prolongations onto the unital extension A˜ of A. Such a prolongation is unique in the following
case [18].
Theorem 2.6. Let f be a positive form on a Banach ∗-algebra A with an approximate identity.
It is extended to a unique positive form f˜ on the unital extension A˜ of A such that f˜(1) = ‖f‖.

A key point is that any positive form on a C∗-algebra equals a vector form defined by some
cyclic representation of A in accordance with the following GNS representation construction
[18, 24].
Theorem 2.7. Let f be a positive form on a Banach ∗-algebra A with an approximate identity
and f˜ its continuous positive prolongation onto the unital extension A˜ (Theorems 2.5 and 2.6).
Let Nf be a left ideal of A˜ consisting of those elements a ∈ A such that f˜(a∗a) = 0. The quotient
A˜/Nf is a Hausdorff pre-Hilbert space with respect to the Hermitian form obtained from f˜(b
∗a)
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(2.6) by passage to the quotient. We abbreviate with Ef the completion of A˜/Nf and with θf
the canonical image of 1 ∈ A˜ in A˜/Nf ⊂ Ef . For each a ∈ A˜, let τ(a) be an operator in A˜/Nf
obtained from the left multiplication by a in A˜ by passage to the quotient. Then the following
holds.
(i) Each τ(a) has a unique extension to a bounded operator πf (a) in a Hilbert space Ef .
(ii) A map a→ πf (a) is a representation of A in Ef .
(iii) A representation πf admits a cyclic vector θf .
(iv) f(a) = 〈π(a)θf |θf 〉 for each a ∈ A. 
The representation πf and the cyclic vector θf in Theorem 2.7 are said to be defined by a
form f , and a form f equals the vector form defined by πf and θf .
As was mentioned above, we further restrict our consideration of the GNS construction in
Theorem 2.7 to unital C∗-algebras in view of the following [18, 24].
Remark 2.5. Let A be an involutive Banach algebra A with an approximate identity, and let
P (A) be the set of pure states of A (Remark 3.2). For each a ∈ A, we put
‖a‖′ = sup
f∈P (A)
f(aa∗)1/2, a ∈ A. (2.9)
It is a seminorm on A such that ‖a‖′ ≤ ‖a‖. If A is a C∗-algebra, ‖a‖′ = ‖a‖ due to the relation
(2.1) and the existence of an isomorphic representation of A. Let I denote the kernel of ‖.‖′. It
consists of a ∈ A such that ‖a‖′ = 0. Then the completion A† of the factor algebra A/I with
respect to the quotient of the seminorm (2.9), is a C∗-algebra, called the enveloping C∗-algebra
of A. There is the canonical morphism τ : A → A†. Clearly, A = A† if A is a C∗-algebra. The
enveloping C∗-algebra A† possesses the following important properties.
• If π is a representation of A, there is exactly one representation π† of A† such that π =
π† ◦ τ . Moreover, the map π → π† is a bijection of a set of representations of A onto a set of
representations of A†.
• If f is a continuous positive form on A, there exists exactly one positive form f † on A† such
that f = f † ◦ τ . Moreover, ‖f †‖ = ‖f‖. The map f → f † is a bijection of a set of continuous
positive forms on A onto a set of positive forms on A†. ♦
Moreover, the cyclic vector θf in Theorem 2.7 defined by a positive form f is the image of the
identity under the quotient A˜→ A˜/Nf , and thus the GNS construction necessarily is concerned
with unital algebras. In view of Theorems 2.2 and 2.6, we therefore can restrict our consideration
to unital C∗-algebras.
3 Inequivalent vacua
Let A be a unital C∗-algebra of a quantum systems. As was mentioned above, positive forms on
a C∗ algebra are said to be equivalent if they define its equivalent cyclic representations.
Remark 3.1. Let us recall that two representations π1 and π2 of a
∗-algebra A in Hilbert
spaces E1 and E2 are equivalent if there is an isomorphism γ : E1 → E2 such that
π2(a) = γ ◦ π1(a) ◦ γ−1, a ∈ A. (3.1)
In particular, if representations are equivalent, their kernels coincide with each other. ♦
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Given two positive forms f1 and f2 on a unital C
∗-algebra A, we meet the following three
variants.
(i) If f1 = f2, there is an isomorphism γ of the corresponding Hilbert spaces γ : E1 → E2
such that the relation (3.1) holds, and moreover
θ2 = γ(θ1). (3.2)
(ii) Let positive forms f1 and f2 be equivalent, but different. Then their equivalence morphism
γ fails to obey the relation (3.2).
(iii) Positive forms f1 and f2 on A are inequivalent.
In particular, let π be a representation of A in a Hilbert space E, and let θ be an element of
E which defines the vector form ωθ (2.5) on A. Then a representation π contains a summand
which is equivalent to the cyclic representation πωθ of A defined by a vector form ωθ.
There are the following criteria of equivalence of positive forms.
Theorem 3.1. Positive forms on a unital C∗-algebra are equivalent only if their kernels contain
a common largest closed two-sided ideal. 
Proof. The result follows from the fact that the kernel of a cyclic representation defined by a
positive form on a unital C∗-algebra is a largest closed two-sided ideal of the kernel of this form
[18] ♦
Theorem 3.2. Positive forms f and f ′ on a unital C∗-algebra A are equivalent iff there exist
elements b, b′ ∈ A such that
f ′(a) = f(b+ab), f(a) = f ′(b′+ab′), a ∈ A.

Proof. Let a positive form f define a cyclic representation (πf , θf ) of A in Ef . Let us consider
an element πf (b)θf ∈ Ef . In accordance with Remark 2.4, this element is a cyclic element for
a representation πf . It provides a positive form ωpif (b)θf on A such that ωpif (b)θf = f
′. Then
a positive form f ′ defines a cyclic representation (πf ′ , θf ′) of A in a Hilbert space Ef ′ which is
isomorphic as γ : Ef ′ → Ef to a cyclic representation (πf , πf (b)θf ) in Ef such that the relation
(3.2) holds. Conversely, let positive forms f and f ′ be equivalent. Then a positive form f ′ defines
an isomorphic cyclic representation (πf , θ
′) in Ef , but with a different cyclic vector θ
′. Then the
result follows from Remark 2.4. ♦
In particular, it follows from Theorem 3.2 that given a positive form f on A, the state f(1)−1f
of A is equivalent to f . Speaking on equivalent positive forms on A, we therefore can restrict our
consideration to states.
For instance, any cyclic representation of a C∗-algebra A is a summand of the Hilbert sum
(2.4):
πF = ⊕
F (A)
πf , (3.3)
of cyclic representations of A where f runs through a set F (A) of all states of A. Since for any
element a ∈ A there exists a state f such that f(a) 6= 0, the representation πF is injective and,
consequently, isometric and isomorphic.
A space of continuous forms on a C∗-algebra A is the (topological) dual A′ of a Banach space
A. It can be provided both with a normed topology defined by the norm (2.7) and a weak∗
9
topology (Section 14.1). It follows from the relation (2.8), that a subset F (A) ⊂ A′ of states is
convex and its extreme points are pure states.
Remark 3.2. Let us recall that a positive form f ′ on a ∗-algebra A is said to be dominated by
a positive form f if f − f ′ is a positive form [24, 18]. A non-zero positive form f on a ∗-algebra
A is called pure if every positive form f ′ on A which is dominated by f reads λf , 0 ≤ λ ≤ 1. ♦
A key point is the following [18]
Theorem 3.3. The cyclic representation of πf of a C
∗-algebra A defined by a positive form f
on A is irreducible iff f is a pure form [18] 
In particular, any vector form defined by a vector of a carrier Hilbert space of an irreducible
representation is a pure form.
Remark 3.3. Let us note that a representation π of a ∗-algebra A in a Hilbert space E is
called topologically irreducible if the following equivalent conditions hold:
• the only closed subspaces of E invariant under π(A) are 0 and E;
• the commutant of π(A) in B(E) is a set of scalar operators;
• every non-zero element of E is a cyclic vector for π.
At the same time, irreducibility of π in the algebraic sense means that the only subspaces of
E invariant under π(A) are 0 and E. If A is a C∗-algebra, the notions of topologically and
algebraically irreducible representations are equivalent. It should be emphasized that a repre-
sentation of a C∗-algebra need not be a Hilbert sum of the irreducible ones. ♦
An algebraically irreducible representation π of a ∗-algebra A is characterized by its kernel
Kerπ ⊂ A. This is a two-sided ideal, called primitive. Certainly, algebraically irreducible repre-
sentations with different kernels are inequivalent, whereas equivalent irreducible representations
possesses the same kernel. Thus, we have a surjection
Â ∋ π → Kerπ ∈ Prim(A) (3.4)
of a set Â of equivalence classes of algebraically irreducible representations of a ∗-algebra A onto
a set Prim(A) of primitive ideals of A.
A set Prim(A) is equipped with the so called Jacobson topology [18]. This topology is not
Hausdorff, but obeys the Fre´chet axiom, i.e., for any two distinct points of Prim(A), there is a
neighborhood of one of them which does not contain the other. Then a set Â is endowed with
the coarsest topology such that the surjection (3.4) is continuous. Provided with this topology,
Â is called the spectrum of a ∗-algebra A. In particular, one can show the following.
Theorem 3.4. If a ∗-algebra A is unital, its spectrum Â is quasi-compact, i.e., it satisfies the
Borel–Lebesgue axiom, but need not be Hausdorff. 
Theorem 3.5. The spectrum Â of a C∗-algebra A is a locally quasi-compact space. 
It follows from Theorems 3.4 and 3.5 that the spectrum of a unital C∗-algebra is quasi-
compact.
Example 3.4. A C∗-algebra is said to be elementary if it is isomorphic to an algebra
T (E) ⊂ B(E) of compact operators in some Hilbert space E (Example 2.3). Every non-trivial
irreducible representation of an elementary C∗ algebra A ∼= T (E) is equivalent to its isomorphic
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representation by compact operators in E [18]. Hence, the spectrum of an elementary algebra is
a singleton set. 
By analogy with Theorem 3.2, one can state the following relations between equivalent pure
states of a C∗-algebra.
Theorem 3.6. Pure states f and f ′ of a unital C∗-algebra A are equivalent iff there exists a
unitary element U ∈ A such that the relation
f ′(a) = f(U∗aU), a ∈ A. (3.5)
holds. 
Proof. A key point is that, if f is a pure state of a unital C∗-algebra, a pseudo-Hilbert space
A/Nf in Theorem 2.7 is complete, i.e., Ef = A/Nf . ♦
Corollary 3.7. Let π be an irreducible representation of a unital C∗-algebra A in a Hilbert
space E. Given two distinct elements θ1 and θ2 of E (they are cyclic for π), the vector forms on
A defined by (π, θ1) and (π, θ2) are equal iff there exists λ ∈ C, |λ| = 1, such that θ1 = λθ2. 
Corollary 3.8. There is one-to-one correspondence between the pure states of a unital C∗-
algebra A associated to the same irreducible representation π of A in a Hilbert space E and the
one-dimensional complex subspaces of E, i.e, these pure states constitute a projective Hilbert
space PE. 
There is an additional important criterion of equivalence of pure states of a unital C∗-algebra
[23].
Theorem 3.9. Pure states f and f ′ of a unital C∗-algebra are equivalent if ‖f − f ′‖ < 2. 
Let P (A) denote a set of pure states of a unital C∗-algebraA. Theorem 3.6 implies a surjection
P (A) → Â. One can show that, if P (A) ⊂ A′ is provided with a relative weak∗ topology, this
surjection is continuous and open, i.e., it is a topological fibre bundle whose fibres are projective
Hilbert spaces [18].
Turning to a set F (A) of states of a unital algebra C∗-algebra A, we have the following.
Theorem 3.10. A set F (A) is a weakly∗-closed convex hull of a set P (A) of pure states of A.
It is weakly* compact [18]. 
Herewith, by virtue of Theorem 3.10, any set of mutually inequivalent pure states of a unital
C∗-algebra is totally disconnected in a normed topology, i.e., its connected components are points
only.
By virtue of Theorem 3.2, elements of a quantum algebra A can not perform invertible
transitions between its inequivalent states. At the same time, one can show the following.
Theorem 3.11. There exists a wider unital C∗-algebra such that inequivalent states of A become
its equivalent ones. 
Proof. Let us consider the Hilbert sum πF (3.3) of cyclic representations of A whose carrier
space is a Hilbert sum
EF = ⊕
F (A)
Ef . (3.6)
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Let B(EF ) be a unital C
∗ algebra of bounded operators in EF (3.6). Since the representation
πF of A is exact, an algebra A is isomorphic to a subalgebra of B(EF ). Any state f of A is
equivalent to a vector state ωθf of πf (A) which also is that of B(EF ). Since all vector states of
B(EF ) are equivalent, all states of A are equivalent as those of B(EF ). ♦
An algebra B(EF ) contains the projectors Pf onto summands Ef of EF (3.6). Let r(f) be
some real function on F (A). Then there exists a bounded operator in EF (3.6), which we denote
T =
∑
F (A)
r(f)Pf , (3.7)
such that its restriction to each summand Ef of EF is r(f)Pf . Certainly, this operator belongs
to the commutant πF (A)
′ of πF (A) in B(EF ).
One can think of T (3.7) as being a superselection operator of a quantum system which
distinguish its states [27].
4 Example. Infinite qubit systems
LetQ be a two-dimensional complex space C2 equipped with the standard positive non-degenerate
Hermitian form 〈.|.〉2. Let M2 be an algebra of complex 2 × 2-matrices seen as a C∗-algebra.
A system of m qubits is usually described by a Hilbert space Em =
m⊗Q and a C∗-algebra
Am =
m⊗M2, which coincides with the algebra B(Em) of bounded operators in Em [32]. One can
straightforwardly generalize this description to an infinite set S of qubits by analogy with a spin
lattice [20, 24, 50]. Its algebra AS admits inequivalent irreducible representations.
We follow the construction of infinite tensor products of Hilbert spaces and C∗-algebras in [20].
Let {Qs, s ∈ S} be a set of two-dimensional Hilbert spaces Qs = C2. Let ×
S
Qs be a complex
vector space whose elements are finite linear combinations of elements {qs} of the Cartesian
product
∏
S
Qs of the sets Qs. A tensor product ⊗
S
Qs of complex vector spaces Qs is the quotient
of ×
S
Qs with respect to a vector subspace generated by elements of the form:
• {qs}+ {q′s} − {q′′s }, where qr + q′r = q′′r for some element r ∈ S and qs = q′s = q′′s for all the
others,
• {qs} − λ{q′s}, λ ∈ C, where qr = λq′r for some element r ∈ S and qs = q′s for all the others.
Given a map
σ : S → Q, , 〈σ(s)|σ(s)〉2 = 1, (4.1)
let us consider an element
θσ = {θs = σ(s)} ∈
∏
S
Qs. (4.2)
Let us denote ⊗σQs the subspace of ⊗
S
Qs spanned by vectors ⊗qs where qs 6= θs only for a finite
number of elements s ∈ S. It is called the θσ-tensor product of vector spaces Qs, s ∈ S. Then
⊗σQs is a pre-Hilbert space with respect to a positive non-degenerate Hermitian form
〈⊗σqs| ⊗σ q′s〉 =
∏
s∈S
〈qs|q′s〉2.
Its completion QσS is a Hilbert space whose orthonormal basis consists of the elements eir = ⊗qs,
r ∈ S, i = 1, 2, such that qs6=r = θs and qr = ei, where {ei} is an orthonormal basis for Q.
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Let now {As, s ∈ S} be a set of unital C∗-algebras As = M2. These algebras are provided
with the operator norm
‖a‖ = (λ0λ0 + λ1λ1 + λ2λ2 + λ3λ3)1/2, a = iλ01+
∑
i=1,2,3
λiτ
i,
where τ i are the Pauli matrices. Given the family {1s}, let us construct the {1s}-tensor product
⊗As of vector spaces As. One can regard its elements as tensor products of elements of as ∈ As,
s ∈ K, for finite subsets K of S and of the identities 1s, s ∈ S \K. It is easily justified that ⊗As
is a normed ∗-algebra with respect to the operations
(⊗as)(⊗a′s) = ⊗(asa′s), (⊗as)∗ = ⊗a∗s
and a norm
‖ ⊗ as‖ =
∏
s
‖as‖.
Its completion AS is a C
∗-algebra treated as a quantum algebra of a qubit system modelled over
a set S. Then the following holds [20].
Theorem 4.1. Given the element θσ = {θs} (4.2), the natural representation πσ of a ∗-algebra
⊗As in the pre-Hilbert space ⊗σQs is extended to an irreducible representation of a C∗-algebra
AS in the Hilbert space Q
σ
S such that π
σ(AS) = B(Q
σ
S) is an algebra of all bounded operators
in QσS . Conversely, all irreducible representations of AS are of this type. 
An element θσ ∈ QσS in Theorem 4.1 defines a pure state fσ of an algebra AS . Consequently,
a set of pure states of this algebra is a set of maps σ (4.1).
Theorem 4.2. Pure states fσ and fσ′ of an algebra AS are equivalent iff∑
s∈S
||〈σ(s)|σ′(s)〉2| − 1| <∞. (4.3)

In particular, the relation (4.3) holds if maps σ and σ′ differ from each other on a finite subset
of S.
By analogy with a Higgs vacuum, one can treat the maps σ (4.1) as classical vacuum fields.
5 Example. Locally compact groups
Let G be a locally compact group provided with a Haar measure (Section 14.4). A space L1
C
(G) of
equivalence classes of complex integrable functions (or, simply, complex integrable functions) on
G is an involutive Banach algebra (Section 14.3) with an approximate identity. As was mentioned
above, there is one-to-one correspondence between the representations of this algebra and the
strongly continuous unitary representations of a group G (Theorem 5.1). Thus, one can employ
the GNS construction in order to describe these representations of G [18, 24].
Let a left Haar measure dg on G hold fixed, and by an integrability condition throughout is
meant the dg-integrability.
A uniformly (resp. strongly) continuous unitary representation of a locally compact group
G in a Hilbert space E is a continuous homeomorphism π of G to a subgroup U(E) ⊂ B(E) of
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unitary operators in E provided with the normed (resp. strong) operator topology. A uniformly
continuous representation is strongly continuous. However, the uniform continuity of a repre-
sentation is rather rigorous condition. For instance, a uniformly continuous irreducible unitary
representation of a connected locally compact real Lie group is necessarily finite-dimensional.
Therefore, one usually studies strongly continuous representations of locally compact groups.
In this case, any element ξ of a carrier Hilbert space E yields the continuous map G ∋ g →
π(g)ξ ∈ E. Since strong and weak operator topologies on a unitary group U(E) coincide, we
have a bounded continuous complex function
ϕξ,η(g) = 〈π(g)ξ|η〉 (5.1)
on G for any fixed elements ξ, η ∈ E. It is called the coefficient of a representation π. There is
an obvious equality
ϕξ,η(g) = ϕη,ξ(g−1).
The Banach space L1
C
(G) of integrable complex functions on G is provided with the structure
of an involutive Banach algebra with respect to the contraction f1 ∗ f2 (14.25) and the involution
f(g)→ f∗(g) = ∆(g−1)f(g−1),
where ∆ is the modular function of G. It is called the group algebra of G. A map f → f(g)dg
defines an isometric monomorphism of L1
C
(G) to a Banach algebraM1(G,C) of bounded complex
measures on G provided with the involution µ∗ = µ−1. Unless otherwise stated, L1
C
(G) will
be identified with its image in M1(G,C). In particular, a group algebra L1
C
(G) admits an
approximate identity which converges to the Dirac measure ε1 ∈M1(G,C).
Remark 5.1. The group algebra L1
C
(G) is not a C∗-algebra. Its enveloping C∗-algebra C∗(G)
is called the C∗-algebra of a locally compact group G. ♦
Unitary representations of a locally compact group G and representations of a group algebra
L1
C
(G) are related as follows [18].
Theorem 5.1. There is one-to-one correspondence between the (strongly continuous) unitary
representations π of a locally compact group G and the representations πL (5.3) of its group
algebra L1
C
(G). 
Proof. Let π be a (strongly continuous) unitary representation of G in a Hilbert space E.
Given a bounded positive measure µ on G, let us consider the integrals
ϕξ,η(µ) =
∫
〈π(g)ξ|η〉µ
of the coefficient functions ϕξ,η(g) (5.1) for all ξ, η ∈ E. There exists a bounded operator
π(µ) ∈ B(E) in E such that
〈π(µ)ξ|η〉 = ϕξ,η(µ), ξ, η ∈ E.
It is called the operator-valued integral of π(g) with respect to the measure µ, and is denoted by
π(µ) =
∫
π(g)µ(g). (5.2)
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The assignment µ → π(µ) provides a representation of a Banach ∗-algebra M1(G,C) in E. Its
restriction
πL(f) =
∫
π(g)f(g)dg ∈ B(E) (5.3)
to L1
C
(G) is non-degenerate. One says that the representations (5.2) of M1(G,C) and (5.3) of
L1
C
(G) are determined by a unitary representation π of G. Conversely, let πL be a representation
of a Banach ∗-algebra L1
C
(G) in a Hilbert space E. There is a monomorphism g → εg of a group
G onto a subgroup of Dirac measures εg, g ∈ G, of an algebra M1(G,C). Let {uι(q)}ι∈I be an
approximate identity in L1
C
(G). Then {πL(uι)} converges to an element of B(E) which can be
seen as a representation πL(ε1) of the unit element ε1 of M
1(G,C). Accordingly, {πL(γ(g)uι)}
converges to πL(εg). Thereby, we obtain the (strongly continuous) unitary representation π(g) =
πL(εg) of a groupG in a Hilbert space E. Moreover, the representation (5.3) of L
1
C
(G) determined
by this representation π of G coincides with the original representation πL of L1
C
(G). ♦
Moreover, π and πL have the same cyclic vectors and closed invariant subspaces. In particular,
a representation πL of L1
C
(G) is topologically irreducible iff the associated representation π of G
is so. It should be emphasized that, since L1
C
(G) is not a C∗-algebra, its topologically irreducible
representations need not be algebraically irreducible. By irreducible representations of a group
G, we will mean only its topologically irreducible representations.
Theorem 5.1 enables us to apply the GNS construction (Theorem 2.7) in order to characterize
unitary representations of G by means of positive continuous forms on L1
C
(G).
In accordance with Remark 14.7, a continuous form on a group algebra L1
C
(G) is defined as
φ(f) =
∫
ψ(g)f(g)dg (5.4)
by an element ψ of a space L∞
C
(G) of infinite integrable complex functions on G (Remark 14.7).
However, a function ψ should satisfy the following additional condition in order that the form
(5.4) to be positive.
A continuous complex function ψ on G is called positive-definite if∑
i,j
ψ(g−1j gi)λiλj ≥ 0
for any finite set g1, . . . , gm of elements of G and any complex numbers λ1, . . . , λm. In particular,
if m = 2 and g1 = 1, we obtain
ψ(g−1) = ψ(g), |ψ|(g) ≤ ψ(1), g ∈ G,
i.e., ψ(1) is bounded.
Lemma 5.2. The continuous form (5.4) on L1
C
(G) is positive iff ψ ∈ L∞
C
(G) locally almost
everywhere equals a continuous positive-definite function. 
Then cyclic representations of a group algebra L1
C
(G) and the unitary cyclic representations
of a locally compact group G are defined by continuous positive-definite functions on G in accor-
dance with the following theorem.
Theorem 5.3. Let πψ be a representation of L
1
C
(G) in a Hilbert space Eψ and θψ a cyclic vector
for πψ which are determined by the form (5.4). Then the associated unitary representation πψ
of G in Eψ is characterized by a relation
ψ(g) = 〈π(g)θψ |θψ〉. (5.5)
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Conversely, a complex function ψ on G is continuous positive-definite iff there exists a unitary
representation πψ of G and a cyclic vector θψ for πψ such that the equality (5.5) holds. 
By analogy with a Higgs vacuum, one can think of functions ψ in Theorem 5.3 as being
classical vacuum fields.
Example 5.2. Let a group G acts on a Hausdorff topological space Z on the left. Let µ be a
quasi-invariant measure on Z under a transformation group G, i.e., γ(g)µ = hgµ where hg is the
Radon–Nikodym derivative in Theorem 14.1. Then there is a representation
G ∋ g : f → Π(g)f, (Π(g)f)(z) = h1/2g (z)f(gz) (5.6)
of G in a Hilbert space L2
C
(Z, µ) of square µ-integrable complex functions on Z [17]. It is a
unitary representation due to the equality
‖f‖µ =
∫
|f(z)|µ(z) =
∫
|f(g(z)|2µ(g(z)) =
∫
hg(z)|f(g(z)|2µ(z) = ‖Π(g)f‖2µ.
A group G can be equipped with the coarsest topology such that the representation (5.6) is
strongly continuous. For instance, let Z = G be a locally compact group, and let µ = dg be a
left Haar measure. Then the representation (5.6) comes to the left-regular representation
(Π(g)f)(q) = f(g−1q), f ∈ L2C(G), q ∈ G, (5.7)
of G in a Hilbert space L2
C
(G) of square integrable complex functions on G. Note that the above
mentioned coarsest topology on G is coarser then the original one, i.e., the representation (5.7)
is strongly continuous. 
Let us consider unitary representations of a locally compact group G which are contained in
its left-regular representation (5.7). In accordance with the expression (5.2), the corresponding
representation Π(h) of a group algebra L1
C
(G) in L2
C
(G) reads
(Π(h)f)(q) =
∫
h(g)(Π(g)f)(q)dg =
∫
h(g)f(g−1q)dg = (h ∗ f)(q). (5.8)
Let G be a unimodular group. There is the following criterion that its unitary representation
is contained in the left-regular one.
Theorem 5.4. If a continuous positive-definite function ψ on a unimodular locally compact
group G is square integrable, then the representation πψ of G determined by ψ is contained in
the left-regular representation Π (5.7) of G. Conversely, let π be a cyclic unitary representation of
G which is contained in Π, and let θ be a cyclic vector for π. Then a continuous positive-definite
function 〈π(g)θ|θ〉 on G is square integrable. 
The representation πψ in Theorem 5.4 is constructed as follows. Given a square integrable
continuous positive-definite function ψ on G, there exists a positive-definite function θ ∈ L2
C
(G)
such that
ψ = θ ∗ θ = θ ∗ θ∗ = θ∗ ∗ θ∗.
This is a cyclic vector for πψ . The coefficients (5.1) of a representation πψ read
ϕξ,η(g) = (η ∗ ξ∗)(g).
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In particular, if representations πψ and πψ′ , determined by square integrable continuous
positive-definite functions ψ and ψ′ on G, are irreducible and inequivalent, then the corresponding
cyclic vectors θψ and θψ′ are orthogonal in L
2
C
(G), while the functions ψ and ψ′ fulfil the relations∫
ψ′(g)ψ(g)dg = 0, ψ ∗ ψ′ = 0. (5.9)
Now, let G be a connected locally compact (i.e., finite-dimensional) real Lie group. Any
unitary representation of G yields a representation of its right Lie algebra g as follows. In
particular, a finite-dimensional unitary representation of G in a Hilbert space E is analytic, and
a Lie algebra g is represented by bounded operators in E.
If π is an infinite-dimensional (strongly continuous) unitary representation of G in a Hilbert
space E, a representation of a Lie algebra g fails to be defined everywhere on E in general. To
construct a carrier space of g, let us consider a space K∞(G,C) ⊂ L1
C
(G) of smooth complex
functions on G of compact support and the vectors
ef = π
L(f)e =
∫
π(g)f(g)edg, e ∈ E, f ∈ K∞(G,C), (5.10)
where πL is the representation (5.3) of a group algebra L1
C
(G) [28]. The vectors ef (5.10)
exemplify smooth vectors of the representation π because, for any η ∈ E, the coefficients ϕef ,η(g)
of π are smooth functions on G. The vectors ef (5.10) for all e ∈ E and f ∈ K∞(G,C) constitute
a dense vector subspace E∞ of E. Let ua be a right-invariant vector field on G corresponding to
an element a ∈ g. Then the assignment
π∞(a) : ef → πL(ua⌋df)e
provides a representation of a Lie algebra g in E∞.
6 GNS construction. Unbounded operators
There are quantum algebras (e.g., of quantum fields) whose representations in Hilbert spaces need
not be normed. Therefore, generalizations of the conventional GNS representation of C∗-algebras
(Theorem 2.7) to some classes of unnormed topological ∗-algebras has been studied [24, 27, 57].
In a general setting, by an operator in a Hilbert (or Banach) space E is meant a linear
morphism a of a dense subspace D(a) of E to E. The D(a) is called the domain of an operator
a. One says that an operator b on D(b) is an extension of an operator a on D(a) if D(a) ⊂ D(b)
and b|D(a) = a. For the sake of brevity, we will write a ⊂ b. An operator a is said to be bounded
on D(a) if there exists a real number r such that
‖ae‖ ≤ r‖e‖, e ∈ D(a).
If otherwise, it is called unbounded. Any bounded operator on a domain D(a) is uniquely
extended to a bounded operator everywhere on E.
An operator a on a domain D(a) is called closed if the condition that a sequence {ei} ⊂ D(a)
converges to e ∈ E and that the sequence {aei} does to e′ ∈ E implies that e ∈ D(a) and e′ = ae.
Of course, any operator defined everywhere on E is closed. An operator a on a domain D(a) is
called closable if it can be extended to a closed operator. The closure of a closable operator a is
defined as the minimal closed extension of a.
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Operators a and b in E are called adjoint if
〈ae|e′〉 = 〈e|be′〉, e ∈ D(a), e′ ∈ D(b).
Any operator a has a maximal adjoint operator a∗, which is closed. Of course, a ⊂ a∗∗ and
b∗ ⊂ a∗ if a ⊂ b. An operator a is called symmetric if it is adjoint to itself, i.e., a ⊂ a∗. Hence, a
symmetric operator is closable. One can obtain the following chain of extensions of a symmetric
operator:
a ⊂ a ⊂ a∗∗ ⊂ a∗ = a∗ = a∗∗∗.
In particular, if a is a symmetric operator, so are a and a∗∗. At the same time, the maximal
adjoint operator a∗ of a symmetric operator a need not be symmetric. A symmetric operator a
is called self-adjoint if a = a∗, and it is called essentially self-adjoint if a = a∗ = a∗. It should be
emphasized that a symmetric operator a is sometimes called essentially self-adjoint if a∗∗ = a∗.
We here follow the terminology of [42]. If a is a closed operator, the both notions coincide. For
bounded operators, the notions of symmetric, self-adjoint and essentially self-adjoint operators
coincide.
Let E be a Hilbert space. A pair (B,D) of a dense subspace D of E and a unital algebra B
of (unbounded) operators in E is called the Op∗-algebra (O∗-algebra in the terminology of [57])
on a domain D if, whenever b ∈ B, we have [27, 42]: (i) D(b) = D and bD ⊂ D, (ii) D ⊂ D(b∗),
(iii) b∗|D ⊂ B. An algebra B is provided with the involution b → b+ = b∗|D, and its elements
are closable.
A representation π(A) of a ∗-algebra A in a Hilbert space E is defined as a homomorphism
of A to an Op∗-algebra (B,D(π)) of (unbounded) operators in E such that D(π) = D(π(a)) for
all a ∈ A and this representation is Hermitian, i.e., π(a∗) ⊂ π(a)∗ for all a ∈ A. In this case, one
also considers the representations
π : a→ π(a) = π(a)|D(pi), D(π) =
⋂
a∈A
D(π(a)),
π∗ : a→ π∗(a) = π(a∗)∗|D(pi∗), D(π∗) =
⋂
a∈A
D(π(a)∗),
called the closure of a representation π, and the adjoint representation, respectively. There
are the representation extensions π ⊂ π ⊂ π∗, where π1 ⊂ π2 means D(π1) ⊂ D(π2). The
representations π and π∗∗ are Hermitian, while π∗ = π∗. A Hermitian representation π(A) is
said to be closed if π = π, and it is self-adjoint if π = π∗. Herewith, a representation π(A) is
closed (resp. self-adjoint) if one of operators π(A) is closed (resp. self-adjoint).
A representation domain D(π) is endowed with the graph-topology. It is generated by neigh-
borhoods of the origin
U(M, ε) = {x ∈ D(π) :
∑
a∈M
‖π(a)x‖ < ε},
where M is a finite subset of elements of A. All operators of π(A) are continuous with respect
to this topology. Let us note that the graph-topology is finer than the relative topology on
D(π) ⊂ E, unless all operators π(a), a ∈ A, are bounded [57].
Let N
g
denote the closure of a subset N ⊂ D(π) with respect to the graph-topology. An
element θ ∈ D(π) is called strongly cyclic (cyclic in the terminology of [57]) if
D(π) ⊂ (π(A)θ)g.
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Then the GNS representation Theorem 2.7 can be generalized to Theorem 1.1 [27, 57].
Similarly to Remark 3.1, we say that representations π1 and π2 of a
∗-algebra A are equivalent
if there exists an isomorphism γ of their carrier spaces such that
D(π1) = γ(D(π2)), π1(a) = γ ◦ π2(a) ◦ γ−1, a ∈ A.
In particular, if representations are equivalent, their kernels coincide with each other.
Accordingly, states f and f ′ of a unital topological ∗-algebra A in Theorem 1.1 are called
equivalent if they define equivalent representations πf andπf ′ .
By analogy with Theorem 3.2, one can show the following.
Theorem 6.1. Positive continuous forms f and f ′ on a unital topological ∗-algebra A are
equivalent if there exist elements b, b′ ∈ A such that
f ′(a) = f(b+ab), f(a) = f ′(b′+ab′), a ∈ A.

We point out the particular class of nuclear barreled ∗-algebras. Let A be a locally convex
topological ∗-algebra whose topology is defined by a set of multiplicative seminorms pι which
satisfy the condition
pι(a
∗a) = pι(a)
2, a ∈ A.
It is called a b∗-algebra. A unital b∗-algebra as like as a C∗-algebra is regular and symmetric,
i.e., any element (1 + a∗a), a ∈ A, is invertible and, moreover, (1 + a∗a)−1 is bounded [1, 29].
The b∗-algebras are related to C∗-algebras as follows.
Theorem 6.2. Any b∗-algebra is the Hausdorff projective limit of a family of C∗-algebras, and
vice versa [29]. 
In particular, every C∗-algebraA is a barreled b∗-algebra, i.e., every absorbing balanced closed
subset is a neighborhood of the origin of A.
Let us additionally assume that A is a nuclear algebra, i.e., a nuclear space (Section 14.2).
Then we have the following variant of the GNS representation Theorem 1.1 [29]
Theorem 6.3. Let A be a unital nuclear barreled b∗-algebra and f a positive continuous form
on A. There exists a unique (up to unitary equivalence) cyclic representation πf of A in a Hilbert
space Ef by operators on a common invariant domain D ⊂ Ef . This domain can be topologized
to conform a rigged Hilbert space such that all the operators representing A are continuous on
D. 
Example 6.1. The following is an example of nuclear barreled b∗-algebras which is very
familiar from quantum field theory [48, 49, 51]. Let Q be a nuclear space (Section 14.2). Let us
consider a direct limit
⊗̂Q = C⊕Q⊕Q⊗̂Q⊕ · · · ⊕Q⊗̂n ⊕ · · · (6.1)
of vector spaces
⊗̂≤nQ = C⊕Q⊕Q⊗̂Q⊕ · · · ⊕Q⊗̂n, (6.2)
where ⊗̂ is the topological tensor product with respect to Grothendieck’s topology (which coin-
cides with the ε-topology on the tensor product of nuclear spaces [41]). The space (6.1) is provided
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with the inductive limit topology, the finest topology such that the morphisms ⊗̂≤nQ→ ⊗̂Q are
continuous and, moreover, are imbeddings [61]. A convex subset V of ⊗̂Q is a neighborhood of
the origin in this topology iff V ∩ ⊗̂≤nQ is so in ⊗̂≤nQ. Furthermore, one can show that ⊗̂Q
is a unital nuclear barreled LF-algebra with respect to a tensor product [4]. The LF-property
implies that a linear form f on ⊗̂Q is continuous iff the restriction of f to each ⊗̂≤nQ is so [61].
If a continuous conjugation ∗ is defined on Q, the algebra ⊗̂Q is involutive with respect to the
operation
∗ (q1 ⊗ · · · ⊗ qn) = q∗n ⊗ · · · ⊗ q∗1 (6.3)
on Q⊗n extended by continuity and linearity to Q⊗̂n. Moreover, ⊗̂Q is a b∗-algebra as follows.
Since Q is a nuclear space, there is a family ‖.‖k, k ∈ N+, of continuous norms on Q. Let Qk
denote the completion of Q with respect to the norm ‖.‖k. Then one can show that the tensor
algebra ⊗Qk is a C∗-algebra and that ⊗̂Q (6.1) is a projective limit of these C∗-algebras with
respect to morphisms ⊗Qk+1 → ⊗Qk [29]. Since ⊗̂Q (6.1) is a nuclear barreled b∗-algebra, it
obeys GNS representation Theorem 6.3. Herewith, let us note that, due to the LF-property, a
positive continuous form f on ⊗̂Q is defined by a family of its restrictions fn to tensor products
⊗̂≤nQ. One also can restrict a form f and the corresponding representation πf to a tensor
algebra
AQ = ⊗Q ⊂ ⊗̂Q (6.4)
of Q. However, a representation πf (AQ) of AQ in a Hilbert space Ef need not be cyclic. 
In quantum field theory, one usually chooseQ the Schwartz space of functions of rapid decrease
(Sections 9 and 10).
7 Example. Commutative nuclear groups
Following Example 6.1 in a case of a real nuclear space Q, let us consider a commutative tensor
algebra
BQ = R⊕Q⊕Q ∨Q⊕ · · · ⊕
n∨Q⊕ · · · . (7.1)
Provided with the direct sum topology, BQ becomes a unital topological
∗-algebra. It coincides
with the universal enveloping algebra of the Lie algebra TQ of an additive Lie group T (Q) of
translations in Q. Therefore, one can obtain the states of an algebra BQ by constructing cyclic
strongly continuous unitary representations of a nuclear Abelian group T (Q).
Remark 7.1. Let us note that, in contrast to that studied in Section 5, a nuclear group T (Q)
is not locally compact, unless Q is finite-dimensional. ♦
A cyclic strongly continuous unitary representation π of T (Q) in a Hilbert space (E, 〈.|.〉E)
with a normalized cyclic vector θ ∈ E yields a complex function
Z(q) = 〈π(T (q))θ|θ〉E
on Q. This function is proved to be continuous and positive-definite, i.e., Z(0) = 1 and∑
i,j
Z(qi − qj)λiλj ≥ 0
for any finite set q1, . . . , qm of elements of Q and arbitrary complex numbers λ1, . . . , λm.
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In accordance with the well-known Bochner theorem for nuclear spaces (Theorem 14.4), any
continuous positive-definite function Z(q) on a nuclear space Q is the Fourier transform
Z(q) =
∫
exp[i〈q, u〉]µ(u) (7.2)
of a positive measure µ of total mass 1 on the dual Q′ of Q. Then the above mentioned repre-
sentation π of T (Q) can be given by the operators
TZ(q)ρ(u) = exp[i〈q, u〉]ρ(u) (7.3)
in a Hilbert space L2
C
(Q′, µ) of equivalence classes of square µ-integrable complex functions ρ(u)
on Q′. A cyclic vector θ of this representation is the µ-equivalence class θ ≈µ 1 of a constant
function ρ(u) = 1. Then we have
Z(q) = 〈TZ(q)θ|θ〉µ =
∫
exp[i〈q, u〉]µ. (7.4)
Conversely, every positive measure µ of total mass 1 on the dual Q′ of Q defines the cyclic
strongly continuous unitary representation (7.3) of a group T (Q). By virtue of the above men-
tioned Bochner theorem, it follows that every continuous positive-definite function Z(q) on Q
characterizes a cyclic strongly continuous unitary representation (7.3) of a nuclear Abelian group
T (Q). We agree to call Z(q) the generating function of this representation.
Remark 7.2. The representation (7.3) need not be topologically irreducible. For instance, let
ρ(u) be a function on Q′ such that a set where it vanishes is not a µ-null subset of Q′. Then the
closure of a set TZ(Q)ρ is a T (Q)-invariant closed subspace of L
2
C
(Q′, µ). ♦
Different generating functions Z(q) determine inequivalent representations TZ (7.3) of T (Q)
in general. One can show the following [22].
Theorem 7.1. Distinct generating functions Z(q) and Z ′(q) determine equivalent representa-
tions TZ and TZ′ (7.3) of T (Q) in Hilbert spaces L
2
C
(Q′, µ) and L2
C
(Q′, µ′) iff they are the Fourier
transform of equivalent measures on Q′. 
Indeed, let
µ′ = s2µ, (7.5)
where a function s(u) is strictly positive almost everywhere on Q′, and µ(s2) = 1. Then the map
L2C(Q
′, µ′) ∋ ρ(u)→ s(u)ρ(u) ∈ L2C(Q′, µ) (7.6)
provides an isomorphism between the representations TZ′ and TZ .
Similarly to the case of finite-dimensional Lie groups (Section 4), any strongly continuous
unitary representation (7.3) of a nuclear group T (Q) implies a representation of its Lie algebra
by operators
φ(q)ρ(u) = 〈q, u〉ρ(u) (7.7)
in the same Hilbert space L2
C
(Q′, µ). Their mean values read
〈φ(q)〉 = ωθ(φ(q)) = 〈φ(q)〉 =
∫
〈q, u〉µ(u). (7.8)
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The representation (7.7) is extended to that of the universal enveloping algebra BQ (7.1).
Remark 7.3. Let us consider representations of T (Q) with generating functions Z(q) such
that R ∋ t→ Z(tq) is an analytic function on R at t = 0 for all q ∈ Q. Then one can show that
a function 〈q|u〉 on Q′ is square µ-integrable for all q ∈ Q and that, consequently, the operators
φ(q) (7.7) are bounded everywhere in a Hilbert space L2
C
(Q′, µ). Moreover, the corresponding
mean values of elements of BQ can be computed by the formula
〈φ(q1) · · ·φ(qn)〉 = i−n ∂
∂α1
· · · ∂
∂αn
Z(αiqi)|αi=0 =
∫
〈q1, u〉 · · · 〈qn, u〉µ(u). (7.9)
♦
8 Infinite canonical commutation relations
The canonical commutation relations (CCR) are of central importance in AQT as a method
of canonical quantization. A remarkable result about CCR for finite degrees of freedom is the
Stone–von Neumann uniqueness theorem which states that all irreducible representations of these
CCR are unitarily equivalent [40]. On the contrary, CCR of infinite degrees of freedom admit
infinitely many inequivalent irreducible representations [21].
One can provide the comprehensive description of representations of CCR modelled over an
infinite-dimensional nuclear space Q [22, 24, 49].
Let Q be a real nuclear space endowed with a non-degenerate separately continuous Hermitian
form 〈.|.〉. This Hermitian form brings Q into a Hausdorff pre-Hilbert space. A nuclear space
Q, the completion Q˜ of a pre-Hilbert space Q, and the dual Q′ of Q make up the rigged Hilbert
space Q ⊂ Q˜ ⊂ Q′ (14.8).
Let us consider a group G(Q) of triples g = (q1, q2, λ) of elements q1, q2 of Q and complex
numbers λ, |λ| = 1, which are subject to multiplications
(q1, q2, λ)(q
′
1, q
′
2, λ
′) = (q1 + q
′
1, q2 + q
′
2, exp[i〈q2, q′1〉]λλ′). (8.1)
It is a Lie group whose group space is a nuclear manifold modelled over a vector space W =
Q ⊕ Q ⊕ R. Let us denote T (q) = (q, 0, 0), P (q) = (0, q, 0). Then the multiplication law (8.1)
takes a form
T (q)T (q′) = T (q + q′), P (q)P (q′) = P (q + q′), P (q)T (q′) = exp[i〈q|q′〉]T (q′)P (q). (8.2)
Written in this form, G(Q) is called the nuclear Weyl CCR group.
The complexified Lie algebra of a nuclear Lie group G(Q) is the unital Heisenberg CCR
algebra g(Q). It is generated by elements I, φ(q), π(q), q ∈ Q, which obey the Heisenberg CCR
[φ(q), I] = π(q), I] = [φ(q), φ(q′)] = [π(q), π(q′)] = 0, [π(q), φ(q′)] = −i〈q|q′〉I. (8.3)
There is the exponential map
T (q) = exp[iφ(q)], P (q) = exp[iπ(q)].
Due to the relation (14.7), the normed topology on a pre-Hilbert space Q defined by a Her-
mitian form 〈.|.〉 is coarser than the nuclear space topology. The latter is metric, separable
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and, consequently, second-countable. Hence, a pre-Hilbert space Q also is second-countable and,
therefore, admits a countable orthonormal basis. Given such a basis {qi} for Q, the Heisenberg
CCR (8.3) take a form
[φ(qj), I] = π(qj), I] = [φ(qj), φ(qk)] = [π(qk), π(qj)] = 0, [π(qj), φ(qk)] = −iδjkI.
AWeyl CCR group G(Q) contains two nuclear Abelian subgroups T (Q) and P (Q). Following
the representation algorithm in [22], we first construct representations of a nuclear Abelian group
T (Q). Then these representations under certain conditions can be extended to representations
of a Weyl CCR group G(Q).
Following Section 7, we treat a nuclear Abelian group T (Q) as being a group of translations
in a nuclear space Q. Let us consider its cyclic strongly continuous unitary representation TZ
(7.3) in a Hilbert space L2
C
(Q′, µ) of equivalence classes of square µ-integrable complex functions
ρ(u) on the dual Q′ of Q which is defined by the generating function Z (7.2). This representation
can be extended to a Weyl CCR group G(Q) if a measure µ possesses the following property.
Let uq, q ∈ Q, be an element of Q′ given by the condition 〈q′, uq〉 = 〈q′|q〉, q′ ∈ Q. These
elements form the range of a monomorphism Q → Q′ determined by a Hermitian form 〈.|.〉 on
Q. Let a measure µ in the expression (7.2) remain equivalent under translations
Q′ ∋ u→ u+ uq ∈ Q′, uq ∈ Q ⊂ Q′,
in Q′, i.e.,
µ(u + uq) = a
2(q, u)µ(u), uq ∈ Q ⊂ Q′, (8.4)
where a function a(q, u) is square µ-integrable and strictly positive almost everywhere on Q′.
This function fulfils the relations
a(0, u) = 1, a(q + q′, u) = a(q, u)a(q′, u+ uq). (8.5)
A measure on Q′ obeying the condition (8.4) is called translationally quasi-invariant, though it
does not remain equivalent under an arbitrary translation in Q′, unless Q is finite-dimensional.
Let the generating function Z (7.2) of a cyclic strongly continuous unitary representation of
a nuclear group T (Q) be the Fourier transform of a translationally quasi-invariant measure µ on
Q′. Then one can extend the representation (7.3) of this group to a unitary strongly continuous
representation of a Weyl CCR group G(Q) in a Hilbert space L2
C
(Q′, µ) by the operators (5.6) in
Example 5.2. These operators read
PZ(q)ρ(u) = a(q, u)ρ(u+ uq). (8.6)
Herewith, the following is true.
Theorem 8.1. Equivalent representations of a group T (Q) are extended to equivalent represen-
tations of a Weyl CCR group G(Q). 
Proof. Let µ′ (7.5) be a µ-equivalent positive measure of total mass 1 on Q′. The equality
µ′(u+ uq) = s
−2(u)a2(q, u)s2(u+ uq)µ
′(u)
shows that it also is translationally quasi-invariant. Then the isomorphism (7.6) between repre-
sentations TZ and TZ′ of a nuclear Abelian group T (Q) is extended to the isomorphism
PZ′(q) = s
−1PZ(q)s : ρ(u)→ s−1(u)a(q, u)s(u + uq)ρ(u+ uq)
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of the corresponding representations of a Weyl CCR group G(Q). ♦
Similarly to the case of finite-dimensional Lie groups (Section 4), any strongly continuous
unitary representation TZ (7.3), PZ (8.6) of a nuclear Weyl CCR group G(Q) implies a repre-
sentation of its Lie algebra g(Q) by (unbounded) operators in the same Hilbert space L2
C
(Q′, µ)
[24, 49]. This representation reads
φ(q)ρ(u) = 〈q, u〉ρ(u), π(q)ρ(u) = −i(δq + η(q, u))ρ(u), (8.7)
δqρ(u) = lim
α→0
α−1[ρ(u+ αuq)− ρ(u)], α ∈ R,
η(q, u) = lim
α→0
α−1[a(αq, u)− 1]. (8.8)
It follows at once from the relations (8.5) that
δqδq′ = δq′δq, δq(η(q
′, u)) = δq′(η(q, u)),
δq = −δ−q, δq(〈q′, u〉) = 〈q′|q〉,
η(0, u) = 0, u ∈ Q′, δqθ = 0, q ∈ Q.
Then it is easily justified that the operators (8.7) fulfil the Heisenberg CCR (8.3). The unitarity
condition implies the conjugation rule
〈q, u〉∗ = 〈q, u〉, δ∗q = −δq − 2η(q, u).
Hence, the operators (8.7) are Hermitian.
The operators π(q) (8.7), unlike φ(q), act in a subspace E∞ of all smooth complex functions
in L2
C
(Q′, µ) whose derivatives of any order also belongs to L2
C
(Q′, µ). However, E∞ need not be
dense in a Hilbert space L2
C
(Q′, µ), unless Q is finite-dimensional.
A space E∞ also is a carrier space of a representation of the universal enveloping algebra
g(Q) of a Heisenberg CCR algebra g(Q). The representations of g(Q) and g(Q) in E∞ need
not be irreducible. Therefore, let us consider a subspace Eθ = g(Q)θ of E∞, where θ is a cyclic
vector for a representation of a Weyl CCR group in L2
C
(Q′, µ). Obviously, a representation of a
Heisenberg CCR algebra g(Q) in Eθ is algebraically irreducible.
One also introduces creation and annihilation operators
a±(q) =
1√
2
[φ(q)∓ iπ(q)] = 1√
2
[∓δq ∓ η(q, u) + 〈q, u〉]. (8.9)
They obey the conjugation rule (a±(q))∗ = a∓(q) and the commutation relations
[a−(q), a+(q′)] = 〈q|q′〉1, [a+(q), a+(q′)] = [a−(q), a−(q′)] = 0.
The particle number operator N in a carrier space Eθ is defined by conditions
[N, a±(q)] = ±a±(q)
up to a summand λ1. With respect to a countable orthonormal basis {qk}, this operator N is
given by a sum
N =
∑
k
a+(qk)a
−(qk), (8.10)
but need not be defined everywhere in Eθ, unless Q is finite-dimensional.
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Gaussian measures given by the Fourier transform (14.28) exemplify a physically relevant
class of translationally quasi-invariant measures on the dual Q′ of a nuclear space Q. Their
Fourier transforms obey the analiticity condition in Remark 7.3.
Let µK denote a Gaussian measure on Q
′ whose Fourier transform is a generating function
ZK = exp[−1
2
MK(q)] (8.11)
with the covariance form
MK(q) = 〈K−1q|K−1q〉, (8.12)
where K is a bounded invertible operator in the Hilbert completion Q˜ of Q with respect to a
Hermitian form 〈.|.〉. The Gaussian measure µK is translationally quasi-invariant, i.e.,
µK(u+ uq) = a
2
K(q, u)µK(u).
Using the formula (7.9), one can show that
aK(q, u) = exp[−1
4
MK(Sq)− 1
2
〈Sq, u〉], (8.13)
where S = KK∗ is a bounded Hermitian operator in Q˜.
Let us construct a representation of a CCR algebra g(Q) determined by the generating func-
tion ZK (8.11). Substituting the function (8.13) into the formula (8.8), we obtain
η(q, u) = −1
2
〈Sq, u〉.
Hence, the operators φ(q) and π(q) (8.7) take a form
φ(q) = 〈q, u〉, π(q) = −i(δq − 1
2
〈Sq, u〉). (8.14)
Accordingly, the creation and annihilation operators (8.9) read
a±(q) =
1√
2
[∓δq ± 1
2
〈Sq, u〉+ 〈q, u〉]. (8.15)
They act on the subspace Eθ, θ ≈µK 1, of a Hilbert space L2C(Q′, µK), and they are Hermitian
with respect to a Hermitian form 〈.|.〉µK on L2C(Q′, µK).
Remark 8.1. If a representation of CCR is characterized by the Gaussian generating function
(8.11), it is convenient for a computation to express all operators into the operators δq and φ(q),
which obey commutation relations
[δq, φ(q
′)] = 〈q′|q〉.
For instance, we have
π(q) = −iδq − i
2
φ(Sq).
The mean values 〈φ(q1) · · ·φ(qn)δq〉 vanish, while the meanvalues 〈φ(q1) · · ·φ(qn)〉, defined by the
formula (7.9), obey the Wick theorem relations
〈φ(q1) · · ·φ(qn)〉 =
∑
〈φ(qi1 )φ(qi2 )〉 · · · 〈φ(qin−1 )φ(qin)〉, (8.16)
25
where the sum runs through all partitions of a set 1, . . . , n in ordered pairs (i1 < i2), . . . (in−1 <
in), and where
〈φ(q)φ(q′)〉 = 〈K−1q|K−1q′〉.
♦
In particular, let us put K =
√
2 · 1. Then the generating function (8.11) takes a form
ZF(q) = exp[−1
4
〈q|q〉], (8.17)
and defines the Fock representation of a Heisenberg CCR algebra g(Q):
φ(q) = 〈q, u〉, π(q) = −i(δq − 〈q, u〉), (8.18)
a+(q) =
1√
2
[−δq + 2〈q, u〉], a−(q) = 1√
2
δq.
Its carrier space is the subspace Eθ, θ ≈µF 1 of the Hilbert space L2C(Q′, µF), where µF denotes
a Gaussian measure whose Fourier transform is (8.17). We agree to call it the Fock measure.
The Fock representation (8.18) up to an equivalence is characterized by the existence of a
cyclic vector θ such that
a−(q)θ = 0, q ∈ Q. (8.19)
For the representation in question, this is θ ≈µF 1. An equivalent condition is that the par-
ticle number operator N (8.10) exists and its spectrum is lower bounded. The corresponding
eigenvector of N in Eθ is θ itself so that Nθ = 0. Therefore, it is treated a particleless vacuum.
A glance at the expression (8.15) shows that the condition (8.19) does not hold, unless ZK is
ZF (8.17). For instance, the particle number operator in the representation (8.15) reads
N =
∑
j
a+(qj)a
−(qj) =
∑
j
[−δqjδqj + Sjk〈qk, u〉∂qj +
(δkm − 1
4
SjkS
j
m)〈qk, u〉〈qm, u〉 − (δjj −
1
2
Sjj )],
where {qk} is an orthonormal basis for a pre-Hilbert space Q. One can show that this operator
is defined everywhere on Eθ and is lower bounded only if the operator S is a sum of the scalar
operator 2 · 1 and a nuclear operator in Q˜, in particular, if
Tr(1− 1
2
S) <∞.
This condition also is sufficient for measures µK and µF (and, consequently, the corresponding
representations) to be equivalent [22]. For instance, a generating function
Zc(q) = exp[−c
2
2
〈q|q〉], c2 6= 1
2
,
defines a non-Fock representation of nuclear CCR.
Remark 8.2. Since the Fock measure µF on Q
′ remains equivalent only under translations by
vectors uq ∈ Q ⊂ Q′, the measure
µσ(u) = µF(u + σ), σ ∈ Q′ \Q,
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on Q′ determines a non-Fock representation of nuclear CCR. Indeed, this measure is translation-
ally quasi-invariant:
µσ(u + uq) = a
2
σ(q, u)µσ(u), aσ(q, u) = aF(q, u − σ),
and its Fourier transform
Zσ(q) = exp[i〈q, σ〉]ZF(q)
is a positive-definite continuous function on Q. Then the corresponding representation of a CCR
algebra is given by operators
a+(q) =
1√
2
(−δq + 2〈q, u〉 − 〈q, σ〉), a−(q) = 1√
2
(δq + 〈q, σ〉). (8.20)
In comparison with the all above mentioned representations, these operators possess non-vanishing
vacuum mean values
〈a±(q)θ|θ〉µF = 〈q, σ〉.
If σ ∈ Q ⊂ Q′, the representation (8.20) becomes equivalent to the Fock representation (8.18)
due to a morphism
ρ(u)→ exp[−〈σ, u〉]ρ(u + σ).
♦
Remark 8.3. Let us note that the non-Fock representation (8.14) of the CCR algebra (8.3) in
a Hilbert space L2
C
(Q′, µK) is the Fock representation
φK(q) = φ(q) = 〈q, u〉, πK(q) = π(S−1q) = −i(δKq −
1
2
〈q, u〉), δKq = δS−1q,
of a CCR algebra {φK(q), πK(q), I}, where
[φK(q), πK(q)] = i〈K−1q|K−1q′〉I.
♦
9 Free quantum fields
There are two main algebraic formulation of QFT. In the framework of the first one, called local
QFT, one associates to a certain class of subsets of a Minkowski space a net of von Neumann,
C∗- or Op∗-algebras which obey certain axioms [2, 15, 25, 26, 27]. Its inductive limit is called
either a global algebra (in the case of von Neumann algebras) or a quasilocal algebra (for a net of
C∗-algebras). This construction is extended to non-Minkowski spaces, e.g., globally hyperbolic
spacetimes [13, 14, 45].
In a different formulation of algebraic QFT with reference to the field-particle dualism, real-
istic quantum field models are described by tensor algebras, as a rule.
Let Q be a nuclear space. Let us consider the direct limit ⊗̂Q (6.1) of the vector spaces ⊗̂≤nQ
(6.2) where ⊗̂ is the topological tensor product with respect to Grothendieck’s topology. As was
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mentioned above, provided with the inductive limit topology, the tensor algebra ⊗̂Q (6.1) is a
unital nuclear b∗-algebra (Example 6.1). Therefore, one can apply GNS representation Theorem
6.3 to it. A state f of this algebra is given by a tuple {fn} of continuous forms on the tensor
algebra AQ (6.4). Its value f(q
1 · · · qn) are interpreted as the vacuum expectation of a system of
fields q1, . . . , qn.
In algebraic QFT, one usually choose by Q the Schwartz space of functions of rapid decrease.
Remark 9.1. By functions of rapid decrease on an Euclidean space Rn are called complex
smooth functions ψ(x) such that the quantities
‖ψ‖k,m = max
|α|≤k
sup
x
(1 + x2)m|Dαψ(x)| (9.1)
are finite for all k,m ∈ N. Here, we follow the standard notation
Dα =
∂|α|
∂α1x1 · · · ∂αnxn , |α| = α1 + · · ·+ αn,
for an n-tuple of natural numbers α = (α1, . . . , αn). The functions of rapid decrease constitute
a nuclear space S(Rn) with respect to the topology determined by the seminorms (9.1). Its dual
is a space S′(Rn) of tempered distributions [7, 22, 41]. The corresponding contraction form is
written as
〈ψ, h〉 =
∫
ψ(x)h(x)dnx, ψ ∈ S(Rn), h ∈ S′(Rn).
A space S(Rn) is provided with a non-degenerate separately continuous Hermitian form
〈ψ|ψ′〉 =
∫
ψ(x)ψ′(x)dnx.
The completion of S(Rn) with respect to this form is a space L2C(R
n) of square integrable complex
functions on Rn. We have a rigged Hilbert space
S(Rn) ⊂ L2C(Rn) ⊂ S′(Rn).
Let Rn denote the dual of R
n coordinated by (pλ). The Fourier transform
ψF (p) =
∫
ψ(x)eipxdnx, px = pλx
λ, (9.2)
ψ(x) =
∫
ψF (p)e−ipxdnp, dnp = (2π)
−ndnp, (9.3)
defines an isomorphism between the spaces S(Rn) and S(Rn). The Fourier transform of tempered
distributions is given by the condition∫
h(x)ψ(x)dnx =
∫
hF (p)ψF (−p)dnp,
and it is written in the form (9.2) – (9.3). It provides an isomorphism between the spaces of
tempered distributions S′(Rn) and S′(Rn). ♦
For the sake of simplicity, we here restrict our consideration to real scalar fields and choose
by Q the real subspace RS4 of the Schwartz space S(R4) of smooth complex functions of rapid
decrease on R4 [49]. Since a subset
n⊗S(Rk) is dense in S(Rkn), we henceforth identify the tensor
algebra ARS4 (6.4) of a nuclear space RS
4 with the algebra
A = R⊕RS4 ⊕ RS8 ⊕ · · · , (9.4)
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called the Borchers algebra [8, 27, 49]. Any state f of this algebra is represented by a collection
of tempered distributions {Wk ∈ S′(R4k)} by the formula
f(ψk) =
∫
Wk(x1, . . . , xk)ψk(x1, . . . , xk)d
4x1 · · · d4xk, ψk ∈ RS4k.
For instance, the states of scalar quantum fields in a Minkowski space R4 are described by the
Wightman functions Wn ⊂ S′(R4k) in the Minkowski space which obey the Garding–Wightman
axioms of axiomatic QFT [7, 64, 66]. Let us mention the Poincare´ covariance axiom, the condition
of the existence and uniqueness of a vacuum θ0, and the spectrum condition. They imply that:
(i) a carrier Hilbert space EW of Wightman quantum fields admits a unitary representation of a
Poinare´ group, (ii) a space EW contains a unique (up to scalar multiplications) vector ψ0, called
the vacuum vector, invariant under Poincare´ transformations, (iii) the spectrum of an energy-
momentum operator lies in the closed positive light cone. In particular, the Poincare´ covariance
condition implies the translation invariance and the Lorentz covariance of Wightman functions.
Due to the translation invariance of Wightman functions Wk, there exist tempered distributions
wk ∈ S′(R4k−4), also called Wightman functions, such that
Wk(x1, . . . , xk) = wk(x1 − x2, . . . , xk−1 − xk). (9.5)
Note that Lorentz covariant tempered distributions for one argument only are well described
[7, 67]. In order to modify Wightman’s theory, one studies different classes of distributions which
Wightman functions belong to [59, 60].
Let us here focus on states of the Borchers algebra A (9.4) which describe free quantum scalar
fields of mass m [49, 51].
Let us provide a nuclear space RS4 with a positive complex bilinear form
(ψ|ψ′)m = 2
i
∫
ψ(x)D−m(x− y)ψ′(y)d4xd4y =
∫
ψF (−ω,−→p )ψ′F (ω,→p )d3p
ω
, (9.6)
D−m(x) = i(2π)
−3
∫
exp[−ipx]θ(p0)δ(p2 −m2)d4p, (9.7)
ω = (
→
p
2
+m2)1/2,
where p2 is the Minkowski square, θ(p0) is the Heaviside function, and D
−
m(x) is the negative
frequency part of the Pauli–Jordan function
Dm(x) = i(2π)
−3
∫
exp[−ipx](θ(p0)− θ(−p0))δ(p2 −m2)d4p. (9.8)
Since a function ψ(x) is real, its Fourier transform (9.2) satisfies an equality ψF (p) = ψ
F
(−p).
The bilinear form (9.6) is degenerate because the Pauli–Jordan function D−m(x) obeys a mass
shell equation
(+m2)D−m(x) = 0.
It takes non-zero values only at elements ψF ∈ RS4 which are not zero on a mass shell p2 = m2.
Therefore, let us consider the quotient space
γm : RS
4 → RS4/J, (9.9)
where
J = {ψ ∈ RS4 : (ψ|ψ)m = 0}
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is the kernel of the square form (9.6). The map γm (9.9) assigns the couple of functions
(ψF (ω,
→
p ), ψF (−ω,→p )) to each element ψ ∈ RS4 with a Fourier transform ψF (p0,→p ) ∈ RS4.
Let us equip the factor space RS4/J with a real bilinear form
(γψ|γψ′)L = Re(ψ|ψ′) = (9.10)
1
2
∫
[ψF (−ω,−→p )ψ′F (ω,→p ) + ψF (ω,−→p )ψ′F (−ω,→p )]d3
→
p
ω
.
Then it is decomposed into a direct sum RS4/J = L+ ⊕ L− of subspaces
L± = {ψF±(ω,→p ) =
1
2
(ψF (ω,
→
p )± ψF (−ω,→p ))},
which are mutually orthogonal with respect to the bilinear form (9.10).
There exist continuous isometric morphisms
γ+ : ψ
F
+(ω,
→
p )→ qF (→p ) = ω−1/2ψF+(ω,
→
p ), γ− : ψ
F
−(ω,
→
p )→ qF (→p ) = −iω−1/2ψF−(ω,
→
p )
of spaces L+ and L− to a nuclear spaceRS3 endowed with a non-degenerate separately continuous
Hermitian form
〈q|q′〉 =
∫
qF (−→p )q′F (→p )d3p. (9.11)
It should be emphasized that the images γ+(L
+) and γ−(L
−) in RS3 are not orthogonal with
respect to the scalar form (9.11). Combining γm (9.9) and γ±, we obtain continuous morphisms
τ± : RS
4 → RS3 given by the expressions
τ+(ψ) = γ+(γmψ)+ =
1
2ω1/2
∫
[ψF (ω,
→
p ) + ψF (−ω,→p )] exp[−i→p →x ]d3p,
τ−(ψ) = γ−(γmψ)− =
1
2iω1/2
∫
[ψF (ω,
→
p )− ψF (−ω,→p )] exp[−i→p →x ]d3p.
Now let us consider a Heisenberg CCR algebra
g(RS3) = {(φ(q), π(q)), I, q ∈ RS3} (9.12)
modelled over a nuclear space RS3, which is equipped with the Hermitian form (9.11) (Section
8). Using the morphisms τ±, let us define a map
Γm : RS
4 ∋ ψ → φ(τ+(ψ))− π(τ−(ψ)) ∈ g(RS3). (9.13)
With this map, one can think of (9.12) as being the algebra of instantaneous CCR of scalar fields
on a Minkowski space R4. Owing to the map (9.13), any representation of the Heisenberg CCR
algebra g(RS3) (9.12) defined by a translationally quasi-invariant measure µ on S′(R3) induces
a state
fm(ψ
1 · · ·ψn) = 〈φ(τ+(ψ1)) + π(τ−(ψ1))] · · · [φ(τ+(ψn)) + π(τ−(ψn))]〉 (9.14)
of the Borchers algebra A (9.4). Furthermore, one can justify that the corresponding distributions
Wn fulfil the mass shell equation and that the following commutation relation holds:
W2(x, y)−W2(y, x) = −iDm(x− y),
where Dm(x − y) is the Pauli–Jordan function (9.8). Thus, the state (9.14) of the Borchers
algebra A (9.4) describes quantum scalar fields of mass m.
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For instance, let us consider the Fock representation ZF(q) (8.17) of the Heisenberg CCR
algebra g(RS3) (9.12). Using the formulae in Remark 8.1 where a form 〈q|q′〉 is given by the
expression (9.11), one observes that the state fm (9.14) satisfies the Wick theorem relations
fm(ψ
1 · · ·ψn) =
∑
(i1...in)
f2(ψ
i1ψi2) · · · f2(ψin−1ψin), (9.15)
where a state f2 is given by the Wightman function
W2(x, y) =
1
i
D−m(x− y). (9.16)
Thus, the state fm (9.15) describes free quantum scalar fields of mass m.
Similarly, one can obtain states of the Borchers algebra A (9.4) generated by non-Fock repre-
sentations (8.11) of the instantaneous CCR algebra g(RS3), e.g., if K−1 = c1 6= 2−1/21. These
states fail to be defined by Wightman functions.
It should be emphasized that, given a different mass m′, we have a different map Γm′ (9.13)
of the Borchers algebra A (9.4) to the Heisenberg CCR algebra g(RS3) (9.12). Accordingly, the
Fock representation ZF(q) (8.17) of the Heisenberg CCR algebra g(RS
3) (9.12) yields the state
fm′ (9.15) where a state f2 is given by the Wightman function
W2(x, y) =
1
i
D−m′(x− y). (9.17)
If m 6= m′, the states fm and fm′ (9.15) the Borchers algebra A (9.4) are inequivalent because
its representations Γm and Γm′ (9.13) possess different kernels.
10 Euclidean QFT
In QFT, interacting quantum fields created at some instant and annihilated at another one are
described by complete Green functions. They are given by the chronological functionals
f c(ψk) =
∫
W ck (x1, . . . , xk)ψk(x1, . . . , xk)d
4x1 · · · d4xk, ψk ∈ RS4k, (10.1)
W ck (x1, . . . , xk) =
∑
(i1...ik)
θ(x0i1 − x0i2) · · · θ(x0ik−1 − x0in)Wk(x1, . . . , xk), (10.2)
where Wk ∈ S′(R4k) are tempered distributions, and the sum runs through all permutations
(i1 . . . ik) of the tuple of numbers 1, . . . , k [6].
A problem is that the functionalsW ck (10.2) need not be tempered distributions. For instance,
W c1 ∈ S′(R) iff W1 ∈ S′(R∞), where R∞ is the compactification of R by means of a point
{+∞} = {−∞} [7]. Moreover, chronological forms are not positive. Therefore, they do not
provide states of the Borchers algebra A (9.4) in general.
At the same time, the chronological forms (10.2) come from the Wick rotation of Euclidean
states of the Borchers algebra [48, 49, 51]. As is well known, the Wick rotation enables one
to compute the Feynman diagrams of perturbed QFT by means of Euclidean propagators. Let
us suppose that it is not a technical trick, but quantum fields in an interaction zone are really
Euclidean. It should be emphasized that the above mentioned Euclidean states differ from the
well-known Schwinger functions in the Osterwalder–Shraded Euclidean QFT [7, 38, 49, 51, 55, 66].
The Schwinger functions are the Laplace transform of Wightman functions, but not chronological
forms.
31
Since the chronological forms (10.2) are symmetric, the Euclidean states of a Borchers algebra
A can be obtained as states of the corresponding commutative tensor algebra BRS4 (7.1) [48,
49, 51]. Provided with the direct sum topology, BRS4 becomes a topological involutive algebra.
It coincides with the enveloping algebra of the Lie algebra of an additive Lie group T (RS4) of
translations in RS4. Therefore, one can obtain states of an algebra BRS4 by constructing cyclic
strongly continuous unitary representations of a nuclear Abelian group T (RS4) (Section 7). Such
a representation is characterized by a continuous positive-definite generating function Z on SR4.
By virtue of Bochner Theorem 14.4, this function is the Fourier transform
Z(φ) =
∫
exp[i〈φ, y〉]dµ(y) (10.3)
of a positive measure µ of total mass 1 on the dual (RS4)′ of RS4. Then the above mentioned
representation of T (RS4) can be given by operators
φ̂ρ(y) = exp[i〈φ, y〉]ρ(y) (10.4)
in a Hilbert space L2
C
((RS4)′, µ) of the equivalence classes of square µ-integrable complex func-
tions ρ(y) on (RS4)′. A cyclic vector θ of this representation is the µ-equivalence class θ ≈µ 1 of
the constant function ρ(y) = 1.
Conversely, every positive measure µ of total mass 1 on the dual (RS4)′ of RS4 defines
the cyclic strongly continuous unitary representation (10.4) of a group T (RS4). Herewith, dis-
tinct generating functions Z and Z ′ characterize equivalent representations TZ and TZ′ (10.4) of
T (RS4) in the Hilbert spaces L2
C
((RS4)′, µ) and L2
C
((RS4)′, µ′) iff they are the Fourier transform
of equivalent measures on (RS4)′ (Theorem 7.1).
If a generating function Z obeys the analiticity condition in Remark 7.3, a state f of BRS4 is
given by the expression
fk(φ1 · · ·φk) = i−k ∂
∂α1
· · · ∂
∂αk
Z(αiφi)|αi=0 =
∫
〈φ1, y〉 · · · 〈φk, y〉dµ(y). (10.5)
Then one can think of Z (10.3) as being a generating functional of complete Euclidean Green
functions fk (10.5).
For instance, free Euclidean fields are described by Gaussian states. Their generating func-
tions are of the form
Z(φ) = exp(−1
2
M(φ, φ)), (10.6)
where M(φ, φ) is a positive-definite Hermitian bilinear form on RS4 continuous in each variable.
They are the Fourier transform of some Gaussian measure on (RS4)′. In this case, the forms fk
(10.5) obey the Wick relations (8.16) where
f1 = 0, f2(φ, φ
′) =M(φ, φ′).
Furthermore, a covariance form M on RS4 is uniquely determined as
M(φ1, φ2) =
∫
W2(x1, x2)φ1(x1)φ2(x2)d
nx1d
nx2. (10.7)
by a tempered distribution W2 ∈ S′(R8).
In particular, let a tempered distributionM(φ, φ′) in the expression (10.7) be Green’s function
of some positive elliptic differential operator E , i.e.,
Ex1W2(x1, x2) = δ(x1 − x2),
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where δ is Dirac’s δ-function. Then the distribution W2 reads
W2(x1, x2) = w(x1 − x2), (10.8)
and we obtain a form
f2(φ1φ2) =M(φ1, φ2) =
∫
w(x1 − x2)φ1(x1)φ2(x2)d4x1d4x2 =∫
w(x)φ1(x1)φ2(x1 − x)d4xd4x1 =
∫
w(x)ϕ(x)d4x =
∫
wF (p)ϕF (−p)d4p,
x = x1 − x2, ϕ(x) =
∫
φ1(x1)φ2(x1 − x)d4x1.
For instance, if
Ex1 = −∆x1 +m2,
where ∆ is the Laplacian, then
w(x1 − x2) =
∫
exp(−iq(x1 − x2))
p2 +m2
d4p, (10.9)
where p2 is the Euclidean square, is the propagator of a massive Euclidean scalar field. Note
that, restricted to the domain (x01−x02) < 0, it coincides with the Schwinger function s2(x1−x2).
Let wF be the Fourier transform of the distribution w (10.8). Then its Wick rotation is the
functional
w˜(x) = θ(x)
∫
Q+
wF (p) exp(−px)d4p+ θ(−x)
∫
Q
−
wF (p) exp(−px)d4p
on scalar fields on a Minkowski space [49, 51]. For instance, let w(x) be the Euclidean propagator
(10.9) of a massive scalar field. Then due to the analyticity of
wF (p) = (p2 +m2)−1
on the domain Im p ·Re p > 0, one can show that w˜(x) = −iDc(x) where Dc(x) is familiar causal
Green’s function.
A problem is that a measure µ in the generating function Z (10.3) fails to be written in an
explicit form.
At the same time, a measure µ on (RS4)′ is uniquely defined by a set of measures µN on
the finite-dimensional spaces RN = (RS
4)′/E where E ⊂ (RS4)′ denotes a subspace of forms
on RS4 which are equal to zero at some finite-dimensional subspace RN ⊂ RS4. The measures
µN are images of µ under the canonical mapping (RS
4)′ → RN . For instance, every vacuum
expectation fn(φ1 · · ·φn) (10.5) admits the representation by an integral
fk(φ1 · · ·φk) =
∫
〈w, φ1〉 · · · 〈w, φk〉dµN (w) (10.10)
for any finite-dimensional subspace RN which contains φ1, . . . , φk. In particular, one can replace
the generating function (10.3) by the generating function
ZN (λie
i) =
∫
exp(iλiw
i)µN (w
i)
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on RN where {ei} is a basis for RN and {wi} are coordinates with respect to the dual basis for
RN . If f is a Gaussian state, we have the familiar expression (14.29):
dµN = (2π det[M
ij ])−N/2 exp[−1
2
(M−1)ijw
iwj ]dNw, (10.11)
where M ij =M(ei, ej) is a non-degenerate covariance matrix.
The representation (10.10) however is not unique, and the measure µN depends on the spec-
ification of a finite-dimensional subspace RN of RS4.
Remark 10.1. Note that an expression
exp(−
∫
L(φ)d4x)
∏
x
[dφ(x)] (10.12)
conventionally used in perturbed QFT is a symbolic functional integral, but not a true measure
[23, 30, 56]. In particular, it is translationally invariant, i.e.,
[dφ(x)] = [d(φ(x) + const.)],
whereas there is no (translationally invariant) Lebesgue measure on infinite-dimensional vector
space as a rule (see [63] for an example of such a measure). ♦
11 Higgs vacuum
In contrast to the formal expression (10.12) of perturbed QFT, the true integral representation
(10.3) of generating functionals enables us to handle non-Gaussian and inequivalent Gaussian
representations of the commutative tensor algebra BQ (7.1) of Euclidean scalar fields. Here, we
describe one of such a representation as a model of a Higgs vacuum [47, 48].
In Standard Model of particle physics, Higgs vacuum is represented as a constant background
part σ0 of a Higgs scalar field σ [36, 58]. In algebraic QFT, one can describe free Higgs field
similar to matter fields by a commutative tensor algebra BΣ where Σ is a real nuclear space.
Let Z(σ̂) be the generating function (10.6) of a Gaussian state of BΣ, and let µ be the
corresponding Gaussian measure on the dual Σ′ of Σ. In contrast with a finite-dimensional case,
Gaussian measures on infinite-dimensional spaces fail to be quasi-invariant under translations as
a rule. The introduction of a Higgs vacuum means a translation
γ : Σ′ ∋ σ → σ + σ0 ∈ Σ′, σ0 ∈ Σ′
in a space Σ′ such that an original Gaussian measure µ(σ) is replaced by a measure µσ0(σ) =
µ(σ + σ0) possessing the Fourier transform
Zσ0(σ̂) = exp(i〈σ̂, σ0〉Z(σ̂)
The measures µ and µσ0 are equivalent iff a vector σ0 ∈ Σ′ belongs to the canonical image of
Σ in Σ′ with respect to the scalar form 〈|〉 = M(, ) (Remark 8.2). Then the measures µ and
µσ0 define the equivalent states (10.5) of an algebra BΣ. This equivalence is performed by the
unitary operator
ρ(σ)→ exp(−〈σ|σ0〉)ρ(σ + σ0), ρ(σ) ∈ L2(Σ′, µ).
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This operator fails to be constructed if σ0 ∈ Σ′ \Σ, and the measures µ and µσ0 are inequivalent.
Following the terminology of Standard Model, let us call σ0 ∈ Σ′ \ Σ the Higgs vacuum field
and σ ∈ Σ ⊂ Σ′ the Higgs boson fields. Then we can say the following.
(i) A Higgs vacuum field σ0 and Higgs boson fields σ belong to different classes of functions.
For instance, one usually chooses a constant Higgs vacuum field σ0 in QFT. If Σ = RS
4, a
constant function is an element of (SR4)′ \ SR4. At the same time, since Σ is dense in Σ′,
the elements σ0 and σ can be arbitrarily closed to each other with respect to a topology in Σ
′.
However, a covariance form M and some other functions being well defined at points σ become
singular at points σ0.
(ii) One can think of a Higgs vacuum field σ0 as being the classical one in the sense that
σ0 ∈ Σ′ \ Σ, whereas Higgs boson fields σ ∈ Σ ⊂ Σ′ are quantized fields because the possess
quantum partners σ̂ ∈ Σ ⊂ BΣ.
(iii) States of Higgs boson fields in the presence of in equivalent Higgs vacua are inequivalent.
(iv) Let the generating function Z and Zσ0 be restricted to some finite-dimensional subspace
RN ⊂ Σ. Then there exists an element σ0N ∈ RN such that 〈σ̂, σ0〉 = 〈σ̂|σ0N 〉 for any σ̂ ∈ RN .
As a consequence, a generating function Zσ0 takes a form
Zσ0N (λiσ̂
i) = (2π det[M ij ])−N/2
∫
exp(λiσ
i) exp[−1
2
(M−1)ij(σ − σ0N )i(σ − σ0N )j ]dNσ,
whereM ij is the covariance matrix of ZN , σ
i denote coordinates in RN , and σ
i
0N are coordinates
of a vector σ0N in RN . It follows that, if a number of quantum Higgs boson fields
whσ is finite, their interaction with a classical Higgs vacuum field σ0 reduced to an interaction
with some quantum fields σ̂0N by perturbation theory.
In Standard Model, a Higgs vacuum is responsible for spontaneous symmetry breaking. Let
us study this phenomenon (Sections 12 and 13).
12 Automorphisms of quantum systems
In order to say something, we mainly restrict our analysis to automorphisms of C∗ algebras.
We consider uniformly and strongly continuous one-parameter groups of automorphisms of
C∗-algebras. Let us note that any weakly continuous one-parameter group of endomorphism of
a C∗-algebra also is also strongly continuous and their weak and strong generators coincide with
each other [12, 24].
Remark 12.1. There is the following relation between morphisms of a C∗-algebra A and a
set F (A) of its states which is a convex subset of the dual A′ of A (Theorem 3.10). A linear
morphism γ of a C∗-algebra A as a vector space is called the Jordan morphism if relations
γ(ab+ ba) = γ(a)γ(b) + γ(b)γ(a), φ(a∗) = γ(a)∗, a, b ∈ A.
hold. One can show the following [20]. Let γ be a Jordan automorphism of a unital C∗-algebra
A. It yields the dual weakly∗ continuous affine bijection γ′ of F (A) onto itself, i.e.,
γ′(λf + (1− λ)f ′) = λγ′(f) + (1− λ)γ′(f ′), f, f ′,∈ F (A), λ ∈ [0, 1].
Conversely, any such a map of F (A) is the dual to some Jordan automorphism of A. However,
if G is a connected group of weakly continuous Jordan automorphisms of a unital C∗-algebra A
is a weakly (and, consequently, strongly) continuous group of automorphisms of A. ♦
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A topological group G is called the strongly (resp. uniformly) continuous group of auto-
morphisms of a C∗-algebra A if there is its continuous monomorphism to the group Aut (A) of
automorphisms of A provided with the strong (resp. normed) operator topology, and if its action
on A is separately continuous.
One usually deals with strongly continuous groups of automorphisms because of the following
reason. Let G(R) be one-parameter group of automorphisms of a C∗-algebra A. This group is
uniformly (resp. strongly) continuous if it is a range of a continuous map of R to the group
Aut (A) of automorphisms of A which is provided with the normed (resp. strong) operator
topology and whose action on A is separately continuous. A problem is that, if a curve G(R) in
Aut (A) is continuous with respect to the normed operator topology, then a curve G(R)(a) for any
a ∈ A is continuous in a C∗-algebra A, but the converse is not true. At the same time, a curve
G(R) is continuous in Aut (A) with respect to the strong operator topology iff a curve G(R)(a)
for any a ∈ A is continuous in A. By this reason, strongly continuous one-parameter groups of
automorphisms of C∗-algebras are most interesting. However, the infinitesimal generator of such
a group fails to be bounded, unless this group is uniformly continuous.
Remark 12.2. If G(R) is a strongly continuous one-parameter group of automorphisms of a
C∗-algebra A, there are the following continuous maps [12]:
• R ∋ t→ 〈Gt(a), f〉 ∈ C is continuous for all a ∈ A and f ∈ A′;
• A ∋ a→ Gt(a) ∈ A is continuous for all t ∈ R;
• R ∋ t→ Gt(a) ∈ A is continuous for all a ∈ A. ♦
Without a loss of generality, we further assume that A is a unital C∗-algebra. Infinitesimal
generators of one-parameter groups of automorphisms of A are derivations of A.
By a derivation δ of A throughout is meant an (unbounded) symmetric derivation of A (i.e.,
δ(a∗) = δ(a)∗, a ∈ A) which is defined on a dense involutive subalgebraD(δ) of A. If a derivation
δ on D(δ) is bounded, it is extended to a bounded derivation everywhere on A. Conversely, every
derivation defined everywhere on a C∗-algebra is bounded [18]. For instance, any inner derivation
δ(a) = i[b, a], where b is a Hermitian element of A, is bounded. A space of derivations of A is
provided with the involution u→ u∗ defined by the equality
δ∗(a) = −δ(a∗)∗, a ∈ A. (12.1)
There is the following relation between bounded derivations of a C∗-algebra A and uniformly
continuous one-parameter groups of automorphisms of A [12].
Theorem 12.1. Let δ be a derivation of a C∗-algebra A. The following assertions are equivalent:
• δ is defined everywhere and, consequently, is bounded;
• δ is the infinitesimal generator of a uniformly continuous one-parameter group G(R) of
automorphisms of a C∗-algebra A.
Furthermore, for any representation π of A in a Hilbert space E, there exists a bounded self-
adjoint operator H ∈ π(A)′′ in E and the unitary uniformly continuous representation
π(Gt) = exp(−itH), t ∈ R, (12.2)
of the group G(R) in E such that
π(δ(a)) = −i[H, π(a)], a ∈ A, (12.3)
π(Gt(a)) = e
−itHπ(a)eitH, t ∈ R. (12.4)
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A C∗-algebra need not admit non-zero bounded derivations. For instance, no commutative
C∗-algebra possesses bounded derivations. The following is the relation between (unbounded)
derivations of a C∗-algebra A and strongly continuous one-parameter groups of automorphisms
of A [11, 43].
Theorem 12.2. Let δ be a closable derivation of a C∗-algebra A. Its closure δ is an infinitesimal
generator of a strongly continuous one-parameter group of automorphisms of A iff
(i) the set (1+ λδ)(D(δ) for any λ ∈ R \ {0} is dense in A,
(ii) ‖(1+ λδ)(a)‖ ≥ ‖a‖ for any λ ∈ R and any a ∈ A. 
It should be noted that, if A is a unital algebra and δ is its closable derivation, then 1 ∈ D(δ).
Let us mention a more convenient sufficient condition of a derivation of a C∗-algebra to be an
infinitesimal generator of a strongly continuous one-parameter group of its automorphisms. A
derivation δ of a C∗-algebra A is called well-behaved if, for each element a ∈ D(δ), there exists a
state f of A such that f(a) = ‖a‖ and f(δ(a)) = 0. If δ is a well-behaved derivation, it is closable
[33], and obeys the condition (ii) in Theorem 12.2 [11, 43]. Then we come to the following.
Theorem 12.3. If δ is a well-behaved derivation of a C∗-algebra A and it obeys the condition (i)
in Theorem 12.2, its closure δ is an infinitesimal generator of a strongly continuous one-parameter
group of automorphisms of A. 
For instance, a derivation δ is well-behaved if it is approximately inner, i.e., there exists a
sequence of self-adjoint elements {bn} in A such that
δ(a) = lim
n
i[bn, a], a ∈ A.
In contrast with a case of a uniformly continuous one-parameter group of automorphisms of
a C∗-algebra A, a representation of A does not imply necessarily a unitary representation (12.2)
of a strongly continuous one-parameter group of automorphisms of A, unless the following.
Theorem 12.4. Let G(R) be a strongly continuous one-parameter group of automorphisms of
a C∗-algebra A and δ its infinitesimal generator. Let A admit a state f such that
|f(δ(a))| ≤ λ[f(a∗a) + f(aa∗)]1/2 (12.5)
for all a ∈ A and a positive number λ, and let (πf , θf ) be a cyclic representation of A in a Hilbert
space Ef defined by f . Then there exist a self-adjoint operator H on a domain D(H) ⊂ Aθf
in Ef and the unitary strongly continuous representation (12.2) of G(R) in Ef which fulfils the
relations (12.3) – (12.4) for π = πf . 
It should be emphasized that the condition (12.5) in Theorem 12.4 is sufficient in order that
a derivation δ to be closable [33].
Note that there is a general problem of a unitary representation of an automorphism group
of a C∗-algebra A. Let π be a representation of A in a Hilbert space E. Then an automorphism
ρ of A possesses a unitary representation in E if there exists a unitary operator Uρ in E such
that
π(ρ(a)) = Uρπ(a)U
−1
ρ , a ∈ A. (12.6)
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A key point is that such a representation is never unique. Namely, let U and U ′ be arbitrary
unitary elements of the commutant π(A)′ of π(A). Then UUρU
′ also provides a unitary repre-
sentation of ρ. For instance, one can always choose phase multipliers U = exp(iα)1 ∈ U(1). A
consequence of this ambiguity is the following.
Let G be a group of automorphisms of an algebra A whose elements g ∈ G admit unitary
representations Ug (12.6). The set of operators Ug, g ∈ G, however need not be a group. In
general, we have
UgUg′ = U(g, g
′)Ugg′U
′(g, g′), U(g, g′), U ′(g, g′) ∈ π(A)′.
If all U(g, g′) are phase multipliers, one says that the unitary operators Ug, g ∈ G, form a
projective representation U(G):
UgUg′ = k(g, g
′)Ugg′ , g, g
′ ∈ G,
of a group G [16, 62]. In this case, a set U(1) × U(G) becomes a group which is a central
U(1)-extension
1 −→U(1) −→U(1)× U(G) −→G −→1 (12.7)
of a group G. Accordingly, the projective representation π(G) of G is a splitting of the exact
sequence (12.7). It is characterized by U(1)-multipliers k(g, g′) which form a two-cocycle
k(1, g) = k(g,1) = 1, k(g1, g2g3)k(g2, g3) = k(g1, g2)k(g1g2, g3) (12.8)
of the cochain complex of G with coefficients in U(1) [24, 34]. A different splitting of the
exact sequence (12.7) yields a different projective representation U ′(G) of G whose multipliers
k′(g, g′) form a cocycle equivalent to the cocycle (12.8). If this cocycle is a coboundary, there
exists a splitting of the extension (12.7) which provides a unitary representation of a group G of
automorphisms of an algebra A in E.
For instance, let B(E) be a C∗-algebra of bounded operators in a Hilbert space E. All its
automorphisms are inner. Any (unitary) automorphism U of a Hilbert space E yields an inner
automorphism
a→ UaU−1, a ∈ B(E), (12.9)
of B(E). Herewith, the automorphism (12.9) is the identity iff U = λ1, |λ| = 1, is a scalar
operator in E. It follows that the group of automorphisms of B(E) is the quotient U(E)/U(1)
of a unitary group U(E) with respect to a circle subgroup U(1). Therefore, given a group G
of automorphisms of the C∗-algebra B(E), the representatives Ug in U(E) of elements g ∈ G
constitute a group up to phase multipliers, i.e.,
UgUg′ = exp[iα(g, g
′)]Ugg′ , α(g, g
′) ∈ R.
Nevertheless, if G is a one-parameter weakly∗ continuous group of automorphisms of B(E)
whose infinitesimal generator is a bounded derivation of B(E), one can choose the multipliers
exp[iα(g, g′)] = 1.
In a general setting, let G be a group and A a commutative algebra. An A-multiplier of G is
a map ξ : G×G→ A such that
ξ(1G, g) = ξ(g,1G) = 1A, ξ(g1, g2g3)ξ(g2, g3) = ξ(g1, g2)ξ(g1g2, g3), g, gi ∈ G.
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For instance, ξ : G × G → 1A ∈ A is a multiplier. Two A-multipliers ξ and ξ′ are said to be
equivalent if there exists a map f : G→ A such that
ξ(g1, g2) =
f(g1g2)
f(g1)f(g2)
ξ′(g1, g2), gi ∈ G.
An A-multiplier is called exact if it is equivalent to the multiplier ξ = 1A. A set of A-multipliers
is an Abelian group with respect to the pointwise multiplication, and the set of exact multipliers
is its subgroup. Let HM(G,A) be the corresponding factor group.
If G is a locally compact topological group and A a Hausdorff topological algebra, one ad-
ditionally requires that multipliers ξ and equivalence maps f are measurable maps. In this
case, there is a natural topology on HM(G,A) which is locally quasi-compact, but need not be
Hausdorff [35].
Theorem 12.5. [16]. Let G be a simply connected locally compact Lie group. Each U(1)-
multiplier ξ of G is brought into a form ξ = exp iα, where α is an R-multiplier. Moreover, ξ is
exact iff α is well. Any R-multiplier of G is equivalent to a smooth one. 
Let G be a locally compact group of strongly continuous automorphisms of a C∗-algebra
A. Let M(A) denote a multiplier algebra of A, i.e., the largest C∗-algebra containing A as an
essential ideal, i.e., if a ∈ M(A) and ab = 0 for all b ∈ A, then a = 0 [65]). For instance,
M(A) = A if A is a unital algebra. Let ξ be a multiplier of G with values in the center of M(A).
A G-covariant representation π of A [19, 37] is a representation π of A (and, consequently,M(A))
in a Hilbert space E together with a projective representation of G by unitary operators U(g),
g ∈ G, in E such that
π(g(a)) = U(g)π(a)U∗(g), U(g)U(g′) = π(ξ(g, g′))U(gg′).
13 Spontaneous symmetry breaking
Given a topological ∗-algebra A and its state f , let ρ be an automorphism of A. Then it defines
a state
fρ(a) = f(ρ(a)), a ∈ A, (13.1)
of A. A state f is said to be stationary with respect to an automorphism ρ of A if
f(ρ(a)) = f(a), a ∈ A. (13.2)
One speaks about spontaneous symmetry breaking if a state f of a quantum algebra A fails
to be stationary with respect to some automorphisms of A.
We can say something if A is a C∗-algebra and its GNS representations are considered [12,
18, 24].
Theorem 13.1. Let f be a state of a C∗-algebra A and (πf , θf , Ef ) the corresponding cyclic
representation of A. An automorphism ρ of A defines the state fρ (13.1) of A such that a carrier
space Eρf of the corresponding cyclic representation πρf is isomorphic to Ef . 
It follows that the representations πρf can be given by operators πρf (a) = πf (ρ(a)) in the
carrier space Ef of the representation πf , but these representations fail to be equivalent, unless
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an automorphism ρ possesses the unitary representation (12.6) in Ef . In this case, a state f is
stationary relative to ρ. The converse also is true.
Theorem 13.2. If a state f of a C∗-algebra A is the stationary state (13.2) with respect to
an automorphism ρ of A, there exists a unique unitary representation Uρ (13.1) of ρ in Ef such
that
Uρθf = θf . (13.3)

It follows from Theorem 12.1 that, since any uniformly continuous one-parameter group of
automorphisms of a C∗-algebra A admits a unitary representation, each state f of A is stationary
for this group. However, this is not true for an arbitrary uniformly continuous group G of
automorphisms of A. For instance, let B(E) be the C∗-algebra of all bounded operators in a
Hilbert space E. Any automorphisms of B(E) is inner and, consequently, possesses a unitary
representation in E. Since the commutant ofB(E) reduces to scalars, the group of automorphisms
of B(E) admits a projective representation in E, but it need not be unitary.
It follows from Theorem 12.4) that, if a state f of a C∗-algebra A is stationary under a
strongly continuous group G(R) of automorphisms of A, i.e., f(]dl(a)) = 0, there exists unitary
representation of this group in Ef . However, this condition is sufficient, but not necessary.
Moreover, one can show the following [18].
Theorem 13.3. Let G be a strongly continuous group of automorphisms of a C∗-algebra A,
and let a state f of A be stationary for G. Then there exists a unique unitary representation of
G in Ef whose operators obey the equality (13.3). 
Let now G be a group of strongly or uniformly continuous group of automorphisms of a C∗-
algebra A, and let f be a state of A. Let us consider a set of states fg (13.1), g ∈ G, of A defined
by automorphisms g ∈ G. Let f be stationary with respect to a proper subgroup H of G. Then
a set of equivalence classes of states fg, g ∈ G, is a subset of the factor space G/H , but need not
coincide with G/H .
This is just the case of spontaneous symmetry breaking in Standard Model where A Higgs
vacuum is a stationary state with respect to some proper subgroup of a symmetry group [36, 58].
In axiomatic QFT, the spontaneous symmetry breaking phenomenon is described by the
Goldstone theorem [7].
Let G be a connected Lie group of internal symmetries (automorphisms of the Borchers
algebra A over IdR4) whose infinitesimal generators are given by conserved currents jkµ. One can
show the following [7].
Theorem 13.4. A group G of internal symmetries possesses a unitary representation in EW
iff the Wightman functions are G-invariant. 
Theorem 13.5. A group G of internal symmetries admits a unitary representation if a strong
spectrum condition holds, i.e., there exists a mass gap. 
As a consequence, we come to the above mentioned Goldstone theorem.
Theorem 13.6. If there is a group G of internal symmetries which are spontaneously broken,
there exist elements φ ∈ EW of zero spin and mass such that 〈φ|jkµψ0〉 6= 0 for some generators
of G. 
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These elements of unit norm are called Goldstone states. It is easily observed that, if a group
G of spontaneously broken symmetries contains a subgroup of exact symmetriesH , the Goldstone
states carrier out a homogeneous representation of G isomorphic to the quotient G/H .
This fact attracted great attention to such kind representations and motivated to describe
classical Higgs fields as sections of a fibre bundle with a typical fibre G/H [52, 53, 54].
14 Appendixes
This Section summarizes some relevant material on topological vector spaces and measures on
non-compact spaces.
14.1 Topological vector spaces
There are several standard topologies introduced on an (infinite-dimensional) complex or real
vector space and its dual [24, 44]. Topological vector spaces throughout are assumed to be
locally convex. Unless otherwise stated, by the dual V ′ of a topological vector space V is meant
its topological dual, i.e., the space of continuous linear maps of V → R.
Let us note that a topology on a vector space V often is determined by a set of seminorms.
A non-negative real function p on V is called the seminorm if it satisfies the conditions
p(λx) = |λ|p(x), p(x+ y) ≤ p(x) + p(y), x, y ∈ V, λ ∈ R.
A seminorm p for which p(x) = 0 implies x = 0 is called the norm. Given any set {pi}i∈I of
seminorms on a vector space V , there is the coarsest topology on V compatible with the algebraic
structure such that all seminorms pi are continuous. It is a locally convex topology whose base
of closed neighborhoods consists of sets
{x : sup
1≤i≤n
pi(x) ≤ ε}, ε > 0, n ∈ N+.
Let V andW be two vector spaces whose Cartesian product V ×W is provided with a bilinear
form 〈v, w〉 which obeys the following conditions:
• for any element v 6= 0 of V , there exists an element w ∈ W such that 〈v, w〉 6= 0;
• for any element w 6= 0 of W , there exists an element v ∈ V such that 〈v, w〉 6= 0.
Then one says that (V,W ) is a dual pair. If (V,W ) is a dual pair, so is (W,V ). Clearly, W is
isomorphic to a vector subbundle of the algebraic dual V ∗ of V , and V is a subbundle of the
algebraic dual of W .
Given a dual pair (V,W ), every vector w ∈ W defines a seminorm pw = |〈v, w〉| on V .
The coarsest topology σ(V,W ) on V making all these seminorms continuous is called the weak
topology determined by W on V . It also is the coarsest topology on V such that all linear forms
inW ⊂ V ∗ are continuous. Moreover,W coincides with the dual V ′ of V provided with the weak
topology σ(V,W ), and σ(V,W ) is the coarsest topology on V such that V ′ =W . Of course, the
weak topology is Hausdorff.
For instance, if V is a Hausdorff topological vector space with the dual V ′, then (V, V ′) is a
dual pair. The weak topology σ(V, V ′) on V is coarser than the original topology on V . Since
(V ′, V ) also is a dual pair, the dual V ′ of V can be provided with the weak∗ topology topology
σ(V ′, V ). Then V is the dual of V ′, equipped with the weak∗ topology.
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The weak∗ topology is the coarsest case of a topology of uniform convergence on V ′. A subset
M of a vector space V is said to absorb a subset N ⊂ V if there is a number ǫ ≥ 0 such that
N ⊂ λM for all λ with |λ| ≥ ǫ. An absorbent set is one which absorbs all points. A subset N of
a topological vector space V is called bounded if it is absorbed by any neighborhood of the origin
of V . Let (V, V ′) be a dual pair and N some family of weakly bounded subsets of V . Every
N ⊂ N yields a seminorm
pN (v
′) = sup
v∈N
|〈v, v′〉|
on the dual V ′ of V . A topology on V ′ defined by a set of seminorms pN , N ∈ N , is called the
topology of uniform convergence on the sets of N . When N is a set of all finite subsets of V , we
have the coarsest topology of uniform convergence which is the above mentioned weak∗ topology
σ(V ′, V ). The finest topology of uniform convergence is obtained by taking N to be a set of all
weakly bounded subsets of V . It is called the strong topology. The dual V ′′ of V ′, provided with
the strong topology, is called the bidual. One says that V is reflexive if V = V ′′.
Since (V ′, V ) is a dual pair, a vector space V also can be provided with the topology of
uniform convergence on subsets of V ′, e.g., the weak∗ and strong topologies. Moreover, any
Hausdorff locally convex topology on V is a topology of uniform convergence. The coarsest and
finest topologies of them are the weak∗ and strong topologies, respectively. There is the following
chain
weak∗ < weak < original < strong
of topologies on V , where < means ”to be finer”.
For instance, let V be a normed space. The dual V ′ of V also is equipped with a norm
‖v′‖′ = sup
‖v‖=1
|〈v, v′〉|, v ∈ V, v′ ∈ V ′. (14.1)
Let us consider a set of all balls {v : ‖v‖ ≤ ǫ, ǫ > 0} in V . The topology of uniform convergence
on this set coincides with strong and normed topologies on V ′ because weakly bounded subsets
of V also are bounded by a norm. Normed and strong topologies on V are equivalent. Let
V denote the completion of a normed space V . Then V ′ is canonically identified to (V )′ as a
normed space, though weak∗ topologies on V ′ and (V )′ are different. Let us note that both V ′
and V ′′ are Banach spaces. If V is a Banach space, it is closed in V ′′ with respect to the strong
topology on V ′′ and dense in V ′′ equipped with the weak∗ topology. One usually considers the
weak∗, weak and normed (equivalently, strong) topologies on a Banach space.
It should be noted that topology on a finite-dimensional vector space is locally convex and
Hausdorff iff it is determined by the Euclidean norm.
Let us say a few words on morphisms of topological vector spaces.
A linear morphism between two topological vector spaces is called the weakly continuous
morphism if it is continuous with respect to the weak topologies on these vector spaces. In
particular, any continuous morphism between topological vector spaces is weakly continuous
[44].
A linear morphism between two topological vector spaces is called bounded if the image of
a bounded set is bounded. Any continuous morphism is bounded. A topological vector space is
called the Mackey space if any bounded endomorphism of this space is continuous (we follow the
terminology of [44]). Metrizable and, consequently, normed spaces are of this type.
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Any linear morphism γ : V → W of topological vector spaces yields the dual morphism
γ′ :W ′ → V ′ of the their topological duals such that
〈v, γ′(w)〉 = 〈γ(v), w〉, v ∈ V, w ∈ W.
If γ is weakly continuous, then γ′ is weakly∗ continuous. If V andW are normed spaces, then any
weakly continuous morphism γ : V → W is continuous and strongly continuous. Given normed
topologies on V ′ and W ′, the dual morphism γ′ : W ′ → V ′ is continuous iff γ is continuous.
14.2 Hilbert, countably Hilbert and nuclear spaces
Let us recall the relevant basics on pre-Hilbert and Hilbert spaces [10, 24].
A Hermitian form on a complex vector space E is defined as a sesquilinear form 〈.|.〉 such
that
〈e|e′〉 = 〈e′|e〉, 〈λe|e′〉 = 〈e|λe′〉 = λ〈e|e′〉, e, e′ ∈ E, λ ∈ C.
Remark 14.1. There exists another convention where 〈e|λe′〉 = λ〈e|e′〉. ♦
A Hermitian form 〈.|.〉 is said to be positive if 〈e|e〉 ≥ 0 for all e ∈ E. All Hermitian forms
throughout are assumed to be positive. A Hermitian form is called non-degenerate if the equality
〈e|e〉 = 0 implies e = 0. A complex vector space endowed with a Hermitian form is called the
pre-Hilbert space. Morphisms of pre-Hilbert spaces, by definition, are isometric.
A Hermitian form provides E with the topology defined by a seminorm ‖e‖ = 〈e|e〉1/2. Hence,
a pre-Hilbert space is Hausdorff iff a Hermitian form 〈.|.〉 is non-degenerate, i.e., a seminorm ‖e‖
is a norm. In this case, it is called the scalar product.
A complete Hausdorff pre-Hilbert space is called the Hilbert space. Any Hausdorff pre-Hilbert
space can be completed to a Hilbert space. .
The following are the standard constructions of new Hilbert spaces from the old ones.
• Let (Eι, 〈.|.〉Eι) be a set of Hilbert spaces and
∑
Eι denote a direct sum of vector spaces
Eι. For any two elements e = (eι) and e′ = (e′ι) of
∑
Eι, a sum
〈e|e′〉⊕ =
∑
ι
〈eι|e′ι〉Eι (14.2)
is finite, and defines a non-degenerate Hermitian form on
∑
Eι. The completion ⊕Eι of ∑Eι
with respect to this form is a Hilbert space, called the Hilbert sum of Eι.
• Let (E, 〈.|.〉E) and (H, 〈.|.〉H) be Hilbert spaces. Their tensor product E ⊗H is defined as
the completion of a tensor product of vector spaces E and H with respect to the scalar product
〈w1|w2〉⊗ =
∑
ι,β
〈eι1|eβ2 〉E〈hι1|hβ2 〉H ,
w1 =
∑
ι
eι1 ⊗ hι1, w2 =
∑
β
eβ2 ⊗ hβ2 , eι1, eβ2 ∈ E, hι1, hβ2 ∈ H.
• Let E′ be the topological dual of a Hilbert space E. Then the assignment
e→ e(e′) = 〈e′|e〉, e, e′ ∈ E, (14.3)
defines an antilinear bijection of E onto E′, i.e., λe = λe. The dual E′ of a Hilbert space is a
Hilbert space provided with the scalar product 〈e|e′〉′ = 〈e′|e〉 such that the morphism (14.3) is
isometric. The E′ is called the dual Hilbert space, and is denoted by E.
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Physical applications of Hilbert spaces are limited by the fact that the dual of a Hilbert space
E is anti-isomorphic to E. The construction of a rigged Hilbert space describes the dual pairs
(E,E′) where E′ is larger than E [22].
Let a complex vector space E have a countable set of non-degenerate Hermitian forms 〈.|.〉k,
k ∈ N+, such that
〈e|e〉1 ≤ · · · ≤ 〈e|e〉k ≤ · · ·
for all e ∈ E. The family of norms
‖.‖k = 〈.|.〉1/2k , k ∈ N+, (14.4)
yields a Hausdorff topology on E. A space E is called the countably Hilbert space if it is complete
with respect to this topology [22]. For instance, every Hilbert space is a countably Hilbert space
where all Hermitian forms 〈.|.〉k coincide.
Let Ek denote the completion of E with respect to the norm ‖.‖k (14.4). There is the chain
of injections
E1 ⊃ E2 ⊃ · · ·Ek ⊃ · · · (14.5)
together with a homeomorphism E = ∩
k
Ek. The dual spaces form the increasing chain
E′1 ⊂ E′2 ⊂ · · · ⊂ E′k ⊂ · · · , (14.6)
and E′ = ∪
k
E′k. The dual E
′ of E can be provided with the weak∗ and strong topologies. One
can show that a countably Hilbert space is reflexive.
Given a countably Hilbert space E and m ≤ n, let T nm be a prolongation of the map
En ⊃ E ∋ e→ e ∈ E ⊂ Em
to a continuous map of En onto a dense subset of Em. A countably Hilbert space E is called the
nuclear space if, for any m, there exists n such that Tmn is a nuclear map, i.e.,
T nm(e) =
∑
i
λi〈e|ein〉Eneim,
where: (i) {ein} and {eim} are bases for the Hilbert spaces En and Em, respectively, (ii) λi ≥ 0,
(iii) the series
∑
λi converges [22].
An important property of nuclear spaces is that they are perfect, i.e., every bounded closed
set in a nuclear space is compact. It follows immediately that a Banach (and Hilbert) space is
not nuclear, unless it is finite-dimensional. Since a nuclear space is perfect, it is separable, and
the weak∗ and strong topologies (and, consequently, all topologies of uniform convergence) on a
nuclear space E and its dual E′ coincide.
Let E be a nuclear space, provided with still another non-degenerate Hermitian form 〈.|.〉
which is separately continuous, i.e., continuous with respect to each argument. It follows that
there exist numbers M and m such that
〈e|e〉 ≤M‖e‖m, e ∈ E. (14.7)
Let E˜ denote the completion of E with respect to this form. There are the injections
E ⊂ E˜ ⊂ E′, (14.8)
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where E is a dense subset of E˜ and E˜ is a dense subset of E′, equipped with the weak∗ topology.
The triple (14.8) is called the rigged Hilbert space. Furthermore, bearing in mind the chain of
Hilbert spaces (14.5) and that of their duals (14.6), one can convert the triple (14.8) into the
chain of spaces
E ⊂ · · · ⊂ Ek ⊂ · · ·E1 ⊂ E˜ ⊂ E′1 ⊂ · · · ⊂ E′k ⊂ · · · ⊂ E′. (14.9)
Remark 14.2. Real Hilbert, countably Hilbert, nuclear and rigged Hilbert spaces are similarly
described. ♦
14.3 Measures on locally compact spaces
Measures on a locally compact space X are defined as continuous forms on spaces of continuous
real (or complex) functions of compact support on X , and they are extended to a wider class of
functions on X [9, 24].
Let C0(X) be a ring of continuous complex functions on X . For each compact subset K of
X , we have a seminorm
pK(f) = sup
x∈K
|f(x)| (14.10)
on C0(X). These seminorms provide C0(X) with the Hausdorff topology of compact convergence.
We abbreviate with K(X,C) the dense subspace of C0(X) which consists of continuous complex
functions of compact support on X . It is a Banach space with respect to a norm
‖f‖ = sup
x∈X
|f(x)|. (14.11)
Its normed topology, called the topology of uniform convergence, is finer than the topology of
compact convergence, and these topologies coincide if X is a compact space.
A space K(X,C) also can be equipped with another topology, which is especially relevant
to integration theory. For each compact subset K ⊂ X , let KK(X,C) be a vector subspace of
K(X,C) consisting of functions of support in K. Let U be a set of all absolutely convex absorbent
subsets U of K(X,C) such that, for every compact K, a set U ∩ KK(X,C) is a neighborhood of
the origin in KK(X,C) under the topology of uniform convergence on K. Then U is a base of
neighborhoods for a (locally convex) topology, called the inductive limit topology, on K(X,C)
[44]. This is the finest topology such that an injection KK(X,C)→ K(X,C) is continuous. The
inductive limit topology is finer than the topology of uniform convergence, and these topologies
coincide if X is a compact space. Unless otherwise stated, referring to a topology on K(X,C),
we will mean the inductive limit topology.
A complex measure on a locally compact space X is defined as a continuous form µ on a space
K(X,C) of continuous complex functions of compact support onX . The value µ(f), f ∈ K(X,C),
is called the integral
∫
fµ of f with respect to the measure µ. The space M(X,C) of complex
measures on X is the dual of K(X,C). It is provided with the weak∗ topology.
Given a complex measure µ, any continuous complex function h ∈ C0(X) on X defines the
continuous endomorphism f → hf of the space K(X,C) and yields a new complex measure
hµ(f) = µ(hf). Hence, the space M(X,C) of complex measures on X is a module over the ring
C0(X).
Let K(X) ⊂ K(X,C) denote a vector space of continuous real functions of compact support on
X . The restriction of a complex measure µ on X to K(X) is a continuous complex form on K(X),
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equipped with the inductive limit topology. Any complex measure µ is uniquely determined as
µ(f) = µ(Re f) + iµ(Im f), f ∈ K(X,C), (14.12)
by its restriction to K(X). A complex measure µ on X is called a real measure if its restriction
to K(X) is a real form. A complex measure µ is real iff µ = µ, where µ is the conjugate measure
given by the condition µ(f) = µ(f), f ∈ K(X,C).
A measure on a locally compact space X is defined as a continuous real form on a space K(X)
of continuous real functions of compact support on X provided with the inductive limit topology.
Any real measure on K(X,C) restricted to K(X) is a measure. Conversely, each measure µ on
K(X) is extended to the real measure (14.12) on K(X,C). Thus, measures on K(X) and real
measures on K(X,C) can be identified.
A measure µ on a locally compact space X is called positive if µ(f) ≥ 0 for all positive
functions f ∈ K(X). Any measure µ defines the positive measure |µ|(f) = |µ(f)|, and can be
represented by the combination
µ =
1
2
(|µ|+ µ)− 1
2
(|µ| − µ)
of two positive measures.
A complex measure µ on a locally compact space X is called bounded if there is a positive
number λ such that |µ(f)| ≤ λ‖f‖ for all f ∈ K(X,C). A complex measure µ is bounded iff it
is continuous with respect to the topology of uniform convergence on K(X,C). Hence, a space
M1(X,C) ⊂ M(X,C) of bounded complex measures is the dual of K(X,C), provided with this
topology. It is a Banach space with respect to a norm
‖µ‖ = sup{|µ(f)| : ‖f‖ = 1}, f ∈ K(X,C)}. (14.13)
Of course, any complex measure on a compact space is bounded. If µ is a bounded complex
measure and h is a bounded continuous function on X , the complex measure hµ is bounded.
Similarly, a Banach space M1(X) of bounded measures on X is defined.
Example 14.3. Given a point x ∈ X , the assignment εx : f → f(x), f ∈ K(X), defines the
Dirac measure on X . Any finite linear combination of Dirac measures is a measure, called a
point measure. The Dirac measure εx is bounded, and ‖εx‖ = 1. 
Now we extend a class of integrable functions as follows. Let R±∞ denote the extended real
line, obtained from R by the adjunction of points {+∞} and {−∞}. It is a ring such that
0 · ∞ = 0 and ∞ −∞ = 0. Let J+ be a space of positive lower semicontinuous functions on
X which take their values in the extended real line R±∞. These functions possess the following
important properties:
• the upper bound of any set of elements of J+ and the lower bound of a finite set of elements
of J+ also are elements of J+;
• any function f ∈ J+ is an upper bound of a family of positive functions h ∈ K(X) such
that h ≤ f .
The last fact enables one to define the upper integral of a function f ∈ J+ with respect to a
positive measure µ on X as the element
µ∗(f) =
∫ ∗
fµ = sup{µ(h) : h ∈ K(X), 0 ≤ h ≤ f} (14.14)
46
of R±∞. Of course, µ
∗(f) = µ(f) if f ∈ K(X).
Example 14.4. Let U be an open subset of X and ϕU its characteristic function. It is readily
observed that ϕU ∈ J+. Given a positive measure µ on X , the upper integral µ(U) = µ∗(ϕU )
is called the outer measure of U . For instance, the outer measure of a relatively compact set
U (i.e., U is a subset of a compact set) is finite. The (finite or infinite) number µ(X) = µ∗(1)
is called the total mass of a measure µ. In particular, a measure on a locally compact space is
bounded iff it has a finite total mass. 
Let f be an arbitrary positive R±∞-valued function on a locally compact space X (not
necessarily lower semicontinuous). There exist functions g ∈ J+ such that g ≥ f (e.g., g = +∞).
Then the upper integral of f with respect to a positive measure µ on X is defined as
µ∗(f) = inf{µ∗(h) : h ∈ J+, h ≥ f}. (14.15)
Example 14.5. The outer measure µ∗(V ) = µ∗(ϕV ) of an arbitrary subset V of X exemplifies
the upper integral (14.15). In particular, one says that V ⊂ X is a µ-null set if µ(V ) = 0. Two
R±∞-valued functions f and f
′ on a locally compact space are called µ-equivalent if they differ
from each other only on a µ-null set; then µ∗(f) = µ∗(f ′). Two positive measures µ and µ′ are
said to be equivalent if any compact µ-null set also is a µ′-null set, and vice versa. They coincide
if µ(K) = µ′(K) for any compact set K ⊂ X . 
Example 14.6. A real function f on a subset V ⊂ X is said to be defined almost everywhere
with respect to a positive measure µ on X if the complement X \ V of V is a µ-null set. For
instance, an R±∞-valued function f which is finite almost everywhere on X exemplifies a real
function defined almost everywhere onX . Conversely, one can think of a positive function defined
almost everywhere on X as being µ-equivalent to some positive R±∞-valued function on X . 
The following classes of integrable functions (and maps) are usually considered.
Let f be a map of a locally compact space X to a Banach space F , provided with a norm |.|
(e.g., F is R or C). Given a positive measure µ on X , let us define the positive (finite or infinite)
number
Np(f) =
[∫ ∗
|f |pµ
]1/p
, 1 ≤ p <∞. (14.16)
Clearly, Np(f) = Np(f
′) if f and f ′ are µ-equivalent maps on X , i.e., if they differ on a µ-null
subset of X . There is the Minkowski inequality
Np(f + f
′) ≤ Np(f) +Np(f ′). (14.17)
• Let RpF (X,µ) be a space of maps X → F such that Np(f) < +∞. In accordance with the
Minkowski inequality (14.17), it is a vector space and Np (14.16) is a seminorm on R
p
F (X,µ).
Provided with the corresponding topology, RpF (X,µ) is a complete space, but not necessarily
Hausdorff. A space K(X,F ) of continuous mapsX → F of compact support belongs to RpF (X,µ).
• A space LpF (X,µ) is defined as the closure of K(X,F ) ⊂ RpF (X,µ). Elements of LpF (X,µ)
are called integrable F -valued functions of degree p. In particular, elements of L1F (X,µ) are called
integrable F -valued functions, while those of L2F (X,µ) are square integrable F -valued functions.
Any element of RpF (X,µ) which is µ-equivalent to an element of LpF (X,µ) belongs to LpF (X,µ).
An F -valued map defined almost everywhere on X also is called integrable if it is µ-equivalent
to an element of LpF (X,µ).
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• A space LpF (X,µ) consists of classes of µ-equivalent integrable F -valued maps of degree p.
One usually treat elements of this space as F -valued functions without fear of confusion, and
call them integrable F -valued functions of degree p, too. The LpF (X,µ) is a Banach space with
respect to the norm (14.16).
There are the following important relations between the spaces LpF (X,µ), 1 ≤ p < +∞.
If f ∈ LpF (X,µ), then |f |(p/q)−1f belongs to LqF (X,µ) for any 1 ≤ q < +∞, and vice versa.
Moreover, f → |f |(1/q)−1f provides a homeomorphism between topological spaces L1F (X,µ) and
LqF (X,µ).
Let the numbers 1 < p < +∞ and 1 < q < +∞ obey the condition
p−1 + q−1 = 1. (14.18)
If f ∈ Lp
C
(X,µ) is an integrable complex function on X of degree p and f ′ ∈ Lq
C
(X,µ) is that
of degree q, then ff
′
is integrable, i.e., belongs to L1
C
(X,µ). In particular, a space L2
C
(X,µ) of
square integrable complex functions on a locally compact space X is a separable Hilbert space
with respect to a scalar product
〈f |f ′〉 =
∫
ff
′
µ. (14.19)
One can say something more in the case of real functions. Let numbers p and q obey the
condition (14.18). Any integrable real function f ∈ Lq
R
(X,µ) onX of degree q defines a continuous
real form
φf : f
′ →
∫
ff ′µ (14.20)
on a space Lp
R
(X,µ) such that Nq(f) = ‖φf‖. Conversely, each continuous real form on LpR(X,µ)
is of type (14.20) where f is an element of Lq
R
(X,µ) whose equivalence class in Lq
R
(X,µ) is
uniquely defined. As a consequence, there is an isomorphism between Banach spaces Lq
R
(X,µ)
and (Lp
R
(X,µ))′, and a Banach space Lp
R
(X,µ) is reflexive.
Remark 14.7. One can define a space L∞
C
(X,µ) of complex infinite integrable functions on X
as the dual of a Banach space L1
C
(X,µ). In particular, any bounded continuous function belongs
to L∞
C
(X,µ). Let us note that a space L1
C
(X,µ) is not reflexive, i.e., the dual of L∞
C
(X,µ),
provided with the strong topology, does not coincide with L1
C
(X,µ). ♦
We now turn to the relation between equivalent measures. Let f be a positive R±∞-valued
function on a locally compact space X . Given a positive measure µ on X , a quantity
µ˜(f) = sup
K⊂X
µ∗(ϕKf), (14.21)
where K runs through a set of all compact subsets of X , is called the essential upper integral of
f . Since ϕKf ≤ f for any compact subset K, the inequality µ˜(f) ≤ µ∗(f) holds. In particular,
if V is a subset of X and µ˜(ϕV ) = 0, one says that V is a locally µ-null set, i.e., any point x ∈ X
has a neighborhood U such that U ∩ V is a µ-null set. Essential upper integrals coincide with
the upper ones if X is a locally compact space countable at infinity.
One says that a function on a subset V of X is defined locally almost everywhere if the
complement of V is a locally null set. A real function f defined locally almost everywhere on
X is called locally µ-integrable if any point x ∈ X has a neighborhood U such that ϕUf is a
µ-integrable function or, equivalently, if hf is a µ-integrable function for any positive function
h ∈ K(X) of compact support.
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Let h be a locally µ-integrable function which is defined and non-negative almost everywhere
on X . There is a positive measure hµ on X which obeys the relation hµ(f) = µ(hf) for any
f ∈ K(X). One says that hµ is a measure with the basis µ and the density h. For instance, if h is
a µ-integrable function, then hµ is a bounded measure on X . This construction also is extended
to complex functions and complex measures, seen as compositions of the positive real ones.
Theorem 14.1. Positive measures µ and µ′ on a locally compact space X are equivalent iff
µ′ = fµ, where f is a locally µ-integrable function such that f > 0 locally almost everywhere on
X . 
The function f in Theorem 14.1 is called the Radon–Nikodym derivative. Of course, µ˜′(f ′) =
µ˜(ff ′) for any positive integrable function f ′ on X .
14.4 Haar measures
Let us point out the peculiarities of measures on locally compact groups [9, 24].
Let G be a topological group acting continuously on a locally compact space X on the left,
i.e., a map
γ(g) : X ∋ x→ gx ∈ X, g ∈ G, (14.22)
is continuous for any g ∈ G, and so is a map G ∋ g → gx ∈ X for any x ∈ X . It should be
emphasized that a map
G×X ∋ (g, x)→ gx ∈ X
need not be continuous.
Let f be a real function on X and µ a measure on X . A group G acts on f and µ by the laws
(γ(g)f)(x) = f(g−1x), (γ(g)µ)(f) = µ(γ(g−1)f).
A measure γ(g)µ is the image of a measure µ with respect to the map (14.22).
A measure µ on X , subject to the action of a group G, is said to be:
• invariant if γ(g)µ = µ for all g ∈ G;
• relative invariant, if there is a strictly positive number χ(g) such that γ(g)µ = χ(g)−1µ for
each g ∈ G;
• quasi-invariant, if measures µ and γ(g)µ are equivalent for all g ∈ G.
A strictly positive function g → χ(g) yields a representation of G in R. It is called the multiplier
of a measure µ.
Let a topological group G act continuously on a locally compact space X on the right, i.e.,
τ(g) : X ∋ x→ xg−1 ∈ X.
The corresponding transformations of functions and measures on X read
(τ(g)f)(x) = f(xg), (τ(g)µ)(f) = µ(τ(g−1)f).
Then invariant, relative invariant, and quasi-invariant measures on X are defined similarly to the
case of G acting on X on the left.
Now let G be a locally compact group acting on itself by left and right multiplications
γ(g) : q → gq, τ(g) : q → qg−1, q ∈ G,
γ(g1)τ(g2) = τ(g2)γ(g1). (14.23)
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Accordingly, left- and right-invariant measures, relative left- and right-invariant measures, left-
and right-quasi-invariant measures on a group G are defined. Each measure µ on G also yields
the inverse measure µ−1 given by a relation∫
f(g)µ−1(g) =
∫
f(g−1)µ(g), f ∈ K(G).
A positive (non-vanishing) left-invariant measure on a locally compact group G is called the
left Haar measure (or, simply, the Haar measure). Similarly, the right Haar measure is defined.
Theorem 14.2. A locally compact group G admits a unique Haar measure with accuracy to a
number multiplier. The total mass µ(G) of a Haar measure µ on G is finite iff G is a compact
group. 
Let us choose, once and for all, a left Haar measure dg on a locally compact group G. If G is
a compact group, dg is customarily the Haar measure of total mass 1.
Example 14.8. The Lebesgue measure dx is a Haar measure on the additive group G = R. Its
inverse is −dx. 
The equality (14.23) shows that, if dg is a Haar measure onG, a measure τ(g′)dg for any g′ ∈ G
also is left-invariant. Therefore, there exists a unique continuous strictly positive function ∆(g′)
on G such that τ(g′)dg = ∆(g′)dg, g′ ∈ G. It is called the modular function of G. If dg is a left
Haar measure, its inverse (dg)−1 is a right Haar measure. There is a relation (dg)−1 = ∆(g)−1dg.
If ∆(g) = 1, a group G is called unimodular. Left and right Haar measures on a unimodular
group differ from each other in a number multiplier. For instance, compact, commutative, and
semisimple groups are unimodular. There is the following criterion of a unimodular group. If
the unit element of a locally compact group has a compact neighborhood invariant under inner
automorphisms, this group is unimodular.
Measures µ1, . . . , µn on a locally compact group G are called mutually contractible if there
exists a measure ∗
i
µi on G given by a relation
∫
f(g) ∗
i
µi(g) =
∫
f(g1 · · · gn)µ1(g1) · · ·µn(gn), f ∈ K(G). (14.24)
It is an image of the product measure µ1 · · ·µn on
n×G with respect to a map
n×G ∋ (g1, . . . , gn)→ g1 · · · gn ∈ G.
Let εg, g ∈ G, be the Dirac measure on G. The following relations hold for all x, y, z ∈ G:
• εx ∗ εy = εxy;
• εx ∗ µ = γ(x)µ and µ ∗ εx = τ(x−1)µ;
• if measures λ, µ, ν are contractible, the pairs of measures λ and µ, µ and ν, λ ∗ µ and ν, λ
and µ ∗ ν also are contractible, and we have
λ ∗ µ ∗ ν = (λ ∗ µ) ∗ ν = λ ∗ (µ ∗ ν).
For instance, any two bounded measures on G are contractible, and a space M1(G) of these
measures is a unital Banach algebra with respect to the contraction ∗ (14.24), where the Dirac
measure ε1 is the unit element.
One also defines:
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• the contraction of a measure ν and a dg-integrable function f on G as the density of the
contraction ν ∗ (fdg) with respect to a Haar measure dg on G;
• the contraction of dg-integrable functions f1 and f2 on G as the density of the contraction
(f1dg) ∗ (f2dg) with respect to a Haar measure dg on G, i.e.,
(f1 ∗ f2)(g) =
∫
f1(q)f2(q
−1g)dq, q, g ∈ G. (14.25)
14.5 Measures on infinite-dimensional vector spaces
Throughout this Section, E denotes a real Hausdorff topological vector space. Infinite-dimensional
topological vector spaces need not be locally compact, and measures on them are defined as fol-
lows [9, 22, 24]. All measures are assumed to be positive.
Let N(E) denote a set of closed vector subspaces of E of finite codimension, i.e., a vector
subspace V of E belongs to N(E) iff there exists a finite set y1, . . . , yn of elements of the dual
E′ of E such that V consists of x ∈ E which obey the equalities 〈x, yi〉 = 0, i = 1, . . . , n.
A quasi-measure (or a cylinder set measure in the terminology of [22]) on E is defined as
family µ = {µV , V ∈ N(E)} of bounded measures µV on finite-dimensional vector spaces E/V
such that if W ⊂ V , the measure µV is the image of a measure µW with respect to the canonical
morphism E/W → E/V.
For instance, each bounded measure on E yields a quasi-measure {µV , V ∈ N(E)}, where
µV is the image of a measure µ with respect to the canonical morphism rV : E → E/V . There
is one-to-one correspondence between the bounded measures on E and the quasi-measures on E
which obey the following condition. For any ε > 0, there exists a compact subset K ⊂ E such
that
µV (E/V − rV (K)) ≤ ε, V ∈ N(E).
Clearly, any quasi-measure on a finite-dimensional vector space is a measure.
Let γ : E → F be a continuous morphism of topological vector spaces. For any W ∈ N(F ), a
subspace V = γ−1(W ) of E belongs to N(E), and γ yields a morphism γW : E/V → F/W . Let
µ = {µV , V ∈ N(E)} be a quasi-measure on E. Then one can assign the measure
νW = γ
W
∗ (µγ−1(W ))
to each W ∈ N(F ). It is readily observed that the family ν = {νW ,W ∈ N(F )} is a quasi-
measure on F . It is called the image of a quasi-measure µ with respect to a continuous morphism
γ.
In particular, let F = R, and let y ∈ E′ be a continuous form on E. The image µy of a
quasi-measure µ on E with respect to a form y is a measure on R. The Fourier transform of a
quasi-measure µ on E is defined as a complex function
Z(y) =
∫
R
eitµy(t) (14.26)
on the dual E′ of E. If µ is a bounded measure on E, its Fourier transform reads
Z(y) =
∫
E
exp[i〈x, y〉]µ(x). (14.27)
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Let us point out the following variant of the well-known Bochner theorem. A complex function
Z on a topological vector space F is called positive-definite if∑
i,j
Z(yi − yj)cicj ≥ 0
for any finite set y1, . . . , ym of elements of F and any complex numbers c1, . . . , cm.
Theorem 14.3. The Fourier transform (14.27) provides a bijection of the set of quasi-measures
on a Hausdorff topological vector space E to the set of positive-definite functions on the dual E′
of E whose restriction to any finite-dimensional subspace of E′ is continuous. 
For instance, let M(y) be a seminorm on E′. Then a function
Z(y) = exp
[
−1
2
M(y)
]
(14.28)
on E′ is positive-definite. By virtue of Theorem 14.3, there is a unique quasi-measure µM on E
whose Fourier transform is Z(y) (14.28). It is called the Gaussian quasi-measure with a covariance
form M .
Example 14.9. Let E = Rn be a finite-dimensional vector space, coordinated by (xi), and let
M be a norm on the dual of E. A Gaussian measure on E with a covariance form B is equivalent
to the Lebesgue measure on E, and reads
µM =
det[M ]1/2
(2π)n/2
exp
[
−1
2
(M−1)ijx
ixj
]
dnx. (14.29)

Example 14.10. Let E be a Banach space and E′ its dual, provided with the norm ‖.‖′
(14.1). A Gaussian quasi-measure on E with the covariance form ‖.‖′ is called canonical. One
can show that this quasi-measure fails to be a measure, unless E is finite-dimensional. Let T be
a continuous operator in E′. Then
y → ‖Ty‖ (14.30)
is a seminorm on E′. A Gaussian quasi-measure on E with the covariance form (14.30) is proved
to be a measure iff T is a Hilbert–Schmidt operator. 
Let E be a real nuclear space and E′ its dual, equipped with the topology of uniform con-
vergence. Let us recall that all topologies of uniform convergence (including weak∗ and strong
topologies) on E′ coincide, and E is reflexive. A quasi-measure on E′ is a measure iff its Fourier
transform on E (which is the dual of E′) is continuous. A variant of the Bochner theorem for
nuclear spaces states the following [22, 24].
Theorem 14.4. The Fourier transform
Z(x) =
∫
exp[i〈x, y〉]µ(y)
provides a bijection of the set of measures on the dual E′ of a real nuclear space E to the set of
continuous positive-definite functions on E 
Remark 14.11. Let E ⊂ E˜ ⊂ E′ be a real rigged Hilbert space, defined by a norm ‖.‖ on E.
Let T be a nuclear operator in E˜ and ‖.‖T the restriction of the seminorm y → ‖Ty‖, y ∈ E˜,
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(14.30) on E˜ to E. Then the Gaussian measures µ and µT on E
′ with the covariance forms ‖.‖
and ‖.‖T are not equivalent. The Gaussian measures µ and µT are equivalent if T is a sum of
the identity and a nuclear operator. In particular, all Gaussian measures on a finite-dimensional
vector space are equivalent. ♦
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