Gait, as a kind of biological feature, has a profound value in personnel identification. This paper analyzes gait characteristics based on acceleration sensors of smart phones and proposes a new gait recognition method. First, in view of the existing methods in the process of extraction of gait features, a large number of redundant calculations, cycle detection error, and the phase deviation issue during the week put forward the Shape Context (SC) and Linear Time Normalized (LTN) combining SCLTN calibration method of gait cycle sequence matching, to represent the whole extract typical gait cycle gait. In view of the existing extracted gait features are still some conventional features; the velocity change of relatively uniform acceleration and the change of acceleration per unit time are proposed as new features. Secondly, combining new features with traditional features to form a new feature is set for training alternative feature set, from which the training time and recognition effect of multiple classifiers are screened. Finally, a new multiclassifier fusion method, Multiple Scale Voting (MSV), is proposed to fuse the results of Multiple classifiers to obtain the final classification results. In order to verify the performance of the proposed method, gait data of 32 testers are collected. The final experimental results show that the new feature has good separability, and the recognition rate of fusion feature set after MSV algorithm is 98.42%.
Introduction
The human gait has a very unique pattern that can be used for identification and verification. Traditional gait identification that is based on wearable sensors acquires gait data through bundling dedicated sensors on the fixed part of the human body [1] . With the rapid popularization of smartphones and the continuous development of their functions in recent years, it has become possible to use the built-in accelerometer of the smartphone for gait identification for users in conditions that do not affect users' normal work, study, and life [2] . However, factors such as the variety of smartphones and very large differences in performance of the built-in accelerometers lead to significant differences in the collected data, which increases the difficulty of identifying people and directly affects the accuracy and credibility of the recognition.
To improve the accuracy of gait recognition, we conducted continuous research on gait identification based on smartphone accelerometers, and the results are mainly reflected in the following three aspects.
( ) Gait Period Extraction and Feature Selection. Literature [8] proposed a stable periodic detection mechanism, which makes the period detection more "automated." By using this mechanism, the system performance is greatly improved and is more efficient compared to the previous, more complex period detection method. Literature [9] extracted the gait frequency, symmetry coefficient, numerical fluctuation range, and similarity coefficient of the feature curve from the gait data as features. Finally, a weight voting mechanism is proposed according to these features for classification and identification, and experimental results show that these proposed features can be effectively classified and identified.
( ) Improvement and Proposing a New Classification Algorithm. Literature [10] proposed a new dynamic time warping (DTW) algorithm, which uses the time and amplitude of feature points as a two-dimensional sequence. The minimum cumulative distance path is searched by pairs of peaks and troughs, and then the identification is realized by threshold judgement. However, currently, the method has only been 2 Mathematical Problems in Engineering validated for small samples. Literature [11] proposed a gait period extraction method based on piecewise linear approximation (PLA), a new type of elastic distance metric kernel. A GDTW function is introduced based on the original support vector machine (SVM) Gaussian kernel. Through verifying the performance of the DTW and PLA methods in extracting the gait period in experiments, the results show that the proposed method greatly improves the classification results.
( ) Use Ensemble Learning to Complete Learning Tasks by
Building Multiple Learners. Literature [12] used the ant colony algorithm to optimize the multiclassifiers and proposed the high-confidence weighted voting method to fuse classifier outputs, which increases the final model recognition rate by more than 3% compared to the single classifier. Literature [13] uses the output of multiple speed learning machines to perform a simple mean algorithm fusion processing, and the final model output recognition accuracy is 3.6% higher than that of a single speed learning machine. The advantage of ensemble learning is the ability to combine multiple learners, and it can often obtain better generalization performance than a single learner. However, it also depends on the selection of a fusion algorithm. The appropriate fusion algorithm often obtains better generalization ability and vice versa.
The above studies develop a universal feature selection for the human acceleration signal and obtain excellent recognition rates, but they do not explore the motion features of the person while walking and only select the single classifier with the best recognition rate to explore. Due to these deficiencies, this paper extracts the rates of acceleration changes and amounts of velocity change associated with relative to uniform acceleration from gait data as new features, combines common time-frequency domain features to model and identify multiple classifiers, and proposes multiscale voting (MSV) for fusion processing to obtain final recognition results.
Related Studies
Here, we briefly introduce existing methods of gait feature extraction and multiclassifier fusion.
Literature [9] extracted the gait frequency, symmetry coefficient, numerical fluctuation range, and the similarity coefficient of the feature curve from gait data as features, and they proposed a weight voting mechanism for the classification and recognition of gait according to these features.
The specific scheme is as follows.
(1) All the characteristic curves in the database are analyzed one by one to calculate the gait frequency , symmetry coefficient , and dynamic range (1 ≤ ≤ ).
(2) Being calculated from the measured linear acceleration data: these are gait frequency , symmetry coefficient , and dynamic range .
(3) The characteristic curve of linear acceleration is compared with the sample in database and calculate the similarity coefficient .The result is denoted as 4 . (4) The weighted voting process is as follows. (a) Calculate the absolute error between and . The result is denoted as 1 .
(b) Calculate the absolute error between and . The result is denoted as 2 . (c) Calculate the absolute error between and . The result is denoted as 3 . Sum the weighted number of votes for each sample in the database.
] is the weighted coefficient vector.
(d) The judgment of the vote: the current measurement data matches the sample with the smallest weighted voting sum in a given database.
The weighted coefficient can be chosen by further experimental data. The similarity coefficient of feature curves is of the most importance for gait identification, followed by gait frequency. The symmetry coefficient has a close relationship with the iPhone's placement. The dynamic range is greatly affected by noise. Therefore, the weighted coefficients are set as = [2, 2, 1, 4 ] in this paper, where
Although the experimental results show that these proposed features can be effectively classified and identified, these types of features are still relatively traditional timefrequency domain features, and motion features of gait have not been studied.
In the multiclassifier fusion algorithm, a threshold of the weighting coefficient is often assigned to the base classifier and the rationality of the threshold allocation directly affects the recognition accuracy of the entire model. Most existing studies use expert experiences as the threshold for assigning weighting coefficients to classifiers, which often leads to inaccurate classifier identification. Reasons may include the following. (1) Experts' occasional mistakes lead to lower recognition accuracy; and (2) unfounded manual intervention in the identification process leads to unrecognized final identification results. Literature [12] proposed a HighReliability Weighted Voting (HRWV) model to address the above problems. The basic idea of high credibility is to use the base classifier's classification recognition credibility as the threshold of its weighting coefficient, which can avoid unreliable human assignment and the influence of human intervention on machine identification, ultimately guaranteeing the threshold reliability and sustainability of the weighting coefficients.
3 where indicates the confidence of the th base classifier output the class sample; ( ) indicates the actual number of class samples; ( ) indicates the number of class samples that the test sample is classified into as class samples after passing the th base classifier.
where represents the average confidence of numbers base classifier output class samples.
where represents the weighting coefficient threshold of the th base classifier for the class sample. After the number classifier classifies class samples, the classifier threshold with the highest credibility is set to the average credibility, and the weighting coefficient thresholds of the other − 1 base classifiers are set to 1-average credibility.
The resulting classifier thresholds and voting methods are combined at the end of the HRWV algorithm. Experimental results show that the recognition rate of the HRWV algorithm is 3% higher than the single classifier, but the average confidence will be less than 0.5 if most classifiers identify poorly for a certain type of sample, which will result in an increased misclassification of the classifier weighting threshold and the desired fusion effect cannot be achieved.
Therefore, for conditions of gait motion features that are not extracted in the above literature, this paper analyses the motion features of gait by extracting the acceleration rate change and velocity change relative to uniform acceleration. Moreover, the paper proposes a multiscale fusion algorithm for the deficiency of the multiclassifier fusion algorithm.
Data Acquisition and Preprocessing
To improve the existing gait identification performance based on the smartphone accelerometer, a recognition method based on multiple classifier fusion (MCF) is proposed. The specific algorithm flow is shown in Figure 1. . . Data Acquisition. The traditional method is to fix sensors at positions such as the back of the waist, inner thigh, arm, and ankle to obtain stable gait data. However, when placed on the arm and ankle, there is more noise in the signal due to a series of involuntary jitters of the hands and feet, which affects the integrity and stability of the acquired data. To increase the stability of gait data signal acquisition, the paper places the smartphone in the trouser pocket at the position of inner thigh while collecting data, and the built-in accelerometer is used to collect the data (the specific placement is shown in Figure 2 ). The Samsung Note II series smartphone is used for acquisition, and the sampling frequency is 100 Hz.
. . Data Preprocessing. The original acceleration signal contains high-frequency noise during personnel movement, which mainly originates from two areas: one is the noise generated by the mobile phone accelerometer, and the other is the noise generated by the physiological vibration of the human body during the process of collecting gait data. Considering the high sensitivity of acceleration sensors, even small jitters will affect the change in the acceleration value, which will further affect subsequent feature extraction and classification recognition rate. Therefore, while retaining useful information, trying to remove as much noise interference in the data as possible is also necessary. For the condition of a gait feature signal mainly concentrated in the lowerfrequency part of the data, the third-order Butterworth lowpass filter [14] is used for filtering to remove high-frequency noise. Figure 3 shows the gait data before and after filtering. It has smooth feature of the passband's frequency response curve, which can be expressed by
Period Division and Feature Extraction
. . Period Division. There are two commonly used period division methods: frame-based segmentation [15, 16] and period-based segmentation. Frame-based segmentation is also called segmentation based on a fixed sliding window, where the window represents the amount of data used for processing at one time. Hence, the method divides the period according to the fixed data length and can quickly realize the segmentation process of the time series. The window is also divided into overlapping and nonoverlapping windows, which are mainly determined by the window size and sliding step size. This method is often used in current research because of its simple implementation.
Although the method has excellent real-time performance and can maintain pattern features of the gait, it does not best-reflect the phase of gait and solve time variation problems caused by the gait mode. Unlike frame-based segmentation, the period-based segmentation method is based on the gait period and can fully reflect the hidden biometrics of gait data. Considering that gait acceleration data usually appears as a set of data with periodic features, this paper uses a period-based segmentation method, and the specific algorithm is divided into the following three steps.
( ) Estimation of Period Length. According to statistics, normal people walk two steps on average from 0.8 s to 1.2 s. The two steps correspond to one period in the data since only one mobile phone is placed in the right side of the pants pocket when collecting the data. In addition, the sampling frequency is set as 100 Hz, such that approximately 80 to 120 data points correspond to one period.
( ) Period Detection. Gait data are periodically detected using the local minimum value [17] , which means that data contained between two adjacent minimum values are considered to be a single gait period. ( ) Eliminate the Abnormal Period. Gait data can be divided into a single gait period through the two steps mentioned above, but these periods are not all suitable to feature extraction. The abnormal period should be eliminated after filtering these periods. This paper uses DTW to calculate similar distances in the normal period, and periods with large differences in distance are eliminated.
A single gait period of different individuals is extracted through the above steps as shown in Figure 4 .
. . Typical Period Extraction. Through periodic extraction, a complete set of gait acceleration data can be segmented into multiple small gait periods. Considering periodic features of gait acceleration data, the paper extracts a typical gait period from multiple gait periods to characterize the entire gait data feature to avoid excessive redundant data, which are not conducive to feature extraction. Currently, DTW [18] (and the deformation algorithm derived from the DTW algorithm [19] [20] [21] ) and linear time normalization (LTN) based on linear matching [22, 23] are often used in a typical period extraction. However, DTW is a nonlinear matching regularization algorithm, which is suitable for decomposing the irregularity of action time relative to the overall action time, especially in the field of speech recognition. However, considering that gait is linear in the period, DTW is not suitable to gait-typical period extraction; in contrast, LTN considers the linear matching relationship between data in the processing of gait period sequencematching before calculating the shortest distance between the two. The matching method of LTN pays more attention to gait linear features compared to DTW, but LTN also has some shortcomings. When matching sequences, shape features of the sequence itself are not taken into account.
For local shape information for each point context that was ignored in the LTN algorithm, the paper introduces the concept of Shape Context (SCLTN) [24] [25] [26] [27] [28] in LTN, which allows for the determination of correspondence between each data point in the periodic sequence. The shape context is a description for the shape, whose main purpose is to capture the relative position of each data point in space to achieve a stricter and more accurate match between points, as shown in Figure 5 .
First, the linear correspondence between points on two sets of sequences is calculated using LTN, from which the point matching relationship of Figure 5 (a) is obtained. Then, the shape context histogram of each matching data point is calculated using the shape context, and the point matching relationship of LTN is verified again to accurately match each point on two sets of sequences. Specific steps for using the SCLTN algorithm to extract typical periods are as follows.
(1) First, calculate the shape context information of each data point in all periods.
(2) Then, calculate the C value between each data point, finding the optimal alignment of each point in the sequence to ensure that the total C value is the smallest.
(3) For the alignment sequence obtained in step (2), the linear rule in the LTN algorithm is used again to verify the linear relationship between matching alignment points to ensure that the best matching alignment is achieved. should still be calculated using the LTN algorithm, and the period corresponding to the minimum distance is selected as the typical period. This paper does not use the shape context algorithm to determine the final distance between two sets of sequences but makes further improvements of matching points through the shape context. When extracting the typical period, the LTN algorithm is still used to calculate the sequence between the two groups, and the period is extracted according to the distance. The shorter the distance between sequences is, the more similar the two groups are; the greater the distance is, the greater their difference is. 
Feature Extraction
Feature extraction is used to extract feature vectors that can represent individual identities from the obtained single gait period, which is the key in classification recognition technology. The effect of feature extraction will directly affect the accuracy of classifier training and final classification recognition.
. . Traditional Gait Features. Traditional methods based on acceleration signal feature extraction are time domain analysis [29] , frequency domain analysis [30] , and timefrequency domain analysis [31] . Traditional feature values that are extracted in combination with the above methods are shown in Table 1 . A series of time domain features such as average, standard deviation, and zero-crossing can be used to represent waveform features of gait data signals and simple statistical features. A series of features such as steps and stride can be used to represent an individual's biometrics. Frequency domain features such as Fourier coefficients are commonly used to represent periodic information in an individual's gait. Although the traditional feature calculation is simple, few features can represent gait movement of an individual, and the recognition rate obtained using traditional features is not high.
. . Motion Features. Since traditional features cannot best reflect biological features of gait, this paper proposes a new gait feature extraction method for extracting individual motion features.
. . . Gait Motion Process Analysis. The motion law of gait can be described by some kinematic parameters, and the Table 1 : Traditional gait features (suppose that the sample of a set of gait data is expressed as X = { 1 , 2 , ..., }; represents the number of samples and represents the th data point).
Feature name Formula
whole gait movement process can be divided into swing and stance phases.
As shown in Figure 6 , the swing stage accounts for about 38% of the entire gait cycle. First, the swing begins, then it reaches the mid-swing stage through accelerating, and finally it slows down to the terminal-swing stage.
As shown in Figure 7 , the standing stage accounts for 62% of the entire gait cycle, and it mainly consists of the following five parts. The first is the initial-stance stage, which refers to the period after the heel touches the ground and before the forefoot touches the ground. The second is the support reaction stage, which refers to the period after the foot begins to touch the ground and before shifting the weight to another supported foot. The third is the mid-stance stage, which refers to the period after the weight on the supporting foot and before the tiptoes leave the ground. The fourth is the terminal-stance, which refers to the period after the heels leave the ground and before the tiptoes leave the ground. The fifth is the preswing stage, which refers to period when feet successfully leave the ground, and this stage often is referred to as the push-off stage.
Combined with Figures 6 and 7 , it can be concluded that the collected gait data are repeated during the standing period and the swing period, so the data collected under ideal conditions should have strict periodicity. However, due to many problems such as sampling equipment and environment, the collected gait data presents the features of quasiperiodicity. Although it loses perfect periodicity, it also retains more uniqueness for the individual, and individual features can be excavated from more data.
. . . Gait Mechanics Analysis. Studies in a large number of literatures have shown that the gravity of the body and the inertial force while walking are put on the foot that touches the ground. When one foot is about to leave the ground and another foot is about to touch the ground, the foot not only will receive gravity but also will be subjected to downward inertial force.
Therefore, the pressure on the foot is maximum at this time. And then the individual will have the force of the acceleration required for the upward movement, so that the other foot can be lifted up and swing successfully. When the individual gait is about to enter the swing stage, the force of the ankle to backward push the ground will gradually become larger, but, during the swinging stage, the ankle will only be subjected to the inertial force generated from backward pushing the ground. Hence, it can be considered as the inertial force when the ankle backward pushing the ground makes the gait in the swing stage, so the swing of the individual legs after the foot leaving the ground is caused by the inertial force. However, since individually oscillating legs are less stressed at the joints, the individual's acceleration while walking is mainly relying on the opposite reaction of the ground to the foot and also gives the individual the force to move forward. But there is no fixed law in the horizontal direction of the individual, and it sometimes becomes positive and sometimes becomes negative. The individual's gait is the continuous movement of one leg to support the body and another leg to repeat swing, which is a process of constantly losing balance and finding balance. Loop back and forth, and therefore most of the individual's muscles appear relaxed during the walk. Combined with the above discussion and Biomechanical principle of walking from Qian Jingguang et al. [32] , it is concluded that the contact force of the foot has an extreme value at the turning point of each gait cycle, and there is a maximum value when the heel touches the ground. When the foot gradually flattens and the force area gradually increases, the force will reduce and reach a minimized value when the foot is fully flattened. Another maximum value will appear when the heel leaves the ground and toes are squatting, in which the force curve has typical symmetrical bimodal properties throughout the gait cycle. And the study suggests that there is no significant difference in the contact force of the human body at different ages, which has a certain stability.
. . . Motion Feature Extraction. Combined with the analysis of gait mechanics in Section 5.2.2, it is concluded that the force curve in the whole gait cycle has typical symmetrical bimodal properties; it can be known from Newton's second law:
= × (where represents the resultant force of the individual; represents the individual's own quality; and represents the individual's acceleration value), so the individual's acceleration curve should also exhibit a bimodal feature. In combination with the above analysis, any individual will have two maximum values of acceleration in a single gait cycle. Therefore, the two maximum values can be used to divide the entire gait interval into multiple motion regions and then propose motion features one by one for a single motion area.
Combining the above analysis, the paper, respectively, extracts six features from the single gait cycle: cycle start point ( ), first maximum point ( ), first minimum value ( ), last minimum value ( ), last maximum value ( ), and gait cycle end point ( ) using the 6 feature points to divide the individual gait data into 5 different motion intervals. The results of the interval division of different individuals according to this method are shown in Figure 8 . The connection between two feature points is regarded as a uniform acceleration motion, such that the amount of acceleration change that changes and decelerates per unit time can be expressed as the slope of the five straight lines. The velocity variation of a relatively uniform acceleration motion in a single interval can be represented by the area enclosed by the original variable acceleration curve and the uniform acceleration line. Therefore, this paper provides 16 eigenvalues, namely, 6 eigenvalue points, 5 slopes, and 5 areas.
Classifier Fusion Algorithm
Single classifier usually only has a high recognition rate on particular individuals; hence, to achieve complementary advantages among various classifiers, the final recognition result is obtained in this paper using a fusion algorithm on the multiclassifier's output. The fusion algorithm plays a crucial role in the multiclassifier fusion model, and its quality directly determines the final recognition rate. The traditional voting method [33] is one of the most commonly used fusion algorithms, whose basic voting rule is that each classifier has voting rights and the arbitration principle is that the minority obeys the majority. However, due to the different performances of each classifier and large differences in the recognition effect for each person, it is difficult for the traditional voting method to combine advantages of multiple classifiers and achieve the desired recognition effect.
For shortcomings of the traditional voting method, this paper proposes a multiscale voting method (MSV) by combining the principles of the voting method with its arbitration principle. The basic idea of MSV algorithm is as follows. When the multiclassifier cannot judge a sample category accurately using the voting method, an unknown sample should classify samples by combining different measures (such as recognition rate of each classifier for its output category and F1 score). The MSV algorithm not only retains the features of traditional voting methods but also combines them with a single classifier for the recognition performance of different types of samples, which makes the advantages of each classifier complementary. The MSV algorithm is mainly divided into two steps: extracting discriminants and constructing voting functions.
. . Extracting Discriminants. For a pattern recognition problem with numbers classifiers ( , = 1, 2, . . . , ) and numbers categories ( , = 1, 2, . . . , ), the traditional voting method is used to count repetitions in the number of sample labels output by each classifier and uses the category label with the most repetition as the final classification result. The traditional voting method is advantageous because the algorithm is simple to implement, and the accuracy of recognition is higher when the repetition numbers of different labels are larger. However, the traditional voting method loses the fusion effect on multiple classifiers and does not give accurate classification results when the repetition numbers of the sample labels are extremely similar or equal. Hence, it is necessary to use discriminants to select different criteria. The extraction of discriminants is divided into the following two steps.
(1) According to the following formula, count number ( ∈ ) of sample labels output by the th classifier:
In the formula, represents the sample label output by the th classifier, and the initial value of is 1.
(2) According to the following formula, extract the discriminant :
. 
where indicates that the th classifier classifies samples of the class into number of classes. Based on the confusion matrix for an unknown sample that originally belongs to class , the probability that the classifier classifies it into ( ∈ ) and the recall rate of class ( ∈ ) can be, respectively, calculated using 
According to (10) and (11), the following equation can be derived to calculate the classifier's F1 Score ( ∈ ) for class :
According to (7), (10), (11), and (12), decision weight assignments and voting functions can be, respectively, constructed as follows:
Equations (13) and (14) are, respectively, the first voting weight distribution and voting function;
Equations (15) and (16) are, respectively, the second voting weight distribution and voting functions;
Equation (17) is the third voting function constructed by integrating the recognition results of all classifiers.
Equations (18) and (19) are, respectively, the fourth voting weight assignment and voting function For an unknown sample , it is first classified by a multiclassifier, and then the multiclassifier classification result is subjected to MSV fusion algorithm to obtain the final classification, which can be calculated using Experimental environment: this article uses Python 3.6 as the software platform and an Intel Core i7 processor as the hardware platform, with a main frequency of 2.7 GHz and a memory of 8 GB. The 64-bit Windows 10 operating system is adopted.
. . . Multiple Classifier Selections.
Base classifier selection is the basis of multiclassifier fusion to select excellent classifiers for as much fusion as possible, and this paper selects the ten commonly used classifiers as alternatives, shown in Table 2 .
. . Experimental Design and Analysis of Results.
To test the performance of traditional features of data collected in this paper and to verify new feature separability, the fusion of new features and traditional features, and the performance of MSV multiclassifier fusion algorithm, the following four experiments are designed.
(1) Verify the SCLTN method.
(2) Implement multiclassifier screening. The purpose of multiclassifier screening is to select the most suitable classifier among eight alternative classifiers for fusion. To complete the screening of multiclassifiers, this paper mainly demonstrates the method through following three, small experiments.
(a) Verify that the acquired data have excellent separability according to traditional features and select the appropriate classifier from eight potential base classifiers for fusion.
(b) Classify new features using eight alternative base classifiers and look for alternative classifiers that are suitable for fusion, comparing them to traditional classifiers that are selected by features.
(c) Compare the ability to distinguish samples between new features and traditional features, fusing and classifying new features and traditional features, selecting the final suitable classifier from candidate classifiers, and determining the fusion classifier after comparing with classifiers selected by the former two ones. (3) Verify the reliability of the MSV fusion algorithm through experimental comparison.
To better train and judge each classifier and to obtain prior knowledge for the MSV fusion algorithm such as the recognition rate of the classifier for a single individual and recall rate, this paper divides the experimental data into 10 equal parts in all classification experiments. Six parts were used as training sets, and the classifier was trained using a ten-fold method during training; two parts were used as test sets to test the classifiers and obtain prior knowledge; and two parts were used as a verification set, mainly verifying the reliability of algorithm and the effect of the fusion algorithm.
(4) Compare with existing research. The method of this paper is compared with related research in recent years to further reflect the superiority of the identification method adopted in this paper. Figure 5(b) that the size of radius selected in log-polar affects the context information of each point in the sequence. Therefore, it is important to select an appropriate radius. To verify the validity of shape context information, it is assumed that the first 10 points of gait acceleration data are selected, and then context information changes of 10 points at different radii are, respectively, obtained, as shown in Figure 9 .
. . . Verifying the SCLTN Method. It is apparent in
As shown in Figure 9 , 10% to 100% indicate that selected radius length is a percentage of data sequence length. Theoretically, the positions of the first 10 points in a set of gait acceleration data are relatively close and the context information for each point is also similar, so the selected radius should also satisfy the condition. If the difference between adjacent points is large, the selected radius is not suitable. Figure 9 shows the difference in context information between the first 10 points at different radii; according to the variation range of the curve, it is found that the curve changes slightly when the radius is 10% of the sequence. Therefore, the paper selects 10%×N as the log-polar radius.
We verify the advantages of the SCLTN method over a range of variant methods of Euclidean distance, DTW, and DTW. By calculating the "typical period" proposed in each method in different data sets and the average absolute deviation between its test periods, if the average absolute deviation is small, this indicates that the extracted period is representative and can characterize features of the entire set of gait data and vice versa. Figure 9 : Scope of shape change at different radius.
As shown in Table 3 , the averaging method normalizes the lengths of all gait sequences and fails to adequately correct misalignment among periods, such that the average absolute deviation is the largest. DTW and its series of deformation algorithms make up for deficiencies in the averaging method, such that it is unnecessary to normalize the length of sequence that is waiting to be compared, and it also effectively solves the time warping problem that is caused by the speed change.
However, DTW is generally used for nonlinear sequence alignment matching, and DTW fails to consider shape features of the sequence itself when matching the alignment. The LTN algorithm is linear and more suitable for the gait data presented in the paper. Compared to the DTW algorithm, the linear relationship between gaits is fully considered and the results are also slightly improved. However, neither DTW nor LTN considers local shape features of gait data or the context information of each point. Therefore, this paper uses the SCLTN algorithm to extract the typical period, from results presented in Table 3 , and it is obvious that the difference value of this part is smaller than those of other results. The SCLTN algorithm considers the linear relationship between gaits, but when the point matching is aligned the local shape at each point is also taken into consideration, and "feature-feature" alignment is realized in the true sense. Hence, a typical period extracted using this method is closer to the original data in terms of numerical value and shape features and is the most representative of the original data features. Table 1 , the following 15 traditional eigenvalues of the single gait period X, Y, and Z axes for classification experiments are extracted and listed: mean, standard deviation, skewness, kurtosis, root mean square, over zero rate, interquartile range, period length, energy, and the first 6 Fourier coefficients. Since these are common time-frequency domains and statistical features, the calculation formula is relatively simple and will not be described here. introduced in this paper from the X, Y, and Z axes of a single gait period and using the alternative eight classifiers for classification experiments.
. . . Multiclassifier Screening. (a) In
(c) Fifteen traditional eigenvalues and 16 new eigenvalues (93 features in total) were extracted and fused for X, Y, and Z axes of a single gait period. First, the ability of each feature to distinguish samples was calculated using the ReliefF algorithm [34] to verify whether or not the new features have better separability; second, alternative classifiers were used for classification experiments.
It is apparent from Table 4 that the gait data collected in this paper have a good recognition rate for the traditional features on most candidate classifiers, and the highest recognition rate can reach 91.7%. This illustrates that a kind of biometrics, an individual's gait characteristics, can be used for human identification, and traditional gait features have certain separability to gait; however, the recognition rate is not very high.
Let the traditional feature set selected in this paper be T1, the new feature set be T2, and fusion feature set of new feature and traditional feature be T3. Table 4 and Figure 10 , respectively, show the test set recognition rate of eight candidate classifiers on three feature sets T1, T2, and T3 and the time required to train corresponding classifiers and test set. Figure 11 shows the ReliefF values corresponding to the 93 out-of-synchronization features.
It can be obtained from the second row of Table 4 that gait data collected in this paper has a good recognition rate for the Table 4 that the 16 new eigenvalues extracted in this paper are inferior to the traditional eigenvalues in the classification effect of each classifier, but the gap of recognition rate is not very large. The minimum phase gap is 0.4%; the maximum phase gap is 11.1%; the highest recognition rate of new features is 88.35%, which is 1.78% of the gap from the highest recognition rate of traditional features. This indicates that the new features have excellent separability and provide a theoretical foundation for subsequent feature fusion.
According to the ReliefF algorithm, the larger the ReliefF value corresponding to a feature, the greater the distinguishing ability of the feature. Table 4 , compared to the average 6.44% increase in recognition rate for traditional features, the combination of new features and traditional features has a significant increase in the recognition rate of all candidate classifiers. The highest recognition rate can achieve 95.47%, indicating that feature fusion is very successful.
It can be concluded from Table 4 that eight alternative classifiers obtained better recognition rates whether used in traditional features or new features, or traditional features and new features, which shows that all 8 classifiers have excellent stability. It can be concluded from Figure 10 that classifiers C7 and C8 require much training time, and classifiers' time consumption will be greatly integrated if it is used for classifier fusion. Therefore, considering both time consumption and accuracy, C2, C3, C4, C5, and C6 are selected as the base classifiers of the fusion algorithm in this paper.
. . . Verifying the MSV Fusion Algorithm. In this paper, the MSV fusion algorithm is verified in two ways: first by comparing the recognition rate of a verification set under three feature sets and the recognition rate after fusion of the MSV algorithm of a single classifier and second by comparing the recognition rate of the MSV fusion algorithm and different multiclassifier fusion algorithms. Table 5 shows the recognition rates of the five selected base classifiers under three feature sets, and Table 6 shows the comparison experiment results of recognition rates of different fusion algorithms.
It can be concluded from Tables 4 and 5 that the selected medium-based classifiers in Table 5 have better recognition effects in both test set and verification set; the recognition rate is almost the same, showing that the selected base classifier has a good stability.
It can be concluded from Tables 5 and 6 , compared to other multiclassifier fusion algorithms, that the recognition rate of three feature sets is improved after the MSV algorithm is merged, and the recognition rate for each feature set is better than those of other fusion algorithms. The recognition rate of three feature sets is 3.30% higher than that of five base classifiers, and the highest recognition rate is 98.42% of the fusion feature. From the above analysis, the MSV algorithm is shown to have excellent multiclassifier fusion performance.
. . . Compared with Existing
Research. The four related research literatures in recent years are compared with the methods used in this paper to further demonstrate the superiority of the algorithm.
In literature [4] , the extracted frequency domain features are classified by the support vector machine (SVM), in which the accuracy rate is 92.7%; the literature [5] uses the support vector machine (SVM) to classify the extracted Table 7 , it is concluded that, whether it is a single frequency domain feature or a combination of time domain features, a better recognition rate can be obtained by optimizing the classifier parameters. Although the literature [6] uses four classifiers, it only uses a simple voting method in the fusion algorithm, which cannot ideally integrate the advantages of each classifiers. The literature [7] not only combines the traditional time domain with frequency domain features but also extracts the corresponding trajectory features from the gait curve to fuse, and its recognition rate is only 0.68% lower than the paper. However, its time complexity of extracting trajectory features is ( 2 ), which is higher than the time complexity of extracting motion features ( (log 2 )) in the paper. Based on the above analysis, the gait identification algorithm based on smartphone acceleration data in the paper has definite advantages compared with the existing research.
Conclusion
The paper improves a method based on LTN, introduces the concept of shape context, proposes a method called SCLTN to extract the typical period from gait data, and adds pointto-point local structure information to enhance LTN in the matching process. This method not only solves the problem of point matching error but also makes all point sets of the gait time series strictly aligned according to point to point. The main advantages are as follows.
(1) The method simultaneously considers differences in values and shapes of a gait sequence.
(2) The method is sensitive to small changes in a time series.
(3) The method gives sufficient consideration to contextual local information for each point in the time series.
In this paper, a single set of gait period data is divided into five motion regions using the maximum and minimum values; the velocity variation of relative uniform acceleration in the motion region is extracted, and the acceleration variation per unit time is taken as a new feature. New features are combined with traditional time domain and frequency domain features to form a new feature set, which can be used to train the five basic classifiers. Prediction results of each classifier are then subjected to the MSV multiclassifier fusion algorithm to obtain a final prediction result.
Experimental results show that the new feature has a good recognition effect for the five base classifiers when using the test set; the highest accuracy rate achieved was 88.35%, and the ReliefF value of the new feature is also higher than the traditional feature value. These results suggest that the new feature has good separability. New features and the traditional feature fusion also achieved a high recognition rate on the test set, and, compared to the single traditional feature recognition rate, the highest recognition rate reached was 95.47%. After the MSV algorithm fusion, the recognition rate increased by 1.34% on average compared to the maximum recognition rate for the five base classifiers, and the highest recognition rate was 98.42% for the fusion features. For the feature set that combined new and traditional features, compared to other multiclassifications' fusion algorithms, the MSV fusion algorithm increased by an average of 2.33%.
Data Availability
The data used to support the findings of this study are available from the corresponding author upon request.
