Modelling the onset of dynamic friction : A study of rupture velocities by Amundsen, David Skålid
MODELLING THE ONSET OF DYNAMIC
FRICTION
A Study of Rupture Velocities
by
DAVID SKA˚LID AMUNDSEN
THESIS
for the degree of
MASTER OF SCIENCE
(Master i Fysikk, studieretning Computational Physics)
Faculty of Mathematics and Natural Sciences
University of Oslo
June 2011
Det matematisk-naturvitenskapelige fakultet
Universitetet i Oslo
2
Abstract
The onset of dynamic dry friction between two blocks of PMMA has recently been
studied experimentally. Technological advances enable the study of the onset of sliding
at high temporal resolutions, resulting in new insights regarding how slip occurs at a
local scale along the interface. In this thesis, spring-block models are used to study the
onset of dynamic dry friction. These models have been used to study earthquakes for
a long time, and have later been adopted to study friction on a laboratory scale. The
agreement with the mentioned experimental results has, however, up until now been
rather poor.
In these models, which are fully resolved in time, the local friction law has to be im-
posed. Using a local Amontons–Coulomb friction law, the one-dimensional model shows
qualitative agreement with the experimental results. A quantitative comparison, how-
ever, reveals serious discrepancies. Studies reveal the importance of dimensionality to
the kinetics, i.e. the states where slip nucleates and arrests, of the system. An example
is the length of precursors as a function of the applied tangential load, which appears
to be improved by including two-dimensional effects in the one-dimensional model.
Both dimensionality and the local friction law are seen to be crucial for the dynamics of
the system, e.g. micro-slip front propagation. In the one-dimensional model, a specific
relationship between the rupture velocity, the initial shear to normal stress ratio and
the local friction coefficients is derived. This reveals the importance of the interfacial
strength to the rupture velocities in addition to the stress ratio which has been suggested
in the experimental papers.
A (2 + 0)D model, where both horizontal dimensions of the system are included, is also
studied. It is shown that details of how the driving force is applied are crucial. As
an illustration, a precursor has in a (2 + 0)D system both a length and a size. The
development of these two quantities as a function of the applied tangential load can
significantly deviate from each other depending on how the driving force is applied. The
lack of experimental results studying these effects, however, makes the analysis difficult.
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Chapter 1
Introduction
Friction is the resistance encountered by a surface or object when moving over another.
It is a part of the broader field of tribology, defined as ‘... The science and technology
of interacting surfaces in relative motion and the practices related thereto.’ [27]. The
focus of this thesis is modelling dry friction, i.e. friction between two solid surfaces in
contact. Other types of friction usually involve gases or liquids, e.g. the motion of a
solid object through a gas or fluid (skin friction), or the relative motion of two solid
objects separated by a fluid (lubricated friction).
1.1 Motivation
Most people have an idea of what friction is, and it’s such a common phenomenon that
we can easily take it for granted. However, friction is important in almost every aspect
of our lives: it’s responsible for our ability to walk by pushing our body forwards with
our feet and crucial for bees sitting on a flower petal. In machines, low friction (e.g. in
the engine of the car where parts are moving fast relative to each other) or high friction
(e.g. between the wheels of a car and the asphalt) may be desired. Friction is also
related to wear, the damage and erosion by friction or use, which is important in both
nature and engineering.
Another example of a phenomenon where friction is important is earthquakes. The simi-
larities between a frictional behaviour seen in the lab called stick-slip, where two surfaces
in contact alternate between sticking and sliding, and earthquakes was realised by Bryce
and Byerlee in 1966 [11]. The short time intervals where there are relative movement
between the surfaces are thought of as small earthquakes, where potential energy which
has been built up with time is released. After this realisation, much work has gone into
understanding the nature of these instabilities and under what conditions they occur.
Earthquakes can have enormously devastating consequences, but if an earthquake could
in some way be predicted, many lives could be saved and the damage could be limited.
These are only some examples where understanding the origin of friction is crucial.
Friction is caused by electromagnetic interactions between atoms and molecules. Because
of the complexity of these interactions, calculating friction from first principles is as of
yet impossible. In applications, empirical friction laws are therefore used instead. In dry
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friction these empirical laws have been more or less unchanged for the last 200 years,
but there are still many unanswered questions [57]:
• Why is static friction so universally observed between solid objects?
• What is the exact relation between friction and wear?
• How are static and dynamic friction and the transition between the two related to
microscopic atomic, asperity and grain interactions?
• Is static and dynamic friction marked by different phases of the interfaces?
• Is there some hidden information in the chaotic motion that can be used for e.g.
earthquake prediction?
• How is friction best controlled? Can materials be designed to have certain frictional
properties?
What makes friction an even more interesting field of study is its complexity. As men-
tioned, friction originates in electromagnetic interactions at the nanometre level. How-
ever, due to the complexity of these interactions, a model of two surfaces in frictional
contact at the atomic level cannot be used to model surfaces visible to the naked eye.
The computational effort is too great. Different models then have to be developed at
different scales. These models should then be related to each other in some way, together
comprising a more complete picture of the frictional process.
Due to the availability of new experimental techniques in recent years, there has been
an increased interest in experimental activity regarding friction. As new observations
are made, new questions arise that need to be answered. This has caused an increased
modelling activity: attempts are made to reproduce and understand experimental results
using simplified models [16, 37]. Theoretical approaches more focused on bridging the
gap between the atomic scale and the continuum limit are also made [30]. Experimental
and theoretical activities are the two main driving forces behind research, and one cannot
live without the other. It is essential to link theoretical activity to real observations,
and vice versa.
1.2 The structure of this thesis
In this thesis, spring-block models are used to study dry friction. Results are compared to
recent experimental results, and further insight into the experiments is gained. Answers
to the fundamental questions posed above were not found, but that was not the goal of
this work, either. This thesis is one of three Master’s theses on this subject completed
the spring of 2011 at the University of Oslo.
The second chapter deals with the necessary background material on friction, which
includes a short introduction to dry friction, simple elasticity theory and the numerical
solution scheme used. The present state of friction experiments and modelling are then
presented in chapter 3, where the focus is on the activity of direct relevance to the rest
of this thesis.
In chapter 4 a one-dimensional model is introduced. Even though the model is simple,
it is shown to exhibit quite complex behaviour. The model results are compared to the
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experimental results, and this leads to further investigation of the rupture phenomenon,
which is the topic of chapter 5. An improved static friction law and an attempt at
improving the dynamic friction law are presented in chapter 6. In chapter 7, a two-
dimensional model is introduced, and chapter 8 then summarises the new insights gained
from all the model results.
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Chapter 2
Background
In this chapter, the background material for this thesis is presented. First, a short
introduction to dry friction is given, where the emphasis is on the parts that are relevant
for the work presented here. This part is mainly based on [2, 42, 51].
Then some basic elasticity theory is presented. Some knowledge in this field is needed
later in order to make the models used in this thesis physically reasonable. This part
is mainly based on [54, 59]. The last section of this chapter introduces the numerical
solution scheme used to solve the equations of motion for the models that are introduced
later. This part is mainly based on [36].
2.1 Introduction to dry friction
This section begins with a short historical introduction to dry friction. For a more
comprehensive presentation, the reader is referred to the book by Dawson [27]. The
current microscopic picture of the mechanism of friction due to Bowden and Tabor [10]
will then be discussed, followed by a short discussion of different friction laws used in
dry friction.
2.1.1 A short history of dry friction
The use of friction as a tool to accomplish means such as creating a fire by rubbing two
wooden blocks together, dates back about 200,000 years. It may not even be humans
who came up with the idea first: the Neanderthals managed to create fires this way,
clearly showing the beginning of a qualitative understanding of the friction phenomena.
Another example is the Egyptians, who about 4,000 years ago used lubricants in order to
more easily move heavy stone objects. A painting showing this process has been found
in the tomb of Tehuti-Hetep, El-Bershed, clearly showing a person pouring a liquid on
the ground right in front of a statue being towed by a considerable number of men. The
manipulation and utilisation of the frictional process is therefore not new, but a more
quantitative understanding dates back to the work by da Vinci in the 16th century.
Da Vinci wrote that [10]
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Figure 2.1: A block sliding on a sur-
face with velocity v due to an applied
force FX . W is the normal force, and
Ff is the friction force. If the velocity
is constant, Ff = −FX .
FX
v
Ff
K
W
1. ‘Friction produces double the amount of effort if the weight be doubled.’
2. ‘The friction made by the same weight will be of equal resistance at the beginning
of the movement although the contact may be of different breadths of lengths.’
Since the term “force” was not yet well defined (Isaac Newton resolved this in the
17th century, almost 200 years later), the wording may seem a little strange by modern
standards. However, the two passages clearly indicate an understanding of what is today
called the Amontons–Coulomb laws of friction.
Figure 2.1 shows a typical sketch illustrating dry friction. A block experiencing a normal
force W slides on a surface with velocity v due to a force FX applied through a spring
with spring constant K. The block will then also experience a friction force Ff directed
opposite to the direction of motion. If the velocity v is constant, then Ff = −FX .
In the late 17th century, the French engineer Guillaume Amontons rediscovered the
observations made by da Vinci. Namely, that the friction force is proportional to the
normal force, and that the friction force is independent of the (apparent) area of con-
tact between two bodies. These observations were met with scepticism in the scientific
community because there was no generally accepted explanation for them.
In the late 18th century, Charles Augustin Coulomb, best known for his contributions
to electromagnetism, verified Amontons results and also made the distinction between
static (the force required to initiate motion) and dynamic (the force required to sustain
a constant velocity) friction. In addition he also noticed that the static friction force
appears to increase with time. The generally accepted explanation for these results
is usually credited to Bowden and Tabor [10], who explained the macroscopic laws of
friction by a microscopic picture of contacts and the breaking of these contacts.
2.1.2 The microscopic picture
Bowden and Tabor imagined all real surfaces as being rough on a microscopic scale, with
the protrusions on the surface called asperities, see Figure 2.2. When two such surfaces
are brought into contact, they will not be in contact over the whole interface of area A,
but only at a few points or asperities. The real area of contact, Ar, is therefore usually
much smaller than the apparent area of contact A, and it is the real area of contact that
is responsible for friction.
By introducing the real area of contact, Bowden and Tabor were able to explain the
Amontons–Coulomb laws of friction through a rather simple model. They said that, as
two rough surfaces are pressed together, the real area of contact grows until it is high
enough to sustain the normal load. By assuming that the asperities yield plastically,
the relation
W = pAr, (2.1)
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Asperities
Figure 2.2: Schematic illustration of two rough surfaces in frictional contact. The real area of
contact Ar between these two surfaces will dominate the frictional behaviour.
where W is the normal force and p is the penetration hardness, which is then a measure
of the strength of the material, holds.
Since the normal force must be supported by the relatively small real area of contact, it
is natural to assume that the pressure on these points will be high. Bowden and Tabor
imagined that adhesion occurred at these points, making the interlocking asperities stick
to each other. For any significant motion to occur, these junctions must be sheared
through. The frictional force is then proportional to the real area of contact,
Ff = sAr, (2.2)
where Ff is the friction force and s is a measure of the shear strength of the interface.
Combining these two results, a coefficient of friction µ can be defined as
µ = Ff/W = p/s, (2.3)
and the friction law can now be stated as
Ff = µW, (2.4)
which says that the friction force is proportional to the normal force with a factor of
proportionality µ. This is consistent with da Vinci’s first observation, although he did
not use the term “force”. Da Vinci’s second observation is also explained by this picture,
because the friction force is not determined by the apparent area of contact. It is the
real area of contact that is important, and the real area of contact is proportional to the
normal load and independent of the apparent area of contact.
This picture is, however, not complete. For example, inserting realistic values for p
and s often leads to predictions of µ that are significantly different from the measured
values [51]. There are several reasons for this, and they all originate in the fact that
the above presented picture is too simple. For example, the real area of contact may
increase with shearing, and the linearity in equation (2.2) may not hold if asperities do
not yield plastically but instead by e.g. brittle fracture.
The Bowden and Tabor picture may then only serve as a conceptual framework, and it
is important to keep in mind that alternations and modifications will be necessary in
order to obtain a complete description of friction. Despite this, it both explains what is
now called Amontons–Coulomb’s laws of friction and gives very useful insights into the
microscopic processes that are responsible for friction. It has also been shown [31] that
the above picture is valid if the asperities deform purely elastically. This offers further
support to the validity of the Amontons–Coulomb laws of friction for a broad range of
materials.
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2.1.3 Friction laws
As stated above, the friction laws observed by da Vinci were rediscovered and extended
by Amontons and Coulomb. These laws are today known as the Amontons–Coulomb
laws of friction, and can be stated as follows [2]:
• No motion occurs as long as FX , the applied tangential force, is smaller than a finite
threshold µsW , where W is the normal force. µs is the constant of proportionality
usually called the static coefficient of friction.
• The friction force is independent of the apparent area of contact.
• When motion occurs, the friction force is also proportional to the normal load,
and equal to µdW , where W again is the normal force. µd is the constant of
proportionality usually called the dynamic coefficient of friction.
The dynamic and static friction coefficients, µd and µs, are in general not equal. In
most cases µs > µd. The Amontons–Coulomb laws of friction are strictly speaking only
valid in cases of no sliding (static friction) and steady sliding (dynamic friction), and do
not say anything about the how transition from no sliding to steady sliding back to no
sliding occurs, but these transitions are usually considered to be fast. These laws are
remarkably simple, and are in many situations a good enough description of friction for
engineering purposes. However, deviations from Amontons–Coulomb’s laws of friction
are observed, and the most noticeable are:
• µs is not constant, but actually a slowly increasing function of the waiting time tw
defined as the duration of static contact before sliding is initiated. It is observed
to increase logarithmically.
• In stationary sliding, µd is not constant either, but is actually a slowly decreasing
function of the velocity for low enough velocities (typically less than 100 µm/s).
The first observation is due to an effect called ageing. Thermally activated contact
growth causes the frictional strength of the interface to increase with time. The second
observation can also be explained by ageing: for a lower velocity, contacts get more time
to age before they are broken, and the frictional interface is therefore said to rejuvenate
upon sliding.
Empirical friction laws have been developed in order to take into account the observed
deviations from Amontons–Coulomb’s laws of friction. These usually include a rate
variable, usually the sliding velocity v, and a time dependent state variable ϑ. These
laws are therefore called rate and state variable friction laws.
The rate and state friction law that best fits the experimental data at present is the
Dieterich–Ruina law [51]:
µ = µ(v, ϑ) = µ0 + a ln
(
v
v0
)
+ b ln
(
v0ϑ
dc
)
, (2.5)
ϑ˙ = 1− vϑ
dc
, (2.6)
where v0 is a characteristic velocity, dc is a characteristic distance, and a and b are
constants. In the static case ϑ = t from equation 2.6, which means that, provided b > 0,
the static coefficient will increase logarithmically with time as observed in experiments.
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According to equation (2.5), the friction force can be both velocity strengthening and
weakening, and both these behaviours are observed.
It is mainly the Amontons–Coulomb laws of friction that are used in this thesis. How-
ever, it is important to keep in mind that modifications to these laws exist. Both the
Amontons–Coulomb and rate and state dependent friction laws are averaged laws, mean-
ing that they are only valid on a macroscopic scale: they describe the friction force on
bodies visible to the naked eye. These laws can be extended to the mesoscopic scale,
typically on the order of micro metres, where the number of asperities is still large.
The microscopic scale is the scale of the intermolecular interactions, and is the scale at
which friction can be said to originate. The averaged friction laws discussed above is
consequently not valid, because they need a large number of asperities to be averaged
over. The interplay between the microscopic, mesoscopic and macroscopic scales in
friction is still not completely understood. This is illustrated by the fact that empirical
friction laws are used on a macroscopic scale. One goal of the research being done
nowadays is to be to be able to calculate the coefficients of friction from first principles.
This is much beyond the scope of this thesis, which will focus on the relationship between
the mesoscopic and macroscopic scale.
2.1.4 Steady sliding and stick-slip
In experiments, three different kinds of frictional behaviours are observed depending on
the details of how the force FX is applied. Figure 2.1 depicts a system where a block is
sliding on a surface with a velocity v, which may or may not be constant. The driving
force FX is applied at a point, which then moves at a constant velocity V . This point
is the left end of the driving spring K, whose right end is attached to the block.
Three different behaviours are seen depending on the driving velocity V and the driving
spring constant K:
• Steady sliding: After motion has initiated, the block moves with a constant velocity
v, leading to a constant tangential force FX . This behaviour is seen if the driving
spring is stiff enough and/or the driving velocity is high enough.
• Periodic stick-slip: The block alternates between no motion (stick) and motion
(slip) in a periodic way. The tangential force is seen to drop rapidly when the
block moves, and increase linearly when it does not. This behaviour, as chaotic
stick-slip, occurs if the driving spring is soft enough and the driving velocity is low
enough.
• Chaotic stick-slip: The block alternates between no motion (stick) and motion
(slip) in a chaotic way, but is in other aspects similar to periodic stick-slip. The
chaotic behaviour may result from e.g. surface inhomogeneities.
An illustration of the tangential force FX as a function of time, t, for these three cases
is shown in Figure 2.3, with the general form of a kinetic phase diagram shown in
Figure 2.4.
By applying the Amontons–Coulomb laws of friction to the system depicted in Fig-
ure 2.1, calculations (see section 4.4) show that regular stick-slip always occur, indepen-
dently of how K and V are chosen. It is therefore easy to motivate that, as discussed
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Figure 2.3: Schematic illustration of the applied tangential load as a function of time, FX(t),
for steady sliding, periodic stick-slip and chaotic stick-slip.
Figure 2.4: The general form of a kinetic
phase diagram. The grey area represents val-
ues for the driving spring constant K and
driving velocity V which result in stick-slip
behaviour.
K
V
stick-slip
in the previous section, deviations from the Amontons–Coulomb laws of friction exist.
Even though steady sliding is seen at the global level, stick-slip may occur locally along
the interface between the block and the track, where surface asperities alternate be-
tween attaching and detaching. For more details on this subject, the reader is referred
to [2, 42, 51].
This concludes the discussion of the theory of friction. The next section deals with the
basic theory of elasticity, i.e. how materials behave under different kinds of loading.
This will be needed later on in order to make physically reasonable models of the bulk
of a block.
2.2 Stress, strain and elastic moduli
This section deals with how solid objects deform and become internally stressed due to
an applied load, which in turn can give information about the interfacial stresses. The
relationship between applied pressure, stress, and the corresponding deformation, strain,
is discussed, but a detailed description will not be given. For a more comprehensive
discussion, the reader is referred to the book by Timoshenko and Goodier [54].
2.2.1 Stress and strain: Young’s modulus
The first type of stress introduced here is tensile stress. Figure 2.5 shows an object with
sides of length Lx, Ly and Lz and a cross-sectional area A in the yz-plane. This area
is then given by A = LyLz. A force F⊥ is applied to each side perpendicular to the
surfaces, as shown in the figure. These two forces are oppositely directed, which ensures
that the object’s centre of mass is stationary.
The tensile stress is then defined as the force per cross sectional area, σx = F⊥/A, where
the subscript x denotes that it is the stress on a side with the surface normal in the x-
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Figure 2.5: Schematic illustration of the deformation of an object subject to tensile stress. A
force F⊥ is applied to the sides with cross-section A (left), and this causes the dimensions of the
object to change (right). Credit for this figure goes to Jørgen Trømborg.
direction. Correspondingly, stresses in the y- and z-direction are denoted by σy and σz,
respectively. This will cause an elongation of the object in the direction perpendicular
to the cross-sections and the corresponding elongation is denoted as ∆Lx, as illustrated
in the right part of Figure 2.5. The tensile strain is defined as the relative change in
length, given by x = ∆Lx/Lx, where the subscript letter is used in the same way as for
the stresses.
Here, only linear, isotropic elastic materials are considered. The relationship between
stress and strain is then linear, and the constant of proportionality is independent of
the direction of the applied load. For tensile and compressive stress and strain, this
constant is called Young’s modulus, defined by
E = σx
x
= F⊥/A∆Lx/L
= F⊥Lx
A∆Lx
. (2.7)
There exist other kinds of deformations as well, and one of them is shear stress and
strain. Shear stress arises when a load is applied tangentially to a surface, and this is
what happens at the interface of two bodies in frictional contact. As seen in Figure 2.1,
the friction force is acting tangentially on the lowermost surface, causing shear stress
and consequently shear strain.
2.2.2 Poisson’s ratio
When an object is under tensile or compressive stress, the object changes length in the
direction of the applied load, as discussed above. The object will also change length in
the two directions orthogonal to the applied load, as shown to the right in Figure 2.5.
A simple example is incompressible materials, which given a compressive strain in one
direction would have to expand in another in order to keep the volume constant. This
is called the Poisson effect.
The relative change in length in the two orthogonal directions, y = ∆Ly/Ly and z =
∆Lz/Lz in Figure 2.5, are of equal size, and Poisson’s ratio ν is given by
ν = − y
x
= − z
x
. (2.8)
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2.2.3 Some additional remarks
This concludes the brief introduction of the behaviour of linear isotropic elastic materials.
These materials will return to their original size when the load is removed. For real
objects, this is true only for small deformations: if the deformations are too great,
plastic deformations may occur, causing a permanent change in the object’s dimensions.
However, such deformations will not be studied here.
An additional remark should be made in order to avoid confusion later. In discrete
models, such as the ones that will be used here, it may also be meaningful to talk about
local forces instead of stresses. These forces then act on discrete objects or points, but
can easily be converted to stresses by calculating the force per unit area.
2.3 Solving ODEs numerically
The models used here will, as so many other physical models, result in a set of differential
equations. Solving these equations analytically in general will be extremely difficult,
maybe impossible, and a numerical solution strategy is therefore used. In this section,
the numerical method used to solve the differential equations describing the system
is presented. Many other solution strategies exist, but the method discussed here is
commonly used and well suited for the systems considered in this thesis.
First, the simple Euler method is presented. This method is used to introduce the fourth
order Runge–Kutta method, which is the method used to obtain all results throughout
this thesis. Many of the details will not be discussed here, and for a more comprehensive
discussion the reader is referred to Numerical Recipes [43].
A first order ordinary differential equation is generally given by
u˙(t) = f [t, u(t)]. (2.9)
Of course, not all differential equations are of the first order. However, all N -th order
differential equations can be rewritten in terms of N coupled first order differential
equations. An example of this is the second order differential equation
u¨1(t) + u1(t) = 0, (2.10)
where ¨ denotes the second derivative with respect to t. The equations of motion de-
scribing the models used in this thesis are typically of second order. The equation
above can be rewritten in terms of two coupled first order linear differential equations
by introducing a new variable u2(t):
u˙1(t) = u2(t),
u˙2(t) = −u1(t).
(2.11)
It is then sufficient to discuss the solution strategy for a system consisting of N linear
differential equations on the form
u˙n(t) = fn [t, u1(t), u2(t), . . . , uN (t)] = fn [t, {u(t)}] , n = 1, 2, . . . , N. (2.12)
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2.3.1 The Euler method
By considering the Taylor expansion
un(t+ ∆t) = un(t) +
u˙n(t)
1! ∆t+
u¨n(t)
2! ∆t
2 + · · · =
∞∑
j=0
u
(j)
n (t)
j! ∆t
j , (2.13)
where u(j)n (t) denotes the j-th derivative and ∆t the chosen step size, one finds by
ignoring higher order terms an equation for un(t+∆t) by using that u˙n(t) = fn [t, {u(t)}],
given by
un(t+ ∆t) = un(t) + fn [t, {u(t)}] ∆t+O(∆t2). (2.14)
This is called Euler’s method, and is a first order method, meaning that the local error
is on the order of ∆t2, while the accumulated error is of order ∆t. Knowing the initial
condition, the solution to the differential equation can be found for integer time steps by
using this formula. If ∆t tends to zero, this will be an increasingly good approximation.
However it turns out that this is a rather poor approximation because it tends to produce
systematic errors in the solution [36]. For example, it can be shown that for a harmonic
motion, Euler’s method results in a solution that increases the energy of the system
with time no matter how small ∆t is chosen to be. In addition, ∆t cannot in practice be
chosen infinitely small both because of limited computer power and because for small
enough ∆t, loss of precision begins to dominate (the computer does not have enough
significant digits to do the calculations). For these reasons, the fourth order Runge–
Kutta-method is often preferred.
2.3.2 The fourth order Runge–Kutta method
The fourth order Runge–Kutta method is more complicated than the simple Euler’s
method, requiring more evaluations of the functions fn [t, {u(t)}]. However, since it is a
fourth order method, the error is significantly reduced for a given ∆t compared to Euler’s
method. The fourth order Runge–Kutta method can be summed up in the following
way:
un(t+ ∆t) = un(t) + k¯n∆t+O(∆t5),
k¯n =
1
6
(
k(1)n + 2k(2)n + 2k(3)n + k(4)n
)
,
k(1)n = fn [t, {u(t)}] ,
k(2)n = fn
[
t+ ∆t/2,
{
u(t) + k(1)∆t/2
}]
,
k(3)n = fn
[
t+ ∆t/2,
{
u(t) + k(2)∆t/2
}]
,
k(4)n = fn
[
t+ ∆t,
{
u(t) + k(3)∆t
}]
,
(2.15)
where the short form notation
{
u(t) + k(1)∆t/2
}
=

u1(t) + k(1)1 ∆t/2
u2(t) + k(1)2 ∆t/2
...
...
...
...
uN (t) + k(1)N ∆t/2

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has been used, with similar notation for k(2), k(3) and k(4). At first sight, this may seem
very complicated, but in reality it is not that difficult to understand.
First, the gradient of {u(t)} is found at t, and stored in k(1). Second, an estimated
gradient is found at t+ ∆t/2 by using Euler’s method with k(1), which is stored in k(2).
Third, a second estimated gradient at t + ∆t/2 is found by using Euler’s method with
k(2), and is stored in k(3). Fourth, an estimated gradient at t + ∆t is found by using
Euler’s method with k(3), and is stored in k(4). All these estimates are calculated by
starting at (t, {u(t)}).
Doing this, one has four gradients in the interval between t and t + ∆t, k(1) to k(4).
A weighted average k¯ is then calculated, which is an estimated mean gradient in this
interval. Euler’s method is then used to go from {u(t)} to {u(t+ ∆t)} by using this
mean gradient.
This procedure is then repeated until the value of {u(t)} has been obtained for all
integer time steps in the solution time interval. The local error is now on the order of
∆t5, meaning that the accumulated error is on the order of ∆t4, which for small ∆t is
much less than the error in the Euler method. It is because of the fact that the global
error is of order ∆t4 that this method is called the fourth order Runge–Kutta method.
Chapter 3
Friction experiments and
modelling today
In this chapter, the experiments and the experimental results that the models studied in
this thesis are compared with are presented and discussed. However, only examples of
the different experimental data available will be presented here, the specific plots that
are used for the comparison are presented with the model results. As a rule, all framed
figures are from the experimental papers. Recent modelling activity related to these
experiments is also presented, where the focus is on features seen in experiments that
are not yet understood.
A research group in Israel started doing the experiments some years ago, with the
first paper used in this thesis published in 2004 [45]. They later published several
other papers with results from the same kind of experiment [5, 6, 46–48]. In 2010, a
research group in Japan [37] published a variant of the experiments done by the group
in Israel. These groups only represent part of the experimental research being done on
friction [3, 4, 7, 8, 24, 25, 28, 50, 58], but it is the results from these experiments that
will be used for comparison with the models. These experiments have lead to theoretical
activity trying to understand the results [16, 37, 49], and a similar approach as used in
these will be used here. These represent only one approach in the modelling of friction
nowadays, see e.g. [12, 30] for other approaches.
First, the experimental setup is explained, and second, the measures available in the
experiments are discussed. Many of the experimental details are not presented here,
since they are not of immediate importance to the modelling. For a more complete
description of the experiments, the reader is referred to the papers referenced above.
Third, the modelling activity related to these experiments is discussed.
3.1 Experimental setup
In the experiments, friction between two blocks of poly(methyl methacrylate) (PMMA)
separated by a rough interface is studied, see Figure 3.1a. The rough interface is illus-
trated in the inset of this figure. As discussed previously, the blocks are not in contact
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(a) A sketch of the experimental setup, depicting
the two blocks of PMMA, the laser sheet and the
camera. The inset is a schematic illustration of
the interface between the two blocks. From [45],
Figure 1.
z
x
y
FX
FZ
(b) A sketch of the system
with the coordinate system
and arrows indicating the
direction of the tangential
force FX and the applied
normal load FZ .
Figure 3.1: Two illustrations of the experimental system depicting the laser sheet, camera
and directions of loading. A typical system size is the one used in [6], with slider block dimen-
sions 200× 6× 100 mm and base block dimensions 300× 30× 28 mm, meaning that the two
illustrations above are not to scale.
throughout the whole interface, small pockets of air exist between the interlocking as-
perities.
PMMA is a brittle acrylic material and it is transparent. The blocks have a typical size
of 200× 6× 100 mm for the slider and 300× 30× 28 mm for the base [6]. A laser sheet
is directed towards the interface between the two blocks, incident at an angle greater
than the critical angle for total internal reflection. If light from the laser hits two
interlocking asperities, that is, it hits a PMMA-PMMA interface, light is transmitted
through the slider and detected by a fast camera. However, if the laser light hits a
PMMA-air interface, the light is totally reflected. As a consequence, the intensity of the
laser light detected by the camera is a measure of the real area of contact.
A normal load FZ is applied on the slider, as depicted in Figure 3.1b. In the experiments
done by the group in Israel, the normal load is applied uniformly, though the magnitude
is varied. In the experiment done by the group in Japan, the normal load is controlled
through two loading points, one at the trailing edge and one at the leading edge. The
normal force on these two points can be varied separately, causing the possibility for a
non-uniform normal load.
Different ways of applying the tangential force FX are used. One of them is depicted
in Figure 3.1b, where the tangential force is applied on the slider, while the base is
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(a) Tangential force FX as a function of time.
An approximate linear increase with small
bumps (precursor events) are followed by a
regime with regular large drops in FX (global
events). From [37], Figure 4.
(b) Normalised area of contact at six differ-
ent times for a single event. The top im-
age shows the area of contact right before
the event started. Darker (lighter) shades in-
dicate a decreased (increased) contact area.
From [45], Figure 3.
Figure 3.2: Two examples of data obtained in the discussed experiments. Even though these
two figures are from two different experiments, the rightmost figure shows what happens to the
area of contact in one of the large drops in the tangential force seen in the leftmost figure.
stationary. This driving mechanism is used in e.g. [5, 37, 45]. Another way of driving
the system is to hold the slider stationary, and then apply the tangential load on the
base block. This mechanism is used in e.g. [5, 6].
The tangential force FX is usually applied through an elastic loader characterised by a
spring constant K of order 106 N/m, where one end is connected to the base or slider.
The other end is driven at a velocity V of order 10−4 m/s, causing an increased force
FX on the slider/base.
By attaching strain gauges at the side of the slider adjacent to the interface, data for the
shear and normal stresses near the interface have been obtained [5]. Local slip along the
interface at a chosen location has been obtained by using a displacement sensor based
on a metallic grid placed at the side of the slider and measuring the diffraction pattern
produced by a laser beam focused on this grid [6].
3.2 Experimental results
The experimental system is in the stick-slip regime, as can be seen in Figure 3.2a, where
the time development of the applied tangential force FX is shown. This curve can easily
be compared with the schematic drawing in Figure 2.3. The drops in the tangential
force appear to occur regularly, and the system shows periodic stick-slip behaviour.
Due to the high temporal resolution of the camera, the dynamics of each successive slip
can be followed. Such slips are observed not to occur homogeneously along the interface,
but rather through micro-slip front propagation. The propagation of one such front can
be seen in Figure 3.2b, which depicts the time development of the local contact area.
The passage of a micro-slip front is marked by a rapid change in this area, causing darker
and lighter shades for decreased and increased areas, respectively. These fronts start
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(a) The length of the precur-
sors Lp plotted as a function
of the tangential load FX for
Lx = 0.2 m and FZ = 3.3 kN.
From [47] Figure 2b.
(b) Experimental shear stress profile. Dashed
lines are for increasing normal load and no tan-
gential load. The drawn lines are for constant nor-
mal load and increasing tangential load. From [5],
Figure 1C.
Figure 3.3: The length of precursors are obtained through data from the camera such as that
shown in Figure 3.2b, but information about the stresses are obtained through strain gauges
placed adjacent to the interface, which is then converted to stress.
at the trailing edge and propagate to the leading edge. During these events, the whole
block moves, causing the tangential load FX to be reduced.
In the initial loading phase, FX is seen to increase approximately linearly. However,
small drops in the tangential load can be seen even before the periodic stick-slip begins.
These small drops are called precursor events. They are also characterised by a rapid
change in the local contact area starting at the trailing edge, but these micro-slip fronts
do not reach the leading edge. During these events, the trailing edge of the block moves,
decreasing the tangential load FX , but the leading edge is still attached. Therefore,
the whole block does not move during precursor events. It is only after a series of such
precursors, each coming closer to the leading edge, that the first global event occurs:
the micro-slip front finally reaches the leading edge, the whole block moves, and a large
drop is seen in the tangential load.
Where the fronts are nucleated seems to depend on the driving mechanism. When the
driving force is applied to the slider, events are seen to nucleate at the trailing edge only.
However, when the driving force is applied to the base, and the slider is stationary, fronts
are seen to nucleate not only at the trailing edge, but also at points between the trailing
and the leading edge. If this happens, the front propagates both towards the trailing
and the leading edge from the point of nucleation.
The length of the precursors can be plotted as a function of the applied tangential load
right before the respective events are triggered. A typical result can be seen in Fig-
ure 3.3a. A series of precursors, each reaching further towards the leading edge, is seen
for increasing tangential loads. There appears to be an abrupt change in this behaviour
when the precursors have reached about halfway towards the leading edge. The fronts
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(a) Area of contact as a function of space
and time (top). Hot and cold colours rep-
resent increased and decreased net contact
area, respectively. Rupture velocities can be
extracted from the slope of the change in con-
tact area (bottom). From [45], Figure 4a.
(b) The velocity of the rupture fronts as a
function of the local shear to normal stress
ratio. Different markers represent different
drivings, and different colours indicate differ-
ent positions along the interface. cL and cS
are the longitudinal and shear wave velocities
in PMMA, respectively. From [5], Figure 3.
Figure 3.4: By averaging over the y-dimension in Figure 3.2b, the local area of contact can
be plotted as a function of both space and time, and rupture velocities can be extracted (left).
Combining this with local stress data, the rupture velocity can be plotted as a function of
different shear to normal stress ratios.
reach much further towards the leading edge for only a slightly larger tangential force.
As mentioned above, strain gauges are placed on the slider, enabling the measurement of
the local strain, which is then converted to stress. The result of such measurements can
be seen in Figure 3.3b, where the local shear stress is plotted as a function of position
along the interface between the slider and the base.
To get a better picture of the dynamics of an event, the local area of contact is usually
averaged over the y-dimension seen in Figure 3.2. The averaged local area of contact is
then plotted as a function of both time and position along the interface, and a typical
result can be seen in Figure 3.4a. The front propagating towards the leading edge is
characterised by an abrupt change in the local area of contact, which in Figure 3.4a
can be seen as an abrupt change in colour. The front is not propagating at a constant
velocity, but is rather propagating at several different velocities that differ by almost two
orders of magnitude. These velocities are compared to the velocity of sound in PMMA.
In solids, there are two types of bulk sound waves: longitudinal waves and shear waves.
Longitudinal waves are the only type of sound waves in gases and liquids, and are charac-
terised by compression and decompression in the direction of travel. These waves propa-
gate with a velocity cL, which in PMMA has been measured to be cL = 2730± 50 m/s [5,
supplementary]. Shear waves are characterised by elastic deformations of the medium
perpendicular to the direction of travel. These waves propagate with a speed cS , which
32 Chapter 3: Friction experiments and modelling today
Figure 3.5: Local slip δ measured at a point X adjacent to the interface as a function of time
for one precursor. From [6], Figure 2a.
in PMMA has been measured to be cS = 1370± 50 m/s.
These are the two types of sound waves that travel in the bulk. In addition, there
are Rayleigh waves, which are waves propagating on the surface of the object, and are
characterised by both a longitudinal and a vertical shear wave component. The velocity
of Rayleigh waves, cR, has been measured in PMMA to be cR = 1280± 40 m/s, which
is quite close to the shear wave velocity.
By comparing the local rupture velocities to the local shear to normal stress ratio,
an apparent dependence of one on the other is observed. Small stress ratios seem to
favour small rupture velocities, and large stress ratios seem to favour large rupture
velocities. This observation has been investigated quantitatively by plotting the local
rupture velocity as a function of the local shear to normal stress ratio τ/σ for a given
set of measurement points. The result can be seen in Figure 3.4b.
There appears to be a clear trend that higher stress ratios result in higher rupture
velocities even though the spread in the data points is quite large: slow rupture velocities
occur only for small shear to normal stress ratios and supershear only for quite high stress
ratios. Another observation that can be made from Figure 3.4b is that the local stress
ratio can greatly exceed the global static friction coefficient, which for PMMA is about
0.5.
The observed rupture velocities have been organised into three regimes: slow ruptures,
characterised by velocities much less than the material wave speeds, sub-Rayleigh rup-
tures, with velocities less then the Rayleigh wave speed cR, and the supershear ruptures,
where the velocities exceed the shear wave speed cS .
As mentioned above, the local slip δ as a function of time for precursor events has also
been measured. The result can be seen in Figure 3.5, where the local slip measured at
a point X along the interface is given as a function of time. The slip does not occur at
a constant rate, but is rather divided into four phases. Phase I, called the detachment
phase, is marked by an abrupt decrease in the local area of contact and oscillations in
the local slip as a consequence of the rupture front passing by. Phase II is called the
rapid slip phase, and is characterised by a rapid increase in the local slip. Then follows
phase III in which slip occurs at a lower rate, about an order of magnitude less. In phase
IV, the slip is constant, the sample is again locally attached to the base. The duration of
phases II and III was observed to be surprisingly constant for different precursors. Phase
II was observed to last about 60 µs and phase III for about 140 µs. This is illustrated
by the rough data collapse seen in Figure 3.6
In [6], where the result in Figure 3.5 was presented, a qualitative explanation for the
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Figure 3.6: Normalised local slip δ
measured at a point X adjacent to the
interface as a function of time for 16 dif-
ferent precursors. From [6], Figure 2c.
temporal evolution of slip was proposed. It was proposed that the breaking of the micro
contacts occurring in phase I leads to a significant release of heat that increases the local
temperature above the glass temperature. This causes local shear strength weakening,
and rapid slip then occurs (phase II). As the heat dissipates, the temperature decreases,
causing an increased shear strength, which then leads to a smaller slip rate (phase III).
It was shown that an estimate of the released heat per area results in cooling times
compatible with the observed duration of phase II.
3.3 Modelling activity and open questions
It is now possible to speak more concretely about what is currently not understood
in these experimental results. There are mainly three different modelling papers that
have been trying to replicate the experimental results. New insights have been obtained
through these, but there are still many unanswered questions to be addressed.
The Japanese group presented a model which they compared to their experimental
results [37]. They used a one-dimensional spring-block model, where a chain of blocks
is connected by springs and the friction between the blocks and the track is given by
Amontons–Coulomb’s laws of friction. By applying a force through a spring on the
leftmost block, they observed a series of precursor events, which then lead to a global
stick-slip behaviour. They then compared the loading curve and the length of the
precursors as a function of tangential force to their experimental results for different
normal loadings.
They saw a similar loading curve from the model as that in their experiments, but
with some small deviations. The most striking difference was in the plot of the length of
precursors, where there was a quite large deviation between the model and experimental
results for all types of normal loading.
The transition from static friction to stick-slip motion was also studied in [49], where
a minimalistic quasistatic one-dimensional model was presented and discussed. The
model allows an analytical solution, and the kinematics of both the precursors and the
stick-slip motion is dependent on the torque induced by the applied force FX and the
friction force Ff .
These two models are focused on understanding the effect of loading conditions and
the subsequent stress distributions on the length of precursors. They show that non-
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homogeneity, which may arise from e.g. loading conditions and/or friction induced
torque, must be explicitly taken into account. However, a quantitative comparison
between the results from these models and the experiments reveal serious discrepancies.
The wide range in the measured rupture velocities has surprised many, and is still
not understood. Especially the very high velocities above the shear wave speed, and
the very small velocities much smaller than the shear wave speed, have caused debate.
In [16], a similar one-dimensional spring block model as that used by the Japanese
group was presented. This model is based on the models in [15, 29], and presents a new
time dependent friction law in place of the Amontons–Coulomb friction laws between
the blocks and the track. The rupture dynamics was studied, and both slow and fast
ruptures were observed, but no quantitative analysis of their results were performed.
Gaining further understanding of the length of precursors and the rupture velocities is
the main objective of this thesis. The one-dimensional spring block model presented
in [37] will be used as a starting point in order to do further investigations on both
precursors and ruptures. The hope is that the models, since they are usually easier to
understand than experimental results, can provide new insights into the transition from
static friction to stick-slip motion.
Chapter 4
The one-dimensional spring-block
model
The models studied in this thesis are usually called spring-block models, because they
consist of of blocks connected by springs. This type of models has recently been applied
to modelling the transition from static friction to stick-slip [16, 37], as mentioned in the
previous chapter. They have also been applied by Persson [40, 41] in modelling sliding
of an elastic block on a lubricated substrate, but they actually date back to the 1960s.
In their paper in 1967, Burridge and Knopoff [19] presented a spring-block model that
they used to ‘... explore the role of friction along a fault as a factor in the earthquake
mechanism.’. This model, today called the Burridge–Knopoff model, has since been
used extensively in the modelling of earthquakes [23]. Statistical properties such as the
rate and different size distributions of events are usual objects of study. It is a slight
variation of this model that has recently been applied to friction. A master equation
approach that allows the system to be solved analytically in some cases has recently
been presented [12–14]. The usual approach is, however, to study these models through
computer simulations, and it is that approach which is utilised here.
In this chapter, two different one-dimensional spring-block models are presented. They
are actually the same model driven in two different ways, but I will refer to them as the
side driven model and the top driven model. The side driven model is presented first,
going from the model, through the equations of motion to the results, which are then
compared with results from experiments. The top driven model, which is actually the
Burridge–Knopoff model, will then be presented, where the focus will be on results that
are different from the side driven model.
Considering the experimental setup, shown in Figure 3.1, it might seem strange to
consider the system one-dimensional. The slider is long and thin, but it is also very
high. Since the slider is thin, it is natural to ignore the y-dimension dimension at least
in the first steps of an analysis. However, ignoring the vertical dimension, as will be
done in the one-dimensional models, seems strange. On the other hand, the importance
of this dimension is not yet understood. A reasonable way of attacking this problem is
then starting out with the simplest model, the one-dimensional, and investigating how
it compares to the experiments. If necessary, the vertical dimension should then be
included in the next step of the analysis.
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4.1 The one-dimensional model with side driving
The slider is modelled as N blocks with masses m serially connected by massless linear
springs with spring constant k, as shown in Figure 4.1. The mass of each block is
m = M/N , where M is the total slider mass. The system depicted in this figure is
driven from the side, meaning that a point P is connected to the leftmost mass by a
massless linear spring with spring constant K. This point moves at a constant velocity
V , thereby moving the sample. Open boundary conditions are used.
mm
k
P
K
m
x
wNw2w1
fNf2f1
V
Figure 4.1: Sketch of the one-dimensional side driven model. The system is driven by the the
point P moving with a constant velocity V connected to the first block through a spring with
spring constant K.
The system is loaded by a total vertical force FZ , which is distributed among the blocks.
Each block will be subject to a normal force wn as illustrated in Figure 4.1. An imposed
friction force fn acts on all blocks, and the right edge is free.
By using Newton’s laws, the equations of motion for this system are given by
mu¨1 = k(u2 − u1) + f1 + FK1 for n = 1,
mu¨n = k(un−1 − 2un + un+1) + fn + FKn for 2 ≤ n ≤ N,
mu¨N = k(uN−1 − uN ) + fN + FKn for n = N,
(4.1)
where ˙ denotes the time derivative, un = un(t) is the position of block n with respect to
its initial position, FKn is the driving force on block n, and fn is the local friction force
from the track on block n. The introduction of FKn may seem unnecessary since only
the first block will have a non-zero driving force, but this will be useful later on. For
the side driven model, this driving force is given by
FKn =
{
FK1 = K(V t− u1), n = 1
FKn = 0, n = 2, . . . , N.
(4.2)
The total driving force, also called the tangential load, is then given by
FX(t) =
N∑
n=1
FKn . (4.3)
A simple modification to equation (4.1) is needed in order to get physically reasonable
results [33]. It has been shown that equation (4.1) induce large oscillations in e.g. the
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shear force with wavelength 2a, where a is the lattice spacing. This is very unfortunate,
because physical quantities such as the shear stress will then oscillate in a way that
is highly dependent on the number of blocks. To reduce these oscillations, a relative
viscous damping force is introduced in the equations of motion. This damping force
damps out relative movement between the blocks, and takes the form
F ηn =

η(u˙2 − u˙1) n = 1
η(u˙n+1 − 2u˙n + u˙n−1) n = 2, . . . , N − 1
η(u˙N−1 − u˙N ) n = N.
(4.4)
The equations of motion are then modified to include this damping force:
mu¨1 = k(u2 − u1) + FK1 + f1 + F η1 for n = 1,
mu¨n = k(un−1 − 2un + un+1) + FKn + fn + F ηn for 2 ≤ n ≤ N − 1,
mu¨N = k(uN−1 − uN ) + FKN + fN + F ηN for n = N.
(4.5)
The shear force, that is, the sum of all forces except friction on a block, is then given by
F n.f.n =

k(u2 − u1) + FK1 + F η1 n = 1
k(un+1 − 2un + un−1) + FKn + F ηn 2 ≤ n ≤ N − 1
k(uN−1 − uN ) + FKN + F ηN n = N.
(4.6)
The abbreviation n.f. stands for “no friction”, indicating that F n.f.n is the sum of all
forces acting on block n excepting the friction force.
The value of η should be chosen so that the impact on the dynamics is as small as
possible, but at the same time effectively reduce the unwanted oscillations. In the
simulations, the value η =
√
0.1
√
km is used, and an explanation of how this value is
chosen is given in Appendix A.1. The value of the parameters used is given in Table 4.1.
If other parameter values are used, this is explicitly stated. Some numerical notes on
how to solve (4.5) are given in Appendix A.2. How a block is stopped and started and
a way to speed up the calculations are given too.
Details on how the time step is chosen are also given in Appendix A.2. In the results
given here, a time step ∆t = 1× 10−7 s has been used for N = 100, which is less than
the period of oscillation for N = 100, given by equation (A.15), which is 7× 10−7 s.
The time step used for other N is calculated using the scaling given in equation (A.15).
4.2 Spring constants, normal loading and local friction
The values of the spring constant k and the normal loads wn now have to be chosen,
and this has to be done in a physically reasonable way. In addition, a local friction law
between the blocks and the track has to be imposed. This is the focus of this section.
4.2.1 Choosing the material spring constant: Young’s modulus
The values of the spring constants k should be chosen in accordance with equation (2.7),
meaning that the blocks will behave as PMMA when subjected to tension or compression.
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Physical quantity Symbol Value in simulation
Total slider mass M 0.012 kg
Young’s modulus E 2.5 GPa
Sample size in x-direction Lx 100 mm
Sample size in y-direction Ly 5 mm
Sample size in z-direction Lz 20 mm
Static friction coefficient µs 0.70
Dynamic friction coefficient µd 0.45
Relative viscous damping η
√
0.1
√
km
Applied normal load FZ 400 N
Driving point velocity V 0.1 mm/s
Driving spring constant, side driven model K 0.8 MN/m
Driving spring constant, top driven model Kn K/N
Table 4.1: Overview of the physical constants and parameters used in the simulation. These
are chosen to be the same as in [37] in order to make simulation results comparable to the
experiment.
It is then necessary to obtain a relationship between the spring constant k and Young’s
modulus E. According to equation (2.7)
E = F⊥
A
Lx
∆Lx
, (4.7)
where F⊥ is the applied force, A = LyLz is the area of the cross section the force F⊥
is applied to, Lx is the length and ∆Lx is the length difference. For massless springs
connected in series, the total spring constant is given by [59]
1
ktot
=
N−1∑
n=1
1
k
= N − 1
k
, (4.8)
meaning that the whole system will behave as one spring with the spring constant ktot,
F⊥ = ktot∆L. Combining these two results leads to the relation
E = ktotLx
A
, (4.9)
which inserted for ktot can be solved for k:
k = (N − 1)ELyLz/Lx. (4.10)
This equation then provides a relation between Young’s modulus E and the material
spring constant k.
4.2.2 Non-uniform normal loading
As mentioned in chapter 3, the group in Japan varied the normal load systematically.
This non-uniform normal load is modelled as a linear trend in the normal load on each
block, wn, given by
wn =
FZ
N
(
1 + 2n−N − 1
N − 1 θ
)
. (4.11)
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The parameter θ ∈ [−1, 1] is then a measure of the non-uniformity, where θ = 0 corre-
sponds to equal weights for all blocks and θ > 0 leads to a decreased normal load on the
trailing edge and an increased normal load on the leading edge.
The non-uniform normal load is then modelled as in [37]. In the experiments, the
applied normal load might be approximately linear at the top of the sample because of
the loading mechanism, but there is no guarantee of linearity in the normal stress on
the side in contact with the base. This is a two-dimensional effect, and will be discussed
further at a later point in this chapter.
4.2.3 The local friction law
The other part of the model is the friction law that has to be imposed between the
blocks and the base (sometimes called track). In this chapter, the Amontons–Coulomb
laws of friction are used, meaning that two local friction coefficients must be introduced,
µd and µs. The friction force on block n is then given by
fn =

f sn when u˙ = 0
−fdn when u˙ > 0
fdn when u˙ < 0.
(4.12)
fsn and fdn are the (local) static and dynamic friction on block n, respectively. The local
static friction takes values in the range
− µswn = −fs,maxn ≤ fsn ≤ fs,maxn = µswn, (4.13)
in order to keep the block from moving. If the total force (except friction) on a block
exceeds the maximum static friction force fs,maxn , the block starts moving under the
influence of dynamic friction, which is given by
fdn = µdwn. (4.14)
This is, of course, only an example of a friction law that can be applied to the system.
It is not expected that a simple law such as the Amontons–Coulomb law will reproduce
all the features seen in experiments. A quite different friction law was used in [16], and
two different friction laws will be introduced in chapter 6.
One of the interesting parts will be to see if one can predict from a given local friction
law, the global friction law of the system. It will be shown that this can indeed be done
to some extent given a locally applied Amontons–Coulomb friction law.
4.3 The initial condition
The equations of motion (4.5) areN coupled second order ordinary differential equations.
This means that in order to obtain a unique solution, 2N initial conditions must be given,
e.g. the velocities and positions of all blocks at the time initial t0 where the simulation
is to start (not necessarily at t = 0 with zero driving force). Throughout this work,
the initial velocity of all blocks will be set to zero. The initial position of the blocks
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determines the initial shear force on each block, and it may be of interest to provide
the initial shear force on all blocks initially. The reason for this is that the Poisson
effect in a two- and three-dimensional system causes a non-zero initial shear force (this
is explained in section 4.10). A way of calculating the position of all blocks from the
shear force is then needed. An iterative scheme for doing so for the side driven model is
presented in this section.
The shear force on the blocks is given by equation (4.6). The initial position of block 1
is assumed to be u1(t0) = 0. The sum of all external forces is also assumed to be zero,
meaning that the driving force must equal the sum of all friction forces. Since all blocks
are at rest, the friction force on each block equals the shear force on that block. The
initial driving force FX(t0) is then given by
FX(t0) =
N∑
n=1
F n.f.n (t0) = KV t0. (4.15)
From this equation, the initial time t0 can be calculated. It may seem strange to calculate
the initial time from the initial condition, but it is just a consequence of the explicitly
chosen form of the driving force FX . t0 is the time needed to build up a large enough
force in the driving spring to compensate for the friction forces when the driving spring
is relaxed at t = 0.
Equation (4.6) can now be used to calculate the initial positions of the blocks. This
equation can be solved with respect to the position of the block with the highest index,
leading to the relation
un =

0 n = 1
u1 + (F n.f.1 − FX)/k n = 2
2un−1 − un−2 + F n.f.n−1/k n = 3, 4, . . . , N.
(4.16)
This formula can then be used to calculate the position of all blocks, starting with block
2, and iterating to block N , using the positions calculated for the blocks with a lower
index. It may seem strange that the shear force on block N , F n.f.N , is not used in this
formula. However, it is taken into account because it is included in the driving force FX ,
making sure that the shear force profile generated from equation (4.16) is the correct
one.
A point worth mentioning is that if zero driving force is desired, then the shear forces
must sum up to zero. This is just a consequence of the fact that without an external
driving force, the sum of all the friction forces must be zero in order to ensure that the
external forces sum to zero.
In most simulations the initial shear force on each block is zero. If the method described
here is used in order to obtain non-zero initial shear forces, it is explicitly stated, and
the initial shear force profile used is then also given.
4.4 Analytical analysis of the one-block model
It is always useful to study a system analytically as well as numerically. Through an
analytical calculation one usually gains both increased understanding of the system and
a way to verify that the numerical solution is in fact correct.
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f
V Figure 4.2: Sketch of the system depicted
in Figure 4.1 with only 1 block. This block
is attached to a rigid wall by a spring with
spring constant k which can be removed by
setting k = 0.
The N block system is rather difficult, maybe impossible, to solve analytically, and a
simplified version that consists only of one block is depicted in Figure 4.2. The block
is driven from the left through a spring with spring constant K and attached to a rigid
wall on the right through a spring with spring constant k. Setting k = 0 will result in
the one-block version of the side driven model depicted in Figure 4.1. This spring is,
however, included for later convenience. Viscous damping is ignored.
The two springs are assumed to be relaxed at t = 0. The equation of motion is then
given by
u¨(t) + ω2u(t) = KV
m
t− µdw
m
, ω =
√
K + k
m
, (4.17)
where u(t) is the position of the block relative to its initial position as a function of
time. The equation of motion is valid from t = t0, where t0 is the time the block starts
to move, to t = t1, when the block stops (if such a time exists). The time t0 is given by
the fact that the driving spring force is equal to the maximum static friction force:
KV t0 = µsw ⇒ t0 = µsw
KV
. (4.18)
Equation (4.17) has a homogeneous solution on the form
uh(t) = C sin(ωt− φ), (4.19)
where C and φ are constants given by the initial conditions, and a particular solution
given by
up(t) =
KV t− µdw
K + k , (4.20)
which means that the solution of equation (4.17) is given by
u(t) = uh(t) + up(t) = C sin(ωt− φ) + KV t− µdw
K + k . (4.21)
Since x = 0 is the equilibrium position, and the block is not moving at t = t0, the initial
conditions are
u(t0) = 0, u˙(t0) = 0. (4.22)
The velocity of the block,
u˙(t) = Cω cos(ωt− φ) + KV
K + k ,
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will become zero at the time t1 = t0 + 2pi/ω at the latest because of the periodicity of
the cosine function and the fact that u˙(t = t0) = 0 from the initial condition. The block
has then stopped, and needs to be loaded up to the static friction level again. As a
consequence, this system, including the special case k = 0, will only result in periodic
stick-slip motion, meaning that chaotic stick-slip and steady sliding will not occur for
any set of parameters.
The constants C and φ will now be found for the initial conditions given in equa-
tion (4.22). Applying the solution in equation (4.21) to these initial conditions and
using equation (4.18) for t0 results in the two equations
C sin (ωt0 − φ) = −(µs − µd)w
k +K , (4.23)
Cω cos (ωt0 − φ) = − KV
k +K . (4.24)
Multiplying the upper equation by ω, then squaring both and summing them and using
the identity sin2 θ + cos2 θ = 1 results in
C = ±
√[(µs − µd)w
k +K
]2
+
[
KV
(k +K)ω
]2
.
The phase φ can now be found from either of equations (4.23) and (4.24), resulting in
φ = arcsin
[(µs − µd)w
(k +K)C
]
+ ωt0.
In order to determine the sign of C, the obtained expressions for C and φ should be
inserted back into equations (4.23) and (4.24). As it turns out, both signs of C are
applicable, because φ is changing accordingly (the two solutions are equivalent). The
solution of the equation of motion for one block is then given by
u(t) = C sin(ωt− φ) + KV t− µdw
K + k ,
C =
√[(µs − µd)w
k +K
]2
+
[
KV
(k +K)ω
]2
, φ = arcsin
[(µs − µd)w
(k +K)C
]
+ ωt0.
(4.25)
4.5 First model results
In this section, the first results obtained from simulations of the side driven model will be
presented. First, the code is verified using the analytical solution obtained in section 4.4.
Second, the need for the relative viscous damping is investigated by looking at the shear
force profile with and without this damping. Third, the loading curve from the model
is compared to the experimental loading curve, and fourth, the shear force profile is
investigated.
4.5.1 Verification of the code
Verifying that the code is actually working is important. The code should then be run
for a system that is solvable analytically, and the result should be compared to the
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analytical solution. The most important parts of this code are the starting and stopping
of blocks, the skipping of stick periods (discussed in Appendix A.2), and the integration
algorithm itself.
From t = 0, the force on the first block will increase because of the increased driving
force. When the force has reached the maximum static friction level, the first block
begins to move. If it moves far enough, increasing the force on the second block to
above the static friction level, this will also begin to move. This situation is similar
to that discussed in section 4.4, but there the second block was a rigid wall which will
never begin to move. However, from the solution given in equation (4.25), it is possible
to calculate if the force has exceeded the static friction level. This can be done by
calculating the shear force on the wall at t = t1 = t0 + pi/ω, which is the time when
the block stops. The position of the block at this time is given by equation (4.25), and
inserting t = t1 results in:
u(t1) = C sin(ωt1 − φ) + KV t1 − µdw
K + k
= C sin(ωt0 − φ+ pi) + KV (t0 + pi/ω)− µdw
K + k
= −C sin(ωt0 − φ) + KV t0 − µdw
K + k +
pi/ω
K + k
= 2(µs − µd)w
k +K +
pi/ω
K + k ,
where equations (4.18) and (4.23) have been used. The shear force on the wall is then
given by
ku(t) = [2(µs − µd)w + pi/ω] k
k +K . (4.26)
Using N = 10, θ = g = 0 and the parameters given in Table 4.1, the shear force on the
wall is approximately 19 N, which is less than the static level µsw = 28 N. This means
that in a simulation with similar parameters and η = 0, the second block will not begin
to move. u1(t) obtained from the numerical simulation with η = 0 should then equal
u(t) given in equation (4.25) when t ∈ [t0, t1], and the first event will therefore involve
only the first block. This can be used to verify the code, because it will include both
the starting and stopping of blocks in addition to the skipping of stick periods.
The numerical and analytical solutions are plotted in Figure 4.3. By comparing the two
solutions more closely, one finds that both the starting and stopping of the blocks, and
the skipping of stick periods is working. The absolute error in the numerical solution is
shown in the lowermost plot in Figure 4.3, and by comparing this to the position shown
in the uppermost plot, one sees that the error is orders of magnitude less than the value
of the position itself. The relative error is not plotted because u(t0) is zero. In addition,
the error does not keep increasing, but is actually decreasing in the second half of the
time span shown. This indicates that the Runge–Kutta algorithm of the fourth order is
an appropriate integration algorithm for this system.
4.5.2 Oscillations and viscous damping
The equations of motion for the system without the relative viscous damping were said to
induce oscillations of wavelength 2a, where a = Lx/(N − 1) is the equilibrium distance
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Figure 4.3: The uppermost plot shows the position of block 1 as a function of time for the first
event in the side driven model, where both the numerical and analytical solutions are shown.
The lowermost plot shows the absolute error in the numerical solution as a function of time.
N = 10, θ = g = 0 and η = 0. Other parameters are as in Table 4.1.
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Figure 4.4: This figure illustrates the shear force profile at t = 4 s for a simulation done with
N = 100, θ = 0 and g = 0 for the side driven model. The topmost plot is without viscous
damping, and the lowermost plot has η =
√
0.1
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Figure 4.5: The uppermost shows tangential force as a function of time normalised by the
total normal load for N = 10, θ = 0 and g = 0. The lowermost plot shows the number of sliding
blocks as a function of time.
between the blocks. As an illustration of these oscillations, consider Figure 4.4. In
these two plots, the shear force in the sample is plotted without viscous damping in the
uppermost plot and with viscous damping in the lowermost plot.
In the uppermost plot, there are oscillations in the shear force on the scale of the lattice
spacing. This is not physical, because then the shear force profile will depend highly on
the resolution, the number of blocks used. These effects are significantly reduced with
the introduction of the viscous damping force, as can be seen in the lowermost plot.
As long as η is not chosen to be close to the critical damping value of
√
km, the results
given here does not depend to a great extent on the chosen value of η. This will, however,
be discussed in greater detail in section 4.17.
4.5.3 Stick-slip behaviour
The first results obtained from the model will now be presented. The result from a
simulation with N = 10, θ = 0 and g = 0 can be seen in Figure 4.5. The parameter g will
be properly introduced later, but g = 0 corresponds to the system discussed up until now.
The model exhibits stick-slip behaviour where the number of sliding blocks increases until
global slip is achieved. The topmost graph shows resemblance with Figure 3.2a, which
shows the corresponding experimental result for the used parameter set. The first global
event appears to happen at roughly the same time, and the tangential load stabilises at
roughly the same level. The model system, however, shows chaotic stick-slip behaviour,
while the experimental system showed periodic stick-slip.
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A clarification of the term “global event” is now needed. In the experiments, a global
event is an event where the rupture front reaches the leading edge. In the model, this is
translated to mean that it is the distance from the trailing edge to the position of the
block closest to the leading edge that moved during the event. However, this is in fact
not the same as the length of the spikes seen in the lowermost plot of Figure 4.5, which
shows the instantaneous number of blocks sliding, Nsliding, as a function of time. The
height of one of these spikes is the largest number of blocks sliding at the same time in
an event.
In theory, an event could consist of a front propagating towards the leading edge, where
some of the blocks behind the front stop moving. The number of blocks sliding will
then not reflect how far towards the leading edge the front reached before it stopped.
This is, however, a minor effect rarely seen in the model results. For example, all global
events in Figure 4.5 involve all blocks moving at the same time. However, the length
of a precursor in the model is defined as the distance between the trailing edge and the
block closest to the leading that moved as a part of the event.
The result shown in Figure 4.5 is compatible to the simulation result given in Figure 10
of [37]. The match is not perfect for several reasons. Firstly, the result presented in [37]
has no relative viscous damping included, leading to a slightly different time development
of the system. Secondly, the exact placement of the events is sensitive to numerical
details. How blocks are started and stopped is going to affect the exact location in
time of the events, therefore leading to slightly different results. This however, does not
affect the overall dynamics of the system, meaning that it does not affect the qualitative
behaviour seen in Figure 4.5 with precursors and global events.
Variation of the static friction coefficient µs, keeping µd constant, shows that the value
of µs determines the height of the drops in the tangential force during an event. For
higher values of µs, the resulting drops are larger. The reason is that with a higher
difference between the friction coefficients, the force drop when a block starts to move
is higher. The acceleration of a block will therefore be increased with increasing µs,
resulting in a larger displacement in an event, and consequently a larger drop in the
driving force.
Variation of the dynamic friction coefficient µd keeping µs constant shows that the mean
of the FX/FZ curve will always be approximately equal to µd. The reason for this will
become clear when considering the shear force profile, which is done in the next section.
The most obvious difference between the model result shown in Figure 4.5 and the
experimental result shown in Figure 3.2a is possibly the small events between the global
ones. The reason for this deviation is at this point unclear, however, a possible reason
will be discussed in section 4.18.
The vertical lines in the lowermost plot in Figure 4.5 hides complicated dynamics, as
can be seen in Figure 4.6, which is a zoomed in version of Figure 4.5. The number of
sliding blocks increases to the maximum level in a non-trivial way.
This is also illustrated in Figure 4.7, where the velocities of all the blocks are plotted
as a function of time and space. A front is propagating from the trailing edge to the
leading edge, and blocks accelerate and decelerate several times during an event as a
consequence of sound waves propagating between the trailing and leading edge.
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Figure 4.6: This is the same plot as shown in Figure 4.5, but zoomed in on the second global
slip event. This shows that a slip event as shown in Figure 4.5 hides complicated dynamics.
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global event. A front is seen to nucleate at the trailing edge and propagate towards the leading
edge. Waves are then reflected back and forth between the trailing and leading edge before the
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parameters as in Table 4.1.
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Figure 4.8: Plots of the shear force profile in the sample at different times for N = 100 and
θ = g = 0 for the side driven model. The long dashed line (blue) is the level of local static
friction, the dashed-dotted line (green) is the level of local dynamic friction, and the drawn
line (red) is the shear force profile. The time development of the driving force can be seen in
Figure 4.17.
It is worth noting that in this model, all events must nucleate at the trailing edge because
while all blocks are stationary, only block 1 is affected by the driving. This model is
most similar to the experiments where the driving force is applied at the slider, which
means that all events should nucleate at the trailing edge. This is then also a feature
seen in experiments that is reproduced by the model, but in a rather imposed way.
In the next section, the shear force profile is investigated, and it will be shown in
section 4.6 that this can be used in order to predict the length of a precursor in the
model.
4.5.4 Shear force profile
Plots of the shear force at different times for the side driven model can be seen in
Figure 4.8 for N = 100 and θ = g = 0. Since only the trailing edge block is affected
by the driving, the shear force (drawn line) on this block will in the beginning increase.
When the level of maximum static friction is reached (dashed line), then the block starts
sliding and this in turn increases the shear force on the block next to it.
As can be seen from Figure 4.8, the shear force on the blocks that have moved is
approximately equal to the local dynamic friction (dashed-dotted line). The shear force
on the blocks that have not moved is equal to the initial shear force, in this case zero.
The exception is the block closest to the trailing edge that has not moved, since this
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block will feel an increased force from its left neighbour. This might in turn result in a
peak in the shear force profile.
The mean level of the FX/FZ curve observed in the previous section can now be under-
stood. In the global event regime, the shear force on all blocks is approximately equal to
the local dynamic friction level. When the blocks are stationary, the static friction force
must be of equal magnitude, leading to a sum of friction forces approximately equal to
µdFZ . When the whole system is stationary, the sum of the external forces must sum
to zero, which means that the driving force must also be approximately equal to µdFZ
with a direction opposite to that of the friction forces.
The shear force in Figure 4.8 does not resemble the shear stress profile obtained in
experiments, given in Figure 3.3b. This is to be expected, since the highly non-linear
shear stress profile observed in experiments is a two-dimensional effect. When the normal
load is exerted on the slider, Poisson expansion leads to a slight elongation in the x-
direction along the interface. However, the interface is stuck because of friction, leading
to an anti-symmetric shear force profile like the one given in Figure 3.3b. This is the
first indication of the importance of the vertical dimension.
4.6 Precursor lengths
One of the experimental results presented in chapter 3 is the length of the precursors Lp
as a function of the tangential load FX right before the event. In the model the length
of the precursor is the distance between the trailing edge and the position of the block
closest to the leading edge that moved during the event. The corresponding tangential
load FX right before the event can be extracted from the model result easily.
As mentioned in chapter 3, the distribution of the normal load was varied in [37]. This
can also be done in the model, and the result will be compared to the experimental data
available. It will be shown that the shear force profile observed in the previous section
can be used to predict how long a precursor will be for a given tangential load.
4.6.1 Comparison between the model and experimental results
The model result for different degrees of non-uniform normal loading is shown in Fig-
ure 4.9a. As seen in experiments, an increased tangential force leads to a longer pre-
cursor. The precursors keep increasing in length until they reach the leading edge, and
this appears to happen at FX/FZ ≈ 0.45, which incidentally is the dynamic friction co-
efficient. The reason for this is that right before the first global event, all blocks except
the ones very close to the trailing edge, have a shear force equal to the local dynamic
friction level, leading to FX/FZ ≈ 0.45 by the same reasoning as used above.
Figure 4.9a also shows that the normal loading has a quite large effect on the length
of precursors. θ < 0 means an increased normal load on the trailing edge. The static
and dynamic friction levels are then increased compared to the uniform loading, and
a greater tangential force is needed in order to initiate a precursor of the same length.
However, the first global event happens for approximately the same tangential force.
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(a) Simulation result with N = 100 and g = 0
for different degrees of non-uniform normal
loading θ. Black drawn lines are the curves
calculated by equation (4.27).
(b) Experimentally obtained result. Solid
circle: θ = −0.833, dotted circle: θ = 0, open
circle: θ = 0.833. From [37], Figure 8.
Figure 4.9: The length of the precursors as a function of the applied tangential load right
before the event in the model (left) and the experiments (right).
The opposite happens when θ > 0. The static and dynamic friction levels are reduced at
the trailing edge and increased at the leading edge. A lower tangential force is therefore
needed in order to initiate a precursor of the same length. However, again the tangential
force needed in order to initiate the first global event is approximately unchanged.
The corresponding experimental result is shown in Figure 4.9b, which shows a similar
qualitative behaviour. However, looking at the values on the axes one discovers that
the quantitative fit is quite bad. As mentioned in chapter 3, there appears to be a
transition in the length of precursors at Lp/L ≈ 0.5, but the model result contain
no such transition. Generally, precursors get much further in the model than in the
experiments for a given tangential load.
It should be noted that in the numerical result, precursors reaching as far as the previous
one or shorter have been removed from the plot in order to make it cleaner. All points
then correspond to a precursor that was longer than all the previous ones. This has not
been done in the experimental results, where the number of precursors is equal to the
number of dots of a specific type. It can now be seen quite clearly, that the number of
precursors in the model is much too large compared to the experimental one.
Possible reasons for the deviation may be two-dimensional effects such as the Poisson
effect mentioned in the previous section and the torque applied to the slider as a con-
sequence of the tangential force FX and the friction force. These possibilities will be
discussed in more detail later.
4.6.2 Prediction of the length of a precursor
An analytical form for the function Lp(FX) can be found for the model using the observed
shear force profile in Figure 4.8. When the system is at rest, the sum of all external
forces has to be zero. This means that the driving force will equal the sum of all friction
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Figure 4.10: Length of precursors as
a function of tangential load for two
different parameter sets showing data
collapse for θ = −0.833, 0 and 0.833.
Set 1 has Lx = 50 mm and FZ =
800 N, while set 2 has Lx = 100 mm
and FZ = 400 N. Other parameters
are as in Table 4.1.
forces from all blocks. At the same time, the sum of all internal forces in the system
is zero because of Newton’s third law. Therefore, the sum of the shear forces on each
block equals the sum of the friction forces on each block, which in turn equals the driving
force.
By assuming that the shear force is equal to the local dynamic friction on all blocks that
have moved, and equal to the initial shear force for all blocks that have not moved, the
driving force FX can be found for a given precursor length. This assumption is quite
good, as can be seen from Figure 4.8. With np being the block closest to the leading
edge that moved during the event, all blocks from 1 to np have a shear force equal to
the local dynamic friction, and the rest of the blocks have their initial shear force. The
driving force is then
FX(np) =
np∑
n=1
µdwn +
N∑
n=np+1
F n.f.n (t = 0), (4.27)
where the length of a precursor is given by
Lp =
np
N
L. (4.28)
In Figure 4.8, the initial shear force on all blocks is zero, so the curves in Figure 4.9a are
actually the sum of the dynamic friction forces on each block. This prediction is quite
good, as can be seen from Figure 4.9a, where the curve predicted by equation (4.27) is
plotted as black drawn lines.
Equations (4.27) and (4.28) also predicts data collapse for Lp(FX) for systems with
different Lx and FZ by plotting Lp/Lx as a function of FX/FZ , given that both wn and
F n.f.n (t = 0) are proportional to FZ . Here, wn is given by equation (4.11) and F n.f.n (t =
0) = 0, meaning that data collapse should be obtainable. The axes in Figure 4.9a are
already scaled accordingly, but all results are for the same slider length Lx and normal
load FZ . In Figure 4.10, Lp(FX) is shown for two different system lengths Lx and two
different normal loads FZ , and the result is a perfect data collapse.
The length of precursors then seems to be only weakly dependent on the dynamics of
the micro-slip front propagation. The length of precursors might then be obtained from
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quasi-static calculations, i.e. without considering the complete dynamics of the system.
This is, however, beyond the scope of this thesis.
4.7 Time dependence of slip
As mentioned in chapter 3, the slip as a function of time has been measured for precursor
events in the experiments [5], and it showed a quite interesting time development. In
the discrete case, the slip along the interface equals the displacement of one block during
an event. It is therefore of interest to compare the displacement of one block in an event
to the slip measured in experiments.
The slip was measured in experiments where the slider was held stationary, and the
tangential load was applied at the base. The current model may therefore not be fully
accurate, but it is nonetheless interesting to investigate if any similarities can be ob-
served between the model and experiments. The slip should not be highly dependent on
the driving mechanism, since the driving velocity is very small compared to the rapid
dynamics during slip.
The displacement of one block in an event can be seen in Figure 4.11a. As will be
discussed in section 4.11, the slip length and duration of an event is highly dependent
on the chosen number of blocks N . Therefore, a quantitative comparison with experi-
ments involving the total slip length and slip time will not be done here. However the
qualitative behaviour of the slip is also of interest. The motion depicted in Figure 4.11a
is that of an acceleration up to a constant velocity, and then a deceleration back to zero
velocity.
The experimentally obtained slip, seen in Figure 4.11b, shows much more complex be-
haviour, and the discrepancy between the model and experimental result is quite large.
This is to be expected, since the rapid local heating of the interface to above the glass
temperature and the succeeding cooling suggested to be the reason behind the slip
curve shown in Figure 4.11b, discussed in chapter 3, is quite different from what a sim-
ple Amontons–Coulomb friction law will be able to reproduce. This result indicates
that a much more sophisticated friction law will be needed in order to get a dynamical
behaviour in better agreement with experiments.
4.8 Rupture velocities
As discussed in chapter 3, the rupture velocity is an important part of the experimental
results. The rupture velocity can also be introduced in the model, making a comparison
between model and experimental results possible.
In the model, the rupture velocity can be measured locally by considering the time from
block n − 1 started to move to block n started to. The distance between block n − 1
and n is divided by the length of this time interval. The rupture velocity is then the
inverse of local slope of the line separating the white and coloured regions of Figure 4.7.
These velocities can be compared with both the experimental rupture velocities and the
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(a) Position of block 50 as a function of time for a simulation with N = 100 and θ = g = 0 for
the side driven model. The zero point for the position and time in this figure is the position of
the block and time at the beginning of the event.
(b) Local slip δ measured at a X adjacent to the interface as a function of time. From [6],
Figure 2a.
Figure 4.11: The slip as a function of time in the model (top) and in experiments (bottom)
for a precursor event. A large discrepancy is shown, probably resulting from lacking physics in
the modelling of the friction process.
velocity of sound in the model, which is given by [32]
vs =
√
E
ρ
. (4.29)
The rupture velocity vc for one event in the side driven model can be seen in Figure 4.12,
where the shear force profile right before the event and the corresponding local rupture
velocities are shown. This event is quite representative, there is not much difference
between global events except the exact placement of the spikes in the shear force. The
rupture velocity is per definition zero where the rupture started.
In Figure 4.13, the corresponding result from an experiment is shown. There are clearly
variations in the in the rupture velocity, but they are much larger in the experimental
data than the ones seen in the model results, and no intersonic front is seen.
The model is not expected to produce slow fronts, since the friction law contains no slow
time dynamics. The low variation in the rupture velocity can possibly also be explained
by the small variation in the initial shear to normal force ratio, because this was seen
to have a large effect on the rupture velocities in the experiments, see Figure 3.4b.
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Figure 4.12: Result from the side driven model with standard parameters, N = 100 and
θ = g = 0. The topmost plot shows the shear force profile in the sample right before the global
event. The lowermost plot shows the rupture velocities at different positions in the sample for
the same event.
Figure 4.13: Experimental rup-
ture velocity plotted as a function
of position. The dashed line is the
shear wave velocity. From [45], Fig-
ure 4b.
Since there seems to be a relationship between the initial shear ratio and the rupture
velocity, it would be interesting to study this further. This is done in chapter 5, where
the rupture velocities are studied systematically as a function the shear to normal force
ratio.
4.9 Shear torque
In this section, the importance of shear torque on the length of precursors will be
discussed, properly introducing the parameter g. First, the theoretical background will
be presented, relating the size of this effect to the height at which the tangential load
is applied. Then, this effect is included in the model, and it is then investigated if this
effect could be the cause of the large deviations between the model and experimental
results seen in the length of precursors Lp(FX).
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4.9.1 Theoretical background
As known from classical mechanics, a force F will induce a torque τ = r×F around the
centre of mass, where r is the vector going from the centre of mass to the point at which
the force is applied. If the driving point P is above the interface, the driving force will
induce a torque which will cause a reduction in the normal force at the trailing edge,
and an increase in normal force at the leading edge.
This effect was proposed to be important in a top driven system [49], but here it is applied
to a side driven system. This may not be appropriate, but it is anyway interesting to
see what effects it might result in. The situation is illustrated in Figure 4.14. The block
is assumed to be infinitely stiff, meaning that it does not deform in any way. In reality
this assumption is of course not correct. However, the goal of this analysis is not make a
detailed analysis of the effect of shear torque, but rather to get a better understanding
of the consequences on the length of precursors.
The tangential force FX is applied at a height h above the track. This induces a torque
about the centre of mass that the normal force has to compensate in order to avoid
rotation. The total normal force W is assumed to be linearly distributed according to
the formula
w(x) = w¯(x) dx =
(
FZ + g
(x− Lx/2)
Lx/2
FX
) dx
Lx
, FZ =
∫ Lx
0
w¯(x) dx, (4.30)
where FZ is the applied normal force and assumed to be uniform. The form of equa-
tion (4.30) means that the torque leads to a linear redistribution of the normal forces,
where the size of the non-uniformity is given by the parameter g. This is of course an
approximation, in reality it is not linear, but it is expected to be accurate if the slider
height is small compared to the length, see e.g. Figure 2 in [49]. Given the parameters
in Table 4.1, Lz/Lx = 0.2, meaning that a linear approximation might not be accurate,
but it is acceptable as a first approximation. The dependence of the parameter g on the
pushing height h will now be investigated.
Lz
Lx
x
FXh
z
y
Ff
FZ
W
Figure 4.14: The forces acting on an infinitely stiff block. FX is the applied tangential load,
Ff is the friction force, and FZ is the normal force.
The torque from the friction force Ff (Ff is negative) and the applied tangential load
FX (FX is positive) is
τFf = −FfLz/2, τFX = FX(h− Lz/2). (4.31)
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The total torque from the normal force, given a normal force on the form of equa-
tion (4.30), is
τFZ = −
∫ Lx
0
w¯(x)(x− Lx/2) dx = −g6LxFX . (4.32)
In the static case Ff = −FX , and all torques should sum up to zero. Using equa-
tions (4.31) and (4.32) therefore leads to
τFf + τFX + τFZ = 0 ⇒ FXh−
g
6LxFX = 0,
which yields
g = 6h
Lx
. (4.33)
This is then the relation between the pushing height h and the size of the shear torque
effect g. h > 0 leads to g > 0, and the normal force on the trailing edge is reduced.
The discrete version of equation (4.30) is
wn =
FZ
N
+ g
N
(2n−N − 1
N − 1
)
FX , W =
N∑
n=1
wn, (4.34)
where n indicates block n = 1, 2, . . . , N . The normal force on the trailing edge block
will be w1 = FZ/N − gFX/N , while the normal force on the leading edge block will
be wN = FZ/N + gFX/N . Since FX > 0 and h > 0, the normal force on block 1 will
decrease and the normal force on block N will increase, as desired.
The normal force on block n will be zero if
FZ
N
− gFX
N
= 0 ⇒ g = FZ
FmaxX
. (4.35)
This means that if g > FZ/FmaxX , blocks may get a negative normal force, which is to
say that the normal force is zero and the block is lifted above the track.
4.9.2 The effect of shear torque on the length of precursors
From equation (4.33) and the parameters given in Table 4.1, the maximal value for g
when pushing on the block itself is
gmax =
6× 20 mm
100 mm =
6
5 = 1.2.
Simulations were done with N = 100, θ = 0 and different values for g in order to
investigate this effect, and the result can be seen in Figure 4.15. The figure shows that
the shear torque causes the precursor propagation length to increase for lower values of
the tangential force Ff . This effect actually causes the curves in Figure 4.15 to deviate
more from the experiment. The reason for this is that the shear torque cases the normal
force on the blocks on the trailing edge to be reduced, which means that the maximal
static friction force on these blocks will decrease. The blocks will therefore start to slip
for a lower tangential load.
This shows that it is not the shear torque effect alone which causes the deviations seen
in Figure 4.9. Another mentioned cause is the large deviations in the shear force profiles,
discussed in section 4.5.4. This will be investigated in the next section.
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Figure 4.15: Plot of precursor lengths as a function of tangential force from simulations done
with N = 100 and θ = 0 for different values of g for the side driven model. This shows that
the shear torque cause the precursors to propagate longer for lower values of the tangential force
FX .
4.10 Initial shear force profile
Another suggested reason for the deviation in the length of precursors between the
model and the experiments was the shear force profile. There is not much that can be
done about that without significant changes to the model, i.e. including the vertical
dimension. However, the initial shear force profile can at least be chosen to be in better
agreement with experiments.
The initial shear stress profile obtained from experiment can be seen in Figure 3.3b.
This result is actually obtained from a slightly different experiment than that by Mae-
gawa et al. [37] which has been used for comparison up until now. However, a better
understanding of the effect the initial shear force profile has on the length of precursors
can nonetheless be obtained by including a profile similar to that seen in Figure 3.3b.
As a crude approximation, the functional form
F n.f.n (t = 0) = s
µdFZ
N
(2n−N − 1
N − 1
)2j+1
, (4.36)
where j = 1, 2, . . . , n is the block number and s is a dimensionless constant is used. This
is qualitatively compatible with the experimental results. The value of s determines the
lowest and highest value of the initial shear force. By writing the exponent in this way,
only antisymmetric shear profiles are included. This means that no driving force is
required to balance the shear forces, because the sum of all friction forces on the sample
is zero.
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Figure 4.16: The bottom plot shows the Lp(FX)-curves for different initial shear force profiles,
seen in the top plot. The black lines are the curves calculated from equation (4.27), and the
straight black line is the result from the model if the initial shear force is zero. N = 100,
θ = g = 0 and other parameters are as in Table 4.1.
The initial condition is then chosen according to equation (4.36) by using equation (4.16).
The initial shear force profile will then only have an effect on the system until the first
global event occurs. The result of simulations done with an initial shear profile chosen
in accordance with equation (4.36) for j = 1, 2, 3 and s = 1 can be seen in Figure 4.16.
The effect is clearly visible. Because of the negative initial shear force on blocks 1 to
50, a higher tangential force is needed in order to initiate a precursor of the same length
as before. The effect is reduced with increasing j since the initial shear force profile
then flattens out. However, because the initial shear forces always sum up to zero, the
tangential force needed to initiate the first global event is approximately the same. This
effect does not explain all the discrepancies between the model and experimental length
of precursors, but serves as another indication of the importance of two-dimensional
effects on the Lp(FX) curve.
4.11 Scaling with the number of blocks
It was stated previously that the slip of one block during an event depends on the
number of blocks. In addition, it was observed that the model has too many precursors
and events in general compared to the experimental results. This can be traced back to
the model’s rather peculiar scaling with the number of blocks.
Starting out with the tangential loading and Nsliding curves, the result seen in Figure 4.5
is quite similar to that obtained in experiments, as discussed previously. However, this
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Figure 4.17: Result of the same simulation as shown in Figure 4.5 (θ = g = 0), but with
N = 100. The number of precursors increases, and the relative difference in tangential force
between stick and lip periods decreases.
simulation result was obtained using only N = 10 blocks. The question is then what
happens if the number of blocks now is chosen to be N = 100?
In Figure 4.17, the model result using N = 100 is shown. The number of events per time
increases, and the relative change in the tangential force between stick and slip intervals
decreases. For a more quantitative analysis, consider Figure 4.18, where the number of
events in the first 20 s is plotted as a function of the number of blocks. The scaling is
actually linear, causing the number of events to keep increasing as the number of blocks
increases.
A consequence of this scaling is that the slip length, that is the length one block moves
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Figure 4.18: Plot of the number of
events in the first 20 s of the simu-
lation for the side driven model as a
function of the number of blocks used.
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in a single event, also will depend on the number of blocks. If the number of events per
time increases, then the slip length of a block per event has do decrease to compensate
for the fact that the whole sample’s displacement per time is held constant (the driving
velocity determines the displacement of the sample). As discussed previously, the slip
length is a quantity measured in experiments, and consequently it should not scale with
the number of blocks. The rupture velocities do not, however, seem to scale with N . By
looking at the calculated rupture velocities for simulations done with different number
of blocks, no clear trend is seen. This justifies the further study of the rupture velocities
done in chapter 5 before the N -dependence is resolved.
This concludes the first discussion of the one-dimensional side driven model. The rupture
velocities will be investigated further in chapter 5, where a systematic analysis of the
dependence on the initial state will be done. The scaling of the side driven model will be
discussed further in section 6.1: by understanding the reason for this particular scaling,
a possible solution can be found by modifying the static friction law.
4.12 The one-dimensional model with top driving
In the side driven one-dimensional model, only the trailing edge block was driven. This
is a rather peculiar way of driving the system, because in the real system, a finite region
about the point where the driving force is applied will be affected. The reason for this
is the elastic properties of the material, which will distribute the applied force some
distance into the sample. This distance will depend on e.g. the height at which the
driving is applied and the size of the driving force itself.
In addition, all events nucleate at the trailing edge block in the side driven model. In the
experiments where the slider was held stationary and the tangential force was applied
to the base block, events were seen to nucleate elsewhere along the interface as well.
It is therefore interesting to examine what the consequences of adding a driving force
to other blocks is. In the top driven one-dimensional model, depicted in Figure 4.19,
each block is connected to an infinitely rigid plate by springs with spring constants Kn.
The springs are modelled as leaf springs, meaning that the spring forces only act in
the x-direction and that they are proportional to the displacement in the x-direction
only. The plate is moving at a constant velocity V . Using this driving mechanism, the
one-dimensional model will be equal to the Burridge–Knopoff model, mentioned above.
The only difference between the side and top driven model is therefore the form of the
driving forces FKn , which in the top driven model is given by
FKn = Kn(V t− un), n = 1, 2, . . . , N. (4.37)
The equations of motion, shear force and total driving force are then still given by
equations (4.5), (4.6) and (4.3), respectively. The driving spring constants Kn are chosen
equal to K/N , where K is the driving spring constant in the side driven model. This
ensures that the same amount of force will be applied to the system in a given amount
of time as in the side driven model when all blocks are stationary. In addition, all blocks
are driven equally. The top driven model is in other aspects equal to the side driven
model. This driving method should be more similar to the experiments where the slider
is held stationary and the tangential load is applied at the base instead.
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Figure 4.19: This figure shows the top driven system, where each block is connected to a plate
moving at a velocity V . The springs with spring constant Kn are leaf springs, meaning that the
spring forces only work in the x direction and that the force from one such spring on block n is
given by Kn(V t− un).
Results obtained for the top driven model will now be presented. The discussion will
not be as thorough as for the side driven model since the differences between the two
models are emphasised.
4.13 First model results
As for the side driven model, the stick-slip behaviour exhibited by the model and the
time development of the shear force, which turned out to explain a large part of the
results for the side driven model, will be presented in this section.
4.13.1 Stick-slip behaviour
In the top driven model all blocks will start sliding simultaneously if there is no asym-
metry in the system, since all blocks will then experience the same driving force and
have the same static friction level. In order to get precursors, an asymmetry therefore
has to be added to the system. This is done in two different ways; by having a shear
torque, and by imposing a non-uniform normal load.
The stick-slip plot is shown in Figure 4.20 for θ = 0 and g = 1.2. The general behaviour
looks much the same as that depicted in Figure 4.5 for the side drive model. However, the
static friction coefficient has been reduced to µs = 0.55 in order to get some precursors
at all. This is done at the cost of reducing the drops in the shear force for each event,
which has become rather small compared to the experimental result in Figure 3.2a.
Removing the shear torque effect, adding a non-uniform distribution of normal weights
and again setting µs = 0.7, results in Figure 4.21. There are now both larger drops in
the shear force during an event and a higher number of precursors.
The roles of the local friction coefficients µs and µd seem not to have changed: the static
friction coefficient determines the size of the drops in the tangential force during an event
and the dynamic friction coefficient determines the average level of the FX(t)/FZ-curve.
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Figure 4.20: The uppermost plot shows the tangential force as a function of time normalised
by the total normal load for N = 100, θ = 0, g = 1.2 and µs = 0.55 for the top driven model.
The temporal evolution resembles that seen for the side driven model, but the precursors are
fewer and bigger, as can be seen in the lowermost plot depicting the number of moving blocks.
N
sl
id
in
g
Time [s]
F
X
/F
Z
0 1 2 3 4 5
0
50
100
0
0.2
0.4
Figure 4.21: The top plot shows tangential force as a function of time normalised by the total
normal load for N = 100, θ = 0.833 and g = 0 for the top driven model. The number of
precursors is now larger than that seen in Figure 4.20.
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Figure 4.22: Plots of the shear force profile in the sample at different times with N = 100,
θ = 0 and g = 0 for the top driven model. The long dashed line is the level of local static friction,
the dashed-dotted line is the level of local dynamic friction, and the drawn line is the shear force
profile. The time development of the driving force can be seen in Figure 4.21.
4.13.2 Shear force profile
The shear force profile for the top driven model with θ = 0.833 and g = 0 is plotted
in Figure 4.22 for four different times. The shear force lies approximately on the level
of dynamic friction where blocks have slipped as in the side driven model. However, in
the side driven model, the shear force was unaltered where slip had not occurred. This
is not the case for the top driven model, where the shear force will increase with time
in non-slipped regions due to the increased driving force. This can clearly be seen in
Figure 4.22 at t = 1 s and t = 2 s.
It will later be shown that this property results in a much better scaling with the number
of blocks N compared to the side driven model.
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Figure 4.23: Length of precursors
Lp as a function of the applied tan-
gential load FX . The g = 1.2 sim-
ulation has θ = 0 and µs = 0.55.
The θ = 0.833 simulation has g = 0,
µs = 0.7. The drawn black line is the
analytical curve calculated from equa-
tion (4.38) for θ = 0.833. Other pa-
rameters are as in Table 4.1. θ = 0.833
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4.14 Precursor lengths
In this section follows the results for the precursor lengths for the top driving. First,
the precursor lengths will be investigated numerically for both a shear torque and a
non-uniform normal load. Second, it will be shown that the length of a precursor can
again be predicted from the applied tangential load in an easy way if g = 0.
4.14.1 Model results
The precursor length plot for the top driven model with θ = 0.833, g = 0 and θ = 0,
g = 1.2 can be seen in Figure 4.23. The non-uniform normal load, θ = 0.833 is seen
to result in an approximately linear Lp(FX) dependence. If shear torque is included
instead, g = 1.2, the model is seen to result in a few quite long precursors requiring a
high tangential load.
None of these results can be considered to be in better agreement with the experimental
results than the side driven model. That is, however, not very surprising since experi-
mental Lp(FX) data exists only for systems where the tangential load is applied at the
slider.
4.14.2 Prediction of the length of a precursor
Calculation of the precursor lengths will now be done assuming g = 0 and no initial
shear force profile. In order to do this, the shear force profile must be known for a
given precursor length np. Using the observations done in section 4.13.2, a schematic
drawing of the shear force profile for a precursor length np can be made. This is shown
in Figure 4.24: the shear force on a block is assumed to be equal to the dynamic friction
level if it has moved during the event. At the same time, blocks that have not moved
still have an increased shear force, and this level has to be found.
If no blocks have slipped, the shear force on block n would be KnV t. According to
Figure 4.24, blocks with a dynamic friction level below KnV t have moved, and the
shear force has been reduced to the dynamic friction level. The total excess force is then
the sum of the difference between the dynamic friction level and the unslipped shear
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Figure 4.24: Schematic il-
lustration of the shear force
profile in the top driven model
for a precursor of length np
immediately after the event
ended.
force level. This total excess force is used to lift some of the blocks that have not slipped
up to the dynamic friction level. In Figure 4.24, the excess force is illustrated as an area
(the leftmost coloured triangle). The area of the rightmost coloured triangle is the force
needed to lift the additional blocks up to the dynamic friction level.
From the model results in Figure 4.22, it seems like these two areas are equal. That
would mean that the tangential force FX is not reduced during a precursor event, and as
seen in Figure 4.21, this is almost true. The reason is the soft driving springs Kn  k:
the precursors do not lead to a displacement large enough to reduce the driving spring
forces considerably. The two coloured areas in Figure 4.24 are therefore assumed to be
equal in the rest of this derivation.
The driving force can now be found by summing up the shear force on each block for
a given precursor length np. The shear force is known in the slipped region, and in the
unslipped region the force equals the average of the dynamic friction level at the trailing
edge (block 1), and the dynamic friction level on block np. The driving force is then
given by
FX(np) =
np∑
n=1
µdwn +
µdwnp + µdw1
2 (N − np), (4.38)
and the length of a precursor is still given by equation (4.28). The black line in Fig-
ure 4.23 is calculated using this formula. Equation (4.38) is seen to give a fairly good
approximation of the Lp(FX)-curve.
4.15 Rupture velocities
Since the top driven model is more similar to the experimental setup where the tangential
load is applied at the base, and rupture velocities were also measured for this driving
mechanism, it is interesting to study the rupture velocities in this model as well. In this
section, the rupture velocities in the top driven model with a non-uniform normal load
are discussed. These ruptures do not have to nucleate at the trailing edge, but will be
seen to nucleate near the trailing edge since only θ > 0 will be used.
In Figure 4.25, the rupture velocity and the shear force profile right before the event is
shown for a typical event using θ = 0.833. The event is seen to nucleate at block 11 and
then propagate both towards the trailing and leading edge.
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Figure 4.25: Shear stress profile right before and event (top) and the corresponding rupture
velocities (bottom) for the top driven model with N = 100 and θ = 0.833.
The corresponding result for a smaller non-uniformity in the normal load can be seen in
Figure 4.26, where θ = 0.3 is used. This leads to a larger variation in the initial shear
force, which in turn is seen to cause a rather large variation in the rupture velocity.
Again there seems to be a close relationship between the initial shear force and the
rupture velocity.
In [5], the local rupture velocity was plotted as a function of the local stress ratio. Such
a plot was not made for the side driven model, since the variation in the rupture velocity
and initial shear force was quite small. Using a small non-uniformity in the top driven
model, however, seems to result in much larger variations in both initial shear force
and rupture velocities. As a first attempt in trying to better understand the rupture
velocities in the model, such a plot is now made using θ = 0.3. The corresponding plot
for θ = 0.833 is similar, but with a smaller range in the shear stress ratio.
The result is given in Figure 4.27a, where each point is the mean value of the neigh-
bouring points inside a distance of 3 mm from the chosen measurement point. Velocities
above 5 km/s are discarded. The measurement points are chosen to be in agreement
with those used in the experiment. This means that, even though the experimental
slider was longer, the relative position of the points are the same.
The model result in Figure 4.27a should be compared with the experimental result given
in Figure 4.27b. Some features are seen in both the model and experiment: The rupture
velocity is both below and above the shear wave speed, and an increasing stress ratio
seems to favour larger rupture velocities.
However, there are serious deviations between the model and experiments. Firstly, the
low creep velocities are missing. This is probably because of the friction law imposed
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Figure 4.26: Shear stress profile right before and event (top) and the corresponding rupture
velocities (bottom) for the top driven model with N = 100 and θ = 0.3.
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(a) Result from for the top driven model.
Rupture velocities measured at different posi-
tions in the sample as a function of the ratio
between shear and normal stress. The hori-
zontal line is the velocity of sound in the one-
dimensional model. N = 100, θ = 0.3, other
parameters as in Table 4.1.
(b) Experimental result. Different mark-
ers represent different drivings, and different
colours indicate different positions along the
interface. cl and cs are the longitudinal and
shear wave velocity in PMMA, respectively.
From [5], Figure 3.
Figure 4.27: Rupture velocities as a function of the local stress ratio right before the event in
the top driven model with θ = 0.3, g = 0 (left) and in experiments (right). Each point in each
colour corresponds to one event at a given location.
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Figure 4.28: Plot of the number of
events in the first 20 s of the simu-
lation for the top driven model as a
function of the number of blocks used.
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between the blocks and the track, which does not favour a creep-like motion: blocks
are either moving or not moving. Secondly, the large local stress ratio observed in
experiment is not present in the model. The reason for this is that in the model, the
local stress ratio cannot exceed the local µs, because if it does, the block will move. The
rupture velocities will be studied in more detail in chapter 5, where the initial stress
ratio will be manipulated in order to investigate the relationship between rupture and
stress more closely.
4.16 Scaling with the number of blocks
The side driven model had a rather peculiar scaling with the number of blocks. The top
driven model, on the other hand, does not show the same scaling behaviour. The number
of events as a function of the number of blocks for the top driven model, corresponding
to Figure 4.18 for the side driven model, is shown in Figure 4.28. The number of
events is seen to be roughly constant as a function of the number of blocks used in
the simulation. This can be understood by again considering the shear force profile.
Looking at Figure 4.24, one can observe that the force needed to initiate at least the
first precursor will not depend on the number of blocks.
Between subsequent events, the additional tangential load applied will not depend on
the number of blocks either. The reason for this is that all blocks feel the same increase
in the driving spring force. The spikes in the shear force seen in Figures 4.25 and 4.26,
which are seen to determine where an event nucleates, act as the trigger. However,
in order for this spike to reach the static friction level, the shear force on all blocks
is increased. This argument will become clearer as a possible solution to the scaling
problem of the side driven model is presented in section 6.1.
4.17 Robustness of the results
It is important to investigate the robustness of the results, that is, how the results change
if modifications are made to either the parameters or the model itself. The model results
should not change to a large degree if only small modifications are made. In this section,
the robustness of the results presented in this chapter will be discussed.
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The consequences of changing the local friction coefficients have been discussed previ-
ously. Varying the local dynamic friction coefficient changes the global static friction
coefficient: µd is actually approximately the global static friction coefficients obtained
from simulations. Changing the local static friction coefficients changes the variation of
the tangential load through an event. As long as both are within reasonable limits, they
do not change the qualitative behaviour of the system, and the quantitative behaviour
is to a large degree understood.
However, there is no disorder included in this model. In reality, the strength of the
interface will vary, and the model is therefore in a rather unique regime. One might
therefore fear that adding e.g. a small randomness in the friction coefficients will change
the results. This have been done, and as long as the variation is not too large (a few
percent of the mean friction coefficient or less), the results presented here do not change.
As long as the driving spring is soft (K  k), the results do not depend on the driving
either. The same goes for the driving velocity: as long as it is slow, the results do
not change. However, if the driving velocity is increased too much (on the order of
the maximum velocity of the blocks during an event or more), the stick-slip behaviour
disappears.
The model is not very sensitive to changes in η. The value of η was originally chosen
in such a way that it should minimise the unwanted oscillations while still keeping the
rest of the dynamics mostly unchanged. Reducing the value of η leads to an increased
amplitude of the unwanted oscillations, while increasing it reduces them even more.
The effect on the shear force profile is easily seen, but the effect on other results such
as precursor lengths is small as long as η is not increased too much (η  √km).
4.18 Summary and conclusion
In this chapter, a one-dimensional spring-block model has been used to model the onset
of friction and the stick-slip regime between two blocks of PMMA. Two different driving
mechanisms have been used, side and uniform top driving, and Amontons–Coulomb
friction has been used as the local friction law.
The results have been compared with recent experimental results. Most of the model
results are qualitatively comparable to the experimental results, if not always in good
quantitative agreement. It has been suggested that the main reason for these deviations,
at least in the length of precursors as a function of the tangential load, are due to effects
caused by the vertical dimension not included in the one-dimensional model. This was
suggested because of the improved behaviour of Lp(FX) if an initial shear stress profile
was included. Adding a vertical dimension will also cause a non-uniform distribution
of normal stress at the interface, which in turn may change the Lp(FX) curve as well.
This idea has been pursued by Trømborg [56], and the reader is referred to his master’s
thesis for a more detailed discussion.
As a purely mathematical model, the side driven one-dimensional spring-block model
shows a rather bad scaling with N . The number of events per time was shown to increase
linearly with the number of blocks, which makes a comparison with the experimental
results on the number of events meaningless. From a mathematical point of view, the
accuracy of the model should increase if the resolution is increased.
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From a physical point of view, however, it is expected that as the resolution is increased,
leading to a decreased size of each block, the Amontons–Coulomb friction laws applied
here will not be reasonable. With decreasing block sizes, the number of asperities per
block is reduced. Since the Amontons–Coulomb laws are only valid if the number of
asperities is large, such that a statistical average of the behaviour of a single asperity is
reasonable, the friction law applied here is expected to break down for large N .
Despite this, it is still useful to consider the model’s continuum limit, N → ∞. As
discussed above, the rupture velocity does not seem to scale significantly with N . A
more detailed analysis will be made in chapter 5. In addition, the rather peculiar scaling
of the model will be shown to be a consequence of the highly singular driving, rather
than the friction law itself in chapter 6. Trømborg [56] has also shown that this problem
is solved in a two-dimensional model, which is due to the fact that the loading region
(the region affected by the driving force) then no longer depends on N .
Even though the one-dimensional model shows significant discrepancies compared to
the experimental results, it is still a very useful study. The model introduces important
concepts, such as the shear force profile, that seems to be important for e.g. the length
of precursors and the rupture velocities.
It has been shown that the length of precursors as a function of the tangential load can
be calculated from a purely geometric argument. The dynamics of each event then does
not seem to be important, rather, it is the fact that the average block end up at the
local dynamic friction level after an event which is important.
Rather than including the vertical dimension in the simulation, the second horizontal
dimension could also be included. This might lead to new interesting behaviours, since
the importance of this dimension is unclear. A (2 + 0)D block model will be presented
in chapter 7 as an alternative to the (1 + 1)D model presented in [56], and the effects
induced by the second horizontal dimension are investigated.
Chapter 5
Rupture velocities
As mentioned in chapter 3, the velocity of the micro-slip fronts propagating along the
interface when slip initiates are one of the mysterious results from the experiments.
In earthquakes, one of the important parameters governing the damage is the fault
rupture velocity. It has therefore been under close investigation, both theoretically and
numerically, for the last 60 years. It was believed that the rupture velocity is limited
by the Rayleigh wave speed, but it has later been shown that supershear ruptures are
possible. They are, however, limited by the longitudinal wave speed. It is only recently
that such supershear ruptures have been observed, see e.g. [26] for a brief summary and
references.
In the experiments presented in chapter 3, the ruptures velocities are divided into three
modes of rupture: slow ruptures, characterised by velocities much less than the material
wave speeds, sub-Rayleigh ruptures, with velocities less then the Rayleigh wave speed,
and the supershear ruptures, where the velocities exceed the shear wave speed. This is
illustrated in Figure 3.4b. The sub-Rayleigh ruptures are considered well understood
theoretically, but for slow and supershear ruptures, both the rupture process and their
importance in e.g. earthquakes are still not clear [5].
Studies of rupture velocities in the Burridge–Knopoff model with Amontons–Coulomb
friction have previously been done by Knopoff et al. [34] and Muratov [39]. Knopoff
et al. went to the continuum limit of the Burridge–Knopoff model and obtained a set
of partial differential equations describing the propagation of rupture. The possibility
of prestress in the driving springs was included, and this prestress could vary along
the interface. Muratov studied ruptures in the discrete Burridge–Knopoff model given
a constant prestress in the driving springs, and arrived at a relationship between the
initial shear stress and rupture velocity.
The Burridge–Knopoff model, is only one of the many that has been used for studying
rupture. Finite difference methods [1] and analytical calculations [18] are also widely
used. Shi et al. [52] recently used the finite element method to study dynamic ruptures,
and observed both sub- and supershear ruptures. The referred articles are only three
examples, and the reader is again referred to [26] for a more complete summary and list
of references.
In 2009, a spring block model was presented in which slow rupture fronts were ob-
served [16]. This model is quite similar to the model used here, but the Amontons–
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Coulomb friction law had been replaced by a time dependent friction law. Slow ruptures
have also been observed by imposing an elasto-plastic inspired friction law [9]. Despite
this, however, the physical processes causing slow ruptures are not yet understood.
From experiments, there seems to be a close relationship between the local stresses along
the interface and the corresponding rupture velocity. In the model, the initial stresses
and the strength of the interface can be manipulated. This leads to the possibility
of a systematic investigation of the relationship between stresses, interfacial strength
and rupture velocities, which may in turn lead to a more detailed understanding of the
rupture process.
A short discussion of the rupture velocities in the side driven one-dimensional model was
done in section 4.8. In this chapter, the rupture velocities in this model will be studied
in more detail, both through numerical simulations and analytical calculations. First,
a uniform system will be studied, where the initial stresses and friction coefficients are
constant along the interface. Second, the consequences of non-uniformity will be studied,
where the initial stresses and/or friction coefficients may vary along the interface. This
study is therefore not limited to analysing the recent experimental results, but may also
be of interest to e.g. fault rupture propagation in earthquakes.
The approach used by Muratov will be applied here to investigate the rupture velocities
in the side driven model analytically. The prestress is in the side driven model stored in
the material springs, not in the driving springs, but much remains the same compared
to the Burridge–Knopoff model. The results obtained here will then be used to study
systems with non-uniform initial shear stresses.
Throughout this chapter, η = 0, since it is the rupture process inherent in the Amontons–
Coulomb friction law that will be studied. Including a relative viscous damping is seen
to have a quantitative effect on the results, but the qualitative behaviours remain. It
should be possible to apply techniques used here to a system with η 6= 0, but that is not
within the scope of this thesis.
5.1 Uniform prestress
In this section, only systems with a uniform initial shear force will be studied. However,
this allows both simulations and analytical calculations to be done, providing a good
understanding of the rupture velocities in the model. This will in turn be used to
understand the rupture velocities in systems with a non-uniform prestress.
5.1.1 Simulation results
First some computational remarks: how to choose the initial shear force level is described
in section 4.3, giving the position of all blocks for a given initial shear force. The rupture
is forced to nucleate at the trailing edge by increasing the load on the first block until it
reaches its static friction level. The simulation does not have to include anything more
than the time from the rupture initiates to the time where it has reached the leading
edge, causing the simulation time to be much smaller than previously. Because of this,
the number of blocks used in the simulations can be increased, and results in this section
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are obtained with N = 1000 and an integration time step of ∆t = 1× 10−11 s or smaller,
or N = 2000 and ∆t = 5× 10−12 s or smaller.
The simulation results for two different initial shear force levels are shown in Figure 5.1.
The initial shear force profile and the rupture velocity as a function of n and 1/n is
shown, where the lowermost figure has an initial shear force closest to the dynamic
friction level.
In Figure 5.1a, the rupture velocity appears to converge to some constant value after
a transient. However, in Figure 5.1b, the rupture velocity does not reach a constant
value, but continues to increase throughout the sample. When the rupture velocity is
plotted as a function of 1/n, it is clear that it is actually converging, but the transient
is rather long. In order to estimate this final velocity, a linear extrapolation is done, as
illustrated by the red lines extending from the curves in the rightmost plots.
The asymptotic rupture velocity can now be calculated for many different initial shear
force levels, the result can be seen in Figure 5.2, where it is plotted as a function of
the initial shear force. The blue (upper) curve shows the velocity obtained by using the
parameters given in Table 4.1. In all cases, vc > vs, and the rupture velocity seems to
approach the velocity of sound as the initial shear force approaches the dynamic friction
level. In addition, it appears to diverge to infinity as the initial shear force approaches
the static friction level.
This can be understood by considering the situation where all blocks are loaded infinitely
close to the static friction level. A block then has to move an infinitesimal distance in
order for the next block to reach the static friction level and then start moving. The
time between the triggering of two blocks is then an infinitesimally small time, causing
an infinite rupture velocity.
The blue (upper) curve in Figure 5.2 was, as stated above, calculated for a given Young’s
modulus, density, normal force and static and dynamic friction coefficients. It is to be
expected that the curve will change if these parameters are changed, and as shown by
the cyan (lower) curve, this is indeed the case. In this simulation, Young’s modulus and
the friction coefficients were changed, leading to a different sound velocity and different
limits for the initial shear force. However, the qualitative behaviour appears not to have
changed, and it should therefore be possible to collapse these two curves onto each other.
This is indeed possible by assuming that the rupture velocity as a function of the initial
shear force has the form
vc(F n.f.,0) = vsv¯c (τ¯) , τ¯ =
F n.f.,0 − µdw
(µs − µd)w , (5.1)
where a dimensionless initial shear force τ¯ has been introduced. This is then the only
parameter included in the function v¯c(τ¯). The collapse of the two graphs can be seen in
Figure 5.3. The collapse is actually so good that only one curve is visible, suggesting that
the rupture velocity indeed has the functional form given in equation (5.1). This scaling
is the same as that obtained by Muratov [39], suggesting a close relationship between the
rupture velocities in the Burridge–Knopoff model and the side driven model considered
here. In section 5.1.2 the function vc(F n.f.,0) will be calculated, proving the scaling given
above.
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(a) Result from simulation with F n.f.,0n = 1.15 × µdwn. The two left plots are the shear
force and rupture velocity as shown previously, while the right plot is the rupture velocity
plotted against the inverse of the block number.
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(b) Result from simulation with F n.f.,0n = 1.01 × µdwn; the initial shear force is slightly
above the dynamic friction level. The two left plots are the shear force and rupture velocity
as shown previously, while the right plot is the rupture velocity plotted against the inverse
of the block number.
Figure 5.1: The rupture velocity is shown for two different initial shear force levels. The red line
extending from the curve in the rightmost plots illustrates the extrapolation towards N → ∞.
Legends are the same as in Figure 4.12, and η = 0 for all four simulations. Other parameters
are as in Table 4.1.
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Figure 5.2: The final rupture velocity as a function of the initial shear stress for two different
parameter sets. Set 1 has parameters as in Table 4.1, while set 2 has µs = 1, µd = 0.2 and
E = 1.25 GPa, while the other parameters are as tabulated.
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Figure 5.3: Data collapse of the two
curves shown in Figure 5.2 using equa-
tion (5.1). The collapse works ex-
tremely well, suggesting that the as-
sumed relationship is correct.
For a uniform initial shear force below the dynamic friction level, the rupture is seen to
arrest, and no stable rupture velocity is found. It should be noted that the results given
above are independent of both the driving spring constant K and the driving spring
velocity V . These two parameters only seem to affect the transients, and not the final
rupture velocities. In addition, the spatial extent of the transients seems to disappear as
the number of blocks is increased. This means that, in the limit N →∞, the transients
will disappear, and the constant rupture velocities will be reached instantly. There has
not been time to do a quantitative analysis of the transients.
From the results above, there seems to be a relationship between the initial shear force
and the rupture velocity. The collapse shown in Figure 5.3 even suggests the functional
form of this relationship. In the next section, the scaling found above will be proven,
and a scheme for finding the function v¯c(τ¯) analytically will be given.
5.1.2 Analytical calculation
In this section, the rupture velocities for uniform prestresses will be calculated from the
equations of motion assuming a constant rupture velocity. Muratov [39] has previously
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done this for the one-dimensional Burridge–Knopoff model using the approximations
of soft driving springs and a slow driving velocity. It will be shown here that the side
driven model results in the same equations determining the rupture velocities as the
ones obtained by Muratov [39], but without any approximations being necessary.
Since the calculation will be done for uniform systems, meaning that the normal and
initial shear forces do not vary along the interface, all indices indicating block number
will be dropped for these forces. First, the equations that need to be solved are derived,
and second, an iterative scheme is used to solve them.
Deriving the equations
The equation of motion is given by
mu¨(t) = k(un+1(t) + un−1(t)− 2un(t))− µdw, (5.2)
for all moving blocks, ignoring edge effects. The initial positions are usually chosen
according to equation (4.16) given an initial shear force.
The above equation can, however, be rewritten in such a way that all blocks are initially
placed at the origin, but with an initial shear force still included. This is done by
introducing the new variable u′n(t), which is a measure of the position of block n relative
to its initial position, defined by
u′n(t) = un(t)− u0n, (5.3)
where u0n is the initial position of block n calculated by equation (4.16). Inserting this
into equation (5.2), leads to
mu¨′n(t) = k
(
u′n+1(t) + u′n−1(t)− 2u′n(t)
)
+ k
(
u0n+1(t) + u0n−1(t)− 2u0n(t)
)
− µdw
mu¨′n(t) = k
(
u′n+1(t) + u′n−1(t)− 2u′n(t)
)
+ F n.f.,0 − µdw, (5.4)
where F n.f.,0 again is the initial shear force on all blocks.
The next step is to write equation (5.4) on a dimensionless form. This can be done by
introducing a dimensionless time t¯ = t/T and block position u¯n = u′n/U . Inserting this
into equation (5.4) yields
d2u¯n
dt¯2 =
kT 2
m
(u¯n+1 + u¯n−1 − 2u¯n) + T
2
Um
(
F n.f.,0 − µdw
)
(5.5)
Choosing T =
√
m/k then leads to
d2u¯n
dt¯2 = u¯n+1 + u¯n−1 − 2u¯n +
1
Uk
(
F n.f.,0/w − µd
)
w, (5.6)
The maximum and minimum possible initial shear force will depend on the local static
and dynamic friction, and U should therefore be chosen such that the dimensionless
initial shear is always between e.g. 0 and 1, independent of the local static and dynamic
friction levels. This can be done by choosing U = (µs − µd)w/k, which leads to the
dimensionless equation of motion:
d2u¯n
dt¯2 = u¯n+1 + u¯n−1 − 2u¯n + τ¯ , (5.7)
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where
t¯ = t/T, u¯n = u′n/U, T =
√
m
k
, U = (µs − µd)w
k
, τ¯ = F
n.f.,0/w − µd
µs − µd . (5.8)
Transformations of the time and block position have now been made. A transformation
of the spatial coordinate x can also be made. The velocity of sound will depend on
Young’s modulus E and the density ρ, and having a dimensionless sound velocity equal
to 1 would be convenient. The velocity of sound is given by [32]
vs = a
√
k
m
, (5.9)
where a is the equilibrium distance between to blocks, a = Lx/(N −1). A dimensionless
position coordinate is now introduced, x¯ = x/x0. The dimensionless velocity is then
given by
v¯s = a
√
k
m
T
x0
= a
x0
,
and choosing x0 = a then leads to v¯s = 1, as desired.
The initial shear force τ¯ can be removed from equation (5.7) by doing another transfor-
mation. Introducing the new variable u˜n defined by
u¯n = τ¯
(
u˜n +
t¯2
2
)
, (5.10)
and inserting this into equation (5.7) above, leads to
d2u˜n
dt¯2 = u˜n+1 + u˜n−1 − 2u˜n, (5.11)
where the initial shear force τ¯ has been removed by the transformation. If the rupture
has reached block j at time t¯j , meaning that block j starts to move at the time t¯j , the
equation of motion for this block in the interval t¯ ∈ [t¯j , t¯j+1] is given by
d2u˜j
dt¯2 = u˜j−1 − 2u˜j −
t¯2
2 . (5.12)
To obtain this equation, u¯j+1 = 0 was inserted into equation (5.10) to obtain u˜j+1, since
in this interval block j + 1 has not yet started to move.
The above differential equations are invariant to translations in time, meaning that t¯ = 0
can be chosen to be when block j starts to move, t¯j = 0. At this instant
u¯j(0) = 0,
du¯j
dt¯
∣∣∣∣
t¯=0
= 0,
which is the initial condition for block j. In the new variables, this is given by
u˜j(0) = 0,
du˜j
dt¯
∣∣∣∣
t¯=0
= 0 (5.13)
using equation (5.10).
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If the rupture is propagating at a constant velocity vc, then
u′n−1(tj) = u′n(tj + δt), u˙′n−1(tj) = u˙′n(tj + δt),
where δt is the time between the triggering of two neighbouring blocks. Given a constant
rupture velocity, the slip u′n(t) should be equal for all blocks, but delayed δt in time per
block away from the block at the edge of the rupture, which leads to the relations above.
In the new variables, this condition becomes
u˜n−1(0) = u˜n(δt¯) +
δt¯2
2 ,
du˜n−1
dt¯
∣∣∣∣
t¯=0
= du˜ndt¯
∣∣∣∣
t¯=δt¯
+ δt¯.
The time δt¯ can be expressed in terms of the rupture velocity:
v¯c =
a¯
δt¯
= 1
δt¯
⇒ δt¯ = 1
v¯c
= v¯−1c ,
which leads to
u˜n−1(0) = u˜n(v¯−1c ) +
1
2v¯2c
,
du˜n−1
dt¯
∣∣∣∣
t¯=0
= du˜ndt¯
∣∣∣∣
t¯=v¯−1c
+ 1
v¯c
. (5.14)
Assuming a rupture velocity v¯c, this set of equations can now be solved. The solution
above must be related to the initial shear force, and this relation is determined by the
rupture criterion
k(uj+1(tj) + uj−1(tj)− 2uj(tj)) = µsw,
which means that at the time tj , the shear force on block j is equal to the static friction
level. In the new variables, this criterion is given by
u˜j−1(0) =
1− τ¯
τ¯
,
relating the obtained solution for a given rupture velocity to the initial shear force
corresponding to this velocity.
In order to make the process of solving these equations simpler, a transformation of the
indices is made j − n→ n. This means that block j’s new index is 0, block j − 1’s new
index is 1 and so on. The set of equations that needs to be solved is then
d2u˜0
dt¯2 = u˜1 − 2u˜0 −
t¯2
2 , (5.15)
d2u˜n
dt¯2 = u˜n+1 + u˜n−1 − 2u˜n, n ≥ 1, (5.16)
with the initial conditions given by
u˜0(0) = 0,
du˜0
dt¯
∣∣∣∣
t¯=0
= 0, (5.17)
u˜n+1(0) = u˜n(v¯−1c ) +
1
2v¯2c
,
du˜n+1
dt¯
∣∣∣∣
t¯=0
= du˜ndt¯
∣∣∣∣
t¯=v¯−1c
+ 1
v¯c
, (5.18)
and the corresponding initial shear force is given by
u˜1(0) =
1− τ¯
τ¯
. (5.19)
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The scaling of the rupture velocities suggested in equation (5.1) is now already proved.
Equations (5.15) to (5.18) have a unique solution for a given v¯c. The solution will be on
the form u˜n = u˜n(t¯, v¯c), and using equation (5.19) then yields v¯c = v¯c(τ¯).
Equations (5.15) to (5.19) is in fact the exact same equations obtained by Muratov [39]
for the Burridge–Knopoff model. However, no assumptions have been made regarding
the driving, meaning that the equations above are the exact equations for the constant
rupture velocities in the side driven model.
Solving the equations
The next step is to solve equations (5.15) to (5.18). In a numerical scheme, this can be
done as follows:
1. Use equation (5.17) for the initial condition for block 0 and guess the initial con-
dition for the other blocks.
2. Solve equations (5.15) and (5.16) using these initial conditions from t¯ = 0 to
t¯ = 1/v¯c using e.g. the Runge-Kutta method.
3. Use equation (5.18) to obtain a new guess for the initial conditions for blocks 1 to
N .
4. Repeat 2. and 3. until the solution u˜n(t¯, v¯c) has converged.
5. The function v¯c(τ¯) can be found by repeating 1. to 4. for several different values
of v¯c and using equation (5.19) to obtain the corresponding initial shear force.
This method will not be employed here, since a numerical result for the function v¯c(τ¯)
already has been found, given in Figure 5.3.
Equations (5.15) to (5.18) can also be solved analytically by expanding the solution in
powers of v¯−1c . If the rupture velocity is large, v¯c  1, then block 0 only has to move
a very small distance in order to initiate its neighbour’s movement. Therefore, in the
interval 0 ≤ t¯ ≤ δt¯ = v¯−1c , block 0 can be approximated to be stationary in the limit
v¯−1c → 0. When the rupture velocity is infinitely high, interactions between the blocks
will become less prominent because the time interval δt¯ becomes negligibly small.
Using this, therefore neglecting the right-hand sides of equations (5.15) and (5.16), in-
tegrating both equations with respect to t¯ twice, and applying the initial conditions
in equations (5.17) and (5.18), a zeroth order approximation to the solution of equa-
tions (5.15) to (5.18) can be found. The result is
u˜(0)n (t¯, v¯c) =
n2
2v¯2c
+ nt¯
v¯c
, (5.20)
which corresponds to the solution in the limit v¯c →∞, and
u˜
(0)
1 (0, v¯c) =
1
2v¯2c
. (5.21)
The result for u˜(0)n (t¯, v¯c) can now be used to obtain the solution to the first order.
By inserting u(0)n on the right hand side of equations (5.15) and (5.16), integrating,
80 Chapter 5: Rupture velocities
and applying the initial conditions given in equations (5.17) and (5.18), the first order
solution can be found. It is given by
u˜
(1)
0 (t¯, v¯c) = −
t¯4
24 +
t¯3
6vc
+ t¯
2
4v2c ,
u˜(1)n (t¯, v¯c) =
1
24v¯4c
− n6v¯4c
+ n
2
2v¯4c
− t¯6v¯3c
+ nt¯
v¯3c
+ t¯
2
2v¯2c
+ n
2
2v¯2c
+ nt¯
v¯c
, n ≥ 1,
(5.22)
which results in
u˜
(1)
1 (0, v¯c) =
1
2v¯2c
+ 38v4c
. (5.23)
This procedure has been followed to the third order in Mathematica, resulting in
u˜
(3)
0 (t¯, v¯c) =
t¯2
40320v¯6c
[
6300 + 4872v¯ct¯+ 70v¯2c
(
108 + 5t¯2
)
−
56v¯3c t¯
(
−100 + 9t¯2
)
− 28v¯4c
(
−360 + t¯4
)
+ 8v¯5c t¯
(
840− 84t¯2 + 5t¯4
)
+
v¯6c
(
−1680t¯2 + 112t¯4 − 5t¯6
)]
, (5.24)
and
u˜
(3)
1 (0, v¯c) =
1
2v¯2c
+ 38v4c
+ 516v6c
+ 35128v¯8c
. (5.25)
The series given in equation (5.25) is actually the first four terms in the Taylor expansion
of the function
1√
1− x − 1 =
∞∑
n=1
(
−1/2
n
)
(−1)n+1xn
= x2 +
3x2
8 +
5x3
16 +
35x4
128 +
63x5
256 + · · · (5.26)
about the point x = 0, where(
x
y
)
= Γ(x+ 1)Γ(y + 1)Γ(x− y + 1) (5.27)
is the generalised binomial coefficient. It has not yet been proved that u˜1(0, v¯c) is the
function given in equation (5.26) (to infinite order), but it will be shown later that it fits
extremely well with the numerical results. One strategy of proving this relation would
be to recognise the series development of u0(t¯, v¯c), and then proving that this is indeed
the solution by inserting it into equations (5.15) to (5.18). However, it is a series in both
t¯ and v¯−1c , and attempts have not yet been successful. In the rest of this thesis, it will
be assumed that this is indeed the correct solution. If it is not, then it can be thought
of as a fit to the numerical result that is more than good enough for the uses to which
it will be put.
Anyway, using equation (5.26) results in the relation
u˜1(0, v¯c) =
1√
1− 1/v¯2c
− 1, (5.28)
5.1 Uniform prestress 81
Analytical
Numerical
τ¯
v c
/v
s
0 0.5 1
1
1.5
2
2.5
3
3.5
Figure 5.4: The numerical result
presented in section 5.1.1 plotted with
the analytical solution given in equa-
tion (5.29).
which, using equation (5.19) yields the relation between the initial shear force and the
rupture velocity:
v¯c(τ¯) =
1√
1− τ¯2 . (5.29)
As expected, the solution approaches 1 in the limit τ → 0, and infinity in the limit
τ → 1. It is also flat at τ¯ = 0, as suggested by the numerically result. In Figure 5.4,
the function v¯c(τ¯) given in equation (5.29) is plotted with the numerical result obtained
in section 5.1.1. The analytical solution fits the numerical result extremely well, and
equation (5.29) will therefore be used instead of the numerical solution in the rest of
this thesis.
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5.2 Non-uniform prestress
Up until now, the initial shear force level, the friction coefficients and the normal force
have been constant along the interface. This was shown to lead to a constant rupture
velocity after a transient. In this section, the effects of a non-uniform prestress will
studied. It is then interesting to observe whether the velocities still lie on the curve seen
in Figure 5.4, making the result obtained above more general, or not.
First, the effect of a sudden change in the initial state of the interface will be investigated.
Then, the consequence of continuously changing properties along the interface will be
discussed.
5.2.1 Discrete jumps in the initial state of the interface
In this section, the effect of a sudden change from one uniform initial state of the interface
to another is studied. According to the analytical calculation done above, there exists
for a given uniform initial state one unique constant velocity at which the rupture can
propagate for a given initial state. It is then interesting to investigate if this velocity is
realised when the interface suddenly changes from one state to another.
The result from simulations done, where the initial shear force and the friction coef-
ficients are varied systematically, are shown in Figures 5.5 to 5.7. In Figure 5.5, the
result is shown for a sudden increase in the initial shear force, corresponding to a highly
prestressed region. It is clear from the figure that, after transients seen as vertical sets
of points in the rightmost plot, constant rupture velocities are achieved which equal the
ones given by equation (5.29).
This is equally true for both a sudden change in the dynamic friction coefficient, seen in
Figure 5.6, and a sudden change in the static friction coefficient, seen in Figure 5.7. This
means that, even though changes in the initial state of the interface occur, the constant
rupture velocity corresponding to a given τ¯ will be realised. Again, the spatial extent of
the transients is seen to become smaller as N is increased, leading to an instant change
in rupture velocity for an instant change in the initial state of the interface.
Of course, instantaneous changes along the interface are not physical. In reality, the
interface will have a more or less continuous variation of both strength and initial shear
stress. Up until now, only constant initial states of the interface have been studied. It is
therefore natural to investigate the effect of continuously varying the friction coefficients
and the initial shear force along the interface. That is the purpose of the next section.
5.2.2 Continuous variations in the initial state of the interface
Several different simulations have been done with different continuous changes in the
initial state of the interface. As examples of such results, consider Figures 5.8 and 5.9.
These two figures show the result for the exact same initial state of the interface, but in
Figure 5.8, N = 100, while in Figure 5.9, N = 1000. In both, the friction coefficients are
constant along the interface, while the initial shear force is varying as a cosine function.
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Figure 5.5: The top left plot shows, as usual, the initial state of the interface with an increase
in the shear force in the middle. The bottom left plot shows the corresponding rupture velocities.
The right plot shows the rupture velocities plotted as function of τ¯ as points, where the drawn
line is the analytical calculated function v¯c(τ¯).
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Figure 5.6: The top left plot shows the initial state of the interface with an increase in the
dynamic friction coefficient in the middle. The bottom left plot shows the corresponding rupture
velocities. The right plot shows the rupture velocities plotted as function of τ¯ as points, where
the drawn line is the analytical calculated function v¯c(τ¯).
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Figure 5.7: The top left plot shows the initial state of the interface with a decrease in the static
friction level in the middle. The bottom left plot shows the corresponding rupture velocities.
The right plot shows the rupture velocities plotted as function of τ¯ as points, where the drawn
line is the analytical calculated function v¯c(τ¯).
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Figure 5.8: The topmost left plot shows the initial state of the interface with a continuously
varying initial shear force. The lowermost left plot shows the corresponding rupture velocities.
The right plot shows the rupture velocities plotted as function of τ¯ as points, where the drawn
line is the analytical calculated function v¯c(τ¯). In this simulation, N = 10.
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Figure 5.9: The topmost left plot shows the initial state of the interface with a continuously
varying initial shear force. The lowermost left plot shows the corresponding rupture velocities.
The right plot shows the rupture velocities plotted as function of τ¯ as points, where the drawn
line is the analytical calculated function v¯c(τ¯). In this simulation, N = 1000.
The relationship between the initial shear force and the rupture velocity is again obvious,
but the most interesting feature can be seen in the rightmost plots in the two figures.
For the simulation with N = 100, the deviation between the resulting velocities and the
analytical calculated curve for constant rupture velocities is not difficult to notice. This
difference, however, seems to have been significantly reduced for the simulation with
N = 1000.
This shows that, in the limit N →∞, all velocities will be on the analytically calculated
curve v¯c(τ¯). This is in agreement with the observation made in the previous section
that transients become less prominent as the number of blocks is increased. The func-
tion v¯c(τ¯) is then a much stronger result than initially expected. It is this curve that
dominates the rupture velocities both in uniform systems and in non-uniform systems.
As mentioned above, fronts are seen to arrest if τ¯ < 0. Fronts do not, however, arrest
instantaneously, but the way in which such a front arrests has not been studied in detail.
Simulations indicate that that the behaviour becomes much more complex and that it
depends on the number of blocks. There has unfortunately not been time to pursue this
further.
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5.3 Special case: all blocks at the dynamic friction level
Up until now, initial shear forces exactly at the dynamic friction level have been con-
sistently avoided. There is a good reason for this, because this level of the initial shear
force appears to be extremely special. It should be noted that the above analytical cal-
culation breaks down when τ¯ = 0 because of the transformation done in equation (5.10).
This special case will therefore be treated separately in this section.
5.3.1 Numerical results
Four different scenarios for the initial state of the interface are given in Figure 5.10.
Common to all of them is that the initial shear force is equal to the dynamic friction
level except for the small jump in the initial shear force in Figure 5.10d.
Starting out with Figure 5.10a, one can see that the velocity is not equal to the sound
velocity, as predicted by equation (5.29), but rather a great deal lower. By comparing
Figures 5.10a and 5.10b, it is clear that the rupture velocity is independent of the friction
coefficients. This is the same situation as predicted by v¯c(τ¯), since τ¯ = 0 for both cases.
In Figure 5.10c, τ¯ = 0 along the whole interface as well. However, when the static
coefficient of friction is reduced, the rupture velocity is increased. It is clear from the
figure that this is not a transient effect, the rupture velocity is stabilising at a higher
level. This means that two (or possibly more) different constant rupture velocities results
from the same value of τ¯ instead of just one as was the case for τ¯ > 0. In addition,
neither of these two velocities are in quantitative agreement with equation (5.29).
Figure 5.10d shows an even stranger situation. In the left part of the sample, where
nothing has changed, the rupture velocity is the same as in Figure 5.10a. Then, by
increasing the shear force, the rupture velocity is increased, as expected. By measuring
this velocity, and comparing it with the result from equation (5.29) inserted for the local
value of τ¯ , one can observe that this rupture velocity is in agreement with the mentioned
equation.
When the front has passed this highly prestressed region, the rupture velocity is reduced.
It does not, however, return back to the velocity it had before the highly prestressed
region, but appears to stabilise at a higher velocity approaching the velocity of sound.
Again, more than one constant rupture velocity is seen to exist for τ¯ = 0.
It turns out that τ¯ = 0 is even more peculiar than this. By doing a simple calculation,
an even lower stable rupture velocity than the one seen in Figure 5.10a can be found.
This calculation is given below, with the result from a numerical simulation to support
it.
5.3.2 Analytical calculation
Consider a system where all blocks are at the dynamic friction level initially, and a rup-
ture propagating in the positive x direction. By assuming that this rupture propagates
with only one block moving at a time, the rupture velocity can be found rather straight
forward by considering the motion of a single block. A block, say block n, can then be
5.3 Special case: all blocks at the dynamic friction level 87
Fo
rc
e
[N
]
Ve
lo
ci
ty
[m
/s
]
Block number, n
0 500 1000
0
0.2
800
1200
1600
(a) µs = 0.7, µd = 0.45.
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middle.
Fo
rc
e
[N
]
Ve
lo
ci
ty
[m
/s
]
Block number, n
0 500 1000
0
0.2
800
1200
1600
(d) µs = 0.7, µd = 0.45. Increased initial
shear force in the middle.
Figure 5.10: Different simulation results obtained for the initial shear force at the dynamic
friction level.
considered to be attached to two walls, and the equation of motion needs to be solved
from the time it is put into motion by its left neighbour, to the time where this motion
has caused its right neighbour to reach the static friction level. For this type of rupture
to exist, this time then has to coincide with the time the block itself stops.
Let block n start moving at the time t = 0, with un(t) the position of block n as a
function of time, and un(t = 0) = 0. un−1 and un+1 are then the position of block
n− 1 and n+ 1, which are assumed constant in the time span considered here, as stated
above. The total spring force from blocks n− 1 and n+ 1 on block n is given by
F n.f.n (t) = kl(un−1 − un(t)) + kr(un+1 − un(t)), (5.30)
where the first term is the spring force from block n− 1 on block n (spring constant kl),
and the second term is the spring force from block n + 1 on block n (spring constant
kr). At t = 0 this force is then given by
F n.f.n (0) = klun−1 + krun+1.
Inserting this into equation (5.30) leads to the formula for the total spring force on block
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n for a given initial force F n.f.n (0),
F n.f.n (t) = F n.f.n (0)− (kl + kr)un(t). (5.31)
From Newton’s second law, the equation of motion for this system is
mu¨n(t) + (kl + kr)un(t) = F n.f.n (0)− µdwn, (5.32)
where the mass of one block is as usual m, µd is the dynamic friction coefficient and
wn is the normal force on block n. This is a linear inhomogeneous ordinary differential
equation, and the solution is given by
un(t) = B sin(ωt) + C cos(ωt) +
F n.f.n (0)− µdwn
kl + kr
, ω =
√
kl + kr
m
, (5.33)
where B and C are constants determined by the initial conditions un(0) = u˙n(0) = 0.
Applying these initial conditions to equation (5.33) results in
un(t) = −C cos(ωt) + C, C = F
n.f.
n (0)− µdwn
kl + kr
. (5.34)
Because of the motion of block n, block n+ 1 will experience an increased spring force
from block n, and this increase equals krun(t). Block n + 1 will then reach the static
friction level and start to move at the time tn+1 when
krun(tn+1) = µswn+1 − F n.f.n+1(0),
where F n.f.n+1(0) is the preload on block n+1. Inserting for un(t) by using equation (5.34)
leads to the equation
− F
n.f.
n (0)− µdwn
kl + kr
cos(ωtn+1) +
F n.f.n (0)− µdwn
kl + kr
= µswn+1 − F
n.f.
n+1(0)
kr
(5.35)
Solving this equation for tn will involve an arccos function, and will not necessarily be
self consistent in the sense that the velocity of block n will be zero at tn+1. By now
inserting F n.f.n (0) = µswn, F n.f.n+1(0) = µdwn+1 and wn = wn+1 = w into equation (5.35),
the time tn+1 is given by
−µsw − µdw
kl + kr
cos(ωtn+1) +
µsw − µdw
kl + kr
= µsw − µdw
kr
.
It is now interesting to note that the numerators cancel, consequently that the friction
coefficients and the normal force do as well. The case µs = µd is ruled out because it
would lead to an infinite rupture velocity. The above equation then yields
cos(ωtn+1) = − kl
kr
, (5.36)
and for kl = kr, the solution for the smallest tn+1 > 0 is then given by
tn+1 =
pi
ω
. (5.37)
It is now necessary to check if u˙n(tn+1) = 0. Using equation (5.34), it is clear that this
is the case, because sin(ωtn+1) = sin(pi) = 0.
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Figure 5.11: The rupture velocity from a simulation with K = k and V = 1× 10−8 m/s. As
shown, the rupture velocity is constant, with no transient. Measured rupture velocity equals
approximately 647 m/s, which is very close to the analytically obtained 641 m/s from equa-
tion (5.38). The reason for this slight deviation is the non-zero driving velocity and numerical
errors.
The rupture velocity vc is then given by the distance between block n and n+ 1 divided
by the time tn+1 since block n started to move at t = 0. Using equations (4.10), (5.33)
and (5.37), this leads to the rupture velocity
vc =
L/(N − 1)
tn+1
= pi
√
2EAL
M
, N  1. (5.38)
Inserting for the usual parameters given in Table 4.1, the rupture velocity is vc ≈ 641 m/s
or v¯c ≈ 0.44.
This is then a completely different rupture velocity than what is seen in the numerical
simulations in Figure 5.10 and the one predicted by the formula v¯c(τ¯). However, this
rupture velocity can also be obtained through numerical simulations by using K = k and
a very small driving velocity. This will then cause the driving point to be approximately
stationary while the first block is moving, and the motion of this block is then given
by equation (5.34). According to the calculation above, the first block will then stop at
the time t2, initiating the movement of the second block. The numerical result can be
seen in Figure 5.11, where the driving spring constant K is equal to the material spring
constant k. The velocity obtained is indeed the one predicted by equation (5.38).
The rupture velocity for the special case F n.f.,0 = µdw is then highly dependent on both
the driving velocity V and the driving spring constant K, which is not the case for all
other initial shear levels. The result seen in Figure 5.10 then corresponds to the soft
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driving limit, where K  k, and the driving force is approximately constant during
rupture.
Summing up, there is no unique constant rupture velocity that corresponds to the initial
shear force at the dynamic friction level, τ¯ = 0. Rather, the resulting rupture velocity is
highly dependent on the chosen driving spring constant K, the driving velocity V , and
the history of the rupture, as seen in Figure 5.10.
5.4 Summary and conclusion
In this chapter it has been shown that for τ¯ > 0, there exists a unique constant rupture
velocity v¯c = v¯c(τ¯). This was done in a way similar to that in [39] for the Burridge–
Knopoff model, but for the side driven model, no approximations were necessary. It
has also been shown that for τ = 0, several different constant rupture velocities exist,
and that the one realised depends on the driving spring constant, the driving velocity,
and the history of the rupture. It does not, however, exceed vs, which is the predicted
velocity from equation (5.29).
Unfortunately, this does not ease the interpretation of the original simulation result
given in Figure 4.12 much. The reason for this is that the initial shear force is slightly
below the dynamic friction level, causing a decrease in the rupture velocity until a
highly prestressed region is reached. The velocity is then increased abruptly, followed
by a new decrease. This means that the rupture velocity in Figure 4.12 is dominated
by transients, which unfortunately depend on the model resolution N , and the special
case τ¯ = 0. There has unfortunately not been enough time to investigate the transients
further. This in addition to a study of the situation τ¯ < 0 are something that should
be done in order to get a complete understanding of the rupture velocities in the side
driven model.
The top driven model has not been studied in this chapter. These results can therefore
not be applied directly to understand the result in Figure 4.27a. However, the equa-
tions determining the (constant) rupture velocities in the side driven model was found
by Muratov [39] to be valid in the Burridge–Knopoff model as well. Though he only
considered uniform initial states of the interface and constant rupture velocities, it is
expected that the extension to non-uniform initial states will be similar as that for the
side driven model. This is further indicated by the fact that the shape of the function
v¯c(τ¯) is recognisable from Figure 4.27a. The large deviations from the master curve
v¯c(τ¯) may explained by transients.
From experiments, there seems to be a close relationship between the initial local stress
ratio and the local rupture velocity, as discussed previously. In the model, there is a
specific relationship between the rupture velocity and the initial stress, given by v¯c(τ¯),
where τ¯ serves as a generalisation of the suggested scaling τ/σ in the experiments. This
then serves as further indication that the local stress ratio is indeed very important. It
also suggests that the strength of the frictional interface, which in the model is repre-
sented by µs and µd, plays an important role. The strength of the interface will vary
in the experiments, which could then explain the large spread in the rupture velocities
in Figure 3.4b. The scaling derived here has been shown to work in a (1 + 1)D model
as well with the same friction law [56], suggesting that this scaling is even more general
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than what the one-dimensional results given here might indicate.
There are, however, expected deviations between these model results and the experi-
mental results. Firstly, for all τ¯ > 0, the rupture velocity is greater than the speed of
sound. It actually goes to infinity as τ¯ → 1. In experiments, vc is seen to exceed the
shear wave speed cS , but it do not exceed the longitudinal wave speed cL. In the one-
dimensional model, only longitudinal waves exist, and their velocity vs is smaller than
the longitudinal wave speed in a three-dimensional medium cL. For τ¯ > 0, the rupture
velocity in the model is seen to be super-longitudinal. Secondly, slow ruptures are not
observed. Thirdly, the large variation in the stress ratio seen in experiments (from 0.3
to 2, see Figure 3.4b) is not reflected in the model, where it is limited from about the
dynamic friction coefficient (∼ 0.45, which is fixed by the global static friction coeffi-
cient) and the local static friction coefficient. The local static friction coefficient could of
course have been increased, but this would in turn lead to much larger drops in FX per
global event. That is not desirable, since these drops then would get significantly larger
than the drops observed experimentally, seen in Figure 3.2a. A local variation of the
friction coefficients might allow high local stress ratios without disrupting the loading
curve. This would, however, only affect the initial stress ratios, and not improve the
model’s discrepancies regarding the lack of slow ruptures and the possibility of infinitely
fast ruptures.
These deviations arise from mainly two reasons: Firstly, the frictional interface is mod-
elled using Amontons–Coulomb’s law of friction. This is a macroscopic friction law,
which is the result of averaging over many asperities. It is not expected that this simple
friction law should produce the rather complex behaviour observed in experiments. It
contains no time dynamics, and it is therefore not surprising that no slow ruptures are
seen. Secondly, it is only a one-dimensional model. The real system is, of course, three-
dimensional, which in addition to introducing a more complex geometry also introduces
a new bulk wave speed, the shear wave speed cS , and the possibility of surface waves.
Two- and three-dimensional effects are therefore probably important to the rupture
velocity.
Despite these discrepancies, the one-dimensional side driven model does provide useful
insights into the rupture phenomena. The analysis has shown the importance of both
the initial shear stress ratio and the interfacial strength. Some details remain to be
understood, e.g. proving equation (5.29) and the importance of transients. Further
analysis of the rupture phenomenon should be done with a different friction law, possibly
one similar to that used in [16], exploring the importance of the frictional properties of
the interface, and/or in at least two dimensions, as in [56], exploring the importance of
dimensionality. Another interesting phenomenon not yet studied in experiments is front
arrest. The process of how the two surfaces in frictional contact reattach might also be
important in a geological context, e.g. regarding how earthquakes stop.
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Chapter 6
Two new local friction laws
In this chapter, two new friction laws will be introduced. The first is a static friction
law, which is motivated by the bad scaling of the side driven model with the number of
blocks. It will be shown that changing the static friction law and thereby introducing a
finite loading region can improve the scaling considerably. The second is a new dynamic
friction law aimed at reproducing the time dependence of slip.
6.1 The spring-to-track static friction law
In this section, a new static friction law, named the spring-to-track static friction law, will
be introduced and discussed. First, the motivation for introducing a modified friction
law will be discussed. The friction law will then be introduced, and its consequences
will be examined by both analytical calculations and simulations.
6.1.1 Motivation
The scaling of the side driven model with the number of blocks was discussed in sec-
tion 4.11, and the number of events per time was shown to increase linearly with N .
This is a rather unfortunate property of the model, since the results should not be that
dependent on the resolution used in the model. One could say that the model is only
valid for a given number of blocks, but multiplying the resolution by, say 10, should not
completely change its behaviour.
In order to improve the scaling, the reason for the rather terrible scaling has to be
understood. At t = 0, the driving force is 0, and as the driving point moves in time, the
shear force on the first block increases. The first event will nucleate when F (1)X = µsw1,
provided that there is no initial shear force, F n.f.,0n = 0. Since the normal force on block
1 is inversely proportional to the number of blocks, the threshold force F (1)X will also be
proportional to 1/N . As the number of blocks is increased, the first event will nucleate
at an earlier time. This will also affect all other events as well, since the increase in the
force FX between two events will be proportional to 1/N .
The scaling is caused by the fact that the loading region (the region that is affected by the
driving), only consists of one block. When load is applied to a real (three-dimensional)
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slider, a finite region about this point is affected by an increased stress. This region does
not depend on the chosen resolution in a simulation, and is characterised by a length
l0. A solution to the scaling problem of the side driven model is in some way to include
a finite loading region, even though the force has to be transferred through the only
dimension available. One way to do this is to let the blocks move slightly even when
they are experiencing static friction.
6.1.2 The model
This leads to the introduction of springs to the track as a static friction law. These
springs allow blocks to move, but their movement is constrained. Each block is attached
to the track by one spring, and these springs have spring constant kt.
In order for rupture to occur, these springs also have to have a finite strength. To keep
the new friction law as close to the Amontons–Coulomb static friction law as possible,
each spring has a strength µswn. If the spring force exceeds µswn, the spring breaks.
The static friction law is then replaced by the dynamic friction law, and in this phase,
the Amontons–Coulomb dynamic friction law is used. When the velocity of the block
reaches zero, the spring-to-track static friction law is applied again. The spring is then
attached such that the sum of all forces on the block is zero. The reason for this is again
to keep the new friction law as close to the Amontons–Coulomb law as possible: when
the Amontons–Coulomb static friction law is applied after a block arrests, the size of
the static friction force equals the sum of all other forces on the block, resulting in a
zero net force.
The equations of motion for this system are still given by equations (4.2) and (4.5), but
the friction force is now given by
fn =

fsn when f sn ≤ µswn
−fdn when u˙ > 0
fdn when u˙ < 0.
(6.1)
The dynamic friction force±fdn = µdwn is only applied if the track spring is disconnected,
but is otherwise unchanged. The static friction force is now given by
fsn = −kt(un − ustickn ), (6.2)
where ustickn is the attachment position of the spring. It is calculated form the shear
force when the velocity reaches zero by
ustickn = un −
F n.f.n
kt
. (6.3)
The shear force profile as the first precursor is initiated using this friction law is shown
in Figure 6.1. The shear force appears to decrease exponentially with a characteristic
length l0. It should be noted that the shear force need not equal the friction force, due to
inertial forces. Figure 6.1 shows in reality the static friction force given by equation (6.2),
however, if the loading is done slowly, leading to very small block accelerations, these
two forces will be approximately equal.
6.1 The spring-to-track static friction law 95
F n.f.n
µdwn
µswn
Fo
rc
e
[N
]
Block number, n
0 20 40 60 80 100
0
0.5
1
1.5
2
2.5
3
3.5
Figure 6.1: The shear force profile in the sample right before the first event for the spring-to-
track static friction model, with N = 100, kt = 5ELyLz/Lx.
If the characteristic length l0 is independent of the number of blocks, then the force
F
(1)
X needed to start the first precursor is independent of N as well. However, this may
require a scaling of the track springs kt with N . To investigate this further, the static
equations for this system are solved analytically.
6.1.3 Solving the static equations
In order to obtain a simple solution for the static problem, the length of the block Lx
is assumed to be much larger that the characteristic length l0. The number of blocks is
also assumed to be large, meaning l0/Lx  1 and N  1. The driven block is assumed
to be loaded to the static friction level µsw0, and the leading edge blocks is then not
affected because of the large system length Lx.
For all the blocks to be at rest, the sum of all forces on each block has to be zero, which
means that
k(un−1 − 2un + un+1)− ktun = 0, n = 2, 3, . . . , N − 1. (6.4)
The first term is the total spring force from neighbouring blocks, and the last term is
the force from the spring connected to the track. It is assumed that there is no initial
shear force, which means that the static friction force at t = 0 is zero and consequently
ustickn is the initial position of each block, ustickn = 0. This is done for simplicity, it is
possible to include an initial shear force profile with this static friction law as well.
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The above equation can be rewritten to
k
(
Lx
N − 1
)2 un−1 − 2un + un+1
a2
− ktun = 0,
where a = Lx/(N −1) is the equilibrium distance between the blocks. In the continuum
limit, the position of block n, un, can be rewritten to u(xn), or just u(x), where xn = na.
If a is small, i.e. if N  1, the fraction in the above equation is an approximation to
the second order spatial derivative,
∂2u(x)
∂x2
= un−1 − 2un + un+1
a2
+O(a2). (6.5)
Inserting this into the equilibrium equation above yields the differential equation
∂2u(x)
∂x2
− kt
ka2
u(x) = 0. (6.6)
This is a linear first order ordinary differential equation, and the general solution is
u(x) = Cex/l0 +De−x/l0 , l0 =
√
k
kt
a, (6.7)
where C and D are constants determined by the boundary conditions. In the discrete
case, the shear force on block n, F n.f.n , during loading is related to the position of the
blocks by the relation
F n.f.n = k(un−1 − 2un + un+1). (6.8)
The relative viscous damping term has been ignored due to the slow dynamics during
loading. In the continuous limit, this force is then given by
F n.f.(x) = a2∂
2u(x)
∂x2
. (6.9)
Using equation (6.7), the general form of the shear force is then given by
F n.f.(x) = a
2
l20
(
Cex/l0 +De−x/l0
)
. (6.10)
The constants C and D are given by the boundary conditions
F n.f.(0) = µsw0, F n.f.(x = Lx) = 0, (6.11)
meaning that the first block is loaded up to the static friction threshold. The blocks
on the leading edge do not feel the effect of the driving as a consequence of the small
characteristic length l0. The second condition yields
CeLx/l0 +De−Lx/l0 = 0,
and since Lx/l0  1, the second term is negligible, resulting in C = 0. The first
boundary condition then determines the constant D, by requiring
D
a2
l20
= µsw0,
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meaning that the shear force right before the first precursor is given by
F n.f.(x) = µsw0e−x/l0 , l0 =
√
k
ks
a, N  1, l0
Lx
 1. (6.12)
As stated above, this is an exponential function with the characteristic length l0.
The scaling of the characteristic length l0 with N can now be investigated. In the
physical system, the size of the stressed region is not dependent on the resolution in the
calculations, meaning that l0 should not scale with N . By inserting equation (4.10) for
k into the expression for l0 in equation (6.12), the characteristic length can be expressed
as
l0 =
√
(N − 1)ELyLz
Lxkt
a =
√
ELyLzLx
kt(N − 1) , (6.13)
This expression obviously scales with N , however if the track spring constant kt was
to scale as 1/(N − 1), the scaling of l0 with N would be eliminated. By now defining
ktott = (N − 1)kt, the characteristic length is given by
l0 =
√
ELyLzLx
ktots
, kt =
ktott
N − 1 , N  1,
l0
Lx
 1. (6.14)
which, as stated, does not scale with N . The value of ktott can then be determined by
the desired size of the stressed region.
It is now possible to calculate the force F (1)X needed to initiate the first precursor as a
function of the size of the loading region l0. For finite N , the force needed to initiate
the first precursor is given by
F
(1)
X =
N∑
n=1
F n.f.n =
1
a
N∑
n=1
F n.f.n a. (6.15)
In the limit N  1 and l0  Lx, F n.f.n can be replaced by the continuous version in
equation (6.12), and the sum can be approximated by an integral, leading to
F
(1)
X =
1
a
∫ Lx
0
F n.f.(x) dx
= µsw0
a
∫ Lx
0
e−x/l0 dx
= µsFZ
Na
[
−l0e−x/l0
]Lx
0
Using Lx/l0  1 and N − 1 ≈ N since N  1, this leads to
F
(1)
X = µsFZ
l0
Lx
. (6.16)
6.1.4 Verification and consequences
In Figure 6.2, the driving force F (1)X needed to initiate the first precursor is shown as a
function of the inverse number of blocks for l0/Lx = 0.05. It is clear that this force is
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Figure 6.2: This figure shows the
driving force F (1)X needed to initiate
the first precursor as a function of
the inverse number of blocks with
l0/Lx = 0.05. The driving force then
approaches F (1)X = 14 N, as given by
equation (6.16). D
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converging to a specific force as 1/N → 0. By using equation (6.16), this force should
be 14 N, which appears to be correct.
The needed scaling of kt can be understood in a rather intuitive way. All the springs
attached to the track is connected in parallel, meaning that the total spring constant
for the connection to the track is given by Nkt. This quantity should be independent of
N because the strength of the connection to the track should not depend on the model
resolution. Therefore, one can argue that kt ∝ 1/N is the correct scaling for kt.
Up until now, the spring-to-track static friction law has only been studied for static
situations, i.e. where all time derivatives are zero. However, this does not prove that
the N -dependence is eliminated when dynamics is considered. The rest of this section
will therefore compare the dependence of the results onN for the old Amontons-Coulomb
static friction law and the new spring-to-track static friction law for simulations with
time dynamics.
In Figure 6.3, the number of global events is shown for simulations with both the old
and new static friction law. For the Amontons–Coulomb static friction law, shown in
Figure 6.3a, the scaling is approximately linear, where the number of events increases
with the number of blocks, as discussed previously. The corresponding result for the
spring-to-track static friction law, shown in Figure 6.3b, is on the other hand fairly
constant.
The scaling of the mean slip per global event per block is shown in Figure 6.4. For the
Amontons–Coulomb static friction model, shown in Figure 6.4a, the mean slip decreases
towards zero when the number of blocks increase. The mean slip even appears to be
proportional to 1/N . For the spring-to-track static friction model, shown in Figure 6.4b,
the mean slip appears to be fairly constant.
However, only global events are included in Figures 6.3 and 6.4. This was done in
order to demonstrate the improvement, but the spring-to-track static friction law does
not solve all problems with the side driven model. The number of very small events,
involving only a few blocks, still seems to scale with N . Other results, such as the length
of precursors, are still very similar to that obtained with the Amontons–Coulomb static
friction law. The results presented in chapter 4 will therefore not be reproduced here
using the spring-static-friction law.
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(a) Result obtained using the old Amontons–
Coulomb static friction law.
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(b) Result obtained using the new spring-to-
track static friction law with l0 = 5 mm.
Figure 6.3: The number of global events in the first 20 s as a function of the number of blocks
for the Amontons–Coulomb and spring-to-track static friction laws. All events in the first 5 s
are ignored. Parameters are as in Table 4.1.
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(a) Result obtained using the old Amontons–
Coulomb static friction law.
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(b) Result obtained using the new spring-to-
track static friction law with l0 = 5 mm.
Figure 6.4: The mean slip length per block for global events in the first 20 s as a function of
the number of blocks for the Amontons–Coulomb and spring-to-track static friction laws. All
events in the first 5 s are ignored. Parameters are as in Table 4.1.
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6.1.5 Summary and conclusion
This concludes the discussion of the spring-to-track static friction law. It has been
shown that replacing the Amontons–Coulomb static friction law with springs to the
track and scaling the spring constants in a particular way significantly improves the side
driven model’s scaling with N , because it keeps the size of the loading region constant.
However, results such as the length of precursors and the qualitative behaviour of slip
are still similar to that seen in chapter 4.
The spring-to-track static friction law can be interpreted in two ways. Firstly, it in-
troduces a finite stiffness of the interface. The ensemble of asperities connecting the
base and the slider have a finite stiffness, and the new friction law can be thought of as
one possible way to model this. Modelling the yielding of asperities have been further
investigated by Thøgersen [53], and the reader is referred to his thesis for a more de-
tailed discussion. Secondly, it is a way to introduce force transfer from the driven block
during loading, which is a two- and three-dimensional effect. This serves as yet another
indication of the importance of the other two spatial dimensions.
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6.2 A viscous dynamic friction law
In this section, an absolute viscous dynamic friction law will be introduced. This law,
meant to replace the Amontons–Coulomb dynamic friction law, is motivated by the
experimentally observed local slip seen in Figure 3.5, now given again in Figure 6.5.
First, the new dynamic friction law is studied for a one block system. Results from this
analysis are then used to study the effects on a chain of blocks.
6.2.1 Motivation
As discussed in section 4.7, the local slip in the side driven one-dimensional model was
not in particularly good agreement with the experimental result in Figure 6.5. This
was said to be a result of the Amontons–Coulomb friction, which is lacking the assumed
physical effects behind the local slip curve described in section 3.2.
The local slip corresponds to the time development of the position of a block. This
is an extremely important parameter in the model, since it basically determines the
whole time development of the system. Particularly, the rupture velocities are also
determined by the slip function. Consequently, a more realistic time dependence of
the local slip might lead to dramatic changes in the results, maybe explaining some of
the discrepancies seen between the experimental and model results. Perhaps even slow
fronts may be observed.
The physical process causing the experimentally observed local slip was proposed in [6]
to be a rapid heating of the interface due to the energy released when micro-contacts
break. This heat would increase the temperature locally to above the glass temperature
Tg, which would cause a local melting of the material. As a consequence, the shear
strength of the interface would be weakened, causing the rapid slip seen in phase II in
Figure 6.5. Then, as heat dissipates and the temperature decreases, the shear strength
would increase, causing the slow slip seen in phase III and eventually slip arrest (phase
IV).
Here, it will be investigated whether a simple viscous friction law is enough to reproduce
this behaviour. Above the glass temperature Tg, the viscosity would be low. However,
as the heat dissipates and the temperature decreases below the glass temperature, a
rapid increase in the viscosity would occur. This may be a too crude description of the
process, it may even be wrong. Despite this, investigating the consequences of using
Figure 6.5: Local slip δ measured at a X adjacent from the interface as a function of time. It
is divided into four different phases: local rupture of the interface (phase I), rapid slip (phase
II), slow slip (phase III) and slip arrest (phase IV). From [6], Figure 2a.
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Figure 6.6: The simple system consist-
ing of one block connected to a wall at
both sides by springs with spring constant
k.
k
x
m
k
f(t)
a viscous friction law with a time dependent viscosity can give valuable new insights
into the effects of the microscopic processes at the macroscopic level. In particular,
would it be able to produce rupture velocities in better agreement with those observed
in experiments?
6.2.2 The one block model
The one block modelled used in the first analysis is depicted in Figure 6.6. A block is
connected to two springs, each with spring constant k, which in turn are connected to
two walls. In addition to the spring forces, the block is influenced by a damping force
f(t, u˙), which is a function of both time and block velocity. The functional form of this
force will be presented later.
Initially, at t = 0, the block is at rest and the block is loaded to the static friction level.
The equation of motion is then given by equation (5.32), but with the dynamic friction
force µdwn replaced by the damping force fd(t, u˙), kl = kr = k, and F n.f.(0) = µsw,
resulting in
mu¨(t) + (kl + kr)u(t) = µsw + fd(t, u˙), u(0) = 0, u˙(0) = 0, (6.17)
where u(t) is the position of the block as a function of time. The functional form of
fd(t, u˙) should be as simple as possible. According to the argument above, the viscosity
should be low in the beginning (phase II), and then become much higher as the local
temperature decreases below the glass temperature Tg (phase III). fd(t, u˙) is therefore
chosen to be a traditional viscous friction law, where the force is proportional to the
velocity, but where the viscosity itself is time dependent:
fd(t, u˙) = −α(t)u˙(t). (6.18)
The transition in fd(t, u˙) as the temperature decreases below Tg is modelled as a rapid
change in α(t). A possible functional form of α(t) including such a rapid change from
one level to another is
α(t) = αII +
αIII − αII
2
[
tanh
(
t− tc
τc
)
+ 1
]
, (6.19)
where αII and αIII are the viscosity levels in phase II and III, respectively, tc is the time at
which the transition between phase II and III occurs (the cooling time), and τc is the rate
of the transition. Because of the time dependence in the viscosity, equation (6.17) has
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Figure 6.7: Result for the one block model obtained with the absolute viscous dynamic friction
law using αII = 5× 104 Ns/m, αIII = 1× 106 Ns/m, tc = 1.5× 10−6 s and τc = 3× 10−7 s.
Other parameters are as in Table 4.1 with N = 100 and η = 0.
become much more complicated. The equation of motion is therefore solved numerically
using the fourth order Runge-Kutta method described in section 2.3.
Different values for αII, αIII, and τc were experimented with, and the result for one
parameter set can be seen in Figure 6.7. The qualitative behaviour of the slip is now
much more similar that seen in experiments, with first a rapid slip phase, and then a
slow slip phase.
A qualitative understanding of the parameters in equation (6.19) can be obtained. As
mentioned above, τc controls the rate of the transition in α(t), and consequently in
u(t) as well. The cooling time tc controls when the transition occurs, and is for the
many block system fixed to approximately 60 µs. The viscous damping levels αII and
αIII control how much slip occurs in phase II and III. There has to be a considerable
damping in phase II as well as phase III, because in an undamped system the block
would accelerate over a considerable time. This would cause u(t) to have a positive
curvature, while a negative curvature is observed in experiments. A difference in the
viscosities in phase II and III of about one order of magnitude was needed in order to
get the desired difference between the slip rates in phases II and III.
Neither the time nor the displacement have correct values according to the experimental
data in Figure 6.7. This is expected, since adding more blocks to the system will cause
both the time and displacement to change considerably. It will therefore be interesting
to check if more realistic values for both parameters and slip will be obtained if the new
viscous dynamic friction law is applied to a chain of blocks.
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6.2.3 In a chain of blocks
The new viscous dynamic friction law will now replace the Amontons–Coulomb dynamic
friction law in the one-dimensional side driven model. Since the slip is the object of
interest, the Amontons–Coulomb static friction law cannot be used in combination with
the side driven model, because the slip would then scale with the number of blocks. The
solution is either to use the top driven model with Amontons–Coulomb static friction,
or the side driven model with the spring-to-track static friction law. Since the slip is
measured for precursor events in the experiments, and the top driven model needs an
additional non-uniformity in order for precursor events to occur, the side driven model
is used. Which of the models that are the most similar to the experimental system is
open for debate, but as mentioned in section 4.7, slip should not be highly dependent
on the driving mechanism since the driving velocity is very small compared to the rapid
dynamics during slip. This statement holds when comparing the slip in the side and top
driven models, and should hold for the experimental systems as well.
The equation of motion for this system is still given by equation (4.5), while the friction
force fn on block n is
fn =
{
fsn when fsn ≤ µswn
fdn(t, u˙n) when track spring is detached.
(6.20)
The static friction force is given by equation (6.2), while the dynamic friction force is
given by
fdn(t) = α(t− tdn)u˙n, (6.21)
where α(t− tdn) is given by equation (6.19), and tdn is the time track spring n detached.
According to experimental results, the cooling time tc is approximately 60 µs, and the
duration of slip is about 400 µs. Therefore, tc = 60 µs in the simulations, and the track
spring is attached according to equation (6.3) 400 µs after it detached, restricting further
movement of the block.
The slip as a function of time for one block in a precursor event is shown in the uppermost
plot in Figure 6.8 for a given set of parameters. These parameters were optimised to
get the best possible fit to the experimental result. Again the difference in viscosities
in phase II and III are about one order of magnitude. However, both are reduced by
approximately three orders of magnitude compared to the corresponding values used in
the one block system.
The agreement with the experimental slip in Figure 6.5 is now much better. Initially, the
slip is constant — the event has started, but the rupture front has not reached the point
where slip is observed. Phases II and III are clearly distinguishable, where phase II has
a high slip rate, and phase III has a lower slip rate. The transition occurs approximately
60 µs after initiation of slip, as given by tc. The total slip distance of about 4 µm is
also in agreement with experiment. The small oscillations seen both before and after
rupture has initiated are caused by oscillating neighbouring blocks still attached to the
track.
As can be seen in the lowermost plot in Figure 6.8, it is also possible to make a rough
data collapse between the different precursors by normalising by the total slip in an
event as was shown in Figure 3.6 for the experimental result. However, this is hardly
surprising considering the explicit form of the friction law used: the transition will occur
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Figure 6.8: Slip as a function of time for one precursor (top) and normalised slip for three
precursors (bottom) for block number 5 in a N = 20 block system with the absolute viscous
dynamic friction law and the spring-to-track static friction law. Position and time are measured
relative to the corresponding values at the beginning of the event. Parameters used are αII =
1× 102 Ns/m, αIII = 1× 103 Ns/m, tc = 60 µs, τc = 1 µs, µs = 1 and l0/Lx = 0.05. Other
relevant parameters are given in Table 4.1.
at approximately tc and slip will arrest after 400 µs of slip. It is, however, interesting
to observe that approximately the same fraction of the total slip occurs in phase II and
III for different precursors.
6.2.4 Comparison with experimental viscosities
The viscosities used in the previous section should be related to the physical properties
of PMMA. The viscosity of PMMA has been measured as a function of temperature [35],
and it should in principle be possible to compare these viscosities to the ones found to
work well in the model.
The experimental viscosities are viscosities defined from the behaviour of a fluid pressed
between one stationary and one moving two-dimensional plate through the formula [17]
F = α′Av
y
, (6.22)
where F is the resulting viscous force, α′ is the viscosity, v is the velocity of the moving
plate, A is the area of the plates and y is the spatial separation between the two plates.
The area A should be large so that edge effects may be neglected. In the model, the
viscosity is applied at the block level, meaning that A = LxLy/N is the area of one
block. Using this formula is sketchy, since the separation between the two plates, y, is
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not well defined, and it assumes that the fluid is homogeneous, which may not be the
case.
In principle, the viscosity α′ in equation (6.22) could be converted to the same kind
of viscosity used in the model by defining α = α′A/y. As an attempt at relating α to
α′, the value of y resulting in values of α approximately equal to the ones used in the
simulations will be found. From [35], α′ ≈ 109 Pas for the temperature T ≈ 0.95Tg,
where Tg ≈ 389 K. Using α ≈ 102 Ns/m and A = LxLy/N , where Lx and Ly are given
by Table 4.1 results in:
y = Aα
′
α
= LxLyα
′
Nα
≈ 100 mm× 5 mm× 10
9 Pas
20× 103 Ns/m = 25 m,
which is several orders of magnitude larger than expected.
It should be noted that the viscosity of PMMA is seen to change rapidly for small changes
in the temperature close to Tg. From T = 0.92Tg to T = 0.95Tg, α′ decreases from about
1011 Pas to about 109 Pas. It is therefore possible that the viscosity is low enough to get
reasonable values for y when the temperature is about the glass temperature or above.
However, only PMMA viscosities for T . 0.95Tg were presented in the referred paper,
making such an analysis rather difficult. It is clear, however, that the viscosity can
indeed easily change an order of magnitude, as was seen to be necessary in the model,
for small changes in the temperature around Tg.
6.2.5 Consequences to the global behaviour
The consequences to other measurements, such as the driving force FX and the shear
force F n.f.n , will now be investigated. The stick-slip plot for the same parameter set
as that used in Figure 6.8 is shown in Figure 6.9. The system still shows stick-slip
behaviour, with some precursors occurring before the first global event. The system
is still in the slow driving regime, meaning that the position of the driving point is
approximately stationary during an event. As long as this approximation is valid, the
macroscopic friction level observed in the FX -curve will be independent of the driving
velocity, even though the dynamic friction law is now locally velocity dependent.
The time development of the shear force is shown in Figure 6.10, and here there are large
deviations from the results obtained using the Amontons–Coulomb dynamic friction law.
During the precursor events, the shear force does not stabilise at a certain level in the
affected area, but is increased gradually even after the first global event. This is the
cause of the gradual increase in FX seen in Figure 6.9 event after the first global event:
the shear force, and thereby the tangential force, has not reached its final level when
the first global event occurs.
Another property of the FX -curve that does not fit the experimental slip is the drop
in the tangential force during an event. In Figure 6.9 the drops are much smaller than
what is observed experimentally. Both these issues could be improved by reducing the
effective viscosity so that the blocks would move a longer distance during an event. This,
however, would reduce the number of precursors, and in Figure 6.9, there are only four
to begin with. By trying out different values for the parameters αII, αIII, τc and µs, the
results shown in Figures 6.8 to 6.10 are the ones that are in best agreement with the
experimental results.
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Figure 6.9: The stick-slip plot for a system with the new viscous dynamic friction law and
parameters as in Figure 6.8. Nsliding is the number of track springs that is disconnected as a
function of time.
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Figure 6.10: The time development of the shear force for a system with the new viscous
dynamic friction law and parameters as in Figure 6.8. The dashed line is the static friction level
µswn.
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Figure 6.11: The initial shear force profile and the rupture velocity in a typical global event
using the new dynamic friction model. Parameters as in Figure 6.8.
As a last result, the rupture velocity for a typical global event is plotted in Figure 6.11.
It is clear that the variation in the shear force is quite small, resulting in an almost
constant rupture velocity of about 1000 m/s.
6.2.6 Summary and conclusion
It has here been shown that using an absolute viscous dynamic friction law with a time
dependent viscosity may result in local slips that are in much better agreement with the
experimental results than obtained with a simple Amontons–Coulomb friction law. An
absolute viscous friction law proved to be capable of reproducing both a rapid and a slow
slip phase, with the resulting total slip quantitatively comparable to the experimental
slips. It was also shown that the viscosities used may be compatible to experimentally
obtained viscosities for PMMA, but this is not certain.
However, it was also shown to increase the deviation between the model and experiments
in the loading curve FX(t). The average applied tangential load was seen to increase
even after the first global event had occurred, and the global events resulted in much
smaller drops in FX(t) than experimentally observed. Clearly, some underlying physical
effects are missing. These effects may be connected to the coupling between the static
and dynamic friction law, which are now applied independently of each other.
Slow ruptures were not observed. This may be due to the importance of the detachment
phase (phase I in Figure 3.5), since this is not taken into account in the viscous dynamic
friction law. This is where the slider detaches from the base, which then should be the
most important phase in how a rupture propagates along the interface. This serves as
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further indication of the importance of the coupling between the static and dynamic
friction law. In addition, all results for local slips in [6] were obtained for precursor
events only. Jay Fineberg said in a talk in Lyon, France on 17 March 2011 that no slow
ruptures have been observed for precursor events. Figure 3.5 may then not reflect the
physical processes causing slow fronts.
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Chapter 7
The (2 + 0)D spring-block model
The one-dimensional model considered so far has been shown to not be able to reproduce
the experimental results to a satisfactory degree. It has been suggested that some of
these deviations may be due to the dimensionality of the system, since including two-
dimensional effects such as an initial shear force profile and a finite loading region seems
to improve the model results.
Before moving on to a system with three spatial dimensions, it is usually wise to con-
sider a two-dimensional system. The reason is that including more dimensions usually
makes the dynamics of a system more complex, meaning that it will be more difficult
to interpret the results. The importance of each dimension will also be clearer if the are
added one by one. In addition, the equations of motion will be more demanding from a
computational perspective, requiring more CPU time for the same spatial resolution.
There are, of course, two remaining spatial dimensions: the second horizontal and the
vertical. Considering the sketches of the experimental system in Figure 3.1b, the most
natural thing to do is to include the vertical dimension. This model is then called the
(1 + 1)D model, because it has one horizontal dimension and one vertical dimension.
For an extensive discussion of this model, see [56].
In this chapter, the second horizontal dimension is included, making it a (2 + 0)D
model. In one way, this system is much more similar to the one-dimensional model
since all blocks are still in frictional contact with the track. Effects due to e.g. the
non-uniform distribution of the normal stress due to edge- and elasticity effects are not
included. This is not to say that the model will be equal to the one-dimensional model.
The Poisson effect will still be included in the horizontal plane, and the driving may
now be applied in several different ways.
A (2 + 0)D version of the Burridge-Knopoff model has previously been studied in
e.g. [20], but then in a more earthquake-like setting, where different measures for the
size of the events (earthquakes) were considered. In this chapter, the (2 + 0)D model is
discussed in a frictional context.
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Figure 7.1: Schematic drawing of the (2 + 0)D model driven from the side. All blocks except
edge blocks are connected to their nearest neighbours and next nearest neighbours by springs of
spring constants k and k′, respectively, and all blocks are in frictional contact with the track.
7.1 The model
A schematic drawing of the (2 + 0)D system driven uniformly from the side can be
seen in Figure 7.1. All blocks are in contact with the frictional interface, and the
blocks are placed in a quadratic grid where each block (except the edge blocks) has
eight neighbours. A block is connected to its nearest neighbours by springs with spring
constant k, and its next nearest neighbours by springs with spring constant k′.
The reason for adding the springs to the next nearest neighbours is to get a finite
Poisson’s ratio: without these springs, the x- and y-direction would not be directly
coupled, meaning that a compression in the x-direction would not lead to a compression
in the y-direction, and vice versa.
The (2 + 0)D system is in other aspects very similar to the 1D system, but quantities
such as slip, velocities and forces are now two dimensional quantities, represented by
vectors. The equation of motion for block n is
mr¨n = k
∑
〈j〉1
(rnj − l1) rˆnj + k′
∑
〈j〉2
(rnj − l2) rˆnj + η
∑
〈j〉1,2
(vj − vn) + fn + FKn , (7.1)
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where 〈j〉1 denotes all nearest neighbours and 〈j〉2 denotes all next nearest neighbours,
η is the relative damping coefficient, fn is the friction force and FKn is the driving force
on block n. For blocks that are not driven, FKn is zero at all times. rn is the position
of block n, vn = r˙n is the velocity of block n, and rˆnj is the unit vector directed from
block n to block j:
rˆnj =
rj − rn
|rj − rn| =
rj − rn
rnj
.
The number of blocks in the x-direction is denoted by Nx, and the number of blocks in
the y-direction Ny. The total number of blocks is then given by N = NxNy.
The Amontons–Coulomb friction law is used, where the friction force on block n is given
by
fn =
{
f sn vn = 0
fdn vn 6= 0 , (7.2)
where f sn and fdn are the (local) static and dynamic friction on block n, respectively. The
local static friction takes values in the range
0 ≤ |f sn| = fsn ≤ µswn, (7.3)
where µs is the (local) static friction coefficient and wn is the normal force on block n as
in the one-dimensional model. The static friction force is now a vector quantity which
is equal in size and oppositely directed from the sum of all other forces on a block. The
local dynamic friction is now also a vector quantity, given by
fdn = −vˆnµdwn, vˆn =
vn
|vn| . (7.4)
The normal weights wn are given by equation (A.18), where the block index n is sub-
stituted for the block index in the x-direction, nx:
wn =
FZ
N
(
1 + 2nx −Nx − 1
Nx − 1 θ
)
, nx = floor
(
n− 1
Ny
)
+ 1. (7.5)
The standard set of parameters used is given in Table 7.1. It should be noted that
a small randomness is added to the friction coefficients in order to loose the perfect
symmetry about the x-axis present in the system. This is explained in more detail
in Appendix B.2. Some numerical details on solving equation (7.1), including how to
choose the time step, are also given in Appendix B.2. In all simulation results presented
in this chapter, a time step ∆t = 3× 10−8 s was used (Nx = Ny = 50), which is less
than the estimated period of oscillation for one block 2× 10−6 s.
7.2 Driving
In order for the driving to not disturb the expansion of the system in the y-direction
due to the Poisson effect, the driving force is chosen only to act in the direction of the
driving, i.e. along V. This means that the driving springs depicted in Figure 7.1 only
exert forces in the x-direction, and none in the y-direction. In addition, the size of this
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Physical quantity Symbol Value in simulation
Total slider mass M 0.048 kg
Young’s modulus E 2.5 GPa
Sample length Lx 120 mm
Sample depth Ly 120 mm
Sample height Lz 40 mm
Static friction coefficient µs 0.70± 0.01
Dynamic friction coefficient µd 0.45± 0.01
Relative viscous damping η
√
0.1
√
km
Total normal force FZ 400 N
Driving point velocity V 0.1 mm/s
Total driving spring constant K 0.8 MN/m
Local driving spring constant Kn K/Nd
Table 7.1: Overview of the physical constants and parameters used in the simulation of the
(2 + 0)D model. Most of these parameters are the same as for the one-dimensional model in
Table 4.1, but some have been altered in order to study square systems. The friction coefficients
are drawn from a uniform distribution in the indicated intervals.
force is chosen to be independent of the displacement in the y-direction. The driving
force on block n is then given by
FKn =
(
Kn(Vt+ r0n − rn(t)) · Vˆ
)
Vˆ, Vˆ = V
V
, (7.6)
where Kn is the driving spring constant for block n, V is the driving velocity vector,
V = |V|, t is the time, r0n is the position of block n at t = 0, and rn(t) is the position
of block n at time t.
The system depicted in Figure 7.1 is driven from the side, but this is of course not the
only way to drive the system. The different methods of driving the system considered
here are:
• Side driven: This is the driving that is the most similar to the side driven one-
dimensional model. All blocks on the trailing edge experience a driving force
exerted by the same harmonic potential.
• Point driven: Only the middle one/two block(s) on the trailing edge feel a driving
force, but in other aspects it is equal to the side driving.
• Top driven: This is the (2 + 0)D version of the top driven one-dimensional model,
all blocks are driven by the harmonic potential. As was the case in one dimension,
a tilt θ or an additional torque effect is needed in order for the whole block not
to begin sliding at the same time. Only the result of including a tilt θ will be
discussed here.
The driving spring constants on the driven blocks are still chosen to be
Kn = K/Nd, (7.7)
where K is the driving spring constant used in the one-dimensional side driven model
and Nd is the number of driven blocks.
7.3 Choosing the spring constants: Young’s modulus and Poisson’s ratio 115
7.3 Choosing the spring constants: Young’s modulus and
Poisson’s ratio
In the one-dimensional model, the spring constant k was chosen such that the system
would behave as an elastic object with a specific value of Young’s modulus. This was
done by calculating the total effective spring constant of the material and relating this
to the definition of Young’s modulus.
The same is also possible in two dimensions, but the situation is more complicated.
Consider the system depicted in Figure 7.1, but without the attached driving springs
and with friction turned off. A force F is then applied on each of the edges normal to
the x-direction in opposite directions (in order to make the sum of all external forces on
the sample zero). This force will cause a compression/expansion of the sample in the x-
direction, and because of the Poisson effect, there will also be an expansion/compression
in the y-direction.
The relation between the spring constants k and k′, and Young’s modulus E and the
Poisson’s ration ν for an infinite two-dimensional system has been derived [38]. It was
found that for k′ = k/2, the system behaves as a two-dimensional isotropic continuum,
and that the relations are
E = 83Lz
k′, ν = 13 , k
′ = k/2. (7.8)
It is worth mentioning that if the system is to behave as a two-dimensional isotropic
continuum, then the Poisson’s ratio ν cannot be chosen, but is fixed to 1/3. Luckily,
the Poisson ratio for PMMA is ν = 0.33 [5, supplementary], by a fortunate coincidence.
The value of Poisson’s ratio can be adjusted if bond-bending is included in the model.
A derivation of equation (7.8) is located in Appendix B.1.
The result given in equation (7.8) is only valid for infinite systems and small displace-
ments. For a small system, for example a 2 × 2-system, the result is quite different. It
can be shown with a similar calculation as that done in Appendix B.1 that for this sys-
tem, Young’s modulus is given by E = (24/5)k′/Lz and Poisson’s ratio is ν = 1/5. The
two-dimensional systems considered here is, of course, finite, and their Young’s modulus
and Poisson’s ratio are approximately given by equation (7.8). Since the systems con-
sidered here are quite large, the approximation should be quite accurate, and this will
be verified below.
7.4 Oscillations and relative viscous damping
In the one-dimensional model, a relative viscous damping was included to dampen out
unwanted oscillations with wavelength 2a, where a is the lattice spacing. The coefficient
of damping η was chosen to be slightly below the value corresponding to critical damping
of waves with this wavelength in order to minimise the impact on other wavelengths.
In two dimensions, a relative damping can be introduced in two ways. One possibility
is to dampen oscillations in the spring lengths, while another is to dampen the relative
motion of the blocks. This was not an issue in the one-dimensional model, since the
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two dampings there are one and the same. In the two-dimensional model, the relative
motion of the blocks is damped, leading to the damping term in equation (7.1).
It then remains to find a reasonable value for η, as was done for the one-dimensional
model. However, because of the increased complexity of the geometry of the system, a
calculation similar to that done in Appendix A.1 for the one-dimensional model will be
extremely cumbersome. In addition, the two-dimensional model considered here is quite
similar to the one-dimensional model, and it is therefore reasonable to assume that the
value for critical damping of the short-wavelength oscillations will be on the same order
of magnitude as that found for the one-dimensional model, given in equation (A.12).
The spring constant k in this equation should be replaced by an effective spring constant,
which is larger than both k and k′. In addition, damping will also originate from more
blocks, increasing the effective damping coefficient.
Since the exact value corresponding to critical damping for η is not important, only that
it is somewhat below this value, η is in simulations of the two-dimensional model chosen
to be
η =
√
0.1
√
km, (7.9)
where k is the spring constant of springs to nearest neighbours. The results given here
do not vary significantly by changing η.
7.5 First model results
7.5.1 Verification of the code
As for the one-dimensional model, verification of the code is important. Again an
analytically solvable special case has to be found, and the analytical solution should
then be compared to the numerical solution. The important parts of the code that
should be checked are the starting and stopping of blocks, the skipping of stick periods
and the integration algorithm itself, as in the code for the one-dimensional model.
The two-dimensional system is more complicated than the one-dimensional, and in order
to solve the dynamics of the system analytically, some simplifications have to be made.
By setting the spring constant k′ = 0, but still keeping the original values for k, the
system is decoupled in the x- and y-directions. The first event involving only the blocks
with nx = 1 can then be examined more closely.
Using the two-dimensional model driven from the side will then effectively be a one-
dimensional system, and the analytical solution is again given by equation (4.25). The
comparison of the analytical and numerical solutions is shown in Figure 7.2, correspond-
ing to Figure 4.3 for the one-dimensional model. The same behaviour is seen for the
two-dimensional model as for the one-dimensional model: the starting and stopping of
blocks, skipping of stick periods and the integration algorithm are working.
7.5.2 Verification of Young’s modulus and Poisson’s ratio
To verify the values of the spring constants k and k′ used, Young’s modulus and Poisson’s
ratio are calculated as a function of the number of blocks in the x-direction, Nx. This is
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Figure 7.2: The uppermost plot shows the x-position of block 1 as a function of time for the
first event in the side driven two-dimensional model, where both the numerical and analytical
solutions are shown. The lowermost plot shows the absolute error in the numerical solution as
a function of time. Nx = Ny = 10, θ = 0 and η = 0. Other parameters are as in Table 4.1. The
spring constant k′ has explicitly been set equal to zero, while the value for k is still given by
equation (7.8).
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Figure 7.3: Young’s mod-
ulus E and Poisson’s ratio
ν as functions of Nx given
that the spring constants k
and k′ are calculated from
equation (7.8). Young’s mod-
ulus should approach E =
2.5 GPa while Poisson’s ratio
should approach ν = 1/3.
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done by setting both friction coefficients equal to zero for all blocks except those at the
leading edge, which get an extremely high static friction coefficient. The blocks at the
leading edge are then stuck, while all other blocks move without friction. The driving
force is then applied to all blocks at the trailing edge, resulting in a compression of the
system in the x-direction and an expansion in the y-direction. The size of the slider
in both the x- and y-direction as a function of the applied driving force can then be
calculated from the simulation result. Equation (2.7) and (2.8) are then used to estimate
Young’s modulus and Poisson’s ratio for a given number of blocks.
The result from many such simulations can be seen in Figure 7.3, where Young’s modulus
and Poisson’s ratio calculated from the simulation result are plotted as functions of the
inverse number of blocks in the x-direction, Nx. They are both seen to converge to
approximately their values in the large system limit, where E = 2.5 GPa and ν = 1/3.
The linear fits shown in the figure do not match these values exactly. That is not to be
expected, since there is nothing saying it should be a straight line, and there are small
uncertainties in the numerically calculated values of E and ν. Figure 7.3 is taken as a
confirmation of equation (7.8) and that the code is working.
7.5.3 Stick-slip behaviour
The stick-slip plot for the two-dimensional model with uniform side driving is shown
in Figure 7.4. The figure shows that the (2 + 0)D model exhibits similar stick-slip
behaviour as that seen in the one-dimensional model. Unfortunately, the (2 + 0)D
model has the same problem regarding the scaling with the number of blocks. The
reason is the same as for the one-dimensional side driven model: no force is transferred
from the driven blocks to their neighbouring blocks while stationary. This could again
be improved by introducing the spring static friction law in two dimensions, but that is
not within the scope of this thesis.
7.5.4 Shear force profile
The shear force profile for three different cross sections for side and point driving are
shown in Figure 7.5 and 7.7, respectively. Again, most of the behaviour is similar to
that of the one-dimensional model, but there are some differences worth noting.
For the side driving, shown in Figure 7.5, the front has reached further at the two edges
of the slider. This is a result of the Poisson effect causing a non-zero shear force in the
y-direction at the edges of the slider, which in turn causes the static friction threshold
to be reached first at the edges. Other than that, there are no large differences between
the side driven two-dimensional model and the side driven one-dimensional model.
For the top driven model, shown in Figure 7.6, there is practically no difference between
the two-dimensional and the one-dimensional model. It is only a coincidence that the
edge ny = 50 appears to be ahead of the others. At other times, it may be ny = 25 or
ny = 1 which is leading. The point driven model, however, shown in Figure 7.7, shows
a behaviour quite different from the one-dimensional model, and deserves some extra
discussion. In the frame showing the shear force at t = 1 s one can see that the shear
force is unaltered at the two sides of the slider. In the middle, on the other hand, the
shear force is increased over halfway towards the leading edge.
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Figure 7.4: The stick-slip plot for the side driven two-dimensional model. Similar results are
obtained for both the top and point driven models as well. This result was obtained by using
Nx = Ny = 50 and θ = 0, other parameters as in Table 7.1.
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Figure 7.5: Time development of the shear force in the two-dimensional side driven model.
The blue dashed line is the static friction level, the green dashed-dotted line is the dynamic
friction level, and the three drawn lines are the shear force at three different cross sections: The
red is at ny = 1, the cyan is at ny = 25, and the purple is at ny = 50. Simulation is done with
Nx = Ny = 50 and θ = 0, while other parameters are as in Table 7.1.
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Figure 7.6: Time development of the shear force in the two-dimensional top driven model.
Legends are the same as in Figure 7.5. Simulation is done with Nx = Ny = 50 and θ = 0.833,
while other parameters are as in Table 7.1.
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Figure 7.7: Time development of the shear force in the two-dimensional point driven model.
Legends are the same as in Figure 7.5. Simulation is done with Nx = Ny = 50 and θ = 0, while
other parameters are as in Table 7.1.
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Figure 7.8: This figure shows the size of the
shear force on each block for the point driven
model at t = 1 s. The funny shape is a conse-
quence of the driving, every event will be initi-
ated at the two middle blocks in the y-direction
along the trailing edge. The dynamic friction
level is in this case at µdwn = 0.072 N.
To illustrate the situation better, the shear force on each block is plotted in Figure 7.8.
The particular shape is a consequence of the highly singular driving used. All events
originate from the two middle blocks at the trailing edge, and each precursor propagates
radially from this point. Therefore, the precursors reach quite far into the sample before
blocks at the two sides, ny = 1 and ny = Ny, start to move.
7.6 Length and size of precursors
The length of the precursors as a function of the tangential load has been measured
for all driving mechanisms. The two-dimensional definition of the length of a precursor
is the distance from the tip of the precursor to the trailing edge along the direction of
driving. The result is shown in Figure 7.9a. As expected, the side and top driving do
not differ significantly from the one-dimensional result with the corresponding driving.
However, for the point driven model, quite long precursors are possible even for small
tangential loads.
This can be understood from Figure 7.8. Fewer blocks have to be loaded up to the
dynamic friction level in order for the precursor to reach a certain distance towards the
leading edge, and consequently a lower tangential load is needed. This effect is quite
pronounced here because the vertical dimension is not explicitly taken into account. It is,
however, reasonable to believe that this effect will also be present in a three-dimensional
model, but to a lesser extent because of the possibility of force transfer through the
bulk.
Instead of plotting the length of a precursor, the size of a precursor could be used. The
size of a precursor is defined as the fraction of the number of blocks that participated in
the event. This would then correspond to the size of the region in which the local area
of contact changed during the event. The size of the precursors is plotted in Figure 7.9b
as a function of the tangential load. The difference between the point and side driven
model are now significantly reduced. This can be understood by considering the shear
force profiles. Each block that has moved has a shear force approximately equal to
the dynamic friction level. Consequently, the static friction force on each block is also
approximately equal to the dynamic friction level when the system is not moving. The
sum of all external forces in any stick interval is zero, meaning that the driving force
equals the sum of the static friction forces. This means that, for a given tangential
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(a) The length of precursors as a function of
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Figure 7.9: The length and size of precursors as a function of the tangential load for the two-
dimensional model. The differences between side driving and the point driving are significantly
reduced when using the size instead of the length. For the top driving θ = 0.833 was used, while
Nx = Ny = 50 for all simulations, and other parameters are as in Table 7.1.
load FX and fixed static and dynamic friction levels, approximately the same number of
blocks has a shear force equal to the dynamic friction level. Consequently, approximately
the same number of blocks has moved for a given FX for the side and point driving.
7.7 System size and two-dimensional effects
As a last result from the (2 + 0)D model, the size of the slider as a function of time
is shown in Figure 7.10 for side driving. As in the one-dimensional models, the slider
is compressed in the x-direction during the precursor phase. Because of the Poisson
effect, this causes an expansion in the y-direction. The system then reaches its final size
approximately when the first global event occurs.
In Figure 7.11, the strain ratio is plotted as a function of time. The green line is the value
of Poisson’s ratio in the infinite system, ν = 1/3. This situation is somewhat different
from that considered in section 7.5.2: the tangential force FX is now opposed by the
friction forces distributed among all the blocks. Despite this, the strain ratio is seen to
be approximately equal to Poisson’s ratio after the first global event has occurred.
7.8 Robustness of the results
The results obtained for the two-dimensional model are equally robust as the results
obtained for the one-dimensional model. Again the local dynamic friction coefficient
is seen to determine the global static friction coefficient. A small randomness is now
included in the friction coefficients (about 1.5 % of the value of µs and 2 % of the value
of µd), and the results have been observed not to change significantly if the variation in
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Figure 7.10: These figures show the time development of the sample length for the side driven
(2 + 0)D model. ∆Lx(t) and ∆Ly(t) are the differences between the length at a given time t
and the initial length in the corresponding dimension. This time development is a consequence
of the Poisson effect.
−ǫ
y
/ǫ
x
Time [s]
0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
Figure 7.11: The ratio of the strains in the
y- and x-direction as a function of time. Sur-
prisingly it stabilises close to the Poisson ratio
ν = 1/3 (green line).
the local friction coefficients is increased, as long as the variation is not about the size
of the friction coefficients themselves. As stated above, the results do not seem to be
highly dependent on the value of η. As long as the driving spring is soft (K  k) and
the driving velocity is low, similar results are obtained.
7.9 Summary and conclusion
In this chapter, a (2 + 0)D model has been presented, analysed and compared to the one-
dimensional model. It has been shown that for side and top driving, the results from the
two-dimensional model are very similar to that obtained for the one-dimensional model.
This is caused by the fact that all blocks are still in frictional contact with the track,
and are therefore either moving or not moving. Force transfer through the bulk is still
not possible.
124 Chapter 7: The (2 + 0)D spring-block model
The results are, however, quite different from those obtained from the one-dimensional
model if there is a heterogeneity in the driving, i.e. if the system is driven by a point
instead of e.g. uniformly from the side. Fronts do not have to rupture the whole interface
in the y-direction in order to propagate forwards, it is enough to break only a part of it.
The point driving is an example of such a heterogeneity. For this driving, which has no
analogue in one dimension, some interesting effects were seen. The precursor front was
not linear, but propagates radially out from the driven block(s). As a result, the length
of precursors is dominated by the front propagating directly towards the leading edge,
causing a significant altering of the Lp(FX)-curve. However, considering the size of a
precursor instead, this difference almost disappears.
Because of the lack of experiments studying effects in the second horizontal dimension,
analysing the results of the (2 + 0)D model becomes more difficult. In addition, new
measures are needed in order to study the effects of this dimension. A discussion of
the (2 + 0)D model would therefore be more fruitful after experiments have been done
focusing on these effects.
Chapter 8
Summary and conclusions
8.1 Summary
In this thesis, spring-block models have been used to shed light on recent experiments
studying the transition from static friction to stick-slip motion. First, a one-dimensional
model with Amontons–Coulomb friction was discussed. It was shown that many of
the experimentally observed features, such as stick-slip behaviour and global ruptures
preceded by precursor events initiating slip, are also present in the model. However,
there were quite large discrepancies in the length of precursors as a function of applied
tangential load and time dependence of slip.
The former was suggested to be caused by the lack of a vertical dimension. The reason
for this was that including an initial shear force profile more like the one observed in
experiments results in much better agreement, in addition to the fact that the slider used
in the experiments looks rather two-dimensional. Since the length of precursors could
be calculated from a purely geometrical argument, it was suggested that the specific
dynamics of an event is not that important to the length of precursors. Rather, it is the
fact that blocks end up at the dynamic friction level that is important. The latter was
suggested to be a consequence of the simplified friction law used. The slip is thought
to be a consequence of a local melting of the interface, which cannot be expected to be
reproduced by a simple Amontons–Coulomb friction law.
The local rupture velocity has been shown to depend on the local shear to normal stress
ratio in the experiments. Through both numerical and analytical studies, this was shown
to be true also in the one-dimensional side driven model. For constant rupture velocities,
there is a unique relationship between the local stress ratio and the rupture velocity:
vc =
vs√
1− τ¯2 , τ¯ =
τ/σ − µd
µs − µd . (8.1)
The parameter τ¯ shows that the rupture velocity also depends on the local strength
of the interface, which in the model is represented by the friction coefficients. It also
depends on the velocity of sound, which means that different materials will have different
rupture velocities.
There was, of course, not a perfect agreement between experimental results and the
model. In the model, velocities can get infinitely high, while they in experiments are
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limited by the longitudinal wave speed. In addition, no slow ruptures were observed.
The reasons for these discrepancies were suggested to be the limits of a one-dimensional
model, which only has one type of sound wave while a three-dimensional system has two
different kinds of bulk sound waves in addition to surface waves. In a one-dimensional
model, waves can only travel in one direction, with the blocks moving along the same
direction, which is not realistic. In addition, the friction law itself is too simple: it
contains no slow time dynamics, which from recent modelling results appears to be
important for slow fronts to appear.
The one-dimensional side-driven model with Amontons–Coulomb friction exhibited an
unphysical scaling with respect to the model resolution, i.e. the number of blocks used,
concerning the number of events, loading curve, duration of events and slip length in
an event. The reason was found to be the highly singular driving that only affects the
first block. By introducing a finite loading region by modifying the static friction law,
it was shown that this problem could be significantly reduced. The finite loading region
is a built in feature of (1 + 1)D and three-dimensional models, which then serves as yet
another indication of the importance of dimensionality.
As mentioned above, the time dependence of slip was also shown to disagree with exper-
imental results, and this does not improve when using the spring-to-track static friction
law. The reason was suggested to lie in the dynamic friction law, and a new viscous
law was introduced in order to get a more realistic slip. A slip in quite good agreement
with the experimental results was obtained, showing that a pure viscous law with a
time dependent viscosity is in fact sufficient to reproduce the measured slip function.
However, it proved insufficient to get slow fronts, and other difficulties such as getting a
good loading curve arose. This was suggested to originate in the coupling between the
static and dynamic friction law, which were here applied independently of each other.
The rupture phase is expected to be important to the dynamics, but no good experi-
mental data for this short phase is available. In addition, no slow fronts are observed for
precursor events, meaning that the mechanism behind slow fronts may not be present
in the experimental slip data available.
A (2 + 0)D model with Amontons–Coulomb friction, where the second horizontal di-
mension is included instead of the vertical one, was also discussed. The analysis of this
model proved to be difficult due to the lack of experimental data focusing on effects
in these dimensions. New definitions of measures such as the length of precursors may
be needed. It was shown by comparing the length and size of precursors that they can
behave quite differently, depending on the driving. In addition, since all block are in
frictional contact with the interface, the unphysical scaling with respect to the number
of blocks is still present with both side and point driving.
Even though these models were compared to experiments studying friction between two
blocks of PMMA, the results presented here should have a more general validity. Spring-
block models are not limited to PMMA, but can be used to study other elastic materials
as well.
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Dimensionality seems to be important to both kinetics and dynamics. In a (1 + 1)D
model, it is possible to include much more realistic boundary conditions than in a
one-dimensional model, e.g. how the tangential and normal loads are applied. This
system has been studied in [56], and a detailed discussion will therefore not be given
here. It would, however, be interesting to systematically investigate the consequences
to the rupture velocities. The analysis will certainly be more demanding than in a one-
dimensional model, but the results given here suggests that it might be essential in order
to get realistic dynamics.
Many different friction laws have been used in combination with spring-block models.
In the Burridge–Knopoff model, especially slip and velocity dependent friction laws are
widely used [21, 22]. The dynamics of the system, including the rupture velocities, are
highly dependent on the friction law. Applying different friction laws is therefore one
approach that could be taken in future research. What is the effect of different friction
laws on the dynamics? What features does a friction law need in order for slow ruptures
to occur except a time dependence? Maybe a time dependence is not needed after all?
What are the similarities and differences between the slip nucleation front and the slip
arrest front?
The local friction law is also important for the time development of slip. From the
experimental data, the slip appears to be rather robust, i.e. there are no large variations
in the observed behaviour. This robustness should be a property of a future friction law
aiming at describing the physical processes causing friction.
The importance of inertia in the model has not been addressed in this work. For example,
the length of precursors appears to be dependent only on the normal loading and the
local dynamic friction coefficient. The mass of the slider does not seem to be important.
Does this mean that a model without inertia would be sufficient to study the length of
precursors? Could the length of precursors then be predicted from elasticity theory?
The spring-block approach has proven itself to be applicable to modelling the onset of
dynamic friction. It can be used to study both kinetics and dynamics, and it is a rather
simple model that is easy to implement on a computer. However, the models used here
only relate the mesoscopic scale to the macroscopic scale. It is the local friction law
that couples the model to the microscopic processes causing friction, and it has to be
imposed explicitly.
As with most Master’s theses, no ground breaking new discoveries have been made, but
some valuable insights were nevertheless obtained, which can motivate further experi-
mental studies. Firstly, an investigation of how the experimental results depend on the
aspect ratio of the slider would be of interest. If the height of the slider is reduced, do
the results become more similar to those obtained from the one-dimensional model for
e.g. the length of precursors? A second possibility is to investigate how the rupture
velocity depends on the local strength of the interface. Thirdly, it would be interesting
to see experiments focusing on effects induced by the second horizontal dimension. In
experiments so far, this dimension is averaged out, but as demonstrated by the (2 +
0)D model, several new features may be observed.
Using spring-block models are only one of several different approaches. Another possi-
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bility is to use Finite Element Methods (FEM), where the elasticity equations for the
material are solved for given boundary conditions, but this would not be a radically
different approach. Examples of modelling activity not using spring-block models or
FEM are that of Reguzzoni et al. [44] and Gerde and Marder [30]. The former uses a
molecular dynamics approach, while the latter uses a multiscale analysis technique.
8.3 Conclusions and ending remarks
As mentioned in the introduction to this thesis, friction is a multiscale problem: how
effects at different (micro-, meso- and macroscopic) scales relate to each other are still
unclear. Determining this is a crucial part of understanding the friction phenomenon.
When looking back at the questions posed in the introduction, none of these have been
answered in this thesis. What have been done, however, is to shed some light on the
recent experimental results: the importance of e.g. dimensionality on kinetics, and pre-
stress, interfacial strength (i.e. the local friction law) and dimensionality on dynamics.
This interplay between theory and experiments is what one day hopefully results in a
complete understanding of friction.
Working on this thesis for the past year has been a very rewarding experience, and col-
laborating closely with Jørgen and Kjetil has been a pleasure. Our work has contributed
to the article “Transition from static to kinetic friction: insights from a 2D model”, now
available on arXiv [55], which mostly presents Jørgen’s findings in his (1 + 1)D model.
It is with both relief and a touch of sadness that I with these words end my Master’s
thesis.
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Appendix A
Additional details of the
one-dimensional model
A.1 Relative viscous damping
The value of η should be chosen to minimise the undesired oscillations, but it should not
alter the dynamics of the system to a great extent. In order to determine what value
of η that should be chosen, an analytical analysis of systems with viscous damping is
done. The first system studied is a one block system. Concepts introduced there are
then used to analyse a chain of blocks. The result is a suggested value of η that should
satisfy the above criteria.
A.1.1 Viscous damping in a one block system
The viscous damping terms considered in this thesis are of the simplest form: directly
proportional to the velocity of the block. Consider the one block system depicted in
Figure A.1. A block with mass m is attached to a wall on each side through springs
with spring constants k. There is no friction between the block and the interface, but
there is a viscous damping force proportional to the velocity of the block. This can
be thought of as either a relative damping or an absolute damping since the walls are
stationary.
The equation of motion for this system is given by
u¨(t) + η
m
u˙(t) + 2 k
m
u(t) = 0, (A.1)
x
m
kl kr
Figure A.1: A simple system consisting
of one block connected to a wall at both
sides by springs with spring constant k.
This system is useful when considering the
time step and the viscous damping.
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where η is the damping coefficient. This is a homogeneous linear ordinary differential
equation that can be solved by using the characteristic polynomial. It can also be solved
by assuming a solution on the form
u(t) = e−νt
(
Beiωt + Ce−iωt
)
, (A.2)
where B and C are complex constants, and the real part of u(t) is considered to be the
physical solution. Actually, it is enough to consider the less general solution of the form
u(t) = e−νteiωt (A.3)
for the purposes of this calculation. Inserting this solution into equation (A.1) yields
the relations
ν = η2m, (A.4)
ω2 = 2k
m
− η
2
4m2 . (A.5)
As long as ω is real, the block will oscillate, but if ω is purely imaginary, the system
will no longer oscillate. At the intersection between these two behaviours, i.e. at ω = 0,
the system is critically damped. No oscillations will occur, but infinitesimally smaller
damping will cause oscillations with a very small frequency. The value of the damping
parameter η for which the system is critically damped is
η = 2
√
2
√
km. (A.6)
This derivation is only valid for a system consisting of one block, but gives valuable
insight into how the damping affects the motion of this block. In the following, relative
viscous damping in a chain of block is discussed.
A.1.2 Relative viscous damping in a chain of blocks
In this section, the strategy used for finding the value of η for critical damping is applied
to an infinite chain of blocks. If friction forces are ignored, the equations of motion for
this system are given by
mu¨n = k(un+1 − 2un + un−1) + η(u˙n+1 − 2u˙n + u˙n−1). (A.7)
By assuming a solution on the form
un(t) = e−ζκtei(κna−ωκt), (A.8)
equations for the characteristic damping time ζκ and the angular frequency ωκ can be
found corresponding to equations (A.4) and (A.5) for the one block system. The real
solution to equation (A.7) is a sum over all wave numbers κ, but again, only a less
general solution is needed here.
Inserting equation (A.8) into equation (A.7), yields the relation
mζ2κ + 2imζκωκ −mω2κ = k
(
eiκa − 2 + e−iκa
)
− η(ζκ + iωκ)
(
eiκa − 2 + e−iκa
)
,
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which can be simplified to
mζ2κ + 2imζκωκ −mω2κ = −4k sin2
(
κa
2
)
+ 4η(ζκ + iωκ) sin2
(
κa
2
)
,
since
eiκa − 2 + e−iκa = −4 sin2
(
κa
2
)
.
The real and imaginary parts of can now be separated easily, which leads to
mζ2κ −mω2κ = −4(k − ηζκ) sin2
(
κa
2
)
, 2mακωκ = 4ηωκ sin2
(
κa
2
)
.
Solving these equations with respect to the characteristic damping time ζκ and the
angular frequency ωκ yields
ζκ = 2
η
m
sin2
(
κa
2
)
, (A.9)
ω2κ = 4 sin2
(
κa
2
)(
k
m
− η
2
m2
sin2
(
κa
2
))
. (A.10)
This means that both the characteristic damping time and the angular frequency depend
on the wave number κ. The artificial oscillations that are to be reduced have wavelength
λ = 2a, leading to the wave number κ = 2pi/λ = pi/a. Inserting this into equation (A.10),
setting ωκ = 0 and solving for η leads to
η =
√
km, (A.11)
which is the value for the damping coefficient η for which waves of wavelength λ = 2a
are critically damped. Since sin2 is always smaller than one, choosing η =
√
km will
cause all other waves to be under-damped. However, waves of other wavelengths close to
λ = 2a will also be highly damped, causing significant changes to the dynamics. Since
this is an undesirable effect, a compromise has to be made. As suggested by Knopoff
and Ni [33], the value
η =
√
0.1
√
km ≈ 0.32
√
km (A.12)
is used in all simulations in this work unless otherwise stated.
A.2 Numerical aspects
In this section, the numerical aspects of solving the equations of motion are discussed.
Firstly, how the integration time step is chosen is addressed, leading to the scaling in
terms of CPU time of the program. Then the numerical scheme used for starting and
stopping blocks moving on a one-dimensional surface is given. In addition, it turns
out that by doing a simple calculation beforehand, the CPU time required to solve the
equations of motion can be significantly reduced, which will also be discussed.
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A.2.1 Integration time step and scaling
It is important to choose the integration time step ∆t small enough in order to make the
solution accurate and stable. The question is then: What does “small enough” mean?
An indication of what the time step should be can be obtained from the solution of the
equation of motion for a single block connected to springs on both sides, as shown in
Figure A.1.
The springs cause harmonic oscillations with period P = 2pi/ω, where the angular
frequency ω is given by equation (A.5). The integration time step ∆t should be chosen
much smaller than this period because a much higher time resolution than the period
of oscillation is needed in order to resolve it:
∆t P = 2pi/ω = 2pi
√
m
2k , (A.13)
where the damping term in ω has been ignored since only an upper estimate of ω is
needed. Replacing the variables m and k by the total system variables by using the
relations
m = M/N, k = (N − 1)EA/L, (A.14)
provides the scaling of the time step with the number of blocks N . The time step scales
as
∆t 2pi
√
LM/N
(N − 1)EA ∼
1
N
. (A.15)
This means that the number of time steps needed to obtain the solution for a given
time interval scales as N . In addition, at all time steps a loop over all blocks is needed
in order to calculate the forces on all blocks. This means that the total computational
effort scales as N2, so if the number of blocks is doubled, four times more CPU time
will be needed in order to solve the equations of motion for a given time interval.
A.2.2 How to start and stop a block moving on a 1D surface
According to Amontons–Coulomb’s friction laws, a block starts to move when the sum
of all forces, excepting the friction force, exceeds the static friction threshold. If the
dynamic friction coefficient is smaller than the static one, as is normal, the block will
immediately have non-zero acceleration in the direction of the sum of all forces on the
block.
When solving the equations of motion numerically, the physical quantities are really
only available at integer time steps. This means that in a numerical scheme, a block
begins to experience dynamic friction in the time interval following the occurrence of a
shear force greater than the static friction threshold. This leads to a small error in the
numerical result, but this error will decrease as the integration time step is decreased.
The direction of the dynamic friction force is usually determined by the velocity, but at
the time step where the friction law is changed, the velocity is still zero. The direction
of the dynamic friction force is then chosen to be opposite of the sum of all other forces.
The criterion for changing from dynamic to static friction, that is how to stop a block al-
ready moving, is a little bit more difficult to handle. According to Amontons-Coulomb’s
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friction laws, a block will start experiencing a static friction force when its velocity is
zero. In a numerical calculation, the velocity of a block will practically never be zero,
but decrease towards zero and then change sign. Therefore, in a numerical calculation,
a block will start experiencing a static friction force when the velocity changes sign be-
tween two time steps. This will also cause a slight error in the numerical calculation,
but that will also decrease as the integration time step is decreased.
All these checks are done at integer time steps, which means that a block will always
start and stop at the time step right after it should have in reality.
A.2.3 Skipping simulation of stick in intervals
When all blocks are experiencing a static friction force, no movement occurs. These time
intervals are called stick intervals. The only thing happening is the increased load on
the driven blocks due to the driving. In order to improve the efficiency of the program
it is therefore advantageous to jump to the time where the first block starts to move
because of the increased driving force. There is no point in integrating the equations of
motion if it is known that no motion occurs at all.
It will be assumed that all blocks can potentially be driven, and that block n is driven
by a spring with spring constant Kn resulting in the driving force
F dn(t) = Kn(V t− un(t)). (A.16)
It will also be assumed that the normal force on each block is given by
wn(t) = w(0)n +
g
N
(2n−N − 1
N − 1
)
FX , (A.17)
where
FX =
N∑
n′=1
F dn′(t) =
(
V t
N∑
n′=1
Kn′ −
N∑
n′=1
Kn′un′(t)
)
and w(0)n is given by equation (4.11):
w(0)n =
FZ
N
(
1 + 2n−N − 1
N − 1 θ
)
. (A.18)
If all blocks have stopped at a time tstop, the material spring forces are constant until
a block starts to move because of the increased driving force. The viscous damping
force is zero because all velocities are zero. The time tstartn when block n starts to move
because of driving alone can be calculated by using the forces at tstop. At tstartn , the sum
of all forces except friction must be equal to the static friction threshold:
F kn (tstop) +Kn
(
V tstartn − un(tstop)
)
= µswn(tstartn ), (A.19)
where F kn (tstop) is the total force from neighbouring blocks on block n at the time tstop.
As mentioned, this does not change between tstop and the time when the first block
starts moving. Equation (A.17) can now be inserted into equation (A.19) and solved for
tstartn , resulting in the relation
tstartn =
Knun(tstop)− F kn (tstop) + µs
(
w0n − gN
(
2n−N−1
N−1
)∑N
n′=1Kn′un′(tstop)
)
KnV − gN
(
2n−N−1
N−1
)
µsV
∑N
n′=1Kn′
. (A.20)
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In any stick interval, i.e. a time interval in which no blocks are moving, equation (A.20)
can be used to calculate tstartn for all blocks. The block with the lowest tstartn starts to
move first, and the program can then jump to this time and continue the integration of
the equations of motion.
Appendix B
Additional details of the (2 + 0)D
model
B.1 Calculation of Young’s modulus and Poisson’s ratio
In this section, equation (7.8) relating Young’s modulus and Poisson’s ratio to the ma-
terial spring constants is derived. A force F is applied at the left- and right-hand side in
opposite directions on the two-dimensional system depicted in Figure 7.1. The force F is
distributed equally among the edge blocks, and a single edge block will then experience
two forces of magnitude F1 = F/Ny directed oppositely of each other. If the system
is very large, edge effects can be neglected. A single block inside the system is then
affected by two forces of size F1 in the x-direction with opposite signs. Considering a
single block as depicted in Figure B.1, the springs 1, 2 and 8 have to hold a force F1.
Assuming l1 to be the equilibrium lengths of the springs with spring constant k, this
condition can be restated as the equation
F1 = k∆x1 + 2k′(r −
√
2l1)
l1 + ∆x1
r
, r =
√
(l1 + ∆x1)2 + (l1 + ∆y1)2, (B.1)
where ∆x1 and ∆y1 is the expansion of the springs in the x- and y-direction, respectively.
In addition, there should be no net forces in the y-direction, meaning that the sum of
the forces from springs 2, 3 and 4 should be zero. This gives the equilibrium equation
z
x
y
kk′
kk
k′ k k′
k′
1
234
5
6 7 8
Figure B.1: Each block inside
the system depicted in Figure 7.1
is connected to its neighbours by
eight springs.
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for the y-direction:
k∆y1 + 2k′(r −
√
2l1)
l1 + ∆y1
r
= 0. (B.2)
In order to find a relation between Young’s modulus, Poisson’s ratio and the spring
constants, equations (B.1) and (B.2) have to be solved for F1(∆x1) and ∆y1(∆x1).
This is most easily done by Taylor expanding r(∆x1,∆y1) and 1/r(∆x1,∆y1) about
(0, 0), assuming that ∆x1 and ∆y1 are small quantities compared to l1:
r(∆x1,∆y1) =
√
2l1 +
1√
2
(∆x1 + ∆y1) +
1
4
√
2l1
(
(∆x1)2 + (∆y1)2 − 2∆x1∆y1
)
+O(∆3), (B.3)
1
r(∆x1,∆y1)
= 1√
2l1
− 1
2
√
2l21
(∆x1 + ∆y1) +
1
8
√
2l31
(
(∆x1)2 + (∆y1)2 + 6∆x1∆y1
)
+O(∆3). (B.4)
Inserting equation (B.3) and (B.4) into equation (B.2) yields
k∆y1 + 2k′
[ 1√
2
(∆x1 + ∆y1) +
1
4
√
2l1
(
(∆x1)2 + (∆y1)2 − 2∆x1∆y1
)
+O(∆3)
]
×
(l1 + ∆y1)
[
1√
2l1
− 1
2
√
2l21
(∆x1 + ∆y1) +
1
8
√
2l31
(
(∆x1)2 + (∆y1)2 + 6∆x1∆y1
)
+O(∆3)
]
= 0. (B.5)
Keeping only the first order terms and solving for ∆y1 yields
∆y1(∆x1) = − k
′
k + k′∆x1 +O((∆x1)
2). (B.6)
Now, inserting equations (B.3) and (B.4) into equation (B.1) in the same way, keeping
only first order terms, and solving for F1(∆x1,∆y1), leads to the relation
F1(∆x1,∆y1) = k∆x1 + k′ (∆x1 + ∆y1) +O(∆2). (B.7)
Combining equations (B.6) and (B.7), a first order approximation to F1(∆x1) can be
found, resulting in
F1(∆x1) =
(
k2 + 2kk′
k + k′
)
∆x1 +O((∆x1)2). (B.8)
In a very large system, the total force is given by F = F1Ny, and the total displacement
in the x-direction is given by ∆x = Nx∆x1. Young’s modulus E and Poisson’s ratio ν
is related to the total force F and displacement ∆x by the relations
E = F/(LyLz)∆x/Lx
, ν = −∆y/Ly∆x/Lx , (B.9)
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which give the following relations between k, k′, E and ν:
E = k
2 + 2kk′
k + k′
1
Lz
, (B.10)
ν = k
′
k + k′ . (B.11)
By inserting the relation k = 2k′ into equation (B.11), the result from [38] given in
equation (7.8) is obtained.
B.2 Numerical aspects
In this section, some numerical details on solving the equations of motion numerically
are given. This includes the starting and stopping of blocks, skipping stick intervals,
how to choose the time step and the scaling in terms of CPU time.
B.2.1 Integration time step and scaling
The integration time step ∆t again has to be chosen much less than the period of
oscillation for the system. This is done in the same way as discussed in section A.2.1,
where the spring constant in equation (A.15) now has to be approximated. Since only an
overestimate is necessary, the sum of k and k′ can be used in place of k in equation (A.15).
As seen from equation (7.8), the spring constants k and k′ do not scale with the number
of blocks N in the two-dimensional system. The mass m in equation (A.15) still scales
as 1/N , or as 1/N2x , where Nx is the number of blocks in the x-direction. The final
algorithm will therefore scale as N2x , just as the one-dimensional model.
B.2.2 How to start and stop a block moving on a 2D surface
Starting a block on a 2D surface according to the Amontons–Coulomb friction law is
done in the same way as for the one-dimensional model, described in Appendix A.2, but
where forces and velocities now are vectors and not scalars. This means that it is the
length of the total force vector that has to be compared to the maximum local static
friction µswn.
The criterion for changing from dynamic friction to static friction, which was in the one-
dimensional case that the velocity of a block changed sign, cannot be applied directly in
this two-dimensional model because the velocity now has two components. A numerical
scheme that is able to determine if the block velocity should have been zero between
two time steps then has to be found.
Several different scenarios are depicted in Figure B.2, where the velocity at the beginning
of the integration time step, v(t), is shown as empty circles, and the velocity at the end
of the integration interval, v(t + ∆t), is shown as filled circles. A straight line is then
drawn between these two velocities as an approximation of the path in the (vx, vy)-space
the block has followed.
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Figure B.2: This figure shows the
different possible scenarios for how
the velocity of a block can change
between two time steps. The square
with sides of size 2ε centred in origin
represents the tolerance region.
vx
vy
ε
ε
1
v(t)
v(t+ ∆t)
−ε
−ε
4
2
3
4
1
Each of the different scenarios is labelled by a number, and scenarios with equal labels
have both points either inside or outside she square with sides 2ε. The different scenarios,
and what to do in each of them are given by the following:
1. Both v(t) and v(t + ∆t) are outside the square: Draw a straight line between
them. If this line passes through the square, the block is stopped.
2. v(t) is outside, and v(t+ ∆t) is inside the square: The block is stopped.
3. v(t) is inside, and v(t+ ∆t) is outside the square: The block continues to move.
4. Both v(t) and v(t+ ∆t) are inside the square: The block is only stopped if |v(t+
∆t)| < |v(t)| and the sum of all forces (except friction) on the block is less than
the maximum static friction.
The reason for why the block in scenario 4 is only stopped if the sum of all forces (except
friction) on the block is less than the static friction threshold is to avoid a situation where
the block stops in one time step and then starts moving again in the next. The chosen
value of the tolerance ε has to be reasonably small compared to the typical velocity of
one block. In the results presented here, the value ε = 1× 10−4 m/s was used.
The strategy given above is not ideal, and will cause errors in the numerical results.
However, reducing the time step in addition to the tolerance ε should decrease these
errors, and no large differences were seen in the results when doing this.
B.2.3 Skipping simulation of stick intervals
As for the one-dimensional model, there will be time intervals where no blocks are
moving. Again, a formula for when block n starts to move because of driving alone can
be obtained. The total force on block n excepting the friction force in a stick interval is
given by
Fn.f.n (t) = Fkn(tstop) + FKn (t), (B.12)
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where Fkn(tstop) is the total force from the material springs on block n at the time tstop
where the event ended, and FKn (t) is the driving force on block n given by equation (7.6).
Decomposing Fn.f.n into a component parallel to V, and a component perpendicular to
V, results in
Fn.f.‖n (t) =
[
Fkn(tstop) · Vˆ+Kn(Vt+ r0n − rn(t)) · Vˆ
]
Vˆ, (B.13)
Fn.f.⊥n (t) = Fn.f.n (t)− Fn.f.‖n (t) = Fkn(tstop)−
[
Fkn(tstop) · Vˆ
]
Vˆ, (B.14)
when the system is in a stick interval, where Vˆ = V/V . As expected, the perpendicular
component is independent of the driving force, since the driving force according to
equation (7.6) only has a component parallel to V. The time tstartn when block n would
begin to move because of the driving alone, can then be calculated from the relation(
Fn.f.‖n (tstartn )
)2
+
(
Fn.f.⊥n (tstartn )
)2
= (µswn)2,
and using equations (B.13) and (B.14), and solving for t yields
tstartn =
1
KV
[
±
√
(µswn)2 −
(
Fn.f.⊥n (t
stop
n )
)2 − (Fkn +Kn(r0n − rn(tstop)) · VV
]
. (B.15)
As discussed for the one-dimensional model, the block with the lowest tstartn determines
when the next event starts, and a simulation can therefore jump to this time.
B.2.4 Symmetry and numerical errors
For the driving mechanisms presented in section 7.2, the system is completely symmetric
about an axis through the middle of the system parallel to the x-axis. In a real system
this is of course not the case, since there will always be some impurities or defects.
In addition, errors caused by the numerical integration scheme will cause the system to
loose this perfect symmetry after some time of simulation. This is caused by the fact
that starting and stopping blocks is done in a very discrete way. At some point, blocks
that should have started or stopped sliding at the exact same time end up doing so at
times separated by a few time steps. This error will grow, causing the symmetry in the
system to disappear.
Because of this issue, a small randomness in the friction coefficients is introduced. Each
time a block starts or stops, a new dynamic or static friction coefficient is drawn from
a uniform distribution centred around µd or µs with bounds ±0.01. This randomness
should then dominate over the errors in the integration scheme, and the system will be
almost symmetric. The above scheme for skipping stick intervals can still be applied,
but the static friction coefficient for block n has to be used in equation (B.15).
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