Automatic tagging in Spanish has historically faced many problems because of some specific grammatical constructions. One of these traditional pitfalls is the 'se' particle. This particle is a multifunctional and polysemous word used in many different contexts. Many taggers do not distinguish the possible uses of 'se' and thus provide poor results at this point. In tune with the philosophy of free software, we have taken a free annotation tool as a basis, we have improved and enhanced its behaviour by adding new rules at different levels and by modifying certain parts in the code to allow for its possible implementation in other EAGLES-compliant tools. In this paper, we present the analysis carried out with different annotators for selecting the tool, the results obtained in all cases as well as the improvements added and the advantages of the modified tagger.
Introduction
Automatic tagging in Spanish has historically faced many problems because of the difficulty of some specific grammatical constructions. One of these traditional pitfalls is the 'se' particle. This particle is a multifunctional and polysemous word used in many different contexts. When extracting taxonomical relations from annotated texts dealing with the classification language, the 'se' particle appears in many grammatical constructions, such as se clasifica(n), se divide(n)... The type of taxonomical relations shown is SUBCLASS_OF. This relation is fundamental in several fields, such as knowledge extraction and mapping discovery between ontologies. Thus, the need to rely on a tagger that annotates this usage became a key issue. However, many taggers do not distinguish the possible uses of the Spanish 'se' and thus provide poor results. Our aim was not to develop a new complete tagger for Spanish, as we did not want to "reinvent the wheel", but rather to reuse and improve a current tool. Reusing and enhancing a free tool was our priority idea, in order to make the most of free resources. According to this criterion, several tools were analyzed to check their behaviour in this point. In this paper we present the analysis carried out and the results obtained as well as the improvements added and the advantages of this new resource.
Brief overview of linguistic taggers in Spanish
Nowadays, automatic taggers seem to have left aside the problem of differentiating the grammatical, semantic and pragmatic values that 'se' can take in Spanish. From the linguistic viewpoint, this particle has been widely studied in conventional Spanish grammars (Seco, 1954; Gómez Torrego, 1997; RAE, 1999) , as well as in other works specifically devoted to this particle (Sánchez-López, 2002; González-Vergara, 2006) . But, although most scholars seem to agree on the 'pronoun' nature of the particle, there are other occurrences of 'se' that do not fit exactly under this label, as Sánchez-López, and González-Vergara point out. From the computational view, this general undefinability is also reflected in the tagging tools for Spanish, that usually simplify the possible values of 'se'. However, some authors, Aguado et al., 2003) The rate of scores obtained for the 'se' particle was very low, for our purposes, ranging from 0% up to 13,33%, as most tools did not consider the problem of the 'se' particle at the fine-grained level that we needed. FreeLing 1.5 achieved 65% of scores, tagging only two values. This evaluation can be consulted at http://webode.dia.fi.upm.es/Puche/ Puche.html. Thus, it was clear the need of a tool that could improve this score.
Analysis criteria applied
The criteria used to select the tool were the following:
• Implementation of different annotation levels (POS, syntactic, chunking).
• Approaches applied in these levels: algorithms in stochastic models, linguistic rule-based systems, etc.
• Real coverage of the implemented leves to Spanish texts.
• Flexibility: ability to change the tool's behaviour through configuration, extension or even modification of the tool itself in the case of open source models.
• Availability: whether the tool is free, at least, for research purposes (our case).
• Ease of integration: in order to make it work together with the OntoTagger (Aguado et al., 2003) tool that only accepts external tools with a java API running on Windows platforms.
• Support level: type of support granted for reporting tool malfunctioning, bug corrections, suggestions and average response time.
• Documentation: quality and clarity of the documentation and the possibility of modifying its internal structure.
Once these criteria were analyzed in all tools, FreeLing 1.5 (2007) was selected mainly for the following reasons (for a more detailed account see (Puche, 2007) ).
• It was the best according to the coverage criterion. It includes a EuroWordNet subset for free (full with license) with sense annotation, Named Entity Recognition and Classification, suffixation rules, stochastic and rule-based models for POS tagging and a complete Context-Free Grammar (CFG) with dependencies.
• It complied with the flexibility criterion, since it permits modification of the behaviour of all the NLP stages through well documented configuration changes and, being OpenSource, it allows modification of the tool itself, if needed.
• It also complied satisfactorily with the support level criterion. Specific forums are available to discuss any problem or suggestion about the tool and the response time from the development team and/or volunteers is really short.
• It is free of charge, and use, distribution and modification through the LGPL licence.
• It is distributed with high quality documentation together with the tool's internals for possible modifications.
Enhancing FreeLing
The improvements and modifications in FreeLing 1.5 were carried out at six levels. We first started at the POS level because this level is the most mature level in taggers. Secondly, these POS annotation corrections are necessary to obtain better results in the other levels.
Lexicon
As the lexicon is an important part, we have updated it to cover the four different uses of 'se' suggested in the OntoTag Tagset (Aguado et al., 2003) :
• P0000000: passive and impersonal.
• P0300000: reflexive pronoun.
• P03NP000: reciprocal pronoun.
• PP3CN000: personal pronoun substituting le/les.
• P0400000: undefined at this processing stage.
FreeLing has a configuration file that contains the lecial probability of assigning a label to a given word. This file present the following value for 'se': se P0-PP P0 1166 PP 172 This file has not been modified because it only states the probability of 'se' as a personal pronoum. However, this value can be changed by training Freeling with a corpus, although in our experience this is not necessary for the moment being. • A complementary rule to the previous one gives priority to the passive use of 'se' when the verb is followed by a noun, or a subject is preceded by a preposition.
Re-tokenization rules
All these rules are added to the default rules and they are not incompatible with the existent rules because they only add corrections to the 'se' sentences.
By way of example of some of these rules, here we present following rule that corresponds to the point mentioned in the morphosyntactic rules, as it is the case of the support verb 'dar':
5.0 P03* (0 (se)) (1 <dar>) (2 <cuenta>);
Grammar and dependency rules
We updated the CFG grammar rules and the dependency files distributed with FreeLing 1.5 so that the new tags added to the lexicon could be used in the grammatical and dependency analysis.
Integration of external grammar rules from Volem
In order to enlarge verbal knowledge we codified external rules using the Java API, that combine the data obtained by the FreeLing chunker with other verbal patterns from the Volem project (Fernández et al., 2002) .
Combination of verbal information rules derived from SenSem
We also proposed some rules using the Java API that combine the data obtained in the syntactical and dependency analysis of FreeLing with the verbal subcategorization patterns of the SenSem project . This has allowed us to differentiate some uses of 'se' depending on the implicit and explicit complements of the verb.
Results
The results obtained with the modified tagger show the great improvements achieved. Out of the same 60 sentences we obtained 56 scores (93,33%). Moreover, we identified also why the remaining 4 were incorrect and these problems will be solved in due course. For instance, some verbal affixes are not tagged according to FreeLing rules as in "toca lavarse". In another case, the verb is classified in the list of verbs with reflexive preference as in "Desde mi casa se ve la torre de la iglesia", "No se vende esta mesa". On the reciprocal basis of free software these results as well as the new rules developed and the modified ones are available at http://webode.dia.fi.upm.es/Puche/ Puche.html.
Instead of developing a new tool from scratch we tried to reuse, enhance and improve a free tool providing Windows portability and a Java API. By doing so, we achieved our first aim: reusing free resources. Besides, the rate of scores of this new tagger improved tremendously (93,3%) with all these additions, compared to the other tools analyzed (65%, 12%, 3%, 3%, 2% and 0%). In summary, we modified successfully an annotation platform such as FreeLing and we merged some results from other projects such as SenSem and Volem.
Our future research will deal with extending the number of 'se' values and refining the lists of verbs that are considered reflexive preferably. Moreover, a new version of FreeLing, that will solve the suffix rules problems, would have to be modified.
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