§0 Introduction
The object of this article is to initiate the study of the subgroup structure of automatic groups. Automatic groups were introduced in the article [CEHPT] . Briefly, a group G has an automatic structure if there is a regular language L in the free monoid A on a finite set A of semigroup generators for G representing every element of G such that the question whether two elements of L represent elements of G lying at most a unit apart in the Cayley graph can be decided by a finite state automaton. There is a companion notion of asynchronously automatic group in which the latter decision problem is carried out by two tape automata [RS] . It is known that hyperbolic groups in the sense of Gromov [Gr] are automatic as are all of Lyndon's non metric small cancellation groups [GS] [GS2] . In the last article cited [GS2] it was observed that all known automatic groups possess the additional property that the set of pairs of words in L, which, when viewed as paths in the Cayley graph, begin and end at most a unit apart, is a regular set. Such groups we shall call here biautomatic (we called them 2-sided automatic groups in [GS2] ). We established there that biautomatic groups have a solvable conjugacy problem, although the conjugacy problem is still open for automatic groups (and is false in general for asynchronously automatic groups [BGSS] ).
An essential first step in deciphering the subgroup structure of biautomatic groups was made by H. Short [Sh] . Based on earlier work of Gilman's [Gi] , he showed that the centralizer of a finite subset of a biautomatic group was asynchronously automatic. This opened up the prospect that there might be a theory of subgroups of biautomatic groups and raised the obvious question whether such centralizers were in fact themselves biautomatic. That question is solved affirmatively in this article in Corollary 4.4(1) below. It is a consequence of two facts. First, that an L-rational subgroup H of G is also biautomatic, Theorem 3.1(1) below; here a subset S of G is said to be L-rational if the complete inverse image of S in L is a regular subset. Second, that for every finite subset S of G, the centralizer C G (S) of S in G is an L-rational subgroup, Proposition 4.3(2) below.
The path to these results passes through an intermediate notion of an Lquasiconvex subset; a subset S of G is said to be L-quasiconvex if there exists a constant > 0 so that every word w ∈ L which ends in a vertex in S in the Cayley graph, when viewed as a path beginning at the identity element, never strays 1 farther than from S. The crucial observation is that the notions of L-quasiconvex subgroup and L-rational subgroup coincide, Theorem 2.2 below. We give a new proof in Corollary 4.6 below of a result of [BGSS] that if an amalgamated free product A C B is automatic (respectively biautomatic, asynchronously automatic) then both of the groups A and B are automatic (respectively biautomatic, asynchronously automatic) provided the amalgamated subgroup C is finite.
The centralizer results are applied in §5 to give a new proof of a theorem of Gromov's, that centralizers of elements of infinite order in a hyperbolic group are virtually cyclic. Gromov's argument is entirely different, making use of the hyperbolic boundary of the Cayley graph, whereas our argument is very much in the spirit of automata.
In §6 we establish that a polycyclic subgroup of a biautomatic group is abelian by finite, Theorem 6.15. In particular, finitely generated nilpotent subgroups of biautomatic groups are abelian by finite. We also establish that a Baumslag-Solitar group B k,l = x, y | yx k y −1 = x l cannot be isomorphic to a subgroup of a biautomatic group if |k| = |l|, Corollary 6.8 below. The main technical tool here is the notion of translation number of an element of a finitely generated group, §6 below. An equivalent notion is present in Gromov [Gr, 5.2 .C]. Many of the applications are consequences of the result that the translation number of an element of infinite order in a biautomatic groups is strictly positive, Proposition 6.6 below. This generalizes the corresponding statement for hyperbolic groups due to Gromov [Gr, Corollary 8.1.D] . The result on polycyclic subgroups quoted earlier is a consequence of the finer result that the translation number function restricted to a finitely generated free abelian subgroup is equivalent to the l 1 -norm associated to a basis for the subgroup. Finally, we show that if a linear group is biautomatic, then every solvable subgroup is (finitely generated) abelian by finite.
We have included a brief section on open problems that are suggested by this work. We should point out that many of the questions we consider here were proposed as open problems in [G] for automatic groups and remain open in that setting. Also we point out that many of the corresponding statements are false in the setting of asynchronously automatic groups. For example, centralizers of finite subsets of asynchronously automatic groups need not be finitely generated (see Remark 6.19 below). Finally we have attached an appendix relating translation numbers for finitely generated groups to translation lengths along geodesics in Riemannian manifolds of non positive curvature and to translation lengths for isometric actions on R-trees. §1 Definitions Let A be a finite set A, and µ be a map from A to the group G. We say that A is a finite set of semigroup generators for G if the extension of the map µ to a monoid homomorphism µ from the free monoid A to G is a surjection. Throughout this article, A will denote a finite set of semigroup generators for a finitely generated group G, and we shall frequently identify the elements of A with their images in G.
Recall that a subset of A is called a regular language if it is the set of words accepted (or recognized) by a finite state automaton (see for instance [HU] -we give the definition in §2). Kleene's theorem states that a language is regular if and only if it is rational, i.e. can be obtained from the set of singleton subsets of A by a finite number of the operations of concatenation, union and Kleene closure ('star'). When L is a regular language in A such that µ(L) = G we say that (A, L) is a rational structure for the group G. When the map µ maps L bijectively onto G, (A, L) is called a rational cross-section for G. R. Gilman introduced the notion of rational cross-sections in [Gi] , and pointed out that finite groups, finitely generated free groups, finitely generated abelian groups and confluent groups all admit rational cross-sections. He also showed that the class of such groups is closed under direct product, free product, and extension. A related notion appears in Gromov's paper [Gr, 5.2E, page 138] where L is called a Markov set. Gromov asserted that little is known about such sets other than the fact that this class of groups is closed under extensions.
We shall say that a subset B of G is L-rational if there is a rational structure (A, L) for G such that the subset L = µ −1 (B) ∩ L is a regular sublanguage of A . (This definition varies slightly from that given in [Sh] for regular subgroups.) Thus G is L-rational for any rational structure (A, L) for G, and if in addition each element of G has only a finite number of representatives in L, all finite subsets of G are L-rational. A subset of G is called rational if it is L-rational where the rational structure (A, L) is understood. Examples 1.1.
(1) Subgroups of free groups. Anissimov and Seifert showed [AS] that a subgroup of a free group is finitely generated if and only if it is rational (see §4.1 below).
This holds for instance when L, L are rational cross-sections.
(3) Subgroups of abelian groups. Given a subgroup H of a finitely generated abelian group G, there is a rational structure (A, L) on G such that H is L-rational. To see this, note first that H is a direct factor of subgroup of finite index in G. Choosing a set of generators A which reflects this decomposition, it is not hard to construct the required rational cross-section.
(4) Free factors. Using the notation of (2), we see that (A∪A , (LL ) ) is a rational structure for the free product
Notice that this condition is fulfilled when L and L contain only a finite number of representatives for each element of G. Then (A, K) is a rational structure for G, where K = (L − L 1 ) ∪ {e}, where e denoes the empty word. Similarly (A , K ) is a rational structure for G ,
Recall that the Cayley graph of G with respect to A, written Γ A (G) , is a graph with a vertex for each element of G, and a directed edge labelled a ∈ A from the vertex g to the vertex g if and only if g = gµ(a). It is easy to see that the Cayley graph can be given the structure of a geodesic metric space by assigning unit length to each edge. We denote the distance by d A , and we write |g| G,A for the distance d A (1, g). The triangle inequality gives that
as the metric is left invariant. It is worth pointing out that |g| A is the length of the shortest word in the free group F (A) which represents g, though there might be no word in A which represents g of this length (consider the cyclic group of order 3). We shall omit the symbols G and A when group and the set of generators is understood.
A word w ∈ A then naturally defines a path from the identity vertex to the vertex µ(w). This is an locally isometric embedding of [0, (w)] → Γ A (G); we shall frequently identify the word w and the corresponding path, which we shall often consider as a map w : [0, ∞) → Γ A (G) , where w(t) = µ(w) for t ≥ (w).
Given a rational structure (A, L) for the group G, we say that the subset B is Lquasiconvex if there is a constant k ≥ 0 such that the following holds: for each word w ∈ L∩µ −1 (B), the path in Γ A (G) which corresponds to w lies in a k-neighborhood of the vertices corresponding to elements of B. A subset is called quasiconvex if it is L-quasiconvex for some rational structure (A, L) which is understood from the context. (1) Subgroups of finite index. A subgroup H which has finite index in G is Lquasiconvex for any rational structure (A, L) on G. Pick a (finite) set of coset representatives. From any point in the Cayley graph, the path corresponding to one of the chosen coset representatives ends at a vertex in H.
(2) Direct factors. In the structure (A ∪ A , LL ) for a direct product G × G given in 1.1(2), when the trivial subgroup of G is L -quasiconvex, i.e. when L ∩ µ −1 (1) is finite, it is clear that G is LL -quasiconvex in G × G .
(3) Free factors. In the rational structure (A ∪ A , L ) given in 1.1(4) for the free product
The concept of quasiconvex subsets of a group was introduced by Gromov in his remarkable paper 'Hyperbolic groups' [Gr, 7.3] . A finitely generated group G is said to be hyperbolic (some authors say 'negatively curved') if for some (and hence any) finite generating set A, the Cayley graph Γ A (G) has the property that there is a positive real constant δ such that all geodesic triangles are δ-thin. This means that for any embedding of a triangle in Γ A (G) which is an isometry on each side, a δ-neighborhood of (the images of) any two sides contains the third. Finitely generated free groups, fundamental groups of surfaces of negative Euler characteristic, and, more generally, discrete cocompact groups of isometries of hyperbolic n-space are hyperbolic. For more information about such groups we refer the reader to the commentaries on Gromov's original paper, e.g. [Bo] , [BGHHSST] , [CDP] , [ABCDFLMSS] . Gromov shows [Gr, 8.5 ] that a hyperbolic group has a rational cross-section where the language consists of geodesics (i.e. shortest words). In fact for any finite system of generators A for a hyperbolic group, the set of all geodesics forms a regular language (see [BGSS] ).
We shall require the following definition, which is particularly useful when working with hyperbolic groups. A word w ∈ A is called a (λ, )-quasigeodesic if for all subwords a i . . . a j of w = a 1 . . . a n ,
If such positive constants exist, we say that w is a quasigeodesic. Thus for instance adjoining a finite number of new elements to a finite set of semigroup generators for a group turns a geodesic into a quasigeodesic. This is because the word metric changes by a bounded factor with change of generators.
The usefulness of this concept is embodied in the following lemma (see [ABCD-FLMSS, §3] for a simple proof, due to M. Mihalik).
Let G be a hyperbolic group in which geodesic triangles are δ-thin. There is a positive constant M = M (δ, λ, ) such that every (λ, )-quasigeodesic w lies in an M -neighborhood of each geodesic from 1 to µ(w). §2 L-Rational and L-Quasiconvex Subgroups
In order to remind the reader of the basic facts about regular languages and finite state automata, we first prove a standard result known as "the Pumping Lemma", which can be used to show that infinite torsion groups do not have rational cross-sections [Gi, Proposition 3] . A (deterministic) finite state automaton M is a quintuple (A, S, s 0 , τ, Y ), where A is a finite alphabet, S is a finite set of states, s 0 ∈ S is an initial state, Y ⊂ S is the set of accept states, and τ : S × A → S is the transition function. A good way to describe M is via the state graph Γ(M ): this is a finite, labelled, directed, rooted graph (see e.g. [HU] ). The state graph has a vertex for each state s ∈ S, the root is the initial state s 0 , and for each a ∈ A, and for each vertex (state) s there is a directed edge labelled a from the vertex s to the vertex τ (s, a). The automaton M accepts the word w if it is the label on a directed path from the initial vertex to a vertex in Y . A state which lies on some path from the initial vertex to some accept vertex is called a live state.
A non-deterministic automaton has a state graph as above, except that there may be several initial vertices, and there may be many (or no) edges labelled by each element a ∈ A leaving each vertex (there is no longer a transition function τ , rather a one-many relation). There may also be edges with empty label from one vertex to another, called -transitions . A word is said to be accepted if it is the label on some path from an initial vertex to an accept vertex. Rabin and Scott showed [RS] that the language of words accepted by a non-deterministic automaton is also the language of words accepted by some deterministic automaton (see also [HU] ).
The Pumping Lemma. (see for instance [HU, Lemma 3 
Let L be an infinite regular language. Then there is a constant k such that if v is a subword of w ∈ L and (v ) > k, then there is a subword v of v , and subwords u, z of w, such that w = uvz, and uv m z is in L for all non-negative m.
Proof.
Let k be the number of states in a minimal finite state automaton M which accepts L. In the state graph Γ(M ), an edge path contains a loop if its length is greater than k. In the path γ to an accept vertex for the word w, let s be the vertex at which a loop in the subpath corresponding to v is based. Let u be the label on the initial subpath of γ from the initial vertex s 0 to the vertex s, let v be the label on the loop, and let z be the label on the final subpath of γ from s to the accept vertex (without going around the loop).
Let (A, L) be a rational structure for G in which each element of G has at most a finite number of representatives in L. If G is infinite, then there is an element of infinite order in G.
Proof. If L is a regular language mapping onto G, and G is infinite, there are arbitrarily long words in L, and so there is some accepted word long enough to contain a subword satisfying the conditions of the Pumping Lemma. Only finitely many of the words uv m z given by the lemma represent any given element of G. If µ(v n ) = 1 for some n, then µ(uv n z) would have an infinite number of representatives, namely uv kn z. Thus µ(v) has infinite order in G.
This shows that hyperbolic groups are not infinite torsion groups, as the rational structure with language the set of all geodesics satisfies the conditions of the proposition.
Let (A, L) be a rational structure for the group G.
A necessary and sufficient condition for a subgroup H of G to be L-rational is that H be L-quasiconvex.
Necessity. Let M be a finite state automaton accepting the language L = µ −1 (H)∩ L, and let k be the number of states in M . A word w ∈ L corresponds to a path in the state graph Γ(M ) of M , beginning at the initial vertex and ending at an accept vertex. From each live state there is a shortest path to an accept vertex, and this path has length at most k. Thus, if w = a 1 . . . a n , then for each i, if M is in state s j after reading the letter a i , there is a word v j ∈ A such that (v j ) ≤ k, and a 1 . . . a i v j is a word in L , i.e. µ(a 1 . . . a i v j ) ∈ H. In the Cayley graph Γ A (G) , this means that each vertex on the path corresponding to w is at distance at most k from some vertex in H, and so H is L-quasiconvex.
Let k be the constant of quasiconvexity, and let B k be the set of elements of g ∈ G such that |g| A ≤ k. We build a non-deterministic automaton M which accepts all words which correspond to paths which begin at 1, end in the subgroup H, and lie in a k-neighborhood of H (in Γ A (G)). Intersecting this regular language with the regular language L then gives a regular language
The alphabet is A, the set of states of M is B k , and the unique initial state, which is also the unique accept state, is the state 1 (the identity element of G). The transition function τ is defined by
Notice that the bound on the length of the elements of B k means that there is only a finite number of elements of H which need to be checked in the second part of the definition. This automaton accepts all words in A which lie in a k-neighborhood of H and represent elements of H, and the required construction is complete.
The subgroup generated by a quasiconvex subset is finitely generated.
Proof. Suppose that (A, L) is a rational structure on G, and that B is an Lquasiconvex subset, with constant k. Let w = a 1 . . . a n be a word in L = L ∩ µ −1 (B). For each i, there is at least one word g i ∈ G such that |g i | A ≤ k and µ(a 1 . . . a i )g i ∈ B. Setting g 0 = g n to be the identity element, we have
Each element of B can thus be written in as a product of words g
be the set of such words, and their inverses g
. Each word in B has norm at most 2k +1, so that B is finite. By an easy induction argument, each represents an element of of the subgroup generated by B. Thus B is a finite set of semigroup generators for the subgroup generated by B.
We shall need in Proposition 6.5 below the following more precise result about the form of the words in L , the set of words obtained by rewriting the words in L as words in B . Notice that each word in L can give rise to several words in L , but only to a finite number.
Lemma 2.4.
With the notation as above, let H be the L-quasiconvex subgroup generated by B.
If the words in
Then there is a word w = a 1 . . . a n ∈ L such that w is a rewritten form of w . As w is a (λ, )-quasigeodesic, we have
It follows that
as lengths change by a factor of at most 2k + 1 when we change from the generating set A to A ∪ B, we have
The opposite inequality follows analogously, and so w is a (λ , )-quasigeodesic as required.
For (2), notice first that
For the other inequality,
The norm |h| H,B differs from the length of a representative w (h) of h in L by a bounded factor together with an additive constant, by (2). Also, w (h) has the same length as a representative w (h) in L ⊂ L. By supposition, the length of w (h) differs form |h| G,A by a bounded factor together with an additive constant, so the result holds. §3 Rational subgroups of automatic groups are automatic
We now proceed to a proof of result of the heading above, after giving a definition of automatic (synchronous and asynchronous) structures. We refer the reader to [CEHPT] or [BGSS] for more details. We wish to define a regular language of pairs of words over an alphabet of pairs of letters, and so only words of the same length can occur. In order to overcome this technical difficulty when comparing words of L, it is standard practice to introduce a 'padding' symbol $ not in the alphabet A. This symbol is used to pad the end of a shorter word to make its length up to the length of the longer, so that words in L of different length can be compared. The padded product language, which we shall denote by
The map µ is extended in the obvious way (setting µ($) = 1). We shall suppress reference to padding for simplicity of exposition.
A rational structure (A, L) for the group G is called a synchronous automatic structure if the following language
and for each a ∈ A, the language
are regular sublanguages of the free monoid A 2$ . Henceforth, whenever the word 'automatic' is used without further qualification, it is taken to mean 'synchronously automatic'. Cannon et al. have shown that the regularity of the first of these languages is sufficient to imply that an automatic structure gives rise to a rational cross-section (A, L ) which is an automatic structure (where moreover L ⊂ L). This is shown by first assigning an order to A, which induces an order on A . Manipulation of regular languages shows that if w(g) is the shortest and lexicographically first element of L which represents g, then {w(g) | g ∈ G} is a regular sublanguage of L. It follows that when considering automatic structures, we can always consider a structure which is also a rational cross-section. Moreover, there are positive constants (λ, ) such that all words in L are (λ, )-quasigeodesics [CEHPT, Theorem 9.5] .
The definition of automatic structure is equivalent to saying that words in the language L of the rational structure (A, L) which end unit distance apart in the Cayley graph have the fellow traveller property : there is a constant k such that words in L which represent elements of G which differ by multiplication on the right by a generator (i.e. element of A) are uniformly at most distance k apart as paths in the Cayley graph Γ A (G) based at the identity vertex. This means that u, v ∈ L and µ(u) = µ(va), then d(u(t), v(t)) ≤ k for all t (here u and v are considered as paths [0, ∞) → Γ A (G) , where the path w(t) determined by a word w ∈ A begins at time 0 at the identity element, arrives at the group element µ(w i ) associated to the initial i-segment w i of w at time i for integer times i, moves at constant speed at intermediate times, and remains constant at µ(w) for times t greater than the length of w).
An induction argument shows that in an automatic group, words which end distance d apart also have the fellow traveller property (with constant kd [CEHPT] ), and thus that for any word x ∈ A , the language
is a regular language. An automatic structure (A, L) is called a biautomatic (or two-sided automatic) structure if in addition the sets
are regular sublanguages of L $ for each a ∈ A. In [GS] and [GS2] biautomatic structures are exhibited for finitely generated abelian groups, hyperbolic groups and Lyndon's non-metric small cancellation groups, and in the second paper, the conjugacy problem is solved for groups having biautomatic structures.
The
= c has a rational crosssection, but is not automatic (it does not satisfy a quadratic isoperimetric inequality) (see [CEHPT] or [G2] ). Also the Baumslag-Solitar group x, y | yxy −1 = x 2 and the restricted wreath product ZwrZ both have rational cross-sections by [Gi] , but are not automatic: the first fails to satisfy a quadratic isoperimetric inequality (see [G2] ), and the second is not finitely presented. We shall give a criterion in §6 which will show immediately that certain Baumslag-Solitar groups are not biautomatic.
A more general notion of machine for two variable languages is the two tape automaton introduced by Rabin and Scott [RS] (see also [CEHPT] or [BGSS] , but note Remark 3.0 below). These machines can be thought of as automata with a finite number of states which read from two input tapes independently, though we give a formal definition in terms of a finite state automaton.
Let A be a finite alphabet , and let η be a symbol not in A. A two tape automaton over the alphabet A is a non-deterministic finite state automaton M = (B, S, Y, τ, s 0 ), where B = A ∪ {η}, together with a partition S = S 1 S 2 .
We can associate to each word w = a 1 . . . a n ∈ L, the language accepted by M , a pair Φ(w) = (u, v) ∈ B × B as follows. Let s 0 = t 0 , t 1 , . . . , t n be the succession of states that arise when M accepts w: i.e. t 1 = τ (t 0 , a 1 ), t 2 = τ (t 1 , a 2 ), . . . , t n = τ (t n−1 , a n ).
Then u is the word obtained from w = a 1 . . . a n by omitting the letters a j for which t j−1 ∈ S 2 , and the word v is obtained from w by omitting the letters a i for which t i−1 ∈ S 1 . Notice that after time t, M has read the initial segment w(t), and there are monotonic reparameterization functions φ w , ψ w such that Φ(w(t)) = (u(φ w (t)), v(ψ w (t))) (φ w (t) ≤ t).
The language Λ ⊂ A × A of the two tape automaton is the set of all pairs (u , v ) ∈ A × A such that (u η, v η) = Φ(w) for some w ∈ L. The η is playing the role of an 'end of tape' marker.
Remark 3.0. This definition of two tape automaton we have just given, while consistent with [RS] and adopted by [BGSS] , is different from the definition adopted by [CEHPT] . The last article requires the automaton M above to be partially deterministic (see [CEHPT, Definition 1.4 ] for terminology). We are grateful to the referee for pointing out to us that, while for regular languages there is no difference between the languages accepted by deterministic and non-deterministic automata, there is a significant difference as regards to the languages accepted by the corresponding notions of two tape automata. For example, the referee points out that the language {(a n , b k ) | n ≥ 0, k = 2n or k = 3n } is accepted by a non-deterministic two tape automaton, but not by a deterministic one.
The language L accepted by the finite state automaton may have many occurrences of the η symbol, but we are only interested in those words which contain exactly two occurrences, one when in each of the state subsets S 1 and S 2 . We could alter the finite state automaton so that words which do not have these two occurrences of the η symbol are not accepted.
We shall usually think of these pairs of words (u η, v η ) as being the pairs of words accepted by a machine M with two heads scanning two separate tapes, called T 1 and T 2 . M has the same set of states S as M , and it accepts a pair of input words in the following way (any other sequence of events leads the machine to reject a pair of input words). According to the state s it is in, the machine reads a letter from the tape T 1 (if s ∈ S 1 ) or the tape T 2 (if s ∈ S 2 ). After reading a letter (other than an η) from the appropriate tape, the machine changes state, according to τ , and proceeds to scan the next position on the tape from which it has read, while continuing to scan the same position as before on the other tape. When the machine reads a symbol η for the first time, from the tape T i , the head does not advance on T i , but the new state to which the machine goes lies in S j , j = i, and all subsequent letters are read from the other tape. The second time a symbol η is read, necessarily from the other tape, all letters have now been read, and the machine is in an accept state.
As with a finite state automaton, we may think of the machine described above as a directed labelled graph, where the set of states is split into two disjoint subsets, according to which tape is to be read when the machine is in that state.
We say that the rational structure (A, L) for G is an asynchronously automatic structure for G if there is a two tape automaton accepting the language
and for each a i ∈ A there is a two tape automaton which accepts the language
We call these machines the two tape comparator automata for the asynchronously automatic structure. We remind the reader that this notion of asynchronously automatic group is in principle different from the notion considered in [CEHPT] because the classes of two tape automata are different.
Using the fact that the first of the languages above is the set of words accepted by a two tape automaton, it is not hard to see that there is an asynchronously automatic structure (A, L ), where L ⊂ L and where each element of G has at most a finite number of representatives in L (see e.g. [BGSS] ).
It is an interesting exercise to show that a (synchronously) automatic structure for G is also an asynchronously automatic structure for G (see [BGSS] ).
A group is said to be automatic (resp. biautomatic, asynchronously automatic) if it admits such a structure. If the group G has such a structure with one finite set of semigroup generators, then it has one for any finite set of of semigroup generators [BGSS] .
Let (A, L) be a rational structure on G, and let H be an L-quasiconvex subgroup.
(1) If (A, L) is an automatic (respectively asynchronously automatic, biautomatic) structure on G, then H is automatic (resp. asynchronously automatic, biautomatic).
(2) If in addition G is hyperbolic, and L is the language of geodesic words, then H is also hyperbolic.
Proof. We follow the proof of proposition 2.3 to find a finite set of semigroup generators for H. For some k > 0 each word w ∈ L = L ∩ µ −1 (H) lies in a k-neighborhood of H. Thus for each w = a 1 . . . a n ∈ L , and for each i, there is element g i ∈ G such that µ(a 1 . . . a i )g i lies in H, and
i−1 µ(a i )g i where g 0 and g n are the identity element of G, and the set B of consisting of all the words g −1 i−1 a i g i obtained in this way is a finite set of semigroup generators for H. Thus each word in L can be rewritten as a product of these generators from B in a length preserving fashion, and perhaps in several ways. Let L be the set of rewritten words. We first show:
Proof. Follow the proof of 2.2 (necessity). Let (A, S, τ, s 0 , Y ) be a finite state automaton accepting the language L. Define a finite state automaton with set of states B k × S, where B k = {g ∈ G such that |g| G,A ≤ k}. The alphabet is A, the start state is (1, s 0 ), and set of accept states {(1, y) | y ∈ Y }. Define the transition function by:
Thus, in order for a word w to be accepted, it must lie in L, else the second term of the final state pair is not in Y . In order for the first term of the final state pair reached to be 1, µ(w) ∈ H, and the word w lies in a k neighborhood of H. The language accepted by this non-deterministic machine is exactly L = µ −1 (H) ∩ L. Now replacing each edge labelled a from (g, s) to (g , τ (s, a)) by an edge labelled g −1 µ(a)g gives a finite state automaton which accepts the language L , i.e. rewrites each element of L in terms of the generators of H. As the automaton is nondeterministic, a single element of L may be rewritten in more than one way. This completes the proof of the lemma.
We now return to the proof of the theorem.
The synchronous case.
For b ∈ B, let b ∈ A be a word such that
, then there are words u , v ∈ L of which u, v are rewritten forms. But u and and v are k fellow travellers in Γ A (G), for some k . For integral t, the vertices u (t) and v (t) are at most distance k apart in Γ A (G) , so that the vertices u(t) and v(t) are at most distance k + 2k apart in Γ A (G) . This means that the points are a bounded distance apart in Γ B (H) and thus that the language 
Under all other circumstances the transition function goes to a fail state. The set of accept vertices is {(s, 1, 1) | s ∈ Y }. The language accepted by this machine, intersected with the padded product
The asynchronous case.
Analogous to the synchronous case, there is a two tape automaton
Now proceed as in the synchronous case, and use this two tape automaton to build a two tape automaton M (b) as above, taking set of states S × B k × B k .
Define the change of state function τ ((s, g 1 , g 2 ), β) = (τ (s, a), g 1 , g 2 ) if s ∈ S 1 and β = g −1 1 ag 1 , and τ ((s, g 1 , g 2 ), β) = (τ (s, a), g 1 , g 2 ) if s ∈ S 2 and β = g −1 2 ag 2 . The set of accept states is { (s, 1, 1 
The hyperbolic case (compare [Gr, page 139] ).
We shall show that in the Cayley graph Γ B (H), geodesic triangles are δ thin for some δ .
By Lemma 2.4, the words in the language L ⊂ B are (λ, )-quasigeodesics for some positive constants λ, , as the words in L are geodesics. Thus, by Lemma 1.3, words in L lie in a bounded neighborhood of their corresponding geodesics in Γ A∪B (G) , say at distance at most M . Geodesic triangles in Γ A∪B (G) are δ-thin for some δ, as G is hyperbolic. Thus the original geodesic triangle in Γ B (H) is 2M + δ-thin. §4 Examples
Proposition 4.1. (Anissimov and Seifert [AS])
A subgroup of a finitely generated free group is finitely generated if and only if it is rational.
Proof. Let X be a set of free generators for the free group F ; then A = X ∪ X −1 is a finite set of semigroup generators. Let L be the set of freely reduced words, interpreted as words in A . It is easy to see that L is a regular language. As the Cayley graph Γ A (G) is a tree, if the longest generator of the subgroup H has length n, H is L-quasiconvex with constant n/2. By Theorem 2.2 H is thus L-rational.
The opposite direction is immediate from Theorem 2.2 and Propostion 2.3.
Remark. As the intersection of two regular languages is a regular language, this immediately gives Howson's theorem: In a finitely generated free group, the intersection of two finitely generated subgroups is a finitely generated subgroup.
We now study biautomatic structures, and show that the centralizer of a finite subset of such a group is rational. We can in fact generalise slightly to conjugacy automatic structures : a rational structure (A, L) is said to be conjugacy automatic (or CA) if the languages
are regular languages in L $ , for each a ∈ A.
Lemma 4.2.
(1) A biautomatic structure is conjugacy automatic.
(2) If (A, L) is a conjugacy automatic structure for the group G, then for any word w ∈ A , the set
is a regular subset of the padded product language.
Proof.
(1) The proof relies on facts about regular languages, that the padded products of regular languages, and that projections of regular language, are themselves regular. The padded language for the equality checker, and the padded languages for multiplication on the left by a generator
is regular, and the padded language for multiplication on the right
is regular, and so the language
is regular. Projecting onto the second and last factors gives the regular language required for a CA structure.
(2) We show this by induction on the length (w). When (w) = 1, this is just the definition of conjugacy automatic. Now suppose that the language is regular for all words w of length < n. Let w = a 1 . . . a n ; then L(a 2 . . . a n ) and L(a 1 ) are both regular, and we can express L(w) as
Regard the product L(a 2 . . . a n ) × L(a 1 ) as a padded language in
This is a regular language, and its intersection with the regular language
is therefore also regular. Projection onto factors preserves regularity, so the result follows.
Proposition 4.3. The centralizer of a finite subset of a biautomatic group is biautomatic.
Proof. Let (A, L) be a biautomatic structure on the group G. The centralizer C G (X) of the finite subset X is defined to be the set of elements which commute with all elements of X. Chosing a representative w(x) ∈ A for each x ∈ X, to show that a word w represents an element of C G (X), it suffices to show that
But this is a regular language as X is finite, and so too is its projection onto the first factor. Thus C G (X) is a rational subgroup of a biautomatic group and so is biautomatic, by Theorem 3.1.
Corollary 4.4.
(1) The centralizer of a finitely generated subgroup of a biautomatic group is biautomatic.
(2) The center of a rational subgroup of a biautomatic group is biautomatic. (3) The centralizer of a rational subset of a biautomatic group is biautomatic.
Proof. Let (A, L) be a biautomatic structure for G.
(1) The centralizer C G (H) of the subgroup H is the centralizer of any set of generators, so the result follows from 4.3, as H is finitely generated.
(2) The center C(H) of a subgroup H of G is the subgroup C G (X) ∩ H, where X is a finite set of generators for H. This is the intersection of rational subgroups, and so is also rational, and the result follows.
(3) follows immediately from (1) and proposition 2.3.
We shall now give some further examples of rational subgroups and applications of the centralizer result, Corollary 4.4.
Proposition 4.5.
Let G be a finitely generated group which splits as an amalgamated product A C B. Let A, B be finite sets of semigroup generators for A, B, and let (A ∪ B, L) be a rational structure for G.
If the set of subwords v of words in L such that µ(v) ∈ C is a regular language, then A and B are rational subgroups of G.
Proof. The proof relies on the normal form for elements of G, noticing that a word in (A ∪ B) represents an element of A only if the word can be decomposed into subwords in A and subwords in (A ∪ B) which represent elements of C.
Let L C = {v ∈ A such that ∃uvw ∈ L and µ(v) ∈ C}, and let M = (A ∪ B, S, τ, s 0 , Y ) and M = (A ∪ B, S , τ , s 0 , Y ) be finite state automata accepting the languages L and L C . We build a non-deterministic finite state automaton N which will accept those words w ∈ L which represent elements of A. Such a word can be written as a product of words in A and words representing elements of C. The automaton N has state set S × (S ∪ {0}), and initial state (s 0 , 0).
For each s ∈ S, there are transitions (s, 0) → (s, s 0 ) and (s, y ) → (s, 0), for each y ∈ Y .
The transition function τ is defined:
The accept states are Y × {0}. The only way that a word can be accepted by this automaton is for it to have a decomposition into subwords from A and subwords in L C such that the letters from B all occur inside subwords which lie in L C .
We can now give an alternative proof of the following result from [BGSS] .
Corollary 4.6. If G is an automatic (respectively biautomatic, asynchronously automatic) group which decomposes as an amalgamated product A C B where C is finite, then A and B are automatic (resp. biautomatic, asynchronously automatic).
Proof. An automatic (respectively biautomatic, asynchronously automatic) group A C B has an automatic (resp. biautomatic, asynchronously automatic) structure (A ∪ B, L) such that L contains at most a finite number of representatives for each element of G. Let M be a finite state automaton accepting the language L. If there are an infinite number of subwords v in L C , there are an infinite number of them which are labels on paths in the state graph Γ(M ) which begin and end at the same two live vertices. But this gives an infinite number of representatives for some element of G. Since L C is finite it is regular. The result now follows from 2.2 and 3.1.
One of the most fascinating unsolved problems about automatic groups is whether a direct factor of an automatic group is automatic [G, Problem 6 and discussion following] . It is an easy exercise using Corollary 4.4 above to show that if G and H are groups such that G × H is biautomatic and if H has trivial center, then G is biautomatic. However, if the center of H is infinite, this argument breaks down. We can make a reduction of the problem for biautomatic groups in the next result.
Proposition 4.7. If for every group G for which G×Z is biautomatic it follows that G is also biautomatic, then direct factors of biautomatic groups are biautomatic.
Proof. Let K = G × H and assume that K is biautomatic. It follows that H is finitely generated, say by the finite subset S ⊂ H. Then C K (S) = G × C(H). It follows from Corollary 4.4 that C K (S) is biautomatic and hence that C(H) is a finitely generated abelian group. Since subgroups of finite index in a biautomatic group are themselves biautomatic, it follows that G × C is biautomatic, where C is a free abelian subgroup of finite index in C(H). Using the hypothesis of 4.7, we can now peel off factors of Z one at a time to deduce that G is biautomatic.
Remark 4.8. The difficulty in trying to prove that G is biautomatic from the hypothesis that G × Z is biautomatic is that the natural candidate for a language for G is not in general regular. The following example illustrates the difficulty well. Let G = x ∼ = Z and consider K = G × t with t of infinite order. Take as set of generators for K the set A = {x, t, x −1 , t −1 } and let L = {(xt) n t m | n, m ∈ Z} ⊂ A . One may check without difficulty that L is a regular language representing every element of K and that L in fact is the language of an automatic structure on K. If we identify G with G × 1 < K, then G is represented by the sublanguage
However M is not a regular language; it violates the pumping lemma, for example. In this example, M is the language of a context-free grammar [HU] .
One can show in general that if K = G × Z is biautomatic, then for suitable generators A for K and biautomatic structure (A, L) in these generators, G = G × 1 is represented by a context-free sublanguage of L.
Example 4.9. A result of [CEHPT] is that the fundamental group G of a geometrically finite hyperbolic manifold M of any dimension is biautomatic (see also [Ta] for the finite volume case). If in addition M is 3-dimensional and orientable, then the fundamental group of each component N of the boundary of M is a maximal abelian subgroup of G. It follows that π 1 (N ) = C(C G (π 1 (N ))). Thus π 1 (N ) is a rational subgroup of G for the biautomatic structure. §5 Applications to hyperbolic groups
In this section we offer new proofs of some known results about the hyperbolic groups introduced by M. Gromov in [Gr] .
Proposition 5.1. A hyperbolic group has no subgroup isomorphic to Z × Z.
Proof. Suppose that G is a hyperbolic group, and that x, y ∈ G generate a free abelian subgroup of rank two. Then K = C (C G ({x, y}) ), the center of the centralizer of {x, y} in G, is an abelian group of rank at least 2. By Corollary 4.4, K is a rational subgroup of G, and so by Theorem 3.1, K is also negatively curved. But each subgroup of K is a direct factor of a subgroup of finite index in K. Since the property of a group being hyperbolic descends to subgroups of finite index and to direct factors, it follows that gp(x, y) ∼ = Z × Z is hyperbolic. But this is absurd, since in the standard generating set for Z × Z, for every δ > 0 there are geodesic triangles in the Cayley graph which are not δ-thin. Proof. The centralizer C G (x) is a rational subgroup of a hyperbolic group, and so too is hyperbolic, by Theorem 2.2 and 3.1. Consider the quotient group Q of C G (x) by the central subgroup x . Observe that every element of Q is torsion, for otherwise we could lift to get an isomorphic copy of Z × Z in C G (x). But by [BGSS] there is a regular set of coset representatives for the subgroup x in C G (x). Hence the group Q has a rational cross section. By Proposition 2.1, Q is a finite group. This completes the proof.
The next result about hyperbolic groups appears to be new. Proposition 5.3. Let φ be an automorphism of finite period of a hyperbolic group G. Then the fixed subgroup Fix(φ) is hyperbolic.
Proof. Form the split extension E = G o φ Z n , where the canonical generator t for Z n acts by conjugation on the subgroup G by the automorphism φ. Since finite extensions of hyperbolic groups are also hyperbolic, it follows that E is hyperbolic. The proof of Proposition 4.3 shows that the centralizer C E (t) is a rational subgroup of E for the language of all geodesics in the Cayley graph of E. From Theorem 3.1(2) it follows that C E (t) is hyperbolic. But C E (t) ∼ = Fix(φ) × Z n . Since a subgroup of finite index in a hyperbolic group is also hyperbolic, it follows that Fix(φ) is hyperbolic. This completes the proof.
Remark. It is reasonable to ask whether the fixed subgroup of an arbitrary automorphism of a hyperbolic group is itself hyperbolic. This fixed subgroup is known to be finitely generated [Pa] . See also the discussion in §7. §6 Translation Numbers and Subgroup Structure
In this section we shall establish that polycyclic subgroups of biautomatic groups are abelian by finite. This includes as a special case the result that a finitely generated nilpotent subgroup of a biautomatic group is abelian by finite. This gives a partial answer to a question raised by Thurston, whether a nilpotent subgroup of an automatic group is abelian by finite [G] (Thurston's question is motivated by a result of [CEHPT] that states that a nilpotent group is asynchronously automatic iff it is a finite extension of a finitely generated abelian group). In case the biautomatic group is linear, we show that every solvable subgroup is a finite extension of a finitely generated abelian group. This gives a complete answer to Thurston's question in the setting of biautomatic linear groups. If we denote by B k,l the Baumslag-Solitar group x, y | yx k y −1 = x l , we shall also establish that when |k| = |l|, B k,l is not a subgroup of a biautomatic group. Previously it was known that under these hypotheses B k,l was not isomorphic to a subgroup of an automatic group which is the fundamental group of a finite aspherical 2-complex [G2] .
Let A be a set of semigroup generators for G. We define the translation number with respect to A of an element g ∈ G of infinite order to be τ G,A (g) = lim inf n>0
By the triangle inequality we have |g n | A ≤ n|g| A . It follows that τ G,A (g) exists and satisfies 0 ≤ τ G,A (g) ≤ |g| A . We omit reference to the generating set when this is understood and denote the translation number simply by τ G (g).
Example 6.1. If F is a finitely generated free group and A is a free basis for F , then τ F (g) is the length of a cyclically reduced word representing g ∈ F .
Example 6.2. If F is a finitely generated free abelian group and A is a basis for F , then τ F (g) = ||g|| 1 , the l 1 -norm of g ∈ F with respect to this basis. Recall here that the l 1 -norm of an element g is the sum of the absolute values of the coefficients of g when it is expanded in terms of the basis.
Some elementary properties of translation numbers are summarized in the following lemma: Lemma 6.3.
(1) If A and B are generating sets for G and
4) If w ∈ A represents the element g ∈ G, then τ G,A (g) = 0 if and only if there are positive constants λ, such that
(7) Let f : G → H be a surjective group homomorphism and let A be a finite generating set for G. Let B be the image of A under f . Then for all g ∈ G we have τ H,B (f (g)) ≤ τ G,A (g).
(1) For each a ∈ A, choose a word b(a) ∈ B such that µ (b(a)) = µ(a). Now words in A can be rewritten as words in B , and length is increased by a factor of at most max a∈A (b(a) ). There is thus a constant λ such that for all g ∈ G,
The result now follows.
(2) First observe that
n . Taking limits, we get that
. Replacing g by xgx −1 and x by x −1 gives the reverse inequality.
By the triangle inequality, |g kn | ≤ k|g n |, and so
n , giving the reverse inequality. (4) The second inequality is immediate, as w n represents g n . To establish the first inequality, put t = τ (g) > 0. As τ is defined as a lim inf, there is a positive number N such that for all n > N ,
. It follows that there is a constant > 0 such that
, so the result follows, setting λ = t 2 (w)
. (5) It is a general result that, if a n+m ≤ a n + a m for all n, m ≥ 0, where a n ≥ 0 for all n, then lim n→∞ a n n exists [Ma, page 216] . The result (5) follows by taking a n = |g n | G,A . (6) This follows from the previous step (5) by taking limits after one observes that, for commuting elements x, y ∈ G, one has |(xy)
Lemma 6.4. Every non identity element of a free abelian group of finite rank has non zero translation number.
Proof. This is immediate from Example 6.2 and Lemma 6.3(1).
Proposition 6.5.
For every rational subgroup H of the automatic group G and for each element h ∈ H, τ G (h) = 0 if and only if τ H (h) = 0.
Proof. Without loss of generality we can take A to be a finite set of generators for G and L ⊂ A an automatic structure for G with unique representatives (so L is a rational cross-section for G) with H represented by a regular sublanguage L ⊂ L. Under these circumstances there exist positive constants λ , so that all words in L are (λ , )-quasigeodesics [CEHPT, Theorem 9.5] . For any finite set of generators B for H, it follows from Lemma 2.4(3) that there exist positive constants (λ, ) so that 1 λ |h| H,B − ≤ |h| G,A ≤ λ|h| H,B + for all h ∈ H. Replacing h by h n , dividing by n, and letting n tend to infinity gives the inequalities 1
for all h ∈ H, from which the result follows.
Proposition 6.6. In a biautomatic group, every element of infinite order has positive translation number.
Proof. Let x be an element of infinite order in the biautomatic group G. Consider the subgroups C(C G (x)) < C G (x) < G where the middle group is the centralizer of x in G, and the first is the center of C G (x). All these subgroups are biautomatic by Corollary 4.4. By Proposition 6.5 above, the translation number of x is zero in one of these subgroups if and only if it is zero in all of them. The group C(C G (x)) is a finitely generated abelian group and the element x lies in a torsion free subgroup C of finite index in C(C G (x)). By Lemma 6.4, τ C (x) = 0. Since subgroups of finite index in biautomatic groups are rational, it follows from Proposition 6.5 that τ C(C G (x)) (x) = 0 and hence finally that τ G (x) = 0.
Remark. Suppose that H is a torsion free abelian subgroup of the biautomatic group G. If A is a finite set of generators for G, it follows from Lemma 6.3(6) and Proposition 6.6 that τ := τ G,A restricted to H is a norm on H. Thus we can define an H-invariant metric on H by setting d(x, y) = τ (x −1 y) for x, y ∈ H.
Proposition 6.7. Let G be a biautomatic group and let x, y ∈ G be such that yx k y −1 = x l where |k| = |l|. Then x is of finite order.
Proof. From Lemma 6.3 (2) and (3) we see that |k|τ G (x) = |l|τ G (x) and hence τ G (x) = 0. It follows from Proposition 6.6 that x is of finite order.
Corollary 6.8. If |k| = |l|, the Baumslag-Solitar group B k,l is not isomorphic to a subgroup of a biautomatic group.
The next result is a special case of the main result Theorem 6.15 of this section, but we include a separate argument for it because of its simplicity. Proposition 6.9. A finitely generated nilpotent subgroup of a biautomatic group is abelian by finite.
Proof. Let H be a finitely generated nilpotent subgroup of the biautomatic group G. After passing to a subgroup of finite index, we may assume that H is torsion free. If H were not abelian, there would exist elements x, y, z ∈ H such that [x, y] = z (where [x, y] = xyx −1 y −1 ) and such that x is in Z 2 (H), the second term of the upper central series of H, and z = 1. We may assume without loss of generality that x, y and z are in our generating set for G. Recall that for all elements g ∈ Z 2 (H) and all elements h ∈ H one has that [g, h] lies in the center of H. Hence it follows that 
contradicting Proposition 6.6 above, since z has infinite order.
Example 6.10. It is immediate from Proposition 6.9 that Sl n (Z) is not biautomatic for n ≥ 3. Thurston (unpublished) has shown using different methods that Sl n (Z) is not automatic for n ≥ 3.
The next result follows immediately from Proposition 6.6 and Lemma 6.3(4).
Proposition 6.11. Let G be a biautomatic group. For each element g ∈ G of infinite order, the function n → g n is a quasiisometric mapping N → Γ A (G).
Definition. Let f, g : S → R be two functions with non negative real values. We write f ∼ g if there are positive constants λ, so that
for all s ∈ S. This relation is easily seen to be an equivalence relation among such functions.
Proposition 6.12. The split extension H := Z n o φ Z is isomorphic to a subgroup of a biautomatic group only if φ is of finite order in Gl n (Z).
Proof. Suppose that H < G where G is biautomatic. Denote by S the normal Z n subgroup of the extension H, so we have S H < G. We have S < C(C G (S)) := C, where C is the center of the centralizer of S in G. We observe that C is a rational subgroup of G by Corollary 4.4, since C G (S) = C G (B) where B is a basis for the free abelian group S.
Note that |x| C ∼ |x| G for x ∈ C by Lemma 2.4(3). In addition |x| S ∼ |x| C for x ∈ S since S is a direct factor of a subgroup of finite index in the finitely generated abelian group C. Combining we have |x| S ∼ |x| G for x ∈ S. If we evaluate at x n , divide by n and take lim inf we obtain τ S (x) ∼ τ G (x) for x ∈ S. Combining with Example 6.2 we have τ G (x) ∼ ||x|| 1 for x ∈ S, where we have denoted the l 1 -norm of x with respect to the basis B by ||x|| 1 .
Next observe that H has the presentation
It follows that the set of norms {||φ m (x i )|| 1 | m > 0} is finite for each i. This in turn means that the set {φ m (x i ) | m > 0} is finite for each i. But this means that φ is of finite order, and the proof is complete.
We give next some applications of Proposition 6.12. Let Sol denote the Lie group given as an extension of R 2 by R, where t ∈ R acts on R 2 sending the vector (x, y) to (e t x, e −t y). Denote by Isom(Sol) the full group of isometries of Sol, where the latter group is equipped with a left invariant Riemannian metric (for facts we need about Sol, consult [Sc] ).
Proposition 6.13. If G be a discrete cocompact subgroup of Isom(Sol), then G is not biautomatic; indeed, G is not even isomorphic to a subgroup of a biautomatic group.
Proof. The proof of [Sc, Theorem 4.17, page 471] shows that G contains a subgroup A of finite index (at most index 8, in fact) where A contains a subgroup B G such that B ∼ = Z 2 and the factor group B/A is infinite cyclic. Also, the extension B → A → B/A is defined by an element φ of infinite order in Aut(B) ∼ = Gl 2 (Z). It follows from Proposition 6.12 that B, and hence also G, cannot be isomorphic to a subgroup of a biautomatic group.
Remark. Using Proposition 6.9 one proves that no cocompact discrete subgroup of the Lie group Nil [Sc] is biautomatic. Of the eight geometries of 3-manifolds, all but Sol and Nil have the property that cocompact discrete subgroups are automatic. This follows in a straightforward way from the properties of automatic groups for five of these geometries, H 3 , S 3 , E 3 , H 2 × R, and S 2 × R. For the geometryPSl 2 (R) it relies on a Theorem (unpublished): Suppose the central extension C → E → G is such that C is finitely generated abelian and G is (bi-)automatic. Suppose in addition that the extension is defined by a bounded cocycle f : G × G → C. Then E is (bi-)automatic. Recall that the cocycle f is called bounded if the composite map G × G → C → C ⊗ R has a bounded range in the vector space C ⊗ R. The question of whether a closed 3-manifold (or, more generally, orbifold) admitting a geometric structure other than Sol or Nil has a biautomatic fundamental group is a special case of the question whether a finite extension of a biautomatic group is itself biautomatic (see §7). We do not know the answer to this latter question in general.
Suppose now that d ≥ 2 is a square free integer and consider O = O( √ d), the ring of algebraic integers in the real quadratic number field Q ( √ d).
Proposition 6.14. The group Sl 2 (O) is not biautomatic; indeed, it is not isomorphic to a subgroup of a biautomatic group.
Proof. The additive group of O is a free abelian group of rank 2 with free basis, say, x, y. The unit group O of O is finitely generated of rank 1 by the Dirichlet unit theorem. It follows that there exists an element u ∈ O of infinite order. Since u is a unit, its norm N (u) = uū = ±1. Since the norm map is multiplicative, we may assume in addition that N (u) = 1 by replacing u by u 2 if necessary. This done, it
From this observation we see that the subgroup G generated by A, E(x) and E(y) is isomorphic to Z 2 o φ Z where φ corresponds to multiplication by u 2 on O and hence is of infinite order. By Proposition 6.12 it follows that no group containing an isomorphic copy of G as a subgroup can be biautomatic. Hence no group containing Sl 2 (O) as a subgroup can be biautomatic.
We regard the next theorem as the main result of this section.
Theorem 6.15. A polycyclic group H is isomorphic to a subgroup of a biautomatic group only if H is abelian by finite.
Proof. Suppose that the polycyclic group H is a subgroup of the biautomatic group G. We may assume that H is infinite. From Lemma 6 page 16 of [Se] it follows that H has an infinite (necessarily finitely generated) free abelian normal subgroup A. For each element x ∈ H the element φ ∈ Aut(H) defined by conjugating A by x necessarily has finite order, by Proposition 6.12. It follows that the image of H/A in Aut(A) is a finitely generated torsion group and is consequently finite, by Burnside's theorem for matrix groups [He] . This means that H possesses a subgroup H 0 of finite index containing A where H 0 splits as the direct product A × H 1 . We may now use induction on the Hirsch number [Se, page 15, exercise 8] to deduce that H has the form of a finite extension of a free abelian group of finite rank. This completes the proof.
Lemma 6.16. If the set of subgroups of the biautomatic group G of the form C G (S), where S ranges over all subsets of G, satisfies the descending chain condition (dcc) then every abelian subgroup of G is finitely generated.
Proof. Let A 1 ⊂ A 2 ⊂ · · · ⊂ A n ⊂ . . . be an ascending sequence of finitely generated abelian subgroups of G with A = ∪ i≥1 A i . Then the centralizers C G (A i ) form a descending sequence which must stabilize by hypothesis. Thus the sequence of the centers of these centralizers,
, this means that A i ⊂ C for all i ≥ 1, and consequently A ⊂ C. Since G is biautomatic, it follows from Corollary 4.4 that C = C(C G (A N )) is biautomatic, and consequently C is a finitely generated abelian group. Thus A is finitely generated. It follows that every abelian subgroup of G is finitely generated and the lemma is established.
Theorem 6.17. If the linear group G is biautomatic, then every abelian subgroup of G is finitely generated.
Proof. We recall that a linear group is a subgroup of Gl n (F ) for some commutative field F . The linear group G is a CZ-group [We, p. 74] . This means that G carries a T 1 topology which satisfies dcc for closed subsets and for which the maps left translation by group elements, right translation, inversion, and the conjugation maps x → xax −1 are all continuous maps (the topology is induced from the Zariski topology on Gl n (F )). A property of a CZ-group G is the fact that the centralizer C G (S) of every subset S ⊂ G is closed [We, Lemma 5.4] . Thus the centralizer subgroups satisfy dcc. It follows from Lemma 6.l6 that if G is linear and biautomatic, then every abelian subgroup of G is finitely generated.
Corollary 6.18. If the linear group G is biautomatic, then every solvable subgroup of G is (finitely generated) abelian by finite.
Proof. By a theorem of Mal'cev's [Se] , a solvable group is polycyclic iff each of its abelian 2-step subnormal subgroups is finitely generated. If G is linear and biautomatic, all of its abelian subgroups are finitely generated. Hence Mal'cev's theorem shows all solvable subgroups of G are polycyclic. By Theorem 6.15 all polycyclic subgroups of G are abelian by finite. Thus all solvable subgroups of G are abelian by finite.
Remark 6.19. It is completely open whether any of the results of this section, proved in the setting of biautomatic groups, remain valid in the setting of automatic groups. In fact, at the time of writing, there is no known example of an automatic group which does not also have a biautomatic structure. However the results fail in the setting of asynchronously automatic groups. For example, it follows from [BGSS] that all Baumslag-Solitar groups x, y | yx k y −1 = x l are asynchronously automatic. The centralizer of the element represented by x in the group x, y | yxy −1 = x 2 is isomorphic to the additive group of dyadic rational numbers, and hence it is not finitely generated. Furthermore, although we showed in [GS2] that biautomatic groups have a solvable conjugacy problem, it is shown in [BGSS] , using earlier results of C. F. Miller III, that the conjugacy problem for general asynchronously automatic groups is unsolvable. §7 Open questions
We finish off with some questions raised by the results here. Which groups G have a rational structure such that every finitely generated subgroup of G is rational? In particular, such groups have FGIP (a group has FGIP if the intersection of any two finitely generated subgroups is also finitely generated). A well known example for which FGIP fails is the direct product of a non abelian free group with Z [Ja, page 76]. Does Z 2 have such a rational structure? As another particular case of the first question, consider the fundamental group G of a compact hyperbolic Riemann surface. If (A, L) is the rational structure of all geodesics in the Cayley graph of G, is every finitely generated subgroup of G L-rational? In this case G has FGIP by a result of Greenberg's [Gg] . The same question can be raised about the class of geometrically finite Kleinian groups.
Is a finite extension of a biautomatic group also biautomatic? Finite extensions of automatic groups are automatic [CEHPT, §14] but the language produced there for the extension need not be the language of a biautomatic structure, as simple examples show. A necessary condition that finite extensions of biautomatic groups be biautomatic is that the fixed subgroup of an automorphism of finite order of a biautomatic group be biautomatic (this follows from Proposition 4.3). It seems to us that such a fixed point result would be of independent interest. It is important to note here that the fixed subgroup of an automorphism of a biautomatic group need not even be finitely generated in general. For example, let G = F × C, where F is free with the free basis a, b and C is infinite cyclic with generator c. The automorphism φ of G given by a → a, b → bc, c → c has fixed subgroup N × C, where N is the normal closure of a in F . Thus the fixed subgroup of φ is not finitely generated.
Is the fixed subgroup of an automorphism of a hyperbolic group G rational (for the language of all geodesics in the Cayley graph of G)? It is known that the fixed subgroup is finitely generated [Pa] [Co] , but in general finitely generated subgroups of hyperbolic groups need not even be finitely presented [Ri] .
If G is a biautomatic group and A is a finite set of semigroup generators, is the set {τ G,A (g) | g ∈ G} a discrete set of real numbers? This is true for hyperbolic groups by [Gr, 5.2C, page 138] .
Can a finitely generated infinite torsion group be a subgroup of a group with a rational (automatic, biautomatic) structure? No such group can be a rational subgroup by Proposition 2.1. By [BGHHSST, Theorem 8.37] , every subgroup of a hyperbolic group is either finite or contains Z as a subgroup of finite index or contains a nonabelian free subgroup. It follows that there are no infinite torsion subgroups of a hyperbolic group.
Is every abelian subgroup of a biautomatic group finitely generated? If so, it would follow from Theorem 6.15 above and a result of Mal'cev's [Se] that every solvable subgroup of a biautomatic group is abelian by finite.
If G is a biautomatic group, does the set of subgroups of the form C G (S), where S is a finite subset of G, satisfy the descending chain condition?
Is the group Sl 2 (O) combable, where O is the ring of algebraic integers in a real quadratic number field? Recall that a finitely generated group is called combable [Al] if there is a Lipschitz contraction of the vertex set of the Cayley graph to the base point. If the answer is affirmative, then by Proposition 6.14 one has an example of a combable group which is not biautomatic. Finally, we note that there is a formal similarity between translation numbers and the rotation number ρ(f ) of an orientation preserving homeomorphism f : S 1 → S 1 of the circle S 1 = R/Z. Recall that ρ(f ) = lim n→∞ F n (0) n (mod 1), where F is a is a lift of f to R, so that F (x + 1) = F (x) + 1 for all x ∈ R. We would like an explanation for this similarity and indeed a better geometric interpretation for translation numbers.
Proposition A3. There is a positive constant λ so that for all g ∈ G one has 1 λ τ G,A ≤ σ(g) ≤ λ τ G,A .
Suppose now that a group G acts by isometries on the R-tree X (for the definition and properties of R-trees, consult [Sn] ). In this case ρ(g) := inf x∈X d(x, gx) is achieved for some x 0 ∈ X; ρ(x) = 0 iff x 0 is fixed by g, whereas ρ(x) > 0 iff g leaves invariant an isometric copy A g of R in X, called its axis; here d is the metric on X. Choose a base point ∈ X and define |g| = d( , g ). As in the Riemannian case, one shows Lemma A4. We have ρ(g) = lim n→∞ |g n | n for all g ∈ G. If in addition G has a finite set A of semigroup generators, then we can map the Cayley graph Γ to X by mapping a vertex g ∈ G to g and mapping edges homothetically to geodesic segments in X. If λ is the largest expansion factor of an edge of Γ when mapped to the corresponding geodesic segment of X, then we deduce Lemma A5. We have |g| ≤ λ |g| G,A for all g ∈ G.
From lemmas A4 and A5 we deduce Proposition A6. We have ρ(g) ≤ λ τ G,A for all g ∈ G.
Note that ρ(g) will be zero iff g has a fixed point. This will happen whenever G does not act freely on X. As an example, consider the group G presented by x, y | x 2 y 2 = yx 3 . It can be shown by methods of [G3, Appendix] that this group is hyperbolic. However it follows from results of [Ha] that the only two generator groups that act freely on R-trees are free and free abelian. Since G is neither, it follows that ρ(g) = 0 for some g = 1, g ∈ G.
