This paper gaves a widely applicable technique for solving m a n y of the parameter estimation problems encountered in geometric 
Introduction
For many problems related to camera calibration and scene reconstruction, linear algorithms are known for solving for the entity required. In the sort of problem that will be addressed in this paper, a set of data (such as point correspondences) is used to construct a set of linear equations, and solution of these equations, usually in the least-squares sense, provides an estimate of the entity being computed. As examples of such problems we have :
3.
Computation of the trifocal tensor given a set of feature correspondences across three views.
These linear algorithms have been found to give poor quality results on occasions and much research has been expended in seeking more reliable, but complex methods. A previous paper ( [l] ) showed that normalization of the data in a systematic manner will improve the results immeasurably, and such normalization must be routinely carried out. Nevertheless, a common criticism of such linear algorithms is that they "do not minimize the right thing," and we really should be minimizing "geometric error," which is related to the actual means of error occurrence. Although this criticism is correct, it is the thesis of this paper that it really does not matter very significantly whether we minimize algebraic or geometric error. Usually, one may be content with minimizing algebraic error, as long as one enforces the constraints. This leads to simpler and more efficient algorithms than are possible minimizing geometric error.
In these three examples, and many others, the linear algorithm will lead to a solution that does not satisfy certain constraints that the estimated quantity must satisfy. In the cases considered here, the constraints are 1. The skew parameter of a camera matrix estimated using the DLT method will not generally be zero. This constraint, meaning the pixels are rectangular, should be enforced in cases where it is known to hold.
techniques to enforce them. Since iterative techniques are slow and potentially unstable, it is important to use them sparingly. Further, the smaller the dimension of the minimization problem, the faster and generally more stable the solution will be. In this paper an iterative algorithm is used to solve the three problems posed above. In each case the algorithms are based on a common technique of data reduction, whereby the input data is condensed into a reduced measurement matrzx. The size of the iteration problem is then independent of the size of the input set In the case of estimation of the fundamental matrix, only three homogeneous parameters are used to parametrize the minimization problem, whereas for the trifocal tensor, just six parameters are used. The problem of camera calibration solved using the DLT algorithm will be treated first. It will be used to illustrate the techniques that apply to the other problems. Details of the application of this technique to the computation of the fundamental matrix were given in [4] , and are not repeated here. New evaluation results for trifocal tensor estimation are given in this paper.
Computing the Camera Matrix
We consider a set of point correspondences x, t) U, between 3D points x, and image points U,. Our problem is to compute a 3 x 4 matrix P such that Px, = U, for each i.
The Direct Linear Transformation
We begin with a simple linear algorithm for determining P given a set of 3D to 2D point correspondences, x, ++ U,. The correspondence is given by the equation U, = Px,. Note that this is an equation involving homogeneous vectors, thus U, and Px, may differ by a non-zero scale factor. One may, however write the equation in terms of the vector cross product as U, x Px, = 0.
If the 3-th row of the matrix P is denoted by pJT, then we may write Px, = ( p 1 T~Z , p 2 T~t , p 3 T~, ) T .
Writing U, = (U,, U,, w , )~, the cross product may be given explicitly as
Since pJTx, = xZTpJ for j = 1,. . . ,3, this gives a set of three equations, in the entries of P, which may be written in the form Note that (~' , p~, p~)~ which appears in (1) is a 12-vector made up of the entries of the matrix P. Although there are three equations, only two of them are linearly independent. Thus each point correspondence gives two equations in the entries of P. One may choose to omit the third equation, or else include all three equations, which may sometimes give a better conditioned set of equations. In future, we will assume that only the first two equations are used, namely Solving the Equations.
The equations (2) may be denoted by M, p = 0. where the vector p is a 12-vector, corresponding to the 12 entries of P. The set of allequations derived from several point correspondences may be written M p = 0 where M is the matrix of equation coefficients. This matrix M will be called the measurement matrix. The obvious solution p = 0 is of no interest to us, so we seek a non-zero solution.
Data Normalization
One of the most important things to do in implementing an algorithm of this sort is to prenormalize the data. This type of data normalization was discussed in the paper [l] . Without this normalization, all these algorithms are guaranteed to perform extremely poorly. The appropriate transformation is to translate all data points so that their centroid is at the origin. Then the data should be scaled so that the average distance of any data point from the origin is equal to f i for image points and 4 for.3D points.
The algorithms are then carried out with the normalized data, and final transformations are applied to the result to compensate for the normalizing transforms.
Algebraic Error
In the presence of noise, one can not expect to obtain an exact solution to an overconstrained set of equations of the form M p = 0 such as those that arise in the DLT method.
The DLT algorithm instead finds the unit-norm vector p that minimizes IIMpll. The vector E r M p is the error vector and it is this error vector that is minimized. The solution is the unit singular vector corresponding to the smallest singular value of M. 
Geometric Distance
Under the assumption that measurement error is confined to image measurements, and an assumption. of a Gaussian error model for the measurement of 2D image coordinates, the optimal estimate for the camera matrix P is the one that minimizes the error function For points ui = (ui,vi: wi)T and iii = (&i,.iri,wi)T, the geometric distance is
Thus, geometric distance is related to, but not quite the same as algebraic distance.
The Reduced Measurement Matrix
Let ui +) xi be a set of correspondences, and let M be the corresponding measurement matrix. Let P be any camera matrix, and let p be the vector containing its entries. The algebraic error vector corresponding to P is Mp, and its norm satisfies llMp112 = pTMTMp.
In general, the matrix M may have a very large number of rows. It is possible to replace M by a square matrix M such that llMpll = IIfipII for any vector p. In this way, all the information we need to keep about the set of matched points U, t) xi is contained in the single 12 x 12 matrix M. If we wish to minimize algebraic error as P varies over some restricted set of transforms, then this is equivalent to minimizing the norm of the 12-vector IlMpII.
Restricted Camera Mappings
The camera mapping expressed by a general 3D projective transformation is in some respects too general. A non-singular 3 x 4 matrix P with center at a finite point may be decomposed as
where R is a 3 x 3 rotation matrix and
The non-zero entries of K are geometrically meaningful quantities, the internal calibration parameters of P. A common assumption is that s = 0, while for a true pinhole camera, a, = a,.
Given a set of world to image correspondences, one may wish to find a matrix P that minimizes algebraic error, subject to a set of constraints on P. Usually, this will require an iterative solution. For instance, suppose we wish to enforce the constraints s = 0 and a, = a,. One can parametrize the camera matrix using the remaining 9 parameters ( p,, p,, a plus 6 parameters representing the orientation R and location t of the camera). Let this set of parameters be denoted collectively by 4. Then, one has a map P = o ( d , where p is as before the vector of entries of the matrix p. According to Theorem 2, minimizing algebraic error over all point matches is equivalent to minimizing IIMg(q)lI. Note that the mapping q H Mg(q) is a mapping from Rg to R I 2 . This is a simple parameterminimization problem that may be solved using the Levenberg-Marquardt method. The important point to note is the following :
Given a set of n world-to-image correspondences, xi -++ ui, the problem of finding a constrained camera matrix P that minimizes the sum of algebraic distances xi dalg(ui, pxi)' reduces to the minimization of a function R9 4 R1', independent of the number n of correspondences.
If this problem is solved using the LevenbergMarquardt (LM) method, then an initial estimate of the parameters may be obtained by decomposing a camera matrix P found using the DLT algorithm. A central step in the LM method is the computation of the derivative matrix (Jacobian matrix) of the function being minimized, in this case Mg(q). Note that dMg/dq = Mdg/dq. Thus, computation of the Jacobian reduces to computation of the Jacobian matrix of g, and subsequent multiplication by M .
Minimization of 1 lMg(q) I I takes place over all values of the parameters q. Note, however, that if P = K[R I
-Rt] with K as in (8) then P satisfies the condition&+ p;,+p; = 1, since these entries are the same as the last row of the rotation matrix R. Thus, minimizing Mg(q) will lead to a matrix P satisfying the constraints s = 0 and k, = k, and scaled such that p& + p i 2 + p i = 1, and which in addition minimizes the algebraic error for all point correspondences.
Experimental Evaluation
Experiments were carried out with synthetic data to evaluate the performance of this algorithm. The data were created to simulate a standard 35" camera with a 35" focal length lens. A set of points were synthesized inside a sphere of radius l m , and the camera was located at a distance of about 2.5m from the center of the sphere. The image is sampled so that the magnification factors are au = a, = 1000.0, the same in each direction. This corresponds to a pixel size of 35pm for a 35" camera. Experiments were carried out to find the camera matrix with four different assumptions on known camera parameters.
1. There is no skew : s = 0. The number of remaining degrees of freedom d for the camera matrix is equal to 10.
There is no skew and the pixels are square : s = (
and a, = a,. This corresponds to the situa tion for a true pinhole camera where image CO ordinates are measured in a Euclidean coordinatt frame. In this case, d = 9.
In addition to the above assumptions, the principal point (uo, WO) is assumed to be known. Therc remain d = 7 degrees of freedom.
The complete internal calibration matrix K in (8) is assumed to be known. However, the pose oj the camera is unknown. Thus d = 6.
To evaluate the performance of the algorithm, the result was compared with the optimal estimate with different degrees of noise. Thus, Gaussian noise with a given variance was added to the image coordinates of each point, and the camera matrix was estimated. The residual error was then computed, that is the difference between the measured and projected pixel. It is known (see [5] ) that the expected lower bound on the root mean squared residual error is equal to
where a is the standard deviation of the input noise, N is the number of measurements (in this case 2 x number of points), and d is the number of degrees of freedom of the object being estimated. This represents the performance of an optimal estimation technique, and we can not do better. Since the residual error appeared to grow proportionally to injected noise (at least for noise levels less than about 10 pixels), a value of = 1 pixel was used in the experiments. For each level of noise CJ, the camera matrix was estimated 100 times with different noise. The residual error was RMS-averaged over all 100 runs and compared to the optimal value.
Results of the experiments are shown in Fig 1. The results show that minimizing algebraic error gives an almost optimal estimate of the camera matrix. In fact, the residual error is scarcely distinguishable from the optimal value. This is true in each of the four calibration problem types tried.
Computation of the Trifocal Tensor
The trifocal tensor ([3, 2] ), relates the coordinates of points or lines seen in three views in a similar way to that in which the fundamental matrix relates points in two views.
The basic formula relates a point U in one image and a pair of lines A' and A" in the other two images. Provided there is a point x in space that maps to U in the first image and a point on the lines A' and A" in 
. ,25, where n is the number of points used to estimate the camera matrix. Four different levels of knowledge of the internal camera matrix were tried, correspondinjg t o the four different graphs. In each of the graphs, the solid line represents the result of our iterative DLT algorithm, and the almost identical dotted line is the optimal estimate. In all f o u r graphs, these two lines are barely distinguishable. For comparison, the results of a further method are also plotted. In this method, the complete calibration matrix K in (8) is estimated using the QR decomposition, and the known internal parameters are subseque:rztly set to their known values. This method performs very poorly for small numbers of points, lying well 08 the graph, and is markedly inferior to the optimal estimation method even f o r larger numbers of points.
the other two images, the following identity is satisfied u2X' 3 k z X"TJk = 0 (10)
Here we are using tensor notation, in which a repeated index appearing in covariant (lower) and contravariant (upper) positions implies summation over the range of indices ( namely, I , . . . , 3 ) . This equation may be used to generate equations given either point or line correspondences across three images. In the case of a line correspondence, X +)
A' +f A" o m selects two points uo and u1 on the line A, and for each of these points one obtains an equation of the form (10). In the case of a point correspondence U f+ U' f+ U" one selects any lines A' and A" passing through U' and U'' respectively. Then (10) (10) give rise to a set of equations of the form M t = 0 in the 27 entries of the trifocal tensor. From these equations, one may solve for the entries of the tensor. As before, for any tensor T:k the value of M t is the algebraic error vector associated with the input data.
Consider the analogy with the 8-point algorithm for computing the fundamental matrix in the twoview case. The fundamental matrix has a constraint det F = 0 that is not in general precisely satisfied by the solution found from linear algorithm. In the case of the trifocal tensor, there are 27 entries in the tensor, but the camera geometry that it encodes has only 18 degrees of freedom. This means that the trifocal tensor must satisfy 8 constraints, apart from scale ambiguity to make up the 27 degrees of freedom of a general 3 x 3 x 3 tensor. The exact form of these constraints is not known precisely. Nevertheless, they must be enforced in order that the trifocal tensor should be well behaved. It will now be shown how this can be done, while minimizing algebraic error.
Formula for the Trifocal Tensor.
We denote the three camera matrices P' and P" by U; and bi respectively, instead of by p$ and pyi. Thus, the three camera matrices P, P' and P" may be written in the In this notation, the formula for the entries of the trifocal tensor is :
Our task will be to compute a trifocal tensor T / k of this form from a set of image correspondences. The tensor computed will minimize the algebraic error associated with the input data. The algorithm is similar to the one given in [4] for computation of the fundamental matrix. As with the fundamental matrix, the first step is the computation of the epipoles.
Retrieving the epipoles
We consider the task of retrieving the epipoles from the trifocal tensor. If the first camera has matrix P = [I I 01, then the epipoles e21 and e31 are the last columns U: and bi of the two camera matrices P' = [U:] and P" = [b;] respectively. These two epipoles may easily be computed from the tensor T:k according to the following proposition. This proposition translates easily into an algorithm for computing the epipoles ([3, 21) . This algorithm may be applied to the tensor T:k obtained from the linear algorithm to obtain a reasonable approximation for the epipoles.
Constrained Estimation of the Trifocal Tensor
From the form (11) of the trifocal tensor, it may be seen that once the epipoles e21 = U: and e31 = bi are known, the trifocal tensor may be expressed linearly in terms of the remaining entries of the matrices [U:] and [ bt 1.
Assuming the epipoles U: and b i to be known, we may write t = H a where a is the vector of the remaining entries U ; and b3, t is the vector of entries of the trifocal tensor, and H is the linear relationship expressed by (11). We wish to minimize the algebraic error l l M t / l = IlMHall over all choices of a constrained such that lltlI = IlHall = 1. Writing f = Ha where a is the solution vector, we see that minimizes algebraic error IlMfll subject to the condition that T:' is of the correct form (ll), for the given choice of epipoles.
Thus, finding the best T,3k is reduced to the solution of a simple minimization problem. Details of how to solve this problem are contained in the next section.
'It does not do to minimize IlMHalI subject to the condition llall = 1, since a solution to this occurs when a is a unit vector in the right null-space of H. In this case, H a = 0, and hence IlMHtll = 0.
A Constrained1 Minimization Problem
We consider the minimization problem : given matrices M and H, minimize llMtll subject to lltll = l and the additional constraint t = H a for some vector a.
This problem may be posed in terms of finding the vector a, in which case it becomes : minimize IlMHall subject to the condition IIHall = 1.This problem is solved as follows. Let the Singular Value Decomposition of H be H = UDVT. Let n be the rank of matrix H -in the tensor estimation problem being considered, rankH = 15. Then D has n non-zero diagonal entries. We assume that the non-zero entries of D precede the zero entries along the diagonal. Let U' be the matrix consisting of the first n columns of U, let V' consist of the first n columns of V and let D' be the top-left n x n minor of D, containing the non-zero diagonal entries. The minimization problem them becomes : minimize IIMU'D'VrTall subject to IIU'D'V'Tall = 1. This last condition is equivalent to IID'V'TalI = 1, since U' has orthogonal columns. Now writing t' = D'VrTa, the problem becomes : minimize IIMU't'll subject to Ilt'lI = 1. Note that if the value of a is not specifically required, then t may be computed without explicitly computing a, as follows : H a = U'D'V'Ta = U't'. The complete algorithm is fol!lows. Algorithm : Given matrices M and H, find the vector t that minimizes IlMtll subject to = 1 and the additional condition t = Ha for some vector a.
Solution :
Compute the SVD 14 = UDVT such that the nonzero values of D appear first down the diagonal.
Let U' be the matrix comprising the first n columns of U, where n is the rank of H. Further, let V' consist of the first n columns of V and D' consist of the n first, rows and columns of D.
Find the unit vectcir t' that minimizes IIMU't'll. This is the singular vector corresponding to the smallest singular value of MU'.
4. The required vector t is given by t = U't', A vector a such that t = H a is given by a = V'D'-l t'.
Iterative Solution.
We have just seen how in terms of algebraic error, the optimal T,jk may be computed if the two epipoles are known. The two epipoles used to compute a correct constrained tensor T,jk are computed using the estimate of T:k obtained from the linear algorithm.
Analogous to the case of the fundamental matrix described in [4] , the mapping (e21,e31) e MHa is a mapping R6 -+ R2?. An application of the LevenbergMarquardt algorithm to optimize the choice of the epipoles will result in an optimal (in terms of algebraic error) estimate of the trifocal tensor. Note that the iteration problem is of modest size, since only 6 parameters, the homogeneom coordinates of the epipoles, are involved in the iteration problem. Since the function being minimized is quite complex, derivatives are computed numerically. In general terms, the steps of the estimation problem are 1.
2.
3.
4.

5.
Compute the reduced measurement matrix M from the given data.
Obtain an initial estimate of the epipoles e21 and e31 from an initial estimate of T !~.
Compute the matrix H expressing the trifocal tensor (represented by vector t) in terms of the epipoles.
Use the constrained minimization method of section 3.3 to find the best value of t = H a and compute the algebraic error vector M t .
Iterate these last two steps with different values of the epipoles, so as to minimize the error vector.
The size of the iteration problem contrasts with an iterative estimation of the optimal trifocal tensor in terms of geometric error. This latter problem would require estimating the camera parameters of the three cameras, plus the coordinates of all the points -a large estimation problem.
Experimental Results
Once more, the iterative algorithm for computing the trifocal tensor was tested with synthetic data. The configuration of the points and cameras was similar to that used for the DLT algorithm, but in this case there were three cameras aimed at the point set from random angles. given by the formula (9). In this case, if n is the number of points, then the number of measurements is N = 672, and the number of degrees of freedom in the fitting is d = 18 + 372, where 18 represents the number of degrees of freedom of the three cameras (less 15 to account for projective ambiguity) and 3n represents the number of degrees of freedom of n points in space.
Conclusion
Experimental evidence backs up the assertion that minimizing algebraic distance can usually give good results at a fraction of the computation cost associated with minimizing geometric distance. The great advantage of the method for minimizing algebraic error given in this paper is that even for problems that need an iterative solution the size of the iteration problem is very small. Consequently, the iteration is very rapid and there is reduced risk of falling into a local minimum, or otherwise failing to converge.
The method has been illustrated by applying it to three problems. For the computation of the fundamental matrix, iteration is over only three homogeneous parameters. (For details see [4] .) For the trifocal tensor, iteration is over 6 parameters. This leads to more effici6methods than have been previously known.
The general technique is applicable to problems other than those treated here. It may be applied in a straight-forward manner to estimation of projective
The results are shown in Fig 2. transformations between 2 or 3-dimensional point sets.
In these problems, iteration is necessary if one restricts the class of available transformations to a subgroup of the projective group, such as planar homologies conjugates of rotations.
