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Abstract
In this thesis we study biased randomly trapped random walks. As our main mo-
tivation, we apply these results to biased walks on subcritical Galton-Watson trees
conditioned to survive. This application was initially considered model in its own
right.
We prove conditions under which the biased randomly trapped random walk
is ballistic, satisfies an annealed invariance principle and a quenched central limit
theorem with environment dependent centring. We also study the regime in which
the walk is sub-ballistic; in this case we prove convergence to a stable subordinator.
Furthermore, we study the fluctuations of the walk in the ballistic but sub-diffusive
regime. In this setting we show that the walk can be properly centred and rescaled so
that it converges to a stable process.
The biased random walk on the subcritical GW-tree conditioned to survive
fits suitably into the randomly trapped random walk model; however, due to a lattice
effect, we cannot obtain such strong limiting results. We prove conditions under which
the walk is ballistic, satisfies an annealed invariance principle and a quenched central
limit theorem with environment dependent centring. In these cases the trapping is
weak enough that the lattice effect does not have an influence; however, in the sub-
ballistic regime it is only possible to obtain converge along specific subsequences.
We also study biased random walks on infinite supercritical GW-trees with
leaves. In this setting we determine critical upper and lower bounds on the bias such
that the walk satisfies a quenched invariance principle.
v
Chapter 1
Introduction
Over the last forty years random motions in random media have been intensively
studied, resulting in the emergence of many new interesting phenomena, mathematical
models and probabilistic techniques. A large driving force in this work has been
due to a variety of probabilistic models originating from physical sciences including
condensed matter physics, reaction kinetics and polymer dynamics where diffusion in
inhomogeneous media is of considerable interest (e.g. [12]). Specifically, models of
random traps are of particular interest in physical chemistry where many of the issues
are closely linked to the analysis of the Schro¨dinger equation and random potentials
(see [39]).
A fundamental topic in the field of random walk in random environment is the
evolution of the displacement of the walk from its origin and how it is influenced by
fluctuations in the environment. In a wide range of models of random walks in random
environments this is driven by a trapping mechanism where the randomness of the en-
vironment creates adverse regions which slow the walk. In recent years there has been
much progress in models which involve trapping; a review of recent developments in a
range of models of directionally transient and reversible random walks on underlying
graphs is given in [9].
As our main example we consider biased random walks on Galton-Watson
(GW) trees conditioned to survive. These trees consist of an infinite backbone with
finite trees attached as branches. The branches form dead-ends in the environment
which makes it a natural setting for observing trapping as the walk is slowed by taking
excursions in the finite sections of the tree. The influence of the bias on the trapping
is an important feature of the model; as the bias is increased the local drift away from
the root will increase but this does not necessarily speed up the walk. This is because
it increases the time trapped in the finite leaves from which the walk cannot escape
without taking long sequences of movements against the bias.
One of the canonical models in the field is the so-called random walk in random
environment. This is not the main focus of the thesis so we will not introduce it in great
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length; see [74] and [77] for a more detailed history. In this model we consider a fixed
graph and sample an environment by randomly choosing the transition probabilities
at each vertex independently from a fixed distribution. Trapping is caused by ‘bad
pockets’ in the environment which reverse the imposed drift thus slowing the walk.
Although some progress has been made in the generalised set-up (e.g. [47]), most work
has focussed around using Zd (for d ≥ 1) as the fixed underlying graph.
The one dimensional model received much attention in the 1970s; firstly in [70]
where conditions for transience and an expression for a limiting speed were determined
and then in [50] where fluctuations and central limit theorems have been studied in
greater detail. There has also been a slightly more recent interest with large deviation
results having been determined in [30] and the case of the non-i.i.d. environment being
considered in [3]. The renowned ‘environment viewed from the particle technique’
(introduced in [64] and developed in [29], [51]) acted as a major breakthrough for this
model and although the technique has been developed in a more general setting (see
[68]) it has had little impact for higher dimensions.
More recently, the higher dimensional model has been studied in greater detail.
By using a renewal structure, a law of large numbers has been shown in [75] and, using
a then new technique, functional central limit theorems have been proved in [21]. This
latter technique allows an annealed invariance principle to be extended to a quenched
version when the dimension is sufficiently high. The technique is now sufficiently well
developed to be applied in a wide range of random walk models.
Another archetypal model in the field is that of random walk on supercritical
percolation clusters. In this model we consider, for the environment, the unique infinite
cluster in supercritical Bernoulli bond percolation on Zd for d ≥ 2 (see [41] for an
overview). This defines a random graph which, since there is positive probability that
the cluster contains any fixed vertex, can be conditioned to contain the origin as a root
for the random walk. This is one of many natural examples which exhibit anomalous
behaviours caused by inhomogeneity in the environment.
One of the major features of the model is the occurrence of trapping; if we
introduce a weak bias then the walk moves at positive speed whereas if the bias is
strong then the speed vanishes (see [73]). This rather counter-intuitive behaviour
occurs because, as the walker is pushed into new regions by the bias, it encounters
dead-ends that act as traps which hinder its escape from the root. The trapping
mechanism becomes stronger as the bias is increased because the greater bias makes
it more difficult for the walk to escape the traps. This behaviour is very similar to
that of the random walk on GW-trees.
Both the isotropic and anisotropic walks have been studied in some detail with
renormalisation and harmonic deformation techniques yielding rewarding outcomes. It
has been shown in [42] that the isotropic walk is almost surely transient in dimension
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d ≥ 3 (but is centred and therefore clearly sub-ballistic). The anisotropic walk is
also transient in dimension d ≥ 2 (see [14] or [73]) and experiences a phase transition
from ballistic to sub-ballistic as the bias is increased above the critical value which has
been identified in [37]. Moreover, regimes (both isotropic and anisotropic) such that
a functional central limit theorem holds have been determined in [13], [37] and [58].
The Bouchaud trap model was introduced in [22] in order to study aging phe-
nomenon in spin-glasses at low temperature. In this trapping model we randomly
assign a depth ωx to each vertex x of a graph; this forms the environment. For a
fixed environment, we then consider a continuous time random walk with independent
exponentially distributed holding times with mean ωx from site x. This model has
been discussed in great detail in the physics literature (e.g. [23], [61] and [69]) in the
context of non-equilibrium phenomena in disordered systems.
A key feature in many of these physical models is aging in which the decor-
relation properties of the system are time dependent. This property of aging relates
to localisation of the random walk in the Bouchaud trap model. Indeed, it has been
shown in [35] that, for the Bouchaud trap model on Z, if the depths belong to the
domain of attraction of a stable law with index α < 1 (so that the depths ωx have
infinite mean) then the walk is subdiffusive and (suitably scaled) converges to the FIN
singular diffusion. This limit process is a Brownian motion time changed by the inverse
of a stable subordinator evaluated at the local time of the Brownian motion (driven by
a speed measure associated with the environment). That is, the convergence is such
that the limit is environment dependent as the walk is slowed in areas of the graph
with particularly deep traps.
The picture in higher dimensions is rather different. In this case we see, as
the limit, the fractional kinetics process (see [5], [8] and [63]). That is, a Brownian
motion time changed by the inverse of a stable subordinator which is independent
of the Brownian motion. Specifically, the walk is slowed to the same extent but the
spatial aspect is insignificant because the walk never stays in one area for very long.
This is, in fact, the same limit observed for the continuous time random walk with
infinite mean waiting time (see [59] and [62]). For a more detailed account we direct
the reader to [7] which gives a summary of mathematical results for the Bouchaud
trap model in dimensions d ≥ 1 and also more detail in its relation to spin-glasses.
Recently, a more general model of randomly trapped random walks was in-
troduced in [6] to generalise models such as the Bouchaud trap model and provide
a framework for studying random walks on other random graphs in which trapping
naturally occurs such as biased random walks on percolation clusters and random
walk in random environment. In this general model, rather than defining the trap at
each vertex by a single variable (i.e. the depth), we randomly assign to each vertex
a probability measure supported on (0,∞). We consider this collection of probability
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measures as the environment and then, for a fixed environment, consider a random
walk with independent holding times distributed according to the measure associated
with the site at which the walk is positioned.
In the seminal paper [6] it is shown that the possible scaling limits of the
unbiased randomly trapped random walk on Z belong to a certain class of time changed
Brownian motions called randomly trapped Brownian motions. This class of processes
includes both the fractional kinetics process and the FIN diffusion but also a much
larger class of processes called spatially subordinated Brownian motions in which the
time change encodes the spatial inhomogeneity in a more intricate way than for the
FIN diffusion. Higher dimensional (d ≥ 2) unbiased randomly trapped random walks
have been studied further in [27] where a complete classification of the possible scaling
limits is given.
These random walk models are just a few of many instances of statistical me-
chanics in random media that are considered by physicists and mathematicians alike.
Many of these act as a stepping stone for the understanding of more complicated pro-
cesses. For an overview of recent development for some such processes, including the
random walk on the incipient infinite cluster and other diffusion processes on fractals,
we direct the reader to [52].
The remainder of this chapter will be used to introduce the main models we
study throughout the thesis in greater detail. These models include the randomly
trapped random walk and biased random walks on subcritical and supercritical GW-
trees conditioned to survive. In Chapter 5 we will briefly consider several other models
including the Bouchaud trap model. These will be used to demonstrate how the
randomness in the model influences the limiting behaviour and to conjecture results
for random walks on GW-trees. Because we view these models as a mechanism for
studying random walks on GW-trees, we will not describe them in greater detail here,
leaving a more precise definition for Chapter 5. A slightly more detailed description of
the results we prove for each model is given in Sections 1.1 and 1.2 which describe the
models; however, the precise statements of the theorems will always be given at the
beginning of the chapter. Throughout the thesis we will use many results for random
walks on fixed trees, random walks on Z, properties of stable laws and various other
classical results. To avoid repetition and highlight some of the most important results,
we will state and prove a range of technical lemmas in Chapter 2.
In Chapter 3 we investigate biased RTRWs on Z and apply the results to
random walks on subcritical GW-trees conditioned to survive. To begin, we prove
conditions under which the random walk is ballistic; that is, the walk has a positive
limiting speed. We then show that this speed satisfies an Einstein relation; more
specifically, that the derivative of the speed (with respect to the bias) converges to
half of the diffusion coefficient as we approach the unbiased case. This speed is then
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used to centre the random walk in order to prove an annealed functional central limit
theorem; namely, we consider a renewal argument similar to that of [72] to prove that
the position of the walk can be centred and rescaled so that the process converges in
distribution to a Brownian motion. We then adapt a technique used in [40] to derive a
quenched central limit theorem with an environment dependent centring. We conclude
the chapter by applying these results to biased random walks on subcritical GW-trees
conditioned to survive.
In Chapter 4 we study biased random walks on subcritical GW-trees condi-
tioned to survive in the sub-ballistic regime. Briefly, the sub-ballistic regimes splits
into four phases depending on the bias and the stability of the offspring law. We will
discuss these phases in greater detail after a more precise definition of the tree. In one
of the phases we have that the walk is recurrent and we do not study this further. In
the other three sub-ballistic phases the walk is transient but slowed due to character-
istics of the tree. In each of these cases we determine the correct polynomial scaling
such that the walker’s distance from the root converges to some non-trivial limit.
In Chapter 5 we consider the randomly trapped random walk in the sub-
diffusive regime; that is, when the trapping is too strong to obtain a central limit
theorem. This splits into two distinct phases depending on whether the holding times
have finite mean. When the expected holding time is infinite we have that the walk is
sub-ballistic. In this general setting we give conditions under which the position of the
walk converges, after suitable rescaling, to the inverse of a stable subordinator. This
is not possible for the random walk on the subcritical GW-tree because of a so-called
lattice effect which we will explain in greater detail in Section 1.2.2. The other phase
we consider is where the holding times have finite mean but infinite variance. In this
setting we are able to apply the speed result from Chapter 3 but the fluctuations are
too large to obtain a central limit theorem. Here, we prove a condition which shows
that, under suitable centring and rescaling, the walk converges in distribution to a
stable process. We then apply these results to some of the classical models of random
walks in one-dimensional random environments; most notably the comb model which
can be seen as a logical intermediary for the study of random walks on subcritical
GW-trees.
In Chapter 6 we move onto random walks on supercritical GW-trees conditioned
to survive. Unlike the random walk on the subcritical GW-tree conditioned to survive,
this model does not easily fit into the randomly trapped random walk model. Despite
this, we are able to use many estimates for trapping times proved throughout the
thesis alongside existing framework (due to [10], [55] and [65] among others) in order
to prove new results. In particular, we extend a result from [65] to prove a quenched
functional central limit theorem and develop a result from [10] concerning the correct
polynomial scaling of the walk in the sub-ballistic regime.
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Throughout the thesis we have used a large amount of notation, some of which
varies between chapters. We include a note on the notation used and a list of the
important, frequently used notation in the glossary.
1.1 Randomly trapped random walks
We next introduce the general RTRW model in more detail. Fix a graph G = G(V,E)
and let (Yk)k≥0 be a random walk on G with a law P . For x ∈ V write
L(x, n) :=
n∑
k=0
1{Yk=x}
for the local time of Y at site x by time n. We define a random environment ω
as a sequence of (0,∞)-valued probability measures (ωx)x∈V with environment law
P := pi⊗V for a fixed law pi. For a fixed environment ω, let (ηx,i)x∈V,i≥1 be independent
with ηx,i ∼ ωx. Writing
Sn :=
∑
x∈V
L(x,n−1)∑
i=1
ηx,i =
n−1∑
k=0
ηYk,L(Yk,k) and S
−1
t := inf{k ≥ 0 : Sk > t}
we then define the randomly trapped random walk by
Xt := YS−1t
.
This process is then a continuous time random walk on G with kth holding time ηk :=
ηYk,L(Yk,k) and we write η := (ηk)k≥0 to be the sequence of holding times. That is, for
a fixed environment ω and walk Y , the random variables ηk for k ≥ 0 are independent
with law ωYk . For convenience we will define St = Sbtc where btc := max{k ∈ Z : k ≤ t}
for non-integer t ∈ R. We let Pω denote the law over X for the fixed environment ω
and P(·) := ∫ Pω(·)P(dω) the annealed law.
This model was first introduced in [6] primarily to study the case in which the
embedded walk (Yk)k≥0 is a simple, symmetric random walk on Z. This setting is
used to develop the foundations and gain some understanding of the possible scaling
limits that arise in this general model. It is shown that the scaling limits belong to
a large class of time changed Brownian motions (called randomly trapped Brownian
motions) where the time change may retain much of the randomness of the spatial
inhomogeneity. This includes the FK-process, the FIN diffusion and also a new class
of processes called spatially subordinated Brownian motions which are time changes
of Brownian motions where the time change reflects the randomness of the spatial
structure in a more complex manner than in the FIN case. Specifically, it is shown
that the asymptotic behaviour of Xt is, in general, a mixture of a fractional kinetics
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process and a spatially subordinated Brownian motion.
In [27], the model in which the embedded walk is a genuinely d-dimensional
centred random walk on Zd (for d ≥ 2) with finite range jump distribution is studied.
In this setting, it is shown that the only scaling limits are the constant time changed
Brownian motion and the fractional kinetics process. That is, the limiting process is
independent of the spatial randomness because the embedded walk does not spend
a significant amount of time in any area of the graph. This generalises previously
well known results for models such as the continuous time random walk [59] and the
Bouchaud trap model [8]. These results for the general model of randomly trapped
random walk are in the annealed setting whereas, in many cases, quenched results
are known for specific models; for instance, the Bouchaud trap model [36], [63]. It
should be the case that the annealed convergence to Brownian motion extends to a
quenched result in high enough dimension by using the technique developed in [21].
The reason for this is that the randomness of the embedded walk creates a mixing in
the environment which results in no specific trap (or ‘small’ collection of traps) having
a significant impact on the fluctuations. We consider this approach later when we
investigate random walks on supercritical GW-trees.
In this thesis we consider the randomly trapped random walk model in which
the embedded walk (Yk)k≥0 is a simple, biased random walk on Z. That is, we write
Yk :=
∑k
j=1 χj for a sequence of i.i.d. random variables (χj)j≥1 satisfying P(χj =
−1) = (β + 1)−1 = 1 − P(χj = 1). This model will be the main focus of Chapters
3 and 5. Although we have the same underlying graph as studied in [6], we do not
observe time changes which retain the randomness of the spatial composition in the
same way. The reason for this is that the bias constantly forces the walk into new
regions of the graph making it unlikely that the walk spends a large amount of time in
any finite region. The walk is, therefore, transient and in many ways behaves somewhat
similarly to the walk in a higher dimensional graph. The main exception to this is
that the walk can only escape along a single path; this means that, in the quenched
setting, the fluctuations of the walk are, in part, driven by the specific inhomogeneity
in the environment.
In Chapter 3 we prove a law of large numbers and two central limit theorems
for the randomly trapped random walk on Z. That is, in Theorem 3.1, we show that if
the bias is positive (β > 1) and the expected holding time η0 (under P) is finite, then
Xnt/n converges P-a.s. to the deterministic process νβt where νβ is a known constant
(called the speed). We then show that this speed satisfies an Einstein relation; more
specifically,
lim
β→1+
d
dβ
νβ =
Υ
2
where Υ is the diffusion coefficient of the unbiased walk.
Following this, we prove the annealed invariance principle Theorem 3.2. This
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states that, if β > 1 and E[η20] <∞ then for some ς ∈ (0,∞)
Bnt :=
Xnt − ntνβ
ς
√
n
converges in P-distribution to a Brownian motion. We prove this by considering a
renewal argument similar to that of [72].
For the final CLT result for the RTRW, we adapt the technique used in [40] (to
prove a quenched CLT for a random walk in random environment) to derive a quenched
central limit theorem with an environment dependent centring (Theorem 3.3). That
is, we show that if β > 1, E[η20] <∞ and for some ε > 0 that E[Eω[η0]2+ε] <∞ then
there exists ϑ ∈ (0,∞) such that for P-a.e. ω there exists an environment dependent
centring Gω(n) such that
Xn − Gω(n)
ϑ
√
n
converges in distribution to a standard Gaussian. In particular, we show that the
known function Gω(n) can be written as the annealed, deterministic centring with
an environment dependent correction where this correction is a sum of centred i.i.d.
random variables (with non-zero variance) under the environment law. This shows
that the correction obeys a central limit theorem under P which means that it has√
n fluctuations and is, therefore, necessary.
A quenched central limit theorem has not been proved for the randomly trapped
random walk in Zd for d ≥ 2 although it has been shown in [27] that, for the unbi-
ased walk, if E[η0] <∞ then Xntn−1/2 converges in distribution to a scaled Brownian
motion under the annealed law. Using the technique developed in [21] it should be
possible to extend this to a quenched result in dimension d ≥ 4 without the need for
an environment dependent centring; similarly, this should also hold for the unbiased
case. In dimensions d ≤ 3 the technique cannot be applied because it relies on two
independent copies of the walk not visiting the same vertices at large times. By com-
parison with the Bouchaud trap model (see [7]) we expect that a quenched functional
central limit theorem should still hold (at least in the unbiased case) for d = 2, 3.
In Chapter 5 we consider the randomly trapped random walk when the trapping
is too strong to obtain a central limit theorem. In this setting there are two distinct
phases depending on whether E[η0] < ∞. In both cases we prove functional limiting
results for the position of the walk.
When E[η0] = ∞ we have that the walk is sub-ballistic. In this setting, our
main result is Theorem 5.1 in which we show that if β > 1, there exists an regularly
varying with index 1/α for some α ∈ (0, 1) and for any k ∈ N and some function f we
have that
−n log
(
E
[
Eω
[
exp
(
λη0
an
)]k])
∼ f(k)λα
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then Xant/n converges in P-distribution to the inverse of an α-stable subordinator.
The other phase we consider is where E[η0] <∞ but E[η20] =∞. In this setting
we are able to apply the speed result from Chapter 3 but the fluctuations are too
large to obtain a central limit theorem. The aim of this case is to prove Theorem 5.2.
Here, we show that if β > 1, there exists an regularly varying with index 1/α for some
α ∈ (1, 2) and for any k ∈ N and some function f we have that
n log
(
E
[
Eω
[
exp
(
λ(η0 − E[η0])
an
)]k])
∼ f(k)λα
then (Xnt − ntνβ)/an converges in P-distribution to a stable process with index α.
These two asymptotic conditions for the sub-diffusive regimes appear to be
quite technical however they relate to the usual stable law conditions (as we discuss
in Chapter 5) and are, in fact, quite applicable as we shall show in a range of exam-
ples. Importantly, these conditions only depend on a single excursion. This makes
dealing with the quenched law much more straightforward since we no longer need to
understand the correlation between the number of times traps are entered.
1.2 Random walks on trees
Our main motivation for investigating the randomly trapped random walk model is
the study of biased random walks on GW-trees conditioned to survive. A GW-tree
conditioned to survive consists of an infinite backbone with finite trees attached as
branches. These branches form dead-ends in the environment which makes it a natural
setting for observing trapping as the walk is slowed by taking excursions in the branches
of the tree.
In this section we introduce the general framework of random walks on trees
with particular focus on GW-trees. We then briefly describe the main results that
we later prove for these models. By a tree we mean a rooted, locally finite graph
T which contains no cycles and we let d be the graph distance metric on T . We
denote by ρ the root and refer to the collection of vertices of graph distance k from
ρ as the kth generation of the tree. For vertices x, y ∈ T which are neighbours
(i.e. d(x, y) = 1) we say that x is the parent of y (equivalently y is a child of x) if
d(ρ, x) = d(ρ, y)−1; that is, x belongs to the generation before y. We then let c(x) be
the set of children of x and←−y to be the unique parent of y (when y 6= ρ). We say that
y is a descendant of x (equivalently x is an ancestor of y) if the unique self-avoiding
path between ρ and y passes through x. We then denote by Tx the maximal subtree
formed by the descendants of x (where we consider Tx to be rooted at x). We define
H(T ) := sup{d(ρ, x) : x ∈ T } to be the height of the tree T .
We now introduce the biased random walk on a fixed tree T . A β-biased
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random walk on T is a random walk (Xn)n≥0 on the vertices of T which is β-times
more likely to make a transition to a given child of the current vertex than the parent
(which are the only options). More specifically, the random walk started from z ∈ T
is the Markov chain defined by PTz (X0 = z) = 1 and the transition probabilities
PTz (Xn+1 = y|Xn = x) =

1
1+β|c(x)| , if y =
←−x ,
β
1+β|c(x)| , if y ∈ c(x), x 6= ρ,
1
|c(ρ)| , if y ∈ c(x), x = ρ,
0, otherwise.
We use P(·) := ∫PTρ (·)P(dT ) for the annealed law obtained by averaging the quenched
law PTρ over a law P on random rooted trees. Unless indicated otherwise, we start
the walk at ρ.
For x ∈ T , let |x| := d(ρ, x) denote the distance between x and the root of the
tree. Our principle interest will be the evolution of |Xn| with respect to both P and
PT .
We next briefly describe GW-processes and the GW-trees which arise from
them; for further detail see, for example, [44]. Let {pk} denote a probability distri-
bution on Z+, f(s) :=
∑
k≥0 pks
k its probability generating function and ξ a random
variable with this law. To avoid trivial cases we assume that p0 + p1 < 1. We consider
a GW-process with offspring distribution ξ as the Markov chain (Zn)n≥0 describing
the generation sizes of a branching process started from a single progenitor (Z0 = 1)
where each individual independently gives rise to a random number (distributed with
respect to f) of offspring in the next generation. That is,
Zn+1 =
Zn∑
j=1
ξn,j
where {ξn,j : n ≥ 0, j ≥ 1} are independent copies of ξ. Let µ := E[ξ] be the mean of
the offspring distribution which we assume to be finite and σ2 := VarP(ξ) which may
be infinite. (In fact, so that the asymptotic (2.9) holds, we make the slightly stronger
assumption throughout that E[ξ log+(ξ)] < ∞.) This process gives rise to a random
tree T f where individuals are represented by vertices, edges connect individuals with
their offspring and we identify the unique progenitor with the root ρ.
We write q for the extinction probability of Zn; that is, the probability that
Zn = 0 eventually. It is classical (e.g. [4, Section I.5]) that q < 1 if and only if µ > 1;
that is, if µ ≤ 1 then the process dies out P-a.s. and, otherwise, there is some positive
probability that the process survives forever. We refer to the three cases µ < 1, µ = 1
and µ > 1 as the subcritical, critical and supercritical cases respectively.
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1.2.1 Random walks on supercritical Galton-Watson trees
As previously mentioned, a supercritical GW-tree comes from a GW-process whose
offspring distribution has mean µ > 1 and, therefore, there is a positive probability
that the tree survives for infinitely many generations. We will work on these trees and
denote by T a random tree with the law of T f conditioned on survival.
We next briefly describe the supercritical GW-tree conditioned on survival
following [4, Section I.12] and [44]. We define
g(s) :=
f(s)− f(qs)
1− q and h(s) :=
f(qs)
q
which are generating functions of GW-processes. In particular, g is the generating
function of a GW-process without deaths and h is the generating function of a sub-
critical GW-process. An f -GW-tree conditioned on nonextinction T can be generated
by first generating a g-GW-tree T g and then, to each vertex x of T g, appending a ran-
dom numberMx of independent h-GW-trees. We refer to Y := T g as the backbone of
T , the finite trees appended to Y as the traps and the vertices in the first generation
of the traps as the buds. The distribution ofMx depends on the backbone locally; we
will not use the exact form but we include it here for brevity. Specifically, let cg(x) be
the offspring of x in T g then the distribution ofMx conditional on T g can be defined
by its probability generating function:
E
[
sMx |T g] = f (|cg(x)|)(qs)
f (|cg(x)|)(q)
where f (k) denotes the kth derivative of f .
It has been shown in [55] that if β ∈ (µ−1, f ′(q)−1) then |Xn|n−1 converges
P-a.s. to a deterministic constant νβ > 0 called the speed of the walk. We refer
to this as the ballistic regime. When β < µ−1 the walk is recurrent and |Xn|n−1
converges P-a.s. to 0. This occurs because the backbone has average degree µ and,
therefore, the embedded walk on the backbone only has drift away from the root
when β > µ−1. When the bias is large the walk is transient but slowed by having to
make long sequences of movements against the bias in order to escape the traps; in
particular, if β ≥ f ′(q)−1 then the slowing effect is strong enough to cause |Xn|n−1 to
converge P-a.s. to 0. We refer to this as the sub-ballistic regime.
In the ballistic regime |Xn|n−1 converges P-a.s. to a deterministic constant
νβ > 0; in this case it is natural to study the fluctuations. For ς, t > 0 and n = 1, 2, ...
define
Bnt :=
|Xbntc| − ntνβ
ς
√
n
.
It has been shown in [65] that if the offspring law has no deaths (p0 = 0) and exponen-
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tial moments then for any β > µ−1 there exists ς > 0 such that, for P-a.e. tree T , the
process (Bnt )t≥0 converges in PT -distribution to a standard Brownian motion. This
no longer requires the ballisticity condition β < f ′(q)−1 which is due to the trapping
in the dead-ends caused by the leaves. Indeed, when p0 = 0 we have that q = 0 and
f ′(0) = 0 therefore the condition becomes irrelevant. This regime is studied further
to the case where β = µ−1 and p0 = 0; in this setting νβ = 0 and it is shown that
(Bnt )t≥0 converges in PT -distribution to the absolute value of a Brownian motion.
This result is extended in [31] to random walks on multi-type GW-trees with
leaves. That is, the offspring distribution at each vertex is chosen randomly (depending
on the past) from some finite alphabet and the bias is fixed as the inverse of the Perron-
Frobenius eigenvalue for the matrix of expected offspring numbers. In this way the
walk has zero drift along the backbone P-a.s. Although the dead-ends in this model
trap the walk, the bias is small and therefore the slowing is weak.
It has been hypothesized in [9, Conjecture 3.1] that if the offspring law has
deaths (p0 > 0) then, for any β ∈ (µ−1, f ′(q)−1/2) and P-a.e. tree T , the process
(Bnt )t≥0 should converge in PT -distribution to a standard Brownian motion. By
choosing p0 > 0, we allow the tree to have leaves; this creates traps in the environment
which slow the walk. We then require this additional upper bound on the bias so that
the trapping times have finite variance. We prove this conjecture in Section 6.1 and
conclude that this upper bound on the bias is sharp.
In the sub-ballistic phase, β > f ′(q)−1, it has further been observed in [10] that
if the offspring distribution has finite variance, then the walker follows a polynomial
escape regime. In Section 6.2 we show that this regime extends to the case where the
offspring distribution belongs to the domain of attraction of a stable law with index
α ∈ (1, 2).
We shall see that the finite branches are typically quite short and the embed-
ded walk on the backbone does not deviate too far from the furthest point reached;
we therefore have a strong relation between |Xn| and the time ∆n := inf{m ≥ 0 :
Xm ∈ Y, |Xm| = n} taken to reach the nth generation of the backbone. The time
∆n mainly consists of the duration of excursions in the deepest branches. Due to the
transience of the walk we have that the amount of time spent in these deep branches
are asymptotically independent. It follows that ∆n can be approximated by the sum
of i.i.d. copies of the time spent in independent large branches.
We show further that only the height H of the branch, and not the foliage,
contributes to the scaling. By comparison with the model in which we strip all of the
branch except the unique self-avoiding path to the deepest point, by transience the
walk reaches the deepest point with positive probability and then takes a geometric
number of short excursions with escape probability close to β−H. In particular, this
means that the time spent in a branch of height H will cluster around βH.
12
The height H is approximately geometric with parameter f ′(q); we therefore
see branches of height approximately log(n)/ log(f ′(q)−1) by generation n. In par-
ticular, the time spent in the largest branch up to generation n will cluster around
βlog(n)/ log(f
′(q)−1) ≈ n1/γ where we define the exponent
γ :=
log(f ′(q)−1)
log(β)
. (1.1)
We then have that ∆nn
−1/γ converges in distribution, with respect to P, along subse-
quences of the form nl(t) = btf ′(q)−lc. This shows that |Xn| scales with nγ .
It is natural to consider whether this result can be extended to show that
|Xn|n−γ converges more generally. It has been shown in [10] that this is not the case
due to a certain lattice effect. That is, since H is approximately geometric we have
that βH will not belong to the domain of attraction of any stable law therefore ∆n
only converges along specific subsequences. A related model is studied in [11] and [43]
where the conductance along each edge is chosen randomly according to a distribution
satisfying a certain non-lattice assumption. In this setting the tail of the trapping
times obey a pure power law and the rescaled walk converges in distribution.
We will not study the regime where β ∈ (f ′(q)−1/2, f ′(q)−1) here. In this regime
the walk has a positive speed νβ but the slowing is too strong to obtain a central limit
theorem. Heuristically, we expect that |Xn − nνβ| ' n1/γ where γ is the exponent
defined in (1.1). However, due to the same lattice effect seen in the sub-ballistic regime,
we would only expect to observe convergence along suitably chosen subsequences.
1.2.2 Random walks on subcritical Galton-Watson trees
Similarly to the supercritical GW-tree conditioned to survive, a subcritical GW-tree
conditioned to survive consists of an infinite backbone with finite trees attached as
branches. These branches are formed of collections of subcritical GW-trees as in the
supercritical case however, the backbone consists of a semi-infinite path emanating
from a fixed root vertex. In particular, the branches of the subcritical tree are i.i.d.
and very similar in structure to those of the supercritical tree. For this reason, study-
ing random walks on the subcritical tree is a natural tool for studying the trapping
mechanism of random walks on the supercritical tree without the added complications
which arise from the backbone of the supercritical tree. The study of random walks
on subcritical trees is largely motivated by the study of random walks on supercrit-
ical trees; despite this, we will see that the subcritical tree exhibits various unusual
characteristics which are not seen on the supercritical tree and give rise to interesting
asymptotic properties for the walk.
The branches of the subcritical trees are typically very short and the embedded
walk on the backbone does not spend much time close to the root; using this, we show
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in Section 2.5 that a random walk on a subcritical GW-tree conditioned to survive can
be coupled to a randomly trapped random walk so that the two walks do not deviate
too far from each other. We therefore use random walks on subcritical GW-trees
conditioned to survive as our main motivation for studying one-dimensional randomly
trapped random walks.
We now describe subcritical GW-trees conditioned to survive following [2], [46]
and [49]. Unlike the supercritical GW-tree, the unconditioned subcritical GW-tree dies
out P-a.s. and therefore, a priori, we cannot discuss subcritical GW-trees conditioned
to survive without first questioning their existence. It has been shown in [49] that
there is a well defined probability measure over f -GW trees conditioned to survive for
infinitely many generations which arises as a limit of probability measures over f -GW
trees conditioned to survive at least n generations. It is this distribution we consider
and we denote by T a tree with this law.
Recall that the offspring law of the process is given by P(ξ = k) = pk, we then
define the size-biased distribution by the probabilities P(ξ∗ = k) = kpkµ−1. It can be
seen (e.g. [46]) that the subcritical GW-tree conditioned to survive coincides with a
construction of a random tree with two types of vertex which we refer to as normal and
special vertices. Start with a single special vertex in generation 0. At each generation
let every normal vertex give birth onto vertices according to independent copies of the
offspring distribution and (independently) every special vertex give birth onto vertices
according to independent copies of the size-biased distribution. We then choose one
child of each special vertex uniformly at random to be special. All remaining vertices
(children of either normal or special vertices) are then labelled as normal. We must
have a unique special vertex in each generation because we start with a single special
vertex and each special vertex gives birth to precisely one special vertex.
Unlike the supercritical tree which has infinitely many infinite paths, the back-
bone Y of the subcritical tree conditioned to survive consists of a unique semi-infinite
path from the initial vertex ρ. Specifically, Y is formed of the special vertices in
the construction. As for the supercritical tree, we refer to those vertices not on Y
which are children of vertices on Y as buds and the finite trees rooted at the buds
as traps. We write ρi for the unique vertex on Y which is distance i from ρ and
T ∗−ρi := Tρi \ Tρi+1 as the branch emanating from ρi. Due to the one dimensional
backbone, this model easily fits into the randomly trapped random walk framework
and as such it will be convenient to consider the walk as a trapping model. To this
end, we define the embedded walk (Yk)k≥0 given by Yk := XSk where S0 := 0 and
Sk := inf{m > Sk−1 : Xm, Xm−1 ∈ Y} for k ≥ 1. This means that Y makes the same
transitions along the backbone as X but does not experience the traps.
Before describing our results for random walks on subcritical GW-trees con-
ditioned to survive let us briefly discuss how these trees differ from the supercritical
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Figure 1.1: A sample subcritical GW-tree conditioned to survive T with the backbone Y
represented by solid lines and the buds and traps connected by dashed lines.
GW-trees conditioned to survive. The most obvious difference is the structure of the
backbone. In the subcritical case we have a semi-infinite path emanating from a fixed
root and in the supercritical case we have a random tree. This means that dealing with
the embedded walk in the subcritical case is far easier however it will also give rise to
interesting phenomena when we study quenched central limit theorems in Chapter 3.
Another key difference is the distribution over the buds. In the subcritical case,
the number of buds had a size-biased law independent of the position on the backbone.
In the supercritical case, the distribution over the number of buds is more complicated
since it depends on the backbone. Importantly, in the supercritical case, the expected
number of buds can be bounded above by µ(1−q)−1 independently of higher moments
of the offspring law. This is not true in the subcritical case. In particular, if ξ has
infinite second moments then ξ∗ has infinite mean. This will be important in Chapter
4 where we will observe rich behaviour in the subcritical case (when the offspring law
has finite mean but infinite variance) which is not present in the supercritical case.
A final noteworthy difference is the offspring distribution of the traps. Recall
that in both cases the buds are roots of subcritical GW-trees. In the subcritical case
the law over these trees is the same as the original offspring law. In the supercritical
case the law coincides with that of the supercritical GW-process conditioned to die
out; in particular, it is governed by h. Letting ξh denote a variable with this law we
have that P(ξh = k) = pkq
k−1 and therefore ξh has exponential moments.
When the offspring law has finite variance, the limiting behaviour of |Xn| on
the supercritical and subcritical trees conditioned to survive is very similar. Both have
a regime with linear scaling and a regime with polynomial scaling caused by the same
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phenomenon of deep traps. When the offspring law has infinite variance, the bud
distribution of the subcritical tree has infinite mean which causes an extra slowing
effect which is not seen with the supercritical tree. This equates for the different
exponents observed in the two models as shown in Figure 1.2. The walk on the critical
tree experiences a similar trapping mechanism to the subcritical tree; however, the
slowing is more extreme and belongs to a different universality class which had been
shown in [28] to yield a logarithmic escape rate.
The first order scaling limits that can occur in the subcritical case are as follows.
There exists a limiting speed νβ such that |Xn|/n converges P-a.s. to νβ under P;
moreover, the walk is ballistic if and only if 1 < β < µ−1 and σ2 <∞. We prove this
in Chapter 3 by comparison with the randomly trapped random walk. In fact, we are
able to prove the following explicit expression for the speed:
νβ =
µ(β − 1)(1− βµ)
µ(β + 1)(1− βµ) + 2β(σ2 − µ(1− µ)) .
Such an expression is not known in the supercritical case; however, a description of
the invariant distribution of the environment seen from the particle is used in [1] to
give an expression of the speed in terms of an annealed expectation.
The sub-ballistic regime has four distinct phases. When β ≤ 1 the walk is
recurrent and we are not concerned with this case here; we study the remaining three
cases in Chapter 4. Figure 1.2 is the phase diagram for the almost sure limit of
log(|Xn|)/ log(n) (which is the leading order polynomial exponent in the scaling of
|Xn| relative to β and µ) where the offspring law has stability index α (which is 2
when σ2 < ∞). Strictly, f ′(q) is not a function of µ therefore the line β = f ′(q)−1 is
not well defined; Figure 1.2 shows the particular case when the offspring distribution
belongs to the geometric family. It is always the case that f ′(q) < 1 therefore some
such ballistic region always exists however the parametrisation depends on the family
of distributions.
As in the supercritical case, Xn has a strong relationship with the time taken
to reach the nth level of the backbone ∆n := inf{m ≥ 0 : Xm ∈ Y, |Xm| = n} and we
consider this for much of the work in sub-ballistic regimes. When 1 < β < µ−1 and
σ2 =∞ the expected time spent in a trap is finite and the slowing of the walk is due
to the large number of buds. That is, the bud distribution has infinite mean which
results in the walk making a large number of short excursions into the branches. We
show that if the offspring law belongs to the domain of attraction of a stable law with
index α ∈ (1, 2) then ∆nt can be scaled so that it converges in distribution to an α− 1
stable subordinator. This implies that |Xn| ' nα−1.
When βµ > 1 and σ2 < ∞, the expected time spent in a subcritical GW-tree
forming a trap is infinite because the strong bias forces the walk deep into traps and
16
long sequences of movements against the bias are required to escape. This is the same
phenomena that occurs in the supercritical case and we can extend our definition of
the exponent γ from (1.1) to
γ :=

log(f ′(q)−1)
log(β) , µ > 1,
log(µ−1)
log(β) , µ < 1,
(1.2)
to see that ∆ntn
−1/γ converges in distribution along certain subsequences. This implies
that |Xn| ' nγ . It is noteworthy here that the f ′(q) occurring in the exponent for
the supercritical case is replaced by µ in the subcritical case. These constants are the
mean number of offspring from vertices in traps of the supercritical and subcritical
trees respectively. This is important because it determines the height of the branch
which is fundamental to the trapping.
Figure 1.2: Phase diagram for the leading order polynomial exponent in the scaling of the
walk relative to the mean of the offspring law and bias of the walk.
In the final case for the subcritical tree (βµ > 1, σ2 = ∞) slowing effects are
caused by both strong bias and the large number of buds. Na¨ıvely, one may expect
that only the stronger of the two slowing effects take place. However, this is not the
case. Both effects are caused by structural properties of the largest branches; that is,
the breadth and the height. These two properties are strongly related; if a GW-tree
has a large number of vertices in its first generation then it is likely to survive for
many generations. In this regime we observe similar trapping to the case when βµ > 1
and σ2 < ∞. The major change is that the trees are significantly taller due to the
different bud distribution. In particular, we show that ∆nt can be rescaled so that it
converges in distribution along subsequences. This gives us that |Xn| ' nγ(α−1).
In Chapter 3 we use results for the randomly trapped random walk to deduce
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results for random walks on subcritical GW-trees conditioned to survive. In particular,
further to the speed result mentioned above, we show an annealed functional central
limit theorem and a quenched central limit theorem with an environment dependent
centring. The annealed result emulates the corresponding result for the random walk
on the supercritical GW-tree conditioned to survive. That is, under an additional
moment condition on the offspring distribution, we show that for some ς > 0
Bnt :=
|Xnt| − ntνβ
ς
√
n
converges in P-distribution to a standard Brownian motion when β ∈ (1, µ−1/2). As in
the supercritical case, we require an additional upper bound on the bias to deal with
the trapping in finite trees which we show to be sharp.
The quenched outcome is considerably different to the corresponding result in
the supercritical case. The result is similar to that of the randomly trapped ran-
dom walk. We prove that, under an additional moment condition on the offspring
distribution, for some ϑ > 0 and P-a.e. T we have that
|Xn| − GT (n)
ϑ
√
n
converges in PT -distribution to a standard Gaussian when β ∈ (1, µ−1/2) where GT
is an environment dependent centring. This centring GT (n) is equal to the centring
in the annealed case (ntνβ) added to a sum of n variables which are fixed under the
quenched law but i.i.d. with non-zero variance under the environment law. From this,
it is clear that this sum obeys a central limit theorem and, therefore, this environment
dependent centring is necessary for the quenched result. In the supercritical case we
observed convergence to a Brownian motion (similar to the annealed case) without the
need of the environment dependent centring. The reason for this disparity is due to
the one-dimensional backbone. In the subcritical case, the walk P -a.s. visits the root
of every trap in the tree. This results in the walk perceiving the specific environment
on the fluctuation level. In the supercritical case the walk will randomly choose one of
infinitely many escape routes; this creates a mixing of the environment which yields a
deterministic centring in the quenched result.
Figure 1.3 is the phase diagram indicating the regimes in which the walk can
obey a central limit theorem. Whether or not the walk does obey a central limit
theorem depends on the moments of the offspring distribution; however; our results
show that if the offspring law has finite third moments or exponential moments in
the subcritical and supercritical cases respectively then the walk obeys an annealed
functional central limit theorem for the entirety of the region.
We do not study the regime where β ∈ (µ−1/2, µ−1) directly; however, we
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Figure 1.3: Phase diagram with the shaded region indicating the combinations of µ and β
such that the walk obeys a central limit theorem.
consider a related process in Chapter 5. In this chapter we study the randomly trapped
random walk when the holding times have finite mean and infinite variance and show
conditions under which the centred and rescaled walk converges to a stable process.
We apply this result to the comb model which can be seen as the subcritical GW-
tree model where each branch is pruned so that it consists only of the unique path
to the deepest vertex. As in the sub-ballistic regime, we expect that this structure
should determine the correct scaling of the walk on the subcritical tree; in particular, it
suggests that |Xn−nνβ| ' n1/γ . Similarly to the sub-ballistic regime for the subcritical
GW-tree, we only observe convergence along certain subsequences in the comb model
due to the lattice effect.
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Chapter 2
Preliminaries
In this chapter we provide the necessary background and several technical results that
we use throughout the thesis. We do not prove any new results in Section 2.1 but give
a brief overview of Skorohod topologies which will play an important role in much of
the thesis. In Section 2.2 we state some well known formulas concerning stable laws
and prove a straightforward technical lemma. We cover basic estimates relating to
random walks in Section 2.3. This includes the classical Gambler’s ruin, expressions
for expected cover times and an upper bound on the correlation between the number of
visits to two vertices in a tree. In Section 2.4 we address branching processes by stating
some classical formulas and proving two technical results which we use throughout.
We conclude the chapter in Section 2.5 by proving that we can couple a random walk
on a subcritical GW-tree conditioned to survive with a randomly trapped random
walk so that the two walks do not deviate too far from each other.
2.1 Skorohod topologies
In this section we briefly outline the space of ca`dla`g functions, the Skorohod J1, M1
and M2 topologies and several useful results that we apply throughout the thesis. Ev-
erything stated here can be found in [76] to which we direct the reader for more detail.
We also refer the reader to [18] and [45] which give a good account of convergence of
stochastic processes in this setting.
In short, the space of continuous functions is not a suitable choice to describe
many of the processes we consider which must contain jumps. We, therefore, consider
instead the space of ca`dla`g functions D([0, T ],R) mapping [0, T ] onto R; that is, those
functions which are right continuous and have left limits.
Because we consider processes with discontinuous paths, the uniform topology
will not always be an appropriate choice. We consider, instead, the Skorohod topolo-
gies which consider functions to be close if they can be mapped onto one another by a
uniformly small perturbation in time and space as opposed to solely uniformly small
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perturbations in space reflected by the uniform topology.
Let Λ be the set of strictly increasing continuous functions mapping [0, T ] onto
itself. We then consider the Skorohod J1 metric dJ1 on D([0, T ],R) defined by
dJ1(f, g) := inf
λ∈Λ
sup
t∈[0,T ]
(|f(t)− g(λ(t))|+ |t− λ(t)|) . (2.1)
For f ∈ D([0, T ],R) let Γf := {(z, t) ∈ R × [0, T ] : z = αf(t−) + (1 −
α)f(t) for some α ∈ [0, 1]} be the completed graph of f . We then define an or-
dering on Γf by saying that (z1, t1) ≤ (z2, t2) if either t1 < t2 or t1 = t2 and
|f(t−1 ) − z1| ≤ |f(t−2 ) − z2|. A parametric representation of Γf is a non-decreasing
function u = (u1, u2) : [0, T ] → Γf . Let Πf denote the parametric representations of
Γf then we define the Skorohod M1 metric dM1 on D([0, T ],R) as
dM1(f, g) := inf
u∈Πf ,v∈Πg
(|u1 − v1| ∨ |u2 − v2|) .
This is weaker than the J1 topology; in particular, it allows a discontinuous jump and
a continuous surge to be close which the J1 topology does not.
Finally, we define the Skorohod M2 distance by
dM2(f, g) := sup
(zf ,tf )∈Γf
inf
(zg ,tg)∈Γg
(|zf − zg| ∨ |tf − tg|)
∨ sup
(zg ,tg)∈Γg
inf
(zf ,tf )∈Γf
(|zf − zg| ∨ |tf − tg|) .
This is weaker than the M1 topology since it only requires that all points on the
completed graph of f are close to some other point on the completed graph of g.
We extend this notion to D := D([0,∞),R) by characterising convergence in
the respective topologies. We say that fn → f in D([0,∞),R) with the Skorohod J1
(or M1,M2) topology if and only if fn → f in in D([0, T ],R) with the Skorohod J1 (or
M1,M2) topology for every continuity point T of f . Furthermore, for convenience, we
will often write DJ1([0,∞),R) to denote D([0,∞),R) equipped with the Skorohod J1
topology and likewise with U , M1 or M2.
We now state [76, Theorems 13.2.1, 13.2.2, 13.6.3, 13.7.1 & Corollary 13.6.4]
which will be used throughout the thesis. We write D↑, D↑↑ to denote the subsets of D
which are increasing and strictly increasing respectively. We then write Du, Du,↑, Du↑↑
for those subsets of unbounded functions. Furthermore, C,C↑, C↑↑ denote the corre-
sponding subsets of continuous functions.
Proposition 2.1.1. Let (D,J1) denote D equipped with the J1 topology and similarly
with J1 replaced by one of M1, M2 or U where U denotes the uniform topology.
i) (continuity of composition at continuous limits) The composition map from D×D↑
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to D is measurable and continuous at (f, g) ∈ C × C↑;
ii) (J1-continuity of composition) The composition map from D × D↑ to D taking
(f, g) into (f ◦ g) is continuous at (f, g) ∈ (C × D↑) ∪ (D × C↑↑) using the J1
topology throughout;
iii) (equivalent characterisations of convergence for monotone functions) Suppose that
(fn)n≥1, f ∈ Du,↑, then the following are equivalent:
(a) fn → f in Du↑ with the M1 topology;
(b) fn → f for all t in a dense subset of (0,∞);
(c) f−1n → f−1 in Du↑ with the M1 topology;
(d) f−1n → f−1 for all t in a dense subset of (0,∞);
iv) (inverse with linear centring) Suppose cn(fn − e)→ f as n→∞ in D([0,∞),R)
with one of the topologies M2, M1 or J1 where fn ∈ Du, cn → ∞, f(0) = 0 and
e denotes the identity map.
(a) If the topology is M2 or M1, then cn(f
−1
n − e) → −f as n → ∞ with the
same topology.
(b) If the topology is J1 and f has no positive jumps, then cn(f
−1
n − e)→ −f as
n→∞ with the J1 topology.
v) (continuity of the inverse at strictly increasing functions) The inverse map from
(Du,M2) to (Du↑, U) is measurable and continuous at f ∈ Du↑↑.
2.2 Stable laws
Throughout the thesis we will use a range of properties about stable laws and their
domains of attraction. We state them here along with several new results that will be
useful later. For a more detailed introduction and proofs of some of these facts, we
direct the reader to [15] and [34].
We begin with a note concerning slowly and regularly varying functions. We
say that a function L varies slowly (at ∞) if for any c > 0 we have that
lim
x→∞
L(cx)
L(x)
= 1
and that the function R varies regularly (with index α) if there exists a slowly varying
function L such that R(x) = xαL(x).
For the purposes of this section let ξ, {ξk}k≥1 be i.i.d. with law F and define
Sn :=
∑n
k=1 ξk. We say that F is stable if for each n ∈ N there exist constants an > 0,
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bn such that Sn
d
= anξ + bn and F is not concentrated at a single point. By [34,
Theorem VI.1.1] we have that an = n
1/α for some α ∈ (0, 2]. We refer to α as the
index of F .
We say that F belongs to the domain of attraction of a distribution G if there
exist constants an > 0, bn such that a
−1
n (Sn − bn) converges in distribution to G as
n → ∞. This is clearly true for F if it is a stable distribution therefore any stable
distribution posses a domain of attraction. In fact, a distribution is stable if and only
if it possesses a domain of attraction. A useful result of [34, Chapter XVII.5] is that
if F belongs to the domain of attraction of a stable law with index α < 2 then ξ has
finite absolute moments for all β < α and no moments of order β > α exist.
For much of the thesis we will consider only positive random variables so sup-
pose ξ is almost surely positive. For ζ, η > 0 let
Uζ(x) := E
[
ξζ1{ξ≤x}
]
and Vη(x) := E
[
ξη1{ξ≥x}
]
denote the truncated moment functions of ξ. By [34, Theorem IX.8.1], F belongs to
the domain of attraction of a stable law with index α ∈ (0, 2] if and only if there exists
a slowly varying function L such that, as x→∞,
U2(x) ∼ x2−αL(x). (2.2)
Moreover, (2.2) is fully equivalent to
P(ξ ≥ x) ∼ 2− α
α
x−αL(x) (2.3)
when α < 2 therefore we will often consider this relation instead.
Suppose that limx→∞ Uζ(x) =∞; then, if either Uζ or Vη varies regularly then,
by [34, Theorem VIII.9.2] there exists a limit
lim
x→∞
xζ−ηVη(x)
Uζ(x)
= c (2.4)
where c may be 0 or∞; however, c ∈ {0,∞} can only be the case when Uζ or Vη varies
slowly.
This concludes the basic theory of stable laws that we require for the thesis.
We now include two technical results which will be used later. Lemma 2.2.1 shows that
the product of an exponential random variable with a heavy tailed random variable
has a similar tail to the heavy tailed variable.
Lemma 2.2.1. Let X ∼ exp(θ) for θ > 0 and suppose ξ is an independent, positive
random variable which belongs to the domain of attraction of a stable law of index
α ∈ (0, 2). Then P(Xξ > x) ∼ θ−αΓ(α+ 1)P(ξ > x) as x→∞.
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Proof. For some slowly varying function L we have that P(ξ ≥ x) ∼ x−αL(x) as
x→∞.
Fix 0 < u < 1 < v <∞ then ∀y ≤ u we have that x/y > x thus P(ξ ≥ x/y) ≤
P(ξ ≥ x) it therefore follows that
0 ≤
∫ u
0
θe−θy
P(ξ ≥ x/y)
P(ξ ≥ x) dy ≤
∫ u
0
θe−θydy = 1− eθu.
We have that P(ξ ≥ x/y)/P(ξ ≥ x)→ yα uniformly over y ∈ [u, v] therefore
lim
x→∞
∫ v
u
θe−θy
P(ξ ≥ x/y)
P(ξ ≥ x) dy =
∫ v
u
θe−θyyαdy.
Moreover, since this holds for all u ≥ 0 and 1− eθu → 0 as u→ 0 we have that
lim
x→∞
∫ v
0
θe−θy
P(ξ ≥ x/y)
P(ξ ≥ x) dy =
∫ v
0
θe−θyyαdy. (2.5)
Since 0 < P(ξ ≥ x) ≤ 1 for all x < ∞ we have that L is bounded away from
{0,∞} on any compact interval thus satisfies the requirements of Potter’s theorem
(see, for example, [19, Section 1.5.4]) that if L is slowly varying and bounded away
from {0,∞} on any compact subset of [0,∞) then for any  > 0 there exists A > 1
such that for x, y > 0
L(z)
L(x)
≤ A max
{( z
x
)
,
(x
z
)}
.
Moreover, ∃c1, c2 > 0 such that c1t−αL(t) ≤ P(ξ ≥ t) ≤ c2t−αL(t) hence we have that
for all y > v P(ξ ≥ x/y)/P(ξ ≥ x) ≤ Cyα+. By dominated convergence we therefore
have that
lim
x→∞
∫ ∞
v
θe−θy
P(ξ ≥ x/y)
P(ξ ≥ x) dy =
∫ ∞
v
θe−θyyαdy.
Combining this with (2.5) we have that
lim
x→∞
P(Xξ ≥ x)
P(ξ ≥ x) = limx→∞
∫ ∞
0
θe−θy
P(ξ ≥ x/y)
P(ξ ≥ x) dy =
∫ ∞
0
θe−θyyαdy = θ−αΓ(α+ 1).
The following lemma concerning the form of the probability generating function
of the offspring distribution will be fundamental in determining the distribution over
the number of large traps rooted at a given backbone vertex in Chapter 4. The case
µ = 1 appears in [20]; the proof of Lemma 2.2.2 is a simple extension therefore we
omit it.
Lemma 2.2.2. Suppose the offspring distribution belongs to the domain of attraction
of a stable law with index α ∈ (1, 2) and mean E[ξ] = µ.
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1. If µ ≤ 1 then as s→ 1−
E[sξ]− sµ ∼ Γ(3− α)
α(α− 1)(1− s)
αL((1− s)−1)
where Γ(t) =
∫∞
0 x
t−1e−xdx is the usual gamma function.
2. If µ > 1 then
1−E[sξ] = µ(1− s) + Γ(3− α)
α(α− 1)(1− s)
αL((1− s)−1)
where L varies slowly at ∞.
2.3 Random walks and random variables
We now state several classical results for random variables which will be used through-
out the thesis. Suppose that Sn is the partial sum of a sequence of independent, cen-
tred random variables Xk and λ > 0, then Kolmogorov’s maximal inequality (e.g. [17])
states that
P
(
max
1≤k≤n
|Sk| ≥ λ
)
≤ λ−2
n∑
k=1
Var(Xk).
A similar result that we will use later is Doob’s inequality (e.g. [33]) which states that
if Mn is a submartingale then
P
(
max
1≤k≤n
Mk ≥ λ
)
≤ λ−1E
[
Mn1{max1≤k≤nMk≥λ}
]
≤ λ−1E [Mn ∨ 0] .
Another related result is the Lp maximal inequality (e.g. [33]) which states that for
Mn a submartingale and 1 < p <∞ we have that
E
[
max
1≤k≤n
Mpk
]
≤
(
p
p− 1
)p
E
[
Mpn1{Mn≥0}
]
.
Binomial random variables will play a key role in the decomposition of excursion times
in trees. Suppose that B is binomially distributed with n trials of success probability
p ∈ (0, 1). Let µ = np be the expected number of successes then the Chernoff bounds
(e.g. [60]) state that for δ ∈ (0, 1) we have that
P (B ≥ (1 + δ)µ) ≤ e− δ
2µ
3 and P (B ≤ (1− δ)µ) ≤ e− δ
2µ
2 .
For much of the thesis we will be concerned with invariance principles. To this
end, we will often apply the quintessential Donsker’s invariance principle (e.g. [32],
[33]) which states that if Sn is the partial sum of a sequence of independent random
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variables Xk with mean 0 and variance 1 then Sbntcn−1/2 converges in distribution on
DJ1([0,∞),R) to a standard Brownian motion.
A useful technique for deriving limiting results is to exploit ergodicity. We will
benefit from Birkhoff’s ergodic theorem (e.g. [16], [48]) which gives us that if ξ is a
random variable with law P in a space Ω and θ is an ergodic P-preserving transfor-
mation on Ω then, for any measurable function f ≥ 0, we have that n−1∑n−1k=0 f(θkξ)
converges to E[f(ξ)] as n→∞ for P-a.e. ξ.
The following result is [10, Theorem 10.2], and is itself a consequence of [66,
Theorem IV.6]. This gives a set of necessary and sufficient conditions for a random
i.i.d. sum to converge to a certain infinitely divisible law.
Proposition 2.3.1. Let n(t) : [0,∞)→ N and for each t let {Rk(t)}n(t)k=1 be a sequence
of i.i.d. random variables. Assume that for every  > 0 it is true that
lim
t→∞P(R1(t) > ) = 0.
Now, suppose L (x) : R \ {0} → R is a real, non-decreasing function satisfying
limx→∞L (x) = 0 and
∫ a
0 x
2dL (x) < ∞ for all a > 0. Let d ∈ R and ς ≥ 0,
then the following statements are equivalent:
1. As t→∞
n(t)∑
k=1
Rk(t)
d→ Rd,ς,L
where Rd,ς,L has the law I(d, ς,L ), that is,
E[eitRd,ς,L ] := exp
(
idt− ς
2t2
2
+
∫ ∞
−∞
(
eitx − 1− itx
1 + x2
)
dL (x)
)
. (2.6)
2. For τ > 0 let Rτ (t) := R1(t)1{|R1(t)|≤τ} then for every continuity point x of L
d = lim
t→∞n(t)E[Rτ (t)] +
∫
|x|>τ
x
1 + x2
dL (x)−
∫
0<|x|≤τ
x3
1 + x2
dL (x),
ς2 = lim
τ→0
lim sup
t→∞
n(t)Var(Rτ (t)),
L (x) =
limt→∞ n(t)P(R1(t) ≤ x) x < 0− limt→∞ n(t)P(R1(t) > x) x > 0
A fundamental aspect of the random walk on GW-tree model is the concept of
trapping. For this reason it will be extremely important to understand the time spent
by the walk in finite trees. Let T be a fixed, rooted tree with nth generation size ZTn .
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For a β-biased random walk X on T and x ∈ T let τ+x := inf{m > 0 : Xm = x}
denote the first return time to x. It is classical (e.g. [56]) that, when ZT1 ≥ 1,
ETρ [τ
+
ρ ] = 2
∑
n≥1
ZTn β
n−1
ZT1
. (2.7)
Write τYn := inf{m ≥ 0 : Ym = n} to be the first hitting time of level n
by β-biased walk Y on Z. The following lemma describes the probability that the
embedded walk moves back k levels before moving forward n. This is the classical
Gambler’s ruin (see, for example, [71]) therefore we omit the proof.
Lemma 2.3.2. For integers k < 0 < n
P0(τ
Y
k < τ
Y
n ) =
βn − 1
βn−k − 1 .
We can deduce from this lemma that the probability, started from the origin,
that the (β > 1) biased walk never reaches vertex k < 0 is
P0(τ
Y
k <∞) = limn→∞P0(τ
Y
k < τ
Y
n ) = β
−k.
In particular, the escape probability is given by P0(τ
+
−1 =∞) = 1− β−1.
Starting from a vertex on the backbone of an infinite tree, we will want to
know how many times the walk takes an excursion into a finite tree attached to the
starting vertex before escaping. Let T be a subcritical GW-tree conditioned to survive,
x ∈ Y \ {ρ} be vertex on the backbone which is not the root and A be a non-empty
subset of c(x)\Y. For a β-biased walk X on T and y ∈ A let W y := |{m > 0 : Xm−1 =
x,Xm = y}| be the total number of times y is reached from x. The following lemma
describes the number of visits to traps before the walk moves along the backbone.
Lemma 2.3.3. Under PT we have that∑
y∈A
W y ∼ Geo
(
β − 1
(|A|+ 1)β − 1
)
and (W y)y∈A have a negative multinomial distribution with one failure until termina-
tion and probabilities
qy :=

β−1
(|A|+1)β−1 y = ρ
β
(|A|+1)β−1 y ∈ A
that from x the next excursion will be into the trap at y (where y = ρ denotes escaping).
Proof. Let −→x denote the child of x on the backbone. From y the walk must return to
x before escaping therefore any traps not rooted in A can be ignored and it suffices
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to assume that |c(x)| = k + 1 and A = {y1, ..., yk}. Similarly, since the walk cannot
escape from the parent of x before first reaching x we can ignore this vertex. By
comparison with a biased random walk on Z we have that P−→x (τ+x = ∞) = 1 − β−1.
Since the walk moves to any child of x with the same probability we have that Px(τ
+
z =
miny∈c(x) τ+y ) = (k + 1)−1 for any z ∈ c(x). The probability of never entering a trap
in the branch at x is, therefore,
Px
 k⋂
j=1
{τ+yj =∞}
 = ∞∑
l=0
(
1
k + 1
β−1
)l (1− β−1
k + 1
)
=
β − 1
(k + 1)β − 1 .
Each excursion ends with the walker at x thus the walk takes a geometric number
of excursions into traps with escape probability (β − 1)/((k + 1)β − 1). The second
statement then follows from the fact that the walker has equal probability of going
into any of the traps.
Lemma 2.3.2 also gives us the following corollary which determines the prob-
abilities of reaching the deepest point in a trap, escaping the trap from the deepest
point and the transition probabilities for the walk in the trap conditional on reaching
the deepest point before escaping. For a tree T of height H , root ρ and deepest
vertex δ denote by δ0 = ρ, δ1, ..., δH = δ the unique self avoiding path from ρ to δ.
Lemma 2.3.4. For any tree T of height H (with H ≥ 2), root ρ and deepest vertex
δ we have that:
PTδ1 (τ
+
δ < τ
+
ρ ) =
1− β−1
1− β−H
is the probability of reaching the deepest point without escaping;
PTδ (τ
+
ρ < τ
+
δ ) =
β − 1
βH − 1
is the probability of escaping from the deepest point before returning;
PTδk (τ
+
δk−1 < τ
+
δk+1
|τ+δ < τ+ρ ) =
1− β−(H +1−k)
1− β−(H −k) ·
β
β + 1
is the probability that the walk restricted to the spine conditioned on reaching δ before
returning to ρ moves towards δ.
We now show an important identity that will allow us to prove an upper bound
on the correlation between the number of visits to two vertices in a tree. In order
to show this we will use a decomposition which counts the number of visits to each
vertex. For z1, z2, z3 ∈ T write
qz1(z2, z3) := P
T
z1 (τ
+
z2 < τ
+
z3)
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to be the probability that the walk started from z1 hits z2 before z3. We also require
a similar expression for a walk on a tree. Let Tx,y denote a tree with root ρ in which
every vertex has a single offspring except the vertices w, x, y where w has two offspring
and x, y have none. Denote these offspring wx, wy then let x, y be descendants of wx, wy
respectively (possibly wx, wy). For vertices z1, z2, z3, z4 write
qz1(z2, {z3, z4}) := PTx,yz1 (τ+z2 < τ+z3 ∧ τ+z4)
as the probability that the walk started at z1 reaches z2 before z3 or z4 by a β-biased
walk on Tx,y.
Figure 2.1: The tree Tx,y with single branching point w and extremal points ρ, x, y.
Lemma 2.3.5 gives the probability that the walk started at w reaches ρ before
x or y. Alternatively, this can be shown by comparing with an electrical network
with conductances βk between vertices in generations k, k+ 1 and then using network
reduction. See, for example, [56, Chapter 2] for a more detailed explanation of network
reduction and the connections between random walks and electrical networks.
Lemma 2.3.5. For any Tx,y,
qw(ρ, {x, y}) = (β
|y|−|w| − 1)(β|x|−|w| − 1)
2β|y|+|x|−|w| − β|y|+|x|−2|w| − β|x| − β|y| + 1 .
Proof. Write wρ as the parent of w then
qw(ρ, {x, y}) = 1
2β + 1
qwρ(ρ, {x, y}) +
β
2β + 1
qwx(ρ, {x, y}) +
β
2β + 1
qwy(ρ, {x, y})
qwρ(ρ, {x, y}) = qw(ρ, {x, y})qwρ(w, ρ) + qwρ(ρ, w)
qwx(ρ, {x, y}) = qw(ρ, {x, y})qwx(w, x)
qwy(ρ, {x, y}) = qw(ρ, {x, y})qwy(w, y).
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Combining these gives us that
qw(ρ, {x, y}) = qw(ρ, {x, y})
2β + 1
(
qwρ(w, ρ) + βqwx(w, x) + βqwy(w, y)
)
+
qwρ(ρ, w)
2β + 1
=
qwρ(ρ, w)
2β + qwρ(ρ, w)− qwx(w, x)− qwy(w, y)
=
β−1
β|w|−1
2β + β−1
β|w|−1 −
β|x|−|w|−β
β|x|−|w|−1 −
β|y|−|w|−β
β|y|−|w|−1
by Lemma 2.3.2. Rearranging gives the result.
Let T be a fixed tree and (Xn)n≥1 a β-biased walk on T . For x ∈ T let
vx :=
τ+ρ∑
k=1
1{Xk=x}
denote the number of visits to x before returning to ρ. Then τ+ρ =
∑
x∈T vx and
ETρ
[
(τ+ρ )
2
]
=
∑
x,y∈T
ETρ [vxvy].
For any x, y ∈ T there exists a unique vertex wx,y which is the closest ancestor of
both x and y. We will often write w instead of wx,y when it is clear to which vertices
we are referring. Moreover
ETρ [vxvy] = P
T
ρ (τ
+
wx,y < τ
+
ρ )E
T
wx,y [vxvy]
where, by comparison with a simple biased random walk on Z, we have that
PT (τ+wx,y < τ
+
ρ ) ∈ [1− β−1, 1].
We now prove a bound on ETw [vxvy] following a similar method to that used in [49]
for the unbiased case. Recall that c(x) is the set of children of x in T .
Lemma 2.3.6. For β > 1, there exists a constant Cβ such that for any finite tree T ,
ETρ [vxvy] ≤ ETw [vxvy] ≤ Cβ(|c(x)|β + 1)(|c(y)|β + 1)β|x|+|y|.
Proof. When w = ρ at least one of x and y is never reached therefore vxvy = 0 and
we may assume |w| ≥ 1. There are now three cases to consider; these are:
1. x = y = wx,y;
2. x = wx,y 6= y;
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3. x 6= wx,y 6= y.
In case 1 we have that vx is geometrically distributed with termination probability
qx(ρ, x) therefore
ETwx,y [vxvy] = E
T
x [v
2
x] =
qx(x, ρ) + 1
qx(ρ, x)2
.
For x /∈ c(ρ) we have that β/(1 + β) ≤ qx(x, ρ) ≤ 1 and by Lemma 2.3.2
qx(ρ, x) =
1− β−1
(|c(x)|β + 1)(β|x|−1 − β−1) .
We therefore have that
ETx [v
2
x] ≤ Cβ(|c(x)|β + 1)2β2|x|.
In case 2, the number of visits to x from x is geometrically distributed as in
case 1. For each visit to x (except the last) the walk reaches y before returning to
x with probability qx(y, x)/qx(x, ρ) since, due to the tree structure, the walk cannot
move from ρ to y without hitting x. From y, the walk returns to y a geometric number
of times before returning to x. More specifically,
ETwx,y [vxvy] = E
T
x [vxvy] =
∞∑
j=1
jqx(ρ, x)qx(x, ρ)
j−1ETx [vy|vx = j]
where, conditional on the event {vx = j}, we have that vy is equal in distribution to the
sum of Bjx,y ∼ Bin(j − 1, qx(y, x)/qx(x, ρ)) independent geometric random variables
Gix,y ∼ Geo(qy(x, y)). Under PT the number of excursions are independent therefore
ETx [vy|vx = j] = (j − 1)
qx(y, x)
qx(x, ρ)
· 1
qy(x, y)
.
We therefore have that
ETwx,y [vxvy] =
qx(y, x)qx(ρ, x)
qx(x, ρ)qy(x, y)
∞∑
j=1
j(j − 1)qx(x, ρ)j−1
=
qx(y, x)qx(ρ, x)
qx(x, ρ)qy(x, y)
· 2qx(x, ρ)
qx(ρ, x)3
=
2qx(y, x)
qy(x, y)qx(ρ, x)2
. (2.8)
Using Lemma 2.3.2 we then have that
qx(y, x) =
β
|c(x)|β + 1 ·
1− β−1
1− β|x|−|y| ,
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qy(x, y) =
1
|c(y)|β + 1 ·
β − 1
β|y|−|x| − 1 ,
qx(ρ, x) =
1
|c(x)|β + 1 ·
β − 1
β|x| − 1 .
Combining these with (2.8) we have that
ETwx,y [vxvy] ≤ Cβ(|c(x)|β + 1)(|c(y)|β + 1)β|x|+|y|.
In case 3, started from wx,y, the walk reaches either x or y before returning to
ρ with probability qwx,y({x, y}, ρ). From x the walk has a geometric number of returns
to x before returning to wx,y. Moreover, from x, the walk must return to wx,y before
reaching either ρ or y by definition of wx,y. The same also holds switching x and y.
Letting
qw(x, y) = P
T
w
(
τ+x < τ
+
y |τ+{x,y} < τ+ρ
)
and qw(y, x) = P
T
w
(
τ+y < τ
+
x |τ+{x,y} < τ+ρ
)
we then have that ETw [vxvy] is equal to
∞∑
j=0
qw({x, y}, ρ)jqw(ρ, {x, y})
j∑
k=0
qw(x, y)
kqw(y, x)
j−k
(
j
k
)
k(j − k)
qx(w, x)qy(w, y)
since qx(w, x)
−1 is the expected number of visits to x (started from x) before returning
to w (and similarly for y) which are independent. Rearranging gives
j∑
k=0
qw(x, y)
kqw(y, x)
j−k
(
j
k
)
k(j − k)
qx(w, x)qy(w, y)
=
1
qx(w, x)qy(w, y)
j−1∑
k=1
qw(x, y)
kqw(y, x)
j−k j!
(k − 1)!(j − k − 1)!
= j(j − 1)qw(x, y)qw(y, x)
qx(w, x)qy(w, y)
j−2∑
l=0
qw(x, y)
lqw(y, x)
j−2−l (j − 2)!
l!(j − 2− l)!
= j(j − 1)qw(x, y)qw(y, x)
qx(w, x)qy(w, y)
.
Substituting back into the above formula for ETw [vxvy] it follows that
ETw [vxvy] =
qw(x, y)qw(y, x)qw(ρ, {x, y})
qx(w, x)qy(w, y)
∞∑
j=0
j(j − 1)qw({x, y}, ρ)j
=
qw(x, y)qw(y, x)qw(ρ, {x, y})
qx(w, x)qy(w, y)
· 2qw({x, y}, ρ)
2
qw(ρ, {x, y})3
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=
2qw({x, y}, ρ)2qw(x, y)qw(y, x)
qw(ρ, {x, y})2qx(w, x)qy(w, y) .
The terms in the numerator can all be bounded below by half of the escape probability
1−β−1 therefore we gain nothing using their exact expressions and bound them above
by 1. Using Lemmas 2.3.2 and 2.3.5 for the other terms we have that
qw(ρ, {x, y}) = (β
|y|−|w| − 1)(β|x|−|w| − 1)
2β|y|+|x|−|w| − β|y|+|x|−2|w| − β|x| − β|y| + 1 ,
qx(w, x) =
1
|c(x)|β + 1 ·
β − 1
β|x|−|w| − 1 ,
qy(w, y) =
1
|c(y)|β + 1 ·
β − 1
β|y|−|w| − 1 .
Since |y| ≥ 1 we have that β|y| ≥ 1 therefore
qw(ρ, {x, y}) ≥ (β
|y|−|w| − 1)(β|x|−|w| − 1)
2β|y|+|x|−|w|
and
ETw [vxvy] ≤
2
qw(ρ, {x, y})2qx(w, x)qy(w, y) ≤ Cβ(|c(x)|β + 1)(|c(y)|β + 1)β
|x|+|y|.
We now state [30, Lemma 5.1] which will be an important result throughout
this thesis. It shows that the regeneration times of a biased random walk on Z have
exponential moments. Let Yn be a β-biased random walk on Z started from 0. Define
ζY0 := 0 and ζ
Y
k := inf{m > ζYk−1 : {Yn}m−1n=0 ∩{Yn}∞n=m = ∅} for k ≥ 1 be the successive
regeneration times for the walk. We refer to the points %k := YζYk
as regeneration
points.
Lemma 2.3.7. If β > 1 then there exists s > 1 such that, for any k ≥ 0,
E [s%k+1−%k ],E [sζ
Y
k+1−ζYk ] <∞.
2.4 Branching processes
In this section we state several technical results concerning branching processes which
are of key importance throughout this thesis when working with GW-trees. An impor-
tant result for branching processes (see, for example [54]), is that if Zn is a GW process
with µ < 1 then the sequence P(Zn > 0)/µ
n is decreasing; moreover, E[ξ log(ξ)] <∞
if and only if the limit of P(Zn > 0)µ
−n as n→∞ exists and is strictly positive. This
assumption holds under any of the hypotheses assumed in this thesis therefore we will
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always make this assumption and let cµ be the constant such that
P(Zn > 0) ∼ cµµn. (2.9)
This is particularly important because it will allow us to deduce the distribution of
the heights of the branches attached to the backbone of a GW-tree. The heights of
these trees are fundamental in the trapping phenomena observed in Chapter 4.
Lemma 2.4.1 shows bounds on the moments of the generation sizes.
Lemma 2.4.1. Let Zn denote the n
th generation size of an f -GW-process with off-
spring distribution ξ and mean µ ∈ (0, 1).
1. E[Zn] = µ
n.
2. If E[ξ2] <∞ and m ≥ n then cµm ≤ E[ZnZm] ≤ Cµm for some constants c, C.
3. If E[ξ3] < ∞ and l ≥ m ≥ n then cµl ≤ E[ZnZmZl] ≤ Cµl for some constant
c, C.
Proof. Let fn denote the generating function of Zn then statement 1 follows from
E [Zn] =
∞∑
j=1
jP (Zn = j) = f
′
n(1) = f
′
n−1(1)f
′(1) = f ′(1)n = µn. (2.10)
Since Zn is integer valued and 0 is absorbing we have that E[ZnZm] ≥ P(Zm ≥
1) ≥ cµm and E[ZnZmZl] ≥ P(Zl ≥ 1) ≥ cµl which proves the lower bounds.
If P(ξ < 2) = 1 then Zn only takes values 0 and 1. In particular, for l ≥ m ≥ n,
E[ZnZmZl] = E[ZmZl] = E[Zl] = µ
l
therefore the results follow. We therefore assume that P(ξ ≥ 2) > 0 which implies
that f ′′(1) > 0.
For the second moment we have that E[Z2n] = f
′′
n(1) + E[Zn] where
f ′′n+1(1) =
(
f (fn(s))
′)′ ∣∣∣
s=1
= f ′′(1)µ2n + µf ′′n(1).
Applying this recursively we see that
f ′′n+1(1) = f
′′(1)
n∑
k=0
µn+k = f ′′(1)µn
1− µn+1
1− µ
therefore
E[Z2n] = c1µ
n + c2µ
2n (2.11)
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whenever f ′′(1) < ∞ which follows from E[ξ2] < ∞. For m > n, by stationarity of
GW-processes and (2.10) we have that
E[Zm|Zn = k] = E[Zm−n|Z0 = k] = kE[Zm−n] = kµm−n.
Therefore, statement 2 follows by
E[ZnZm] =
∞∑
k=1
kP(Zn = k)E[Zm|Zn = k]
=
∞∑
k=1
k2P(Zn = k)µ
m−n
= µm−nE[Z2n]
≤ Cµm.
When E[ξ3] <∞ we have that f ′′(1), f ′′′(1) <∞ therefore differentiating f ′′n(s)
and evaluating at s = 1 gives us that
f ′′′n+1(1) = 3f
′′(1)f ′n(1)f
′′
n(1) + f
′
n(1)
3f ′′′(1) + f ′(1)f ′′′n (1)
=
(
f ′′′(1)− 3f
′′(1)2
µ(1− µ)
)
µ3n +
3f ′′(1)2
µ(1− µ)µ
2n + µf ′′′n (1).
Iterating gives us that
f ′′′n+1(1) =
(
f ′′′(1)− 3f
′′(1)2
µ(1− µ)
)
1− µ2n
1− µ µ
3n +
3f ′′(1)2
µ(1− µ) ·
1− µn
1− µ µ
n + µnf ′′′(1)
which proves that, for some c1 > 0,
E[Z3n] = c1µ
n + c2µ
2n + c3µ
3n + c4µ
5n (2.12)
If l ≥ m ≥ n and E[ξ3] <∞ then for any j, k ≥ 1 (where j = k if m = n)
E[ZnZmZl|Zm = j, Zn = k] = kjE[Zl|Zm = j] = kj2E[Zl−m] = kj2µl−m
by stationarity and (2.10) therefore
E[ZnZmZl] =
∞∑
k=1
P(Zn = k)
∞∑
j=1
P(Zm = j|Zn = k)E[ZnZmZl|Zm = j, Zn = k]
= µl−m
∞∑
k=1
kP(Zn = k)
∞∑
j=1
j2P(Zm = j|Zn = k)
= µl−m
∞∑
k=1
kP(Zn = k)E[Z
2
m|Zn = k]. (2.13)
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For j ≥ 1 let Z(j)n be independent copies of Zn then by convexity and (2.11)
E[Z2m|Zn = k] = k2E
 k∑
j=1
Z
(j)
m−n
k
2 ≤ k2E[Z2m−n] ≤ Ck2µm−n
therefore, combining this with (2.13) we have that
E[ZnZmZl] ≤ Cµl−nE[Z3n] ≤ Cµl,
where the final inequality follows by (2.12), which gives statement 3.
Let T be a subcritical GW-tree T rooted at ρ with an additional vertex ρ
appended as the parent of ρ. By the renewal property of branching processes, we have
that this is equal in distribution to a GW-tree rooted at ρ conditioned to have a single
vertex in the first generation. From (2.7) it follows that
ETρ [τ
+
ρ ] = E
T
ρ [τ
+
ρ ]− 1 = 2
∑
n≥0
ZTn β
n − 1.
Recall that H(T ) denotes the height of a tree T . For any m ≥ 1 we have that
P(H(T ) ≤ m) ≥ p0 therefore, for some constant C,
E
[
ETρ [τ
+
ρ ]|H(T ) ≤ m
]
≤
E
[
2
∑m−1
n=0 Z
T
n β
n − 1
]
P(H(T ) ≤ m) ≤

C(µβ)m βµ > 1
Cm βµ = 1
C βµ < 1.
(2.14)
Lemma 2.4.2. Let Zn be a subcritical Galton-Watson process with mean µ and off-
spring ξ satisfying E[ξ1+ε˜] < ∞ for some ε˜ > 0. Suppose 1 < β < µ−1, then there
exists κ > 0 such that for all  ∈ (0, κ) we have that (Znβn)1+ is a supermartingale.
Proof. Let Fn := σ(Zk; k ≤ n) denote the natural filtration of Zn and (ξk)k≥1 be
independent copies of ξ.
E[(Znβ
n)1+|Fn−1] = (Zn−1βn−1)1+β1+E
Zn−1∑
k=1
ξk
Zn−1
1+ ∣∣∣Zn−1

≤ (Zn−1βn−1)1+β1+E
Zn−1∑
k=1
ξ1+k
Zn−1
∣∣∣Zn−1

= (Zn−1βn−1)1+β1+E[ξ1+]
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where the inequality follows by convexity of f(x) = x1+. From this it follows that for
 ∈ (0, α− 1)
E[(Znβ)
1+] ≤ E[(Zn−1β)1+]E[(ξβ)1+] ≤ E[(ξβ)1+]n < ∞.
Fix λ = (µ/β)1/2 then µ < λ and for  > 0 sufficiently small λβ1+ < 1. By
dominated convergence E[ξ1+] < λ for all  small. In particular, β1+E[ξ1+] < 1 for
 suitably small and therefore (Znβ
n)1+ is a supermartingale.
2.5 Describing the walk on the subcritical tree as a ran-
domly trapped random walk
A subcritical GW-tree conditioned to survive consists of a semi-infinite path emanating
from a fixed root with random finite trees attached to each vertex on the path. Each
of these finite trees is typically quite short therefore the walk does not deviate too far
from the origin. The biased randomly trapped random walk is transient and therefore
does not spend much time at vertices below the origin. In this section we make these
two statements more precise in order to show that we can couple the walk on the tree
to a randomly trapped random walk in such a way that the two walks do not deviate
too far from each other.
For this section we consider Xn to be the β-biased random walk on a subcritical
GW-tree conditioned to survive T . Recall that for a fixed tree T with root ρ we write
H(T ) := maxx∈T d(ρ, x) to be the height of the tree. Let X˜n be the projection
of Xn onto Y; that is, X˜n is the unique vertex on Y which satisfies d(Xn, X˜n) =
miny∈Y d(Xn, y). Lemma 2.5.1 shows that the walk never deviates too far from the
backbone.
Lemma 2.5.1. Suppose µ ∈ (0, 1) and β ≥ 1 then P-a.s.
sup
n≥2
sup
m≤nT
d(Xm, X˜m)
log(n)
<∞.
Proof. Recall that T f denotes an f -GW tree. The distance d(Xm, X˜m) between the
walk and the backbone is at most the height of the largest branch seen up to time
nT therefore, since the walk can have visited at most M buds by time M , by a union
bound we have that for C > 0
P
(
sup
m≤nT
d(Xm, X˜m) > C log(n)
)
≤ dnT eP
(
H(T f ) > C log(n)− 1
)
.
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Therefore, by (2.9),
dnT eP
(
H(T f ) > C log(n)
)
≤ CTnµC log(n).
We can therefore choose C sufficiently large so that
P
(
sup
m≤nT
d(Xm, X˜m) > C log(n)
)
≤ CTn−2
thus the result follows by the Borel-Cantelli lemma.
For x ∈ T recall that |x| := d(ρ, x) then |X˜n| has the same distribution as
a randomly trapped random walk on N with holding times distributed as excursion
times in trees. The traps formed at different vertices are independent and identically
distributed except at ρ since the root does not have an ancestor and therefore the
transition probabilities from ρ differ from those at other vertices on the backbone. We
now show that we can extend from N to Z with i.i.d. traps.
We begin by constructing the holding times of the randomly trapped random
walk via a sequence of i.i.d. trees. Start with an initial vertex ρ and a unique ancestor
ρ. Attach ξ∗ − 1 offspring to ρ where ξ∗ is size-biased as above. Note that this
could result in zero offspring of ρ in which case the tree ends with only vertices ρ, ρ.
Otherwise, attach independent f -GW trees to the offspring of ρ. This creates a tree
T which has the distribution of a branch with an additional vertex connected to the
root.
Figure 2.2: A tree T with fixed vertices ρ, ρ and ξ∗ − 1 independent f -GW-trees attached
to ρ.
Recall that ←−x denotes the parent of x ∈ T and c(x) the set of children of x.
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Consider a walk (Wn)n≥0 on T with transition probabilities
PT (Wn+1 = y|Wn = x) =

1, if x = y = ρ,
β+1
β(|c(x)|+1)+1 , if x = ρ, y = ρ,
β
β(|c(x)|+1)+1 , if x = ρ, y ∈ c(x),
β
|c(x)|β+1 , if x /∈ {ρ, ρ}, y ∈ c(x),
1
|c(x)|β+1 , if x /∈ {ρ, ρ}, y =←−x ,
0, otherwise.
An excursion in T started from ρ until absorption in ρ has the same distribution as
the time taken to move between backbone vertices of T (except at the root of T ). Let
ω = (T x)x∈Z denote a sequence of independent trees with this law. For ω fixed let
(ηx,i)x∈Z,i≥0 be independent with
Pω (ηx,i = k) = P
T x
ρ (min{n > 0 : Wn = ρ} = k)
where ρ, ρ are the vertices in T x corresponding with the construction.
Recall that for a discrete time process W we let
LW (x, n) :=
n∑
k=0
1{Wk=x}
denote its local time. Let S0 = 0 and for k = 1, 2, ... define Sk := inf{n > Sk−1 :
X˜n 6= X˜Sk−1} to be the time of the kth movement of X˜. The walk Y˜n := X˜Sn is then
a β-biased walk on Y reflected at ρ. Moreover, for x ∈ Z and i = 1, 2, ... we can write
η˜x,i := Sk+1 − Sk where k = min{j : LY˜ (x, j) = i}
to be the holding time of X˜ at vertex x on the ith visit.
Let Yˆn be a simple, β-biased random walk on Z, then define
An :=
n∑
k=1
1{Yˆk,Yˆk−1≥0} and A
−1
n := sup{m ≥ 0 : Am ≤ n}.
The process YˆA−1n is equal in distribution to |Y˜n| therefore, without loss of generality,
we may couple Y˜ to Yˆ in the construction of X so that |Y˜n| = YˆA−1n without changing
the distribution of X.
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Let
Sˆn :=
∑
x∈Z
LYˆ (x,n−1)∑
i=1
ηˆx,i where ηˆx,i =
ηx,i, if x ≤ 0,η˜ρx,i, if x > 0.
Write Sˆ−1n := inf{k ≥ 0 : Sˆk > n} then Xˆn := YˆSˆ−1n is a randomly trapped random
walk coupled to X˜ with trapping times equal in distribution to (ηx,i)x∈Z,i≥0. The
following lemma shows that X˜ and Xˆ never deviate too far.
Lemma 2.5.2. If µ < 1 and β > 1 then we have that
lim
n→∞ supm≤nT
||X˜m| − Xˆm|
is P-a.s. finite.
Proof. Using that |X˜|, Xˆ are discrete time processes with jump size 1, by the coupling
of the two process we have that
sup
m≤nT
||X˜m| − Xˆm| ≤
∞∑
k=0
1{Y˜k=ρ0}η˜ρ0,LY˜ (ρ0,k) +
∑
x≤0
∞∑
k=0
1{Yˆk=x}ηx,LYˆ (x,k) (2.15)
which is independent of n. That is, the supremum distance between the two processes
is at most the total time spent by the two processes where the holding times differ.
By transience of the embedded walk we have that only finitely many vertices in
Z− are visited and each of these is only visited finitely often P -a.s. Similarly, ρ0 and 0
are P-a.s. visited only finitely often. By construction we have that each branch is P-
a.s. finite. We then have that all of the holding times {ηx,j : x ≤ 0, j = 1, ...,LY˜ (x,∞)}
and {η˜ρ0,j : j = 1, ...,LYˆ (ρ0,∞)} are P-a.s. finite. It follows that the right-hand side
of (2.15) is P-a.s. finite which completes the proof.
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Chapter 3
Speed of the random walk and
central limit theorems
In this chapter we investigate biased randomly trapped random walks on Z and apply
the results to subcritical Galton-Watson trees conditioned to survive.
In Section 3.1.1 we prove two main results. The first is Theorem 3.1 which gives
conditions under which the randomly trapped random walk is ballistic and determines
the value of the limiting speed.
Theorem 3.1. Suppose β > 1 and E[η0] < ∞, then Xnt/n converges P-a.s. on
DU ([0,∞),R) as n→∞ to νβt where
νβ :=
(β − 1)
E[η0](β + 1)
.
The second main result in this section is a functional central limit theorem
which we prove by considering a renewal argument similar to that of [72].
Theorem 3.2. Suppose that β > 1 and E[η20] <∞ then there exists ς2 ∈ (0,∞) such
that
Bnt :=
Xnt − ntνβ
ς
√
n
converges in P-distribution on DJ1([0,∞),R) as n→∞ to a standard Brownian mo-
tion.
A quenched CLT for a random walk in random environment is proved in [40]
by first proving a central limit theorem for the hitting times. In Section 3.1.2 we adapt
this technique to prove Theorem 3.3 which is a quenched central limit theorem with
the environment dependent centring
Gω(t) := νβt− νβ
bνβt−1c∑
k=0
β + 1
β − 1(E
ω[ηk,0]− E[ηk,0]).
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Theorem 3.3. Suppose that β > 1, E[η20] < ∞ and for some ε > 0 we have that
E[Eω[η0]
2+ε] <∞, then there exists ϑ ∈ (0,∞) such that for P-a.e. ω we have that
Pω
(
Xt − Gω(t)
ϑ
√
t
≤ x
)
→ Φ(x) :=
∫ x
−∞
e−
u2
2√
2pi
du
uniformly in x as t→∞.
The function Gω(t) is the annealed, deterministic centring with an environment
dependent correction where this correction is a sum of centred i.i.d. random variables
with non-zero variance under the environment law. This shows that the correction
obeys a central limit theorem under P, thus has
√
t fluctuations and is, therefore,
necessary.
In Section 3.2 we apply these results to the biased random walk on the sub-
critical GW-tree conditioned to survive. Recall that we let ξ denote the offspring
distribution of a GW-process with mean µ ∈ (0, 1) and variance σ2 then let |Xn| de-
note the graph distance between the walk at time n and the root of the tree. We
begin, in Theorem 3.4, by determining the value of the speed in this model.
Theorem 3.4. Suppose βµ < 1, σ2 <∞ and β > 1, then |Xn|/n converges P-a.s. as
n→∞ to
νβ :=
µ(β − 1)(1− βµ)
µ(β + 1)(1− βµ) + 2β(σ2 − µ(1− µ)) .
The speed νβ is unimodal with respect to the bias which remains an open
problem for the supercritical tree. An example of the speed plotted against the bias
is shown in Figure 3.1.
Figure 3.1: An example of the speed relative to the bias for a fixed mean µ = 1/2 and
variance σ2 = 1/2.
Following on from this speed result, we give conditions such that the walk obeys
an annealed functional CLT in Theorem 3.5.
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Theorem 3.5. If β2µ < 1 and E[ξ3] <∞ then there exists ς2 <∞ such that
Bnt =
|Xnt| − ntνβ
ς
√
n
converges in P-distribution on DJ1([0,∞),R) as n→∞ to a standard Brownian mo-
tion.
We conclude the chapter by proving the quenched analogue (Theorem 3.6)
which, as for the randomly trapped random walk, requires an environment dependent
centring GT (t) which we define later.
Theorem 3.6. If β2µ < 1 and E[ξ3+δ] < ∞ for some δ > 0 then there exists ϑ > 0
such that for P-a.e. T we have that
PT
( |Xt| − GT (t)
ϑ
√
t
≤ x
)
→ Φ(x)
uniformly in x as t→∞.
3.1 Randomly trapped random walks
The main aim of this section is to prove Theorems 3.1, 3.2 and 3.3 which are central
limit theorems and a law of large numbers for the randomly trapped random walk.
Further to this, we will show that the speed satisfies an Einstein relation. More
specifically, the derivative of the speed with respect to the bias approaches half of the
diffusion coefficient of the unbiased walk as β → 1+.
3.1.1 A law of large numbers and functional central limit theorem
Proposition 3.1.1 is a law of large numbers for the clock process. The main ingredient is
[27, Lemma 2.1] which states that the left shift on sequences (θ(η0, η1, ...) = (η1, η2, ...))
acts ergodically on η under P. This holds for any non-degenerate random walk on a
fixed environment with i.i.d. traps which is why we can extend the following result to
the unbiased case (β = 1). We will use this when we prove an Einstein relation for
the walk.
Proposition 3.1.1. Suppose that β ≥ 1 and E[η0] < ∞ then Snt/n and S−1nt /n con-
verge P-a.s. on DU ([0,∞),R) as n → ∞ to the deterministic processes St = E[η0]t
and S−1t = E[η0]−1t respectively.
Proof. We begin by showing convergence of Snt/n. Since E[η0] < ∞ we have that
f(η) := η0 is integrable. Therefore, since θ acts ergodically on η under P, by Birkhoff’s
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ergodic theorem (see Section 2.3),
lim
n→∞
Snt
n
= lim
n→∞
1
n
bntc−1∑
k=0
ηk = lim
n→∞ t
1
nt
bntc−1∑
k=0
f(θkη) = tE[f(η)]
almost surely. The sequence of functions Snt/n are increasing in t and the limit
St = E[η0]t is continuous therefore the convergence holds uniformly over t ∈ [0, T ] for
T <∞.
Since St is strictly increasing we have the desired convergence of S−1nt /n by
continuity of the inverse at strictly increasing functions (Proposition 2.1.1.v).
We can now conclude Theorem 3.1 from Proposition 3.1.1 and the results of
[76] which we stated in Section 2.1.
Proof of Theorem 3.1. By definition we have that
Xnt
n
=
YS−1bntc
n
.
By the law of large numbers n−1Yn converges P-a.s. to (β − 1)/(β + 1) therefore by
continuity of composition at continuous limits (Proposition 2.1.1.i) we have the desired
result.
An additional result that can be deduced from Proposition 3.1.1 and Theorem
3.1 is that the following Einstein relation holds.
Corollary 3.1.2. Suppose E[η0] < ∞. The unbiased (β = 1) walk Xbntcn−1/2 con-
verges in P-distribution on DJ1([0,∞),R) as n→∞ to a scaled Brownian motion with
variance Υ = E[η0]−1. Moreover,
lim
β→1+
νβ
β − 1 =
Υ
2
where νβ is the speed calculated in Theorem 3.1 for the β-biased walk.
Proof. For β = 1 we have that Ynt is the sum of i.i.d. copies of the random variable
χ satisfying P(χ = 1) = 1/2 = P(χ = −1) thus, by Donsker’s invariance principle
(see Section 2.3), Yntn
−1/2 converges in P-distribution on DJ1([0,∞),R) to a standard
Brownian motion.
By Proposition 3.1.1 we have that S−1bntc/n converges P-a.s. to the deterministic
process t/E[η0] uniformly over t ≤ T . By continuity of the limiting Brownian motion
and continuity of composition at continuous limits (Proposition 2.1.1.i), we have that
Xnt√
n
=
YS−1bntc√
n
and
Ynt/E[η0]√
n
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converge to the same limiting process, which is a scaled Brownian motion with variance
Υ = E[η0]−1.
Moreover, by Theorem 3.1 we have that, for β > 0,
νβ =
(β − 1)
E[η0](β + 1)
,
and therefore we indeed have that
lim
β→1+
νβ
β − 1 =
Υ
2
.
We now move on to proving an annealed functional CLT which is the main
result of this section. That is, we show that
Bnt :=
Xnt − ntνβ
ς
√
n
converges in P-distribution to a standard Brownian motion for some ς2 ∈ (0,∞).
We want to approximate Xnt by a sum of i.i.d. centred random variables with finite
second moments. Let ζY0 = 0 and, for j = 1, 2, ..., define ζ
Y
j := inf{m > ζYj−1 :
{Yl}m−1l=0 ∩ {Yl}∞l=m = ∅} to be the regeneration times of the walk Y . We then have
that ζXj := SζYj
for j ≥ 1 are regeneration times for X, %j := YζYj = XζXj are the
regeneration points and we write
χj :=
(
XζXj
−XζXj−1 −
(
ζXj − ζXj−1
)
νβ
)
=
(
%j − %j−1 −
(
ζXj − ζXj−1
)
νβ
)
.
By Lemma 2.3.7 the time and distance between regenerations of Y have expo-
nential moments, that is
P(%j+1 − %j > n), P(ζYj+1 − ζYj > n) ≤ Ce−cn (3.1)
for any j ≥ 1 and some constants C, c.
Lemma 3.1.3. Suppose that β > 1 and E[η0] <∞ then {χj}j≥2 are centred and i.i.d.
under P.
Proof. By [30] we have that the sections of the walk (Yi+ζYj
− %j)ζ
Y
j+1−ζYj −1
i=0 , for j ≥ 1,
are i.i.d. therefore, since the traps (ωx)x∈Z are i.i.d. and independent of the embedded
walk Y , we have that the sequences (ηk)
ζYj+1−1
k=ζYj
are i.i.d. It follows that {χj}j≥2 are
i.i.d. under P.
It remains to show that χj are centred. Since the distribution of a given holding
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time is independent of the regeneration times of Y and E[η0] <∞ we have that
νβE[ζX2 − ζX1 ] =
β − 1
(β + 1)E[η0]
E
ζY2 −1∑
k=ζY1
E[ηk|ζY2 , ζY1 ]
 = β − 1
β + 1
E[ζY2 − ζY1 ]. (3.2)
We want to show this is equal to E[%j−%j−1] = E[YζY2 −YζY1 ]. By (3.1) the time between
regenerations and distance between regeneration points have exponential moments
hence, by the law of large numbers,∑m
j=2 %j − %j−1
m
→ E[%2 − %1],∑m
j=2 ζ
Y
j − ζYj−1
m
→ E[ζY2 − ζY1 ]
P-a.s. and, therefore, ∑m
j=2 %j − %j−1∑m
j=2 ζ
Y
j − ζYj−1
→ E[%2 − %1]
E[ζY2 − ζY1 ]
(3.3)
P-a.s. as m→∞. However,∑m
j=2 %j − %j−1∑m
j=2 ζ
Y
j − ζYj−1
=
YζYm
ζYm
(
1 +
ζY1
ζYm − ζY1
)
− %1
ζYm − ζY1
where %1/(ζ
Y
m − ζY1 ) and ζY1 /(ζYm − ζY1 ) converge P-a.s. to 0. Furthermore, by the law
of large numbers, YζYm/ζ
Y
m converges P-a.s. to (β − 1)/(β + 1) therefore∑m
j=2 %j − %j−1∑m
j=2 ζ
Y
j − ζYj−1
→ β − 1
β + 1
(3.4)
P-a.s. By (3.2), (3.3) and (3.4) we then have that
E[%2 − %1] = β − 1
β + 1
E[ζY2 − ζY1 ] = νβE[ζX2 − ζX1 ].
Therefore χj are centred as desired.
In Theorem 3.2 we show that Bnt can be approximated by a sum of χj which,
by Lemma 3.1.3, are i.i.d. centred random variables. With the aim of proving a central
limit theorem, we now show that they also have finite second moments.
Lemma 3.1.4. Suppose that β > 1 and E[η20] <∞ then E[χ2j ] <∞ for j ≥ 2.
Proof. Since {χj}j≥2 are i.i.d. under P we have that VarP(χj) = VarP(χ2) for all j ≥ 2.
By properties of regenerations times %2 ≥ %1 and ζX2 ≥ ζX1 almost surely therefore we
46
have that
VarP(χ2) ≤ E
[
(%2 − %1)2
]
+ ν2βE
[(
ζX2 − ζX1
)2]
. (3.5)
For the second term we have
E
[(
ζX2 − ζX1
)2]
= E
%2−1∑
x=%1
L(x,∞)∑
i=1
ηx,i
2
= E
%2−1∑
x=%1
L(x,∞)∑
i=1
ηx,i
2+ E
%2−1∑
x=%1
%2−1∑
y=%1
1{x 6=y}
L(x,∞)∑
i=1
ηx,i
L(y,∞)∑
j=1
ηy,j
 . (3.6)
By conditioning on Y we have that the holding times at separate vertices are indepen-
dent therefore the second term in this expression can be written as
E
%2−1∑
x=%1
%2−1∑
y=%1
1{x 6=y}E
L(x,∞)∑
i=1
ηx,i
∣∣∣Y
E
L(y,∞)∑
j=1
ηy,j
∣∣∣Y

= E
%2−1∑
x=%1
%2−1∑
y=%1
1{x 6=y}
L(x,∞)∑
i=1
E[ηx,i]
L(y,∞)∑
j=1
E[ηy,j ]

= E
[
%2−1∑
x=%1
%2−1∑
y=%1
1{x 6=y}E[η0]2L(x,∞)L(y,∞)
]
≤ E[η0]2E
(%2−1∑
x=%1
L(x,∞)
)2
= E[η0]2E[(ζY2 − ζY1 )2].
By (3.1), the time between regenerations ζY2 − ζY1 has exponential moments therefore
E[(ζY2 − ζY1 )2] < ∞. Furthermore, since Y moves in discrete time and has jumps of
length 1
E
[
(%2 − %1)2
]
≤ E
[(
ζY2 − ζY1
)2]
<∞. (3.7)
Combining (3.7) with (3.5) and (3.6), in order to show that VarP(χ2) <∞ it remains
to show that
E
%2−1∑
x=%1
L(x,∞)∑
i=1
ηx,i
2 <∞.
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Conditioning on Y this expectation is equal to
E
%2−1∑
x=%1
L(x,∞)∑
i,j=1
E
[
ηx,iηx,j
∣∣∣Y ]
 ≤ E[%2−1∑
x=%1
L(x,∞)2E[η2x,1]
]
≤ E[η20]E[(ζY2 − ζY1 )2]
which is finite by the assumptions of the theorem and equation (3.7).
We now conclude the proof of the annealed functional central limit theorem by
showing that Bnt can be suitably approximated by a sum of χj .
Proof of Theorem 3.2. By Lemmas 3.1.3 and 3.1.4
Σm :=
m∑
j=2
χj =
(
XζXm − ζXmνβ
)
− (%1 − ζX1 νβ)
for m ≥ 2 is a sum of i.i.d. centred random variables with finite second moment.
Write mt := sup{j ≥ 0 : ζXj ≤ t} to be the number of regenerations by time
t > 0 then
sup
t∈[0,T ]
∣∣∣∣Bnt − Σmtnς√n
∣∣∣∣ ≤ %1 + ζX1 + |mink Yk|ς√n + supj=1,...,mTn
%j+1 − %j +
(
ζXj+1 − ζXj
)
νβ
ς
√
n
.
The random variables %1, ζ
X
1 and |mink Yk| are all almost surely finite therefore the
first fraction converges to 0 P-a.s. For ε > 0, by a union bound and Markov’s inequality
P
(
sup
j=1,...,mTn
%j+1 − %j√
n
> ε
)
≤ P (mTn > 2TnE[η0]−1)+ CTnP (%2 − %1 > ε√n)
≤ P (mTn > 2TnE[η0]−1)+ CT,εE [(%2 − %1)21{%2−%1≥ε√n}] .
By Proposition 3.1.1, since S−1t ≥ mt, we have that P
(
mTn > 2TnE[η0]−1
) → 0 as
n→∞. By (3.7) we have that E [(%2 − %1)2] <∞ therefore by dominated convergence
E
[
(%2 − %1)21{%2−%1≥ε√n}
]
→ 0
as n→∞. Similarly, by Lemma 3.1.4, E [(ζX2 − ζX1 )2] <∞ hence we have that
P
(
sup
j=1,...,mTn
ζXj+1 − ζXj√
n
> ε
)
→ 0
as n → ∞, and the supremum distance between (Bnt )t∈[0,T ] and (Σmtn/ς
√
n)t∈[0,T ]
converges to 0 in P-probability. It therefore suffices to prove an invariance principle
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for Σmtn .
For s ∈ [0,∞) let Σs denote the linear interpolation of Σm then by Donsker’s
invariance principle (see Section 2.3) we have that (Σtn/
√
n)t∈[0,T ] converges in distri-
bution to a scaled Brownian motion.
By the law of large numbers we have that ζYn /n converges P-a.s. to E[ζY2 − ζY1 ]
as n → ∞. Therefore, by continuity of the inverse at strictly increasing functions
(Proposition 2.1.1.v), we have that mtn/n converges P-a.s. on DJ1([0,∞),R) to the
deterministic process Rt := (E[η0]E[ζY2 − ζY1 ])−1t.
By continuity of composition at continuous limits (Proposition 2.1.1.i) the se-
quence (Σmtn/
√
n)t∈[0,T ] converges to the same limit as (ΣRtn/
√
n)t∈[0,T ] which is a
scaled Brownian motion. In particular, choosing
ς2 =
E[χ22]
E[η0]E[ζY2 − ζY1 ]
(3.8)
we have that Bnt converges to a standard Brownian motion.
3.1.2 A quenched central limit theorem with environment dependent
centring
In this section we prove a quenched central limit theorem for the randomly trapped
random walk under a 2 + ε moment condition. We do this by adapting the method
used in [40] and first proving a quenched CLT for the first hitting time of n.
Write τn := inf{t ≥ 0 : Xt = n} and, for ω fixed, Hω(n) := Eω[τn]. Let
υk := τk+1 − τk be the time taken between hitting k and k + 1 for the first time then
the elements of (υk)k≥1 are independent under Pω and
τn =
n−1∑
k=0
υk.
Lemma 3.1.5. Suppose that β > 1 and E[η20] <∞, then for P-a.e. ω we have that
Pω
(
τn −Hω(n)
σ
√
n
< x
)
→ Φ(x)
uniformly in x as n→∞, where σ2 = E[Varω(τ1)].
Proof. By definition of τn, Hω(n) and υk
τn −Hω(n)
σ
√
n
=
∑n−1
k=0(υk − Eω[υk])
σ
√
n
.
It therefore suffices to show that Lindeberg’s conditions (see [33, Theorem 3.4.5]) hold:
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1. for P-a.e. ω, as n→∞
n−1∑
k=0
Eω
[(
υk − Eω[υk]
σ
√
n
)2]
→ 1;
2. for P-a.e. ω, ∀ε > 0 as n→∞
n−1∑
k=0
Eω
[(
υk − Eω[υk]
σ
√
n
)2
1{|υk−Eω [υk]|>ε
√
n}
]
→ 0.
Recall, from the remark prior to Proposition 3.1.1, that θ is the shift map which
is ergodic by [27, Lemma 2.1]. For the first condition we have that υk − Eω[υk] =
θk(υ0 − Eω[υ0]). These random variables are identically distributed under P with
E
[
Eω[(υ0 − Eω[υ0])2]
]
<∞ therefore
n−1∑
k=0
Varω (υk)
σ2n
=
n−1∑
k=0
Varθkω (υ0)
σ2n
which converges to E [Varω(υ0)]σ
−2 = 1 for P-a.e. ω by Birkhoff’s ergodic theorem
(see Section 2.3).
For the second condition write UωK(·) := Eω[(· − Eω[·])21{|·−Eω [·]|>K}] then for
all ε > 0 there exists ∃Nε,K ∈ N such that ε
√
n > K for all n ≥ Nε,K . Therefore, for
n large
n−1∑
k=0
Eω
[(
υk − Eω[υk]
σ
√
n
)2
1{|υk−Eω [υk]|>ε
√
n}
]
≤
n−1∑
k=0
UωK(υk)
σ2n
=
n−1∑
k=0
U θ
kω
K (υ0)
σ2n
.
By Birkhoff’s ergodic theorem, for P-a.e. ω, this converges to
E [UωK(υ0)]
σ2
=
E
[
Eω
[
(υ0 − Eω[υ0])2 1{|υ0−Eω [υ0]|>K}
]]
σ2
which converges to 0 as K →∞ by dominated convergence.
By Lemma 3.1.5 we have a central limit theorem for the first hitting time of
vertex n. The environment dependent centring Hω(n) can be written as the sum of n
identically distributed random variables Eω[υk]. These are not independent however;
they are only locally dependent. Recall that ηk,i is the i
th holding time at vertex k
hence E[υ0] = E[η0,0](β + 1)/(β − 1) then write
H˜ω(n) :=
n−1∑
k=0
β + 1
β − 1E
ω[ηk,0].
50
We now show that Hω and H˜ω do not differ too much and therefore Lemma 3.1.5 also
holds with Hω replaced by H˜ω. Under P, the function H˜ω(n) is a sum of i.i.d. random
variables with non-zero variance unless Eω[η0] is constant. We thus have a central limit
theorem for H˜ω (and therefore Hω), which will show that the environment dependent
centring is necessary. Notice that this is the first point at which we introduce the extra
2 + ε moment condition however we do require the condition later in Lemma 3.1.7 as
well.
Lemma 3.1.6. Suppose β > 1 and that E
[
Eω[η0]
2+ε
]
<∞ for some ε > 0, then for
P-a.e. ω ∣∣∣∣∣H˜ω(n)−Hω(n)√n
∣∣∣∣∣→ 0.
Proof. Let τYn := inf{m ≥ 0 : Ym = n} be the hitting time of level n by the embedded
walk. Recall that L(k,m) denotes the local time of Y at vertex k by time m and that
the trapping times ηk,j do not depend on the embedded walk, then
Hω(n) = Eω
 n−1∑
k=−∞
L(k,τYn )∑
j=1
ηk,j
 = n−1∑
k=−∞
E0[L(k, τYn )]Eω[ηk,0].
We need to determine the expected local times at sites up to reaching level n. By the
strong Markov property we have that E0[L(k, τYn )] = P0(τYk < τYn )Ek[L(k, τYn )].
Let (τYn )
+ := inf{m > 0 : Ym = n} be the first return time to level n by the
embedded walk. By Lemma 2.3.2, the number of visits to k before reaching n for a
walk started at k < n is geometrically distributed with escape probability
Pk(τ
Y
n < (τ
Y
k )
+) =
β
1 + β
(
1− P0(τY−1 < τYn−k−1)
)
=
βn−k(β − 1)
(βn−k − 1)(β + 1) .
Therefore,
Ek[L(k, τYn )] =
(βn−k − 1)(β + 1)
βn−k(β − 1)
and
E0[L(k, τYn )] =

(βn−1)(β+1)
βn−k(β−1) if k < 0
(βn−k−1)(β+1)
βn−k(β−1) if k ≥ 0.
For fixed k < 0 we have that E0[L(k, τYn )] is increasing in n and converges as
n→∞ to βk(β + 1)/(β − 1). In particular,
0 ≤
−1∑
k=−∞
E0[L(k, τYn )]Eω[ηk,0] ≤ C
∞∑
k=1
β−kEω[η−k,0]
which is finite for P-a.e. ω therefore n−1/2
∑−1
k=−∞ E0[L(k, τYn )]Eω[ηk,0] converges to
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0 for P-a.e. ω.
For k ≥ 0 fixed, E0[L(k, τYn )] is increasing in n and converges to (β+1)/(β−1).
In particular,
0 ≤
∞∑
k=0
(
β + 1
β − 1 − E0[L(k, τ
Y
n )]
)
Eω[ηk,0]
=
β + 1
β − 1
n−1∑
k=0
β−(n−k)Eω[ηk,0]
=
β + 1
β − 1

n−
⌊
2
log(n)
log(β)
⌋∑
k=0
β−(n−k)Eω[ηk,0] +
n−1∑
k=n−
⌊
2
log(n)
log(β)
⌋
+1
β−(n−k)Eω[ηk,0]

≤ C
n−1∑
k=0
β
−2 log(n)
log(β) Eω[ηk,0] +
n−1∑
k=n−
⌊
2
log(n)
log(β)
⌋
+1
Eω[ηk,0]

= C
n−1∑
k=0
Eω[ηk,0]
n2
+
n−1∑
k=n−
⌊
2
log(n)
log(β)
⌋
+1
Eω[ηk,0]
 .
The first term converges to 0 for P-a.e. ω by the strong law of large numbers. For the
second term we have that, for δ,  > 0, by Markov’s inequality
P
 n−1∑
k=n−
⌊
2
log(n)
log(β)
⌋
+1
Eω[ηk,0] > 
√
n
 ≤ 2 log(n)log(β)P
(
Eω[η0] >

√
n log(β)
2 log(n)
)
= 2
log(n)
log(β)
P
(
Eω[η0]
2+δ >
Cn
1+δ/2
log(n)2+δ
)
≤ C log(n)
3+δ
n1+δ/2
since we can choose δ > 0 sufficiently small such that E
[
Eω[η0]
2+δ
]
< ∞. By the
Borel-Cantelli lemma we then have that
n−1∑
k=n−
⌊
2
log(n)
log(β)
⌋
+1
Eω[ηk,0]√
n
converges to 0 for P-a.e. ω.
We now prove a technical lemma that allows us to control the difference between
H˜ω and its expected value under P which is important in proving the quenched CLT
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for the walk.
Lemma 3.1.7. Let
J (n) :=
n−1∑
j=0
(Eω[ηk,0]− E[ηk,0])
and
J ∗(n) := max
m≤n
J (m).
1. Suppose E
[
Eω[η0]
2
]
<∞, then for any c > 0, J (n)n− 1+c2 → 0 for P-a.e. ω;
2. Suppose E
[
Eω[η0]
2+ε
]
< ∞ for some ε > 0, then for δ > 0 sufficiently small
and some constant C
E
[
|J ∗(n)|2+2δ
] 1
2+2δ ≤ Cn1/2.
Proof. By [66, Theorem IX.3.17], if Zn are i.i.d. centred random variables, an is an
increasing, diverging sequence and
a)
∑∞
n=1 P(|Z1| ≥ an) <∞;
b)
∑∞
k=n a
−2
k = O
(
n
a2n
)
;
c) ak/an ≤ Ck/n for all k ≥ n
then
∑n
k=1 Zk/an converges to 0, P-a.s.
Write Zn := E
ω[ηn,0]−E[ηn,0] then Zn are i.i.d. and centred under P; moreover,
the sequence an = n
1+c
2 is increasing and diverges. By Chebyshev’s inequality we have
that ∞∑
n=1
P(|Z1| ≥ an) ≤
∞∑
n=1
VarP(E
ω[η0])n
−(1+c) <∞
which gives (a). Since n/a2n = n
−c, an integral test gives (b). For k ≥ n we have that
ak/an = (k/n)
1+c
2 ≤ k/n so long as c ≤ 1 which gives (c). We therefore have that for
any c > 0, J (n)n− 1+c2 → 0 for P-a.e. ω hence statement 1 holds.
The process J (m) is a martingale therefore by the Lp-maximal inequality we
have that
E
[
max
m≤n
|J (m)|2+2δ
]
≤
(
2 + 2δ
1 + 2δ
)2+2δ
E
[
|J (n)|2+2δ
]
.
It therefore suffices to show that
E

n−1∑
j=0
Eω[ηk,0]− E[ηk,0]√
n
2+2δ

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is bounded above. By the Marcinkiewicz-Zygmund inequality [57, Theorem 5] we have
that
E

n−1∑
j=0
Eω[ηk,0]− E[ηk,0]√
n
2+2δ
 ≤ CE

n−1∑
j=0
(
Eω[ηk,0]− E[ηk,0]√
n
)21+δ

which is bounded above by
CE
n−1∑
j=0
(Eω[ηk,0]− E[ηk,0])2+2δ
n
 = CE [(Eω[η0]− E[η0])2+2δ]
using Jensen’s inequality. Using that E
[
Eω[η0]
2+ε
]
< ∞ for some ε > 0, it then
follows that for δ > 0 sufficiently small and some constant C
E
[
|J ∗(n)|2+2δ
] 1
2+2δ ≤ Cn1/2.
We now prove the main result of the section which is a quenched central limit
theorem for the randomly trapped random walk. Recall from Theorem 3.1 that νβ =
(β − 1) ((β + 1)E[η0])−1 is the P-a.s. limit of Xn/n and from Lemma 3.1.5 that σ2 =
E[Varω(τ1)] is the variance in the quenched CLT for the first hitting times τn. Write
ϑ := σν
3/2
β and recall that
Gω(t) := νβt− νβ
bνβt−1c∑
k=0
β + 1
β − 1(E
ω[ηk,0]− E[ηk,0]).
Proof of Theorem 3.3. Let Xt := sup{|Xs| : s ≤ t} be the furthest point reached by
X up to time t; then τXt ≤ t < τXt+1. We then have that |Xt−Xt| ≤ sups≥τXt Xt−Xs.
Since Xnt/n converges P-a.s. to νβt uniformly over t we can choose a constant CT such
that for n sufficiently large Xt ≤ CTn for all t ≤ nT . Write
An :=
bCTn+1c⋂
k=1
{
inf{Ym : m ≥ τYk } ≥ k − C log(n)
}
to be the event that the walk never backtracks distance C log(n) up to reaching vertex
dCTne. By Lemma 2.3.2 we then have that
P(Acn) ≤ CTnP(τ−bC log(n)c <∞) ≤ CTnβ−C log(n) = CTn1−C log(β).
Therefore, choosing C such that C log(β) > 2, by the Borel-Cantelli lemma we have
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that there exists only finitely many n such that the walk backtracks distance C log(n)
up to time nT . In particular, on this event |Xt − Xt|n−1/2 ≤ C log(n)n−1/2 which
converges deterministically to 0 uniformly over t ≤ T . It therefore suffices to show
that for P-a.e. ω
lim
t→∞P
ω
(
Xt − Gω(t)
ϑ
√
t
< x
)
= Φ(x).
By monotonicity we have that {Xt ≤ m} = {τm+1 > t}. Writing Iω(t) :=
bxϑ√t+ Gω(t) + 1c it then follows that
Pω
(
Xt − Gω(t)
ϑ
√
t
< x
)
= Pω
(
τIω(t) > t
)
= Pω
(
τIω(t) −Hω(Iω(t))
σ
√Iω(t) > t−Hω(Iω(t))σ√t ·
√
t
Iω(t)
)
.
The sequence Iω(t) is increasing in t and diverges; in particular, by the law of large
numbers t/Iω(t) converges to ν−1β for P-a.e. ω. The result then follows from Lemma
3.1.5 if Hω(Iω(t)) = t+ σν1/2β x
√
t+ ot, where ot/
√
t converges to 0 for P-a.e. ω.
Since Iω(t) diverges, by Lemma 3.1.6 it suffices to show that H˜ω(Iω(t)) =
t + σν
1/2
β x
√
t + ot. By definition of H˜ω and Iω(n) we have that there exists some
O1 := O1(ω, t, x) such that |O1| ≤ ν−1β and H˜ω(Iω(t)) is equal to
ν−1β Iω(t) +
Iω(t)−1∑
k=0
β + 1
β − 1(E
ω[ηk,0]− E[ηk,0])
= t+ σν
1/2
β x
√
t−
bνβtc−1∑
k=0
β + 1
β − 1(E
ω[ηk,0]− E[ηk,0])
+
Iω(t)−1∑
k=0
β + 1
β − 1(E
ω[ηk,0]− E[ηk,0]) +O1.
Moreover, for some O2 := O2(ω, t, x) satisfying |O2| ≤ 3, we have that
Iω(t)− bνβtc = ϑx
√
t+ E[η0]−1
bνβt−1c∑
k=0
(Eω[ηk,0]− E[ηk,0]) +O2.
By part 1 of Lemma 3.1.7 we have that (Iω(t)−bνβtc)t− 1+c2 converges to 0 for
P-a.e. ω and any c > 0. In order to show that H˜ω(Iω(t)) = t+ σν1/2β x
√
t+ ot it now
suffices to show that for all c > 0 suitably small
Rω(n, c) := n−1/2 max
m≤n 1+c2
∣∣∣∣∣
n+m∑
k=n
(Eω[ηk,0]− E[ηk,0])
∣∣∣∣∣
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converges to 0 for P-a.e. ω.
Suppose that Rω(n2, 2c) converges to 0 for all c > 0 suitably small and P-a.e.
ω. Then, for i = 1, ..., 2n (that is, n2 < n2 + i < (n+ 1)2) we have that
Rω(n2+ i, c)
= (n2 + i)−1/2 max
m≤(n2+i) 1+c2
∣∣∣∣∣∣
n2+i+m∑
k=n2+i
(Eω[ηk,0]− E[ηk,0])
∣∣∣∣∣∣
≤ (n2 + i)−1/2 max
m≤(n2+i) 1+c2
∣∣∣∣∣∣
n2+i+m∑
k=n2
(Eω[ηk,0]− E[ηk,0])
∣∣∣∣∣∣+
∣∣∣∣∣∣
n2+i−1∑
k=n2
(Eω[ηk,0]− E[ηk,0])
∣∣∣∣∣∣
 .
Since i+m < n1+2c for n suitably large we now have that Rω(n2 + i, c) ≤ 2Rω(n2, 2c)
for all i = 1, ..., 2n thus it suffices to show that Rω(n2, 2c) converges to 0 for all c > 0
suitably small and P-a.e. ω. For  > 0, by Markov’s inequality
P
(Rω(n2, 2c) > ) ≤ E [Rω(n2, 2c)2+2δ] −(2+2δ)
= CE

n−1 max
m≤n1+2c
∣∣∣∣∣∣
n2+m∑
k=n2
(Eω[ηk,0]− E[ηk,0])
∣∣∣∣∣∣
2+2δ

≤ Cn(1+2c)(1+δ)−2(1+δ)
by part 2 of Lemma 3.1.7. Choosing c < δ/(2 + 2δ) gives us that
∞∑
n=1
P
(Rω(n2, 2c) > ) <∞
therefore by the Borel-Cantelli lemma we have the desired result.
Remark 3.1.8. Notice that, since νβt is the centring of Xt in the annealed CLT (The-
orem 3.2) and Gω(t)− νβt is a sum of i.i.d. random variables under the environment
law, whenever these random variables have non-zero variance we obtain a central limit
theorem for Gω(t)−νβt with respect to P and therefore proving Theorem 3.3 also shows
that there is no quenched CLT for Xt with a deterministic centring.
3.2 Random walks on subcritical Galton-Watson trees
In this section we apply the results of the previous section to prove Theorems 3.4, 3.5
and 3.6. Recall from Section 2.5 that we can couple the random walk on a subcritical
GW-tree conditioned to survive with a randomly trapped random walk on Z so that the
walks do not deviate too far from each other. We can, therefore, consider this randomly
trapped random walk and it suffices to show that the conditions for Theorems 3.1, 3.2
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and 3.3 hold. With this aim, it is enough to prove suitable moment bounds on the
excursion times of biased random walks in random trees.
3.2.1 The speed of the walk
We wish to prove a bound on the expected holding time for the randomly trapped
random walk. Let ηk be the k
th holding time of the randomly trapped random walk.
Recall from Section 2.5 that η0 is distributed as the first hitting time of ρ by the walk
Wn on the tree T which is a random tree rooted at ρ with a single ancestor ρ of the
root, ξ∗ − 1 buds attached as children of ρ (where ξ∗ has the size biased law) and
independent f GW-trees attached to the buds. Let
uρ =
τρ∑
k=1
1{Wk=ρ} (3.9)
be the number of return times to the root ρ before reaching its unique ancestor ρ.
That is, uρ is the number of excursions to the trees attached to ρ before the walk
reaches ρ. Let τ
(0)
x := 0 then for j = 1, ..., uρ write τ
(j)
x := min{n > τ (j−1)x : Wn = x}
to be the hitting times of x and κj := τ
(j)
ρ − τ (j−1)ρ the duration of the jth excursion.
We then have that
η0
d
= 1 +
uρ∑
j=1
κj . (3.10)
Lemma 3.2.1. Suppose βµ < 1, σ2 <∞ and β ≥ 1, then
E[η0] =
µ(β + 1)(1− βµ) + 2β(σ2 − µ(1− µ))
µ(β + 1)(1− βµ) .
Moreover, if σ2 =∞ or β ≥ µ−1 then E[η0] =∞.
Proof. By (3.10) we have that
E[η0] = 1 + E
 uρ∑
j=1
E[κj |uρ]
 = 1 + E[uρ]E [ET fρ [τ+ρ ]|Z1 = 1]
where Z1 denotes the first generation size of an f -GW-tree T f . The number of excur-
sions uρ is geometrically distributed under P
T
ρ with termination probability 1 − pex
where
pex := P
T
ρ (W1 6= ρ) =
β(ξ∗ − 1)
βξ∗ + 1
.
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It therefore follows that
E[uρ] = E
[
β(ξ∗ − 1)
β + 1
]
=
β
β + 1
( ∞∑
k=1
k2pk
µ
− 1
)
=
β(σ2 − µ(1− µ))
(β + 1)µ
.
Using the formula (2.7) for the expected time spent in a fixed tree and statement
1 of Lemma 2.4.1 for the expected size of the kth generation we have that
E
[
ET
f
ρ [τ
+
ρ ]|Z1 = 1
]
= E
2∑
k≥1
Zkβ
k−1
Z1
|Z1 = 1

= 2
∑
k≥1
E[Zk|Z1 = 1]βk−1
= 2
∑
k≥1
(βµ)k−1.
If β < µ−1 then this is equal to 2/(1− βµ); otherwise, the sum does not converge. It
follows that
E[η0] =
µ(β + 1)(1− βµ) + 2β(σ2 − µ(1− µ))
µ(β + 1)(1− βµ) .
Combining this with Theorem 3.1 and the results of Section 2.5 we have that
Theorem 3.4 holds. We now extend the Einstein relation for the randomly trapped
random walk to the walk on the GW-tree. This is a non-trivial extension because, in
the tree model, the bias affects the trapping times and the unbiased walk is significantly
influenced by the restriction to the half line. For this reason we observe convergence
to a reflected Brownian motion and cannot simply apply Corollary 3.1.2.
Lemma 3.2.2. Suppose µ < 1 and σ2 <∞. The unbiased (β = 1) walk |Xbntc|n−1/2
converges in P-distribution on DJ1([0,∞),R) as n → ∞ to |Bt| where Bt is a scaled
Brownian motion with variance Υ = E[η0]−1. Moreover,
lim
β→1+
νβ
β − 1 =
Υ
2
where νβ is the speed calculated in Theorem 3.4 for the β-biased walk.
Proof. Recall that Xˆn is a randomly trapped random walk on Z which, by assumption
and Lemma 3.2.1, is unbiased and has finite expected holding times. By [6, Theorem
2.9], for P-a.e. ω, the rescaled process Xˆntn
−1/2 converges in Pω-distribution to a
scaled Brownian motion B with variance E[η0]−1.
The scaled local time at the origin n−1LYˆ (0, n − 1) converges P -a.s. to 0.
Moreover, the holding times (η0,i)i≥1 are i.i.d. under Pω therefore, by the law of large
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numbers,
∑n
i=1 n
−1η0,i converges Pω-a.s. to Eω[η0,1] for P-a.e. ω. The same holds for
the times between movements along the backbone (η˜0,i)i≥1 therefore the scaled sums
LYˆ (0,n−1)∑
i=1
η0,i
n
and
LYˆ (0,n−1)∑
i=1
η˜0,i
n
converge to 0, P-a.s. It follows that the process Xn := YˆS−1n where
Sn :=
∑
x∈Z
LYˆ (x,n−1)∑
i=1
ηx,i and ηx,i =
ηx,i, if x < 0,η˜ρx,i, if x ≥ 0,
obeys the same central limit theorem as Xˆ. That is, we may replace the trap at the
origin with the slightly different trap which corresponds to the branch at the root of
the GW-tree, and still obtain a central limit theorem.
Define the time spent above 0 by X and the associated limiting Brownian
motion B as
AXt :=
∫ t
0
1{Xs≥0}ds and A
B
t :=
∫ t
0
1{Bs≥0}ds.
By substitution we then have that
AXtn
n
=
∫ t
0
1{Xrn/n1/2≥0}dr → ABt since limε→0+
∫ t
0
1{Bs∈[−ε,ε]}ds = 0
In particular, (Xntn
−1/2, AXt n−1)t≥0 converges to (Bt, ABt )t≥0. Recall that X˜ is the
projection of X onto the backbone. By definition of AXt , we have that |X˜nt|n−1/2 =
X
(AXtn)
−1n
−1/2 which converges in distribution to B(ABt )−1 by Proposition 2.1.1. Fur-
thermore, B(ABt )−1 is equal in distribution to |Bt| hence we have the desired convergence
result by Section 2.5.
Using Theorem 3.4 and taking the limit as β → 1+ we have that
νβ
β − 1 →
µ(1− µ)
2σ2
=
1
2E[η0]
by Lemma 3.2.1, which completes the proof.
3.2.2 An annealed functional central limit theorem
We now prove an annealed functional central limit theorem for the biased walk on the
subcritical GW-tree conditioned to survive. By Lemmas 2.5.1 and 2.5.2 it will suffice
to show the result holds for the corresponding randomly trapped random walk. We
obtain the result by using the annealed invariance principle Theorem 3.2. That is, we
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show conditions on the tree and the bias which ensure that E[η20] <∞.
Recall from (3.9) that uρ is the number of return times to the root ρ before
reaching its unique ancestor ρ and κj is the duration of the j
th such excursion. Letting
T = T 0 denote the first branch, by (3.10) we have that
Eω
[
η20
]
= ET
 uρ∑
j=1
κ2j +
uρ∑
j=1
∑
i 6=j
κjκi + 2
uρ∑
j=1
κj + 1
 .
We want to show that E
[
Eω
[
η20
]]
<∞. Lemma 3.2.3 shows that this can be reduced
to showing that the expected value of the first sum in the quenched expectation is
finite.
Lemma 3.2.3. If β > 1, β2µ < 1 and E[ξ3] <∞ then
E
ET
 uρ∑
j=1
∑
i 6=j
κjκi + 2
uρ∑
j=1
κj + 1
 <∞.
Proof. By (3.10) we have that
ET
2 uρ∑
j=1
κj + 1
 < 2Eω[η0]
which has finite expectation under P by Lemma 3.2.1 since β2µ < 1 implies that
βµ < 1.
The variable uρ is geometrically distributed with termination probability 1−pex;
that is,
PT (uρ = n) = pnex(1− pex) where pex =
β(ξ∗ − 1)
βξ∗ + 1
(3.11)
and ξ∗ + 1 is the number of neighbours of ρ in T . We then have that
ET
 uρ∑
j=1
∑
i 6=j
κjκi
 = ∞∑
n=0
PT (uρ = n)
n∑
j=1
∑
i 6=j
ET [κjκi]
= ET [κ1]2
∞∑
n=0
n(n− 1)pnex(1− pex)
= 2
(
β
β + 1
)2
ET [κ1]2(ξ∗ − 1)2 (3.12)
by independence of excursion times under PT .
Let T ◦ denote the tree T without the ancestor of the root ρ and T f be an
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f -GW-tree. Write Zn and Z
f
n to be the nth generation sizes of T ◦ and T f respectively
then for j = 1, 2, ... let Zf,jn be independent copies of Z
f
n . By the construction of T ◦
using GW-trees we have that
∞∑
l=1
l2P (Zk = l|Z1 = i) = E
[
(Zfk−1)
2|Zf0 = i
]
= E
 i∑
j=1
Zf,jk−1
2
= iE
[
(Zfk−1)
2
]
+ i(i− 1)E
[
Zfk−1
]2
.
Using this with Lemma 2.4.1, for j ≥ k ≥ 1 we have that
E [ZkZj ] =
∞∑
i=1
P (ξ∗ − 1 = i)
∞∑
l=1
lP (Zk = l|Z1 = i) E [Zj |Zk = l]
=
∞∑
i=1
P (ξ∗ − 1 = i)
∞∑
l=1
l2P (Zk = l|Z1 = i) E
[
Zfj−k
]
= µj−k
∞∑
i=1
P (ξ∗ − 1 = i)
(
iE
[
(Zfk−1)
2
]
+ i(i− 1)E
[
Zfk−1
]2)
≤ CµjE[(ξ∗ − 1)2]. (3.13)
Using (3.12) and the formula (2.7) for the expected time spent in a tree we
have that
E
ET
 uρ∑
j=1
∑
i 6=j
κjκi
 = CβE [(ξ∗ − 1)2ET [κ1]2]
= CβE
∑
k≥1
βkZk
2
= Cβ
∑
k≥1
β2kE[Z2k ] + 2Cβ
∑
k≥1
∑
j>k
βk+jE[ZkZj ].
By (3.13) we then have that∑
k≥1
∑
j>k
βk+jE[ZkZj ] ≤ CE[(ξ∗ − 1)2]
∑
k≥1
βk
∑
j>k
(βµ)j ≤ CE[(ξ∗ − 1)2]
∑
k≥1
(β2µ)k
and ∑
k≥1
β2kE[Z2k ] ≤ CE[(ξ∗ − 1)2]
∑
k≥1
(β2µ)k.
Each of these terms is finite since β2µ < 1 and E[ξ3] < ∞ where we recall from the
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definition of the size-biased distribution that E[(ξ∗ − 1)2] ≤ CE[ξ3].
Let T be a fixed tree and (Xn)n≥1 a β-biased walk on T . For x ∈ T recall
that
vx :=
τ+ρ∑
k=1
1{Xk=x}
denotes the number of visits to x before returning to the root; then τ+ρ =
∑
x∈T vx
and
ETρ
[
(τ+ρ )
2
]
=
∑
x,y∈T
ETρ [vxvy]. (3.14)
For any x, y ∈ T there exists a unique vertex wx,y which is the closest ancestor of
both x and y. Moreover, by Lemma 2.3.6,
ETρ [vxvy] ≤ ETwx,y [vxvy] ≤ Cβ(|c(x)|β + 1)(|c(y)|β + 1)β|x|+|y|
where c(x) is the set of children of x in T .
In order to show that E[η20] <∞ it remains to prove Lemma 3.2.4 which follows
similarly to Lemma 3.2.3 with the use of Lemma 2.3.6.
Lemma 3.2.4. If β > 1, β2µ < 1 and E[ξ3] <∞ then
E
ET
 uρ∑
j=1
κ2j
 <∞.
Proof. Recall that T ◦ denotes the tree T without the ancestor of the root ρ. Since
the separate excursions are independent under PT and uρ is geometrically distributed
we have that
E
ET
 uρ∑
j=1
κ2j
 = E [(β(ξ∗ − 1)
β + 1
)
ET
◦
ρ
[
κ21
]]
.
Labelling ρ1, ..., ρξ∗−1 as the neighbours of ρ in T ◦, and Tρj as the tree consisting of
ρ, ρj and the descendants of ρj we have that
ET
◦
ρ
[
κ21
]
=
ξ∗−1∑
j=1
E
Tρj
ρ
[
(τ+ρ )
2
]
ξ∗ − 1
when ξ∗ 6= 1 and 0 otherwise. In particular, it then follows that
E
ET
 uρ∑
j=1
κ2j
 ≤ E
ξ∗−1∑
j=1
ETρj
[
(τ+ρ )
2
] = E[ξ∗ − 1]E [ETρ1 [(τ+ρ )2]]
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since the subtraps are independent. Since E[ξ∗− 1] ≤ CE[ξ2] <∞, it suffices to show
that
E
[
E T˜ρ
[
(τ+ρ )
2
]]
<∞
where T˜ is a tree (equal in distribution to T ρ1) with root ρ, single first generation
vertex −→ρ and, under P, the subtree rooted at −→ρ is an f -GW-tree.
Recall that T˜z denotes the descendent tree of T˜ at z. By (3.14) and Lemma
2.3.6 we have that
E
[
E T˜ρ
[
(τ+ρ )
2
]]
= E
 ∑
x,y∈T˜
E T˜ρ [vxvy]

≤ CβE
∑
x∈T˜
(|c(x)|β + 1)β|x|
∑
y∈T˜
(|c(y)|β + 1)β|y|
 .
By collecting terms in the kth generation we have that∑
x∈T˜
(|c(x)|β + 1)β|x| = 1 +
∑
k≥1
Z T˜k (β
k + βk−1) ≤ (1 + β−1)
∑
k≥0
Z T˜k β
k
where Z T˜k is the size of the k
th generation of T˜ . For k ≥ 0 the tree T˜ satisfies
Z T˜k+1 = Zk for a GW-process Zk with Z0 = 1; therefore, using that β
2µ < 1 and
Lemma 2.4.1, we have that E
[
Z T˜k Z
T˜
j
]
≤ Cµj , for j ≥ k. In particular,
E
[
E T˜ρ
[
(τ+ρ )
2
]] ≤ Cβ∑
k≥0
βk
∑
j≥k
βjE
[
Z T˜k Z
T˜
j
]
≤ Cβ
∑
k≥0
βk
∑
j≥k
(µβ)j ≤ Cβ,µ
∑
k≥0
(µβ2)k
which is finite since µβ2 < 1.
By Lemmas 3.2.3 and 3.2.4 we have that E[η20] <∞ therefore, by Lemmas 2.5.1
and 2.5.2 and Theorem 3.2, we have that Theorem 3.5 holds.
Remark 3.2.5. Recall that the expression (3.8) for ς2 was given in Theorem 3.2 in
terms of the moments of the distance and time between regenerations. We can therefore
use this to write the corresponding form in the GW-tree model as
ς2 =
E
[(
%2 − %1 − νβ
∑ζY2 −1
j=ζY1
ηj
)2]
E[η0]E[ζY2 − ζY1 ]
where ζYj and %j are the regeneration times and points of the walk Y .
We now show that both of the conditions β2µ < 1 and E[ξ3] <∞ are necessary
in order to apply Theorem 3.2. This suggests that we should only have an annealed
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functional central limit theorem for the walk on the subcritical GW-tree conditioned
to survive when these conditions hold.
Lemma 3.2.6. If β2µ ≥ 1 or E[ξ3] =∞ then
E[η21] ≥ E
[
ET [η1]2
]
=∞.
Proof. Recall that η1 is the first hitting time of ρ by Wn started from the root ρ in T .
With positive probability ρ has neighbours other than ρ and the walk moves to one
on the first step. Until returning to ρ the walk is equal in distribution to a β-biased
random walk on an f -GW-tree conditioned to have a single first generation vertex. In
particular, it suffices to show that for a β-biased walk
E
[
ET
f
ρ
[
τ+ρ
]2 |Z1 = 1] =∞
where T f is an f GW-tree rooted at ρ. Using the formula for the expected time spent
in a tree (2.7) we have that
E
[
ET
f
ρ
[
τ+ρ
]2 |Z1 = 1] = 4
β2
E
∑
k≥1
βkZk
2 |Z1 = 1
 ≥ 4
β2
∑
k≥1
β2kE[Z2k |Z1 = 1].
Since Zk takes nonnegative values in Z we have that
E
[
Z2k |Z1 = 1
] ≥ E [Zk|Z1 = 1] = µk−1
by statement 1 of Lemma 2.4.1. We therefore have that
E
[
ET
f
ρ [τ
+
ρ ]
2|Z1 = 1
]
≥ c
∑
k≥1
(β2µ)k
which is infinite if β2µ ≥ 1.
The first hitting time of ρ is at least the number of visits to the offspring of
ρ. From ρ, the walk takes a geometric number of visits (with termination probability
1− pex, see (3.11)) to these vertices before reaching ρ. Using properties of geometric
random variables we then have that
E
[
ETρ [η1]
2
]
≥ E
[(
(ξ∗ − 1)β
β + 1
)2]
≥ c (E[(ξ∗)2]− 1)
which is infinite if E[ξ3] =∞.
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3.2.3 A quenched central limit theorem
We now prove a quenched central limit theorem for the biased walk on the subcritical
GW-tree conditioned to survive. As in the annealed case, by Lemmas 2.5.1 and 2.5.2
it will suffice to show the result holds for the corresponding randomly trapped random
walk and we obtain the result by using Theorem 3.3.
Define
GT (t) = νβt− νβ
bνβtc∑
k=1
β + 1
β − 1
(
ET [η˜ρk,0]− E[η0]
)
.
We want to show that if β2µ < 1 and E[ξ3+δ] <∞ for some δ > 0 then
E
[
ET [η1]2+ε
]
<∞
for some ε > 0. By Theorems 3.3 and 3.5 it then follows that there exists ϑ > 0 such
that for P-a.e. T we have that
PT
( |Xt| − GT (t)
ϑ
√
t
≤ x
)
→ Φ(x) :=
∫ x
−∞
e−
u2
2√
2pi
du
uniformly in x as n→∞.
Proof of Theorem 3.6. Recall that
uρ =
τ+←−ρ∑
n=1
1{Wn=ρ}
is the number of hitting times of the root ρ before reaching ←−ρ (for the walk started
at ρ) and T ◦ is the tree T with ←−ρ removed. Then,
ETρ [η1] = 1+E
T[uρ]ET
◦
ρ
[
τ+ρ
]
= 1+2ET[uρ]
∑
n≥1
Zn
Z1
βn−1 ≤ 2(ET[uρ]+1)
∑
n≥1
Zn
Z1
βn−1
by (2.7) where Zn is the n
th generation size of T ◦ since the walk on T ◦ is β-biased.
For a fixed tree, uρ is geometrically distributed with excursion probability pex
(see (3.11)) therefore ET [uρ] ≤ Z1. By conditioning on Z1 we therefore have that
E
[
ET [η1]2+ε
]
≤ CE
Z2+ε1 E
∑
n≥1
Zn
Z1
βn−1
2+ε ∣∣∣Z1

= CE
∑
n≥1
Znβ
n−1
2+ε .
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We can write
Zn =
Z1∑
j=1
Z
(j)
n−1
where Z(j) are independent GW-processes therefore, by convexity,
E
∑
n≥1
Znβ
n−1
2+ε = E
Z2+ε1
 Z1∑
j=1
∑
n≥1
Z
(j)
n−1
Z1
βn−1
2+ε
≤ E
Z1+ε1 Z1∑
j=1
∑
n≥1
Z
(j)
n−1β
n−1
2+ε
= E[(ξ∗ − 1)2+ε]E
∑
n≥1
Z
(1)
n−1β
n−1
2+ε .
By the assumptions of the theorem we have that E[(ξ∗ − 1)2+ε] ≤ µ−1E[ξ3+ε] < ∞
whenever ε < δ thus it suffices to show that
E
∑
n≥0
Znβ
n
2+ε <∞
where Zn now denotes the n
th generation size of an f -GW-process.
For ε < δ, by conditioning on the height H := max{n ≥ 0 : Zn > 0} of the tree
we have that
E
∑
n≥0
Znβ
n
2+ε ≤ E
β(2+ε)HE
∑
n≥0
Zn
2+ε ∣∣∣H
 (3.15)
≤ E
[
β(2+ε)H(H+ 1)2+εE
[
max
n≤H
Z2+εn
∣∣∣H]]
≤ E
[
β(2+ε)H(H+ 1)2+ε
H∑
n=0
E
[
Z2+εn
∣∣∣H]]
=
∞∑
n=0
E
[
β(2+ε)H(H+ 1)2+εZ2+εn
]
=
∞∑
n=0
∞∑
j=1
j2+εP(Zn = j)E
[
β(2+ε)H(H+ 1)2+ε|Zn = j
]
.
From (2.9) we have that P(H ≥ n) ∼ cµn therefore P(H ≥ n) ≤ Cµn for some
constant C hence
E
[
β(2+ε)H(H+ 1)2+ε|Zn = j
]
= E
[
β(2+ε)(H+n+1)(H+ n)2+ε|Z0 = j
]
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=
∞∑
i=1
β(2+ε)(i+n)(i+ n+ 1)2+εP(H = i|Z0 = j)
≤
∞∑
i=1
β(2+ε)(i+n)(i+ n+ 1)2+εP(H ≥ i|Z0 = j)
≤ C
∞∑
i=1
β(2+ε)(i+n)(i+ n+ 1)2+εjµi
≤ Cjβ(2+ε)n(n+ 2)2+ε
∞∑
i=1
i2+ε(β2+εµ)i.
Since β2µ < 1 we can choose ε > 0 sufficiently small so that β2+εµ < 1 therefore
∞∑
i=1
i2+ε(β2+εµ)i <∞.
Substituting back into (3.15) we have that
E
∑
n≥0
Znβ
n
2+ε ≤ C ∞∑
n=0
βn(2+ε)(n+ 2)2+ε
∞∑
j=1
j3+εP(Zn = j)
= C
∞∑
n=0
βn(2+ε)(n+ 2)2+εE[Z3+εn ]. (3.16)
Using a telescoping sum we can write
Zn = µ
n +
n−1∑
k=0
(Zn−k − µZn−(k+1))µk,
therefore, by convexity, we have that
E[Z3+εn ] = (n+ 1)
3+εE
( µn
n+ 1
+
n−1∑
k=0
(Zn−k − µZn−(k+1))µk
n+ 1
)3+ε (3.17)
≤ (n+ 1)3+εE
[
µn(3+ε)
n+ 1
+
n−1∑
k=0
(
(Zn−k − µZn−(k+1))µk
)3+ε
n+ 1
]
= (n+ 1)2+εµn(3+ε) + (n+ 1)2+ε
n−1∑
k=0
µk(3+ε)E
[(
Zn−k − µZn−(k+1)
)3+ε]
.
Let ξj be independent copies of ξ then using the Marcinkiewicz-Zygmund in-
equality and convexity we have that
E
[(
Zn−k − µZn−(k+1)
)3+ε]
= E
E
Zn−(k+1)∑
j=1
(ξj − µ)
3+ε ∣∣∣Zn−(k+1)

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≤ CE
E

Zn−(k+1)∑
j=1
(ξj − µ)2
3+ε2 ∣∣∣Zn−(k+1)


= CE
E

Zn−(k+1)∑
j=1
(ξj − µ)2
Zn−(k+1)
3+ε2 ∣∣∣Zn−(k+1)
Z 3+ε2n−(k+1)

≤ CE
E
Zn−(k+1)∑
j=1
|ξj − µ|3+ε
Zn−(k+1)
∣∣∣Zn−(k+1)
Z 3+ε2n−(k+1)

= CE
[|ξ − µ|3+ε]E[Z 3+ε2n−(k+1)]
≤ CE[|ξ − µ|3+ε]E[Z2n−(k+1)] .
By Lemma 2.4.1 we have that E
[
Z2n−(k+1)
]
≤ Cµn−(k+1) where C is indepen-
dent of n, k therefore substituting into (3.17) we have that
E[Z3+εn ] ≤ (n+ 1)2+εµn(3+ε) + C(n+ 1)2+εµn
n−1∑
k=0
µk(2+ε) ≤ C(n+ 1)2+εµn.
Combining with (3.16) we then have that
E
∑
n≥0
Znβ
n
2+ε ≤ C ∞∑
n=1
(n+ 2)4+2ε(β2+εµ)n
which is finite since we have chosen ε > 0 sufficiently small so that β2+εµ < 1.
Remark 3.2.7. Notice that, under the assumptions of Theorem 3.6, νβt − GT (t) is
a sum of i.i.d. centred random variables with positive, finite variance. It therefore
follows that this expression, scaled by
√
t, converges in distribution with respect to
P to a Gaussian random variable. In particular, this means that the environment
dependent centring is necessary in the quenched CLT.
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Chapter 4
Escape rates in sub-ballistic
phases
In this chapter we introduce the three transient, sub-ballistic regimes for the biased
random walk on the subcritical GW-tree conditioned to survive. We then prove the
four main theorems concerning these regimes.
Recall from Section 1.2.2 that the subcritical GW-tree conditioned to survive
consists of a semi-infinite path Y (the backbone) with finite trees (called branches)
attached to each vertex of Y. In particular, the first generation of the branch (called
the buds) has a size-biased distribution ξ∗ − 1 where P(ξ∗ = k) = kpkµ−1. It follows
from this that for any real valued function ϕ we have that
E[ϕ(ξ∗)] =
∞∑
k=1
ϕ(k)
kpk
µ
= E[ϕ(ξ)ξ]µ−1
which will prove to be an important property relating the size biased and offspring
distributions. Choosing ϕ to be the identity, we have finite mean of the size-biased
distribution if and only if the variance of the offspring distribution is finite. This
causes a phase transition for the walk that is not seen in the supercritical tree. The
reason for this is that in the corresponding decomposition for the supercritical tree
we have subcritical GW-trees as leaves but the number of buds is exponentially tilted
and therefore maintains moment properties.
If the offspring law belongs to the domain of attraction of some stable law of
index α ∈ (1, 2) then taking ϕ(x) = x1{x≤t} shows that the size biased distribution
belongs to the domain of attraction of some stable law with index α− 1 and allows us
to attain properties of the scaling sequences (see Section 2.2).
The first case we consider is when βµ < 1 but σ2 =∞; we refer to this as the
infinite variance, finite excursion case:
Definition 4.0.1. (IVFE) The offspring distribution has mean µ satisfying 1 < β <
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µ−1 and belongs to the domain of attraction of a stable law of index α ∈ (1, 2).
Under this assumption we let L vary slowly at ∞ such that as x→∞
E
[
ξ21{ξ≤x}
] ∼ x2−αL(x) (4.1)
and choose (an)n≥1 to be a scaling sequence for the size-biased law such that, for any
x > 0, as n → ∞ we have P(ξ∗ ≥ xan) ∼ x−(α−1)n−1. Moreover for some slowly
varying function L˜ we have that an = n
1
α−1 L˜(n).
In this case we have that the slowing is caused by the number of excursions into
the branch. Since β is small (i.e. less than µ−1) we have that the expected time spent
in a trap (a subcritical GW-tree rooted at a bud) is finite. The number of excursions
the walk takes into a branch is of the same order as the number of buds; since the
size-biased law has infinite mean there are a large number of buds and, therefore, a
large number of excursions. The main result for IVFE is Theorem 4.1 which reflects
that ∆n scales similarly to the sum of independent copies of ξ
∗.
Theorem 4.1. For IVFE, the laws of the process(
∆nt
an
)
t≥0
converge weakly as n → ∞ under P on DM1([0,∞),R) to the law of an α − 1 stable
subordinator Rt with Laplace transform
ϕt(s) := E[e−sRt ] = e−Cα,β,µts
α−1
where Cα,β,µ is a constant which we shall determine during the proof (see (4.67)).
We refer to the second (σ2 < ∞, βµ > 1) and third (σ2 = ∞, βµ > 1) cases
as the finite variance, infinite excursion and infinite variance, infinite excursion cases
respectively.
Definition 4.0.2. (FVIE) The offspring distribution has mean µ satisfying 1 < µ−1 <
β and variance σ2 <∞.
Definition 4.0.3. (IVIE) The offspring distribution has mean µ satisfying 1 < µ−1 <
β and belongs to the domain of attraction of a stable law of index α ∈ (1, 2).
As for IVFE, in IVIE we let L vary slowly at ∞ such that (4.1) holds and
(an)n≥1 be a scaling sequence for the size-biased law such that for any x > 0, as
n → ∞ we have P(ξ∗ ≥ xan) ∼ x−(α−1)n−1. It then follows that an = n
1
α−1 L˜(n) for
some slowly varying function L˜. In FVIE, an = n will suffice.
In FVIE and IVIE the slowing is caused by excursions in deep branches because
the walk is required to make long sequences of movements against the bias in order to
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escape. We shall see that only the depth H (and not the foliage) is important to the
scaling. By comparison with the model in which we prune all of the branch except the
unique self-avoiding path to the deepest point; we see that, by transience, the walk
reaches the deepest point with positive probability and then takes a geometric number
of short excursions with escape probability of the order β−H. In particular, this means
that the expected time spent in a branch of height H will cluster around βH.
Intuitively, the main reason we observe different scalings in these two cases is
due to the way the number of buds affects the height of the branch. The height of a
GW-tree is approximately geometric; in particular, the tallest of n independent trees
will typically be close to log(n)/ log(µ−1). In FVIE the number of buds has finite
mean therefore we see order n buds by level n hence tallest will have height close to
log(n)/ log(µ−1). In IVIE the number of buds has infinite mean but belongs to the
domain of attraction of some stable law. In particular, the number of buds seen by
level n is equal in distribution to the sum of n independent copies of ξ∗ − 1 (which
scales with an). It therefore follows that, in IVIE, the tallest tree up to level n will
have height close to log(an)/ log(µ
−1). Since only the deepest trees are significant and
the time spent in a large branch clusters around βH we see that the natural scaling
is βlog(n)/ log(µ
−1) = n1/γ in FVIE and βlog(an)/ log(µ
−1) = a
1/γ
n in IVIE where we recall
that the exponent γ is given in (1.2).
Since H is approximately geometric we have that βH will not belong to the
domain of attraction of any stable law. For this reason, as in [10], we only see con-
vergence along specific increasing subsequences nl(t) := btµ−lc for t > 0 in FVIE and
nl(t) such that anl(t) ∼ tµ−l for IVIE. Such a sequence exists for any t > 0 since, by
choosing nl(t) := sup{m ≥ 0 : am < tµ−l}, we have that anl < tµ−l ≤ anl+1 and
therefore
1 ≥ anl
tµ−l
≥ anl
anl+1
→ 1.
The main results for FVIE and IVIE are Theorems 4.2 and 4.3, which reflect
slowing due to deep excursions.
Theorem 4.2. In FVIE, for any t > 0 we have that as l→∞
∆nl(t)
nl(t)
1
γ
→ Rt
in distribution under P, where Rt is a random variable with an infinitely divisible law.
Theorem 4.3. In IVIE, for any t > 0 we have that as l→∞
∆nl(t)
a
1
γ
nl(t)
→ Rt
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in distribution under P, where Rt is a random variable with an infinitely divisible law.
We write rn to be an in IVFE, n
1/γ in FVIE and a
1/γ
n in IVIE; then, letting
rn := max{m ≥ 0 : rm ≤ n} we will also prove Theorem 4.4. This shows that,
although the laws of Xn/rn do not converge in general (for FVIE and IVIE), the
suitably scaled sequence is tight and we can determine the leading order polynomial
exponent explicitly.
Theorem 4.4. In IVFE, FVIE or IVIE we have that
1. The laws of (∆n/rn)n≥0 under P are tight on (0,∞);
2. The laws of (|Xn|/rn)n≥0 under P are tight on (0,∞).
Moreover, in IVFE, FVIE and IVIE respectively, we have that P-a.s.
lim
n→∞
log |Xn|
log(n)
= α− 1;
lim
n→∞
log |Xn|
log(n)
= γ;
lim
n→∞
log |Xn|
log(n)
= γ(α− 1).
The proofs of Theorems 4.1, 4.2 and 4.3 follow a similar structure to the corre-
sponding proof of [10] which, for the walk on the supercritical tree, only considers the
case in which the variance of the offspring distribution is finite. However, for the lat-
ter reason, the proofs of Theorems 4.1 and 4.3 become more technical in some places,
specifically with regards to the number of traps in a large branch. The proof can be
broken down into a sequence of stages which investigate different aspects of the walk
and the tree.
In all cases it will be important to decompose the time spent in large branches.
In Section 4.1 we show a decomposition of the number of deep traps in any deep
branch. This is only important for FVIE and IVIE since the depth of the branch
plays a key role in decomposing the time spent in large branches. In Section 4.2
we determine conditions for labelling a branch as large in each of the regimes so that
large branches are sufficiently far apart such that, with high probability, the embedded
walk will not backtrack from one large branch to the previous one. In Section 4.3 we
justify the choice of label by showing that time spent outside these large branches is
negligible. From this we then have that ∆n can be approximated by a sum of i.i.d.
random variables whose distribution depends on n. In Section 4.4 we only consider
IVFE and show that, under a suitable scaling, these variables converge in distribution
which allows us to show the convergence of their sum. Similarly, in Section 4.5 we
show that the random variables, suitably scaled, converge in distribution for FVIE
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and IVIE. We then show convergence of their sum in Section 4.6. In Section 4.7 we
prove Theorem 4.4 which is standard following Theorems 4.1, 4.2 and 4.3.
Remark 4.0.4. Theorem 4.1 was stated in [25] with the Skorohod J1 topology instead
of the M1 topology. This is, in fact, false and we can only obtain the result under the
(weaker) M1 topology. To see that the result only holds under the M1 topology notice
that, since a single large branch is entered multiple times with positive probability, large
jumps in the limit can arise from multiple large holding times for the discrete process.
This phenomena does not allow for convergence in the J1 topology. We will discuss
this in greater detail in Section 4.3.
4.1 The distribution of the number of traps in a large
branch
In this section we show asymptotics for the tail probability of the height of a branch
and use it to determine the distribution over the number of large traps in a large
branch.
In the construction of the subcritical GW-tree conditioned to survive T de-
scribed in Section 1.2.2, the special vertices form the infinite backbone Y = {ρ0, ρ1, ...}
consisting of all vertices with an infinite line of descent where ρi is the vertex in gen-
eration i. Let dx := |c(x)| be the number of offspring of the vertex x. Each vertex ρi
on the backbone is connected to buds ρi,j for j = 1, ..., dρi − 1 (which are the normal
Figure 4.1: A sample section of a subcritical tree conditioned to survive with solid lines
representing the backbone Y and dashed lines representing the dangling ends.
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vertices that are offspring of special vertices in the construction). Each of these is then
the root of an f -GW tree Tρi,j . We call each Tρi,j a trap and the collection T ∗−ρi from
a single backbone vertex (combined with the backbone vertex) a branch. Figure 4.1
shows an example of the first five generations of a tree T . The solid line represents the
backbone and the two dotted ellipses identify a sample branch and trap. The dashed
ellipse indicates the children of ρ1 which, since ρ1 is on the backbone, have quantity
distributed according to the size-biased law. It will be helpful throughout to work on
a dummy branch which is equal in distribution to T ∗−ρi for any i thus we define the
following random tree.
Definition 4.1.1. (Dummy branch) Define T ∗− to be a random tree rooted at ρ
with first generation vertices ρ1, ..., ρξ∗−1 which are roots of independent f -GW-trees
(T fi )ki=1 where ξ∗ is a size biased random variable independent of the rest of the tree.
Define T f to be a dummy f -GW-tree.
The structure of the large traps will have an important role in determining the
convergence of the scaled process. We will show that there is only a single deep trap
at any backbone vertex when the offspring law has finite variance whereas, when the
offspring law belongs to the domain of attraction of a stable law with index α < 2, we
have that the number of deep traps converges in distribution to a certain heavy tailed
law.
Recall that H(T ) denotes the height of a tree T rooted at ρ then by (2.9) we
can define
sm := P(H(T f ) < m) = 1− cµµm(1 + o(1)) (4.2)
to be the probability that a given trap is of height at most m− 1 (although in general
we shall write s for convenience). Write
N(m) :=
ξ∗−1∑
j=1
1{H(T fi )≥m}
to be the number of traps of height at least m in the dummy branch then we are
interested in the limit as m→∞ of
P(N(m) = l|N(m) ≥ 1) = P(N(m) = l)
P(N(m) ≥ 1) (4.3)
for l ≥ 1. Recall that f is the p.g.f. of the offspring distribution, write f (k) for its kth
derivative then we have that
P(N(m) = l) =
∞∑
k=1
P(ξ∗ = k)P(N(m) = l|ξ∗ = k)
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=
∞∑
k=l+1
kpk
µ
sk−1−l(1− s)l
(
k − 1
l
)
=
(1− s)l
l!µ
f (l+1)(s). (4.4)
In particular, we have that
P(H(T ∗−) > m) = P(N(m) ≥ 1) = 1− f ′(s)/µ. (4.5)
Lemma 4.1.2 shows that, when σ2 < ∞, with high probability there will only be a
single deep trap in any deep branch.
Lemma 4.1.2. When σ2 <∞
lim
m→∞P(N(m) = 1|N(m) ≥ 1) = 1.
Proof. Using (4.3) and (4.4) we have that
P(N(m) = 1|N(m) ≥ 1) = (1− s)f
′′(s)/µ
1− f ′(s)/µ =
∑∞
k=2 k(k − 1)pksk−2∑∞
k=2 kpk
1−sk−1
1−s
. (4.6)
By monotonicity in s we have that
lim
s→1−
∞∑
k=2
k(k − 1)pksk−2 =
∞∑
k=2
k(k − 1)pk
which is finite since σ2 <∞. Each summand in the denominator of (4.6) is increasing
in s for s ∈ (0, 1) and by L’Hoˆpital’s rule 1−sk−1 ∼ (k−1)(1−s) as s→ 1− therefore,
by monotone convergence, the denominator in the final term of (4.6) converges to the
same limit.
In order to determine the correct threshold for labelling a branch as large we
will need to know the asymptotic form of P(N(m) ≥ 1). Corollary 4.1.3 gives this for
the finite variance case.
Corollary 4.1.3. Suppose σ2 <∞ then
P(N(m) ≥ 1) ∼ cµE[ξ∗ − 1]µm = cµ
(
σ2 + µ2
µ
− 1
)
µm.
Proof. Let f∗ denote the p.g.f. of ξ∗ then P(N(m) ≥ 1) = 1− s−1f∗(s). Since σ2 <∞
we have that f ′∗(s) exists and is continuous for s ≤ 1 thus as s → 1− we have that
f∗(1)− f∗(s) ∼ (1− s)f ′∗(1) = (1− s)E[ξ∗]. It therefore follows that
1− s−1f∗(s) = f∗(1)− f∗(s)− f∗(s)(1− s)
s
∼ (1− s)(E[ξ∗]− 1).
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The result then follows by the definitions of cµ (2.9) and s (4.2).
We now consider the case when σ2 =∞ but ξ belongs to the domain of attrac-
tion of a stable law of index α ∈ (1, 2). Recall from Lemma 2.2.2 that as s→ 1−
E[sξ]− sµ ∼ Γ(3− α)
α(α− 1)(1− s)
αL((1− s)−1).
It follows that there exists a function L1 (which varies slowly as s → 1−) such that
E[sξ]− sµ = (1− s)αL1((1− s)−1) and
lim
s→1−
L1((1− s)−1)
L((1− s)−1) =
Γ(3− α)
α(α− 1) . (4.7)
Write g(x) = xαL1(x
−1) so that f(s) = sµ + g(1− s) then it follows that
f (l)(s) = sµ−l(µ)l + (−1)lg(l)(1− s)
when this exists where (µ)l :=
∏l−1
j=0(µ−j) is the Pochhammer symbol. Write L2(x) :=
L1(x
−1) which is slowly varying at 0. It follows from [53, Theorem 2] that for all l ∈ N
we have that xg(l+1)(x) ∼ (α− l)g(l)(x) as x→ 0. Therefore, for any integer l ≥ 0
lim
x→0+
xlg(l)(x)
g(x)
= (α)l. (4.8)
Proposition 4.1.4 is the main result of this section and determines the limiting
distribution of the number of traps of height at least m in a branch of height greater
than m.
Proposition 4.1.4. In IVIE, for l ≥ 1 as m→∞
P(N(m) = l|N(m) ≥ 1)→ 1
l!
l∏
j=1
|α− j|.
Proof. Recall that by (4.3) and (4.4) we want to determine the asymptotics of 1 −
f ′(s)/µ and (1− s)lf (l+1)(s)/(l!µ) as s→ 1−. We have that 1− f ′(s)/µ = 1− sµ−1 +
g′(1− s)/µ and g′(1− s) ∼ α(1− s)α−1L2(1− s) as s→ 1. Since α < 2, we have that
lims→1−(1− sµ−1)(1− s)1−α = 0 hence
1− f
′(s)
µ
∼ α
µ
(1− s)α−1L2(1− s). (4.9)
For derivatives l ≥ 1 we have that
(1− s)lf (l+1)(s)
l!µ
=
(1− s)l
l!µ
(
sµ−(l+1)(µ)l+1 + (−1)l+1g(l+1)(1− s)
)
.
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By (4.8) we have that (1− s)lg(l+1)(1− s) ∼ (α)l+1(1− s)α−1L2(1− s). For l ≥ 1 we
have that l + 1− α > 0 hence
(1− s)lf (l+1)(s)
l!µ
∼ |(α)l+1|
l!µ
(1− s)α−1L2(1− s). (4.10)
Combining (4.3) with (4.9) and (4.10) gives the desired result.
Proposition 4.1.4 will be useful for determining the number of large traps in
a large branch but equally important is the asymptotic relation (4.9) which gives the
tail behaviour of the height of a branch T ∗−. By the assumption on ξ that (4.1) holds
we have that
P(ξ∗ ≥ t) ∼ 2− α
µ(α− 1) t
−(α−1)L(t) (4.11)
as t→∞. Using (4.2), (4.5), (4.7), (4.9) and (4.11), we then have that
P(H(T ∗−) > m) ∼ Γ(3− α)c
α−1
µ
µ(α− 1) µ
m(α−1)L(µ−m) ∼ Γ(2− α)cα−1µ P(ξ∗ ≥ µ−m).
(4.12)
4.2 Large branches are far apart
In this section we introduce the conditions for a branch to be large. This will differ in
each of the cases however, since many of the proofs will generalise to all three cases,
we will use the same notation for some aspects.
In IVFE we will have that the slowing is caused by the large number of traps.
In particular, we will be able to show that the time spent outside branches with a
large number of buds is negligible.
Definition 4.2.1. (IVFE large branch) For ε ∈ (0, 1) write
ln,ε := abn1−εc and l+n,ε := abn1+εc
then we have that P(ξ∗ ≥ ln,ε) ∼ n−(1−ε). We will call a branch large if the number
of buds is at least ln,ε and write D(n) := {x ∈ Y : dx > ln,ε} to be the collection of
backbone vertices which are the roots of large branches.
In FVIE we will have that the slowing is caused by excursions into deep traps.
Definition 4.2.2. (FVIE large branch) For ε ∈ (0, 1) write CD := cµE[ξ∗ − 1],
hn,ε :=
⌈
(1− ε) log(n)
log(µ−1)
⌉
and h+n,ε :=
⌈
(1 + ε) log(n)
log(µ−1)
⌉
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then by Corollary 4.1.3 we have that
P(H(T ∗−) > hn,ε) ∼ CDµhn,ε ≈ CDn−(1−ε).
We will call a branch large if there exists a trap within it of height at least hn,ε and
write D(n) := {x ∈ Y : H(T ∗−x ) > hn,ε} to be the collection of backbone vertices which
are the roots of large branches. By a large trap we mean any trap of height at least
hn,ε.
In IVIE we will have that the slowing is caused by a combination of the slowing
effects of the other two cases. The height and number of buds in branches have a
strong link which we show more precisely later; this allows us to label branches as
large based on height which will be fundamental when decomposing the time spent in
large branches.
Definition 4.2.3. (IVIE large branch) For ε ∈ (0, 1) write
hn,ε :=
⌈
log(an1−ε)
log(µ−1)
⌉
and h+n,ε :=
⌈
log(an1+ε)
log(µ−1)
⌉
then by (4.12), for CD := Γ(2− α)cα−1µ , we have that
P(H(T ∗−) > hn,ε) ∼ CDP(ξ∗ ≥ µ−hn,ε) ≈ CDn−(1−ε). (4.13)
We will call a branch large if there exists a trap of height at least hn,ε and write
D(n) := {x ∈ Y : H(T ∗−x ) > hn,ε} to be the collection of backbone vertices which are
the roots of large branches. By a large trap we mean any trap of height at least hn,ε.
We want to show that, asymptotically, the large branches are sufficiently far
apart to ignore any correlation and therefore approximate ∆n by the sum of i.i.d.
random variables representing the time spent in a large branch. Much of this is very
similar to [10] so we only give brief details.
Write D(n)m := {x ∈ D(n) : 0 < |x| ≤ m} to be the large roots before level m
then let qn := P(ρ ∈ D(n)) be the probability that a branch is large and write
A1(n, T ) :=
{
sup
t∈[0,T ]
∣∣∣|D(n)btnc| − btnqnc∣∣∣ < n2ε/3
}
(4.14)
to be the event that the number of large branches by level Tn does not differ too much
from its expected value. Notice that in all three cases we have that qn is of the order
n−(1−ε) thus we expect to see nqn ≈ Cnε large branches by level n.
Lemma 4.2.4. In IVFE, FVIE and IVIE, for any T > 0
lim
n→∞P (A1(n, T )
c) = 0.
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Proof. For each n,m ∈ N write
Mnm := |D(n)m | −mqn d=
m∑
k=1
(Bk − qn)
where Bk are independent Bernoulli random variables with success probability qn.
Then E[Mnm] = 0 and VarP(M
n
m) = mqn(1 − qn) therefore by Kolmogorov’s maximal
inequality
P
(
max
1≤m≤bnT c
|Mnm| ≥ n2ε/3 − 1
)
≤
cVarP
(
MnbnT c
)
n4ε/3
≤ cnTqn
n4ε/3
≤ CTn−ε/3.
Since |bntcqn − bntqnc| ≤ 1 we have that
sup
t∈[0,T ]
∣∣∣|D(n)btnc| − btnqnc∣∣∣ ≤ max1≤m≤bnT c |Mnm|+ sup0≤t≤T |tnqn − bntcqn|
≤ max
1≤m≤bnT c
|Mnm|+ 1
which proves the statement.
We want to show that all of the large branches are sufficiently far apart such
that the walk does not backtrack from one to another. For t > 0 and κ ∈ (0, 1 − 2ε)
write
D(n, t) :=
 minx,y∈D(n)bntc: x 6=y d(x, y) > nκ
 ∩ {ρ /∈ D(n)}
to be the event that all large branches up to level bntc are of distance at least nκ apart
and the root of the tree is not the root of a large branch. A union bound shows that
P(D(n, t)c)→ 0 as n→∞ uniformly over t in compact sets.
We want to show that, with high probability, once the walk reaches a large
branch it never backtracks to the previous one. Recall that Y is the embedded walk
of X on the backbone then write ∆Yn := min{m ≥ 0 : Ym = ρn} to be the first hitting
time of level n by Y . For t > 0 write
A
(0)
2 (n, t) :=
bntc⋂
i=0
⋂
m≥∆Yρi
{|Ym| > i− C log(n)}
to be the event that the walk never backtracks distance C log(n) along the backbone.
Recall that for x ∈ T we write τ+x = inf{n > 0 : Xn = x} to be the first return time
of x. By comparison with a simple random walk on Z, Lemma 2.3.2 shows that for
k ≥ 1 we have that the escape probability is Pρk
(
τ+ρk−1 =∞
)
= 1− β−1 hence, using
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the Strong Markov property,
Pρm
(
τ+ρ0 <∞
)
=
m∏
k=1
Pρk
(
τ+ρk−1 <∞
)
= β−m.
Using a union bound we see that
P(A(0)2 (n, t)
c) ≤ Cntβ−C log(n) → 0 (4.15)
for C sufficiently large. Combining this with D(n, t) we have that with high probability
the walk never backtracks from one large branch to a previous one.
4.3 Time is spent in large branches
In this section we show that the time spent up to time ∆n outside large branches is
negligible. Combined with Section 4.2 this allows us to approximate ∆n by the sum
of i.i.d. random variables.
Recall that ∆Yn is the first hitting time of ρn for the embedded walk Y and
write
A3(n) := {∆Yn ≤ C1n}
to be the event that level n is reached by time C1n by the walk on the backbone.
Standard large deviation estimates yield that limn→∞ P(A3(n)c) = 0 for C1 > (β +
1)/(β − 1).
For the remainder of this section we mainly consider the case in which ξ belongs
to the domain of attraction of a stable law of index α ∈ (1, 2). The case in which the
offspring law has finite variance will proceed similarly however since the corresponding
estimates are much simpler in this case we omit the proofs.
In IVIE and IVFE, for t > 0, let the event that there are at most log(n)an
buds by level bntc be
A4(n, t) :=

bntc∑
k=0
(dρk − 1) ≤ log(n)an
 .
The variables dρk are i.i.d. with the law of ξ
∗ therefore, since an/ant converges and
the laws of
a−1bntc
bntc∑
k=1
(ξ∗k − 1)
converge to some stable law G∗ where limn→∞G
∗
(Ctα−1 log(n)) = 0 uniformly over
t ≤ T , we have that limn→∞P(A4(n, t)c) = 0.
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In FVIE write
A4(n, t) :=

bntc∑
k=0
(dρk − 1) ≤ log(n)n

then Markov’s inequality gives that limn→∞P(A4(n, t)c) = 0.
Write
A5(n) :=
{
max
i,j
|{k ≤ ∆bntc : Xk−1 = ρi, Xk = ρi,j}| ≤ C2 log(n)
}
(4.16)
to be the event that any trap is entered at most C2 log(n) times. By Lemma 2.3.3 the
number of entrances into ρi,j has the law of a geometric random variable of parameter
p = (β − 1)/(2β − 1) hence using a union bound we have that
P(A5(n, t)c ∩A4(n, t)) ≤ log(n)anP (Geo(p) > C2 log(n)) ≤ L(n)n
1
α−1+C2 log(1−p)
where L varies slowly at ∞. We therefore have that the final term converges to 0 for
C2 large and limn→∞ P(A5(n, t)c) = 0.
Propositions 4.3.1, 4.3.2 and 4.3.3 show that any time spent outside large traps
is negligible. In FVIE and IVIE we only consider the large traps in large branches.
Recall that D(n) is the set of roots of large branches and write
K(n) :=
⋃
x∈D(n)
{Ty : y ∈ c(x) \ {ρ|x|+1}, H(Ty) ≥ hn,ε}
to be the vertices in large traps. In IVFE we require the entire large branch and write
K(n) :=
⋃
x∈D(n)
T ∗−x
to be the vertices in large branches. In either case we write χt,n := |{1 ≤ i ≤ ∆bntc :
Xi−1, Xi ∈ K(n)}| to be the time spent up to ∆bntc in large traps.
Proposition 4.3.1. In IVIE, for any t,  > 0 we have that as n→∞
P
(∣∣∣∣∣∆bntc − χt,na1/γn
∣∣∣∣∣ ≥ 
)
→ 0.
Proof. On A4(n, t) there are at most an log(n) traps by level bntc. We can order these
traps so write T (l,k) to be the duration of the kth excursion into the lth trap and ρ(l)
to be the root of this trap (that is, the unique bud in the trap). Here we consider
an excursion to start from the bud and end at the last hitting time of the bud before
returning to the backbone. Recall that on A3(n) the walk Y reaches level n by time
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C1n and on A5(n) no trap up to level n is entered more than C2 log(n) times. Using
the estimates on A3, A4 and A5 we have that
P
(∣∣∣∣∣∆bntc − χt,na1/γn
∣∣∣∣∣ ≥ 
)
≤ o(1) + P
C1nt+an log(n)∑
l=0
C2 log(nT )∑
k=1
(
2 + T (l,k)1{H(Tρ(l))<hn,ε}
)
≥ a
1
γ
n
 .
Since a
1
γ
n  an log(n)2  n, for n sufficiently large we have that, using Markov’s
inequality and (2.14) with m = hn,ε, the second term can be bounded above by
2−1a
− 1
γ
n E
an log(n)∑
l=0
C2 log(nt)∑
k=1
T (l,k)1{H(Tρ(l))<hn,ε}
 ≤ Ct, log(n)2a1− 1γn a 1γ−1n1−ε .
Combining constants and slowly varying functions into a single function Lt, such that
for any ε˜ > 0 we have that Lt,(n) ≤ nε˜ for n sufficiently large we then have that
P
(∣∣∣∣∣∆bntc − χt,na1/γn
∣∣∣∣∣ ≥ 
)
≤ o(1) + Lt,(n)n−ε
1
γ−1
α−1
which converges to 0 since α, 1γ > 1.
Using A3, A5 and the form of A4 for FVIE, the technique used to prove Propo-
sition 4.3.1 extends straightforwardly to prove Proposition 4.3.2 therefore we omit the
proof.
Proposition 4.3.2. In FVIE, for any t,  > 0 we have that as n→∞
P
(∣∣∣∣∆bntc − χt,nn1/γ
∣∣∣∣ ≥ )→ 0.
Similarly, we can show a corresponding result for IVFE.
Proposition 4.3.3. In IVFE, for any t,  > 0, as n→∞
P
(∣∣∣∣∆bntc − χt,nan
∣∣∣∣ ≥ )→ 0.
Proof. We begin by bounding the total number of traps in small branches. As a result
of the truncated moment function asymptotic (2.2) we have the following the truncated
first moment asymptotic:
E
[
ξ∗1{ξ∗≤x}
] ∼ Cx2−αL(x) (4.17)
82
as x → ∞ for some constant C. Recall from Definition 4.2.1 that ln,ε ≤ an1−ε . Let
c ∈ (0, 2−α) then, by Markov’s inequality and the truncated first moment asymptotic
(4.17), for n large
P
bntc∑
k=0
(dρk − 1)1{dρk−1≤ln,ε} ≥ n
1−cε
α−1
 ≤ E
[∑bntc
k=0(dρk − 1)1{dρk−1≤ln,ε}
]
n
1−cε
α−1
≤ n− ε(2−α−c)α−1 Lt(n)
where Lt(n) varies slowly at ∞. This converges to 0 as n → ∞. We can order the
traps in small branches and write T (l,k) to be the duration of the kth excursion in the
lth trap not in a large branch where we consider an excursion to start and end at the
backbone. Using A3 and A5 to bound the time taken by Y to reach level nt and the
number of entrances into traps up to level nt we have that for n suitably large
P
(∣∣∣∣∆bntc − χt,nan
∣∣∣∣ ≥ ) ≤ o(1) + P
n
1−cε
α−1∑
l=0
C2 log(nT )∑
k=0
T (l,k) ≥ 
2
an
 .
Using Markov’s inequality on the final term yields
P
n
1−cε
α−1∑
l=0
C2 log(nT )∑
k=0
T (l,k) ≥ 
2
an
 ≤ 2−1a−1n E
n
1−cε
α−1∑
k=0
C2 log(nT )∑
j=0
T (l,k)
 ≤ n −cεα−1LT,(n)
for some Lt, varying slowly at ∞. This converges to 0 as n → ∞ hence the result
holds.
Recall that we write rn to be an in IVFE, n
1/γ in FVIE and a
1/γ
n in IVIE. Since
∆bntc − χt,n is non-negative and non-decreasing in t we have that
sup
0≤t≤T
|∆bntc − χt,n| = |∆bnT c − χT,n|
therefore Corollary 4.3.4 follows from Propositions 4.3.1, 4.3.2 and 4.3.3.
Corollary 4.3.4. In each of IVFE, FVIE and IVIE, for any T > 0
sup
0≤t≤T
|∆bntc − χt,n|
rn
converges in P-probability to 0.
Write χin to be the total time spent in large traps of the i
th large branch; that
is
χin :=
∣∣∣{m ≥ 0 : Xm−1, Xm ∈ (T ∗−ρ+i ∩K(n))}
∣∣∣
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where ρ+i is the element of D(n) which is ith closest to ρ. Notice that, whereas χn,t only
accumulates time up to reaching ρbntc, each χin may have contributions at arbitrarily
large times. Recall that A
(0)
2 (n, t) is the event that the walk never backtracks distance
C log(n) along the backbone from a backbone vertex up to level bntc. On A(0)2 (n, T )
we therefore have that for all t ≤ T
|D(n)bnt−C log(n)c|∑
i=1
χin ≤ χn,t ≤
|D(n)bntc|∑
i=1
χin (4.18)
where, on D(n, t), the J1 distance between the two sums in the above expression can
be bounded above by n−1C log(n) plus a small error which comes from
P
(
|D(n)bnT−C log(n)c| 6= |D
(n)
bnT c|
)
which converges to 0 as n→∞. In particular, using that A(0)2 (n, T ) and D(n, t) occur
with high probability with the tightness result we prove in Section 4.7, in order to
prove Theorems 4.1, 4.2 and 4.3 it will suffice to consider the time spent in large traps
up to level bntc under the appropriate scaling.
Let (X
(i)
n )i≥1 be independent walks on the same tree T with the law of Xn and
(Y
(i)
n )i≥1 the corresponding embedded walks. For i ≥ 1 let χ˜in be the time spent in
the ith large trap by X
(i)
n and
χ˜t,n :=
bntqnc∑
i=1
χ˜in.
The random variables χ˜in are independent copies (under P) of times spent in large
branches; moreover, on D(n, t), we have that ρ /∈ D(n) therefore they are identically
distributed. Let P,E extend to the enlarged space.
Recall that Λ is the set of strictly increasing continuous functions mapping
[0, T ] onto itself and we consider the Skorohod J1 metric defined in (2.1).
Lemma 4.3.5. In each of IVFE, FVIE and IVIE,
1. as n→∞
dJ1

|D
(n)
bntc|∑
i=1
χin
rn

t∈[0,T ]
,
btnqnc∑
i=1
χin
rn

t∈[0,T ]

converges to 0 in probability;
2. for any bounded H : D([0, T ],R) → R continuous with respect to the Skorohod
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J1 topology, as n→∞∣∣∣∣∣∣∣E
H

btnqnc∑
i=1
χin
rn

t∈[0,T ]

− E
H

btnqnc∑
i=1
χ˜in
rn

t∈[0,T ]


∣∣∣∣∣∣∣→ 0.
Proof. By definition of dJ1 , the distance in statement 1 is equal to
inf
λ∈Λ
sup
t∈[0,T ]

∣∣∣∣∣∣∣
|D(n)bntc|∑
i=1
χin
rn
−
bλ(t)nqnc∑
i=1
χin
rn
∣∣∣∣∣∣∣+ |λ(t)− t|
 .
For k = 1, ..., |D(n)bnT c| ∧ bTnqnc let tk := inf{t > 0 : |D
(n)
bntc| = k then define
λn(tk) = k(nqn)
−1. Letting λn(0) = 0, λn(T ) = T and λn(s) be defined by the linear
interpolation for the remaining points we have that λn : [0, T ] → [0, T ] is continuous
and strictly increasing. It follows that
sup
t∈[0,T ]
|t− λn(t)| ≤ sup
t∈[0,T ]
∣∣∣∣∣∣t−
|D(n)bntc|
nqn
∣∣∣∣∣∣
which converges to 0 by Lemma 4.2.4 since n2ε/3(nqn)
−1 → 0. Moreover,
sup
t∈[0,T ]
∣∣∣∣∣∣∣
|D(n)bntc|∑
i=1
χin
rn
−
bλn(t)nqnc∑
i=1
χin
rn
∣∣∣∣∣∣∣ ≤
|D(n)bnTc|∨bTnqnc∑
i=|D(n)bnTc|∧bTnqnc+1
χin
rn
.
It follows by independence of |D(n)bnT c| with χin, the tightness result Theorem 4.4 and
Lemma 4.2.4 that this expression converges in probability to 0. This proves statement
1.
For i ≥ 1 let
A
(i)
2 (n, t) :=
bntc⋂
j=0
⋂
m≥∆Y (i)ρj
{|Y (i)m | > j − C log(n)}
be the analogue of A
(0)
2 (n, t) for the i
th copy and
A˜2(n, t) := D(n, t) ∩ {ρ /∈ D(n)} ∩
bntqnc⋂
i=0
A
(i)
2 (n, t)
be the event that ρ is not the root of a large branch, on each of the first dntqne copies
the walk never backtracks distance C log(n) and that large branches are of distance
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at least nκ apart.
E
H

btnqnc∑
i=1
χin
rn

t∈[0,T ]
1A˜2(n,T )
 = E
H

btnqnc∑
i=1
χ˜in
rn

t∈[0,T ]
1A˜2(n,T )

therefore∣∣∣∣∣∣∣E
H

btnqnc∑
i=1
χin
rn

t∈[0,T ]

− E
H

btnqnc∑
i=1
χ˜in
rn

t∈[0,T ]


∣∣∣∣∣∣∣
≤ ||H||∞
(
dnTqneP(A(0)2 (n, T )c) + P(D(n, T )c) + qn
)
which converges to 0 as n → ∞ for C sufficiently large by using the same argument
as (4.15) and that P(D(n, T )c)→ 0.
Using Corollary 4.3.4 and Lemma 4.3.5, in order to show the convergence of
∆bntc/rn, it suffices to show the convergence of the scaled sum of independent random
variables χ˜t,n/rn.
Remark 4.3.6. Recall from Remark 4.0.4 that Theorem 4.1 was initially incorrectly
believed to hold under the J1 topology. The reason that we require the weaker topology
is that, although the two sums in (4.18) are close in J1 distance, it is not true that
χn,t is close to either sum in J1 distance. This inequality does, however, allow us to
conclude that χn,t is close to the random sum in M1 distance.
4.4 Decomposing excursion times in dense branches
In this section we only consider IVFE. The main tool will be Proposition 2.3.1 which
gives a set of conditions required to prove a random sum converges to a certain in-
finitely divisible law. In our case, the number of terms n(t) will be the number of large
branches up to level bntc and the summands {Rk}n(t)k=1 are independent copies of the
time spent in a large branch.
Since we are now working with i.i.d. random variables we will simplify notation
by considering the dummy branch T ∗− defined in Definition 4.1.1 which has root
ρ and first generation vertices ρ1, ..., ρξ∗−1 which are roots of f -GW-trees (T fj )ξ
∗−1
j=1 .
We then let (W j)ξ
∗−1
j=1 have the multinomial distribution determined in Lemma 2.3.3;
that is, W j represents the number of excursions into the jth trap of T ∗−. For the
biased random walk Xn on T ∗− started from ρ, let T j,k denote the duration of the kth
excursion in the jth trap where we recall that in IVFE the excursion starts and ends
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at the root ρ. We then have that
χ˜n :=
ξ∗−1∑
j=1
W j∑
k=1
T j,k. (4.19)
is equal in distribution under P(·|ξ∗ > ln,ε) to χ˜in under P for any i.
Figure 4.2: A dummy tree T ∗− with five buds, each of which is the root of an independent,
unconditioned subcritical GW-tree.
For K ≥ ln,ε− ln,0 write LK := ln,0 +K then denote PK(·) := P
(·|ξ∗ − 1 = LK)
and PK(·) := P(·|ξ∗ − 1 = LK). We now proceed to show that under PK
ζ(n) :=
1
ξ∗ − 1
ξ∗−1∑
j=1
W j∑
k=1
T j,k (4.20)
converges in distribution to a random variable Z∞ whose distribution does not depend
on K.
We start by showing that the excursion times T j,k do not differ greatly from
ET ∗− [T j,k]. In order to do this we require moment bounds on T j,k however, since
E[ξ2] =∞, we do not have finite variance of the excursion times and thus we require
a more subtle treatment than standard large deviation estimates.
Recall that for a tree T we denote ZTn to be the size of the n
th generation.
Excursion times are first return times τ+ρ conditioned on the first step therefore pruning
buds and using (2.7) we have that the expected excursion time in a trap T fj is
ET
∗−
ρ [T
j,k] = ET
∗−
ρ [τ
+
ρ |X1 = ρj ] ≤ 2
∞∑
n=0
Z
T fj
n β
n ≤ 2H(T fj ) sup
n
Z
T fj
n β
n. (4.21)
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Using that P(H(T f ) ≥ n) ∼ cµµn (from (2.9)) we see that for n large there are no
traps of height greater than C log(n) for some constant C thus for our purposes it will
suffice to study supn Z
T f
n β
n which we understand by Lemma 2.4.2.
Lemma 4.4.1. In IVFE, we can choose ε > 0 such that for any t > 0 there exists a
constant Ct such that
sup
K≥−(an−ln,ε)
PK
∣∣∣∣∣∣ 1LK
LK∑
j=1
W j∑
k=1
(T j,k − ET ∗− [T j,1])
∣∣∣∣∣∣ > t
 ≤ Ctn−2ε.
Proof. Write Em :=
⋂m
j=1
{
H(T fj ) ≤ C log(m)
}
to be the event that none of the first
m trees have height greater than C log(m). Since P(H(T fj ) ≥ m) ∼ cµµm we can
choose C˜ > cµ such that
P(Ecm) ≤ mP(H(T fj ) > C log(m)) ≤ C˜mµC log(m).
Thus choosing C > 1/ log(µ−1) and c = C log(µ−1) − 1 > 0 we have that P(Ecm) ≤
C˜m−c for m sufficiently large. By Lemma 2.4.2 we have that (Zkβk)1+ is a super-
martingale for  > 0 sufficiently small (where Zk is the process associated to T f )
therefore, by Doob’s supermartingale inequality,
P
(
sup
k≤m
Zkβ
k ≥ x
)
= P
(
sup
k≤m
(Zkβ
k)1+ ≥ x1+
)
≤ E[Z1+0 ]x−(1+).
Using the expression (4.21) for the expected excursion time it follows that
P
(
ET
f
j [T j,1] > x|H(T fj ) ≤ C log(m)
)
≤ C log(m)1+x−(1+). (4.22)
In particular, for some slowly varying function L
E
ET fj [T j,1]21{
E
T f
j [T j,1]≤m
}∣∣∣H(T fj ) ≤ C log(m)
 ≤ CL(m)m1−. (4.23)
Let κ = /(2(1 + )) then write Em := Em ∩
⋂m
j=1{ET
f
j [T j,1] ≤ m1−κ} to be
the event that no trap is of height greater than C log(m) and the expected excursion
time in any trap is at most m1−κ. For m sufficiently large, by (4.22) we have that
P
(
E
c
m
) ≤ P
 m⋃
j=1
{ET fj [T j,1] > m1−κ}
∣∣∣H(T fj ) ≤ C log(m) ∀j ≤ m
+ P(Ecm)
≤ mC log(m)1+m−(1−κ)(1+) + C˜m−c.
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Write Em := Em ∩
⋂m
j=1{W j ≤ C ′ log(m)} for C ′ > (2β − 1)/(β − 1) to be the
event that no trap is of height greater than C log(m), entered more than C ′ log(m)
times or has expected excursion time greater than m1−κ. Then, by a union bound and
the geometric distribution of W j from Lemma 2.3.3,
P
(
E
c
m
)
≤ P(Ecm) +mP(W 1 > C ′ log(m))
≤ C˜
(
log(m)1+m1−(1−κ)(1+) +m−c +m1−C
′ β−1
2β−1
)
(4.24)
for m large. We can choose ε < 12 min
{
(1− κ)(1 + )− 1, c, C ′ β−12β−1 − 1
}
since (1−
κ)(1 + ) > 1. We then have that P
(
E
c
m
)
≤ C˜m−2ε and
P
∣∣∣∣∣∣ 1m
m∑
j=1
W j∑
k=1
(T j,k − ET fj [Tj,k])
∣∣∣∣∣∣ > t

≤ E

∑m
j=1C log(m)Var
P
T f
j
((T j,1 − ET fj [T j,1])1
Em
)
(mt)2
+ P(Ecm)
≤ C log(m)
mt2
m(1−)L(m) + C˜m−2ε
for some slowly varying function L. Here the first inequality comes from Chebyshev
and the second holds due to (4.23). Since  > 0 we can choose ε ∈ (0, /2) then
P
∣∣∣∣∣∣ 1m
m∑
j=1
W j∑
k=1
(Tj,k − ET
f
j [Tj,k])
∣∣∣∣∣∣ > t
 ≤ Ctm−2ε.
In particular, this holds for m = LK ≥ an1−ε thus, since α < 2,
sup
K≥−(an−ln,ε)
PK
∣∣∣∣∣∣ 1LK
LK∑
j=1
W j∑
k=1
(T j,k − ET fj [T j,1])
∣∣∣∣∣∣ > t
 ≤ Ct sup
K≥−(an−ln,ε)
L
−2ε
K
≤ Cta−2εn1−ε
= Ctn
−2ε
(
n
2−α
α−1−εL˜(n1−ε)
)−2ε
which is bounded above by Ctn
−2ε for n large whenever ε < (2− α)/(α− 1).
Using this we can now show that the average time spent in a trap converges to
its expectation.
Lemma 4.4.2. In IVFE, we can find ε > 0 such that for sufficiently large n we have
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that
sup
K≥−(an−ln,ε)
PK
∣∣∣∣∣∣ 1LK
LK∑
j=1
W j(ET
f
j [T j,1]− E[T 1,1])
∣∣∣∣∣∣ > t
 ≤ r(n)(n−ε + C
t
)
uniformly over t ≥ 0 where r(n) = o(1).
Proof. We continue using the notation defined in Lemma 4.4.1 and also define the
event
Ejm := {H(T fj ) ≤ C˜ log(m)} ∩ {W j ≤ C log(m)} ∩ {ET
f
j [T j,1] ≤ m1−κ}
that the jth trap is not tall, entered many times and that the expected excursion time
in it is not large. Using the bound on P
(
E
c
m
)
we then have that
P
∣∣∣∣∣∣ 1m
m∑
j=1
W j(ET
f
j [T j,1]− E[T 1,1])
∣∣∣∣∣∣ > t

≤ E
P
∣∣∣∣∣∣ 1m
m∑
j=1
W j(ET
f
j [T j,1]1
Ejm
− E[T 1,1]1
Ejm
)
∣∣∣∣∣∣ > t
∣∣∣(W j)mj=1
+ o(m−ε).
Since E[ET
f
j [T j,11
Ejm
]] = E[T j,11
Ejm
] 6= E[E[T 1,1]1
Ejm
] we have that the summand in
the right hand side does not have zero mean thus we perform the splitting:
E
P
∣∣∣∣∣∣ 1m
m∑
j=1
W j(ET
f
j [T j,1]1
Ejm
− E[T j,1]1
Ejm
)
∣∣∣∣∣∣ > t
∣∣∣(W j)mj=1

≤ E
P
∣∣∣∣∣∣ 1m
m∑
j=1
W j(ET
f
j [T j,1]1
Ejm
− E[T j,11
Ejm
])
∣∣∣∣∣∣ > t/3
∣∣∣(W j)mj=1

+ E
P
∣∣∣∣∣∣ 1m
m∑
j=1
W j(E[T j,11
Ejm
]− E[T j,11
Ejm
]1
Ejm
)
∣∣∣∣∣∣ > t/3
∣∣∣(W j)mj=1

+ E
P
∣∣∣∣∣∣ 1m
m∑
j=1
W j(E[T j,1]1
Ejm
− E[T j,11
Ejm
]1
Ejm
)
∣∣∣∣∣∣ > t/3
∣∣∣(W j)mj=1
 .
By Chebyshev’s inequality and the tail bound E[ET
f
j [T j,1]21{Ejm}] ≤ Cm1−L(m) from
(4.23) we have that the first term is bounded above by
C log(m)2
(mt/3)2
m∑
j=1
VarP(E
T fj [T j,1]1
Ejm
) ≤ Ctm−L(m)
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for some slowly varying function L. The second term is equal to
E
P
∣∣∣∣∣∣ 1m
m∑
j=1
W jE[T 1,11
Ejm
]1
(Ejm)c
∣∣∣∣∣∣ > t/3
∣∣∣(W j)mj=1
 ≤ P
 m⋃
j=1
(Ejm)
c
 = o(m−ε)
by (4.24). The final term can be written as
P
 1
m
m∑
j=1
W jE[T j,11
(Ejm)c
]1
Ejm
> t/3
 ≤ 3
mt
m∑
j=1
E[W j ]E[T j,11
(Ejm)c
]
=
C
t
E[T 1,11(E1m)c ]
which converges to 0 asm→∞ by dominated convergence since, from (2.14), E[T 1,1] <
∞. We therefore have that the statement holds by setting m = LK .
Recall from (4.20) that, under PK , ζ(n) is the average time spent in a trap of a
branch with ξ∗− 1 = LK buds. From Lemmas 4.4.1 and 4.4.2 we have that as n→∞
sup
K≥−(an−ln,ε)
PK
∣∣∣∣∣∣ζ(n) − E[T 1,1]
LK∑
j=1
W j
LK
∣∣∣∣∣∣ > t
→ 0.
Using (2.7) we have that E[T 1,1] = 2/(1 − βµ). Write θ = (β − 1)(1 − βµ)/(2β) and
let Z∞ ∼ exp(θ).
Corollary 4.4.3. In IVFE, we can find ε > 0 such that for sufficiently large n we
have that
sup
K≥−(an−ln,ε)
∣∣∣PK (ζ(n) > t)− P (Z∞ > t)∣∣∣ ≤ r˜(n)(n−ε + C
t
)
uniformly over t ≥ 0 where r˜(n) = o(1).
Proof. By Lemma 2.3.3 the sum of W j have a geometric law. In particular,∣∣∣∣∣∣P(Z∞ > t)− PK
E[T 1,1] LK∑
j=1
W j
LK
> t
∣∣∣∣∣∣
=
∣∣∣∣e−θt − PK (Geo( β − 1(LK + 1)β − 1
)
>
LKt
E[T 1,1]
)∣∣∣∣
=
∣∣∣∣∣∣e−θt −
(
1− β − 1
(LK + 1)β − 1
)⌈ LKt
E[T1,1]
⌉∣∣∣∣∣∣
=
∣∣∣∣∣e−θt − e−θt LKβLKβ+β−1
∣∣∣∣∣+ o(L−1K )
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≤ Ce−θtL−1K + o(L−1K )
for some constant C independent of K. It therefore follows that the laws of ζ(n)
converge under PK to an exponential law. In particular, using Lemmas 4.4.1 and 4.4.2
with the bound∣∣∣∣∣∣PK
(
ζ(n) > t
)
− P
E[T 1,1] LK∑
j=1
W j
LK
> t
∣∣∣∣∣∣
≤ PK
∣∣∣∣∣∣ 1LK
LK∑
j=1
W j(ET
f
j [T j,1]− E[T 1,1])
∣∣∣∣∣∣ > 
+ P(Z∞ ∈ [t− , t+ ]) +O(L−1K )
with  = r(n)1/2t, we have the result since LK ≥ ln,ε  nε.
Corollary 4.4.4. In IVFE, for any τ > 0 fixed
lim
n→∞ supC≥0
sup
K≥−(an−ln,ε)
(C ∨ 1)
∣∣∣E [Z∞1{CZ∞≤τ}]− EK [ζ(n)1{Cζ(n)≤τ}]∣∣∣ = 0.
Proof. Let  > 0 then for C ∈ (1,∞)
sup
C≥C
sup
K≥−(an−ln,ε)
(C ∨ 1)
∣∣∣E [Z∞1{CZ∞≤τ}]− EK [ζ(n)1{Cζ(n)≤τ}]∣∣∣
≤ sup
C≥C
sup
K≥−(an−ln,ε)
E
[
CZ∞1{CZ∞≤τ}
]
+ EK
[
Cζ(n)1{Cζ(n)≤τ}
]
≤ sup
K≥−(an−ln,ε)
τ
(
P(Z∞ ≤ τ/C) + PK(ζ(n) ≤ τ/C)
)
. (4.25)
By Corollary 4.4.3, for n sufficiently large, we can choose C sufficiently large such
that (4.25) is bounded above by . For any K and n we have that E[Z∞] = EK [ζ(n)]
therefore for  ∈ (0, 1)
sup
C≤
sup
K≥−(an−ln,ε)
∣∣∣E [Z∞1{Z∞≤τ/C}]− EK [ζ(n)1{ζ(n)≤τ/C}]∣∣∣
= sup
C≤
sup
K≥−(an−ln,ε)
∣∣∣E [Z∞1{Z∞>τ/C}]− EK [ζ(n)1{ζ(n)>τ/C}]∣∣∣ . (4.26)
By Corollary 4.4.3 we can choose  > 0 sufficiently small such that (4.26) is bounded
above by . It now follows that
sup
t∈[,C]
sup
K≥−(an−ln,ε)
∣∣∣E [Z∞1{Z∞≤t}]− EK [ζ(n)1{ζ(n)≤t}]∣∣∣
≤ Cˆ sup
t∈[,C]
sup
K≥−(an−ln,ε)
∣∣∣PK (ζ(n) > t)− P (Z∞ > t)∣∣∣
92
for some constant Cˆ thus the result follows by Corollary 4.4.3.
We write P>(·) := P(·|ξ∗ > ln,ε) and P>(·) := P(·|ξ∗ > ln,ε) to be the laws con-
ditioned on the branch T ∗− being large. From (4.19) we have that χ˜in are independent
copies of the time spent in a large branch. Define χ˜∞n := (ξ∗ − 1)Z∞ where Z∞ is the
exponential random variable used in Corollaries 4.4.3 and 4.4.4. Recall that Rd,ς,L
has the infinitely divisible law given by (2.6). Fix the sequence (λn)n≥1 converging to
some λ > 0 and denote Mλn := bλnnεc.
Proposition 4.4.5. In IVFE, for any λ > 0, as n→∞
Mλn∑
i=1
χ˜in
an
d→ Rdλ,0,Lλ
where
dλ =
∫ ∞
0
x
1 + x2
dLλ(x),
Lλ(x) =
0, if x < 0,−λx−(α−1)θ−(α−1)Γ(α), if x > 0.
Proof. Let  > 0 then by Markov’s inequality
P>
(
χ˜n
an
> 
)
≤ P>(ξ∗ − 1 ≥ an1−ε/2) + P
an1−ε/2∑
j=1
W j∑
k=1
T j,k ≥ an

≤ P(ξ
∗ − 1 ≥ an1−ε/2)
P(ξ∗ − 1 ≥ an1−ε)
+
an1−ε/2
an
E[W 1]E[T 1,1],
which converges to 0 as n→∞. Thus, by Proposition 2.3.1, it suffices to show that
1.
lim
τ→0+
lim sup
n→∞
MλnVarP>
(
χ˜n
an
1{ χ˜n
an
≤τ}
)
= 0,
2.
Lλ(x) =
limn→∞M
λ
nP>
(
χ˜n
an
≤ x
)
, if x < 0,
− limn→∞MλnP>
(
χ˜n
an
> x
)
, if x > 0,
3.
dλ = lim
n→∞M
λ
nE>
[
χ˜n
an
1{ χ˜n
an
≤τ}
]
+
∫
|x|>τ
x
1 + x2
dLλ(x)−
∫
0<|x|≤τ
x3
1 + x2
dLλ(x)
where dλ and Lλ are as stated above.
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We start with the first condition and since λn → λ there exists a constant C
such that
MλnVarP>
(
χ˜n
an
1{ χ˜n
an
≤τ}
)
≤ CnεE>
[(
χ˜n
an
)2
1{ χ˜n
an
≤τ}
]
(4.27)
≤ Cnε
(
τ2P>(ξ∗ − 1 ≥ an) + τE>
[
χ˜n
an
1{ξ∗−1<an}
])
.
By the definition of an we have that
P>(ξ∗ − 1 ≥ an) = P(ξ
∗ ≥ an)
P(ξ∗ ≥ an1−ε)
∼ n−ε. (4.28)
Conditional on the number of buds ξ∗ we have that the number of excursions W j into
the jth trap are independent from the excursion times T j,k and both the number of
excursions and the excursion times have finite mean hence
E>
[
χ˜n
an
1{ξ∗−1<an}
]
=
an−1∑
r=an1−ε
P(ξ∗ − 1 = r)
P(ξ∗ − 1 ≥ an1−ε)
E
 r∑
j=1
W j∑
k=1
T j,k
an
∣∣∣ξ∗ − 1 = r

≤ E[W
1]E[T 1,1]
P(ξ∗ − 1 ≥ an1−ε)
E
[
ξ∗ − 1
an
1{ξ∗−1≤an}
]
∼ Cn−ε
where the asymptotic holds as n→∞ by (4.17). In particular, by combining this with
(4.28) in (4.27) we have that MλnVarP>(
χ˜n
an
1{ χ˜n
an
≤τ}) ≤ C(τ2 + τ) for some constant C
depending on λ hence, as τ → 0+, we indeed have convergence to 0 and therefore the
first condition holds.
We now move on to the Le´vy spectral function Lλ. Clearly, for x < 0, we
have that Lλ(x) = 0 since χ˜n is a positive random variable. It therefore suffices to
consider x > 0. By Corollary 4.4.3 we have that the scaled time spent in a large
trap ζ(n) (from (4.20)) converges in distribution to an exponential random variable
Z∞ with parameter θ (which is independent of K) therefore, since Mλn ∼ λnε and
χ˜∞n = (ξ∗ − 1)Z∞, we have that
MλnP>
(
χ˜∞n
an
> x
)
∼ λnεP> ((ξ∗ − 1)Z∞ > xan)
∼ λ
P(ξ∗ − 1 ≥ an)
∑
K≥ln,ε−ln,0
P(ξ∗ − 1 = LK)P(LKZ∞ > xan)
= λ
P((ξ∗ − 1)Z∞ ≥ xan)
P(ξ∗ − 1 ≥ an) −
ln,ε−1∑
j=0
λP(ξ∗ − 1 = j)P(jZ∞ > xan)
P(ξ∗ − 1 ≥ an)
∼ λθ−(α−1)Γ(α)x−(α−1).
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Where the final asymptotic holds by Lemma 2.2.1 and because
ln,ε−1∑
j=0
λP(ξ∗ − 1 = j)P(jZ∞ > xan)
P(ξ∗ − 1 ≥ an) ≤ λ
P(Z∞ > xan/an1−ε)
P(ξ∗ − 1 ≥ an) = λ
e
−θx an
ln,ε
P(ξ∗ − 1 ≥ an)
which converges to 0 as n → ∞ since ln,ε = abn1−εc (and therefore an/ln,ε >> nε). It
now suffices to show that nε
(
P>
(
χ˜∞n
an
> x
)
− P>
(
χ˜n
an
> x
))
converges to 0 as n→∞.
To do this we condition on the number of buds:
P>
(
χ˜∞n
an
> x
)
− P>
(
χ˜n
an
> x
)
=
∑
K≥ln,ε−ln,0
P>(ξ∗ − 1 = LK)
(
P
(
LKZ
∞
an
> x
)
− PK
(
LKζ
(n)
an
> x
))
.
We consider positive and negative K separately. For K ≥ 0 we have that
∞∑
K=0
nεP>(ξ∗ − 1 = LK)
∣∣∣∣∣P
(
LKZ
∞
an
> x
)
− PK
(
LKζ
(n)
an
> x
)∣∣∣∣∣
≤ nεP>(ξ∗ − 1 ≥ an) sup
c≤1, K≥0
∣∣∣PK(Z∞ > cx)− PK(ζ(n) > cx)∣∣∣ . (4.29)
By (4.28) nεP>(ξ∗ − 1 ≥ an) converges as n → ∞ hence, using Corollary 4.4.3, the
right hand side in (4.29) converges to 0. For K ≤ 0, by Corollary 4.4.3 we have that
0∑
K=−∞
1{K≥ln,ε−ln,0}n
εP>(ξ∗ − 1 = LK)
∣∣∣∣∣P
(
LKZ
∞
an
> x
)
− PK
(
LKζ
(n)
an
> x
)∣∣∣∣∣
≤ nε
0∑
K=−∞
1{K≥ln,ε−ln,0}P
>(ξ∗ − 1 = LK)r˜(n)
(
n−ε +
CxLK
an
)
≤ o(1) + Cxr˜(n)n
ε
an
0∑
K=−∞
1{K≥ln,ε−ln,0}
P(ξ∗ − 1 = LK)
P(ξ∗ − 1 ≥ ln,ε)LK .
For some constant C we have that P(ξ∗ − 1 ≥ ln,ε) ∼ Cn−(1−ε) thus by (4.17)
Cxr˜(n)n
ε
an
0∑
K=−∞
1{K≥ln,ε−ln,0}
P(ξ∗ − 1 = LK)
P(ξ∗ − 1 ≥ ln,ε)LK ≤ Cxr˜(n)nE
[
ξ∗ − 1
an
1{ξ∗−1≤an}
]
∼ Cxr˜(n).
In particular, since r˜(n) = o(1), we indeed have that this converges to zero and thus
we have the required convergence for Lλ.
Finally, we consider the drift term dλ. Since
∫
0<x≤τ xdLλ(x) < ∞ we have
95
that
dλ = lim
n→∞M
λ
nE>
[
χ˜n
an
1{ χ˜n
an
≤τ}
]
+
∫ ∞
0
x
1 + x2
dLλ(x)−
∫ τ
0
xdLλ(x).
We want to show that dλ =
∫∞
0
x
1+x2
dLλ(x) thus we need to show that the other
terms cancel. By definition of P> we have that
E>
[
χ˜∞n
an
1{ χ˜∞n
an
≤τ}
]
=
1
P(ξ∗ − 1 ≥ ln,ε)E
[
(ξ∗ − 1)Z∞
an
1{ (ξ∗−1)Z∞
an
≤τ}∩{ξ∗>ln,ε}
]
.
By Lemma 2.2.1, (ξ∗ − 1)Z∞ belongs to the domain of attraction of a stable law
of index α − 1 and satisfies the scaling properties of ξ∗ (up to a constant factor).
Therefore, using that an  ln,ε, we have that
MλnE>
[
χ˜∞n
an
1{ χ˜∞n
an
≤τ}
]
∼ λn
ε
P(ξ∗ − 1 ≥ ln,ε)E
[
(ξ∗ − 1)Z∞
an
1{ (ξ∗−1)Z∞
an
≤τ}
]
∼ α− 1
2− ατ
2−αλθ−(α−1)Γ(α).
Using the form of the Le´vy spectral function we have that∫ τ
0
xdLλ(x) = λθ
−(α−1)Γ(α)
∫ ∞
τ−(α−1)
x−
1
α−1dx =
α− 1
2− ατ
2−αλθ−(α−1)Γ(α)
thus it remains to show that
nε
(
E>
[
χ˜∞n
an
1{ χ˜∞n
an
≤τ}
]
− E>
[
χ˜n
an
1{ χ˜n
an
≤τ}
])
→ 0.
Similarly to the previous parts we condition on ξ∗ − 1 = LK and consider the sums
over K positive and negative separately. For K ≤ 0
nε
∑
K≤0
P>(ξ∗ − 1 = LK)
∣∣∣∣∣E
[
LKZ
∞
an
1{
LKZ
∞
an
≤τ
}
]
− EK
[
LKζ
(n)
an
1{
LKζ
(n)
an
≤τ
}
]∣∣∣∣∣
is bounded above by
nε
P(ξ∗ ≥ ln,ε)E
[
ξ∗ − 1
an
1{ξ∗≤an}
]
sup
K≤0
∣∣∣∣∣E
[
Z∞1{
Z∞≤τ an
LK
}
]
− EK
[
ζ(n)1{
ζ(n)≤τ an
LK
}
]∣∣∣∣∣ .
By definition of ln,ε and properties of stable laws n
εE
[
(ξ∗ − 1)/an1{ξ∗≤an}
]
/P(ξ∗ ≥
ln,ε) converges to some constant as n→∞. By Corollary 4.4.4 we therefore have that
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this converges to 0. Similarly for K ≥ 0 we have that
nε
∑
K≥0
P>(ξ∗ − 1 = LK)
∣∣∣∣∣E
[
LKZ
∞
an
1{
LKZ
∞
an
≤τ
}
]
− EK
[
LKζ
(n)
an
1{
LKζ
(n)
an
≤τ
}
]∣∣∣∣∣
≤ n
εP(ξ∗ ≥ ln,0)
P(ξ∗ ≥ ln,ε) supK≥0
LK
an
∣∣∣∣∣E
[
Z∞1{
Z∞≤τ an
LK
}
]
− EK
[
ζ(n)1{
ζ(n)≤τ an
LK
}
]∣∣∣∣∣ .
We have that nεP(ξ∗ ≥ ln,0)/P(ξ∗ ≥ ln,ε) converges to some constant as n→∞. The
result then follows by Corollary 4.4.4.
This shows the convergence result of Theorem 4.1 in the sense of one dimen-
sional distributions. Convergence of final dimensional distributions follows from the
fact that we consider an i.i.d. sum. In Section 4.7 we prove a tightness result which
concludes the proof.
4.5 Decomposing excursion times in deep branches
In this section we decompose the time spent in deep branches. In FVIE this will be
very similar to the decomposition used in [10] and we will not consider the argument
in great detail. However, the decomposition required in IVIE requires greater delicacy.
In Lemma 4.5.1 and Proposition 4.5.2 we consider a construction of a GW-tree
conditioned on its height from [38] to show that the time spent in deep traps essentially
consists of some geometric number of excursions from the deepest point (apex) in the
trap to itself. That is, as in [10], excursions which do not reach the apex are negligible
as is the time taken for the walk to reach the apex from the root of the trap and the
time taken to return to the root from the apex when this happens before returning to
the apex.
Following this we show that, conditional on the exact height of the branch H,
the time spent in the branch scaled by βH converges in distribution along the given
subsequences. In Lemma 4.5.5 we determine an important asymptotic relation for
the distribution over the number of buds conditional on the height of the branch. In
Lemmas 4.5.6-4.5.9 we provide various bounds which allow us, in Proposition 4.5.10,
to show that the excursion time in a large branch is close to the random variable Zn∞
(defined in (4.48)) which removes some of the dependency on n.
The main result of the section is Proposition 4.5.14 which shows that the scaled
time spent in a large branch converges in distribution along the given subsequences. As
a prelude to this we prove Lemmas 4.5.11-4.5.13 which show that we can reintroduce
small traps into the branch and that the height of a trap is sufficiently close to a
geometric random variable. We then conclude the section by showing that the scaled
excursion times can be dominated by some random variable with a certain moment
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property which will be important in Section 4.6.
Recall that T f is an f -GW-tree andH(T f ) is its height then, following notation
of [10], we denote by (φn+1, ψn+1)n≥0 a sequence of i.i.d. pairs with joint law
P(φn+1 = j, ψn+1 = k) :=
P(ξ = k)P(H(T f ) ≤ n− 1)j−1P(H(T f ) = n)P(H(T f ) ≤ n)k−j
P(H(T f ) = n+ 1) (4.30)
for k = 1, 2, ... and j = 1, ..., k. Under this law ψn+1 has the law of the degree of the
root of a GW-tree conditioned to be of height n + 1 and φn+1 has the law over the
first bud to give rise onto a tree of height exactly n. We then construct a sequence of
trees recursively as follows: Set T ≺0 = {δ} then
1. Let the first generation of T ≺n+1 be of size ψn+1.
2. Attach T ≺n to the φthn+1 first generation vertex of T ≺n+1.
3. Attach f -GW-trees conditioned to have height at most n−1 to the first φn+1−1
vertices of the first generation of T ≺n+1.
4. Attach f -GW-trees conditioned to have height at most n to the remaining ψn+1−
φn+1 first generation vertices of T ≺n+1.
Under this construction T ≺n+1 has the distribution of an f -GW-tree conditioned
to have height exactly n+1. Write δ0 = δ to be the apex of the tree and for n = 1, 2, ...
write δn to be the ancestor of δ of distance n. The sequence δ0, δ1, ... form a ‘spine’
from the apex to the root of the tree. We denote T ≺ to be the tree asymptotically
attained. By a subtrap of T ≺ we mean some vertex x on the spine together with a
child y off the spine and all of the descendants of y. This is itself a tree with root
x and we write Sx to be the collection of subtraps rooted at x. Figure 4.3 shows
a construction of T ≺4 where the solid line represents the spine and the dashed lines
represent subtraps.
We denote by Sn,j,1 the jth subtrap conditioned to have height at most n − 1
attached to δn and Sn,j,2 to be the jth subtrap conditioned to have height at most n
attached to δn. Recall that d(x, y) denotes the graph distance between vertices x, y
then for k = 1, 2 let
Πn,j,k := 2
∑
x∈Sn,j,k\{δn}
βd(x,δn)
denote the weight of Sn,j,k under the invariant measure associated to the conductance
model with conductances βi+1 between levels i, i + 1 and the roots of Sn,j,k (spinal
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Figure 4.3: A GW-tree conditioned to be of height 4 with the solid line representing the
spine and dashed lines representing the subtraps which reach at most level 3 to the left of the
spine and at most level 4 to the right of the spine.
vertices) denoting level 0. We then write
Λn :=
φn−1∑
j=1
Πn,j,1 +
ψn−φn∑
j=1
Πn,j,2
to denote the total weight of the subtraps of δn then,
ET
≺
[R∞] = 2
∞∑
n=0
β−n(1 + Λn) (4.31)
is the expected time R∞ taken for a walk on T ≺ started from δ to return to δ.
Lemma 4.5.1. Suppose that ξ belongs to the domain of attraction of a stable law of
index α ∈ (1, 2] and βµ > 1 then
E[R∞] <∞.
Proof. Since β > 1 we have that 2
∑∞
n=0 β
−n = 2/(1 − β−1) thus by (4.31) it suffices
to find an appropriate bound on E[Λn].
Conditioning the height of the trap to be small reduces the weight therefore
E[Πn,j,1] ≤ E[Πn,j,2]; it then follows from independence of ψn and Πn,j,2 that
E[Λn] = E
φn−1∑
j=1
Πn,j,1 +
ψn−φn∑
j=1
Πn,j,2
 ≤ E[Πn,1,2]E[ψn]. (4.32)
Using that conditioning the height of a GW-tree T f to be small only decreases the
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expected generation sizes and that µβ > 1, by (2.7)
E[Πn,1,2] = 2
n∑
k=1
βkE[Zk|H(T f ) ≤ n] ≤ c(βµ)n (4.33)
for some constant c where Zk are the generation sizes of T f . Summing over j in
(4.30) shows that P(ψn+1 = k) = P(Z1 = k|H(T f ) = n + 1). Recalling that sn =
P(H(T f ) < n), we have that
E[ψn+1] = E[Z1|H(T f ) = n+ 1] =
∞∑
k=1
kpk
(
skn+1 − skn
sn+2 − sn+1
)
.
By (2.9) 1 − sn+1 ∼ cµn for some positive constant c. Let  > 0 be such that
1− −µ(1 + ) > 0, then for n large we have that (1− )cµn ≤ 1− sn+1 ≤ (1 + )cµn.
Therefore,
sn+2 − sn+1 = (1− sn+1)− (1− sn+2) ≥ (1− − µ(1 + )) cµn ≥ C(1− sn)
for some positive constant C. In particular, when σ2 <∞, there exists some constant
c such that
∞∑
k=1
kpk
(
skn+1 − skn
sn+2 − sn+1
)
≤ c
∞∑
k=1
kpk
(
1− skn
1− sn
)
≤ cσ2
where the final inequality comes from that (1 − sk)(1 − s)−1 is increasing in s and
converges to k for any k ≥ 1. It therefore follows that E[Λn] ≤ C(βµ)n so indeed
E[R∞] ≤ C
∞∑
n=0
β−n(βµ)n <∞.
When ξ has infinite variance but belongs to the domain of attraction of a stable
law
∞∑
k=1
kpk(s
k
n+1 − skn) = µ
((
1− snf
′(sn)
µ
)
−
(
1− sn+1f
′(sn+1)
µ
))
hence by (4.9) as n → ∞ we have that E[ψn+1] ∼ cµn(α−2)L2(µn). Combining this
with (4.32) and (4.33) we have
E[Λn] ≤ C(βµ)nµn(α−2)L2(µn) = C(βµα−1)nL2(µn) (4.34)
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therefore using (4.31) for C chosen sufficiently large we have that
E[R∞] ≤ C
(
1 +
∞∑
n=1
µn(α−1)L2(µn)
)
<∞.
We therefore have that the expected time taken for a walk started from the
apex in a trap (of height H ) to return to the apex is bounded above by E[R∞] <∞
independently of its height. Recall that τ+x is the first return time to x and that
Lemma 2.3.4 gives the probabilities of reaching the apex in a trap, escaping the trap
from the apex and the transition probabilities for the walk in the trap conditional on
reaching the apex before escaping. Since the first two probabilities are independent of
the structure of the tree except for the height we write
p1(H ) :=
1− β−1
1− β−(H +1)
to be the probability that the walk reaches the deepest vertex in the tree before
returning to the root starting from the bud and
p2(H ) :=
1− β−1
βH − β−1 (4.35)
to be the probability of escaping from the tree.
For the remainder of the section we will consider only the case that the offspring
distribution belongs to the domain of attraction of some stable law of index α ∈ (1, 2).
The first aim is to prove Proposition 4.5.2 which shows that the time on excursions in
deep traps essentially consists of some geometric number of excursions from the apex
to itself. We will then conclude with Corollary 4.5.3 which is an adaptation for FVIE
and of which we omit the proof.
Recall that ρ+i is the root of the i
th large branch and χ˜in is the time spent in this
branch by the ith walk X
(i)
n . This branch has some number N i buds which are roots
of large traps where, by Proposition 4.1.4, N i converges to a heavy tailed distribution.
Let ρ+i,j be the bud of the j
th large trap T +i,j in this branch then W i,j := |{m ≥ 0 :
X
(i)
m−1 = ρ
+
i , X
(i)
m = ρ
+
i,j}| is the number of times that the jth large trap in the ith large
branch is visited by the ith copy of the walk. Let ω(i,j,0) := 0 then for k ≤ W i,j write
ω(i,j,k) := min{m > ω(i,j,k−1) : X(i)m−1 = ρ+i , X(i)m = ρ+i,j} to be the start time of the kth
excursion into T +i,j and T (i,j,k) := |{m ∈ [ω(i,j,k), ω(i,j,k+1)) : X(i)m ∈ T +i,j}| its duration.
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We can then write the time spent in large traps of the ith large branch as
χ˜in =
N i∑
j=1
W i,j∑
k=1
T (i,j,k).
For 0 ≤ k ≤ H(T +i,j) write δ(i,j)k to be the spinal vertex of distance k from the
apex in T +i,j . Let T ∗(i,j,k) := 0 if there does not exist m ∈ [ω(i,j,k), ω(i,j,k+1)] such that
Xm = δ
(i,j)
0 =: δ
(i,j) and
T ∗(i,j,k) := sup{m ∈ [ω(i,j,k), ω(i,j,k+1)] : X(i)m = δ(i,j)}
− inf{m ∈ [ω(i,j,k), ω(i,j,k+1)] : X(i)m = δ(i,j)}
otherwise to be the duration of the kth excursion into T +i,j without the first passage to
the apex and the final passage from the apex to the exit. We can then define
χ˜i∗n :=
N i∑
j=1
W i,j∑
k=1
T ∗(i,j,k)
to be the time spent in the ith large trap without the first passage to and last passage
from δ(i,j) on each excursion (and without the excursions which do not reach δ(i,j)).
We want to show that the difference between this and χ˜in is negligible. In particular,
recalling that D(n)n is the collection of large branches by level n, we will show that for
all t > 0 as n→∞
P
∣∣∣∣∣∣
|D(n)n |∑
i=1
(
χ˜in − χ˜i∗n
)∣∣∣∣∣∣ ≥ ta
1
γ
n
→ 0.
Recall h+n,ε from Definition 4.2.3 then, for  > 0, denote by
A6(n) :=
n⋂
i=0
{H(T ∗−ρi ) ≤ h+n,} (4.36)
the event that there are no h+n,-branches by level n. Using a union bound and (4.12)
we have that P(A6(n)
c) ≤ nP(H(T ∗−ρ0 ) > h+n,)→ 0 as n→∞.
Write
A7(n) :=
|D(n)n |⋂
i=0
{N i ≤ n 2εα−1 } (4.37)
to be the event that all large branches up to level n of the backbone have fewer than
n
2ε
α−1 large traps. Conditional on the number of buds, the number of large traps in
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the branch follows a binomial distribution conditioned to be at least 1. Since the
probability of having 0 successes from n
1+ε/2
α−1 trials of probability P(H(T ∗−) > hn,ε)
decays exponentially in n we then have that P(N i ≥ n 2εα−1 ) is bounded above by
P(ξ∗ ≥ n 1+ε/2α−1 )
P(H(T ∗−) > hn,ε) +
P
(
Bin
(
n
1+ε/2
α−1 ,P(H(T f ) ≥ hn,ε)
)
≥ n 2εα−1
)
P(H(T ∗−) > hn,ε) + o(n
−ε).
By (4.13) we have that P(H(T ∗−) ≥ hn,ε) ≥ Cn−(1−ε) for n large and some constant
C; hence, by (4.11), the first term decays faster than n−ε. Using a Chernoff bound
the second term has a stretched exponential decay. Therefore, by Lemma 4.2.4 and a
union bound, as n→∞
P(A7(n)
c) ≤ o(1) + CnεP(N i ≥ n 2εα−1 )→ 0.
Recall that dx := |c(x)| is the number of children of x in the tree and define
A8(n) :=
|D(n)n |⋂
i=1
N i⋂
j=1

H(T +i,j)∑
k=0
d
δ
(i,j)
k
≤ n3ε/(α−1)2

to be the event that there are fewer than n3ε/(α−1)2 subtraps on the spine in any
large trap. For Zn, the generation sizes associated to GW-tree T f , we have that
P(Z1 ≥ n|H(T f ) ≥ m) is non-decreasing in m; therefore, the number of offspring
from a vertex on the spine of a trap can be stochastically dominated by the size biased
distribution. Using this and Lemma 4.2.4 with the bounds on A6 and A7 we then have
that for some slowly varying function L
P(A8(n)
c) ≤ o(1) + Cnεn 2εα−1P
h+n,∑
k=0
ξ∗k ≥ n3ε/(α−1)
2

≤ o(1) + Cnεn 2εα−1h+n,P(ξ∗ ≥ n3ε/(α−1)
2
/h+n,)
≤ o(1) + nεn− εα−1L(n)
where (ξ∗k)k≥1 are independent variables with the size biased law; thus P(A8(n)
c)→ 0
as n→∞.
Proposition 4.5.2. In IVIE, for any t > 0 as n→∞
P
∣∣∣∣∣∣
|D(n)n |∑
i=1
(
χ˜in − χ˜i∗n
)∣∣∣∣∣∣ ≥ ta
1
γ
n
→ 0.
Proof. Let A′(n) :=
⋂8
i=1Ai(n) (where A1(n) := A1(n, T ), A2(n) := A˜2(n, T ) and
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A4(n) := A4(n, T )) then using the bounds on Ai for i = 1, ..., 8 it follows that
P(A′(n)c) → 0 as n → ∞. In particular, on A1(n) (from (4.14)) we have that
|D(n)n | ≤ Cnε and on A7(n) (from (4.37)) we have that N i ≤ n
2ε
α−1 for all i there-
fore by Markov’s inequality
P
∣∣∣∣∣∣
|D(n)n |∑
i=1
(
χ˜in − χ˜i∗n
)∣∣∣∣∣∣ ≥ ta
1
γ
n

≤ P(A′(n)c) + 1
ta
1
γ
n
E
1A′(n) |D
(n)
n |∑
i=1
N i∑
j=1
W i,j∑
k=1
(
T (i,j,k)n − T ∗(i,j,k)n
)
≤ o(1) + Cn
ε(α+1α−1)
ta
1
γ
n
E
1A′(n) W (1,1)∑
k=1
(
T (1,1,k)n − T ∗(1,1,k)n
) (4.38)
where we recall that T
∗(i,j,k)
n ≤ T (i,j,k)n for all i, j, k.
Since, by Lemma 2.3.3, the number of excursions W i,j are independent of the
excursion times and have marginal distributions of geometric random variables with
parameter (β − 1)/(2β − 1) we have that
E
1A′(n) W (1,1)∑
k=1
(
T (1,1,k)n − T ∗(1,1,k)n
) = E[W (1,1)]E [1A′(n) (T (1,1,1)n − T ∗(1,1,1)n )] .
For a given excursion either the walk reaches the apex δ(1,1) before returning to the
root ρ+1,1 or it does not. In the first case the difference T
(1,1,1)
n − T ∗(1,1,1)n is the time
taken to reach δ(1,1) conditional on the walker reaching δ(1,1) before ρ+1,1 added to the
time taken to reach ρ+1,1 from δ
(1,1) conditional on reaching ρ+1,1 before returning to
δ(1,1). In the second case the difference is the time taken to return to the root given
that the walker returns to the root without reaching δ(1,1). In particular, recalling
that T +1,1 is the trap rooted at ρ+1,1 we have that
E[1A′(n)(T (1,1,1)n − T ∗(1,1,1)n )] ≤ E
[
1A′(n)E
T +1,1
ρ+1,1
[1A′(n)τ
+
δ(1,1)
|τ+
δ(1,1)
< τ+
ρ+1,1
]
]
(4.39)
+ E
[
1A′(n)E
T +1,1
δ(1,1)
[1A′(n)τ
+
ρ+1,1
|τ+
ρ+1,1
< τ+
δ(1,1)
]
]
+ E
[
1A′(n)E
T +1,1
ρ+1,1
[1A′(n)τ
+
ρ+1,1
|τ+
ρ+1,1
< τ+
δ(1,1)
]
]
.
We want to show that each of the terms in (4.39) can be bounded appropri-
ately. This follows similarly to [10, Lemmas 8.2 & 8.3] so we only sketch the details.
Conditional on the event that the walk returns to the root of the trap before reaching
the apex we have that:
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1. the transition probabilities of the walk in subtraps are unchanged;
2. from any vertex on the spine, the walk is more likely to move towards the root
than to any vertex in the subtrap;
3. from any vertex on the spine, excluding the root and apex, the probability of
moving towards the root is at least β times that of moving towards the apex.
Property 3 above shows that the probability of escaping the trap from any vertex on
the spine is at least the probability, p∞, of a regeneration for the β-biased random
walk on Z. From this we have that the number of visits to any spinal vertex can be
stochastically dominated by a geometric random variable with parameter p∞. Simi-
larly, using property 2 above, we see that the number of visits to any subtrap can be
stochastically dominated by a geometric random variable with parameter p∞/2.
Using a union bound with A1, A7, A8 and (2.9) we have that with high proba-
bility there are no subtraps of height greater than hn,ε. In particular, by (2.14), the
expected time in any subtrap can be bounded above by C(βµ)hn,ε for some constant
C using property 1. From this it follows that
E
[
1A′(n)E
T +1,1
ρ+1,1
[1A′(n)τ
+
ρ+1,1
|τ+
ρ+1,1
< τ+
δ(1,1)
]
]
≤ E
[
1A′(n)E
T +1,1
δ(1,1)
[1A′(n)τ
+
ρ+1,1
|τ+
ρ+1,1
< τ+
δ(1,1)
]
]
≤ o(1)+ h+n,εE [Geo(p∞)] + Cn
3ε
(α−1)2(βµ)hn,ε
≤ o(1) + CL(n)n
(1−ε)
α−1
log(βµ)
log(µ−1)+
3ε
(α−1)2
for some constant C and slowly varying function L.
A symmetric argument shows that the same bound can be achieved for the
first term in (4.39). It then follows that the final term in (4.38) can be bounded above
by CtLˆ(n)n
− 1
α−1+ε˜ where ε˜ can be made arbitrarily small by choosing ε sufficiently
small.
A straightforward adaptation of [10, Proposition 8.1] (similar to the previous
calculation) shows Corollary 4.5.3 which is the corresponding result for FVIE.
Corollary 4.5.3. In FVIE, for any t > 0 as n→∞
P
∣∣∣∣∣∣
|D(n)n |∑
i=1
(
χ˜in − χ˜i∗n
)∣∣∣∣∣∣ ≥ tn 1γ
→ 0.
By Proposition 4.5.2 and Corollary 4.5.3, in FVIE and IVIE, almost all time
up to the walk reaching level n is spent on excursions from the apex in deep traps.
The aim of the remainder of the section is to prove Proposition 4.5.14 which shows
that the time spent on the excursions from the apex in a single large branch (suitably
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scaled) converges in distribution along the given subsequences. To ease notation, for
the remainder of the section we work on a pruned dummy branch T ∗ so that the time
χ˜i∗n has the distribution of a sum of excursion times from the apexes of T ∗.
Recall from Definition 4.1.1 that T ∗− is a dummy branch with root ρ, buds
ρ1, ..., ρξ∗−1 each of which is the root of an f -GW-tree T fj with height Hj := H(T fj ).
We now define a pruned version of this branch which only contains traps of height at
least hn,ε.
Definition 4.5.4. (Pruned dummy branch) Let
N :=
ξ∗−1∑
j=1
1{Hj≥hn,ε}
denote the number of traps in T ∗− of at least critical height. Denote (T +j )Nj=1 to be
those large traps, (ρ+j )
N
j=1 their roots and H
+
j := H(T +j ) the height of the jth large trap
in the branch. Similarly, let (T −j )ξ
∗−1−N
j=1 denote the small traps, (ρ
−
j )
ξ∗−1−N
j=1 their
roots and H−j := H(T −j ) the height of the jth small trap in the branch.
Let T ∗ be T ∗− pruned to consist precisely of the root ρ, buds (ρ+j )Nj=1 and traps
(T +j )Nj=1. We write H := H(T ∗)− 1 to be the height of the largest trap and for K ∈ Z
let H
K
n := hn,0 +K then denote
PK(·) := P(·|H = HKn ) and PK(·) := P(·|H = HKn ).
Write W j to be the total number of excursions into T +j and Bj the number of
excursions which reach the apex δj.
For each k ≤ Bj we define Gj,k to be the number of return times to δj on the
kth excursion which reaches δj.
For l = 1, ..., Gj,k let Rj,k,l denote the duration of the lth excursion from δj to
itself on the kth excursion into T +j which reaches δj.
The height of the branch and the total number of traps in the branch have a
strong relationship. Lemma 4.5.5 shows the exact form of this relationship in the limit
as n → ∞. Recall from (2.9) that cµ is the positive constant such that P(H(T f ) ≥
n) ∼ cµµn as n→∞ then write
bKn :=
µ−H
K
n
cµ
. (4.40)
Lemma 4.5.5. In IVIE, under PK we have that the sequence of random variables
(ξ∗ − 1)/bKn converge in distribution to a random variable ξ satisfying
P(ξ ≥ t) = α− 1
Γ(2− α)(1− µα−1)
∫ ∞
t
y−α(e−µy − e−y)dy.
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Proof. We prove this by showing the convergence of
P
(
ξ∗ − 1 ≥ tbKn |H = HKn
)
= P
(
H = H
K
n |ξ∗ − 1 ≥ tbKn
) P(ξ∗ − 1 ≥ tbKn )
P(H = H
K
n )
(4.41)
for all t > 0. To begin we consider P
(
H = H
K
n |ξ∗ − 1 ≥ tbKn
)
.
The heights of individual traps are independent under this conditioning hence
P
(
H ≤ HKn |ξ∗ − 1 ≥ tbKn
)
= E
[
P(H(T f ) ≤ HKn )ξ
∗−1|ξ∗ − 1 ≥ tbKn
]
.
We know the asymptotic form of P(H(T f ) ≤ HKn ) from (2.9) thus we need to consider
the distribution of ξ∗ − 1 conditioned on ξ∗ − 1 ≥ tbKn . By the tail formula for ξ∗ − 1,
following Definition 4.0.3, we have that for r ≥ 1 as n→∞
P
(
ξ∗ − 1
tbKn
≥ r
∣∣∣ξ∗ − 1 ≥ tbKn) = P(ξ∗ − 1 ≥ rtbKn )P(ξ∗ − 1 ≥ tbKn ) ∼ r−(α−1).
We therefore have that, conditional on ξ∗− 1 ≥ tbKn , the sequence (ξ∗− 1)/tbKn
converges in distribution to a variable Y with tail P(Y ≥ r) = r−(α−1) ∧ 1. Using the
form of bKn we then have that
P(H(T f ) ≤ HKn )tb
K
n = e−tµ(1+o(1)).
It therefore follows that
lim
n→∞P
(
H ≤ HKn |ξ∗ − 1 ≥ tbKn
)
= E[e−tµY ].
Repeating with H
K
n replaced by H
K
n − 1 we have that P(H = HKn |ξ∗ − 1 ≥ tbKn ) →
E[e−tµY ]−E[e−tY ] as n→∞. For θ > 0
E[e−θtY ] = (α− 1)tα−1
∫ ∞
t
e−θyy−αdy
therefore
lim
n→∞P
(
H = H
K
n |ξ∗ − 1 ≥ tbKn
)
= (α− 1)tα−1
∫ ∞
t
y−α(e−µy − e−y)dy. (4.42)
By (4.12) we have that as n→∞
P
(
H = H
K
n
)
= P
(
H (T ∗−) > HKn)−P(H (T ∗−) > HKn + 1)
∼ Γ (2− α) cα−1µ
(
1− µα−1)P(ξ∗ − 1 ≥ µ−HKn )
= Γ (2− α) cα−1µ
(
1− µα−1)P (ξ∗ − 1 ≥ cµbKn )
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therefore
P(ξ∗ − 1 ≥ tbKn )
P(H = H
K
n )
∼ P(ξ
∗ − 1 ≥ tbKn )
Γ(2− α)(1− µα−1)cα−1µ P(ξ∗ − 1 ≥ cµbKn )
∼ t
−(α−1)
Γ(2− α)(1− µα−1) .
Combining this with (4.42) in (4.41) we have that
lim
n→∞P(ξ
∗ − 1 ≥ tbKn |H = HKn ) =
α− 1
Γ(2− α)(1− µα−1)
∫ ∞
t
y−α(e−µy − e−y)dy.
Notice that under P the pruned dummy branch T ∗ is the single vertex ρ with
high probability however under PK there is at least one trap. By Lemma 2.3.3, con-
ditional on N , (W j)Nj=1 have a joint negative multinomial distribution. Moreover, W
j
and Bj are coupled so that Bj is binomially distributed with W j trials and success
probability p1(H
+
j ). The number G
j,k of return times to δj is geometrically distributed
with failure probability p2(H
+
j ). It follows that each χ˜
i∗
n is equal in distribution to
χ∗n :=
N∑
j=1
Bj∑
k=1
Gj,k∑
l=1
Rj,k,l.
Define the scaled excursion time in large traps of a large branch as
ζ(n) := χ∗nβ
−H = β−H
N∑
j=1
Bj∑
k=1
Gj,k∑
l=1
Rj,k,l (4.43)
then we will show that ζ(n) converges in distribution under PK along subsequences
nl(t). Lemma 4.5.6 gives an upper bound on the number of large traps in a branch
conditioned on its height.
Lemma 4.5.6. For any  > 0 and K ∈ Z
lim
n→∞P
K
(
N ≥ n ε+α−1
)
= 0.
Proof. Conditioned on the height of the branch and number of buds we have that at
least one trap attains the maximum height, all others have the distribution of heights
of GW-tree conditioned on their maximum height therefore
PK
(
N ≥ n ε+α−1
)
≤ PK(ξ∗ − 1 ≥ log(n)bKn ) + P
(
N ≥ n ε+α−1 − 1|ξ∗ − 1 = log(n)bKn
)
.
(4.44)
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By Lemma 4.5.5 PK (ξ∗ − 1 ≥ log(n)bKn ) converges to 0 as n → ∞. Conditioned on
having ξ∗−1 = log(n)bKn buds we have that N is binomially distributed with log(n)bKn
trails and success probability P(H(T f ) ≥ hn,ε) ≤ Cµhn,ε by (2.9). Since for some
slowly varying function L we have that
E
[
Bin
(
log(n)bKn , Cµ
hn,ε
)]
≤ CµK log(n) an
an1−ε
≤ L(n)µKn εα−1 ,
a Chernoff bound shows that the final term in (4.44) converges to 0.
For ε˜ > 0 write
A9(n) =
N⋂
j=1
{
1 ≤ β
H+j
1− β−1 E [G
j,1]−1 ≤ 1 + ε˜
}
.
Recall from (4.35) that p2(H ) is the probability that a walk started from the
apex of a tree of heightH reaches the root before returning to the apex. Since Gj,k are
independent geometric random variables there exist independent exponential random
variables ej,k such that
Gj,k =
⌊
ej,k
− log(1− p2(H+j ))
⌋
∼ Geo(p2(H+j )).
By (4.35) we then have that
E [Gj,1] =
(
1− 1− β
−1
βH
+
j − β−1
)(
1− β−(H+j +1)
) βH+j
1− β−1 (4.45)
therefore, since H+j ≥ hn,ε, for any ε˜ > 0 there exists n large such that PK(A9(n)) = 1
for any K ∈ Z.
Recall from (4.35) and Definition 4.5.4 that Gj,k is geometrically distributed
with failure probability p2(H
+
j ) ≥ p2(hn,ε). Write
A
(j,k)
10 (n) :=
{
(1− ε˜)Gj,k ≤ E [Gj,k]ej,k ≤ (1 + ε˜)Gj,k
}
.
For p sufficiently small we have that∣∣∣∣1− pp − 1− log(1− p)
∣∣∣∣
is bounded below by some positive constant M > 0 therefore P(A
(j,k)
10 (n)
c) is bounded
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above by
P
((
1− p2(H+j )
p2(H
+
j )
− 1− ε˜− log(1− p2(H+j ))
)
ej,k < 1
)
+ P
((
1− p2(H+j )
p2(H
+
j )
− 1 + ε˜− log(1− p2(H+j ))
)
ej,k > −1
)
≤ P
(
ej,k
(
Cε˜p2(H
+
j )
−1 −M
)
< 1
)
+ P
(
ej,k
(
M − Cε˜p2(H+j )−1
)
> −1
)
≤ 2P
(
ej,k < CM,ε˜p2(H
+
j )
)
.
In particular, we have that there exists a constant C˜ such that for any ε˜ > 0 there
exists n large such that
P(A
(j,k)
10 (n)
c) ≤ C˜p2(hn,ε) ≤ C˜a−1/γn1−ε .
By Definition 4.5.4 we have that Bj ≤ W j . Moreover N ≤ n ε+˜α−1 with high
probability for any ˜ > 0 by Lemma 4.5.6 and W j ≤ C log(n) for all j by the bound
on the event A5(n)
c (from (4.16)). Therefore, writing
A10(n) :=
N⋂
j=1
Bj⋂
k=1
A
(j,k)
10 (n)
a union bound gives us that P(A10(n)
c)→ 0 as n→∞.
By comparison with the biased random walk on Z we have that p1(H+j ) ≥
p∞ = 1− β−1 therefore we can define a random variable Bj∞ ∼ Bin(Bj , p∞/p1(H+j )).
It then follows that Bj ≥ Bj∞ ∼ Bin(W j , p∞) and
p1(H
+
j )− p∞ =
1− β−1
1− β−(H+j +1)
− (1− β−1) ≤ β−H+j . (4.46)
Write
A11(n) :=
N⋂
j=1
{
Bj = Bj∞
}
.
Since the marginal distribution of W 1 does not depend on n, using (4.46), the bound
on N from Lemma 4.5.6 and the coupling between B1 and B1∞ we have that
PK(A11(n)c) ≤ o(1) + n
ε+˜
α−1
∞∑
k=0
P(W 1 = k)P(B1 6= B1∞|W 1 = k)
≤ o(1) + n ε+˜α−1
∞∑
k=0
P(W 1 = k)k(p1(H+1 )− p∞)
≤ o(1) + n ε+˜α−1β−hn,εE[W 1] (4.47)
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which decays to 0 as n→∞.
By choosing ε > 0 sufficiently small we can choose κ in the range ε(1/γ +
1/(α− 1)) < κ < min{2(α− 1), 1/γ} then write
A12(n) :=
N⋂
j=1
{E [(Rj,1,1n )2] < n
γ−1−κ
α−1 }
to be the event that there are no large traps with expected squared excursion time too
large.
Lemma 4.5.7. In IVIE, for any K ∈ Z, as n→∞ we have that PK(A12(n)c)→ 0.
Proof. Recall from (4.36) that, for  > 0, A6(n) is the event that all large branches
are shorter than h+n, and since N ≤ n
ε+˜
α−1 with high probability we have that
P(A12(n)c) ≤ o(1) + n
ε+˜
α−1P
(
1{A6(n)}E [(R1,1,1n )2]1/2 > n
γ−1−κ
2(α−1)
)
.
The method used to prove [10, Lemma 9.1] holds for any fixed tree; in partic-
ular, it yields the following upper bound:
E [(R1,1,1n )2]1/2 ≤ C
∑
y∈T +1
βd(y,δ
+
1 )/2pi(y)
where pi is the invariant measure scaled so that pi(δ+1 ) = 1 and d denotes the graph
distance.
We then have that
E
[
1{A6(n)}E [(R(1,1,1)n )2]1/2
]
≤ CE
1{A6(n)} ∑
y∈T +1
βd(y,δ
+
1 )/2pi(y)

≤ CE
1{A6(n)}∑
i≥1
βi/2β−i(1 + Λi)

≤ C
h+n,∑
i=0
(β1/2µα−1−)i
where the final inequality follows by (4.34). If β1/2µα−1− ≤ 1 then by Markov’s
inequality we have that PK(A12(n)c) → 0 as n → ∞ since κ < γ−1. Otherwise by
Markov’s inequality
PK(A12(n)c) ≤ o(1) + Cn
ε+˜
α−1 (β1/2µα−1−)h
+
n,n
κ−γ−1
2(α−1)
≤ o(1) + L(n)n
κ
2(α−1)−1+ α−1
(
1
2γ
+2−α+
)
+ ε+˜
α−1
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for some slowly varying function L. In particular, since κ < 2(α − 1) we can choose
, ε, ˜ sufficiently small such that this converges to 0 as n→∞.
Write
A13(n) =
N⋂
j=1
Bj⋂
k=1
{
(1− ε˜)Gj,kE [Rj,1,1n ] ≤
Gj,k∑
l=1
Rj,k,l ≤ (1 + ε˜)Gj,kE [Rj,1,1n ]
}
to be the event that on each excursion that reaches the apex of a large trap, the total
excursion time before leaving the trap is approximately the product of the number of
excursions and the expected excursion time.
Lemma 4.5.8. In IVIE, for any K ∈ Z, as n→∞ we have that PK(A13(n)c)→ 0.
Proof. With high probability we have that no trap is visited more than C log(n)
times by (4.16) and also N ≤ n ε+˜α−1 by Lemma 4.5.6. Any excursion is of length at
least 2 hence E [R1,1,1n ] ≥ 2. Therefore, by Lemma 4.5.7 and Chebyshev’s inequality,
PK(A13(n)c) is bounded above by a small error added to
C log(n)n
ε+˜
α−1P
(∣∣∣∣∣
G1,1∑
l=1
R1,1,ln
E [R1,1,1n ]G1,1
− 1
∣∣∣∣∣ > ε˜,G1,1 > 0,E [(R1,1,1n )2] < n γ−1−κα−1
)
≤ C log(n)n
γ−1+ε+˜−κ
α−1
ε˜2
E
[
1{G1,1>0}
G1,1
]
.
It then follows that, since G1,1 ∼ Geo(p2(H+1 )) (where, from (4.35), p2(H) is the
probability that a walk reaches the apex in the trap of height H) and p2(H
+
1 ) ≤
cβ−hn,ε = ca
− 1
γ
n1−ε , we have
E
[
1{G(1,1,1)>0}
G(1,1,1)
]
≤ E
[
− p2(H
+
1 )
1− p2(H+1 )
log
(
p2(H
+
1 )
)] ≤ L(n)n− 1−εγ(α−1)
for some slowly varying function L. In particular,
PK(A13(n)c) ≤ o(1) + Lε˜(n)n
ε( 1γ+ 1α−1)+˜−κ
α−1
which converges to zero by the choice of κ > ε(1/γ + 1/(α− 1)).
Lemma 4.5.9 demonstrates that the expected time spent on an excursion from
the apex of a trap of height at least hn,ε does not differ too greatly from the expected
excursion time in an infinite version of the trap. Let Rj∞ be an excursion time from
δ+j to itself in an extension of T +j to an infinite trap constructed according to the
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algorithm at the beginning of the section where T ≺
H+j
is replaced by T +j . Write
A14(n) :=
N⋂
j=1
{
E [Rj∞]− E [Rj,k,l] < ε˜
}
.
Lemma 4.5.9. In IVIE, for any K ∈ Z as n→∞ we have that PK(A14(n)c)→ 0.
Proof. By comparing the transition probabilities of the conditioned and unconditioned
walks up to distance hn,ε/2 and crudely discarding the sections of the excursions in the
conditioned case which reach further we have that for a constant c and n sufficiently
large
0 ≤ E [Rj∞]− E [Rj,k,l] ≤ cβ−hn,ε/2
hn,ε/2∑
k=0
β−k(1 + Λk) + 2
∞∑
k=hn,ε/2+1
β−k(1 + Λk)
for all j = 1, ..., N where Λk are the weights of the extension of T +j . Recall that
N ≤ n ε+˜α−1 with high probability by Lemma 4.5.6. By (4.34) we have that E[Λk] ≤
C(βµα−1)k therefore using Markov’s inequality we have that
P(A14(n)
c) ≤ Cn
ε+˜
α−1
ε˜
E[E [Rj∞]− E [Rj,1,1n ]]
≤ Cε˜n
ε+˜
α−1
β−hn,ε2 ∞∑
k=0
(
β−k + µk(α−1−ε˜)
)
+
∞∑
k=hn,ε/2+1
µk(α−1−ε˜)

≤ Cε˜n
ε+˜
α−1
(
β−
hn,ε
2 + µhn,ε
(α−1−ε˜)
2
)
.
Since we can choose ε˜, ε and ˜ arbitrarily small we indeed have the desired result.
Define
Zn∞ :=
1
1− β−1
N∑
j=1
βH
+
j −HE [Rj∞]
Bj∞∑
k=1
ej,k (4.48)
whose distribution depends on n only through N and (H+j − H)Nj=1. Recalling the
definition of ζ(n) in (4.43), since ej,k are the exponential random variables defining
Gj,k, Bj∞ ∼ Bin(Bj , p∞/p1(H+1 )) and the random variable N is the same in both
equations, we have that ζ(n) and Zn∞ are defined on the same probability space.
Proposition 4.5.10. In IVIE, for any K ∈ Z and  > 0
lim
n→∞P
K
(
|ζ(n) − Zn∞| > 
)
= 0.
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Proof. Using the bounds on A11, A13 and A14 from (4.47) and Lemmas 4.5.8 and 4.5.9
respectively there exists a function g : R → R such that limε˜→0+ g(ε˜) = 0 and for
sufficiently large n (independently of K)
PK
(
|ζ(n) − Zn∞| > 
)
≤ o(1) + 2PK (g(ε˜)Zn∞ > ) .
It therefore suffices to show that (Zn∞)n≥0 are tight under PK . Write
Sj := 1
1− β−1 E [R
j
∞]
Bj∞∑
k=1
ej,k. (4.49)
The variables E [Rj∞], Bj∞ and ej,k are independent, do not depend onK and have finite
mean (by Lemma 4.5.1, the geometric distribution of W j and exponential distribution
of ej,k) therefore
EK [Sj ] ≤ C <∞ (4.50)
uniformly over K. We can then write
Zn∞ =
N∑
j=1
βH
+
j −H
K
n Sj .
The distribution of Sj is independent of the height of the trap. The number
of large traps N is dominated by the total number of traps ξ∗ − 1 in the branch thus
reintroducing small traps we have that
PK(Zn∞ ≥ t) ≤ PK
bKn log(t)∑
j=1
βHj−H
K
n Sj ≥ t
+ PK(ξ∗ − 1 ≥ bKn log(t)) (4.51)
where we recall that, under PK , (Hj)ξ
∗−1
j=1 are distributed as the heights of independent
f -GW-trees conditioned so that the largest is of height H
K
n and (Sj)ξ
∗−1
j=1 are i.i.d.
with the law of S1. By Lemma 4.5.5 we have that limt→∞ lim supn→∞ PK(ξ∗ − 1 ≥
bKn log(t)) = 0 therefore it remains to bound the first term in (4.51).
Write Φ = inf{r ≥ 1 : Hr = HKn } to be the index of the first trap with height
the same as the maximum in the branch. Conditional on trap j being the first in the
branch which attains the maximum height we have that the heights of the remaining
traps are independent and either at most the height of the largest (for higher indices
than j) or strictly shorter (for lower indices than j). In particular, this means that
PK
bKn log(t)∑
j=1
βHj−H
K
n Sj ≥ t

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≤ PK
bKn log(t)∑
j=1
βHj−H
K
n Sj ≥ t
∣∣∣Φ = 1

≤ P(S1 ≥ log(t)) + P
bKn log(t)∑
j=2
βHj−H
K
n Sj ≥ t− log(t)
∣∣∣ ⋂
j≥2
{Hj ≤ HKn }
 .
The distribution of S1 is independent of n therefore limt→∞ P(S1 ≥ log(t)) = 0.
Conditional on Φ = 1, (Hj)j≥2 are independent therefore by Markov’s inequality we
have that
P
bKn log(t)∑
j=2
βHj−H
K
n Sj ≥ t− log(t)
∣∣∣ ⋂
j≥2
{Hj ≤ HKn }
 ≤ CbKn log(t)E[βH1 |H1 ≤ HKn ]
βH
K
n (t− log(t))
.
For large enough n we have that P(H1 ≤ HKn ) ≥ 1/2 therefore we have that
P(H1 = l|H1 ≤ HKn ) ≤ P(H1 ≥ l|H1 ≤ HKn ) ≤
1
2
P(H1 ≥ l) ≤ Cµl
for some constant C therefore the result follows from
E[βH1 |H1 ≤ HKn ] =
H
K
n∑
l=0
βlP(H1 = l|H1 ≤ HKn ) ≤ C(βµ)H
K
n . (4.52)
We now prove three technical lemmas which will be important in the proof of
Proposition 4.5.14 which is the main result of the section. The first shows that we can
reintroduce the small traps into Zn∞. The reason for doing this is that we no longer
need to condition on the heights of the traps being at least the critical level which will
simplify later calculations. In particular, we can replace N with ξ∗ − 1 (i.e. the total
number of traps in the branch) which we understand under PK by Lemma 4.5.5.
Lemma 4.5.11. For all ε˜ > 0 we have that for any K ∈ Z as n→∞,
PK
ξ∗−1−N∑
j=1
βH
−
j −H
K
n Sj > ε˜
→ 0.
Proof. First, notice that each term in the sum is nonnegative therefore introducing
extra terms only increases the probability. By Lemma 4.5.5, for any ˜ > 0, we have
that PK(ξ∗ − 1 ≥ an1+˜)→ 0 as n→∞. We therefore have that
PK
ξ∗−1−N∑
j=1
βH
−
j −H
K
n Sj > ε˜
 ≤ P
an1+˜∑
j=1
βHj−H
K
n Sj > ε˜
∣∣∣Hj < hn,ε ∀j ≥ 1
+ o(1).
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By Definitions 4.2.3 and 4.5.4 we have that βH
K
n ≤ βKa1/γn therefore by Markov’s
inequality and (4.52) we have that
P
an1+˜∑
j=1
βHj−H
K
n Sj > ε˜
∣∣∣Hj < hn,ε ∀j ≥ 1
 ≤ an1+˜E[S1]E[βH1 |H1 < hn,ε]
ε˜βH
K
n
≤ CK,ε˜an1+˜(βµ)
hn,ε
a
1/γ
n
.
Recall from Definition 4.2.3 that hn,ε ≤ log(an1−ε)/ log(µ−1) therefore
(βµ)hn,ε ≤ a
1
γ
−1
n1−ε .
Using the form of an following Definition 4.0.3 we then have that there exists a slowly
varying function L such that
an1+˜(βµ)
hn,ε
a
1/γ
n
≤ L(n)n
1
α−1
(
˜+ε− ε
γ
)
which converges to 0 by choosing ˜ < ε(1/γ − 1).
The second Lemma leading to Proposition 4.5.14 shows that the height of an
f -GW-tree is sufficiently close to a geometric random variable. To ease notation let
S = S1 (see (4.49)), H = H1 ∼ H(T f ) be distributed as the height of a GW-tree and
G ∼ Geo(µ) independently of each other.
Lemma 4.5.12. In IVIE,
b
∣∣∣∣∣
∫ ∞
0
e−xP
(
SβH ≥ xb
1/γ
θ
)
dx− cµ
∫ ∞
0
e−xP
(
SβG ≥ xb
1/γ
θ
)
dx
∣∣∣∣∣ (4.53)
converges to zero as b→∞.
Proof. From (1.2) and (4.50) we have that γ < 1 and E[S] <∞ therefore E[Sγ ] <∞.
By independence of S and G
P
(
SβG ≥ xb
1/γ
θ
)
= E
[
P
(
G ≥ log(xb
1/γ(Sθ)−1)
log(β)
∣∣∣S)] ≤ (xb1/γ
θ
)−γ
E[Sγ ] = Cθ
bxγ
.
Similarly, since there exists a constant c such that P(H ≥ t) ≤ cP(G ≥ t) uniformly
over t we have that
P
(
SβH ≥ xb
1/γ
θ
)
≤ Cθ
bxγ
.
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Let ε˜ > 0 then choose  > 0 such that∫ 
0
e−xx−γdx <
ε˜
Cθ
then, since the integrals are positive and cµ ≤ 1, we have that∣∣∣∣∣
∫ 
0
e−xcµP
(
SβG ≥ xb
1/γ
θ
)
dx−
∫ 
0
e−xP
(
SβH ≥ xb
1/γ
θ
)
dx
∣∣∣∣∣ ≤ ε˜b−1. (4.54)
By (2.9) we have that
m(b) := sup
z> b
θ
∣∣∣∣∣P
(
βH ≥ z)
P (βG ≥ z) − cµ
∣∣∣∣∣ (4.55)
converges to 0 as b → ∞. Now define M(b) := m(b)1− 1γ ∧ b 1γ−1 then M(b) → ∞ as
b→∞ but M(b) << b1/γ .
For x > , by independence of S and H we have that
P
(
SβH ≥ xb
1/γ
θ
∣∣∣S ≥M(b)) ≤ CE
(xb1/γ
θS
) log(µ)
log(β) ∣∣∣S ≥M(b)

≤ C,θb−1E [Sγ |S ≥M(b)] .
In particular,
bP
(
SβH ≥ xb
1/γ
θ
, S ≥M(b)
)
≤ C,θE
[Sγ1{S≥M(b)}]
which converges to 0 as b→∞ by dominated convergence. Similarly, the same holds
replacing H with G therefore combining this with (4.54) we have that the quantity
(4.53) is bounded above by
ε˜+ o(1) + Cb sup
x>
∣∣∣∣∣P
(
SβH ≥ xb
1/γ
θ
, S < M(b)
)
− cµP
(
SβG ≥ xb
1/γ
θ
, S < M(b)
)∣∣∣∣∣ .
Since S is independent of G and H we have that the supremum in the above
expression can be bounded above by
sup
z> b
1/γ
θM(b)
∣∣P (βH ≥ z)− cµP (βG ≥ z)∣∣ ≤ m(b)P(G ≥ log(b1/γ(θM(b))−1)
log(β)
)
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by (4.55) since b1/γ/M(b) ≥ b. Since G ∼ Geo(µ) we have that
m(b)P
(
G ≥ log(b
1/γ(θM(b))−1)
log(β)
)
= C,θm(b)
(
b1/γ
M(b)
) log(µ)
log(β)
≤ C,θm(b)
γ
b
which completes the proof.
In the final Lemma preceding Proposition 4.5.14 we show that the Laplace
transform
ϕK(λ) := EK
[
e−λ
∑ξ∗−1
j=1 β
Hj−HKn Sj
]
can be written in terms of the distributions of S, H and ξ∗.
Lemma 4.5.13. In IVIE,
ϕK(λ) = EK

E
[
e−λSβH−H
K
n 1{H≤HKn }
]ξ∗−1
− E
[
e−λSβH−H
K
n 1{H≤HKn −1}
]ξ∗−1
P(H ≤ HKn )ξ∗−1 −P(H ≤ HKn − 1)ξ∗−1

Proof. Recall that Φ := inf{r ≥ 1 : Hr = H} is the index of the first random variable
in the sequence (Hj)
ξ∗−1
j=1 which attains the maximum value H := maxj≤ξ∗−1Hj . For
h ∈ Z+, λ > 0 and i = 1, 2 write
ψi(h, λ) := E
[
e−λSβ
H−h |H ≤ h+ 1− i
]
,
φi(h, λ) := E
[
e−λSβ
H−h
1{H≤h+1−i}
]
= ψi(h, λ)P(H ≤ h+ 1− i). (4.56)
Conditional on Φ, the random variables (Hj)j≥1 are independent with
PK (Hj = z|Φ) =

1{z=HKn }
, if j = Φ,
P(H = z|H ≤ HKn − 1), if j < Φ,
P(H = z|H ≤ HKn ), if j > Φ.
By conditioning on ξ∗, we then have that
ϕK(λ) = EK
ξ∗−1∑
k=1
PK(Φ = k|ξ∗)EK
[
e−λ
∑ξ∗−1
j=1 β
Hj−HKn Sj
∣∣∣Φ = k, ξ∗]

= EK
E[e−λS ] ξ∗−1∑
k=1
PK(Φ = k|ξ∗)ψ2(HKn , λ)k−1ψ1(HKn , λ)ξ
∗−1−k
 (4.57)
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and by Bayes’ rule we also have that
PK(Φ = k|ξ∗) = P(H = H
K
n )
P(H = H
K
n |ξ∗)
P(H ≤ HKn − 1)k−1P(H ≤ HKn )ξ
∗−1−k. (4.58)
Combining (4.56), (4.57) and (4.58) we can then write ϕK(λ) as
EK
E[e−λS ]P(H = HKn )
P(H = H
K
n |ξ∗)
ξ∗−1∑
k=1
φ2(H
K
n , λ)
k−1φ1(H
K
n , λ)
ξ∗−1−k
 . (4.59)
For 0 < p < q < 1 and l ∈ Z+,
l∑
k=1
pk−1ql−k = ql−1
l−1∑
k=0
(
p
q
)k
= ql−1
1−
(
p
q
)l
1− pq
 = ql − pl
q − p .
Since 0 < φ2(H
K
n , λ)
k−1 < φ1(H
K
n , λ)
k−1 < 1, by (4.59) it follows that that ϕK(λ) is
equal to
EK
[
E[e−λS ]P(H = HKn )
P(H = H
K
n |ξ∗)
(
φ1(H
K
n , λ)
ξ∗−1 − φ2(HKn , λ)ξ
∗−1
φ1(H
K
n , λ)− φ2(HKn , λ)
)]
however, from (4.56),
φ1(H
K
n , λ)− φ2(HKn , λ) = E[e−λS ]P(H = HKn )
therefore this is equal to
EK
[
φ1(H
K
n , λ)
ξ∗−1 − φ2(HKn , λ)ξ
∗−1
P(H = H
K
n |ξ∗)
]
.
The result then follows from
P(H = H
K
n |ξ∗) = P(H ≤ HKn |ξ∗)−P(H ≤ HKn − 1|ξ∗)
= P(H ≤ HKn )ξ
∗−1 −P(H ≤ HKn − 1)ξ
∗−1
which is a consequence of H being the maximum of ξ∗− 1 i.i.d. random variables.
The next proposition shows that, under PK , we have that the scaled time spent
in a large branch ζ(n) (from (4.43)) converges in distribution along subsequences nl
where anl(t) ∼ tµ−l.
Proposition 4.5.14. In IVIE, under PK we have that Znl∞ converges in distribution
(as l→∞) to a random variable Z∞.
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Proof. By Lemmas 4.5.11 and 4.5.13, it now suffices to show convergence of
ϕK(λ) = EK

E
[
e−λSβH−H
K
n 1{H≤HKn }
]ξ∗−1
− E
[
e−λSβH−H
K
n 1{H≤HKn −1}
]ξ∗−1
P(H ≤ HKn )ξ∗−1 −P(H ≤ HKn − 1)ξ∗−1
 .
(4.60)
By (4.2) we have that P(H ≤ HKn ) = 1 − cµµ1+H
K
n (1 + o(1)) therefore, using
the relationship (4.40) between bKn and H
K
n we have that
P(H ≤ HKn )ξ
∗−1 =
(
1− µ(1 + o(1))
bKn
)ξ∗−1
= exp
(
−ξ
∗ − 1
bKn
µ(1 + o(1))
)
and similarly,
P(H ≤ HKn − 1)ξ
∗−1 = exp
(
−ξ
∗ − 1
bKn
(1 + o(1))
)
.
By Lemma 4.5.5 we know that (ξ∗−1)/bKn converges in distribution to a random
variable with exponential moments therefore we want to show a similar expression for
the numerator in (4.60). Notice that
E
[
e−λSβ
H−HKn 1{H≤HKn }
]
= E
[
e−λSβ
H−HKn
]1− E
[
e−λSβH−H
K
n 1{H>HKn }
]
E
[
e−λSβH−H
K
n
]

(4.61)
where E
[
e−λSβH−H
K
n
]
converges to 1 deterministically. In particular, this means that
1− E
[
e−λSβH−H
K
n 1{H>HKn }
]
E
[
e−λSβH−H
K
n
]

ξ∗−1
= exp
(
−(ξ∗ − 1)E
[
e−λSβ
H−HKn 1{H>HKn }
]
(1 + o(1))
)
. (4.62)
By summing over the possible values of H and using independence of S and H we
have that
E
[
e−λSβ
H−HKn 1{H>HKn }
]
= (1 + o(1))
∞∑
j=H
K
n +1
(1− µ)µjE
[
e−λSβ
j−HKn
]
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= (1 + o(1))µH
K
n +1
∞∑
j=0
(1− µ)µjE
[
e−λSβ
j+1
]
.
Recalling G ∼ Geo(µ) independently of S then writing ϕSG(λ) to be the Laplace
transform of SβG and using the relationship (4.40) between bKn and HKn we therefore
have that (4.62) can be written as
exp
(
−ξ
∗ − 1
bKn
µϕSH(λβ)(1 + o(1))
)
. (4.63)
It remains to deal with E[e−λSβH−H
K
n ]b
K
n . To ease notation, let us write b :=
bKn = c
−1
µ µ
−HKn and θ = λc−1/γµ then
E
[
e−λSβ
H−HKn
]bKn
= E
[
e−θSβ
Hb−1/γ
]b
=
(∫ 1
0
P
(
e−θSβ
Hb−1/γ ≥ y
)
dy
)b
=
(
1−
∫ 1
0
P
(
SβH ≥ − log(y)b
1/γ
θ
)
dy
)b
=
(
1−
∫ ∞
0
e−xP
(
SβH ≥ xb
1/γ
θ
)
dx
)b
=
(
1−
∫ ∞
0
e−xcµP
(
SβG ≥ xb
1/γ
θ
)
dx
)b
+ o(1) (4.64)
where the final equality holds by Lemma 4.5.12. Since S and G are independent we
have that
P
(SβG ≥ z) = E [P(G ≥ log(z/S)
log(β)
∣∣∣S)] = E [µ⌈ log(z/S)log(β) ⌉] .
Writing
J(z) :=
⌈
log(z)
log(β)
⌉
− log(z)
log(β)
and I(z) := E
[
Sγµ−
⌊
log(S)
log(β)
+J(z)
⌋
+
log(S)
log(β)
+J(z)
]
we then have that
P(SβG ≥ z) = µ
log(z)
log(β)E
[
Sγµ−
⌊
log(S)
log(β)
+J(z)
⌋
+
log(S)
log(β)
+J(z)
]
= z−γI(z)
where, from (4.50), we also have that I(z) ≤ E[Sγ ] < ∞ since γ < 1 by (1.2).
Moreover, J(z) = J(zmlog(β)) and I(z) = I(zmlog(β)) for all z ∈ R, m ∈ Z.
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Substituting this back into (4.64) we have that
E
[
e−θSβ
Gb−1/γ
]b
=
(
1− θγb−1
∫ ∞
0
e−xx−γI
(
xb1/γ
θ
)
dx
)b
+ o(1).
For t > 0, along sequences nl(t) such that anl(t) ∼ tµ−l we have that (bKn )1/γ ∼ Cllog(β)
therefore, since I is bounded, we have that along subsequences nl(t)∫ ∞
0
e−xx−γI
(
xb1/γ
θ
)
dx
converges to some positive function of θ. In particular, we have that
E
[
e−λSβ
H−HKn
]bKn
converges to a constant in the interval (0, 1). Combining this with (4.61) and (4.63)
we have that
E
[
e−λSβ
H−HKn 1{H≤HKn }
]ξ∗−1
= exp
(
−ξ
∗ − 1
bKn
µCλ,β(1 + o(1))
)
for some constant Cµ,β depending on the distribution of S. Furthermore, the same
arguments gives us that
E
[
e−λSβ
H−HKn 1{H≤HKn −1}
]ξ∗−1
= exp
(
−ξ
∗ − 1
bKn
Cλ,β(1 + o(1))
)
.
By boundedness, continuity and Lemma 4.5.5 we therefore have that ϕK(λ) converges
along the given subsequences which proves the result.
In order to prove the convergence result for sums of i.i.d. variables we will
require that ζ(n) can be dominated (independently of K ≥ hn,ε − hn,0) by a random
variable Zsup such that E[Z
(α−1)γ+
sup ] <∞ for  sufficiently small. Lemma 4.5.15 shows
that we indeed have the domination required.
Lemma 4.5.15. In IVIE, there exists a random variable Zsup such that under PK for
any K ∈ Z we have that Zsup  ζ(n) for all n sufficiently large and E[Z1−sup ] < ∞ for
any  > 0.
Proof. The number of large traps N is dominated by the number of traps in the branch.
Similarly to Lemma 4.5.5 we consider
P(ξ∗ − 1 ≥ tbKn |H = HKn ) = P(H = HKn |ξ∗ − 1 ≥ tbKn )
P(ξ∗ − 1 ≥ tbKn )
P(H = H
K
n )
.
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Using the tail of H from (2.9), for large n (independently of t ≥ 0) and some constant
c, we can bound P(H = H
K
n |ξ∗ − 1 ≥ tbKn ) above by
E
[
P(H ≤ HKn )ξ
∗−1
∣∣∣ξ∗ − 1 ≥ tbKn ] ≤ E
[
e
−c
(
ξ∗−1
bKn
)∣∣∣ξ∗ − 1 ≥ tbKn
]
≤ e−ct.
For each t ≥ 0 we have that P(ξ∗−1 ≥ tbKn ) ∼ Ct−(α−1)P(H = HKn ) as n→∞.
Since P(H = H
K
n ) does not depend on t we can choose a constant c such that for n
sufficiently large we have that P(H = H
K
n ) ≤ cP(ξ∗ − 1 ≥ bKn ) thus for t ≥ 1
P(ξ∗ − 1 ≥ tbKn )
P(H = H
K
n )
≤ P(ξ
∗ − 1 ≥ tbKn )
cP(ξ∗ − 1 ≥ bKn )
≤ c−1.
In particular, for t ≥ 1 we have that P(ξ∗ − 1 ≥ tbKn |H = HKn ) ≤ c1e−c2t for some
constants c1, c2. It follows that there exists some random variable ξsup which is in-
dependent of H, has an exponential tail and satisfies ξsupb
K
n ≥ ξ∗ − 1 on the event
{H = HKn } for n suitably large (independently of K).
Recall that the total number of excursions W j in a trap exceeds the number
Bj which reach the apex and we write Gj,k to denote the number of excursions from
the apex. The length of these excursions can be dominated by excursions Rj,k,l∞ from
the apexes of the infinite traps T ≺i . We then have that for n suitably large, under PK
ζ(n) 
ξsupbKn∑
j=1
W j∑
k=1
Gj,k∑
l=1
Rj,k,l∞
βH
K
n
.
By (4.45) E [Gj,k] ≤ βHj+1/(β+1) therefore there is some constant c such that,
writing
Y
(n)
j := c
W j∑
k=1
Gj,k∑
l=1
Rj,k,l∞
E [Gj,k]
(which are identically distributed under P) we have that under PK ,
ζ(n)  1
βH
K
n
ξsupbKn∑
j=1
βHjY
(n)
j .
For m ≥ 1 write X n(m) := 1m
∑m
j=1 β
HjY
(n)
j 1{j 6=Φ} (where we recall that Φ is
the first index j such that Hj = H
K
n ) then by Markov’s inequality
PK(X n(m) ≥ t) ≤ 1
m
m∑
j=1
EK
[
βHjY
(n)
j 1{j 6=Φ}
]
t
=
1
m
m∑
j=1
EK
[
βHj1{j 6=Φ}
]
EK
[
Y
(n)
j
]
t
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since E[Y (n)j |Hj ,Φ] is independent of Hj and Φ. Since W 1 has a geometric distribution
(independently of n) we have that E[W 1] < ∞ and by Lemma 4.5.1 we have that
E[R∞] < ∞ therefore EK [Y (n)j ] ≤ E[W 1]E[R∞] ≤ C < ∞ for all n. Using geometric
bounds on the tail of H from (2.9) and that P(H ≥ j|H ≤ HKn ) ≤ P(H ≥ j) we have
that
EK [βH ] ≤
∞∑
j=0
βjP(H ≥ j|H ≤ HKn ) ≤ C(βµ)H
K
n .
We therefore have that PK(X n(m) ≥ t) ≤ C(βµ)HKn /t thus there exists some se-
quence of random variables X nsup  X n(m) for any m such that PK(X nsup ≥ t) =
1 ∧ C(βµ)HKn t−1. In particular, X nsup X n(ξsupbKn ). Therefore,
1
βH
K
n
ξsupbKn∑
j=1
βHjY
(n)
j =
ξsupb
K
n
βH
K
n
X n(ξsupb
K
n ) + Y
(n)
Φ 
ξsupX nsup
cµ(βµ)H
K
n
+ Y
(n)
Φ
under PK . We then have that
PK
(
ξsupX nsup
cµ(βµ)H
K
n
≥ t
)
= EK
[
PK
(
X nsup ≥
tcµ(βµ)
H
K
n
ξsup
∣∣∣ξsup)] = 1 ∧ CEK [ξsup]
t
where ξsup has finite first moment since P(ξsup ≥ t) = c1e−c2t∧1. It follows that there
exists Xsup X nsup for any n such that P(Xsup ≥ t) = 1 ∧ Ct−1.
Since EK [Y nΦ ] is bounded independently of K and n, by Markov’s inequality
we have that there exists Ysup  Y nΦ for all n such that P(Ysup ≥ t) = 1 ∧ Ct−1. It
therefore follows that ζ(n) under PK is stochastically dominated by Xsup +Ysup under
P where
P(Xsup + Ysup ≥ t) ≤ P(Xsup ≥ t/2) + P(Ysup ≥ t/2) ≤ Ct−1
hence Xsup + Ysup has finite moments up to 1−  for all  > 0.
4.6 Convergence of the random sum along specific sub-
sequences
In this section we prove the main theorems concerning convergence to infinitely divis-
ible laws in FVIE and IVIE. Both cases follow the proof from [10]; in FVIE the result
follows directly whereas in IVIE adjustments need to be made to deal with slowly
varying functions.
Recall that we want to show convergence of ∆n/an along sequences nl(t) how-
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ever, by Corollary 4.3.4 and Lemma 4.3.5, it suffices to consider
χ˜t,n =
bntqnc∑
i=1
χ˜in
where χ˜in is the time spent in large traps of the i
th large branch by walk X
(i)
n . Fur-
thermore, by Proposition 4.5.2 and Corollary 4.5.3 we can replace χ˜in with χ˜
i∗
n which
is the time spent on excursions from the deepest point of the traps of the ith branch
by X
(i)
n .
Let H i denote the height of the largest trap in the i
th large branch then for
i, l ≥ 1 let ζ li := χ˜i∗nlβ−Hi then (ζ li)i≥1 are i.i.d. with the law of ζ(nl). Let nl := nl(1)
then for K ≥ −(l − hnl,ε) let ζ l,Ki be ζ li conditioned on the event {H i = l +K} when
this makes sense and 0 otherwise. For K ∈ Z and l ≥ 0 define F lK(x) := P(ζ l,Ki > x).
Proof of Theorem 4.2 (FVIE)
Recall that in FVIE γ = log(µ−1)/ log(β) < 1, nl(t) = btµ−lc and by Corollary 4.1.3
we have that the height of a branch decays exponentially: P(H(T ∗−) ≥ n) ∼ CDµn =
CDβ−nγ where CD = cµE[ξ∗ − 1].
By a simple adaptation of Corollary 4.5.10 and Lemma 4.5.15
1. ∃Z(i)∞ random variables such that for all K ∈ Z we have that ζ l,Ki d→ Z(i)∞ as
l→∞;
2. ∃Zsup random variable such that for all l ≥ 0 and K ≥ −(l−hnl,ε) we have that
ζ l,Ki  Zsup and E[Zγ+sup ] <∞ for some  > 0.
More specifically, since there is precisely one large trap in a large branch with high
probability in FVIE the random variable in (4.48) can be written as
Zn∞ =
1
1− β−1 E [R∞]
B∞∑
k=1
ek
for some binomial variable B∞ and independent exponential variables ek. These are
independent of n, hence an adaptation of Proposition 4.5.10 shows that ζ(n) converge
in distribution under PK .
Set
SlM :=
M∑
i=1
χ˜i∗nl .
For (λl)l≥0 converging to λ > 0 define Mλl := bλγl βγ(l−hnl,ε)c and Kλl := λβl then
denote F∞(x) := P(Z∞ > x). Proposition 4.6.1 follows directly from Proposition
2.3.1.
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Proposition 4.6.1. Suppose γ < 1 and properties 1 and 2 hold then
Sl
Mλl
/Kλl
d→ Rdλ,0,Lλ
where Rdλ,0,Lλ has an infinitely divisible law with drift
dλ = λ
1+γ(1− β−γ)
∑
K∈Z
β(1+γ)KE
[
Z∞
(λβK)2 + (Z∞)2
]
,
0 variance and Le´vy spectral function Lλ satisfying Lλ(x) = λ
γL1(λx) for all λ >
0, x ∈ R with L1(x) = 0 for x < 0 and
L1(x) = −(1− β−γ)
∑
K∈Z
βKγF∞(xβK)
for x ≥ 0.
Combining this with the remark at the beginning of the section with λ =
(tCD)1/γ = (tcµE[ξ∗ − 1])1/γ and that eventually l = hnl,0 we have that
∆nl(t)
(CDnl(t))
1
γ
d→ Rd
(tCD)1/γ
,0,L
(tCD)1/γ
which proves Theorem 4.2.
Proof of Theorem 4.3 (IVIE)
In IVIE, write γα := (α− 1) log(µ−1)/ log(β) = (α− 1)γ. By (4.12) we have that
P(H(T ∗−) > n) ∼ cα−1µ Γ(2− α)P(ξ∗ ≥ µ−n) ∼ Cµ,αβ−γαnL (βγn)
for a known constant Cµ,α. Due to the slowly varying term, we cannot apply Proposi-
tion 4.6.1 directly however Proposition 4.6.1 is proved using Proposition 2.3.1. It will
therefore suffice to show convergence of the drift, variance and Le´vy spectral function.
Recall that we consider subsequences nl(t) such that anl(t) ∼ tµ−l. From Propo-
sitions 4.5.10 and 4.5.14 we then have that for any K ∈ Z the laws of ζ l,Ki converge
to the laws of Z∞ as l → ∞. Let (Z(i)∞ )i≥1 be an independent sequence of variables
with this law and denote F∞(x) := P(Z∞ > x). By Lemma 4.5.15 ∃Zsup such that
ζ l,Ki  Zsup for all l ∈ N,K ≥ −(l − hnl,ε) and E[Zγα+sup ] < ∞ for some  > 0; we
denote F sup(x) := P(Zsup > x). For (λl)l≥0 converging to λ > 0 define Kλl := λβ
l
and for C˜µ,α = µ
−1(2− α)/(α− 1)
Mλl :=
⌊
λγαl β
γαlP(ξ
∗ > µ−hnl,ε)
C˜µ,αL(µ
−hnl,0)
⌋
.
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Proposition 4.6.2. In IVIE, for any λ > 0, as l→∞
Mλl∑
i=1
χ˜i∗nl
Kλl
d→ Rdλ,0,Lλ
where
dλ = λ
1+γα(1− β−γα)
∑
K∈Z
β(1+γα)KE
[
Z∞
(λβK)2 + (Z∞)2
]
,
Lλ(x) =
0 x ≤ 0;−λγα(1− β−γα)∑K∈Z βKγαF∞(λxβKγα) x > 0.
Proof. By Proposition 2.3.1 it suffices to show the following:
1. for all  > 0
lim
l→∞
P
(
χ˜1∗nl
Kλl
> 
)
= 0;
2. for all x continuity points
Lλ(x) =

0 x ≤ 0,
− liml→∞ Mλl P
(
χ˜1∗nl
Kλl
> x
)
x > 0;
3. for all τ > 0 continuity points of L
dλ = lim
l→∞
Mλl E
[
χ˜1∗nl
Kλl
1{
χ˜1∗nl≤τKλl
}
]
+
∫
|x|≥τ
x
1 + x2
dLλ(x)−
∫
τ≥|x|>0
x3
1 + x2
dLλ(x);
4.
lim
τ→0
lim sup
l→∞
Mλl VarP
(
χ˜1∗nl
Kλl
1{
χ˜1∗nl≤τKλl
}
)
= 0.
We prove each of these in turn but we start by introducing a relation which
will be fundamental to proving the final parts. For K ∈ Z let cKl = P(H(T ∗−) >
l +K|H(T ∗−) > hnl,ε) denote the probability that a deep branch is of height greater
than l+K. Then by the asymptotic (4.12) we have that, for K such that l+K ≥ hnl,ε,
as l→∞
cKl =
P(H(T ∗−) > l +K)
P(H(T ∗−) > hnl,ε)
∼ µ(α−1)K P(H(T
∗−) > l)
P(H(T ∗−) > hnl,ε)
.
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In particular, using (4.12) and that βγα = µ−(α−1)
Mλl c
K
l ∼ λγα
(
P(ξ∗ > µhnl,ε)
P(H(T ∗−) > hnl,ε)
)(
P(H(T ∗−) > hnl,0)
P(ξ∗ > µhnl,0)
)
β−γαl
µ−(α−1)l
µ(α−1)K
∼ λγαβ−γαK
thus Mλl (c
K
l − cK+1l )→ λγαβ−γαK(1− β−γα) and for any  > 0 and large enough l
Mλl c
K
l ≤ Cλγαβ−γαKβ

2
|K|. (4.65)
To prove (1), notice that
P
(
χ˜1∗nl
Kλl
> 
)
≤ P (H(T ∗−) ≥ hn,ε/2∣∣H(T ∗−) ≥ hn,ε)+ P(βhn,ε/2−lZsup > λ) .
Both terms converge to 0 as l → ∞ by the tail formula of a branch (4.12), the fact
that Zsup has no atom at ∞ and that βh
ε/2
nl
−l → 0 which follows from l ∼ hn,0.
For (2), recall that F
l
K(x) = P(ζ
l,K
i > x) = PK
(
χ˜1∗nlβ
−(l+K) > x
)
, therefore
Mλl P
(
χ˜1∗nl
Kλl
> x
)
=
∑
K∈Z
1{K≥−(l−hnl,ε)}M
λ
l P(H(T ∗−) = l +K)PK
(
χ˜1∗nl
Kλl
> x
)
=
∑
K∈Z
1{K≥−(l−hnl,ε)}M
λ
l (c
K
l − cK+1l )F
l
K(λβ
−Kx).
If x > 0 is a continuity point of Lλ then λxβ
−K is a continuity point of F∞ hence for
any K ∈ Z as l→∞
1{K≥−(l−hnl,ε)}M
λ
l (c
K
l − cK+1l )F
l
K(λβ
−Kx)→ λγαβ−γαK(1− β−γα)F∞(λβ−Kx).
We need to exchange the sum and the limit; we do this using dominated convergence.
Since γα < 1 we can choose  > 0 such that γα +  < 1 and  < γα. By (4.65), for l
sufficiently large Mλl c
K
l ≤ C,λβ−γαKβ

2
|K| hence∑
K≥−(l−hnl,ε)
Mλl (c
K
l − cK+1l )F
l
K(λβ
−Kx) ≤ C
∑
K∈Z
F sup(λxβ
−K)β−γαKβ

2
|K|.
Since Zsup has moments up to γα +  we have that for y = λx
∑
K<0
F sup(λxβ
−K)β−γαKβ

2
|K| = E
[∑
K>0
1{Zsup>yβK}β
K(γα+/2)
]
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= E

⌊
log(Zsup/y)
log(β)
⌋∑
K=1
βK(γα+/2)

≤ CyE
[
Z
γα+

2
sup
]
which is finite. By choice of  it follows that∑
K≥0
F sup(λxβ
−K)β−γαKβ

2
|K| ≤
∑
K≥0
β(

2
−γα)K <∞.
It therefore follows that for x > 0
− lim
l→∞
Mλl P
(
χ˜1∗nl
Kλl
> x
)
= −λγα(1− β−γα)
∑
K∈Z
F∞(λxβγαK)βγαK .
Moreover, for x < 0 we have that P
(
χ˜1∗nl/K
λ
l < x
)
= 0 which gives (2).
For (3) we have that
∫ τ
0 xdLλ is well defined therefore∫ ∞
τ
x
1 + x2
dLλ −
∫ τ
0
x3
1 + x2
dLλ =
∫ ∞
0
x
1 + x2
dLλ −
∫ τ
0
xdLλ.
We therefore want to show that
lim
l→∞
Mλl
Kλl
E
[
χ˜1∗nl1
{
χ˜1∗nl≤τKλl
}] = ∫ τ
0
xdLλ.
Write GlK(u) = E
[
ζ l,K1 1{ζl,K1 ≤u}
]
and G∞(u) = E[Z∞1{Z∞≤u}]. Then we have that
Mλl
Kλl
E
[
χ˜1∗nl1
{
χ˜1∗nl≤τKλl
}] = λ−1 ∑
K≥−(l−hnl,ε)
Mλl (c
K
l − cK+1l )βKGlK(τλβ−K).
For each K ∈ Z, as l→∞ we have that
Mλl (c
K
l − cK+1l )βKGlK(τλβ−K)→ λγα(1− β−γα)β(1−γα)KG∞(τλβ−K).
We want to exchange the limit and the sum which we do by dominated convergence.
For any κ ≥ 0 and random variable Y we have that E[Y 1{Y≤u}] ≤ uκE[Y 1−κ1{Y≤u}].
Using this with u = τλβ−K where κ = 1− γα − 2/3 for K < 0 and κ = 1 for K ≥ 0,
alongside (4.65) we have that∑
K∈Z
1{K≥−(l−hnl,ε)}M
λ
l (c
K
l − cK+1l )βKGlK(τλβ−K)
≤
∑
K≥0
Mλl (c
K
l − cK+1l )βKτλβ−K
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+
∑
K<0
Mλl (c
K
l − cK+1l )βK
(
β
2
3
K(τλ)1−γα−
2
3 E
[
Z
γα+
2
3
sup
]
β(γα−1)K
)
≤ Cλτ
∑
K≥0
β−(γα−/2)K + Cλτ1−γα−
2
3 E
[
Z
γα+
2
3
sup
]∑
K<0
β

6
K
which is finite since γα > /2 and Zsup has moments up to γα + . We therefore have
that
lim
l→∞
Mλl
Kλl
E
[
χ˜1∗nl1
{
χ˜1∗nl≤τKλl
}] = λγα−1(1− β−γα) ∑
K∈Z
βK(γα−1)G∞(τλβK).
By definition we have that∫ τ
0
xdLλ = λ
γα(1− β−γα)
∫ τ
0
x
∑
K∈Z
βγαKd(−F∞)(λxβK)
= λγα−1(1− β−γα)
∑
K∈Z
β(γα−1)K
∫
λxβK≤λτβK
λxβKd(−F∞)(λxβK)
= λγα−1(1− β−γα)
∑
K∈Z
β(γα−1)KG∞(τλβK).
It therefore remains to calculate
∫∞
0
x
1+x2
dLλ.∫ ∞
0
x
1 + x2
dLλ = λ
γα(1− β−γα)
∫ ∞
0
x
1 + x2
∑
K∈Z
βγαKd(−F∞)(λxβK)
= λγα+1(1− β−γα)
∑
K∈Z
β(γα+1)KE
[
Z∞
(λβK)2 + (Z∞)2
]
.
The final sum is finite since for K < 0
β(γα+1)KE
[
Z∞
(λβK)2 + (Z∞)2
]
= λ−1βγαKE
[
λβKZ∞
(λβK)2 + (Z∞)2
]
≤ λ−1βγαK
which is summable. For K ≥ 0
E
[
Z∞
(λβK)2 + (Z∞)2
]
≤ E
[
Z∞
(λβK)2
1{Z∞≤λβK} + Z
−1
∞ 1{Z−1∞ <(λβK)−1}
]
≤ E
[
Zγα+/2∞
]
(λβ)−K(1+γα+/2)
≤ CλE
[
Zγα+/2sup
]
β−K(1+γα+/2)
which, multiplied by β(γα+1)K , is summable.
It now remains to prove (4). It suffices to show that
lim
τ→0+
lim
l→∞
Mλl
(Kλl )
2
E
[
(χ˜1∗nl )
21{
χ˜1∗nl≤τKλl
}] = 0. (4.66)
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Write H lK(u) = E
[
(ζ l,K1 )
21{ζl,K1 ≤u}
]
then
Mλl
(Kλl )
2
E
[
(χ˜1∗nl )
21{
χ˜1∗nl≤τKλl
}] = Mλl
(Kλl )
2
∑
K∈Z
(cKl − cK+1l )β2(l+K)H lK(τλβ−K)
≤ Cλ
∑
K∈Z
β(2−γα)Kβ

2
|K|H lK(τλβ
−K).
Using that, for any random variable Y , we have E[Y 21{Y≤u}] ≤ uκE[Y 2−κ1{Y≤u}]
with u = τλβ−K and κ = 2 it follows that∑
K≥0
β(2−γα)Kβ

2
|K|H lK(τλβ
−K) ≤ Cτ2
∑
K≥0
β−(γα−/2)K ≤ Cτ2
where the constant C depends on λ, β, γα and . Then, with u = τλβ
−K , κ =
2− γα − 2/3 we have that
H lK(τλβ
−K)β(2−γα)K ≤ β 23 K(τλ)2−γα− 23 E[Zγα+
2
3
sup ]
and therefore∑
K≤0
β(2−γα)Kβ

2
|K|H lK(τλβ
−K) ≤ Cτ2−γα− 23 E[Zγα+
2
3
sup ]
∑
K≤0
β

6
K ≤ Cτ2−γα− 23 .
Since γα +
2
3 < 1 we have that (4.66) holds.
Combining Proposition 4.6.2 with Corollary 4.3.4 and Lemma 4.3.5 with
λ = Γ(2− α) 1γα c
1
γ
µ β
log(t)
log(µ−1)−
⌊
log(t)
log(µ−1)
⌋
proves Theorem 4.3.
4.7 Tightness of the random sum
We conclude the results for the walk on the subcritical tree in the sub-ballistic regime
with Theorem 4.4 which is a tightness result for the process and a convergence result
for the scaling exponent. We only prove the result in IVIE since the proof is standard
(similar to [10, Theorem 1.1]) and the other cases follow by the same method. Recall
that rn is an in IVFE, n
1/γ in FVIE, a
1/γ
n in IVIE and rn := max{m ≥ 0 : rm ≤ n}.
Proof of Theorem 4.4 in IVIE. To prove statement 1 we will show that
lim
t→∞ lim supn→∞
P
(
∆n/rn /∈ [t−1, t]
)
= 0.
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Let l be such that anl(1) ≤ an < anl+1(1) then by monotonicity of ∆n
P
(
∆n
a
1/γ
n
/∈ [t−1, t]
)
≤ P
 ∆nl(1)
a
1/γ
nl+1(1)
< t−1
+ P
∆nl+1(1)
a
1/γ
nl(1)
> t
 .
Recall that Rt denotes the limiting distribution. The distribution of R1 is
continuous by [66, Theorem III.2] since limx→0L (x) = −∞; therefore, since the
sequence (anl+1(1)/anl(1))
1/γ can be bounded above by some constant c,
lim
t→∞ lim supn→∞
P
(
∆n/rn /∈ [t−1, t]
) ≤ lim
t→∞P
(
R1 /∈ [(tc)−1, tc]
)
= 0.
For statement 2 we want to show that
lim
t→∞ lim supn→∞
P
(|Xn|/rn /∈ [t−1, t]) = 0.
To do this we compare |Xn| with ∆n. In order to deal with the depth Xn reaches into
the traps we use a bound for the height of a trap; for any  > 0 we have
P
( |Xn|
rn
≥ t
)
≤ P (∆btrn−rnc ≤ n)+ (trn − rn)P (H(T ∗−) ≥ rn) .
By (4.12) we have that (trn−rn)P (H(T ∗−) ≥ rn)→ 0 as n→∞. Using the definition
of rn we have that
P
(
∆btrn−rnc ≤ n
) ≤ P
∆btrn−rnc
a
1/γ
trn−rn
≤ a
1/γ
rn+1
a
1/γ
trn−rn
 .
Since a
1/γ
rn+1
/a
1/γ
trn−rn converges to t
−1/γα as n → ∞, by continuity of the distribution
of R1 and statement 1 we have that limt→∞ lim supn→∞ P (|Xn|/rn > t) = 0.
It remains to show that limt→∞ lim supn→∞ P
(|Xn|/rn < t−1) = 0. We need
to bound how far the walker backtracks after reaching a new furthest point in order
to compare |Xn| with ∆n. Let ζY0 := 0 and for j ≥ 1 define the jth regeneration time
of Y as ζYj := min{m > ζYj−1 : {Yn}m−1n=0 ∩ {Yn}∞n=m = ∅} and the jth regeneration
point as %j := YζYj
then
max
i<j≤n
(|Xi| − |Xj |) ≤ |%1| ∨ max
2≤i≤n
(|%i| − |%i−1|) + max
0≤i≤n
H(T ∗−ρi ).
The regeneration distances (|%i| − |%i−1|), |%1| and the heights of branches H(T ∗−ρi )
have exponential moments for all i by comparison with a biased random walk on Z
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and Lemma 2.3.7. It then follows from a union bound that for any  > 0
lim
n→∞P
(
max
i<j≤n
(|Xi| − |Xj |) > rn
)
= 0.
We then have that
P
(|Xn|/rn < t−1) ≤ P(max
i<j≤n
|Xi| − |Xj | > rn
)
+ P
(
∆bt−1rn+rnc > n
)
≤ o(1) + P
∆b2t−1rnc
a
1/γ
2t−1rn
>
a
1/γ
rn
a
1/γ
2t−1rn
 .
Then, since a
1/γ
rn
/a
1/γ
2t−1rn → (t/2)1/γα as n → ∞, by continuity of the distribution of
R1 and statement 1 we indeed have that limt→∞ lim supn→∞ P
(|Xn|/rn < t−1) = 0.
For the final statement notice that
P
(
lim
n→∞
log |Xn|
log(n)
6= γ(α− 1)
)
= P
(
lim
n→∞
log |Xn|
log(rn)
· log(rn)
log(n)
6= γ(α− 1)
)
and since rn = n
γ(α−1)L˜(n) for some slowly varying function L˜ we have that as n→∞
log(rn)/ log(n)→ γ(α− 1) thus it suffices to show that the following is equal to 0
P
(
lim
n→∞
log |Xn|
log(rn)
6= 1
)
≤ P
(
lim sup
n→∞
log |Xn|
log(rn)
> 1
)
+ lim
t→∞P
(
lim inf
n→∞
|Xn|
rn
≤ t−1
)
.
By Fatou’s lemma we can bound
lim
t→∞P
(
lim inf
n→∞
|Xn|
rn
≤ t−1
)
≤ lim
t→∞ lim infn→∞ P
(|Xn|/rn ≤ t−1)
which is equal to 0 by tightness of (|Xn|/rn)n≥0.
For the first term we have
P
(
lim sup
n→∞
log |Xn|
log(rn)
> 1
)
= lim
ε→0+
P
(
lim sup
n→∞
log |Xn|
log(rn)
≥ 1 + ε
)
≤ lim
ε→0+
P
(
lim
n→∞
supk≤n |Xk|
r1+εn
≥ 1
)
.
Writing D′(n) :=
{
max
i=0,...,n
H(T ∗−ρi ) ≤ 4 log(an)/ log(µ−1)
}
, by (4.12) we have
that P(D′(n)c) = o(n−2) thus P(D′(n)c i.o.) = 0. On D′(n)
sup
k≤n
|Xk| ≤ |Xn|+ |κn+1| − |κn|+ 4 log(an)
log(µ−1)
where κn is the last regeneration point before time n. Therefore, since (by Lemma
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2.3.7) the difference between regeneration points |κn+1|−|κn| has exponential moments
we have that P(limn→∞ supj≤n(|κj+1| − |κj |) ≥ rn) = 0; hence,
P
(
lim
n→∞
supk≤n |Xn|
r1+εn
≥ 1
)
≤ P
(
lim inf
n→∞
|Xn|
r1+εn
≥ 1− o(1)
)
≤ lim
t→∞ lim infn→∞ P
( |Xn|
rn
≥ t
)
where the second inequality follows by Fatou’s lemma. The result follows by tightness
of (|Xn|/rn)n≥0.
Theorem 4.1 follows from Theorem 4.4, Proposition 4.4.5 and Corollary 4.3.5
with λ = t since nqn ∼ nε. More specifically, since Rdt,0,Lt is the infinitely divisible
law with characteristic exponent
id1t+
∫ ∞
0
eitx − 1− itx
1 + x2
dL1(x) =
∫ ∞
0
eitx − 1dL1(x)
= t−(α−1)
∫ ∞
0
eix − 1dL1(x)
by a change of variables we have that the laws of the process (∆nt/an)t≥0 converge
weakly as n → ∞ under P on DM1([0,∞),R) to the law of the stable subordinator
with characteristic function ϕ(t) = e−Cαtα−1 where Cα,β,µ = −
∫∞
0 e
ix − 1dL1(x). A
straightforward calculation then shows that the Laplace transform is of the form
ϕt(s) := E[e−sRdt,0,Lt ] = e−ts
α−1Cα,β,µ
where
Cα,β,µ =
pi(α− 1)
sin (pi(α− 1)) ·
(
β(1− βµ)
2(β − 1)
)α−1
. (4.67)
Recall that Theorem 4.1 only holds under the M1 topology. Despite this, we
do obtain J1 convergence for the position of the walk in Corollary 4.7.1 which follows
from continuity of the inverse at strictly increasing functions (Proposition 2.1.1.v).
Corollary 4.7.1. For IVFE, the laws of the process( |Xnt|
rn
)
t≥0
converge weakly as n→∞ under P on DJ1([0,∞),R) to R−1t .
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Chapter 5
Stable regimes for the randomly
trapped random walk
In this chapter we consider the randomly trapped random walk in the sub-diffusive
regime. Specifically, we prove annealed convergence to stable processes with index
α ∈ (0, 1) ∪ (1, 2).
In Section 5.1 we consider the sub-ballistic phase. Specifically, when the holding
times have infinite mean, in Theorem 5.1 we give conditions under which the clock
process St can be rescaled to converge to a stable subordinator. We then use this to
show that the position of the walk converges, after suitable rescaling, to the inverse of
a stable subordinator.
Theorem 5.1. Suppose β > 1 and that ∃an = n1/αL(n) for some α ∈ (0, 1) and L
slowly varying such that for any k ∈ N, λ > 0 and some function f 6≡ 0,
−n log
(
E
[
Eω
[
exp
(
− λ
an
η0
)]k])
∼ f(k)λα (5.1)
as n→∞. Then,
1. Snt/an converges in P-distribution as n → ∞ on DM1([0,∞),R) to an α-stable
subordinator St.
2. Xant/n converges in P-distribution as n → ∞ on DU ([0,∞),R) to the process
β−1
β+1S−1t .
The condition (5.1) means that the result holds for many classes of distributions
where the holding times belong to the domain of attraction of a stable law. This
includes the Bouchaud trap model (however this is already known from [78]) as we
will show in Section 5.3.
In Section 5.2 we consider the case where the holding times have finite mean
but infinite variance. In this setting we are able to apply the speed result from Chapter
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3 but the fluctuations are too large to obtain a central limit theorem. Here, we prove
conditions under which, after suitable centring and rescaling, the time taken to reach
the ntth level of the backbone converges to a stable process. We then use results of
[76] (detailed in Chapter 2) to show that the centred and rescaled walk converges in
distribution to a stable process.
Recall that νβ is the speed of the walk determined in Theorem 3.1 and ∆m :=
inf{t > 0 : Xt = m} is the first hitting time of m. The main result of Section 5.2 is
Theorem 5.2.
Theorem 5.2. Suppose β > 1 and that ∃an = n1/αL(n) for some α ∈ (1, 2) and L
slowly varying such that for any k ∈ N, λ > 0 and a real valued function f 6≡ 0,
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]k])
∼ f(k)λα (5.2)
as n→∞. Then,
1. (∆nt − ntν−1β )/an converges in P-distribution as n → ∞ on DM1([0,∞),R) to
an α-stable process Vαt .
2. (Xnt−ntνβ)/an converges in P-distribution as n→∞ on DM1([0,∞),R) to the
α-stable process −νβVανβt.
The process Vαt can be decomposed into a positive jump process with negative
drift. To see this notice that the random variables ηk − E[η0] are bounded below
and therefore have a one-sided heavy tail. It follows that ∆nt − ntνβ is a totally
asymmetric jump process. We also give an expression for the Laplace exponent of Vαt
in (5.9) following the proof.
The two asymptotic conditions (5.1) and (5.2) for the sub-diffusive regimes
appear to be quite technical however they relate to the usual stable law conditions.
Specifically, η0 belongs to the domain of attraction of a stable law of index α with
respect to P if and only if the relevant asymptotic holds for k = 1 (e.g. [76, Chapter
4]). We need to extend to k ≥ 2 to account for the walk visiting vertices multiple
times.
These theorems cannot be applied directly to the random walk on the subcrit-
ical GW-tree conditioned to survive because of the lattice effect which we studied in
greater detail in Chapter 4. That is, the asymptotics (5.1) and (5.2) will only hold
along subsequences if at all. In Section 5.3 we will show that these asymptotics do
indeed hold along subsequences for the comb model which can be viewed as a biased
random walk on a subcritical GW-tree conditioned to survive which has been pruned
so that it consists of the backbone and the unique self avoiding paths from the root of
each branch to the deepest point. We expect that only the depth, and not the foliage,
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of each branch in the tree is important for the scaling therefore the comb model is an
appropriate mechanism for the study of random walks on subcritical GW-trees.
It is worth noting that three of the four limits hold with the M1 topology; it
is natural to consider whether they can be extended to the J1 topology. The main
issue we encounter is that if the slowing is caused by spending a large amount of
time in a few large traps in the environment then the total time spent in one of these
traps may consist of several long excursions. This results in several large jumps in
the discrete process Snt contributing to a single large jump in the limit. This means
that the convergence will not hold under the J1 topology which distinguishes between
a series of small jumps in quick succession and a single large jump of the combined
magnitude. A similar argument can be used for the position of the walk and in Section
5.3 we use the example of random walk in random scenery to show that, in general,
(Xnt − ntνβ)/an does not converge in DJ1([0,∞),R).
5.1 Sub-ballistic stable limits for the randomly trapped
random walk
In this section we classify limits of the RTRW model where the embedded random
walk has a positive bias and the holding times have infinite mean. The main aim is
to prove Theorem 5.1 which we do by considering the arguments of [27] and applying
the results of [76] outlined in Chapter 2. For x ∈ Z write
ωˆx(λ) =
∫
e−λuωx(du) = Eω[e−ληx,1 ]
to be the quenched Laplace transform of ωx. For convenience we write PY (·) := P(·|Y )
and Pω,Y (·) := Pω(·|Y ). We begin by showing that the one-dimensional distributions
of the scaled clock process converge in Proposition 5.1.1.
Proposition 5.1.1. Under the assumptions of Theorem 5.1, for some c ∈ (0,∞) and
any λ > 0,
lim
n→∞E
[
exp
(
−λSnt
an
)]
= e−ctλ
α
.
Proof. Conditional on Y , the holding times at different vertices are independent there-
fore
EY
[
exp
(
−λSnt
an
)]
= EY
exp
− λ
an
∑
x∈Z
L(x,bntc−1)∑
i=1
ηx,i

=
∏
x∈Z
EY
exp
− λ
an
L(x,bntc−1)∑
i=1
ηx,i
 .
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Under Pω,Y the holding times at a given vertex are independent, identically distributed
and do not depend on Y therefore we can write the above expression as
∏
x∈Z
EY
Eω,Y
L(x,bntc−1)∏
i=1
e−
λ
an
ηx,i
 = ∏
x∈Z
EY
[
ωˆx
(
λ
an
)L(x,bntc−1)]
=
∞∏
k=1
∏
x∈Rk(nt)
E
[
ωˆx
(
λ
an
)k]
where Rk(m) = {x ∈ Z : L(x,m− 1) = k} is the collection of vertices with local time
k at time m− 1. By translation invariance we then have that
EY
[
exp
(
−λSnt
an
)]
=
∞∏
k=1
E
[
ωˆ0
(
λ
an
)k]|Rk(nt)|
= exp
( ∞∑
k=1
|Rk(nt)| log
(
E
[
ωˆ0
(
λ
an
)k]))
.
Write R+k (m) = {x ∈ Z : L(x,m− 1) ≥ k} then by [67] we have that, for fixed
t > 0, |Rk(nt)|/bntc converges almost surely to u2∞(1 − u∞)k−1 and |R+k (nt)|/bntc
converges almost surely to u∞(1− u∞)k−1 as n → ∞ where u∞ = (β − 1)/(β + 1) is
the probability that the walk never returns to the origin. The local time at the origin
stochastically dominates that of any other vertex therefore
E [|R+k (m)|]
m
=
1
m
m∑
x=−m
P(L(x,m) ≥ k) ≤ 2m+ 1
m
P(L(0,m) ≥ k).
The local time L(0,m) is increasing in m, therefore for each k ≥ 1 we have that
P(L(0,m) ≥ k) ≤ P(L(0,∞) ≥ k) = (1 − u∞)k−1 since L(0,∞) is geometrically
distributed with termination probability u∞. It follows that
E [|R+k (nt)|]
nt
≤ C(1− u∞)k (5.3)
uniformly over n, t, k. For fixed M ∈ N, by using the convergence of |Rk(nt)|/bntc
and assumption (5.1) we have that for P -a.e. Y
M∑
k=1
|Rk(nt)| log
(
E
[
ωˆ0
(
λ
an
)k])
→ −u2∞λαt
M∑
k=1
f(k)(1− u∞)k−1.
By Jensen’s inequality and (5.1),
− log(E[ωˆ0(λ/an)k]) ≤ −k log(E[ωˆ0(λ/an)]) ≤ Ckλαn−1
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thus f grows at most linearly in k and therefore we have that
∑M
k=1 f(k)(1− u∞)k−1
converges as M →∞. Moreover,
−
∞∑
k=M
|Rk(nt)| log
(
E
[
ωˆ0
(
λ
an
)k])
≤ Cλ
α
n
∞∑
k=M
k|Rk(nt)|.
By Markov’s inequality and (5.3) we have that for c1 ∈ (0,− log(1 − u∞)) and some
c˜ > 0
P
( |R+k (nt)|
nt
≥ e−c1k
)
≤ E
[ |R+k (nt)|
nt
]
ec1k ≤ C(1− u∞)kec1k ≤ Ce−c˜k.
A union bound then shows that
P
 ⋃
k≥M
{ |Rk(nt)|
nt
≥ e−c1k
} ≤ ∑
k≥M
e−c˜k ≤ Ce−c˜M .
It then follows that, for δ > 0,
P
(
−
∞∑
k=M
|Rk(nt)| log
(
E
[
ωˆ0
(
λ
an
)k])
≥ δ
)
≤ Ce−c˜M + 1{Ctλα∑∞k=M ke−c˜k≥δ}
which converges to 0 as M →∞ independently of n. In particular,
∞∑
k=1
|Rk(nt)| log
(
E
[
ωˆ0
(
λ
an
)k])
→ −u2∞λαt
∞∑
k=1
f(k)(1− u∞)k−1
in P -probability therefore, by bounded convergence, we have that
lim
n→∞E
[
exp
(
−λSnt
an
)]
= e−u
2∞λαt
∑∞
k=1 f(k)(1−u∞)k−1 = e−ctλ
α
.
Before proving the main result we prove a technical lemma which allows us to
compare the process with a version in which we re-sample the environment at fixed
times. This follows similarly to [27, Lemma 3.2] however we include the proof for
brevity.
Fix m ∈ N, 0 < t1 < ... < tm = t and let ω := (ωjx)x∈Z,j=1,...,m be a sequence
of i.i.d. pi random measures. For x ∈ Z, j = 1, ...,m and i ≥ 1 let ηjx,i be independent
with ηjx,i ∼ ωjx. Let j(x) be such that ntj(x)−1 ≤ ∆Yx < ntj(x) denote the index of the
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interval in which x is first reached. Define
S′k :=
∑
x∈Z
L(x,k−1)∑
i=1
η
j(x)
x,i
then S′ d= S. The sum S′k can be thought of as the sum of the first k holding times
where we refresh the entire unseen environment at times ntj . We then define the
approximation of S′:
S′′k =
m∑
j=1
(k∧ntj)−1∑
l=ntj−1
ηjYl,L(Yl,l).
The sum S′′ can be thought of as the sum of the first k holding times where we
refresh the entire environment at times ntj . By independence of the environment and
the walk between times ntj−1 and ntj we have that the differences S′′ntj − S′′ntj−1 are
independent.
Lemma 5.1.2. Under the assumptions of Theorem 5.1 we have that for any t, ε > 0,
P
(
sup
s≤t
|S′′ns − S′ns| > εan
)
converges to 0 as n→∞.
Proof. Due to the coupling between S′ and S′′ we have that
sup
s≤t
|S′′ns − S′ns| ≤
m∑
j=1
∑
x∈Mnj
L(x,∞)∑
i=1
ηjx,i
where Mnj := {Yk}ntj−1k=0 ∩ {Yk}∞k=ntj is the set of vertices visited both before and after
ntj .
On the event that the walk never backtracks distance C log(n) we have that
Mnj contains at most C log(n) + 1 vertices. By a union bound we therefore have that
P
(
sup
s≤t
|S′′ns − S′ns| > εan
)
≤ C˜m log(n)P
L(0,∞)∑
i=1
η10,i >
Cε,man
log(n)
+ P
 ⋃
x≤nt
⋃
l≥∆Yx
{x− Yl > C log(n)}
 .
By Lemma 2.3.2, the probability that the walk started from x reaches the
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vertex x− 1 is β−1 therefore we have that
P
 ⋃
x≤nt
⋃
l≥∆Yx
{x− Yl > C log(n)}
 ≤ Ctnβ−C log(n) = Ctn1−C log(β)
which converges to 0 as n→∞ for C sufficiently large.
The number of visits to the origin is geometrically distributed with return
probability u∞. We therefore have that P(L(0,∞) > log(n)) ≤ nlog(u∞); in particular,
C˜m log(n)P
L(0,∞)∑
i=1
η10,i >
Cε,man
log(n)

≤ C˜m log(n)2P
(
η0 >
Cε,man
log(n)2
)
+ C˜m log(n)P(L(0,∞) > log(n))
which converges to 0 as n→∞ by the assumptions of Theorem 5.1.
Using these two results we can conclude that the walk X, suitably scaled,
converges in distribution to the inverse of a stable subordinator by applying results of
[76].
Proof of Theorem 5.1. We begin by completing the result for the clock process St. By
Proposition 5.1.1 we have that the one-dimensional distributions of Snt/an converge
and the limit St is P-a.s. finite for any t > 0. Moreover, P-a.s. we have that S0 = 0 since
limt→0 e−ctλ
α
= 1. It then follows from equivalent characterisations of convergence for
monotone functions (Proposition 2.1.1.iii) and that Snt in increasing in t that Snt/an
converges in distribution to the process St with respect to the M1 topology. It remains
to show that S has stationary, independent increments and is self-similar with index
1/α.
Stationary increments of S follows from stationary increments of Sm which
holds because the traps in the environment are i.i.d. Independence of the increments
follows from Lemma 5.1.2. To see that S is self-similar let λ, t > 0 then,
St = lim
n→∞
S(nt)
an
= lim
n→∞
aλn
an
· S(λnt/λ)
aλn
d
= St/λ lim
n→∞
aλn
an
= λ1/αSt/λ
so we indeed have that S is self-similar with index 1/α. Since St is increasing it
therefore follows that S is an α-stable subordinator.
The limit process St belongs to D([0,∞),R), is unbounded and strictly in-
creasing. By continuity of the inverse at strictly increasing functions (Proposition
2.1.1.v), the inverse map between unbounded, increasing functions in DM1([0,∞),R)
onto DU ([0,∞),R) is continuous at unbounded, strictly increasing functions. There-
fore, the sequence S−1ant/n converges in P-distribution on DU ([0,∞),R) to S−1t .
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The result then follows from continuity of composition at continuous limits
(Proposition 2.1.1.i) since Ynt/n converges P-a.s. on DU ([0,∞),R) to the process t(β−
1)/(β + 1) and Xantn
−1 = YS−1ant
n−1.
5.2 Sub-diffusive stable limits for the randomly trapped
random walk
In this section we consider the regime where E[η0] <∞ but E[η20] =∞. In this setting
we do not have a central limit theorem for X; however, by Theorem 3.1 we have that
if β > 1 and E[η0] <∞ then Xntn−1 converges P-a.s. to νβt where
νβ =
u∞
E[η0]
and u∞ =
β − 1
β + 1
.
The main aim of the section is to prove Theorem 5.2 which shows that X can be
centred and rescaled so that it converges to a stable process.
Similarly to Chapter 4, we will consider the first hitting times ∆k := inf{t ≥ 0 :
Xt = k} and the analogue for the embedded walk ∆Yk := inf{m ≥ 0 : Ym = k} in order
to study the process X. We begin by exploiting the renewal structure of the walk. Let
ζY0 = 0 and, for j = 1, 2, ..., define ζ
Y
j := inf{m > ζYj−1 : {Yl}m−1l=0 ∩ {Yl}∞l=m = ∅} to
be the regeneration times of the walk Y . We then have that ζXj := SζYj
for j ≥ 1 are
regeneration times for X, %j := XζXj
= YζYj
are regeneration points and we write
χj :=
(
XζXj
−XζXj−1 −
(
ζXj − ζXj−1
)
νβ
)
=
(
%j − %j−1 −
(
ζXj − ζXj−1
)
νβ
)
.
By Lemma 3.1.3 we have that {χj}j≥2 are centred and i.i.d. under P whenever
β > 1 and E[η0] <∞. For m ∈ N define
Σm :=
m∑
j=2
χj =
(
XζXm − ζXmνβ
)
−
(
XζX1
− ζX1 νβ
)
then since χj are i.i.d. we can consider χ2 and write
χ2 =
(
%2 − %1 − u∞(ζY2 − ζY1 )
)
+ νβ
(
E[η0](ζY2 − ζY1 )− (ζX2 − ζX1 )
)
.
Lemma 5.2.1. Suppose β > 1 and T <∞. If an >> n1/2 then
sup
t≤T
∣∣∣∣∣∣
nt∑
j=2
%j − %j−1 − u∞(ζYj − ζYj−1)
an
∣∣∣∣∣∣
converges in P probability to 0 as n→∞.
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Proof. Define
ψm :=
m∑
j=2
(
%j − %j−1 − u∞(ζYj − ζYj−1)
)
which is a martingale with centred and independent jumps. By Doob’s inequality we
then have that for ε > 0,
P
(
sup
m≤nT
|ψm| ≥ εan
)
≤ E[ψ
2
nT ]
ε2a2n
≤ CT,εn
a2n
E
[(
%2 − %1 − u∞(ζY2 − ζY1 )
)2]
which converges to 0 as n → ∞ since n/a2n → 0 and the time and distance between
regenerations have exponential moments by Lemma 2.3.7.
We now prove a technical lemma that will allow us to use dominated conver-
gence in the proof of Proposition 5.2.3 where we show that the random variables χj
belong to the domain of attraction of a stable law.
Lemma 5.2.2. Under the assumptions of Theorem 5.2 there exist constants c, C
depending only on λ such that for sufficiently large n (independently of k)
ck ≤ n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]k])
≤ Ck2.
Proof. By Jensen’s inequality, for a positive random variable Z and k ∈ Z satisfying
E[Zk] <∞ we have that
E[Z]k ≤ E
[
Eω [Z]k
]
≤ E[Zk]. (5.4)
It therefore follows that
k log (E [Eω [Z]]) ≤ log
(
E
[
Eω [Z]k
])
≤ log
(
E
[
Eω
[
Zk
]])
. (5.5)
Choose
Z(λ) = exp
(
− λ
an
(η0 − E[η0])
)
then Z(λ)k = exp
(
−kλ
an
(η0 − E[η0])
)
= Z(kλ)
however, by (5.2),
n log
(
E
[
Eω [Z]k
])
∼ f(k)λα and n log
(
E
[
Eω
[
Zk
]])
∼ f(1)(kλ)α.
The bound (5.5) then implies that f(1)k ≤ f(k) ≤ f(1)kα. If f(1) = 0 then f(k) = 0
for all k however, since f 6≡ 0, this cannot be the case. In particular, since α > 1 we
have that f(1)k ≤ f(1)kα which implies that f(1) > 0 and therefore f(k) > 0 for all
k.
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The lower bound in the statement of the theorem follows from (5.2) with k = 1:
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]k])
≥ kn log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]])
∼ kf(1)λα.
For the upper bound, using (5.4) we have that
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]k])
≤ n log
(
E
[
exp
(
−λk
an
(η0 − E[η0])
)])
=
nλkE[η0]
an
+ n log
(
E
[
exp
(
−λk
an
η0
)])
. (5.6)
Using integration by parts we then have that
E
[
exp
(
−λk
an
η0
)]
=
∫ ∞
0
e−λkxP
(
η0
an
∈ dx
)
= −e−kλxP (η0 ≥ xan)
∣∣∣∞
0
− λk
∫ ∞
0
e−λkxP (η0 ≥ xan) dx
= 1− λk
∫ ∞
0
e−λkxP (η0 ≥ xan) dx.
Using that 1− e−y ≤ y for y ≥ 0 we can then write
− λk
∫ ∞
0
e−λkxP (η0 ≥ xan) dx
= −λk
∫ ∞
0
P (η0 ≥ xan) dx+ λk
∫ ∞
0
(1− e−λkx)P (η0 ≥ xan) dx
≤ −λkE[η0]
an
+ λk
(∫ 1
0
λkxP (η0 ≥ xan) dx+
∫ ∞
1
P (η0 ≥ xan) dx
)
.
Using integration by parts again we have that∫ 1
0
λkxP (η0 ≥ xan) dx = λk
(
x2
2
P (η0 ≥ xan)
∣∣∣1
0
+
∫ 1
0
x2
2
P
(
η0
an
∈ dx
))
=
λk
2
(
P (η0 ≥ an) + E
[(
η0
an
)2
1{η0≤an}
])
,∫ ∞
1
P (η0 ≥ xan) dx = xP (η0 ≥ xan)
∣∣∣∞
1
+
∫ ∞
1
xP
(
η0
an
∈ dx
)
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= −P(η0 ≥ an) + E
[
η0
an
1{η0≥an}
]
.
Using assumption (5.2) with k = 1 we have that
lim
n→∞n log
(
E
[
e−
λ
an
(η0−E[η0])
])
= f(1)λα
and therefore η0 − E[η0] belongs to the domain of attraction of the stable law with
Laplace transform ef(1)λ
α
. It then follows from (2.2), (2.3) and (2.4) that the sequences
nP (η0 ≥ an) , nE
[(
η0
an
)2
1{η0≤an}
]
and nE
[
η0
an
1{η0≥an}
]
converge as n→∞. We therefore have that, for some constant C,
E
[
exp
(
−λk
an
η0
)]
≤ 1− λkE[η0]
an
+
Ck2
n
(5.7)
uniformly over k ≥ 1.
We want to show that we can choose N0 sufficiently large such that the right-
hand side of (5.7) is strictly larger than zero for any k ≥ 1 and n ≥ N0. Since α ∈ (1, 2)
we have that n/a2n → 0 as n→∞ therefore fix N0 large enough such that, for n ≥ N0,
n(λE[η0])2
Ca2n
<
1
2
.
We can write
1− λkE[η0]
an
+
Ck2
n
= 1− k
an
(
λE[η0]− Ckan
n
)
where the term in the brackets is only positive if k < λE[η0]n/(Can). This means that
k
an
(
λE[η0]− Ckan
n
)
≤ λE[η0]n
Ca2n
· λE[η0] ≤ 1
2
for any n ≥ N0. This shows that the right-hand side of (5.7) is strictly larger than
zero for any k ≥ 1 and n ≥ N0.
Since log(1 + x) ≤ x for x > −1 we then have that
n log
(
E
[
exp
(
−λk
an
η0
)])
≤ −nλkE[η0]
an
+ Ck2.
Combining this with (5.6) we then have that
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]k])
≤ Ck2.
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We now show that the random variable χ2 belongs to the domain of attraction
of a stable law with index α. Since χj are i.i.d. and centred we then have a generalised
central limit theorem for the sum of χj . Let I := {Yj}ζ
Y
2 −1
j=ζY1
denote the set of vertices
in the regeneration block and for k = 1, 2, ... let Ik := {x ∈ I : L(x,∞) = k} denote
those visited exactly k times.
Proposition 5.2.3. Under the assumptions of Theorem 5.2
lim
n→∞nE
[
exp
(
− λ
an
(
ζX2 − ζX1 − E[η0](ζY2 − ζY1 )
))− 1] = λα ∞∑
k=1
f(k)E [|Ik|].
Proof. Since %1 ≥ 1 we have that
E [|Ik|] ≤ E
[∑
x∈I
1{L(x,∞)≥k}
]
=
∑
x∈N
E
[
1{x∈I}1{L(x,∞)≥k}
]
.
Using Cauchy-Schwarz and that L(x,∞) are identically distributed for x ∈ N we have
that this is bounded above by∑
x∈N
P (x ∈ I)1/2 P (L(x,∞) ≥ k)1/2 = P (L(0,∞) ≥ k)1/2
∑
x∈N
P (x ∈ I)1/2 .
The number of returns to the origin is geometrically distributed with probability u∞
of moving away from the origin and never returning; therefore, P (L(0,∞) ≥ k) =
(1 − u∞)k−1. By Lemma 2.3.7 we have that P (x ∈ I) ≤ P(x ≤ ζY2 ) ≤ Ce−cx. It
follows that
E [|Ik|] ≤ C (1− u∞)k/2
∑
x≥0
e−cx/2 ≤ C
(
2
β + 1
)k/2
. (5.8)
Conditional on Y , the holding times at different vertices are independent there-
fore
E
[
exp
(
− λ
an
(
ζX2 − ζX1 − E[η0](ζY2 − ζY1 )
))]
= E
exp
− λ
an
∑
x∈I
L(x,∞)∑
j=1
(ηx,j − E[ηx,j ])

= E
∏
x∈I
EY
exp
− λ
an
L(x,∞)∑
j=1
(ηx,j − E[ηx,j ])
 .
Under Pω,Y the holding times at a given vertex are independent, identically distributed
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and do not depend on Y ; therefore, we can write the above expression as
E
∏
x∈I
EY
Eω,Y
L(x,∞)∏
j=1
e−
λ
an
(ηx,j−E[ηx,j ])

= E
 ∞∏
k=1
∏
x∈Ik
EY
[
Eω,Y
[
e−
λ
an
(ηx,1−E[ηx,1])
]k] .
For x ∈ Z let η˜x = ηx,1 be the first holding time at x. Notice that, since η˜x is
independent of Y , we have that
Ψk,x := E
Y
[
Eω,Y
[
e−
λ
an
(ηx,1−E[ηx,1])
]k]
= E
[
Eω
[
e−
λ
an
(η˜x−E[η˜x])
]k]
is independent of Y and, therefore, deterministic. In particular, it does not depend on
x and we can write
E
[
exp
(
− λ
an
(
ζX2 − ζX1 − E[η0](ζY2 − ζY1 )
))]
= E
[
exp
( ∞∑
k=1
|Ik| log(Ψk,0)
)]
.
Furthermore, since η˜0 ≥ 0 we have that log(Ψk,0) ≤ kλE[η0]/an.
Using a Taylor expansion we have that for any x ∈ R there exists w ∈ [0, x]
such that
ex = 1 + x+
ew
2
x2.
It follows from this, and that log(Ψk,0) ≤ kλE[η0]/an, that there exists a random
variable W which is bounded above by
λE[η0]
an
∞∑
k=1
k|Ik|
such that
nE
[
exp
( ∞∑
k=1
|Ik| log(Ψk,0)
)
− 1
]
= nE
 ∞∑
k=1
|Ik| log(Ψk,0) + e
W
2
( ∞∑
k=1
|Ik| log(Ψk,0)
)2 .
Using the previous upper bound on log(Ψk,0) and Cauchy-Schwarz we then have that
nE
eW
2
( ∞∑
k=1
|Ik| log(Ψk,0)
)2 ≤ Cλn
a2n
E
eλE[η0]an ∑∞k=1 k|Ik|( ∞∑
k=1
k|Ik|
)2
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≤ Cλn
a2n
E
[
e
2λE[η0]
an
∑∞
k=1 k|Ik|
]1/2
E
( ∞∑
k=1
k|Ik|
)41/2 .
The sum
∑∞
k=1 k|Ik| is the time between regenerations of the embedded walk Y .
By Lemma 2.3.7 this has exponential moments therefore we can choose n sufficiently
large such that both of the expectations in the previous equation are finite. Since
an = n
1/αL(n) for α ∈ (1, 2) we have that n/a2n converges to 0 as n → ∞ and
therefore
nE
[
exp
( ∞∑
k=1
|Ik| log(Ψk,0)
)
− 1
]
= nE
[ ∞∑
k=1
|Ik| log(Ψk,0)
]
+ o(1).
The function n log(Ψk,0) is deterministic and converges to the positive constant
f(k)λ. By Lemma 5.2.2 we have that for n suitably large ck ≤ n log(Ψk,0) ≤ Ck2
independently of k. It follows from (5.8) that
∞∑
k=1
k2E [|Ik|] <∞,
and therefore by dominated convergence we have that
nE
[ ∞∑
k=1
|Ik| log(Ψk,0)
]
=
∞∑
k=1
E [|Ik|]n log(Ψk,0) → λα
∞∑
k=1
f(k)E [|Ik|] .
By Lemma 5.2.1 and Proposition 5.2.3 we now have that {χj}j≥2 are i.i.d.
and belong to the domain of attraction of the stable law with Laplace exponent
λανβ
∑∞
k=1 f(k)E [|Ik|]. We therefore have the following corollary.
Corollary 5.2.4. Under the assumptions of Theorem 5.2, the sequence Σnt/an con-
verges in distribution on DJ1([0,∞),R) to a stable process V˜αt .
We now have the required framework to prove Theorem 5.2 which is a conver-
gence result for (∆nt − ntν−1β )/an and (Xnt − ntνβ)/an. The approach we take is to
compare ∆ with Σ and then use a result of [76] that allows us to deduce convergence
for the inverse of ∆.
Recall that for these processes we consider the M1 topology as opposed to the
stronger J1 topology considered for Σ. Given that our approach is to compare ∆ with
Σ, one may question whether we should be able to extend the statements of Theorem
5.2 to the J1 topology. This is not possible in the general setting because, between
regenerations, the walk experiences several large holding times at the same significant
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vertex. This means that ∆nt − ntν−1β fluctuates between regeneration points whereas
Σm groups the fluctuations into a single jump.
Proof of Theorem 5.2. Write mt := sup{j ≥ 0 : ζXj ≤ t} to be the number of regener-
ations by time t. As in the proof of Theorem 3.2, it follows by the law of large numbers
and continuity of the inverse at strictly increasing functions (Proposition 2.1.1.v) that
mntn
−1 converges P-a.s. to Rt := (E[η0]E[ζY2 − ζY1 ])−1t. It follows from Corollary
5.2.4 and J1-continuity of composition (Proposition 2.1.1.ii) that Σmtn/an converges
in distribution on DJ1([0,∞),R) to the stable process V˜αRt .
Recall that
Σm =
(
XS
ζYm
− SζYmνβ
)
− (%1 − ζX1 νβ)
where a−1n
(
%1 − ζX1 νβ
)
converges to 0 in probability. It follows that
Σmnt +
(
%1 − ζX1 νβ
)
= XζXmnt
− νβζXmnt = νβ
(
%mntν
−1
β −∆%mnt
)
.
Notice that %mntn
−1 is bounded above by t and converges P-a.s. to t since the distance
between regenerations has exponential moments by Lemma 2.3.7. In particular, if
un := dM1
(%mntν−1β −∆%mnt
an
)
t∈[0,T ]
,
(
ntν−1β −∆nt
an
)
t∈[0,T ]

converges to 0 in probability then (∆nt − ntν−1β )/an converges in distribution on
DM1([0,∞),R) to the stable process Vαt := −ν−1β V˜αRt .
Since ∆nt is increasing and the regeneration points are ordered we have that
%mnt ≤ nt ≤ %mnt+1 and ∆%mnt ≤ ∆nt ≤ ∆%mnt+1 .
Using that there are at most nT regenerations by level nT we then have that un is
bounded above by (1 + ν−1β ) supj≤nT (%j+1 − %j)/an. Let ε > 0, using a union bound
and that the distance between regenerations have exponential moments we have that
P (un > ε) ≤ nTP(%2 − %1 > Cεan) + P(%1 > Cεan) ≤ CTne−cεan
which converges to 0 as n→∞.
Notice that the inverse ∆−1t = sup{Xs : s ≤ t} =: Xt is the furthest vertex
reached by time t. By inverse with linear centring (Proposition 2.1.1.iv) we have that
(Xnt − ntνβ)/an converges in distribution on DM1([0,∞),R) to the stable process
Vˆαt := −νβVανβt. Moreover, using a union bound, we have that
P
(
sup
t≤nT
Xt −Xt > C log(n)
)
≤ nTPbC log(n)c(τ+0 <∞) = nTβ−bC log(n)c
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which converges to 0 for C large therefore we have the desired convergence for X.
Noting that Vˆαt = V˜αRνβt is the limiting process for (Xnt − ntνβ)/an where
Rt = (E[η0]E[ζY2 − ζY1 ])−1t and V˜αt has Laplace exponent tλανβ
∑∞
k=1 f(k)E [|Ik|], we
can express the Laplace transform of Vˆαt as
E[e−λVˆ
α
t ] = exp
(
tλαν2β
E[η0]E[ζY2 − ζY1 ]
∞∑
k=1
f(k)E [|Ik|]
)
. (5.9)
We now prove a technical result that will make the condition (5.2) more
straightforward to apply. We show that we can decompose the excursion times and
remove parts of the excursion that have finite variance. Let X+ be a randomly trapped
random walk with some trap measure pi+ and embedded walk Y . Denote by η+k the
sequence of holding times and S+n the clock process.
The idea is as follows. If we can couple X and X+ so that E[(η0 − η+0 )2] <∞
then, since the walks share an embedded walk and the environment is i.i.d., we can
couple the two walks so that E[(ηk − η+k )2] <∞ for all k ∈ N. We then have that the
difference between the two processes (suitably centred) is a process with no drift and
increments which have finite variance. This degenerates under an scaling.
Corollary 5.2.5. Suppose that the exists a coupling of X, X+ such that E[(η0 −
η+0 )
2] < ∞. Let an = n1/αL(n) for some α ∈ (1, 2) and L slowly varying at ∞. If
β > 1 and, for any k ∈ N and a real valued function f 6≡ 0,
n log
(
E
[
Eω
[
exp
(
− λ
an
(η+0 − E[η+0 ])
)]k])
∼ f(k)λα
as n→∞ then
1. (∆nt − ntν−1β )/an converges in P-distribution as n → ∞ on DM1([0,∞),R) to
an α-stable process Vαt .
2. (Xnt−ntνβ)/an converges in P-distribution as n→∞ on DM1([0,∞),R) to the
α-stable process −νβVανβt.
Proof. Since, in each model, the traps are i.i.d. under P and each holding time in a fixed
trap is independent there exists a version X+ coupled to X such that E[(ηk−η+k )2] <∞
for all k ∈ N.
Let ζ+j := ζ
X+
j , ζ
−
j := ζ
X
j − ζ+j and η−0 := η0 − η+0 then we can write χj as(
%j − %j−1 − β − 1
β + 1
(ζYj − ζYj−1)
)
+ νβ
(
E[η+0 ](ζ
Y
j − ζYj−1)− (ζ+j − ζ+j−1)
)
+ νβ
(
E[η−0 ](ζ
Y
j − ζYj−1)− (ζ−j − ζ−j−1)
)
.
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It then follows from the proof of Theorem 5.2 that it suffices to show that
max
m≤n
m∑
j=2
E[η−0 ](ζYj − ζYj−1)− (ζ−j − ζ−j−1)
an
converges to 0 in P probability. We have that E[η−0 ](ζYj − ζYj−1)− (ζ−j − ζ−j−1) are i.i.d.
random variables with zero mean and finite variance therefore this follows from Doob’s
inequality since an >> n
1/2 similarly to the proof of Lemma 5.2.1.
5.3 Applications
In this section we apply Theorems 5.1 and 5.2 to several classical models; namely, the
continuous time random walk, the random walk in random scenery, the Bouchaud trap
model, the transparent trap model and the comb model.
The continuous time random walk illustrates the behaviour when the environ-
ment is homogeneous; that is, the traps are identical. Much more is known for this
model however we include it for its simplicity and to show that the results do not only
hold for models where are majority of the slowing is caused by a few significant traps.
The random walk in random scenery is one of the simplest models of random
walk in inhomogeneous random environment. In this model, each vertex is assigned a
random holding time and the walk waits for this amount of time on every visit to the
vertex. This simple structure is also a convenient counter-example which shows that,
in general, Theorem 5.2 cannot be extended to J1 convergence.
The remaining examples are classical models which give some indication of the
behaviour we expect from random walks on GW-trees. In particular, the comb model
is a model of a random walk on a random graph with a very similar structure to the
subcritical GW-tree model. The graph consists of a collection of teeth attached to a
fixed backbone. By choosing each tooth to be approximately geometric in length we
have that the comb is equal in distribution the the subcritical GW-tree conditioned to
survive where the foliage in the branches has been pruned; that is, the branches have
been reduced to the single self-avoiding path to the deepest vertex.
5.3.1 Continuous time random walk
For the continuous time random walk we consider a non-random, homogeneous envi-
ronment. Let ω be a (0,∞)-valued probability measure. We then define the continuous
time random walk as the randomly trapped random walk X with environment defined
by ωx = ω for all x. That is, P
ω(ηx,j ≥ t) = ω([t,∞)) for all x ∈ Z and j ≥ 1. Let Sn
and ∆n be its clock process and hitting times respectively.
Proposition 5.3.1 shows that the assumptions of Theorems 5.1 and 5.2 hold
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under a simple stable law condition for the holding times. In this case the results can
be strengthened to the J1 topology because the clock process becomes an i.i.d. sum
however we do not show this here. It is also noteworthy that, because the environment
is not random, convergence under the annealed law is equivalent to convergence under
the quenched law.
Proposition 5.3.1. Let α > 0, β > 1 and suppose that ω([t,∞)) ∼ t−αL(t) as t→∞
for a function L which varies slowly at ∞.
1. If α ∈ (0, 1) then
(a) Snt/an converges in P-distribution as n → ∞ on DM1([0,∞),R) to an α-
stable subordinator St;
(b) Xant/n converges in P-distribution as n→∞ on DU ([0,∞),R) to the pro-
cess β−1β+1S−1t .
2. If α ∈ (1, 2) then, for a known constant νβ = u∞/E[η0],
(a) (∆nt−ntν−1β )/an converges in P-distribution as n→∞ on DM1([0,∞),R)
to an α-stable process Vαt .
(b) (Xnt − ntνβ)/an converges in P-distribution as n → ∞ on DM1([0,∞),R)
to the α-stable process −νβVανβt.
Proof. For α ∈ (0, 1), since the environment is not random, we have that η0 is a non-
negative random variable in the domain of attraction of a stable law with index α with
respect to Pω. In particular, there exists an = n
1/αL(n) for some L varying slowly at
∞ such that nPω(η0 > tan) ∼ ct−α and therefore
−n log
(
E
[
Eω
[
exp
(
− λ
an
η0
)]k])
= −nk log
(
Eω
[
exp
(
− λ
an
η0
)])
∼ Ckλα.
The first result then follows from Theorem 5.1.
Similarly, for α ∈ (1, 2), we have that η0 − E[η0] is a centred random variable
which is bounded below and belongs to the domain of attraction of a stable law with
index α with respect to Pω. In particular, there exists an = n
1/αL(n) for some L
varying slowly at ∞ such that nPω(η0 − E[η0] > tan) ∼ ct−α and therefore
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]k])
= nk log
(
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)])
converges to Ckλα as n→∞. The result then follows from Theorem 5.2.
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5.3.2 Random walk in random scenery
For the random walk in random scenery we have that all of the randomness comes
from the environment and the embedded walk. Let (κx)x∈Z be an i.i.d. sequence
of (0,∞)-valued random variables under P. We then define the holding times by
Pω(ηx,j = κx) = 1 for all j ≥ 1 and x ∈ Z. Let Xn denote the randomly trapped
random walk, Sn its clock process and ∆n the first hitting times.
Proposition 5.3.2 shows that the assumptions of Theorems 5.1 and 5.2 hold
under a simple stable law condition for the environment.
Proposition 5.3.2. Let α > 0, β > 1 and suppose that P(κ0 ≥ t) ∼ t−αL(t) as
t→∞ for a function L which varies slowly at ∞.
1. If α ∈ (0, 1) then
(a) Snt/an converges in P-distribution as n → ∞ on DM1([0,∞),R) to an α-
stable subordinator St;
(b) Xant/n converges in P-distribution as n→∞ on DU ([0,∞),R) to the pro-
cess β−1β+1S−1t .
2. If α ∈ (1, 2) then, for a known constant νβ = u∞/E[η0],
(a) (∆nt−ntν−1β )/an converges in P-distribution as n→∞ on DM1([0,∞),R)
to an α-stable process Vαt .
(b) (Xnt − ntνβ)/an converges in P-distribution as n → ∞ on DM1([0,∞),R)
to the α-stable process −νβVανβt.
Proof. The holding time η0 is almost surely fixed and equal to κ0 under P
ω; we
therefore have that Eω[g(η0)] = g(κ0) for any function g.
For α ∈ (0, 1), by assumption, κ0 belongs to the domain of attraction of stable
law of index α with respect to P hence there exists an = n
1/αL(n) such that nP(κ0 >
tan) ∼ Ct−α and therefore, since κ0 is almost surely non-negative,
−n log
(
E
[
Eω
[
exp
(
− λ
an
η0
)]k])
= −n log
(
E
[
exp
(
−kλ
an
κ0
)])
∼ C(kλ)α.
The first result then follows from Theorem 5.1.
Similarly, for α ∈ (1, 2), by assumption, κ0 belongs to the domain of attraction
of stable law of index α with respect to P hence there exists an = n
1/αL(n) such that
nP(κ0 −E[κ0] > tan) ∼ Ct−α and therefore, since κ0 −E[κ0] is centred and bounded
below,
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]k])
= n log
(
E
[
exp
(
−kλ
an
(κ0 − E[κ0])
)])
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converges to C(kλ)α for some constant C. The result then follows from Theorem
5.2.
We now give an argument which shows that, in general, the M1 convergence in
Theorem 5.2 cannot be extended to J1 convergence. For f ∈ D([0,∞),R) and T, h > 0
let
ω˜(f, T, h) := inf
(Ik)
max
k
sup
r,s∈Ik
|f(s)− f(r)|
denote the modulus of continuity where the infimum is over partitions of [0, T ) into
Ik = [vk, vk+1) such that vk+1 − vk > h for all k ≥ 1. By [48, Theorem 16.10], if
Z, (Zn)∞n=1 are random elements of D([0,∞),R) then Zn converges in distribution to
Z in DJ1([0,∞),R) if and only if Zn converges to Z in the sense of finite dimensional
distributions and, for any T > 0,
lim
h→0
lim sup
n→∞
E[ω˜(Zn, T, h) ∧ 1] = 0.
Let us assume that β > 1 and P(κ0 ≥ t) = t−α ∧ 1 for α ∈ (1, 2). Write
Zn(t) :=
Xtn − tnνβ
an
then |Zn(s)− Zn(r)| =
∣∣∣∣Xsn −Xrn − nνβ(s− r)an
∣∣∣∣ .
Since α > 1 we have that the walk is ballistic therefore
lim
n→∞P
(
∆nTνβ/2 ≤ nT
)
= 1.
That is, with high probability the walk visits at least nTνβ/2 vertices by time nT .
Let λ > 0 then the probability that at least one of these first nTνβ/2 vertices
has a holding time of at least λn := λan = λn
1/α and no more than hn := hn/3 is
P
nTνβ/2⋃
x=1
{κx ∈ [λn, hn)}
 = 1− (1− (λn)−α + (hn)−α)nTνβ/2 → 1− e−λ−αTνβ2 > 0.
Let xˆ := inf{x ≥ 0 : κx ∈ [λn, hn)} then P(κxˆn−1 ≥ hn)→ 0 as n→∞ for any
fixed h > 0. Notice that the probability that the embedded walk moves from a vertex
y to y − 1 and then back to y starting from the first hitting time of y is
P(Y∆Yy +1 = y − 1, Y∆Yy +2 = y) =
β
(β + 1)2
> 0
independently of the environment. In particular, this holds for y = xˆ and, writing
An := {∆nTνβ/2 ≤ nT} ∩ {xˆ ≤ nTνβ/2} ∩ {κxˆn−1 < hn}
∩ {Y∆Yxˆ +1 = xˆ− 1} ∩ {Y∆Yxˆ +2 = xˆ},
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we have that for any fixed h > 0
lim sup
n→∞
P(An) ≥ β
(β + 1)2
(
1− e−
λ−αTνβ
2
)
> 0.
Let ϑn := ∆xˆ be the first hitting time of xˆ then ϑ
+
n := ϑn + κxˆ is the time that
the walk first moves from xˆ to one of its neighbours. Similarly, write ϑ˜n := inf{t >
ϑ+n : Xt = xˆ} to be the first return time to xˆ after the first visit and let ϑ˜+n := ϑ˜n +κxˆ
be the time at which the walk moves away from xˆ for the second time.
Let (Ik) partition of [0, T ) into intervals [vk, vk+1) satisfying vk+1 − vk > h for
all k. On the event An we have that for any such partition there exists some k such
that either ϑn/n, ϑ
+
n /n ∈ Ik or ϑ˜n/n, ϑ˜+n /n ∈ Ik. We then have that
lim sup
n→∞
|Zn(ϑn/n)− Zn(ϑ+n /n)| = lim sup
n→∞
νβκxˆ + 1
an
≥ λνβ.
The same holds for ϑ˜n, ϑ˜
+
n . In particular, choosing λ ≤ ν−1β ,
lim sup
n→∞
E[ω˜(Zn, T, h) ∧ 1] ≥ λνβ lim sup
n→∞
P(An) ≥
λνββ
(
1− e−
λ−αTνβ
2
)
(β + 1)2
> 0.
This proves that
lim
h→0
lim sup
n→∞
E[ω˜(Zn, T, h) ∧ 1] 6= 0
for the random walk in random scenery and, therefore, Theorem 5.2 cannot be ex-
tended to DJ1([0,∞),R).
5.3.3 Bouchaud trap model
Similarly to the random walk in random scenery, the environment in the Bouchaud trap
model is defined by a one-parameter family κ := (κx)x∈Z of i.i.d. (0,∞)-valued random
variables. For κ fixed we have that the holding times are exponentially distributed
with mean κx at vertex x; that is P
ω(ηx,j ≥ t) = e−tκ−x 1 for t ≥ 0.
Since η0 is exponentially distributed under P
ω we have that, for λ, an > 0,
Eω
[
exp
(
− λ
an
η0
)]
=
1
1 + λκ0an
= 1−
λκ0
an
1 + λκ0an
. (5.10)
The following lemma will, therefore, help to show that conditions (5.1) and (5.2) hold.
Lemma 5.3.3. Let an = n
1/αL(n) for some α ∈ (0, 1) ∪ (1, 2) and suppose that
nP(κ0 ≥ tan) ∼ ct−α as n→∞.
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1. If α ∈ (0, 1) then for any j ≥ 1
lim
n→∞nE
( λκ0an
1 + λκ0an
)j = λαg(j) (5.11)
for some function g.
2. If α ∈ (1, 2) then (5.11) holds for any j ≥ 2. Moreover, for some constant C,
lim
n→∞n
(
E
[
λκ0
an
]
−E
[
λκ0
an
1 + λκ0an
])
= Cλα.
Proof. To begin, note that, since nP(κ0 ≥ tan) ∼ ct−α, we have that nP(λκ0/an ∈ dt)
converges weakly to cλαt−(1+α)dt.
For j ≥ 1 and t ≥ 0 we have that
0 ≤
(
t
1 + t
)j
≤ 1 ∧ tj where
∫ ∞
0
(1 ∧ tj)t−(1+α)dt
exists whenever α ∈ (0, 1) or α ∈ (1, 2) and j ≥ 2. In particular, it follows that
lim
n→∞nE
( λκ0an
1 + λκ0an
)j = cλα ∫ ∞
0
(
t
1 + t
)j
t−(1+α)dt
which exists under either of these assumptions.
Similarly, for α ∈ (1, 2) we have that
0 ≤ t− t
1 + t
=
t2
1 + t
≤ t ∧ t2 where
∫ ∞
0
(t ∧ t2)t−(1+α)dt
exists and therefore the second statement follows since we now have that
lim
n→∞n
(
E
[
λκ0
an
]
−E
[
λκ0
an
1 + λκ0an
])
= cλα
∫ ∞
0
t2
1 + t
t−(1+α)dt.
Proposition 5.3.4 shows that the assumptions of Theorems 5.1 and 5.2 hold
when κ0 belong to the domain of attraction of a stable law.
Proposition 5.3.4. Let β > 1, an = n
1/αL(n) for some α ∈ (0, 1)∪(1, 2) and suppose
that nP(κ0 ≥ tan) ∼ ct−α as n→∞.
1. If α ∈ (0, 1) then
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(a) Snt/an converges in P-distribution as n → ∞ on DM1([0,∞),R) to an α-
stable subordinator St;
(b) Xant/n converges in P-distribution as n→∞ on DU ([0,∞),R) to the pro-
cess β−1β+1S−1t .
2. If α ∈ (1, 2) then, for a known constant νβ = u∞/E[η0],
(a) (∆nt−ntν−1β )/an converges in P-distribution as n→∞ on DM1([0,∞),R)
to an α-stable process Vαt .
(b) (Xnt − ntνβ)/an converges in P-distribution as n → ∞ on DM1([0,∞),R)
to the α-stable process −νβVανβt.
Proof. For α ∈ (0, 1), using (5.10) we have that
E
[
Eω
[
exp
(
− λ
an
η0
)]k]
= 1 +
k∑
j=1
(−1)j
(
k
j
)
E
( λκ0an
1 + λκ0an
)j .
By Lemma 5.3.3 it follows that
f(k) := −λ−α lim
n→∞n
k∑
j=1
(−1)j
(
k
j
)
E
( λκ0an
1 + λκ0an
)j
exists and does not depend on λ. We then have that
−n log
(
E
[
Eω
[
exp
(
− λ
an
η0
)]k])
= −n log
(
1− λ
αf(k)
n
+ o(n−1)
)
which converges as n→∞ to λαf(k). The first result then follows from Theorem 5.1.
For α ∈ (1, 2), using (5.10) we have that
E
[
Eω
[
exp
(
− λ
an
η0
)]k]
= 1− kE
[
λκ0
an
1 + λκ0an
]
+
k∑
j=2
(−1)j
(
k
j
)
E
( λκ0an
1 + λκ0an
)j .
By Lemma 5.3.3 we then have that
f(k) := λ−α lim
n→∞n
kE[λκ0
an
]
− kE
[
λκ0
an
1 + λκ0an
]
+
k∑
j=2
(−1)j
(
k
j
)
E
( λκ0an
1 + λκ0an
)j
exists and does not depend on λ. In particular,
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]k])
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= n log
((
1− kλE[κ0]
an
+
λαf(k)
n
+ o(n−1)
)
e
kλE[η0]
an
)
= n log
((
1− kλE[κ0]
an
+
λαf(k)
n
+ o(n−1)
)(
1 + k
λE[κ0]
an
+ o(n−1)
))
= n log
(
1 +
λαf(k)
n
+ o(n−1)
)
since α ∈ (1, 2) and E[η0] = E[κ0]. This converges as n → ∞ to λαf(k). The result
then follows from Theorem 5.2.
5.3.4 Transparent trap model
The transparent trap model is an extension of the random walk in random scenery
where the walk is able to skip large traps. It has been shown in [6] that, in the unbiased
case, the limiting process can be either a linearly time changed Brownian motion, a
fractional kinetics process or a FIN diffusion. In this section we determine the range
of parameters for which the walk satisfies the assumptions of Theorem 5.2.
We now describe the model. For γ > 0 let (κx)x∈Z be a sequence of i.i.d. [1,∞)-
valued random variables satisfying P(κx ≥ t) ∼ ct−γ as t→∞ for a fixed constant c.
For θ > 0 fixed we define the environment at vertex x as ωx := (1− κ−θx )δ1 + κ−θx δκx
where δ denotes a Dirac measure. In this environment, the holding time at vertex x
is κx with probability κ
−θ
x and a unit length of time otherwise. As usual, we let X
denote the walk and ∆ the first hitting times.
Proposition 5.3.5. Suppose that α := γ + θ ∈ (1, 2) and β > 1; then, for νβ =
u∞/E[η0],
1. (∆nt − ntν−1β )/an converges in P-distribution as n → ∞ on DM1([0,∞),R) to
an α-stable process Vαt .
2. (Xnt−ntνβ)/an converges in P-distribution as n→∞ on DM1([0,∞),R) to the
α-stable process −νβVανβt.
Proof. Without loss of generality we may replace δ1 with δ0 in the definition of ω
without affecting the result by Corollary 5.2.5. We then have that E[η0] = E[Eω[η0]] =
E[κ1−θ0 ] which is finite since 1− θ < γ.
By using the definition of ω0 we have that
n log
(
E
[
Eω
[
exp
(
− λ
n1/α
(η0 − E[η0])
)]k])
=
nλkE[η0]
n1/α
+ n log
(
E
[(
1− κ−θ0 + κ−θ0 e
− λκ0
n1/α
)k])
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where
E
[(
1− κ−θ0 + κ−θ0 e
− λκ0
n1/α
)k]
= 1 +
k∑
j=1
(
k
j
)
E
[
κ−θj0
(
e
− λκ0
n1/α − 1
)j]
= 1− λkE[κ
1−θ
0 ]
n1/α
+ kE
[
κ−θ0
(
e
− λκ0
n1/α − 1 + λκ0
n1/α
)]
+
k∑
j=2
(
k
j
)
E
[
κ−θj0
(
e
− λκ0
n1/α − 1
)j]
.
Using a Taylor expansion of log(x) and that E[η0] = E[κ1−θ0 ] it now suffices to show
that, for each j ≥ 2,
nE
[
κ−θ0
(
e
− λκ0
n1/α − 1 + λκ0
n1/α
)]
and nE
[
κ−θj0
(
e
− λκ0
n1/α − 1
)j]
converge to cλα and g(j)λα for c, g not depending on λ.
For the first term we have that
nE
[
κ−θ0
(
e
− λκ0
n1/α − 1 + λκ0
n1/α
)]
= λθnγ/αE
[(
λκ0
n1/α
)−θ (
e
− λκ0
n1/α − 1 + λκ0
n1/α
)]
= λθnγ/α
∫ ∞
0
x−θ(e−x − 1 + x)P(κ0 ∈ n1/αλ−1dx)
where, since tγP(κ0 ≥ t) converges, we have that nγ/αP(κ0 ∈ n1/αλ−1dx) converges
weakly to cλγx−(1+γ)dx.
Notice that 0 ≤ |x−θ(e−x− 1 +x)| ≤ x−θ(x∧x2) for x ≥ 0. In particular, since
θ + γ ∈ (1, 2), we have that∫ ∞
0
x−(1+θ+γ)(x ∧ x2)dx <∞
and, therefore, as n→∞,
nE
[
κ−θj0
(
e
− λκ0
n1/α − 1 + λκ0
n1/α
)]
→ cλθ+γ
∫ ∞
0
x−(1+θ+γ)(e−x − 1 + x)dx.
For j ≥ 2, using a Taylor approximation we have that
0 ≤ nE
[
κ−θj0
(
1− e−
λκ0
n1/α
)j]
= nE
[
κ−θj0
(
1− e−
λκ0
n1/α
)j
1{κ0≤n1/αλ }
]
+ nE
[
κ−θj0
(
1− e−
λκ0
n1/α
)j
1{κ0>n1/αλ }
]
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≤ λjn1− jαE
[
κ
j(1−θ)
0 1{κ0≤n1/αλ }
]
+ nE
[
κ−θj0 1{κ0>n1/αλ }
]
. (5.12)
If θ ≥ 1 then the first term in (5.12) converges to 0 because κj(1−θ)0 ≤ 1 and j ≥ 2 > α.
If θ < 1 then, using (2.2) and (2.4), we have that
n1−
j
αE
[
κ
j(1−θ)
0 1{κ0≤n1/αλ }
]
∼ Cλn1−
j
αn
j−θj−γ
α = Cλn
− θ(j−1)
α
which converges to 0 as n→∞ since j ≥ 2.
Since θ > 0 the second term in (5.12) is bounded above by
n
(
n1/α
λ
)−θj
P(κ0 > n
1/αλ−1) = λθjn−
θ(j−1)
α nγ/αP(κ0 > n
1/αλ−1)
which converges to 0 as n→∞ since j ≥ 2 and nγ/αP(κ0 > n1/αλ−1) converges. The
result then follows from Theorem 5.2.
Recall that for the random walk in random scenery we had that f(k) = Ckα
and for the continuous time random walk f(k) = Ck. These are the two most extreme
cases where all of the slowing is caused by the randomness in the environment (for the
random walk in random scenery) or the randomness in the individual holding times
(for the continuous time random walk). For the transparent traps model we have that
f(k) = Ck. This corresponds to the environment appearing more homogeneous as a
result of allowing the walk to ignore large traps in this manner.
5.3.5 Comb model
In this section we consider the comb model. This is a model of a random walk on a
random graph in which we attach independent teeth to the vertices of Z (the spine).
We then consider the biased random walk on this graph where the bias acts both along
the backbone and into the teeth. This results in long excursions in the deepest teeth
since the walk reaches the deepest vertex (apex) of the tooth with positive probability
and then takes a large number of short excursions in the tooth before escaping to the
spine. We only prove the analogue of Theorem 5.2 in this case.
Let µ ∈ (0, 1) andH := (Hx)x∈Z be an i.i.d. sequence of random variables taking
values in Z+ and satisfying P(Hx ≥ n) ∼ cµµn for some constant cµ. The random
variable Hx will denote the height of the tooth at x. For H fixed and x ∈ Z let Gx be
the graph with vertices {x}×{0, 1, ...,Hx} and undirected edges {((x, j−1), (x, j))}Hxj=1.
We then define the comb G as the graph formed by the concatenation of {Gx}x∈Z with
additional edges {((x, 0), (x+ 1, 0))}x∈Z. We denote by Y the vertices Z× {0} which
form the spine. A segment of a comb with H0 = 4 can be seen in Figure 5.1.
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Let d denote graph distance. For a fixed vertex x let ←−x be (x1 − 1, 0) if
x = (x1, 0) for some x1 ∈ Z and (x1, x2−1) if x = (x1, x2) for some x1 ∈ Z and x2 > 0.
That is, ←−x is the vertex to the left of x if x is on the spine or below x otherwise. We
then let c(x) := {y ∈ G \←−x : d(x, y) = 1} denote all other vertices of distance 1 from
x. In Figure 5.1 we have that c(x) = {y, z}, c(u) = {v} and we note that if x is the
apex of a tooth then c(x) = ∅.
Figure 5.1: A section of a comb G with a tooth of height 4 emanating from (0, 0).
We now define a biased random walk X on a fixed comb G to be the Markov
chain started from (0, 0) with transition probabilities:
PG(Xn+1 = y|Xn = x) =

1
1+β|c(x)| if y =
←−x ,
β
1+β|c(x)| if y ∈ c(x),
0 otherwise.
This walk is biased to move both along the spine and into the teeth. As the bias is
increased the walk spends more time in the teeth which creates a slowing effect.
The main aim of this section is to prove Proposition 5.3.6 which determines
the range of β and µ for which we observe stable fluctuations in the comb model.
Due to a lattice effect we only observe convergence along subsequences. We write
|Xn| := d(Xn, (0, 0)) to denote the distance between Xn and the starting point.
Proposition 5.3.6. Suppose that α := log(µ−1)/ log(β) ∈ (1, 2) then, for any ς > 0,
denoting nl(ς) := bςµ−lc, we have that
|∆nl(ς)t| − nl(ς)tν−1β
nl(ς)1/α
and
|Xnl(ς)t| − nl(ς)tνβ
nl(ς)1/α
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converge in P-distribution as n→∞ on DM1([0,∞),R) to α-stable processes.
With a slight abuse of notation we write n for nl(ς) until we require the specific
subsequences for the convergence to hold. We begin by simplifying the model to fit
into the randomly trapped random walk framework. We then show that we can ignore
certain parts of the excursion using Corollary 5.2.5. We exploit this by showing that
η0 can be approximated by a sum of i.i.d. excursions from the apex in the tooth. That
is, we show that excursions which do not reach the apex are insignificant, as is the
time taken to return from the apex to the root and the time taken to reach the apex
started from the root. This allows us to reduce the model to a sum of excursions from
the apex; we then reduce this further by replacing the excursions with i.i.d. excursions
on an ‘infinite tooth’.
To begin we note that, since µ ∈ (0, 1) and α ∈ (1, 2), we have that β > 1
therefore the bias is directed into the teeth and along the spine as opposed to being
directed towards and along the spine. Also, note that the walk X can reach at most
distance n from (0, 0) by time n; this means that it can see at most n + 1 teeth by
time n. The maximum distance from the spine is at most the height of the largest
tooth seen therefore
P
(
sup
m≤Tn
d(Xm,Y) > C log(n)
)
≤ (dTn+ 1)eP(H0 > C log(n)) ≤ CTnµC log(n).
By choosing C ≥ 3/ log(µ−1) we have that this is bounded above CTn−2 therefore, by
the Borel-Cantelli lemma, we have that eventually the walk never deviates further than
C log(n) from the spine up to time nT . In particular, since we consider polynomial
scaling, this means that we can consider the walk projected onto the spine. This
process is equal in distribution to a randomly trapped random walk on Z with holding
times ηx,i distributed as the time taken for the walk on the comb started at (x, 0) to
reach either (x− 1, 0) or (x+ 1, 0). With a slight abuse of notation we continue to use
X to denote this randomly trapped random walk.
To ease future calculations we now introduce a simple model to describe the
time spent in a tooth. For m ≥ 0 let Pm denote the probability measure over
the random walk Z on {−1, 0, 1, ...,m}, started from 0, with transition probabilities
Pm(Zn+1 = 0|Zn = −1) = 1, Pm(Zn+1 = m− 1|Zn = m) = 1 and for j /∈ {−1,m}
Pm(Zn+1 = k|Zn = j) =

1+β
1+2β if j = 0, k = −1,
β
1+2β if j = 0, k = 1,
1
1+β if j = k + 1 6= 0,
β
1+β if j = k − 1 6= 0,
0 otherwise.
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We refer to m as the apex of the tooth, 0 as the root and −1 as the germ.
The sequence of heights H uniquely determines the environment ω. For H fixed
let (ηx,j)x∈Z,j≥1 be independent with ηx,j distributed as τ+−1 for the walk Z under P
Hx
0
where τ+x := inf{n > 0 : Zn = x}. The randomly trapped random walk with embedded
walk Y (as the usual β-biased random walk on Z) and holding times (ηx,j)x∈Z,j≥1 is
then equal in distribution to the projection of the walk on the comb onto the spine.
We now wish to decompose the excursion times by removing parts of the ex-
cursion which are insignificant. If H0 = 0 then we have that η0 = 1 deterministically
so we ignore this case. Otherwise, from the root, the walk takes a geometric number
G of excursions into the tooth before reaching the germ. For x ∈ {−1, 0, ...,H0} we
let τ
(0)
x := τ+x and τ
(k)
x := inf{n > τ (k−1)x : Zn = x} for k ≥ 1 be the hitting times of x.
Let Ak := {τ (k)0 > inf{n > τ (k−1)0 : Zn = H0}} denote the event that the kth
excursion into the tooth reaches the apex. We denote by T k := (τ
(k)
0 − τ (k−1)0 )1Ack
the duration of the kth excursion if the apex is not reached,
−→
T k := (inf{n > τ (k−1)0 :
Zn = H0} − τ (k−1)0 )1Ak the time taken to reach the apex when it is reached and←−
T k := (τ
(k)
0 − sup{n < τ (k)0 : Zn = H0})1Ak the time taken to return from the
apex (on the final excursion from the apex which does not return to the apex). Let
T˜k := (sup{n < τ (k)0 : Zn = H0}− inf{n > τ (k−1)0 : Zn = H0})1Ak be the time between
the first and last hitting times of the apex on the kth excursion. We then have that
η0 = 1 +
G∑
k=1
(
T˜k +
←−
T k +
−→
T k + T k
)
where, for H0 ≥ 1,
PH0(G = k) =
(
1 + β
1 + 2β
)(
β
1 + 2β
)k
.
Write
η−0 = 1 +
G∑
k=1
(←−
T k +
−→
T k + T k
)
.
Lemma 5.3.7 shows that this term is insignificant.
Lemma 5.3.7. Suppose that β > 1 and µ ∈ (0, 1), then E[(η−0 )2] <∞.
Proof. By Jensen’s inequality we have that E[(η−0 )2] ≤ 4E[G2]E[1 +
←−
T 21 +
−→
T 21 + T
2
1].
Since G is geometrically distributed with parameter β/(2β + 1) we have that E[G2] <
∞.
For H0 = 1 we have that −→T 1 = ←−T 1 = 1 and T 1 = 0 deterministically. For
H0 > 1 notice that
EH0 [T 21] = E
H0 [T 21|τ+0 < τ+H0 ]PH00 (τ+0 < τ+H0) ≤ EH00 [(τ+0 )2|τ+0 < τ+H0 ]
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and similarly
EH0 [
←−
T 21] = E
H0 [
←−
T 21|τ+0 < τ+H0 ]PH0H0 (τ+0 < τ+H0) ≤ EH0H0 [(τ+0 )2|τ+0 < τ+H0 ].
In particular, we have that EH00 [(τ
+
0 )
2|τ+0 < τ+H0 ] ≤ EH0 [(τ+0 )2|τ+0 < τ+H0 ] therefore,
since P(H0 ≥ n) ∼ cµµn for some constant cµ, we have that
E[T 21],E[
←−
T 21] ≤ C
∞∑
k=0
µkEkk [(τ
+
0 )
2|τ+0 < τ+k ].
We can write
τ+0 = 1 +
k−1∑
j=1
vj
where vj is the number of visits to j before reaching 0. Each vj is geometrically
distributed with termination probability
Pkj (τ
+
0 < τ
+
j |τ+0 < τ+k ) =
Pkj−1(τ
+
0 < τ
+
j )
(β + 1)Pkj (τ
+
0 < τ
+
k )
=
(β − 1)(βk − 1)
(β + 1)(βj − 1)(βk−j − 1)
by Lemma 2.3.2. This is bounded below by u∞ := (β − 1)/(β + 1) independently of
j, k. That is, each vj is stochastically dominated by a geometric random variable with
termination probability u∞. It then follows from Jensen’s inequality that
Ekk [(τ
+
0 )
2|τ+0 < τ+k ] ≤ k2E
[
Geo (u∞)2
]
≤ Ck2. (5.13)
Since µ ∈ (0, 1) we therefore have that
E[T 21], E[
←−
T 21] ≤ C
∞∑
k=0
µkEkk [(τ
+
0 )
2|τ+0 < τ+k ] ≤ C
∞∑
k=0
µkk2 < ∞.
Similarly, we have that
E[
−→
T 21] ≤ C
∞∑
k=0
µkEk0 [(τ
+
k )
2|τ+k < τ+0 ].
In this case τ+k can be written as
τ+k = 1 +
k−1∑
j=1
uj
where uj is the number of visits to j before reaching k. Each uj is dominated by a
geometric random variable with termination probability 1 − β−1 by comparing it to
the number of times an unconditioned β-biased random walk visits j. We therefore
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have that the method used for
←−
T 1 also gives us that E[
−→
T 21] <∞.
By Lemma 5.3.7 and Corollary 5.2.5 we can now consider η+0 :=
∑G
k=1 T˜k. We
want to write this as an i.i.d. sum of excursions started from the apex conditioned to
return to the apex. Conditional onG andH letW ∼ Bin(G, pH0) have the distribution
of the number of excursions which reach the deepest point where
pl := P1(τl < τ0) =
βl−1(β − 1)
βl − 1 .
Then, define random variables G˜k such that P
m(G˜k = l) = pret(m)(1 − pret(m))l for
l ∈ Z+ where, by Lemma 2.3.2, we have that the probability the walk returns to 0
from the apex m of the tooth without returning to m is
pret(m) := P
m
m (τ
+
0 < τ
+
m) =
β − 1
βm − 1 . (5.14)
Let Z ′ be a random walk on Z ∩ (−∞,H0] started from H0, with transition
probabilities
PH0(Z ′n+1 = k|Z ′n = j) =

1
β+1 if j = k + 1 6= H0,
β
β+1 if j = k − 1,
1 if j = k + 1 = H0,
0 otherwise.
Moreover, let Z ′′ be an independent copy of Z ′ conditioned on never hitting 0. Let
Tˆ := inf{n > 0 : Z ′n = H0} and A˜ := {Tˆ < inf{n > 0 : Z ′n = 0}} be the first return
time to the apex and the event that the walk returns to the apex before reaching 0.
We then define T ′ := Tˆ1A˜ + inf{n > 0 : Z ′′n = H0}1A˜c be a random variable coupled
to Tˆ such that T ′ is distributed as the duration of an excursion conditioned not to
reach 0. Letting (Tˆj,k, T
′
j,k, A˜j,k)j,k≥1 be i.i.d. copies of (Tˆ , T ′, A˜) we have that
η+0
d
=
W∑
k=1
G˜k∑
j=1
T ′j,k.
We want to replace each T ′j,k with Tˆj,k so that we have a sum of i.i.d. random variables
whose distribution does not depend on the height of the comb.
Lemma 5.3.8. Suppose that β > 1 and βµ < 1, then
E
 W∑
k=1
G˜k∑
j=1
(T ′j,k − Tˆj,k)
2 <∞.
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Proof. Using that P(Hx ≥ n) ∼ cµµn for some constant cµ and Jensen’s inequality we
have that
E
 W∑
k=1
G˜k∑
j=1
(T ′j,k − Tˆj,k)
2 ≤ C ∞∑
l=1
µlE l
 W∑
k=1
G˜k∑
j=1
(T ′j,k − Tˆj,k)1A˜cj,k
2
≤ C
∞∑
l=1
µlE l[W 2]E l[G˜21]E
l[(T ′ − Tˆ )21A˜c ].
Since G ≥W is geometrically distributed with parameter β/(2β + 1) indepen-
dently of l we have that E l[W 2] ≤ E[G2] < ∞. Since G˜1 is geometrically distributed
with parameter 1−pret(l) with respect to P l we have that E l[G˜2k] ≤ Cpret(l)−2. Notice
that T ′ is stochastically dominated by Tˆ and is independent of A˜. By Lemma 5.3.7
and (5.13) we then have that
E l[(T ′ − T )21A˜c ] ≤ P l(A˜c)
(
E l[(T ′)2] + E l[Tˆ 2|A˜c]
)
≤ Cpret(l)
(
E ll [(τ
+
l )
2|τl < τ+0 ] + E ll [(τ+0 )2|τ0 < τ+l ] + E l0[τ2l ]
)
≤ Cpret(l)l2.
Noting that pret(l) ≥ Cβ−l for some constant C we have that
E
 G∑
k=1
G˜k∑
j=1
(T ′j,k − Tˆj,k)
2 ≤ C ∞∑
l=1
µlE l[G2]E l[G˜2k]E
l[(T ′ − Tˆ )21A˜c ]
≤ C
∞∑
l=1
l2(βµ)l
which is finite since βµ < 1.
By Lemma 5.3.8 we may now consider, instead of η0,
ζ :=
W∑
k=1
G˜k∑
j=1
Tˆj,k.
By comparison with a biased random walk on Z we have that Tˆj,k have exponential
moments. More specifically, Tˆj,k − 2 can be stochastically dominated by the time
taken for a biased random walk on Z to regenerate which has exponential moments
by Lemma 2.3.7. Let p∞ := liml→∞ pl = 1 − β−1 be the probability that a β-biased
walk started from 1 never visits 0. For W fixed we then define a random variable
B ∼ Bin(W,p∞/pH0). Using that G has finite third moment and 1− p∞/pl = β−l we
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have that
EH0
[
(W −B)2
]
=
∞∑
k=1
P(G = k)
k∑
j=1
PH(W = j|G = k)
j∑
i=1
PH(B = j − i|W = j)i2
≤
∞∑
k=1
k2P(G = k)
k∑
j=1
PH(W = j|G = k)
j∑
i=1
PH(B = j − i|W = j)
≤
∞∑
k=1
k2P(G = k)
k∑
j=1
PH(W = j|G = k)j
(
1− p∞
pH0
)
≤
(
1− p∞
pH0
) ∞∑
k=1
k3P(G = k)
k∑
j=1
PH(W = j|G = k)
≤ Cβ−H0 .
Using that EH0 [G˜2k] ≤ Cβ2H0 we then have that
E
W−B∑
k=1
G˜k∑
j=1
Tˆj,k
2 ≤ C ∞∑
k=1
µkEH0
[
(W −B)2
]
EH0 [G˜2k]E [T
2
k,1]
≤ C
∞∑
k=1
(βµ)k
<∞
since Tˆj,k have exponential moments. It follows that, by relabelling the excursions as
(Tˆk)k≥1, we can instead consider
ζ+ :=
D∑
k=1
Tˆk where D :=
B∑
j=1
G˜j .
We are now able to complete the proof of Proposition 5.3.6 which shows that
(Xnt − ntν)/n1/α converges along subsequences.
Proof of Proposition 5.3.6. The number of excursions B is binomially distributed with
G trials of success probability p∞ where G ∼ Geo(β/(2β + 1)). By manipulating
probability generating functions we have that B is geometrically distributed with
P(B = k) =
(
β − 1
2β
)k β + 1
2β
for k ≥ 0. By Corollary 5.2.5, Lemmas 5.3.7, 5.3.8 and Theorem 5.2 it suffices to show
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(5.2) with ζ+ replacing η0. Define
ϕ := ϕTˆ (λn
−1/α) = E
[
e
− λ
n1/α
Tˆ1
]
which is independent of the environment. We then have that
E
[
EH
[
exp
(
− λ
n1/α
ζ+
)]k]
= E
[
EH
[
ϕD
]k]
= E

 β+12β
1− β−12β
(
pret(H0)
1−(1−pret(H0))ϕ
)
k
 .
Rearranging and substituting pret(H0) from (5.14) we have that this is equal to
E
[(
1− β − 1
2β
· ψ
1 + ψ
)k]
where ψ =
2β
β2 − 1
(
βH0 − β) (1− ϕ).
We therefore have that
E
[
EH
[
exp
(
− λ
n1/α
ζ+
)]k]
=
k∑
j=0
(
k
j
)(
−β − 1
2β
)j
E
[(
ψ
1 + ψ
)j]
= 1− kβ − 1
2β
E
[
ψ
1 + ψ
]
+
k∑
j=2
(
k
j
)(
−β − 1
2β
)j
E
[(
ψ
1 + ψ
)j]
(5.15)
where we note that
E
[
ψ
1 + ψ
]
= E [ψ]−E
[
ψ2
1 + ψ
]
.
We want to show that nE[(ψ/(1 + ψ))j ]→ λαg(j) and nE[ψ2/(1 + ψ)]→ cλα
along subsequences nl(ς) for some function g and any j ≥ 2. By Lemma 5.3.3 it suffices
to show that nl(ς)P(ψ ≥ x) ∼ Cλαx−α.
Using a Taylor expansion and that Tˆ1 has finite second moments we have that
1−ϕ = λE [Tˆ1]n−1/α +O(n−2/α). By our assumption that P(H0 ≥ n) ∼ cµµn, letting
θ :=
(
2β
β2−1λE [Tˆ1]
)−1
and noting that α = log(µ−1)/ log(β) we have that
nl(ς)P(ψ ≥ x) = nl(ς)P
(
H0 ≥
log
(
nl(ς)
1/αxθ
(
1 +O(nl(ς)
−1/α)
))
log(β)
)
= bςµ−lcP
(
H0 ≥ bςµ
−lc
log(µ−1)
+
log(xθ)
log(β)
+O(l−1)
)
168
which converges as l→∞ to
cµ
(
2β
β2 − 1E [Tˆ1]
)α
x−αλαI
where I ∈ {µ, 1}.
We now return to proving that the convergence statement (5.2) holds. By a
Taylor expansion we have that
e
kλ
n1/α
E[ζ+]
= 1 +
kλ
n1/α
E[ζ+] + o(n−1) (5.16)
where
kλ
n1/α
E[ζ+] =
kλ
n1/α
E [Tˆ1]E
[
EH[D]
]
=
kλ
n1/α
E [Tˆ1]E
[
EH[G˜1]
]
E [B]
=
kλ
n1/α
E [Tˆ1]
E[βH0 ]− β
β − 1
β − 1
β + 1
=
kλ
n1/α
E [Tˆ1]
E[βH0 ]− β
β + 1
.
Moreover, since βµ < 1, we have that E[βH0 ] <∞. Since Tˆ1 has finite second moment,
by a Taylor expansion we have that 1− ϕ = λ
n1/α
E [Tˆ1] + o(n
−1) therefore
k
β − 1
2β
E[ψ] =
kλ
n1/α
E [Tˆ1]
β − 1
2β
2β
β2 − 1
(
E
[
βH0
]− β)+ o(n−1)
=
kλ
n1/α
E [Tˆ1]
E
[
βH0
]− β
β + 1
+ o(n−1)
=
kλ
n1/α
E[ζ+] + o(n−1). (5.17)
In particular, it now follows from (5.15), (5.16), (5.17) that along subsequences nl(ς)
we have that
n log
(
E
[
EH
[
exp
(
− λ
n1/α
(ζ+ − E[ζ+])
)]k])
= n log
((
1 +
kλ
n1/α
E[ζ+] + o(n−1)
)(
1− kλ
n1/α
E[ζ+] +
λαf(k)
n
+ o(n−1)
))
= λαf(k) + o(1)
which proves that (5.2) holds along these subsequences.
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Chapter 6
Random walks on supercritical
Galton-Watson trees
In this chapter we consider the biased random walk on the supercritical GW-tree
conditioned to survive T as described in Section 1.2.1. To recap, we only consider the
case where the offspring law has deaths; that is, p0 > 0. In this setting, a supercritical
GW-tree conditioned to survive consists of an infinite backbone Y with finite trees
attached as branches. The condition p0 > 0 ensures that the tree has leaves (P-
a.s.) and, therefore, the walk is slowed by trapping in the finite trees attached to the
backbone. The backbone Y is itself a supercritical GW-tree whose offspring law does
not have deaths.
As mentioned in Section 1.2.1 we prove two main results. We begin, in Section
6.1, by proving a quenched functional central limit theorem (Theorem 6.1) for the walk;
that is, we prove conditions such that, for P-a.e. tree, the centred and rescaled walk
converges in distribution to a Brownian motion. In Section 6.2 we consider the walk
in the sub-ballistic regime. In this setting we show that the walk follows a polynomial
escape regime but cannot be properly rescaled due to a lattice effect. This is Theorem
6.2.
Recall that for ς, t > 0 and n = 1, 2, ... we define
Bnt :=
|Xbntc| − nνβt
ς
√
n
.
Our first main result of this chapter, Theorem 6.1, is a quenched invariance principle
for Bnt .
Theorem 6.1. Suppose p0 > 0, µ > 1, β ∈ (µ−1, f ′(q)−1/2) and that there exists
λ > 1 such that ∑
k≥0
λkpk <∞. (6.1)
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Then, there exists ς > 0 such that, for P-a.e. T , we have that the process (Bnt )t≥0
converges in PT -distribution on DJ1([0,∞),R) to a standard Brownian motion.
To prove this we begin by proving an annealed functional central limit theorem
(Corollary 6.1.3) for the walk by adapting the renewal argument used in [72, Theorem
4.1]. We then extend this to the quenched result by applying the argument used in [21]
and [65] which largely involves showing that multiple copies of the walk see sufficiently
different areas of the tree.
Our final result is an extension of [10, Theorems 1.1 & 1.3] for the walk in
the sub-ballistic regime. Recall that ∆n := inf{m ≥ 0 : Xm ∈ Y, |Xm| = n}, γ :=
log(n)/ log(f ′(q)−1) and we now define the subsequences nl(t) := btf ′(q)−lc for t > 0.
Theorem 6.2. Suppose the offspring law belongs to the domain of attraction of a stable
law of index α ∈ (1, 2), has mean µ > 1 and the bias satisfies the bound β > f ′(q)−1.
Then,
∆nl(t)
nl(t)
1
γ
→ Rt
in distribution as l → ∞ under P, where Rt is a random variable with an infinitely
divisible law whose parameters are given in [10, Theorem 1.4]. Moreover, the laws of
(∆nn
− 1
γ )n≥0 and (|Xn|n−γ)n≥0 under P are tight on (0,∞) and P-a.s.
lim
n→∞
log |Xn|
log(n)
= γ.
In [10], the case in which the offspring law has finite variance is considered. The
argument we use for the infinite variance case is generally the same as in the finite
variance case but needs some technical input. It also follows similarly to Theorems
4.1, 4.2 and 4.3 therefore we will only sketch the proof.
6.1 Functional central limit theorems
The aim of this section is to prove Theorem 6.1. We assume that the exponential
moments condition (6.1) holds throughout. This is a purely technical assumption
which we expect could be relaxed to a sufficiently large moment condition however
the main focus of this work has been to obtain this upper bound on the bias which we
believe to be optimal.
We begin this section by showing that the time spent in a branch has finite vari-
ance. Recall that g, h are the probability generating functions for the GW-processes
associated with the backbone and the traps respectively. Let T h be the tree formed
by attaching an additional vertex ρ (as the parent of the root ρ) to an h-GW-tree
T h. For a fixed tree T and vertex x ∈ T let τ+x := inf{k > 0 : Xk = x} denote the
first return time to x. Let ξf , ξg, ξh be random variables with probability generating
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functions f, g and h respectively then let ξ be equal in distribution to the number of
vertices in the first generation of T . Since the generation sizes of T g are dominated
by those of T we have that ξg is stochastically dominated by ξ. Using Bayes’ law we
have that P(ξ = k) = pk(1 − qk)(1 − q)−1 ≤ cpk therefore both ξ and ξg inherit the
exponential moments of ξf . Furthermore P(ξh = k) = pkq
k therefore ξh automatically
has exponential moments.
Lemma 6.1.1. Under the assumptions of Theorem 6.1 we have that
E
[
ET
h
ρ
[(
τ+ρ
)2]]
<∞.
Proof. We can write
τ+ρ =
∑
x∈T h
vx where vx =
τ+ρ∑
k=1
1{Xk=x}
is the number of visits to x before returning to ρ. Recall that c(x) denotes the set of
children of x. It then follows that
E
[
ET
h
ρ
[(
τ+ρ
)2]]
= E
 ∑
x,y∈T h
ET
h
ρ [vxvy]

≤ CβE
 ∑
x,y∈T h
(|c(x)|β + 1)(|c(y)|β + 1)β|x|+|y|

= CβE
∑
x∈T h
(|c(x)|β + 1)β|x|
∑
y∈T h
(|c(y)|β + 1)β|y|
 (6.2)
where the inequality follows from Lemma 2.3.6. Letting Zhk denote the size of the k
th
generation of T h and collecting terms in each generation we have that∑
x∈T h
(|c(x)|β + 1)β|x| = 1 + 2
∑
k≥1
Zhkβ
k.
By Lemma 2.4.1, since ξh has exponential moments, we have that E[ZhkZ
h
j ] ≤ Cf ′(q)j
whenever j ≥ k. Substituting this and the above inequality into (6.2) we have that
E
[
ET
h
ρ
[(
τ+ρ
)2]] ≤ Cβ∑
k≥0
βk
∑
j≥k
E[ZhkZ
h
j ]β
j
≤ Cβ
∑
k≥0
βk
∑
j≥k
(f ′(q)β)j
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≤ Cβ,f ′(q)
∑
k≥0
(f ′(q)β2)k
which is finite by the assumption that β < f ′(q)−1/2.
Let S0 := 0, Sn := inf{k > Sn−1 : Xk, Xk−1 ∈ T g} for n ≥ 1 and Yn := XSn ,
then Yn is a β-biased random walk on T g coupled to Xn. Write ζY0 := 0 and for
m = 1, 2, ... let
ζYm := inf{k > ζYm−1 : |Yj | < |Yk| ≤ |Yl| for all j < k ≤ l}
be regeneration times for the backbone walk. We can then define %k := YζYk
to be
the regeneration points and ζXk := inf{m ≥ 0 : Xm = %k} to be the corresponding
regeneration times for X. By [55, Proposition 3.4] we have that there exists, P-a.s.,
an infinite sequence of regeneration times {ζXk }k≥1 and the sequence{(
ζXk+1 − ζXk
)
, (|%k+1| − |%k|)
}
k≥1
is i.i.d. (as is the corresponding sequence for Y ). Furthermore, letting mt := sup{j ≥
0 : ζXj ≤ t} be the number of regenerations by time t, we have that mt is non-decreasing
and diverges P-a.s.
By [55, Theorems 3.1 & 4.1], whenever µ > 1 and µ−1 < β < f ′(q)−1 we
have that there exists νβ ∈ (0, 1) such that |Xn|n−1 converges P-a.s. to νβ. More-
over, combined with [55, Corollary 3.5], we have that the time and distance between
regenerations of X both have finite means with respect to P. Let
χj := |%j | − |%j−1| − νβ(ζXj − ζXj−1).
By the previous remark we have that χj are i.i.d. with respect to P. By the strong
law of large numbers and the definition of νβ we have that χj are centred (see [55,
Theorems 3.1 & 4.1]). We will show that χj have finite second moment and that their
sum
Σm :=
m∑
j=2
χj =
(∣∣∣XζXm ∣∣∣− νβζXm)− (∣∣∣XζX1 ∣∣∣− νβζX1 )
can be used to approximate Bnt .
By the remark preceding Lemma 6.1.1, the offspring distribution ξg of T g has
exponential moments. Since Y is a random walk on T g, by [65, Proposition 3] we have
that E[(ζY2 − ζY1 )k] <∞ for all k ∈ Z whenever β > µ−1.
Let ηk := Sk+1 − Sk denote the total time taken between X making the kth
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and (k + 1)th transition along the backbone. This time consists of
Nk :=
Sk+1∑
j=Sk+1
1{Xj=Yk}
excursions into the finite trees appended to the backbone at this vertex and one addi-
tional step to the next backbone vertex. Write τ
(0)
n := Sn and τ
(j)
n := inf{k > τ (j−1)n :
Xk = Yn} for j ≥ 1 to be the hitting times of the backbone after time Sn. We can
then write
ηk := 1 +
Nk∑
j=1
γk,j where γk,j := τ
(j)
k − τ (j−1)k (6.3)
is the duration of the jth such excursion.
Proposition 6.1.2. Under the assumptions of Theorem 6.1 we have that
E[(ζX2 − ζX1 )2] <∞.
Proof. The law of ζX2 − ζX1 under P is identical to its law under Pρ(·|ζY1 = 1). That
is, by the independence structure, we can condition the first regeneration vertex to be
the first vertex reached by Y without changing the law of ζX2 − ζX1 . We therefore have
that E
[
(ζX2 − ζX1 )2
]
can be written as
E
[
(ζX2 − ζX1 )2
∣∣ζY1 = 1] = E

ζY2 −ζY1∑
k=1
ηk
2 ∣∣∣ζY1 = 1
 ≤ E
(ζY2 − ζY1 ) ζ
Y
2 −ζY1∑
k=1
η2k
∣∣∣ζY1 = 1

by convexity. Using convexity again with the decomposition (6.3) we can write this as
E
(ζY2 − ζY1 ) ζ
Y
2 −ζY1∑
k=1
1 + Nk∑
j=1
γk,j
2∣∣∣ζY1 = 1

≤ E
(ζY2 − ζY1 ) ζ
Y
2 −ζY1∑
k=1
(Nk + 1)
1 + Nk∑
j=1
γ2k,j
∣∣∣ζY1 = 1
 .
The excursion times γk,j are distributed as the first return time to ρ for a walk
started from ρ on T h. Moreover, under P, they are independent of the backbone, the
buds and the walk on the backbone and buds. In particular, they are independent of
the regeneration times of Y and the number of excursions therefore we have that the
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above expectation can be bounded above by
E
[
ET
h
ρ
[
(τ+ρ )
2
]]
E
(ζY2 − ζY1 ) ζ
Y
2 −ζY1∑
k=1
(Nk + 1)
2
∣∣∣ζY1 = 1
 .
Where, by Lemma 6.1.1, we have that E
[
ET
h
ρ
[
(τ+ρ )
2
]]
<∞.
Let (zj)
∞
j=0 denote the ordered distinct vertices visited by Y and
L(z, j) :=
j∑
i=0
1{Yj=z}, L(z) := L(z,∞)
the local times of the vertex z. Write
Wz,l :=
∞∑
j=0
1{Xj=z, Xj+1 /∈T g , L(z,j)=l}
to be the number of excursions from z (by X) on the lth visit to z (by Y ) for l =
1, ...,L(z) and M := |{Yk}ζ
Y
2 −1
k=1 | the number of distinct vertices visited by Y between
time 1 and time ζY2 − 1 then
E
(ζY2 − ζY1 ) ζ
Y
2 −ζY1∑
k=1
(Nk + 1)
2
∣∣∣ζY1 = 1
 (6.4)
= E
(ζY2 − ζY1 ) M∑
k=1
L(zk)∑
l=1
(Wzk,l + 1)
2
∣∣∣ζY1 = 1

=
∞∑
k=1
∞∑
l=1
E
[
(ζY2 − ζY1 )1{k≤M, l≤L(zk)}(Wzk,l + 1)2|ζY1 = 1
]
≤
∞∑
k=1
∞∑
l=1
(
E
[
(ζY2 − ζY1 )21{k≤M, l≤L(zk)}|ζY1 = 1
]
E
[
(Wzk,l + 1)
4|ζY1 = 1
] )1/2
by the Cauchy-Schwarz inequality. Conditional on ζY1 = 1, for all 1 ≤ k ≤M we have
that L(zk) ≤ ζY2 − ζY1 ; moreover, M ≤ ζY2 − ζY1 therefore
1{k≤M, l≤L(zk)} ≤ 1{k,l≤ζY2 −ζY1 }.
Since the root does not have a parent, without any further information con-
cerning the number of children from a given vertex, we have that the walk is more
likely to take an excursion into one of the neighbouring traps when at the root
than from this vertex. We can, therefore, stochastically dominate the number of
excursions from a vertex by the number of excursions from the root to see that
E
[
(Wzk,l + 1)
4
] ≤ E [(Wz0,1 + 1)4]. Using this, the Cauchy-Schwarz inequality and
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that P(ζY1 = 1) > 0, the expression (6.4) can be bounded above by
P(ζY1 = 1)−1
∞∑
k=1
∞∑
l=1
(
E
[
(ζY2 − ζY1 )21{k,l≤ζY2 −ζY1 }
]
E
[
(Wzk,l + 1)
4
])1/2
≤ CE [(ζY2 − ζY1 )4]1/4 E [(Wz0,1 + 1)4]1/2 ∞∑
k=1
∞∑
l=1
P
(
k, l ≤ ζY2 − ζY1
)1/4
.
Since the offspring distribution ξg has exponential moments we have that the time
between regenerations has finite fourth moments by [65, Proposition 3]. That is,
E
[
(ζY2 − ζY1 )4
]
<∞.
Write Zn and Z
g
n to be the GW-processes associated with T and T g. The num-
ber of excursions from the root is geometrically distributed with termination proba-
bility 1− pex where
pex :=
Z1 − Zg1
Z1
.
Using properties of geometric random variables we therefore have that
E
[
(Wz0,1 + 1)
4
] ≤ CE[(1− pex)−4] ≤ CE[Z41 ] < ∞
since Z1
d
= ξ which has exponential moments.
It remains to show that
∞∑
k=1
∞∑
l=1
P
(
k, l ≤ ζY2 − ζY1
)1/4
(6.5)
is finite. Note that P
(
k, l ≤ ζY2 − ζY1
)
= P
(
ζY2 − ζY1 ≥ l
)
whenever l ≥ k. Using
Chebyshev’s inequality we can then bound (6.5) above by
2
∞∑
k=1
∞∑
l=k
P
(
ζY2 − ζY1 ≥ l
)1/4 ≤ 2 ∞∑
k=1
∞∑
l=k
E
[(
ζY2 − ζY1
)j]
lj
1/4
for any integer j. In particular, by [65, Proposition 3] we have that E
[(
ζY2 − ζY1
)j]
is finite for any integer j. Choosing j > 8 we then have that this sum is finite which
completes the proof.
We now show that Σmtn approximates B
n
t . For x ∈ T let Tx denote the subtree
consisting of all descendants of x in T . Then, for y ∈ T g, let T ∗−y be the branch
at y; that is, the subtree rooted at y consisting only of y, the children of y not on
T g and their descendants. The tree T ∗−y then has the law of a tree rooted at y with
some random number My of h-GW-trees attached to y. Since My is dominated by
ξ, by (6.1) we have that My has exponential moments. It therefore follows from [55,
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Theorem B] that there exists some constant C such that
P(H(T ∗−y ) ≥ n) ≤ Cf ′(q)n (6.6)
where, for a fixed rooted tree T , H(T ) := sup{d(ρ, x) : x ∈ T } is the height of T .
Let Hn := max{H(T ∗−y ) : y ∈ {Yk}nk=0} denote the largest branch seen by Y by time
n. It follows that
sup
t∈[0,T ]
∣∣∣∣Bnt − Σmtnς√n
∣∣∣∣ ≤ |%1|+ νβζX1 +HnTς√n + supj=1,...,mnT|%j+1| − |%j |+ νβ(ζ
X
j+1 − ζXj )
ς
√
n
.
(6.7)
Up to time nT , the walk Y can have visited at most nT vertices on T g therefore
the probability that X has visited a branch of height at least C log(n) by time nT
is at most CTnf
′(q)C log(n). In particular, by the Borel-Cantelli lemma, choosing C
suitably large we have that there are almost surely only finitely many n such that Y
has visited the root of a branch of height at least C log(n) by time nT . Since |%1|
and ζX1 do not depend on n and have finite mean, we have that the first term in (6.7)
converges P-a.s. to 0.
By [65, Proposition 3], for any k ∈ Z+ we have that E[(|%2| − |%1|)k] < ∞
therefore the distance between regeneration points is small. In particular, bounding
mnT above by nT , using a union bound and Markov’s inequality we have that for any
ε > 0,
P
(
sup
j=1,...,mnT
|%j+1| − |%j |
ς
√
n
> ε
)
≤ CT,εE
[
(|%2| − |%1|)2 1{|%2|−|%1|>ε√n}
]
which converges to 0 as n→∞ by dominated convergence. Similarly, using Proposi-
tion 6.1.2, we have that the same holds for the supremum of ζXj+1 − ζXj ; therefore, we
have that
P
(
sup
t∈[0,T ]
∣∣∣∣Bnt − Σmtnς√n
∣∣∣∣ > ε
)
converges to 0 as n→∞.
By the law of large numbers and that ζX1 /n converges P-a.s. to 0 we have that
ζXn
n
=
ζX1
n
+
n∑
k=2
ζXk − ζXk−1
n
converges P-a.s. It therefore follows by continuity of the inverse at strictly increasing
functions (Proposition 2.1.1.v), that mnt/n converges P-a.s. to a deterministic linear
process.
By Proposition 6.1.2 and the remark leading to it we have that Σm is the sum
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of i.i.d. centred random variables with finite second moment. By Donsker’s invariance
principle (see Section 2.3) we therefore have that (Σnt/
√
n)t≥0 converges to a scaled
Brownian motion. By continuity of composition at continuous limits (Proposition
2.1.1.i), and the previous remarks we therefore have the following annealed central
limit theorem.
Corollary 6.1.3. Under the assumptions of Theorem 6.1, there exists a constant
ς2 > 0 such that the process
Bnt :=
|Xbntc| − nνβt
ς
√
n
converges in P-distribution on DJ1([0,∞),R) to a standard Brownian motion.
Remark 6.1.4. The branch of a subcritical GW-tree conditioned to survive can be
constructed by attaching a random number of subcritical GW-trees to a root vertex.
In Lemma 3.2.6 we have shown that, conditional on having a single vertex in the first
generation of the branch, the second moment of the first return time to the root is
infinite whenever β2µ˜ ≥ 1 where µ˜ is the mean of the subcritical GW-law. It therefore
follows from this that
E
[
ET
h
ρ
[
(τ+ρ )
2
]]
=∞
whenever β2f ′(q) ≥ 1 and µ > 1. In particular, if we have that β2f ′(q) ≥ 1 then χj
have infinite second moments. This strongly suggests that the condition β2f ′(q) < 1
is necessary for the annealed central limit theorem however this remains to be proved.
We also note here that when p0 = 0 we have that q = 0 = f
′(q) and, therefore, this
condition is necessarily satisfied.
We now extend Corollary 6.1.3 to a quenched functional central limit theorem.
For each n ∈ N write Bnt (X) to be the linear interpolation satisfying
Bnk/n(X) =
|Xk| − kνβ
ς
√
n
for k ∈ N. We then have that Bnt = Bnt for t > 0 such that nt ∈ N and |Bnt − Bnt | ≤
n−1/2(νβ+1)/ς therefore it suffices to consider the interpolation. Lemma 6.1.5 yields a
sufficient condition for proving Theorem 6.1 and follows from [21, Lemma 4.1] therefore
we omit the proof.
Lemma 6.1.5. Suppose that the assumptions of Theorem 6.1 hold and that for any
bounded Lipschitz function F : C([0, T ],R)→ R and b ∈ (1, 2) we have that∑
k≥1
VarP
(
ET
[
F
(
Bbb
kc
)])
<∞. (6.8)
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Then the process (Bnt )t≥0 converges in PT -distribution on DJ1([0,∞),R) to a standard
Brownian motion for P-a.e. T .
We now complete the proof of the quenched functional CLT by following the
method used in [65] to show that condition (6.8) holds for any bounded Lipschitz
function F : C([0, T ],R)→ R and b ∈ (1, 2) under the assumptions of the theorem.
Proof of Theorem 6.1. For a fixed tree T , let X1, X2 be independent β-biased walks
on T and Y 1, Y 2 the corresponding embedded walks. For i = 1, 2, k ∈ N and t, s ≥ 0
let
Bk,it,s = B
bbkc
t (X
i
·+s)− Bbb
kc
s (X
i
· )
be a random variable with law of the interpolation Bbbkc started from the vertex Xis.
Define
ϑY
i
k := min{m > bbk/4c : m ∈ {ζY
i
j }j≥1} and ϑX
i
k = min
{
m ≥ 0 : Xim = Y iϑY ik
}
to be the first regeneration time of Y i after time bbk/4c and the corresponding time
for Xi.
Let
A1k :=
{
Y 2
ϑY
2
k
/∈ {Y 1s : s ≤ ϑY
1
k }
}
=
{
X2
ϑX
2
k
/∈ {X1s : s ≤ ϑX
1
k }
}
,
A2k :=
{
Y 1
ϑY
1
k
/∈ {Y 2s : s ≤ ϑY
2
k }
}
=
{
X1
ϑX
1
k
/∈ {X2s : s ≤ ϑX
2
k }
}
and Ak := A1k ∩ A2k be the event that, after the first regeneration times after time
bbk/4c, the paths of Y 1, Y 2 do not intersect. Write Bk,i := {ϑY ik ≤ bk/3} to be the
event that the first regeneration after time bk/4 happens before time bk/3.
Recall that for y ∈ T g we denote by H(T ∗−y ) the height of the branch attached
to the vertex y. Using Lipschitz properties of Bk,i we have that
sup
t≤T
∣∣∣∣Bk,it,0 − Bk,it,ϑXik
∣∣∣∣
≤ sup
m≤Tbk
b−k/2
∣∣∣∣|Xim| −mνβ − |Xim+ϑXik |+ (m+ ϑXik )νβ + |XiϑXik | − ϑXik νβ
∣∣∣∣
= sup
m≤Tbk
b−k/2
∣∣∣∣|Xim| − |Xim+ϑXik |+ |XiϑXik |
∣∣∣∣
≤ b−k/2 max
m≤Tbk
∣∣∣∣∣∣∣∣|Y im| − |Y im+ϑY ik |
∣∣∣∣+ |Y iϑY ik |
∣∣∣∣+ b−k/2HiT bk
where Hi
T bk
is the height of the tallest branch seen by time Tbk by Y i. By time Tbk
the walk Y i can visit at most Tbk + 1 unique vertices. At the first hitting time of
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a vertex, the bud and backbone distribution from this vertex are independent of the
past; therefore, by (6.6)
P
(
HiT bk ≥ C log(bk)
)
≤ CT bkP(H(T ∗−ρ ) ≥ C log(bk))
≤ CT bkf ′(q)C log(bk)
≤ CT b−k (6.9)
for C sufficiently large. Furthermore, by the Lipschitz property of Y i we have that
b−k/2 max
m≤Tbk
∣∣∣∣∣∣∣∣|Y im| − |Y im+ϑY ik |
∣∣∣∣+ |Y iϑY ik |
∣∣∣∣ ≤ 2ϑY ik b−k/2
which is bounded above by 2b−k/6 on the event Bk,i. Letting Ck,i := {Hi
T bk
<
C log(bk)}, we then have that, on the event Bk,i ∩ Ck,i,∣∣∣∣F (Bk,i·,0)− F (Bk,i·,ϑXik
)∣∣∣∣ ≤ Cb−k/6
for any bounded Lipschitz function F : C([0, T ],R)→ R.
Using the Lipschitz and boundedness properties of F , we then have that
VarP
(
ET
[
F
(
Bbb
kc
)])
= E
[
ET
[
F (Bbb
kc)
]2]−E [ET [F (Bbbkc)]]2
= E
[
F (Bk,1)F (Bk,2)
]
− E
[
F (Bk,1)
]
E
[
F (Bk,2)
]
≤ C
(
P
(
(Bk,1)c
)
+ P
(
(Ck,1)c
)
+ b−k/6
)
+ E
[
F
(
Bk,1·,ϑX1k
)
F
(
Bk,2·,ϑX2k
)]
− E
[
F
(
Bk,1·,ϑX1k
)]
E
[
F
(
Bk,2·,ϑX2k
)]
.
On the event Ak we have that Bk,1·,ϑX1k , B
k,2
·,ϑX2k
are independent therefore
E
[
F
(
Bk,1·,ϑX1k
)
F
(
Bk,2·,ϑX2k
)
|Ak
]
− E
[
F
(
Bk,1·,ϑX1k
)
|Ak
]
E
[
F
(
Bk,2·,ϑX2k
)
|Ak
]
= 0.
Using the Lipschitz property of F we then have that
VarP
(
ET
[
F
(
Bbb
kc
)])
≤ C
(
P
(
(Ak,1)c
)
+ P
(
(Bk,1)c
)
+ P
(
(Ck,1)c
)
+ b−k/6
)
.
For i = 1, 2 we have that Y i are biased random walks on a supercritical GW-
tree without leaves T g, whose offspring law has exponential moments. It follows that
the estimates P((Ak,1)c),P((Bk,1)c) ≤ b−c˜k given in the proof of [65, Theorem 3] still
hold. Combining these with (6.9) we have that there exists c > 0 such that for k
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sufficiently large
VarP
(
ET
[
F
(
Bbb
kc
)])
≤ Cb−ck
which shows (6.8) and therefore the result follows from Lemma 6.1.5.
6.2 Sub-ballistic regimes
In the section we study the biased random walk on the supercritical GW-tree con-
ditioned to survive in the sub-ballistic regime (β > f ′(q)−1). Recall from (1.2) that
γ = − log(f ′(q))/ log(β). The aim of this section is to prove Theorem 6.2 which states
that if ξ belongs to the domain of attraction of a stable law with index α ∈ (1, 2) then
∆nn
−1/γ converges in distribution along subsequences nl(t) = btf ′(q)−lc for t > 0,
that the laws of (∆nn
−1/γ)n≥0 and (|Xn|n−γ)n≥0 under P are tight on (0,∞) and
P-a.s.
lim
n→∞
log |Xn|
log(n)
= γ.
In [10] it is shown that this holds when E[ξ2] < ∞ with the same conditions on the
mean and bias: µ > 1, β > f ′(q)−1. In order to extend this result to prove Theorem
6.2 it will suffice to prove Lemmas 6.2.1, 6.2.2 and 6.2.3 which we defer to the end of
the section following a breakdown of the proof.
Recall that T denotes the supercritical tree conditioned to survive, T f the
unconditioned tree and T h the tree conditioned to die out. Write Zn, Zfn , Zhn to be the
size of their nth generations respectively and Vn, V
f
n to be the number of vertices in
the nth generation of the backbone (for T and T f ) where we note that V fn can be 0
if the tree is finite. As in the subcritical case we define T ∗− to be a dummy branch
formed by a backbone vertex, its buds and the associated traps.
In Figure 6.1, the dashed lines represent the finite structures comprised of the
buds and leaves. It will be convenient to refer to the traps at a site so for x ∈ Y let
Lx denote the collection of traps adjacent to x, for example in Figure 6.1 Lρ consists
of the two trees rooted at y, z. We then write T ∗−x to be the branch at x.
In Lemma 6.2.1 we show that P(H(T ∗−) > n) ∼ C∗f ′(q)n for some constant
C∗. For the supercritical tree this is the same as when E[ξ2] <∞ whereas for the sub-
critical tree the exponent changes depending on the stability. This holds because the
first moment of the bud distribution has a fundamental role and the change from finite
to infinite variance changes this for the subcritical tree but not for the supercritical
tree. Lemma 6.2.1 is an extension of [10, Lemma 6.1] which is proved using a Taylor
expansion of the f around 1 up to second moments. We cannot take this approach
because f ′′(1) =∞; instead we use the form of the generating function determined in
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Figure 6.1: A sample section of a supercritical tree with solid lines representing the backbone
and dashed lines representing the dangling ends.
Lemma 2.2.2. The expression is important because the expected time spent in a large
branch of height H(T ∗−) is approximately cβH(T ∗−) for some constant c therefore this
is the key ingredient in determining the correct scaling.
Lemma 6.2.2 shows that, with high probability, no large branch contains more
than one large trap. This is important because the number of large traps would
affect the escape probability and a more detailed decomposition of the excursion times
would be required. That is, if there are many large traps in a branch then it is likely
that the root has many offspring on the backbone since a geometric number of the
offspring lie on the backbone. The analogue of this in [10] is proved using the bound
f ′(1) − f ′(1 − ) ≤ C which follows because f ′′(1) < ∞. Similarly to Lemma 6.2.1,
we use a more precise form of f in order to obtain a similar bound.
Lemma 6.2.3 shows that no branch visited by level n is too large. This is
important for the tightness result since we need to bound the deviation of the walk
from the furthest point reached along the backbone. The proof of this follows quite
straightforwardly from Lemma 6.2.1.
To explain why these are needed, we recall the argument which follows a similar
structure to the proof of Theorem 4.2. We say that a branch is large if its height exceeds
a certain threshold hn,ε which we define later. The first part of the argument involves
showing that, asymptotically, the time spent outside large branches is negligible. This
follows by the techniques used for the subcritical tree. That is, we use several crude
union bounds and the formula (2.7) for the expected time spent in a tree.
One of the major difficulties with the walk on the supercritical tree is deter-
mining the distribution over the number of entrances into a large branch. The height
of the branch from a backbone vertex x will be correlated with the number of children
x has on the backbone. This changes the escape probability and therefore the number
of excursions into the branch. It can be shown that the number of excursions into the
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first large trap converges in distribution to some non-trivial random variable W∞. In
particular, it is shown in [10] that W∞ can be stochastically dominated by a geometric
random variable and that there is a constant cW > 0 such that P(W∞ > 0) ≥ cW . By
Lemma 6.2.2 we have that large branches have only one bud which is the root of a
large trap. The convergence to W∞ therefore says that the number of entrances into
this unique large is independent of the height.
It can be shown that, asymptotically, the large branches are independent in the
sense that, with high probability, the walk will not reach one large branch and then
return to a previously visited large branch. Using Lemmas 6.2.1 and 6.2.2 (among
other results) it can then be shown that ∆n can be approximated by the sum of i.i.d.
random variables.
The remainder of the proof of the first part of Theorem 6.2 involves decompos-
ing the time spent in large branches, showing that the suitably scaled excursion times
converge in distribution and proving convergence results for sums of i.i.d. variables.
Since P(Zh1 = k) = pkq
k−1, the subcritical GW law over the traps has exponential
moments. This means that these final parts of the proof follow by the results proven
in [10] since, by Lemma 6.2.1, the scaling is the same as when E[ξ2] <∞.
Tightness of the sequences (∆nn
−1/γ)n≥0, (Xnn−γ)n≥0 and almost sure con-
vergence of log(|Xn|)/ log(n) then follow by the proof of [10, Theorem 1.1] (with one
slight adjustment) which is similar to the proof of Theorem 4.4. In order to bound
the maximum distance between the walker’s current position and the last regeneration
point we use a bound on the maximum height of a trap seen up to ∆Yn . In [10] it is
shown that the probability a trap of height at least 4 log(n)/ log(f ′(q)−1) is seen is
at most order n−2 by using finite variance of the offspring distribution to bound the
variance of the number of traps in a branch. In Lemma 6.2.3 we prove this using
Lemma 6.2.1.
Lemma 6.2.1. Under the assumptions of Theorem 6.2
P(H(T ∗−) > n) ∼ C∗f ′(q)n
where C∗ = q(µ− f ′(q))cµ/(1− q) and cµ is such that P(H(T h) ≥ n) ∼ cµf ′(q)n.
Proof. Let Z := Z1, Z
f := Zf1 , V := V1, V
f := V f1 and sn := P(H(T h) < n), then
denote by (Hk)k≥1 independent random variables with the distribution of H(T h). We
then have that
P(H(T ∗−) > n) = 1− P(maxk=1,...,Zf−V f Hk < n, V
f > 0)
P(V f > 0)
= 1− E
[
P(maxk=1,...,Zf−V f Hk < n, V f > 0|Zf , V f )
]
1− q
183
= 1−
E
[
sZ
f−V f
n 1{V f>0}
]
1− q
= 1−
E
[
sZ
f−V f
n 1
V f
]
−E
[
sZ
f
n 1{V f=0}
]
1− q .
For any t, s > 0
E
[
sZ
f−V f tV
f
]
= E
[
sZ
f
E[(t/s)V
f |Z
]
= E
sZf Zf∑
k=0
(t/s)k
(
Zf
k
)
qZ
f−k(1− q)k

= E
[
(qs)Z
f
(
1 +
t(1− q)
qs
)Zf]
= f(sq + t(1− q)).
Furthermore,
E
[
sZ
f
1{V f=0}
]
= E
[
sZ
f
P(V f = 0|Zf )
]
= E
[
(sq)Z
f
]
= f(sq).
Therefore, writing tn := snq + 1− q we have that 1− tn = q(1− sn) and
P(H(T ∗−) > n) = 1− f(snq + 1− q)
1− q +
f(snq)
1− q =
(1− f(tn))− (q − f(snq))
1− q .
By Taylor we have that ∃z ∈ [snq, q] such that
f(snq) = q + qf
′(q)(sn − 1) + f
′′(z)q2(sn − 1)2
2
.
Since q < 1 we have that f ′′(z) exists for all z ≤ q and is bounded above by f ′′(q) <∞.
By Lemma 2.2.2
1− f(tn) = µ(1− tn) + Γ(3− α)
α(α− 1)(1− tn)
αL
(
(1− tn)−1
)
for a slowly varying function L. In particular,
P(H(T ∗−) > n)
(1− sn) =
q
1− q
(
1− f(tn)
1− tn − f
′(q) + f ′′(z)q(sn − 1)/2
)
=
q
1− q
(
µ− f ′(q) +O ((1− sn)α−1L ((1− sn)−1))) (6.10)
∼ q(µ− f
′(q))
1− q
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which is the desired result.
Recall that ∆Yn is the first hitting time of level n of the backbone by Yn and
Lx is the collection of traps adjacent to x then for ε > 0 let
hn,ε :=
⌈
(1− ε) log(n)
log(f ′(q)−1)
⌉
and B(n) :=
∆Yn⋂
i=0
{|{T ∈ LYi : H(T ) ≥ hn,ε}| ≤ 1}
denote the critical height of a trap and the event that any backbone vertex seen up to
reaching level n has at most one hn,ε-trap (which is C3(n) of [10]) respectively.
Lemma 6.2.2. Under the assumptions of Theorem 6.2 we have that lim
n→∞P(B(n)
c) =
0.
Proof. Using [10, Lemma 7.2] we have that the number of backbone vertices visited
by ∆n is at most Cn with high probability therefore
P(B(n)c) ≤ o(1) + Cn (P(H(T ∗−) > hn,ε)−P(|{T ∈ Lρ : H(T ) ≥ hn,ε}| = 1)) .
Recall shn,ε = P(H(T h) < hn,ε) and from (6.10) we have that
P(H(T ∗−) > hn,ε) = (1− shn,ε)
q(µ− f ′(q))
1− q +O((1− shn,ε)
αL((1− shn,ε)−1)
for some slowly varying function L.
Similarly to the method used in Lemma 6.2.1 we have that
P(|{T ∈ Lρ : H(T ) ≥ hn,ε}| = 1)
=
∞∑
k=1
k−1∑
j=1
P (Z1 = k, V1 = k − j, |{T ∈ Lρ : H(T ) ≥ hn,ε}| = 1)
=
∞∑
k=1
P(Z1 = k)
k−1∑
j=1
P(V1 = k − j|Z1 = k)j(1− shn,ε)sj−1hn,ε
=
∞∑
k=1
(1− qk)pk
1− q
k−1∑
j=1
(
k
j
)
qj(1− q)k−j
1− qk j(1− shn,ε)s
j−1
hn,ε
=
q(1− shn,ε)
1− q
∞∑
k=1
kpk
k−2∑
j=0
(k − 1)!(qshn,ε)j(1− q)k−1−j
j!(k − 1− j)!
=
q(1− shn,ε)
1− q
∞∑
k=1
kpk
(
(qshn,ε + 1− q)k−1 − (qshn,ε)k−1
)
=
q(1− shn,ε)
1− q
(
f ′(thn,ε)− f ′(qshn,ε)
)
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where thn,ε = qshn,ε + 1− q. By Taylor f ′(qsn) = f ′(q) +O(1− shn,ε) as n→∞. From
Lemma 2.2.2 we have that 1− f(thn,ε) = µ(1− thn,ε) + (1− thn,ε)αL((1− thn,ε)−1) for
some slowly varying function L. Applying [53, Theorem 2] we have that f ′(thn,ε) =
µ+O((1− thn,ε)α−1L((1− thn,ε)−1)). In particular,
P
( ∣∣{T ∈ Lρ : H(T ) ≥ hn,ε}∣∣ = 1)
=
q(1− shn,ε)
1− q
(
µ− f ′(q) +O ((1− thn,ε)α−1L((1− thn,ε)−1)) )
since α < 2, thus
P(B(n)c) ≤ o(1) +O(n(1− thn,ε)αL((1− thn,ε)−1)).
There exists some constant c such that 1 − thn,ε ∼ qcµf ′(q)hn,ε ≤ cn−(1−ε) therefore
since α > 1 we can choose ε > 0 small enough (depending on α) such that P(B(n)c)
converges to 0 as n→∞.
Let D(n) :=
{
maxj≤∆Yn H(T ∗−Yj ) ≤ 3 log(n)/ log(f ′(q)−1)
}
be the event that all
branches seen before reaching level n are of height at most 4 log(n)/ log(f ′(q)−1).
Lemma 6.2.3. Under the assumptions of Theorem 6.2 we have that P (D(n)c) ≤ Cn−2
for some constant C.
Proof. By comparison with a biased random walk on Z, standard large deviations
estimates yield that for C sufficiently large P(∆Yn > Cn) ≤ cn−2 for some constant c.
Using Lemma 6.2.1 we then have that for independent branches T ∗−j
P
 cn⋃
j=1
H(T ∗−j ) >
3 log(n)
log(f ′(q)−1)
 ≤ cnP(H(T ∗−) > 3 log(n)
log(f ′(q)−1)
)
≤ Cnf ′(q)
3 log(n)
log(f ′(q)−1)
= Cn−2.
As explained at the beginning of the section, these three results, combined with
[10, Theorems 1.1 & 1.3], are sufficient to complete the proof of Theorem 6.2.
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Glossary
The notation used in this thesis is vast and, although an attempt at consistency has
been made, there is some notation reused between chapters for different purposes.
Included here is a list of some of the most important and frequently used notation as
well as a note on several duplications.
To begin, the notation stated in the introduction will remain reasonably con-
sistent throughout with several minor exceptions. Firstly, we use X for both the
randomly trapped random walk and the random walk on a GW-tree interchangeably
since, in context, it should be clear to which walk we are referring. The same goes
for the embedded walk Y . The stability index α is used for both the stability of the
holding times in the randomly trapped random walk model and also the stability of
the offspring law in the GW-tree model. The functions f , g and h are introduced as
probability generating functions of GW-trees however we will often use them as arbi-
trary functions. We introduce χj as independent Bernoulli random variables however
they are later used for other variables. Similarly, for the GW-tree model Zn denotes
a GW-process whereas Z is often used to denote other random variables. Finally, the
notation G(V,E) for a graph is never used after the introduction and we often use G
to denote a geometric random variable.
Xt trapped walk
Yn embedded walk
β bias of the walk
α stability index of heavy tailed variables
γ a scaling exponent for the walk
τ+x first return time to x
vx number of visits to x up to a given time
ω environment
η = (ηk)k≥0 sequence of holding times
Sn clock process
L local times of Y
µ mean of the offspring distribution
σ2 variance of the offspring distribution
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T fixed tree
Tx the descendent tree of x in T
ρ root of T
d(x, y) graph distance between points x, y
|x| := d(ρ, x) graph distance between x and the root of the tree
H(T ) height of T
c(x) children of x in T
←−x parent of x in T
ξ offspring variable
ξ∗ size-biased variable
T GW-tree conditioned to survive
Y backbone of T
T f GW-tree with the p.g.f. f
ξf offspring variable with p.g.f. f
T ∗− a branch of T
νβ speed of the walk
Bnt Brownian approximation
B interpolation of Bnt
ζYm, ζ
X
t regeneration times for the walks Y,X
%k regeneration points for the walk Y
mt number of regenerations by time t
∆n first hitting time of level n
P law over the embedded walk Y
Pω quenched law
P environment law
P annealed law
D([0,∞),R) ca`dla`g functions f : [0,∞)→ R
DV ([0,∞),R) D([0,∞),R) equipped with topology V
an scaling sequence of heavy tailed variables
L, L˜ functions which vary slowly at ∞
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