We derive an explicit generating function of correlations functions of an arbitrary tau-function of the KdV hierarchy. In particular applications, our formulation gives closed formulae of a new type for the generating series of intersection numbers of ψ-classes as well as of mixed ψ-and κ-classes in full genera.
Introduction and results
The famed Korteweg-de Vries (KdV) equation
has long been known to be integrable. It belongs to an infinite family of pairwise commuting nonlinear evolutionary PDEs called the KdV hierarchy. The hierarchy can be described in terms of isospectral deformations of the Lax operator
Namely, the k-th equation of the KdV hierarchy, in the normalization of the present paper, reads
3)
Here, the independent variables t 0 , t 1 , t 2 , ... are called times. The symbol L , see e.g. the book [14] for details. The k = 1 equation of (1.3) coincides with (1.1). As customary in the literature, we shall identify t 0 with the spatial variable x.
The notion of tau-function for the KdV hierarchy was introduced by the Kyoto school [45, 25, 13] during the 1970s-1980s. In 1991, E. Witten, in his study of two-dimensional quantum gravity [47] , conjectured that the generating function of the intersection numbers of ψ-classes on the Deligne-Mumford moduli spaces M g,n of stable algebraic curves is a tau-function of the KdV hierarchy. Witten's conjecture was later proved by M. Kontsevich [32] ; see [31, 44, 39] for several alternative proofs. Moreover the so-called "tau structures" of KdV-like hierarchies became one of the central subjects in the study of the deep relation between integrable hierarchies and Gromov-Witten invariants [20, 18, 19] .
The original motivations of the Witten's conjecture identify the tau-function τ = τ (t 0 , t 1 , t 2 , . . .) of a particular solution to the KdV hierarchy with the partition function of 2D quantum gravity. The time variables t 0 , t 1 , t 2 , . . . are identified with coupling constants associated with observables τ 0 = 1, τ 1 , τ 2 , . . . of the quantum theory. Thus, the quantum correlators of 2D quantum gravity are just logarithmic derivatives of the tau-function τ k1 τ k2 . . . τ kn = ∂ n log τ (t 0 , t 1 , t 2 , . . .) ∂t k1 ∂t k2 . . . ∂t kn t0=t1=t2=...=0
.
(1.5)
Tau-functions of some other solutions to the KdV hierarchy along with the corresponding correlators of the form (1.5) proved to be of interest for other applications, in particular to the study of topology of DeligneMumford moduli spaces (see below). The main goal of this paper is to provide a simple algorithm, in the framework of the theory of Lax operator and its eigenfunctions, for computation of n-point correlators of an arbitrary solution to the KdV hierarchy. Conversely, let u(t) be an arbitrary (formal) solution of the KdV hierarchy (1.3); then there exists [14] a tau-function τ (t) such that ∂ 2 x log τ (t) = u(t). The tau-function of u(t) is uniquely determined up to a gauge freedom τ (t) → exp α −1 + j≥0 α j t j τ (t)
( 1.7) where the coefficients α j , j ≥ −1 are arbitrary constants.
Let τ (t) be any tau-function of u(t). Define the wave and dual wave functions by
τ (t) e ϑ(z;t) , ψ * (z; t) = ψ(−z; t) = τ (t + [z The gauge freedom (1.7) affects ψ(z; t) by a multiplicative factor of the form
The wave functions are (formal) eigenfunctions of the Lax operator
Their dependence on time variables is specified by the following compatible system
( 1.12) where the differential operators A k are defined in (1.4). As z → ∞ the (formal) asymptotic behaviour is ψ(z; t) = 1 + O(z −1 ) e ϑ(z;t) , ψ * (z; t) = 1 + O(z −1 ) e −ϑ(z;t) .
(1.13)
They satisfy an infinite system of bilinear relations res z=∞ ψ(z; t) ψ * (z; t) z 2p dz = 0, ∀ t, t, p = 0, 1, . . . .
(1.14)
See e.g. [14] , Thm. 6.3.8 for proofs of these statements. Depending on the context, the wave and dual wave functions (as well as the τ -function) can be defined analytically following the approach of G. Segal and G. Wilson [46] ; also see our Remark 4.2 below. Definition 1.1. For any tau-function τ (t) of the KdV hierarchy, we call the functions τ k1 τ k2 . . . τ kn (t) := ∂ n log τ ∂t k1 . . . ∂t kn (t), n ≥ 1 (1.15) and the numbers τ k1 τ k2 . . . τ kn := τ k1 τ k2 . . . τ kn (t = 0) (1.16) the n-point correlation functions and the n-point correlators of the tau-function respectively. For every n ≥ 1 we define the generating function of n-point correlation functions by F n (z 1 , . . . , z n ; t) := Evaluating it at t = 0 F n (z 1 , . . . , z n ) := F n (z 1 , . . . , z n ; 0)
one obtains generating functions of n-point correlators of τ (t).
The notation (1.15) is borrowed from the literature in quantum gravity [47] .
We are now in a position to formulate the first main result of the paper. Theorem 1.2. Let τ be any tau-function of the KdV hierarchy and let ψ, ψ * be defined by (1.8) . The generating function of one-point correlation functions has the following expression
where
The proof is in Sect. 3. The identity (1.18) gives a unique reconstruction, up to a multiplicative constant, of tau-function from the knowledge of the corresponding wave functions and thus provides a converse to Sato's result.
Remark 1.3. The reader conversant with the theory of isomonodromic deformation will observe similarity with the Jimbo-Miwa-Ueno definition of isomonodromic tau-function [27, 5] .
Remark 1.4. The theory developed by Sato et al. gives a formal expansion of τ by using the infinite Grassmannian approach (see for example in [26, 4, 50] for details)
which provides derivatives of τ at t = 0 in terms of Plücker coordinates. Here, Y denotes the set of Young diagrams, π µ are Plücker coordinates of a point in the Sato Grassmannian, s µ = s µ (T ) are Schur polynomials in T = (T 1 , T 2 , . . .) with t k = −(2k + 1)!! T 2k+1 . However, the representation (1.20) does not help much with computation of logarithmic derivatives of tau-function.
A well-known formula (see e.g. [2] , pag. 389), expressing the generating function of τ 0 τ j , can be easily obtained as an immediate corollary of Theorem 1.2: Corollary 1.5. The following equality holds true:
It has been shown in [16, 2] that any pair of wave and dual wave functions ψ, ψ * satisfy
Hence from (1.22) and (1.21) we have
, j ≥ 0.
Our next result expresses the generating function of two-point correlation functions in terms of wave and dual wave functions. Proposition 1.6. Let τ be a tau-function of the KdV hierarchy and let ψ, ψ * defined by (1.8) . The generating function of two-point correlation functions has the following expression
where R = R(z; t) = ψ(z; t) ψ * (z; t), χ = χ(z; t) = ∂ x log ψ(z; t); the explicit dependence on t of the functions R(z; t), R(w; t) etc. is omitted from (1.23).
The proof is in Section 4.1. Note that both R and χ are intended as formal Laurent series in z −1 whose coefficients are differential polynomials in u. The formula (1.23) was also derived in [20] through the HadamardSeeley expansion of e ε L , ε → 0. Now we formulate the result for n-point correlation functions (n ≥ 2); it includes the case n = 2 but we have preferred to highlight it separately in the above Prop. 1.6 for clarity's sake. Theorem 1.7 (Main Theorem). Let τ be any tau-function of the KdV hierarchy and let ψ = ψ(z; t), ψ * = ψ * (z; t) be defined by (1.8) . Let R = R(z; t) be as above. Denote Θ the matrix given by one of the following equivalent expressions
where the matrix Ψ(z; t) is defined in (1.19) . Then the generating function of n-point correlation functions with n ≥ 2 has the following expression
(1.27) Here δ n,2 is the Kronecker delta, S n denotes the group of permutations of {1, . . . , n}, and for a permutation r = [r 1 , . . . , r n ], r n+1 is understood as r 1 .
The proof is in Sect. 4.
Remark 1.8. The reader can verify that the right side of (1.27) is regular on the diagonals z i = z j .
Example 1.9. The next example is n = 3 for which the theorem above yields (on account of the cyclicity of the trace)
(1.28)
Application to intersection numbers of ψ-classes on M g,n .
Recall that M g,n denotes the DeligneMumford moduli space of stable curves of genus g with n marked points; let us also recall
Witten's conjecture (Kontsevich's theorem): The partition function of 2D quantum gravity
is a tau-function of the KdV hierarchy (1.3). Here τ k1 . . . τ kn are intersection numbers of ψ-classes over the Deligne-Mumford moduli spaces
is a nonnegative integer, 0, otherwise.
(1.30)
In the above integrals, ψ i is the first Chern class of the i-th tautological line bundle over M g,n .
The partition function Z(t) is now generally known as the Witten-Kontsevich tau-function. Witten's conjecture implies that u
is a particular solution of (1.3), for which reason we call it the WittenKontsevich solution, also known as the topological solution. It can be specified by the initial data
(1.31)
Applying Theorem 1.2 and Theorem 1.7 to the Witten-Kontsevich tau-function, we obtain Theorem 1.10. Let M (z) denote the following matrix-valued formal series
The generating functions of n-point intersection numbers (1.30)
are given by the following formulae:
(1.35)
The expression (1.34) is equivalent to the well-known formula (for example see in [23, 43] ):
(1.36)
The formula (1.35) seems to be new. 
It should be apparent that the two generating functions are related by a (formal) multiple Laplace transform. Okounkov's approach produced integral expressions (but reducing to explicit formulae for n ≤ 3). On the other hand the formula (1.35) is absolutely explicit and allows an efficient computation of the n-point numbers also for very high genera. See Section 8 below for more details.
Application to higher Weil-Petersson volumes. The Main Theorem also allows us to compute higher Weil-Petersson volumes, by which we mean integrals of mixed ψ-and κ-classes of the form
Recall [1, 42] that κ-classes as elements of the Chow ring A * M g,n are defined by
where f : M g,n+1 → M g,n is the universal curve (the forgetful map). The class κ 0 = 2g − 2 + n is just a constant, so it will not appear below. The integrals (1.38) take zero values unless
We denote by Z κ (t; s) the partition function of higher Weil-Petersson volumes 
The partition of 0 is denoted by (0); ℓ((0)) = |(0)| = 0. For an arbitrary sequence of indeterminates q 1 , q 2 , . . . denote q λ := q λ1 · · · q λ ℓ(λ) ; we use ≺ for the reverse lexicographic ordering on Y, e.g.
There are two ways to represent the generating functions of the intersection numbers κ 
Here L λµ are transition matrices from the monomial basis of symmetric functions to the power sum basis [36] , see Lemma 7.3 below for an explicit expression for the entries of this matrix.
Part II. The wave function corresponding to higher Weil-Petersson volume satisfies
Denote by F κ n (z 1 , . . . , z n ; s) the generating function of the higher Weil-Petersson volumes, i.e. The polynomials h k = h k (x 1 , . . . , x k ), k ≥ 1 in the formula (1.45) are defined by the well known generating
Example 1.13. Using Thm. 1.12 we obtain in particular
(1.53)
Moreover, we find 
A brief reminder of the KdV hierarchy
In this preliminary section we review some useful facts about the KdV hierarchy (1.3), and derive generalized Kac-Schwarz operators associated to string equations.
Let A u be the ring of differential polynomials in u. Define a family of differential polynomials Ω p;0 (u; u x , ..., u p ) with zero constant term for p ≥ 0 through the Lenard-Magri recursion
Here,
Then the KdV hierarchy (1.3) can be equivalently written as
The first few Ω p;0 are given by
In general, we have [20, 2, 16 ]
Let ψ(z; t) and ψ * (z; t) be a pair of wave and dual wave functions of the KdV hierarchy. As in the Introduction, we define the following two formal series in z −1 by
We remind [14] that the function R coincides with the diagonal value of the resolvent of the Lax operator L. One can easily see from (1.22) and (2.8) that it gives the generating series of Ω p;0 , i.e.
It is well known that the following two lemmas hold true for R(z) and χ(z), for which we omit proofs.
Furthermore, the following formula holds true for R(z)
In the above formulae it is understood that R(z; t) = R(z; u(t); u x (t), . . .).
One can recognize that R(z; u; u x , . . .) is a full genus correction of gradient of the period of the one-dimensional Frobenius manifold [17, 20] .
). Let ψ = ψ(z; t) and ψ * = ψ * (z; t) be a pair of wave and dual wave functions of the KdV hierarchy. The following formula holds true:
Proof. The identity (2.16) is well-known. The proof of (2.17) is straightforward by using (2.16) and (2.9).
One-point correlation functions of the KdV hierarchy
In this section we prove Theorem 1.2 by using the bilinear identities (1.6). Following [2] , we will frequently use the following differential operator
Lemma 3.1. For any tau-function τ (t) of the KdV hierarchy and any z ∈ C, z = 0 we have
The proof of this lemma is a straightforward application of Lemma 2.3 and hence omitted.
Proof of Theorem 1.2. Let τ (t) be any tau-function of the KdV hierarchy. Let ψ(z; t) and ψ * (z; t) be the corresponding wave and dual wave functions (1.8). The bilinear identities (1.6), (1.14) imply that ∀ t, t, w
Here R is a sufficiently large number. Note that
Applying the operator ∇(w) to the above identity (3.3) and then setting t = t, we obtain that ∀ t, w,
Noticing now that
we have
Similarly we have
Here we have used the following expansions
Substituting (3.8) and (3.9) into (3.5) we arrive at
Replacing w → −w in (3.12) we obtain
Now let us look at the r.h.s. of (1.18). It is straightforward to compute the following products
14)
As a result we have
The last equality uses (3.12), (3.13) and Lemma 3.1. The theorem is proved.
Remark 3.2. The interesting formula in Theorem 1.2 is inspired by, and can be derived alternatively from, the formulation of a Jimbo-Miwa-Ueno isomonodromic tau-function [27, 5] . We will use this formulation in a forthcoming publication for Drinfeld-Sokolov hierarchies [6] .
Multi-point correlation functions of the KdV hierarchy
In this section we apply Theorem 1.2 to derive generating functions of multi-point correlation functions of the KdV hierarchy. We will need the following formulae for the time derivatives of wave functions.
Lemma 4.1. Let ψ(z; t) and ψ * (z; t) be any pair of wave and dual wave functions and let R(z; t) = ψ(z; t) ψ * (z; t). It follows that
Proof. The identity (4.1) is a standard result; e.g. see the formula (3.12) in [16] or (11.24) in [2] . The others follow from (4.1).
Remark 4.2. The Definition of the matrices Ψ and Θ is valid not just in a formal sense. In many cases the matrix Ψ solves a Riemann-Hilbert problem; for example if the potential u(x) is in an appropriate Schwartz class or it belongs to the class of quasi-periodic functions (as in the finite gap integration problems). In these cases the identities for generating functions in the next section have also an analytic meaning and allow to tackle the problem of studying large time behaviours. This is interesting e.g. in the case of the particular solution of Witten-Kontsevich (see below), because the matrix Ψ could be written not just as a formal series but analytically in terms of Airy functions. We postpone this type of analysis to a forthcoming publication [3] .
Generating function of two-point correlation functions
In this subsection we prove Prop. 1.6.
Proof of Prop. 1.6. Applying the operator ∇(w) on both sides of (1.18) we obtain
It is easy to see that
Here and below we will use Pauli matrices
We have
(4.11)
(4.13) Substituting (2.11) into the formula we obtain (1.23). The theorem is proved.
Example 4.3. The first few two-point correlation functions are given by
14) To end this subsection we point out that, for an arbitrary solution u(t) of the KdV hierarchy, the Sato tau-function τ and the axiomatic tau-function τ KdV defined in [20] coincide up to a gauge factor of the form e α−1+ j≥0 tj αj . Indeed, by definition we know that ∀ p, q, r,
From Theorem 1.6 and Lemma 2.1 we know that τ p τ q ∈ A u and that
So τ satisfies the defining properties of τ KdV .
Generating functions of multi-point correlation functions
Notation. For a permutation r ∈ S n , n ≥ 2 denote
where r n+1 is understood as r 1 .
Lemma 4.4. The following formula holds true:
(4.20)
with Q defined in (4.10).
Proof. We have, using the Leibniz rule,
(4.21)
Proof of Theorem 1.7. We use mathematical induction on n. For n = 2, the theorem has been already verified in Prop. 1.6. Suppose it is true for n = p (p ≥ 2). For n = p + 1,
Here, for a permutation r = [r 1 , . . . , r ℓ ] ∈ S ℓ , r 0 := r ℓ , and we have used the facts that both P (r) and matrix trace of products are invariant under the cyclic permutation. In the step marked with an asterisk, we have used that the terms of the form
are zero; to see this the reader can notice that the above is the infinitesimal action of the conjugation action by e sQ(zp+1) and the trace Tr(Θ(z r1 ) · · · Θ(z rp )) is invariant under simultaneous conjugation of the matrices. In the step marked with † we have relabeled the summation over permutations. In the last step we have used that the summand is invariant under cyclic permutations of the indices. The theorem is proved.
On string equation and Kac-Schwarz operator
In the remaining part of this paper we will consider a subset of solutions of the KdV hierarchy [20] whose tau-functions are specified by string equations: 
where the constants c k are the shifts in the times t k in (5.1).
The above definition also can been generalized to the Gelfand-Dickey hierarchy in [29, 7] .
. Then the following formula holds true:
Proof. On one hand we have
On another hand we have
(2k−1)!! K, which was our statement. 
Taking t k = 0, k ≥ 1 in (5.1) and substituting it into the above equality one obtains (5.6). Equation (5.7) is obtained by taking x-derivative of (5.6). Equation (5.8) can be derived from the defining equations (1.11) and (1.12), which is a standard expression hence omitted. Taking the x-derivative in (5.8) yields (5.9).
We will apply below results of Propositions 5.2, 5.3 to computation of higher Weil-Petersson volumes, see Appendix B.
Application to the Witten-Kontsevich tau-function
In this section we consider a particular solution of the KdV hierarchy (1.3) . Namely, we are going to apply Theorem 1.2, Theorem 1.7 and the Witten-Kontsevich theorem to derive n-point functions of the intersection numbers (1.30).
To do so we first derive the initial datum of the wave function ψ
Solutions of this ODE can be expressed as linear combinations of Airy functions. Imposing the asymptotic condition f
) is yet to be determined and is a function independent of x. The asymptotic expansion of (6.2) is of the indicated form only in a suitable sector; the dual wave function admitting the required asymptotic in the same sector is found in Appendix A. To fix the gauge freedom we need to enforce the string equation
which is derived by Witten [47] . One immediately reads off from (6.3) that
So, due to Definition 5.1, the Kac-Schwarz operator associated to Z(t) reads
Prop. 5.3 with the values (6.4) yields immediately that
On the other hand from (6.2) we have
Comparing (6.6), (6.7) we conclude that G(z) is a constant and thus G(z) ≡ 1.
Setting x = 0 in (6.7) yields
where the symbol ≃ stands for asymptotic equivalence, and c(z) and q(z) are known as the Faber-Zagier series [26, 10] which can be computed from the known expansions of Airy functions
10)
For future reference, we also have, from Prop. 5.3
(z) satisfy the following system of ODEs
The Faber-Zagier series satisfy the well-known relation 
Proof. By straightforward computations and by using summation formulae for hypergeometric series (i.e. Dixon's identities and contiguous identities [33] ).
Due to the definition of Z(t), the relation between the intersection numbers and the n-point correlation functions of Z(t) consists simply in an evaluation at t = 0:
Proof of Theorem 1.10.
Let us first consider one-point intersection numbers. According to Theorem 1.2 and the Witten-Kontsevich theorem, we have
Thus we obtain
i.e. τ 3g−2 = τ 3g−2 g = 1 24 g ·g! . Now we consider the n-point function for intersection numbers of ψ-classes. Substituting (6.8) into (1.26) and using Lemma 6.3 we obtain
So we have
The theorem is proved. Theorem 1.10 allows a very efficient way of computing the intersection numbers of ψ-classes. We list in Appendix C several of them. The initial values of the functions R(z; t), R x (z; t), R xx (z; t) are immediately read off from Thm 1.10.
Corollary 6.4. For the Witten-Kontsevich solution of the KdV hierarchy we have
Relationship with topological recursion. Let us briefly comment on the relationship between the formulae (1.35) and functions of Eynard-Orantin type, sometimes referred to as solutions of the topological recursions.
Recall that Z(t) admits the genus expansion
, (6.25) where F g are genus g free energies corresponding to the Witten-Kontsevich solution
where we remind the reader that
Hence we have
The functions W W K g,n (z 1 , . . . , z n ) are introduced by Eynard and Orantin [21] ; see also [48, 49] . It is proved for example in [49] that Eynard-Orantin's topological recursions for W W K g,n are equivalent to the Virasoro constraints [15, 20] .
Note that, differently from the Eynard-Orantin recursion our formulae (1.35) for F W K n (z 1 , . . . , z n ) are in full genera.
Application to higher Weil-Petersson volumes
In this section we apply Theorem 1.7 to the solution of higher Weil-Petersson volumes, for which we mean intersection numbers of mixed κ-and ψ-classes:
These numbers are zero unless
Theorem 7.1 ( [30, 41] ). The partition function Z κ (t; s) defined by
is a particular tau-function of the KdV hierarchy (1.3). Moreover,
where h k (s) are polynomials in s 1 , s 2 , . . . defined through
Observe that, equivalently Z κ (t; s) has the form
It is easy to see that Z(t) = Z κ (t; 0).
There exist several methods for computing the integrals (7.1), including application of the Virasoro constraints [38, 39, 22, 41, 49] , the quasi-triviality approach [20, 51, 26] , as well as an interesting method in the original paper of [1] . We propose a yet different approach, based on Thm. 1.7 and Thm. 7.1.
Proof of Theorem 1.12
Before entering into the proof proper, we need a few preparations.
Lemma 7.2. The following formula holds true
where L λµ is the transition matrix from the monomial basis to the power sum basis. We have used the shorthands
Proof. By Taylor expansion of the exponential we have
where the last equality uses the definition of the transition matrix between homogeneous basis and power sum basis.
It is known that the matrix (L λµ ) equals to the product of the character table and the Kostka matrix. Now we are going to give two explicit formulae for L λµ for given λ, µ.
2 ), etc. Let p(n) be the number of partitions of weight n, i.e. p(0) = p(1) = 1, p(2) = 2, p(3) = 3, . . . ; and let r n := n k=1 p(k), n ≥ 1, r 0 := 0. According to the Macdonald's book [36] L λµ counts the number of maps f such that f (λ) = µ. The following lemma provides an efficient way for computing the matrices L λµ . Lemma 7.3. For any λ, µ satisfying |λ| = |µ|, denote v(λ) = ℓ(λ) − m 1 (λ). The following formula holds true:
(7.10)
Proof. By noticing that the combinatorial meaning of r.h.s. of (7.10) is the same as that of L λµ . 
We have the following observations:
(i) The sum of the last row of (κ λµ ), |λ| = |µ| is a Bell number. Indeed taking in
Then taking s 2 = s 3 = . . . = 0 we obtain
i.e.
which is the k-th Bell number.
(ii) The sum of any row of (κ λµ ), |λ| = |µ| is a Bell number. More precisely,
Indeed, due to the combinatorial meaning, for a fixed weight the sum only depends on the number of rows of λ. Since in (ii) we have obtained the sum for λ = (1 k ), the formula (7.18) follows for any λ.
We are now in a position to prove Thm. 1.12.
Proof of Part I. Note that for any partition λ = (λ 1 ≥ λ 2 ≥ . . .) ∈ Y, we have
According to Theorem 7.1,
Therefore we can write the following expansion
From (7.21) we collect the coefficient of s λ in the generating function F κ n (z 1 , . . . , z n ; s). For this purpose we can use the generating formulae in Thm. 1.2 and Thm. 1.7 to arrive at k1,...,kn≥0
where for a partition µ, w µ :=
This concludes the proof of Part I. Remark 7.5. Note that
. . , z n ; t) and F κ n (z 1 , . . . , z n ; t; s) denote the generating functions of n-point correlation functions corresponding to Z(t) and Z κ (t; s), respectively. Then we have
Proof of Part II. By definition of the wave function we have
x (z; t). Note that Z κ (t; s) = 1 + . . . and that Z κ (t; 0) = Z(t). Expanding in s 1 , s 2 , . . . we have
for some functions A λ (z) and B λ (z). The formulae (1.47), (1.48) are then obtained from Thm. 1.2, Thm. 1.7 and Thm. 7.1, and this proves Part II. The proof of Thm. 1.12 is complete.
One can use the formulae in Lemma 4.1 and the formula (4.20) recursively to obtain
At present we do not have a closed form for these generating functions of "multi-point wave functions".
Examples of computations of higher Weil-Petersson volumes
In this section we give some explicit examples of calculations of higher Weil-Petersson volumes by using the main theorem and Thm. 1.12. 31) and by taking twice the x-derivatives we find
The corresponding n-point functions take the following form
where W W P g,n (z 1 , . . . , z n ; s) are rational functions of the "Eynard-Orantin type":
otherwise.
(7.35)
An algorithm for computing u 0 (x; s) has been given in [51] , from a table of which we get
. . , (7.36) [49] .
It was shown in [38, 39] that
We remark that the relationship between v g,n and W W P g,n is a Laplace transform [41, 22, 48] :
Note that in the above example we have not used Thm. 1.12. More generally, given any initial value problem of the KdV hierarchy with an initial data u(x, 0) = u 0 (x) ∈ C[[x]] one can compute the resolvent function R(z; x) of the Lax operator by solving the ODE (2.11). Then, with the help of the Main Theorem, the generating functions of multipoint correlators readily follow.
Let us now give examples of application of Thm. 1.12.
Example 7.7. (linear insertion of κ-classes). For n = 0, λ = (j) we have
Here " + " means taking the polynomial part in the z expansion at infinity. Particularly, if n = 1, j = 1 then we have
This means that
If n = 1, j = 2 then we have
whence a straightforward manipulation of series shows
(7.57)
Similar computations lead to
(7.58)
In general, we have
So we can also collect the following generating function for linear insertion of κ-classes:
where " − " means taking the negative part in the w expansion at ∞.
Example 7.8 (linear deformation of the wave function). For j ≥ 1, we have
By using Lemma 4.1 and Corollary 6.4 we obtain
etc. In the above formulae it is understood that q = q(z), c = c(z) are Faber-Zagier series. As it was expected, indeed, all deformation terms A λ (z), λ = (0) contain only negative powers in their expansions at z → ∞. Similarly, we have 
Further remarks
It would be interesting to prove directly the equivalence between the formula (1.35), the (explicit) integral/recursive formulae of "n-point functions" given by Okounkov [43] , Liu-Xu [34, 35] , Brézin-Hikami [8, 9] , and Kontsevich's main identity [32] . We indicate the relation between these three as follows. Recall that, given a formal (divergent) series of the form
it can be re-summed by a suitable version of the Borel summation method. Noting that
we have, integrating term-by-term
k is the Borel re-summation of f (z). In general we say that f (z) is Borel summable if the functionf (s) (the "Borel transform" of f ) has a nonzero radius of convergence, and it can be extended analytically along a strip surrounding the real positive axis. It then follows that the relation between the generating functions of intersection numbers that we have constructed in this paper and Okounkov's generating functions is precisely that the latter are Borel transforms of the former, or, which is the same, that the former are asymptotic expansions of the Laplace transforms of the latter. The relation between our generating function and Kontsevich's is simpler. To be precise, let us introduce the following notations
Then we have
For n = 1, one can directly verify (8.6) (actually in the case n = 1 the generating series of Okounkov and ours are both well-known). Indeed,
Recall that
So it is straightforward to verify (8.6) for n = 1. However, it appears that for n ≥ 2 a direct verification of (8.6) is not trivial.
The final remark is that the formula (1.27) for multi-point correlation functions possesses certain universality in tau-symmetric integrable systems. Indeed, it can be generalized to the Gelfand-Dickey hierarchy and more generally to the Drinfeld-Sokolov hierarchy, as well as to the Jimbo-Miwa-Ueno isomonodromic problems [5, 27] , which will be presented in a separate publication [6] . It would be interesting to investigate whether the formula works for all integrable hierarchies of topological (or cohomological) type associated to semisimple Frobenius manifolds [20, 19] : the first nontrivial examples in this investigation would be the intermediate long wave hierarchy [11] , the discrete KdV hierarchy [19] and the extended Toda hierarchy [12] . The last equality uses similar derivation as in Lemma 6.3. We read off from the above expression that 
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