Convection in the Melt by Drake, John Bryant
University of Tennessee, Knoxville
Trace: Tennessee Research and Creative
Exchange
Doctoral Dissertations Graduate School
12-1991
Convection in the Melt
John Bryant Drake
University of Tennessee - Knoxville
This Dissertation is brought to you for free and open access by the Graduate School at Trace: Tennessee Research and Creative Exchange. It has been
accepted for inclusion in Doctoral Dissertations by an authorized administrator of Trace: Tennessee Research and Creative Exchange. For more
information, please contact trace@utk.edu.
Recommended Citation
Drake, John Bryant, "Convection in the Melt. " PhD diss., University of Tennessee, 1991.
https://trace.tennessee.edu/utk_graddiss/1256
To the Graduate Council:
I am submitting herewith a dissertation written by John Bryant Drake entitled "Convection in the Melt." I
have examined the final electronic copy of this dissertation for form and content and recommend that it
be accepted in partial fulfillment of the requirements for the degree of Doctor of Philosophy, with a
major in Mathematics.
Vasilios, Alexiades, Major Professor
We have read this dissertation and recommend its acceptance:
Suzanne Lenhart, Henry Simpson, Oscar Koraneel, Eugene Macpherson, Roger Arimillil
Accepted for the Council:
Carolyn R. Hodges
Vice Provost and Dean of the Graduate School
(Original signatures are on file with official student records.)
To the Graduate Council: 
I am submitting herewith a dissertation written by John Bryant Drake entitled "Convec­
tion in the Melt." I have exan1ined the final copy of this dissertation for form and content 
and recon1mend that it be accepted in partial fulfillment of the requirements for the 
degree of Doctor of Philosophy, with a major in Mathematics. 
I I 
L�� 
&�:L !f�� 
�<J//0/c�' / 
Vasilios Alexiades, Major Professor 
Accepted for the Council: 
Associate Vice Chancellor 
and Dean of The Graduate School 
CONVECTION IN THE MELT 
A Dissertation 
Presented for the 
Doctor of Philosophy 
Degree 
The University of Tennessee, Knoxville 
John Bryant Drake 
December, 1991 
Copyright © John Bryant Drake, 1991 
All rights reserved 
lll 
ACKNOWLEDGEMENTS 
I would like to thank my major professor, Dr. Vasilios Alexiades, for many stimulating discussions, 
for his guidance, time and patience dealing with a "sometimes" graduate student. I would also like to thank 
Dr. Jim Park of ORNL for his instruction in fluids modeling and Dr. Jamie Sethian of UC-Berkeley for his 
suggestions concerning interface evolution. I am deeply grateful to my management at ORNL for 
encouraging me to complete this work and to Dr. Alan Solomon for acting as a mentor to those of us 
interested in phase-change modeling. Finally, let me thank my family, Frances, Susanna, Emma and Paul 
without whose continued understanding these studies could not have been completed. 
iv 
ABSTRACT 
A physical problem involving the melting/freezing of a phase-change material (PCM) is the applied 
setting of this research. The development of models that couple the partial differential equations for energy 
transport and fluid motion with phases of differing densities is a primary goal of the research. In Chapter 2, 
a general framework is developed for the formulation of conservation laws that admit interfaces. A notion 
of weak solution is developed and its relation with classical and other weak formulations is discussed. 
Conditions that hold across various kinds of interfaces are also developed. The formulation is examined 
for the conservation of mass, momentum and energy in Chapter 3. In Chapter 4, a numerical method for 
the solution of conservation law equations is given. The method uses a Crank-Nicolson time discretization 
and solves the implicit equations with a Newton/Approximate Factorization technique. The method cap­
tures interfaces and is consistent with the control volume weak formulations of Chapter 2. The numerical 
solution converges to the distributional solution of the conservation law. In Chapter 5, three applications of 
the theory are developed and numerical computations are presented. First, a one dimensional problem is 
studied involving conservation of mass. momentum and energy in a phase-change material with a liquid 
density larger than that of the solid. The second application is a suction problem in two dimensions. The 
bulk movement of a liquid and void are simulated with and without the effects of surface tension. The third 
application is to a three-dimensional simulation of the heating of a cylindrical canister of PCM in 1-g and 
0-g. For this simulation the Marangoni stress is the important driving force on the flow. 
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CHAPTER I 
INTRODUCTION 
The research contained in this thesis attempts to provide a framework for the numerical solution of 
phase-change problems that involve density change and convection. The goal of the research program is to 
formulate the conservation laws in a "weak sense" that correctly accounts for internal free surfaces, and to 
develop numerical algorithms consistent with this formulation. The results we obtain provide a further 
definition of the problems involved in this research program, together with several new extensions to the 
theory of numerical computation of weak solutions. The enthalpy method for phase-change problems with 
constant density is the starting point of this research and the model for the type of global formulation that is 
sought. A discussion of the enthalpy method is therefore appropriate to introduce the subject. 
Physical problems that involve one or more materials, or that involve the same material in different 
phases, often give rise to what are called "moving boundary problems". These are problems of partial dif­
ferential equations involving unknown boundaries, to be found as part of the solution. The presence of 
unknown (free) boundaries makes the problems nonlinear and mathematically interesting. Phase-change 
problems are a subclass of this area. An example of this type of problem is the melting and freezing of 
water in a closed container. The two phases present, ice and water, interact due to the movement of 
energy, and the boundary, or interface between the phases, changes with time. The energy of water at 
0 °C is significantly higher than that of ice, yet the two phases can coexist at the same temperature. This 
jump in energy is called the latent heat of fusion and for water is approximately 333 Joules/gram. This 
energy is released as water turns to ice. The capacity of many materials to store large amounts of energy in 
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their phase-change provides the basis of several imponant technological applications. Commercially, the 
most successful is the refrigerator. Many energy conservation projects utilize latent heat thermal storage 
capacity, to save energy when it is abundant, for example. when the sun is shining, and release it later when 
it is needed. 
For several years researchers involved in the modeling of phase-change processes and heat ttansfer 
have seen the utility and the generality of a formulation called the "enthalpy method", (see § 1.1). The 
enthalpy method has proved to be a useful tool in the mathematical analysis of phase-change problems and 
played an important role in the mathematical modeling and engineering design of thermal energy storage 
systems. This method has proved to be very general in its application to Stefan type problems [Stefan, 
1891] and other free boundary problems. The key insight of the method is to view the (energy) conserva­
tion law globally, applying throughout the entire material, even across interfaces where energy and fluxes 
experience jump discontinuities. This requires a mathematically weak (distributional) interpretation of the 
conservation law. and it became possible only after the theory of distributions and weak solutions to partial 
differential equations was firmly in place (by the 1950's). 
The analysis performed with the enthalpy method has required one severe physical assumption: that 
the densities of the two phases be the same. In engineering practice this assumption is usually permissible 
although physically most materials exhibit a change in density from one phase to the other. Water, for 
example, undergoes a 9% density change. The assumption of constant density justifies ignoring convection 
as an energy transfer mechanism, thus simplifying the problem drastically. It is the objective of this 
research to extend the mathematical and computational techniques of the constant density enthalpy method 
to the more general situation of a phase-change material that undergoes significant density change. The 
major implication of the density change is that fluid motion must be considered, bringing in the Navier­
Stokes equations. For this reason the research project has been entitled "Convection in the Melt" 
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The need for such an extension is driven by an application of the thermal energy storage concept to 
the solar energy power system of the planned U.S. space station. One design proposed by NASA uses 
Lithium Fluoride (LiF) as a phase change medium to provide heat to a turbo-alternator producing electric 
power when the space station is eclipsed by the earth. The density change on melting of LiF is about 25%. 
Consequently, the thermal analysis of the power system cannot ignore the effects of convection. Since the 
PCM is held in a closed container, the large change in density has another important implication for ther­
mal analysis. Large voids will form. The formation of voids in the material pose a reliability threat to the 
design. The voids obslruct heat flow and may cause over-heating of the container wall if they form near a 
hot surface. The metal fatigue induced by high thermal stresses in a cycling situation is cause for some 
concern among the system designers. The analysis of the void movement, location and the effect of the 
combined effects of phase-change and void on the convective transfer of heat in the system are required for 
a careful assessment of the design. 
The research presented here seeks to provide a model that includes all the relevant effects. Flow in 
0-g (or 1-g) is treated and surface tension forces on the void-liquid interface play a crucial role in the 
movement of the void and the evolution of the flow field. Having stated the breadth of the research prob­
lem we must admit that our contributions to the modeling of conservation laws are small. The application 
of enthalpy like methods when flows are included remains somewhat problematic and repleat with ques­
tions requiring further research. 
As a guide to the reader the following are specific areas in which this research has made some head­
way. First, in casting the problem with the inclusion of interfaces and interface effects in a weak formula­
tion framework. Chapter 2 describes the formulation of a weak, "mushy zone" model for conservation laws 
with discontinuities that can be used in numerical simulation. The conservation laws are studied in their 
distributional setting with the inclusion of surface terms. Balance equations for the interface regions are 
derived in Chapter 3 using the weak formulation developed in Chapter 2. The weak formulation also 
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allows us to identify the issues in numerical convergence proofs. The projection method for computing 
incompressible fluid flows is studied in Chapter 4 and extended to include surface effects and internal free 
boundaries. 
It is the goal of the research program started in this work to show the existence of a weak solution to 
the coupled phase-change, fluid flow and void system for both sharp and mushy interfaces. We hoped to 
solve the theoretical problem partially through experimentation and development of numerical algorithms 
that simulate the physical processes. We had hoped to provide a complete weak formulation but were 
unable to formulate the pressure equation as a global system. The problem requires the pressure solution 
attain a constant value in the void region (in other words, prescription of Dirichlet data inside the domain 
of solution of the elliptic problem) and admit a jump discontinuity at the void-liquid interface, the size of 
which is proportional to the curvature of the interface. While jumps in the solution or jumps in the gradient 
of the solution can be imposed using appropriate singular right hand sides, we were not able to find singular 
terms that would fix the solution inside the void region. 
The inclusion of singular terms, which arise in our formulation, required an extension of the theory 
of numerically solving elliptic equations. To give a convergence proof of the control volume method, or 
general finite difference method, for a solution in L 2(0) instead of H J (Q), a modification to the theory of 
external approximations has been developed in Chapter 4. The convergence proof is based on the general­
ized Lax-Milgram lemma which uses the Babuska-Brezzi inf-sup condition. While this theory has been 
applied in the finite element setting to "mixed finite element" formulations we found it necessary to revisit 
external approximations and extend this theory in a similar direction. The argument that establishes the 
convergence of the finite (control) volume discretization to the appropriate discontinuous but bounded 
solution of the projection method's pressure equation is given in Chapter 4. 
The algorithms proposed for solution of the numerical problem represent much trial and error com-
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puter experimentation and modifications of algorithms from the literature on shock capturing, oil reservoir 
simulation and other areas of computational fluid dynamics. The numerical approximations of the surface 
quantities, curvature, normal, surface divergence, etc., developed for a finite volume mesh are unique to 
this approach. Further study of the properties of these approximations would undoubtably lead to 
refinements. To our knowledge, the three applications of the method discussed in Chapter 5 have never 
been attempted with an enthalpy type method. The last two examples, represent the only attempt we know 
of to numerically model a Marangoni flow where the free surface is internal to the liquid. 
The three dimensional application given in the last section of Chapter 5, uses a Newton/Approximate 
Factorization algorithm we developed for the efficient solution of this problem. The application of this 
method to the solution of the enthalpy equation is a contribution to the phase-change literature. It also is an 
efficient alternative to the standard line and point relaxation methods commonly used for incompressible 
fluid flow modeling. 
1.1. The Enthalpy Method 
Many methods have been applied to the solution of free boundary problems involving phase change. 
The literature on Stefan problems is extremely rich and scattered among the heat transfer, geophysics and 
applied mathematics literature. The monograph by Rubenstein [Rubenstein, 1972] describes the mathemat­
ical development up to the late sixties. Numerical methods can be classed as either "front tracking" or 
"weak". The front tracking methods have great appeal for problems with simple, regular fronts. They 
allow the use of higher order methods in each bulk region and give an explicit location for the front loca­
tion coupling the bulk regions. In a one dimensional, semi-infinite region with constant imposed tempera­
ture at x =0 and uniform initial temperature, an explicit solution, the Neumann similarity solution, can be 
found in the classic heat transfer book of Carslaw and Jaeger [Carslaw, 1959], (see [Alexiades-Solomon] 
for extensive discussion). For multiple dimensions, the representation of the interface is much more com-
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plica ted and analytic and numeric work more demanding. The reader is referred to Crank's book [Crank, 
1984] and to the bibliography contained therein, for various methods of front tracking. Due to the physical 
and mathematical complications that arise at the interface much interest has centered on the development 
of weak formulations of the Stefan problem. 
The enthalpy method was developed for phase change problems without convection (p=constant), in 
which case the enthalpy is the internal energy. Denoting the enthalpy by e and the temperature by T, the 
multidimensional energy conservation equation is 
� + div q = O , 
dl 
(1-1) 
where q = -Kgrad T is the heat flux, and K(T)� is the thermal conductivity, usually assumed to be con-
stant in mathematical work. In addition to the conservation law a state relation is required relating tern-
perature and enthalpy, which we now describe. 
Now, p=constant implies deL=c;ar in the liquid and des=c:dT in the solid with c; ·s the specific 
heats (assumed constant here for simplicity). Moreover, the enthalpy experiences a jump, 
P e q = e L -e s = L = latent heat of fusion, at the melt temperature Tcr of the material. Taking solid at Tcr 
as the reference state of zero enthalpy, we have the equation of state: 
if T < Tcr (solid), 
if T = Tcr (interface), . 
if Tcr < T (liquid) 
(1-2) 
At T =Tcr the liquid and solid phases coexist in thermodynamic equilibrium and 0 < e < L. Thus, the graph 
of (1-2) contains a vertical segment at T = Tcr· Denoting this graph by y(T), it is appropriate to write (1-2) 
as e e y(T) . Note that c;.s being positive, the graph is strictly increasing, hence invertible, and its 
inverse is a single valued function, T = y-1(e ). In other words, the values of enthalpy, e, determine the 
temperature, T, uniquely. 
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Introducing the liquid fraction 
{ i }} l 0 , if e SO 
A.= mcu 0, mi 1 ,e /L = e IL , ifO<e <L (interface) , 
1 , if L Se (liquid ) 
(solid) 
( 1 -3) 
we can interpret the interface as a mixture of liquid and solid at T = Tc, in proportions A. and 1-A.. We can 
describe the phases entirely in terms of A., or e as follows: 
solid iff A-sO iff e SO 
interface iff O<A.< 1 iff O<e <L . 
liquid iff 1 SA. iff L Se 
Hence A. is a convenient, and physically meaningful , phase indicator. The enthalpy is given in terms of the 
liquid fraction as 
(1-4) 
which is valid for any temperature ( in any phase ). The liquid fraction is also useful for interpolating phy-
sical properties. For example. the thermal conductivity in the interface region can be interpolated as 
K = A.� + (1-A.)r. It's inverse is given by 
, if e -50 (solid), 
T(e) =l Tc, , ifO<e <L (interface), 
T ( L )I L , if L -5e (liquid). cr + e - cp 
The "enthalpy scheme" proceeds as follows: 
Knowing e • A. and T at time t " , 
1 .  Compute the heat fluxes Kgrad T from A. and T. 
2. Update e from the conservation law (1- 1) .  
3. Update A. from e via (1-3) and T from the equation of state (1-5). 
( 1 -5) 
This is a natural and physically appealing procedure, already introduced in the heat transfer literature by 
Dusinberre [Dusinberre, 1945] in 1945 at the dawn of the computing era. 
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T he cons ervat ion law ( 1 -1)  must be interpreted in a mat hematically weak sens e if it is to be valid 
globally (for any phase, even across t he interface), s ince both e and q experience j umps along the inter­
f ace. Some of the weak formulations will be dis cus sed in detail lat er ( § 3.2.2 ) . 
In contrast , t he class ical approach imposes ( 1 - 1 )  separa tely in the s olid and in the liquid, where it 
red uces to the us ual heat eq uat ion, and then t he, s o  called, Stefan condition must als o be imposed to ens ure 
conservat ion across t he int erface. The St efan condi tion relates the normal velocity of t he front (assumed to 
be a s harp s urface) to the j ump in heat flux there, and serves as t he addit ional condit ion needed to deter­
mine the unknown phas e-change front location. T he maj or drawback is t hat t he exis tence and s moothness 
of t he int erface must be ass umed even before the problem can be stated! N umerically t hen, one is faced 
with t he highly nontrivial task of t racking the front explicitly. T he res ulting concept of class ical solution is 
so  s tringent that its well-pos edness in higher dimens ions has remained elus ive to this day. In fact, exam­
ples of phys ically reas onable problems are known whose class ical s olution cannot be expected to exist at 
all [Meinnanov. 198 0] ,  [L acey. 198 3]. E as y  to  vis ualize are cas es with multiple fronts , appeari ng, coales c­
ing and disappearing, or wit h  highly irregular fronts, etc. The case of volumetric heating may lead to 
"mushy zones" where the t wo phases appear completely inter mixed [At they, 1974, 1975] .  
Such conceptual and mathematical difficulties are overcome by weak formulations. The conserva­
t ion law is impos ed globally, wit hout explicit reference to interfaces . Well-posedness has been established 
f or very general problems in any number of dimens ions [Friedman, 1964] .  If a s mooth interface exists then 
t he Stefan condition is automatically satis fied and the weak s olution coincides with the class ical sol ution 
(s ee [Alexiades-Solomon] for some of t he details ). Mathematically, t he outs tanding problem is the ques ­
t ion of regul arit y (s moothness )  of weak solutions . T he great advantage from t he numerical point o f  view is 
that one can compute the enthalpy everywhere, irrespective of phase, without having to tr ack the fr onts 
explicitl y. T heir locat ion may be found a posteriori from the enthalpy. 
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A numerical method for computing a weak solution was first introduced by Rose [Rose, 1960] and 
justified by Kamenomostskaja [Kamenomostskaja, 1961] and Oleinik [Oleinik, 1960] ,  who showed the 
existence of a weak solution for Stefan problems by the method of finite differences. Existence and unique-
ness for multidimensional problems were later established by Friedman [Friedman, 1964] ,  and Ladyzhen-
skaya [Ladyzhenskaya, 1968] using partial differential equation estimates and functional analysis without 
resort to difference equations. Early application of the method is given in [Rose, 1960] and [Solomon, 
1966]. Atthey also developed the enthalpy method [Atthey, 1974] with a convergence proof [Atthey, 
1975] and points out that for problems with volumetric heating the enthalpy method is particularly 
appropriate due to the lack of a sharp melt front. Alexiades and Solomon [Alexiades-Solomon] and many 
others [Wilson, 1978] have demonstrated the utility of this approach and applied it with success to 
manufacture of silicon wafers by laser annealing, problems of supercooling and processing of binary alloys 
in space [Alexiades et al, 198 0, 1985,  1988] . 
The finite difference scheme for the enthalpy equation presented in [Rose, 1960] and [Atthey, 1974] 
· 1· · · · U d th I · al 1· · b·1· · · '" th · �� < peP th ts exp tell m ume. n er e c asstc exp tClt sta 1 1ty restncuon 10r e ume step, --2 - -2 , e �X 1C 
method is shown to converge to the unique weak solution, the convergence being in the L 2-norm (see 
Alexiades-Solomon [book] for a detailed presentation). By introducing a smoothing of the state relation 
and considering temperature as the primary variable, Meyer [Meyer, 1973] developed an implicit method 
based on a method of lines technique. 
Elliott [Eiliott,l981] and Ockendon [Elliott-Ockendon, 198 2] give an implicit in time finite differ-
ence and finite element method with convergence proofs based on minimization methods and variational 
inequalities. The theoretical justification together with the computational efficiency and numerical perfor-
mance make this the first satisfactory implicit method which deals directly with the enthalpy equation and 
the complications of the state relation. 
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Williams [Williams, 1987) studied numerical methods for solving the non-linear system that arose 
from the Elliott-Ockendon scheme applied in a finite difference setting. Elliott's non-linear SOR scheme 
with no overrelaxation near the phase front was extended to conjugate gradient methods with and without 
preconditioning. V ectorization of the method for computation on a vector class supercomputer was dis­
cussed in [Williams, 1987] and these methods are applied in an engineering application in [Wilson, 1988]. 
Another method for solving the nonlinear system, based on Newton's method, was proposed by 
Wheeler [Wheeler,I978]. The theoretical justification for the convergence of the Newton's method, despite 
a discontinuous nonlinearity, is given in [Rulla, 1986]. The differentiability issues of the Kantorovich 
theory [Akilov, 1964] are overcome by using a weak formulation of Newton's method and by considering 
Gateaux derivatives instead of Frechet derivatives. With some assumptions on the iterates, superlinear 
convergence is established. The numerical results presented in [Rolla, 1986] support this conclusion. 
Interestingly, they use a preconditioned conjugate gradient method to solve the Newton equation. So their 
results show superlinear convergence even for an inexact Newton method. (For Newton's method applied 
to the Stefan problem using front ttacking see [Hoffmann, 1980].) 
Recently, error estimates for approximations to the enthalpy equation have been derived, [Elliott, 
1987] and [Nochetto, 1985a], [Nochetto, 1985b]. These error estimates indicate that the error of an implicit 
in time finite element discretization for the enthalpy equation is 0 (� ), i.e. error SC �, with C 
independent of � t. The error is defined by a combination of the L 2 error in temperatme and the 
L -(O,T;H-1(0.)) error in enthalpy. The bounds are apparently sharp and contain an accuracy estimate for 
the position of the free boundary of the same order. 
The enthalpy equation with a convective term has been analyzed by Rolla [Rolla, 1987], who has 
extended the minimization approach of Elliot [Elliot, 1981] to show existence and uniqueness of the 
"weak" enthalpy formulation for cases with convection. More generally. singular parabolic equations have 
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recently been studied by Nochetto and Verdi [Verdi, 1988]. They consider an equation of the fonn 
�; - div (grad T +b (r (T))) = f (r (T)) 
with e e y(T). The Stefan problem is included in this class by taking r (T)=T and y to be the enthalpy-
temperature relation and b might model convection of enthalpy. Using a regularization of the state relation 
and a finite element formulation, sharp L 2 type error estimates for the enthalpy, temperature and phase 
front are given. Numerical evidence suggests that as 6.x=2.U t � 0 the temperature error converges 
almost linearly while the enthalpy error converges with a half power. 
The advantages of the weak formulation viewpoint are that the phase state at any particular location 
is given by the solution itself, namely the values of e .  This eliminates the need for front-tracking and 
allows complex topological shapes to emerge naturally as part of the solution. The weak formulations also 
encompass more general physical situations involving mushy regions, which are not uncommon, due to 
volumetric heating of a substance, or supercooling. For numerical methods, one is free to use a fixed 
(Eulerian) framework which simplifies the method greatly. The simplicity of the formulation has made the 
enthalpy methods attractive for engineering calculations where computational efficiency and ease of 
modification are at a premium. The enthalpy method is somewhat analogous to the shock capturing 
schemes of gas dynamics. The advantages of shock capturing methods over shock tracking for general 
problems have been recognized for some time [LeVeque. 1988] . The alternative is to track fronts and move 
the mesh to fit the free boundary. 
There are some drawbacks to the weak solution approach, not the least of which is that a complete 
theory coupling phase-change problems with convection is not yet available. The assumption of a sharp 
front, which the weak formulations do not make, is a simplifying assumption which can be used to advan­
tage in some situations. For problems with simple free boundaries, the front tracking methods are perhaps 
more accurate and more closely resemble the classical formulations of the problems. 
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1.2. Previous Work Coupling Convection with Phase-Change Problems 
Interest in phase-change problems coupled with flow was sparked by the discovery of Mullins and 
Sekerka [Mullins, 1964] of a situation in which an instability in the melt front occurs in the presence of free 
convection in the melt. Experimental results and linear hydrodynamic stability analysis of the instability of 
the melt front occurring in thennosolutal convection for a binary alloy system are given in [Coriell e t  al., 
1980]. McFadden et al. [Mcfadden. 1983] provide numerical solutions for one dimensional perturbation 
equations to sketch the stability diagrams of a melt front coupled with buoyancy driven flow. "A time­
dependent helical defonnation of the interface with a rotation period ranging from several minutes to many 
hours" was found. Viskanta and Gau [Gau. 1985] also found interesting time dependent melt front struc­
tures as a result of melting from below. Comparison of the experiments, in [Gau, 1985], is done with a 
one-dimensional mathematical model which assumes a planar front. 
Multidimensional models began to appear in the mid 80's. Gadgil and Govin [Gadgil, 1984] and Ho 
and Viskanta [Ho, 1984] appear to be among the first to auempt two dimensional models of coupled fluid 
flow and phase-change. Using the enthalpy model of Shamsundar and Sparrow [Shamsundar, 1975], 
Schneider succeeded in coupling the fluid flow with phase change [Schneider, 1986]. Schneider uses a 
Modified Strongly Implicit Procedure to effect a solution to the discrete, non-linear enthalpy equation. 
Basic fonnulations for the dynamics of interfaces including surface tension were derived in the 
1960's and 1970's. The work of Scrivin [Scriven, 1960], Ishii [Ishii, 1975], Aris [Aris, 1962] and Delhaye 
[Delhaye, 1973] lead to the fonnulations used in modeling 2-phase (vapor-liquid) flows and bubbly flows. 
The text by Levich [Levich, 1962] also describes the physics of interfaces. These fonnulations were gen­
eralized by Bedeaux and co-authors [Bedeaux. 1976], [Albano, 1979]. [Albano, 1980], [Oppenheim, 1978]. 
The solidification of a supercooled liquid, as in the fonnation of snowflakes, and the general interest in pat­
tern fonnation have also peaked interest in phase-change problems and lead to a large number of 
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mathematical models [Langer, 1980], [Langer, 1989] and numerical solution methods. The physics of 
interfaces is not, however, settled and remains an active research topic. Recent publications by Gurtin 
[Gurtin, 1986] and [Gurtin, 1988] indicate that the impact of velocity and curvature on the melt tempera­
ture is not settled. 
Numerical simulation of thennocapillary flows has been limited to restricted geometric 
configurations. Myshkis [Myshkis, 1987] contains an excellent guide to the Russian literature while Finn 
[Finn, 1986] introduces recent mathematical results in the analysis of steady state capillary surfaces. The 
early work at Los Alamos by Hirt [Hin, 1968] provides the basic framework [Hirt, 1981] for much of the 
numerical work that has been done recently [Bulgarelli, 1984]. Computations using a stream function­
vorticity formulation with a fixed surface driving thennocapillary flow is described in [Maekawa, 1985]. 
Bergmann and Keller [Bergmann, 1988] consider the counteracting influences of buoyancy and surface 
tension on the flow in a square cavity. They use the SIMPLER fluid flow algorithm [Patankar, 1980] with 
modifications for the stress condition on a fixed free surface. A detailed study of bifurcations of a fixed 
geometry thermocapillary flow has been perfonned in [Winters, 1988] using a finite element method for the 
flow calculation. Shankar and Subramanian [Shankar, 1988] computed the terminal velocity of a bubble 
moving due to thennocapillary flow through an infinite field. They, however, assumed that the bubble 
shape was spherical. A numerical method for an internal free surface has most recently been given by 
Liang [Liang, 199 1]. 
The existence and uniqueness of solutions to the incompressible Navier-Stokes problem is still an 
active area of research with a complete theory giving strong solutions for large time only in the two dimen­
sional case. In three dimensions, existence has been established for a weak solution for small time [Con­
stantin, 1989]. Solonnikov and Kazhikhov [Solonnikov, 1981] summarize the state of the theory for 
compressible flow equations together with an energy equation, giving local existence results. Global 
existence and uniqueness is established by Matsumura and Nishida [Matsum� 1982]. Free surface 
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problems for the incompressible Navier-Stokes equations are studied in [Nishida, 1985] and a global 
existence-uniqueness result obtained when surface tension is present. 
For phase-change problems with convection in the melt, Cannon and DiBenedeuo [Cannon et al, 
1980] considered the steady state problem and obtained a weak solution to the coupled energy and 
incompressible flow equations. A weak solution was obtained by adding a penalty term (like a porosity) to 
the momentum equation, obtaining a sequence of solutions with zero velocity in the solid. These results do 
not present uniqueness of the solution for the coupled problem. Results for flow problems with phase­
change and free surfaces also appear to be lacking. 
1 .3. Notation and Mathematical Preliminaries 
The following sections present notation and a group of theorems that are fundamental to the later 
developments. We are concerned with the mathematics of the interface between two bulk regions. A sur­
face is the obvious example of such an interface, though we will try to broaden the concept of an interface 
to a more general situation. 
1.3. 1. Surfaces 
In this section the notation and fundamental operations concerning surfaces will be introduced. We 
will be concerned with specifying a surface and with the definition of normal and tangential directions with 
respect to this surface. To define these we will always assume that the surface is smooth enough to permit 
differentiation of quantities defined on the surface. We denote a surface in R3 by :E. This will signify the 
geometrical object given by an equation of the form l:(x )=0. A function u (x) can have values on the sur­
face, when x is on :E, i.e. L(x )=0. It will also have values when x is off :E. Several well known properties 
of the derivatives of surface quantities (which are discussed in many texts, [John, 1978], for example) are 
summarized in the following proposition. 
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Proposition 1 
Let a surface be described by a level surface of a continuously differentiable function 1:. 
(i) The values of u on 1: determine all tangential derivatives of u on 1:. 
(ii) Every directional derivative on :E can be written as a linear combination of a normal derivative 
and a tangential derivative. 
(iii) If u and �: are known on :E, then all the first order derivatives of u are known on :E. 
A region of R3 will be denoted by .Q. We will often consider a region that contains a surface and 
talk about the values of a function on either side of the interface. In this case it will be assumed that the 
surface cuts through the region in a simple fashion, dividing the region in two parts, .Q1 and �- This will 
always be the case if the region is chosen small enough. The regions on each side of L are given by 
{x:f.{x)<O} and {x:l:.(x)>O}. The values of a function, u, in the two regions will be denoted by u;=u 1�. 
Since the limiting values of ui may differ as :E is approached a notation is introduced for the jwnp in u at 
the surface. The square bracket notation D u 0 = u 1-u 2 will be used. More precisely, with x0 on .L 
D u (x 0) 0 = lim u (x 1) - li m u (x2) , 
.x 1-+.xo .x 2-+.xo 
(1-6) 
where x1 e .Q1 and x2 e .Q2• The unit normal to a surface r. or to a volume V will be represented by n 
where the normal to the volume will always mean the exterior normal. Unit vectors tangential to a surface 
:E will be denoted by m. The normals and tangential vectors to surfaces and volumes are pictured in Figure 
1-l. 
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Figure 1-1. Spatial Surface 
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Proposition 2 (Hadamard's lemma) [Truesdell, 1960] 
Let u e C 1(.Q-1:) with u and a
du approaching finite limits as 1: is approached from either side. Let 
�.t 
x=x(/) be a smooth curve on :E. Then 
d 
a
u dx.t -Pu 0 =:EO- 0- = Ogradu O ·m dl J: d.x.t dl ( 1 -7) 
This lemma states that the tangential derivative of the jump is the jump of the tangential derivative. 
1.3.2. Vectors and Tensors 
and x 3• A tensor notation will be used to represent vectors in a general coordinate system, eg. vi . A 
second order tensor will be denoted with upper case bold as for example T and in tensor notation Tij. 
When possible we will avoid the introduction of differential geometry so that whether we are dealing with 
the covariant or contravariant basis is irrelevant Thus we will sometimes use superscripts to denote com-
ponents of a vector or tensor. A repeated index will indicate summation. Thus for example a·b=a i bi. 
Differentiation of vectors and tensors is given by the following definitions where the subscript , i will 
denote differentiation with respect to the xi , eg. u i = aau . ' X; 
(gradu ); = u,; 
where e ijk is the permutation symbol. 
(gradv);i = vj,i . 
(1-8) 
(1-9) 
( 1 -10) 
( 1 - 1 1 )  
(1-12) 
- 18-
(divT); = T�� 
Finally, we recall the definition of tensor products to be used later. 
-c:grad v = 't;j vi ,i 
1.3.3. Material Derivative 
(1-13) 
(1-14) 
(1-15) 
The rate of change of a quantity u observed from a particle moving with velocity, v, will be denoted 
by du and is known as the material derivative. The relation between the material derivative and the dt 
usual partial derivatives is given by the formula [Serrin, 1960] 
du au - = -+v·gradu , de at 
where v is the velocity of the particle. We have then the following fundamental theorem. 
Theorem 3 (Reynold's Transport Theorem) [Serrin, 1960] 
(1-16) 
Let V(t) be a volume which is moving with a fluid at velocity v, and let u (x,t) be a smooth function 
of both space and time. Then 
Theorem 4 (Divergence Theorem) 
.!!._I u = I {du+u div v} . dt V(t) V(t) dt (1-17) 
Let v be a vector field with components v ;  e C 1(!l) and Q be an open region of R" with smooth 
boundary. Then 
where n is the exterior normal to an. 
Jdiv v = I v·n , 
.Q i).Q 
(1- 18) 
The divergence theorem is fundamental to the calculus involving conservation laws. This is because 
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conservation laws have a divergence structure. With free surfaces and internal boundaries, the divergence 
theorem provides a tool for relating the boundaries with the bulk regions. 
1.3.4. Curvature 
If n denotes the normal to a surface then the mean curvature, H, is given by the formula 
2H=-divn. This fundamental formula can be derived from differential geometry or more directly from 
calculus. The reader is referred to [Guggenhei mer, 1977]. 
1.3.5. Sobolev Spaces and Trace Operators 
The notion of weak derivative is fundamental in what follows. Functions with discontinuous deriva-
Lives at an interface have weak derivatives globally. Let a be a multi-index. A function u E L 2(0) has 
weak L 2 -derivative, Dau=v provided v E L 2 (Q) and J uDa4> = ( - I)a J v 4>, for all 4> E C 0 (Q). The func-
Lions 4> are called test functions. 
n n 
The Sobolev space Hm (Q) is the set of L 2 functions with weak L 2-derivatives up to order m. The 
norm on the space is given by 
A semi-norm on Hm is given by 
II u II� = L II D au 112 . 
OSiaiSm 
I u I,!= L liD au 112 . 
lal=m 
(1-19) 
(1-20) 
The subspace H0 is viewed as the co mpletion of C 0 (Q) in Hm (.Q). For this space we have the 
i mportant 
Theorem 5 (Poincare-Friedrichs Inequality) [Ciarlet, 1978] 
Let ncR" be connected and bounded in at least one coordinate direction, then for each m, there 
exists a constant em such that 
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(1-21) 
for all v e H 'Q  (Q). 
Proposition 6 (Rellich Compactness Theorem) [Adams, 1975] 
If Q is bounded then the imbedding of H'(j (Q) into H'Q-1 (Q) is compact. 
Much of what we want to do relies on the application of the divergence theorem. We would like the 
notion of weak derivative in the sense of distributions and in the L 2-sense to coincide. For this it is 
sufficient for the regions involved, n and I:, to satisfy the segment property [Constantin, 1 988] . A region 
.Q of Rn satisfies the segment property if the boundary of .Q has a locally finite open cover {0 i }i e 1 and 
for each i there exists a direction ffi; E sn-l and E; >0 SUCh that, for X E 0 i contained in 
.a , x, =x +t ro; e .Q for O<t <£; . We will also require regions that satisfy the Lipschitz condition: in some 
neighborhood of a point X E an, the boundary admits representation as Yn =9(y 1 ,  • . .  ·Yn-1) where e is a 
Lipschitz function. 
For regions satisfying the segment property we define the Hilbert space 
E (.Q) = {u I U; E L2(Q) ,  div u E L 2(Q)} . (1-22) 
E is a Hilbert space with the inner product 
(u,v)E = (u,v) + (div u,div v) . (1-23) 
We need some notation for the trace operator, y0:H 1 (Q) � L 2(oQ). The trace operator is the 
bounded linear operator extending the restriction operator ( I an ) on C (.0). The Hilbert space H * (oO) is 
the range of y0• 1-1-'lz (o.Q) is the dual space of H'lz (oQ). We will denote the inner product on the boundary 
space as <u ,v>a. Another trace operator giving the normal component of a vector Yn (u) e L 2(o0) is 
guaranteed by the Stokes formula in Sobolev spaces [Temam, 1984] , [Constantin, 1988] . 
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Theorem 7 (Stokes Formula) 
Let n be an open bounded set of class C2. There exists a continuous l inear operator 
y,. :E (Q) ---+ H-ln (an) such that Yn (u)=u·n for every u, u; e C 0 (!l). The Stokes fonnula 
(u,gradw) + (div u,w )  = <y,. (u),y0(w )>a 
holds for every u e E (0) and w e H 1 (0). 
(1-24) 
The bracket notation will also be used to indicate the action of a bounded linear functional on a test 
function as in following lemma. 
Theorem 8 (Generalized Lax-Milgram Lemma) [Oden, 1983] 
Let U and V be real Hilbert spaces and let a(u,v) be a continuous bilinear fonn on U xV which 
satisfies 
.nf l a (u ,v ) l 0 z sup � a > , (u e U)(v e V) I I  U I I  u II V II v 
l l u  1 1=1 ll v I I S l  
sup Ia (u ,v ) I > 0 ,v;tO . 
u e U 
Then, for any f e V', there exists a unique u • e U such that 
a (u • ,v )=<f ,v > for all v e V 
• 1 Moreover, II u II u S - l lf II v·· a 
(1-25) 
(1 -26) 
( 1 -27) 
The following theorem states the connection between weak derivatives and difference approxima-
tions. This theorem is proved using a discrete integration by parts fonnula. 
Theorem 9 [M ikhailov, 1978] 
Let u e L2(0) with compact support Define otu = .!.[u (x+!eA: ) - u (x-!eA: )] . If the weak L2-h 2 2 
derivative of u exists, then, for sufficiently small h ,  
and 
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� A:  au ll uhu - -;- IIL�n> � o  dX1c 
(1-28) 
as h � o  . (1-29) 
Furthermore, if for sufficiently small h , I I  ofu I I L �n) is bounded independently of h , then u has a 
weak L 2-derivative and the preceding relations hold. 
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CHAPTER 2 
CONSERVATION LAWS AND INTERFACES 
2.1. Differential and Integral Statements 
There are many forms for the statement of conservation laws, each having a particular usefulness. 
The statement of the physical principles of conservation of mass, momentum and energy form the model 
for many other types of statements. The statement of these is generally made for a small control volume 
that moves with the surrounding medium. The statement takes the fonn 
.!!._ J u + J j = J s. (2-1)  
dt V(t) oV (t) V(t )  
where j i s  the f1 ux of u nonnal to the boundary and S i s  a source term depending o n  t ,x  and other field 
variables. 
From this integral fonnulation a partial differential equation is derivable via the Reynolds Transport 
Theorem. On applying the transport theorem, Theorem 1-3, and the divergence theorem, Theorem 1-4, to 
the conservation statement, collecting everything under a volume integral, the arbitrariness of the volume 
implies that the following differential fonn of the conservation law is valid 
�� +div (J) = S in Q c R" . (2-2) 
The flux tenn, J, is a vector quantity instead of the scalar flux j .  J may contain contributions from j as well 
as from the convective movement of the material. The differential statement is a pointwise statement of 
conservation and assumes a degree of smoothness of the field variable, u ,  and the components of the flux 
vector. We refer to it as the "classical formulation" .  The integral fonnulation generally requires fewer 
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smoothness assumptions. Indeed, the fonn (2-1) requires only integrability assumptions and a smoothness 
of the flow. 
A mathematical fonnalism to relieve the smoothness requirements on u and J in (2-2) can be posed. 
In the material that follows, we will say that u is a weak solution of the conservation law in !lx(O,T) if 
T T 
-JJ<Eia u + gradcp·J) = ffc�>s for all c1> e C0 (Qx(O,T)) . 
on 1 on 
(2-3) 
With this fonnalism the solution u and the flux vector J are both thought of as generalized functions or dis-
tributions. 
A fixed-frame version of the integral conservation law can also be given. The conservation law is 
said to be in control volume form when the region of integration is time independent and the relation 
between u ,  J and S is given by 
�Ju+ rJ·n = fs ' at v iv v (2-4) 
for any control volume V contained in the region n. The control volume will always be taken to have a 
smooth boundary. We might, for example, require that the V satisfy the segment property. A fonn of (2-
4) closely related to (2-3) is obtained by integrating (2-4) over the time interval [O,T ] , 
T T 
Ju (x ,T)dx - Ju (x ,O)dx + J J J·n = JJs v v oav ov (2-5) 
The question immediately arises about the relation between the solutions of the classical, conttol 
volume and weak formulations. The most general and weakest fonn is (2-3). That is, any solution of (2-2) 
is also a solution of (2-3), (2-4) and (2-5). This can be seen by a simple integration by parts. The most con-
venient notation for the conservation law is the fonn (2-2). We will refer to the classical solution, the 
weak solution or the control volume solution of(2-2) with the understanding that the appropriate form of 
the conservation law applies. We wish to extend the conservation fonns to account for sharp interfaces, 
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surface layers and mushy regions. A generalization of Kotchine's theorem will be derived to handle these 
situations. 
2.2. Sharp Interface 
We will use n as the spatial dimension in the statement of theorems and definitions where this gen-
erality does not detract. Of physical interest are only 1 S n s 3. 
Definition 
Let :E:R"+1 � R be a smooth function. By a sharp interface we mean any surface L(x,t )=0 across 
which a field variable or a flux suffers a jump discontinuity. 
We will also refer to an interface as a free boundary or an internal boundary. A shock or a contact 
discontinuity is an example of an interface where a field variable, density, is discontinuous. A melt front 
in a phase change material is an example of a surface across which the field variable, temperature, remains 
continuous but the heat flux and the energy suffer a jump. 
2.2.1. The Speed of the Interface 
Let X(t ) be a location moving with the interface, L(x,t )=0. Then L(X(t ),t )=0 for all 1 . The inter-
face velocity is V= dd� . Taking the total derivative of the surface equation we have, 
d r.  ar. d x  0 = dt = at + grad l:· dt  ' 
and combining with n = 1 ;;:� � 1 , we find that the normal speed of the interface is 
s = V·n = __ a_t_ 
l grad l: l 
(2-6) 
(2-7) 
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2.2.2. Conservation Across a Simple Interface 
Let ilr=Ox(O,T) denote a region in the (x,t ) space containing a patch of the surface l:(x,t )=0. 
Further let W 1 and W 2 denote the volumes of Or on either side of the surface. Let cp e C 0 <Or). Then 
multiplying equation (2-2) by cp and integrating over Or we get, 
I {cpu, +  cpdivJ} + I {cpu, + cpdivJ} = I cpS. 
W I  Wz 0., 
Using the product rule to put this equation in divergence form gives, 
(2-8) 
J {(cpu ), +div (cpJ)} - J {cp, u +gradcp·J} + J {(cpu ),+div (ct>J)) - J (cp, u +gradcp·J} = J cpS . (2-9) 
w l w l w2 w2 n., 
Applying the divergence theorem and using the fact that cp vanishes on the boundary of the region Or,  the 
first and the third integrals vanish over the external boundaries of W 1 and W 2• This leaves only a contribu-
tion from the internal boundaries which coincide with l:(x,l )=0. Denoting the exterior normals to the two 
(space-time) regions by N1=(N1 , N/) and N2=(N;, N/), with 
and 
we have 
' i = 1, 2 ,  
' i = 1 ,  2 ,  
If<t>uN,t + ct>J·N1J + jf<t>uN? + <t>J ·N;J - J {<f>, u + grad<f>·J} = J <f>S . 
t t n., n., 
(2-10) 
(2- 1 1) 
(2-1 2) 
Denoting the jump with brackets, 0 u 0 = u 1-u 2 and noting that N1 = -N2 the equation can be written in the 
more compact form, 
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fro u ON/ +  O J O ·N1Jq, - f {$,u + gradq>·J} = f $S . 
t � � 
(2-13) 
The preceding applications of the divergence theorem provide the major steps for the proof of 
Kotchine' s theorem. This theorem can be found in [Truesdell, 1960] .  
Theorem 1 (Kotchine's Theorem for a Sharp Interface) 
Let :E(x,l )=0 be a sharp interface in a region Or of R" x[O,T] .  Then a sufficiently smooth weak solo-
tion of (2-2) satisfies the jump condition 
s P u 0 = P J·n 0 (2-14) 
at each point of the interface, where s is the normal velocity of the surface in the direction of n. 
Proof : Let u be a weak solution of the conservation law. Then from (2-3) and (2- 1 3),  
Jro u IJN/ + LI J O ·N1Jq, = o . q, e C() (O.r). 
r 
Since the q, may be chosen arbitrarily, the result holds at each point of the surface for sufficiently smooth u . 
Multiplying by the constan� 
[ ( �� )2 + grad.E·grad .E] 10 
c = -=-- --------=� l grad:E I  
and noting that s =-cN,1 and n 1 = e N; we obtain (2- 14). /Ill 
The same jump condition is obtained if we take the control volume conservation statement as the 
fundamental law instead of the weak form of the differential equation. The proof follows by considering 
the control volumes V ,  V 1 and V 2• 
Still another derivation of the above result begins with the conservation statement in a frame moving 
with the interface and uses a control volume whose boundary follows fluid particles. This derivation is 
based on the transport theorem which with a singular surface is given by 
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Theorem 2 (General Transport Theorem) 
Let u be smooth in a volume V (t ) moving with the fluid, except possibly on a surface E moving in 
the fluid. Then 
d
d J u = J { dd
u +udivv} + Jo uc 0 • t V(t ) V(t )  I 1: 
where G =v·n-V ·n is the relative normal flow velocity on E. 
See [Serrin.  1960] , [Allen. 1988] for a more detailed discussion. 
2.3. Conservation Across an Interface 
(2-15) 
The preceding sections accounted only for the geometric effect of an interface. In this section we 
broaden the perspective and allow for an intrinsic difference to exist between the interface and the bulk 
layers. For example. the flux may have a different functional form resulting from a different constitutive 
law for the material making up the interface. 
The mathematical surface has zero width while all physical interfaces between two phases have 
some finite width. For example, a contact between two fluids gives rise to a layer of fluid comprised of 
molecules of both and perhaps with different physical characteristics than either of the parent fluids. But in 
general, whenever the scale of the interface thickness is very much smaller than the scale of the bulk 
regions, it is expedient to consider the physical interface as a mathematical surface. It will be necessary, 
however. to account for the contribution of the interface in the conservation statements. When we consider 
the interface as a different material than that of the bulk regions we must admit that different constitutive 
laws may apply and thus a conservation statement may apply on the interface itself. 
Even posing the constitutive law for the interface presents mathematical complications. The intro-
duction of surface coordinates and some basic differential geometry may be required. Whenever possible 
we will avoid these difficulties. 
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In this section we will work out the conservation law with the calculus of distributions. 
Kanwal[Kanwal, 1980] gives many of the fundamental definitions and results, some of which we repro-
duce here. We will allow singular distributions on interfaces to incorporate the swface contributions. The 
interface will be considered as the level swface of the function, l:{x,l ) = 0. This views the interface as 
fixed in space-time. Since we are interested in time dependent phenomena and the weak formulation of the 
conservation law involves an integration in space and time, the surface distributions must be developed for 
a moving interface. Let us denote by L(t ) the location of the interface at time t , viewing the interface as a 
spatial surface moving in time, so that L(t )={x I l:(x,t )=O}. 
The fundamental singular distribution defined on the moving swface L(t ) is the surface Dirac delta 
"function" .  Using the notation <d ,$> to represent the action of a distribution d on cp e C 0 (Or), 
Or c R" x(O,T}, the surface Dirac delta can be defined by 
T 
<OI(r)•<))> = J J <))(x,t )dS (x)dt for all <)) e Co (!lr) . (2-16) 
OI(t) 
The surface Dirac delta is well defined for a broad class of swfaces[Noll, 1988] , and in particular for sur-
faces satisfying the segment property. This distribution is to be distinguished from the single layer distri-
bution defined by 
<Ot,<))>=J<))(x)dS (x) for all $ e C 0 (0) , 
t 
(2- 17) 
which is independent of t .  We will carry the t in the subscript as a reminder that Ot is not the same as �t>· 
The spatial derivatives of 5t<r> play an important role in the distributional form of the conservation 
law. In particular, the distributional directional derivative operator df.c.,> in a direction a can be defined on 
the surface by 
T 
<d�<r> •4>>=-J J gradcj>·a dS dt . (2-18) 
OI(t) 
Kanwal notes that grad OI<r> ·n*<l tcr> . The relationship between the gradient and the normal derivative is 
- 30 -
given in the following 
Proposition 3 
For a c- vector field a, 
Proof: 
ao!.(t) aoi<t > <gradoi<,fa,cp> = <-a--ai ,cp> = < -a--,a;$> X; X; 
/Ill 
Corollary 
(2- 19) 
If �� ) is sufficiently smooth, n is the spatial normal to the moving surface �� ), and H is the mean 
curvature of the surface. then 
Definition 
A function g (x,t ) defined on Or is a regular singular function with respect to l:(t ) if 
(i) g possesses derivatives of all orders outside l:(t ) and 
(ii) g and its derivatives have boundary values from both sides of l:(t ). 
(2-20) 
The last requirement gives meaning to the jump of g at L and allows application of Hadamard's 
lemma. Proposition 2 of Section 1 .2. Distributional derivatives of g are related to the classical derivatives 
of g by the following [Vladimirov, 197 1 ] , [Kanwal, 1 980] : 
- 3 1 -
Proposition 4 
If g (x ,t ) is a regular singular function with respect to I:(t ) , then 
.E£_ -{js_} 
ax; ax; 
+ O g On; �,> ' 
ag { ag} - = - - Og Os �o , at dt t 
(2-21) 
(2-22) 
where s is the speed of the interface and the curly brackets indicate that the classical derivative is to 
be taken. 
Proposition S 
If g (x ,t ) is a regular singular function, then 
divg ={ divg} + O g U ·n�l ) . (2-23) 
Proposition 6 
(2-24) 
(2-25) 
Proof: We prove the second equation, making use of the first one, and refer the reader to [Kanwal, 1980] 
for a proof of the first equation. Let g be 1 on one side of I: and 0 on the other. Then from Proposition 4, 
�� =-s Su,>· Using (2-24), 
A. 
- -
dS Sun 
- - . -
as 
a a a 
- s (grad Sui) n)n; 
a 
SI<I) , 
X; I !X; X; 
A _ .E._ _ an; asi<,> 
a a 
-
a 
(n; ai:(t)) -
a ai:(t) + n; a I X; t I t 
Since the partial derivatives are independent of the order of differentiation [Vladimirov, 1971 ]  and 
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on; OS 
�=--;- . [Albano, 1980], it follows that at aX; 
�I.(t) 
-at = -s (grad�,>·n) . 
/Ill 
Proposition 7 
Let J be a coo- vector field, then 
div (J8I.(1)) = d/;_t) 
Proof: Follows from the product rule and Proposition 3. //// 
(2-26) 
(2-27) 
Suppose that u and J are regular singular functions with respect to I:(t ). Let u=us+u1�,> and 
J=J8 + J1 8I.(,) be the representation in tenns of bulk and surface contributions. The conservation law can 
be expanded in tenns of such bulk and surface contributions as follows. Using Propositions 5, 6 and 7, we 
have 
au { ous }J } a,+div J = Tt l div J8 (2-28) 
Definition 
A weak solution to the conservation law in the sharp front formulation is a generalized function u 
of the fonn u = us + u1�,>· which satisfies equation (2-3), where us is defined and smooth in the 
bulk regions and u1 is defined and smooth on �. 
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Proposition 8 
If 
A ��> + B·grad ��> = 0 , (2-29) 
then 
A =  B·n = O . (2-30) 
The proof of Proposition 8 is given in [Bedeaux, 1975] .  Hence we obtain, 
Theorem 9 (Generalized Kotchine's Theorem) 
Let :E(x,l )=0 define a surface in the region Or in which u1 specifies the excess surface quantity and 
J1 is the surface flux vector. Then a weak solution of the conservation law in the sharp front formula-
tion satisfies the following conditions on the surface in the sense of distributions, 
(2-31)  
and 
(2-32) 
A vector quantity can be projected onto the surface (tangential to the surface) by means of the sur-
face projection tensor 1-nn, where 1 denotes the identity tensor. For example, if v has components v" nor-
mal to the surface and w tangential to the surface, the following calculation demonstrates the projection 
properties of the tensor. 
v·(1-nn) = v-v11 n·nn-w·nn = v-v11n = w . (2-33) 
The following propositions deal with tensor quantities. 
Proposition 10 
If y is defined only on an interface l:, then grad r.Y = div (yl) is parallel to the interface l:. 
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Proposition 1 1  
div (nn) = -2H n . (2-34) 
Proof: Using tensor notation (div nn); = (n; nj )j = n; j ni+n; nij = n; div n = -2Hn; , since n; is non-zero 
only on the surface and thus has gradient parallel to the surface. //// 
Proposition 12 
Let J1 = ')'(1-nn) then 
div [JJ l == div [y(l-nn)] = grad u.1)Y + 2H yn , (2-35) 
where 
grad I<t)Y a div (yl) . (2-36) 
Proof: Using Proposition 10 and Proposition 1 1 , 
div (yon) = grady·nn + ydiv (no) = -211 yo . 
Ill/ 
2.4. Mushy Zones 
Considering the interface as a sharp surface :E, we incorporated surface effects into the conservation 
statements (Theorem 9). Geometrically an interface layer is considered as a region of ignorable thickness 
but with different properties than the bulk regions. In this section we develop a mushy zone model that 
allows a region of perhaps substantial thickness separating the bulk regions. The mushy zone is a region 
where the bulk materials or phases are mixed, as for example in the melting of crushed ice in water or the 
nucleate boiling of water near a hot surface. A weighting by volume fraction will be introduced to interpo­
late mixture properties by a "Lever rule". The mushy region will be modeled as an interfacial layer with 
distinct properties. The mushy zone model gives rise in a natural way to a weak solution representation 
that includes surface effects. The model reduces, in the case of a sharp interface, to the model of the last 
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section. 
2.4.1. Volume Fractions 
Let f (x,t ), OS/ Sl ,  denote the volume fraction of phase 1, present at location x at time t .  f is the 
volume occupied by phase 1 per unit total volume. The volume fraction of phase 2 is given by (1-/ ). The 
volume fraction is a natural and convenient phase-indicator. The bulk phases are characterized by constant 
values of f ,  ( grad/ = 0 ) , and the inter-phase (mushy) region, where the phases coexist, is where 0</ <1 ,  
( grad f * 0). In  the case of strict separation of the phases, f is the characteristic function of  the region 
occupied by phase 1 .  
A sharp front can be viewed as  the limit of  the mushy zone as the volume fraction develops a jump 
discontinuity. When f is sufficiently smooth, the conservation law can be approached in a classical fonnu-
lation as the volume fraction will define the transition from one material to another. If however the volume 
fraction has a jump discontinuity then the global conservation law must be understood in the weak or con-
trol volume sense. It is a question of consistency whether the jump condition is satisfied by the solution of 
the mushy zone model as the volume fraction tends to that of a sharp front In other words, the mushy zone 
solution should reduce to the weak solution of § 2.3 when a sharp front is present It  is the function of the 
next theorems to propose a particular model and to establish consistency. 
We will use volume fractions to specify the location of an interface between the two bulk materials. 
In particular, the space normal n, to a surface given by a level surface of f , say f (x,t )='h is 
n =  grad/ . J grad f I 
(2-37) 
Here, as before, the gradient operator is with respect to space only. The normal is exterior to the region 
defined by the smaller f value. Thus if f is the fraction of fl uid, -n is the exterior normal to the fluid 
region. We extend the definition of the normal to the entire spatial domain by setting n=O when 
l grad f 1 =0. When the front is sharp, the gradient off must be understood in a distributional sense giving 
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rise to a "simple layer" distribution which we denote by nSt(t )· 
Much of what we want to do relies on the application of the divergence theorem. Conditions on f 
must be posed so that the level surfaces are smooth enough to permit definition of the normals. This allows 
application of the divergence theorem. The conditions for such "fit regions" are developed in [Noll, 1988]. 
Noll proposes a class of regions which satisfy three properties: fit regions should satisfy the axioms of a 
"material universe" ,  should be invariant under "transplants" and should have a "surface-like boundary" to 
permit application of of the divergence theorem. In addition, he claims that fit regions should "include all 
that can possibly be imagined by an engineer but exclude those that can be dreamt up only by an ingenious 
mathematician." One of the requirements of a fit region is that its characteristic function has bounded varia-
tion. So we would like to require that the function f be in a class of functions with bounded variation. For 
most of our discussion, we will use much smoother f .  It is an interesting research topic to discover the 
regularity off that is implicit in the weak solution of conservation laws that deal with contact discontinui-
ties and multiple phases. 
2.4.2. Weak Formulation for Mushy Zones 
The mushy zone model will be developed using the same approach as the distributional weak fonnu-
lation. In formulating the weak equations we will be lead by the correspondence 
gradf f---+ nS:t<,> , 
and thus 
I grad f I f---+ Ore, > . 
We define the mushy region as spt l gradf I ,  where spt indicates the support of the function. If f is a 
characteristic function, then gradf is a singular distribution and the support must be understood in the 
sense of distributions, i.e. , l gradf 1 =0  on V c n iff < l gradf I ,q»=O for all cp e C 0 (V). A disttibution 
8(/ )  can be defined from l gradf I .  Let the mushy region, denoted by l (t), be defined as the support of 
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I grad f I . Denote by o(f )  the distribution with the action 
T 
<O(/ ),¢»> = J J ¢» I grad f I d xdt for all ¢» e C 0 (0..,) . (2-38) 
Ol (t) 
The relation between o(f )  and oi(')' where l:(t ) is a level surface of f ,  is the subject of the next few pro-
positions. 
Let f n ,  0 � f 11 � 1 ,  be smooth functions (in c-enT) representing the volume fraction such that 
/,. � Xv . Let V be a subregion of nT such that ()V(t ) = Ut ). In other words, the smooth [11 's tend to a 
sharp front case where the volume fraction is given by a characteristic function of one of the bulk phases. 
If /,. (t ) is the support of I grad f" I ,  then /,. (t ) � L(t ). Now 1 is a measure of the thickness of l grad/11 1 
1,. (l ). The integration over the spatial components of the mushy region roughly corresponds to an integra-
lion over the surface area. dS (x) followed by an integration over the thickness of the region, i.e. 
dS dx = l gradfn 1 • 
Hence, 
J ¢» l gradf" I dx � J ¢» dS (x) , 
��)  I(t) 
The following propositions make this more precise. Let D '(Q) denote the space of distributions with 
convergence in D '(Q) defined as in [Yosida, 1978] . 
Proposition 14 
Let V be a subregion of n and Xv its characteristic function. Iff" �xv in D '(Q), then 
grad[11 �DOav in D '(Q) . 
Proof: By continuity of differentiation in D '(Q) 
gradf" �gradxv , 
in D '(Q). To show that gradxv=DOay , let ¢» E co·(n). 
(2-39) 
/Ill 
<gradxv ,cp> = -Jgrad$ Xv 
n 
-38-
= J cp gradxv + fq, gradxv + f 0 Xv Oncp 
n-v � iv 
= <nliav ,cp> . 
Proposition 15 
If Xv is the characteristic function of the set with boundary L(t) then the area measure of av is 
lgradxv I and 
lgradxv I = SI(r) in D '(ilr) . (2-40) 
Proof: That lgradxv ldx is the area measure of av is often taken as a definition of area. Considering 
functions of bounded variation, var(f) a J I grad f I d X and area( av) a var(xv) a J I grad Xv I d X (see 
n n 
[Noll, 1988]). The distributional statement follows by considering the measure as a distribution. 
T T 
< lgradxv I, cp> = JJq, lgradxv I dxdt = J f cp dSdt = <BI<r>• «P> , cp e C 0 (ilr) 
on oiv 
Ill/ 
Remark 
For a sequence of mushy regions, generated by numerical approximation, for example, tending 
toward a sharp front, we would like to know what restrictions apply to the volume fractions f" which 
guarantee convergence of area measures. In other words, if f" �1, under what conditions will 
I grad f" I � I grad f I in D '(0.)? That some restriction is necessary can be seen by considering 
highly oscillatory volume fractions. The absolute value is a nonlinear function and a limit of 
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l gradf" I may not exist. Indeed, by a proposition in [Noll, 1988] , if /11 are functions of bounded 
variation, and 
then 
var(/ )S lim inf var(/" ). 11 -+-
The most general statement we have found regarding this convergence is derived from the co-area 
formula of geomeuic measure theory, see [Evans, 199 1 ] . For a Lipshitzian map, /11 from Rm to R, 
the Hausdorff area can be defined and the co-area formula applied. In this formula. the l grad/11 I 
appears as the Jacobian of the map. Though the regularity of f is most interesting, for our purposes, 
a smooth, non-oscillatory volume fraction is sufficient to establish the link between the mushy zone 
formulation and the sharp front case. 
The normal n is zero except in the interface region. Defining the curvature in terms of the normal, 
n" = gradf11 1 1 gradf" I ,  as 21111 = -div (D11 ) we have that 2H110(/)  � 2H 5ur >· 
Proposition 16 
Iff is a smooth function representing the volume fraction, then 
grad 0(/)  = nil/ . (2-41) 
Proof: Since f is smooth (say C2(0r )). 
grad (grad f ·grad f )  = 2grad f div (grad f )  . 
and 
grad ( l gradf 1 2) = 2 1 gradf I grad ( l gradf I )  . 
Since grad/ ·grad/ = l gradf 1 2, we have grad( l gradf I ) = ndiv (gradf ). The result follows by noting 
that the regular distribution I grad/ I has the same action as 0(/). /Ill 
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At any point x in the interface, the normal speed of the thick interface can be defined by 
at (x,t ) 
at s (x,t ) = -----1 gradf (x,t ) I (2-42) 
The speed is defined only in the interface region, I (t ), where I gradf I :;tO. It is taken to be zero in the bulk 
regions. The square bracket notation will be used to indicate the jump of a function across the entire thick 
region. The following proposition completes the calculus required to formulate the weak mushy zone 
model for a conservation law. 
Proposition 17 
aB
a� ) = -sll.f . (2-43) 
Proof: We note that f is at worst a regular singular function and that Equation (2-22) corresponds to the 
equation 
� - /, 
at - l gradf I l gradf I =  -so({ ) . 
Following the proof of Proposition 6, and using Proposition 16 we obtain the result //// 
It will be advantageous to view both u and J as distributions in D '(Q). This will allow for mushy 
zone models to yield weak solutions when the interfaces become sharp. In the limiting case of a sharp 
interface the volume fraction f approaches the characteristic function Xt of the region filled with phase 1 .  
Similarly, (I-! )  approaches the characteristic function x2 of the region occupied by phase 2. The sense of 
this limit must be distributional to permit differentiation and limits to exchange. 
Interfacial constitutive equations and ft ux relations require special treatment and so we decompose 
functions into interfacial parts and bulk parts. This will allow us to derive conservation statements for the 
bulk and the interface and to see the coupling between the phases. A subscript B will indicate a function in 
the bulk phases while a subscript I will indicate an (excess) interfacial quantity. A global representation of 
- 41 -
u and J is then 
(2-44) 
J = f J1 + (1-/ )J2 + J1fJ(j ) = Js + JtfJ(j) · (2-45) 
Since the interfacial delta function is a distribution we must regard both u and J as distributions. 
The next proposition displays an identity for the conservation law with interface contributions 
separated from bulk terms. 
Proposition 18 
Let u and J be given as in (2-44) and (2-45). Then 
(2-46) 
Proof: The proof follows by substitution of (2-44) and (2-45) into the conservation law and the collection 
of like terms using the calculus in Proposition 15, 16 and 17 .  /Ill 
Definition 
A weak solution to the conservation law in the mushy zone formulation is a generalized function u 
of the form u = us + u1fJ(j ). which satisfies equation (2-3), where us is defined and smooth in the 
bulk regions and u1 is defined and smooth in the mushy zone. 
By virtue of Proposition 18, a weak solution of the conservation law in the mushy zone formulation 
will satisfy (in the distributional sense) Equation (2-46), set equal to the source tenn S .  If the quantities in 
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brackets in (2-46) are known, then the surface terms act (and can be treated) as source terms driving the 
conservation law in the bulk. We cannot state a Kotchine's theorem for the mushy zone formulation since 
there is not strict separation of the regions involved. The overlapping of the regions where u8 and u1 are 
defined precludes setting each grouping of terms in (2-46) to zero separately. 
The next proposition considers the special case of a tensor with a particular interface contribution. 
Proposition 19 
Let T be a second order tensor and let 
T = JT1 + ( l-/ )T2 + y(l-nn)5(f ) , 
where y is a scalar field defined on .I:, then 
div T = div (fT1 + ( 1-/ )T:z} + [div (yl)-2Hyn]5(f ) . 
Proof: 
Ill/ 
div [y(l-nn)5(f )] = div [y(l-nn)]a(f) +'Y(l-nn)grad8(f) 
= div [y(l-nn)]a(f ) + y(l-nn)·n&f 
= [div (yl)-2Hyn]5(f ) + (yn-yn)&/ 
= [div (yl) - 2/1 yn]5(f ) 
2.5. Hilbert Space Setting 
(2-47) 
(2-48) 
In this section we restrict attention to a subset of distributions, namely the distributions generated by 
a cr-finite measure. A measure Jl on a measure space M is cr-finite if there is a sequence of sets {M;) with 
M = u ;'":01 M; and J,J.(M; )<oo. A cr-finite measure Jl gives rise to a distribution by 
<T Ji'ct>> = J ct>(x )d Jl(x) for all <1> e C 0 (Q) . (2-49) n 
The distributions generated by such measures include the regular distributions generated by 
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<T8 ,cp> = J g (x )cp(x )dx for all cp e Co (0) , n 
(2-50) 
where g e L 2(0). The subset of distributions arising from measures can be identified with the dual of the 
space of continuous functions C (0), for 0 a compact (closed and bounded) set in R" [Yosida, 1978]. 
Since D (0) = C 0 (Q) c C (0), we have the inclusion C (Q)' c D '(0). The measures of particular 
interest for the mushy zone model are 
and 
JJ.1 (V) = jfdx for V c 0 , 
v 
J.l.t-1 (V) = j( l-f )dx for V c 0 , 
v 
JJ.1 (V) = J l gradf l dx  for V c 0 . 
v 
(2-5 1)  
(2-52) 
(2-53) 
The measures JJ.1 and J.l.t-l are absolutely continuous with respect to Lebesgue measure and so is J.L1 for 
smooth f .  while in the sharp front case the measure JlJ is a singular measure. Let Hilben spaces of scalar 
functions with these measures be defined by 
and 
HI = L 2(0,Jll ) , 
H 1-1 = L 2(0,J.11_1 )  , 
H1 = L 2(0,Jl/ ) . 
The bulk functions will be indicated as from the Hilben space H8 = H1 e H 1_1 generated by the measure 
JlB (V) = Jdx . The surface or excess quantities have suppon only in the set I (t ) = spt I grad f I . So we 
v 
could have defined H1 = L 2(1 ,Jl1 ). Scalar field variables will be elements of the Hilben space 
H = H1 ffJ H 1_1 ffJ H1 . (2-54) 
For example. the energy can be written as e = e 1+e2+e1 and the energy norm is given by 
- 44 -
l i e I I J = (e 1 ,e 1)1 + (e 2,e�l-f + (el ,ei )J 
A distribution corresponding to an element e of H can be defined by 
for e e H and cp e D (Q)=C 0 (Q). 
(2-55) 
(2-56) 
To represent fluxes and vector quantities we introduce Hilbert spaces of vector-valued functions in a 
similar vein. Let H1 =L 2(n,J.11 ) , and H1_1 =L2(Q,J.11_1 ), where L2(Q) = (L 2(Q))" . The surface vector quan-
tities require an adjustment based on physical assumptions. Excess vector quantities defined on the surface 
exist only in the directions tangential to the surface. Aris [Aris, 1 962] inttoduces a hybrid tensor to project 
three dimensional vectors onto the surface. The construction for the distributional quantities following 
Bedeaux [Bedeaux, 1 975] similarly introduces the tensor 1-nn which makes sense even for a thick 
(mushy) interface with n=gradf ! I  grad! I .  
Define the projection, P1 :L 2(Q) � L2(/ ), by 
P1 = 1-nn . (2-57) 
P1 v is the projection of a vector into the mushy zone having components only in the "tangential" directions 
to n. To see this in the sharp front case, I = :E, consider the vector v e L 2(.Q) represented in surface coordi-
nates as 
where m 1 and m2 are orthogonal to n. Then 
= v11 (n-nn·n) + v 1 (m1-nn·m1) + v2(m2-nn·m� 
= v11 (n-n) + v 1m1 + v2m2 
The Hilbert space of surface vectors can then be defined as 
(2-58) 
(2-59) 
(2-60) 
(2-61 )  
(2-62) 
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H1 = P1 L 2(0,flr ) . 
The inner product on this space is then given by 
(u,v)1 = Ju·v  d fl1 
a 
(2-63) 
(2-64) 
As in the scalar case the vector field variables are taken from a direct sum of spaces which we define as 
(2-65) 
To define the differential structure on the space H we note that H can be imbedded in (C (!1))', the 
dual space of the continuous functions, consisting of measures on n and hence into D '(Q), the space of 
distributions. The action of u e H on a continuous function cp is given by 
T T 
<u,ct» = J J u8 <!> d lls + JJ u1 <P d J.Lr on or 
We can also write this in the distributional setting as 
For regions "fit" or satisfying the segment property we define the Hilbert space 
E(O) ={ u e  H : div u e H} . 
(2-66) 
(2-67) 
(2-68) 
To say that div u e H means that the divergence can be expressed as a bulk part and an interface pan, and 
that both of these are square integrable with the respective measures. E is a Hilbert space with the inner 
product 
(u,v)E = (u,v)8 + (div u,div v)H . (2-69) 
Temam[Temam, 1984] gives a theorem about the denseness of C0 (Q) in a space analogous to 
E (Q), necessary to define trace operators. 
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Theorem 19 
Let Q be an open Lipschitz set in R4 • Then the set of vector functions belonging to 
D(Q) = [C 0 (Q)]4 is dense in E(Q). 
Proof: For u = u8 +u1 S(j ) , a sequence of elements in D(Q) must be found which approximate u. Using a 
This sequence converges to the bulk part but a separate sequence on the interface must be found. A similar 
argument applies to give a sequence converging to div (u1 ) in L 2(/ ). To show convergence in the E-norm, 
we can bound the norm of the other "surface" components arising from the bulk terms. So we have a 
bounded sequence in E. By the Rellich compactness theorem, there must be a convergent subsequence in 
L 2(/ ). Combining the two sequences gives the required sequence in D. //// 
The extension of Stokes theorem to our setting is given in the following proposition. 
Theorem 20 (Stokes Formula in E) 
Let n be an open bounded set of class C2 and f such that all its level surfaces define regions with 
the segment property. There exist continuous l inear operators y" :E(Q) � H-'11 (dQ) and 
u e [C0 (Q-l ))" . The Stokes formula 
(u,gradw)11 + (div u,w )H 
= <Yn (u),Yo(w)>a + <y:;(u),yo(w )>/ - Jdiv (w u1 )dJl1 
I 
is valid for every u e E(Q) and w e  H 1(Q). 
Proof: 
(2-70) 
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By Stokes formula for E (Theorem 1 -7), the bulk terms combine to give 
= <y,. (ut ).Yo(w )>t + <y,. (u:V.Yo(w )> t-/ 
+ (u1 ,grad w)1 + (div u1 ,w )1 . 
The first two boundary integrals combine using the interface trace operator y" to give the jump and 
= <'Y" (us ) .Yo(w )>a + <y:-(us ) .Yo(w )>r 
+ (u1 ,grad w)1 + (div u1 ,w)1 • 
The I - inner product terms combine with the product rule as 
(u1 ,gradw )1 + (div ur .w )r = ]div (w ul )dJ.l.r 
I 
Combining the bulk and the surface terms gives the result. /Ill 
2.5.1. Weyl Decomposition with Surface Contributions 
The space H can be decomposed into orthogonal subspaces. The decomposition will be given for the 
sharp front case. This will be useful when discussing the Navier-Stokes equations in § 3.5 and important 
for the construction of a projection method for the fluid flow calculation. Following [Temam, 1984], [Con-
stantin, 1988], [Ladyzhenskaya, 1969] and taking account of surfaces as in [Myshkis, 1987] ,  we note that 
Theorem 21 
Let n be an open, bounded, Lipschitz set in  R" and l: defined by a level surface off .  Let r=an. 
S =r u  1:. Then 
H(Q) = Hs ED Hr = Go(fl) EDJ o(fl) ED G r  EDJ t ED  Hr 
is an orthogonal decomposition where 
(2-71) 
(2-72) 
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J0(0) ={ v e L2(0) : div v=O , v·n 1 s=O} , (2-73) 
h(O) ={ v e L2(0) : divv=O ,  v=gradp , p e H 1(0) , v·n 1,=0} , (2-74) 
and 
G r(O� v e L2(0) : div v=O , v = gradp , p  e H 1(0) , p , r=O} . (2-75) 
Proof: The specification of the orthogonal splitting of the bulk space is given in [Myshkis, 1987] and the 
proof follows by applications of Green's formulas to the domains. //// 
In the decomposition of the bulk space, the boundary terms are particularly important. For example, 
the vectors in the subspaces J 0 and J 1: exhibit no normal velocity at the interface 1: since v·n 1 :E = 0. The 
subspace G r has no restriction on p or v·n on l:, so vectors from this subspace might be said to move the 
interface. 
The space J (Q)=Jl: 6) J 0 is the set of solenoidal vectors and G (Q)=G r 6) G 0 is the set of potential 
vectors. The decomposition is a refinement of L2=J e G as in the standard Weyl decomposition. There is 
a remark in Temam[Temam, 1984] that in fact 
G (0)� v e L2(0) : v = gradp , p e L1�(0)} (2-76) 
This will be imponant since we typically have discontinuous bulk pressures even in the one dimensional 
examples where the Sobolev embedding theorem [Adams, 1975] implies that p e H 1 is continuous. 
2.6. Relations Between the Classical and Weak Formulations 
Since the jump condition is born of the conservation statement across the interface it is not surprising 
that under sufficient smoothness assumptions the classical and the weak solution of the conservation laws 
coincide. That the classical solution is also a weak solution of the conservation law is immediate using 
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integration by parts. It is however desirable to know under what conditions the weak solution is also classi-
cal. Further we would like to know the relation between the control volume solution and the weak solu-
Lion. 
Theorem 22 
If u is a weak solution or a control volume solution which is smooth with a smooth sharp interface, 
and if J is continuously differentiable as a function of u, then u is a classical solution. 
Proof: This follows by integration by parts in the case of the weak solution and by direct use of the diver-
gence theorem for the control volume formulation.//// 
Theorem 23 
If u is a weak solution of the conservation law and J E [H'h (Or)]", then u is a control volume solu-
tion. 
Proof: Let V be an arbitrary control volume in 0. Let 'I'm E D (Or) with 'Vm �xv in D '(O.r ). Let 
cl>; e [D (!lr )]" with $;�J in H� <Or). Then for each m, 
J J a vm avm J 'JfmS = (-a-u +grad 'I'm ·J) = <u ,-a->+ J·grad'Vm n n 1 1 n 
Taking m � oo, and using Proposition 14, we get, 
/Ill 
Js = a
a Ju + �im <n5av .$; > 
v l v ·--
= _£_
 Ju + lim r cl>; ·n = 1. Ju + r J·n . at v i--iv at v iv 
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CHAPTER 3 
MASS, MOMENTUM AND ENERGY 
We will now specialize the results of the previous sections to the three fundamental conservation 
laws of macroscopic physics. Consider a physical system occupying a closed container .Q c R3 and con­
sisting of solid, liquid and void (vapor) phases. 
The change of density accompanying a change of phase from liquid to solid can be quite significant. 
A five percent change of density might be accurately approximated with a constant density but changes of 
25% (e.g. LiF ) cannot be ignored. Unfonunately, the change of density is necessarily accompanied with a 
change of volume. This forces one to consider void formation and subsequent void movement when the 
region is of finite extent 
The change in density on melting or freezing acts as a source of fluid introduced at the moving phase 
front. If we consider a weak enthalpy formulation for the thermal problem, it is natural to think of this 
source as being introduced in the mushy region, where the phase change takes place. With changes in 
enthalpy come changes in density thus providing a source of fluid and a non-divergence free flow. 
The volume of the void is driven by the thermal solution and the accompanying change of density. 
The way in which the void deforms is driven by the velocity of the void-liquid interface. Thus, there is a 
critical coupling between the thermal state, the source of fluid introduced by melting or freezing and the 
velocity of the liquid. The state of the material inside such a region can be characterized with the applica­
tion of the principles of conservation of mass, momentum and energy. In this chapter the appropriate equa­
tions and interface conditions corresponding to the physical conservation laws are developed for sharp 
fronts and for a mushy zone model in a weak formulation. 
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3.1. Mass and Momentum Equations 
The equation for conservation of mass is 
� + div(pv) = 0. (3-1) 
The momentum equation of a fluid subject to gravitational forces is 
0�1
v) + div (pvv - T) = pg , (3-2) 
with the momentum flux given by 
J =  pvv - T . (3-3) 
The equation of energy conservation in terms of the total energy is 
iJ(�; ) + div (Q) = pv·g , (3-4) 
where the total energy flux is given by 
Q = pe v + q + T·v . (3-5) 
These equations are the global equations of continuum physics. They apply regardless of the type of 
material or the phases present when interpreted in a distributional sense. In these equations the density p, 
velocity v, and total energy e are state variables and J and Q are fluxes which are functions of the state 
variables and their derivatives. g is the gravitational acceleration, T is the stress tensor and q is the conduc­
tive heat flux. To complete the description, constitutive laws relating state variables and flux functions must 
be specified. These will be given in Section 3.2. 
Boundary conditions for this set of equations take a variety of forms depending on the particular phy-
sical situation being modeled and the further specification of constitutive laws for the fluxes. Since we will 
be interested in modeling phase change processes in closed containers, a no-slip, v=O on the boundaries of 
the container is prescribed. The normal momentum flux (normal stress), J ·n,  may be prescribed on the 
boundary of the region as well as the normal energy flux, Q·n. Alternatively, the temperature, which is a 
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function of e may be prescribed. 
Each of the variables p, v, J, e and Q can be written in tenns of its bulk and interfacial components, 
as in Section 2.3. For example, J = JB +J1 5(f )  as in (2-45). 
3.2. Physical Assumptions and Constitutive Laws for the Bulk Phases 
The physical assumptions which we will make will be clearly denoted. The assumptions on the basic 
properties of the material are as follows. 
Assumption_Al: 
The phase-change material consists of a single, pure substance which changes phase at a known 
fixed critical temperature, Tcr . 
Thus, we will not consider alloys or mixtures of different materials, and we exclude 
supercooling/superheating effects. 
Assumption_ A2: 
The phase-change material may exist in three bulk phases: solid, liquid and vapor with densities Ps , 
PL and Pv . respectively. The densities will be assumed to be constants with Ps *f'L >>Pv . Since the 
density of vapor is typically 3 orders of magnitude smaller than PL or Ps · we will take Pv = 0. 
Consequently, the void carries neither momentum nor energy, and from now on "bulk phases" will refer to 
solid and liquid only. 
3.2.1. Momentum Equation Relations 
A thermal driving force for momentum in a bulk phase is incorporated by assuming that all density 
changes are negligible except in the body force tenn, pg, of the momentum equation. We will also assume 
that the density changes in the liquid are induced by changes in temperature and not by pressure. Under 
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these assumptions the body force tenn is expressed as 
(3-6) 
where 
� = [ � �] T=T� (3-7) 
is the coefficient of thermal expansion. The momentum equation becomes 
aNtv + div (pvv - T) = PoO + �(T -Tcr ))g . (3-8) 
This mathematical model for the buoyancy effects is classical, due to Oberbeck and Boussinesq [Joseph, 
1 976] and is commonly called the Boussinesq approximation. 
Concerning the constitutive stress law, we make 
Assumption _A3: 
The liquid is an incompressible , viscous Newtonian fluid. The solid is rigid (inelastic), and the vapor 
filling the void is a compressible gas with negligible viscosity. 
These assumptions dictate the following constitutive laws for the stress: 
j TL = -pL 1 + 't in the liquid 
T = T s = -ps 1 in the solid , 
where the viscous stress tensor is given by 
Tv = -py 1 in the void 
't = 2Jill , 1 D · ·  = -(v · · + V · · ) IJ 2 I ,J ) ,1 
3.2.2. Thermal Equation of State 
(3-9) 
(3- 10) 
The fundamental quantity we will consider is the total energy, e . The total energy is the sum of the 
internal energy, u ,  the kinetic energy, � I v 1 2 and the potential energy per unit mass. The relation between 
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the thermodynamic quantities in a given phase is given by 
du = Tds-pdv , (3-1 1) 
where u is considered as a function of the (specific) entropy, s ,  and volume, v .  Thus, temperature is 
au au . defined as T =(as )v and pressure as p=-( av ).r .  We would hke to use pressure, p ,  and temperature, T,  as 
state variables. To effect this change of variables, we use 
as as dv av ds = -dT +-dp and dv = -dT +-dp . ar ap ar ap (3- 12) 
Note that the specific volume is related to the density by v=_!_. With a.=_!_( �p )p the coefficient of ther-p p aT 
mal expansion, cP=T( �s )p the heat capacity under constant pressure, and Kr=-_!_( �)r the isothermal aT p ap 
compressibility, we have the following relation for the variation of internal energy with pressure and tern-
perature: 
du = (c _l!...a.)dT + ( l!...x:r-I_a.)dp . (3- 1 3) p p p p 
. as av Here we have used the Maxwell relauon [Callen, 1963] , ( dp )r=-( CJT )p . In each bulk phase (solid or 
liquid), Assumption A2 implies a.=Kr=O. As a consequence (3- 13) reduces to 
(3-14) 
so in particular, �; = 0 there. The state is determined by the triple ( p , T , p ). Integrating (3-14) 
separately in each phase, referring to interfacial values (subscripted by I )  where T =Tcr . the melting tern-
perature, we obtain 
(3- 1 5) 
Now we must refer both to a common reference state. We choose (Ps , Tcr , Pr�f ) , and denote the value 
there by uref . Then we have 
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s s au s 0 Uf - uref = u (Ps , Tcr , Pd - u (Ps , Tcr , Pret ) = ap [ Pi - Pret ] = , 
since :; = 0 in the solid. Hence, uf = u,4 . On the other hand, 
uf = u (PL , Tcr , pf> = [ u (PL , Tcr , PT) - u (PL • Tcr • Pret ) ] 
+ [ u (pL , Tcr • Pret ) - u (ps , Tcr , flref ) ] + u (ps , Tcr • Pre! ) 
(3- 16) 
(3-17) 
Now, the first difference is zero since �; = 0 in liquid; the second difference expresses change of phase at 
( Tcr , Pre! ), so we express it in terms of enthalpy change via 6u = 6h - 6( p_ ), p 
as L - [ Pret - Pret ] ,  where L = 6h is the latent heat (of fusion) at (Tcr , Pre! ). Incidentally, this says that 
PL Ps 
Pre! must be the pressure at which the latent heat has been measured {typically 1atm ) . Since the last tenn 
is just U,ef , we obtain uf = u,ef + L - [ -1- - -1- ] Pre! . Hence, the jump of pu as a result of change of 
PL Ps 
. L s PL phase IS PLUf - PsUJ = (PL - Ps ) U,ef + PLL + (- - 1) Pret · Moreover, the assumption that Pv = 0 
Ps 
implies that pu = 0 in the void. Therefore we have the equation of state 
pu = PsUref 
0 
in the liquid 
+ Ps c;[T - Tcr l in the solid 
in the void , 
(3-18) 
For convenience we will take uref=O and also Pref=O ( by rescaling p to "gauge pressure", p - 1 atm ) .  
3.2.3. The Energy Equation 
The conservation equation for total energy is 
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(pe ), + div [ (pe + p )v + q + t·v ] = pv·g .  (3- 19) 
where q is the conductive heat flux given by the usual Fourier law: q= -Kgrad T .  The appropriate jump 
conditions will be derived from this conservation statement. But it will also be important to have an evolu­
tion equation for the internal energy. This can be derived from the energy conservation law using the 
momentum conservation equation, to get a kinetic energy equation [Bird, 1960] . The conservation equation 
for internal energy takes the fonn 
o(�;) + div (pu v+q) = - pdiv v - t:grad v (3-20) 
This equation does not have conservation form but has the advantage that the pressure contribution to the 
energy is contained in a pressure work term involving div v. Due to the assumption of incompressibility 
(Assumption A3), this term is identically zero in the liquid and in the solid. 
Remark 
As a thermodynamic variable, the pressure is appropriate for compressible media. As we saw. 
p=eonslant implies �� = 0, so the pressure does not enter the thennodynamic description of an 
incompressible medium. The pressure appearing in the momentum equation (the dynamic pressure) 
is chosen so that the stress tensor T is equal to -p I in the absence of viscous effects. This is then 
consistent with the thermodynamic pressure in the inviscid limit (see [Serrin. 1960] for a discussion 
of this point). 
3.3. Physical Assumptions for the Interfaces 
From the development in Chapter 2, we can write the jump conditions across an interface using the 
governing equations in conservation fonn. We have three phases (solid, liquid and void) and two free sur­
faces (solid-liquid and liquid-void). 
- 57 -
Let s denote the speed of an interface in the normal direction. Using Kotchine's Theorem 2-9 for the 
sharp interface model, the first jump condition on mass is 
ap/ 
s O p 0 = O pv O·n + Tt + div (p1 v1 )  . (3-21) 
The second condition of Kotchine's theorem is 
(3-22) 
The jump conditions for momentum are 
(3-23) 
and 
(3-24) 
The energy equation jump conditions are 
(3-25) 
and 
(3-26) 
The task now is to specify simplifying physical assumptions for the void-liquid and the solid-liquid inter-
faces. 
3.3.1. Void-Liquid Interface Conditions 
The void-liquid interface and the description of the conditions that hold across this interface are 
required for a complete description of the flow problem. As a free surface, the position of the interface 
must be determined as part of the solution to the flow problem in a classical, sharp front formulation. In 
this section we discuss the conditions that should hold across the void-liquid interface. 
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The interface condition must take account of several effects, the most important being surface ten­
sion. Considered physically, the interface consists of a layer of molecules with different bonding than 
molecules in the bulk fluid. In particular, the molecules nearest the void have no electromagnetic forces to 
balance their void faces. The nearby molecules are thus attracted and this bonding produces surface ten­
sion in the interface layer. Considered as an interface layer, the fluid composing the interface has a dif­
ferent constitution than the bulk fluid. As the molecules of the layer become warmer (more energetic) they 
spread out and the viscous coupling with the bulk fluid creates a flow in the bulk fluid. This is surface ten­
sion driven flow, also known as Marangoni flow. 
The jump condition at the interface along with the constitutive laws of the interface layer are the con­
ditions on the interface and thus the interaction between the bulk regions. A velocity condition and a tem­
perature condition must also be specified. 
Assumption_ A4: 
Velocity and temperature are continuous across the interface. 
This will allow simplification of the jump terms in the continuity and the energy interface conditions. 
A full treatment of the void physics would require a momentum equation and an energy equation for 
the void-liquid interface layer itself [Aris, 1962] . Similarly the particles inside the void would require a 
model that would resolve boundary layers and take into account the heat of vaporization of the liquid and 
the pressure work terms. The full models are appropriate, for example, when studying the motions on soap 
bubbles but in our setting there is no excess surface density at the interface. We will make the following 
simplifying assumptions regarding the void-liquid interface layer: 
Assumption_ AS: 
The excess density of the interface is zero, p1 = 0. 
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As a consequence, surface inertial effects can be ignored. Excess surface energies will be zero and no sur­
face body force is present. 
Assumption_ A6: 
The viscous forces and heat conduction in the interface can be ignored. 
Using Assumptions A2 (Pv = 0) and AS (p1 = 0), the jump condition (3-21)  becomes 
s pL = pL v·n ' (3-27) 
whence the interfacial speed is s = v·n. Hence continuity of velocity up to the interface assures conserva­
tion of mass across the interface, and implies that there is no excess interfacial velocity, namely, v1 = 0. 
Consistent with these assumptions we take the following interfacial constitutive law for momentum, 
T1 = y(l-nn) • (3-28) 
where "( denotes the surface stress (tension ) per unit area and is assumed to be a known (decreasing) func­
tion of temperature. The 1-nn is the surface identity tensor as described in equation (2-33). The assump­
tion that p1 = 0 allows dropping many of the terms in Equation (3-23). With 
TL = -pL l+tL , and Tv = -pv l , (3-29) 
and using Proposition (2- 12), the momentum jump condition (3-23) becomes 
(pL -pv )n - tL ·n - 2H "((I + grad r.'Y = 0. (3-30) 
This can be decomposed into conditions relative to surface coordinates. In the normal direction we have 
PL -pv-tL ·n·n-2Hy = 0, (3-3 1) 
while in the tangential directions 
-tL ·n·m + grad r."f·m = 0. (3-32) 
Equations (3-30) constitute stress conditions that hold between the liquid and the void. Equation (3-
3 1) is a generalization of the well known Laplace-Young relation [Landau, 1980] and equation (3-32) 
embodies the driving mechanism for Marangoni flow. Note that n being the normal into the liquid makes 
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the curvature term 2H = -div n  negative in the void. 
Remark 
If we consider the flow in the void as given and the position of the interface layer as determined, then 
the above jump conditions give a stress boundary condition on the liquid region. Since stress is 
given on the boundary, the velocity of the fluid at the interface is part of the solution of the flow in 
the liquid. By changing the location of the interface in accordance with the velocity of the interface, 
conservation of mass is ensured. The total mass of the bulk fluids will not change if the continuity 
equation is satisfied for velocities in the bulk region and up to the interface. 
Using the same assumptions, and noting that the continuity of velocity across the interface implies 
that there is not excess surface velocity, i.e. v1 = 0, the energy jump condition (3-25) becomes 
0 -p v + q g + tcv·n = 0 . 
3.3.2. Solid-Liquid Interface Conditions 
(3-33) 
In general, the surface tension of the solid-liquid interface is negligible (in the absence of supercool-
ing). Indeed, the classical formulation of the problem with PL = Ps would prescribe a no-slip condition on 
this interface which precludes the additional prescription of a stress condition. Furthermore, the melt front 
is at a constant temperature, the critical temperature, and thus no tangential stress would arise as a result of 
surface tension gradients due to temperature gradients. The more interesting relation would be a 
modification of the critical temperature as a function of curvature, the so called Gibbs-Thomson effect. For 
more on the Stefan problem with curvature dependent critical temperature see [Alexiades et al, 1988a and 
1988b] , and [Langer, 1989] . 
For phase-change materials with differing densities of solid and liquid, the no-slip condition is no 
longer appropriate. The interface acts as either a source or a sink of density (not mass) and the velocity in 
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the liquid may be non-zero even when the velocity of the solid is zero. Note that the speed of the interface 
has to do with the speed of melting or freezing and not with the velocity of the material at the melt fronL So 
v·n;e.r . Because of this the density jump condition has special meaning. 
We make the following assumptions about the solid- liquid interface: 
Assumption_ A 7: 
The excess surface density, p1 = 0 and the surface tension, Yu is negligible. 
With these assumptions (3-2 1 ) - (3-26) reduce to the following jump conditions on the interface l:(t ). For 
mass, 
s O p O = O pv � ·n , (3-34) 
for momentum, 
s 0 pv g = O pvv O·n-O T O·n , (3-35) 
and for energy, 
s 0 pe 0 = 0 q O ·n + 0 pe v O ·n + 0 T·v O·n (3-36) 
3.3.3. Classical Formulation for Sharp Fronts 
The classical formulation treats each bulk phase separately, and imposes interface conditions expli-
citly. In the liquid, the equations are 
divv = O  , 
a(pL V) 
at 
+ div [pL VV-'tL ] = -grad PL + F • 
iJ(pL c;TL )  
at + div (pL ULV + 'II. ) = -
pdivV - 'tL :grad v , 
(3-37) 
(3-38) 
(3-39) 
with F the gravity term. In the solid (assuming it is rigid and immobile), only the energy equation is 
required, 
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a(ps c%Ts) 
di [ ] _ O iJt 
+ v Qs - . 
This is a set of six equations in the six unknowns v, p ,  us and uL .  Momentum boundary conditions are 
no-slip on the container and a specified normal velocity on the solid-liquid interface to account for the den-
sity change on change of phase, rangential velocity as no-slip on the solid-liquid interface, stress boundary 
conditions on the void-liquid interface which closes the velocity calculation. Specified temperature boun-
dary conditions are appropriate for the energy equation (since we are considering a closed container), with 
the critical temperature Tcr specified on the liquid-solid interface for both phases. 
Since the motion of the melt front and the position of the void must be determined as part of the solu-
tion, two more equations must be specified to give these positions. The Stefan condition provides the speed 
of the solid-liquid interface; it is based on the energy jump condition (3-36). The void-liquid interface 
moves with the velocity of the liquid at that interface and thus its location is determined by the liquid velo-
. . th . dr. 0 ctty usmg e equauon - = . 
dt 
Other relations involve the conductive heat flux and the temperature, the velocity and the stress ten-
sor and are defined in the usual manner. 
3.4. Weak Formulation with Free Surfaces 
The weak formulation treats the problem globally, irrespective of phase. No a priori assumption 
regarding the thickness of interfaces is needed, in fact the formulation will allow mushy zones. Define the 
fluid fraction, 
(3-40) 
where VL and Vs are the volumes of liquid and solid contained in some toral volume V .  Taking arbitrarily 
small volumes, we can define f (x,t ) throughout the region of interest. S imilarly, we define the liquid frac-
tion as 
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VL A. = --­
VL + Vs 
(3-41) 
The total amount of PCM (fluid) in a volume V is given by jV and (1-/ )V is the volume of void in V. 
The volume of liquid contained in V is A.fV while the volume of solid is ( 1-A.)/V . Density is related to 
these volume fractions by 
(3-42) 
We define the internal energy of a mushy region with the liquid fraction A. and the volume fraction f in a 
consistent fashion. Then the equation of state (3- 1 8) (with uref = 0 = Pref ) can be expressed as 
(3-43) 
This " lever rule" interpolation between liquid, solid and void values will consistently be applied for quanti-
ties undergoing phase change and provides the basis for a mushy zone model. The relation above can be 
inverted to find A. if pu and f are known. Explicitly, in the liquid or solid (where f -:�: 0), 
� 
A. =  max( 0, min( 1 ,  _j_ ) ) . 
PL L 
(3-44) 
The temperature can be solved for in (3-43) once A. has been found, 
(3-45) 
We would like to solve the conservation law in a weak sense, encorporating the effect of the inter-
faces without explicitly prescribing the stress as a boundary condition on the flow. Equations will hold 
throughout the domain and be understood in a distributional sense when sharp interfaces exist The velo-
city and position of the interface will be found as part of the solution. 
The volume fractions are also used to interpolate various material properties and constitutive rela-
tions in the mushy regions. For example, the thennal conductivity may be defined as 
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K = f (AKL + (1-A)Ks) + (1-/ )Kv . (3-46) 
This has the effect of insulating the void if Kv is small. The flux vector and thus the stress tensors are 
represented as in (3-9) and total fluxes interpolated as in Section 2.4.2 Using these relations the conserva­
tion equations can be given in a form that is consistent with the distributional solution when sharp inter­
faces exist. As discussed in Section 2.4.1, the mushy model reduces to the sharp interface model with the 
correct jump conditions. Thus the fractions enable surface effects to be incorporated in the model naturally 
as source terms. 
Equation (3-1) is the governing equation for conservation of mass. Using Propositions 2-17 and 2-18 
and the assumptions listed in section 3.4.1 to simplify interface terms, the momentum equation is 
a�tv) + div [pvv- (f 'tL +(1-/ )'ts )] + gradp + div (yl)B{f) + 2H"{DO(j) 
= PL (I+ �(T -Tcr ))g , 
for momentum, and 
a(�;) + div(puv- KgradT) = -pdivv- ('t:gradv) , 
for internal energy pu . 
3.5. Hilbert Space Projection of the Momentum Equation 
(3-47) 
(3-48) 
The flow solutions for an incompressible fluid have a well known structure, with velocity decompos­
ing into solenoidal and potential vectors. This decomposition is the basis of many numerical methods for 
fluid flow. The decomposition, given in Theorem 2-21, is now applied to a simplified momentum and con­
tinuity equation with free surface terms. These equations are referred to as the Stokes equations. Consider 
the linearized, non-dimensional, incompressible form of the momentum equation, where convection terms, 
surface terms and density sources have been included in the forcing function, F. Using ll = div(grad ·),to 
denote the Laplacian operator, the Stokes equations, with kinematic viscosity v, are 
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av al+gradp = v6v + F , (3-49) 
divv = 0  . (3-50) 
The Laplacian can be rewritten (using a vector identity [Serrin, 1960]) as 6v =curl (div v)- curl (curl v). 
Using the decomposition of L2(.Q) = G0 e Jr.. E9 J0 E9 Gr (or H) into orthogonal subspaces we can pro-
ject the equation onto the subspaces. We recall the notation of section 2.5.1, using S = r u l: and r = an. 
The terms of the equation are considered as elements of L 2• The forcing term has components in all sub-
spaces. Using subscripts 1 ,2,3 and 4 to denote components in G 0, J t• J 0 and G r· respectively, we derive 
Lhe equations that apply in each subspace. 
Since div v = 0, v cannot have components in G 0 and v1=0. In G 0 the equation reduces to 
In J t• div vrO so 
gradp1 = F1 with p11 =0 . s 
a� . �2 a�+gradp2=Fz wuh Vz"Dil:=O= an l.t . 
In J 0, div v3 = 0, but there is no component of the pressure gradient so 
av3 
Tt = F 3 - vcurl (curl v3) with v3·n Is = 0 . 
In Gr. div v 4 = 0 and curl grad p = 0 imply that 
(3-51) 
(3-52) 
(3 -53) 
(3-54) 
We note thaL no change in the surface location results from the components 1,2 and 3 since v·n = 0 
on I:. The vorticity of the flow, which is contained in components 2 and 3, does not affect the normal velo-
city on the interface. From equations (3-51)- (3-54), we infer that F1 does not affect velocity or pressure at 
points on l:, since p 1 = 0 on l:, so F 1 affects only the bulk pressure. The forcing components, F 2 and F 3, 
change only the vortex (solenoidal) component of v2 and v3• Since v2·n = 0 = VJ"D on l:, they create no 
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change in the free surface location. The 4th component is irrota tional ( curl v 4 = 0 ) and has no restriction 
on v4·n 1t or P4 lt' hence these may be non-zero .  The last equation contains the fr ee  surface interaction with 
the bulk and holds the possibility of void-liquid interface motion as well as the possibilit y  of a density 
change introducing non-zero normal velocities at the solid-liquid interface . 
3.6. Void Evolution and Movement 
The approach to void movement and evolution taken in this work is that of a dynamic force ba lance . 
The approach could also be called , as described above , a moving boundary Navier-Stokes problem . The 
phys ics of the void movement can be summarized by saying that we take in to account the conservation 
laws governing the motion of pa nicles surrounding the void . Thus , the position of the void-l iquid interface 
is determined by the motion of the particles mak ing up the interface itself. 
The coupling of the vo id volu me with the thermal and flow proble ms serves as an illustration of the 
formulation used to model the void evolution. Once the thermal problem in the PCM has been solved, the 
amounts of liquid and solid present co mpletely determine the void volume .  This does not however deter­
mine the location or shape of the vo id . The thermal solution couples in two ways with the flow . First , 
through the momentum equation as a driv ing mechanis m for t he flow and, second , through the continuity 
equation . The change of phase induces a change of density which creates liqu id causing flow. This is the 
i mportant effect for void volume in that as the amount of fluid expands or contracts the void must 
correspondingly contract or expand. The coupled thermal and flow problems produce a velocity field that 
is consistent with the change in volume of the void required by the thermal solution . 
Given a velocity distribution consistent with the density change and the moving boundary Navier­
Stokes equations , the equation for evolution of density , equation (3- 1 ), acts as a concentration equation . 
That is, the region where p = PL is liquid, where p = Ps is solid and where p = 0 is void. The void-liquid 
interface can be thought of as a contact discontinuity in a flow . The con tinuity equation serves as a means 
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of updating the density distribution and thus the void position and the location of the interfaces. 
In addition to these conservation laws a kinematic condition applies at each material interface. This 
condition simply states that particles on the surface stay on the surface. Thus, for the void-liquid interface 
defined by f (x,l ) = 1h , the condition is 
1f = ¥, + v·grad f = 0 . (3-55) 
Equations (3-42) and (3-44) define the fractions in terms of the density and energy. 
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CHAPTER 4 
NUMERICAL METHODS 
4.1. Control Volume Discretization 
The conservation law expressed on a fixed control volume V is obtained by integrating the equation 
over the volume and applying the divergence theorem to the flux term. The control volume must have a 
smooth enough boundary to permit the application of the divergence theorem and we will divide the boun-
dary of V into faces at . For computational convenience the control volumes are usually regular polyhedra 
and in this case the at have constant normals. Letting ii = -1-Ju and similarly for S the conservation l V I  v 
law can be expressed as 
au + -1- J J.n = S. at I V  I av 
Further if we assume that av = ua k the flux term is k 
Letting qk be the fl ux rate through a control volume face ak , 
The discrete conservation statement for the control volume V is 
a;; 1 
a, + IVTtqk = S. 
(4- 1) 
(4-2) 
(4-3) 
(4-4) 
Note that to this point no numerical approximation has been made and the equation is an exact statement of 
conservation on the control volume V .  
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To proceed with a numerical approximation of the conservation law we must approximate the fluxes, 
q�; , through the faces of the control volume. In general, q�; may depend on any or all the field variables. 
There are many approximations for the flux, perhaps the simplest takes an average of fluxes based on 
nearby values. We begin the numerical approximation by defining a quadrature rule for the evaluation of 
the flux q�; . Let the numerical approximation of q" be denoted by q" . The simplest such rule is 
(4-5) 
In this equation j�; is the value of J·n at the midpoint of the cell face a k ,  the area of this face being A�: . 
The j�; 's must be calculated from the field variables via the constitutive laws. 
Remark 
This procedure for discretizing the spatial derivatives is called finite-volume, control-volume or 
integrated finite differences. It differs from other finite difference procedures in that it is based on an 
integrated form of the equation and thus is not simply a replacement of the derivative tenns with a 
numerical approximation. The control-volume discretization gives a strongly conservative numerical 
method in the sense that on any collection of control volumes a discrete conservation statement will 
apply. A review paper by Vinokur [Vinokur, 1989] discusses the major differences between the 
finite difference approach and the control volume approach. On a uniform mesh in Cartesian coordi­
nates, it can be observed that all these difference methods are equivalent in the sense of providing the 
same difference equations. But for non-uniform meshes they are somewhat different The finite­
volume method takes great care to maintain consistency with the geometry of the region and the 
discretization. Because of this, conservation is enforced in a stronger sense than many finite differ­
ence or finite element methods. 
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4.1.1. Time Discretization 
Once numerical approximations have been introduced for the fluxes, there results a system of ordi-
nary differential equations (ODE's). Let M be the number of control volumes representing the discrete 
geometry. The system of equations may be represented in vector fonn by introducing the following nota-
tion. 
S=  (S"t tS2, · · · ,SM ) • 
With this notation the ODE system is 
or integrating over time, 
t+At t+At 
un+I_u" + _1_ f :E�< u > = f S( ii  ). I V  I , 1 , 
A suitable numerical integration method for solving this system of ODE's must be selected. 
(4-6) 
(4-7) 
(4-8) 
(4-9) 
(4-10) 
A widely used implicit method for heat conduction problems is the Crank-Nicolson method. A more 
general method is obtained by introducing a parameter 9 and discretizing as follows, 
(4- 1 1) 
where 
F"..e = 9F"+1 + (1-9)F" . (4-12) 
The choices 6=0, 6=� and 9=1,  yield the explicit, Crank-Nicolson and fully implicit time discretizations. 
For 9�1h , the methods are single step, A-stable schemes for a system of ODE· s. 
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Remark 
Other implicit backward difference formulas (BDF's) are also derivable from the control volume 
form by introducing higher order integration rules for the approximation of the integral over time in 
equation ( 4-1 0). 
4.1.2. Numerical Computation of Weak Solutions 
F. John [John, 1978, 1952] demonstrated that the solution to quasi-linear parabolic equations could 
be obtained by a finite difference method because the difference method, if it converges, tends to a weak 
solution of the equation. For conservation laws, Lax and Wendroff [Lax, 1960] proved that a conservative 
method, if it converges, will tend to a weak solution of the conservation law. The fact that a finite differ­
ence method converges constitutes a proof of the existence of a weak solution, but this does not guarantee 
uniqueness. Indeed, it is possible to construct examples where different mesh sequences converge to dif­
ferent weak solutions and the uniqueness of solution fails [LeVeque, 1990] . It is the goal of the research 
program started in this work to show the existence of a weak solution to the coupled phase-change, fluid 
flow and void system. We hope to solve the theoretical problem partially through experimentation and 
development of numerical algorithms that simulate the physical processes. 
4.1.3. Solution Algorithms for Coupled Systems 
When more than one conservation law is coupled, as the case of phase-change processes with con­
vection in the melt, an algorithm properly linking the equations must be devised. Since the phase-change 
(with unequal densities) influences the geometry of the system, the energy equation is of primary impor­
tance. The coupling of the equations must first of all account for the effect of the phase-change. A descrip­
tion of a chain of events indicating the coupling is given here with a more precise statement of the coupling 
algorithm given in § 4.6. 
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With the change of phase ( modeled by the energy equation) the liquid fraction changes. Globally, 
the liquid fraction indicates the amount of change of volume of the liquid and solid and hence the change in 
volume of the void. Locally, in a control volume, the change in liquid fraction gives a dilatation for the 
continuity equation. Using the temperature field to induce buoyancy (or surface tension gradients ) and the 
change in density as a deviation from a divergence free flow, the momentum equations and the continuity 
equation are solved to give the flow field. This flow field couples back to the energy equation primarily 
through the convective term of energy transport The velocity also defines the motion of the void-liquid 
interface by the response of the fluid fraction to the velocity field. Clearly, the position of the void also 
effects the flow and the energy distribution. 
An explicit time update algorithm would simply use old time level information to make all updates. 
While this is appropriate for many phase-change problems, it is not appropriate when the convection in the 
melt is included. The flow of an incompressible fluid requires that at least the pressure be treated impli­
citly. The reason for this is that in a truly incompressible medium the speed of sound is infinite. The time 
step that is required to track a pressure (acoustic) wave is thus zero. Because of the requirement that pres­
sure be treated implicitly, the numerical coupling algorithm must be somewhat more intricate. 
We will first describe the discretization of each equation in some detail. The terms that require spe­
cial consideration can then be identified and a coupled algorithm can be given. 
4.2. Energy Update Algorithm 
For the modeling of a phase change material where density changes are not ignorable we will use the 
equation for internal energy (3-20) derived in Section 3.2. This equation is not in conservation form but 
has a conservation part. We will treat the right hand side as a source term so that the form of the equation 
is exactly that of the enthalpy equation ( 1 - 1) but with an additional convective term. For a given control 
volume, if we consider pu as the control volume average of the internal energy, the discrete equation is 
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= � tS"..e - (1-8)� 11:( (p�)''v·n1 - Kgrad11 T" ·n1] ;; I + (pu)" k 
(4- 13) 
where the tilde in the convective tenn indicates that an upwind fonnula is used to approximate face values 
of the thennodynamic variable, and grad 11 denotes the discrete gradient operator. In equation (4- 13), the 
source tenn is given by 
S = fp div 11 v--'t· grad 11 v . 
v 
(4-14) 
where div 11  is the discrete divergence operator. The state relation between internal energy pu and tern-
perature is given by equation (3-43). 
In a control volume discretization this fonn of the energy equation is particularly advantageous. We 
think of the control volume averages of lhennodynamic quantities as "located" inside the control volume 
while velocities are located on the faces of the control volume. The gradient tenns always appear as inner 
products with the face nonnal, so these directional derivatives are naturally approximated at the face by 
centered differences of quantities at cell centers. 
The upwinding of the convective tenn is done by interpolating the facial value between the average 
of the two adjacent control volumes and the control volume from which the velocity vector points. The 
interpolation weights the upwind value more as the magnitude of the velocity increases. 
The discrete divergence operator will always appear in integrated from so that, on application of the 
divergence theorem, it can be approximated by a sum of values on the faces of the control volume. For 
example, the pressure work tenn p div v, is approximated quite naturally as an integral over the control 
volume since pressure is a thermodynamic variable and div v represents the dilatation of the volume ele-
ment Mass conservation in the bulk regions will lead to a zero numerical approximation for the dilatation. 
Thus energy will be approximated in the bulk regions with the incompressible enthalpy equation. In the 
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mushy regions, where material is changing phase, the pressure work term incorporates the fact that the den­
sity change creates motion and that this motion enters the energy balance. 
Remark 
Fully conservative forms of the energy conservation equation, eg. (3- 19), give numerical approxima­
tions that require a pressure value at the face of the control volume. The numerical interpolation 
involved in this face value (for example, averaging of control volume values) leads to unacceptable 
errors in the energy and subsequent confusion of the phase state of the material. Our experience with 
the approximations indicates that our algorithm can be implemented in a manner consistent with the 
conservation of mass and energy throughout the computational domain. 
The implicit form of Equation (4- 13) can be solved in a number of different ways and the phase­
change literature on this topic has already been discussed in the Introduction. We mention the non-linear 
SOR (or Gauss-Seidel) iteration as a reasonable choice; this is used in § 5.2. Also a Newton/Approximate 
Factorization algorithm, discussed in § 5.3, is an efficient method for three-dimensional problems. 
4.2.1. Energy Conservation in the Void 
The discrete energy equation applies throughout the computational domain including the void region. 
The state relation for density and internal energy in terms of fluid fraction f in equation (3-42) and (3-43) 
clearly indicates that the energy in the void is zero due to the assumption p is zero in the void (Assumption 
A2). The energy conservation equation thus reduces to div (Kv gradT)=O in the void. If all approxima­
tions are consistent, this implies that the temperature of the void should approach a mean value of the tem­
peratures in the surrounding bulk. 
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4.2.2. Liquid Fraction and Temperature Update 
From the new (pu t+t , we update the liquid fraction, A."+1 , at the new time level using equation (3-
44) with the old /" . The temperature at the new time level, T"+1 , is updated using the equation of state in 
the fonn of equation (3-45). The density change due to the change of phase may be found from (3-42). 
For later use this gives a density source term, 
(4-15) 
which is the main source term driving convection and the bulk change of volume used in the pressure equa-
tion derived in the next section. 
4.3. Numerical Methods for the Momentum Equation 
The modem era of computer simulation of fluid flow was initiated at Los Alamos National Labora-
tory in the studies of Harlow and co-workers [Harlow, 1965a] , [Harlow, 1965b]. The MAC method 
[Welch, 1966] . already shows the application of the techniques to free surface problems. These techniques 
were based on sound physical insights into the nature of fluid flow. The mathematical analysis of these and 
related techniques resulted in the development of the projection method. Originally proposed by Chorin 
[Chorin, 1967], convergence proofs are given by Chorin [Chorin, 1968] and Temam [Temam, 1969]. Its 
practical utility and relation to the MAC methods is discussed in [Peyret, 1983] . Temam [Temam, 1984] 
gives the full background of the method and its analysis as a fractional step method. 
The fundamental insight of incompressible flow modeling is that that the pressure must be treated 
implicitly. The projection method embodies this insight in a mathematical structure. In this method, the 
time advanced velocities are obtained using a predictor and a corrector. The velocities are predicted using 
either an explicit or an implicit method and then corrected via a pressure equation to obtain a flow field 
satisfying mass conservation. For our purposes, the method will be modified to take account of the free 
surfaces and different material regions of our problem. 
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In brief outline, the method consists of the following steps. A velocity field is predicted by 
(pvf = (pv)" + tJ. t [flux terms ] + fJ. t S . (4-16) 
A pressure equation, to be determined later, is solved to find the pressure p and then the velocity is 
corrected via 
(pv)"+1 = (pvf - tJ. t gradp"+1 , 
to give a divergence free velocity field. 
(4- 17) 
The method first updates the velocity, changing components in the subspace J (Q) = 1 0(Q) EDJJ:(Q), 
as in § 3.6. The pressure gradient may be excluded from this calculation since grad p does not have com-
ponents in J 0(0). The corrector equation, updates velocity components in G (Q) = G 0(Q) ED G r(il) and 
projects the velocity back to a divergence free velocity. 
We can also think of the method as a fractional step method, as explained in [Temam, 1984]. For 
this view we consider an operator splitting of the Navier-Stokes equations into A 1 = div (-pvv + 't) and 
A 2 = grad p .  The momentum equation can be written as 
o(pv) - A  A ot - rr. 2 . 
The equation can be solved over a time interval [t" ,t"+1] by solving 
o(pv) _ A  at - 1 • 
with initial conditions {pv)" to obtain (pv)· and then by solving 
� - A at - 2 · 
over the time interval with initial conditions (pv)· . 
Many forms of the projection method have been proposed. For example, a time explicit approxima-
tion may be used for the predictor. A popular mix is to use a second order explicit formula to advance the 
convective term and then use the second order Crank-Nicolson method to advance the diffusion tenns. The 
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justification for these fractional step methods is discussed in [Temam, 1984] and [Yanenko, 197 1 ]  and will 
not be pursued here. Another popular flow algorithm that has received a great deal of use in the engineer­
ing community is the SIMPLE (Semi- Implicit Method for Pressure Linked Equations) algorithm of 
Patanker and Spalding [Patanker, 1972]. This algorithm solves the pressure equation using a line relaxa­
tion method, relaxing the pressure correction along with a velocity correction. 
4.3.1. The Projection Method 
Several approaches can be taken to the development of numerical methods for the flow computation. 
The first challenge is to develop methods that produce a zero velocity in the solid while conserving mass. 
A physically appealing method has been proposed by Gartling [Gartling, 1980] . In this approach the 
viscosity of the liquid is a function of the enthalpy, increasing as the enthalpy (or liquid fraction) decreases. 
The increased viscosity in the solid slows the flow to zero in the solid. Gartling's formulation is not based 
on the projection method. His finite element formulation solves for pressure simultaneously with velocity. 
This form does not conserve mass locally, although it does conserve it globally. The viscosity method 
could be used for the predictor equation in the projection method. 
Another method is proposed by Voller [Voller, 1987]. The mushy region is modeled using Darcy's 
law for porous media flow. A term -c v is added to the momentum equation where the coefficient is a func­
tion of enthalpy; c is large for points in the solid region and zero in the liquid. A justification for this poros­
ity term in the momentum equation can be found in [Allen, 1988] . A weak formulation of the momentum 
equation using a porosity term was also used for theoretical analysis in [Cannon, 1980] . The effect of the 
term is to act as a momentum sink and force the velocities of the solid to zero. This formulation can be 
made to conserve mass and we have explored some of the issues involved in its implementation, using it in 
the implicit algorithm. We concluded that the inclusion of this tenn in a numerical algorithm must be done 
in an implicit manner. The time step becomes severely restricted in any explicit method when porosity 
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tenns are involved. 
Another method was first employed by Morgan [Morgan, 1981 ] .  The velocities were simply set to 
zero in the solid. The effects of this assumption on conservation were not analyzed and a mathematical 
justification was not given. In fact, this method may be analyzed in the context of the projection method as 
follows. The velocity correction equation is only detennined up to a divergence free velocity field since 
the correction is a result of the pressure equation solution. We can freely add a velocity field w to the 
correction equation if divw=O. Setting the velocity to zero in the solid is equivalent to adding 
w=(A.-l)pvn+l , whose divergence is 
div w=( l-A.)�+ grad A.·pvn+l . 
Since this is not equivalent to the statement of mass conservation it can be seen that the method does not 
conserve. 
The projection method is based on the fundamental decomposition of the space L 2(0) given by the 
Weyl decomposition theorem. As noted by Harlow [Harlow. 1965] , the predictor step adjusts the vonicity 
of the flow, adding a correct amount based on a discrete conservation law for vorticity derivable from the 
momentum equation. The corrector step projects this flow, without changing its vorticity, to the subspace 
of L 2(0) consisting of divergence free vectors. In our case, these vectors are divergence free only in the 
bulk regions. The Hilbert space setting developed in Section 3.5 makes this discussion fonnal and extends 
the method to include surface contributions. The projection method consists of predicting flow velocities in 
the subspace J of H and then adding to the prediction an element from the orthogonal subspace G of H so 
that mass conservation and interfacial relations are correct 
The conservation of mass, and the solution of the pressure equation, are tightly coupled with the 
method used to update the void location. Physically, the pressure solution must take account of the surface 
tension forces and the curvature of the void-liquid interface and resulting velocities in the liquid must be 
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such that fluid created (or destroyed) by the melting and freezing processes creates movement of the void. 
A global mass balance must be maintained with the void shrinking or expanding to compensate for change 
in density of the bulk material. 
The projection method, with modifications to include surface effects in a weak formulation is 
described in the following. The predictor step of the method uses a Crank-Nicolson time discretization to 
predict the velocity field. In what follows 9 takes the value lh .  The momentum predictor equation in 
discretized form is 
(4- 1 8) 
The structure of the equation shows the convection terms, the viscous diffusion terms and the momentum 
source terms. We assume that the momentum source term, which will come from buoyancy terms and sur-
face terms, can be split in two parts as 
Spv = Sm + Sn . (4- 19) 
These terms will be specified later. The predictor equation injects vorticity into the flow and the corrector 
adjusts these velocities, without changing the vorticity, to a flow satisfying the mass constraint Equation 
(4- 18) is implicit and may be solved by a SOR (or Gauss-Seidel) iteration, or by the Newton -AF method 
described in § 5.3. 
The next step of the method is the corrector equation. The conector takes the form 
subject to the continuity requirement 
divh ((pv)11+1) = -� = Sp .  
llt 
(4-20) 
(4-21) 
Consistent with the discussion in § 3.6, we partition the momentum source terms so that those which 
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affect the vonicity of the flow are included in S"' and those which do not, but play a role in the balance of 
mass, are included in S11 • These can now be specified as 
(4-22) 
and 
s,. = - 2Hyno(f ) . (4-23) 
This division of the surface terms places the Marangoni forcing term and the buoyancy term in the predic-
tor equation. The normal surface curvature terms, SIS , will play an important role in the the bulk movement 
of the fluid and the changing position of the void as a result of the solid-liquid change of phase. The tenn 
SIS is incorporated in the pressure solution as a boundary condition on the void-liquid interface. 
Void movement is a result of the velocity of the bulk material, which is calculated from the pressure 
solution. This implies that S P• on the void-liquid interface, is not known before the solution of the pressure 
equation. Rather, the void movement and S P must be calculated from the solution of the pressure equation. 
The numerical method developed here treats the solid-liquid phase change as the driving process of 
the system. The void-liquid interface responds to the induced volume change. With the density given by an 
equation of state, p=J (A.pL + ( 1-A.)ps ). the density source from the predictor step can be expressed as (see 
(4- 15)) 
(4-24) 
During the predictor step, f will be held fixed so there is no time derivative involved for f .  The internal 
energy, once updated, can be used to update A. and thus an approximation for the time derivative of A. 
In the liquid and mushy region the pressure equation takes the form of a Poisson equation, namely, 
(4-25) 
A global density source is not known at the time of the solution of the pressure equation since the void 
movement would not have been determined, so the source tenn S� , from (4- 1 5), is taken as the density 
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source associated with the phase change in the mushy region. (see § 4.2.2). The pressure equation applies 
up to the solidus boundary of the fluid-filled region. The density source tenn is a singular tenn. For a 
sharp front, where solidus and liquidus curves coincide, the tenn could also be treated as a boundary condi-
lion on the pressure equation. With the existence of a mushy region this is not possible. In the solid, the 
pressure equation does not apply and we replace the pressure equation with p = Pref • In the void itself, the 
pressure equation is also inapplicable and will be replaced with p = Pv . The void pressure will also be 
taken as a constant; the constant can be chosen from an ideal gas model, for example, as the vapor pressure 
corresponding to the current mean temperature of the void. 
Appropriate boundary conditions must be applied to the liquid and mushy region of the pressure 
solution so that the projection of the momentum equation yields a momentum field that conserves mass and 
gives the correct jump conditions involving curvature on the liquid-void interface. This will be discussed in 
the next section. 
Once p"+1 is found, the predicted (pv}* is corrected via 
(pv)"+1 = (pv)* - dl gradp"+1 , (4-26) 
( )"+l 
and v"+1 is calculated as v"+1 = pv . The old time level value of density will be used in a semi-
p 
implicit method of coupling the equations, calculated from the fluid fraction f and liquid fraction A. via (3-
42). 
4.3.2. Boundary Conditions for the Pressure Equation 
The boundary conditions for the momentum equation follow the standard recipe of no-slip, v = 0 on 
rigid boundaries. These conditions are applied in the first portion of the time step to the equation comput-
ing (pv}* . The boundary conditions on the pressure equation are derived from the following considera-
lions. Let n denote the nonnal to the fluid boundary, r. Taking the dot product of n with equation (4-26) 
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gives a condition on the nonnal derivative of p"+1 as 
a 11+1 1 !?.L..:..:..a = -[ (pvrf - (pvr)"+t ]·n . n llt (4-27) 
Since the no-slip velocity boundary condition means that v·n = 0, this becomes a homogeneous Neumann 
condition on any rigid boundary, namely, 
ap"+t -
an - O . (4-28) 
The boundary of n is a fixed boundary for the fluid and so the homogeneous Neumann condition 
applies. The solidus boundary of the phase change material (where A.=O) is another such boundary. The 
Neumann condition implies that no mass is moving across the solidus and this decouples the pressure solu-
tion and the velocities in the solid from the liquid. 
A Dirichlet condition (specified pressure) is prescribed on the void-liquid interface. To include the 
effects of curvature and surface tension, the pressure at the interface is the jump condition for pressure 
derived from Kotchine's Theorem (2-9). In particular, the liquid pressure, PL, is prescribed using equation 
(3-31). Since the pressure is prescribed, the nonnal derivative of pressure ( and thus the velocity of the 
void-liquid interface) is free to adjust itself as part of the pressure solution. The velocity correction equa-
tion gives the velocity of the liquid at the interface. This jump correctly accounts for the source tenn S11 in 
the corrector equation. 
4.3.3. Compatibility Conditions 
Let r represent the void-liquid interface, or more specifically the liquidus of this interface (where 
f = 1). Compatibility conditions for a solution to the pressure equation require that 
Js; 
= 
Jpv·n . 
n r 
(4-29) 
This condition proves to be a stringent test of numerical methods for fluid flows with internal free boun-
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daries. A discrete fonn of this compatibility condition must be satisfied very accurately or mass and energy 
will not be conserved. 
4.4. Void Evolution and Bulk Movement 
The solution to the pressure equation yields pressure gradients consistent with mass conservation and 
gives the velocity of the void liquid interface as part of the velocity correction. With velocities in the void 
region set to zero, the continuity equation gives the change of density throughout the domain. The density 
source has one part resulting from the solid-liquid phase change and the subsequent change in density, and 
another part due to the changing location, size and shape of the void. 
The fluid fraction is updated with the kinematic condition 
� + v· grad f = 0 . (4-30) 
The discretization of this equation is illustrated in one of the examples in Chapter 5. 
4.5. Discrete Interface Approximations 
The representation of the void, and the liquid and solid, described in the mushy zone weak fonnula­
tion, is based on volume fractions. This approach was used first for flows involving free surfaces by Hirt 
[Hin, 1968] and tenned the volume of fluid (VOF) method. A series of references [Viecelli, 1969], 
[Nichols, 1971 ] ,  and [Hirt, 1981] ,  mark refinements of the method. In all these references the front is 
approximated with a piecewise smooth curve fitted to the fluid fraction f . This curve is used as an approx­
imation of the front for the application of boundary conditions to the flow. 
From an accuracy standpoint, knowing the location of the front is a great advantage. The smooth 
front approximation can be used to calculate curvature directly. The point of view taken here is that a sharp 
front is a result, a possible property of the weak solution, and should not be forced on the solution. This 
leaves us with the problem of approximating numerically the various terms of the surface contribution. 
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The numerical approximations of surface terms we employ are based on the definition of the nonnal 
in terms of the fluid fraction. The discrete equation for the normal is given by 
grad,./ 
n = ----1 grad,./ I 
(4-3 1) 
When the fluid fraction is constant, the gradient will give a zero normal. On a control volume mesh, the 
normal is located in component fashion on each cell face. This is similar to velocity and is situated this 
way because the fluid fraction is located at the mass cell centers as a thermodynamic variable. By averag-
ing the face values, the normal associated with a mass cell center can be found. 
The tangential directions are easily defined from the normal. A first tangential direction, m1, is 
chosen so that n·m1 = 0. The second tangential direction is taken as the cross product of n and m1 •  
4.5.1. Marangoni Stress Approximation 
The surface gradient of the surface tension, y, is calculated using the vectors m1 • m2 defining the 
orientation of the void-liquid interface. The surface gradient of y is approximated by the following expres-
sion: 
- div ,. (yl) = - grad r.Y = - !!..1._ grad r.T = _!!..1_ I: (grad T ·m; )m; . ar ar i=l .2 
(4-32) 
The T in this equation is temperature since the Marangoni stress is assumed to depend on the temperature 
through the surface tension. The scalar quantities given above are the components of the Marangoni stress 
in the direction of the vectors m; , for i = 1 ,2. The Marangoni stress, or traction, vector on the surface is 
then computed. 
4.5.2. Discretization of the Curvature 
The interface normal component, S,. , appears in the momentum correction (4-20) and in the pressure 
equation (4-25) as a boundary condition. Approximation of this term requires the computation of the curva-
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ture of the interface. The mean curvature is approximated using the fundamental formula -2H = div n. The 
approximation for n, being derived from the gradient off ,  leads to a natural approximation for the curva-
ture as a control volume average. Using a bar to indicate average quantities and nv to indicate the outward 
normal to the volume V ,  the curvature is approximated for a mass control volume, V,  as 
- I J f . I f I f -2H = IVT v-2H = vdzv n  = IVT Jvn ·nv = 1 V 1 1  gradhf 1 iv grad11f ·nv (4-33) 
Since the grad 11/ is naturally located on the faces of the mass cells this integral averages the grad hi 
components. This approximation yields a control volume average curvature term, which implies that we 
think of curvature as a thermodynamic variable on the staggered mesh. Since the surface tension must be 
evaluated as a function of temperature it too is naturally a mass cell center quantity. 
4.5.3. Discrete Pressure Equation 
On integrating the pressure equation (4-25) over a mass control volume, V, we obtain 
J gradp ·n = -1 [ Jpv· ·n - Js� ] . 
av ll.t av 
v (4-34) 
This leads to the natural discretization on the MAC mesh since pressure is located at the center of the mass 
cell and momentum is located at the boundaries of the mass cell. Gradients are approximated with cen-
tered finite differences to give the discrete equation. 
This equation applies for each control volume in the liquid region. At the boundary of the domain or 
at the face of a control volume that is adjacent to a solid control volume, the gradient is set to zero. The 
Dirichlet condition on the void-liquid interface (value of PL from (3-3 1 )) is set on the void or partially void 
cell adjacent to a fully liquid cell. 
4.5.4. Discrete Surface Terms as Momentum Source Terms 
The principle underlying the fluid flow algorithm is that the vonicity of the flow is set by the predic-
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tor step (4- 1 8), and the subsequent pressure solution and velocity correction steps, (4-25) and (4-26), do not 
change the vorticity of the flow. Since the Marangoni stress introduces vorticity into the flow, the numeri­
cal approximation must be introduced in the predictor equation. The predictor equation is integrated over 
the velocity control volumes in the discretization. Thus, the Marangonni term is approximated at the face 
of a mass cell and represents the control volume average over the velocity cell. Average tangential direc­
tions must be found and some of the components of grad T must be averaged to correctly represent the 
term as an integrated source. 
This treatment of the Marangoni term is in contrast to the front tracking approach of prescribing the 
stress on a smface. That approach modifies the flux on the face of the velocity control volume. 
4.6. Algorithm Summary 
In the last few sections, the discretization method and the solution algorithm for each equation has 
been outlined. The equations form a coupled set and so it is appropriate to discuss how the coupling is han­
dled. For an explicit method the order of the solution of each equation is immaterial because only old time 
level data is used. But the incompressible flow algorithm requires that pressure be treated implicitly and, 
by Equation (4-21), information at the new time level is required for the change in density. The following 
is a semi-implicit algorithm for the coupled system in which the pressure is treated implicitly but the pred­
ictor step and the energy update are handled explicitly. We assume that all quantities are known at time 
level n 
Semi-Implicit Algorithm 
1 .  Update the energy (pu y�+t using explicit time stepping. 
2. Calculate A."+1 from the new energy. 
3. Calculate S� from A."+1 • 
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4. Predict the momenUJm, (pv) • including the Boussinesq and the Marangoni tenns. An explicit 
time step is taken for each of the components of the momenUJm equation. 
5. Calculate div ((pvf ). 
6. Solve the elliptic pressure equation. 
7. Calculate corrected velocities. 
8. Update fn+I using the corrected velocities. 
This algorithm has a time step restriction based on a minimum timestep for each equation. The relevant 
limitations are the energy diffusive limit, the convective limit (CFL conditions), and the viscous limit. 
An implicit algorithm can be constructed by perfonning the energy update and the predictor step 
with an implicit time stepping method; we typically use the Crank-Nicolson method with a 
Newton/Approximate Factorization algorithm as described in § 5.3. The energy equations and the momen­
tum equations are then iterated until the new time level values equilibrate. The implicit method allows for 
an increase in the size of the time step over the explicit limits, but is still limited by the requirement that the 
iteration of the equations converge. 
The void update algorithm is particularly sensitive, even when very accurate divergence free velocity 
fields are produced from the pressure solution. Implicit treatment of this equation leads to loss of sharp 
fronts for numerical reasons. This is discussed in § 5.2 where enhancements of the method are introduced 
to allow more robust void evolution and more accurate calculation of the curvature. 
4.7. External Approximations for the Pressure Equation 
For a complete theory of the weak solution of the coupled phase-change fluid flow system one must 
allow the solution to the pressure equation which is discontinuous across the void-liquid interface and 
whose gradient is discontinuous across the solid-liquid interface. As mentioned in the introduction this 
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research program is not complete. We have been unable to extend the weak formulation of the projection 
method to include the correct jumps. What we have been able to do is provide an extension to the theory of 
numerical solution of elliptic equations which would justify the computation of a weak solution using the 
pressure equation. 
The regularity theory for the Laplace operator [Treves, 1975] implies that the solution of Poisson's 
equation will have smooth derivatives two orders higher than the smoothness of the forcing function. More 
precisely, if we solve t¥J =S e Hs (Q) then p e Hs+2(Q), where Hs (Q) is a Sobolev space of functions 
defined on the domain fl. Thus, if p is to have jump discontinuities then the forcing tenn must involve 
singular functions. In fact, S must be in H-2(0.) to give a p in L 2(0.). 
This section develops the theory required to justify a control volume solution method where the vari­
able p may have jump discontinuities and the right hand side of the equation is a numerical approximation 
to singular distributions. In particular, we are concerned with the question of the convergence, as the mesh 
spacing goes to zero, of the control volume discretization for the Poisson equation arising in the pressure 
correction step. 
To develop a theory that applies to control volume approximations we will prove a generalization of 
the external approximation theory found in [Temam, 1984], [Treves, 1975] and [Aubin 1972,] . A similar 
framework has been developed for finite element methods by Babuska [Babuska, 1973] and Brezzi [Brezzi, 
1974]. The mixed finite element methods are described in [Oden, 1983] along with many references. Our 
generalization requires separate external approximations for the solution space (trial space) and the test 
function space. The problem of interest can be stated as 
Let U and V be Hilbert spaces and a (u ,v ) a real bilinear fonn on U xV . Find u e U such that 
a (u ,v ) = <I ,v > for all v e V , (4-35) 
where I e V', the dual of V . 
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By the generalized Lax-Milgram theorem this problem has a unique solution if the following condi-
tions on a ( · • ·) are satisfied. 
Remark 
I a (u , v )  I S M II u I I u I I v I I v for all u e U , v e V , 
. f l a (u ,v ) l > 0 ,}� u !�� II u II u II v II v - a > ' ll u !l=l ll v I I SI 
sup I a (u • v ) I > 0 • v ¢0 , v e V 
u e U 
(4-36) 
(4-37) 
(4-38) 
The inf-sup condition (4-37) and the positivity condition (4-38) are satisfied for any coercive bilinear 
form, i.e. when I a (v ,v ) I �a l l  v II v for all v e V .  There are several equivalent forms of the inf-sup 
condition, one given in [Bernardi, 1988] and also in [Girault, 1979] will be useful for us. It states that 
the inf-sup condition is equivalent to 
¥ 
sup 1 a (u 'v ) 1 � a II u II u for all u e U 
v e V  l l v ll y 
(4-39) 
To construct an approximate solution we will develop external approximations for functions in both 
U and V as well as construct approximate operators for both a and I . Consistency conditions on the 
operators together with stability conditions on the function approximations will lead to convergence of the 
approximate solutions to the exact solution. The following definitions can be found in [Treves, 1975] but 
have been generalized here to cover the case of a bilinear form with a mixed approximation, i.e. U *V . 
Definition 
Let V ,  F be Hilbert spaces and Vh be a family of Hilbert spaces indexed by a discretization parame-
ter h . (Vh , F .  rh . Ph , J ) is a convergent external approximation to V if Ph : Vh --+ F is continuous 
and linear, r h : V --+ V h is continuous, J :  V --+ F is one to one, linear and continuous with closed 
range, and 
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(i) for all v e V ,  p11 r11 v �Jv in F as h �. 
(ii) for each h >0, if v" e v ... and P1a v" �1 weakly in F ,  then there exists v e V such that f =Jv . 
The approximation is stable if 
(iii) there exist constants R and P such that II r" I I� and II Pit II S P , independent of h .  
Let ( U 11 , G , r 11 ,  p11 , J )  and (V 11 ,  F ,  r11 , p11 , J )  be stable, convergent, external approximations to U 
and V ,  respectively. We will let the appropriate r,. and p11 be specified by the context. Let a11 (u11 ,v11 ) be a 
continuous, bilinear form defined on U11 xV11 • 
Definition 
The bilinear form a" is consistent with a if given u e U and v e V ,  
(i) if p11 v11 � Jv weakly in F ,  then 
(ii) if p11 u11 � Ju weakly in G ,  then 
lim a11 (u11 , r11 v )  = a  (u ,v ) . 
Ia 
For an approximate linear functional l11 e V11 ' we make the following 
Definition 
The bounded linear functional l11 is consistent with I if given v e V ,  
if p11 v11 � Jv weakly i n  F ,  then 
(4-40) 
(4-41) 
(4-42) 
The following theorem is an extension to mixed approximations of the general convergence 
theorems for external approximations found in [Aubin 1972,] , [Temam, 1984] and [Treves, 1975] . It relies 
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on the generalized Lax-Milgram lemma [Oden, 1983] and the inf-sup condition instead of the standard 
coercivity condition. 
Theorem 1 
Let U ,  V have stable, convergent external approximations, U 11 and V11 respectively, with a11 , 111 con-
sistent approximations for the operators a and / .  Further let a and a11 satisfy the continuity (4-36), 
inf-sup (4-37) and positivity conditions (4-38). If u e U denotes the unique solution of (4-35) and 
u,. e U,. satisfy for each h 
a,. (u,. ,Vh ) = </11 ,Vh > for all Vh E Vh , 
then p11 u11 converges to Ju in G .  
Proof: By the generalized Lax-Milgram lemma, (4-43) has a unique solution and by (4-39), 
So I I  u11 II u S:C Ia. Hence with I I ph II s P <oo for all h ,  " 
PC l lp,. u,. l l a s ­a 
(4-43) 
By the Banach-Alaoglu theorem, this bounded sequence contains a subsequence which converges weakly 
in G to Ju 1  for some u 1  e U .  
Now let v,. = r11 v ,  for some fixed v e V .  Ph vh converges to Jv in F as h �o. S o  by the consistency 
of 111 , <lh ,v11 > � <I ,v > .  Let u11 be the weakly convergent subsequence, then a11 (u11 y11 ) � a (u ,v ) by the 
consistency of ah . But 
a11 (u,. ,vh ) = <111y11 >  � <l ,v >  . 
So u 1 = u the unique solution. Hence Ph u11 � Ju weakly in F .  
To show strong convergence in G , let 
- 92 -
= a�a (u�a ,v�a ) + a1a (r�au ,r,. v ) - a�a (u�a ,rla v ) - a�a (r�a u ,v�a ) . 
By consistency 
a,. (u�a ,r11 v) -+ a (u ,v ) , 
a�a (r11u ,v�a ) -+ a (u ,v )  . 
Hence T11 --+ 0 as h -7 0. But by the inf-sup condition 
1 T�a - suo � l l u�a-r11 u II . 
a v11 e"V11 II v11-r11 v I I 
So lim II u11 -r11 u II u = 0. S ince p11 is bounded Ia h 
l lp�su�a-P�a r�su II a S  l lp11 ll l l u11-r,.u l l u.., --+ 0 . 
we have that l lp11u11-Ju II a --+ 0. Ill/ 
4.7.1. Consistency of the Finite Volume Formulation 
The discrete fonn of the pressure equation is derived from the finite volume discretization. This 
involves an integral over the boundary of the control volumes of the mesh. That this discretization is con-
sistent with a variational fonn, a(u ,v), representing the Laplacian with homogeneous Neumann data 
requires two things. First, external approximations must be developed, U11 for U =L 2(0) and V11 for 
V =H2(0) n K (0), where K (O)=ker ( ! I an> c H 1(0) is the kernal of the normal derivative on the boun-
dary of the region. Second, a discrete bilinear fonn, a11 (u11 ,v11 ), on U11xV11 which corresponds to a (u ,v )  
must be given. We will then show that the control volume approximation is consistent with the discrete 
bilinear form at least on an interesting subspace of U xV and thus it is conditionally consistent with a (u , v ). 
The second Green's identity, 
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Jv6u = JuL1v + J [v aau - u aav ] , n n an n n 
indicates the variational fonn of the equation incorporating Neumann boundary conditions. Since :: van-
ishes on the boundary of n, by the definition of the space V ,  the second tenn in the boundary integral will 
vanish. Since the Neumann problem is homogeneous, the first tenn will also vanish. The test space V and 
the solution space U must also be nonnalized since the solution to the Neumann problem is only deter-
mined up to a constant. This is discussed in [Girault, 1979] . The space 0 = U IR and V = V /R are defined 
with nonns given by 
and 
I I  u l l  UIR = inf. l l u I I  u , u e u  
I I  v II vIR = in f. II v II v , li E  II 
For ease of notation we omit the dot in what follows and understand that we are working with the normal-
ized spaces and nonns. 
With these assumptions, the variational form for the pressure equation can be written as 
Find u in U such that 
a (u ,v ) = <l ,v > for all v e V 
where I e V', and the bilinear form is given by 
a (u ,v ) = -JuL1v . 
n 
The following lemma can be found in [Girault, 1979, p. 35]. 
Lemma 
There exists a constant c > 0 such that 
(4-44) 
(4-45) 
for all u e U .  
Proposition 2 
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(u , divv) > II I I  sup _ c u u , 
v e (H J (0))11 I V I t 
(4-46) 
a (u , v )  of ( 4-45) is a continuous bilinear fonn satisfying the inf -sup condition and the positivity con-
dition on U xV . 
Proof: By the Cauchy-Schwarz inequality, for u e U ,  v e V = H2(0.) n K (0.), 
l a (u ,v ) l  � ll u l l£2 l l �v ll £2 � ll u 1 1£2 1 1 v l l �2 . 
The inf-sup condition follows from the lemma and from the Poincare-Friedrichs inequality. With v=gradv 
and �v = div v, 
(u , div grad v )  > II 11 sup - c u u , 
gnulv e (H J (0))11 I grad \1 I t  
for all u e U .  But I grad v I t  = I v 1 2 and since H � (0.) c V ,  there is a v e V with I I v I I u 2  � c"' I v 1 2 by 
the Poincare-Friedrichs inequality. Hence 
sup (u , div gradv )  � _£_ l l u I I  u for all u e U . 
v e v II v II v c"' 
To verify the positivity condition note that we can choose u =v since L 2(0.) contains V .  Then by applying 
an integration by parts, for each v -:;:. 0, v e V ,  
sup l a (u ,v ) l  � l a (v ,v ) l  = I Jv�v l = 1 -JVv ·Vv + J v a
av I 
u e u n n an n 
Since �: = 0, the boundary term vanishes. The gradient tenn is a norm so non-zero for Vv¢0. But the 
normalization of the space V excluded constants other than zero. So 
I a (v ,v ) I > 0 for all v -:;:. 0 in V . 
Ill/ 
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To develop an external approximation for this problem we note that the external approximation of 
N 
U c L 2(0) by step functions on the control volumes is panicularly simple. Let u�s (x ) = 1: u; xNx ), where i 
i=l 
indexes the control volumes and xt<x) is the characteristic function of control volume vt on the mesh 
indexed by h . Let the scalar u; = -1/s- J u , be defined as the volume average of the function u (x) over 
I V; I v� 
I 
control volume vt. Clearly, if u e U then U�s is also, and the collection of all such u�s where u ranges over 
all of U fonns a subspace U�s of U .  The restriction mapping r�s :U � U�s defined by rh u=u�s is the projec-
tion of U onto the subspace. Let G =L 2(0), J be the identity map of U c G and let the prolongation map 
p11 :Uit � G also be the embedding of the discrete space into L 2(0). Then (U11 , G ,  rlt , P1s , J ) is a stable, 
convergent external approximation of U [Treves, 1975] . 
The external approximation of H2(0) uses the same discrete functions in L 2(0) with the same res-
triction operator. The discrete space V�s , however, must be equipped with a discrete H2-norm. This fol-
lows the construction of the external approximation by simple functions to H 1(0) given in [Aubin 1972,], 
[Treves, 1975] and [Temam, 1984] . We will illustrate the construction using a uniform mesh and a region 
in R" but note that [Treves, 1975] and [Temam, 1984] extend the construction to non-uniform rectangu]ar 
meshes and the construction could also be carried out on general triangular shaped control volumes as used 
in [Nicolaides, 1989]. 
Define the difference operators in the e i direction as 
(4-47) 
A discrete inner product can be defined on V�s by 
(vJt ,WJt )v,.. = (vh ,wlt )L�O) + 'L(O�vlt ,O�wlt )L�O) + 'L(O�O�vlt ,O�O�wlt )L1t,O) (4-48) 
i j 
This inner product is analogous to the H2-inner product on V.  Define F = L 2(0)21l+I . The prolongation 
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operator is defined by 
P11 v�a = < v�a ,  alv�a ,  · · · • a:v�a ,  alalv�a ,  · · · , a:a:v�a ) . 
Similarly, define the mapping J:V .....:!; F by 
av av cflv cflv Jv = (v ,-a , · · · ,-a ,-a 2 , · · · ,-a 2 ) .  � 1 ��� X t  X11 
(4-49) 
(4-50) 
The external approximation for the higher order Sobolev spaces is treated in [Aubin, 1972]. We have 
Proposition 3 
The external approximation (V11 , F ,  r�r, , Pit ,  J) of V = H2(0.) is stable and convergent 
Proof: The norm of the prolongation operator is one since II Pit vlt II F = II vlt II v .  Hence, the approximation 
is stable. Condition (i), follows from Theorem 1-9, since P�a 'lt v=plt v�a and each component is convergent 
to the component of Jv . Suppose that r�r, v�r, .....:!; f weakly in F .  Then for each IS j S n ,  vlt --+ f 0, 
8iv11 ---.:!;f{ , aiaiv11 ---.:!;f� , and f = ifo. ! L  · · · , f1 .). By Theorem 1-9, each component converges 
strongly in L 2(0.) to the weak L2-derivatives. Hence, there exist v e V with f =Jv . We conclude that the 
approximation is convergent and stable. /Ill 
With suitable nonnalization and restriction of the normal derivatives on the boundary for the space 
V,  the external approximations for U and V are defined. We now turn to the consistency of the discrete 
bilinear form a11 (ult ,v11 ). In direct analogy with the bilinear fonn a (· , ·), we define 
a11 (u11 ,vlt )  = -Ju11611 vlt . 
n 
The discrete Laplacian is defined by forward and backward differences as 
where 
6,. = 'La�+ai-v�a , 
j 
(4-51) 
(4-52) 
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(4-53) 
and 
(4-54) 
and v,. = (8�v,. , . . .  ,5:V11 ). 
Proposition 4 
The bilinear fonn a�a (u11 ,v11 )  defined on U11xV" is continuous and satisfies the inf-sup and positivity 
conditions. 
Proof: The proof follows that of Propostion 2 but relies on the discrete Poincare-Friedrichs inequality 
[Temam, 1984] and a discrete version of the Lemma to Proposition 2. By the Cauchy-Schwarz inequality, 
l a�a (U�a ,vla ) l s " "" 11£1 11 6/a v/a ll £l s " "" 1 1 3,. I I via I I ?,. . 
Now, the Lemma to Proposition 2 can be restated in a discrete setting by noticing that given "" e U�a there 
exists a unique v" e V" such that 611 v,. = "" . (This is simply the solution to a linear system of equations.) 
For this v11 , 
= 
With v" = grad 11 vn we have "" = div 1r. b�a and there is a constant c such that I v11 1 1  � c II UJa II u,. . Hence, 
which implies the discrete fonn of the Lemma: with v" =grad 11 v11 and 6" v�a = div 11 v 11 , 
(u�s , div 11 grad h vis ) 
sup � c II u11 II u , graa,.v,. e (HJ CO))" I grad" v11 1 1  " 
for all u,. E u h .  But I grad Ia v,. 1 1 = I VIa 1 2 and II VIr. II v � em I VIa 1 2 from the discrete Poincare-Friedrichs , 
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inequality. Hence 
The positivity condition can be verified using the discrete Poincare-Friedrichs inequality. In particular, we 
can choose u11=v11 since L 2(0) contains V11 • Then by applying a discrete integration by parts [Mikhailov, 
1978] , 
Hence, the sup is strictly bigger than zero. /Ill 
Proposition 5 
The bilinear form a11 (u11 ,vh ) is consistent with a (u ,v ). 
Proof: Let u e U and v e V be given and let p11 v11 � Jv weakly in F .  
l ah (r11 u ,vh)--a (u ,v ) l  � J i r11u�11 v�a-u�v l � J I (r11 u-u )�11 v11 I +  1 Ju (�11 v11-L\v ) l , 
n n n 
so by the Cauchy-Schwarz inequality, 
5 ll r11u-u I I 1 1 �11 v11 I I + I Ju (A11 v11-�v ) I . 
n 
Since P1c v11 �Jv weakly in F we have that the second term goes to zero. And I I  .!\11 v11 II is bounded 
independent of h so that the first term also tends to zero since r11u � u in U .  This establishes (i) of the 
consistency condition. Condition (ii) follows by a similar argument. If p11u11 � Ju weakly in G ,  then 
l a.�s (u11 ,r11 v )--a (u ,v ) l  5 J l u11L\r11 v-u.!\v 1 5  J l u11 (.!\11 r11 v-L\v ) l  + J l (u11-u )L\v I . 
By Cauchy-Schwarz inequality, 
n n n 
� ll u11 1 1 11 �11r11 v-�v i i + I J(u11-u )L\v l .  
n 
Since P""" �Ju weakly in G and �v e L 2 we have that the second term goes to zero. Also, if p,.uh �Ju 
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weakly in G , then II u11 II is bounded independently of h .  Thus, since II ��� r11 v -� v 1 1 2 goes to zero as 
h � 0, the first term also tends to zero. //// 
Notice, however, that a11 (u11 ,v11 )  is not the form used with the control volume discretization. The 
control volume form, which we denote by a; involves a finite difference on u11 and the integral around the 
boundary of the control volume instead of a test function v11 • The control volume formulation can however 
be cast in form of a bilinear form with a test function space V11 • A basis for this space is the set of charac-
teristic functions of the control volumes. Let the region n be divided into control volwnes V;11, where the i 
subscript ranges from one to an integer dependent on h .  For each xf<x) e V11 define the form 
(4-55) 
where grad 11 is composed of either forward or backward difference operators depending on the orientation 
of the normal. The discrete gradient operator is defined by differences and is thus integrable (for fixed h ) 
for any function in L 2(0). The linearity of this form with respect to the second argument defines the form 
for all VII = �V; X,;11 E Vh . 
i 
We will establish the equivalence of the two forms on a uniform mesh for simplicity. 
Proposition 5 
Proof: Writing the Laplacian operator on a uniform mesh as �11=Vt·V;, 
a11 (u11 ,v11 ) = -Ju11 Vt-V;v11 = JV;u11 ·V'hv11 • 
n a 
The last equation follows from an application of the discrete integration by parts formula in L 2• 
Since Vh is a finite dimensional space spanned by the 1.,;11, it suffices to show the equivalence for 
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= -rJv;u,. ·n�:dx 
k ak 
Now the control volume form is 
a-;,(u11 .x/') = - J Vhu,. ·ndA = -_tJV;u11 ·n dA avi A: ak 
Thus, for u11 e U11 these approximations are the same. /Ill 
Example 
Consider U 11 c L 2[ -1 , 1 ] .  The forward and backward difference operators are defined by, 
Btv=..!..(v (x+h ) - v (x )) and Bhv=..!..(v (x ) - v (x-h )). The one dimensional Laplacian is then h h 
oto;v 
v (x +h )-2v � )+v (x -h )  . Let v11 =xr.�. .x· 1• The bilinear forms are equivalent by the calculation 
h a -'h a ¥h 
(4-56) 
4.7.2. Convergence of the Finite Volume Solution 
We state the variational form of the control volume discretization of the pressure equation in analogy 
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to (4-43) as 
Find u11 e U 11 such that 
(4-57) 
The gradient term in the control volume formulation indicates that the solution should lie in a 
Sobolev space smoother than H 1 since it is required that derivatives have trace on the boundary of any con-
trol volume. Nicholaides [Nicholaides, 1 989] establishes that on a general triangular mesh the control 
volume formulation has an H 1 error estimate, but this is too restrictive for our purposes. In particular, we 
are interested in computing discontinuous solutions of the pressure equation even in one-dimensional appli-
cations. By the Sobolev imbedding theorem [Adams, 1975] the space H 1(R) can be imbedded continuous 
functions, so that in each equivalence class of H 1(R) there is a continuous function. A convergence 
theorem must be stated for a larger than H 1  class of functions but more restrictive than L 2• 
The convergence of the discrete solution of (4-43) can be established directly from Theorem 1 . The 
convergence of the control volume solution (4-57) can then be tied to the convergence of the (4-43) solu-
tion. 
Theorem 6 
The discrete solution of (4-43) converges in L 2 to the unique solution of (4-44). 
Theorem 7 
The control volume solution, u11 of (4-57), converges in L 2 to the unique solution u of (4-44). 
Proof: For each discrete solution uh e U11 of (4-57), 
a""i:(uh ,v11 )  = <111 ,v11 > = ah (u1. ,vh ) , 
for all v11 e Vh . So uh is also a solution to (4-43). By the previous theorem, uh -+u in L 2• Ill 
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Remark 
The convergence result doesn't give an accuracy estimate. However, where the solution is smooth 
we would expect that the H 1 error estimates would be valid. Thus, in practice the solution may fol­
low 0 (h2) error estimates except near discontinuities of the solution. Near a discontinuity, a point­
wise consideration of the form of the approximation indicates that the L"" error is at best the magni­
tude of the jump discontinuity. 
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CHAPTER S 
APPLICATIONS 
5.1. Variable Density in One Dimension 
When the densities of solid and liquid are different, a change of phase induces a volume change, 
forcing movement of the bulk phases. The phase-change process is no longer purely thermal, the enthalpy 
(heat content) is no longer the total energy, and one must consider conservation of mass and momentum in 
addition to conservation of energy. 
A simple problem illustrates best the issues arising from a density difference between liquid and 
solid. As a model problem we discuss the case of volume expansion upon freezing in the simplest !­
dimensional situation. 
Consider water at its melt temperature, T m = 0 ° C , occupying 0 � x < oo , and impose a cold tem­
perature Tcold < T m at x = 0 . Ice will form near the face x = 0 , which, due to its lower density 
( Ps < PL ) , w ill occupy greater volume, thus causing bulk displacement of the water to the right, assum­
ing a rigid, motionless wall at x = 0 . 
Note that if the densities were equal, this would be the classical 1 -phase Stefan Problem, which, for 
constant properties and data, admits a similarity solution, the Neumann solution [Carslaw, 1959]. Our 
objective is to examine the effect of unequal densities on the formulation of the problem. on the solution 
and. more importantly, to demonstrate how convection can be naturally incorporated in a weak, fixed­
domain-type formulation of the phase-change problem. 
In § 5 . 1 . 1 ,  we begin by stating the fundamental physical laws governing the process, namely, conser-
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vation of mass, momentum, and energy, and their jump conditions. In § 5. 1 .2, we derive the classical for-
mulation of the problem, which is the 1 -phase Stefan problem but with an additional term in the interface 
(Stefan) condition. This term is cubic in the interfacial speed, which precludes the possibility of a similar-
ity solution. At large times, the cubic term will be insignificant so the Neumann solution should be a good 
approximation. At small times, however, when the front speed is large, this term may not be dropped so 
easily; the Neumann solution (which neglects this term) will underestimate the true front. A comparison 
between the solution to the full problem and the Neumann solution is called for. To that end, we present a 
weak formulation of the full problem in § 5. 1 .3, and its numerical implementation into a scheme that 
avoids front-tracking in § 5 . 1 .4. In the last section, we compare the computed solution with the Neumann 
solution for our model problem. 
5.1.1. Balance Laws and Interface Conditions 
Any density change whatsoever induces movement of material which adds mechanical effects to the 
thermal ones. Indeed, the total energy e (per gram) is the sum of the internal energy u ,  the kinetic 
energy � I I  v 1 1 2 and the potential energy [Bird, 1960] . The internal energy includes both heat and work 
and it is related to the enthalpy, h ,  by 
u = h - p_ ,  
p 
(5-1) 
where p is the pressure and p the density. In the classical Stefan Problem, where we are operating under 
constant pressure with constant density and zero velocity, we are justified in considering the enthalpy as the 
total energy. When there is a density change however, this is no longer true. 
Let us consider phase-change processes for a pure material under the following assumptions: 
(i) constant thermophysical properties Ps -:1:- PL , c;, c;, Ks , KL , T m ,  L ;  
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(ii) no viscous dissipation (so that the stress is simply the pressure); 
(iii) no changes in potential energy (so that total energy = internal + kinetic). 
We restrict our attention in this section to 1 -dimensional processes. Each phase is incompressible and 
the volume change, due to the change of density upon change of phase, results in bulk displacement of one 
of the phases with uniform speed. In ! -dimension the surface tension does not have a clear meaning, so 
surface tension will not be included in the model. 
Conservation of thermal energy alone is not sufficient to determine the evolution of the system. Now 
mass, momentum and total energy must be conserved. Under assumption (ii) above, the general conserva­
tion laws, (3- 1 ), (3-2) and (3-4) take the following form (in ! -dimension): 
Pr + (pv ):a: = 0, 
(pv ), + (pvv + p ):a: = 0 ,  
(pe ), + (pev + q  + pv ):a: = 0  
(5-2) 
(5-3) 
(5-4) 
Here p, pv ,  pe are the mass, momentum and total energy per unit volume, p is the (thermodynamic) 
pressure and q is the conductive heat flux, q = -kT:a: . The energy equation, {5-4), may be re-written in 
terms of the internal energy [Bird, 1960], u=e - lh v2, as 
(pu ), + (puv + q ):a: + pv:a: = 0 ;  (5-5) 
this is most convenient for the numerical discretization ( see section 5. 1 .4 ). However, (5-2,3 ,4) have the 
great advantage of being in divergence form. We can immediately write down the jump conditions for 
mass, momentum and energy across the interface x=X (l ), see (3-21 ), (3-23) and (3-25). 
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0 p 0 X '(t ) = P pv g (5-6) 
0 pv 0 X '(t ) = 0 pv2 + p g (5-7) 
0 pe 0 X '(t ) = 0 pev + pv + q 0 (5-8) 
The speed of the interface is given by s = X  '(t ). We shall use (5-6), (5-7) and (5-8) to derive new interface 
conditions for the classical formulation. 
5.1.2. Classical Formulation 
The classical approach is to impose the conservation laws separately inside each phase, and also 
impose the jump relations on the interface in order to ensure conservation everywhere. Note that this 
entails the a priori assumption that the inter-phase region will be a sharp smooth front (of zero thickness): 
x = X (t ), which is reasonable and expected in our example. 
Inside the liquid or the solid, where p = PL and Ps respectively, the equations may be simplified 
considerably. Indeed, the continuity equation, (5-2), implies that the velocity must be uniform in each 
phase, so vL and vs may only depend on time. In our example, the face x = 0 is fixed, so the uniform vs 
in the ice must be identically zero. Then, the momentum equation in the solid implies 
ps(x , t )  = constant = pf = value at the interface, and we may choose pf = Pre! = reference pressure. Also, 
with vs = 0, (5-6) yields 
vL {t ) = [ l - :: ) x •(t ) > 0 , (5-9) 
so the liquid moves to the right with non-constant speed. The momentum equation, (5-3), in the liquid 
tells us that pL(x ,t ) will be linear in x ,  namely, 
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with pf , the value at the interface, found from (5-7) to be 
(5-10) 
(5-1 1) 
Moreover, p = const. implies du = cP ar .  Hence, in the solid, the energy equation (5-5) reduces to the 
standard heat equation, 
(5- 12) 
while T = T'" , in the liquid. 
Let us emphasize that even though the energy equation has reduced to (5- 12), the correct jump con-
dition is still that in (5-8). Refering to equation (3- 18) for expressions of the internal energy in each phase 
and using pe = pu + � pv2 , vs = 0 ,  (5-9), (5- 1 1), we see that the jump condition (5-8) becomes 
Summarizing, the classical formulation of the 1-phase problem with volume expansion upon freezing 
is as follows: 
Find T (x ,t ) and X (t ) such that (5-12) holds for O<x <X (t ), t >0, T (O,t ) = T cold , X (0) = 0, 
T (X (t ),t ) = T'" , and (5- 1 3) holds. 
The presence of the X'3 - term does not allow a similarity solution. By dropping this negative term 
we slow down the process (increase the latent heat), so we expect that the explicit (Neumann) solution of 
the resulting 1-phase Stefan Problem will underestimate the true interface. 
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5.1.3. Weak Formulation 
The weak formulation is simply the problem stated in its most primitive physical form. The conser-
vation laws are valid globally (no matter what the phase) in appropriate weak (distributional) sense, hence 
the interface does not appear explicitly in the formulation, no a priori structural assumptions about it are 
necessary, and no front-tracking is needed in numerical implementations. Note that, consistently with con-
tinuum physics, all field quantities should be interpreted as mean values. 
The internal energy, pu = pe - 1h pv2 = ph - p (per unit volume), is the most convenient 
energy potential for our purposes (see section 5 . 1 .4). We need an equation of state, relating pu with the 
state variables ( p , T , p ), and valid in any phase: solid, liquid, or mushy ( mixture of solid and liquid). 
In each pure phase, we have already derived the relation, see (3- 18). In the mushy region ( interface ), 
where liquid and solid coexist at temperature Tm , the density, energy, pressure, and momentum undergo 
changes from their "liquidus" values: 
PL • PLuf = PLU..f + PLL + [ :: - 1] A.r • PL PL vL 
to their "solidus" values: 
s - s Ps . Ps Uo = PsllreJ , Po , Ps Vs .  
(5- 14) 
(5- 15) 
choosing the enthalpy at the reference state as h,.ef := 0 , the jump is simply the latent heat PLL . A very 
convenient, and physically meaningful, phase-indicator is A(x ,t ) , the volume fraction of liquid present at 
x at time t • Any volumetric quantity can be expressed, globally, as a convex combination of its liquid 
and solid values, in particular: 
P = ApL + (1-A.)ps , (5-16) 
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1 "L L 1 " L '\ s p L pu = �� + (,�L cp+(l-.n.)ps cp)(T -Tcr ) + A[- - 1 1Pref . Ps (5-17) 
For convenience, we also choose Prtf =0, thus simplifying the expression in (5-17). Note that A. may be 
found from the value of pu with 
A =  max(O, min (l , puL ) ) , PL 
and the temperature can be determined, once A has been found, from 
5.1.4. Numerical Method 
(5-18) 
(5-19) 
Instead of the total energy equation we will work with the internal energy as a primary variable, as 
discussed in § 3.2.3. There are two reasons for this. First, the internal energy must be found in order to 
integrate the constitutive relation and find the temperature. Working directly with the internal energy 
simplifies the calculations and avoids concern over the kinetic energy, which would have to be subttacted 
in order to find u from e . The internal energy integration does not depend on pressure either since we 
assume that the bulk materials are incompressible and the phase change measurement of the latent heat, L , 
takes place at a constant pressure. The second reason for using internal energy as the primary variable is 
that the pressure work term in the energy evolution equation takes a particularly nice form for numerical 
computation. With the control volume discretization of divergence terms discussed in § 4.3, the pdivv 
term fits the grid. In the bulk phases the numerical calculation will accurately produce div v=O so that 
numerically the energy update involves only the convection and heat flux terms, as it should. 
To specify the numerical algorithm let x; be thermodynamic node points on the interior of the spatial 
region of the simulation. For the control-volume faces x;+��z and x;_��z we take points midway between the 
thermodynamic nodes. The "half' points will be the locations of the velocity and we adopt the indexing 
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convention that v;=v (x;_�h ). 
The numerical method for solving the weak equations, (5-2), (5-3) and (5-5), uses centtal differences 
for all spatial derivatives and a predictor-corrector method in time. Since the spatial discretization is stan-
dard we will describe the time stepping scheme using the continuous derivative notation. 
The semi-implicit scheme described in § 4.6 can be written for a one-dimensional case. The projec-
tion method can also be applied in this simple setting for the solution of the bulk movement of material. 
The time advance begins with an explicit prediction of the new energy. The predicted quantities will be 
denoted by the superscript * .  We use 
(5-20) 
The velocities are predicted by 
(5-21)  
Based on the predicted (pu f the liquid fractions, ')..: , are estimated by equation (5- 1 8),  and then 
p • = A. • p L +( 1-A. • )p s follows from (5- 16). The density change, p, is estimated using the first order differ-
• II 
ence formula for the time derivative, namely, p; = p - P . To balance mass, the velocities are corrected 
llt 
using a pressure equation derived from the momentum equation (5-3) and the density equation (5-2). The 
pressure equation is 
(5-22) 
Boundary conditions on this elliptic equation are of Neuman type on fixed boundaries. On the left boun-
dary at x=O there is no outflow and the appropriate boundary condition is Px=O. The right boundary at 
x = 1 .0 is an outflow boundary and we use a Dirichlet condition leaving the pressure gradient free. A value 
of pressure at the right boundary is set so that the pressure in the solid is the reference pressure. This is 
done by solving the problem with homogeneous Neumann conditions on the left and then adding a constant 
to the solution so that the value in the solid is the reference pressure. 
- 1 1 1 -
The velocity correction equation is 
(pv )''+1 = (pv )* -�lp:+l (5-23) 
With the pressure and the momentum computed at the new time level the pressure work term is computed 
to correct the energy. The velocity v "+1 is computed from the momentum using the predicted value of the 
( )11+1 
density, v "+1 = pv . . The energy correction equation is 
p 
(5-24) 
Equations (5-22) and (5-23) are iterated until energy converges. This iteration of the corrector equa-
tions brings the mass, velocity and energy at the new time level into balance. A simple fixed point iteration 
converges quickly. We observe that more iterations are required for larger Stefan numbers and larger den-
sity changes. This is to be expected since the iteration is the correction for the pressure work contribution 
to the internal energy. The corrector iteration may not converge if large velocities and pressures are 
encountered. This is the case for large Stefan numbers or for large changes of phase. Study of this iteration 
and development of a more robust technique would greatly enhance the algorithms usefulness. 
5.1.5. Numerical Experiments 
The cubic term in the modified Stefan condition precludes analytic treatment By dropping the term, 
the Neumann solution for the front location can be computed and compared with the numerical solution of 
the weak equations. Figure 5-1  shows the comparison of the Neumann solution, the weak solution with a 
single density and with two differing densities. Taking the density in the liquid to be the same as in the 
solid eliminates the volume change at the melt front and the computed solution accurately reproduces the 
expected Neumann solution. The weak solution with differing densities increases the speed of the front 
since part of the energy is convened to kinetic energy. Thus this curve lies above the Neumann solution. 
The change is very small, however, since the kinetic energy is several orders of magnitude smaller than the 
latent heat. The curves are indistinguishable graphically. 
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Figure 5-2 shows the velocity time history of a point (x=0.4875) in the middle of the mesh. The 
velocity shows a series of erratic jumps, then damped oscillations as the front passes from one mass cell to 
the next. A scalloping curve is quite familiar for temperature histories computed with the enthalpy method. 
These jumps and scallops occur because the heat flux at any point suffers a jump discontinuity as the front 
passes. The discrete heat flux out of the cell containing the front is at first an underestimate and then an 
overestimate as the front passes through the cell. As the front changes cells, the heat flux to the mushy cell 
jumps. The rate of freezing suffers a proportionate jump and this is directly related to the velocity. The 
velocity drops to zero at t= 1 . 1  and remains zero indicating that the material is frozen at this point The 
oscillations are proportional to the mesh increment used and diminish as the mesh is refined. 
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Figure 5- 1 .  Exact and Calculated Melt Fronts. 
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Figure 5-2. Calculated Velocity at x=0.4875 . 
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The pressure history of a point shows great fluctuation. The plot in Figure 5-3 samples the pressure 
every 20 timesteps during the calculation. Large jumps appear and are quickly damped toward zero. 
Examination of the profiles for velocity and pressure at a given instant of time show a constant velo-
city in the liquid (to 5 decimal places ) and a linear pressure profile. The velocities and pressure in the 
solid are computed to be zero. The pressure jump across the melting cell or cells indicates the ability of the 
scheme to approximate a discontinuous pressure as a solution of the elliptic pressure equation. Figure 5-4 
shows the pressure profile at time 0.56 . 
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Figure 5-4. Pressure (x1<f ) Profile at t=0.56 . 
Remark 
The development of energy-consistent subcell resolution methods for computing the heat flux would 
improve the smoothness of the solutions. We have explored the development of higher order inter-
polants for the temperature using subcell information about the location of the melt front, but as yet 
have not implemented a method. The success of this approach depends on finding an interpolant for 
temperature, call it t(x ), that satisfies 
X .xi+1h 
u; = J c;t(x )dx + J cfft(x )dx + A; L 
.xi_�h X 
(5-25) 
where X is the computed front location. Such a method was proposed for treatment of contact 
discontinuities by Harten [Harten, 1987] . 
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5.2. Void Evolution and Bulk Movement in Two Dimensions 
The inclusion of surface tension forces in the flow computation is especially important for change of 
phase problems. A change of density on melting or freezing changes the volume of liquid and a void 
region must change volume to compensate. The surface tension of the void-liquid interface acts to keep the 
void region connected, though the void can split, and to determine the shape of the void in the liquid. 
Phase change materials find important application in space so that surface tension effects in a zero-
gravity environment must also be considered. Marangoni convection is the primary concern here. The 
non-dimensional number that is important in these situations is the Marangoni number, 
PLa2 dy dT­Ma=-- 1 - 1 --J.l dT dz • 
which is a ratio of the tangential surface stress to the viscous stress. The fluid motion in zero-g of a liquid-
void system is driven by gradients of surface stress induced by temperature gradients. Though this effect is 
small in comparison with 1 -g buoyancy forces, for space applications the eventual location of a void is a 
result of surface tension induced flow. An early work on the Marangoni effect [Young, 1959] gave an 
expression for the migration velocity of bubbles for small Marangoni numbers. Thompson et al. LThomp-
son, 1980] extended this analysis and performed a number of physical experiments for Marangoni numbers 
up to 500. Significant bubble displacements, on the order of several centimeters per second were observed. 
Numerical simulations of surface tension driven flows have been largely restricted to well defined 
interfaces. For example, the simulation reported by Shankar and Subramanian [Shanker, 1988] assumes 
that the internal bubble is spherical and with constant volume. A transformation to a coordinate system 
moving with the bubble greatly simplifies their model. 
In this section we describe a model which illustrates the formulations for bulk movement and surface 
tension driven flow put forth in Chapters 3 and 4. A two dimensional simulation of a void responding to a 
change of volume of the liquid in a region will illustrate the viability of the method for modeling 
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convection in the melt. This simulation requires the computation of the curvature of the void-liquid inter­
face. A second simulation illustrates the migration of the void in a zero-g environment due to Marangoni 
convection. 
5.2.1. Model and Governing Equations 
The model used here will employ Stokes equations for the fluid flow. This model is particularly 
applicable to slow viscous flows one might expect in zero-g. The omission of the convection term in the 
Navier-Stokes equations, which results in Stokes equations, is justified when inertia of the fluid can be 
ignored. This model is sufficient for the inclusion of surface tension effects since the stress tensor is as in 
the Navier-Stokes equations. 
Consider the unit square, Q=[O, l ]x[O,l ]  filled with a liquid, of constant density PL =p , containing a 
void (bubble) at the center (of density Pv = 0). Three sides are impermeable, and fl uid is withdrawn uni­
formly from the top at a given mass flow rate pv ly=t = h (glsec). This is a suction problem and we expect 
the void to grow as fluid is withdrawn. The simulation of three scenarios illustrating the effect of surface 
tension are presented. The function h can be thought of as a mass source or sink like the mushy region of a 
phase change problem, so this problem illustrates the methods outlined in Chapter 4 for simulating the bulk 
movement of a void and flow in phase change problems. 
Ignoring the inertial term, the momentum equation is (see (3-49) 
a�tv) +gradp = div(t)+Sm , 
where 1: is the viscous fluid stress tensor and 
sm = - div (yl)&j) ' 
(5-26) 
(5-27) 
with y the surface tension at the void-liquid interface and f the liquid fraction (f = 0 in the void). The 
continuity equation will apply with 
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div (pv) = 0 , (5-28) 
in the liquid On the void-liquid interface the Laplace-Young relation is to hold, 
(5-29) 
In addition to these equations we will introduce a smooth function $, related to the fluid fraction, and the 
equation for the evolution of $, 
�+v·grad $ = 0 . (5-30) 
Initially, $(x ,y ) will be the signed distance from the point (x ,y ) to the boundary of the void defined by f , 
taking it to be negative for points in the void and positive for points outside the void. The interface is given 
by the contour $ =  0. Sethian [Sethian, 1987] suggested this function as a means of tracking interfaces that 
might develop complicated geometries and found that it can be used effectively to compute the curvature 
of the interface. His pioneering study of curvature dependent speed of flame fronts convinced us that the 
same ideas might find use in other application areas. The function $ is used in the same was as the volume 
fraction. The advantage of this function is that it is smoother than f and the curvature can be calculated 
more accurately. The fluid fraction f can be updated as well, in a sharp front formulation, using the 
updated $. For the mushy zone model the fluid fraction would be updated using (4-30). 
5.2.2. Discrete Equations 
The projection method with explicit predictor and implicit pressure corrector is employed to update 
the momentum. The predictor for the discrete Stokes equation is 
pv· =pv" + ru divh ('t") + flt s� (5-3 1)  
The corrector equation is 
(5-32) 
with 
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(5-33) 
With the control volume discretization on a uniform, 2-D MAC mesh, the pressure equation is 
(pi+li-Pii ) L\ _ (p;i-Pi-tj ) fl + (pij+t-Pii ) � (p;j-Pij-t) llx llx y � y fly fly (5-34) 
l = -(pui+tj-pu;1· )dy + (pvij+t-pv;j )dx . L\t 
A time step is chosen that satisfies a CFL type restriction and a diffusion restriction for the momentum 
equation. 
The boundary conditions that are applied to the pressure equation make it possible for the algorithm 
to update the void location while conserving the mass of the ft uid and also to satisfy the Laplace-Young 
relationship on the void liquid interface. On the fixed boundaries of n the homogeneous Neumann condi­
tion is applied, � = 0. The top boundary requires a non-homogeneous Neumann condition, � = -h . 
On the void-liquid interface, Dirichlet data is prescribed, namely, the liquid pressure is set by the Laplace-
Young relation, Equation (5-33) with Pv = 0. Because Dirichlet data is prescribed on the void-liquid inter-
face the normal derivative of pressure is determined by the solution and is free to adjust so that the compa-
tibility condition, 
1 a Jh (x )dx+ r ¥ = 0 • 
o iv un 
is satisfied. This ensures conservation of mass. 
5.2.3. Solution Algorithms 
(5-35) 
For the 2-dimensional examples, the pressure equation is solved using a Gauss-Seidel iteration. On 
an equally spaced, uniform mesh, this iteration takes a particularly simple form by solving Equation (5-34) 
for Pii . The iteration is continued until the 1--norm of the change in pressure is less than some tolerance, 
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taken here as 10-7• This gives a velocity field in the liquid that satisfies the condition (5-35) with a similar 
tolerance. 
The void-liquid interface is defined by the contour � = 0. Consistent with this, the Dirichlet data is 
prescribed by setting the pressure in the first void cell past the interface. 
To update the void location, once the velocity field has been calculated, an explicit, monotone 
scheme for Equation (5-30) is required. A monotone scheme was found to be necessary so that the level 
surfaces of the � function remained separated. If a non-monotone scheme is used the oscillations intro­
duced in � will create new interface where none exists and pollute the curvature calculation. The simplest 
upwind scheme is used here for illustration. No doubt the simulation could be improved with the use of a 
more accurate TVD or ENO scheme [LeVeque, 1988], [Shu, 1991] .  
5.2.4. Bulk Movement as a Result of Change of Volume and Surface Curvature 
To illustrate the effects of curvature, we take the initial void shape to be approximately a rectangle. 
A rectangle is not a shape with minimum surface area so physically, the void shape should tend toward a 
circle. Areas of high curvature are expected to be smoothed as time advances and the surface tension wave 
created by this motion should be damped out by the viscous forces in the ftuid. In our simulation, the high 
curvature at the comers creates very low pressure and surface velocities into the void. Figure 5-5 shows 
the velocity field at time 1 =0.0 1 as the void tends toward a circular shape. The liquid modeled was ethanol 
with a surface tension of 22.3 dynes/em and a viscosity of 0.01 1 poise. The plot shows results after ten 
time steps starting with the ftuid at rest The flow reacts very sttongly to surface tension forces and as can 
be seen from Figure 5-5, the void shape is not tending smoothly to a circle. This is in part due to the expli­
cit time stepping procedure and in part to the physics. The surface response to the high curvature at the 
corners has propagated 6 grid points after ten time steps. The later time behavior shows a damping of the 
interface motion and a tendency toward the correct circular shape. 
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To illustrate the behavior of the void due to unifonn withdrawal of the fluid at y = 1 ,  another simula­
tion was perfonned. To isolate the bulk effects from the surface effects this simulation was perfonned 
ignoring surface tension. Without surface tension the void-liquid interface is in force equilibrium and no 
motion would be expected. The removal of fluid, however, requires a change in volume of the void, and 
this is what we see. Figure 5-6 shows the evolution of the void and the velocity field as a result of with­
drawal of fluid on the top boundary. For this simulation h=O.lg /sec and the surface tension was set to 
zero. The ouLput is at time t = lsec after 100 time steps. The stretching of the void shape toward the top is 
seen, an effect that would be opposed by surface tension. Figure 5-7 shows the same simulation but with a 
positive surface tension, J-{).01 . The surface response is more unifonn and a more nearly circular void 
shape is maintained. 
The simulations were performed with a unifonn 48x48 control volume mesh. 
5.2.5. Marangoni Flow and Void Migration 
By imposing a temperature gradient on the region and supposing that the surface tension is a decreas­
ing function of temperature, a variation in the surface stress on the void-liquid interface results. This 
tangential source of momentum creates a flow field around the void which is balanced by the viscosity of 
the fluid. The simulations reported here use an imposed temperature gradient of ar ldy=1 °C !em . 
Figure 5-8 shows a circular void with Marangoni convection as the result of a unifonn temperature 
gradient in the positive y direction. In this simulation the void configuration, the function <t>, was fixed and 
the simulation was run to steady state. No fluid withdrawal is being imposed, i.e. h =0. The values of the 
fl uid properties for viscosity and for the surface tension gradient with respect to temperature are those of 
ethanol. We have used dy!dT = -0.0084 dynes/em and JJ.=O.Ol l  poise . This corresponds to a Marangoni 
number Ma=(pa2/JJ.2)( I dT ldz I )(aT ldz ) = 1 . 145. Here a is the radius of the bubble. The flow is lateral 
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down the sides of the void with a recirculation pattern fanning on either side of the void. 
In the next simulation, the void configuration is not held fixed but is updated using equation (3-3 1). 
The surface tension has been set to zero, so there is no restoring force when surfaces of high curvature 
develop. Figure 5-9 shows the level surfaces of cp after one second of simulation. The void shape has 
developed a tail and one can see the distortion of the level surfaces outside the void as a result of the flow. 
The distortion of the level surfaces outside the void can lead to a problem for the approximation of curva­
ture in the course of the simulation. Presumably, a recirculating flow would eventually push the level sur­
faces into a spiral pattern. 
The migration of the void due to Marangoni convection is illustrated in the next simulation. The sur­
face tension creates a nonnal restoring force which prevents the void from becoming misshapen as in Fig­
ure 5-9. At the same time, the Marangoni flow pattern creates a means for the liquid directly on top of the 
void to be displaced around the void. The "thinning" of the fluid on top of the void (as seen in Figure 5-10) 
allows the intrusion of the void and migration toward the wanner (y = 1) boundary. 
The simulation exhibits the direct interplay of interfacial and bulk processes. These processes occur 
on disparate timescales and this, we think, partly explains the quality of the numerical results. Bubble 
oscillations, damped by the viscous bulk fluid, occur as a result of any change in the function ct>. The distor­
tion of c1> from a circular pattern is then cause for concern since this changes the curvature approximation at 
the void-liquid interface. The surface tension waves that are set up in this simulation propagate, in the 
explicit method, one cell every timestep. Very small time steps (�t = 0.0001 sec ) are required to maintain 
stability. 
The migration of the void takes place on much longer timescales, eg. about one centimeter per 
second. The integration of these disparate timescales creates accuracy problems for the long scales. As 
expected, the presence of a positive surface tension prevents the distortion of the bubble, as can be seen in 
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Figure 5-9 .  Marangoni Migration with No Curvature Effects, t = 1 
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Figure 5- 10. Marangoni Migration with Curvature Effects, t = 0. 1 
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Figure 5-10. This illustrates the effects of curvature for the simulation of void migration. 
5.3. Three Dimensional Convection in the Melt 
PCM's have found wide use in the extreme thermal environment of space due to their ability to 
moderate temperatures by storing energy as latent heat [Hale, 197 1] .  The space shuttle flights have also 
provided the possibility of materials processing in space. Phase change and thermal characteristics of the 
materials typically play an important role in processing since many processes involve cooling from a mol­
ten state. 
If the phase change material changes density on melting and freezing then a void is formed in the 
liquid and this has implications for the heat transfer in the material. The presence of a void in a non­
uniform thermal field generates convection due to the dependence of surface tension on temperature. 
Marangoni convection may have important applications for materials processing in space since convection 
enhances heat ttansfer and may thus accelerate the heating or cooling process. It can also be used to con­
trol the distribution of voids during a process. The distribution of voids may have implications for the 
strength and material properties of a solidified material. 
The location of the void may also be important when designing containers for a process. Voids that 
are located on the interior surface of a container have an insulating effect. For the flux heating of a con­
tainer holding a PCM, the insulating effect of the void may cause high thermal stresses adjacent to the void 
resulting in weakening or even rupture of the container. To avoid any such catastrophic results investiga­
tions of the effects of void location on heat transfer and stress have been undertaken [Wichner, 1988] using 
computer simulations of the phase change and flow. 
5.3.1. Application to Thermal Energy Storage in Space 
An annular cannister of phase change material (PCM) will be modeled. The canister containing the 
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PCM has an annular cross section to allow heat removal through a central core. We consider a small canis­
ter with internal radius of 1 .9 1  em and outer radius of 3.56 em. The length of the canister is 6.35 em. The 
canister wall thickness is 0. 1 5 em on all sides. Boundary conditions are supplied at the inner and outer 
cylindrical surfaces of the canister and at the end faces of the canister. The phase change material of 
interest is lithium fluoride (LiF) which has a very high melt temperature, Tc,=1 121K . These properties and 
a very high latent heat, L =1037 J lg make LiF suitable for space power applications [Wichner, 1988]. The 
density of the solid phase change material is about 1 .25 times that of the liquid material, and thus a vapor 
filled void forms when material freezes. Effects of surface curvature and surface tension at the void-liquid 
interface are included in the fluid flow equations. 
Fluid flow is an important part of the analysis for two reasons. First, the heat transfer is enhanced 
and altered by the flow. Enhancements of the effective thermal conductivity as a result of the stirring effect 
of the flow may be as much as 50% over the liquid PCM conductivity [Wichner, 1988] . The flow may also 
change the character of the temperature distribution. For example, the honest spot in the PCM may be dif­
ferent with flow effects from what it would be without flow effects [Kerslake, 199 1 ] .  Second, when a void 
is present in the liquid, its motion is a direct consequence of the bulk flow and the interaction of the surface 
stress with the bulk. 
The principles of conservation of mass, momentum and energy apply throughout the region regard­
less of phase. The properties of each region are used in the calculation of coefficients and source terms for 
the mass, momentum and energy equations. This enables us to apply a single set of equations in the region 
occupied by the PCM. The movement of the liquid is modeled using the weak formulation developed in 
Chapters 3 and 4. 
The numerical algorithms used to solve the coupled energy, momentum and mass, are described in § 
4.4 - 4.6. In the next two sections we describe the specific implementations used to solve individual 
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discrete equations. First, a method for efficiently solving the implicit energy equation and the momentum 
predictor equations is described. In § 5.3.3 the method of solution for the elliptic pressure equation is 
described. 
5.3.2. Newton/ Approximate Factorization Solution Method 
The system of coupled, nonlinear, partial differential equations is approximated by a system of cou-
pled Crank-Nicolson type finite difference equations via the control-volume discretization described in § 
4. 1 .  Thus, implicit equations are solved for the internal energy, temperature and velocity fields simultane-
ously. A Newton/ Approximate Factorization scheme is used to solve the discrete energy equation and the 
momentum predictor equations. 
At each time step of an implicit integration method a system of nonlinear equations must be solved. 
For each conservation law expressed over a fixed control volume this system takes the form 
F(u) = u+iY�<tA: + iY S - a,. = 0 , 
k 
(5-36) 
where llJ is the time step, qk (u) the flux at the k -th face, S(u) the source term and a,. is the information 
from the previous time steps. To maintain the time accuracy of the scheme, the equation should be solved 
within the order of the discretization error. Thus, for the Crank-Nicolson scheme, the equation should be 
solved to within a tolerance of 6.t (6.t +h2) ,where h is the minimum spatial mesh spacing. 
A Newton method for the solution of the non-linear system can be formulated as follows. Let 
aF aQk as 
- = l + iY�- - 6-t-, 
au k au au 
be the Jacobian of F(u). Then the Newton iteration with iteration index p is 
(5-37) 
(5-38) 
(5-39) 
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Since conservation laws apply in a spatial region we would like to take advantage of this knowledge 
to create an efficient solution algorithm. From the development of the Newton method from the conserva-
tion law it is evident that the same spatial structure observed in the conservation laws is transferred to the 
Jacobian. Hence we use an approximate factorization of the Jacobian of the Newton's method. Such a 
scheme has a number of interesting qualities. First, advantage can be taken of the factored fonn to develop 
a storage-efficient algorithm. Second, the solution techniques for the factored fonn have a one-dimensional 
character. For example, tridiagonal or block tridiagonal matrices are encountered rather than large banded 
matrices. Third, if the iteration for the solution of the equation F(u11+1)=0 converges then the time accuracy 
of the discretization can be preserved. Since the Newton method is an iterative procedure for arriving at the 
new time level, it can be terminated when the desired accuracy has been attained. 
For the moment let us assume that there is no source term, i.e. S = 0. Then the Jacobian, J, of the 
Newton iteration can be written as 
aqA: J = I+ruL- ·  
A: au (5-40) 
By grouping the �� into coordinate directions, indexed by i = I, 2, 3, the Jacobian can be approximately 
factored into three factors. Letting 
(5-41) 
the factored Jacobian can be represented as 
(5-42) 
We note that 
(5-43) 
Thus for llt small, the factored form is a good approximation to the Jacobian matrix. Indeed, if the itera-
tion converges with the factored form, the degree of approximation to the actual Jacobian is immaterial. 
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This has a practical consequence only in the rate of convergence and in the radius of convergence of the 
Newton's method. 
The Newton algorithm can be given in factored fonn as 
Factored Newton Algorithm: For p=O,l , .. until II flat' II < tol 
(5-44) 
(5-45) 
(5-46) 
ul'+l = uP +61i' (5-47) 
Now if S depends on u, its contribution to the Jacobian cannot be ignored. It must be incorporated in 
the factors in some fashion. An approximate way of doing this is the following. Let 
D=diag ( �� ) , (5-48) 
be the diagonal of the �� matrix. The effect of S on the Jacobian can now be included by adding one third 
of the diagonal entry to the diagonal of each factor, that is 
aq; I J; = I +  6t au + 3D . (5-49) 
In this way no direction is without influence of the source tenn. 
The momentum and energy equations are solved using this Newton/ AF method applied to each equa-
tion individually.  The energy equation is iterated until the residual of the discrete energy equation is less 
than 10-4. On the momentum predictor equations we use a tolerance of 10-3• 
5.3.3. Pressure Equation Solution 
The velocity correction is described in Section 4.3. In the solid the equation reduces to p = constant, 
and on the solidus curve (as given by the liquid fraction A.), a homogeneous Neumann condition is 
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prescribed. This leaves the mushy region to act as a source (or sink) of fluid due to density change. On the 
void/liquid interface the Laplace-Young relation is used to prescribe Dirichlet data to the pressure solution. 
This prescription takes place in the first cell into the void so that the interface velocity can be computed 
from the pressure solution. 
A preconditioned conjugate gradient method, provided in the Harwell Subroutine Library routine 
MA31 [Duff, 1979] ,  is used to solve the pressure equation. Preconditioning is accomplished with a sparse 
incomplete Cholesky factorization method which uses a drop tolerance. The drop tolerance is used to con­
trol the amount of fill allowed in the incomplete factorization. By producing a complete factorization the 
conjugate gradient preconditioning is with the inverse of the matrix and thus converges in one iteration. 
The use of drop tolerances in sparse matrix factorizations is a very effective way to balance the storage 
requirements and computational cost of the factorization with the requirement of a good preconditioner for 
the conjugate gradient iteration. The conjugate gradient iteration is terminated when a tolerance of 10� 
has been reached. 
5.4. Three Dimensional Simulations 
The code developed to perform the simulations presented in this section employed a cylindrical 
8-z -r coordinate system. The mesh used was uniform in each coordinate direction with 19 e divisions, 1 1  
axial divisions and 1 1  radial divisions. A total of 2299 control volumes in the PCM were involved in the 
calculation. 
The time step for an explicit simulation is set by the user but internally restricted by the code to not 
exceed 80% of the explicit time step. For the implicit case, e > 0, the time step is restricted to 20 times the 
explicit time step. An upwinding scheme was used in the discretization of the convection terms in both the 
energy and momentum prediction equations. This parameter is set according to the maximum velocity 
encountered in the flow and weights between centered differencing and full upwind differencing. 
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For simplicity we will not model the heat conduction through the canister but will impose a tempera­
ture on the outer and inner radius of the PCM and take the ends of the canister to be insulated. The heat 
transfer and induced flow of the LiF inside the can will be simulated in response to the can temperatures. 
Relevant physical properties for LiF are: PL = 1 .79 (g /em 3) Ps = 2.33 (g /em 3) L = 1037 (J lg ), 
Tcr = 1 120 K , e;=eJ=2.45 (J ig-K ) and KL=0.037 (W/em-K ), Ks=0.06 (W/em -K). The viscosity of 
LiF is 2.21xl0-4 (g /em -sec ), the coefficient of thermal expansion used in the Bousinesq approximation is 
2.87xl0-4 and the gravitational constant is 980 (em lsec2). 
5.4.1 .  Simulation in 1-g with Equal Densities 
The first case we consider is that of a 1-g, steady-state circulation and steady phase front due to an 
imposed radial temperature difference between inner and outer radius. The inside radius of the canister is 
held at 1 100 K ( < Tcr )  and the outside at 1 130 K (> Tcr >· The canister is oriented with the z-axis pointing 
in the direction of gravitational acceleration. This type of natural convection due to buoyancy forces has 
been considered by Ho and Viskanta [Ho, 1984] and Voller [Voller, 1987] , among many others. 
For the first case, the density of the liquid and the solid are taken equal, PL =p5= 1 .79 (g /cm3), so 
that no void is present in the canister. This case illustrates the basic flow patterns of natural convection and 
the interaction of the flow with the melt front The temperature difference of the inside and outside radius 
of the canister creates buoyancy of the warmer material and the resulting natural convection organizes into 
convection cells. Figqre 5-1 1 shows the velocity field in the e = 0 cross section. The plot displays the axial 
and radial components of the velocity in a z -r coordinate system. The inner radius is at the bottom of the 
plot. The velocity is zero in the solid and conservation of mass has been assured to nearly machine accu­
racy at every time step. The presence of hot, buoyant fluid near z =0 and the circulation pattern accounts for 
the bulge in the melt front and isothenn plot. Due to the symmetry of the imposed boundary temperature, 
the isotherms and the velocity field are nearly identical for each e. The shape of the melt, as shown by 
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Figure 5-1 1 . Steady Circulation with Equal Densities 
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isothenns in Figure 5- 12, is clearly influenced by the circulation pattern with a much smaller radius at the 
top of the canister where the fluid is warm. 
The simulation used the implicit Crank-Nicolson time integration method with a time step of 0. 1 sec. 
The steady state was achieved in a short time by setting the latent heat to zero. This does not effect the 
steady state result. 
5.4.2. Simulation in 1-g with Unequal Densities 
A similar situation is modeled with unequal densities. We take the density of the solid phase to be 
Ps = 2.33 {g /cm 3), and the liquid density as before. This change of density implies the presence of an 
expanding void during freezing. Starting with liquid just above the melt temperature, the high latent 
heat,L = 1037 (J lg ), results in a slow growth of the solid region. In the simulation, the void is initially a 
unifonn layer along z =0. As the inner surface of the canister cools the void region grows. The flow field 
is the result of buoyancy forces as well as a response to the sink of liquid at the liquid-solid phase front. 
Figure 5- 13  and 5-14 show velocity field and isothenns at time t =lO sec . The simulation times step 
was ru =0.5 sec and the Crank-Nicolson method was used. 
5.4.3. Simulation in 0-g with Unequal Densities and No Surface Tension 
In a zero gravity environment, the flow is driven by Marangoni (surface tension) stresses and expan­
sion forces instead of by buoyancy. To illustrate the relative sizes and the basic patterns of these flows a 
simulation is performed starting from a full liquid state with a void occupying three cells, located initially 
in the control volumes with indices (9, z ,  r ) = (3,2,3), (3,2,4) and (4,2,3). As the solid begins to form 
around the inner cylindrical surface the flow is influenced by the density change at the solid-liquid phase 
front. The flow pattern is shown in Figure 5-15 with the z -r plot of the axial and radial velocity com­
ponents. The flow is into the mushy zone with an expanding void. Figure 5- 16 shows the azimuthal and 
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radial components of velocity in an r-a coordinate system. This plot shows the first axial layer of cells. 
The flow pattern in Figure 5-17 shows the velocity field for the second axial level, (* ,2, *), with void-liquid 
interface velocities. The void-liquid interface does not drive the flow since the surface tension parameter 
d ylflf is set to zero, but it does respond to the change in density as seen in Figure 5-17. 
5.4.4. Marangoni Flow in Three Dimensions 
When no phase change is occurring, the only driving mechanism in 0-g is the thermocapillary forces 
on the void-liquid interface. Fixing the void location to four mass cells on the second axial level, (3,2,3), 
(3,2,4), (4,2,3), and (4,2,4), a simulation was performed to illustrate a 3 dimensional Marangoni flow pat­
tern. The temperature of the inner radius is held at 1120 K ( < Tcr) while the outer radius is held at 1130 K 
(> Tcr>· Figure 5-18 shows the radial and azimuthal components of the velocity on the axial level 3, just 
above the void. The figure shows the flow direction down the temperature gradient, that is, toward the 
inner radius. This is consistent with the two dimensional results. 
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CHAPTER 6 
CONCLUSIONS 
This research provides a framework for the fonnulation of phase-change problems that involve den­
sity change, fluid flow and surface tension with curvature effects. Both sharp front and the more general 
mushy zone fonnulations have been developed. The fonnulation of problems involving different densities 
in the solid and the liquid has been demonstrated in a number of examples and numerical simulations. 
A numerical algorithm for the computation of fluid flow, the projection method, has been modified 
and adapted to include effects from the free surface of liquid and void as well as the solid-liquid interface. 
A theoretical justification of the projection method in a Hilbert space setting has been given. Extending the 
theory of external approximations to include "mixed approximations" , a convergence proof for the solution 
of the pressure equation has been given. 
The numerical computation of discontinuous pressures is a key point in the development of a global 
weak fonnulation. Although the numerical solution of the pressure equation will allow for this, we have 
not been able to find a way to construct a right hand side of the Poisson equation which forces the solution 
to take on prescribed values on some portion of the domain. Because of this, the global weak method for 
the pressure equation had to be "compromised" by imposing Dirichlet data on a level surface of a function, 
reminiscent of the Gibbs "surface of tension" approach to fluid interfaces. Even though this injects a touch 
of "front-tracking", our method retains its genuinely global weak character as a volume-of-fluid approach. 
The issues in the development of a fully global weak solution method, and thereby showing the existence 
of a weak solution to the coupled problem, have been clarified. 
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The approximate Newton method proposed gives an efficient algorithm for the numerical solution of 
conservation laws in three dimensions. Further investigation of the numerical methods for updating void 
location is needed to improve the accuracy of the method and the approximation of surface curvature. The 
problem of scales for the computation of Marangoni void migration is also of interest and should be 
addressable in this framework. 
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APPENDIX 
NOMENCLATURE 
General field variable 
Scalar flux 
Source 
Flux vector 
Unit outward nonnal to a surface 
Unit tangents to surface 
Spatial control volume 
Spatial boundary for V 
Domain of the conservation law 
Surface of discontinuity, interface 
Spatial variable 
Time 
Time-space nonnal 
speed of the interface in the nonnal direction 
Interface velocity vector 
Volume average of u 
Volume average source 
Control volume face 
Area of control volume face 
Total flux through face a k 
stress tensor 
velocity vector 
density 
reference density p(T 0) 
pressure 
identity tensor 
forcing function 
gravitational force 
volumetric expansion coefficient 
temperature 
reference temperature 
specific energy 
heat flux 
latent heat of fusion 
thennal conductivity 
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k penneability 
P porosity 
f fluid volume fraction 
A. liquid volume fraction 
- 161 -
VITA 
Born in Atlanta, Georgia, on 29 January 1953, John Bryant Drake spent fonnative years in Berea, 
Kentucky where his father, Richard Bryant Drake, is a professor of History at Berea College and his 
mother, Julia Angevine Drake, is a church musician. He received a B.S. in Mathematics from the Univer­
sity of Kentucky in 1977 and an M.S. in Applied Mathematics from Purdue University in 1979. He began 
graduate studies at the University of Tennessee in Knoxville in 1984. 
Since 1979 he has worked for Union Carbide Corporation and Martin Marietta Energy Systems at 
the Oak Ridge National Laboratory. At ORNL he worked in the Technical Applications Department of the 
Computer Science Division from 1979 to 1984 and in the Mathematical Sciences Section of the Engineer­
ing Physics and Mathematics Division, from 1984 to the present. 
He married Frances Strickler in 1974 and they are the parents of two daughters, Susanna and Emma, 
and a son, Paul. 
