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Abstract
The K-user symmetric multiple input multiple output (MIMO) Gaussian interference channel (IC) where each
transmitter has M antennas and each receiver has N antennas is studied from a generalized degrees of freedom
(GDOF) perspective. An inner bound on the GDOF is derived using a combination of techniques such as treating
interference as noise, zero forcing (ZF) at the receivers, interference alignment (IA), and extending the Han-
Kobayashi (HK) scheme to K users, as a function of the number of antennas and the log INR/ log SNR level. Three
outer bounds are derived, under different assumptions of cooperation and providing side information to receivers.
The novelty in the derivation lies in the careful selection of side information, which results in the cancellation of
the negative differential entropy terms containing signal components, leading to a tractable outer bound. The overall
outer bound is obtained by taking the minimum of the three outer bounds. The derived bounds are simplified for
the MIMO Gaussian symmetric IC to obtain outer bounds on the generalized degrees of freedom (GDOF). Several
interesting conclusions are drawn from the derived bounds. For example, when K > N
M
+ 1, a combination of the
HK and IA schemes performs the best among the schemes considered. When N
M
< K ≤ N
M
+ 1, the HK-scheme
outperforms other schemes and is shown to be GDOF optimal. In addition, when the SNR and INR are at the
same level, ZF-receiving and the HK-scheme have the same GDOF performance. It is also shown that many of the
existing results on the GDOF of the Gaussian IC can be obtained as special cases of the bounds, e.g., by setting
K = 2 or the number of antennas at each user to 1.
I. INTRODUCTION
Approximate capacity characterization of the interference channel has recently received considerable research
attention, both as a means to analyze the capacity scaling behavior as well as to obtain guidelines for interference
management in a multi-user environment. Towards this, the concept of generalized degrees of freedom (GDOF)
was introduced in [1] as a means of quantifying the extent of interference management in terms of the number of
free signaling dimensions in a two-user interference channel (IC). In a multiuser MIMO setup, the use of multiple
2antennas at the transmitters and receivers can provide additional dimensions for signaling, which can in turn improve
the GDOF performance of the IC. Characterizing the GDOF performance of a multiuser MIMO IC is therefore an
important problem, and is the focus of this work.
Among the different possible methods to mitigate the effect of interference, two main approaches have typically
been adopted in the literature. The first is based on the notion of splitting the message into private and public
parts (also known as the Han-Kobayashi (HK) scheme) [2], [1]. The second is based on the idea of interference
alignment [3]–[5]. These schemes are based on different ideas: the former allows part of the interference to be
decoded and canceled at the unintended receivers, while the latter makes the interfering signals cast overlapping
shadows [5] at the unintended receivers, allowing them to project the received signal in an orthogonal direction
and remove the effect of interference.
The HK-scheme proposed in [2] is known to achieve the largest possible rate region for the two-user single input
single output (SISO) IC. Further, it can achieve a rate that is within 1 bit/s/Hz of the capacity of the channel for
all values of the channel parameters [1]. Different variants of the HK-scheme for the two user IC can be found
in [6]–[8]. The concept of interference alignment (IA) originated from the work of Maddah-Ali et al. in [3], and
was subsequently used in the DOF analysis of the X-channel in [4] and [9]. This notion of IA was crystallized
by Cadambe and Jafar in [5]. Here, the precoding matrix is designed such that the interfering signals occupy a
reduced dimension at all of the unintended receivers, while the desired signal remains decodable at the intended
receiver. The idea of IA was extended to the K-user MIMO scenario in [10]. More works on IA can be found in
[11]–[13].
The GDOF performance of the two-user MIMO IC was characterized in [7]. It was extended to the X-channel
and the K-user SISO IC in [14] and [15], respectively. In [16], the idea of message splitting was used to derive the
GDOF in a SIMO setting when K = N+1, where N is the number of receive antennas at each user. However, none
of the existing studies consider the GDOF performance of the K-user MIMO Gaussian IC for K > 2. Moreover,
the achievable GDOF performance of the HK-scheme and IA has not been contrasted in the literature.
Past work by several researchers has provided bounds on the degrees of freedom (DOF) and GDOF for multiuser
ICs (e.g., [5], [10], [17]). In [17], a MIMO multiple access channel (MAC) outer bound on the sum capacity of
the MIMO GIC (Gaussian IC) was derived, and simplified to obtain a bound on the DOF. It was also shown that
zero forcing (ZF) receiving/precoding is sufficient to achieve all the available DOF. In [5], an outer bound on the
DOF for the K-user SISO Gaussian symmetric IC was presented, and the novel idea of interference alignment (IA)
developed in this work was found to be DOF optimal. Subsequently, in [10], an outer bound on the DOF for the
K-user symmetric MIMO Gaussian IC was developed, and found to be tight when R , max(M,N)min(M,N) is an integer,
where M and N are the number of transmitting and receiving antennas, respectively. The outer bound in [10] was
improved in [18] by considering multiple ways of cooperation among users. The achievable scheme derived in [18]
was found to be tight when K ≥ M+Ngcd(M,N) , where gcd(M,N) denotes the greatest common divisor of M and N .
However, although several outer bounds have been derived for the DOF/GDOF, general outer bounds on the sum
3rate for the K-user MIMO GIC for K > 2 that are valid for all values of the channel parameters are not available
in the existing literature. Deriving such bounds can offer important insight into the performance limits of multiuser
ICs.
In this paper, three new outer bounds on the sum rate are proposed, which are valid for all values of channel
parameters. Further, these outer bounds are simplified to obtain outer bounds on the GDOF in the symmetric case.
The overall outer bound on the GDOF is obtained by taking the minimum of the three bounds and the interference-
free GDOF of min(M,N) per user. The first outer bound is based on using a combination of user cooperation
similar in flavor to [18], in conjunction with providing a subset of receivers with side information. The other two
outer bounds are based on providing carefully selected side information to the receivers in such a way that the the
negative differential entropy terms in the sum rate bound that contain a signal component cancel out, due to which,
it is possible to obtain a single letter characterization.
The three bounds on the GDOF perform differently depending on the values of the parameters α , log INRlog SNR , M,N
and K; and this in turn provides insights into the performance limits of the system under different schemes for
interference management. Several useful and interesting insights on the relative merits of the different schemes are
obtained from the bounds. For example, when K > NM +1, neither the HK-scheme nor IA can uniformly outperform
the other; which scheme is the better of the two depends on the log INR/ log SNR level. The performance of the
proposed achievable schemes is compared with the outer bounds. Using this, the GDOF-optimality of the achievable
scheme is established in some cases. Further, many of the existing results in the literature can be obtained as special
cases of this work.
In summary, the major contributions of this paper are as follows:
1) Three outer bounds on the sum rate are derived, presented as Theorems 1, 2 and 3. These theorems apply
to all channel conditions when the channel coefficients are drawn from a continuous distribution such as the
Gaussian distribution.
2) The three theorems are specialized to the symmetric MIMO Gaussian IC to obtain outer bounds on the per
user GDOF, stated as Lemmas 1, 2 and 3. To the best of the authors’ knowledge, result derived here represents
the tightest known outer bound on the per user GDOF of the K (K > 2) user symmetric MIMO Gaussian
IC, except for some specific cases mentioned in Section V-A.
3) The scheme for providing side information employed in Theorem 2 is new.
4) An inner bound is derived for the symmetric MIMO Gaussian IC as a combination of the HK-scheme, IA,
zero-forcing (ZF) receiving, and treating interference as noise. To the best of the authors’ knowledge, the
extension of the HK-scheme to the multiuser MIMO scenario presented here is new.
5) The interplay between the HK-scheme and IA is explored from an achievable GDOF perspective.
6) Lemmas 1 and 3 are used to establish the optimality of the achievable scheme, when NM < K ≤ NM + 1.
The corresponding GDOF result in Lemma 2 establishes that treating interference as noise is GDOF optimal
when M = N and for all K, in the weak interference regime.
4The following notation is used in the sequel. Lower case or upper case letters are used to represent scalars. Small
boldface letters represent a vector, whereas capital boldface letters represent matrices. xn =
[
xT1 ,x
T
2 , . . . ,x
T
n
]T
represents a long vector consisting of the sequence of vectors xi, i = 1, 2, . . . , n. h(.) represents differential entropy,
I(·; ·) represents mutual information, IL is the L×L identity matrix, and blkdiag(H11,H22, . . . ,HL,L) represents
a matrix which is obtained by block diagonal concatenation of matrices H11,H22, . . . ,HL,L.
The rest of the paper is organized as follows. Section II describes formally the system model and defines GDOF.
In Section III, three outer bounds are derived and specialized to the case of a symmetric MIMO Gaussian IC.
Section IV presents the main results on the achievable GDOF performance. In Sec. V, some numerical examples
are considered to obtain better insight into the bounds and to compare the performance of the various schemes.
Concluding remarks are offered in Sec. VI; and the proofs of the lemmas and theorems are presented in the
Appendix.
II. PRELIMINARIES
A. System Model
Consider a MIMO GIC with K transmitter-receiver pairs, with Mi antennas at the i-th transmitter and Nj
antennas at the j-th receiver. Let Hji represent the Nj ×Mi channel gain matrix from transmitter i to receiver j.
The channel coefficients are assumed to be drawn from a continuous distribution such as the Gaussian distribution.
The received signal at the j-th receiver, denoted yj , is modeled as
yj = Hjjxj +
K∑
i=1,i 6=j
Hjixi + zj , (1)
where zj is the complex symmetric Gaussian noise vector, distributed as zj ∼ CN (0, INj ) and xi is the signal
transmitted by the i-th user, satisfying E
{
xHi xi
}
= Pi. As in past work on the MIMO GIC, global channel state
information is assumed to be available at every node. For the symmetric case considered later in the paper, with a
slight abuse of notation, Hji (j 6= i) is replaced with √ραHji and Hjj is replaced with √ρHjj. The quantity ραji
represents the received signal power from user i; and in the symmetric case, it is assumed that αji = 1 when j = i
and αji = α otherwise. That is, α > 0 represents the ratio of the logarithm of the INR to the logarithm of the SNR.
For the inner bound, attention will be restricted to the symmetric case with M antennas at every transmitter and
N antennas at every receiver, with M ≤ N . Further, it is assumed that E{xixHi } is full rank and E{xHi xi} = 1.
B. Generalized Degrees of Freedom (GDOF)
The GDOF, introduced in [1], is an asymptotic quantity in the limit of high SNR and INR. For symmetric case,
it is defined as:
d(α) =
1
K
lim
ρ→∞
CΣ(ρ, α)
log ρ
, (2)
and CΣ(ρ, α) is the sum capacity of the K user symmetric MIMO GIC defined above. When α = 1, the GDOF
reduces to the degrees of freedom (DOF) defined in [10].
5III. OUTER BOUND
In this section, three outer bounds on the sum rate of the K user MIMO GIC are stated as Theorems 1, 2 and 3.
The bounds are general in the sense that they are valid for all values of the channel parameters. Then, the bounds
are specialized to the case of the symmetric MIMO GIC to obtain outer bounds on the per user GDOF; these are
stated as Lemmas 1, 2 and 3. Finally, the overall outer bound on the GDOF is obtained by taking the minimum of
the three outer bounds and the interference free GDOF bound of min(M,N) per user.
The first outer bound is obtained by considering cooperation among subsets of users. The idea of using cooperation
among users has been explored in [18] for obtaining outer bounds on the DOF of the K-user MIMO GIC. However,
it turns out that cooperation by itself is not sufficient for obtaining outer bounds on the sum rate of the K-user
symmetric MIMO GIC. When α 6= 1, the symmetric assumption on the resulting 2-user GIC is no longer valid when
the users are allowed to cooperate among themselves. Hence, this technique cannot be directly used to obtain an
outer bound on the GDOF or the sum rate. It is necessary to provide a judiciously chosen signal as side information
to a subset of the receivers in addition to cooperation, to convert the system into a MIMO Z-GIC, whose capacity
cannot be worse than the original MIMO IC. Then, an outer bound on the Z-GIC is derived. Taking the minimum
of the outer bounds obtained by considering all possible combinations of cooperating users results in an outer
bound on the sum rate of the MIMO GIC.
Thus, the K-user system is divided into two disjoint groups; group-1 containing L1 (0 ≤ L1 ≤ K) users and
group-2 containing L2 (0 ≤ L2 ≤ K) users, with L , L1 + L2 such that 0 < L ≤ K. The receivers within a
given group are provided the messages of the other users in the same group, due to which, interference between
users within a group is eliminated. In group-1, all L1 users are allowed to cooperate among themselves but they
experience interference from group-2. Similarly, users in group-2 are allowed to cooperate among themselves. In
group-2, all the receivers are given the messages of users 1, . . . , L1 by a genie as side information. As a result,
group-2 does not see any interference from the users in group-1. To simplify the equation, it is assumed that each
transmitter is equipped with M antennas and each receiver is equipped with N antennas in stating Theorem 1.
Theorem 1: The sum rate of the K-user MIMO GIC is upper bounded as follows:
L∑
i=1
Ri ≤ log
∣∣∣IL1N +H11P1HH11 +H12P2HH12∣∣∣+
log
∣∣∣∣IL2N +H22P1/22 {IL2M +P1/22 HH12H12P1/22 }−1P1/22 HH22∣∣∣∣ , (3)
6where L1 + L2 = L ≤ K, 0 ≤ L1 ≤ K, 0 ≤ L2 ≤ K,
H11 , blockdiag(H11,H22, . . . ,HL1,L1), H22 , blockdiag(HL1+1,L1+1,HL1+2,L1+2, . . . ,HL,L),
H12 ,

H1,L1+1 H1,L1+2 · · · H1,L
H2,L1+1 H2,L1+2 · · · H2,L
.
.
.
.
.
.
HL1,L1+1 HL1,L1+2 · · · HL1,L
 ,
P1 , blockdiag(P1,P2, . . .PL1),P2 , blockdiag(PL1+1,PL1+2, . . .PL2),Hij ∈ CLiN×LjM ,
Hij ∈ CN×M ,Pj ∈ CM×M is the input covariance matrix of jth user and Pj ∈ CLjM×LjM , j = 1, 2. (4)
Proof: See Appendix A.
Recall that, in order to obtain (3), L1 users in group-1 are allowed to cooperate, while in group-2 L2 users are
allowed to cooperate with each other. There are 3K − 2K+1 ways of choosing the user groups for cooperation
(each user can be in group-1, group-2, or neither, and both groups should have at least one user). Hence, the
minimum sum rate obtained out of all possible ways of cooperation leads to the tightest outer bound on the sum
rate obtainable from this method. Since the users have different power constraints and users see different SNRs
and INRs, obtaining a closed-form outer bound becomes a formidable task. However, for the symmetric case, a
simplified solution exists, as given by the following Lemma.
Lemma 1: In the symmetric case, the upper bound of Theorem 1 can be expressed as an upper bound on the
per user GDOF as follows:
1) When M ≤ N and 0 ≤ α ≤ 1:
d(α) ≤ min
L1,L2
1
L
[
L1M +min {r, L1(N −M)}α+ (L2M − r)+
+ min
{
r, L2N − (L2M − r)+
}
(1− α)] . (5)
2) When M ≤ N and α > 1:
d(α) ≤ min
L1,L2
1
L
[
rα+min {L1M,L1N − r}+ (L2M − r)+
]
. (6)
3) When M > N and 0 ≤ α ≤ 1:
d(α) ≤ min
L1,L2
1
L
[
L1N +min
{
L2N, (L2M − r)+
}
+min {min {L2N, r} ,
L2N −min
{
L2N, (L2M − r)+
}}
(1− α)] . (7)
4) When M > N and α > 1:
d(α) ≤ min
L1,L2
1
L
[
L1N + r(α− 1) + min
{
L2N, (L2M − r)+
}]
, (8)
where r , min {L2M,L1N}.
Proof: See Appendix B.
7The result below provides another outer bound on the sum rate, by providing side information in the form of
a noisy version of the intended message at the receivers. To the best of the authors’ knowledge the scheme for
providing side information employed here new, and leads to the tightest known bounds for some parameter values
as mentioned in Theorem 4.. Let sj,B ,
∑
i∈B
Hjixi + zj , where B ⊆ {1, 2, . . . ,K} is a subset users. Then, user
1 is provided s2,1 and user K is provided sK−1,K . Users i = 2, 3, . . . ,K − 1 are provided si−1,i and si+1,i in
succession to obtain two sets of rate bounds. It turns out that by doing so, all the negative differential entropy terms
containing a signal component cancel out, leading to the outer bound given by Theorem 2 below. Further remarks
on the choice of side information are offered in Section V.
Theorem 2: For the K-user MIMO GIC, the following rate bound is applicable:
R1 + 2
K−1∑
i=2
Ri +RK
≤
K−1∑
i=1
log
∣∣∣∣∣∣INi +
K∑
j=1, j 6=i
HijPjH
H
ij +HiiP
1/2
i
(
IMi +P
1/2
i H
H
i+1,iHi+1,iP
1/2
i
)−1
P
1/2
i H
H
ii
∣∣∣∣∣∣
+
K∑
i=2
log
∣∣∣∣∣∣INi +
K∑
j=1, j 6=i
HijPjH
H
ij +HiiP
1/2
i
(
IMi +P
1/2
i H
H
i−1,iHi−1,iP
1/2
i
)−1
P
1/2
i H
H
ii
∣∣∣∣∣∣ . (9)
Proof: See Appendix C.
Remark: Note that the above theorem presents a bound on R1 + 2
∑K−1
i=2 Ri + RK , rather than on the sum rate,
i.e.,
∑K
i=1Ri. Clearly, one can obtain
K(K−1)
2 inequalities of the form (9), for each possible choice of the first
and K th user. Bounds on the sum rate can then be obtained from the above by summing all such inequalities and
dividing by 3K(K−1)2 .
Lemma 2: In the symmetric case, the sum rate upper bound of Theorem 2 can be reduced to the following per
user GDOF upper bound:
d(α) ≤
 rmin(1− α) + min
{
r
′
, rmax − rmin
}
α for 0 ≤ α ≤ 12
r
′
α+min
{
rmin, rmax − r′
}
(1− α) for 12 ≤ α ≤ 1
, (10)
where rmin , min {M,N}, rmax , max {M,N} and r′ , min {N, (K − 1)M}.
Proof: See Appendix D.
The third outer bound is based on providing each receiver with side information comprised of a noisy version of a
carefully chosen part of the interference experienced by it. For the SIMO case, and when K = N + 1, this bound
reduces to the outer bound presented in [16].
8Theorem 3: For the K-user MIMO GIC, the following rate bound is applicable:
R1 +
K−1∑
i=2
Ri +RK
≤ log
∣∣∣∣∣∣IN1 +
K∑
j=2
H1jPjH
H
1j +H11P
1/2
1
{
IM1 +P
1/2
1 H
H
K1HK1P
1/2
1
}−1
P
1/2
1 H
H
11
∣∣∣∣∣∣
+
K−1∑
i=2
log
∣∣∣∣INi +Hi1P1/2i1 {IMri +P1/2i1 HHKiHKiP1/2i1 }−1P1/2i1 HHi1
+Hi,i+1P
1/2
i2
{
IMsi +P
1/2
i2 H
H
1,i+1H1,i+1P
1/2
i2
}−1
P
1/2
i2 H
H
i,i+1
∣∣∣∣
+
K−1∑
i=2
log
∣∣∣∣INi +HiKP1/2i3 {IM ′ri +P1/2i3 HH1iH1iP1/2i3 }−1P1/2i3 HHiK
+Hi,K−1P
1/2
i4
{
IM ′si
+P
1/2
i4 H
H
K,i+1HK,i+1P
1/2
i4
}−1
P
1/2
i4 H
H
i,K−1
∣∣∣∣
+ log
∣∣∣∣∣∣INK +
K−1∑
j=1
HKjPjH
H
Kj +HKKP
1/2
K
{
IMK +P
1/2
K H
H
1KH1KP
1/2
K
}−1
P
1/2
K H
H
KK
∣∣∣∣∣∣ ,
(11)
where
Hi1 ,
[
Hi1 Hi2 . . . Hii
]
, Hi,i+1 ,
[
Hi,i+1 Hi,i+2 . . . HiK
]
,
HKi ,
[
HK1 HK2 . . . HKi
]
, H1,i+1 ,
[
H1,i+1 H1,i+2 . . . H1K
]
,
H1i ,
[
H1K H12 . . . H1i
]
, HK,i+1 ,
[
HK1 HK,i+1 . . .HK,K−1
]
,
HiK ,
[
HiK Hi2 . . . Hii
]
, Hi,K−1 ,
[
Hi1 Hi,i+1 . . . Hi,K−1
]
,
Pi1 , blockdiag (P1 P2 . . . Pi) , Pi2 , blockdiag (Pi+2 Pi+3 . . . PK) ,
Pi3 , blockdiag (PK P2 . . . Pi) ,Pi4 , blockdiag (P1 Pi+1 . . . PK−1) ,
Mri ,
i∑
j=1
Mj , Msi ,
K∑
j=i+1
Mj, M
′
ri ,
i∑
j=2
Mj +MK and M
′
si ,M1 +
K−1∑
j=i+1
Mj . (12)
Proof: See Appendix E.
Remark: A bound on the sum rate (
∑K
i=1Ri) can be obtained in a similar manner as in Theorem 2. The above result
can be used to obtain an outer bound of the GDOF of the K-user symmetric MIMO GIC only for NM < K ≤ NM +1
because the form of the above outer bound results in rank deficient matrices when K > NM +1, which make finding
the inverse and computing the GDOF complicated.
Lemma 3: In the symmetric case, when NM < K ≤ NM + 1, the sum rate upper bound of Theorem 3 can be
expressed as an upper bound on the per user GDOF as follows:
d(α) ≤
 M(1− α) + 1K−1 (N −M)α for 0 ≤ α ≤ 12Mα+ 1K−1(N −M)(1 − α) for 12 ≤ α ≤ 1. (13)
9Proof: See Appendix F.
The overall outer bound is obtained by taking minimum of the outer bounds in Lemmas 1, 2 and 3. Due to
minimization involved in Lemma 1, analytical characterization of the outer bound is not possible in all cases.
However, in Theorem 4 below, an expression for the combined outer bound is obtained when K ≥ N +M and
N
M < K ≤ NM + 1. Also, a unified expression is presented for case NM + 1 < K < M + N , when NM is integer-
valued. In stating the theorem, three interference regimes are considered, as in the past work [1], [7], [16]. The
result follows by first analytically solving the minimization in Lemma 1 and then carefully comparing the three
outer bounds to determine which bound is tightest for different values of K,M,N and α.
Theorem 4: The outer bound on the per user GDOF of the K-user symmetric MIMO (M ≤ N) GIC, obtained
by taking the minimum of the outer bounds derived in this work, is
1) When (K ≥M +N) or (NM + 1 < K < M +N , where NM is an integer):
a) Weak interference regime (0 ≤ α ≤ 12 ): When MN < N2−M2, Lemma 1 is active, otherwise Lemma 2
is active, and the outer bound is of the following form:
d(α) ≤
 M − M
2α
M+N for MN < N
2 −M2
M(1− α) + (N −M)α for MN ≥ N2 −M2.
(14)
b) Moderate interference regime (12 ≤ α ≤ 1):
i) When MN < N2 −M2, Lemma 1 is active, and the outer bound is of the following form:
d(α) ≤M − M
2α
M +N
. (15)
ii) When MN ≥ N2−M2, Lemma 2 is active for 12 ≤ α ≤ M(M+N)N(M+N)+M2 , whereas Lemma 1 is active
for M(M+N)N(M+N)+M2 < α ≤ 1, and the outer bound becomes
d(α) ≤
 Nα for 12 ≤ α ≤
M(M+N)
N(M+N)+M2
M − M2αM+N for M(M+N)N(M+N)+M2 < α ≤ 1.
(16)
c) High interference regime (α ≥ 1): In this case, Lemma 1 is active and the outer bound is of the following
form:
d(α) ≤
 MNαM+N for 1 ≤ α ≤ M+NNM for α > M+NN . (17)
2) When NM < K ≤ NM + 1:
a) Weak interference regime (0 ≤ α ≤ 12 ): In this case, Lemma 3 is active and the outer bound is of the
following form:
d(α) ≤M(1− α) + 1
K − 1(N −M)α. (18)
b) Moderate interference regime (12 ≤ α ≤ 1): Lemma 3 is active for 12 ≤ α ≤ K2K−1 , and Lemma 1 is
active for K2K−1 < α ≤ 1. The outer bound becomes
d(α) ≤
 Mα+ 1K−1(N −M)(1 − α) for 12 ≤ α ≤ K2K−1M(1− α) + NαK for K2K−1 < α ≤ 1. (19)
10
c) High interference regime (α ≥ 1): In this case, Lemma 1 is active and the outer bound is of the following
form:
d(α) ≤
 1K [N + (K − 1)M(α − 1)] for 1 ≤ α ≤
2KM−(M+N)
(K−1)M
M for α ≥ 2KM−(M+N)(K−1)M .
(20)
Proof: See Appendix G.
The following lemmas are used in derivation of the outer bound.
Lemma 4: [19] Let R1 and R2 be N × N covariance matrices with rank r1 and r2, respectively. Let R1 =
U1Λ1U
H
1 and R2 = U2Λ2UH2 represent the EVD of R1 and R2, with U1 ∈ CN×r1 and U2 ∈ CN×r2 . If
rank[U1 U2] = min(r1 + r2, N), then for η ≥ β,
J1 , log |IN + ρηR1 + ρβR2|
= r1η log ρ+min {r2, N − r1} β log ρ+O(1). (21)
Lemma 5: [20] Let xn and yn be two sequences of random vectors and let x∗,y∗, xˆ and yˆ be Gaussian vectors
with covariance matrices satisfying
Cov
 xˆ
yˆ
 = 1
n
n∑
i=1
Cov
 xi
yi
  Cov
 x∗
y∗
 ,
then we get the following bounds
h(xn) ≤ nh(xˆ) ≤ nh(x∗),
h(yn|xn) ≤ nh(yˆ|xˆ) ≤ nh(y∗|x∗).
Lemma 6: [19] Let 0 G1  G2 and 0  A be positive semi-definite matrices of size N ×N . For any given
π ∈ R+,
G1 {I+ πG1AG1}−1G1  G2 {I+ πG2AG2}−1G2. (22)
Lemma 7: [21] Let R1, R2 and R3 be N × N covariance matrices with rank r1, r2 and r3, respectively.
Let Ri = UiΛiUHi represents the EVD of Ri, with Ui ∈ CN×ri . If rank [U1 U2] = min {r1 + r2, N} and
rank [U1 U2 U3] = min {r1 + r2 + r3, N}, then for η ≥ β ≥ γ,
J1 , log |IN + ρηR1 + ρβR2 + ργR3|
= r1η log ρ+min {r2, N − r1} β log ρ+min
{
r3, (N − r1 − r2)+
}
γ log ρ+O(1). (23)
IV. INNER BOUND
In this section, an inner bound is derived for the K-user symmetric MIMO (M ≤ N and KM > N)1 GIC.
The main results are stated as theorems; and the proofs are provided in the Appendix. Also, the detailed discussion
and interpretation of the results is relegated to the next section. For vector space IA, the channel is required to be
1Note that, if KM ≤ N , one can trivially achieve the interference-free GDOF of M per user, by using a ZF receiver.
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time-varying [10]. The results for the HK-scheme, treating interference as noise and ZF-receiving are applicable in
both the time-varying and the constant-channel cases. Before stating the inner bounds, the following known results
on the achievable DOF using IA and Zero-Forcing (ZF) reception are recapitulated.
A. Known Results
1) Interference Alignment (IA): In [10], it is shown that using vector space IA, the achievable per user DOF for
a K-user symmetric MIMO GIC is
dIA =
R
R+ 1
min {M,N} , when K > R, where R =
⌊
max {M,N}
min {M,N}
⌋
. (24)
It requires global channel knowledge at every node and the channel to be time varying.
2) Zero-Forcing (ZF) Receiving: The achievable DOF by ZF-receiving is given by:
dZF = min
{
M,
N
K
}
. (25)
Note that, for vector space IA and ZF-receiving, the relative strength between the signal and interference does
not matter, and hence the above DOF is achievable for all values of α.
B. Treating Interference as Noise
Treating interference as noise is one of the simplest methods of dealing with interference, and may work well
when the interference is weak. The following theorem summarizes the GDOF obtained by treating interference as
noise.
Theorem 5: The following per user GDOF is achievable for the K-user symmetric MIMO GIC when interference
is treated as noise:
1) When NM < K ≤ NM + 1,
d(α) ≥M + (N −KM)α. (26)
2) When K > NM + 1,
d(α) ≥M(1− α). (27)
Proof: See Appendix H.
C. Han-Kobayashi (HK) Scheme
In this section, an achievable GDOF is derived by extending the HK-scheme to the symmetric K-user MIMO
GIC. As in past work in the two-user and SIMO case [1], [7], and [16], three different interference regimes are
considered: strong, moderate, and weak interference. A key idea in the proof is to minimize the achievable GDOF
per user from the common part of the message over all possible subsets of users, which does not enter into the
picture in the 2 user case considered in past work. Also, the results stated in this subsection are applicable even
when NM is not an integer.
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1) Strong Interference Case (α ≥ 1): When α ≥ 1, each receiver can decode both the unintended messages as
well as the intended message. Hence, a K user MAC channel is formed at each receiver, and the achievable rate
region is the intersection of the K MAC regions obtained. This results in the following inner bound on the per
user GDOF.
Theorem 6: In the strong interference case (α ≥ 1), the following per user GDOF is achievable by the HK-
scheme:
1) When NM < K ≤ NM + 1,
d(α) ≥ min
{
M,
1
K
[(K − 1)Mα +N − (K − 1)M ]
}
. (28)
2) When K > NM + 1,
d(α) ≥ min
{
M,
Nα
K
}
. (29)
Proof: See Appendix I.
2) Moderate Interference Case (1/2 ≤ α ≤ 1): In the moderate interference regime, an achievable scheme
based on HK-type message splitting is as follows. The transmitter j splits its message Wj into two sub-messages:
a common message Wc,j that is decodable at every receiver, and a private message Wp,j that is required to be
decodable only at the desired receiver. The common message is encoded using a Gaussian code book with rate
Rc,j and power Pc,j . Similarly, the private message is encoded using a Gaussian code book with rate Rp,j and
power Pp,j . Further, it is assumed that the rates are symmetric, i.e., Rc,j = Rc and Rp,j = Rp. Also, Pc,j = Pc and
Pp,j = Pp. The powers on the private and common messages satisfy the constraint Pc + Pp = 1. The codewords
are transmitted using superposition coding, and hence, the transmitted signal Xj is a superposition of the private
message and the public message.
Similar to [7], the power in the private message is set such that it is received at the noise floor of the unintended
receivers, resulting in INRp = 1. Coupled with the transmit power constraint at each of the users, the SNRs of
the common and private parts at the desired receiver (denoted SNRc and SNRp) and the INRs of the common and
private parts at unintended receivers (denoted INRc and INRp) are given by
SNRc = ρ− ρ1−α,SNRp = ρ1−α, INRc = ρα − 1, INRp = 1. (30)
The transmit covariance of the common message is assumed to be the same as that of the private message. The
decoding order is such that the common message is decoded first, followed by the private message. While decoding
the common message, all the users’ private messages are treated as noise (including its own private message). The
rate achievable from the private message is obtained by treating all the other users’ private messages as noise.
The GDOF is contributed by both the private and public parts of the message:
d(α) = dp(α) + dc(α), (31)
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where dp(α) and dc(α) are the GDOF contributed by the private and public parts of the message, respectively. The
following theorem summarizes the per user GDOF achievable by this scheme.
Theorem 7: In the moderate interference regime (1/2 ≤ α ≤ 1), the K-user symmetric MIMO GIC achieves the
following per user GDOF:
1) When NM < K ≤ NM + 1,
d(α) ≥M(1− α) + min
{
Nα
K ,
[M{(2K−1)α−K}+N(1−α)]
K−1
}
. (32)
2) When K > NM + 1,
d(α) ≥M(1− α) + min
{
Nα
K
,
[Nα−M(1− α)]
K − 1
}
. (33)
Proof: See Appendix J.
3) Weak Interference Case (0 ≤ α ≤ 1/2): In this case, the received SNR and INR of the common and private
messages are set the same way as in the moderate interference regime. The per user GDOF achieved is summarized
in the following theorem.
Theorem 8: In the weak interference regime
(
0 ≤ α ≤ 12
)
, the K-user symmetric MIMO GIC achieves the
following per user GDOF:
d(α) ≥M(1− α) + 1
K − 1(N −M)α. (34)
Proof: See Appendix K.
Remark: The expressions for the GDOF in (33) and (34) are different because α ≥ 1−α in the former case while
α ≤ 1− α the latter case, and this has been used to simplify the equations.
D. Achievable GDOF as a Combination of HK-scheme, IA, ZF-Receiving and Treating Interference as Noise
In this subsection, the performance of the various schemes considered above is consolidated in terms of the
parameters α, K, M and N . Here, the channel is assumed to be time-varying in order to include IA along with the
other schemes considered in this paper. Further, to simplify the presentation, it is assumed that NM is an integer in
Theorems 9, 10 and 11. It is straightforward to extend the result to non-integer values of NM ; however, the expressions
become cumbersome with the floor of NM appearing in the expressions, and offer little additional insight on the
achievable GDOF. In Theorem 12, the achievable GDOF for the case where K ≥ NM + 4 is presented without
assuming that NM is an integer.
The achievable per user GDOF with IA and ZF-receiving are:
dIA =
MN
M +N
, (35)
and dZF = min
{
M,
N
K
}
. (36)
The maximum achievable GDOF for different interference regimes are stated in following Theorems.
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Theorem 9: The achievable GDOF in high interference case (α > 1) obtained by taking maximum of all the
schemes considered in this work is
1) When NM < K ≤ NM + 1,
d(α) ≥
 1K [α(K − 1)M +N − (K − 1)M ] for 1 < α <
M(2K−1)−N
M(K−1)
M for α ≥ M(2K−1)−NM(K−1)
(37)
2) When K > NM + 1,
d(α) ≥

MN
M+N for 1 ≤ α ≤ KMM+N
αN
K for
KM
M+N < α <
KM
N
M for α ≥ KMN
(38)
Proof: See Appendix L.
Theorem 10: The achievable GDOF in the moderate interference case
(
1
2 ≤ α ≤ 1
)
obtained by taking maximum
of all the achievable schemes considered in this work is
1) When NM < K ≤ NM + 1,
d(α) ≥
 M(1− α) + 1K−1 [M {α(2K − 1)−K}+N(1− α)] for 12 ≤ α ≤ K2K−1M(1− α) + NαK for K2K−1 ≤ α ≤ 1 (39)
2) When NM + 1 < K ≤ NM + 2,
d(α) ≥

M(1− α) + Nα−M(1−α)K−1 for 12 ≤ α ≤ KMN+KM
M(1− α) + NαK for KMN+KM ≤ α ≤ KM
2
(M+N)(KM−N)
MN
M+N for
KM2
(M+N)(KM−N) < α ≤ 1
(40)
3) When K > NM + 2,
d(α) ≥ MN
M +N
(41)
Proof: See Appendix M.
Theorem 11: The achievable GDOF in the weak interference case
(
0 ≤ α ≤ 12
)
obtained by taking maximum
of all the achievable schemes considered in this work is
1) When K > NM + 2,
d(α) ≥

M(1− α) + 1K−1(N −M)α for 0 ≤ α ≤ M
2
M(N+M)−N
2−M2
K−1
NM
N+M for
M2
M(N+M)−N
2−M2
K−1
< α ≤ 12
(42)
2) When NM < K ≤ NM + 2,
d(α) ≥M(1− α) + 1
K − 1(N −M)α (43)
Proof: See Appendix N.
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From the expressions in the previous section, it is easy to see that the maximum of the achievable GDOF from the
HK-scheme and IA outperforms the achievable GDOF from treating interference as noise or ZF-receiving for all
values of M , N , K and α. The following result follows from carefully comparing the achievable GDOF from the
HK-scheme and IA in the weak, moderate, and strong interference cases.
Theorem 12: Recall that R ,
⌊
N
M
⌋
. When K ≥ NM +4, the K-user symmetric MIMO GIC achieves the following
per-user GDOF.
1) When R = 1:
a) The HK-scheme is active in the weak interference case and in the initial part of the moderate interference
case, and achieves
d(α) ≥

M(1− α) + (N−M)αK−1 for 0 ≤ α ≤ 12
M(1− α) + Nα−M(1−α)K−1 for 12 < α ≤ (K−1)−(R+1)
(R+1)
(
(K−1)−
(
N
M +1
)) . (44)
b) IA is active in the later part of the moderate interference case and the initial part of the strong interference
case, and achieves
d(α) ≥ MR
R+ 1
for (K−1)−(R+1)
(R+1)
(
(K−1)−
(
N
M+1
)) < α ≤ MKRN(R+1) . (45)
c) The HK-scheme is active in the later part of the strong interference case, and achieves
d(α) ≥
 NαK for MKRN(R+1) < α ≤ MKNM for α > MKN . (46)
2) When R > 1:
a) The HK-scheme is active in the initial part of the weak interference case, and achieves
d(α) ≥M(1− α) + (N −M)α
K − 1 for 0 ≤ α ≤
(K−1)
(R+1)
(
K−
N
M
) . (47)
b) IA is active in the later part of the weak interference case, in the moderate interference case, and in the
initial part of the strong interference case, and achieves
d(α) ≥ MR
R+ 1
for (K−1)
(R+1)
(
K−
N
M
) < α ≤ MKRN(R+1) . (48)
c) The HK-scheme is active for the later part of the strong interference case, and achieves
d(α) ≥
 NαK for MKRN(R+1) < α ≤ MKNM for α > MKN . (49)
Proof: See Appendix O.
The above theorem is interesting because it exactly characterizes the regimes of α where the HK-scheme and IA
are active for K ≥ NM + 4, even when NM is not an integer. It can be used, for example, to study the effect of
varying the number of transmit and receive antennas on the achievable GDOF, or the scaling of the achievable
GDOF as the number of transmit and receive antennas per user is increased while keeping their ratio fixed.
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E. Tightness of the Outer Bounds
Corollary 1: The outer bound is tight when M = N for any K, in the weak interference regime (0 ≤ α ≤ 12 ),
and when NM < K ≤ NM + 1, for all values of α.
Proof: See Appendix P.
V. DISCUSSION ON THE BOUNDS
A. Comparison with Existing Results
Some observations on how the inner and outer bounds on the GDOF derived above stand in relation to existing
work are as follows:
1) When M = 1 and K = N+1, the Theorem 3 and the HK-scheme in Section IV-C reduce to the corresponding
SIMO GDOF results in [16].
2) When K = 2, the inner and outer bounds derived here reduce to the corresponding two-user symmetric
GDOF result in [7].
3) When M = N = 1 and K = 2, the inner and outer bounds derived here reduce to the corresponding GDOF
results derived in [1].
4) When M = N = 1, the inner bounds derived here match with the result in [15] only in the weak interference
regime. In [15] assumes the constant IC model and uses multilevel coding with nested lattice structure to
achieve a higher GDOF. Also, the outer bound derived here reduces to the K-user symmetric SISO GIC
GDOF result in [15].
5) When α = 1, the cooperative outer bound of Lemma 1 matches with the DOF outer bound in [18] for many
cases of K, M and N (e.g., K = 3,M = 2, N = 5). Theorem 1 uses genie-aided message sharing in addition
to cooperation, to handle the α 6= 1 cases. The bound in [18] only requires cooperation, due to which it is
lower for some values of M,N and K. Hence, when α = 1, the minimum of the outer bound derived here
and the one in [18] is plotted in the graphs presented in the next subsection. The outer bound derived here
does not match with the DOF-optimal outer bound in [22] for the K = 3 and NM + 1 < K ≤ M+Ngcd(M,N) case.
The outer bound in [22] uses the concept of subspace alignment chains to identify the extra dimension to be
provided by a genie to a receiver, which does not easily generalize to arbitrary K, M , N and α.
6) When K = 2, the outer bound in Lemma 1 reduces to the DOF outer bound on MIMO Z-GIC in [23]. See
Appendix Q for details.
In Fig. 1, the outer bound derived in this work is compared with some of the existing results mentioned above.
B. Numerical Examples
Now, some numerical examples are considered to get better insight into the bounds for various values of K,M,N ,
and α.
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In Fig. 2, the outer bounds on the per user GDOF in Lemmas 1, 2 and 3 are contrasted as a function α, for
(M,N) = (2, 2) and (2, 4). When K = 3 and (M,N) = (2, 2), the outer bound in Lemma 2 is active in the weak
interference regime and the initial part of the moderate interference regime. The outer bound in Lemma 1 is not
tight in this regime, as a result of the genie giving too much information to the receiver. As the interference level
increases, it is necessary to provide the unintended message completely as in Theorem 1 to obtain a tractable outer
bound; and hence Lemma 1 is active in the later part of the moderate interference regime and the high interference
regime. As the number of receive dimensions increases (N = 4), the outer bound in Lemma 2 is found to be
loose. Hence, another outer bound is derived, where a carefully chosen part of the interference is provided as side
information to the receiver, as in Theorem 3. The corresponding GDOF outer bound in Lemma 3 is tight in the
weak interference regime (0 ≤ α ≤ 12) and in the initial part of the moderate interference regime (12 ≤ α ≤ 35 ).
For α > 35 , the outer bound in Lemma 1 is active, as in the previous case.
In Fig. 3, the per user GDOF is plotted versus α for K = 3 and M = N = 2. The achievable GDOF by IA
(curve labeled as IA), HK-scheme (curve labeled as HK-scheme), treating interference as noise (curve labeled
as Intf. as noise) and ZF-receiving (curve labeled as ZF-receiving) are plotted along with the outer
bound (curve labeled as Outer bound). In the low interference regime, treating interference as noise coincides
with the outer bound. In this case, treating interference as noise performs as well as the HK-scheme and the outer
bound in Lemma 2 is active. Also, IA and ZF-receiving are suboptimal in this regime. At α = 1/2, IA, HK and
treating interference as noise all coincide. In the moderate interference regime, the flat segment is due to IA. In the
initial part of the moderate interference regime, the HK-scheme and IA coincide but in the later part, IA performs
better than HK-scheme. IA performs better than the other schemes and is optimal at α = 1/2 and 1. In terms of
outer bounds, initially, the side-information based bound of Lemma 2 is active, and as α increases, the cooperative
bound of Lemma 1 is active. In the high interference regime, IA initially performs the best, and as α increases,
the HK-scheme performs the best, and finally achieves the interference free GDOF. There exists gap between the
inner and outer bounds in the moderate and high interference regimes.
In Fig. 4, the achievable per-user GDOF is plotted against α for the K = 3 user symmetric MIMO GIC
with various antenna configurations and compared with existing results. The inner bound derived in this paper is
compared with the result in [15] for the symmetric SISO GIC case and with the result in [16] for the symmetric
SIMO GIC with K = N + 1. Since the achievable GDOF in [15] is discontinuous at α = 1, it is represented by
the filled circle in the plot. Note that the scheme in [15] assumes that the channel remains constant over time.
Hence, the performance of IA is not included in the comparison. Further, the achievable GDOF is plotted for the
2×3, 2×4, 2×5 and 2×6 antenna configurations. Also, the outer bound is plotted for these antenna configurations
to verify the optimality of the inner bound.
The figure illustrates the benefits of having additional antennas at the transmitter and receiver in improving the
achievable GDOF. For the symmetric SISO GIC, the proposed inner bound matches with the result in [15] in the
weak interference case. There exists a gap between the two schemes in the moderate interference case and in the
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initial part of the strong interference case, as noted in the previous subsection. For the SIMO case, the achievable
GDOF of the proposed scheme matches with that of the scheme in [16] and is also GDOF optimal. As receive
antennas are added, in the strong interference regime, the HK-scheme achieves the interference-free GDOF at a
smaller value of α. In the 2 × 6 system, as N = KM , ZF-receiving achieves the interference free GDOF for all
values of α. Finally, note that the inner bound is GDOF optimal for the 2× 4, 2× 5 and 2× 6 symmetric MIMO
GIC cases. In Fig. 5, the achievable per-user GDOF is compared with the outer bound for many more cases for
the K = 4 user symmetric MIMO GIC with various antenna configurations.
In Figs. 6 and 7, the per user achievable GDOF performance is compared for different antenna configurations
with a total of 7 and 10 antennas per user pair, respectively. The figures illustrate the effect of different combinations
of the number of antennas at the transmitter and receiver on the achievable GDOF. When the interference is either
low or very high, an equal or nearly equal (in Fig. 6) distribution of antennas achieves the best GDOF. The behavior
for intermediate values of α depends on the specific values of M , N , K and α.
C. Further Remarks
From the expressions obtained for the bound, the following useful observations can be made. In particular, these
insights are not be obtainable from the existing results for the two user symmetric MIMO GIC or the K-user
symmetric SIMO GIC.
1) The outer bounds on the sum rate in Theorems 2 and 3 hold for any number of transmit and receive antennas.
Although Theorem 1 was presented for M antennas at each transmitter and N antennas at each receiver, it
is straightforward to extend it to the case of arbitrary number of antennas at each transmitter and receiver.
These results are new as there are no existing outer bounds on the sum rate of the K-user MIMO GIC for
K ≥ 3.
2) No single outer bound on the GDOF is universally the tightest among the three. Theorem 4 characterizes the
performance of the outer bounds as a function of K, M , N and α when K ≥M +N and NM < K ≤ NM +1,
and when NM + 1 < K < N +M for integer-valued
N
M .
3) Treating interference as noise was known to be GDOF optimal in the weak interference regime in the two
user SISO case [1], two user symmetric MIMO case [7] and the K-user SISO real-valued constant channel
case [15]. The above results show that it is GDOF optimal in the weak interference regime only when
M = N . When N > M , the HK-scheme performs better. Moreover, the maximum of the HK-scheme and
IA outperforms treating interference as noise and ZF-receiving for all values of M , N , α and K.
4) When NM < K ≤ NM + 1, Theorem 4 establishes that the achievable scheme is GDOF optimal for all α. The
proof can be found in Corollary 1. Moreover, the HK-scheme does not assume a time-varying channel, and
hence it is optimal even for the constant channel case.
5) When K > 3 and M = N , IA outperforms the HK-scheme for 12 ≤ α ≤ 1. Also, IA is GDOF optimal at
α = 12 when M = N .
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6) When K > NM + 1, depending on the value of α, one or the other of the HK-scheme and IA performs the
best. When K ≥ NM + 4, Theorem 12 characterizes the interplay between the two schemes and determines
the range of α for which either scheme is active.
7) When NM < K ≤ NM +1, ZF-receiving coincides with the HK-scheme only at α = 1 when K > 2. In contrast,
when K = 2, ZF-receiving is optimal for α = 12 and 1 (see [7]).
In general, it is found that IA performs well over a fairly wide range of parameters around α = 1, and it offers a
performance that does not depend on the interference level. Hence, it may be a good approach for managing the
interference, especially when the number of receive antennas is comparable to the number of transmit antennas. As
the number of receive dimensions increases, the HK-scheme becomes a better choice for interference management.
VI. CONCLUSION
This work derived inner and outer bounds on the GDOF of the K-user symmetric MIMO interference channel as
a function of α = log INR/ log SNR. The outer bound was based on a combination of three schemes, one of which
was derived using the notion of cooperation, and the two other outer bounds were based on providing partial side
information at the receivers. The inner bound was derived using a combination of ZF-receiving, treating interference
as noise, interference alignment, and the Han-Kobayashi scheme. Several interesting insights were obtained from
the derived bounds. For example, it was found that when M = N , treating interference as noise performs as well
as the HK scheme and outperforms both IA and the ZF bound. However, when N > M , treating interference as
noise is always suboptimal. For K > NM + 1, a combination of HK and IA performs the best in the moderate
interference regime. Finally, when NM < K ≤ NM +1, HK scheme is GDOF optimal for all values of α. In contrast
to two user IC, ZF-receiving is found to be GDOF optimal at α = 1 when NM < K ≤ NM + 1. The outer bound
was shown to be tight in the weak interference case (0 ≤ α ≤ 12 ) when M = N for any K, and for all values of
α when NM < K ≤ NM + 1.
APPENDIX
A. Proof of Theorem 1
Given the stated assumptions on user cooperation and the genie-provided side information, the system model
becomes:
y1 = H11x1 +H12x2 + z1,
y2 = H22x2 + z2, (50)
where y1 ,
[
yT1 , · · · ,yTL1
]T
, y2 ,
[
yTL1+1, · · · ,yTL
]T
, x1 ,
[
xT1 , · · · ,xTL1
]T
,
x2 ,
[
xTL1+1, · · · ,xTL
]T
, z1 ,
[
zT1 , · · · , zTL1
]T
and z2 ,
[
zTL1+1, · · · , zTL
]T
.
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Also, Hij are stacked channel matrices, as defined in the statement of the theorem. The above system model is
equivalent to a two-user MIMO Z-interference channel with each transmitter having L1M and L2M antennas and
each receiver having L1N and L2N antennas. The outer bound derived for this modified system is an outer bound
for the K-user MIMO GIC. By using Fano’s inequality, the sum rate of the modified system is upper bounded as
given below:
n
L∑
i=1
Ri − nǫn ≤ I (xn1 ;yn1 ) + I (xn2 ;yn2 ) ,
(a)
≤ I (xn1 ;yn1 ) + I (xn2 ;yn2 , sn) , where s , H12x2 + z1,
= h (yn1 )− h (yn1 |xn1 ) + h (sn)− h (sn|xn2 ) + h (yn2 |sn)− h (yn2 |sn,xn2 ) ,
= h (yn1 )− h (sn) + h (sn)− h (zn1 ) + h (yn2 |sn)− h (zn2 ) ,
(b)
≤ nh (y∗1)− nh (z1) + nh (y∗2|s∗)− nh (z2) ,
or
L∑
i=1
Ri ≤ h (y∗1)− h (z1) + h (y∗2|s∗)− h (z2) , (51)
where (a) is due to the genie giving side information to Receiver 2 and (b) follows from the Lemma 5. In the above
equation, the superscript ∗ indicates that the inputs are i.i.d. Gaussian i.e., x∗i ∼ CN(0,Pi) and the quantities
s∗,y∗1 and y∗2 are the signals obtained due to Gaussian inputs. Each term in (51) is simplified as follows:
h (y∗1) = log
∣∣∣πe [IL1N +H11P1HH11 +H12P2HH12]∣∣∣ , (52)
h (y∗2|s∗) = log
∣∣πeΣy∗2|s∗∣∣ , (53)
where
Σy∗2 |s∗ = E
[
y∗2y
∗H
2
]−E [y∗2s∗H]E [s∗s∗H]−1E [s∗y∗H2 ] ,
= IL2N +H22P2H
H
22 −H22P2HH12
{
IL2M +H12P2H
H
12
}−1
H12P2H
H
22,
= IL2N +H22P
1/2
2
[
IL2M −P1/22 HH12
{
IL2M +H12P
1/2
2 P
1/2
2 H
H
12
}−1
H12P
1/2
2
]
P
1/2
2 H
H
22,
= IL2N +H22P
1/2
2
{
IL2M +P
1/2
2 H
H
12H12P
1/2
2
}−1
P
1/2
2 H
H
22. (54)
In the above, (54) is obtained using the Woodbury matrix identity [24].
The conditional differential entropy in (53) thus reduces to:
h (y∗2|s∗) = log
∣∣∣∣πe [IL2N +H22P1/22 {IL2M +P1/22 HH12H12P1/22 }−1P1/22 HH22]∣∣∣∣ . (55)
From (52) and (55), the sum rate bound in (51) becomes:
L∑
i=1
Ri ≤ log
∣∣∣IL1N +H11P1HH11 +H12P2HH12∣∣∣+
log
∣∣∣∣IL2N +H22P1/22 {IL2M +P1/22 HH12H12P1/22 }−1P1/22 HH22∣∣∣∣ , (56)
which concludes the proof.
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B. Proof of Lemma 1
In the symmetric case, with a slight abuse of notation, the system model in (50) reduces to:
y1 =
√
ρH11x1 +
√
ραH12x2 + z1,
y2 =
√
ρH22x2 + z2. (57)
Under the symmetric assumption, the sum rate in (3) in Theorem 1 is bounded as follows:
L∑
i=1
Ri ≤ log
∣∣∣IL1N + ρH11P1HH11 + ραH12P2HH12∣∣∣+
log
∣∣∣∣IL2N + ρH22P1/22 {IL2M + ραP1/22 HH12H12P1/22 }−1P1/22 HH22∣∣∣∣ ,
≤ log
∣∣∣IL1N + ρH11HH11 + ραH12HH12∣∣∣+ log ∣∣∣∣IL2N + ρH22 {IL2M + ραHH12H12}−1HH22∣∣∣∣ . (58)
Equation (58) is obtained by using Lemma 6 and using the fact that log | . | is a monotonically increasing function
on the cone of positive definite matrices.
Consider the following term in (58):
IL2N + ρH22
{
IL2M + ρ
αH
H
12H12
}−1
H
H
22
(a)
= IL2N + ρH22
{
IL2M + ρ
αU12Σ12U
H
12
}−1
H
H
22,
= IL2N + ρH22U12
{
IL2M + ρ
αΣ12
}−1
U
H
12H
H
22,
= IL2N + ρH˜22
{
IL2M + ρ
αΣ12
}−1
H˜H22, where H˜22 , H22U12,
(b)
= IL2N + ρH˜22
IL2M + ρα
 Σr 0
0 0L2M−r

−1
H˜H22, where r , min{L2M,L1N}
= IL2N + ρH˜22
 (Ir + ραΣr)−1 0
0 IL2M−r
 H˜H22,
(c)
= IL2N + ρ
[
H˜
(a)
22 H˜
(b)
22
] (Ir + ραΣr)−1 0
0 IL2M−r
[H˜(a)22 H˜(b)22 ]H ,
= IL2N + ρH˜
(a)
22 (Ir + ρ
αΣr)
−1
H˜
(a)H
22 + ρH˜
(b)
22 IL2M−rH˜
(b)H
22 , (59)
where (a) follows by taking EVD of HH12H12, U12 ∈ CL2M×L2M , in (b) Σr contains non-zero singular values of
H
H
12H12 and 0L2M−r is a zero matrix of dimension (L2M − r)× (L2M − r), in (c) H˜22 is partitioned into two
sub-matrices H˜(a)22 and H˜
(b)
22 of dimensions L2N × r and L2N × (L2M − r), respectively.
22
Using (59), and simplifying the outer bound in (58) becomes
L∑
i=1
Ri ≤ log
∣∣∣IL1N + ρH11HH11 + ραH12HH12∣∣∣+
log
∣∣∣IL2N + ρH˜(a)22 (Ir + ραΣr)−1 H˜(a)H22 + ρH˜(b)22 IL2M−rH˜(b)H22 ∣∣∣
= log
∣∣∣IL1N + ρH11HH11 + ραH12HH12∣∣∣+
log
∣∣∣IL2N + ρ1−αH˜(a)22 Σ−1r H˜(a)H22 + ρH˜(b)22 IL2M−rH˜(b)H22 ∣∣∣+O(1). (60)
The above approximation holds at high SNR. The above equation can be simplified further, depending on the values
of M , N and α.
Case 1 (M ≤ N and 0 ≤ α ≤ 1):
Using Lemma 4, the outer bound in (60) becomes:
L∑
i=1
Ri ≤ r11 log ρ+min {r12, L1N − r11}α log ρ+ r(b)22 log ρ
+min
{
r
(a)
22 , L2N − r(b)22
}
(1− α) log ρ+O(1), (61)
where rij , rank(Hij), r(a)22 , rank(H˜
(a)
22 ) and r
(b)
22 , rank(H˜
(b)
22 ). As the channel coefficients are drawn from a
continuous distribution such as the Gaussian, the channel matrices are full rank with probability one. Hence, the
outer bound in (61) reduces to following form:
L∑
i=1
Ri ≤ L1M log ρ+min {r, L1N − L1M}α log ρ+ (L2M − r) log ρ
+min {min {L2N, r} , L2N − (L2M − r)} (1− α) log ρ+O(1)
= L1M log ρ+min {r, L1N − L1M}α log ρ+ (L2M − r) log ρ
+min {r, L2N − (L2M − r)} (1− α) log ρ+O(1), (62)
where r , min{L2M,L1N}.
Hence, the sum GDOF is upper bounded as given below:
di1 + . . .+ diL ≤ L1M +min {r, L1(N −M)}α+ L2M − r +min {r, L2N − (L2M − r)} (1− α). (63)
Note that L users can be chosen among K users in
(K
L
)
different ways, and each user appears in
(K−1
L−1
)
of these
ways. By adding all inequalities like (63), the sum GDOF is upper bounded as:
di1 + di2 + . . . + diK ≤
K
L
[L1M +min {r, L1(N −M)}α+ (L2M − r)+
min {r, L2N − (L2M − r)} (1− α)] ,
or d(α) ≤ 1
L
[L1M +min {r, L1(N −M)}α+ (L2M − r)
+min {r, L2N − (L2M − r)} (1− α)] . (64)
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Taking minimum of (64) over all possible values of L1 and L2 results in Case 1 of Lemma 1.
Case 2 (M ≤ N and α > 1):
Hence, the outer bound in (60) is simplified to following form using Lemma 4:
L∑
i=1
Ri ≤ rα log ρ+min {L1M,L1N − r} log ρ+ (L2M − r) log ρ+O(1). (65)
By following the same steps as in the previous case, the per user GDOF is upper bounded as given below:
d(α) ≤ 1
L
[rα+min {L1M,L1N − r}+ (L2M − r)] . (66)
By taking minimum of (66) over all possible values of L1 and L2 results in Case 2 of Lemma 1.
Case 3 (M > N and 0 ≤ α ≤ 1):
When M > N and 0 ≤ α ≤ 1, the sum rate in (60) reduces to following form by using Lemma 4:
L∑
i=1
Ri ≤ L1N log ρ+min {L2N,L2M − r} log ρ+
min {min {L2N, r} , L2N −min {L2N,L2M − r}} (1− α) log ρ+O(1)
= L1N log ρ+min {L2N,L2M − r} log ρ+
min {min {L2N, r} , L2N −min {L2N,L2M − r}} (1− α) log ρ+O(1). (67)
Following the same steps as in Case 1, the per user GDOF is upper bounded as given below by using (67):
d(α) ≤ 1
L
[L1N +min {L2N,L2M − r}+min {min {L2N, r} , L2N −min {L2N,L2M − r}}
(1− α)] . (68)
By taking minimum of (68) over all possible values of L1 and L2 results in Case 3 of Lemma 1.
Case 4 (M > N and α ≥ 1):
Under this condition the outer bound in (60) is simplified to following form by using Lemma 4:
L∑
i=1
Ri ≤ rα log ρ+min {L1N,L1N − r} log ρ+min {L2N,L2M − r} log ρ+O(1)
= rα log ρ+ (L1N − r) log ρ+min {L2N,L2M − r} log ρ+O(1). (69)
Following the same steps as in case 1, the per user GDOF is upper bounded as:
d(α) ≤ 1
L
[L1N + r(α− 1) + min {L2N,L2M − r}] . (70)
Taking minimum of (70) over all possible values of L1 and L2 results in Case 4 of Lemma 1. This completes the
proof of Lemma 1.
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C. Proof of Theorem 2
The signal received at receiver i is:
yi = Hiixi +
K∑
j=1, j 6=i
Hijxj + zj . (71)
Define the following quantity
sj,B ,
∑
i∈B
Hjixi + zj , (72)
where B ⊆ {1, 2, . . . ,K} is a subset of users.
The rate of first user is upper bounded as follows:
nR1
(a)
≤ I(xn1 ;yn1 ) + nǫn,
(b)
≤ I(xn1 ;yn1 , sn2,1) + nǫn,
(c)
= h(sn2,1)− h(zn2 ) + h(yn1 |sn2,1)− h(yn1 |sn2,1,xn1 ) + nǫn,
(d)
≤ h(sn2,1)− h(zn2 ) + h(yn1 |sn2,1)− h(sn1,2) + nǫn, (73)
where (a) follows due to Fano’s inequality; (b) is due to the genie giving side information to Receiver 1; (c) follows
from chain rule of mutual information and (d) results due to the fact that the differential entropy can not increase
by conditioning and the last differential entropy term is conditioned on xi, i = 1, . . . ,K and i 6= 2.
Similarly, the rate of the Kth user is upper bounded as follows:
nRK ≤ I(xnK ;ynK) + nǫn,
≤ I(xnK ;ynK , snK−1,K) + nǫn,
≤ h(snK−1,K)− h(znK−1) + h(ynK |snK−1,K)− h(snK,K−1) + nǫn. (74)
The rate of users i = 2, 3, . . . ,K − 1 are upper bounded as follows:
nRi ≤ I(xni ;yni ) + nǫn,
≤ I(xni ;yni , sni−1,i) + nǫn,
= h(sni−1,i)− h(zni−1) + h(yni |sni−1,i)− h(yni |sni−1,i,xni ) + nǫn
≤ h(sni−1,i)− h(zni−1) + h(yni |sni−1,i)− h(yni |sni−1,i, {xnj }Kj=1,j 6=i+1) + nǫn,
= h(sni−1,i)− h(zni−1) + h(yni |sni−1,i)− h(sni,i+1) + nǫn. (75)
Again, the rate of users i = 2, 3, . . . ,K − 1 can also be bounded as given below:
nRi ≤ I(xni ;yni ) + nǫn,
≤ I(xni ;yni , sni+1,i) + nǫn,
≤ h(sni+1,i)− h(zni+1) + h(yni |sni+1,i)− h(sni,i−1) + nǫn. (76)
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Summing all the inequalities in (73), (74), (75) and (76), the sum rate is bounded as follows:
n
[
R1 + 2
K−1∑
i=2
Ri +RK
]
− nǫn
= h(sn2,1)− h(zn2 ) + h(yn1 |sn2,1)− h(sn1,2) +
K−1∑
i=2
[
h(sni−1,i)− h(zni−1) + h(yni |sni−1,i)− h(sni,i+1) +
h(sni+1,i)− h(zni+1) + h(yni |sni+1,i)− h(sni,i−1)
]
+ h(snK−1,K)− h(znK−1) + h(ynK |snK−1,K)− h(snK,K−1),
≤
K−1∑
i=1
h(yni |sni+1,i) +
K∑
i=2
h(yni |sni−1,i)− h(zn1 )− 2
K−1∑
i=2
h(zni )− h(znK),
(a)
≤ n
K−1∑
i=1
h(y∗i |s∗i+1,i) + n
K∑
i=2
h(y∗i |s∗i−1,i)− nh(z1)− 2n
K−1∑
i=2
h(zi)− nh(zK),
or R1 + 2
K−1∑
i=2
Ri +RK ≤
K−1∑
i=1
h(y∗i |s∗i+1,i) +
K∑
i=2
h(y∗i |s∗i−1,i)− h(z1)− 2
K−1∑
i=2
h(zi)− h(zK). (77)
where (a) follows from applying Lemma 5 as in the proof of Theorem 1.
The conditional differential entropy terms in (77) are simplified as follows. Consider a particular i in the first
summation term in (77):
h(y∗i |s∗i+1,i) = log
∣∣∣πeΣy∗i |s∗i+1,i∣∣∣ , (78)
where
Σy∗i |s∗i+1,i = E
[
y∗i y
∗H
i
]−E [y∗i s∗Hi+1,i]E [s∗i+1,is∗Hi+1,i]−1E [s∗i+1,iy∗Hi ] . (79)
The individual terms in (79) are obtained as follows:
E
[
y∗i y
∗H
i
]
= INi +HiiPiH
H
ii +
K∑
j=1, j 6=i
HijPjH
H
ij , (80)
E
[
y∗i s
∗H
i+1,i
]
= HiiPiH
H
i+1,i, (81)
E
[
s∗i+1,is
∗H
i+1,i
]
= INi +Hi+1,iPiH
H
i+1,i, (82)
Hence, using Woodbury identity [24] and simplifying, (79) becomes:
Σy∗i |s∗i+1,i = INi +
K∑
j=1, j 6=i
HijPjH
H
ij +HiiP
1/2
i
(
IMi +P
1/2
i H
H
i+1,iHi+1,iP
1/2
i
)−1
P
1/2
i H
H
ii .
Finally we obtain:
h(y∗i |s∗i+1,i) = log
∣∣∣∣∣∣πe
INi + K∑
j=1, j 6=i
HijPjH
H
ij +HiiP
1/2
i
(
IMi +P
1/2
i H
H
i+1,iHi+1,iP
1/2
i
)−1
P
1/2
i H
H
ii
∣∣∣∣∣∣ ,
(83)
In a similar manner, it can also be shown that:
h(y∗i |s∗i−1,i) = log
∣∣∣∣∣∣πe
INi + K∑
j=1, j 6=i
HijPjH
H
ij +HiiP
1/2
i
(
IMi +P
1/2
i H
H
i−1,iHi−1,iP
1/2
i
)−1
P
1/2
i H
H
ii
∣∣∣∣∣∣ .
(84)
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Finally, the sum rate is upper bounded by using (83) and (84) in (77):
R1 + 2
K−1∑
i=2
Ri +RK
≤
K−1∑
i=1
log
∣∣∣∣∣∣INi +
K∑
j=1, j 6=i
HijPjH
H
ij +HiiP
1/2
i
(
IMi +P
1/2
i H
H
i+1,iHi+1,iP
1/2
i
)−1
P
1/2
i H
H
ii
∣∣∣∣∣∣
+
K∑
i=2
log
∣∣∣∣∣∣INi +
K∑
j=1, j 6=i
HijPjH
H
ij +HiiP
1/2
i
(
IMi +P
1/2
i H
H
i−1,iHi−1,iP
1/2
i
)−1
P
1/2
i H
H
ii
∣∣∣∣∣∣ . (85)
The proof is complete.
D. Proof of Lemma 2
Following two cases are considered to simplify the outer bound stated in Theorem 2.
Case 1 (M ≤ N): For the symmetric case, applying Lemma 5 and simplifying (9) for high SNR, the statement of
Theorem 2 becomes:
R1 + 2
K−1∑
i=2
Ri +RK ≤
K−1∑
i=1
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρ
1−αHii
(
HHi+1,iHi+1,i
)−1
HHii
∣∣∣∣∣∣
+
K∑
i=2
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρ
1−αHii
(
HHi−1,iHi−1,i
)−1
HHii
∣∣∣∣∣∣+O(1).(86)
The outer bound is simplified further under the following cases using Lemma 4.
Weak Interference Case (0 ≤ α ≤ 12): In this case, (86) becomes:
R1 + 2
K−1∑
i=2
Ri +RK ≤
K−1∑
i=1
[M(1− α) log ρ+min {min {N, (K − 1)M} , N −M}α log ρ] +
K∑
i=2
[M(1− α) log ρ+min {min {N, (K − 1)M} , N −M}α log ρ] +O(1),
or 2(K − 1)Ri ≤ 2(K − 1) [M(1− α) log ρ+min {min {N, (K − 1)M} , N −M}α log ρ] +O(1),
or Ri ≤M(1− α) log ρ+min {min {N, (K − 1)M} , N −M}α log ρ+O(1). (87)
The per user GDOF is thus upper bounded as:
d(α) ≤M(1− α) + min {min {N, (K − 1)M} , N −M}α. (88)
Moderate Interference Case (12 ≤ α ≤ 1): In this regime, (86) reduces to the following form:
R1 + 2
K−1∑
i=2
Ri +RK ≤
K−1∑
i=1
[min {(K − 1)M,N}α+min {M,N −min {N, (K − 1)M}} (1− α)] log ρ
+
K∑
i=2
[min {(K − 1)M,N}α+min {M,N −min {N, (K − 1)M}} (1− α)] log ρ+O(1),
or Ri ≤ [αmin {(K − 1)M,N}+min {M,N −min {N, (K − 1)M}} (1− α)] log ρ+O(1).
(89)
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Hence, the per user GDOF is upper bounded as follows:
d(α) ≤ min {(K − 1)M,N}α+min {M,N −min {N, (K − 1)M}} (1− α). (90)
High Interference Case (α ≥ 1):In this regime, (86) becomes
R1 + 2
K−1∑
i=2
Ri +RK ≤
K−1∑
i=1
min {N, (K − 1)M}α log ρ+
K∑
i=2
min {N, (K − 1)M}α log ρ+O(1),
or Ri ≤ min {N, (K − 1)M}α+O(1).
The per user GDOF is upper bounded as:
d(α) ≤ min {N, (K − 1)M}α. (91)
As the per user GDOF in this case exceeds the interference free GDOF, this bound is not helpful for high interference
regime.
Case 2 (M > N):
When M > N , (85) is simplified as follows:
R1 +
K−1∑
i=2
Ri +RK
(a)
≤
K−1∑
i=1
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρHii
(
IM + ρ
αUi+1,iΣi+1,iU
H
i+1,i
)−1
HHii
∣∣∣∣∣∣
+
K∑
i=2
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρHii
(
IM + ρ
αUi−1,iΣi−1,iU
H
i−1,i
)−1
HHii
∣∣∣∣∣∣
=
K−1∑
i=1
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρHiiUi+1,i (IM + ρ
αΣi+1,i)
−1
UHi+1,iH
H
ii
∣∣∣∣∣∣
+
K∑
i=2
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρHiiUi−1,i (IM + ρ
αΣi−1,i)
−1
UHi−1,iH
H
ii
∣∣∣∣∣∣
(b)
=
K−1∑
i=1
log
∣∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρH˜ii
IM + ρα
 Σi+1,iN 0
0 0M−N
−1 H˜Hii
∣∣∣∣∣∣∣
+
K∑
i=2
log
∣∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρH˜ii
IM + ρα
 Σi−1,iN 0
0 0M−N
−1 H˜Hii
∣∣∣∣∣∣∣
(c)
=
K−1∑
i=1
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρ
1−αH˜
(a)
ii
(
Σi+1,iN
)−1
H˜
(a)H
ii + ρH˜
(b)
ii IM−NH˜
(b)H
ii
∣∣∣∣∣∣
+
K∑
i=2
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρ
1−αH˜
(a)
ii
(
Σi−1,iN
)−1
H˜
(a)H
ii + ρH˜
(b)
ii IM−NH˜
(b)H
ii
∣∣∣∣∣∣+O(1),
(92)
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where, (a) is obtained by taking the EVD of HHijHij; Uij ∈ CM×M and Σij ∈ CM×M ; in (b), H˜ii , HiiUij and
Σj,iN contains N non-zero singular values of HHijHij; and in (c), H˜ii is partitioned into submatrices H˜(a)ii and H˜(b)ii
of dimension N ×N and N × (M −N), respectively.
Equation (92) is further simplified based on the value of α, as follows.
Weak Interference Case (0 ≤ α ≤ 12):
Consider a specific i in (92):
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρ
1−αH˜
(a)
ii
(
Σi+1,iN
)−1
H˜
(a)H
ii + ρH˜
(b)
ii IM−NH˜
(b)H
ii
∣∣∣∣∣∣
(a)
= min {N,M −N} log ρ+min {N,N −min {N,M −N}} (1− α) log ρ+
min
{
min ((K − 1)M,N) , {N −min {N,M −N} −N}+}α log ρ+O(1)
= min {N,M −N} log ρ+ (N −min {N,M −N}) (1− α) log ρ+O(1), (93)
where (a) is obtained by using Lemma 7.
From (92) and (93), the outer bound becomes:
Ri ≤ N(1− α) log ρ+min {N,M −N}α log ρ+O(1). (94)
In weak interference case, the per user GDOF is upper bounded as:
d(α) ≤ N(1− α) + min {N,M −N}α. (95)
Moderate Interference Case (12 ≤ α ≤ 1):
Consider a specific i in (92):
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρ
1−αH˜
(a)
ii
(
Σi+1,iN
)−1
H˜
(a)H
ii + ρH˜
(b)
ii IM−NH˜
(b)H
ii
∣∣∣∣∣∣
(a)
= min {N,M −N} log ρ+min {min {(K − 1)M,N} , N −min {N,M −N}}α log ρ+
min
{
N, (N −min {N,M −N} −min {(K − 1)M,N})+} (1− α) log ρ+O(1)
= min {N,M −N} log ρ+min {N,N −min {N,M −N}}α log ρ+O(1), (96)
where (a) is obtained by using Lemma 7.
From (92) and (96), the outer bound becomes:
Ri ≤ Nα log ρ+min {N,M −N} (1− α) log ρ+O(1). (97)
In moderate interference case, per user GDOF is upper bounded as follows:
d(α) ≤ Nα+min {N,M −N} (1− α). (98)
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High Interference Case (α ≥ 1):
In this case, the outer bound in (92) simplifies as follows:
K∑
i=1
Ri ≤
K−1∑
i=1
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρH˜
(b)
ii IM−NH˜
(b)H
ii
∣∣∣∣∣∣+
K∑
i=2
log
∣∣∣∣∣∣IN + ρα
K∑
j=1, j 6=i
HijH
H
ij + ρH˜
(b)
ii IM−NH˜
(b)H
ii
∣∣∣∣∣∣+O(1)
(a)
=
K−1∑
i=1
[min {N, (K − 1)M}α log ρ+min {min {N,M −N} , N −min {N, (K − 1)M}} log ρ] +
K∑
i=2
[min {N, (K − 1)M}α log ρ+min {min {N,M −N} −min {N, (K − 1)M}} log ρ] +O(1)
or Ri ≤ Nα log ρ+O(1), (99)
where (a) is obtained by using Lemma 4.
The per user GDOF in case of high interference is upper bounded as follows:
d(α) ≤ Nα. (100)
But the outer bound in this case exceeds the interference free GDOF i.e. N as α ≥ 1 . Hence, this outer bound is
not useful when α ≥ 1.
By combining (88), (90), (95) and (98) results in Lemma 2. This completes the proof.
E. Proof of Theorem 3
Define Sj,B as in (72). Let A = {1, 2, . . . ,K} be the set of all transmitters. A− B is the complement of B in A.
The ith transmitter and receiver are assumed to have Mi and Ni antennas, respectively. Following the procedure
given in [16] and using the Lemma 5, the sum rate can be bounded as follows.
R1 + 2
K−1∑
i=2
Ri +RK ≤ h
(
y∗1|s∗K,1
)
+ h
(
y∗K |s∗1,K
)
+
K−1∑
i=2
h
(
y∗i |s∗K,{1,2,...,i}, s∗1,{i+1,...,K}
)
+
K−1∑
i=2
h
(
y∗i |s∗1,{K,2,...,i}, s∗K,A−{K,2,3,...,i}
)
−h (z1)− 2n
K−1∑
i=2
h (zi)− h (zK) . (101)
The above expression is simplified for the SIMO case in [16]. Here, since the transmitters could also have multiple
antennas, the individual terms in (101) need to be evaluated as follows. The first term h
(
y∗1|s∗K,1
)
in (101) is
similar to the evaluation of conditional differential entropy in the proof of Theorem 2. On simplification, first term
becomes:
h
(
y∗1|s∗K,1
)
= log
∣∣∣∣∣∣πe
IN1 + K∑
j=2
H1jPjH
H
1j +H11P
1/2
1
{
IM1 +P
1/2
1 H
H
K1HK1P
1/2
1
}−1
P
1/2
1 H
H
11
∣∣∣∣∣∣ . (102)
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Similarly, the term h
(
y∗K |s∗1,K
)
simplifies to
h
(
y∗K |s∗1,K
)
= log
∣∣∣∣∣∣πe
INK + K−1∑
j=1
HKjPjH
H
Kj +HKKP
1/2
K
{
IMK +P
1/2
K H
H
1KH1KP
1/2
K
}
P
1/2
K H
H
KK
∣∣∣∣∣∣ .
(103)
Now consider the term h
(
y∗i |s∗K,{1,2,...,i}, s∗1,{i+1,...,K}
)
. In this case,
y∗i = Hiix
∗
i +
K∑
j=1, j 6=i
Hijx
∗
j + zi,
s∗K,{1,2,...,i} =
∑
j∈{1,2,...,i}
HKjx
∗
j + zK ,
and s∗1,{i+1,...,K} =
∑
j∈{i+1,...,K}
H1jx
∗
j + z1.
The conditional differential entropy becomes
h
(
y∗i |s∗K,{1,2,...,i}, s∗1,{i+1,...,K}
)
= log
∣∣∣πeΣy∗i |s∗K,{1,2,...,i},s∗1,{i+1,...,K}∣∣∣ , (104)
where,
Σy∗i |s∗K,{1,2,...,i},s∗1,{i+1,...,K} = E
[
y∗i y
∗H
i
]−E [y∗i s∗H]E [s∗s∗H]−1E [s∗y∗Hi ] , (105)
and s∗ =
[
s∗TK,{1,2,...,i} s
∗T
1,{i+1,...,K}
]T
.
The output at receiver i (i 6= 1,K) can also be expressed as follows.
y∗i = Hi1x1 +Hi,i+1x2 + zi, (106)
where x1 =
[
x∗T1 x
∗T
2 . . . x
∗T
i
]T
, x2 =
[
x∗Ti+1 x
∗T
i+2 . . . x
∗T
K
]T
.
and Hi1 and Hi,i+1 are defined as in (12). The two side information terms can also be expressed as follows.
sK,{1,2,...,i} = HKix1 + zK , (107)
s1,{i+1,...,K} = H1,i+1x2 + z1. (108)
Now consider the evaluation of individual terms in (105):
E
[
y∗i y
∗H
i
]
= INi +Hi1Pi1H
H
i1 +Hi,i+1Pi2H
H
i,i+1, (109)
E
[
y∗i s
∗H
]
=
[
Hi1Pi1H
H
Ki Hi,i+1Pi2H
H
1,i+1
]
. (110)
E
[
s∗1,Ks
∗H
1,K
]
=
 INi +HKiPi1HHKi 0
0 INi +H1,i+1Pi2H
H
1,i+1
 , (111)
Hence, (105) simplifies to
Σy∗i |s∗K,{1,2,...,i},s∗1,{i+1,...,K}
= INi +Hi1Pi1H
H
i1 +Hi,i+1Pi2H
H
i,i+1 −Hi1Pi1HHKi
[
INi +HKiPi1H
H
Ki
]−1
HKiPi1H
H
i1 −
Hi,i+1Pi2H
H
1,i+1
[
INi +H1,i+1Pi2H
H
1,i+1
]−1
H1,i+1Pi2H
H
i,i+1
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= INi +Hi1P
1/2
i1
{
INi −P1/2i1 HHKi
[
INK +HKiP
1/2
i1 P
1/2
i1 H
H
Ki
]−1
HKiP
1/2
i1
}
P
1/2
i1 H
H
i1 +
Hi,i+1P
1/2
i2
{
INi −P1/2i2 HH1,i+1
[
IN1 +H1,i+1P
1/2
i2 P
1/2
i2 H
H
1,i+1
]−1
H1,i+1P
1/2
i2
}
P
1/2
i2 H
H
i,i+1
= INi +Hi1P
1/2
i1
{
IMri +P
1/2
i1 H
H
KiHKiP
1/2
i1
}−1
P
1/2
i1 H
H
i1 +
Hi,i+1P
1/2
i2
{
IMsi +P
1/2
i2 H
H
1,i+1H1,i+1P
1/2
i2
}−1
P
1/2
i2 H
H
i,i+1 (112)
where Mri =
i∑
j=1
Mj , Msi =
K∑
j=i+1
Mj and the last equation follows from the Woodbury identity [24]. The quantity
Pi1 and Pi2 are as defined in (12).
Hence, (104) becomes
h
(
y∗i |s∗K,{1,2,...,i}, s∗1,{i+1,...,K}
)
= log
∣∣∣∣πe [INi +Hi1P1/2i1 {IMri +P1/2i1 HHKiHKiP1/2i1 }−1P1/2i1 HHi1+
Hi,i+1P
1/2
i2
{
IMsi +P
1/2
i2 H
H
1,i+1H1,i+1P
1/2
i2
}−1
P
1/2
i2 H
H
i,i+1
]∣∣∣∣ . (113)
In a similar manner, it can be shown that
h
(
y∗i |s∗1,{K,2,...,i}, s∗K,A−{K,2,3,...,i}
)
= log
∣∣∣∣πe [INi +HiKP1/2i3 {IM ′ri +P1/2i3 HH1iH1iP1/2i3 }−1P1/2i3 HHiK+
Hi,K−1P
1/2
i4
{
IM ′si
+P
1/2
i4 H
H
K,i+1HK,i+1P
1/2
i4
}−1
P
1/2
i4 H
H
i,K−1
∣∣∣∣] , (114)
where M ′ri =
i∑
j=2
Mj +MK and M
′
si =M1 +
K−1∑
j=i+1
Mj , and Pi3 and Pi4 are as defined in (12).
By combining (102), (103), (113) and (114) results in Theorem 3.
F. Proof of Lemma 3
For symmetric case, using Lemma 6, the sum rate outer bound in Theorem 3 reduces to the following form:
R1 +
K−1∑
i=2
Ri +RK ≤ log
∣∣∣∣∣∣IN + ρα
K∑
j=2
H1jH
H
1j + ρH11
{
IM + ρ
αHHK1HK1
}−1
HH11
∣∣∣∣∣∣
+
K−1∑
i=2
log
∣∣∣∣IN +Hi1 {IMri +HHKiHKi}−1HHi1 +Hi,i+1 {IMri +HH1,i+1H1,i+1}−1HHi,i+1∣∣∣∣
+
K−1∑
i=2
log
∣∣∣∣IN +HiK {IMri +HH1iH1i}−1HHiK +Hi,K−1{IMri +HHK,i+1HK,i+1}−1HHi,K−1∣∣∣∣
+ log
∣∣∣∣∣∣IN + ρα
K−1∑
j=1
HKjH
H
Kj + ρHKK
{
IM + ρ
αHH1KH1K
}−1
HHKK
∣∣∣∣∣∣ , (115)
where Mri = iM and with a slight abuse of notation, and
Hi1 =
[√
ραHi1
√
ραHi2 . . .
√
ρHii
]
, Hi,i+1 =
[√
ραHi,i+1
√
ραHi,i+2 . . .
√
ραHiK
]
,
HKi =
[√
ραHK1
√
ραHK2 . . .
√
ραHKi
]
, H1,i+1 =
[√
ραH1,i+1
√
ραH1,i+2 . . .
√
ραH1K
]
,
H1i =
[√
ραH1K
√
ραH12 . . .
√
ραH1i
]
, HK,i+1 =
[√
ραHK1
√
ραHK,i+1 . . .
√
ραHK,K−1
]
,
HiK =
[√
ραHiK
√
ραHi2 . . .
√
ρHii
]
, Hi,K−1 =
[√
ραHi1
√
ραHi,i+1 . . .
√
ραHi,K−1
]
. (116)
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Now consider the following term in (115)
log
∣∣∣∣IN +Hi1 {IMri +HHKiHKi}−1HHi1 +Hi,i+1 {IMri +HH1,i+1H1,i+1}−1HHi,i+1∣∣∣∣ . (117)
In the above equation, consider the following term
Hi1
{
IMri +H
H
KiHKi
}−1
H
H
i1
=
[√
ραHi1
√
ραHi2 . . .
√
ρHii
] {
IMri +
[√
ραHK1
√
ραHK2 . . .
√
ραHKi
]H
[√
ραHK1
√
ραHK2 . . .
√
ραHKi
]}−1 [√
ραHi1
√
ραHi2 . . .
√
ρHii
]H
,
= ρα
[
Hi1 Hi2 . . .
√
ρ1−αHii
]{
IMri + ρ
α [HK1 HK2 . . . HKi]
H [HK1 HK2 . . . HKi]
}−1
[
Hi1 Hi2 . . .
√
ρ1−αHii
]H
. (118)
In a similar way, it can be shown that
Hi,i+1
{
IMsi +H
H
1,i+1H1,i+1
}−1
H
H
i,i+1
= ρα [Hi,i+1 Hi,i+2 . . . HiK ]
{
IMsi + ρ
α [H1,i+1 H1,i+2 . . . H1K ]
H [H1,i+1 H1,i+2 . . . H1K ]
}−1
[Hi,i+1 Hi,i+2 . . . HiK ]
H . (119)
From (118) and (119), for large ρ, (117) becomes:
log
∣∣∣∣IN + [Hi1 Hi2 . . . √ρ1−αHii]{[HK1 HK2 . . . HKi]H [HK1 HK2 . . . HKi]}−1[
Hi1 Hi2 . . .
√
ρ1−αHii
]H
+ [Hi,i+1 Hi,i+2 . . . HiK ]
{
[H1,i+1 H1,i+2 . . . H1K ]
H
[H1,i+1 H1,i+2 . . . H1K ]}−1 [Hi,i+1 Hi,i+2 . . . HiK ]H
∣∣∣+O(1)
(a)
= log
∣∣∣∣IN + [Hi1 Hi2 . . . √ρ1−αHii] [Hi1 Hi2 . . . √ρ1−αHii]H ∣∣∣∣+O(1)
(b)
= log
∣∣IN + ρ1−αHiiHHii ∣∣+O(1), (120)
where (a) is obtained by using the fact that the terms containing inverses are independent of α and are invertible
when NM < K ≤ NM + 1, and (b) is obtained by taking the constant terms into the O(1) approximation.
Similarly, it can be shown that
log
∣∣∣∣IN +HiK {IMri +HH1iH1i}−1HHiK +Hi,K−1 {IMri +HHK,i+1HK,i+1}−1HHi,K−1∣∣∣∣
= log
∣∣IN + ρ1−αHiiHHii ∣∣+O(1). (121)
33
Using (120) and (121), for large ρ, the sum rate bound in (115) reduces to
R1 + 2
K−1∑
i=2
Ri +RK ≤ log
∣∣∣∣∣∣IN + ρα
K∑
j=2
H1jH
H
1j + ρ
1−αH11
{
HHK1HK1
}−1
HH11
∣∣∣∣∣∣+
K−1∑
i=2
log
∣∣IN + ρ1−αHiiHHii ∣∣+ K−1∑
i=2
log
∣∣IN + ρ1−αHiiHHii ∣∣+
log
∣∣∣∣∣∣IN + ρα
K−1∑
j=1
HKjH
H
Kj + ρ
1−αHKK
{
HH1KH1K
}−1
HHKK
∣∣∣∣∣∣+O(1). (122)
The outer bound in (122) is further simplified based on the range of α as follows.
Weak Interference Case (0 ≤ α ≤ 12):
In this case, using Lemma 4, the sum rate bound in (122) simplifies to
R1 + 2
K−1∑
i=2
Ri +RK
≤M(1 − α) log ρ+min {min {N, (K − 1)M} , N −M}α log ρ+
K−1∑
i=2
M(1 − α) log ρ+
K−1∑
i=2
M(1− α) log ρ+M(1− α) log ρ+min {min {N, (K − 1)M} , N −M}α log ρ+O(1)
= [2min {min (N, (K − 1)M) , N −M}α+ 2(K − 1)M(1 − α)] log ρ+O(1). (123)
Hence, in the symmetric case,
2(K − 1)Ri ≤ 2(K − 1)M(1 − α) log ρ+ 2 (N −M)α log ρ+O(1). (124)
Thus, in the weak interference case, the per user GDOF is upper bounded as
d(α) ≤M(1− α) + 1
K − 1 (N −M)α. (125)
Moderate Interference Case (12 ≤ α ≤ 1):
In this case, using Lemma 4, (122) simplifies to
R1 + 2
K−1∑
i=2
Ri +RK
≤
[
αmin {N, (K − 1)M}+min {M,N −min {N, (K − 1)M}} (1− α) +
K−1∑
i=2
M(1− α)
+
K−1∑
i=2
M(1− α) + αmin {N, (K − 1)M} +min {M,N −min {N, (K − 1)M}} (1− α)
]
log ρ+O(1)
= 2αmin {N, (K − 1)M} log ρ+ 2min {M,N −min {N, (K − 1)M}} (1− α) log ρ
+2(K − 2)M(1 − α) log ρ+O(1).
Hence, in the symmetric case,
2(K − 1)Ri ≤ 2α(K − 1)M log ρ+ 2min {M,N − (K − 1)M} (1− α) log ρ
+2(K − 2)M(1 − α) log ρ+O(1). (126)
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As NM < K ≤ NM +1, min {M,N − (K − 1)M} = N−(K−1)M , and hence, the per user GDOF in the moderate
interference regime is upper bounded as given below:
d(α) ≤Mα+ 1
K − 1(N −M)(1− α). (127)
High Interference Case (α ≥ 1):
In this case, it can be shown that the sum rate bound in (122) leads to d(α) ≤ αM , which exceeds the interference
free GDOF. Hence, the upper bound reduces to d(α) ≤M .
Finally, combining (125) and (127) results in Lemma 3.
G. Proof of Theorem 4
In the initial part of the proof, the outer bound in Lemma 1 is simplified. Then, in specific cases, the performance
of the outer bound is characterized as a function of K, M , N and α.
Weak (0 ≤ α ≤ 12) and moderate (12 ≤ α ≤ 1) interference regime:
When M ≤ N , for a specific L1 and L2 (0 < L1 + L2 ≤ K), the outer bound in Lemma 1 is of the following
form:
d(α) ≤ 1
L
[L1M +min {r, L1(N −M)}α+ Lr +min {r, L2N − Lr} (1− α)] , (128)
where r , min {L2M,L1N} and Lr , L2M − r. The RHS in (128) is simplified under the following cases.
Case 1: When min {L2M,L1N} = L2M , we have
L2
L1
≤ N
M
. (129)
Under this condition, (128) becomes
d(α) ≤ 1
L
[L1M +min {L2M,L1(N −M)}α+min {L2M,L2N} (1− α)]
=
1
L
[LM +min {L2M,L1(N −M)}α− L2Mα] . (130)
Equation (130) is simplified under the following cases:
Case 1(a): When min {L2M,L1(N −M)} = L1(N −M), we have
L2
L1
≥ N
M
− 1. (131)
Combining this with (129), we have
N
M
− 1 ≤ L2
L1
≤ N
M
. (132)
Under this condition, (130) becomes
d(α) ≤M(1− α) + L1
L
Nα. (133)
Case 1(b): When min {L2M,L1(N −M)} = L2M , then (130) becomes
d(α) ≤M. (134)
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This case is not useful, as the RHS is equal to the interference free GDOF.
Case 2: When min {L2M,L1N} = L1N , we have
L2
L1
≥ N
M
. (135)
In this case, (128) becomes
d(α) ≤ 1
L
[L1M +min {L1N,L1(N −M)}α+ L2M − L1N
+min {L1N,L2N − L2M + L1N} (1− α)]
= M − L1
L
Mα. (136)
High interference regime (α ≥ 1):
In the high interference regime, for a specific L1 and L2 (0 < L1 + L2 ≤ K), Lemma 1 is of the following form:
d(α) ≤ 1
L
[rα+min {L1M,L1N − r}+ Lr] . (137)
The above equation is simplified under the following cases.
Case 1: When min {L2M,L1N} = L2M , we have
L2
L1
≤ N
M
, (138)
and (137) becomes
d(α) ≤ 1
L
[L2Mα+min {L1M,L1N − L2M}] . (139)
The above equation is further simplified under following cases.
Case 1(a): When min {L1M,L1N − L2M} = L1N − L2M , then the following condition is obtained:
L2
L1
≥ N
M
− 1. (140)
In this case, (139) becomes
d(α) ≤ 1
L
[L2Mα+ L1N − L2M ]
= N +
L2
L
[M(α− 1)−N ] . (141)
Case 1(b): When min {L1M,L1N − L2M} = L1M , (139) becomes
d(α) ≤ L2α+ L1
L
M. (142)
As α ≥ 1, this case is not useful as the RHS in the above equation exceeds the interference free GDOF.
Case 2: When min {L2M,L1N} = L1N ,
L2
L1
≥ N
M
, (143)
and (137) becomes
d(α) ≤ 1
L
[L1Nα+ L2M − L1N ]
= N(α− 1) + L2
L
[M −N(α− 1)] . (144)
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Due to the minimization involved in Lemma 1, it is not possible to characterize the performance of the outer
bounds in all the cases. However, a tractable solution exists in the following cases.
Case a (K ≥ N + M): It is required to determine the value of L1 and L2, such that the outer bound in 1 is
minimized. First, the weak and moderate interference regimes are considered, followed by the high interference
regime in the later part of the proof.
The RHS in (133) is minimized when L1L is minimized, under the constraint in (132). In other words, LL1 or L2L1
is required to be maximized to minimize the RHS in (133). From (132), it can be noticed that L2L1 is maximized
when L2L1 =
N
M . As K ≥M +N , it is always possible to choose L1 = M and L2 = N , and (133) becomes
d(α) ≤M − M
2
M +N
α. (145)
The RHS in (136) minimized by choosing L1L as large as possible, under the constraint in (135). Maximizing L1L
is the same as minimizing L2L1 . By choosing L1 = M and L2 = N , the RHS in (136) is minimized, and the outer
bound reduces to following from:
d(α) ≤M − M
2
M +N
α, (146)
which is same as that in (145). Hence, the outer bound in 1 is minimized by choosing L1 = M and L2 = N and
is given by (146).
Now, the outer bounds are compared in the following interference regimes. As K ≥ M + N , the condition
N
M < K ≤ NM + 1 is not satisfied, and hence, the outer bound in Lemma 3 is not applicable.
Weak interference regime (0 ≤ α ≤ 12 ): In the weak interference regime, the outer bound on the per user GDOF
in Lemma 2 reduces to:
d(α) ≤M(1− α) + (N −M)α. (147)
The outer bound in (147) exceeds that in (146), when
M − M
2
M +N
α < M(1− α) + (N −M)α,
or MN < N2 −M2, (148)
which results in (14).
Moderate interference regime (12 ≤ α ≤ 1): In the moderate interference regime, the outer bound in Lemma 2
reduces to
d(α) ≤ Nα. (149)
The outer bound in (146) is active as compared to (149), when
M − M
2
M +N
α < Nα,
or α >
M(M +N)
N(M +N) +M2
. (150)
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Note that M(M+N)N(M+N)+M2 ≤ 1. The outer bound in (146) is active for the entire moderate interference regime, if
M(M +N)
N(M +N) +M2
<
1
2
,
or MN < N2 −M2. (151)
Otherwise, when 12 ≤ α ≤ M(M+N)N(M+N)+M2 , the outer bound in (149) is active, and when M(M+N)N(M+N)+M2 < α ≤ 1, the
outer bound in (146) is active. Combining these results in (15) and (16).
High interference regime (α ≥ 1): The RHS in (141) and (144) need to be minimized in cases 1 and 2 discussed
in a previous page, respectively. Consider the minimization of (141) first. When M(α − 1) − N ≥ 0, the RHS
in (141) exceeds the interference free GDOF and this case is not useful. When M(α − 1) − N < 0, the RHS in
(141) is minimized by choosing L2L as large as possible. From (138), it can be noticed that (141) is minimized by
choosing L1 = M and L2 = N , and (141) becomes
d(α) ≤ MNα
M +N
. (152)
Now, the RHS in (144) is required to be minimized. When M −N(α − 1) < 0, L2L should be chosen as large as
possible. By choosing L1 = 0 and L2 > 0, L2L is maximized, and (144) becomes
d(α) ≤M, (153)
which is not useful. When M − N(α − 1) ≥ 0, L2L or L2L1 should be as low as possible. From (143), it can be
noticed that (144) is minimized by choosing L1 = M and L2 = N , and it reduces to
d(α) ≤ MNα
M +N
. (154)
It can be noticed that in both the cases, the RHS are the same. But, (152) and (154) are active when 1 ≤ α ≤ M+NM
and 1 ≤ α ≤ M+NN , respectively. As M ≤ N and the RHS in (154) exceeds the interference free GDOF per user,
i.e., M , when α > M+NN , it is not required to consider the case
M+N
N < α ≤ M+NM . The outer bound in Lemmas
2 and 3 exceed the interference free GDOF in this case as mentioned in the proofs of these lemmas, and hence,
these bounds are not taken into account in the high interference regime. Finally, taking the minimum of (154) and
M results in (17).
Case b (NM +1 < K < M+N , where
N
M is an integer): In this case, (133) and (136) are minimized by choosing
L1 = 1 and L2 = NM . This can be shown by following a similar procedure as in the previous case. Hence, the
outer bound in 1 in weak/moderate interference regime and high interference regime is of the same form as given
in the first case of the Theorem.
Case c (NM < K ≤ NM + 1): In this case, (133) is minimized by choosing L1 = 1 and L2 = K − 1. It is easy to
verify that this choice of L1 and L2 maximizes L1L and also satisfies the constraint in (132). Hence, (133) becomes
d(α) ≤M(1− α) + Nα
K
. (155)
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In this case, the condition L2L1 ≥ NM implies that (136) arises only when (K − 1)M = N . The RHS in (136) is
minimized by choosing L1 = 1 and L2 = K − 1, and (136) becomes
d(α) ≤M − Mα
K
. (156)
With some algebraic manipulation, it can be shown that (156) reduces to (155) when (K − 1)M = N . Hence,
choosing L1 = 1 and L2 = K − 1 minimizes the outer bound in 1, and it is given by (155).
The following interference regimes are considered for comparison with other outer bounds.
Weak interference regime (0 ≤ α ≤ 12 ): In the weak interference regime, the outer bound in Lemma 2 reduces to:
d(α) ≤M(1− α) + (N −M)α. (157)
Comparing (157) with (155), the following condition is obtained:
M(1− α) + Nα
K
≤M(1 − α) + (N −M)α,
or 2M ≤ N, (158)
which is always satisfied in this case. Hence, the outer bound in (157) is loose compared to the outer bound in
(155). Now, the outer bound in (155) is compared with the outer bound in Lemma 3.
M(1− α) + 1
K − 1(N −M)α ≤M(1− α) +
Nα
K
,
or KM ≤ N, (159)
which is satisfied in this case. Hence, Lemma 3 is active in the entire weak interference regime, which results in
(18).
Moderate interference regime (12 ≤ α ≤ 1): In the moderate interference regime, it is easy to see that the outer
bound in Lemma 2 is loose compared to the outer bound in 1. Lemma 3 is tighter than the outer bound in (155),
when
Mα+
1
K − 1(N −M)(1 − α) ≤M(1− α) +
Nα
K
,
or α ≤ K
2K − 1 . (160)
Consequently, Lemma 1 is active when K2K−1 < α ≤ 1. Taking the minimum of these two outer bounds results in
(19).
High interference regime (α ≥ 1): By employing the similar procedure as followed in the weak/moderate interfer-
ence regime, it can be shown that the outer bound in Lemma 1 is minimized by choosing L1 = 1 and L2 = K−1.
Also, the outer bound in Lemma 2 and 3 are loose compared to Lemma 1, as they exceed the interference free
GDOF per user, i.e., M . In this case, Lemma 1 reduces to
d(α) ≤ 1
K
[N + (K − 1)M(α − 1)] . (161)
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Finally, taking the minimum of (161) and M results in (20), which completes the proof.
Remark: There are a few other cases where it is possible to exactly characterize the performance of these outer
bounds. For example, when K < M +N < aK, and integer a ≥ 2, Ma and Na are integers, choosing L1 = Ma and
L2 =
N
a minimizes the outer bound in Lemma 1, and the outer bound is the same as given in the first case of the
Theorem. In this case, NM need not be an integer.
H. Proof of Theorem 5
When interference is treated as noise, the rate achieved by the individual user in case of MIMO GIC is
Rj ≥ log
∣∣∣∣∣∣IN +
IN + ρα
K∑
i=1, i 6=j
HjiPiH
H
ji

−1
ρHjjPjH
H
jj
∣∣∣∣∣∣ ,
= log
∣∣∣∣∣∣IN + ρHjjPjHHjj + ρα
K∑
i=1, i 6=j
HjiPiH
H
ji
∣∣∣∣∣∣− log
∣∣∣∣∣∣IN + ρα
K∑
i=1, i 6=j
HjiPiH
H
ji
∣∣∣∣∣∣ ,
= r log ρ+min
{
r
′
, N − r
}
α log ρ− αr′ log ρ+O(1), (162)
where r = rank(HjjPjHHjj) and r
′
= rank
 K∑
i=1, i 6=j
HjiPiH
H
ji

. The last equation is obtained using Lemma 4.
As the input covariance matrix is full rank, (162) becomes:
Rj ≥M log ρ+min {min {(K − 1)M,N} , N −M}α log ρ−min {(K − 1)M,N}α log ρ+O(1).(163)
The achievable rate in (163) can be further simplified by considering the following cases:
1) Case 1 (NM < K ≤ NM + 1): Here, N −M ≤ (K − 1)M ≤ N , and hence, the rate in (163) reduces to
Rj ≥M log ρ+ (N −M)α log ρ− (K − 1)Mα log ρ+O(1). (164)
Thus, the per user GDOF that can be achieved in this case is
d(α) ≥M + (N −M)α− (K − 1)Mα,
= M + (N −KM)α. (165)
2) Case 2 (K > NM + 1): Here, min {(K − 1)M,N} = N , and hence, the rate in (163) becomes:
Rj ≥M log ρ+min {N,N −M}α log ρ−Nα log ρ+O(1),
= M(1− α) log ρ+O(1). (166)
The achievable per user GDOF in this case is:
d(α) ≥M(1− α). (167)
By combining (165) and (167) results in Theorem 5.
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I. Proof of Theorem 6
Due to the symmetry of the problem, it is sufficient to consider the GDOF achieved by any particular user, say
user 1. Also consider the user subset S ⊆ {2, . . . ,K}, and let S′ , S ∪ {1}, i.e., S is a subset of users excluding
user 1, while S′ always includes user 1. The number of users in the set S is denoted by |S| ≤ K − 1 and number
of users in S′ is |S|+ 1. The achievable GDOF is obtained by considering two different cases:
1) Case 1 (NM < K ≤ NM + 1): Now, using the MAC channel formed at the receiver of user 1 with the signals
from the user set S, the achievable sum rate is bounded as:∑
j∈S
Rj ≤ log |IN + ρα
∑
j∈S
H1jPjH
H
1j |,
= min {|S|M,N}α log ρ+O(1),
or Rj ≤Mα log ρ+O(1) (168)
In the above equation, it can be noticed that |S|max = K − 1 and hence, min {|S|M,N} = |S|M . Similarly, using
the MAC channel formed at the receiver of user 1 with the signals from the user set S′, the achievable sum rate
is bounded as: ∑
j∈S′
Rj ≤ log |IN + ρH11P1HH11 + ρα
∑
j∈S
H1jPjH
H
1j |,
= min(|S|M,N)α log ρ+min {M,N −min(|S|M,N)} log ρ+O(1),
= |S|Mα log ρ+min {M,N − |S|M} log ρ+O(1). (169)
Above equation is obtained by using Lemma 4 and simplified further based on following conditions.
When min {M,N − |S|M} = N − |S|M , then following condition is obtained:
N − |S|M ≤M,
or
N
M
≤ 1 + |S| ≤ N
M
+ 1, (∵ K ≤ N
M
+ 1) (170)
When the condition in (170) is satisfied, (169) reduces to following form:∑
j∈S′ Rj ≤ |S|Mα log ρ+ (N − |S|M) log ρ+O(1),
or Rj ≤ |S|M(α − 1) +N
1 + |S| log ρ+O(1). (171)
The right hand side above is minimized when |S| = |S|max = K − 1; and recall that K ≤ NM + 1. Hence, (171)
becomes:
Rj ≤ (K − 1)M(α − 1) +N
K
log ρ+O(1). (172)
When min {M,N − |S|M} = M , then following condition is obtained:
M ≤ N − |S|M,
or 1 + |S| ≤ N
M
. (173)
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When above condition is satisfied, (169) becomes:∑
j∈S′ Rj ≤ |S|Mα log ρ+M log ρ+O(1),
or Rj ≤ |S|α+ 1|S|+ 1 M log ρ+O(1). (174)
The term in the right hand side of the above equation is minimized when |S| = 0 and it results in following
equation.
Rj ≤M log ρ+O(1). (175)
The achievable rate is obtained by taking minimum of (168), (172) and (175). It can be observed that (168)
becomes superfluous given (175). Finally, taking minimum of (172) and (175) results in case 1 of Theorem 6.
2) Case 2 (K > NM + 1): Now, using the MAC channel formed at the receiver of user 1 with the signals from
the user set S, the achievable sum rate is:∑
j∈S
Rj ≤ log |IN + ρα
∑
j∈S
H1jPjH
H
1j|,
= min {|S|M,N}α log ρ+O(1). (176)
If min {|S|M,N} = |S|M , then the above equation simplifies to:
Rj ≤Mα log ρ+O(1) (177)
If min {|S|M,N} = N , then (176) simplifies to:
Rj ≤ Nα|S| log ρ+O(1), where |S| ≤ K − 1. (178)
Similarly, using the MAC channel formed at the receiver of user 1 with the signals from the user set S′, the
achievable sum rate is bounded as:∑
j∈S′
Rj ≤ log |IN + ρH11P1HH11 + ρα
∑
j∈S
H1jPjH
H
1j|. (179)
Again, using Lemma 4, above simplifies to:∑
j∈S′
Rj ≤ min{|S|M,N}α log ρ+min{M,N −min(|S|M,N)} log ρ+O(1), (180)
The above equation is simplified further under following cases.
Case a:
If min{|S|M,N} = |S|M , (166) becomes:∑
j∈S′
Rj ≤ |S|Mα log ρ+min{M,N − |S|M} log ρ+O(1), (181)
If min{M,N − |S|M} = N − |S|M , then we have the following condition:
N − |S|M ≤M,
or
N
M
− 1 ≤ |S|. (182)
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Hence, we obtain the following condition:
N
M
− 1 ≤ |S| ≤ N
M
. (183)
When the condition in (183) is satisfied, (180) becomes:∑
j∈S′ Rj ≤ |S|Mα log ρ+ (N − |S|M) log ρ+O(1),
= [|S|M(α − 1) +N ] log ρ+O(1),
or Rj ≤ |S|M(α − 1) +N
1 + |S| log ρ+O(1). (184)
The value of |S| is required to be chosen such that (184) is minimized, and the condition in (183) is also satisfied.
Above equation is simplified in the later part of derivation.
When min{M,N − |S|M} = M , then following condition is obtained:
M ≤ N − |S|M,
or |S| ≤ N
M
− 1. (185)
Hence, following condition is deduced:
|S| ≤ N
M
− 1 < N
M
. (186)
Under this condition, (181) becomes:∑
j∈S′ Rj ≤ |S|Mα log ρ+M log ρ+O(1),
= (|S|α + 1)M log ρ+O(1),
or Rj ≤ |S|α+ 1|S|+ 1 M log ρ+O(1). (187)
The above needs to be minimized for |S| ≤ NM − 1, and |S| = 0 minimizes it. This results in
Rj ≤M log ρ+O(1). (188)
Case b:
When min {|S|M,N} = N , we have |S|M ≥ N and (180) reduces to:∑
j∈S′ Rj ≤ Nα log ρ+O(1),
or Rj ≤ Nα|S|+ 1 log ρ+O(1), (189)
Above equation is minimized when |S| takes the maximum value. As K > NM + 1, the maximum value of |S| is
|S|max = K − 1. Hence, (189) becomes:
Rj ≤ Nα
K
log ρ+O(1) (190)
Finally taking minimum of (177), (178), (184), (188) and (190) the achievable GDOF is obtained as described
below.
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Given (188), the equation in (177) becomes superfluous as α > 1. Similarly given (190), the equation in (178)
is redundant. It can also be observed that (184) is redundant given (190). It can be proved as follows:
Let assume that NM is an integer. Then there are two possible values of |S| which satisfies the condition in (183).
When |S| = NM − 1, (184) reduces to following form.
Rj ≤
(
N
M − 1
)
M(α − 1) +N
N
M
log ρ+O(1) (191)
At α = 1, the right hand side reduces to M and with increase in α, the right hand side in (191) also increases.
Hence, given (188), (191) is redundant. When |S| = NM , (184) becomes
Rj ≤ NαN
M + 1
log ρ+O(1) (192)
As K > NM + 1, given (190), the rate in (192) becomes superfluous. When NM is not an integer, then there is only
one value of |S| i.e., |S| = ⌊NM ⌋ satisfies the condition in (183). With some algebraic manipulations, it can be
shown that (184) is redundant given (190). Finally by taking minimum of (188) and (190) results in second part
of Theorem 6.
J. Proof of Theorem 7
First we calculate the rate obtained due to the private part of the message. As the private message is decoded
last, the rate of the private message is obtained by treating all remaining users’ private messages as noise. Due to
symmetry of the problem, it is sufficient to consider only one particular user. The rate achieved by the private part
is
Rp,j ≤ log
∣∣∣∣∣∣IN +
IN + K∑
j=1, j 6=i
HjiPiH
H
ji
−1 ρ1−αHjjPjHHjj
∣∣∣∣∣∣
= M(1− α) log ρ+O(1) (193)
Next, we calculate the rate obtained due to the common part of the message. The following two cases are considered
to obtain the achievable GDOF.
1) Case 1 (NM < K ≤ NM + 1): For the common part, different subsets of users are considered as in Appendix
I. Consider the set S′ ⊆ {1, 2, . . . ,K}, where user 1 is always included in the subset. Since, common messages
need to be decodable at every receiver, user 1 should be able to decode the other users’ common messages as
well as its own common message. While decoding the common message, it should treat all other users’ private
messages as well as its own private message as noise. The common messages form a MAC channel at Receiver
1. Similarly, K − 1 MAC channel will be formed at every receiver. The achievable rate is the intersection of K
such MAC regions. Due to symmetry of the problem, it is sufficient to consider only one specific receiver. The
achievable rate due to the signals from S′ is:
∑
j∈S′
Rc,j ≤ log
∣∣∣∣∣∣IN +
IN +∑
j∈S
H1jPjH
H
1j + ρ
1−αH11P1H
H
11
−1 ∑
j∈S′
Pc,jH1jPjH
H
1j
∣∣∣∣∣∣ (194)
44
Here
Pc,j =
 ρα − 1 for j 6= 1ρ− ρ1−α for j = 1 (195)
Equation (194) becomes:∑
j∈S′ Rc,j ≤ log |IN +
∑
j∈S
H1jPjH
H
1j + ρ
1−αH11P1H
H
11 +
(
ρ− ρ1−α)H11P1HH11
+(ρα − 1)
∑
j∈S
H1jPjH
H
1j | − log
∣∣IN + ρ1−αH11P1HH11∣∣ ,
= log |IN + ρH11P1HH11 + ρα
∑
j∈S
H1jPjH
H
1j | − log
∣∣IN + ρ1−αH11P1HH11∣∣+O(1),
= M log ρ+min {min {N, |S|M} , N −M}α log ρ−M(1− α) log ρ+O(1),
= Mα log ρ+min {min {N, |S|M} , N −M}α log ρ+O(1),
or
∑
j∈S′ Rc,j ≤Mα log ρ+min {|S|M,N −M}α log ρ+O(1). (196)
Equation (196) is obtained by using Lemma 4 and |S|M ≤ (K − 1)M ≤ N . The above equation is simplified
under following cases.
Case a:
When min {|S|M,N −M} = N −M , then we have the following condition:
N −M ≤ |S|M,
or N ≤ (1 + |S|)M. (197)
Since NM < K ≤ NM + 1 and |S| ≤ K − 1, the above equation can only be satisfied for |S| = K − 1, and hence
(196) becomes: ∑
j∈S′ Rc,j ≤M log ρ+ (N −M)α log ρ+O(1)
= Nα log ρ+O(1)
or Rc,j ≤ Nα
1 + |S| log ρ+O(1)
=
Nα
K
log ρ+O(1) (198)
Case b:
When min {|S|M,N −M} = |S|M , then we have (1+ |S|)M ≤ N . This condition is satisfied when |S| < K−1
and (196) simplifies to: ∑
j∈S′ Rc,j ≤Mα log ρ+ |S|Mα log ρ+O(1),
or Rc,j ≤Mα log ρ+O(1). (199)
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Now consider the user subset S ⊆ {2, . . . ,K}. A MAC channel is formed at Receiver 1 due to the signals from
users in S. The achievable sum rate in this case is:
∑
j∈S
Rc,j ≤ log
∣∣∣∣∣∣IN +
IN +∑
j∈S
H1jPjH
H
1j + ρ
1−αH11P1H
H
11
−1 (ρα − 1)∑
j∈S
H1jPjH
H
1j
∣∣∣∣∣∣ ,
= |S|Mα log ρ+min {M,N − |S|M} (1− α) log ρ−M(1− α) log ρ+O(1),
(∵ α ≥ 1− α) (200)
Equation (200) is simplified under following cases:
Case a:
When min {M,N − |S|M} = N − |S|M , then N − |S|M ≤ M . This condition is satisfied when |S| = K − 1,
and (200) reduces to:∑
j∈S
Rc,j ≤ (K − 1)Mα log ρ+ (N − (K − 1)M)(1 − α) log ρ−M(1− α) log ρ+O(1),
= [M {α (2K − 1)−K}+N(1− α)] log ρ+O(1),
or Rc,j ≤ 1
K − 1 [M {α (2K − 1)−K}+N(1− α)] log ρ+O(1). (201)
Case b:
When min {M,N − |S|M} = M , it results in (1 + |S|)M ≤ N . Under this condition, (200) reduces to∑
j∈S
Rc,j ≤ |S|Mα log ρ+O(1),
or Rc,j ≤Mα log ρ+O(1). (202)
The achievable rate is obtained by taking minimum of (198), (199), (201) and (202). As N < KM , (199) and
(202) becomes superfluous given (198). The achievable GDOF by common part of the message is thus given by
dc(α) ≥ min
{
Nα
K
,
1
K − 1 [M {α (2K − 1)−K}+N(1− α)]
}
(203)
The total GDOF achievable by private part and common part together is:
d(α) = dp(α) + dc(α)
≥M(1− α) + min
{
Nα
K
,
1
K − 1 [M {α (2K − 1)−K}+N(1− α)]
}
(204)
This completes the proof for first case of Theorem 7.
2) Case 2 (K > NM + 1): We consider the set S′ ⊆ {1, 2, . . . ,K} as in Case 1. The achievable rate in this case
using (194) and (195) simplifies to:∑
j∈S′ Rc,j ≤ log |IN + ρH11P1HH11 + ρα
∑
j∈S
H1jPjH
H
1j| − log
∣∣IN + ρ1−αH11P1HH11∣∣+O(1),
=M log ρ+min {min {N, |S|M} , N −M}α log ρ−M(1− α) log ρ+O(1). (205)
Above equation is simplified under following cases.
Case a:
46
When min{N, |S|M} = N , then NM ≤ |S|. The maximum value of |S| which satisfies this condition is K − 1.
Under this condition, (205) becomes:∑
j∈S′ Rc,j ≤M log ρ+min {N,N −M}α log ρ−M(1− α) log ρ+O(1),
= M log ρ+ (N −M)α log ρ−M(1− α) log ρ+O(1),
= Nα log ρ+O(1),
or Rc,j ≤ Nα
1 + |S| log ρ+O(1). (206)
Above equation is minimized when |S| takes its maximum value i.e., |S| = K − 1 and (206) becomes:
Rc,j ≤ Nα
K
log ρ+O(1). (207)
Case b:
When min{N, |S|M} = |S|M , then |S| ≤ NM . Equation (205) becomes:∑
j∈S′ Rc,j ≤M log ρ+min {|S|M,N −M}α log ρ−M(1− α) log ρ+O(1). (208)
When min {|S|M,N −M} = N −M , then we have
N
M
− 1 ≤ |S|. (209)
Hence, we have
N
M
≤ |S|+ 1 ≤ N
M
+ 1. (210)
The achievable rate in this case is∑
j∈S′ Rc,j ≤M log ρ+ (N −M)α log ρ−M(1− α) log ρ+O(1),
= Nα log ρ+O(1),
or Rc,j ≤ Nα
1 + |S| log ρ+O(1). (211)
The above equation is minimized by taking largest integer value of |S| which satisfies the condition in (210).
When min {|S|M,N −M} = |S|M , then we have
1 + |S| ≤ N
M
. (212)
Then the following condition is deduced:
|S| < 1 + |S| ≤ N
M
. (213)
Under this condition, (208) becomes:∑
j∈S′ Rc,j ≤Mα log ρ+ |S|Mα log ρ+O(1),
= (1 + |S|)Mα log ρ+O(1),
or Rc,j ≤Mα log ρ+O(1). (214)
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Now consider the user set S ⊆ {2, 3, . . . ,K}. As this forms a MAC channel at receiver 1, from (200), the
following rate equation is obtained:∑
j∈S
Rc,j ≤ log |IN + ρα
∑
j∈S
H1jPjH
H
1j + ρ
1−αH11P1H
H
11| − log |IN + ρ1−αH11P1HH11|,
= min {N, |S|M}α log ρ+min {M,N −min (N, |S|M)} (1− α) log ρ−M(1 − α) log ρ+O(1).
(215)
where the above uses the fact that α > 1−α in the moderate interference regime. The above equation is simplified
under following cases.
Case a:
When min {N, |S|M} = |S|M , we have |S| ≤ NM . When this condition is satisfied, (215) becomes∑
j∈S
Rc,j ≤ |S|Mα log ρ+min {M,N − |S|M} (1− α) log ρ−M(1− α) log ρ+O(1). (216)
Above equation is further simplified by considering following two cases.
When min {M,N − |S|M} = N − |S|M , we have NM − 1 ≤ |S|. Hence, the following condition is obtained.
N
M
− 1 ≤ |S| ≤ N
M
(217)
When the above condition is satisfied, (216) becomes:∑
j∈S
Rc,j ≤ |S|M(2α − 1) log ρ+ (N −M)(1 − α) log ρ+O(1),
or Rc,j ≤M(2α − 1) log ρ+ (N −M)(1− α)|S| log ρ+O(1). (218)
The above equation is required to be minimized by taking largest possible integer value of |S|, which also satisfies
the condition in (217). Assume that NM is an integer. Equation (218) is minimized by taking |S| = NM and (218)
becomes:
Rc,j ≤M(2α− 1) log ρ+ (N −M)(1 − α)N
M
log ρ+O(1). (219)
When min {M,N − |S|M} = M , then it results in following condition:
|S| ≤ N
M
− 1 (220)
From (215) and (220), following condition is obtained:
|S| ≤ N
M
− 1 < N
M
(221)
Under this condition, (216) becomes:
Rc,j ≤ |S|Mα log ρ+M(1− α) log ρ−M(1− α) log ρ+O(1),
= |S|Mα log ρ+O(1),
or Rc,j ≤Mα log ρ+O(1). (222)
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Case b:
When min {N, |S|M} = N , then following condition is obtained:
N
M
≤ |S| (223)
When the above equation is satisfied, (215) becomes:∑
j∈S
Rc,j ≤ Nα log ρ−M(1 − α) log ρ+O(1),
or Rc,j ≤ Nα−M(1− α)|S| log ρ+O(1). (224)
The above equation is minimized when |S| takes the maximum value, and the maximum value of |S| which satisfies
the condition in (223) is K − 1. As a result, (224) becomes:
Rc,j ≤ Nα−M(1−α)K−1 log ρ+O(1). (225)
The achievable rate by the common part when K > NM + 1 of the message is obtained by taking minimum of
(207), (211), (214), (219), (222) and (225). It can be observed that (214) and (222) are redundant given (207) as
N < KM . As K > NM +1, (219) is redundant given (225). Also, (211) is redundant given (207). It is important to
notice that when NM is not an integer, the above argument remains valid as ⌊NM ⌋ < NM . Now the achievable GDOF
obtained by the common part of the message is:
dc(α) ≥ min
{
Nα
K
,
Nα−M(1− α)
K − 1
}
. (226)
The per user GDOF achievable in this case is:
d(α) = dp(α) + dc(α)
≥M(1− α) + min
{
Nα
K
,
Nα−M(1− α)
K − 1
}
. (227)
This completes the proof for case 2 of Theorem 7.
K. Proof of Theorem 8
The rate achieved by the private part is same as that in case of moderate interference case and is given by:
Rp,j ≤M(1− α) log ρ+O(1). (228)
In order to obtain the rate for common part the same procedure is followed as described in the moderate interference
case. The following two cases are considered:
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1) Case 1 (NM < K ≤ NM + 1): First consider the MAC channel formed at Receiver 1 due to the users in
S ⊆ {2, . . . ,K}. The sum rate constraint in this case is:∑
j∈S
Rc,j ≤ log |IN + ρα
∑
j∈S
H1jPjH
H
1j + ρ
1−αH11P1H
H
11| − log |IN + ρ1−αH11P1HH11|
= M(1− α) log ρ+min {min {N, |S|M} , N −M}α log ρ−M(1− α) log ρ+O(1)
= min {|S|M,N −M}α log ρ+O(1). (229)
When min {|S|M,N −M} = N −M , then N ≤ (1 + |S|)M . This is possible when |S| = K − 1 and (229)
becomes: ∑
j∈S
Rc,j ≤ (N −M)α log ρ+O(1),
or Rc,j ≤ N −M
K − 1 α log ρ+O(1). (230)
When min {|S|M,N −M} = |S|M , (1 + |S|)M ≤ N . This condition results when |S| < K − 1, and under this
condition (229) reduces to: ∑
j∈S
Rc,j ≤ |S|Mα log ρ+O(1),
or Rc,j ≤Mα log ρ+O(1). (231)
Now consider the user set S′ = S ∪ {1}, where user 1 is always included. The sum rate constraint for common
part of the message:∑
j∈S′ Rc,j ≤ log |IN + ρH11P1HH11 + ρα
∑
j∈S
H1jPjH
H
1j | − log
∣∣IN + ρ1−αH11P1HH11∣∣+O(1)
= M log ρ+min {min {N, |S|M} , N −M}α log ρ−M(1− α) log ρ+O(1)
= αM log ρ+min {min {N, |S|M} , N −M}α log ρ+O(1). (232)
As K ≤ NM + 1, we have (K − 1)M ≤ N or |S|M ≤ N . Equation (232) further simplifies to:∑
j∈S′ Rc,j ≤Mα log ρ+min {|S|M,N −M}α log ρ+O(1). (233)
It can be noticed that (196) and (233) are same. and hence can be simplified as in case of (196) to obtain following
equations.
When min {|S|M,N −M} = N −M , then (233) becomes
Rc,j ≤ Nα
K
log ρ+O(1). (234)
When min {|S|M,N −M} = |S|M , then (233) becomes
Rc,j ≤Mα log ρ+O(1). (235)
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The achievable rate by common part of the message is obtained by taking minimum of (230), (231), (234) and
(235). With some algebraic manipulation, it can be shown that given (230), all the remaining equations become
superfluous. The achievable GDOF due to common part of the message is:
dc(α) ≥ N −M
K − 1 α. (236)
The per user GDOF achievable in this case is:
d(α) ≥M(1 − α) + N −M
K − 1 α. (237)
2) Case 2 (K > NM + 1): As in the previous case, first consider the MAC channel formed at Receiver 1, due
to the users in S ⊆ {2, . . . ,K}. From (229), the sum rate constraint in this case becomes:∑
j∈S
Rc,j ≤ min {min {N, |S|M} , N −M}α log ρ+O(1). (238)
When min {N, |S|M} = N , then we have N ≤ |S|M . Under this condition, (238) reduces to:
Rc,j ≤ N −M|S| α log ρ+O(1). (239)
Above equation is minimized when |S| = |S|max = K − 1 and (239) becomes:
Rc,j ≤ N −M
K − 1 α log ρ+O(1). (240)
When min {N, |S|M} = |S|M , then we have |S| ≤ NM , and (238) becomes:∑
j∈S
Rc,j ≤ min {|S|M,N −M}α log ρ+O(1). (241)
When min {|S|M,N −M} = N −M , then we have N ≤ (1 + |S|)M and (238) becomes∑
j∈S
Rc,j ≤ (N −M)α log ρ+O(1),
or Rc,j ≤ N −M
K − 1 α log ρ+O(1). (∵ for |S| = K − 1, RHS is minimized) (242)
When min {|S|M,N −M} = |S|M , then (1 + |S|)M ≤ N , and (238) becomes
Rc,j ≤Mα log ρ+O(1). (243)
Now consider the user set S′ = S ∪ {1}, where user 1 is always included. By following the same procedure as in
the previous case, the following equation similar to (232) is obtained∑
j∈S′ Rc,j ≤Mα log ρ+min {min {N, |S|M} , N −M}α log ρ+O(1). (244)
When min {N, |S|M} = |S|M , then following equation is obtained:∑
j∈S′ Rc,j ≤Mα log ρ+min {|S|M,N −M}α log ρ+O(1). (245)
By following the same procedure as in previous case, above equation is further simplified and following rate
constraints are obtained under following conditions:
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When NM − 1 ≤ |S| ≤ NM , then we have:
Rc,j ≤ Nα
1 + |S| log ρ+O(1). (246)
The above equation is minimized when |S| takes its maximum value, i.e., |S| = NM (assume NM is an integer) and
(246) becomes:
Rc,j ≤ Nα
1 + NM
log ρ+O(1). (247)
When |S| < 1 + |S| ≤ NM , (245) reduces to:
Rc,j ≤Mα log ρ+O(1). (248)
When N −M ≤ |S|M , using |S|max = K − 1 in this case, (245) becomes
Rc,j ≤ Nα
K
log ρ+O(1). (249)
When min {N, |S|M} = N , then we have N ≤ |S|M and (244) becomes∑
j∈S′ Rc,j ≤Mα log ρ+min {N,N −M}α log ρ+O(1),
or Rc,j ≤ Nα
1 + |S| log ρ+O(1). (250)
In the above equation, the right hand side is minimized when |S| takes the maximum value. In this case, its
maximum value is |S| = |S|max = K − 1 and (250) becomes
Rc,j ≤ Nα
K
log ρ+O(1). (251)
Finally, the achievable rate by common part of the message is obtained by taking minimum of (240), (242), (243),
(247), (248), (249) and (251). Given (249), (247) becomes redundant as K > NM + 1. It is important to note that
when NM is not an integer, then (246) is minimized when |S| = ⌊NM ⌋ and as K > NM + 1 > ⌊NM ⌋ + 1, the above
mentioned result still remains valid. Given (240) and (242), (243), (249) and (251) become redundant. Finally, the
GDOF achievable by the common part of the message:
dc(α) ≥ N −M
K − 1 α. (252)
The per user GDOF achievable in this case is:
d(α) ≥M(1 − α) + N −M
K − 1 α. (253)
The above equation is same as that in previous case. This completes the proof.
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L. Proof of Theorem 9
Following two cases are considered.
Case 1
(
N
M < K ≤ NM + 1
)
:
In this case, the HK-scheme achieves GDOF as given by (28). The HK scheme achieves the interference free GDOF
provided
1
K
[α(K − 1)M +N − (K − 1)M ] ≥M,
or α ≥ M(2K − 1)−N
M(K − 1) . (254)
Hence, (28) can also be expressed as:
dHK(α) ≥
 1K [α(K − 1)M +N − (K − 1)M ] for 1 < α <
M(2K−1)−N
M(K−1)
M for α ≥ M(2K−1)−NM(K−1) .
(255)
Comparing (255) with (36), it is easy to see that the HK-scheme outperforms ZF-receiving for all α > 1. The
HK-scheme also outperforms treating interference as noise.
Case 2
(
K ≥ NM + 1
)
:
In this case, from Theorem 6, the HK-scheme achieves a per user GDOF given by (29). Comparing the HK-scheme
with IA, it is easy to show that the former outperforms the latter for α > KMN+M . Hence, we obtain the following
result.
d(α) ≥

MN
M+N for 1 ≤ α ≤ KMM+N
αN
K for
KM
M+N < α <
KM
N
M for α ≥ KMN .
(256)
Also the HK-scheme always outperforms ZF-receiving and treating interference as noise. This completes the proof.
M. Proof of Theorem 10
The following two cases are considered in this regime.
Case 1
(
N
M < K ≤ NM + 1
)
:
In this case, from Theorem 7, the per user GDOF achievable by the HK-scheme can be expressed as:
dHK(α) =
 M(1− α) + 1K−1 [M {α(2K − 1)−K}+N(1− α)] for 12 ≤ α ≤ K2K−1M(1− α) + NαK for K2K−1 ≤ α ≤ 1. (257)
It can be shown that the HK-scheme performs better than treating interference as noise and ZF-receiving, with their
performance coincide at α = 1. In this case, IA is not applicable.
Case 2
(
K > NM + 1
)
:
In this case, the HK-scheme as well as IA perform better than ZF-receiving and treating interference as noise and
53
at α = 1, the HK-scheme coincides with ZF-receiving. In this regime, the achievable per GDOF in Theorem 7
simplifies to
dHK(α) =
 M(1− α) +
Nα−M(1−α)
K−1 for
1
2 ≤ α ≤ KMN+KM
M(1− α) + NαK for KMN+KM < α ≤ 1.
(258)
When 12 ≤ α ≤ KMN+KM , the HK-scheme outperforms IA when
M(1− α) + 1
K − 1 [Nα−M(1− α)] ≥
MN
M +N
, (259)
or α [N −M(K − 2)] ≥M
[
N −M(K − 2)
M +N
]
. (260)
When N −M(K − 2) ≥ 0, then following condition on α is obtained:
α ≥ M
M +N
, (261)
which is satisfied for all α in the moderate interference regime and hence the HK-scheme always performs better
than IA.
When N −M(K − 2) < 0, the following condition is obtained:
α <
M
M +N
≤ 1
2
. (262)
In this case, it is not possible to find an α which satisfies the above condition, and hence, IA always outperforms
the HK-scheme.
When KMN+KM < α ≤ 1, from (258), the HK-scheme outperforms IA when
M(1− α) + Nα
K
≥ MN
M +N
, (263)
or α ≤ KM
2
(M +N)(KM −N) . (264)
This case does not arise if N = M(K − 2). Rather, IA outperforms HK for KMN+KM < α ≤ 1.
From (261), (262) and (264), following conditions are obtained.
1) When N −M(K − 2) ≥ 0 i.e., K < 2 + NM , then we have following conditions:
a) When 12 ≤ α ≤ KMN+KM , the HK-scheme performs better than IA and it achieves a per user GDOF of
d(α) ≥M(1− α) + Nα−M(1− α)
K − 1 . (265)
b) When KMN+KM < α ≤ KM
2
(M+N)(KM−N) , the HK-scheme outperforms IA and achieves a per user GDOF
of
d(α) ≥M(1− α) + Nα
K
. (266)
c) When KM2(M+N)(KM−N) < α ≤ 1, IA performs the best and the following per user GDOF is achievable:
d(α) ≥ MN
M +N
. (267)
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2) When N −M(K − 2) < 0, i.e., K > 2 + NM , IA performs better than the HK-scheme for 12 ≤ α ≤ 1, and
the following per user GDOF is achievable:
d(α) ≥ NM
N +M
. (268)
This completes the proof.
N. Proof of Theorem 11
From Theorem 8 and 5, the HK-scheme and treating interference as noise achieve following per user GDOF:
dHK(α) = M(1− α) + 1
K − 1(N −M)α, (269)
and dint-noise(α) =
 M + α(N −KM) for NM < K ≤ NM + 1M(1− α) for K > NM + 1. (270)
When K > NM + 1, from (269) and (270), it can be observed that the HK-scheme performs better than treating
interference as noise. The per user GDOF achievable by the HK-scheme can also be expressed as follows:
dHK(α) = M +
1
K − 1(N −KM)α. (271)
When NM < K ≤ NM + 1, since 1K−1(N − KM)α > (N − KM)α and hence HK-scheme performs better than
treating interference as noise in this case also. Now HK-scheme outperforms the IA scheme whenever
M(1− α) + 1
K − 1(N −M)α >
MN
M +N
,
i.e., α > M
2
M(N +M)− N2−M2K−1
. (272)
Since α < 12 , the right hand side is less than
1
2 , which requires
K > 2 +
N
M
. (273)
Thus, when K > NM + 2 and (272) are satisfied, the HK-scheme performs better than IA. Comparing the HK-
scheme with ZF-receiving, it is easy to show that HK-scheme outperforms ZF-receiving for α ≤ 12 . The two scheme
coincide at α = 12 when K = 2.
To summarize, when K > NM + 2, the per user GDOF that can be achieved in the weak interference regime is:
d(α) ≥

M(1 − α) + 1K−1(N −M)α for 0 ≤ α ≤ M
2
M(N+M)−N
2−M2
K−1
NM
N+M for
M2
M(N+M)−N
2−M2
K−1
< α ≤ 12 .
(274)
When NM < K ≤ NM + 2, HK-scheme alone performs better than the other schemes and the per user GDOF
achievable by this scheme is:
d(α) ≥M(1− α) + 1
K − 1(N −M)α. (275)
This completes the proof.
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O. Proof of Theorem 12
First, recall that the maximum of the achievable GDOF from the HK-scheme and IA outperforms the achievable
GDOF from treating interference as noise or ZF-receiving for all values of M , N , K and α. Hence, the above
result follows from carefully comparing the achievable GDOF from the HK-scheme and IA in the weak, moderate,
and strong interference cases.
Weak interference case (0 ≤ α ≤ 12): Comparing the achievable GDOF using IA, given by (24), with that
achievable using the HK-scheme, given by (34), it follows that the HK-scheme is active when
α ≤ (K − 1)
(R+ 1)
(
K − NM
) . (276)
When R = 1, since NM ≥ 1, it is clear that the right hand side above exceeds 12 . Hence, the HK-scheme is active
throughout the weak interference case. When R > 1, the right hand side above is ≤ 12 , provided
K ≥ N
M
+ 2
N
M − 1
R− 1 . (277)
Notice that, in the last term above, the denominator is the floor of the numerator. Hence, the ratio is bounded above
by 2. Hence, for K ≥ NM + 4, the HK-scheme is active for the initial part of the weak interference case. IA is
active in the later part of the weak interference case. This completes the proof in the weak interference case.
Moderate interference case (12 ≤ α ≤ 1): Consider the achievable GDOF using the HK-scheme given by (33)
for K > NM + 1. The expression can be equivalently written as
d(α) ≥
 M(1− α) +
Nα+M(1−α)
K−1 for
1
2 ≤ α < 11+ N
MK
M(1− α) + NαK for 11+ N
MK
≤ α < 1.
(278)
Consider the first case above, i.e., when 12 ≤ α < 11+ N
MK
. It can be shown that the above achievable GDOF exceeds
that achievable by IA, provided
α ≤ (K − 1)− (R+ 1)
(R+ 1)
(
(K − 1)− (NM + 1)) . (279)
Now, the right hand side above is smaller than 1
1+ N
MK
when K ≥ NM + 2 NRM , which is always satisfied when
K ≥ NM + 4. When R = 1, it is immediate to see that the right hand side above exceeds 12 , and hence, the
HK-scheme is active for an initial portion of 12 ≤ α < 11+ N
MK
. When R > 1, the right hand side above is smaller
than 12 and hence IA is active throughout this range of α, provided
K ≥ N
M
+ 2
N
M − 1
R− 1 , (280)
which is satisfied when K ≥ NM + 4.
Next, consider the second case above, i.e., when 1
1+ N
MK
≤ α < 1. In this case, the HK-scheme outperforms IA
when
α ≤ 1
(R + 1)
(
1− NMK
) . (281)
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When the right hand side above is ≤ 1
1+ N
MK
, IA is active throughout this range of α. This leads to
K ≥ N
M
+ 2
N
RM
(282)
which is satisfied when K ≥ NM + 4. This completes the proof in the moderate interference case.
Strong interference case (α ≥ 1): In this case, from (29), the achievable GDOF from the HK scheme when
K ≥ NM + 4 is given by
d(α) ≥
 NαK for 1 ≤ α < MKNM for α ≥ MKN . (283)
Comparing the above achievable GDOF using IA given by (24), one obtains
d(α) ≥

RM
R+1 for 1 ≤ α ≤ MKRN(R+1)
Nα
K for
MKR
N(R+1) < α ≤ MKN
M for α > MKN .
(284)
The statements of the theorem are now easily obtained by consolidating the above results.
P. Proof of Corollary 1
When M = N , treating interference as noise achieves a per user GDOF of M(1−α) (Theorem 8). In Lemma 2,
when M = N , the outer bound reduces to M(1 − α) and hence, treating interference as noise is GDOF optimal
in the weak interference regime (0 ≤ α ≤ 12).
In order to prove the tightness of the outer bounds when NM < K ≤ NM + 1, the following interference regimes
are considered.
Weak interference regime (0 ≤ α ≤ 12): In the weak interference regime, the following per user GDOF (Theorem 8)
is achievable:
d(α) ≥M(1− α) + 1
K − 1(N −M)α (285)
The outer bound in (18) matches with the achievable GDOF in the above equation, thus establishing the optimality
of the achievable scheme.
Moderate interference regime (12 ≤ α ≤ 1): In the moderate interference regime, the following per user GDOF
(Theorem 7) is achievable:
d(α) ≥M(1 − α) + min
{
Nα
K
,
[M {(2K − 1)α−K}+N(1− α))]
K − 1
}
,
=
 Mα+ 1K−1(N −M)(1− α) for 12 ≤ α ≤ K2K−1M(1− α) + NαK for K2K−1 < α ≤ 1. (286)
The achievable GDOF matches with the outer bound in (19), and hence, the outer bound is tight in this case.
High interference regime (α ≥ 1): In the high interference regime, the following per user GDOF (Theorem 6) is
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achievable:
d(α) ≥ min
{
M,
1
K
[(K − 1)Mα +N − (K − 1)M ]
}
=
 1K [N + (K − 1)M(α − 1)] for 1 ≤ α ≤
2KM−(M+N)
(K−1)M
M for α ≥ 2KM−(M+N)(K−1)M ,
(287)
which matches with the outer bound in (20). Thus, the outer bound is tight in the high interference regime also.
This completes the proof.
Q. Comparison of the Outer Bound in Lemma 1 and the Z Channel Outer Bound in [23]
In this subsection, we show that the sum DOF outer bound from Theorem 1 matches with the outer bound on
the sum DOF of the MIMO GIC [23]. The latter is given by [23]:
d1 + d2 ≤ min {max {N1,M2} ,M1 +M2, N1 +N2} (288)
In order to simplify the comparison between the two outer bounds, let us first assume that M1 ≤ N1 and M2 ≤ N2.
Recall that, in Theorem 1, two groups with L1 and L2 users each are considered, such that 0 < L1+L2 ≤ K. Let
M1 , L1M , M2 , L2M , N1 , L1N and N2 = L2N . Then, the sum rate bound in (58) in the paper is expressed
as follows:
R1 +R2 ≤ log
∣∣∣IN1 + ρH11HH11 + ραH12HH12∣∣∣
+ log
∣∣∣∣IN2 + ρH22 {IM2 + ραHH12H12}−1HH22∣∣∣∣ . (289)
where the effective channel Hij ∈ CNi×Mj .
Using the procedure employed to obtain (59) in the paper, (289) reduces to the following form:
R1 +R2 ≤ log
∣∣∣IN1 + ρH11HH11 + ραH12HH12∣∣∣
+ log
∣∣∣IN2 + ρ1−αH˜(a)22 Σ−1r H˜(a)H22 + ρH˜(b)22 IM2−rH˜(b)H22 ∣∣∣+O(1). (290)
The symbols/notations defined in the above equation are the same as that defined in the proof of Lemma 1
of the paper. The matrices H˜(a)22 and H˜
(a)
22 are of dimensions N2 × r and N2 × (M2 − r), respectively, where
r , min{M2, N1}. When 0 ≤ α ≤ 1, (290) becomes
R1 +R2 ≤M1 log ρ+min {r,N1 −M1}α log ρ+ (M2 − r) log ρ+
min {min {N2, r} , N2 −M2 + r} (1− α) log ρ+O(1). (291)
When α = 1, the bound on the sum DOF is
d1 + d2 ≤M1 +min {r,N1 −M1} +M2 − r. (292)
Case 1 (M2 ≤ N1): Under this condition, r = M2, and (292) becomes
d1 + d2 ≤M1 +min {M2, N1 −M1} . (293)
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When M1 +M2 ≥ N1, the above equation becomes
d1 + d2 ≤ N1. (294)
As M1 +M2 ≥ N1, (288) becomes
d1 + d2 ≤ N1. (295)
Hence, the two outer bounds match in this case.
When M1 +M2 < N1, then (293) becomes
d1 + d2 ≤M1 +M2. (296)
In this case also, the above outer bound matches with the outer bound in (288).
Case 2 (M2 > N1) Under this condition, r = N1 and (292) becomes
d1 + d2 ≤M2. (297)
In this case also, the proposed outer bound coincides with the outer bound in [23].
Proceeding in a similar way, it can be shown that the proposed outer bound matches with the outer bound on
the sum DOF for the MIMO Z GIC in the remaining cases (M1 > N1 or M2 > N2) as well.
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Fig. 1. Outer bound on per user GDOF for symmetric MIMO GIC with different antenna configuration and number of users. In the legend,
MM stands for the outer bound derived in our work, PBT stands for the outer bound on GDOF result in [7], GJ stands for the outer bound
on GDOF result in [16], and JV stands for the outer bound on GDOF result in [15].
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Fig. 2. Comparison of the different outer bounds on per user GDOF for the K = 3 user symmetric MIMO GIC with (M,N) = (2, 2)
and (2, 4).
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Fig. 3. GDOF for K = 3 user Interference Channel with M = N = 2
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Fig. 4. The achievable GDOF for the K = 3 user symmetric MIMO GIC with different antenna configurations. In the legend, MM stands
for inner bound derived in this work, JV stands for the achievable GDOF result in [15], GJ stands for the achievable GDOF result in [16],
and OB stands for the outer bound derived in this work.
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Fig. 5. Outer bound (OB) and inner bound (IB) on the per user GDOF for K = 4 user MIMO GSIC with different antenna configurations.
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Fig. 6. The achievable GDOF for the K = 3 user symmetric MIMO GIC with different antenna configurations such that M +N = 7.
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Fig. 7. The achievable GDOF for the K = 3 user symmetric MIMO GIC with different antenna configurations such that M +N = 10.
