We present a parallel 2D wavelet transform algorithm with modest communication requirements. Data are transmitted between nearest neighbors only and the amount is independent of the problem size as well as the number of processors. An analysis of the theoretical performance shows that the algorithm is scalable approaching perfect speedup as the problem size is increased. This performance is realized in practice on the IBM SP2 as well as on the Fujitsu VPP300 where it will form part of the Scientific Software Library.
a speedup of two observed using four processors on the CRAY X-MP. In [4] the communication pattern of a MIMD parallel wavelet transform algorithm was analyzed and it was shown that the asymmetry in the standard formulation of the wavelet transform leads to poor load balancing. This was also observed in [16] and [25] where the load-imbalance was resolved in the latter case by using a broadcasting strategy similar to 1D FFTs combined with redundant computations. An interesting comparison of row distributions versus block distribution on global communication schemes is found in [21] where the use of FFT methods for computing the convolutions inherent in the wavelet transform is also discussed.
In [13] a 2D wavelet transform requiring two matrix transpositions was improved by removing one of them and parallel efficiency on the CM-5 was almost doubled. Recently, [26] compared the latter approach to one where communication is reduced further at the cost of changing the semantics of the wavelet transform. Good speedup was achieved on a small cluster of SGI workstations. However, it was concluded that the traditional approach outperformed the new approach on shared memory architectures such as the SGI Power
Challenge. Other work includes [9, 24] where parallel algorithms for wavelet packets and basis pursuit are studied and [7, 8, 12] providing detailed theoretical complexity analyzes of a wide suite of wavelet transform algorithms and different network topologies.
We base our approach on the MIMD philosophy and the architectures we have in mind are distributed memory machines connected with dedicated crossbar networks exemplified by the Fujitsu VPP300 and the IBM SP2.
The paper is organized as follows: In Section 2 we introduce the sequential 1D fast wavelet transform, discuss parallelization strategies and derive a performance model. In Section 3 we compare two algorithms for the 2D wavelet transform. The first is traditional in the sense that it divides the data such that a number of sequential 1D wavelet transforms are run in parallel without communication. This comes at the cost of one parallel transposition step similarly to the improved algorithm given in [13] . The second algorithm avoids the parallel transposition step altogether by using results from Section 2. In Section 4 we report the results of implementations on the Fujitsu VPP300 and the IBM SP2 and verify that the improved algorithm performs as predicted by the performance model.
The 1D Fast Wavelet Transform. Wavelets are basis functions in L
2 (R) that are particularly interesting because they lead to very good approximations using only a few terms in the wavelet expansions for most reasonable functions. This is a consequence of the fact that wavelets are well localized in both time and frequency and that they can locally yield exact representations of polynomials up to a certain degree. A spin-off from the wavelet theory is the Fast Wavelet Transform (FWT) which is a linear mapping of R N onto R N defined recursively by a sequence of fundamental linear mappings. The FWT is used to obtain the coefficients used in the wavelet expansions mentioned above. Because many of these are often small enough to be disregarded without introducing a large error, the FWT forms the basis of efficient data compression algorithms. See [22, 5, 17] for good expositions of wavelet analysis.
tentimes, the elements in c J are thought of as coefficients in a so-called scaling function expansion (see e.g. [5, p. 157] ) of an underlying function but they do not need to be interpreted like this in order for the FWT to be applied. The recurrence formulas for the FWT are
for n = 0, 1, . . . , 2 j−1 − 1 and j = J, J − 1, . . . , J − λ + 1. The expression l + 2n 2 j denotes the modulus function defined such that l + 2n 2 j ∈ [0, 2
is an integer between 0 and J that determines how many recursion steps to take and the point operations needed to perform the 1D wavelet transform of a vector with N elements
Since the wavelet transform is a linear mapping of R N onto R N , it can be represented by an N × N matrix W N . Let x = c J and y be the result of the recursion after λ steps, i.e.
then the wavelet transform can be expressed as
Note that the matrix W N also depends implicitly on λ.
2.1. Parallelization strategies and distribution of data. We will now address the problem of distributing the work needed to compute (2.1) and (2.2) on P processors denoted by p = 0, 1, . . . , P − 1.
We assume that the processors are organized in a ring topology such that p − 1 P and p + 1 P are the left and right neighbors of processor p, respectively. Assume also, for simplicity, that N is a multiple of P and that the initial vector x is distributed such that each processor receives the same number of consecutive elements. This means that processor p holds the elements
A question that is crucial to the performance of a parallel FWT is how to chose the optimal distribution of y and the intermediate vectors.
We consider first the data layout suggested by the sequential algorithm as shown in (2.3) . This is shown in Table 1 .
It is seen that distributing the results of each transform step evenly across the processors results in a poor load balancing because each step works with the left half of the previous vector only. The processors containing parts that are finished early sit idle in the subsequent transform steps. In addition, global communication is required in the first step because every processor must know the values on every other processor in order to compute its own part of the wavelet transform. In subsequent steps this communication will take place among the active processors only. This kind of layout was used in [4] where it was observed that optimal load balancing could not be achieved and also in [16] where ↓ ↓ Table 2 Good load balancing is obtained by using a different data layout. The sub-vectors consisting of d j k are those parts which do not require further processing. Again, we have P = 2, J = 4, and λ = 3.
the global communication was treated by organizing the processors of a connection machine (CM-2) in a pyramid structure. In [25] this load-imbalance was addressed by using broadcasting combined with redundant computations.
However, we can obtain perfect load balancing and avoid global communication by introducing another ordering of the intermediate and resulting vectors. This is shown in Table 2 . The recursion formulas are the same as in (2.1) and (2.2) but processor p will now compute and store the elements {c j−1 n }n and {d j−1 n }n where
Note that the layout shown in Table 2 is a permutation of the layout shown in Table 1 because each processor essentially performs a local wavelet transform of its data. However, the ordering suggested by Table 1 is by no means intrinsic to the FWT so this permutation is not a disadvantage at all. Rather, one might argue that local transforms reflect better the essence of the wavelet philosophy because all scale information concerning a particular position remains on the same processor. This layout is even likely to increase performance for further processing steps (such as compression) because it preserves locality of the data.
Note also that the local transforms in this example have reached their ultimate form on each processor after only three steps and that it would not be feasible to continue the recursion further (i.e. by letting λ = 4 and splitting {c A similar bound on the transform depth was observed in [7] . However, this bound has to be slightly smaller to avoid excessive communication. We will return to this in Section 2.2.
Communication.
We will now consider the amount of communication required for the parallel 1D FWT. Consider the computations done by processor p on a row vector as indicated in Figure 1 . The quantities in Equation (2.1) and (2.2) can be computed without communication provided that the index l+2n does not refer to elements on other processors, i.e.
A sufficient condition (independent of l) for this is
. We use this criterion to separate the local computations from those that may require communication.
For a fixed n > (p + 1)2 j−1 /P − D/2 computations are still local as long as (2.6) is fulfilled, i.e. when
However, when l becomes larger than this, the index l + 2n will point to elements residing on a processor located to the right of processor p. The largest value of l + 2n (found from (2.1), (2.2), and (2.5)) is
The largest value of l + 2n for which communication is not necessary is
Subtracting this quantity from (2.9) we find that exactly D − 2 elements must be communicated to processor p at each step of the FWT as indicated in Figure 1 . In [26] this communication of boundary data was removed in order to obtain an embarrassingly parallel algorithm. However, this altered semantics is likely to lead to artefacts in the application of such an algorithm.
A tighter bound on .
It is a condition for good performance that the communication pattern described above takes place between nearest neighbors only. Therefore, we want to avoid situations where processor p needs data from processors other than its right neighbor p + 1 P so we impose the additional restriction
Since we want (2.10) to hold for all j = J, J − 1, . . . , J − λ + 1 we get
from which we obtain the final bound on λ:
The bound given in (2.11) is not as restrictive as it may seem: Firstly, for the applications where a parallel code is called for, one normally has N ≫ max(P, D), secondly, in most practical wavelet applications one takes λ to be a fixed small number as mentioned in Section 2, and thirdly, should the need arise for a large value of λ, one could use a sequential code for the last steps of the FWT as these will not involve large amounts of data. Recall that (2.12) can be computed using
!------------------------! Partially remote phase ! communication must be finished at this point

!------------------------
floating point operations. We emphasize the dependency on N because it denotes the dimension over which the problem is parallelized.
Let t f be the average time it takes to compute one floating point operation in a given implementation. Hence, the time needed to compute (2.12) sequentially is
and the theoretical sequential performance in terms of floating point operations per second (flop/s) becomes
In our proposed algorithm for computing (2.12) the amount of double precision numbers that must be communicated between adjacent neighbors at each step of the wavelet transform is M (D − 2) as described in Section 2.3. Let t l be the time it takes to initiate the communication (latency) and t d the time it takes to send one double precision number. Since there are λ steps in the wavelet transform, a simple model for the total communication time is
Note that C grows linearly with M but that it is independent of the number of processors P as well as the size of the second dimension N! Combining the expression for computation time and communication time we obtain a model describing the total execution time on P processors (P > 1) as
and the performance of the parallel algorithm is
The expressions for performance in (2.15) and (2.17) lead to a formula for the speedup:
The efficiency of the parallel implementation is defined as the speedup per processor and we have
It can be seen from (2.18) that for constant N, the efficiency will decrease when the number of processors P is increased. As an alternative measure we express scalability with respect to the number of processors when the amount of work per processor is held constant. Thus let N1 be the constant size of a problem on one processor. Then the total problem size becomes N = P N1 and we find from (2.13) and (2.14) that T0(P N1) = P T0(N1) because the computational work of the FWT is linear in N. This means in turn that the efficiency for the scaled problem takes the form
Since EP (P N1) is independent of P the scaled efficiency of the multiple 1D FWT algorithm is constant. This property is also known as iso-efficiency.
3. The 2D Fast Wavelet Transform. Using the notation introduced in Section 2 the 2D wavelet transform is defined by the matrix product
The number of floating point operations needed is
where λM and λN are the transform depths in the first and second dimensions, respectively.
The expression XW
T N leads to vector operations on vectors of length M and strideone data access as described in Section 2.3. This is not the case for the expression WM X, because it consists of a collection of column-wise 1D transforms which do not access the memory as efficiently [20] . We therefore rewrite the matrix product (3.1) as
yielding efficient memory access on each processor at the cost of one transpose step. This algorithm can be implemented on a parallel computer similar to parallel 2D FFTs [10] . A suitable parallel transpose algorithm for that is one that moves data in wrapped block diagonals as outlined in the next section. 3.1. Parallel transposition and data distribution. Assume that the rows of the matrix X are distributed over the processors, such that each processor gets M/P consecutive rows, and that the transpose X T is distributed such that each processor gets N/P rows. Imagine that the part of matrix X that resides on each processor is split column-wise into P blocks, as suggested in Figure 2 , then the blocks denoted by i are moved to processor i during the transpose. In total each processor must send P − 1 blocks and each block contains M/P times N/P elements of X. Hence, following the notation in Section 2.5, we get the model for communication time of a parallel transposition
Note that V grows linearly with M , N and P (for P large).
The replicated FWT.
The most straightforward way of dividing the 2D FWT algorithm among a number of processors is to parallelize along the first dimension in X, such that a sequence of 1D row transforms are executed independently on each processor. This is illustrated in Figure 3 . We denote this approach the replicated FWT (RFWT) algorithm. Here it is assumed that the matrix X is distributed such that each processor disadvantage of this approach is that it reduces the maximal vector length available for vectorization from M to M/P (and from N to N/P ). This is a problem especially for vector architectures such as the Fujitsu VPP300.
A similar approach was adopted in [14] where a 2D FWT was implemented on the MasPar -a data parallel computer with 2048 processors. It was noted that "the transpose operations dominate the computation time" and a speedup of no more than 6 times relative to the best sequential program was achieved. This approach was also the point of departure in [26] .
We are now ready to derive a performance model for the replicated FWT algorithm.
Assume that the transform level is the same in each dimension, i.e. λ = λM = λN . Then we get from (2.14) and (3.2) that the sequential execution time is 2T0(N). Hence, using (3.3), we obtain the parallel execution time
and the theoretical speedup for the scaled problem N = P N1 is
We will return to this expression in Section 3.4.
The communication-efficient FWT.
In this section we combine the multiple 1D FWT described in Section 2.3 and the replicated FWT idea described in Section 3.2 to get a 2D FWT that combines the best of both worlds. The first stage of the 2D FWT is computed using the multiple 1D FWT as given in Section 2.3, so consecutive columns of X must be distributed to the processors. However, the last stage uses the layout from the replicated FWT, i.e. consecutive rows are distributed to the processors. This is illustrated in Figure 4 . therefore be permuted in the N-dimension as described in Section 2.1 and ordered normally in the other. We call this algorithm the communication-efficient FWT (CFWT).
The performance model for the communication-efficient FWT is a straightforward extension of the multiple 1D FWT because the communication part is the same. We assume as before that λ = λM = λN and get the theoretical speedup
where C is as given in (2.16).
Comparison of the two approaches.
We can now compare the theoretical performance of the RFWT (3.4) and the CFWT (3.5) with regard to their respective dependencies on P and N1.
In case of the CFWT the ratio C/2/T0(N1) is constant with respect to P whereas the corresponding ratio for the RFWT in (3.4) goes as O(P ):
This means that the efficiency of the RFWT will deteriorate as P grows while it will remain the same for the CFWT -i.e. the CFWT algorithm is iso-efficient. The corresponding theoretical speedups are shown in Figure 5 .
When P is fixed and the problem size N1 grows, then C/2/T0(N1) goes to zero, which means that the scaled efficiency of the CFWT will approach the ideal value 1. For the RFWT the corresponding ratio approaches a positive constant as N1 grows:
This means that the scaled efficiency is bounded by a constant less than one -no matter how large the problem size. The asymptotic scaled efficiencies of the two algorithms are summarized below
Communicationefficient FWT: and the IBM SP2 and we have verified the iso-efficiency predicted by the model in both cases. On the VPP300 we used the proprietary VPP Fortran for the parallelism whereas MPI was used on the SP2. 4.1. The Fujitsu VPP300. The Fujitsu VPP300 is a vector-parallel computer so great care was taken to get good vector performance on one node (see [20, chapter 5] for a detailed treatise on the vectorization issues). The problem with D = 10, M = N = 512 yields about 58% of the theoretical peak performance which is 2.2 Gflop/s and with increased problem sizes we observed as much as 80% of the peak performance ( [20] ). Having ensured good vector performance, we applied the communication-efficient algorithm and observed the parallel performance shown in Table 3 . We have not estimated the characteristic numbers t l , t d , t f for this machine, but it is nevertheless clear that the performance Table 4 Communication-efficient FWT on the SP2. N = P N1, N1 = 128, M = 128, D = 10. P = 0 signifies sequential performance. Estimated efficiency is given as SP (P N1)/P with SP defined as in (3.5) .
scales almost perfectly with the number of processors verifying the iso-efficiency of the CFWT algorithm 2 .
The IBM SP2.
The IBM SP2 is a parallel computer which is different from the VPP300. Each node on the SP2 is essentially a workstation which does not achieve the performance of a vector processor such as the VPP300. High performance on the SP2 must therefore be achieved through a higher degree of parallelism than on the VPP300
and scalability to a high number of processors is more urgent in this case. The measured performances on the IBM SP2 are shown in Table 4 . It is seen that the performance scales well with the number of processors and further that it agrees with the predicted speedup as shown in Figure 6 . Iso-efficiency is achieved in practice also in this case. This algorithm avoids the use of a distributed matrix transpose and performs significantly better than algorithms that require such a transpose. This is due to the fact that the communication volume of a parallel transpose is larger than necessary for computing the 2D FWT. The CFWT is optimal in the sense the scaled efficiency is independent of the number of processors and that it approaches 1 as the problem size is increased. Implementations on the Fujitsu VPP300 and the IBM SP2 confirm the scalability of the CFWT algorithm.
