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Abstract The inventory system under consideration consists of one central warehouse and a few non-
identical retailers controlled by a continuous review inventory policy (R,Q ). The retailers face an
independent Poisson demand. Order transportation time from the central warehouse to each retailer is
assumed to be constant. Also, the lead time for replenishing orders from an external supplier is assumed to
be constant for the warehouse. Unsatisfied demands are assumed to be lost at the retailers and unsatisfied
retailer orders are backordered at the warehouse. The cost function of the system was estimated utilizing
a Response SurfaceMethod (RSM) in the case of four retailers, and, in this regard, two linear and nonlinear
regression models were developed. The optimal reorder points for given batch sizes in all installations
were obtained fromoptimizing the estimated cost function. The estimation accuracywas assessed through
simulation. The results indicate that the nonlinear regression model outperforms the linear one.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Multi-echelon inventory systems including one central
warehouse and a number of retailers have been extensively
studied in past decades, and exact solutions, as well as approxi-
mate ones, have been developed. In this study, an approximate
solution is developed for a two-echelon inventory system, com-
prising one central warehouse and a number of retailers, stud-
ied from 2001. To the best of the authors’ knowledge, no exact
solution has yet been developed for the aforementioned prob-
lem.
The inventory control policy is assumed to be a continuous
review, (R,Q ), policy in all installations, implying thatwhen the
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der of size Q is placed. The demand processes for a consum-
able (i.e. not repairable) item are assumed to be independent
Poisson, and unsatisfied demands are lost in all retailers. The
transportation time of each order placed by the retailers is as-
sumed to be constant. Replenishing the warehouse orders from
an external supplier takes a fixed period of time. Unsatisfied
retailer orders are backordered in the warehouse and all back-
ordered orders are fulfilled according to a First-in-first-out pol-
icy. Figure 1 indicates the structure of the system, considering
one centralwarehouse and four retailers, which are replenished
by the warehouse. Retailers come across external demand and
the warehouse is replenished by external suppliers.
The relevant literature is reviewed in Section 2. In Section 3,
the notations are introduced and, in Section 4, the simulation
of the model is explained. In Section 5, application of the
Central Composite Face centredmethod (CCF) in generating ex-
periments to analyse, and in selecting themore accurate regres-
sion model, is explained. In Section 6, the total cost function of
the two-echelon inventory system is estimated utilizing linear
and nonlinear regression models, and in Section 7, by gener-
ating some numerical problems and solving the optimization
model, the reorder points of the central warehouse and retail-
ers are obtained and the accuracy of the proposed models are
evier B.V. Open access under CC BY-NC-ND license.
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assessed through simulation. Conclusions and suggestions for
further research are given in Section 8.
2. Literature review
Research on multi-echelon inventory systems began in the
late 1950’s. Modelling and solving the divergent two-echelon
inventory systems while demand is backordered in the central
warehouse is of great interest. Sherbrooke [1] considered a two-
echelon inventory system, including a central depot and some
bases. The inventory control policy in all installations was as-
sumed to be (S − 1, S), and items were considered to be recy-
clable (i.e. repairable). An outstanding approximation, entitled
METRIC, was then presented. The proposed approximation pro-
vided a basis for later research endeavours in this area, such as
that of Akbari Jokar and Seifbarghy [2] who estimated the total
cost for a two-echelon inventory system including a warehouse
and multiple identical retailers. The bulk of research, in the
1980’s, focused on recyclable items. As for consumable items,
Deuermeyer and Schwarz [3] made a simple estimation for the
average waiting time of each order in the central warehouse, in
a two-echelon inventory system.
Axsäter [4] provided a simple recursive procedure for deter-
mining the holding and stock out costs of a system consisting of
one central warehouse and multiple retailers with a (S − 1, S)
policy, independent Poisson demands on the retailers, backo-
rdered demand during stock outs in all installations, and con-
stant lead times. Axsäter [5] proposed exact and approximate
methods for evaluating the previous system in the case of a gen-
eral batch size in all installations, assuming retailers to be iden-
tical. Concerning non-identical retailers and a general batch
size, Axsäter [6] proposed methods in order to exactly evaluate
the case for two retailers and approximately evaluate the case
of more than two retailers. Forsberg [7] presented a method for
exact evaluation of the costs of a systemwith one central ware-
house and a number of different retailers, using a different ap-
proach. Axsäter and Marklund [8] considered the two-echelon
inventory system and derived a new policy for warehouse or-
dering, which was optimal in the broad class of position-based
policies relying on complete information about the retailer in-
ventory positions, transportation times, cost structures and de-
mand distributions at all facilities. The exact analysis of the new
policy included amethod for determining the expected total in-
ventory holding and backorder costs for the entire system. The
common assumption underlying all the above-cited studies is
that demands during stock out in the retailers are backordered.
However, under some conditions in competitive markets, de-
mandmay be lost. Andersson andMelchiors [9] proposed an ap-
proximatemethod for the case of lost sales, while the inventorycontrol policy was (S − 1, S) in all installation (i.e. one ware-
house and multiple retailers), and unsatisfied demands were
lost in the retailers. They also introduced the cost evaluation of
such a system for the case of a general batch ordering policy as
a future field of research. Seifbarghy and Akbari Jokar [10] pro-
posed a solution for the case of a general batch ordering policy
with identical retailers. In this paper, the solution for a case of
non-identical retailers is developed utilizing RSM.
Hill et al. [11] considered a single-item, two-echelon,
continuous-review inventory model in which a number of re-
tailers have their stock replenished from a central warehouse.
Demand not met at a retailer is lost. The warehouse is assumed
to operate with base stock policy, and the lead time on a ware-
house order is fixed. The performance measures of interest are
the average total stock in the system and the fraction of demand
met in the retailers. Procedures for determining these perfor-
mance measures and optimizing the behaviour of the system
are developed. Caggiano et al. [12] describe and validate a new
method for computing channel fill rates in a multi-item, multi-
echelon service parts distribution system. A simulation study
is also presented in order to indicate that estimation errors are
very small over awide range of base stock level vectors. You and
Grossmann [13] address the optimal design of a multi-echelon
supply chain and the associated inventory systems in the
presence of uncertain customer demands. They develop an op-
timizationmodel for simultaneously optimizing the transporta-
tion, inventory and network structure of the multi-echelon
supply chain. Initially, the problem is formulated as a mixed
integer non-linear programming with a non-convex objective
function. Then, the problem is reformulated as a separable con-
caveminimizationprogram.A spatial decomposition algorithm,
based on Lagrange relaxation and piecewise linear approxima-
tion, is proposed to obtain near global optimal solutions with
reasonable computational expense.
Topan et al. [14] consider a multi-item two-echelon inven-
tory system in which local warehouses implement a base stock
policy. An exact solution procedure is proposed to find inven-
tory control policy parameters in such a way as tominimize the
system-wide inventory holding and fixed ordering cost, subject
to an aggregate mean response time constraint at each facility.
Yang and Lin [15] study a serial multi-echelon integrated just-
in-time model based on uncertain delivery lead time and qual-
ity unreliability considerations. They utilize the well-known
particle swarm optimization technique in order to solve the
mixed nonlinear integer model of the problem. The final results
indicate that the linear decreasing weight of the particle swarm
optimization gives an efficient performance in solving the prob-
lem.
He and Zhao [16] study the inventory, production and
contracting decisions of amulti-echelon supply chainwith both
demand and supply uncertainty in order to find commonly
used wholesale price contracts used by both up-stream and
downstream supply-chain members. They propose a returns
policy used by the manufacturer and the retailer, combined
with the wholesale price contract used by the raw-material
supplier and the manufacturer, which can perfectly coordinate
the supply chain. They have also investigated the impact of
supplier risk attitude on the decisions, as well as the impact of
the spot market price for raw material on the performance of
the entire supply chain.
Zhou et al. [17] apply the joint replenishment strategy to
the inventory system and build a multi-product multi-echelon
inventory control model. Then, a genetic algorithm based
heuristic is proposed in order to solve the model. Finally, the
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The simulation result indicates that the established model and
heuristic have a considerable effect on reducing the total cost of
the system.
3. Notation of the problem
Let us introduce the notations of the model. We have clas-
sified them into simulation and inventory system parameters.
Simulation parameters are as follows:
TRun: The time of simulation (which is incremental);
T : Total time of simulation;
tin: Customer arrival time on a retailer during the simulation;
ti: Order arrival time on retailer i during the simulation, i =
1, 2, . . . ,N;
tw: Order arrival time on the warehouse during the simulation;
Iij: On hand inventory at retailer i in the time unit of j;
I¯i: Average of on hand inventory at retailer i during the simula-
tion;
Iw: On hand inventory at the warehouse during the simulation;
I¯w: Average of on hand inventory at the warehouse during the
simulation;
Bij: Number of lost demands at retailer i in the time unit of j;
Yw: Inventory position at the warehouse;
Yi: Inventory position at retailer i, i = 1, 2, . . . ,N ,
while inventory system parameters are as follows:
N: Number of retailers;
λi: Demand rate at retailer i, i = 1, 2, . . . ,N;
Li: Lead time (transportation time) for deliveries from the
warehouse to retailer i, i = 1, 2, . . . ,N;
Lw: Lead time of the warehouse orders;
Q : Common ordering batch size of the retailers ;
Qw: Ordering batch size of the warehouse;
Ri: Reorder point of retailer i (integer value, since demand is one
at a time);
Rw: Reorder point of the warehouse;
hi: Holding cost per unit time at retailer i, i = 1, 2, . . . ,N;
hw: Holding cost per unit time of warehouse;
P: Stockout cost per unit of lost sale at retailers;
TCh: Total holding costs of the warehouse and retailers per unit
time in steady state;
TCs: Total stockout costs of the retailers per unit time;
TC: Total cost of the inventory system per unit time in steady
state;
TCl: Linear estimation of TC;
TCnl: Nonlinear estimation of TC .
4. Simulating the two-echelon inventory system
The two-echelon inventory system, which has been simu-
lated, includes one central warehouse and four non-identical
retailers controlled by a continuous review inventory policy (R,
Q). The retailers face independent Poisson demand with rate
λi for retailer i. Unsatisfied demands are lost in the retailers
and unsatisfied retailers’ orders are backordered in the central
warehouse. The holding costs, order transportation time to the
retailers, and the warehouse lead time, are assumed to be con-
stant and equal to one, as similar relevant studies also assume.
4.1. Computing the costs function
The total cost of the inventory system includes the following
items:
(a) The holding cost: The cost charged as the result of inven-
tory holding. Holding cost is a function of the inventory level.The average inventory levels at the retailers and the warehouse
are computed as Eqs. (1) and (2). The total holding cost of the
system is presented in Eq. (3). In Eq. (3), hi(I¯i) and hw(I¯w) are the
total holding costs of the retailers and thewarehouse, according
to the notations defined. Notation ‘‘n’’ represents the number of
simulation unit times passed during the simulation.
I¯i =
n
j=1
Iij
n
, i = 1, 2, 3, 4, (1)
I¯w =
n
j=1
Iw
n
, i = 1, 2, 3, 4, (2)
TCh =
4
i=1
hi(I¯i)+ hw(I¯w). (3)
(b) Stock out costs: Since the unsatisfied demand is lost at
the retailers, the total stockout cost is computed as:
TCs =
4
i=1
P

n
j=1
Bij
n
 . (4)
Since the batch size is known, the ordering cost is not consid-
ered in themodel. The total cost of the inventory system is as in
Eq. (5):
TC = TCh + TCs. (5)
The simulationmodel has been run 10 times for each numerical
problem. Each run time length is 11,000 unit times, considering
1000 unit times as the ‘‘run in’’ period.
4.2. Simulation times
Different times considered in the simulation are as follows:
(a) Demand arrival time: Since the demand on retailer i is
Poisson with rate λi, the time between two demands arrivals
is of an exponential distribution, with mean equal to 1
λi
. The
demand arrival time on retailer i is generated using Eq. (6). R
is a random number, which ranges between 0 and 1.
tin = − 1
λi
Ln(R). (6)
(b) Thewarehouse order arrival time: In the central warehouse,
a lot size of Qwwill be ordered when the inventory position is
less than or equal to the reorder point (Yw ≤ Rw), and the arrival
time of this order to the warehouse is computed as:
tw = TRun + Lw. (7)
(c) The retailers order arrival time: Retailer i orders a batch size
of Qi when the inventory position is less than or equal to its
reorder point (Yi ≤ Ri), and the arrival time of this order to
the retailer, when having enough inventories, is computed as
Eq. (8):
ti = TRun + Li. (8)
4.3. Satisfying the warehouse demands
When each retailer places an order on the warehouse, while
the inventory level of the warehouse is equal or higher than the
order size, the demand is satisfied. Otherwise, it will be backo-
rdered. Satisfying the backordered demands at the warehouse
is accomplished according to the first-in-first-out policy.
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The CCFmethod is utilized for generating some experiments
to analyze and select the more accurate regression model in
RSM [18]. Considering k as the number of independent input
variables and the two lower and upper bounds for each, the
number of experiments which can be generated is equal to (2k)
or a fraction of it.
As mentioned before, the model under study comprises
one central warehouse and four retailers. Such a system can
have twelve input variables following the introduced notations
including four demand rates on the retailers (λi’s), four reorder
points of the retailers (Ri’s), a common stockout cost at the
retailers (P), ordering batch size and reorder point of the central
warehouse (Qw and Rw) and the common ordering batch size
of the retailers (Q). Order transportation time from the central
warehouse to the retailers, lead time of the warehouse orders,
and the unit holding costs are assumed equal to one unit. The
response variable is the total cost of the two-echelon inventory
system (TC), which is obtained from the simulation for each
experiment.
Since the input variables are from different measurement
units, they should best be coded to design experiments [18].
Considering Xi as an input variable, it is coded as:
X ′i =
(Xi − X¯i)
∆Xi
, (9)
where X ′i is the coded (dimensionless) value of input variable Xi,
and the two parameters, X¯i and ∆Xi, are defined as in Eqs. (10)
and (11):
X¯i = Max(Xi)+Min(Xi)2 , (10)
∆Xi = Max(Xi)−Min(Xi)2 . (11)
Table 1 illustrates the assumed lower and upper bounds of the
considered input variables.
Since k is equal to 12 in this model, the total number of
designed experiments (i.e. numerical problems) considering 5
central points amounts to 157, which is the sum of 2(k−5),
central points and 2 × k axial points [18]. The aforementioned
157 experiments are designed to obtain the best regression
function.
6. Estimation of the total cost function
By applying regression analysis as the first step of RSM,
the total cost of the two-echelon inventory system can be es-
timated, once we have obtained the cost function value of
each experiment through simulation. The best fitness in the re-
gression analysis is the multinomial with the lowest degree,
since adding mathematical statements would not necessarily
improve the fitness but may also complicate the model. Back-
ward Regression (BR), as a well-known method in the regres-
sion analysis, is applied to estimate the cost function. In order
to use thismethod, the variables, which causemaximum reduc-
tion in the Mean Square Errors (MSE), should be selected [19].
The analysis of variances (ANOVA) table for the second order
regression model, based on BR, is presented in Table 2. The re-
sults in Table 2 indicate that the correlation between variables
is significant. The reader can refer to Keppel and Wickens [20]
and Rutherford [21] for more details on ANOVA.Figure 2: Normal plot of the residuals.
Table 1: Input variables ranges.
Variables Not coded levels Coded levels
Not coded
notation
Coded
notation
Min Max Min Max
λi λ
′
i 0.5 3.5 −1 1
Ri R′i 1 7 −1 1
Q Q ′ 8 16 −1 1
Rw R′w −32 32 −1 1
Qw Q ′w 32 64 −1 1
P P ′ 10 30 −1 1
Table 2: ANOVA results for the second order Regression model based on
BR.
Source DF MSE F-value P > F
Regression 30 7842.08935 25.56 <.0001
Error 126 306.82495
Total 156 R-square = 0.86
The R-square and MSE obtained from BR method are 0.86
and 306.82495, respectively. The R-square value indicates that
the second order regression model, based on the BR method, is
good enough to be applied in estimating the cost function. The
normal plot of the residuals is depicted in Figure 2. As Figure 2
reveals, the p-value is more than 0.05. Thus, it is concluded that
the residuals are of a normal distribution.
By applying the BR method on the data given in Table 1, the
total cost function is estimated as in (12). TC ′l is the coded value
of TCl as mentioned earlier.
TC ′l = 55.89543− 6.74142× Q ′ + 12.90513× Q ′ × R′w
+ 20.81911× P ′ + 26.81225× R′2w + 18.15275× λ′
2
1
+ 7.41992× λ′1 + 7.11932× λ′2 + 5.64663× λ′3
+ 5.15462× λ′4 + 6.32118× λ′1 × P ′ + 4.64794× λ′2
× P ′ + 3.70734× λ′3 × P ′ + 4.36307× λ′4 × P ′
− 4.53245× λ′1 × Q ′ − 4.32134× λ′2 × Q ′ − 6.50140
× λ′3 × Q ′ − 4.60473× λ′4 × Q ′ − 7.26137× Q ′w × λ′1
− 6.61815× Q ′w × λ′2 + 5.11672× Q ′w × R′w
− 5.26908× R′2 × λ′2 − 3.12826× R′2 × λ′4
+ 3.56883× R′1 × R′2 − 4.24412× R′w × λ′3
− 5.42318× R′4 × λ′4 − 7.11571× R′w × λ′4
− 14.24763× R′w × P ′ − 19.61989× Q ′w × λ¯′ × R¯′
+ 16.73643× P ′ × λ¯′ × R¯′ + 8.20981
× R′w × P ′ × Q ′. (12)
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NO P QW Q λ1 λ2 λ3 λ4 NO P QW Q λ1 λ2 λ3 λ4
1 10 32 16 3.5 3.5 0.5 3.5 33 10 64 8 0.5 3.5 3.5 0.5
2 10 32 16 3.5 0.5 0.5 3.5 34 10 64 8 3.5 0.5 0.5 0.5
3 10 64 16 3.5 0.5 3.5 0.5 35 10 32 16 0.5 0.5 3.5 3.5
4 10 64 16 0.5 0.5 0.5 0.5 36 10 32 16 0.5 0.5 3.5 0.5
5 10 64 8 0.5 0.5 0.5 0.5 37 10 32 16 3.5 3.5 3.5 0.5
6 10 32 16 0.5 3.5 3.5 0.5 38 10 64 8 3.5 3.5 3.5 0.5
7 10 32 16 3.5 0.5 3.5 3.5 39 10 64 16 0.5 3.5 3.5 3.5
8 10 32 8 0.5 0.5 3.5 3.5 40 10 64 16 0.5 0.5 0.5 3.5
9 10 32 8 0.5 3.5 0.5 3.5 41 10 32 8 3.5 0.5 3.5 0.5
10 10 64 16 0.5 0.5 3.5 0.5 42 10 64 16 0.5 3.5 0.5 0.5
11 10 32 16 0.5 3.5 0.5 0.5 43 10 32 16 3.5 3.5 3.5 3.5
12 10 64 16 3.5 0.5 3.5 3.5 44 10 32 16 3.5 3.5 0.5 0.5
13 10 32 8 3.5 3.5 3.5 0.5 45 10 32 16 0.5 0.5 0.5 3.5
14 10 64 8 3.5 0.5 3.5 0.5 46 10 32 8 3.5 3.5 0.5 0.5
15 10 64 16 0.5 0.5 3.5 3.5 47 10 64 16 3.5 3.5 3.5 0.5
16 10 32 8 0.5 3.5 0.5 0.5 48 10 32 16 0.5 3.5 0.5 3.5
17 10 32 8 0.5 0.5 0.5 3.5 49 10 64 8 3.5 3.5 0.5 0.5
18 10 32 8 0.5 3.5 3.5 0.5 50 10 64 8 0.5 3.5 0.5 3.5
19 10 32 8 3.5 0.5 3.5 3.5 51 10 64 8 3.5 3.5 3.5 3.5
20 10 32 16 0.5 0.5 0.5 0.5 52 10 64 16 3.5 3.5 3.5 3.5
21 10 32 16 3.5 0.5 0.5 0.5 53 10 32 8 3.5 0.5 0.5 3.5
22 10 64 16 3.5 0.5 0.5 0.5 54 10 32 8 3.5 3.5 3.5 3.5
23 10 64 8 0.5 0.5 0.5 3.5 55 10 64 16 3.5 0.5 0.5 3.5
24 10 32 8 0.5 0.5 3.5 0.5 56 10 64 16 3.5 3.5 0.5 0.5
25 10 32 8 3.5 3.5 0.5 3.5 57 10 64 8 3.5 0.5 3.5 3.5
26 10 64 8 0.5 3.5 0.5 0.5 58 10 64 8 0.5 0.5 3.5 0.5
27 10 64 8 3.5 3.5 0.5 3.5 59 10 64 8 3.5 0.5 0.5 3.5
28 10 32 8 0.5 0.5 0.5 0.5 60 10 32 16 0.5 3.5 3.5 3.5
29 10 64 8 0.5 3.5 3.5 3.5 61 10 32 8 0.5 3.5 3.5 3.5
30 10 64 16 0.5 3.5 0.5 3.5 62 10 64 16 0.5 3.5 3.5 0.5
31 10 32 8 3.5 0.5 0.5 0.5 63 10 32 16 3.5 0.5 3.5 0.5
32 10 64 8 0.5 0.5 3.5 3.5 64 10 64 16 3.5 3.5 0.5 3.5Table 4: The second 64 numerical problems from 128 ones.
NO P QW Q λ1 λ2 λ3 λ4 NO P QW Q λ1 λ2 λ3 λ4
65 30 64 16 0.5 3.5 0.5 3.5 97 30 64 8 3.5 0.5 3.5 3.5
66 30 32 8 3.5 3.5 0.5 3.5 98 30 32 8 3.5 0.5 0.5 0.5
67 30 64 16 3.5 0.5 3.5 3.5 99 30 32 16 0.5 0.5 0.5 0.5
68 30 32 16 3.5 3.5 3.5 3.5 100 30 64 8 0.5 3.5 3.5 0.5
69 30 32 16 3.5 0.5 3.5 3.5 101 30 64 16 3.5 3.5 3.5 3.5
70 30 32 16 3.5 3.5 0.5 0.5 102 30 32 8 0.5 3.5 3.5 3.5
71 30 32 8 0.5 3.5 0.5 0.5 103 30 64 16 0.5 0.5 0.5 0.5
72 30 32 8 3.5 3.5 3.5 0.5 104 30 32 8 0.5 3.5 3.5 0.5
73 30 64 8 3.5 3.5 3.5 0.5 105 30 64 16 3.5 3.5 0.5 3.5
74 30 64 8 3.5 3.5 3.5 3.5 106 30 32 16 3.5 0.5 3.5 0.5
75 30 32 8 0.5 0.5 0.5 3.5 107 30 32 8 3.5 0.5 3.5 3.5
76 30 64 8 3.5 3.5 0.5 0.5 108 30 32 16 0.5 0.5 3.5 3.5
77 30 32 16 3.5 3.5 0.5 3.5 109 30 64 16 3.5 0.5 3.5 0.5
78 30 32 8 3.5 3.5 3.5 3.5 110 30 32 16 0.5 3.5 3.5 3.5
79 30 32 16 0.5 3.5 0.5 3.5 111 30 64 8 3.5 0.5 0.5 3.5
80 30 32 16 0.5 0.5 0.5 3.5 112 30 64 16 0.5 3.5 3.5 3.5
81 30 32 16 0.5 0.5 3.5 0.5 113 30 32 16 3.5 0.5 0.5 0.5
82 30 32 8 0.5 0.5 3.5 0.5 114 30 32 8 3.5 0.5 3.5 0.5
83 30 64 8 0.5 0.5 3.5 3.5 115 30 32 8 0.5 3.5 0.5 3.5
84 30 64 8 0.5 0.5 0.5 0.5 116 30 64 8 0.5 3.5 0.5 0.5
85 30 64 8 0.5 0.5 0.5 3.5 117 30 64 8 3.5 3.5 0.5 3.5
86 30 32 8 3.5 3.5 0.5 0.5 118 30 64 16 3.5 3.5 3.5 0.5
87 30 32 8 3.5 0.5 0.5 3.5 119 30 64 8 3.5 0.5 0.5 0.5
88 30 32 8 0.5 0.5 3.5 3.5 120 30 64 16 0.5 0.5 3.5 3.5
89 30 64 16 0.5 0.5 3.5 0.5 121 30 32 8 0.5 0.5 0.5 0.5
90 30 32 16 3.5 0.5 0.5 3.5 122 30 64 16 0.5 3.5 0.5 0.5
91 30 64 16 3.5 3.5 0.5 0.5 123 30 64 16 0.5 0.5 0.5 3.5
92 30 64 16 3.5 0.5 0.5 3.5 124 30 64 8 0.5 3.5 3.5 3.5
93 30 64 16 3.5 0.5 0.5 0.5 125 30 32 16 3.5 3.5 3.5 0.5
94 30 64 8 0.5 0.5 3.5 0.5 126 30 64 8 0.5 3.5 0.5 3.5
95 30 32 16 0.5 3.5 3.5 0.5 127 30 64 8 3.5 0.5 3.5 0.5
96 30 64 16 0.5 3.5 3.5 0.5 128 30 32 16 0.5 3.5 0.5 0.5
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No R1, R2, R3, R4, RW TC(LINGO)a TC(Simul)b Error % No R1, R2, R3, R4, RW TC (LINGO) TC (Simul) Error %
1 1, 7, 1, 7,−7 37.330 59.573 37.338 33 1, 7, 1, 1,−10 50.824 52.112 2.471
2 7, 1, 1, 7,−7 34.050 53.104 35.88 34 1, 1, 1, 1,−16 9.5876 50.017 80.831
3 7, 1, 1, 1,−16 19.360 60.99 68.257 35 7, 1, 1, 7,−1 18.333 67.386 72.794
4 1, 1, 1, 1,−21 15.721 44.400 64.592 36 7, 1, 7, 1,−10 17.154 55.450 69.064
5 1, 1, 1, 1,−16 −5.330 40.378 113.2 37 1, 7, 1, 1,−10 39.881 59.212 32.647
6 1, 7, 1, 1,−10 32.947 53.609 38.543 38 7, 7, 7, 1,−10 45.612 46.883 2.711
7 1, 1, 1, 7,−1 25.988 67.528 61.515 39 7, 7, 7, 7,−8 10.410 73.732 85.881
8 7, 1, 1, 7, 4 35.925 52.395 31.435 40 1, 1, 1, 7,−13 49.133 60.643 18.980
9 1, 7, 1, 7,−1 40.032 40.125 0.2299 41 7, 1, 1, 1,−4 44.613 44.286 0.738
10 1, 1, 1, 1,−16 29.709 61.314 51.546 42 1, 7, 1, 1,−21 25.171 54.208 53.565
11 1, 7, 7, 1,−15 38.756 49.928 22.376 43 1, 7, 1, 7,−1 29.268 69.526 57.903
12 7, 1, 7, 7,−8 14.164 68.851 79.427 44 1, 7, 1, 1,−15 46.411 48.020 3.350
13 1, 7, 1, 1,−4 76.970 51.921 48.244 45 7, 1, 7, 7,−7 25.674 64.206 60.014
14 7, 1, 1, 1,−10 40.958 51.925 21.122 46 1, 7, 1, 1,−9 58.983 43.178 36.604
15 7, 1, 1, 7,−8 44.644 75.102 40.556 47 7, 7, 7, 1,−16 6.7287 60.188 88.820
16 1, 7, 7, 1,−9 33.197 41.743 20.471 48 1, 7, 1, 7,−7 29.674 53.654 44.693
17 7, 1, 7, 7,−1 18.746 50.326 62.75 49 1, 7, 1, 1,−16 27.234 52.499 48.126
18 1, 7, 1, 1,−4 51.906 43.979 18.025 50 1, 7, 1, 7,−7 40.044 46.644 14.150
19 7, 1, 1, 7, 4 61.710 48.015 28.522 51 7, 7, 7, 7,−2 25.642 56.026 54.232
20 7, 1, 7, 1,−15 22.963 52.827 56.531 52 7, 7, 7, 7,−8 −29.16 66.999 143.520
21 7, 1, 7, 1,−15 30.618 49.336 37.939 53 7, 1, 1, 7,−1 45.252 40.305 12.275
22 1, 1, 1, 1,−21 12.509 56.271 77.77 54 1, 7, 1, 7, 4 82.275 55.232 48.964
23 1, 1, 1, 7,−7 44.000 48.345 8.9884 55 7, 1, 1, 7,−13 29.694 63.421 53.179
24 7, 1, 7, 1,−4 18.828 41.440 54.566 56 1, 7, 1, 1,−21 12.870 58.542 78.016
25 1, 7, 1, 7,−1 65.817 48.130 36.749 57 7, 1, 7, 7,−2 51.679 45.658 13.187
26 1, 7, 1, 1,−16 21.405 43.118 50.358 58 1, 1, 1, 1,−10 33.178 49.360 32.785
27 7, 7, 7, 7,−7 25.743 55.419 53.549 59 7, 1, 1, 7,−7 42.691 48.823 12.560
28 7, 1, 7, 1,−9 0.119 34.464 99.654 60 1, 7, 1, 7,−1 21.613 65.845 67.176
29 7, 7, 7, 7,−2 47.080 60.705 22.444 61 1, 7, 1, 7, 4 56.490 48.000 17.687
30 1, 7, 1, 7,−13 27.892 62.256 55.199 62 1, 7, 1, 1,−16 30.070 62.345 51.768
31 7, 1, 7, 1,−9 25.904 40.646 36.268 63 7, 1, 1, 1,−10 24.809 52.818 53.029
32 7, 1, 1,7,−9 64.028 65.056 1.5802 64 7, 7, 7, 7,−13 −4.539 69.040 106.570
a TC (LINGO): The total cost values solving the model stated as in Relations (14)–(16).
b TC (Simul): The corresponding simulation results.Noting Eq. (13):
R′w =
(Rw)
32
, Q ′w =
(Qw − 48)
16
,
P ′ = (P − 20)
10
, λ¯′ =
4
i=1
λ′i
4
, R¯′ =
4
i=1
R′i
4
(13)
Q ′ = (Q − 12)
4
, R′i =
(Ri − 4)
3
, λ′i =
(λi − 2)
1.5
,
i = 1, 2, 3, 4.
In the second step of RSM, having estimated the total cost
function of the two-echelon inventory system in the first step,
the optimal reorder points of the central warehouse and the re-
tailers can be obtained from solving themathematical program-
mingmodel, as stated in Relations (14)–(16) [22]. Obviously, the
objective function is nonlinear, involving several integer vari-
ables (Ris’ and Rw), and belongs to Nonlinear Integer Programs
(NIP).We utilize LINGO, a NIP solution provider, which provides
optimal or near to solutions for NIP problems, due to the prob-
lem structure. LINGO uses a branch and bound like technique to
reach the optimal values of the reorder points. The coded vari-
ables are replaced with the not coded ones. Other input vari-
ables, except for the reorder points (Ris’ and Rw), are assumed
to be known, while solving the corresponding numerical prob-
lems in the succeeding section.
MinTCl = 55.89543− 6.74142× (Q − 12)4 + 12.90513
× (Q − 12)
4
× (Rw)
32
+ 20.81911× (P − 20)
10+ 26.81225× (Rw)
32
2
+ 18.15275× (λ1 − 2)
1.5
2
+ 7.41992× (λ1 − 2)
1.5
+ 7.11932× (λ2 − 2)
1.5
+ 5.64663× (λ3 − 2)
1.5
+ 5.15462× (λ4 − 2)
1.5
+ 6.32118× (λ1 − 2)
1.5
× (P − 20)
10
+ 4.64794
× (λ2 − 2)
1.5
× (P − 20)
10
+ 3.70734× (λ3 − 2)
1.5
× (P − 20)
10
+ 4.36307× (λ4 − 2)
1.5
× (P − 20)
10
− 4.53245× (λ1 − 2)
1.5
× (Q − 12)
4
− 4.32134
× (λ2 − 2)
1.5
× (Q − 12)
4
− 6.50140× (λ3 − 2)
1.5
× (Q − 12)
4
− 4.60473× (λ4 − 2)
1.5
× (Q − 12)
4
− 7.26137× (Qw − 48)
16
× (λ1 − 2)
1.5
− 6.61815
× (Qw − 48)
16
× (λ2 − 2)
1.5
+ 5.11672× (Qw − 48)
16
× (Rw)
32
− 5.26908× (R2 − 4)
3
× (λ2 − 2)
1.5
− 3.12826× (R2 − 4)
3
× (λ4 − 2)
1.5
− 5.42318
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No R1, R2, R3, R4, RW TC(LINGO)a TC(Simul)b Error % No R1, R2, R3, R4, RW TC (LINGO) TC (Simul) Error %
65 1, 7, 1, 7,−5 70.908 71.856 1.319 97 7, 1, 7, 7, 25 105.140 79.430 32.362
66 1, 7, 1, 7, 26 113.210 86.812 30.404 98 7, 1, 7, 1, 17 49.167 60.275 18.428
67 7, 1, 7, 7, 0 85.157 75.534 12.740 99 7, 1, 7, 7,−8 23.503 68.093 65.484
68 1, 7, 1, 1, 6 100.850 101.100 0.249 100 1, 7, 1, 1, 16 83.683 91.790 8.832
69 1, 1, 1, 7, 6 84.354 87.313 3.388 101 1, 7, 7, 7, 0 79.835 85.710 6.854
70 1, 7, 1, 1,−8 98.160 73.267 33.976 102 1, 7, 1, 7, 31 86.313 91.498 5.667
71 7, 7, 7, 1, 17 47.816 66.729 28.343 103 7, 1, 1, 1,−14 53.673 61.358 12.524
72 1, 7, 1, 1, 22 118.180 104.500 13.095 104 1, 7, 1, 1, 22 76.198 81.451 6.449
73 1, 7, 7, 1, 16 105.710 92.078 14.802 105 1, 7, 7, 7,−5 74.082 93.221 20.531
74 1, 7, 7, 7, 25 117.100 100.560 16.442 106 7, 1, 1, 1,−3 70.884 80.436 11.874
75 7, 1, 7, 7, 26 13.890 76.201 81.772 107 1, 1, 1, 7, 31 96.274 111.860 13.933
76 1, 7, 1, 1, 11 77.657 86.059 9.763 108 7, 1, 1, 7, 6 53.365 81.862 34.811
77 1, 7, 1, 7, 1 103.320 72.410 42.690 109 7, 1, 1, 1,−9 67.738 85.007 20.314
78 1, 7, 1, 1, 31 130.050 134.200 3.091 110 1, 7, 1, 7, 6 75.237 77.582 3.023
79 1, 7, 1, 7, 1 70.382 60.229 16.858 111 7, 1, 1, 7, 20 80.060 74.670 7.218
80 7, 1, 7, 7, 1 39.421 71.056 44.521 112 1, 7, 7, 7, 0 76.662 74.166 3.364
81 7, 1, 7, 1,−3 37.944 64.967 41.594 113 7, 1, 7, 1,−8 63.775 60.643 5.165
82 7, 1, 7, 1, 22 24.528 65.998 62.834 114 7, 1, 1, 1, 22 75.598 83.535 9.501
83 7, 1, 1, 7, 25 83.832 105.750 20.728 115 1, 7, 1, 7, 26 62.136 64.189 3.198
84 7, 1, 1, 1, 11 28.993 71.566 59.487 116 1, 7, 1, 1, 11 54.912 64.673 15.093
85 7, 1, 1, 4, 20 58.035 85.233 31.910 117 1, 7, 7, 7, 20 92.023 102.08 9.856
86 1, 7, 1, 1, 17 100.840 77.184 30.645 118 1, 7, 7, 1,−9 75.650 85.215 11.224
87 7, 1, 1, 7, 26 74.049 64.851 14.183 119 7, 1, 1, 1, 11 51.739 64.455 19.729
88 7, 1, 1, 7, 31 47.156 97.793 51.780 120 7, 1, 1, 7, 0 81.984 89.831 8.735
89 7, 1, 1, 1,−9 63.123 86.162 26.739 121 7, 1, 7, 7, 17 −9.234 72.128 112.800
90 7, 1, 1, 7, 1 81.451 59.399 37.125 122 1, 7, 1, 1,−14 62.306 62.273 0.054
91 1, 7, 1, 1,−14 66.922 78.796 15.070 123 7, 1, 1, 7,−5 75.509 78.083 3.297
92 7, 1, 1, 7,−5 79.404 74.641 6.3815 124 1, 7, 7, 7, 25 95.795 79.722 20.161
93 7, 1, 1, 1,−14 58.289 62.525 6.776 125 1, 7, 1, 1,−3 96.180 98.622 2.476
94 7, 1, 1, 1, 16 57.765 98.654 41.447 126 1, 7, 1, 7, 20 70.720 74.808 5.465
95 1, 7, 1, 1,−3 72.329 79.721 9.2722 127 7, 1, 1, 1, 16 80.510 90.435 10.974
96 1, 7, 1,1,−9 71.756 83.768 14.340 128 7, 7, 7, 1,−8 63.268 64.425 1.795
a TC (LINGO) gives the total cost values solving the model stated as in Relations (14)–(16).
b TC (Simul) represents the corresponding simulation results.× (R4 − 4)
3
× (λ4 − 2)
1.5
+ 3.56883× (R1 − 4)
3
× (R2 − 4)
3
− 4.24412× (Rw)
32
× (λ3 − 2)
1.5
− 7.11571× (Rw)
32
× (λ4 − 2)
1.5
− 14.24763
× (Rw)
32
× (P − 20)
10
− 19.61989× (Qw − 48)
16
×
4
i=1
(λi−2)
1.5
4
×
4
i=1
(Ri−4)
3
4
+ 16.73643× (P − 20)
10
×
4
i=1
(λi−2)
1.5
4
×
4
i=1
(Ri−4)
3
4
+ 8.20981
× (Rw)
32
× (P − 20)
10
× (Q − 12)
4
, (14)
1 ≤ Ri ≤ 7 i = 1, 2, 3, 4, (15)
−32 ≤ Rw ≤ 32, (16)
Ri and Rw are Integer Variables.
To estimate the cost function of the inventory system, we
also utilized nonlinear regression, as well as linear. We exam-
ined a number of different nonlinear functions and, eventually,
selected the best one, based on MSE. Since there are several
logarithmic statements in the exact cost function of the corre-
sponding single-echelon inventory systems [23], we focused onlogarithmic shapes, while estimating the two-echelon inven-
tory cost function. The best nonlinear function, which implies
the lowestMSE for the proposed numerical problems in Table 1,
is as in Eq. (17).
TCnl = 10f (λ1,λ2,λ3,λ4,Rw ,Qw ,Q ,P,R1,R2,R3,R4), (17)
where:
f (λ1, λ2, λ3, λ4, Rw,Qw,Q , P, R1, R2, R3, R4)
= 1.40917+ 0.00842× Rw + 0.05386× λ3 + 0.04209
× λ4 + 0.00009744× R2w + 0.00798× λ22 + 0.00012533
× R32 + 0.00000102× R3w + 0.00000232× Q 4 + 0.01151
× λ21 + 0.00001828× R44 + 0.00000010752× P4
+ 0.00020901× QQw + 0.00036119× QR1 − 0.00204
×Qλ1 − 0.00136× Qλ2 − 0.00203× Qλ3 − 0.0017
×Qλ4 + 0.00015559× QwP + 0.00162× R1R2 − 0.00511
× R1λ1 − 0.0046× R2λ2 + 0.00223× R3λ2 − 0.00211
× R3λ3 − 0.0003266× R3P − 0.00367× R4λ4
− 0.00047732× Rwλ1 − 0.00055273× Rwλ2
− 0.00040842× Rwλ3 − 0.00068634× Rwλ4
− 0.00033965× RwP − 0.00312× λ1λ3 + 0.0008237
× λ1P + 0.00049601× λ2P − 0.0033× λ3λ4
+ 0.00068203× λ3P + 0.00075327× λ4P − 0.000015
× PQwQ + 0.00001264× PQRw + 0.01754× log(R3P)
− 0.00001077× QR3R2R4 + 0.00023468× λ1R1R2R3
− 0.00013418× λ3R1R2R3 + 0.00000000002
808 M. Seifbarghy et al. / Scientia Iranica, Transactions E: Industrial Engineering 20 (2013) 801–810Table 7: Results of utilizing nonlinear regression to estimate the total cost function for numerical problems 1–64.
No R1, R2, R3, R4, RW TC(LINGO)a TC(Simul)b Error % No R1, R2, R3, R4, RW TC (LINGO)a TC (Simul)b Error
%
1 7, 4, 1, 6,−4 51.230 58.605 12.585 33 1, 6, 1, 3,−13 55.611 54.665 1.732
2 7, 1, 1, 6,−17 46.486 44.899 3.534 34 7, 1, 1, 3,−32 38.726 42.804 9.527
3 7, 1, 1, 1,−32 56.451 57.726 2.209 35 1, 3, 1, 6,−20 51.668 51.711 0.083
4 1, 2, 1, 3,−32 43.669 45.831 4.716 36 1, 2, 1, 3,−32 46.582 50.363 7.508
5 1, 2, 1, 3,−32 33.564 32.545 3.130 37 7, 3, 1, 2,−8 54.558 59.952 8.996
6 1, 6, 1, 3,−29 51.372 51.131 0.471 38 7, 4, 1, 3,−2 59.698 61.496 2.924
7 7, 1, 1, 5,−6 49.333 59.132 16.570 39 1, 7, 1,6,−6 62.856 71.948 12.637
8 1, 2, 1, 6,−10 48.494 44.097 9.971 40 1, 3, 1, 6,−32 52.171 54.627 4.495
9 1, 6, 1, 6,−7 41.944 34.441 21.784 41 7, 1, 1, 2,−14 44.035 43.711 0.742
10 1, 2, 1, 3,−32 55.981 58.598 4.465 42 1, 6, 1,3,−32 48.251 54.797 11.947
11 1, 6, 1, 3,−32 40.165 50.203 19.995 43 7, 4, 1, 6, 3 52.392 60.187 12.951
12 7, 1, 1, 5,−6 58.945 71.268 17.291 44 7, 2,1, 3,−21 48.157 49.210 2.140
13 7, 3, 1, 3,−2 52.671 52.744 0.139 45 1, 3, 1, 6,−32 43.413 52.663 17.565
14 7, 1, 1, 2,−14 50.820 53.485 4.982 46 7, 2, 1, 3,−11 42.716 42.611 0.245
15 1, 3, 1, 6,−20 62.078 60.865 1.992 47 7, 4, 1,2,−8 64.092 70.566 9.174
16 1, 6, 1, 3,−32 34.536 44.725 22.781 48 1, 7, 1, 6,−16 46.472 44.706 3.951
17 1, 2, 1, 6,−24 37.873 41.937 9.690 49 7, 3, 1, 3,−10 48.759 51.019 4.428
18 1, 6, 1, 3,−13 47.932 45.663 4.971 50 1, 6, 1, 6,−7 48.667 48.062 1.259
19 7, 1, 1, 6, 0 47.965 44.216 8.480 51 7, 5, 1, 6, 8 60.171 64.401 6.568
20 1, 2, 1, 3,−32 36.332 34.363 5.730 52 7, 5, 1, 6, 3 61.205 74.561 17.912
21 7, 1, 1, 3,−32 39.250 51.193 23.329 53 7, 1, 1, 6,−8 41.426 33.691 22.959
22 7, 1, 1, 3,−32 46.902 55.403 15.344 54 7, 5, 1, 6, 8 53.368 50.358 5.978
23 1, 2, 1, 6,−24 43.966 43.946 0.044 55 7, 1, 1, 6,−17 55.549 55.308 0.435
24 1, 2, 1, 3,−32 41.456 45.436 8.759 56 7, 3, 1, 3,−20 56.966 58.684 2.927
25 7, 4, 1, 6, 1 48.047 39.727 20.943 57 7, 1, 1, 6, 0 55.361 58.867 5.956
26 1, 6, 1, 3,−32 40.072 43.759 8.426 58 1, 2, 1, 3,−32 49.027 47.955 2.235
27 7, 5, 1, 6, 2 54.260 55.045 1.426 59 7, 1, 1, 6,−8 47.812 47.173 1.355
28 1, 2, 1, 3,−32 28.913 21.179 36.517 60 1, 7, 1, 6,−6 52.337 58.990 11.279
29 1, 6, 1, 6, 0 59.992 59.106 1.499 61 1, 6, 1, 6, 0 51.704 44.531 16.108
30 1, 7, 1, 6,−16 55.819 58.140 3.991 62 1, 6, 1, 3,−30 61.691 60.979 1.168
31 7, 1, 1, 3,−32 33.554 45.208 25.780 63 7, 1, 1, 1,−32 47.247 48.113 1.801
32 1, 2, 1, 6,−10 56.293 54.197 3.869 64 7, 5, 1, 6,−4 59.866 71.081 15.777
a TC (LINGO) gives the total cost values solving the model stated as in Eqs. (17) and (18).
b TC (Simul) represents the corresponding simulation results.× λ3RwQwPQR1R2R3R4 + 0.00000124× λ3QR1R2R3R4
+ 0.00000282× λ4QR1R3R4 − 0.00000334
× λ1QwR1R2R3 − 0.00000286× λ4PR1R2R4
−0.00000266× λ4RwR1R2R3 − 0.00000203
× λ3RwR1R3R4 + 0.00000183× λ4RwR1R2R3. (18)
Subject to Constraints (15)–(16)
7. Numerical results
Considering the two-echelon inventory system with four
retailers and one central warehouse, a set of 128 (27) numerical
problems (considering 7 input variables, including 4 λis’, Q,
Q w and P) are designed, as in Tables 3 and 4. The stockout
cost per unit of lost sales at retailers P is considered 10 or
30; the first and second values represent conditions under
which the stockout costs are low and high, respectively. The
ordering batch size of warehouse Q w is assumed 32 or 64,
while that of retailers Q is assumed 8 or 16. This ensures
that for all numerical problems, the ordering batch size of the
warehouse is to be an integer multiplier of that of the retailers.
The demand rate of each retailer, λi, is considered to be 0.5 and
3.5, representing low and high demand rates. Table 3 gives the
first 64 numerical problems out of 128, while Table 4 gives the
rest of the problems.
As the third step of RSM, the optimal reorder points of the
central warehouse and retailers (Rw and Ris’), as well as the to-
tal cost value, are obtained using the model stated in (14)–(16),while utilizing linear regression. The results of linearly estimat-
ing the inventory cost function are presented in Tables 5 and 6
for all numerical problems. Having obtained the reorder points
through solving the mathematical model stated in Relations
(14)–(16), each numerical problem is then simulated.
The LINGO andMATLAB packages are employed for optimiz-
ing and simulating, respectively. The total cost functions ob-
tained from the optimization and simulation models are
compared. The last column in both aforementioned tables in-
dicates the relative error of the estimated cost function value
from the simulated one. The results indicate that the errormean
is about 33.5%while using linear regression. The run-time spent
for solving each problem by LINGO is less than one second.
The optimal reorder points of the central warehouse and re-
tailers (Rw and Ris’), as well as the total cost value, are obtained
using the model stated in Eqs. (17) and (18), subject to Con-
straints (15) and (16), while utilizing nonlinear regression. The
results of nonlinearly estimating the inventory cost function are
presented in Tables 7 and 8 for all numerical problems. Having
obtained the reorder points through solving the mathematical
model, each numerical problem is then simulated.
The total cost functions obtained from the optimization and
simulationmodels are compared. The last column in both afore-
mentioned tables indicates the relative error of the estimated
cost function value from the simulated one. The results indicate
that the errorsmean is about 9.5%, while nonlinearly estimating
the cost function. The run-time spent for solving each problem
by LINGO is less than one second.
We have simultaneously compared linear and nonlinear re-
sults, case by case. We observed that the nonlinear estimation
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No R1, R2, R3, R4, RW TC(LINGO)a TC(Simul)b Error % No R1, R2, R3, R4, RW TC (LINGO)a TC (Simul)b Error
%
65 1, 7, 1, 6, 2 70.331 74.816 5.995 97 7, 6, 7, 6, 21 74.022 79.539 6.936
66 7, 7, 1,7, 20 70.681 59.486 18.821 98 7, 1, 1, 3, 6 58.064 46.625 24.534
67 7, 5,7, 4,7 71.171 84.615 15.888 99 1, 2, 1, 3,−32 52.520 38.237 37.354
68 7, 7, 1,7, 14 76.675 86.361 11.215 100 1, 6, 1, 3, 12 96.261 90.413 6.469
69 7, 2, 1, 6, 8 77.166 77.964 1.024 101 7, 7, 1, 7, 12 78.913 96.227 17.993
70 7, 3, 1, 3, 0 71.839 64.379 11.589 102 7, 7, 1, 7, 19 80.746 84.958 4.958
71 1, 6, 1, 3, 7 56.369 47.410 18.896 103 1, 2, 1, 3,−32 55.740 51.753 7.703
72 7, 4, 1,3, 18 88.291 84.093 4.993 104 1, 6, 1, 3, 12 78.702 73.953 6.421
73 7, 7, 7, 1, 26 71.084 80.492 11.688 105 7, 7, 1, 7, 9 71.485 82.970 13.842
74 7, 7, 7, 6, 26 77.955 80.703 3.406 106 7, 1, 7, 1, 1 65.024 60.867 6.829
75 1, 3, 1, 6, 8 61.602 48.346 27.421 107 7, 1, 7, 6, 24 67.857 63.137 7.474
76 7, 4, 1, 4, 13 83.620 75.048 11.422 108 1, 5, 7, 6, 0 64.381 62.332 3.288
77 7, 7, 1, 7, 9 70.160 69.066 1.585 109 7, 5, 7, 1, 6 62.845 82.620 23.934
78 7, 7, 1, 7, 24 81.312 83.423 2.530 110 1, 7, 1, 6, 8 78.518 77.733 1.010
79 1,7, 1,6, 2 66.302 60.928 8.820 111 7, 4, 1, 7, 14 81.916 72.028 13.728
80 1, 3, 1, 6,−7 64.143 58.948 8.814 112 1, 7, 1, 6, 7 83.354 91.508 8.911
81 1, 4, 7, 4,−12 60.141 56.349 6.731 113 7, 1, 1, 3,−11 60.695 53.448 13.558
82 7, 5, 7, 1, 6 58.293 54.488 6.984 114 7, 1, 7, 4, 17 63.437 58.921 7.664
83 7, 6, 7, 6, 8 76.656 73.648 4.084 115 1, 7, 1, 6, 15 65.510 54.162 20.951
84 1,2, 1, 3,−1 61.674 56.319 9.508 116 1, 6, 1, 3, 7 68.928 64.433 6.976
85 1, 3, 1, 6, 8 75.357 64.135 17.497 117 7, 7, 1, 7, 20 83.018 74.886 10.860
86 7, 3,1, 3, 13 69.869 62.156 12.410 118 7, 7, 7, 1, 15 64.544 88.361 26.955
87 7, 2, 1, 6, 14 68.020 53.987 25.993 119 7, 1, 1, 3, 6 70.627 63.279 11.612
88 7, 6, 7, 6, 12 63.549 61.703 2.991 120 1, 5, 7, 6,−1 68.027 80.943 15.956
89 1, 5, 7, 4,−14 63.396 68.068 6.865 121 1, 2, 1, 3,−1 50.412 40.889 23.291
90 7, 2, 1, 6,−2 69.679 62.262 11.913 122 1, 6, 1, 3,−10 62.503 67.748 7.742
91 7, 4,1, 4, 0 74.663 77.679 3.883 123 1, 3, 1, 6,−7 68.069 70.812 3.873
92 7, 3,1, 6, 2 72.793 76.618 4.992 124 7, 7, 1, 7, 18 98.968 99.618 0.652
93 7, 1, 1, 3,−11 64.044 66.664 3.930 125 7, 4, 1, 3, 6 84.798 81.069 4.600
94 7, 6, 7, 1, 6 69.171 69.898 1.040 126 7, 7, 1, 7, 14 78.669 74.983 4.916
95 1, 6, 1, 3,−2 76.770 81.408 5.698 127 7, 7, 7, 1, 21 67.933 80.930 16.059
96 1, 6, 1, 3,−2 81.435 89.982 9.498 128 1, 6, 1, 3,−9 58.920 56.726 3.868
a TC (LINGO) gives the total cost values solving the model stated as in Eqs. (17) and (18).
b TC (Simul) represents the corresponding simulation results.errors were less than the linear ones for 102 cases out of 128
(80%), while this was not the case for the rest of the 26 numer-
ical problems. The justification for the 26 problems can be that
Lingo has not been able to find the optimal solution. In other
words, since it has found local optimal solutions in a nonlinear
case, the error was more than that of the linear one.
8. Conclusion and further research
In this paper, a statistical method for estimating the total
cost function of a two-echelon inventory system with one cen-
tral warehouse and a few non-identical retailers, while unsat-
isfied demand is lost at the retailers, was proposed. Previous
research considered cases of identical retailers, but this study
has taken up the case of non-identical retailers. Having uti-
lized linear and nonlinear regression techniques, we developed
two estimated cost functions and assessed the accuracy through
simulation. The accuracy of the linear estimation turned out
to be about 33.5%, while that of the nonlinear estimation ap-
proached 9.5%, considering 128 numerical problems that cover
all input variable values. Regarding nonlinear regression appli-
cation, 72% of the considered problems have errors less than
12%, 60% of the problems have errors less than 9%, and 43% of
the problems have errors less than 6%. Only 10% of the problems
have more than 20% error.
The results indicate that the nonlinear regressionmodel out-
performs the linear one. Further research could address the ef-
ficiency of the linear and nonlinear regression models for other
multi-echelon inventory models.References
[1] Sherbrooke, C.C. ‘‘METRIC: a multi-echelon technique for recoverable
item control’’, Operations Research, 16, pp. 122–141 (1968).
[2] Akbari Jokar, M.R. and Seifbarghy, M. ‘‘Cost evaluation of a two-echelon
inventory system with lost sales and approximately Normal demand’’,
Scientia Iranica, 13(1), pp. 105–112 (2006).
[3] Deuermeyer, B. and Schwarz, L.B. ‘‘A model for the analysis of system
service level in warehouse/retailer distribution system: the identical
retailer case’’, In Multilevel Production/Inventory Control Systems, Chapter
13 (TIMS Studies in Management Science 16), L Schwarz, Ed., Elsevier, New
York, USA (1981).
[4] Axsäter, S. ‘‘Simple solution procedures for a class of two-echelon
inventory problems’’, Operations Research, 38, pp. 64–69 (1990).
[5] Axsäter, S. ‘‘Exact and approximate evaluation of batch-ordering policies
for two-level inventory systems’’, Operations Research, 41, pp. 777–785
(1993).
[6] Axsäter, S. ‘‘Evaluation of installation stock-based (R,Q ) policies for
two-level inventory systems with Poisson demand’’, Operations Research,
46, pp. 135–145 (1998).
[7] Forsberg, R. ‘‘Exact evaluation of (R,Q )-policies for two-level inventory
systems with Poisson demand’’, European Journal of Operational Research,
96, pp. 130–138 (1996).
[8] Axsäter, S. and Marklund, J. ‘‘Optimal position-based warehouse ordering
in divergent two-echelon inventory systems’’, Operations Research, 56,
pp. 975–991 (2008).
[9] Anderson, J. and Melchiors, P. ‘‘A two echelon inventory model with lost
sales’’, International Journal of Production Economics, 69, pp. 307–315
(2001).
[10] Seifbarghy, M. and Akbari Jokar, M.R. ‘‘Cost evaluation of a two-echelon
inventory system with lost sales and approximately Poisson demand’’,
International Journal of Production Economics, 102, pp. 244–254 (2006).
[11] Hill, R.M., Seifbarghy, M. and Smith, D.K. ‘‘A two-echelon inventory model
with lost sales’’, European Journal of Operational Research, 181, pp. 753–766
(2007).
[12] Caggiano, K.E., Jackson, P.L., Muckstadt, J.A. and Rappold, J.A. ‘‘Efficient
computation of time-based customer service levels in amulti-item,multi-
echelon supply chain: A practical approach for inventory optimization’’,
European Journal of Operational Research, 199(3), pp. 744–749 (2009).
810 M. Seifbarghy et al. / Scientia Iranica, Transactions E: Industrial Engineering 20 (2013) 801–810[13] You, F. and Grossmann, I.E. ‘‘MINLP model and algorithms for optimal
design of large-scale supply chain with multi-echelon inventory and risk
pooling under demand uncertainty’’, Computer Aided Chemical Engineering,
27, pp. 1983–1988 (2009).
[14] Topan, E., Bayindir, P. and Tan, T. ‘‘An exact solution procedure for multi-
item two-echelon spare parts inventory control problem with batch
ordering in the central warehouse’’, Operations Research Letters, 38(5),
pp. 454–461 (2010).
[15] Yang, M.-F. and Lin, Y. ‘‘Applying the linear particle swarm optimization to
a serial multi-echelon inventory model’’, Expert Systems with Applications,
37(3), pp. 2599–2608 (2010).
[16] He, Y. and Zhao, X. ‘‘Coordination in multi-echelon supply chain under
supply and demand uncertainty’’, International Journal of Production
Economics, 139(1), pp. 106–115 (2012).
[17] Zhou, W.-Q., Chen, L. and Ge, H.-M. ‘‘A multi-product multi-echelon
inventory control model with joint replenishment strategy’’, Applied
Mathematical Modelling, 37(4), pp. 2039–2050 (2013).
[18] Montgomery, D.C., Design and Analysis of Experiments, 4th Edn., Wiley,
New York (1997).
[19] Hocking, R.R., Speed, F.M. and Lynn, M.J. ‘‘A class of biased estimators in
linear regression’’, Technometrics, 18, pp. 425–437 (1976).
[20] Keppel, G. andWickens, T.D., Design and Analysis: A Researchers Handbook,
Pearson Prentice Hall (2004).
[21] Rutherford, A., Introducing ANOVA and ANCOVA: A GLM Approach, SAGE
Publishing Ltd (2001).
[22] Myers, R.H. and Montgomery, D.C., Response Surface Methodology: Process
and Product Optimization Using Designed Experiments, Wiley, New York
(1995).[23] Hadley, G. and Whitin, T.M., Analysis of Inventory Systems, Prentice-Hall,
Englewood Cliffs, N.J (1963).
Mehdi Seifbarghy obtained a Ph.D. degree from Sharif University of Technology
in 2005, and is currently Assistant Professor in Alzahra University, Tehran,
Iran. He has published more than 20 papers in numerous national and
international journals including International Journal of Production Economics,
European Journal of Operational Research, Journal of IntelligentManufacturing,
International Journal of Advanced Manufacturing Technology, and so on, and
more than 5 conference papers abroad.
Maghsood Amiri obtained a Ph.D. degree from Sharif University of Technol-
ogy, Tehran, Iran, and is currently Associate Professor in Allameh Tabatabaei
University, Tehran, Iran. He has published more than 50 papers in numerous
national and international journals including Expert Systems with Application,
International Journal of Production Research, Applied Soft Computing, Interna-
tional Journal of Advanced Manufacturing Technology, and so on.
Mostafa Heydari obtained an M.S. degree from the Islamic Azad University of
Qazvin, Iran, in 2008, and has since been working in different areas of industry,
as well as undertaking various projects related to his field of interest.
