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Abstract
In this paper, we will give a proof of the complete submodule structure of Specht modules
corresponding to 2-part partitions for the general linear group GL(n, q) in characteristic p coprime
to q (in non-defining characteristic).
The multiplicities in the Specht module S(n−l,l) being at most 1, we introduce a partial order
on the set of composition factors. Let e be the lowest integer such that p | 1 + q + · · · + qe−1.
We explicitly construct the j , such that D(n−j,j) is a composition factor of S(n−l,l), by looking at
well-defined sets I of exponents of p whose coefficients in the p-adic expansion of (l − j)/e are
relevant. We thus parametrise µI (l) = (n− j, j). The family of such sets I then forms a partially
ordered set under inclusion. We show that this is isomorphic to the poset of composition factors in
S(n−l,l).
The results in this paper are not to be confused with the results for 2-column partition Specht
modules in the defining characteristic of the general linear group, obtained in [A.M. Adamovich,
PhD thesis, Moscow State University, 1992] and discussed in [A. Kleshchev, J. Sheth, J. Algebra 221
(1999) 705–722].
If we were to take q ≡ 1 mod p, we would find the same submodule structure as in the
corresponding Specht modules of the symmetric group (cf. [A. Kleshchev, J. Sheth, J. Algebra 221
(1999) 705–722]).
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Let GL(n, q) be the group of n by n invertible matrices over the field K ∼= Fq of q
elements, where q is a prime power. We are interested in the representations of GL(n, q)
in non-defining characteristic, i.e., over a field F of characteristic p coprime to q . The
main reference for this section is [6]. We will concentrate on presenting the objects we will
be dealing with in a way that will enable us to work with them combinatorially at a later
stage.
Let V = Kn be the underlying vector space of dimension n on which GL(n, q) acts
naturally.
Definition 1.1. For λ= (λ1, . . . , λh) an h-part partition of n, λ 
 n, a λ-flag is a sequence
of subspaces of V such that V = V0  V1  · · ·  Vh = 0, with dimVi−1/Vi = λi ,
∀i = 1, . . . , h. Then GL(n, q) acts naturally on V and so it acts as well on λ-flags.
We define the permutation module Mλ to be the F -space generated by λ-flags. The
F -linear extension of the action of GL(n, q) on V makes Mλ into an F GL(n, q)-module.
Now assume that 1 d  h−1 and 0 t  λd+1. Let µ= (λ1, . . . , λd−1, λd +λd+1 −
t, t, λd+2, . . . , λh). We define the homomorphism ψd,t :Mλ →Mµ by
V = V0  V1  · · · Vd−1  Vd  Vd+1  Vh = 0
→
∑
WdVd
dimWd/Vd+1=t
{V = V0  V1  · · · Vd−1 Wd  Vd+1  Vh = 0}.
We define the Specht module corresponding to λ to be:
Sλ =
h−1⋂
d=1
λd−1⋂
t=0
Kerψd,t Mλ.
Usually we would define Sλ as a right ideal of F GL(n, q). In that case much more work
would be needed to actually prove the Kernel-Intersection property of Sλ.
We define the symmetric non-singular GL(n, q)-invariant bilinear form on Mλ by
〈fi, fj 〉 = δij , for λ-flags fi and fj . We may now give the Submodule Theorem for the
general linear group.
Theorem 1.2 (James [6]). If U is a submodule of Mλ, then either Sλ  U or U  Sλ⊥.
Dλ = Sλ/(Sλ ∩ Sλ⊥) is self-dual and absolutely irreducible and the multiplicity of Dλ in
Mλ is one.
It can be shown that the Dµ, where µ runs over all partitions, is a complete set of
pairwise non-isomorphic irreducible unipotent F GL(n, q)-modules. Furthermore, it can
be shown that the only composition factors of Mµ are of the form Dλ, where λµ. Here
 denotes the dominance order on partitions of n: λµ if and only if∑ji=1 λi ∑ji=1 µi ,
for all j .
770 A. Reuter / Journal of Algebra 271 (2004) 768–7972. Connecting F and K and Gaussian polynomials
Here we define and give some properties of certain ‘numbers’ (some of these are
actually polynomials in q) that will be used extensively in the study of 2-part partition
modules.
Definition 2.1. For n ∈ N and 0 = q ∈ F , we define [0]q = 0, [1]q = 1 and [n]q =
1+ q + · · · + qn−1. We further define
[n]q ! = [n]q [n− 1]q · · · [1]q and
[
n
m
]
q
= [n]q ![m]q ![n−m]q ! .
Let e be the least positive integer such that p divides [e]q , if such an integer exists. If
no such integer exists, we may take e to be equal to infinity.
For b ∈N, we define b∗e and b′e by b= b∗e e+ b′e, where 0 b′ < e.
We write as well [n] for [n]q , b∗ for b∗e and b′ for b′e if no confusion can arise. Note that
[
n
m
]
q
∈ Z[q],
the ring of integer coefficient polynomials in q , and is called a Gaussian polynomial,
although we sometimes consider it just to be an integer or an element of F . The number
b∗e is the integer part of b/e, sometimes denoted by b/e. From the definition of e above,
we know immediately that e 2.
There is a relationship between e and p in the following sense. If p = e then p | [p]q ,
so p | (qp− 1) and qp ≡ 1 mod p. By Fermat’s Little Theorem we have qp−1 ≡ 1 mod p,
so we get q ≡ 1 mod p or p | (q − 1). The converse is obvious. So e = p if and only if
p | q − 1.
If however p  (q− 1), then p | (qe− 1)/(q− 1)= [e]q and qe ≡ 1 mod p, so e divides
the order of the multiplicative group F∗p: e | (p−1). In particular we always have 2 e p
(cf. [4]).
When is a Gaussian polynomial divisible by p?
In order to answer this question, we use Lemma 19.2 of [6] which states that for an odd
prime p, for 1 = q ∈N and for e, t ∈N, where p | (qe − 1)= [e](q − 1), we have
νp
(
qte − 1
e
)
= νp(t),q − 1
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that pνp(a) | a. For a ∈ N and b ∈ N∗, we may define νp(a/b)= νp(a)− νp(b). We then
have, for e, s, t ∈N:
νp
(
qte − 1
qse − 1
)
= νp
(
t
s
)
.
We have the following property of natural numbers:
A set of i consecutive natural numbers contains either i∗ or i∗ + 1 numbers that are
divisible by e.
It can be shown, by simple enumeration, that for a ∈ N, the set {a − i + 1, . . . , a}
contains exactly i∗ numbers divisible by e if a′ = i ′ = 0 or if a′ = 0 and a′ + i ′  e.
Otherwise this set contains exactly i∗ + 1 numbers divisible by e.
We are then able to reduce the problem of when a Gaussian polynomial is divisible by
the prime p to a similar problem in terms of binomial coefficients. For these the answer is
known by Lemma 22.4 in [5]: for a, b ∈ N with p-adic expansions a =∑j0 ajpj and
b=∑j0 bjpj , we have (
a
b
)
≡
∏
j0
(
aj
bj
)
mod p. (1)
In particular p | ( ab) if and only if there is a j  0 such that aj < bj . The proof of the next
theorem relies on a variation of an argument given in the proof of Theorem 19.5 in [6].
Theorem 2.2. Let a, i ∈ N and let e ∈ N be minimal such that p | [e]. If a′ = i ′ = 0 or if
a′ = 0 and a′ + i ′  e then
νp
([
a
i
])
= νp
((
a∗
i∗
))
.
Otherwise νp
([ a
i
])
> 0.
Proof. We first examine the case for an odd prime p. By definition, we have[
a
i
]
= (q
a − 1) · · · (qa−i+1 − 1)
(qi − 1) · · ·(q − 1) .
Now if a′ = i ′ = 0 or if a′ = 0 and a′ + i ′  e, the set {a − i + 1, . . . , a} contains exactly
i∗ numbers divisible by e and we use the property of νp discussed above to deduce that
νp
([
a
i
])
= νp
((
a∗
i∗
))
.
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[e] = 1 + · · · + qe−1, since the set {a − i + 1, . . . , a} contains exactly i∗ + 1 numbers
divisible by e. But p | [e] and therefore νp
([ a
i
])
> 0.
If p = 2, then e= p = 2, in which case every Gaussian polynomial is actually congruent
to the corresponding binomial coefficient modulo p and the statement of the theorem still
holds. ✷
3. Two-part partitions and homomorphisms
We now consider some properties of 2-part partition modules in more detail. We will
think of the 2-part partition permutation module M(n−l,l) as the vector space with the
l-dimensional subspaces of V as a basis.
3.1. The kernel-intersection theorems
We discuss some properties of the following F GL(n, q)-homomorphisms.
Definition 3.1. For 0  j  k  l, let Θk,lj :M(n−k,k) →M(n−l,l) be the homomorphism
given by
U →
∑{
W  V : dimW = l and dim(W ∩U)= j}.
For 0 i  l, let ψi :M(n−l,l) →M(n−i,i) be the homomorphism given by
W →
∑
{U W : dimU = i}.
We also write Θj or Θ.,lj for Θ
k,l
j when no confusion can occur. We will be mostly
interested in Θk,lk and Θ
k,l
0 , called the semistandard and the reverse semistandard
homomorphism from M(n−k,k) → M(n−l,l) respectively, by analogy to the symmetric
group case. A particular property of Θk,l0 is the following, which can be easily deduced
from Theorems 3.1 and 19.5 of [6].
Theorem 3.2. For k, r  l  n/2, we have ImΘk,l0 
⋂l−1
i=r Kerψi if and only if e |
n− k − l + 1 and (n− k − l + 1)∗ ≡ 0 mod p(p((l−r)∗).
In particular we have ImΘk,l0  S(n−l,l) if and only if e | n−k− l+1 and n−k− l+1 ≡
0 mod p(p(l∗). Furthermore, it can be shown (cf. [11]) by elementary methods that the
reverse semistandard homomorphism preserves the kernel-intersection property of the
Specht module S(n−k,k):
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m⋂
i=0
Kerψi
)
Θ
k,l
0 
m⋂
i=0
Kerψi.
3.2. An identity connecting Θk,lj and Θ
k,l
k
A very important result in the representation theory of Sn is that the semistandard
homomorphisms form a basis of HomFSn(Sλ,Mµ), for λ✄µ (unless charF = 2 and λ is
2-singular). In particular therefore we have that Θk,lj and Θk,lk are multiples of each other
in this setting. We establish a similar situation in the context of F GL(n, q).
Sinead Lyle [9] studied the following homomorphisms and was able to conjecture the
identities in expressions (2) and (3). For 0  j  k, we consider the homomorphism
T
k,l
j =
∑k
i=j Θ
k,l
i . So for 0  j < k, we have Θ
k,l
j = T k,lj − T k,lj+1 and the semistandard
homomorphism can be expressed by Θk,lk = T k,lk . It can be shown by induction (cf. [11])
that, for 0 j  k  l, we have
T
k,l
j ↓S(n−k,k) = (−1)k−j q(k−j)(k−j+1)/2
[
k − 1
j − 1
]
T
k,l
k ↓S(n−k,k) (2)
and thus, for 0 j  k  l,
Θ
k,l
j ↓S(n−k,k) = (−1)k−jq(k−j)(k−j−1)/2
[
k
j
]
Θ
k,l
k ↓S(n−k,k). (3)
In particular we have Θk,l0 ↓S(n−k,k) = (−1)kqk(k−1)/2Θk,lk ↓S(n−k,k) .
We are mostly interested in the restriction to the Specht module S(n−k,k) of composi-
tions of reverse semistandard homomorphisms. We know how Θj restricts to S(n−k,k), by
(3) above, and thus Theorem 3.3(ii) in [6] gives us the next result: for A ∈ S(n−k,k),
AΘ
k,m
0 Θ
m,l
0 = (−1)k+mq
k(k−1)+m(m−1)
2
[
l − k
m− k
]
AΘ
k,l
k
= (−1)mq m(m−1)2
[
l − k
m− k
]
AΘ
k,l
0 ,
where Θ0 denotes the restriction of the homomorphism Θ0 to the corresponding Specht
module.
4. Multiplicity-free modules
Let M be a module of finite length. We denote by F(M) the multiset of composition
factors of M and for A ∈ F(M), we denote by [M : A] the multiplicity of A in M ,
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composition factors appearing in a composition series appear once. Thus F(M) is a set if
M is multiplicity-free.
A partial order on the composition factors
We introduce the following partial order for multiplicity-free modules, as in [1] and [7].
Definition 4.1. Let M be a finite-dimensional multiplicity-free module. For A,B ∈F(M),
we say that A≺M B or that A≺ B in M , if for all submodules N M we have B ∈F(N)
implies A ∈F(N).
ForB ∈F(M), defineMB to be the minimal submodule with B as a composition factor:
MB =
⋂
N<M
B∈F(N)
N and F(MB)=
{
A ∈F(M): A≺M B
}∪ {B}.
Then (F(M),≺M) forms a partial order.
We have the following property of ≺M :
A≺M B ⇔ MA <MB.
If M is multiplicity-free then the partial order (F(M),≺M) determines the submodule
structure of M: if N1,N2 M , then N1 <N2 if and only if F(N1)⊂F(N2) and N1 =N2
if and only if F(N1)=F(N2). Furthermore F(N1 +N2)= F(N1)∪F(N2). Since every
submodule of M is a sum of modules of the form MB , we obtain the complete submodule
structure of M by (F(M),≺M).
We have the following facts about the multiplicity-free modulesM . These can be shown
by elementary considerations on the submodules and subfactors of M .
Lemma 4.2. Suppose that A,B,C ∈F(M) and that [M :A] = [M : B] = [M :C] = 1.
(1) Suppose that M  V  U  0. Then F(V /U) ⊆ F(M). Suppose furthermore that
A≺V/U B . Then A≺M B .
(2) If A≺M B ≺M C then there is no subquotient of M with composition factors A and C
but not B .
(3) Let M =M0 M1  · · ·Mk = 0 be a filtration of M and let A ∈F(Mi/Mi+1) and
B ∈F(Mj/Mj+1), for some i,j ∈N. If i < j then A⊀M B .
5. The generalisation of a theorem by Gwendolen Murphy
In [10], Gwendolen Murphy gave a theorem (Theorem 4.6) describing some submod-
ules of S(n−l,l) in the symmetric group setting. In particular this theorem showed that
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sented in the general linear group case. By Theorem 3.2, we have
M(n−i,i)Θi,l0 
l−1⋂
j=r
Kerψj ⇔
{
e | n− i − l + 1, and
(n− i − l + 1)∗ ≡ 0 mod p(p((l−r)∗) (4)
where Θi,l0 is the reverse semistandard homomorphism from M(n−i,i) to M(n−l,l) as
in Definition 3.1. Now let r = i and restrict Θi,l0 to the Specht module S(n−i,i) ∼=⋂i−1
j=0 Kerψj . Then, since Θ
i,l
0 preserves the kernel-intersection (Theorem 3.3), we get
S(n−i,i)Θi,l0  S(n−l,l) if and only if
e | n− l − i + 1 and (n− i − l + 1)∗ ≡ 0 mod p(p((l−i)∗).
Similarly S(n−i,i)Θi,li  S(n−l,l) if and only if e | n− l − i + 1 and (n− i − l + 1)∗ ≡
0 mod p(p((l−i)∗), by expression (3). We now give the equivalent of Theorem 4.6 in [10]
for the general linear group case.
Theorem 5.1. For 0 i2 < i1  l, we have
0 = S(n−i2,i2)Θi2,li2 < S(n−i1,i1)Θ
i1,l
i1
 S(n−l,l)
if and only if e | (n− i2 − l+ 1), e | (n− i1 − l+ 1), (n− i2 − l+ 1)∗ ≡ 0 mod p(p((l−i2)∗)
and (n− i1 − l + 1)∗ ≡ 0 mod p(p((l−i1)∗) with (p((l − i1)∗) < (p((l − i2)∗).
Proof. Suppose e | (n − i2 − l + 1) and (n − i2 − l + 1)∗ ≡ 0 mod p(p((l−i2)∗). Then
S(n−i2,i2)Θi2,li2  S
(n−l,l)
. Furthermore, suppose that e | (n − i1 − l + 1) and (n − i1 −
l + 1)∗ ≡ 0 mod p(p((l−i1)∗). Then S(n−i1,i1)Θi1,li1  S(n−l,l). We now study
Θ
i2,i1
i2
Θ
i1,l
i1
=
[
l − i2
i1 − i2
]
Θ
i2,l
i2
and investigate the Gaussian polynomial in this expression. We have e | (n− l − i2 + 1)−
(n− l − i1 + 1)= i1 − i2 and therefore
(i1 − i2)′ = 0. (5)
Then (l − i2)′ + (i1 − i2)′  e, and by Theorem 2.2 we have that
νp
([
l − i2
i1 − i2
])
= νp
((
(l − i2)∗
(i1 − i2)∗
))
.
But by (5) we know that (i1 − i2)∗ = (i1 − i2)/e = ((l − i2)− (l − i1))/e. Furthermore,
(p((l− i1)∗) < (p((l− i2)∗) and therefore (i1− i2)∗ = (n− l− i2+1)∗−(n− l− i1+1)∗ =
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(i1 − i2)∗ is that of (l − i2)∗ with some part removed. But then(
(l − i2)∗
(i1 − i2)∗
)
≡ 0 mod p
by (1), so p  [ l−i2
i1−i2
]
. Therefore Θi1,li1 maps the (proper) submodule M(n−i2,i2)Θ
i2,i1
i2
of
M(n−i1,i1) to
0 =M(n−i2,i2)Θi2,li2 Θ
i1,l
i1
M(n−i1,i1)Θi1,li1 .
Now we restrict both of these modules to
⋂i2−1
i=0 Kerψi to get
0 = S(n−i2,i2)Θi2,li2 
(
M(n−i1,i1) ∩
i2−1⋂
i=0
Kerψi
)
Θ
i1,l
i1
.
Again restrict these two modules to
⋂i1−1
i=i2 Kerψi . Note that we have S
(n−i2,i2)Θi2,li2 ⋂i1−1
i=i2 Kerψi . Therefore we get
0 = S(n−i2,i2)Θi2,li2  S(n−i1,i1)Θ
i1,l
i1
 S(n−l,l).
But clearly S(n−i2,i2)Θi2,l0 = S(n−i1,i1)Θi1,l0 , since the unique top composition factors of
these modules are not isomorphic.
Conversely, let 0 = S(n−i2,i2)Θi2,li2 < S(n−i1,i1)Θ
i1,l
i1
 S(n−l,l) with i2 < i1. Then
e | (n − l − i2 + 1), e | (n − l − i1 + 1), (n − l − i2 + 1)∗ ≡ 0 mod plp((l−i2)∗) and
(n − l − i1 + 1)∗ ≡ 0 mod plp((l−i1)∗). Now assume that (p((l − i1)∗) = (p((l − i2)∗).
We get e | (n− l− i2 + 1)− (n− l− i1 + 1)= i1 − i2 and (i1 − i2)∗ ≡ 0 mod plp((l−i2)∗).
But since (i1 − i2)∗ = (i1 − i2)/e = ((l − i2) − (l − i1))/e we get (i1 − i2)/e = 0 and
i1 = i2, a contradiction. ✷
Given l and i as in (4), there is usually more than one choice possible for r . We therefore
define
r(l, i)= min{r: e | n− l − i + 1 and (n− l − i + 1)∗ ≡ 0 mod p(p((l−r)∗)} (6)
and
x(l, i)= (p
((
l − r(l, i))∗) such that r(l, i) is as in (6). (7)
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We are now able to draw a few preliminary conclusions about the occurrence of some
composition factors of the Specht module S(n−l,l).
Lemma 5.2. Suppose that M(n−k,k)Θk,l0 
⋂l−1
i=r Kerψi with D(n−u,u) ≺ D(n−v,v) in
S(n−k,k), with u,v > r . Then D(n−v,v) ≺D(n−u,u) in S(n−l,l).
Proof. Since ImΘk,l0 
⋂l−1
i=r Kerψi , we may restrict to
⋂r−1
i=0 Kerψi to get
ImΘk,l0 ∩
r−1⋂
i=0
Kerψi  S(n−l,l).
Since M(n−l,l) has a Specht filtration, the composition factors of M(n−l,l)/
⋂r−1
i=0 Kerψi are
from the set
⋃r−1
i=0 F(S(n−i,i)) (with multiplicities). Therefore, for all j = r + 1, . . . , l− 1,
we have that D(n−j,j) is not a composition factor of
ImΘk,l0
/(
ImΘk,l0 ∩
r−1⋂
i=0
Kerψi
)
and consequently, for u,v > r , we know that ImΘk,l0 contains D
(n−u,u) and D(n−v,v) at
most once. Furthermore, since KerΘk,l0  S(n−k,k)⊥ andM(n−k,k)/S(n−k,k)⊥ ∼= (S(n−k,k))′,
we know that ImΘk,l0 contains D
(n−u,u) and D(n−v,v) at least once. In the quo-
tient M(n−k,k)/S(n−k,k)⊥, we have as well D(n−v,v) ≺ D(n−u,u) and we therefore have
D(n−v,v) ≺ D(n−u,u) in ImΘk,l0 , since ImΘk,l0 ∼=M(n−k,k)/KerΘk,l0 and by Lemma 4.2.
But D(n−u,u) and D(n−v,v) occurring in ImΘk,l0 actually occur inside S(n−l,l) and the result
follows. ✷
Lemma 5.3. Suppose that 0 = S(n−k,k)Θk,i0 < S(n−l,l)Θl,i0 in S(n−i,i) . Then ∀b such that
D(n−k,k) ≺ D(n−b,b) ≺ D(n−l,l) in S(n−l,l), we have D(n−k,k) ≺ D(n−b,b) ≺ D(n−l,l) in
S(n−i,i) .
Proof. Since 0 = S(n−k,k)Θ  S(n−l,l)Θ in S(n−i,i) , we know that D(n−k,k) and D(n−l,l)
are composition factors of S(n−i,i) . In S(n−l,l)Θl,i0 , we have D(n−k,k) ≺ D(n−l,l). Now,
since D(n−k,k) ≺D(n−b,b) ≺D(n−l,l) in S(n−l,l), we know that no subquotient of S(n−l,l)
has the factors D(n−k,k) and D(n−l,l) without having D(n−b,b) as a factor, by Lemma 4.2.
But S(n−l,l)Θl,i0  S(n−i,i) is isomorphic to a subquotient of S(n−l,l) with D(n−k,k) and
D(n−l,l) as factors, so it must have D(n−b,b) as a composition factor. ✷
Lemma 5.4. Let Θ ∈ Hom(S(n−i,i),Mµ), for (n − i, i)  µ. Suppose that D(n−j,j) ≺
D(n−k,k) in S(n−i,i) and that D(n−j,j) ∈ F(S(n−i,i)Θ). Then D(n−k,k) is a composition
factor of S(n−i,i)Θ .
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F(S(n−i,i)/KerΘ). But then we cannot have D(n−j,j) ≺D(n−k,k), a contradiction. ✷
6. The composition factors of S(n−l,l)
We will only study the case where e < p here. For the case where e= p, or equivalently,
where q ≡ 1 mod p, we could go through the results discussed here, adjusting the notation
if required.
Let l ∈ N, l  n/2 and λ = (n − l, l). For a, b ∈ N with p-adic expansions a =∑
i0 aip
i and b =∑i0 bipi , we say that a contains b to base p, denoted by a ⊃p b,
if (p(b) < (p(a) and if for all i ∈ N we have bi = ai or bi = 0 (cf. [5]), where (p(m), for
m ∈N is given by 0 p(p(m)−1 m< p(p(m).
Recall that b∗e = b∗ denotes the integer part of b/e, where b, e ∈ N and e is minimal
such that p | [e] = 1+ q+ · · ·+ qe−1. In the case e < p, we usually write b∗ instead of b∗e .
Note also that we have p = 2 here, since 1 = e < p.
Now, given a, b ∈N, we define
fp,e(a, b)=
{1 if b = 0,
1 if (a + 1)∗ ⊃p b∗ and (e | b or e | (a + 1− b)),
0 otherwise.
The composition multiplicity of D(n−j,j) in S(n−l,l) is then given by Theorem 20.6 in [6]:
Theorem 6.1 (James). [S(n−l,l) :D(n−j,j)] = fp,e(n− 2j, l− j).
And it is either 1 or 0.
We now give a Kleshchev–Sheth type description of the j such that the composition
factors D(n−j,j) occur in S(n−l,l) (cf. [7]).
Definition 6.2. For λ= (n− l, l), with 0 l  n/2 and (p(l)= s+1, let aλ = n−2l+1 =
a∗λe+ a′λ. Let
a∗λ = (n− 2l+ 1)∗ =
∑
i0
bip
i .
Define
B∗,−λ =
{ {0 i  (p(l): bi = 0}, if a′λ = 0,{0 i  (p(l): bi = 0} ∪ {−1} otherwise,
and
B∗,+λ =
{ {(p(l)}, if bi = p− 1, ∀i = 0, . . . , (p(l),
{0 i  ( (l): b = p− 1}, otherwise.p i
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I∗ = [j1, j2[ ∪ [j3, j4[ ∪ · · · ∪ [j2t−1, j2t [, (8)
with j1 < j2 < · · ·< j2t and such that ∀ k = 1, . . . , t , we have j2k−1 ∈ B∗,−λ and j2k ∈ B∗,+λ
as defined above. Define δ∅ = 0 and for any ∅ = I∗ ∈A∗λ as above, define
δI ∗ =
∑
i∈I ∗
i =−1
(p− 1− bi)pi +
t∑
k=1
j1 =−1
pj2k−1 . (9)
For all I∗ ∈A∗λ, we define
µI ∗(l)=
{
(n− l + δI ∗e+ e− a′λ, l − (δI ∗e+ e− a′λ)), if − 1 ∈ I∗,
(n− l + δI ∗e, l − δI ∗e), otherwise.
Furthermore, we define A∗λ as follows
A∗λ =
{
I∗ ∈A∗λ: −1 /∈ I∗ and δI ∗e l
}
∪ {I∗ ∈A∗λ: −1 ∈ I∗ and δI ∗e+ e− a′λ  l},
and let i1 = min{i ∈ B∗,−λ } and i2T = max{i ∈ B∗,−λ }, such that [i1, i2T [∈A∗λ. For i ∈ B∗,−λ ,
we define iˆ = min{j ∈ B∗,+λ : j > i}, if it exists, and for i ∈ B∗,+λ , we define i˜ = max{j ∈
B∗,−λ : j < i}, if it exists.
Note that i1 = −1 if a′λ > 0. The composition factors of S(n−l,l) are then given by the
following theorem.
Theorem 6.3. F(S(n−l,l))= {DµI∗ (l): I∗ ∈A∗λ}.
Proof. For D(n−j,j) to be a composition factor of S(n−l,l), we need e | (l − j) or e | (n−
l− j + 1). If a′λ = 0, then e | (l− j) if and only if e | (n− l− j + 1)= n− 2l+ 1+ (l− j)
and for all I∗ ∈ A∗λ we have −1 /∈ I∗. We may then take (l − j)∗ = δI ∗ and the result
follows by the calculation of Sheth in [12] for the symmetric group case.
Now suppose that a′λ = 0 and e | (l − j). Again we may take (l − j)∗ = δI ∗ , since
(l−j)′ = 0, i.e., −1 /∈ I∗. Then (n−2j+1)∗ = (n−2l+1+2(l−j))∗, since (l−j)′ = 0,
and
(n− 2j + 1)∗ = (n− 2l + 1)∗ + 2δI ∗
= δI ∗ +
t∑
k=1
(bj2k + 1)pj2k +
∑
i /∈I ∗
i =j2,...,j2t
bip
i
⊃p δI ∗
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Next suppose that a′λ = 0 and e | (n− l− j + 1). Then e  (l− j) and so −1 ∈ I∗. Since
n − l − j + 1 = n − 2l + 1 + l − j , we have (l − j)′ = e − (n − 2l + 1)′ = e − a′λ ≡−a′λ mod e. Here we take again (l − j)∗ = δI ∗ , by the following.
(n− 2j + 1)∗ = (n− 2l + 1+ 2(l− j))∗
= (n− 2l + 1)∗ + 2(l − j)∗ + (a′λ + 2(l − j)′)∗
=
∑
i0
bip
i + 2δI ∗ + 1,
since a′λ + 2(l − j)′ = a′λ + 2e− 2a′λ = 2e− a′λ and (2e− a′λ)∗ = 1. Then
(n− 2j + 1)∗ =
∑
0i /∈I ∗
bip
i +
∑
−1 =i∈I ∗
(p− 1− bi)pi +
t∑
k=2
pj2k−1
+
∑
−1 =i∈I ∗
(p− 1)pi +
t∑
k=2
pj2k−1 + 1
=
∑
0i /∈I ∗
i =j2,...,j2t
bip
i + δI ∗ − 1+
t∑
k=1
(bj2k + 1)pj2k + 1
⊃p δI ∗,
since j1 =−1 and so
∑
−1 =i∈I ∗
(p− 1)pi +
t∑
k=2
pj2k−1 =−pj1+1 +
t∑
k=1
pj2k =−1+
t∑
k=1
pj2k .
So in all the cases examined, we may take (l− j)∗ = δI ∗ and either (l− j)′ = e− a′λ or
(l − j)′ = 0, depending on whether −1 ∈ I∗ or not (respectively). ✷
We give an example to illustrate the notation.
Example 6.4 (n= 62, e = 2, p = 3, l = 21). We examine the composition factors for the
Specht module S(41,21) for GL(62, q), over the field F such that charF = 3 and where
q ≡−1 mod 3.
Here aλ = n− 2l + 1 = 21 and so a∗λ = 10 = 1 + 9 = (1,0,1) and a′λ = 1. Therefore
b0 = 1, b1 = 0, b2 = 1 and B∗,−λ = {−1,0,2} and B∗,+λ = {0,1,2}. We now form all
possible sets I∗ ∈A∗λ (last column in Table 1) and calculate (l− j)∗. Then we get l− j by
multiplying (l− j)∗ by e, and adding e− a′λ = 1 if −1 ∈ I∗. For example for I∗ = [−1,2[
we have (l − j)∗ = (p − 1 − b0)+ (p − 1 − b1)p = 1 + 6 = 7 and l − j = 14 + 1 = 15.
The 3-adic expansions of (n− 2j + 1)∗ are also shown in Table 1.
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(n− 2j + 1)∗2 ⊃3 (21− j)∗2 for S(41,21) and q ≡−1 mod 3
j l− j n− 2j + 1 (l− j)∗2 (n− 2j + 1)∗2 I∗
5 16 53 (2,2) (2,2,2) [0,2[
6 15 51 (1,2) (1,2,2) [−1,2[
17 4 29 (2,0) (2,1,1) [0,1[
18 3 27 (1) (1,1,1) [−1,1[
20 1 23 (0) (2,0,1) [−1,0[
21 0 21 (0) (1,0,1) ∅
The entries in Table 1 are shown by increasing j , but they really should be in the order
in which we obtained I∗.
The following result is a corollary of Theorem 6.3 (cf. Corollaries 2.14 and 2.15 in [3])
and is given here to illustrate the notation.
Corollary 6.5.
(1) S(n−l,l) is irreducible if and only if A(n−l,l) = {∅},
(2) The socle of S(n−l,l) is irreducible and isomorphic to Dµ[i1 ,i2T [(l).
7. The submodule structure of S(n−l,l)
We now want to prove that the submodule structure of the 2-part partition Specht
modules in F GL(n, q) is poset-isomorphic to the incidence structure in A∗λ. In order to
prove this, we assume that we know the submodule structure of all the Specht modules
Sµ, for µ ✄ (n − l, l), and deduce the submodule structure of S(n−l,l). We examine the
occurrence of the composition factor DµI∗ (l) in S(n−l,l) according to the form of the set
I∗ ∈A∗λ.
7.1. Sets with a common extremum
We first examine the case where two sets have a common maximum.
Lemma 7.1. Suppose that i ∈ B∗,+λ . For all I∗ ∈A∗λ with max I∗ = i − 1, the composition
factor DµI∗ (l) of S(n−l,l) is as well a composition factor of S(n−f,f ), where
f =
{
l − (δ[i1,i[e+ e− a′λ), if a′λ > 0,
l − δ[i1,i[e, otherwise.
Proof. We compute
n− 2f + 1=
{
n− 2l + 1+ 2δ[i1,i[e+ 2e− 2a′λ, if a′λ > 0,
n− 2l + 1+ 2δ e, otherwise.[i1,i[
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2e− 2a′λ, and
(n− 2f + 1)∗ = a∗λ + 2δ[−1,i[ +
(
2e− a′λ
)∗
= a∗λ + 2δ[−1,i[ + 1
=
∑
j0
bjp
j + 2
i−1∑
j=0
(p− 1− bj )pj + 1
=
i−1∑
j=0
(p− 1− bj )pj +
i−1∑
j=0
(p− 1)pj +
∑
ji
bjp
j + 1
= δ[−1,i[ + (bi + 1)pi +
∑
j>i
bjp
j ,
since
∑i−1
j=0(p − 1)pj = −1 + pi . In the case where a′λ = 0, we obviously get (n −
2f + 1)∗ = a∗λ + 2δ[i1,i[. Thus
(n− 2f + 1)∗ =
{
δ[−1,i[ + (bi + 1)pi +∑j>i bjpj , if a′λ > 0,
δ[i1,i[ + (bi + 1)pi +
∑
j /∈[i1,i] bjp
j , otherwise. (10)
Now let I∗ be as in Eq. (8), but with max I∗ = j2t − 1 = i − 1, and let
h=
{
l − (δI ∗e+ e− a′λ), if − 1 ∈ I∗,
l − δI ∗e, otherwise.
We then get
f − h=

l − (δ[i1,i[e+ e− a′λ)− l + (δI ∗e+ e− a′λ), if i1 =−1 and − 1 ∈ I∗,
l − (δ[i1,i[e+ e− a′λ)− l + δI ∗e, if i1 =−1 and − 1 /∈ I∗,
l − δ[i1,i[e− l + (δI ∗e+ e− a′λ), if i1 = −1 and − 1 ∈ I∗,
l − δ[i1,i[e− l + δI ∗e, if i1 = −1 and − 1 /∈ I∗.
But then
f − h=

(δI ∗ − δ[i1,i[)e, if i1 =−1 and − 1 ∈ I∗,
(δI ∗ − δ[i1,i[)e− e+ a′λ, if i1 =−1 and − 1 /∈ I∗,
(δI ∗ − δ[i1,i[)e+ e− a′λ, if i1 = −1 and − 1 ∈ I∗,
(δI ∗ − δ[i1,i[)e, if i1 = −1 and − 1 /∈ I∗.
So, if i1 =−1 and −1 ∈ I∗, we have
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∑
j /∈I ∗
j<i
(p− 1− bj )pj +
t∑
r=2
pj2r−1
=
t−1∑
r=1
(bj2r + 1)pj2r +
∑
j /∈I ∗
j =j2,...,j2t
j<i
bjp
j , (11)
since −∑j2r+1−1j=j2r (p− 1)pj = pj2r − pj2r+1 , for all r = 1, . . . , t − 1. Similarly, if i1 =−1
and −1 /∈ I∗, we have
(f − h)∗ = δI ∗ − δ[i1,i[ − 1
=−
j1∑
j=0
(p− 1− bj )pj + pj1 −
∑
j /∈I ∗
j1<j<i
(p− 1− bj )pj
+
t∑
r=2
pj2r−1 − 1
=
j1−1∑
j=0
bjp
j +
t−1∑
r=1
(bj2r + 1)pj2r +
∑
j /∈I ∗
j =j2,...,j2t
j<i
bjp
j , (12)
by the calculation above and since we have −∑j1−1j=0 (p− 1)pj = 1− pj1 . If i1 = −1 and
−1 ∈ I∗, we proceed similarly:
(f − h)∗ = δI ∗ − δ[i1,i[
=
i1−1∑
j=0
(p− 1− bj )pj − pi1 −
∑
j /∈I ∗
i1<j<i
(p− 1− bj )pj +
t∑
r=2
pj2r−1
=
i1−1∑
j=0
(p− 1− bj )pj +
t−1∑
r=1
(bj2r + 1)pj2r +
∑
j /∈I ∗
j =j2,...,j2t
j<i
bjp
j , (13)
by the above. Finally, if i1 = −1 and −1 /∈ I∗, we have
(f − h)∗ =
i1−1∑
j=j1
(p− 1− bj )pj − pi1 −
∑
j /∈I ∗
(p− 1− bj )pj +
t∑
r=2
pj2r−1i1<j<i
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i1−1∑
j=j1
(p− 1− bj )pj +
t−1∑
r=1
(bj2r + 1)pj2r +
∑
j /∈I ∗
j =j2,...,j2t
j<i
bjp
j , (14)
where the sum
∑i1−1
j=j1(p − 1 − bj )pj is empty if i1  j1. In all these cases, we get that
(f − h)∗, in expressions (11), (12), (13) and (14), is of a valid form for D(n−h,h) to be a
composition factor of S(n−f,f ), by Theorem 6.3. ✷
Remark 7.2. Note that if J ∗ ∈ A∗λ and maxJ ∗ < i − 1, then clearly DµJ∗ (l) /∈
F(Mµ[i1,i[(l)), since δ[i1,i[ > δJ ∗ and thus (l − δ[i1,i[e)∗ < (l − δJ ∗e)∗. Note also that if
I∗, J ∗ ∈A∗λ such that max I∗ = maxJ ∗ = i − 1 and DµI∗ (l) ≺DµJ∗ (l) in S(n−f,f ), then
DµJ∗ (l) ≺ DµI∗ (l) in S(n−l,l), by Lemma 5.2. The pictorial argument for the case where
i = i2T and (n−m, m)= µ[i1,i2T [(l) is given in Fig. 1.
We now look at what happens when two sets have the same minimum. Recall that for
j ∈N∪ {−1}, we define jˆ to be min{i ∈ B∗,+λ : i > j }.
Lemma 7.3. Let j ∈ B∗,−λ . Then for all I∗ ∈ A∗λ such that min I∗ = j , the composition
factor DµI∗ (l) of S(n−l,l) is also a composition factor of S(n−g,g), where
g =
{
l − (δ[j,jˆ [e+ e− a′λ), if j =−1,
l − δ[j,jˆ [e, otherwise.
Proof. We proceed as in the previous lemma. If j =−1, we have n− 2g + 1 = n− 2l +
1+ 2δ[j,jˆ [e+ 2e− 2a′λ, and if j = −1, we have n− 2g+ 1 = n− 2l+ 1+ 2δ[j,jˆ [e. Thus
(n− 2g+ 1)∗ =
{
δ[−1,−̂1[ + (b−̂1 + 1)p−̂1 +
∑
i>−̂1 bipi, if j =−1,
δ[j,jˆ [ + (bjˆ + 1)pjˆ +
∑
i /∈[j,jˆ ] bip
i, otherwise.
Fig. 1. Θm,l0 :M
(n−m,m) ↪→ S(n−l,l), its image and kernel.
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h=
{
l − (δI ∗e+ e− a′λ), if j =−1,
l − δI ∗e, otherwise.
Then we get g − h= (δI ∗ − δ[j,jˆ [)e, regardless of whether j =−1 or not. Therefore
(g − h)∗ =
∑
i∈I\[j,jˆ [
(p− 1− ai)pi +
t∑
r=2
pj2r−1
=
∑
i∈I\[j,jˆ ]
(p− 1− ai)pi +
(
p− 1− (a
jˆ
+ 1))pjˆ + pjˆ
+
t∑
r=2
pj2r−1
=
∑
i∈I\[j,jˆ [
(p− 1− gi)pi +
t∑
r=2
pj2r−1 + pjˆ
is of a valid form for D(n−h,h) to be a composition factor of S(n−g,g). ✷
The following lemma gives us some information about the order of composition factors
corresponding to partitions as described in the above lemma. It tells us that their order in
S(n−l,l) is the same as that in S(n−g,g).
Lemma 7.4. Suppose that j ∈ B∗,−λ and that j = i1 and j = i2T . We then have
Dµ[j,i2T [(l) = Sµ[j,i2T [(l)Θ.,h0  Sµ[j,jˆ [(l)Θ.,h0  S(n−l,l)Θl,h0
in S(n−h,h), where
h=
{
l +∑j−1i=0 bipie+ a′λ, if a′λ > 0,
l +∑j−1i=i1 bipie, otherwise.
Proof. We look at x(h, l − δ[j,i2T [e), x(h, l − δ[j,jˆ [e) and x(h, l) as defined in expression(7), provided they exist. Since
n− h− (l − δ[j,i2T [e)+ 1
=
{
n− l −∑j−1i=0 bipie− a′λ − l + δ[j,i2T [e+ 1, if a′λ > 0,
n− l −∑j−1 b pie− l + δ e+ 1, otherwisei=i1 i [j,i2T [
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{
n− 2l + 1+ δ[j,i2T [e−
∑j−1
i=0 bipie− a′λ, if a′λ > 0,
n− 2l + 1+ δ[j,i2T [e−
∑j−1
i=i1 bip
ie, otherwise
=
{∑
i0 bip
ie+ a′λ + δ[j,i2T [e−
∑j−1
i=0 bipie− a′λ, if a′λ > 0,∑
i0 bip
ie+ δ[j,i2T [e−
∑j−1
i=i1 bip
ie, otherwise
= ppj e+
i2T−1∑
i=j+1
(p− 1)pie+
∑
ii2T
bip
ie,
we have e | (n−h− (l− δ[j,i2T [e)+1). We see as well that (n−h− (l− δ[j,i2T [e)+1)∗ ≡
0 mod pi2T , and so x(h, l− δ[j,i2T [e) i2T and Dµ[j,i2T [(l) = Sµ[j,i2T [(l)Θ.,h0 . Similarly, we
get e | (n − h − (l − δ[j,jˆ [e) + 1) and (n − h − (l − δ[j,jˆ [e) + 1)∗ ≡ 0 mod pjˆ , so that
x(h, l − δ[j,jˆ [e) jˆ , and we get e | (n− h− l + 1) and (n− h− l + 1)∗ ≡ 0 mod pj , so
that x(h, l) j . The result then follows by Theorem 5.1. ✷
7.2. The comparison result
We are now able to explore how the composition factors corresponding to comparable
sets I∗, J ∗ ∈A∗λ occur in S(n−l,l).
Theorem 7.5. Let I∗, J ∗ ∈A∗λ. If J ∗ ⊂ I∗, then DµI∗ (l) ≺DµJ∗ (l) in S(n−l,l).
Proof. The submodule structure of S(n) and S(n−1,1), together with the incidence structure
of A(n) and A(n−1,1) provide the base step for the induction. Lemma 7.1 and induction
show that the theorem holds for sets I∗ and J ∗ such that max I∗ = maxJ ∗. The order of
the composition factors is reversed compared to that of the respective preimage under Θ.,l0 ,
by Lemma 5.2. Lemmas 7.3 and 7.4 and induction show that the theorem holds for sets I∗
and J ∗ such that min I∗ = minJ ∗. Here the order of the composition factors is the same
as that in the preimage under Θ.,l0 , by Lemma 5.3. Now, for general I∗, J ∗ = ∅, suppose
that J ∗ ⊂ I∗. Then we construct a set K∗ ∈A∗λ such that
J ∗ ⊂K∗ ⊂ I∗
with minK∗ = min I∗ and maxK∗ = maxJ ∗ to get DµK∗ (l) ≺ DµJ∗ (l) and DµI∗ (l) ≺
DµK∗ (l) in S(n−l,l). Therefore DµI∗ (l) ≺DµJ∗ (l) in S(n−l,l) and the result holds. ✷
7.3. Some kernels in the Specht module
We now prove a nice theorem that explains which composition factors belong to the
kernel of the restriction to the Specht module of the reverse semistandard homomorphism.
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Let
h=
{
l +∑i5−1i=0 bipie+ a′λ, if a′λ > 0,
l +∑i5−1i=i1 bipie, otherwise.
Then DµI∗ (l) ∈F(S(n−l,l) ∩KerΘl,h0 ) and DµJ∗ (l) ∈F(S(n−l,l)Θl,h0 ).
Proof. We first examine the case where we have i1 = i3. We know that 0 = Sµ[i1 ,î1 [(l)Θ.,l0 
S(n−l,l), since {
n− l − (l − (δ[i1,î1[e+ e− a′λ))+ 1, if a′λ > 0,
n− l − (l − δ[i1,î1[e)+ 1, otherwise
=
{
n− 2l + 1+ δ[−1,−̂1[e+ e− a′λ, if a′λ > 0,
n− 2l + 1+ δ[i1,î1[e, otherwise
=
{∑−̂1
i=0(p− 1)pie+ e+
∑
i−̂1 bipi, if a′λ > 0,
pe+∑î1i=1(p− 1)pie+∑iî1 bipi, otherwise
≡ 0 mod pî1 .
Now suppose that
h=
{
l +∑i5−1i=0 bipie+ a′λ, if a′λ > 0,
l +∑i5−1i=i1 bipie, otherwise.
Then, by Lemma 7.4, we know that 0 = Sµ[i5 ,î5 [(l)Θ.,h0  S(n−l,l)Θl,h0  S(n−h,h) . We now
want to examine Sµ[i1 ,î1 [(l)Θ.,l0 Θ
l,h
0 . We consider the cases a
′
λ > 0 and a′λ = 0 separately.
For a′λ > 0, we have[
h− (l − (δ[i1,î1[e+ e− a′λ))
l − (l − (δ[i1,î1[e+ e− a′λ))
]
=
[∑i5−1
i=0 bipie+ δ[−1,−̂1[e+ e
δ[−1,−̂1[e+ e− a′λ
]
=
[
e+ (b−̂1 + 1)p−̂1e+
∑i5−1
i=−̂1+1 bip
ie
δ[−1,−̂1[e+ e− a′λ
]
≡ 0 mod p,
by Theorem 2.2. For a′λ = 0, we similarly have[
h− (l − δ[i1,î1[e)
l − (l − δ[i1,î1[e)
]
≡
(∑i3−1
i=i1 bip
i + δ[i1,î1[
δ[i1,î1[
)
≡
(
(bî1 + 1)pî1 +
∑i3−1
i=î1+1 bip
i
δ[i1,î1[
)
≡ 0 mod p,
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l,h
0 = 0. Furthermore we have Sµ[i1 ,î1 [(l)Θ.,l0 
KerΘl,h0 ∩ S(n−l,l) and for all L∗ ∈ A∗λ such that minL∗ = i1, so in particular for I∗,
we have DµL∗ (l) ≺Dµ[i1 ,î1 [(l) in S(n−l,l), by Theorem 7.5, so that
DµL∗ (l) ∈F(KerΘl,h0 ∩ S(n−l,l)).
By Theorem 7.5, we know as well that Dµ[i5 ,i2T [(l) ≺DµJ∗ (l) in S(n−l,l), and by Lemma 7.4
we know that Dµ[i5 ,i2T [(l) is the unique bottom composition factor of S(n−h,h). Therefore
DµJ∗ (l) ∈F(S(n−l,l)Θl,h0 ).
We now examine the case where i1 < i3 here. Note that in the case i1 = i3 examined
above, i5 plays the role that i3 plays here. Furthermore, we assume that there is no
K∗ ∈ A∗λ such that i1 < minK∗ < i3 or i3 < minK∗ < i5. If this were the case, we
would just have to apply the following argument first for minK∗, then for i5. Therefore
we have that Sµ[i3,î3 [(l)Θ.,k0 is isomorphic to a subfactor of S(n−l,l), or S
µ[i3,î3 [(l)Θ.,k0 
S(n−l,l)/(KerΘl,k0 ∩ S(n−l,l)), where
k =
{
l +∑i3−1i=0 bipie+ a′λ, if a′λ > 0,
l +∑i3−1i=i1 bipie, otherwise
plays the role of h in the case above. We now look at S(n−l,l)Θl,h0 . Then, by Lemma 7.4, we
know again that 0 = Sµ[i5 ,î5[(l)Θ.,h0  S(n−l,l)Θl,h0  S(n−h,h). But, for j = i1 or j = i3, we
have e | (n− h− (l − δ[j,jˆ [e)+ 1) and (n− h− (l − δ[j,jˆ [e)+ 1)∗ ≡ 0 mod pj , whereas
e | (n − h − l + 1) and (n − h − l + 1)∗ ≡ 0 mod pi5 , by the calculation in the proof
of Lemma 7.4. Thus Sµ[j,jˆ [(l)Θ.,h0  S
(n−h,h) by Theorem 5.1: if we had Sµ[j,jˆ [(l)Θ.,h0 
S(n−h,h), then we would have Sµ[j,jˆ [(l)Θ.,h0  S(n−l,l)Θ
l,h
0  S(n−h,h) and we would need
j > i5, which contradicts j = i1 or j = i3. But 0 = Sµ[i1 ,î1 [(l)Θ.,l0  S(n−l,l), so
S
µ[i1 ,î1 [(l)Θ.,l0 Θ
l,h
0 =
{
either Sµ[i1 ,î1[(l)Θ.,h0 ,
or 0.
Since 0 = S(n−l,l)Θl,h0  S(n−h,h), we have necessarily Sµ[i1 ,î1 [(l)Θ.,l0 KerΘl,h0 ∩S(n−l,l).
Furthermore, for all L∗ ∈ A∗λ such that minL∗ = i1, we have DµL∗ (l) ≺ Dµ[i1 ,î1 [(l)
in S(n−l,l), by Theorem 7.5 so that DµL∗ (l) ∈ F(KerΘl,h0 ∩ S(n−l,l)). Similarly 0 =
S
µ[i3 ,î3 [(l)  S(n−l,l)/(Sµ[i1 ,î1 [(l)Θ.,l0 ) and
S
µ[i3 ,î3 [(l)Θ.,l0 Θ
l,h
0 =
{
either Sµ[i3 ,î3[(l)Θ.,h0 ,
or 0,
since Sµ[i1 ,î1 [(l)Θ.,l0 KerΘ
l,h
0 ∩ S(n−l,l). Thus we have
S
µ[i3 ,î3 [(l)Θ.,k KerΘl,h ∩ (S(n−l,l)/(Sµ[i1 ,î1 [(l)Θ.,l)).0 0 0
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D
µ[i3 ,î3 [(l) in S(n−l,l), by Theorem 7.5, so that DµL∗ (l) ∈F(KerΘl,h0 ∩ S(n−l,l)). But since
we know, by Lemma 7.4, that Dµ[i5 ,i2T [(l) is the unique bottom composition factor of
S(n−h,h), we have DµJ∗ (l) ∈F(S(n−l,l)Θl,h0 ), as before. ✷
7.4. Properties of some incomparable sets
We now examine the origin of some composition factors corresponding to sets of A∗λ
that are incomparable in the incidence order.
Lemma 7.7. Let λ = (n − l, l) and let I∗, J ∗ ∈ A∗λ, such that I∗, J ∗ = ∅ and such that
neither I∗ ⊂ J ∗ nor J ∗ ⊂ I∗. Assume further that I∗ and J ∗ are as follows:
I∗ = [j1, j2[ ∪ · · · ∪ [j2t−1, j2t [,
J ∗ = [h, k[, (15)
with j1 < · · ·< j2t and h < k < j2t . We have the following properties:
(1) if I∗ ∩ J ∗ = ∅ then the composition factor DµI∗ (l) of S(n−l,l) is not a composition
factor of SµJ∗ (l);
(2) if there are s  u with s, u= 1, . . . , t − 1, such that j2s−1  h < j2s  k  j2u+2 then
the composition factor DµI∗ (l) of S(n−l,l) is a composition factor of SµJ∗ (l) if and only
if j2s−1 = h and j2u+1 < k  j2u+2;
(3) if there is an s = 1, . . . , t − 1 such that j2s  h < j2s+1 < k  j2s+2, then the
composition factor DµI∗ (l) of S(n−l,l) is a composition factor of SµJ∗ (l).
Proof. Let
g =
{
l − (δJ ∗e+ e− a′λ), if h=−1,
l − δJ ∗e, otherwise
and let γ = (n − g, g). We compute a∗γ = (n − 2g + 1)∗ = δ[h,k[ + (bk + 1)pk +∑
i /∈[h,k] bipi as we did for (n− 2f + 1)∗ in Lemma 7.1. Then we put
a∗γ =
∑
ii1
gip
i, (16)
by equating the coefficient gi in (16) with the coefficient of pi in the p-adic expansion of
a∗γ above. For
j =
{
l − (δI ∗e+ e− a′λ), if − 1 ∈ I∗,
l − δI ∗e, otherwise,
we then calculate (g− j)∗ in the different cases considered.
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h = −1, we get
g− j =
{
δI ∗e− δJ ∗e+ e− a′λ, if − 1 ∈ J ∗,
δI ∗e− δJ ∗e, otherwise. (17)
Thus we get (taking h= 0 in the calculation below to cover the case h=−1):
(g − j)∗ = δI ∗ − δJ ∗
= δI ∗ −
∑
i∈J ∗
(p− 1− bi)pi − ph
= δI ∗ +
∑
i∈J ∗
bip
i −
(∑
i∈J ∗
(p− 1)pi +ph
)
= δI ∗ +
∑
i∈J ∗
bip
i − pk. (18)
This is not of a valid form for D(n−j,j) to be a composition factor of S(n−g,g), because of
the term −pk .
For sets I∗ and J ∗ of the form (2), we may take u = s, since the reasoning will be
the same as for s < u, but the notation will be vastly improved. Let us suppose first that
j2s−1 < h and that k < j2s+1. Then h = −1 and g− j is as given in (17) above. It can then
be shown that
(g − j)∗ =
∑
i∈I ∗\[j2s−1,j2s [
(p− 1− gi)pi +
t∑
r=1
r =s
pj2r−1 (19)
+
∑
i∈[j2s−1,h[
(p− 1− gi)pi + pj2s−1 − ph
+
∑
i∈[j2s ,k[
(p− 1− gi)pi + pj2s − pk,
by a similar argument as above. Since p − 1 − gh = bh − 1 = −1 and p − 1 − gk =
p − 2 − bk = −1, this is not of the required form for D(n−j,j) to be a composition factor
of S(n−g,g). Now if we take j2s−1 = h and k < j2s+1, the sum∑
i∈[j2s−1,h[
(p− 1− gi)pi + pj2s−1 − ph
in the penultimate line of (19) is empty, but (g− j)∗ is still not of a valid form for D(n−j,j)
to be a composition factor of S(n−g,g), because of the last line of (19). If we take j2s−1 < h
and j2s+1 < k  j2s+2, the sum in the penultimate line of (19) is not empty, and (g− j)∗ is
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and j2s+1 < k  j2s+2, then g− j = δI ∗e− δJ ∗e and
(g − j)∗ =
∑
i∈I ∗\([j2s−1,j2s [∪[j2s+1,j2s+2[)
(p− 1− gi)pi +
t∑
r=1
r =s,s+1
pj2r−1
+
∑
i∈[j2s ,j2s+1[
(p− 1− gi)pi + pj2s
+
∑
i∈[k,j2s+2[
(p− 1− gi)pi + pk,
by a similar argument as above. This is of a valid form for D(n−j,j) to be a composition
factor of S(n−g,g). The only remaining case to investigate here is for −1 = j1 < h
and j2s+1 < k  j2s+2. Without loss of generality, we may take s = 1 and I∗ =
[−1, j2[ ∪ [j3, j4[, since we are only interested in what happens in-between −1 and h.
We have in this case: g − j = l − δ[h,k[e− l + δI ∗e+ e− a′λ, so that
(g− j)∗ =
h−1∑
i=0
(p− 1− gi)pi − ph +
j3−1∑
i=j2
gip
i + pj2
+
j4∑
i=k
(p− 1− gi)pi + pk. (20)
This is not of the required form for D(n−j,j) to be a composition factor of S(n−g,g), because
of the term −ph appearing in (20).
For sets I∗ an J ∗ of the form (3), we necessarily have h >−1 and so g− j is as in (17).
Therefore, it can be shown that
(g− j)∗ =
∑
i∈I ∗\[j2s+1,j2s+2[
(p− 1− gi)pi +
t∑
r=1
r =s+1
pj2r−1
+
∑
i∈[h,j2s+1[
(p− 1− gi)pi + ph +
∑
i∈[k,j2s+2[
(p− 1− gi)pi
+ pk. (21)
This is of a valid form for D(n−j,j) to be a composition factor of S(n−g,g). ✷
We now give two more lemmas, that discuss composition factors appearing or not
appearing in the image of certain homomorphisms. Recall that for b ∈ N, we denote
max{j ∈ B−: j < b} by b˜, if it exists.λ
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(p(l). Let J ∗1 = [˜b, b[ ∈A∗λ and let J ∗0 = [i1, b[ ∈A∗λ. Let Θ.,l0 be the reverse semistandard
homomorphism: MµJ∗0 (l) →M(n−l,l) and let
U =
l−δJ∗1 e−1⋂
k=0
Kerψk ∩MµJ∗0 (l), (22)
V =
l−δJ∗e−1⋂
k=0
Kerψk ∩MµJ∗0 (l). (23)
Then VΘ.,l0 UΘ
.,l
0 < S
(n−l,l) and DµJ∗ (l) ∈F(VΘ.,l0 ).
Proof. Please refer to Fig. 2 for a pictorial description of MµJ∗0 (l). Since (n − l − (l −
δJ ∗0 )+ 1)/e= (n− l − (l − δJ0)+ 1)∗ ≡ 0 mod pb by the proof of Lemma 7.4, we know
that UΘ.,l0  S(n−l,l) by (4) and Theorem 5.1. Therefore VΘ.,l0  UΘ.,l0  S(n−l,l), since
V U MµJ∗0 (l). Suppose that the multiplicity of DµJ∗ (l) in V is y:
[
V :DµJ∗ (l)]= y. (24)
Then so is the multiplicity of DµJ∗ (l) in MµJ∗0 (l), since MµJ∗0 (l)/V has a Specht filtration
with factors S(n), S(n−1,1), . . . , Sα , where α is the 2-part partition equal to min{µ: µ ✄
Fig. 2. Diagram of M
µJ∗0 (l), U , V and KerΘ.,l0 .
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2-part partitions). But V U MµJ∗0 (l) and so[
U :DµJ∗ (l)]= y. (25)
Now DµJ∗1 (l) ∈F(UΘ.,l0 ), since D
µJ∗1 (l) is the top composition factor of U , and therefore
of MµJ∗0 (l)Θ.,l0 ∩ S(n−l,l), by the maximality of b˜, Theorem 7.5 and Remark 7.2. But
DµJ∗ (l) ≺DµJ∗1 (l) in S(n−l,l), since J ∗1 ⊂ J ∗, so DµJ∗ (l) ∈F(UΘ.,l0 ) and[
UΘ
.,l
0 :DµJ∗ (l)
]= 1, (26)
since UΘ.,l0  S(n−l,l). By (24) and (25) we know that DµJ∗ (l) /∈F(U/V ), therefore
DµJ∗ (l) /∈F(U/(V + (U ∩KerΘ.,l0 ))). (27)
Now, by (26) and (27), we know that DµJ∗ (l) is a composition factor (once) of(
V + (U ∩KerΘ.,l0 ))/(U ∩KerΘ.,l0 )∼= V/(V ∩KerΘ.,l0 )∼= VΘ.,l0 ,
so DµJ∗ (l) ∈F(VΘ.,l0 ). ✷
Lemma 7.9. Let I∗, J ∗ ∈A∗λ be of the form
I∗ = [j1, j2[ ∪ · · · ∪ [j2t−1, j2t [,
J ∗ = [h, k[,
with j1 < · · · < j2t and h < k < j2t . Let J ∗1 = [k˜, k[ ∈ A∗λ, let J ∗0 = [i1, k[ ∈ A∗λ and let
Θ
.,l
0 be the reverse semistandard homomorphism:M
µJ∗0 (l) →M(n−l,l). If I∗∩J ∗1 = ∅, then
DµI∗ (l) /∈F(MµJ∗0 (l)Θ.,l0 ∩ S(n−l,l)).
Proof. Let d1 = k˜, d2 = d˜1, . . . , dr = i1 and for all s = 1, . . . , r , let J ∗s = [ds, k[. Note
that with our notation we have J ∗r = J ∗0 . Now, since I∗ ∩ J ∗1 = ∅, we have that for all
s = 1, . . . , r , the set J ∗s is one of the forms (1) or (2) described for J ∗ in Lemma 7.7,
but such that we do not have j2u+1 < k  j2u+2, for any u = 1, . . . , t − 1. Hence
DµI∗ (l) /∈F(SµJ∗s (l)), for any s = 1, . . . , r . But then
DµI∗ (l) /∈F(MµJ∗0 (l)Θ.,l0 ∩ S(n−l,l)),
since MµJ∗0 (l)Θ.,l0 ∩ S(n−l,l) has a Specht filtration with factors S
µJ∗1 (l), . . . , SµJ∗r (l). ✷
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We are now able to give our main result.
Theorem 7.10. The posets (A∗λ,⊃) and (F(S(n−l,l)),≺) are poset-isomorphic.
Proof. Theorem 7.5 shows that if I∗, J ∗ ∈ A∗λ and I∗ ⊂ J ∗, then DµI∗ (l) ≺ DµJ∗ (l)
in S(n−l,l). For incomparable I∗, J ∗ ∈ A∗λ we proceed as follows. If maxJ ∗ = max I∗
or minJ ∗ = min I∗, the composition factors DµI∗ (l) and DµJ∗ (l) are incomparable by
induction and Lemmas 7.1 to 7.4. Otherwise, assume that J ∗ ⊂ I∗. Then we will prove
that DµI∗ (l) ⊀DµJ∗ (l) in S(n−l,l). We have one of the following cases
(1) minJ ∗ < min I∗,
(2) maxJ ∗ > max I∗,
(3) minJ ∗ > min I∗ and maxJ ∗ < max I∗.
Case 1. Let minJ ∗ < min I∗. If minJ ∗ = i1, then
DµJ∗ (l)∈F
(
S
µ[i1,î1 [(l))
and DµI∗ (l)/∈F
(
S
µ[i1,î1 [(l))
and we are done. Thus we may take minJ ∗ > i1. We then look at Θl,h0 :M(n−l,l) →
M(n−h,h), where
h=
{
l +∑minI ∗−1i=0 bipie+ a′λ, if a′λ > 0,
l +∑minI ∗−1i=i1 bipie, otherwise.
We then have DµJ∗ (l) ∈ F(KerΘl,h0 ∩ S(n−l,l)) and DµI∗ (l) /∈ F(KerΘl,h0 ∩ S(n−l,l)), by
Theorem 7.6, so that DµI∗ (l) ⊀DµJ∗ (l) in S(n−l,l).
Case 2. Let maxJ ∗ > max I∗. Let maxJ ∗ = i − 1 for some i ∈ B∗,+λ . Let Θ.,l0
be the reverse semistandard homomorphism Mµ[i1,i[(l) → M(n−l,l). Then DµJ∗ (l) ∈
F(Mµ[i1,i[(l)Θ.,l0 ∩ S(n−l,l)) by Lemma 7.1 and DµI∗ (l) /∈ F(Mµ[i1,i[(l)Θ.,l0 ∩ S(n−l,l)), by
the first note in Remark 7.2, so that DµI∗ (l) ⊀DµJ∗ (l) in S(n−l,l).
Case 3. Let minJ ∗ > min I∗ and maxJ ∗ < max I∗. This case needs to be examined in
greater detail. Let I∗ and J ∗ be as follows:
I∗ = [j1, j2[ ∪ · · · ∪ [j2t−1, j2t [,
J ∗ = [k1, k2[ ∪ · · · ∪ [k2r−1, k2r [,
with i1  j1 < j2 < · · · < j2t and i1 < k1 < · · · < k2r < j2t . Since J ∗ ⊂ I∗, we have
J ∗ \ (J ∗ ∩ I∗) = ∅ and
J ∗ \ (J ∗ ∩ I∗) is a union of intervals. (28)
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M
µJ˜∗0 (l) →M(n−l,l) and let
U =MµJ˜∗0 (l) ∩
l−δJ˜∗−1⋂
i=0
Kerψi, (29)
for the different J˜ ∗ and J˜ ∗0 to be described below. Then UΘ
.,l
0  S(n−l,l), by Lemma 7.8
and since J˜ ∗ ∈A∗λ, as we will see below.
(a) Suppose first that there is an interval J˜ ∗ = [a, b[ ∈ A∗λ in the union (28). Let
J˜ ∗0 = [i1, b[. Then J˜ ∗ ∩ I∗ = ∅ and DµI∗ (l) /∈ F(UΘ.,l0 ), by Lemma 7.9. But since
J˜ ∗ ⊂ J ∗, we have DµJ∗ (l) ≺ DµJ˜∗ (l), by the comparability result (Theorem 7.5), and so
DµJ∗ (l) ∈F(UΘ.,l0 ). Thus DµI∗ (l) ⊀DµJ∗ (l) in S(n−l,l).
(b) Next suppose that there is no interval of A∗λ in the union (28), but that [a, b[, such
that a ∈ B∗,−λ , appears as an interval in this union. Then let J˜ ∗ = [a, aˆ[ ∈ A∗λ and let
J˜ ∗0 = [i1, â[. If J˜ ∗ ∩ I∗ = ∅ then DµI∗ (l) /∈F(UΘ.,l0 ), but DµJ∗ (l) ∈F(UΘ.,l0 ) by the case
(a) above. Otherwise, J˜ ∗ and I∗ are of the same form as J ∗ and I∗ are respectively in point
(3) of Lemma 7.7 and DµI∗ (l) ∈F(SµJ˜∗ (l)). By the proof of that point, we have as well
µI ∗(l)= µ(I ∗∪J˜ ∗)\(I ∗∩J˜ ∗)(l − δJ˜ ∗), (30)
µI ∗∪J˜ ∗(l)= µI ∗\(I ∗∩J˜ ∗)(l − δJ˜ ∗). (31)
Now since I∗ \ (I∗ ∩ J˜ ∗) ⊂ (I∗ ∪ J˜ ∗) \ (I∗ ∩ J˜ ∗), we have, by Theorem 7.5,
D
µ(I∗∪J˜∗)\(I∗∩J˜∗)(l−δJ˜∗ ) ≺DµI∗\(I∗∩J˜∗)(l−δJ˜∗ ) in SµJ˜∗ (l), or, written differently:
DµI∗ (l) ≺DµI∗∪J˜∗ (l) in SµJ˜∗ (l). (32)
Let V =U ∩Kerψl−δJ˜∗ . Since U/V ∼= SµJ˜∗ (l), we have
DµI∗ (l) ≺DµI∗∪J˜∗ (l) in U/(V ∩KerΘ.,l0 ).
But since J˜ ∗ ⊂ (I∗ ∪ J˜ ∗), we have DµI∗∪J˜∗ (l) ≺ DµJ˜∗ (l) in S(n−l,l) and so DµI∗∪J˜∗ (l) ∈
F(UΘ.,l0 ). Furthermore, since UΘ.,l0 ∼=U/(U ∩KerΘ.,l0 ) S(n−l,l), we have either{
DµI∗ (l) ≺DµI∗∪J˜∗ (l) in UΘ.,l0 , or
DµI∗ (l) /∈F(UΘ.,l0 ).
But now I∗ ⊂ (I∗∪ J˜ ∗) and so DµI∗∪J˜∗ (l) ≺DµI∗ (l) in S(n−l,l), by Theorem 7.5. Therefore
DµI∗ (l) /∈F(UΘ.,l0 ). But since J˜ ∗ ⊂ J ∗, we have DµJ∗ (l) ∈F(UΘ.,l0 ), and thus DµI∗ (l) ⊀
DµJ∗ (l) in S(n−l,l).
(c) Thirdly, we suppose that there are no intervals of A∗λ, nor any intervals K∗ with
minK∗ ∈ B∗,− in the union (28), but that [a, b[, with b ∈ B∗,+, appears as an interval inλ λ
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I∗ are of the same form as J ∗ and I∗ are respectively in point (2) of Lemma 7.7, without
j2s+1 < b  j2s+2, for any s = 1, . . . , t − 1. Therefore we have DµI∗ (l) /∈ F(UΘ.,l0 ), by
the proof of Lemma 7.9. But DµJ∗ (l) ∈F(UΘ.,l0 ), since J˜ ∗ ⊂ J ∗. Thus DµI∗ (l) ⊀DµJ∗ (l)
in S(n−l,l).
(d) Finally, let us suppose that none of the assumptions about the union (28) in cases
(a), (b), and (c) apply. Then there is an interval in the union of J ∗ \ (J ∗ ∩ I∗) of the form
[a, b[ for a /∈ B∗,−λ and b /∈ B∗,+λ . Let J˜ ∗ = [a˜, bˆ[∈ A∗λ and let J˜ ∗0 = [i1, bˆ[. Let d1 = a˜,
d2 = d˜1, . . . , dv = i1, and for u = 1, . . . , v, let J˜ ∗u = [du, bˆ[. Note that with this notation
we have J˜ ∗ = J˜ ∗1 and J˜ ∗0 = J˜ ∗v . Since J˜ ∗ ⊂ J ∗, we have DµJ∗ (l) ∈ F(UΘ.,l0 ). Now, for
all u = 1, . . . , v, we have J˜ ∗u ∩ I∗ = ∅ and J˜ ∗u and I∗ are of the same form as J ∗ and I∗
are respectively in point (2) of Lemma 7.7, but this time with j2s+1 < bˆ  j2s+2, for some
s = 1, . . . , t − 1. If du = j2x−1 however, for any x = 1, . . . , s, then DµI∗ (l) /∈ F(SµJ˜∗u (l))
by that lemma. We therefore try all successive J˜ ∗1 , J˜
∗
2 , . . . up until we get a J˜
∗
u such that
du = j2x−1 for some x = 1, . . . , s. Then DµI∗ (l) ∈ F(SµJ˜∗u (l)) by Lemma 7.7 and since
I∗ ⊂ (I∗ ∪ J˜ ∗u ), we derive
DµI∗ (l) ≺DµI∗∪J˜∗u (l) in SµJ˜∗u (l) (33)
by using an similar argument as above for (30), (31) and (32), but with J˜ ∗u in the role of
J˜ ∗. Let
Vu =U ∩
l−δJ˜∗u−1⋂
i=l−δJ˜∗
Kerψi
and let Vu∗ = Vu ∩ Kerψl−δJ˜∗u . Then we know that DµI∗ (l) /∈ F(U/Vu). Moreover,
since Vu/Vu∗ ∼= SµJ˜∗u (l), we have DµI∗ (l) ≺ DµI∗∪J˜∗u (l) in Vu/(Vu∗ ∩ KerΘ.,l0 ). We have
D
µI∗∪J˜∗u (l) ∈F(VuΘ.,l0 ) as well, since J˜ ∗u ⊂ (I∗ ∪ J˜ ∗u ). But VuΘ.,l0 ∼= Vu/(Vu ∩KerΘ.,l0 )
S(n−l,l), so we have either{
DµI∗ (l) ≺DµI∗∪J˜∗u (l) in VuΘ.,l0 , or
DµI∗ (l) /∈F(VuΘ.,l0 ).
But now I∗ ⊂ (I∗ ∪ J˜ ∗u ), so we have DµI∗∪J˜∗u (l) ≺ DµI∗ (l) in S(n−l,l), by Theorem 7.5.
Therefore DµI∗ (l) /∈ F(VuΘ.,l0 ). But DµI∗ (l) /∈ F(U/Vu), so DµI∗ (l) /∈ F((U/Vu)Θ.,l0 )
and DµI∗ (l) /∈F(UΘ.,l0 ). Thus DµI∗ (l) ⊀DµJ∗ (l) in S(n−l,l). ✷
This concludes the study of the submodule structure of 2-part partition Specht modules
in the non-defining characteristic of the general linear group.
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