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We study the perturbative corrections to the weak-coupling-limit-type Gorini-Kossakowski-
Sudarshan-Lindblad equation for the reduced density matrix of an open system. We show that the
expansion of the density matrix in powers of the small parameter has a different initial condition
than the whole density matrix. For the spin-boson model in the rotating wave approximation at zero
temperature we show that the perturbative part of the density matrix satisfies the time-independent
Gorini-Kossakowski-Sudarshan-Lindblad equation for arbitrary order of the perturbation theory. It
is important as naive usage of the whole density matrix initial condition without the correction we
propose would lead to the mistake in this case.
I. INTRODUCTION
Due to modern interest in the non-Markovian phenom-
ena in the open quantum systems (see, e.g., Refs. [1–28]),
it is important to derive corrections to Markovian master
equations [29, 30]. A widespread approach to perturba-
tive derivation of quantum master equations in the weak
coupling limit is based on expansion of the Nakajima-
Zwanzig equation [31, 32] with a coupling constant as a
small parameter for the fixed time (see Refs. [33, Sec. 9.1-
9.2], [34, Sec. 3.8], and [35, Sec. 1.3]). However, the most
mathematically strict derivations [36, 37] are based on
Bogolubov-van Hove scaling [38, 39], i.e. time is also
scaled as t → λ−2t, where λ is the dimensionless cou-
pling constant. The equations of he Gorini-Kossakowski-
Sudarshan-Lindblad (GKSL) form are obtained in the
latter case only [36, 37], which leads to the completely
positive (CP) dynamics of the density matrix [40, 41].
Moreover, the weak coupling limit type (WCLT) GKSL
equations which occur in this case are deeply studied
[42–44]. In particular, the initial density matrix remains
a density matrix at any time. This is not the case for
integro-differential equations in the Born approximation
or for the Redfield equation [45] which arises in the ap-
proach without scaling, when the initial density matrix
can become non-positive during the dynamics [46–51].
In the Bogolubov-van Hove limit besides reduced density
matrix dynamics one could also obtain stochastic uni-
tary dynamics of the system and the reservoir [37] and,
in particular, Markovian dynamics of the system multi-
time correlations. It differs from the possible situation,
when the reduced density matrix satisfies the GKSL mas-
ter equation, but the dynamics of multitime correlation
functions is non-Markovian [52–54, 66]. In such a sense
the Bogolubov-van Hove limit leads to true Markovian
behavior in the zeroth order of perturbation theory.
∗Electronic address: taemsu@mail.ru
From the physical point of view the scaling t → λ−2t
of the Bogolubov-van Hove limit allows one to separate
the time scale on which the Markovian behavior occurs
(which is defined by finite t after scaling) from the time
scale of order of reservoir correlation time (which is de-
fined by finite t = O(λ2) after scaling and tends to zero
in the limit λ → 0). We refer to the behavior at the
former time scale as long-time behavior and at the latter
time scale as short-time one throughout the article.
The non-Markovian behavior at short times of order of
the bath correlation time is not surprising. But it is in-
teresting to obtain perturbative corrections to the WCLT
GKSL equation to understand long-time non-Markovian
features. A general approach to that based on multipole
noises was developed in Ref. [55] based on Ref. [56]. But
that work was focused on deriving stochastic equations
for both the system and the reservoir. However, our work
is focused on the dynamics of the reduced density matrix
of a very special paradigmatic system, namely, on spin-
boson at zero temperature in the rotating wave approx-
imation (RWA). This system is well-studied [57–63] and
widely used as a basic example [64–67]. So we choose to
study the perturbation theory with Bogolubov-van Hove
scaling by its example. We also do not discuss the va-
lidity of the RWA which was called into question in the
literature [68–72].
In Sec. II we show that this perturbation theory for
the density matrix is singular (see Refs. [73, Sec. 7.2] and
[74, Sec. 1.3]), which means that the asymptotic expan-
sion of the density matrix (with scaled time) in powers
of λ does not converge to this density matrix for fixed
t > 0 even if it has a non-zero convergence radius. So
we call this asymptotic expansion a perturbative part of
the density matrix. In particular, the initial condition
for the perturbative part differs from that for the whole
density matrix. This is nothing else but the initial layer
phenomenon widespread in singular perturbation theory
[74, Sec. 1.3]. It occurs due to the fact that our perturba-
tion theory is invalid for short times, i.e. for t which are
non-fixed but t = O(λ2) as λ → 0. Moreover, we show
that in general the initial value for the perturbative part
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2is not even a density matrix. Let us note the singularity
of the perturbation theory here coincides with [75], where
multiple-scale singular perturbation theory was used for
open quantum systems.
Let us emphasize, that the necessity to redefine the
initial conditions discussed in Sec. II could be very im-
portant for equations derived by the perturbation theory
with Bogolubov-van Hove scaling in a more general case,
because of a possible mistake due to naive usage of the
initial density matrix as the initial condition to its per-
turbative part.
In Sec. III we show that the dynamics of the reduced
density matrix could asymptotically be described by the
GKSL equation with a time-independent generator, but
generally with a non-physical initial condition. Hence,
the situation here is inverse of the slippage for the Red-
field master equation [76–80]. There one should restrict
the initial conditions to obtain positive evolution. Here
the dynamics is completely positive, but one should use
non-physical initial conditions to obtain an asymptoti-
cally correct answer. All non-Markovian effects for the
two-time correlation function also contribute only to the
initial jump for the long-time asymptotic expansion. So
it is possible to speak about long-time Markovianity for
all the orders of perturbation theory.
Not every spectral density leads to non-physical initial
behavior. We discuss the conditions for such non-physical
behavior and estimate the size of the non-physical initial
layer, where the perturbative part is not a density matrix,
in Sec. IV. Certain resonance conditions should be met
to provide such non-physical initial behavior.
By means of singular perturbation one could obtain the
asymptotic expansion which is valid with the same preci-
sion both at long and short time-scales [74]. In Sec. V we
introduce such a unifrom expansion by the overlap sub-
traction technique from short-time and long-time pertur-
bation expansions.
In Sec. VI we consider a simple example which
illustrates the general discussion of other sections.
We also discuss how known solutions of the integro-
differential equation in Born approximation and time-
convolutionless master equations behave at short and
long times and what asymptotic precision they provide.
II. ASYMPTOTIC BEHAVIOR OF
ZERO-TEMPERATURE RWA SPIN-BOSON
We consider the model of spin-boson in the rotating
wave approximation at zero temperature due to the fact
that its reduced density matrix could be obtained ex-
actly in terms of a scalar integro-differential equation.
Namely, we consider the two level system with ladder op-
erators σ+ ≡ |1〉〈0|, σ− ≡ |0〉〈1| and a bosonic reservoir
with creation and annihilation operators bk, b
†
k satisfy-
ing canonical commutation relations [bk, b
†
k′ ] = δ(k− k′),
[bk, bk′ ] = 0. Then the Hamiltonian of the spin-boson in
RWA has the form
H =
∫
ω(k)b†kbkdk + Ωσ+σ−
+
∫ (
g∗(k)σ−b
†
k + g(k)σ+bk
)
dk. (1)
The evolution of the density matrix is described by the
Liouville–von Neumann equation
d
dt
ρSB(t) = −i[H, ρSB(t)].
We consider the zero-temperature initial condition
ρSB(0) = ρ(0) ⊗ |vac〉〈vac|, where |vac〉 is the vac-
uum vector: bk|vac〉 = 0. We are interested in
the dynamics of the reduced density matrix in the
representation picture which takes the form ρ(t) ≡
eiΩσ+σ−t TrB ρSB(t)e
−iΩσ+σ−t in this case (taking into
account that |vac〉〈vac| is invariant under free evolution).
Then (see Ref. [33, p. 463] for pure states and Ref. [81]
for arbitrary density matrices) the reduced density ma-
trix dynamics could be represented in the form
ρ(t) =
(|x(t)|2ρ11(0) x(t)ρ10(0)
x∗(t)ρ01(0) ρ00(0) + (1− |x(t)|2)ρ11(0)
)
,
(2)
where x(t) is a (unique) solution of the integro-differential
equation
d
dt
x(t) = −
∫ t
0
dτG(t− τ)x(τ), x(0) = 1, (3)
where
G(t) ≡
∫
dke−i(ω(k)−Ω)t|g(k)|2. (4)
If we now introduce a small parameter scaling g(k) →
λg(k) and t→ tλ2 , then Eq. (3) takes the form
d
dt
x(t;λ) = −
∫ t
0
1
λ2
G
(
t− s
λ2
)
x(s;λ)ds, (5)
where x(0;λ) = 1, and the scaled dynamics of the density
matrix ρ(t;λ) is defined by Eq. (2), where x(t) is replaced
by x(t;λ). Let us note that asymptotic analysis of Eq. (5)
without Bogolubov-van Hove scaling is discussed in [82].
The limit λ → 0 corresponds to the secular Redfield
equation (the Redfield and the secular Redfield equations
coincide in this case due to RWA in the initial Hamilto-
nian [81]). So let us focus on the first asymptotic correc-
tion of the solution of Eq. (5) (see App. A for derivation
of formulae for perturbative terms of arbitrary order):
x(t;λ) = e−G˜0t
(
1− G˜1(1− G˜0t)λ2 +O(λ4)
)
, (6)
where
G˜0 =
∫ ∞
0
G(t)dt, G˜1 = −
∫ ∞
0
tG(t)dt. (7)
3Taking into account Eq. (2), we obtain
ρ11(t;λ) ' (1− 2 Re(G˜1(1− G˜0t))λ2)e−2(Re G˜0)tρ11(0),
ρ10(t;λ) ' (1− G˜1(1− G˜0t)λ2)e−G˜0tρ10(0), (8)
where terms of order O(λ4) are neglected.
As we have discussed in the introduction, we call the
asymptotic expansion of ρ(t) for t > 0 in powers of λ a
perturbative part of ρ(t), so we denote it ρ(t)|pert. We
will also use the same notation for other functions of λ
and t. Generally, ρ(t)|pert 6= ρ(t). To show it, let us take
the limit t→ +0 for ρ(t)|pert. By Eq. (8) we obtain
ρ11(+0;λ)|pert = (1− 2 Re(G˜1)λ2)ρ11(0) +O(λ4),
ρ10(+0;λ)|pert = (1− G˜1λ2)ρ10(0) +O(λ4). (9)
Hence, the initial conditions for the perturbative part
ρ(+0;λ)|pert of the density matrix generally do not coin-
cide with the initial condition ρ(0) for the whole density
matrix. Moreover, to reproduce true asymptotic expan-
sion, these initial conditions have to be non-physical if
Re G˜1 < 0.
If one wants to understand this difference between the
initial condition for the whole density matrix and its per-
turbative part by a simple explicit example, one should
refer to Sec. VI.
III. ASYMPTOTIC GKSL EQUATION AND
LONG-TIME MARKOVIANITY
For x(t) 6= 0 density matrix (2) satisfies a time-local
master equation
d
dt
ρ(t) = Lt(ρ(t)) (10)
with a generally time-dependent GKSL-like generator
[33, p. 463]
Lt(ρ) = −i[∆Ω(t)σ+σ−, ρ]
+ Γ(t)
(
σ−ρ(t)σ+ − 1
2
σ+σ−ρ− 1
2
ρσ+σ−
)
, (11)
where
∆Ω(t) = − Im x˙(t)
x(t)
, Γ(t) = −2 Re x˙(t)
x(t)
. (12)
It is an actual time-dependent GKSL generator in the
case Γ(t) > 0 for all t > 0. In such a case the dynamics
is CP-divisible [83]. Asymptotic expansion (6) leads to
Γ(t) = 2 Re G˜0(1− G˜1λ2) +O(λ4). (13)
Hence, Γ(t) asymptotically does not depend on time. Ac-
tually, it is possible to prove under general conditions (see
App. B) that
x(t;λ)|pert = r(λ)ep˜(λ)t, (14)
where r(λ) and p˜(λ) are time-independent functions of
λ. Then both pertubative parts
∆Ω(t)|pert = − Im p˜(λ), Γ(t)|pert = −2 Re p˜(λ) (15)
are time-independent. Hence, to describe asymptotic dy-
namics of the reduced density matrix, one could use a
master equation with the time-independent GKSL gen-
erator, but with the generally nonphysical initial condi-
tion:
ρ(+0)|pert =
(|r(λ)|2ρ11(0) r(λ)ρ10(0)
r∗(λ)ρ01(0) ρ00(0) + (1− |r(λ)|2)ρ11(0)
)
.
(16)
A similar phenomenon arises in [84], where the correc-
tions based on algebraic perturbation theory also led to
the equation which still has the GKSL form.
Besides this initial condition the dynamics has the
GKSL form and is Markovian in this sense. But there
is a discussion in literature about the definition of quan-
tum Markovianity which leads to the hierarchy of gener-
ally nonequivalent definitions of Markovianity [52, 54]. In
particular, there is a point of view, that both in the clas-
sical [85] and the quantum case [52–54, 66] Markovianity
does not affect only the master equation, but also affects
multitime correlation functions. Namely, Markovian dy-
namics assumes that two-time correlation functions [66]
have a very special form defined by the quantum regres-
sion formula (see, e.g., Refs. [86, Sec. 5.2] and [33, Sub-
sec. 3.2.4])
〈σ−(t2)σ+(t1)〉M = Tr(σ−Φt2t1(σ+Φt10 (|0〉〈0|))) =
x(t2)
x(t1)
,
(17)
where Φt2t1 is defined by evolution of the density matrix
as Φt2t1ρ(t2) = Φ
t2
t1ρ(t1), t2 > t1. In our case from Eq. (3)
we obtain explicitly
Φt2t1(ρ) =

∣∣∣x(t2)x(t1) ∣∣∣2 ρ11 x(t2)x(t1)ρ10
x∗(t2)
x∗(t1)
ρ01 ρ00 +
(
1−
∣∣∣x(t2)x(t1) ∣∣∣2) ρ11
 ,
(18)
and, hence,
〈σ−(t2)σ+(t1)〉M = x(t2)
x(t1)
. (19)
On the other hand, this correlation function can be cal-
culated exactly (see App. C)
〈σ−(t2)σ+(t1)〉 = x(t2 − t1). (20)
Taking into account Eq. (14) we obtain
〈σ−(t2)σ+(t1)〉M = r〈σ−(t2)σ+(t1)〉, t2 > t1. (21)
So these correlation functions do not coincide, but differ
by time-independent factor r. This factor occurs as a
jump at initial time
lim
ε→+0
〈σ−(t+ ε)σ+(t)〉
〈σ−(t)σ+(t)〉 = r. (22)
4If one renormalized this correlation function for long
times as
〈σ−(t2)σ+(t1)〉r ≡ r〈σ−(t2)σ+(t1)〉, (23)
then it would coincide with the Markovian one. In this
sense the dynamics of this correlation function is also
Markovian besides the initial jump. So it is possible to
refer to such a behavior as long-time Markovian.
To be valid to the arbitrary order of perturbation the-
ory, Eq. (14) needs the existence of all the moments of
G(t), otherwise it is valid accurate within a certain finite
order (see discussion at the end of App. A). Non-existence
of the moments occurs, when G(t) decays slower than
some power, i.e. in the presence of a kind of interaction
which is long-range in time. So it is natural that this in-
teraction limits the possibility of Markovian description
to the finite asymptotic order.
IV. SIZE OF NON-PHYSICAL INITIAL LAYER
If Re G˜1 < 0, then initial condition (9) is non-physical.
Here, by physical we mean that ρ(t;λ)|pert is a density
matrix (hermitian, non-negative and with trace equal to
1). The estimate time needed for ρ(t;λ)|pert to become
physical is (see App. D)
t∗ ' −λ2 Re G˜1
Re G˜0
(24)
if Re G˜0 6= 0. To understand which properties of the
reservoir spectral density contribute to t∗, let us consider
such a spectral density which can be approximated by
finite sum of Lorentz peaks
J(ω) =
n∑
l=1
2γlg
2
l
γ2l + (ω − ωl)2
, gl > 0, γl > 0. (25)
Actually there is a well-developed theory of pseudomodes
for such a spectral density, which was initially developed
exactly for this model [57–63] but then was generalized
to other models [87–91]. The spectral density is related
to the bath correlation function G(t) = 12pi
∫
e−iωtJ(ω)
(we follow [59] in the normalization constant choice). So
we have
G(t) =
n∑
l=1
g2l e
−(γl+i∆ωl)t, t > 0, (26)
where ∆ωl ≡ ωl − Ω. Then we obtain (see App. E)
t∗ ' λ2
n∑
l=1
Jl(Ω)
J(Ω)
1
γl
γ2l −∆ω2l
γ2l + ∆ω
2
l
, (27)
where Jl(ω) =
2γlg
2
l
γ2l +(ω−ωl)2
are spectral densities of indi-
vidual peaks. Hence, the absolute values |∆ωl| of de-
tuning between the Lorentz peaks and Ω should be high
enough for absence of a non-physical initial layer. So the
non-physical initial layer occurs, when the most intense
peaks of the spectral density are close to resonance.
For l = 1 we have
t∗ ' λ2 1
γ1
γ21 −∆ω21
γ21 + ∆ω
2
1
. (28)
The factor γ−11 means that the size of the non-physical
initial layer is less than the bath correlation time.
V. WEAK COUPLING AT SHORT TIMES AND
OVERLAP
For short time t = O(λ2), i.e. of the order of the
bath correlation time, the asymptotic expansion could
be obtained just by Dyson series for Eq. (5) (see App. F
for the expansion of arbitrary order):
x(t;λ)|corr = 1−
∫ t
0
dτ
∫ τ
0
ds
1
λ2
G
(
τ − s
λ2
)
+O(λ4).
(29)
It is possible to obtain a uniform asymptotic expansion
which neglects the terms of order O(λ4) both at long and
short time by asymptotic matching. Namely, we have to
sum the long and short time asymptotic expansions, but
subtract the overlap term which contributes to both of
them
x(t;λ)|uniform = x(t;λ)|corr + x(t;λ)|pert − x(t;λ)|overlap.
(30)
The overlap term has the form (see App. F)
x(t;λ)|overlap = 1− G˜0t− G˜1λ2. (31)
Hence, the uniform asymptotic expansion
x(t;λ)|uniform =e−G˜0t
(
1− G˜1(1− G˜0t)λ2
)
+ G˜0t+ G˜1λ
2
−
∫ t
0
dτ
∫ τ
0
ds
1
λ2
G
(
τ − s
λ2
)
+O(λ4). (32)
The uniform expansion satisfies the initial condition
x(0;λ)|uniform = 1.
VI. EXPLICIT EXAMPLE
A. The case of one resonance Lorentz peak
For the case when there is only one Lorentz peak with
resonance, i.e. G(t) = g2e−γt, t > 0, the solution could
be obtained explicitly [33, Subsec. 10.1.2]:
x(t;λ) =
1
2∆
(γ
2
+ ∆
)
e−(
γ
2−∆) tλ2
− 1
2∆
(γ
2
−∆
)
e−(
γ
2 +∆)
t
λ2 , (33)
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FIG. 1: Dependence of the excited state population ρ11(t)
on time in the units of correlation time, i.e. on γt, with
ρ11(0) = 1. Exact dynamics (solid line), the perturbative part
with the corrected initial condition (dashed line) and the per-
turbative part without this correction (dot-dashed line), i.e.
which the one satisfies the intial conditon for the exact density
matrix, are depicted. It is seen that the dynamics of pertur-
bative part with the corrected initial condition becomes indis-
tinguishable from the exact one after ∼ 3 reservoir correlation
times γ−1, while dynamics of the perturbative part with the
initial condition without the corrections visibly differs from
the exact dynamics for the same t. It illustrated the neces-
sity to make such correction to reproduce a true asymptotic
expansion. (The parameters are such that λ = 1, g/γ = 0.4.)
where
∆ =
√(γ
2
)2
− λ2g2. (34)
Here, 1λ2
(
γ
2 −∆
)
= g
2
γ + O(λ
2) and 1λ2
(
γ
2 + ∆
)
= γ2λ +
O(1) for λ → 0. So the perturbative part in this case
could be calculated explicitly
x(t;λ)|pert = 1
2∆
(γ
2
+ ∆
)
e−(
γ
2−∆) tλ2 , (35)
which has form (14) with
r(λ) =
1
2∆
(γ
2
+ ∆
)
, p(λ) = − 1
λ2
(γ
2
−∆
)
.
Taking into account Eq. (2) one can obtain results de-
picted in Fig. 1.
The uniform asymptotic expansion could be also done
directly:
x(t;λ)|uniform = e−
g2
γ t
(
1 +
g2
γ2
(
1− g
2
γ
t
)
λ2
)
− g
2
γ2
λ2e−γ
t
λ2 +O(λ4). (36)
For finite t the term e−γ
t
λ2 is non-perturbative. And we
obtain
x(t;λ)|pert = e−
g2
γ t
(
1 +
g2
γ2
(
1− g
2
γ
t
)
λ2
)
+O(λ4).
(37)
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FIG. 2: Dependence of the excited state population ρ11(t)
on time in the units of correlation time, i.e. on γt, with
ρ11(0) = 1. Exact dynamics (solid line), the perturbative part
within the second order asymptotic precision (dashed line),
WCLT GKSL dynamics without any corrections (dot-dashed
line) and uniform second order approximation (dotted line).
After ∼ 2 reservoir correlation times γ−1 the perturbative
part within the second order asymptotic precision becomes
much closer to the exact result than WCLT GKSL dynamics
without any corrections. Moreover, the uniform expansion is
close to the exact result for all t. (The parameters are such
that λ = 1, g/γ = 0.4.)
Taking into account Eq. (2) one can obtain results de-
picted in Fig. 2.
By Eq. (27) the size of the non-physical initial layer
for the perturbative term for such precision is t∗ = 1γλ
2,
i.e. equals the bath correlation time. The relaxation rate
(12) takes the form
Γ(t) =
2g2
γ
(
1 +
g2
γ2
λ2 +O(λ4)
)
. (38)
The fact that the dynamics of the perturbative part of
the density matrix has the GKSL form coincides with
[65, Sec. V], where both Breuer-Laine-Piilo (BLP) [92]
and Rivas-Huelga-Plenio (RHP) [93] measures of non-
Markovianity are zero until ∆ is real. Zero RHP mea-
sure is equivalent to CP-divisibility, i.e. positivity of Γ(t)
[83], but here we prove that it is not only positive but also
time-independent if only the perturbative part is consid-
ered. It is interesting that in this case zero RHP and BLP
also correspond to convergence of perturbation series for
the correlation function 〈σ−(t2)σ+(t1)〉. Moreover, this
correlation function as discussed at the end of Sec. III
coincides with the Markovian one multiplied by the fixed
constant. Hence, the non-Markovianity measure from
[66] based on the ratio of Markovian and exact correla-
tion functions is not zero, but if we renormalize, then it
is zero. Thus, in spite of the fact that it is not Marko-
vian in the sense of the correlation function, after this
renormalization it is Markovian in all the range, when it
is Markovian according to BLP and RHP measures.
Let us stress that long-time Markovian behavior of
the perturbative part does not mean that long-time dy-
6namics is Markovian for an arbitrary coupling constant.
Due to square root in Eq. (34) for ∆, the series for the
perturbative part has a finite radius of convergence. It
rather means stability of standard Markovian approxi-
mation which occurs in the limit λ → 0, i.e. such a
Markovian behavior persists until the coupling constant
becomes too strong.
For short times t = O(λ2), we obtain
x(t;λ)|corr = 1− g
2
γ
t+
g2λ2
γ2
(
1− e−γ tλ2
)
+O(λ4). (39)
The overlap term could be obtained both by omitting
e−γ
t
λ2 at finite t or by expanding x(t;λ)|pert for t =
O(λ2), which leads to
x(t;λ)|overlap = 1− g
2
γ
t+
g2
γ2
λ2 +O(λ4) (40)
and also coincides with general formula (31). By Eq. (30)
we recover Eq. (36).
B. Asymptotic precision of integro-differential and
time-convolutionless equations
Let us compare this result with asymptotic behavior of
the solution of the integro-differential equation in Born
approximation and the time-convolutionless master equa-
tion. The solution of the integro-differential equation in
Born approximation has the form
ρB(t) =
(
x′(t)ρ11(0) x(t)ρ10(0)
x∗(t)ρ01(0) ρ00(0) + (1− x′(t))ρ11(0)
)
,
(41)
where x(t) is defined by Eq. (33) and x′(t) has the form
similar to Eq. (33), but with ∆ defined by Eq. (34) should
be replaced by ∆′ =
√(
γ
2
)2 − 2λ2g2 [33, Eq. 10.51].
Hence, the coherences are predicted by this equation ex-
actly [81]. At the same time for population of the excited
state we have
(ρB)11(t) =e
−2 g2γ t
(
1 + 2
g2
γ2
(
1− 2g
2
γ
t
)
λ2
)
ρ11(0)
+O(λ4). (42)
for the Born approximation and
ρ11(t) = e
−2 g2γ t
(
1 + 2
g2
γ2
(
1− g
2
γ
t
)
λ2
)
ρ11(0) +O(λ
4)
(43)
for the exact solution. These expressions do not coin-
cide already for O(λ2). Thus, for long times the integro-
differential equation in the Born approximation does not
guarantee the precision of O(λ2) terms. For short-time
expansion t = O(λ2) these expansions asymptotically co-
incide: ρ11(t) = (ρB)11(t) +O(λ
4), where
ρ11(t) =
(
1 +
2g2
γ2
(
λ2
(
1− e−γ tλ2
)
− γt
))
ρ11(0)+O(λ
4).
(44)
Hence, the integro-differential master equation is valid
only on short times and its long-time precision is uncon-
trollable. It is exact for coherences and valid for popula-
tions only in the zeroth order of perturbation theory, i.e.
for populations it is not better than the GKSL equation
with constant coefficients.
The time-convolutionless master equation of the sec-
ond order has form (11) with ∆ΩTCL2(t) = 0 and [33,
p. 469, Eq. 10.53]
ΓTCL2(t) =
2g2
γ
(
1− e−γ tλ2
)
. (45)
Hence, its solution has form (2) with xTCL2(t) =
exp
(
− 12
∫ t
0
ΓTCL2(τ)dτ
)
. For long time we obtain
xTCL2(t) = e
− g2γ t
(
1 +
g2
γ2
λ2
)
+O(λ4). (46)
So it also differs from Eq. (37) already in terms of or-
der O(λ2) and so do the correspondent populations and
coherences. For short time t = O(λ2) it coincides with
Eq. (39).
So, to take into account the long-term behavior, fur-
ther corrections have to be taken into account. For ex-
ample, the time-convolutionless master equation of the
fourth order has form (11) with ∆ΩTCL4(t) = 0 and
ΓTCL4(t) =
2g2
γ
(
1− e− γλ2 t
)
+ λ2
4g4
γ3
e−
γ
λ2
t
(
sinh
( γ
λ2
t
)
− γ
λ2
t
)
(47)
in this case [33, p. 469, Eq. 10.53–10.54]. Once again
calculating xTCL4(t) = exp
(
− 12
∫ t
0
ΓTCL4(τ)dτ
)
we ob-
tain that its asymptotic expansion now coincides with
Eq. (37) for fixed t.
Hence, the time-convolutionless master equation gives
non-uniform asymptotic expansion which is better for
short times than for long times, but higher precision of
the long-time asymptotic expansion could be achieved by
the higher order time-convolutionless master equation. It
could be understood in the general case from the fact that
the derivative is multiplied by λ2 after scaling t→ λ−2t.
VII. CONCLUSIONS
For RWA spin-boson at zero temperature we have de-
rived perturbative correction to WCLT GKSL equation
which arises in the Bogolubov-van Hove limit of this
model. We have shown that the initial conditions for
the whole density matrix and its perturbative part do
not coincide. Moreover, in certain cases they have to be
non-physical to reproduce true asymptotic expansion if
only perturbative terms are included.
7We have also shown that the perturbative part satisfies
a certain GKSL equation with the time-independent gen-
erator. The perturbative two-time correlation function
considered in Sec. III coincides with the Markovian ex-
pression multiplied by the time-independent factor which
also occurs from this change of initial conditions. It sug-
gests that the long-time behavior of our model is Marko-
vian. More precisely, all non-Markovian effects occur on
the bath correlation time and manifest themselves at long
times only in the change of initial conditions.
The non-physical behavior of the perturbative part of
the reduced density matrix is localized at bath correlation
time and occurs only under certain resonance conditions
discussed in Sec. IV. By matching with short-time expan-
sion the uniform expansion was obtained in Sec. V. All
our discussion was illustrated by the example in Sec V.
The main direction for further study is to understand
under which condition the reduced dynamics is long-time
Markovian for more general cases of the open systems.
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Appendix A: Expansion
Let us apply the Laplace transform to Eq. (5), then
px˜(p;λ)− 1 = −G˜(λ2p)x˜(p;λ), (A1)
where G˜(p) ≡ ∫ +∞
0
e−ptG(t)dt and x˜(p;λ) ≡ ∫ +∞
0
e−ptx(t;λ)dt, which is solved as
x˜(p;λ) =
1
p+ G˜(λ2p)
. (A2)
Now, let us expand G˜(p) in the Taylor series
G˜(p) =
∞∑
k=0
G˜kp
k, (A3)
where
G˜k =
(−1)k
k!
∫ ∞
0
tkG(t)dt. (A4)
Then the series expansion in λ for x˜(p;λ) has the form
x˜(p;λ) =
∞∑
k=0
λ2kpkx˜k(p), (A5)
where the coefficients could be obtained by the Wronski formula [94, p. 17]:
x˜k(p) =
(−1)kpk
(p+ G˜0)k+1
Dk(p), (A6)
where
Dk(p) = det

G˜1 G˜2 . . . . . . G˜k
G˜0 + p G˜1 . . . . . . G˜k−1
0 G˜0 + p
. . . . . . G˜k−2
... 0
. . .
. . .
...
0 0 . . . G˜0 + p G˜1
 . (A7)
8The explicit formula for k = 0, 1, 2:
x˜0(p) =
1
p+ G˜0
,
x˜1(p) = −p G˜1
(p+ G˜0)2
,
x˜2(p) = p
2 (G˜1)
2 − (p+ G˜0)G˜2
(p+ G˜0)3
. (A8)
Inverting the Laplace transform we obtain t > 0
x(t;λ)|pert =
∞∑
k=0
xk(t)λ
2k, (A9)
where
xk(t) =
(−1)k
k!
Dk
(
d
dt
)
dk
dtk
(tke−G˜0t). (A10)
In particular, this formula means that the term xk(t) is a polynomial of the degree less or equal to k times e
−G˜0t.
The explicit formula for k = 0, 1, 2:
x0(t) = e
−G˜0t,
x1(t) = −G˜1(1− G˜0t)e−G˜0t,
x2(t) =
(
G˜21 + 2G˜0G˜2 − G˜0(2G˜21 + G˜0G˜2)t+
1
2
G˜20G˜
2
1t
2
)
e−G˜0t. (A11)
Taking into account only terms for k = 0, 1 we obtain Eq. (6).
Let us mention that if the n-th moment of G(t) does not exist (but all lower orders do), then one could obtain only
an expansion to the finite order
x˜(p;λ) =
n−1∑
k=0
λ2kpkx˜k(p) +O(λ
2n). (A12)
Appendix B: Perturbative part in exponential form
From Eq. (A3) we have
G˜(λ2p) =
n∑
k=0
G˜kλ
2kpk +O(λ2n+2), (B1)
then
1
p+ G˜(λ2p)
=
1
p+
∑n
k=0 G˜kλ
2kpk
+O(λ2n+2), (B2)
i.e. we have a polynomial in the denominator. If we assume a generic form of G˜(p), then G˜n 6= 0 and this polynomial
can be factorized as
p+
n∑
k=0
G˜kλ
2kpk = (p− p˜)λ2nG˜n
n−1∏
k=1
(
p− pk
λ2
)
, (B3)
where p˜ = O(1) for G˜0 6= 0 (for G˜0 = 0 p˜ = o(1)), pk = O(1), which can be found by the Newton diagram method
[95, 96]. In the generic case we also can assume that there are no coinciding p˜k
x˜(p;λ) =
r(λ)
p− p˜(λ) +
n−1∑
k=1
rk(λ)
p− pk(λ)λ2
+O(λ2n+2). (B4)
9After the inverse Laplace transform we obtain
x(t;λ) = r(λ)ep˜(λ)t +
n−1∑
k=1
rk(λ)e
pk(λ)
t
λ2 +O(λ2n+2). (B5)
Hence, the perturbative part for any n has the form x(t;λ)|pert = r(λ)ep˜(λ)t. If G˜n = 0, then it means just that there
would be fewer terms rk(λ)e
pk(λ)
t
λ2 with the same asymptotic behavior of pk(λ). If now some of pk(λ) coincide, then
terms of the form rk(λ)(p−λ−2pk(λ))m+1 may occur in Eq. (B4). After the inverse Lapalce transform they have the form
rk(λ)
tm
m!e
pk(λ)
t
λ2 , so they are also non-perturbative. Due to the condition that |x(t;λ)|2 6 1 which follows from the
positivity of the exact density matrix we have Re pk(λ) 6 0, because otherwise the condition |x(t;λ)|2 6 1 would be
violated more than the error O(λ2n+2) allows. Certain caution is needed in the case when Re pk(λ) = 0 for some k and
n. These terms also do not contribute to the perturbative part, but they are rapidly oscillating rather than rapidly
decaying at long times. So they do not vanish, but could be neglected if only the average behavior was observable.
So let us calculate the Laplace transform of the perturbative part
x˜(p;λ)|pert = r(λ)
p− p˜(λ) . (B6)
p˜(λ) could be found as the solution of the equation
p˜(λ) + G˜(λ2p˜(λ)) = 0 (B7)
by the perturbative series p˜ =
∑∞
n=0 p˜nλ
2n. Calculating the series for composition of functions [98], Eq. (5.10) we
obtain G˜(λ2p˜) =
∑∞
n=0 λ
2n
∑
Cn
G˜kp˜i1−1 . . . p˜ik−1, where Cn are all possible compositions of n, i.e. sets of integers
i1 6 1, · · · , ik 6 1 such that i1 + . . . ik = n. Equating the asymptotic expansions for both sides of Eq. (B7) we obtain
the recurrence equation for the n-th term of expansion of p˜(λ)
p˜n = −
∑
Cn
G˜kp˜i1−1 . . . p˜ik−1. (B8)
The explicit form of several first terms
p˜0 = −G˜0,
p˜1 = G˜0G˜1,
p˜2 = −G˜0(G˜21 + G˜0G˜2),
p˜3 = G˜0(G˜
3
1 + 3G˜0G˜1G˜2 + G˜
2
0G˜3). (B9)
r(λ) could be found as
r(λ) = lim
ε→0
εr(λ)
p− p˜(λ)
∣∣∣∣
p=p˜(λ)+ε
= lim
ε→0
ε
p+ G˜(λ2p)
∣∣∣∣
p=p˜(λ)+ε
=
1
1 + λ2 ddp G˜|p=λ2p˜
. (B10)
By differentiating Eq. (B7) we obtain
dp˜
dλ2
+
d
dp
G˜|p=λ2p˜
(
p˜+ λ2
dp˜
dλ2
)
= 0. (B11)
Substituting it to Eq. (B10) we obtain
r(λ) = 1 + λ2
1
p˜
dp˜
dλ2
. (B12)
The asymptotic expansion λ2 dp˜dλ2 =
∑∞
n=1 np˜nλ
2n. Then we obtain r(λ) =
∑∞
n=1 rnλ
2n, where r0 = 1 and
rn =
1
p˜0
(
np˜n −
n∑
k=1
p˜k(n− k)rn−k
)
. (B13)
The explicit formulae for several first terms
r1 = −G˜1,
r2 = G˜
2
1 + 2G˜0G˜2,
r3 = −(G˜31 + 6G˜0G˜1G˜2 + 3G˜20G˜3). (B14)
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Appendix C: Correlation function
Let us denote the evolution of the system and reservoir in the iteration picture by Ut. Then [63]
Ut|0〉 ⊗ |vac〉 = |0〉 ⊗ |vac〉,
Ut|1〉 ⊗ |vac〉 = x(t)|1〉 ⊗ |vac〉+
∫
dkψk(t)|0〉 ⊗ b†k|vac〉, (C1)
where x(t) is the solution of Eq. (5). By direct calculation we have
〈σ−(t2)σ+(t1)〉 ≡ TrU†t2 |0〉〈1|Ut2U†t1 |1〉〈0|Ut1 |0〉〈0| ⊗ |vac〉〈vac| = TrU†t2 |0〉〈1|Ut2−t1 |1〉〈0| ⊗ |vac〉〈vac|
= x(t2 − t1) TrU†t2 |0〉〈0| ⊗ |vac〉〈vac| = x(t2 − t1). (C2)
Appendix D: Conditions for physical initial behavior
To be physical, i.e. to be a density matrix, the matrix ρ(t;λ)|pert should satisfy ρ11(t;λ)|pert 6 1 and det ρ(t;λ)|pert >
0 as trace preservation and self-adjointness are provided by form (2). By direct calculation det ρ(t;λ)|pert > 0 takes
the form ∣∣∣∣x(t;λ)|pert∣∣∣∣2ρ11(0) 6 1− |ρ10(0)|2ρ11(0) (D1)
for ρ11(0) 6= 0, which automatically leads to
ρ11(t;λ)|pert =
∣∣∣∣x(t;λ)|pert∣∣∣∣2ρ11(0) 6 1. (D2)
So only Ineq. (D1) should be justified for ρ(t;λ)|pert to be physical if ρ11(0) 6= 0. If ρ11(0) = 0, then ρ10(0) = ρ01(0) = 0
and ρ00(0) = 1 which is preserved by dynamics (2). Taking into account Eq. (14), Ineq. (D1) takes the form
|r(λ)|eRe p˜(λ)t 6
√
ρ11(0)− |ρ10(0)|2
ρ11(0)
. (D3)
As det ρ(0) > 0 leads to ρ11(0) − |ρ10(0)|2 > (ρ11(0))2 and as Re p˜(λ) 6 0, then ρ(t;λ)|pert is physical for all times
if |r(λ)| 6 1 or it is initially non-physical, but becomes physical at the time t∗ defined by |r(λ)|eRe p˜(λ)t∗ = 1 if
Re p˜(λ) 6= 0, i.e. at
t∗ = − ln |r(λ)|
Re p˜(λ)
. (D4)
Substituting asymptotic expansion for r(λ) and p˜(λ) from App. B we have Eq. (24).
Appendix E: Combination of Lorentz peaks
For the correlation function of form (26) we have
G˜(p) =
n∑
l=1
g2l
1
p+ γl + i∆ωl
. (E1)
Then by Eq. (A4) for k = 0, 1 we obtain
G˜0 =
n∑
l=1
g2l
γl − i∆ωl
γ2l + ∆ω
2
l
=
n∑
l=1
Jl(Ω)
2
(
1− i∆ωl
γl
)
,
−G˜1 =
n∑
l=1
g2l
γ2l −∆ω2l − 2iγl∆ωl
(γ2l + ∆ω
2
l )
2 =
n∑
l=1
Jl(Ω)
2
γ2l −∆ω2l − 2iγl∆ωl
γl(γ2l + ∆ω
2
l )
. (E2)
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For real parts we have
Re G˜0 =
n∑
l=1
Jl(Ω)
2
=
J(Ω)
2
, −Re G˜1 =
n∑
l=1
Jl(Ω)
2
γ2l −∆ω2l
γl(γ2l + ∆ω
2
l )
.
Thus, by Eq. (24) we obtain Eq. (27).
Appendix F: Short time expansion and matching
Let us rewrite Eq. (5) as
x(t) = 1−
∫ t
0
dt2
∫ t2
0
dt1
1
λ2
G
(
t2 − t1
λ2
)
x(t1). (F1)
For short times t = O(λ2) and for y
(
τ1
λ2
)
= O(λ2k) we have∫ t
0
dt2
∫ t2
0
dt1
1
λ2
G
(
t2 − t1
λ2
)
y(t1) = λ
2
∫ t
λ2
0
dτ2
∫ τ2
0
dτ1G(τ2 − τ1)y
( τ1
λ2
)
= O(λ2(k+1)). (F2)
So it is possible to iterate Eq. (F1) to obtain the asymptotic expansion for short times t = O(λ2).
x(t)|corr = 1−
∫ t
0
dt2
∫ t2
0
dt1
1
λ2
G
(
t2 − t1
λ2
)
+
∫ t
0
dt4
∫ t4
0
dt3
∫ t3
0
dt2
∫ t2
0
dt1
1
λ2
G
(
t4 − t3
λ2
)
1
λ2
G
(
t2 − t1
λ2
)
+ · · ·
(F3)
In particular, neglecting the terms O(λ4) we obtain Eq. (29).
To obtain the uniform asymptotic expansion, one should identify the overlap terms which contribute both to x(t)|pert
and x(t)|corr and subtract them from their sum. Let us apply the Laplace transform to x(t)|corr. We obtain
x˜(p;λ)|corr = 1
p
∞∑
k=0
(−1)k
(
G˜(λ2p)
p
)k
. (F4)
To obtain asymptotic expansion accurate within λ2n terms, we need only first n+ 1 terms for short-time expansion
x˜(p;λ)|corr ' 1
p
n∑
k=0
(−1)k
(
G˜(λ2p)
p
)k
. (F5)
Now we need to identify the terms in this approximation which also contribute to the long-time expansion. For this
purpose let us obtain expansion of (G˜(p))k in p. For the k-th power of power series for G˜(p) we have [97, Sec. 0.31]
(G˜(p))k =
∞∑
m=0
G˜k,mp
m, (F6)
where
G˜k,0 = G˜
k
0 , G˜k,m =
1
mG˜0
m∑
j=1
(jk −m+ j)G˜jG˜k,m−j . (F7)
By definition G˜1,m = G˜m. Let us present several first terms for k = 2
G˜2,0 = G˜
2
0, G˜2,1 = 2G˜0G˜1, G˜2,2 = G˜
2
1 + 2G˜0G˜2. (F8)
The only terms which contribute at long times (see Ref. [99, Sec. 8.4-7] or Ref. [100, Sec. 11.4.2]) are from the negative
powers of p, i.e.
x˜(p;λ)|overlap =
n∑
k=0
k∑
m=0
(−1)kG˜k,m p
m
pk+1
λ2m. (F9)
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Performing the inverse Laplace transform we have
x(t;λ)|overlap =
n∑
k=0
k∑
m=0
(−1)kG˜k,m t
k−m
(k −m)!λ
2m. (F10)
Namely, we have
x(t;λ)|overlap = 1− G˜0t+ G˜1λ2, for n = 1,
x(t;λ)|overlap = 1− G˜0t+ G˜1λ2 + G˜0t
2
2
+ G˜1tλ
2 + G˜2λ
4, for n = 2. (F11)
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