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Abstract
We obtain a determinant representation of normalized scalar products of on-
shell and off-shell Bethe vectors in the inhomogeneous 8-vertex model. We consider
the case of rational anisotropy parameter and use the generalized algebraic Bethe
ansatz approach. Our method is to obtain a system of linear equations for the scalar
products, prove its solvability and solve it in terms of determinants of explicitly
known matrices.
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1 Introduction
The study of low-dimensional strongly correlated systems is of great importance and
interest. Among the numerous physical low-dimensional models, a special role is played
by the 8-vertex model [1–4], which is closely related or in some sense equivalent to the
completely anisotropic XY Z Heisenberg magnet [5]. This model is completely integrable,
because the corresponding matrix of Boltzmann weights (the R-matrix) satisfies the
Yang–Baxter equation, and transfer matrices commute for any values of the arguments.
However, unlike the 6-vertex model, in the 8-vertex model, the total flow through the
vertex, generally speaking, is not conserved. In the language of the XY Z chain, this
leads to the fact that the third component of the total spin is no longer an integral of
motion. All this implies significant difficulties in the study of this model.
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The spectral problem for the 8-vertex model was solved by R. Baxter via the Q-
operator method [6–8], which subsequently found wide applications. Further research on
the 8-vertex model took place in several directions. Besides studying the properties of
the T–Q equation and the solutions of Bethe equations [9–18], it is also worth mentioning
the study of the underlying quantum algebras [19–23]. A number of works were devoted
to the study of correlation functions of the 8-vertex model [24–29]. However, there are
still many open questions in this direction.
In 1979, the Quantum Inverse Scattering Method (QISM) [30, 31] was applied to the
XY Z Heisenberg chain in paper [32]. This required the development of some general-
ization of the algebraic Bethe ansatz, since this method in its original formulation is not
applicable to the XY Z chain. The generalized algebraic Bethe ansatz allows us to obtain
Bethe equations that determine the spectrum of the Hamiltonian, as well as construct
the eigenvectors of the transfer matrix. The question arises of the applicability of this
method to the calculation of form factors and correlation functions. This way looks very
attractive, since the application of the standard algebraic Bethe ansatz to this problem
has been developed quite well to date. Let us briefly recall the main features of this
approach.
The calculation of correlation functions within the QISM consists of several stages.
At the first stage, it is necessary to derive the action of local operators on physical states
(on-shell Bethe vectors). This is achieved either within the framework of the composite
model [33], or by explicitly solving the quantum inverse problem [34]. The latter allows
us to express explicitly local spin operators via elements of the monodromy matrix. For
the XY Z chain, the quantum inverse problem was solved in [35] (see also [36]).
At the next step, it is necessary to calculate the arising scalar products of Bethe
vectors. In these scalar products, one of the vectors is still an eigenvector of the Hamilto-
nian (or equivalently, an eigenvector of the transfer matrix), while the second, generally
speaking, is not (an off-shell Bethe vector). Attempts to calculate norms and the scalar
products directly with the help of the algebra satisfied by elements of the quantum mon-
odromy matrix show that this is a difficult combinatorial problem.
The history of the problem is as follows. The first result is Gaudin’s hypothesis which
goes back to 1972 [37, 38] (see also the later work [39]) about norms of eigenvectors of
the Hamiltonian of the Bose-gas with point-like interaction. This hypothesis was proved
in 1982 by Korepin [40] in the framework of the quantum inverse scattering method for
a sufficiently wide class of models. It states that the squared norm of eigenvectors of the
Hamiltonian is given by determinant of an m×m matrix (m is the number of excitations)
whose explicit form is restored from the form of Bethe equations. In 1989, for models
with the 6-vertex R-matrix, a compact determinant formula was proved [41] for scalar
products of two Bethe vectors one of which is on-shell and another one is an arbitrary
off-shell Bethe vector. The original method to obtain this result was a complicated
combinatorial analysis of the structure of scalar products and application of recurrence
relations for them. In 1998, Kitanine, Maillet and Terras [34] obtained this result by
a different method and showed that the matrix elements of the matrix participating in
the determinant representation of scalar products are expressed through derivatives of
eigenvalues of the transfer matrix. Later similar results were obtained for models with
the 6-vertex R-matrix with non-periodic boundary conditions [42–45]. In paper [46], a
determinant representation was obtained for scalar products in the elliptic solid-on-solid
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(SOS) model, which is closely related to the 8-vertex model.
Recently, a new method was proposed in [47], which avoids all combinatorial difficul-
ties and allows one to reduce the calculation of scalar products of on-shell and off-shell
Bethe vectors in models with the 6-vertex R-matrix to solving a system of linear equa-
tions. This method explains why the scalar products of on-shell and off-shell Bethe
vectors have determinant representations.
The existence of determinant representations for scalar products allows us to directly
proceed to the calculation of correlation functions. Here we should mention the method
based on the use of auxiliary quantum operators (dual fields) [48–50], as well as the
method based on the representation for correlation functions in the form of multiple
integrals [51–55]. However, for today, the most powerful and relatively simple approach
is the method of form factor expansion. In particular, a significant successes have been
achieved along this path in the study of the correlation functions of the XXZ chain and
the model of one-dimensional bosons (the Lieb–Liniger model). Both analytical [56, 57]
and numerical [58–61] results were obtained.
The lack of compact determinant representations for scalar products in the 8-vertex
model (or the XY Z chain) is a serious obstacle for the study of the correlation functions
within the framework of the QISM. At the same time, the method of [47] relies solely
on the formula for the action of the transfer matrix on the Bethe vectors. For the XY Z
chain, this formula was obtained in pioneer work [32]. Therefore, this approach is carried
over without significant changes to the case of models with the 8-vertex R-matrix.
In this paper, we use the approach suggested in [47]. Namely, we obtain a system
of linear equations whose solutions are the scalar products of the on-shell and off-shell
Bethe vectors of the inhomogeneous 8-vertex model. We find these solutions in terms
of determinants (minors of the matrix of the linear system). At this stage, we basically
follow the strategy of [47]. A significant difference appears at the final stage. A feature
of this method is that the above system of linear equations is homogeneous. Therefore,
its solutions contain an ambiguity which must be fixed. In models with the 6-vertex
(trigonometric or rational) R-matrix, this is achieved by considering a special particular
case, in which the scalar product is reduced to the partition function of the 6-vertex
model with the domain wall boundary conditions which has a determinant representation
[40, 62]. An analogue of this result in the case of the 8-vertex model is not known (see,
however, papers [63, 64], where the representation of the partition function of the elliptic
SOS model with the domain wall boundary conditions as a finite linear combination of
determinants was obtained). Therefore, the study of this particular case for the models
with the 8-vertex R-matrix does not lead to the desired results. Instead, we fix the
freedom in the resulting solution using the quasiperiodic transformation properties of
Bethe vectors under sifts of the variables by periods. Despite of this method allows one
to fix the ambiguity only partially, the residual arbitrariness disappears in the normalized
expressions.
Let us present here the main result. We consider the inhomogeneous 8-vertex model or
the XY Z spin-1
2
chain on an even number of sites N = 2n with a rational anisotropy pa-
rameter η = 2P/Q. Let
〈
Ψν({vi})
∣∣ be the (dual) eigenvector of the transfer matrix T(u)
with the eigenvalue Tν(u; {vi}) explicitly given by (3.23) below (here ν = 0, 1, . . . , Q− 1,
and the parameters v1, . . . , vn satisfy the Bethe equations) and let
∣∣Ψµ({ui})〉 be an
4
off-shell Bethe vector with arbitrary parameters u1, . . . , un. Let also define
V =
n∑
i=1
vi, U =
n∑
i=1
ui,
and r = V − U . Our main result is the following determinant formula for the scalar
product for the on-shell and off-shell Bethe vectors:〈
Ψν({vi})
∣∣Ψµ({ui})〉 = φ(νµ)1 (r)φ(ν)2 ({vi})
×
n∏
a,b=1
θ1(ua − vb|τ)∏
p<q
θ1(up − uq|τ)θ1(vq − vp|τ)
det
1≤j,k≤n
T
(νµ)
jk (r), (1.1)
where the matrix T
(νµ)
jk (r) is given by
T
(νµ)
jk (r)=
θ′1(0|τ)θ1(uk−vj+r|τ)
θ1(uk − vj |τ)θ1(r|τ)
(
Tν(uk; v1, . . . , vn)−Tµ(uk, v1, . . . , vj−r, . . . , vn)
)
. (1.2)
In (1.1), (1.2), θ1(z|τ) is the odd Jacobi theta function with modular parameter τ ∈ C
with Im τ > 0. The function φ
(νµ)
1 (r) in (1.1) is known explicitly (see (5.49), (5.50)
below). The function φ
(ν)
2 ({vi}) can not be fixed by our method. However, it does not
enter the expression for specially normalized scalar products〈
Ψν({vi})
∣∣Ψµ({ui})〉〈
Ψν({vi})
∣∣Ψν({vi})〉 .
We argue that only such expressions are essential for finding correlation functions.
The paper is organized as follows. In section 2 we introduce the main objects of
the 8-vertex model and XY Z spin chain: the R-matrix (in the elliptic parametrization),
the L-operator, the quantum monodromy matrix and the transfer matrix. After that
we study how the R-matrix acts on the tensor products of some specially parameterized
vectors in C2 and introduce vacuum vectors for gauge-transformed L-operators. Section
3 explains how the generalized algebraic Bethe ansatz works for the construction of
eigenvectors of the transfer matrix. First, the commutation relations for the elements of
the gauge-transformed quantum monodromy matrix are derived and then their algebra is
used to construct right and left (dual) eigenvectors, basically in the same way as in [32].
In section 4 we recall the alternative method of diagonalization of the transfer matrix
based on the Q-operator and derive the sum rule for Bethe roots for the inhomogeneous
model. This section is included for completeness and is not directly related to what
follows. The main content of the paper is contained in section 5, where we obtain a
homogeneous system of linear equations for the scalar products of Bethe vectors, prove
its solvability and solve it in terms of determinants. We also prove that our result implies
orthogonality of on-shell Bethe vectors.
There are also three appendices and a list of notations. In Appendix A we show that
our result implies that some special Bethe vectors are in fact null-vectors. Appendix B is
devoted to a detailed account of the simplest case N = 2. In Appendix C we show that
in the case η = 1
2
(the case of free fermions) even more explicit results can be obtained.
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2 Inhomogeneous 8-vertex model
Since the XY Z spin-1
2
chain and the 8-vertex model are equivalent, below we mostly talk
about the latter for definiteness. We stress that we consider an inhomogeneous model
only for reasons of generality. All formulas below allow a smooth homogeneous limit.
2.1 The R-matrix
The matrix of Boltzmann weights of the 8-vertex model (the R-matrix) has a natu-
ral elliptic parametrization [4]. In order to write it explicitly, we use the Jacobi theta
functions
θ1(u|τ) = −i
∑
k∈Z
(−1)kq(k+
1
2
)2eπi(2k+1)u,
θ2(u|τ) =
∑
k∈Z
q(k+
1
2
)2eπi(2k+1)u,
θ3(u|τ) =
∑
k∈Z
qk
2
e2πiku,
θ4(u|τ) =
∑
k∈Z
(−1)kqk
2
e2πiku,
(2.1)
where τ ∈ C, Im τ > 0, and q = eπiτ . Let us mention the infinite product representation
θ1(u|τ) = 2q
1
4 sin πu
∏
n≥1
(1− q2n)(1− q2ne2πiu)(1− q2ne−2πiu). (2.2)
Similar infinite product representations exist also for the other theta-functions which are
connected with θ1(u|τ) by the formulas
θ2(u|τ) = θ1(u+
1
2
|τ), θ3(u|τ) = q
1
4 eπiuθ1(u+
τ+1
2
|τ), θ4(u|τ) = −iq
1
4 eπiuθ1(u+
τ
2
|τ).
It is seen from here that θ1 and θ2 become respectively sin and cos as q → 0 while θ3 and
θ4 become constants (equal to 1). The function θ1 is odd while the other three are even.
The theta functions satisfy a large number of non-trivial identities which are used below
without comments. Most of these identities with proofs can be found in [65].
Let
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
be Pauli matrices, σ± =
1
2
(σ1 ± iσ2). The Baxter’s R-matrix of the symmetric 8-vertex
model in the elliptic parametrization has the form
R(u) = R(u; η, τ) =
3∑
a=0
Wa(u) σa ⊗ σa, (2.3)
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where
Wa(u) =Wa(u; η, τ) = θ1(η|τ)
θ5−a
(
u+ η
2
∣∣∣τ)
2θ5−a
(
η
2
∣∣∣τ) (2.4)
and the index of the theta functions is understood modulo 4 (for example, θ5(u|τ) =
θ1(u|τ)). This R-matrix acts in the tensor product V1 ⊗ V2 (Vi ∼= C
2) and can be also
denoted as R12(u) =
3∑
a=0
Wa(u) σ
(1)
a σ
(2)
a . (Pictorially, the R-matrix is represented as the
vertex+ formed by intersection of two lines, the first space being associated with the
horizontal line and the second one with the vertical line.) In the matrix form we have:
R(u) =

W0(u)+W3(u) 0 0 W1(u)−W2(u)
0 W0(u)−W3(u) W1(u)+W2(u) 0
0 W1(u)+W2(u) W0(u)−W3(u) 0
W1(u)−W2(u) 0 0 W0(u)+W3(u)

=

a8v(u) 0 0 d8v(u)
0 b8v(u) c8v(u) 0
0 c8v(u) b8v(u) 0
d8v(u) 0 0 a8v(u)
 ,
(2.5)
where
a8v(u) =
2θ4(η|2τ) θ1(u+ η|2τ) θ4(u|2τ)
θ2(0|τ) θ4(0|2τ)
,
b8v(u) =
2θ4(η|2τ) θ4(u+ η|2τ) θ1(u|2τ)
θ2(0|τ) θ4(0|2τ)
,
c8v(u) =
2θ1(η|2τ) θ4(u+ η|2τ) θ4(u|2τ)
θ2(0|τ) θ4(0|2τ)
,
d8v(u) =
2θ1(η|2τ) θ1(u+ η|2τ) θ1(u|2τ)
θ2(0|τ) θ4(0|2τ)
.
(2.6)
It is easy to see that when the spectral parameter u is shifted by the quasiperiods 1 and
τ , the R-matrix transforms as follows:
R12(u+ 1) = −σ
(1)
3 R12(u)σ
(1)
3 ,
R12(u+ τ) = −e
−πi(2u+η+τ)σ
(1)
1 R12(u)σ
(1)
1 .
(2.7)
It can be shown that this R-matrix satisfies the Yang-Baxter equation [7]
R12(u1 − u2)R13(u1)R23(u2) = R23(u2)R13(u1)R12(u1 − u2) (2.8)
and commutes with σa ⊗ σa:
σa ⊗ σaR(u) = R(u)σa ⊗ σa, a = 1, 2, 3. (2.9)
7
Below we also need the following properties of the R-matrix (2.5):
R12(−u;−η, τ) = −R12(u; η, τ),
R
t1t2
12 (u) = R12(u),
R12(u− η; η, τ) = e
πi(2u−η+τ)R
t1
12(u+ τ + 1;−η, τ),
(2.10)
where ti means transposition in the i-th space.
In the limit τ → +i∞ (q → 0) the elliptic R-matrix degenerates into the standard
trigonometric R-matrix of the 6-vertex model:
R(u)→ 2q
1
4

sin π(u+ η) 0 0 0
0 sin πu sin πη 0
0 sin πη sin πu 0
0 0 0 sin π(u+ η)
 +O(q 54 ).
The R-matrix (2.5) can be also represented in the form of the L-operator
L(u) =
 W0(u)σ0 +W3(u)σ3 W1(u)σ1 − iW2(u)σ2
W1(u)σ1 + iW2(u)σ2 W0(u)σ0 −W3(u)σ3
 =
 a(u) b(u)
c(u) d(u)
 , (2.11)
which is the 2 × 2 matrix whose matrix elements are operators in C2. Clearly, it is the
same R-matrix (2.5) written as a block matrix2. The Yang-Baxter equation for R is the
RLL = LLR relation for L
R12(u− v)L1(u)L2(v) = L2(v)L1(u)R12(u− v), (2.12)
where L1(u) = L(u)⊗ 1, L2(v) = 1⊗ L(v).
The quantum monodromy matrix of the inhomogeneous 8-vertex model is
T (u) = L1(u− ξ1)L2(u− ξ2) . . .LN(u− ξN) =
(
A(u) B(u)
C(u) D(u)
)
, (2.13)
where complex numbers ξi are inhomogeneity parameters. It is an operator in C
2 ⊗ H,
H =
N⊗
i=1
Vi, Vi ∼= C
2. Here Lj(u) is given by the formula (2.11), where the σ-matrices
σ
(j)
a act in the j-th copy of C
2 associated with the j-th site of the lattice. The operators
A(u), B(u), C(u), D(u) act in the space H. We consider the case of even N = 2n,
otherwise solvability of the model is problematic. Equations (2.7) imply the following
properties of the quantum monodromy matrix:
T (u+ 1) = σ3T (u)σ3 =
(
A(u) −B(u)
−C(u) D(u)
)
,
T (u+ τ) = e−πic(u)σ1T (u)σ1 = e
−πic(u)
(
D(u) C(u)
B(u) A(u)
)
,
(2.14)
2Usually in the literature the L-operator differs from the R-matrix by a shift of the spectral parameter
u→ u− η/2. We do not make this shift.
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where
c(u) = N(2u+ η + τ)− 2
N∑
k=1
ξk. (2.15)
It follows from (2.12) and (2.13) that the quantum monodromy matrix satisfies the
RTT = TTR relation
R12(u− v)T1(u)T2(v) = T2(v)T1(u)R12(u− v), (2.16)
This relation implies that the transfer matrices
T(u) = tr0
(
R01(u− ξ1)R02(u− ξ2) . . .R0N (u− ξN)
)
= tr
(
L1(u− ξ1)L2(u− ξ2) . . . LN(u− ξN)
)
= trT (u) = A(u) +D(u)
(2.17)
commute for any values of the spectral parameter u. The transfer matrix is an operator
in the space H. For the solution of the model one is interested in eigenvectors and
eigenvalues of the transfer matrix.
It follows from (2.9) that the transfer matrix commutes with the operators
Ua = (σa)
⊗N . (2.18)
Note that the operators Ua commute with each other:
UaUb = (σaσb)
⊗N = (−1)N(σbσa)
⊗N = UbUa
(because N is an even number). Therefore, the problem is to find common eigenvectors
of the transfer matrix and the operators Ua.
The homogeneous 8-vertex model (when all ξi are equal to 0) is closely related to the
XY Z spin-1
2
chain. The connection goes as follows: the Hamiltonian HXYZ of the XY Z
spin chain is contained in the commuting family of operators T(u) in the following way:
∂u logT(u)
∣∣∣
u=0
=
θ′1(0|τ)
2θ1(η|τ)
HXYZ + J0N1, (2.19)
where J0 =
1
2
θ′1(η|τ)/θ1(η|τ), and 1 is the identity operator. The Hamiltonian of the
XY Z chain is given by
HXYZ =
N∑
j=1
(
J1σ
(j)
1 σ
(j+1)
1 + J2σ
(j)
2 σ
(j+1)
2 + J3σ
(j)
3 σ
(j+1)
3
)
(2.20)
with the constants
J1 =
θ4(η|τ)
θ4(0|τ)
, J2 =
θ3(η|τ)
θ3(0|τ)
, J3 =
θ2(η|τ)
θ2(0|τ)
.
The transfer matrix of the homogeneous 8-vertex model is a generating function for
conserved quantities of the XY Z spin-1
2
chain.
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2.2 Intertwining vectors
The L-operator of the 8-vertex model does not have a vacuum vector, i.e. a vector
annihilated by the operator c(u), because the matrix c(u) is non-degenerate for almost all
u. This fact makes it impossible to apply directly the algebraic Bethe ansatz method used
for the solution of the 6-vertex model. Instead, one can apply the so-called generalized
algebraic Bethe ansatz [32]. The key ingredient of the generalized algebraic Bethe ansatz
for the 8-vertex model is the rule of the action of the R-matrix (2.5) to some special
vectors.
Let us introduce a family of vectors∣∣φ(s)〉 = ( θ1(s|2τ)
θ4(s|2τ)
)
, (2.21)
where s is a complex parameter. They are called intertwining vectors. The covector
orthogonal to |φ(s)〉 is〈
φ⊥(s)
∣∣ = (−θ4(s|2τ), θ1(s|2τ)) = ie−πi(s+ τ2 )〈φ(s+ τ + 1)∣∣
and the scalar product
〈
φ⊥(t)
∣∣φ(s)〉 is given by〈
φ⊥(t)
∣∣φ(s)〉 = θ1 (12 (t− s)∣∣τ) θ2 (12 (t + s)∣∣τ)
= 2
θ1(
1
2
(t− s)|2τ)θ4(
1
2
(t− s)|2τ)θ2(
1
2
(t + s)|2τ)θ3(
1
2
(t+ s)|2τ)
θ2(0|2τ)θ3(0|2τ)
.
(2.22)
Using the identities for the theta functions, one can prove the following important
identity for the intertwining vectors:
R(u)
∣∣φ(s+η)〉⊗ ∣∣φ(s− u)〉 = θ1(u+ η|τ) ∣∣φ(s)〉⊗ ∣∣φ(s−u+η)〉 (2.23)
or, indicating explicitly the spaces where the vectors live:
R12(u)
∣∣φ(s+η)〉
1
∣∣φ(s− u)〉
2
= θ1(u+ η|τ)
∣∣φ(s)〉
1
∣∣φ(s−u+η)〉
2
. (2.24)
Note that when one acts by the R-matrix to the tensor product of two vectors, one
in general obtains a linear combination of pure tensor products. The situation when
one gets just one tensor product term as in (2.23) is exceptional. This property was
called by Baxter “passing of a pair of vectors through the vertex” [4] and it played a
very important role in his solution of the 8-vertex model. The vectors that satisfy this
property are parameterized by points of an elliptic curve which is uniformized by the
parameter s. This is the origin of the parameter s in (2.23).
Let us give some other useful versions of identity (2.24). Changing u→ −u, η → −η
in (2.24) and using (2.10), we arrive at
R12(u)
∣∣φ(s−η)〉
1
∣∣φ(s+ u)〉
2
= θ1(u+ η|τ)
∣∣φ(s)〉
1
∣∣φ(s+u−η)〉
2
. (2.25)
Shifting s → s + τ + 1 and transposing in the both spaces, we also get the transposed
version of equation (2.24):〈
φ⊥(s+ η)
∣∣
1
〈
φ⊥(s− u)
∣∣
2
R12(u) = θ1(u+ η|τ)
〈
φ⊥(s)
∣∣
1
〈
φ⊥(s− u+ η)
∣∣
2
. (2.26)
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Shifting u → u − ξ and then s → s + u in (2.24) and taking the scalar product of
both sides with the covector
〈
φ⊥(s+ u)
∣∣, we get:〈
φ⊥(s+ u)
∣∣
1
R12(u− ξ)
∣∣φ(s+u+η)〉
1
∣∣φ(s+ ξ)〉
2
= 0, (2.27)
where ξ is an additional arbitrary parameter. Here the operator
〈
φ⊥(s + u)
∣∣
1
R12(u −
ξ)
∣∣φ(s+u+ η)〉
1
acts in the vertical space (the space number 2). Taking the scalar
product of (2.24) with the covector
〈
φ⊥(t)
∣∣, we obtain〈
φ⊥(t)
∣∣
1
R12(u)
∣∣φ(s+ η)〉
1
∣∣φ(s− u)〉
2
= θ1(u+ η|τ)
〈
φ⊥(t)
∣∣φ(s)〉 ∣∣φ(s− u+ η)〉
2
or, what is the same but with an additional parameter ξ introduced by the shift u→ u−ξ,〈
φ⊥(t− u)
∣∣
1
R12(u− ξ)
∣∣φ(s+u+η)〉
1〈
φ⊥(t− u)
∣∣φ(s+ u)〉 ∣∣φ(s+ ξ)〉2 = θ1(u−ξ+η|τ) ∣∣φ(s+ξ+η〉2. (2.28)
Shifting the arguments in (2.24) and changing η → −η, using the property (2.10) and
transposing in the first space, we obtain the following important corollary:〈
φ⊥(s)
∣∣
1
R12(u)
∣∣φ(s− u)〉
2
= θ1(u|τ)
〈
φ⊥(s+ η)
∣∣
1
∣∣φ(s− u− η)〉
2
(2.29)
or, what is the same but with an additional parameter ξ,〈
φ⊥(s+ u)
∣∣
1
R12(u− ξ)
∣∣φ(s+ ξ)〉
2
= θ1(u− ξ|τ)
〈
φ⊥(s+ u+ η)
∣∣
1
∣∣φ(s+ ξ − η)〉
2
. (2.30)
We stress that
〈
. . .
∣∣
1
∣∣. . .〉
2
here is not a scalar product but the tensor product of the
vector and covector (which live in difference spaces). Taking the scalar product with the
vector
∣∣φ(t− u+ η)〉
1
in the first space, we can write this identity in the following form:〈
φ⊥(s+ u)
∣∣
1
R12(u− ξ)
∣∣φ(t− u+ η)〉
1〈
φ⊥(s+ u+ η)
∣∣φ(t− u+ η)〉 ∣∣φ(s+ ξ)〉2 = θ1(u− ξ|τ)∣∣φ(s+ ξ − η)〉2. (2.31)
Let us now give a more general identity for the intertwining vectors which can be
proved basically in the same way as (2.24):
R12(u)
∣∣φ(s+ η)〉
1
∣∣φ(t− u)〉
2
=
θ1(η|τ)θ2(
1
2
(s+ t)− u|τ)
θ2(
1
2
(s+ t)|τ)
∣∣φ(t)〉
1
∣∣φ(s+ u+ η)〉
2
+
θ1(u|τ)θ2(
1
2
(s+ t) + η|τ)
θ2(
1
2
(s+ t)|τ)
∣∣φ(s)〉
1
∣∣φ(t− u− η)〉
2
.
(2.32)
It provides a rule of how the R-matrix acts on the tensor products of two arbitrary
vectors. At t = s (2.32) coincides with (2.24) (this can be seen after using an identity
for the theta functions). Substituting u→ −u, η → −η, we also obtain:
R12(u)
∣∣φ(s− η)〉
1
∣∣φ(t+ u)〉
2
=
θ1(η|τ)θ2(
1
2
(s+ t) + u|τ)
θ2(
1
2
(s+ t)|τ)
∣∣φ(t)〉
1
∣∣φ(s− u− η)〉
2
+
θ1(u|τ)θ2(
1
2
(s+ t)− η|τ)
θ2(
1
2
(s+ t)|τ)
∣∣φ(s)〉
1
∣∣φ(t+ u+ η)〉
2
.
(2.33)
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Equations (2.24), (2.25), (2.32), (2.33) can be unified in the “intertwining relation”
between the R-matrix and the collection of Boltzmann weights of a IRF-type model.
Introduce the vectors ∣∣φk+1k (u)〉 = ∣∣φ(s− u+ kη + η2 )〉,∣∣φkk+1(u)〉 = ∣∣φ(s+ u+ kη + η2 )〉, (2.34)
then the above mentioned equations can be compactly written as
R12(u− v)
∣∣φk′k (u)〉1∣∣φk′′k′ (v)〉2 =∑
l
∣∣φk′′l (u)〉1∣∣φlk(v)〉2W [ k k′l k′′
]
(u− v), (2.35)
where W
[
k k′
l k′′
]
(u) = 0 unless |k − k′| = |k′ − k′′| = |l − k′′| = |l − k| = 1. The
non-zero weights are:
W
[
k k±1
k±1 k±2
]
(u) = θ1(u+ η|τ),
W
[
k k±1
k±1 k
]
(u) =
θ1(η|τ)θ2(s+ kη ∓ u|τ)
θ2(s+ kη|τ)
,
W
[
k k±1
k∓1 k
]
(u) =
θ1(u|τ)θ2(s+ (k ± 1)η|τ)
θ2(s+ kη|τ)
.
(2.36)
A similar intertwining relation obtained from (2.35) by transposition in both spaces holds
for the corresponding covectors.
2.3 Vacuum vectors
Let us consider the gauge transformation of the L-operator
L
′
k(u, ξk) =M
−1
k+l−1(u)Lk(u− ξk)Mk+l(u) =
 a′k(u) b′k(u)
c′k(u) d
′
k(u)
 , (2.37)
where l ∈ Z is an integer parameter. The matrix Mk(u) is given by
Mk(u) =
(
θ1(sk + u|2τ) γkθ1(tk − u|2τ)
θ4(sk + u|2τ) γkθ4(tk − u|2τ)
)
, (2.38)
where sk = s+ kη, tk = t + kη, s, t ∈ C are arbitrary parameters and
γk =
1
θ2(τk|2τ)θ3(τk|2τ)
, τk =
1
2
(sk + tk). (2.39)
Note that the columns of this matrix are the intertwining vectors. The inverse matrix is
M−1k (u) =
1
detMk(u)
(
γkθ4(tk − u|2τ) −γkθ1(tk − u|2τ)
−θ4(sk + u|2τ) θ1(sk + u|2τ)
)
, (2.40)
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where
detMk(u) = −γk
〈
φ⊥(tk − u)
∣∣φ(sk + u)〉
= γkθ1
(
1
2
(s− t)+u
∣∣τ)θ2(τk|τ)
= 2
θ1
(
1
2
(s− t)+u
∣∣2τ)θ4(12 (s− t)+u∣∣2τ)
θ2(0|2τ)θ3(0|2τ)
≡ µ(u).
(2.41)
Note that detMk(u) = µ(u) does not depend on k.
The gauge-transformed L-operator (2.37) has a local u-independent vacuum vector
∣∣ωlk〉 = ( θ1(sk+l−1 + ξk|2τ)θ4(sk+l−1 + ξk|2τ)
)
=
∣∣φ(sk+l−1 + ξk)〉k ∈ Vk (2.42)
which is annihilated by the left lower element c′k(u):
c
′
k(u)
∣∣ωlk〉 = 0 (2.43)
(recall that c′k(u) depends also on s and l). This directly follows from equation (2.27)
(one should put s = sk+l−1 in the latter). In their turn, equations (2.28) and (2.31)
(where one should put s = sk+l−1, t = tk+l−1) tell us how the operators a
′
k(u), d
′
k(u) act
to the vacuum vector:
a′k(u)
∣∣ωlk〉 = θ1(u−ξk+η|τ)∣∣ωl+1k 〉,
d′k(u)
∣∣ωlk〉 = θ1(u− ξk|τ)∣∣ωl−1k 〉. (2.44)
Unlike the situation in the 6-vertex model, the vacuum vector is not an eigenvector for
these operators but transforms in a simple way.
The gauge-transformed quantum monodromy matrix is
T ′(u) = L′1(u− ξ1)L
′
2(u− ξ2) . . .L
′
N(u− ξN)
= M−1l (u)T (u)MN+l(u) =
(
Al(u) Bl(u)
C l(u) Dl(u)
)
.
The global vacuum vectors are defined as∣∣Ωl〉 = ∣∣ωl1〉⊗ ∣∣ωl2〉⊗ . . .⊗ ∣∣ωlN〉 .
According to (2.43), (2.44), the action of the operators Al(u), Dl(u) and C l(u) on the
global vacuum vector is given by
C l(u)
∣∣Ωl〉 = 0,
Al(u)
∣∣Ωl〉 = N∏
i=1
θ1(u−ξi+η|τ)
∣∣Ωl+1〉,
Dl(u)
∣∣Ωl〉 = N∏
i=1
θ1(u−ξi|τ)
∣∣Ωl−1〉 .
(2.45)
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The same formulas (2.24), (2.25) allow one to check that the local dual vacuum vector〈
ω¯lk
∣∣ = 〈φ⊥(tk+l − ξk)∣∣ (2.46)
satisfies the following properties:〈
ω¯lk
∣∣b′k = 0,〈
ω¯lk
∣∣a′k = γk+l−1γ−1k+l θ1(u− ξk + η|τ)〈ω¯l−1k ∣∣,〈
ω¯lk
∣∣d′k = γk+lγ−1k+l−1 θ1(u− ξk|τ)〈ω¯l+1k ∣∣.
(2.47)
The global dual (left) vacuum vectors are defined as tensor products of the local ones:〈
Ω¯l
∣∣ = 〈ω¯l1∣∣⊗ 〈ω¯l2∣∣⊗ . . .⊗ 〈ω¯lN ∣∣ . (2.48)
The action of the operators Al(u), Dl(u), Bl(u) to the left vacuum is given by〈
Ω¯l
∣∣Bl(u) = 0,
〈
Ω¯l
∣∣Al(u) = γlγ−1l+N N∏
i=1
θ1(u− ξi + η|τ)
〈
Ω¯l−1
∣∣ ,
〈
Ω¯l
∣∣Dl(u) = γl+Nγ−1l N∏
i=1
θ1(u− ξi|τ)
〈
Ω¯l+1
∣∣ .
(2.49)
These formulas will be used in the generalized algebraic Bethe ansatz.
3 The generalized algebraic Bethe ansatz
In this section, we construct off-shell and on-shell Bethe vectors and describe their prop-
erties. We continue to use the “bra-ket” notation in order to distinguish between right∣∣Ψν(u1, . . . , un)〉 and left (dual) 〈Ψν(v1, . . . , vn)∣∣ Bethe vectors. We draw the reader’s at-
tention to the fact that the meaning of this notation is completely different from that in
the previous section. First of all, in distinction of the two-component vectors
∣∣φ(u)〉 and〈
φ⊥(u)
∣∣ the Bethe vectors ∣∣Ψν(u1, . . . , un)〉 belong to the quantum space of the model,
that is, (C2)⊗N . Respectively, the dual vectors
〈
Ψν(v1, . . . , vn)
∣∣ belong to the dual space.
Besides, since the procedures for constructing left and right vectors are slightly different,
we generally do not require that the left and right vectors be connected by transposition or
Hermitian conjugation. In particular, the scalar product
〈
Ψν(v1, . . . , vn)
∣∣Ψν(v1, . . . , vn)〉,
generally speaking, is not the square of the vector norm. However, it does become the
square of the norm for the values of parameters that ensure the positivity of Boltzmann
weights (2.6) or the self-conjugacy of the Hamiltonian (2.20). This treatment of the right
and left Bethe vectors is traditional in the algebraic Bethe ansatz approach.
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3.1 The permutation relations
Let us introduce the generalized (gauge-transformed) monodromy matrices
Tk,l(u) =M
−1
k (u)T (u)Ml(u) =
(
Ak,l(u) Bk,l(u)
Ck,l(u) Dk,l(u)
)
. (3.1)
Note that in this new notation T ′(u) = Tl,l+N(u). We have:
Ak,l(u) =
〈
φ⊥(tk − u)
∣∣T (u)∣∣φ(sl + u)〉〈
φ⊥(tk − u)
∣∣φ(sk + u)〉 ,
Bk,l(u) = γl
〈
φ⊥(tk − u)
∣∣T (u)∣∣φ(tl − u)〉〈
φ⊥(tk − u)
∣∣φ(sk + u)〉 ,
Ck,l(u) = −
1
γk
〈
φ⊥(sk + u)
∣∣T (u)∣∣φ(sl + u)〉〈
φ⊥(tk − u)
∣∣φ(sk + u)〉 ,
Dk,l(u) = −
γl
γk
〈
φ⊥(sk + u)
∣∣T (u)∣∣φ(tl − u)〉〈
φ⊥(tk − u)
∣∣φ(sk + u)〉 .
(3.2)
It follows from equations (2.14) that the generalized monodromy matrix has the following
quasiperiodicity properties:
Tk,l(u+ 1) = Tk,l(u),
Tk,l(u+ τ) = e
−πic(u)
(
eπisk 0
0 −e−πitk
)
Tk,l(u)
(
e−πisl 0
0 −eπitl
)
= e−πic(u)
 eπi(sk−sl)Ak,l(u) −eπi(sk+tl)Bk,l(u)
−e−πi(sl+tk)Ck,l(u) e
πi(tl−tk)Dk,l(u)
 ,
(3.3)
where c(u) is defined in (2.15).
For the calculations below it is convenient to introduce a temporary notation for the
vectors and covectors
X l(u) =
∣∣φ(sl + u)〉, Y l(u) = ∣∣φ(tl − u)〉,
X˜k(u) =
〈
φ⊥(sk + u)
∣∣, Y˜ k(u) = 〈φ⊥(tk − u)∣∣,
then
Ak,l(u) = −
γk
µ(u)
Y˜ k(u)T (u)X l(u),
Bk,l(u) = −
γkγl
µ(u)
Y˜ k(u)T (u)Y l(u),
Ck,l(u) =
1
µ(u)
X˜k(u)T (u)X l(u),
Dk,l(u) =
γl
µ(u)
X˜k(u)T (u)Y l(u).
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In this notation, equations (2.24), (2.25), (2.32), (2.33) look as follows:
R12(u− v)X
l+1
1 (u)X
l
2(v) = θ1(u− v + η|τ)X
l
1(u)X
l+1
2 (v), (3.4)
R12(u− v)Y
l−1
1 (u)Y
l
2 (v) = θ1(u− v + η|τ)Y
l
1 (u)Y
l−1
2 (v), (3.5)
R12(u− v)Y
l+1
1 (u)X
l
2(v) = f
+
l (u− v)Y
l
1 (u)X
l−1
2 (v) + gl(v − u)X
l
1(u)Y
l+1
2 (v), (3.6)
R12(u− v)X
k
1 (u)Y
k−1
2 (v) = f
−
k (u− v)X
k+1
1 (u)Y
k
2 (v) + gk(u− v)Y
k−1
1 (u)X
k
2 (v), (3.7)
R12(u− v)Y
l
1 (u)X
l+1
2 (v) = f
+
l (u− v)Y
l−1
1 (u)X
l
2(v) + gl(v − u)X
l+1
1 (u)Y
l
2 (v), (3.8)
R12(u− v)X
k−1
1 (u)Y
k
2 (v) = f
−
k (u− v)X
k
1 (u)Y
k+1
2 (v) + gk(u− v)Y
k
1 (u)X
k−1
2 (v), (3.9)
where
f±k (u) =
θ1(u|τ)θ2(τk±1|τ)
θ2(τk|τ)
, gk(u) =
θ1(η|τ)θ2(τk + u|τ)
θ2(τk|τ)
.
Similar relations hold for the covectors X˜ l(u), Y˜ l(u); they are obtained by transposition
in both spaces.
Multiplying both sides of the RTT = TTR relation (2.16) by the vectors Y l−11 (u)Y
l
2(v)
from the right and Y˜ k−11 (u)Y˜
k
2 (v) from the left and using (3.5), one obtains the permu-
tation relation
Bk+1,l(u)Bk,l+1(v) = Bk+1,l(v)Bk,l+1(u). (3.10)
Similarly, multiplying both sides of (2.16) by the vectors X l+11 (u)X
l
2(v) from the right
and X˜k+11 (u)X˜
k
2 (v) from the left and using (3.4), we get
Ck,l+1(u)Ck+1,l(v) = Ck,l+1(v)Ck+1,l(u). (3.11)
The commutation relations between A- and B-operators are obtained by multiplying
both sides of (2.16) by the vectors Y l+11 (u)X
l
2(v) from the right and Y˜
k−1
1 (u)Y˜
k
2 (v) from
the left and using the transposed version of (3.5) and (3.6):
θ1(u− v + η|τ)Bk,l+1(u)Ak−1,l(v)
= θ1(u− v|τ)Ak,l−1(v)Bk−1,l(u) + gl(v − u)Bk,l+1(v)Ak−1,l(u). (3.12)
The other commutation relations can be obtained in a similar way. Multiplying both
sides of (2.16) by the vectors Y l1 (u)Y
l+1
2 (v) from the right and X˜
k
1 (u)Y˜
k−1
2 (v) from the
left and using the transposed version of (3.7), one obtains
θ1(u− v + η|τ)Bk−1,l(v)Dk,l+1(u)
= θ1(u− v|τ)Dk+1,l(u)Bk,l+1(v) + gk(u− v)Bk−1,l(u)Dk,l+1(v). (3.13)
Multiplying both sides of the RTT = TTR relation by the vectors X l+11 (u)X
l
2(v) from
the right and X˜k−11 (u)Y˜
k
2 (v) from the left and using the transposed version of (3.9), one
obtains:
θ1(u− v + η|τ)Ak,l+1(v)Ck−1,l(u)
=
γ2k
γk+1γk−1
θ1(u− v|τ)Ck,l+1(u)Ak+1,l(v) + gk(u− v)Ak,l+1(u)Ck−1,l(v). (3.14)
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Finally, multiplying both sides of the RTT = TTR relation by the vectors Y l1 (u)X
l+1
2 (v)
from the right and X˜k+11 (u)X˜
k
2 (v) from the left and using (3.8), one obtains:
θ1(u− v + η|τ)Dk,l(u)Ck+1,l+1(v)
=
γ2l
γl+1γl−1
θ1(u− v|τ)Ck,l(v)Dk+1,l−1(u) + gl(v − u)Dk,l(v)Ck+1,l+1(u). (3.15)
These are the main operator permutation relations used in the generalized algebraic
Bethe ansatz procedure.
3.2 Right eigenvectors
Let us consider a vector∣∣Ψl(u1, . . . , un)〉 = Bl−1,l+1(u1)Bl−2,l+2(u2) . . . Bl−n,l+n(un) ∣∣Ωl−n〉 . (3.16)
We recall that n is fixed and is equal to N/2. The commutation relation (3.10) implies
that this vector is a symmetric function of the parameters u1, . . . , un. We are going to act
to this vector by the transfer matrix T(u) = Al,l(u) +Dl,l(u). To this end, let us rewrite
equations (3.12), (3.13) in a more convenient form suitable for moving the operators A
and D to the right through B:
Ak,l(u)Bk−1,l+1(v)
= α(u− v)Bk,l+2(v)Ak−1,l+1(u) + βl+1(u− v)Bk,l+2(u)Ak−1,l+1(v),
(3.17)
Dk,l(u)Bk−1,l+1(v)
= α(v − u)Bk−2,l(v)Dk−1,l+1(u)− βk−1(u− v)Bk−2,l(u)Dk−1,l+1(v),
(3.18)
where
α(u) =
θ1(u− η|τ)
θ1(u|τ)
, βk(u) =
θ1(η|τ) θ2(τk + u|τ)
θ1(u|τ) θ2(τk|τ)
. (3.19)
The action of the operators Al,l(u), Dl,l(u) to the vector (3.16) can be found, with the
help of the standard algebraic Bethe ansatz argument, using the permutation relations
(3.17), (3.18) and the property (2.45). The result is:
Al,l(u)
∣∣Ψl(u1, . . . , un)〉 = TA(u) ∣∣Ψl+1(u1, . . . , un)〉
+
n∑
j=1
ΛlA,j(u)
∣∣Ψl+1(u1, . . . , uj−1, u, uj+1, . . . , un)〉 ,
Dl,l(u)
∣∣Ψl(u1, . . . , un)〉 = TD(u) ∣∣Ψl−1(u1, . . . , un)〉
+
n∑
j=1
ΛlD,j(u)
∣∣Ψl−1(u1, . . . , uj−1, u, uj+1, . . . , un)〉 ,
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where
TA(u) =
N∏
i=1
θ1(u− ξi + η|τ)
n∏
k=1
θ1(u− uk − η|τ)
θ1(u− uk|τ)
,
TD(u) =
N∏
i=1
θ1(u− ξi|τ)
n∏
k=1
θ1(u− uk + η|τ)
θ1(u− uk|τ)
,
ΛlA,j(u) =
θ1(η|τ)
θ′1(0|τ)
Φ
(
u−uj, τl+1+
1
2
) N∏
i=1
θ1(uj − ξi + η|τ)
n∏
k=1, 6=j
θ1(uj − uk − η|τ)
θ1(uj − uk|τ)
,
ΛlD,j(u) = −
θ1(η|τ)
θ′1(0|τ)
Φ
(
u−uj, τl−1+
1
2
) N∏
i=1
θ1(uj − ξi|τ)
n∏
k=1, 6=j
θ1(uj − uk + η|τ)
θ1(uj − uk|τ)
.
In the last two formulas we have introduced a function
Φ(u, v) =
θ′1(0|τ) θ1(u+ v|τ)
θ1(u|τ) θ1(v|τ)
. (3.20)
It has a simple pole at u = 0 with the residue 1.
Consider now the Fourier transform of the vector
∣∣Ψl〉:∣∣Ψν(u1, . . . , un)〉 =∑
l∈Z
e−ilπην
∣∣Ψl(u1, . . . , un)〉. (3.21)
For arbitrary parameters uj we call such vectors off-shell Bethe vectors. The action of
the transfer matrix T(u) = Al,l(u) +Dl,l(u) on such vector is given by
T(u)
∣∣Ψν(u1, . . . , un)〉 = Tν(u)∣∣Ψν(u1, . . . , un)〉
+
∑
l∈Z
n∑
j=1
e−ilπην
(
eiπηνΛl−1A,j (u) + e
−iπηνΛl+1D,j(u)
) ∣∣Ψl(u1, . . . , uj−1, u, uj+1, . . . , un)〉,
(3.22)
where
Tν(u) = e
iπην
N∏
i=1
θ1(u− ξi + η|τ)
n∏
k=1
θ1(u− uk − η|τ)
θ1(u− uk|τ)
+ e−iπην
N∏
i=1
θ1(u− ξi|τ)
n∏
k=1
θ1(u− uk + η|τ)
θ1(u− uk|τ)
. (3.23)
Note that one can rewrite (3.22) in the form
T(u)
∣∣Ψν(u1, . . . , un)〉 = Tν(u)∣∣Ψν(u1, . . . , un)〉
−
∑
l∈Z
n∑
j=1
e−ilπηνΦ
(
u− uj, τl +
1
2
)(
res
u=uj
Tν(u)
)∣∣Ψl(u1, . . . , uj−1, u, uj+1, . . . , un)〉.
(3.24)
18
In this form, it is clear that the r.h.s. is regular at u = uj as it should be.
The eigenvalue of the transfer matrix should be a regular function of uj. The condi-
tions res
u=uj
Tν(u) = 0 are simultaneously the conditions of cancellation of the “unwanted
terms” in (3.24). These conditions have the form of the Bethe equations
e2iπην
N∏
i=1
θ1(uj − ξi + η|τ)
θ1(uj − ξi|τ)
=
n∏
k=1, 6=j
θ1(uj − uk + η|τ)
θ1(uj − uk − η|τ)
. (3.25)
For N = 2 there is only one Bethe equation and it can be solved explicitly (see Appendix
B). If the Bethe equations are satisfied, then the unwanted terms cancel and the vec-
tor |Ψν〉 = |Ψν(u1, . . . , un)〉 is an eigenvector of the transfer matrix provided that ν is
such that the series (3.21) converges and is non-zero. Presumably, this holds for some
particular values of ν and ν = 0 is among them. We call such vectors on-shell Bethe
vectors.
For what follows we need analytical properties of the Bethe vectors as functions of the
parameters uj. First of all, we note that
∣∣Ψl〉 (and, therefore, |Ψν〉 is an entire function
of uj . Indeed, a possible pole could only occur at uj = (t − s)/2 when µ(u) in the
denominator of the expression for Bl−j,l+j(uj) vanishes. In this case the matrix Mk(uj)
becomes degenerate and one can immediately see that
res
uj=(t−s)/2
Bl−j,l+j(uj) ∝ res
uj=(t−s)/2
Cl−j,l+j(uj).
Using the fact that the Bethe vector is a symmetric function of the ui’s, one can move
uj to the very right end of the chain of the B-operators, where we have
res
uj=(t−s)/2
Bl−n,l+n(uj)
∣∣Ωl−n〉 = res
uj=(t−s)/2
Cl−n,l+n(uj)
∣∣Ωl−n〉 = 0.
Therefore, res
uj=(t−s)/2
∣∣Ψl(u1, . . . , un)〉 = 0 and thus the Bethe vector is a regular function
of each of uj.
Next, let us derive the quasiperiodic properties of the Bethe vector under the shifts
uj → uj + 1 and uj → uj + τ . Using (3.3), we have:
Bl−j,l+j(u+ 1) = Bl−j,l+j(u),
Bl−j,l+j(u+ τ) = −e
πi(s+t)+2πilη−πic(u)Bl−j,l+j(u),
(3.26)
where c(u) is given by (2.15). It then follows that∣∣Ψν(u1, . . . , uj−1, uj + 1, uj+1, . . . , un)〉 = ∣∣Ψν(u1, . . . , un)〉,∣∣Ψν(u1, . . . , uj−1, uj + τ, uj+1, . . . , un)〉 = −eπi(s+t)−πic(u)∣∣Ψν−2(u1, . . . , un)〉. (3.27)
In particular, if the vector is on-shell and {ν, u1, . . . , un} is the corresponding solution of
the Bethe equations, the set {ν+2, u1, . . . , uj+τ, . . . , un} also solves the Bethe equations
and the two eigenvectors are proportional to each other, i.e., correspond to the same
physical state. This fact was mentioned in [11].
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3.3 Left eigenvectors
For the construction of left eigenvectors of the transfer matrix it is convenient to redefine
the operators Akl, Bk,l, Ckl, Dkl in the following way:
A¯kl = γ
−1
k γlAkl, B¯kl = γ
−1
k γ
−1
l Bkl, C¯kl = γkγlCkl, D¯kl = γkγ
−1
l Dkl. (3.28)
Note that these operators act to the left vacuum as follows (see (2.49)):
〈
Ω¯l
∣∣ A¯l,l+N(u) = N∏
i=1
θ1(u− ξi + η|τ)
〈
Ω¯l−1
∣∣ ,
〈
Ω¯l
∣∣ D¯l,l+N(u) = N∏
i=1
θ1(u− ξi|τ)
〈
Ω¯l+1
∣∣.
The new operators are matrix elements of the gauge-transformed quantum monodromy
matrix T¯ (u) = M¯−1k (u)T (u)M¯l(u) by means of the matrix
M¯k(u) =
(
γkθ1(sk + u|2τ) θ1(tk − u|2τ)
γkθ4(sk + u|2τ) θ4(tk − u|2τ)
)
(3.29)
(comparing to the matrix (2.38), the first rather than second column is multiplied by γk).
Let us consider the dual vector〈
Ψl(v1, . . . , vn)
∣∣ = 〈Ω¯l−n∣∣ C¯l−n,l+n(vn) . . . C¯l−2,l+2(v2)C¯l−1,l+1(v1). (3.30)
The commutation relation (3.11) implies that this vector is a symmetric function of
the parameters v1, . . . , vn. We are going to act to this vector by the transfer matrix
T(u) = A¯l,l(u) + D¯l,l(u) to the left. To this end, let us rewrite equations (3.14), (3.15) in
a more convenient form suitable for moving the operators A¯ and D¯ to the left through
C¯:
C¯k−1,l+1(v)A¯k,l(u)
= α(u− v)A¯k−1,l+1(u)C¯k−2,l(v)− βk−1(v − u)A¯k−1,l+1(v)C¯k−2,l(u),
(3.31)
C¯k−1,l+1(v)D¯k,l(u)
= α(v − u)D¯k−1,l+1(u)C¯k,l+2(v) + βl+1(v − u)D¯k−1,l+1(v)C¯k,l+2(u),
(3.32)
with the same functions α(u), βk(u) as in (3.19).
Consider now the Fourier transform of the dual vector
〈
Ψl
∣∣:〈
Ψν(v1, . . . , vn)
∣∣ =∑
l∈Z
eilπην
〈
Ψl(v1, . . . , vn)
∣∣. (3.33)
The arguments similar to the ones used in the case of right vectors lead to the following
formula for the action of the transfer matrix to the dual vector:〈
Ψν(v1, . . . , vn)
∣∣T(u) = Tν(u)〈Ψν(v1, . . . , vn)∣∣
+
∑
l∈Z
n∑
j=1
eilπηνΦ
(
vj − u, τl +
1
2
)(
res
u=vj
Tν(u)
)〈
Ψl(v1, . . . , vj−1, u, vj+1, . . . , vn)
∣∣. (3.34)
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Again, the conditions res
u=vj
Tν(u) = 0 for all j ensure cancellation of the “unwanted terms”
in (3.34) and are equivalent to the Bethe equations (3.25) for the parameters vj .
Analytic properties of the left Bethe vectors are similar to those of the right ones.
They are regular functions of the parameters vi. Using (3.3), we have:
C¯l−j,l+j(u+ 1) = C¯l−j,l+j(u),
C¯l−j,l+j(u+ τ) = −e
−πi(s+t)−2πilη−πic(u)C¯l−j,l+j(u).
(3.35)
It then follows that〈
Ψν(v1, . . . , vj−1, vj + 1, vj+1, . . . , vn)
∣∣ = 〈Ψν(v1, . . . , vn)∣∣,〈
Ψν(v1, . . . , vj−1, vj + τ, vj+1, . . . , vn)
∣∣ = −e−πi(s+t)−πic(vj )〈Ψν−2(v1, . . . , vn)∣∣. (3.36)
3.4 Action of the operators Ua to Bethe vectors
The key identity necessary to derive how the operators Ua act to (in general off-shell)
Bethe vectors is
σa ⊗ UaT (u) = T (u) σa ⊗ Ua, (3.37)
which follows from (2.9) (here σa acts in the auxiliary space C
2 and Ua acts in the
quantum space H), or, in more detail:(
A(u)U1 B(u)U1
C(u)U1 D(u)U1
)
=
(
U1D(u) U1C(u)
U1B(u) U1A(u)
)
,(
A(u)U3 B(u)U3
C(u)U3 D(u)U3
)
=
(
U3A(u) −U3B(u)
−U3C(u) U3D(u)
)
.
It then follows that
U1Bk,l(u; s, t) = e
−πi(2u+(k+l)η+2s+τ)Bk,l(u; s+ τ, t+ τ)U1, (3.38)
C¯k,l(u; s, t)U1 = e
−πi(−2u+(k+l)η+2t+τ)U1C¯k,l(u; s+ τ, t+ τ), (3.39)
U3Bk,l(u; s, t) = −Bk,l(u; s+ 1, t+ 1)U3, (3.40)
C¯k,l(u; s, t)U3 = −U3C¯k,l(u; s+ 1, t+ 1), (3.41)
and also
U1Bk,l(u; s, t) = −e
−πi(tk+tl+s−t)Bk,l(u; s+ τ, t− τ)U1, (3.42)
C¯k,l(u; s, t)U1 = −e
πi(sk+sl+t−s)U1C¯k,l(u; s+ τ, t− τ), (3.43)
U3Bk,l(u; s, t) = Bk,l(u; s+ 1, t− 1)U3, (3.44)
C¯k,l(u; s, t)U3 = U3C¯k,l(u; s+ 1, t− 1). (3.45)
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It is also straightforward to find how the operators Ua act to the vacua:
U1
∣∣Ωl−n(s)〉 = (−1)neπi(Nsl−nη+∑k ξk+nτ) ∣∣Ωl−n(s+ τ)〉 , (3.46)〈
Ω¯l−n(t)
∣∣U1 = (−1)neπi(Ntl+nη−∑k ξk+nτ) 〈Ω¯l−n(t+ τ)∣∣ , (3.47)
U3
∣∣Ωl−n(s)〉 = ∣∣Ωl−n(s+ 1)〉 , (3.48)〈
Ω¯l−n(t)
∣∣U3 = 〈Ω¯l−n(t+ 1)∣∣ . (3.49)
Combining equations (3.38)–(3.49), one can derive the following properties of the
Bethe vectors:
U1
∣∣Ψµ(u1, . . . , un; s, t)〉 = (−1)ne−2πiσ(u1,...,un)∣∣Ψµ(u1, . . . , un; s+ τ, t + τ)〉, (3.50)〈
Ψν(v1, . . . , vn; s, t)
∣∣U1 = (−1)ne2πiσ(v1 ,...,vn)〈Ψν(v1, . . . , vn; s+ τ, t+ τ)∣∣, (3.51)
U3
∣∣Ψµ(u1, . . . , un; s, t)〉 = (−1)n∣∣Ψµ(u1, . . . , un; s+ 1, t+ 1)〉, (3.52)〈
Ψν(v1, . . . , vn; s, t)
∣∣U3 = (−1)n〈Ψν(v1, . . . , vn; s+ 1, t+ 1)∣∣, (3.53)
where
σ(v1, . . . , vn) =
n∑
i=1
vi −
1
2
N∑
k=1
ξk +
1
2
nη, (3.54)
and
U1
∣∣Ψl(u1, . . . , un; s, t)〉 = eπin(s−t−η)+πinτ+πi∑k ξk∣∣Ψl(u1, . . . , un; s+ τ, t− τ)〉, (3.55)〈
Ψl(v1, . . . , vn; s, t)
∣∣U1 = eπin(s−t−η)+πinτ+πi∑k ξk〈Ψl(v1, . . . , vn; s+ τ, t− τ)∣∣, (3.56)
U3
∣∣Ψl(u1, . . . , un; s, t)〉 = ∣∣Ψl(u1, . . . , un; s+ 1, t− 1)〉, (3.57)〈
Ψl(v1, . . . , vn; s, t)
∣∣U3 = 〈Ψl(v1, . . . , vn; s+ 1, t− 1)∣∣. (3.58)
3.5 The case of rational η
For irrational values of η the Fourier transform (3.21), (3.33) is rather formal because
convergence of the infinite series is problematic. Formal expressions of this kind become
really meaningful for rational η,
η =
2P
Q
, (3.59)
where P,Q are mutually prime integers. In this case all functions in question become
Q-periodic in l and the infinite Fourier series (3.21) can be substituted by the finite sum∣∣Ψν(u1, . . . , un)〉 = ∑
l∈ZQ
e−2πilPν/Q
∣∣Ψl(u1, . . . , un)〉, (3.60)
where ZQ = {0, 1, . . . , Q − 1}. Because of the Q-periodicity the admissible values of n
are not restricted by n = N/2 anymore but can be found from the condition
2n = N (mod Q). (3.61)
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The case η = 1/2 (Q = 4) is the case of free fermions when the 8-vertex model
splits into two Ising models. In this case the right hand side of Bethe equations becomes
(−1)n−1, so the Bethe equations convert into n uncoupled equations for each uj separately.
3.6 Dependence of the eigenvectors on s, t
Here we investigate the dependence of the left eigenvectors 〈Ψν | on the parameters s, t. It
is natural to expect that the eigenvectors of the transfer matrix do not essentially depend
on these auxiliary parameters, i.e., all the dependence is concentrated in the common
scalar factor: 〈
Ψν
∣∣ = ϕν(x, y)〈Ψ(0)ν ∣∣,
where we have denoted
x =
1
2
(s+ t+ 1) , y =
1
2
(s− t) , (3.62)
and the eigenvector
〈
Ψ
(0)
ν
∣∣ does not depend on s, t.
We will use equations (3.51), (3.56), (3.53), (3.58) taking into account the fact that
the eigenvectors of the transfer matrix are simultaneously eigenvectors of the operators
Ua (a = 1, 3). Since Ua are involutions, their eigenvalues are (−1)
νa , where νa = 0, 1:〈
Ψν
∣∣Ua = (−1)νa〈Ψν∣∣. (3.63)
Then we have from (3.51), (3.56), (3.53), (3.58):
ϕν(x+ 1, y) = (−1)
n+ν3ϕν(x, y),
ϕν(x+ τ, y) = (−1)
n+ν1e−2πiσϕν(x, y)
(3.64)
(σ is defined in (3.54)) and
ϕν(x, y + 1) = (−1)
ν3ϕνx, y),
ϕν(x, y + τ) = (−1)
ν1e−πinτ−2πiny+πinη−πi
∑
k ξkϕν(x, y).
(3.65)
Besides, it straightforwardly follows from the construction of the eigenvectors that
ϕν(x+ η, y) = e
−πiνηϕν(x, y). (3.66)
Below in section 4.2 we argue that n+ ν3 = −ν and
2σ = n + ν1 + ντ
(the sum rule (4.24)). Using these relations and the definition of σ, we can represent
equations (3.64), (3.65), (3.66) in the form
ϕν(x+ 1, y) = (−1)
νϕν(x, y),
ϕν(x+ τ, y) = e
−πiντϕν(x, y),
ϕν(x+ η, y) = e
−πiνηϕν(x, y)
(3.67)
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and
ϕν(x, y + 1) = (−1)
n+νϕν(x, y),
ϕν(x, y + τ) = (−1)
ne−πinτ−2πiny+πiντ−2πi
∑
j vjϕν(x, y).
(3.68)
We know that ϕν(x, y) is an entire function of y and may have poles in x at the points
x = −lη in the fundamental domain, where l = 0, . . . Q/2 for even Q and l = 0, . . . , Q
for odd Q. It then follows from (3.67), (3.68) and these properties that the poles in x
actually cancel and as a function of y ϕν(x, y) is a theta function of order n, i.e. it has
n zeros yj in the fundamental domain:
ϕν(x, y) = bνe
πiν(y−x)
n∏
j=1
θ1(y − yj|τ) (3.69)
with the condition
n∑
j=1
yj = −
n∑
j=1
vj.
We conjecture that yj = −vj . This conjecture is supported by numerical calculations for
N = 2, 4. Remarkably, the dependence on x and y factorizes.
4 The Q-operator and the sum rule
Here we construct the Baxter’s Q-operator. This construction is necessary to obtain
a sum rule, which is an additional requirement to the eigenvectors besides the Bethe
equations. This section is not directly connected with what follows and is included for
completeness.
4.1 Construction of the Q-operator
A minor modification of the formulas in sections 2.2 and 2.3 leads to the construction of
the Q-operator. We begin with the construction of the right Q-operator QR(u). Basically,
one should shift s→ s− u, t→ t + u and consider the L-operators
L
±(u) = M−1l L(u)Ml±1 =
(
a±(u) b±(u)
c±(u) d±(u)
)
, (4.1)
where
Ml =
(
θ1(sl|2τ) γlθ1(tl|2τ)
θ4(sl|2τ) γlθ4(tl|2τ)
)
. (4.2)
The identities from section 2.2 allow one to prove the following important relations:
c±(u− ξ)
∣∣φ(sl ± (u− ξ))〉 = 0,
a±(u− ξ)
∣∣φ(sl ± (u− ξ))〉 = θ1(u− ξ + η|τ)∣∣φ(sl ± (u− η − ξ))〉,
d
±(u− ξ)
∣∣φ(sl ± (u− ξ))〉 = θ1(u− ξ|τ)∣∣φ(sl ± (u+ η − ξ))〉.
(4.3)
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Let ǫi = ±1, i = 1, . . . , N be such that
N∑
i=1
ǫi = 0 (for even N this is always possible)
and set em =
m∑
i=1
ǫi, e0 = eN = 0. Let us introduce a family of vectors
∣∣ω(u; ǫ1, . . . , ǫN)〉 = →⊗
i=0,...,N−1
∣∣φ(sl+ei − ǫi+1(u− ξi)〉.
Then the relations (4.3) imply that
T(u)
∣∣ω(u; ǫ1, . . . , ǫN )〉 = a(u)∣∣ω(u− η; ǫ1, . . . , ǫN )〉+ d(u)∣∣ω(u+ η; ǫ1, . . . , ǫN)〉, (4.4)
where
a(u) =
N∏
i=1
θ1(u− ξi + η), d(u) =
N∏
i=1
θ1(u− ξi). (4.5)
The vectors
∣∣ω(u; ǫ1, . . . , ǫN)〉 can be regarded as columns of an operator QR(u) (a “pre-
Q-operator) which, therefore, satisfies the relation
T(u)QR(u) = a(u)QR(u− η) + d(u)QR(u+ η). (4.6)
Since s can be any complex number and ǫ1, . . . , ǫN is any set of numbers ±1 (such that
their sum is zero), the set of all possible vectors
∣∣ω(u; ǫ1, . . . , ǫN)〉 spans the total 2N -
dimensional quantum space H of the model.
The construction of the left Q-operator, QL(u), is similar. We define
L¯±(u) = M¯−1l L(u)M¯l±1 =
(
a¯±(u) b¯±(u)
c¯±(u) d¯±(u)
)
, (4.7)
where
M¯l =
(
γlθ1(sl|2τ) θ1(tl|2τ)
γlθ4(sl|2τ) θ4(tl|2τ)
)
. (4.8)
The identities from section 2.2 allow one to prove the relations〈
φ⊥(tl±1 ± (u− ξ))
∣∣b¯±(u− ξ) = 0,〈
φ⊥(tl±1 ± (u− ξ))
∣∣a¯±(u− ξ) = θ1(u− ξ + η|τ)〈φ⊥(tl±1 ± (u− η − ξ))∣∣,〈
φ⊥(tl±1 ± (u− ξ))
∣∣d¯±(u− ξ) = θ1(u− ξ|τ)〈φ⊥(tl±1 ± (u+ η − ξ))∣∣.
(4.9)
We introduce a family of dual vectors
〈
ω¯(u; ǫ1, . . . , ǫN)
∣∣ = →⊗
i=1,...,N
〈
φ⊥(tl+ei + ǫi(u− ξi)
∣∣, (4.10)
which satisfy〈
ω¯(u; ǫ1, . . . , ǫN)
∣∣T(u) = a(u)〈ω¯(u− η; ǫ1, . . . , ǫN)∣∣+ d(u)〈ω¯(u+ η; ǫ1, . . . , ǫN )∣∣, (4.11)
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and regard them as rows of an operator QL(u) which, therefore, satisfies the relation
QL(u)T(u) = a(u)QL(u− η) + d(u)QL(u+ η). (4.12)
Now, using the argument of Baxter’s works (see [4]), one can prove the commutation
relation
QL(u)QR(v) = QL(v)QR(u) (4.13)
and define theQ-operator Q(u) = QR(u)Q
−1
R (u0) = Q
−1
L (u0)QL(u), where u0 is some point
for which the left and right Q-operators are invertible. It then follows that [Q(u),Q(v)] =
[Q(u),T(v)] = 0 and the Q-operator obeys the TQ-relation
T(u)Q(u) = a(u)Q(u− η) + d(u)Q(u+ η) (4.14)
which is the main property of the Q-operator.
4.2 The sum rule
It is straightforward to check that
QR(u+ 1) = U3QR(u),
QR(u+ τ) = e
−πic(u)/2U1QR(u),
(4.15)
QL(u+ 1) = QL(u)U3,
QL(u+ τ) = e
−πic(u)/2QL(u)U1,
(4.16)
where Ua are operators defined in (2.18). It follows from these relations that [Q(u),Ua] =
0 and
Q(u+ 1) = U3Q(u),
Q(u+ τ) = e−πic(u)/2U1Q(u).
(4.17)
Let Q(u) be the eigenvalue of the operator Q(u) on a common eigenfunction with the
operators Ua. As we have seen before, the eigenvalues of the operators Ua are (−1)
νa ,
where νa = 0, 1. We can write
Q(u+ 1) = (−1)ν3Q(u),
Q(u+ τ) = (−1)ν1e−πic(u)/2Q(u).
(4.18)
It follows from (4.18) that the entire function Q(u) has exactly n zeros vi in the funda-
mental domain. Let us consider a function
F (u) =
Q(u)
n∏
i=1
θ1(u− vi|τ)
.
It is an entire function of u, and equations (4.18) imply that
F (u+ 1) = (−1)n+ν3F (u), F (u+ τ) = (−1)n+ν1e−2πiσF (u),
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where σ is defined in (3.54). It follows from these properties that F (u) is the exponential
function F (u) = eπi(n+ν3)u and
2σ = n+ ν1 − (n+ ν3)τ. (4.19)
Therefore,
Q(u) = eπi(n+ν3)u
n∏
i=1
θ1(u− vi|τ). (4.20)
It remains to identify zeros of the Q(u) with Bethe roots. Writing the TQ-relation
(4.14) for the eigenvalues,
T (u; v1, . . . , vn) = a(u)
Q(u− η)
Q(u)
+ d(u)
Q(u+ η)
Q(u)
, (4.21)
and using the fact that T (u; v1, . . . , vn) does not have poles at u = vi, one obtains the
Bethe equations
e−2πi(n+ν3)η
a(vj)
d(vj)
=
∏
k=1, 6=j
θ1(vj − vk + η|τ)
θ1(vj − vk − η|τ)
. (4.22)
Comparing with (3.25), one identifies
ν = −(n + ν3) . (4.23)
In addition, we conclude that the Bethe roots have to satisfy the sum rule
n∑
i=1
vi =
1
2
N∑
k=1
ξk −
1
2
nη +
1
2
(n+ ν1 + ντ), (4.24)
and ν can only take integer values. Taking this into account, one may say that the
eigenvector of the transfer matrix is determined by a solution of the extended system of
Bethe equations, i.e., the system (3.25) supplemented by the sum rule (4.24) for the n+1
unknown variables {ν, v1, . . . , vn}.
It should be noted that the Q-operator has some eigenvectors which are not eigen-
vectors of the spin reflection operator (see [12, 14]). For such states, the sum rule is not
valid.
5 Scalar products of Bethe vectors
In this section, we obtain a system of linear equations for scalar products of the on-shell
and off-shell Bethe vectors. Basically, we follow the method of [47]. However, for models
with the 8-vertex R-matrix, some generalization is required.
5.1 The notation
In this section we denote u¯ = {u1, . . . , un+1}, v¯ = {v1, . . . , vn}, w¯ = {w1, . . . , wn+1}. We
also denote u¯j = u¯ \ uj, v¯k = v¯ \ vk and so on. Let us also introduce the functions
g(u, v) =
θ1(η)
θ1(u− v)
, f(u, v) =
θ1(u− v + η)
θ1(u− v)
, h(u, v) =
θ1(u− v + η)
θ1(η)
. (5.1)
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Here and below in this section θ1(x) ≡ θ1(x|τ). Observe that
g(u, v) = −g(v, u), f(u, v) = g(u, v)h(u, v), h(u, u) = 1. (5.2)
In order to make the formulas more compact, we use a shorthand notation for products
of these functions. Namely, if any of them depends on a (sub)set of variables, then one
should take a product with respect to the corresponding (sub)set. For example,
f(u, v¯) =
n∏
j=1
f(u, vj), h(w¯, uk) =
n+1∏
j=1
h(wj, uk), g(uk, u¯k) =
n+1∏
j=1, 6=k
g(uk, uj) (5.3)
and so on. We stress that this convention is applied to the functions (5.1) only.
Finally, the functions a(u), d(u) are defined in (4.5).
5.2 A system of linear equations for scalar products
We now proceed directly to the derivation of the system of equations for scalar products.
Using definitions (5.1) and convention (5.3) we rewrite equation (3.22) for the action of
the operator T(u) = Al,l(u) +Dl,l(u) as follows:
T(uj)
∣∣Ψl(u¯j)〉 = n+1∑
k=1
[
a(uk)f(u¯k, uk)
θ1(uj − uk + τl+1 +
1
2
)
h(uj, uk)θ1(τl+1 +
1
2
)
∣∣Ψl+1(u¯k)〉
+ d(uk)f(uk, u¯k)
θ1(uj − uk + τl−1 +
1
2
)
h(uk, uj)θ1(τl−1 +
1
2
)
∣∣Ψl−1(u¯k)〉
]
.
(5.4)
Set
X lj =
〈
Ψν(v¯)
∣∣Ψl(u¯j)〉, (5.5)
where
〈
Ψν(v¯)
∣∣ is a dual on-shell Bethe vector:〈
Ψν(v¯)
∣∣T(uj) = Tν(uj, v¯)〈Ψν(v¯)∣∣ for all uj ∈ C. (5.6)
This means that the parameters v¯ are supposed to satisfy the Bethe equations (3.25).
The eigenvalue is given by
Tν(uj, v¯) = e
iπηνa(uj)f(v¯, uj) + e
−iπηνd(uj)f(uj, v¯). (5.7)
Multiplying (5.4) from the left by 〈Ψν(v¯)| and using (5.6), we obtain:
n+1∑
k=1
[
a(uk)f(u¯k, uk)
θ1(uj − uk + τl+1 +
1
2
)
h(uj, uk)θ1(τl+1 +
1
2
)
X l+1k +
+ d(uk)f(uk, u¯k)
θ1(uj − uk + τl−1 +
1
2
)
h(uk, uj)θ1(τl−1 +
1
2
)
X l−1k − δjkTν(uj, v¯)X
l
k
]
= 0.
(5.8)
We recall that τl =
1
2
(sl+tl) = x−
1
2
+lη. This is a homogeneous system of linear equations
for the scalar products, similar to the one familiar from the rational and trigonometric
cases [47] but with an additional integer parameter l.
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In what follows we assume that η is a rational number η = 2P/Q (3.59). In this
case X lk and coefficients of the system (5.8) are Q-periodic in l and the index l in (5.8)
should be understood modulo Q (l + Q = l). Therefore, (5.8) is a homogeneous system
of (n+1)Q linear equations for (n+1)Q unknown variables X lk, k = 1, . . . n+1, l ∈ ZQ,
ZQ = {0, . . . , Q − 1}. In the next subsection we show that this system has non-trivial
solutions.
Below we consider only the case when the number of Bethe parameters in the two
vectors in the scalar product (5.5) is the same and is equal to N/2 although for rational
η this number can also take other values (see (3.61)).
5.3 Transformation of the system and solvability
Since the obtained system of equations (5.8) is homogeneous, its solutions (if any) are
ambiguous. Namely, if X lk is a solution to the system, then φ(v¯, u¯)X
l
k is also a solution
to the system, where φ(v¯, u¯) is an arbitrary function of the variables v¯ and u¯. In order to
minimize possible arbitrariness, we, following the method of [47], transform the system
to a new (equivalent) form and show that the solutions of the new system are determined
up to a function that depends on the variables v¯, but does not depend on the parameters
u¯. As a byproduct, we prove that the rank of the system is less than (n + 1)Q, and
therefore, it does have nontrivial solutions.
Let us introduce (n+ 1)×(n+ 1) matrices W l with the entries
W ljk = g(uk, wj)
g(uk, u¯k)
g(uk, w¯)
θ1
(
uk−wj −S− τl−
1
2
)
, j, k = 1, . . . , n+1, l ∈ ZQ, (5.9)
where w¯ = {w1, . . . , wn+1} are arbitrary pairwise distinct complex numbers and
S =
n+1∑
j=1
(uj − wj). (5.10)
The matrix W l is nothing else than an elliptic Cauchy matrix multiplied by a diagonal
matrix from the right. The determinant of the elliptic Cauchy matrix is given by
det
1≤i,j≤n+1
Φ(ui − wj, λ) =
(θ′1(0))
n+1θ1
(
λ+
n+1∑
i=1
(ui − wj)
)
θ1(λ)
∏
p<q
θ1(up − uq)θ1(wq − wp)∏
r,s
θ1(ur − ws)
,
(5.11)
where Φ is the function (3.20). It is seen from this formula that detW l 6= 0 if all uj and
wj are distinct and τl +
1
2
6= 0, S + τl +
1
2
6= 0 modulo the lattice spanned by 1 and τ .
Multiplying the system (5.8) from the left by W l we obtain:
n+1∑
k=1
[
a(uk)f(u¯k, uk)
θ1(τl+1 +
1
2
)
E+jkX
l+1
k +
d(uk)f(uk, u¯k)
θ1(τl−1 +
1
2
)
E−jkX
l−1
k −W
l
jkTν(uk, v¯)X
l
k
]
= 0. (5.12)
Here
E±jk = θ1(±η)
n+1∑
m=1
W ljm
θ1(um − uk + τl±1 +
1
2
)
θ1(um − uk ± η)
. (5.13)
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As soon as the matrixW l is non-degenerate, the new system is equivalent to the previous
one.
The sum (5.13) can be calculated via an auxiliary contour integral. Let
I± =
θ1(±η)θ
′
1(0)
2πi
×
∮
θ1(z − uk + τl ± η +
1
2
)
θ1(z − uk ± η)
θ1(z − wj − S − τl −
1
2
)
θ1(z − wj)
n+1∏
p=1
θ1(z − wp)
θ1(z − up)
dz,
where the integration goes along the boundary of the fundamental parallelogram. Then
I± = 0 due to the periodicity of the integrand. On the other hand, this integral can be
calculated as sum of the residues in the interior of the contour. It is easy to see that
the sum of the residues at the points z = um gives exactly E
±
jk. One more contribution
comes from the pole at z − uk ± η = 0. Thus we arrive at
0 = E±jk + θ1(±η)θ1(τl +
1
2
)
θ1(uk − wj − S − τl±1 −
1
2
)
θ1(uk − wj ∓ η)
n+1∏
p=1
θ1(uk − wp ∓ η)
θ1(uk − up ∓ η)
, (5.14)
leading to
E+jk = θ1
(
uk − wj − S − τl+1 −
1
2
)θ1(τl + 12)
h(wj, uk)
h(w¯, uk)
h(u¯, uk)
,
E−jk = θ1
(
uk − wj − S − τl−1 −
1
2
)θ1(τl + 12)
h(uk, wj)
h(uk, w¯)
h(uk, u¯)
.
(5.15)
Substituting these expressions into (5.12), we obtain:
n+1∑
k=1
g(uk, u¯k)
[
(−1)na(uk)h(w¯, uk)
θ1(uk − wj − Sl+1)
θ1(τl+1 +
1
2
)h(wj, uk)
X l+1k
+ d(uk)h(uk, w¯)
θ1(uk − wj − Sl−1)
θ1(τl−1 +
1
2
)h(uk, wj)
X l−1k
(5.16)
−
θ1(uk − wj − Sl)
θ1(τl +
1
2
)
g(uk, wj)
g(uk, w¯)
(
eiπηνa(uk)f(v¯, uk) + e
−iπηνd(uk)f(uk, v¯)
)
X lk
]
= 0,
where
Sl = S + τl +
1
2
. (5.17)
This is a new system of equations which contains the set of arbitrary complex parameters
w¯. Note that they may depend on l.
Let us set w¯n+1 = v¯, while the parameter wn+1 remains free. Set
Pl =
n+1∑
j=1
uj −
n∑
j=1
vj + τl +
1
2
. (5.18)
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Consider equations (5.16) for j = n+ 1. We have Q equations of the form
n+1∑
k=1
[
(−1)na(uk)h(v¯, uk)
(
θ1(uk − Pl+1)
θ1(τl+1 +
1
2
)
X l+1k − e
iπην θ1(uk − Pl)
θ1(τl +
1
2
)
X lk
)
+ d(uk)h(uk, v¯)
(
θ1(uk − Pl−1)
θ1(τl−1 +
1
2
)
X l−1k − e
−iπην θ1(uk − Pl)
θ1(τl +
1
2
)
X lk
)]
g(uk, u¯k) = 0. (5.19)
It is easy to see that these equations are linearly dependent. Indeed, if we multiply
(5.19) by e−ilπηµ, where µ ∈ ZQ, and sum over l ∈ ZQ, we immediately see that the
l.h.s. vanishes for µ = ν (and does not vanish for µ 6= ν). Hence, the system does have
non-trivial solutions.
Consider the remaining system for j < n + 1 and w¯n+1 = v¯. The parameter wn+1 is
still free and we denote it by w. Then we have nQ equations of the form
n+1∑
k=1
g(uk, u¯k)
[
Ak
(h(w, uk)
h(vj , uk)
θ1(uk−vj+w−Pl+1)
θ1(τl+1 +
1
2
)
X l+1k
− eiπην
g(vj, uk)
g(w, uk)
θ1(uk−vj+w−Pl)
θ1(τl +
1
2
)
X lk
)
+Dk
(h(uk, w)
h(uk, vj)
θ1(uk−vj+w−Pl−1)
θ1(τl−1 +
1
2
)
X l−1k
− e−iπην
g(uk, vj)
g(uk, w)
θ1(uk−vj+w−Pl)
θ1(τl +
1
2
)
X lk
)]
= 0,
(5.20)
where j = 1, . . . , n, l = 0, 1, . . . , Q− 1 and
Ak = (−1)
na(uk)h(v¯, uk), Dk = d(uk)h(uk, v¯). (5.21)
Now let us transform the system (5.20) further. We will take advantage of the fact that
the parameter w may depend on l and take it to be
w = lη + w0 + Uˇ , Uˇ =
n+1∑
j=1
uj, (5.22)
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where w0 is an l-independent free parameter. Then the system (5.20) becomes:
n+1∑
k=1
g(uk, u¯k)
[
Ak
(θ1(uk−Uˇ−w0−(l + 1)η)
θ1(τl+1 +
1
2
)
θ1(uk−vj+r−η)
θ1(uk − vj − η)
X l+1k
− eiπην
θ1(uk−Uˇ−w0−lη)
θ1(τl +
1
2
)
θ1(uk−vj+r)
θ1(uk − vj)
X lk
)
+Dk
(θ1(uk−Uˇ −w0−(l − 1)η)
θ1(τl−1 +
1
2
)
θ1(uk−vj+r+η)
θ1(uk − vj + η)
X l−1k
− e−iπην
θ1(uk−Uˇ−w0−lη)
θ1(τl +
1
2
)
θ1(uk−vj+r)
θ1(uk − vj)
X lk
)]
= 0,
(5.23)
where
r =
n∑
p=1
vp −
1
2
(s+t+1) + w0. (5.24)
Multiplying these equations by e−ilπηµ and summing over l ∈ ZQ, we obtain the following
system of nQ equations
n+1∑
k=1
g(uk, u¯k)
[
Ak
(
eiπηµ
θ1(uk − vj − η + r)
θ1(uk − vj − η)
− eiπην
θ1(uk − vj + r)
θ1(uk − vj)
)
+Dk
(
e−iπηµ
θ1(uk − vj + η + r)
θ1(uk − vj + η)
− e−iπην
θ1(uk − vj + r)
θ1(uk − vj)
)]
Y
(µ)
k = 0
(5.25)
for (n+ 1)Q variables
Y
(µ)
k =
∑
l∈ZQ
θ1(lη + w0 + Uˇ − uk)
θ1(τl +
1
2
)
e−ilπηµX lk
=
∑
l∈ZQ
θ1(lη + r + x+ Uk − V )
θ1(lη + x)
e−ilπηµX lk.
(5.26)
Here µ ∈ ZQ, x =
1
2
(s+ t+ 1) and
Uk =
∑
a=1, 6=k
ua = Uˇ − uk, V =
n∑
a=1
va. (5.27)
Comparing with (5.23), the system (5.25) is block-diagonal; the Q diagonal blocks are
numbered by µ ∈ ZQ and each block is a system of n equations for n+ 1 variables Y
(µ)
k .
Note that Y
(µ)
k does not depend on uk but does depend on r (although X
l
k does not
depend on it), so we can denote it as Y
(µ)
k = Y
(µ)
k (r). We can represent the system (5.25)
in the form
n+1∑
k=1
T
(νµ)
ik (r)GkY
(µ)
k (r) = 0, i = 1, . . . , n, (5.28)
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where
Gk =
g(uk, u¯k)
g(uk, v¯)
and the matrix T
(νµ)
ik (r) is given by
T
(νµ)
ik (r) = Φ(uk − vi, r)
(
Tν(uk, v¯)− Tµ(uk, v¯i ∪ (vi − r))
)
. (5.29)
Here we have used the function Φ which is defined in (3.20). Another convenient repre-
sentation of the matrix T
(νµ)
ik (r) is
T
(νµ)
ik (r) =
θ′1(0)
θ1(r)
[
a(uk)f(v¯, uk)
(
eiπην
θ1(uk − vi + r)
θ1(uk − vi)
− eiπηµ
θ1(uk − vi − η + r)
θ1(uk − vi − η)
)
+ d(uk)f(uk, v¯)
(
e−iπην
θ1(uk − vi + r)
θ1(uk − vi)
− e−iπηµ
θ1(uk − vi + η + r)
θ1(uk − vi + η)
)]
. (5.30)
Note that
T
(νν)
ik (0) =
∂Tν(uk, v¯)
∂vi
. (5.31)
It is interesting to note that this form of the matrix is the same as in models with the
6-vertex R-matrix (see [34, 41]).
Let us show that the remaining equations (5.19) of the original system follow from
(5.28). Indeed, making the Fourier transform of the system (5.19), we get Q equations
n+1∑
k=1
(Tν(uk)− Tµ(uk))GkY
(µ)
k (0) = 0, µ ∈ ZQ (5.32)
(one of them, at µ = ν, is trivial). The system (5.28) should be satisfied for any r,
including r = 0 (at this point the system degenerates but the limit of the solution as
r → 0 is still a solution). At the same time
lim
r→0
(
θ1(r)T
(νµ)
ik (r)
)
= Tν(uk)− Tµ(uk),
hence we see that equations (5.32) are satisfied for solutions of the system (5.28).
5.4 Solution of the system
Fixing some k ∈ {1, . . . , n + 1} and writing the system (5.28) as
n+1∑
j=1, 6=k
T
(νµ)
ij (r)GjY
(µ)
j (r) = −T
(νµ)
ik (r)GkY
(µ)
k (r),
we can use the Cramer’s rule to write down the solution in the form
GmY
(µ)
m = (−1)
k−mGkY
(µ)
k
det
j 6=m
T
(νµ)
ij (r)
det
j 6=k
T
(νµ)
ij (r)
. (5.33)
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It is not difficult to verify that
Gk
Gm
= (−1)k−m
Wn(u¯k, v¯)
Wn(u¯m, v¯)
,
where
Wn(u¯k, v¯) =
∏
a<b, 6=k
θ1(ua − ub)
∏
a′>b′
θ1(va′ − vb′)
n+1∏
p=1, 6=k
n∏
p′=1
θ1(up − vp′)
. (5.34)
It then follows from (5.33) that
Y
(µ)
k
Wn(u¯k, v¯)
det
j 6=k
T
(νµ)
ij (r)
= Y (µ)m
Wn(u¯m, v¯)
det
j 6=m
T
(νµ)
ij (r)
(5.35)
for any k,m = 1, . . . , n+1. The left hand side does not depend on uk (but may depend on
the other variables) while the right hand side does not depend on um (but may depend
on the other variables). Since this is true for any k,m, the both sides in fact do not
depend on the variables u¯ at all and we conclude that
Y
(µ)
k (r) = φ
(ν,µ)(v¯, r)
det
j 6=k
T
(νµ)
ij (r)
Wn(u¯k, v¯)
, (5.36)
where φ(ν,µ)(v¯, r) is some symmetric function of the variables v¯ and a function of r, µ, ν
(and of x, y). This is the solution of the system (5.25). Since Y
(µ)
k (r) depends also on ν,
below we will sometimes denote it as Y
(ν,µ)
k (r).
5.5 Trying to fix the ambiguity
In the models with 6-vertex R-matrix, the way to fix the unknown function φ in (5.36)
is to compare the result (5.36) with a very particular case of the scalar product when
uk = ξk, k = 1, . . . , n (and so d(uk) = 0 for all k). In this case the scalar product
is known independently and is expressed through the partition function of the 6-vertex
model with domain wall boundary conditions. The latter is known to have a determinant
representation [62] which is to be compared with (5.36) in this particular case [47].
Unfortunately, this method does not work for the 8-vertex model, because the scalar
products even in the particular case uk = ξk are not available in the explicit form.
In order to fix the function φ(ν,µ)(v¯, r), we are going to analyze transformation prop-
erties of both sides of equation (5.36) under shifts of the variables. This will allow us
to fix the function φ(ν,µ)(v¯, r) only partially but, as we will see later, this is enough for
specially normalized scalar products.
First let us analyze transformation properties under the shifts r → r + 1, r → r + τ .
In this section r is regarded as an independent free parameter. Clearly, X lk does not
depend on r. Therefore, from (5.26) we conclude that
Y
(ν,µ)
k (r + 1) = −Y
(ν,µ)
k (r),
Y
(ν,µ)
k (r + τ) = −e
−πiτ−2πi(r+x+Uk−V )Y
(ν,µ+2)
k (r).
(5.37)
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It is straightforward to check that
det
j 6=k
T
(ν,µ)
ij (r + 1) = det
j 6=k
T
(ν,µ)
ij (r),
det
j 6=k
T
(ν,µ)
ij (r + τ) = e
2πi(V−Uk) det
j 6=k
T
(ν,µ+2)
ij (r).
(5.38)
Substituting (5.37), (5.38) into the solution (5.36), one obtains:
φ(ν,µ)(v¯, r + 1) = −φ(ν,µ)(v¯, r),
φ(ν,µ−2)(v¯, r + τ) = −e−πiτ−2πir−2πixφ(ν,µ)(v¯, r).
(5.39)
Some more information about the function φ(ν,µ)(v¯, r) can be obtained by analyzing
properties of the solution (5.36) under shifts of the parameters s, t. First let us consider
the shifts s→ s+1, t→ t+1 and s→ s+ τ, t→ t+ τ (i.e., x→ x+1 and x→ x+ τ).
For this, we use the results of section 3.4. Note that since r = V +w0 − x, the shift of x
at constant w0 should be accompanied by the corresponding shift of r. We have:
X lk(x+ 1) = X
l
k(x),
X lk(x+ τ) = e
2πi(Uk−V )X lk(x)
(5.40)
and thus
Y
(µ)
k (r − 1, x+ 1) = −Y
(µ)
k (r, x),
Y
(µ)
k (r − τ, x+ τ) = −e
πiτ+2πix+2πi(Uk−V )Y
(µ−2)
k (r, x).
(5.41)
We also have
det
j 6=k
T
(νµ)
ij (r − τ) = e
2πi(Uk−V ) det
j 6=k
T
(ν,µ−2)
ij (r).
Substituting this into the solution (5.36), we find:
φ(ν,µ)(r − 1, x+ 1) = −φ(ν,µ)(r, x),
φ(ν,µ+2)(r − τ, x+ τ) = −eπiτ+2πixφ(ν,µ)(r, x).
(5.42)
For brevity, the dependence on v¯ is omitted in the notation. The other possibility is to
shift w0 simultaneously with x, so that r remains constant. In this way we get:
Y
(µ)
k (r, x+ 1) = Y
(µ)
k (r, x),
Y
(µ)
k (r, x+ τ) = e
−2πirY
(µ)
k (r, x),
Y
(µ)
k (r, x+ η) = e
iπη(µ−ν)Y
(µ)
k (r, x).
(5.43)
These properties imply the following properties of the function φ(ν,µ)(r, x) under shifts of
x:
φ(ν,µ)(r, x+ 1) = φ(ν,µ)(r, x),
φ(ν,µ)(r, x+ τ) = e−2πirφ(ν,µ)(r, x),
φ(ν,µ)(r, x+ η) = eiπη(µ−ν)φ(ν,µ)(r, x).
(5.44)
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In order to fix the dependence of φ(ν,µ) on y = (s− t)/2, we note that it follows from
(3.55)–(3.58) that
X lk(s+ 1, t− 1) = X
l
k(s, t),
X lk(s+ τ, t− τ) = e
−2πinτ−2πin(s−t)+2πinη−2πi
∑
k ξkX lk(s, t),
and, therefore,
Y
(µ)
k (y + 1) = Y
(µ)
k (y),
Y
(µ)
k (y + τ) = e
−πiNτ−2πiNy+πiNη−2πi
∑
k ξkY
(µ)
k (y).
(5.45)
This implies the following properties:
φ(ν,µ)(r, x, y + 1) = φ(ν,µ)(r, x, y),
φ(ν,µ)(r, x, y + τ) = e−πiNτ−2πiNy+πiNη−2πi
∑
k ξkφ(ν,µ)(r, x, y).
(5.46)
We also know that φ(ν,µ)(r, x, y) is an entire function of y. Therefore, we conclude that
it is a theta function of order N , i.e. it has N zeros in the fundamental domain.
The above properties imply that the dependence on x and y factorizes and the function
φ(ν,µ)(v¯, r, x, y) can be represented in the form
φ(ν,µ)(v¯, r, x, y) = φ
(ν,µ)
1 (r, x)φ
(ν)
2 (v¯, y), (5.47)
where the function φ
(ν,µ)
1 (r, x) can be fixed by the following argument.
As it is seen from (5.30), the matrix elements of the matrix T
(νµ)
ij (r) are non-singular
if r = mτ and
µ− ν + 2m = Qk, k ∈ Z (5.48)
(and the matrix is non-degenerate) while for other integer values ofm the matrix elements
have a simple pole at r = mτ and the matrix has the form of a matrix of rank 1 times a
singular multiplier. The determinant of such matrix has a simple pole at r = mτ . For
even Q, the values of m satisfying (5.48) are m = 1
2
(Qk − µ + ν) (µ − ν is always even
for even Q, see below) and we conjecture the following form of the function φ
(ν,µ)
1 (r, x)
which satisfies all the above properties:
φ
(ν,µ)
1 (r, x) = δµ,ν (mod 2)e
πi(µ−ν)x θ1(r|τ) θ1(r +Qx/2 + (µ−ν)τ/2|Qτ/2)
θ1(Qx/2|Qτ/2) θ1(r + (µ− ν)τ/2|Qτ/2)
. (5.49)
In fact the above transformation properties still hold if one multiplies φ
(ν,µ)
1 (r, x) by any
function of r + (µ−ν)τ/2. The choice of this function in (5.49) makes Y
(ν,µ)
k (r, x) free
of poles in r and also free of zeros (except the zero at r = −Qx/2 − (µ− ν)τ/2 modulo
the lattice spanned by 1, τ). The delta-symbol δµ,ν (mod 2) comes from the selection rule
(see section 5.7 below). Strictly speaking, the above transformation properties remain
the same if one multiplies the right hand side of (5.49) by an elliptic function f(x) of x
with periods 1, τ . However, it follows from the explicit form of Y
(µ)
k that the only poles
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of φ
(ν,µ)
1 (r, x) are at the points lη, l = 0, 1, . . . , Q/2− 1. But the right hand side of (5.49)
already has poles at these points, so f(x) must be free of poles and thus be a constant.
For odd Q, the values of m satisfying (5.48) are m = Qk − (µ− ν)(Q+ 1)/2, k ∈ Z and
we conjecture the following form of the function φ
(ν,µ)
1 (r, x) which satisfies all the above
properties:
φ
(ν,µ)
1 (r, x) = e
πiℓµνx
θ1(r|τ) θ1(r +Qx+ ℓµντ/2|Qτ)
θ1(Qx|Qτ) θ1(r + ℓµντ/2|Qτ)
. (5.50)
Here
ℓµν = µ− ν −
1
2
(
1− (−1)µ−ν
)
Q. (5.51)
The formulas (5.49), (5.50) are also justified by computer calculations for N = 2 and
N = 4. The function φ
(ν)
2 (v¯, y) is not fixed. Finally, we note that numerical studies
suggest the following dependence of φ
(ν)
2 (v¯, y) on y:
φ
(ν)
2 (v¯, y) = φ˜
(ν)
2 (v¯) e
2πiνy
n∏
k=1
θ21(y + vk|τ) . (5.52)
5.6 The result for scalar products
Now let us consider
Y
(µ)
n+1(r) =
∑
l∈ZQ
θ1(lη + Un+1 + w0)
θ1(lη + x)
e−ilπηµ
〈
Ψν(v¯)
∣∣Ψl(u¯)〉,
where u¯ = {u1, . . . , un} are arbitrary parameters
3. We see that for the special choice of
w0,
w0 = x− Un+1,
Y
(µ)
n+1(r) equals the scalar product of the on-shell dual Bethe vector
〈
Ψν(v¯)
∣∣ and the
off-shell Bethe vector ∣∣Ψµ(u¯)〉 = ∑
l∈ZQ
e−ilπηµ
∣∣Ψl(u¯)〉.
Note that if we choose w0 in this way, then
r =
n∑
i=1
(vi − ui). (5.53)
According to (5.36), the scalar product has the form
〈
Ψν(v¯)
∣∣Ψµ(u¯)〉 = φ(ν,µ)1 (r, x)φ(ν)2 (v¯, y) det1≤i,j≤nT
(νµ)
ij (r)
Wn(u¯, v¯)
, (5.54)
3 We draw the reader’s attention to the fact that now the set u¯ consists only of n parameters:
u¯ = {u1, . . . , un}. The auxiliary parameter un+1 is no longer required, and we excluded it for the sake
of simplification of notation.
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where
Wn(u¯, v¯) =
n∏
a<b
θ1(ua − ub)θ1(vb − va)
n∏
p,q
θ1(up − vq)
, (5.55)
the matrix T
(νµ)
ij (r) is given by (5.29) and the function φ
(ν,µ)
1 (r, x) by (5.49), (5.50). The
function φ
(ν)
2 (v¯, y) is still unknown.
5.7 The selection rule
We are going to show that if η = 2P/Q with even Q and odd P , then off-shell Bethe
vectors
〈
Ψν(v¯)
∣∣ and ∣∣Ψµ(u¯)〉 with µ−ν = 1 (mod 2) are orthogonal: 〈Ψν(v¯)∣∣Ψµ(u¯)〉 = 0.
This follows from the fact that the off-shell Bethe vectors are eigenvectors of the operator
U3:
U3
∣∣Ψµ(u¯)〉 = (−1)µ+n∣∣Ψµ(u¯)〉, 〈Ψν(v¯)∣∣U3 = (−1)ν+n〈Ψν(v¯)∣∣. (5.56)
Indeed, computing the matrix element
〈
Ψν(v¯)
∣∣U3∣∣Ψµ(u¯)〉 in two ways (acting by U3 to
the right and to the left), we get:(
(−1)µ+n − (−1)ν+n
)〈
Ψν(v¯)
∣∣Ψµ(u¯)〉 = 0
which means that
〈
Ψν(v¯)
∣∣Ψµ(u¯)〉 = 0 if µ− ν = 1 (mod 2).
To prove (5.56), we use the result of section 3.4 that the action of U3 to the vectors∣∣Ψl〉 and 〈Ψl∣∣ is equivalent to the shift of s, t by 1 and the fact that ∣∣Ψµ(s+ 2, t+ 2)〉 =∣∣Ψµ(s, t)〉. We have:
∣∣Ψµ(s, t)〉 = ∑
l∈ZQ
e−2πilPµ/Q
∣∣Ψl(s, t)〉 = Q−1∑
l=0
e−2πilPµ/Q
∣∣Ψ0(s+ 2P l
Q
, t+ 2P l
Q
)〉
=
Q/2−1∑
l=0
e−2πilPµ/Q
∣∣Ψ0(s+ 2P l
Q
, t+ 2P l
Q
)〉
+
Q−1∑
l=Q/2
e−2πilPµ/Q
∣∣Ψ0(s+ 2P l
Q
, t+ 2P l
Q
)〉
=
Q/2−1∑
l=0
e−2πilPµ/Q
∣∣Ψ0(s+ 2P l
Q
, t+ 2P l
Q
)〉
+(−1)µ
Q/2−1∑
l=0
e−2πilPµ/Q
∣∣Ψ0(s+ 2P l
Q
+1, t+ 2P l
Q
+1
)〉
=
(
1 + (−1)µ+nU3
)Q/2−1∑
l=0
e−2πilPµ/Q
∣∣Ψ0(s+ 2P l
Q
, t+ 2P l
Q
)〉
,
from which the first relation in (5.56) follows (recall that U23 = 1). The argument for
the dual vector
〈
Ψν
∣∣ is the same. Note that the selection rule is valid also for Y (ν,µ)k : it
vanishes for µ− ν = 1 (mod 2) (the proof is similar).
However, if Q is odd, then (5.56) does not hold in general and the selection rule does
not work.
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5.8 Orthogonality and norm of on-shell Bethe vectors
Let us show that if the vector
∣∣Ψµ(u¯)〉 is on-shell and the sets u¯ and v¯ do not coincide, the
scalar product (5.54) vanishes. We should show that the matrix T
(νµ)
ik (r) (5.30) becomes
degenerate if the parameters u¯ satisfy the Bethe equations (3.25), which we write here
in the form
e2iπηµ
a(uj)
d(uj)
= (−1)n−1
h(uj , u¯)
h(u¯, uj)
. (5.57)
We are going to show that the rows of the matrix T
(νµ)
ik (r) are linearly dependent. Set
xj =
g(vj, v¯j)
g(vj, u¯)
. (5.58)
Note that since the sets u¯, v¯ do not coincide, there is at least one non-vanishing xj .
Consider a linear combination
X =
∑
i
xiT
(νµ)
ik (r) = a(uk)f(v¯, uk)E
+ + d(uk)f(uk, v¯)E
−, (5.59)
where
E± =
θ′1(0)
θ1(r)
∑
i
xi
(
e±iπην
θ1(vi − uk − r)
θ1(vi − uk)
− e±iπηµ
θ1(vi − uk ± η − r)
θ1(vi − uk ± η)
)
.
In order to compute E±, we consider an auxiliary contour integral
I± =
θ′1(0)
θ1(r)
∮
dz
2πi
(
e±iπην
θ1(z − uk − r)
θ1(z − uk)
− e±iπηµ
θ1(z − uk ± η − r)
θ1(z − uk ± η)
) n∏
a=1
θ1(z − ua)
θ1(z − va)
.
The integral is taken along the boundary of the fundamental parallelogram spanned by
1, τ . Since r =
∑
i
vi −
∑
i
ui (see (5.53)), it is easy to see that the integrand is double-
periodic with periods 1, τ . Therefore, I± = 0. On the other hand, the integral can be
calculated as sum of the residues inside the fundamental parallelogram. The sum of the
residues at the poles at z = vj gives E
±. One more contribution comes from the simple
pole at z − uk ± η = 0. Thus we arrive at
E± = −e±iπηµθ′1(0)
n∏
a=1
θ1(uk − ua ∓ η)
θ1(uk − va ∓ η)
or
E+ = −eiπηµθ′1(0)
h(u¯, uk)
h(v¯, uk)
, E− = −e−iπηµθ′1(0)
h(uk, u¯)
h(uk, v¯)
.
Substituting these results into (5.59), we obtain:
X = −θ′1(0)g(uk, v¯)
[
(−1)neiπηµa(uk)h(u¯, uk) + e
−iπηµd(uk)h(uk, u¯)
]
which is equal to 0 due to the Bethe equations (5.57). Thus the rows of the matrix
T
(νµ)
ik (r) are linearly dependent and hence det T
(νµ)
ik (r) = 0.
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Note that we did not use the fact that the set v¯ satisfies the Bethe equations. There-
fore, det T
(νµ)
ik (r) vanishes when the following weaker conditions are fulfilled: i) the set u¯
satisfies the Bethe equations, ii) r =
∑
i
(vi − ui), iii) the sets u¯, v¯ do not coincide.
The square of the norm of the vector
∣∣Ψν(v¯)〉 can be obtained in the limit4 ui → vi.
We set ui = vi + ε in equation (5.54), so that r = −nε, and tend ε → 0. The matrix
T
(νν)
ik (r) becomes singular but the factorW (u¯, v¯) in the denominator brings the multiplier
θn1 (ε) which cancels the singularity. The limiting procedure is straightforward and the
result is5
lim
ε→0
(
θ1(ε)T
(νν)
ik (−nε)
)
= θ1(η)e
−iπηνd(vk)f(vk, v¯k)K(vi − vk), i 6= k,
lim
ε→0
(
θ1(ε)T
(νν)
ii (−nε)
)
= −θ1(η)e
−iπηνd(vi)f(vi, v¯i)
(
∂vi log
a(vi)
d(vi)
+
∑
j 6=i
K(vi − vj)
)
,
where
K(u) =
θ′1(u− η)
θ1(u− η)
−
θ′1(u+ η)
θ1(u+ η)
. (5.60)
Therefore,
〈
Ψν(v¯)
∣∣Ψν(v¯)〉 = φ(ν,ν)1 (0, x)φ(ν)2 (v¯, y)θn1 (η)e−inπηνd(v¯) n∏
a6=b
f(va, vb) det
1≤i,k≤n
Gik, (5.61)
where
Gik = −δik
(
∂vi log
a(vi)
d(vi)
+
n∑
j=1
K(vi − vj)
)
+K(vi − vk) , (5.62)
φ
(ν,ν)
1 (0, x) =

θ′1(0|τ)
θ′1(0|Qτ/2)
for Q even,
θ′1(0|τ)
θ′1(0|Qτ)
for Q odd.
(5.63)
and similarly to (5.3)
d(v¯) =
n∏
i=1
d(vi) . (5.64)
This is the elliptic version of the Gaudin’s formula [39] and Gik is the elliptic analogue
of the Gaudin’s matrix. If we take logarithm of the Bethe equations, denote
Bj = − log
a(vj)
d(vj)
+ log
f(vj , v¯)
f(v¯, vj)
− 2πiην
(so that the Bethe equations read Bj = 2πinj , nj ∈ Z), then Gjk = ∂Bj/∂vk.
However, in the case of the norm the result (5.61) is somewhat meaningless because
it is multiplied by an unknown function φ2 of v¯.
4See remark in the beginning of section 3.
5The same result is reproduced for the limit ui = vi + εi, εi → 0.
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5.9 Normalized scalar products
The unknown function φ2 does not enter the specially normalized scalar products
Sνµ(v¯, u¯) =
〈
Ψν(v¯)
∣∣Ψµ(u¯)〉〈
Ψν(v¯)
∣∣Ψν(v¯)〉 , (5.65)
where the vector
〈
Ψν(v¯)
∣∣ is an on-shell vector and ∣∣Ψµ(u¯)〉 is an arbitrary of-shell Bethe
vector. It is easy to see that (5.65) differs from the usual normalized scalar product,
in which the denominator would contain the norms of both vectors. Nevertheless, in
the models with the 6-vertex R-matrix, it is normalization (5.65) that is sufficient to
calculate the form factors of local operators and correlation functions (see the more
detailed discussion of this issue in section 6). It is for this reason that we are interested
in such a special normalization.
Collecting the formulas obtained above together, we arrive at the following result for
these scalar products:
Sνµ(v¯, u¯) = e
πiηnν
∏
p,q
θ1(up − vq)
θ1(vp − vq + η)
∏
a<b
θ1(va − vb)
θ1(ua − ub)
φ
(ν,µ)
1 (r, x)
φ
(ν,ν)
1 (0, x)
det
n×n
T
(νµ)
jk (r)
d(v¯) det
n×n
Gjk
, (5.66)
where r =
∑
i
vi −
∑
i
ui, the matrices T
(νµ)
jk (r), Gjk are given by formulas (5.30), (5.62)
respectively, d(v¯) by (5.64) and the functions φ
(ν,µ)
1 (r, x), φ
(ν,ν)
1 (0, x) by (5.49), (5.50),
(5.63). Note that at µ = ν and
∑
i
ui =
∑
i
vi this formula becomes
Sνν(v¯, u¯) = e
πiηnν
∏
p,q
θ1(up − vq)
θ1(vp − vq + η)
∏
a<b
θ1(va − vb)
θ1(ua − ub)
det
n×n
(
∂Tν(uk, v¯)/∂vj
)
d(v¯) det
n×n
Gjk
, (5.67)
which resembles the result for the XXZ case [34].
6 Concluding remarks
We have obtained the determinant representation (5.66) for the specially normalized
scalar products of Bethe vectors (5.65) in the inhomogeneous 8-vertex model (or equiv-
alently, in the inhomogeneous XY Z spin-1
2
chain) in the case when the anisotropy pa-
rameter η is a rational number η = 2P/Q. Recall, however, that one can take the
homogeneous limit in all our formulas. The matrix T
(νµ)
jk (r) in (5.66) is given by (5.29)
or (5.30). Note that this matrix is essentially the same as the matrix entering the de-
terminant representation for scalar products of Bethe vectors in the elliptic cyclic SOS
model obtained in [46].
A more general case when the Bethe vectors are well-defined is the case when η is
a point of finite order on the elliptic curve, i.e., Qη = 2P1 + P2τ with some integer
Q,P1, P2. We hope that it is not too difficult to extend our results to this case. Other
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possible generalizations of our results are related to the scalar products of Bethe vectors
in the 8-vertex model with twisted boundary conditions [66] (in the 8-vertex case the
only possible twist matrices are the Pauli matrices) and in the XY Z spin chain with
higher spin [11, 18].
We also did not consider the case of scalar products in which the right and left vectors
depend on a different number of parameters. Note that the derivation of the system of
linear equations for this case remains exactly the same. However, presumably, in this
case, the resulting system has only trivial solutions.
A comment on the limit to the XXZ case (the 6-vertex model) is in order. Formally,
this is the limit τ → +i∞ when the Jacobi theta functions tend to trigonometric func-
tions. However, as is seen from (5.66), (5.30), the limit of our result does not coincide
with the well known answer for the XXZ case [41]. The reason is in the different struc-
ture of the off-shell Bethe vectors: the trigonometric limit of the off-shell Bethe vectors
constructed in the framework of the generalized algebraic Bethe ansatz method differs
from off-shell Bethe vectors usually considered in the XXZ type models. It is enough
to say that our off-shell vectors essentially depend on the auxiliary parameters s, t which
are absent in the standard algebraic Bethe ansatz approach.
One of the most attractive areas is the application of the obtained result (5.66) to
the calculation of form factors and correlation functions. However, for this it is necessary
to obtain formulas for the action of the monodromy matrix entries on Bethe vectors. In
models with the 6-vertex R-matrix, such formulas are well known. Schematically, they
can be represented in the form
Tab(z)
∣∣Ψ(v¯)〉 =∑
v¯′
tab(v¯
′)
∣∣Ψ(v¯′)〉, (6.1)
where v¯′ is a subset of v¯∪z, and tab(v¯
′) are some numerical coefficients. The sum in (6.1)
is taken with respect to all possible subsets of fixed cardinality. The latter depends on
the concrete matrix element Tab.
If we assume that similar action formulas also exist in the 8-vertex model, then we
immediately get access to the form factors of local spin operators. Indeed, the latter can
be expressed through the elements of the quantum monodromy matrix using the formulas
of the inverse scattering problem [35, 36]:
Eijm =
(
m−1∏
k=1
T(ξk)
)
Tji(ξm)
(
m∏
k=1
T(ξk)
)−1
. (6.2)
Here Eijm is an elementary unit matrix acting in the mth local quantum space Vm. There-
fore, all form factors of local operators reduce to form factors of the entries of the quantum
monodromy matrix. For instance, magnetization
〈
1
2
(1− σ
(m)
3 )
〉
is given by
〈
Ψν(v¯)|
1
2
(1− σ
(m)
3 )
∣∣Ψν(v¯)〉〈
Ψν(v¯)|Ψν(v¯)
〉 = 〈Ψν(v¯)|D(ξm)∣∣Ψν(v¯)〉
Tν(ξm|v¯)
〈
Ψν(v¯)
∣∣Ψν(v¯)〉 , (6.3)
where Tν(ξm|v¯) is the eigenvalue of T(ξm) on
∣∣Ψν(v¯)〉.
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If the action of the operator D(ξm) on the vector
∣∣Ψν(v¯)〉 is given by a linear combi-
nation of off-shell vectors similar to (6.1), then this form factor reduces to scalar products
(5.66). Other form factors are calculated similarly.
However, we would like to emphasize that the assumption of the existence of the
action formula similar to (6.1) in the models with the 8-vertex R-matrix is rather strong
assumption. For the moment, there is no evidence that such a formula does exist. We
are going to highlight this issue in our forthcoming publications.
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List of notations
Here we list some notations for convenience as they appear in the text:
τ – modular parameter of elliptic functions;
η – anisotropy parameter (or Planck constant) in the R-matrix;
P,Q ∈ Z+ – coprime numbers entering η = 2P/Q;
u – spectral parameter in of the R-matrix;
Wa(u), a = 0, ..., 3; a
8v(u), b8v(u), c8v(u), d8v(u) – matrix elements of R-matrix (2.5);
N – number of sites of the lattice row (an even integer);
n = N/2 – number of Bethe roots, see also (3.61);
a(u), b(u), c(u), d(u) – elements of the L-operator (2.11);
ξ1, ..., ξN – inhomogeneity parameters, (2.13), (2.17);
A(u), B(u), C(u), D(u) – operator matrix elements of the quantum monodromy
matrix (2.14);
c(u) = N(2u+ η + τ)− 2
N∑
k=1
ξk, (2.15);
Ua = (σa)
⊗N , (2.18);
s, t – the parameters of intertwining (co)vectors
∣∣φ(s)〉 (2.21);
a′k(u), b
′
k(u), c
′
k(u), d
′
k(u) – elements of the gauged transformed L-operator (2.37);
sk = s+ kη, tk = t+ kη, τk = (sk + tk)/2;
γk – functions entering the (gauge transformation) matrix Mk(u) (2.38)-(2.39);∣∣ωlk〉 – local vacuum vectors (2.42);∣∣Ωl〉 = ∣∣ωl1〉⊗ ∣∣ωl2〉⊗ . . .⊗ ∣∣ωlN〉 – global vacuum vectors (2.45);
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Ak,l(u), Bk,l(u), Ck,l(u), Dk,l(u) – elements of Tk,l(u) (3.1)-(3.2);∣∣Ψl(u1, . . . , un)〉 – vectors (3.16);
Φ(u, v) – (Kronecker) function (3.20);∣∣Ψν(u1, . . . , un)〉 – right Bethe vector, Fourier transform of ∣∣Ψl〉 (3.21);
A¯k,l(u), B¯k,l(u), C¯k,l(u), D¯k,l(u) – operators (3.28);〈
Ψl(v1, . . . , vn)
∣∣ – left vector (3.30);〈
Ψν(v1, . . . , vn)
∣∣ – left Bethe vector, Fourier transform of 〈Ψl∣∣ (3.33);
σ(v1, ..., vn) =
n∑
i=1
vi −
1
2
N∑
k=1
ξk +
1
2
nη, the function (3.54);
x = (s+ t+ 1)/2, y = (s− t)/2 – variables (3.62);
νa = 0, 1 – the numbers from (3.63);
ν = −n− ν3;
a(u) =
N∏
i=1
θ1(u− ξi + η), d(u) =
N∏
i=1
θ1(u− ξi) – the functions (4.5);
Bethe equations – (3.25), (4.22);
sum rule – (4.24);
v1, ..., vn – Bethe roots, solutions of (4.22) and (4.24);
g(u, v), f(u, v), h(u, v) – functions (5.1)-(5.3);
X lj – the scalar products
〈
Ψν(v¯)
∣∣Ψl(u¯j)〉 (5.5);
Tν(u) – function (3.23), (5.7);
w = wn+1 = lη + Uˇ + w0, (5.22);
Uˇ =
n+1∑
j=1
uj;
r =
n∑
p=1
vp −
1
2
(s+t+1) + w0, (5.24);
Y
(µ)
k – weighted Fourier transform of X
l
j (5.26);
Un+1 = U =
n∑
p=1
up, V =
n∑
p=1
vp, (5.27);
T
(νµ)
ik (r) – matrix (5.29)-(5.30);
Wn – function (5.34), (5.55);
φ(ν,µ)(v¯, r) – function (5.36), (5.47);
φ
(ν,µ)
1 (r, x), φ
(ν)
2 (v¯, y) – functions (5.47), (5.49)-(5.51), (5.52);
Sνµ(v¯, u¯) – specially normalized scalar products (5.65).
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Appendix A: null-vector
As one of the applications of the obtained formulas, we show that the scalar products〈
Ψν(v¯)
∣∣Ψµ(u¯)〉 vanish if the set u¯ contains ξp and ξp − η for some p = 1, . . . , N . (We
denote them as u1 = ξp and u2 = ξp − η, so that d(u1) = a(u2) = 0.) To see this, we will
show that in this case det T
(νµ)
jk = 0. Indeed, from the formula (5.30) we conclude that
the first column is
T
(νµ)
j1 =
θ′1(0)
θ1(r)
a(ξp)f(v¯, ξp)
(
eiπην
θ1(ξp − vj + r)
θ1(ξp − vj)
− eiπηµ
θ1(ξp − vj − η + r)
θ1(ξp − vj − η)
)
and the second column is
T
(νµ)
j2 =
θ′1(0)
θ1(r)
d(ξp − η)f(ξp − η, v¯)
(
e−iπην
θ1(ξp − η − vj + r)
θ1(ξp − η − vj)
− e−iπηµ
θ1(ξp − vj + r)
θ1(ξp − vj)
)
=
θ′1(0)
θ1(r)
e−πiη(µ+ν) d(ξp−η)f(ξp−η, v¯)
(
eiπηµ
θ1(ξp − η − vj + r)
θ1(ξp − η − vj)
− eiπην
θ1(ξp − vj + r)
θ1(ξp − vj)
)
.
We see that the two columns are proportional to each other and hence the determinant
vanishes.
If the set of dual eigenvectors
〈
Ψν(v¯)
∣∣ is complete (which is usually believed), this
result means that the vector
∣∣Ψµ(u¯)〉 in which u1 = ξp, u2 = ξp − η is a null-vector.
Appendix B: the case N = 2
The case N = 2 is relatively simple but instructive. In this case there is only one Bethe
equation for the Bethe root v of the form
e2πiην
θ1(v − ξ1 + η)θ1(v − ξ2 + η)
θ1(v − ξ1) θ1(v − ξ2)
= 1. (B1)
This equation has 4 solutions in the fundamental domain (the number of solutions is
equal to the dimension of the quantum space):
v =
1
2
(ξ1 + ξ2 − η) + ω,
where ω is a half-period: ω = 0, 1/2 (in these cases ν = 0) and ω = τ/2, (τ + 1)/2 (in
these cases ν = 1). Note that this agrees with the sum rule (4.24).
Diagonalization of the transfer matrix
For brevity, we denote a1 = a
8v(u − ξ1), a2 = a
8v(u − ξ2), b1 = b
8v(u − ξ1), etc. In the
natural basis |++〉, |+−〉, |−+〉, |−−〉 the transfer matrix of the model is given by
T(u) =

a1a2 + b1b2 0 0 c1d2 + d1c2
0 a1b2 + b1a2 c1c2 + d1d2 0
0 c1c2 + d1d2 a1b2 + b1a2 0
c1d2 + d1c2 0 0 a1a2 + b1b2
 .
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This matrix can be easily diagonalized by hands. The result is:
Eigenvector Eigenvalue Bethe root
1) |+−〉 − |−+〉 a1b2 + b1a2 − c1c2 − d1d2 v1 =
1
2
(ξ1+ξ2−η), ν = 0
2) |+−〉+ |−+〉 a1b2 + b1a2 + c1c2 + d1d2 v2 =
1
2
(ξ1+ξ2−η) +
1
2
, ν = 0
3) |++〉+ |−−〉 a1a2 + b1b2 + c1d2 + d1c2 v3=
1
2
(ξ1+ξ2−η)+
τ+1
2
, ν = 1
4) |++〉 − |−−〉 a1a2 + b1b2 − c1d2 − d1c2 v4 =
1
2
(ξ1+ξ2−η) +
τ
2
, ν = 1
Similar results hold for left eigenvectors. After some transformations the eigenvalues can
be brought to the form
T0(u; v1) =
2
θ22(0)θ3(0)θ4(0)
[
θ4(0)θ3(η)θ3
(ξ1−ξ2+η
2
)
θ3
(ξ1−ξ2−η
2
)
θ24
(
u−
ξ1+ξ2−η
2
)
− θ3(0)θ4(η)θ4
(ξ1−ξ2+η
2
)
θ4
(ξ1−ξ2−η
2
)
θ23
(
u−
ξ1+ξ2−η
2
)]
,
T0(u; v2) =
2
θ22(0)θ3(0)θ4(0)
[
θ3(0)θ4(η)θ3
(ξ1−ξ2+η
2
)
θ3
(ξ1−ξ2−η
2
)
θ24
(
u−
ξ1+ξ2−η
2
)
− θ4(0)θ3(η)θ4
(ξ1−ξ2+η
2
)
θ4
(ξ1−ξ2−η
2
)
θ23
(
u−
ξ1+ξ2−η
2
)]
,
T1(u; v3) =
2
θ22(0)θ3(0)θ4(0)
[
θ3(0)θ4(η)θ2
(ξ1−ξ2+η
2
)
θ2
(ξ1−ξ2−η
2
)
θ21
(
u−
ξ1+ξ2−η
2
)
− θ4(0)θ3(η)θ1
(ξ1−ξ2+η
2
)
θ1
(ξ1−ξ2−η
2
)
θ22
(
u−
ξ1+ξ2−η
2
)]
,
T1(u; v4) =
2
θ22(0)θ3(0)θ4(0)
[
θ4(0)θ3(η)θ2
(ξ1−ξ2+η
2
)
θ2
(ξ1−ξ2−η
2
)
θ21
(
u−
ξ1+ξ2−η
2
)
− θ3(0)θ4(η)θ1
(ξ1−ξ2+η
2
)
θ1
(ξ1−ξ2−η
2
)
θ22
(
u−
ξ1+ξ2−η
2
)]
.
It can be shown by a straightforward calculation that this form is the same as the
expression (5.7):
Tν(u; va) = e
πiηνθ1(u− ξ1 + η)θ1(u− ξ2 + η)
θ1(u−va−η)
θ1(u− va)
+ e−πiηνθ1(u− ξ1)θ1(u− ξ2)
θ1(u−va+η)
θ1(u− va)
for a = 1, . . . , 4.
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The Bethe vectors
For illustrative purposes, we give here the explicit expression for the (off-shell) Bethe
vectors. We recall that
µ(u; s, t) = θ1(
1
2
(s− t) + u|τ),
γk =
1
θ2(τk|τ)
, τk =
1
2
(sk + tk), sk = s+ kη, tk = t+ kη.
The right vacuum is
∣∣Ωl−1〉 = ( θ1(sl−1 + ξ1|2τ)
θ4(sl−1 + ξ1|2τ)
)
⊗
(
θ1(sl + ξ2|2τ)
θ4(sl + ξ2|2τ)
)
. (B2)
Let us denote the basis vectors as∣∣e1〉 = 1
2
(∣∣+−〉− ∣∣−+〉), ∣∣e2〉 = 1
2
(∣∣+−〉 + ∣∣−+〉),
∣∣e3〉 = 1
2
(∣∣++〉− ∣∣−−〉), ∣∣e4〉 = 1
2
(∣∣++〉+ ∣∣−−〉).
For the vector ∣∣Ψl(u)〉 = Bl−1,l+1(u)∣∣Ωl−1〉
we have ∣∣Ψl(u)〉 = A(l)1 ∣∣e1〉+ A(l)2 ∣∣e2〉+ A(l)3 ∣∣e3〉+ A(l)4 ∣∣e4〉,
where the coefficients A
(l)
i read:
A
(l)
1 =
γl−1γl+1
µ(u; s, t)
[(
θ4(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
+θ1(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
)
(a1b2 − c1c2)
+
(
θ4(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
+ θ1(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
)
(d1d2 − b1a2)
+
(
θ4(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
+ θ1(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
)
(a1c2 − c1b2)
+
(
θ4(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
+ θ1(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
)
(d1a2 − b1d2)
]
,
A
(l)
2 =
γl−1γl+1
µ(u; s, t)
[(
θ4(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
−θ1(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
)
(a1b2 + c1c2)
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+
(
θ4(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
− θ1(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
)
(d1d2 + b1a2)
+
(
θ4(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
− θ1(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
)
(a1c2 + c1b2)
+
(
θ4(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
− θ1(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
)
(d1a2 + b1d2)
]
,
A
(l)
3 =
γl−1γl+1
µ(u; s, t)
[(
θ4(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
+θ1(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
)
(a1a2 − c1d2)
+
(
θ4(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
+θ1(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
)
(d1c2 − b1b2)
+
(
θ4(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
+θ1(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
)
(a1d2 − c1a2)
+
(
θ4(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
+θ1(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
)
(d1b2 − b1c2)
]
,
A
(l)
4 =
γl−1γl+1
µ(u; s, t)
[(
θ4(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
−θ1(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
)
(a1a2 + c1d2)
+
(
θ4(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
−θ1(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
)
(d1c2 + b1b2)
+
(
θ4(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
−θ1(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
)
(a1d2 + c1a2)
+
(
θ4(tl−1 − u|2τ)θ4(tl+1 − u|2τ)θ4(sl−1 + ξ1|2τ)θ1(sl + ξ2|2τ)
−θ1(tl−1 − u|2τ)θ1(tl+1 − u|2τ)θ1(sl−1 + ξ1|2τ)θ4(sl + ξ2|2τ)
)
(d1b2 + b1c2)
]
.
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For rational η = 2P/Q the vector
∣∣Ψl(u)〉 is Q-periodic in l. The (off-shell) Bethe
vectors
∣∣Ψν(u)〉 (ν = 0, 1, . . . , Q− 1) are defined as finite Fourier transforms of ∣∣Ψl(u)〉:
∣∣Ψν(u)〉 = Q−1∑
l=0
e−2πiP lν/Q
∣∣Ψl(u)〉. (B3)
This example illustrates that any direct calculations with the Bethe vectors, even in the
simplest case N = 2, are hardly possible.
The result for scalar products
Combining transformation properties under shifts of the variables with results of com-
puter simulations, one can suggest the following formula for the scalar products at N = 2:〈
Ψν(v)
∣∣Ψµ(u)〉 = φ(νµ)1 (v − u, x)φ(ν)2 (v, y)θ1(u− v)T (νµ)11 (v − u). (B4)
The function φ
(νµ)
1 (r, x) is given by (5.49) for even Q and by (5.50) for odd Q. The
determinant of the matrix T
(νµ)
jk reduces to the element T
(νµ)
11 (see (5.30)). Plugging
r = v − u into (5.30) we get the ν-independent expression
T
(νµ)
11 = −
θ′1(0)θ1(η)
θ21(v − u)
(
a(u)eiπµη − d(u)e−iπµη
)
. (B5)
The function φ
(ν)
2 (v, y) is
φ
(ν)
2 (v, y) = C(η, τ)χ
(ν)(v)d(v)e2πiνyθ21(y + v), (B6)
where
χ(ν)(v) = e2πiν(v−η)θ1(v − ξ1)θ1(v − ξ2) ∂z log
a(z)
d(z)
∣∣∣∣∣
z=v
(B7)
and
C(η, τ) =

2Q2θ′1(0|Qτ/2)
(θ′1(0))
3θ22(0)θ1(η)
for even Q,
2Q2θ′1(0|Qτ)
(θ′1(0))
3θ22(0)θ1(η)
for odd Q.
(B8)
Appendix C: free fermions
The case η = 1/2 (Q = 4) corresponds to free fermions. The Bethe equations drastically
simplify in this case; they have the form
eπiν
a(vj)
d(vj)
= (−1)n−1. (C1)
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For the case of free fermions it is possible to obtain more explicit expressions for the
scalar products. The matrix T
(νµ)
jk (r) is given by
T
(νµ)
jk (r) =
θ′1(0)
θ1(r)
(
n∏
p=1
θ2(uk − vp)
θ1(uk − vp)
)
×
[
(−1)na(uk)
(
eiπν/2
θ1(uk − vj + r)
θ1(uk − vj)
− eiπµ/2
θ2(uk − vj + r)
θ2(uk − vj)
)
+d(uk)
(
e−iπν/2
θ1(uk − vj + r)
θ1(uk − vj)
− e−iπµ/2
θ2(uk − vj + r)
θ2(uk − vj)
)]
.
(C2)
Case µ = ν
Set µ = ν. Then
T
(νν)
jk (r) =
θ′1(0)
θ1(r)
(
n∏
p=1
θ2(uk − vp)
θ1(uk − vp)
)
×
(
(−1)neiπν/2a(uk) + e
−iπν/2d(uk)
)
H(−)(uk, vj) ,
(C3)
where
H(−)(uk, vj) =
θ1(uk − vj + r)
θ1(uk − vj)
−
θ2(uk − vj + r)
θ2(uk − vj)
=
2θ1(r|2τ)
θ4(0|2τ)
θ4(2uk − 2vj + r|2τ)
θ1(2uk − 2vj|2τ)
,
and we arrive at
T
(νν)
jk (r) =
2θ1(r|2τ)θ
′
1(0|τ)
θ1(r|τ)θ4(0|2τ)
(
n∏
p=1
θ2(uk − vp)
θ1(uk − vp)
)
×
(
(−1)neiπν/2a(uk) + e
−iπν/2d(uk)
) θ4(2uk − 2vj + r|2τ)
θ1(2uk − 2vj |2τ)
,
(C4)
i.e. it is the elliptic Cauchy matrix (multiplied by a diagonal matrix).
Case µ 6= ν
If µ 6= ν, then generically we cannot obtain the Cauchy matrix. However, if µ = ν + 2,
then eiπµ/2 = −eiπν/2, and the matrix elements T
(ν,ν+2)
jk (r) take the form
T
(ν,ν+2)
jk (r) =
θ′1(0)
θ1(r)
(
n∏
p=1
θ2(uk − vp)
θ1(uk − vp)
)(
(−1)neiπν/2a(uk)− e
−iπν/2d(uk)
)
H(+)(uk, vj),
(C5)
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where
H(+)(uk, vj) =
θ1(uk − vj + r)
θ1(uk − vj)
+
θ2(uk − vj + r)
θ2(uk − vj)
=
2θ4(r|2τ)
θ4(0|2τ)
θ1(2uk − 2vj + r|2τ)
θ1(2uk − 2vj |2τ)
,
(C6)
and finally we arrive at
T
(ν,ν+2)
jk (r) =
2θ4(r|2τ)θ
′
1(0|τ)
θ1(r|τ)θ4(0|2τ)
(
n∏
p=1
θ2(uk − vp)
θ1(uk − vp)
)
×
(
(−1)neiπν/2a(uk)− e
−iπν/2d(uk)
) θ1(2uk − 2vj + r|2τ)
θ1(2uk − 2vj|2τ)
.
(C7)
Elliptic Cauchy determinants
Below we use the notation
Wn(u¯, v¯|τ) =
∏
1≤a<b≤n
θ1(ua − ub|τ)θ1(vb − va|τ)∏
1≤a,b≤n
θ1(ua − vb|τ)
. (C8)
Then the explicit formula for the elliptic Cauchy determinant tells us that
det
1≤j,k≤n
(
θ1(2uk − 2vj + r|2τ)
θ1(2uk − 2vj|2τ)
)
= θn−11 (r|2τ)θ1(r + 2U − 2V |2τ)Wn(2u¯, 2v¯|2τ), (C9)
and
det
1≤j,k≤n
(
θ4(2uk − 2vj + r|2τ)
θ1(2uk − 2vj |2τ)
)
= θn−14 (r|2τ)θ4(r + 2U − 2V |2τ)Wn(2u¯, 2v¯|2τ). (C10)
Here
U =
n∑
k=1
uk, V =
n∑
k=1
vk. (C11)
Equation (C10) follows from (C9) if we use the relation
θ4(x|2τ) = −ie
iπ(x+τ/2)θ1(x+ τ |2τ).
Determinant of the matrix T
(νµ)
jk
Case µ = ν. The above results yield
det T
(νν)
jk (r) =
(
2θ1(r|2τ)θ4(r|2τ)θ
′
1(0|τ)
θ1(r|τ)θ4(0|2τ)
)n( n∏
a,b=1
θ2(ua − vb)
θ1(ua − vb)
)
×
n∏
p=1
(
(−1)neiπν/2a(up) + e
−iπν/2d(up)
)θ4(r + 2U − 2V |2τ)
θ4(r|2τ)
Wn(2u¯, 2v¯|2τ).
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This expression can be simplified using the identity θ1(x|τ)θ2(0|τ) = 2θ1(x|2τ)θ4(x|2τ)
and its derivative at x = 0:
det T
(νν)
jk (r) =
(
2θ′1(0|2τ)
)n θ4(r + 2U − 2V |2τ)
θ4(r|2τ)
(
n∏
a,b=1
θ2(ua − vb)
θ1(ua − vb)
)
× Wn(2u¯, 2v¯|2τ)
n∏
p=1
(
(−1)neiπν/2a(up) + e
−iπν/2d(up)
)
.
(C12)
Observe that in the case of the scalar product we should set r = V − U , and then the
ratio of the θ4-functions disappears:
θ4(r + 2U − 2V |2τ)
θ4(r|2τ)
=
θ4(−r|2τ)
θ4(r|2τ)
= 1.
Case µ 6= ν. In a similar way, we obtain for µ = ν + 2:
det T
(ν,ν+2)
jk (r) =
(
2θ′1(0|2τ)
)n θ1(r + 2U − 2V |2τ)
θ1(r|2τ)
(
n∏
a,b=1
θ2(ua − vb)
θ1(ua − vb)
)
× Wn(2u¯, 2v¯|2τ)
n∏
p=1
(
(−1)neiπν/2a(up)− e
−iπν/2d(up)
)
.
(C13)
Again, in the case of the scalar product the ratio of the θ1-functions simplifies, but now
it gives the minus sign:
θ1(r + 2U − 2V |2τ)
θ1(r|2τ)
=
θ1(−r|2τ)
θ1(r|2τ)
= −1.
In the case when µ− ν is odd no simple result for det T
(νµ)
jk (r) is available. However,
in this case the scalar product vanishes due to the selection rule: 〈Ψν(v¯)|Ψµ(u¯)
〉
= 0 if
µ− ν is odd (see section 5.7).
Scalar products
Summarizing the above results, we obtain an explicit representation for the scalar product
X(n)µν (v¯, u¯) =
〈
Ψν(v¯)
∣∣Ψµ(u¯)〉.
The result is
X(n)µν (v¯, u¯) = ±
(
2θ′1(0|2τ)
)n
φ
(νµ)
1 (r, x)φ
(ν)
2 (v¯, y)
(
n∏
a,b=1
θ2(ua − vb)
θ1(ua − vb)
)
Wn(2u¯, 2v¯|2τ)
Wn(u¯, v¯|τ)
×
n∏
p=1
(
(−1)neiπν/2a(up)± e
−iπν/2d(up)
)
. (C14)
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Here the upper sign corresponds to the case µ = ν while the lower sign corresponds to
the case µ = ν + 2. The function φ
(νµ)
1 (r, x) is
φ
(νµ)
1 (r, x) = δµ,ν (mod 2)e
πi(µ−ν)x θ1(r|τ) θ1(r + 2x+ (µ− ν)τ/2|2τ)
θ1(2x|2τ) θ1(r + (µ− ν)τ/2|2τ)
(see (5.49)) and we recall that r =
∑
j
vj −
∑
j
uj. The function φ
(ν)
2 (v¯, y) is unknown.
For ν = µ = 0 a complete analog of (C14) exists in the XXZ case. Actually, one
can take the limit τ → +i∞ in (C14) and reproduce the XXZ result up to a common
factor. Respectively, in the case µ = ν+2, we reproduce the XXZ scalar product of the
twisted on-shell and off-shell vector. It is not clear how this twist appears.
The squared norm of the on-shell Bethe vector is
〈
Ψν(v¯)
∣∣Ψν(v¯)〉 = (−1)nθn2 (0|τ) θ′1(0|τ)θ′1(0|2τ) φ(ν)2 (v¯, y)e−πiνn/2
n∏
a6=b
θ2(va − vb|τ)
θ1(va − vb|τ)
×
n∏
p=1
(
d(vp)∂v log
a(v)
d(v)
∣∣∣
v=vp
)
.
(C15)
The result for the specially normalized scalar product is〈
Ψν(v¯)
∣∣Ψµ(u¯)〉〈
Ψν(v¯)
∣∣Ψν(v¯)〉 = ±(−1)n θ
′
1(0|2τ)
θ′1(0|τ)
(
2θ′1(0|2τ)
θ2(0|τ)
)n
Wn(2u¯, 2v¯|2τ)
Wn(u¯, v¯|τ)
φ
(νµ)
1 (r, x)
×
n∏
a,b
θ2(ua−vb|τ)
θ1(ua−vb|τ)
n∏
a′ 6=b′
θ1(va′−vb′|τ)
θ2(va′−vb′|τ)
n∏
p=1
(−1)neπiνa(up)± d(up)
d(vp)∂v log
(
a(v)/d(v)
)∣∣∣
v=vp
.
(C16)
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algebra for ŝl2, Lett. Math. Phys. 32 (1994) 259–268, arXiv:hep-th/9403094.
[21] C. Fronsdal, Quasi-Hopf deformation of quantum groups, Lett. Math. Phys. 40
(1997) 117–134, arXiv:q-alg/9611028.
[22] M. Jimbo, H. Konno, S. Odake, and J. Shiraishi, Quasi-Hopf twistors for elliptic
quantum groups, Transform. Groups 4 (1999) 303–327, arXiv:q-alg/9712029.
[23] E. Buffenoir, Ph. Roche, and V. Terras, Universal vertex-IRF transformation for
quantum affine algebras, J. Math. Phys. 53 (2012) 103515, arXiv:0707.0955.
54
[24] J.D. Johnson, S. Krinsky, and B.M. McCoy, Vertical-arrow correlation length in the
eight-vertex model and the low-lying excitations of the X-Y-Z Hamiltonian, Phys.
Rev. A 8 (1973) 2526–2547.
[25] M. Jimbo, T. Miwa, and A. Nakayashiki, Difference equations for the corre-
lation functions of the eight-vertex model, J. Phys. A 26 (1993) 2199–2210,
arXiv:hep-th/9211066.
[26] M. Lashkevich and Y. Pugai, Free Field Construction for Correlation Functions of
the Eight-Vertex Model, Nucl. Phys. B516 (1998) 623–651, arXiv:hep-th/9710099.
[27] M. Lashkevich, Free field construction for the eight-vertex model: Representation
for form factors, Nucl. Phys. B621 (2002) 587–621, arXiv:hep-th/0103144.
[28] J. Shiraishi, Free field constructions for the elliptic algebra Aq,p(ŝl2) and Baxters
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