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Abstract
We propose a renormalization prescription for the Wheeler-DeWitt equation of
(3+1)-dimensional Einstein gravity and also propose a strong coupling expansion as
an approximation scheme to probe quantum geometry at length scales much smaller
than the Planck length. We solve the Wheeler-DeWitt equation to the second order
in the expansion in a class of local solutions and discuss problems arising in our
approach.
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I INTRODUCTION
Nonperturbative effects of quantum gravity would play a vital role in the physics at
the Planck scale and drastically change the concept of spacetime below the Planck
length. The perturbative non-renormalizability of quantum gravity[1] is probably
a sign that nonperturbative approaches to quantum gravity are essential to study
spacetime structure at short distances below the Planck length.
Although we have not yet understood the physics at and beyond the Planck scale,
there have been frequent suggestions that the concept of spacetime loses its meaning
below the Planck length. In fact, many different approaches to quantum gravity have
led to the conclusion of the existence of a minimum length3. The concept of the
minimum length is very suggestive. Since it may imply discrete nature of spacetime
in quantum gravity[3], the number of dynamical degrees of freedom will be much
smaller than what one naively expects. Witten has proposed an interesting idea that
the physics at and beyond the Planck scale is described by a topological quantum
field theory with a finite dimensional Hilbert space[4]. It has also been argued by ’t
Hooft that the finiteness of entropy and information in a black hole is evidence for
the discreteness of spacetime and that the number of degrees of freedom is given by
the area of the event horizon in Planck units. This has led ’t Hooft[5] and Susskind[6]
to make the holographic hypothesis that physical states are described by a quantum
field theory on the surface of the black hole, and a realization of the idea has been
discussed by Smolin in topological quantum field theory[7].
A canonical quantization of gravity is one of basic approaches to quantum gravity.
A major advance has been developed in the canonical quantum gravity proposed by
Ashtekar[8]. In terms of Ashtekar’s new variables, a large class of solutions to the
Hamiltonian constraint has been constructed in the loop representation[9]. A remark-
able observation is that the area and the volume operators have discrete spectrum,
i.e., they are quantized in Planck units[10, 11].
In this paper, we will take another approach to the canonical quantum gravity
based on the Wheeler-DeWitt equation[12] and investigate spacetime structure be-
yond the Planck scale. Main technical obstacles to prevent the study of the short
distance physics are that WKB approximation will not be applicable at short dis-
3For a recent review, see Ref.[2].
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tances and that the Wheeler-DeWitt equation is ill-defined without regularization.
In this paper, we propose an approximation scheme which will be well-suited to
probe quantum geometry at length scales much smaller than the Planck length, and
also propose a renormalization prescription to make the Wheeler-DeWitt equation
finite. Some of our results have been reported in Ref.[13]. We shall give a full detail
of Ref.[13] and results to the next order approximation. We shall also discuss various
problems arising in our approach.
This paper is organized as follows: In Sec. II, we explain our renormalization
prescription for the Wheeler-DeWitt equation. In Sec. III, we check consistency of
the constraints with our renormalization prescription. In Sec. IV, we explain that the
strong coupling expansion is well-suited to study the physics beyond the Planck scale.
In Sec. V, we look for solutions of the Wheeler-DeWitt equation to the first order in
the strong coupling expansion. In Sec. VI, we solve the Wheeler-DeWitt equation to
the second order in the strong coupling expansion and discuss a problem arising in
higher order calculations. Sec. VII is devoted to conclusion. In three Appendices A,
B and C, a detail of computations of results in Sec. II and III are given.
II REGULARIZATION PRESCRIPTION
The (unregulated) Wheeler-DeWitt equation without matter is
[
Gijkl(x)
δ
δhkl(x)
δ
δhij(x)
− 1
(16piG)2
√
h(x)
(
R(x) + 2Λ
)]
Ψ[h] = 0 , (2.1)
where G is the Newton constant and Gijkl is the metric on superspace
Gijkl =
1
2
√
h
(hikhjl + hilhjk − hijhkl) . (2.2)
The R(x) denotes the scalar curvature constructed from the three-metric hij and
Λ is the cosmological constant. The Wheeler-DeWitt equation needs regularization
because it contains a product of two functional derivatives at the same spatial point,
∆(x) ≡ Gijkl(x) δ
δhkl(x)
δ
δhij(x)
. (2.3)
For example, ∆(x) acting on R(y) is proportional to (δ(x, y))2, which is meaningless.
To make (2.1) well defined, we want to replace ∆(x) by a renormalized operator
∆R(x). We will require ∆R(x) to be a finite operator preserving three-dimensional
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general coordinate invariance and also to be consistent with the constraints which are
the generators of the symmetry of the theory.
Recently Mansfield proposed a renormalization scheme to solve the Schro¨dinger
equation for Yang-Mills theory in the strong coupling expansion[14]. We shall gener-
alize the renormalization procedure developed by Mansfield to the Wheeler-DeWitt
equation. Our renormalization prescription consists of two steps: The first step is to
regularize the operator (2.3) by point-splitting the functional derivatives. The sec-
ond step is to remove a cutoff by using analytic continuation and to extract finite
quantities.
A. Regularization scheme
The first step to construct ∆R(x) is to “point-split” the functional derivatives by
use of a heat kernel[14]. We replace ∆(x) by the following differential operator:
∆(x; t) ≡
∫
d3x′Ki′j′kl(x
′, x; t)
δ
δhkl(x)
δ
δhi′j′(x′)
, (2.4)
where Ki′j′kl(x
′, x; t) is a bi-tensor at both x′ and x and satisfies the heat equation,
− ∂
∂t
Ki′j′kl(x
′, x; t) = −(∇′p∇′p + ξR(x′))Ki′j′kl(x′, x; t) , (2.5)
with the initial condition
lim
t→0
Ki′j′kl(x
′, x; t) = Gi′j′kl(x)δ(x
′, x) . (2.6)
Here, ∇′p and δ(x′, x) denote the covariant derivative with respect to x′ and the three-
dimensional δ function, respectively, and ξ is an arbitrary constant. Taking t small
but nonzero in (2.4) gives a regulated operator of ∆(x). (In the naive limit t → 0,
∆(x; t) is reduced to ∆(x).) In Ref.[13], the heat kernel Ki′j′kl has been assumed to
satisfy (2.5) with ξ = 0. We will see in Sec. VI that the term ξR in (2.5) plays
an important role in finding solutions of the Wheeler-DeWitt equation to the second
order in the strong coupling expansion.
We should make a few comments on the regulated operator (2.4). We have chosen
the factor ordering written in (2.4). Other choices of factor ordering will lead to dif-
ferent values of numerical constants of our results but will not change the qualitative
features. Although the heat equation (2.5) with the initial condition (2.6) has been
chosen to be consistent with the requirement of preserving three-dimensional general
3
coordinate invariance, it is not a unique choice to satisfy the requirement. For ex-
ample, one might add m2 or ηR2(x′) to ∇′p∇′p + ξR(x′) in (2.5). Thus, the wave
functional Ψ[h] depends on the choice of the heat equation and more generally on the
choice of renormalization prescriptions. A renormalization prescription can make the
form of a solution very simple but other renormalization prescriptions may make it
complicated4. This fact does not , however, necessarily mean that physical quantities
would depend on the choice of the heat equation, because the wave functional itself
is not a physical observable. We thus hope that physical quantities are independent
of any choice of the heat equation. We will not justify it in this paper.
The heat equation (2.5) can be solved by the standard technique[16]. For our
purpose we need to know only Ki′j′kl(x
′, x; t) and some of its covariant derivatives
in the limit x′ → x. We will give their explicit forms in Appendix A. Let O be
three-dimensional integrals of local functions of hij . The action of ∆(x; t) on O will
give an expansion in powers of t. These powers of t may be determined from general
coordinate invariance and dimensional analysis ( t and ∆(x; t) have mass dimension
−2 and 6, respectively). For example, we have
∆(x; t)
∫
d3y
√
h =
√
h(x)
(4pi)3/2
{
α1
t3/2
+O(t−1/2)
}
, (2.7)
∆(x; t)
∫
d3y
√
h R =
√
h(x)
(4pi)3/2
{
β1
t5/2
+
β2
t3/2
R(x) +O(t−1/2)
}
, (2.8)
∆(x; t)
∫
d3y
√
h R2 =
√
h(x)
(4pi)3/2
{
γ1
t7/2
+
γ2
t5/2
R(x)
+
1
t3/2
(
γ3 R
2(x) + γ4 Rij(x)R
ij(x) + γ5∇i∇iR(x)
)
+O(t−1/2)
}
, (2.9)
∆(x; t)
∫
d3y
√
h RijR
ij =
√
h(x)
(4pi)3/2
{
γ′1
t7/2
+
γ′2
t5/2
R(x)
+
1
t3/2
(
γ′3R
2(x) + γ′4 Rij(x) R
ij(x) + γ′5∇i∇iR(x)
)
+O(t−1/2)
}
. (2.10)
The first few coefficients are given by
α1 = −21
8
, β1 =
3
2
, β2 = −11
24
+
3
2
ξ , (2.11)
γ1 = 0 , γ2 = −3 , γ3 = 11
8
− 3 ξ , γ4 = 31
6
, γ5 = −1 ,
4 A similar situation occurs in gauge theories. A wave functional for non-abelian gauge theories
quite depends on the choice of gauge fixings. Wilson and co-workers have recently proposed that
the light-cone gauge is well-suited to study nonperturbative dynamics of QCD at low energies[15]
4
γ′1 =
15
4
, γ′2 = −
13
8
+
15
4
ξ , γ′3 = −
241
480
− 13
8
ξ +
15
8
ξ2 ,
γ′4 =
97
20
, γ′5 = −
11
30
− 25
24
ξ . (2.12)
The coefficients α1, β1 and β2 agree with those in Ref.[13] with ξ = 0. A detail of
the computations to get the coefficients (2.11) and (2.12) will be found in Appendix
B. The above results will be used later in the discussion of finding solutions to the
Wheeler-DeWitt equation in the strong coupling expansion.
B. Analytic continuation
The second step of our renormalization prescription is to extract a finite part from
∆(x; t = 0)O. Note that we cannot simply take the limit t→ 0 in ∆(x; t)O because of
the presence of inverse powers of t (see (2.7) to (2.10) ). We will here define ∆R(x)O
from ∆(x; t)O by analytic continuation so that ∆R(x)O is identical to ∆(x; t = 0)O
(and hence ∆(x)O) if ∆(x; t = 0)O is finite. Our definition of ∆R(x)O is given by
∆R(x)O ≡ lim
s→+0
s
∫
∞
0
dε εs−1φ(ε)∆(x; t = ε2)O . (2.13)
It is easy to see that ∆R(x)O is equal to ∆(x; t = 0)O if ∆(x; t = 0)O is finite as long
as a differentiable function φ(ε) rapidly decreases to zero at infinity with φ(0) = 1,

φ (∞) = 0 ,
φ (0) = 1 .
(2.14)
By analytic continuation, we can give a meaning to the right hand side of (2.13)
even if ∆(x; ε2)O diverges at the origin like ε−n with integer n: The integral (2.13)
exists for s > n ( provided φ(ε)∆(x; ε2)O has no other divergences ) so that we can
analytically continue s from s > n to small values and take the limit s→ 0 to obtain
a finite result5. For example, our definition of ∆R(x)O for ∆(x; ε2)O = f(x)ε−n gives
∆R(x)O =


0 for n = −1,−2,−3, · · · ,
1
n!
dnφ(0)
dεn
f(x) for n = 0, 1, 2, · · · .
(2.15)
In this stage, the function φ(ε) is arbitrary as long as it satisfies the conditions (2.14).
As we will see in the next section, φ(ε) has to be subject to a further condition
dφ(0)
dε
= 0. For definiteness, we may choose φ(ε) to be of the form
φ(ε) = (1 + µε) e−µε (2.16)
5 For the detail, see Ref [14].
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which satisfies all requirements, though it is not necessary to choose φ(ε) as above.
Here, µ is an arbitrary mass parameter. Then, the equations (2.7) to (2.10) are now
replaced by
∆R(x)
∫
d3y
√
h =
√
h(x)
(4pi)3/2
{
φ(3)(0)
3!
α1
}
, (2.17)
∆R(x)
∫
d3y
√
h R =
√
h(x)
(4pi)3/2
{
φ(5)(0)
5!
β1 +
φ(3)(0)
3!
β2 R(x)
}
, (2.18)
∆R(x)
∫
d3y
√
h R2 =
√
h(x)
(4pi)3/2
{
φ(7)(0)
7!
γ1 +
φ(5)(0)
5!
γ2 R(x)
+
φ(3)(0)
3!
(
γ3 R
2(x) + γ4Rij(x)R
ij(x) + γ5∇i∇iR(x)
)}
, (2.19)
∆R(x)
∫
d3y
√
h Rij R
ij =
√
h(x)
(4pi)3/2
{
φ(7)(0)
7!
γ′1 +
φ(5)(0)
5!
γ′2R(x)
+
φ(3)(0)
3!
(
γ′3 R
2(x) + γ′4Rij(x)R
ij(x) + γ′5∇i∇iR(x)
)}
, (2.20)
where
φ(n)(0) ≡ d
nφ(0)
dεn
= (−1)n−1(n− 1)µn . (2.21)
The results (2.17) to (2.20) depend on the arbitrary mass parameter µ. This is an in-
evitable consequence of isolating finite quantities from divergent ones. ( For instance,
in the dimensional regularization[17] an arbitrary mass parameter is introduced for
coupling constants to have proper dimensions.) Physical observables must be inde-
pendent of this arbitrary parameter µ. This leads to a renormalization group equation
so that coupling “constants” should be regarded as functions of µ. This is the basic
problem of renormalization. We shall return to this point in Sec. V and explicitly
show that the µ-dependence can be absorbed into the redefinition of the Newton
constant G and the cosmological constant Λ to the first order in the strong coupling
expansion.
III CONSISTENCY OF CONSTRAINTS
We have chosen the renormalization prescription to preserve three-dimensional gen-
eral coordinate invariance but this is not enough to preserve the whole symmetry of
the theory at the quantum level. We have to check that our renormalization prescrip-
tion would be consistent with the constraints which are the generators of the symme-
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try. Consistency of the constraints requires that commutators of the constraints lead
to no new constraints.
The constraints consist of the momentum constraint Hi(x) and the Hamiltonian
constraint H(x):
Hi(x) ≡ −2hij∇kpijk(x) , (3.1)
H(x) ≡ 16piGGijkl(x)pikl(x)piij(x) + 1
16piG
√
h(x)
(
R(x) + 2Λ
)
, (3.2)
where piij(x) = −i δ
δhij(x)
is the momentum operator. We will take the factor ordering
such that pi’s stand to the right and h’s stand to the left, as written above. The mo-
mentum constraints Hi’s are the generators of three-dimensional general coordinate
transformations. Since our renormalization prescription preserves three-dimensional
general coordinate invariance, no anomalous terms may appear in commutators with
the momentum constraints.
There remains to be considered only the commutator of the Hamiltonian con-
straints. In our renormalization prescription, the Hamiltonian constraint (3.2) should
be replaced by
HR(x) ≡ −16piG∆R(x) + 1
16piG
√
h(x)
(
R(x) + 2Λ
)
. (3.3)
The commutator [HR(x),HR(y)], more correctly, [
∫
d3xη1(x)HR(x),
∫
d3yη2(y)HR(y)]
will have the form
[ ∫
d3x η1(x) HR(x) ,
∫
d3y η2(y) HR(y)
]
= i
∫
d3x
(
η1(x)(∇i η2(x))− (∇i η1(x))η2(x)
)
Hi(x) + ∆Γ , (3.4)
for arbitrary scalar functions η1 and η2. An anomalous term ∆Γ could appear from
the commutators of ∆R and
√
h R. It follows from dimensional analysis and the
antisymmetry under the exchange of η1 and η2 that ∆Γ is expected to be of the
form6[13].
∆Γ ≡ a φ(1)(0)
∫
d3x
√
h(x)
(
η1(x)(∇i η2(x))− (∇i η1(x))η2(x)
)
∇iR(x) . (3.5)
In Appendix C, we will compute the commutator (3.4) and find a = −( 1
24
+ξ)/(4pi)3/2.
We therefore take
φ(1)(0) = 0 (3.6)
6The φ(n)(0) has mass dimension n.
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for consistency of the constraints with our renormalization prescription, as claimed
in the previous section.
We should make a comment on the anomaly free condition ∆Γ = 0. One may take
ξ = − 1
24
, instead of the condition (3.6), to have ∆Γ = 0. As mentioned in the previous
section, the heat equation (2.5) is not a unique choice to satisfy our requirements and
there is a great deal of freedom to modify the heat equation. We can, however, show
that ∆Γ is proportional to φ(1)(0), irrespective of what heat equation we choose.
Hence, the choice (3.6) seems more universal than the choice ξ = − 1
24
. We will see
later that the free parameter ξ is used in finding solutions to the second order in the
strong coupling expansion.
It should be noticed that the above analysis of consistency of the constraints is
incomplete. Although we have found an anomalous term (3.5), which leads to the
condition (3.6), it does not imply that no other anomalous terms would appear. This
is because we have not exactly computed the commutators of the constraints due
to lack of our knowledge of the exact expressions of
δKijkl(x,y;t)
δhmn(z)
and
δ2Kijkl(x,y;t)
δhmn(z)δhpq(z′)
for
arbitrary x, y, z and z′. The exact computations of the commutators, [Hi(x),HR(y)]
and [HR(x),HR(y)], remain to be performed. If other anomalous terms were shown
to appear, we have to impose further conditions besides (3.6) to be anomaly free.
IV STRONG COUPLING EXPANSION
As discussed in the previous sections, we have the renormalized Wheeler-DeWitt
equation, [
∆R(x)− 1
(16piG)2
√
h(x)
(
R(x) + 2Λ
)]
Ψ[h] = 0 , (4.1)
with the condition (3.6). It is not easy to solve the full Wheeler-DeWitt equation
exactly. Since we are interested in short distance behavior of the Wheeler-DeWitt
equation, we do not probably need to solve (4.1) exactly. The Planck length is given
by lp = (h¯G/c
3)1/2 so that the strong coupling limit, i.e., G → ∞, will be well-
suited to probe quantum geometry at length scales much smaller than the Planck
length[18]. We will discuss this point in some detail later. Although strong coupling
quantum gravity has been studied before, their studies are not satisfactory to clarify
quantum geometry at short distances because little attention has been paid to the
regularization of the Wheeler-DeWitt equation.
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To solve the equation (4.1) with the condition (3.6), we attempt an expansion of
the wave functional of the universe in inverse powers of the Newton constant G. We
will first rewrite the Wheeler-DeWitt equation (4.1) as
∆R(x)S[h]−Gijkl(x) δS[h]
δhkl(x)
δS[h]
δhij(x)
+
1
(16piG)2
√
h(x)
(
R(x) + 2Λ
)
= 0 , (4.2)
where
Ψ[h] ≡ exp{−S[h]} . (4.3)
We then assume that the functional S[h] has the form
S[h] =
∞∑
n=0
( 1
16piG
)2n
Sn[h] . (4.4)
Substituting (4.4) into (4.2), we have , according to the inverse powers of G,
∆R(x)S0[h]−Gijkl(x) δS0[h]
δhkl(x)
δS0[h]
δhij(x)
= 0 , (4.5)
∆R(x)S1[h]− 2 Gijkl(x) δS0[h]
δhkl(x)
δS1[h]
δhij(x)
+
√
h(x)
(
R(x) + 2Λ
)
= 0 , (4.6)
∆R(x)Sn[h]−Gijkl(x)
n∑
m=0
δSm[h]
δhkl(x)
δSn−m[h]
δhij(x)
= 0 , n = 2, 3, 4 · · · . (4.7)
To solve the Wheeler-DeWitt equation in the strong coupling expansion, we adopt an
ansatz of locality[14]. The functional Sn[h] is assumed to be a sum of integrals of local
functions of hij . There seem no obvious reasons to restrict our attention to a class of
local solutions because non-locality is all over in this theory. A main reason why we
adopt the locality ansatz is technical difficulties to find general solutions. Although
physical significance of local solutions are quite unclear, it may worth while studying
them to see how our formulation works.
Under the locality ansatz we find two solutions to the zeroth order equation (4.5),
i.e.,
S0[h] = 0 , (4.8)
and
S0[h] =
7µ3
3(4pi)3/2
∫
d3x
√
h(x) . (4.9)
(To see this, we can use the relation (2.17) and (2.21).)
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We would like to make two comments on the expansion (4.4). In Ref.[13], the
expansion in (4.4) has been assumed to begin with n = 1, which corresponds to the
first solution (4.8). We here found another solution, though it turns out that the
second solution (4.9) leads to essentially the same solution to higher orders as the
first one. More generally, one might expand S[h] as
∞∑
n=−m
( 1
16piG
)2n
Sn[h] (4.10)
with some positive integer m. To leading order, we would have
Gijkl(x)
δS−m[h]
δhkl(x)
δS−m[h]
δhij(x)
= 0 , (4.11)
which will lead to S−m = 0 under the locality ansatz. Then, S−m+1 is found to satisfy
the same equation (4.11) with the replacement −m→ −m+ 1. Repeating the same
step above, we finally conclude that S−m = 0 for m ≥ 1. The second comment
concerns the powers of the Newton constant G in the expansion (4.4). We have
assumed that the wave functional is expanded in powers of G−2. We can, however,
assume that the wave functional is more generally expanded in powers of G−1, which
will still give a consistent expansion of the equation (4.2). In this paper, we will
restrict our considerations to the expansion (4.4) since (4.4) respects a symmetry
(G→ −G) of the Wheeler-DeWitt equation, but the generalization to a power series
of G−1 is straightforward.
Before closing this section, we would like to discuss physical meanings of the strong
coupling expansion in more detail. The semiclassical expansion corresponds to the
expansion in powers of h¯, while the strong coupling expansion (4.4) corresponds to
the expansion in powers of h¯−2 because h¯ appears in the combination of h¯G in quan-
tum gravity. Thus the wave functional in the strong coupling expansion is expected
to describe quite different physics from the semiclassical one. The semiclassical ap-
proximation will be valid for long-wavelength gravitational fields, while the strong
coupling approximation may be useful when the wavelength of gravitational fields
very rapidly changes in a wavelength.
Although we have mentioned that the strong coupling expansion is well-suited to
study the physics at length scales much smaller than the Planck length, we want to
discuss this point more precisely in our framework. We will here consider the first
solution (4.8) to the zeroth order, i.e., S0[h] = 0. For the strong coupling expansion
10
(4.4) to be meaningful, the successive terms in the series for S[h] should satisfy, in
particular, ( 1
16piG
)2
S1[h]≫
( 1
16piG
)4
S2[h] . (4.12)
Taking Λ = 0 for simplicity and using φ(n)(0) ∼ µn, we can write the first order term
as ( 1
16piG
)2
S1[h] =
( 1
Gµ2
)2 ∫
d3x
√
h(x)µ3
{
c1 + c2
R(x)
µ2
}
, (4.13)
as we will find in the next section. The cn’s are dimensionless constants of order one.
The second order term will be shown, in Sec. VI, to take the form
( 1
16piG
)4
S2[h] =
( 1
Gµ2
)4 ∫
d3x
√
h(x)µ3
×
{
c′1 + c
′
2
R(x)
µ2
+
1
µ4
(
c′3R
2(x) + c′4Rij(x)R
ij(x)
)}
, (4.14)
where c′n’s are dimensionless constants of order one. It follows that we can drop
the second order term S2[h], provided that Gµ
2 ≫ 1 (i.e., µ ≫ mp), R ∼ µ2 and
RijR
ij ∼ µ4. We therefore expect that the wave functional to the first order term
well describes the universe with a curvature much larger than the Planck mass or
with a radius much smaller than the Planck length. It should be emphasized that
the strong coupling expansion is not a derivative expansion because higher derivative
terms like ( R
µ2
)m(m ≥ 2) could appear on the right hand side of (4.13) but it happens
that their coefficients are zero as a solution to the equation (4.6).
If we apply the strong coupling expansion (4.4) to a minisuperspace model, we
can see that the expansion is essentially identical to a small radius expansion of the
universe. Thus we may expect that our expansion gives a good approximation for a
universe with a radius much smaller than the Planck length, though the minisuper-
space model will not be applicable to this region.
V THE FIRST ORDER SOLUTIONS
In this section, we shall look for solutions to S1[h] in the strong coupling expansion.
Since both zeroth order solutions (4.8) and (4.9) lead to essentially the same solution
to S1[h], we will mainly consider the zeroth order solution (4.8). Substituting S0[h] =
0 into the first order equation (4.6), we get
∆R(x)S1[h] = −
√
h(x)
(
R(x) + 2Λ
)
. (5.1)
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From (2.17) and (2.18), we find a solution to the first order as7
S1[h] =
∫
d3x
√
h(x) {a1 + a2R(x)} , (5.2)
where
a1 =
16(4pi)3/2
7µ3
{
Λ +
9µ2
5(11− 36 ξ)
}
,
a2 =
72(4pi)3/2
(11− 36 ξ)µ3 .
(5.3)
This result agrees with the one obtained in Ref.[13] with ξ = 0. One may try to find
other solutions to S1[h]. It turns out that other solutions to S1[h], if exist, may be
given by the integral of nonlocal functions of hij , i.e., S1[h] includes infinitely many
higher derivative terms.
We would like to briefly discuss the renormalizability. In our formulation, the
renormalizability of the theory requires that all physical quantities must be indepen-
dent of the arbitrary mass parameter µ, so that the Newton “constant” G and the
cosmological “constant” Λ should be regarded as functions of µ. To the first order, the
above statement may be replaced by saying that the wave functional is independent
of µ. This is achieved by requiring that the following combinations are independent
of µ:
G2(µ) µ3
Λ(µ) +
9 µ2
5(11− 36 ξ)


µ− independent . (5.4)
Thus the µ-dependence can be absorbed into the redefinition of G and Λ to the first
order in the strong coupling expansion. The above observation (5.4) is a good news for
our strong coupling expansion, which is expected to give a good approximation scheme
for large µ as discussed in the previous section, because the actual dimensionless
expansion parameter (G2(µ)µ4)−1 tends to zero as the mass scale µ increases.
We will finally look for a solution to S1[h] in the case of the second solution (4.9).
Then, the first order equation (4.6) is reduced to
∆R(x)S1[h] +
7µ3
6(4pi)3/2
δS1[h]
δhi
i(x)
= −
√
h(x)
(
R(x) + 2Λ
)
. (5.5)
7 In Ref.[19], Kodama has pointed out that the exponential of the Chern-Simons action, which
is equivalent to the Einstein action[20], is an exact solution of the Hamiltonian constraint in the
holomorphic representation of the Ashtekar formalism[8]. Connections with our solution are unclear.
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It is easy to show that a solution to (5.5) is given by
S1[h] =
∫
d3x
√
h(x) {a′1 + a′2R(x)} (5.6)
where
a′1 = −16(4pi)
3/2
7µ3
[
Λ− 9µ
2
5(31 + 36 ξ)
]
,
a′2 = − 72(4pi)
3/2
(31 + 36 ξ)µ3
.
(5.7)
The difference between the solutions (5.2) and (5.6) lies only in the numerical coef-
ficients and hence all the discussions on the solution (5.2) will remain true for the
solution (5.6).
VI THE SECOND ORDER SOLUTIONS
In the previous section, we have found the first order solution for S1[h] in the strong
coupling expansion. For our expansion scheme to be consistent, we need to show
that Sn[h] for n ≥ 2 can in principle be constructed order by order and also that the
successive terms obey, in particular, the relation (4.12); otherwise our solutions are
meaningless. To this end, in this section we look for solutions to the second order
equation
∆R(x)S2[h]−Gijkl(x)
{
2
δS0[h]
δhkl(x)
δS2[h]
δhij(x)
+
δS1[h]
δhkl(x)
δS1[h]
δhij(x)
}
= 0 , (6.1)
and show that S2[h] has the form (4.14), as announced in Sec.IV. We also discuss
a problem of finding higher order solutions. The equation (6.1) may be solved by
assuming S2[h] to take the form
S2[h] =
∫
d3x
√
h(x){b1 + b2R(x) + b3R2(x) + b4Rij(x)Rij(x)} . (6.2)
Note that the Riemann curvature Rijkl can be expressed in terms ofR andRij in three-
dimensions and also that the term
∫
d3x
√
h∇i∇iR is not included in S2[h] because it
vanishes identically (without boundaries). Substitution of (4.8), (5.2) and (6.2) into
(6.1) leads to
B1 +B2R(x) + B3R
2(x) +B4Rij(x)R
ij(x) +B5∇i∇iR(x) = 0 , (6.3)
13
where
B1 = b1α1
µ3
3(4pi)3/2
+ b2β1
µ5
30(4pi)3/2
+ (b3γ1 + b4γ
′
1)
µ7
840(4pi)3/2
+
3
8
(a1)
2 ,
B2 = b2β2
µ3
3(4pi)3/2
+ (b3γ2 + b4γ
′
2)
µ5
30(4pi)3/2
+
1
4
a1a2 ,
B3 = (b3γ3 + b4γ
′
3)
µ3
3(4pi)3/2
+
3
8
(a2)
2 ,
B4 = (b3γ4 + b4γ
′
4)
µ3
3(4pi)3/2
− (a2)2 ,
B5 = (b3γ5 + b4γ
′
5)
µ3
3(4pi)3/2
.
(6.4)
The equation (6.3) or equivalently the five equations
Bn = 0 , for n = 1, 2, · · · , 5 , (6.5)
will, in general, have no solutions because the number of the free parameters (bm, m =
1, · · · , 4) is less than the number of the equations (Bn, n = 1, · · · , 5). This is due to
the fact that the term ∇i∇iR(x) appears in (6.3) but not in (6.2), in other words, the
Wheeler-DeWitt equation is a local equation imposed by the Hamiltonian density (not
the Hamiltonian itself), while S2[h] is assumed to be the three-dimensional integral
of local functions8. Hence we need one more parameter to solve the equation (6.3) or
(6.5). To this end, we will here use the arbitrariness of defining the kernel Ki′j′kl. It
is not difficult to show that the equation (6.3) or (6.5) has a solution, provided that
ξ is chosen to be one of the solutions to the equation
9600 ξ2 − 7633 ξ + 196 = 0 . (6.6)
To solve higher order equations for Sn[h](n ≥ 3) with the ansatz of locality, we
will face a similar problem and need to generalize the heat equation (2.5) to include
more arbitrary parameters. Thus, in the strong coupling expansion the form of the
wave functional to the second or higher order crucially depends on the choice of the
heat equation. We do not know whether or not this fact causes serious problems
in our formulation because the wave functional itself is not a physical observable
and because it is inevitable that the wave functional depends on the renormalization
8 This kind of problems does not occur for Yang-Mills theory because the Hamiltonian appears
in the Schro¨dinger equation.
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prescription. Our hope is that physical quantities can be independent of our renor-
malization prescription and that our solutions have important physical meanings with
a special choice of the heat equation.
In the case of the second solution (4.9) to the zeroth order, we can also show that
the second order equation (6.1) with the ansatz (6.2) has a solution, provided that ξ
is chosen to be one of the solutions to the equation
40800 ξ2 − 9307 ξ + 1834 = 0 . (6.7)
Since the discriminant is negative, the solutions are complex. This implies that an
imaginary part appears in the renormalized Hamiltonian operator through the kernel
Ki′j′kl, so the second solution (4.9) to the zeroth order seems to lead to an undesirable
result. Since the hermiticity of the Hamiltonian is unclear in quantum gravity due
to the lack of the knowledge of the functional measure Dh, we will not discuss the
problem furthermore.
VII CONCLUSION
We have proposed a renormalization prescription to the Wheeler-DeWitt equation
and solved it to the second order in the strong coupling expansion to study quantum
geometry at length scales much smaller than the Planck length. We have restricted our
attention to a class of local solutions for mainly technical reasons. Our formulation is
not, however, limited to a class of local solutions and our renormalization prescription
does not rely on the strong coupling expansion. It would be challenging to look for
non-local solutions in the strong coupling expansion and for exact ( local or non-local
) solutions without the expansion[21].
We have also restricted our attention to pure gravity. Recently, the dilaton gravity
L = √g e−2Φ
(
R− 4DµΦDµΦ+ 1
12
HµνρH
µνρ
)
has extensively been studied to reveal stringy phenomena[22]. It would be of great
interest to investigate the theory in our formulation to reveal stringy dynamics beyond
the Planck scale.
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APPENDIX A: THEHEATKERNEL IN THE COINCIDENCE
LIMIT
In this appendix, we will compute the heat kernel Ki′j′kl and its covariant derivatives
Ki′j′kl;a′, Ki′j′kl;a′b′ and Ki′j′kl;a′b′c′d′ in the coincidence limit x
′ → x.
According to the standard technique[16], the heat equation (2.5) with the initial
condition (2.6) can be solved by the ansatz
Ki′j′kl(x
′, x; t) =
(∆(x′, x))1/2
(4pit)3/2
e−
σ(x′,x)
2t
∞∑
n=0
a
(n)
i′j′kl(x
′, x) tn , (A.1)
where the bi-scalar σ(x′, x) is the geodesic integral equal to one half the square of the
distance along the geodesic between x′ and x, and the bi-scalar ∆(x′, x) is defined
by9
∆(x′, x) = h(x′)−
1
2 det(σ;i′j(x
′, x)) h(x)−
1
2 . (A.2)
The properties of σ(x′, x) and ∆(x′, x) have been discussed in detail in Ref.[23]. We
will not repeat the discussions here.
The initial condition (2.6) implies that
lim
x′→x
a
(0)
i′j′kl =
√
hGi′j′kl . (A.3)
Inserting the ansatz (A.1) into the equation (2.5), one finds
σ;p
′
(x′, x)a
(0)
i′j′kl;p′(x
′, x) = 0 , (A.4)
n a
(n)
i′j′kl(x
′, x) + σ;p
′
(x′, x) a
(n)
i′j′kl;p′(x
′, x)
=
(
∆(x′, x)
)
−
1
2
(
(∆(x′, x))
1
2a
(n−1)
i′j′kl (x
′, x)
);p′
p′
+ ξR(x′)a
(n−1)
i′j′kl (x
′, x) ,
for n = 1, 2, · · · .
(A.5)
For our purpose, we need to know values for the first few a’s in the expansion (A.1)
and some of their covariant derivatives in the limit x′ → x. They can be obtained by
repeatedly differentiating the equations (A.4) and (A.5) and then by taking the limit
x′ → x. The results are
lim
x′→x
a
(0)
i′j′kl =
√
hGi′j′kl ,
9 The σ;i′j(x
′, x) denotes the covariant derivatives of σ(x′, x) with respect to x′
i
and xj . The
bi-scalar ∆(x′, x) should not be confused with the differential operator ∆(x) or ∆(x; t) in the text.
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lim
x′→x
a
(0)
i′j′kl;a′ = 0 ,
lim
x′→x
a
(0)
i′j′kl;a′b′ =
√
hGp′j′kl
(
−1
2
Rp
′
i′a′b′
)
+ (i′ ↔ j′) ,
lim
x′→x
a
(0)
i′j′kl;a′b′c′ =
√
hGp′j′kl
(
−1
3
Rp
′
i′a′b′;c′ − 1
3
Rp
′
i′a′c′;b′
)
+ (i′ ↔ j′) ,
lim
x′→x
a
(0)
i′j′kl;a′b′c′d′ =
√
hGp′q′kl
(1
4
(Rp
′
i′a′b′R
q′
j′c′d′ +R
p′
i′a′c′R
q′
j′b′d′ +R
p′
i′a′d′R
q′
j′b′c′
+Rp
′
i′c′d′R
q′
j′a′b′ +R
p′
i′b′d′R
q′
j′a′c′ +R
p′
i′b′c′R
q′
j′a′d′)
)
+
{√
hGpj′kl
( 1
12
(Rp
′
i′q′a′R
q′
b′d′c′ +R
p′
i′q′a′R
q′
d′b′c′
+Rp
′
i′q′b′R
q′
a′c′d′ +R
p′
i′q′b′R
q′
c′a′d′
+Rp
′
i′q′c′R
q′
a′b′d′ +R
p′
i′q′c′R
q′
b′a′d′
+Rp
′
i′q′d′R
q′
a′b′c′ +R
p′
i′q′d′R
q′
b′a′c′)
+
1
8
(Rq
′
i′a′b′R
p′
q′c′d′ +R
q′
i′a′c′R
p′
q′b′d′ +R
q′
i′a′d′R
p′
q′b′c′
+Rq
′
i′c′d′R
p′
q′a′b′ +R
q′
i′b′d′R
p′
q′a′c′ +R
q′
i′b′c′R
p′
q′a′d′)
−1
4
(Rpi′a′b′;c′d′ +R
p
i′a′c′;b′d′ +R
p
i′a′d′;b′c′) + (i
′ ↔ j′)
}
,
lim
x′→x
a
(1)
i′j′kl =
√
hGi′j′kl
(
−1
6
+ ξ
)
R ,
lim
x′→x
a
(1)
i′j′kl;a′ =
√
hGi′j′kl
(
− 1
12
+
1
2
ξ
)
R;a′ +
{√
hGq′j′kl
(1
6
Rq
′
i′a′p′
;p′)
+ (i′ ↔ j′)
}
,
lim
x′→x
a
(1)
i′j′kl;a′b′ =
√
hGi′j′kl
( 1
90
Rp
′q′Rp′a′q′b′ − 1
45
Rp
′
a′Rp′b′ +
1
90
Rp
′q′m′
a′Rp′q′m′b′
−
( 1
20
− 1
3
ξ
)
R;a′b′ − 1
60
Ra′b′;p′
p′
)
+
√
hGp′q′kl
(1
6
Rp
′
i′m′a′R
q′
j′
m′
b′ +
1
6
Rp
′
j′m′a′R
q′
i′
m′
b′
)
+
{√
hGp′j′kl
(( 1
12
− 1
2
ξ
)
RRp
′
i′a′b′ +
1
12
Rq′i′m′a′R
p′q′m′
b′
+
1
12
Rq′i′m′b′R
p′q′m′
a′ − 1
12
Rp
′
i′
q′
a′;q′b′ −
1
12
Rp
′
i′
q′
b′;q′a′
)
+(i′ ↔ j′)
}
,
lim
x′→x
a
(2)
i′j′kl =
√
hGi′j′kl
(( 1
72
− 1
6
ξ +
1
2
ξ2
)
R2 − 1
180
Rp′q′R
p′q′
+
1
180
Rp
′q′m′n′Rp′q′m′n′ −
( 1
30
− 1
6
ξ
)
R;p′
p′
)
+
1
6
√
hGp′q′klR
p′
i′m′n′R
q′
j′
m′n′
+
{ 1
12
√
hGp′j′klRq′i′m′n′R
p′q′m′n′ + (i′ ↔ j′)
}
. (A.6)
These results enable us to compute Ki′j′kl, Ki′j′kl;a′, Ki′j′kl;a′b′ and Ki′j′kl;a′b′c′d′ in
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the limit x′ → x.
lim
x′→x
Ki′j′kl =
1
(4pit)3/2
√
hGi′j′kl
{
1− t
(1
6
− ξ
)
R
}
+O(t
1
2 ) , (A.7)
lim
x′→x
Ki′j′kl;a′
=
1
(4pi)3/2t1/2
{
− 1
2
(1
6
− ξ
)√
hGi′j′klR;a′
+
1
6
( √
hGp′j′klR
p′
i′a′q′
;q′
+ (i′ ↔ j′)
) }
+O(t
1
2 ) , (A.8)
lim
x′→x
Ki′j′kl;a′b′
=
1
(4pi)3/2t5/2
{
− 1
2
√
hGi′j′klha′b′
}
+
1
(4pit)3/2
{ √
hGijkl
(
−1
6
Ra′b′ +
( 1
12
− 1
2
ξ
)
ha′b′R
)
− 1
2
( √
hGp′j′klR
p′
i′a′b′ + (i
′ ↔ j′)
) }
+O(t−
1
2 ) , (A.9)
lim
x′→x
Ki′j′kl;a′b′c′d′
=
1
(4pit)3/2
{ 1
t2
F
(0)
i′j′kla′b′c′d′ +
1
t
F
(1)
i′j′kla′b′c′d′ + F
(2)
i′j′kla′b′c′d′
}
+O(t−
1
2 ) , (A.10)
where
F
(0)
i′j′kla′b′c′d′ =
1
8
√
hGi′j′kl[ha′b′hc′d′ ]s ,
F
(1)
i′j′kla′b′c′d′
=
√
hGi′j′kl
{
−1
6
(Ra′c′b′d′ +Ra′d′b′c′) +
1
12
[ha′b′Rc′d′ ]s −
( 1
48
− 1
8
ξ
)
R [ha′b′hc′d′ ]s
}
+
{ 1
4
√
hGp′j′kl[ha′b′R
p′
i′c′d′ ]s + (i
′ → j′)
}
,
F
(2)
i′j′kla′b′c′d′
=
√
hGi′j′kl
{
1
180
(
Rp′a′(11R
p′
c′b′d′ − 10Rp′d′b′c′) +Rp′b′(11Rp′c′a′d′ − 10Rp′d′a′c′)
+Rp′c′(11R
p′
b′a′d′ − 10Rp′d′a′b′) +Rp′d′(11Rp′b′a′c′ − 10Rp′c′a′b′)
)
+
( 1
36
− 1
6
ξ
)
R (Ra′c′b′d′ +Ra′d′b′c′) +
1
72
[Ra′b′Rc′d′ ]s
+
1
8
(( 1
72
− 1
6
ξ +
1
2
ξ2
)
R2 − 1
180
Rp
′q′Rp′q′ +
1
180
Rp
′q′m′n′Rp′q′m′n
−( 1
30
− 1
6
ξ)R;p
′
p′
)
[ha′b′hc′d′ ]s −
( 1
72
− 1
12
ξ
)
R [ha′b′Rc′d′ ]s
− 1
72
[Rp
′q′
a′b′Rp′q′c′d′ ]s +
1
45
[Rp
′q′
a′b′Rp′c′q′d′ ]s +
1
90
[Rp
′
a′
q′
b′
Rp′c′q′d′ ]s
− 1
180
[ha′b′R
p′q′Rp′c′q′d′]s +
1
90
[ha′b′R
p′
c′Rp′d′ ]s − 1
180
[ha′b′R
p′q′m′
c′Rp′q′m′d′ ]s
19
− 1
20
[Ra′b′;c′d′]s +
1
120
[ha′b′Rc′d′;p′
p′]s +
( 1
40
− 1
6
ξ
)
[ha′b′R;c′d′ ]s
}
+
√
hGp′q′kl
{
− 1
12
[ha′b′R
p′
i′m′c′R
q′
j′
m′
d′ ]s −
1
12
[ha′b′R
p′
i′m′d′R
q′
j′
m′
c′]s
+
1
48
Rp
′
i′
m′n′
Rq
′
j′m′n′[ha′b′hc′d′ ]s +
1
4
[Rp
′
i′a′b′R
q′
j′c′d′]s
}
+
{√
hGpj′kl
{ 1
12
(Rp
′
i′q′a′R
q′
b′d′c′ +R
p′
i′q′a′R
q′
d′b′c′ +R
p′
i′q′b′R
q′
a′c′d′ +R
p′
i′q′b′R
q′
c′a′d′
+Rp
′
i′q′c′R
q′
a′b′d′ +R
p′
i′q′c′R
q′
b′a′d′ +R
p′
i′q′d′R
q′
a′b′c′ +R
p′
i′q′d′R
q′
b′a′c′)
−1
4
(Rp
′
i′a′b′;c′d′ +R
p′
i′a′c′;b′d′ +R
p′
i′a′d′;b′c′)
+
1
96
Rp
′q′m′n′Rq′i′m′n′ [ha′b′hc′d′]s −
( 1
24
− 1
4
ξ
)
R [ha′b′R
p′
i′c′d′ ]s
− 1
24
[ha′b′R
p′q′m′
d′Rq′i′m′c′]s − 1
24
[ha′b′R
p′q′m′
c′Rq′i′m′d′ ]s
+
1
12
[Ra′b′R
p′
i′c′d′ ]s +
1
8
[Rq
′
i′a′b′R
p′
q′c′d′ ]s +
1
24
[ha′b′R
p′
i′
q′
c′;qd′]s
+
1
24
[ha′b′R
p′
i′
q′
d′;qc′]s
}
+ (i′ ↔ j′)
}
, (A.11)
(A.12)
Here, we have used a notation [Xabij···Ycdkl···]s, which is an abbreviation of the sum
of the six terms in different order with respect to the underlined indices a, b, c and d,
i.e.,
[Xabij···Ycdkl···]s ≡ Xabij···Ycdkl··· +Xcdij···Yabkl···
+Xacij···Ybdkl··· +Xbdij···Yackl···
+Xadij···Ybckl··· +Xbcij···Yadkl··· .
(A.13)
The indices which are not underlined are kept fixed in the original positions.
We have written the terms of order t−1/2 in (A.7) and(A.8) because they play an
important role in the computations of the anomalous term in (3.5). As discussed in
Sec. III, the anomaly free requirement leads to the condition (3.6), and then all terms
of order t−1/2+m(m ≥ 0) do not contribute to final results. The formulas (A.7) to
(A.12) are enough to solve the Wheeler-DeWitt equation to the second order in the
strong coupling expansion.
APPENDIX B: THE FORMULAS (2.7) TO (2.10)
In this appendix, we will derive the equations (2.7) to (2.10) with the coefficients
(2.11) and (2.12).
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Substituting (2.4) into the left hand side of (2.7) and (2.8), we find
∆(x; t)
∫
d3y
√
h = lim
x′→x
Ki′j′kl(x
′, x; t)
√
h(x)
4
×
(
hi
′j′(x)hkl(x)− hi′k(x)hj′l(x)− hi′l(x)hj′k(x)
)
, (B.1)
∆(x; t)
∫
d3y
√
hR
= lim
x′→x
(
Ki′j′kl(x
′, x; t)I i
′j′kl(x) +Ki′j′kl;a′b′(x
′, x; t)I i
′j′kla′b′(x)
)
, (B.2)
where
I i
′j′kl =
√
h
2
{1
2
hi
′j′hklR− hi′khj′lR
−hi′j′Rkl − hklRi′j′ + 2hi′kRj′l + 2hi′lRj′k
}
,
I i
′j′kla′b′ =
√
h
2
{
hi
′j′hklha
′b′ − hi′j′hkb′hla′ − hi′b′hj′a′hkl
−hi′khj′lha′b′ + 2hi′lhj′b′hka′
}
.
(B.3)
Here, we have dropped surface terms. Using the results in Appendix A, we obtain
∆(x; t)
∫
d3y
√
h =
√
h(x)
(4pit)3/2
{
−21
8
}
+O(t−
1
2 ) , (B.4)
∆(x; t)
∫
d3y
√
hR =
√
h(x)
(4pit)3/2
{ 1
t
(3
2
)
+
(
−11
24
+
3
2
ξ
)
R(x)
}
+O(t−
1
2 ) . (B.5)
Computations of (2.9) and (2.10) are a little lengthy but straightforward. After
some calculations, we have
∆(x; t)
∫
d3y
√
hR2
= lim
x′→x
{
Ki′j′kl(x
′, x; t)J i
′j′kl(x) +Ki′j′kl;a′(x
′, x; t)J i
′j′kla′(x)
+Ki′j′kl;a′b′(x
′, x; t)J i
′j′kla′b′(x)
+Ki′j′kl;a′b′c′d′(x
′, x; t)J i
′j′kla′b′c′d′(x)
}
, (B.6)
∆(x; t)
∫
d3y
√
hRijR
ij
= lim
x′→x
{
Ki′j′kl(x
′, x; t)J
i′j′kl
(x) +Ki′j′kl;a′(x
′, x; t)J
i′j′kla′
(x)
+Ki′j′kl;a′b′(x
′, x; t)J
i′j′kla′b′
(x)
+Ki′j′kl;a′b′c′d′(x
′, x; t)J
i′j′kla′b′c′d′
(x)
}
, (B.7)
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where
J i
′j′kl =
√
h
{
(1
4
hi
′j′hkl − 1
2
hi
′khj
′l)R2
+ (2hi
′kRj
′l + 2hj
′kRi
′l − hi′j′Rkl − hklRi′j′)R
+ 2Ri
′j′Rkl + (2hka
′
hlb
′ − 2hklha′b′)Ri′j′ ;b′a′
+ (hklhi
′j′ha
′b′ − 2hklhi′a′hj′b′ − 2hi′khj′lha′b′
− hka′hlb′hi′j′ + 2hi′khla′hj′b′ + 2hj′khlb′hi′a′)R;b′a′
}
,
J i
′j′kla′b′ =
√
h
{
(hi
′j′hklha
′b′ + hi
′khj
′b′hla
′
+ hb
′i′hj
′lhka
′
− hi′khj′lha′b′ − hi′j′hkb′hla′ − hklhi′a′hj′b′)R
+ (2hka
′
hlb
′ − 2hklha′b′)Ri′j′ + (2hi′a′hj′b′ − 2hi′j′ha′b′)Rkl
}
,
J i
′j′kla′b′c′d′ = 2
√
h(hi
′j′ha
′b′hklhc
′d′ − hi′a′hj′b′hklhc′d′
− hi′j′ha′b′hkc′hld′ + hi′a′hj′b′hkc′hld′) ,
J
i′j′kl
=
√
h
{
(1
4
hi
′j′hkl − 1
2
hi
′khj
′l)Ra′b′R
a′b′ + 2Ri
′kRj
′l
− hklRi′a′Rj′a′ − hi′j′Rka′Rla′ + 4hi′kRj′a′Rla′
+ (1
2
hi
′j′ha
′b′ − hi′a′hj′b′)Rkl;b′a′ + (2hi′a′hkb′ − 2hi′kha′b′)Rj′l;b′a′
+ (2hi
′b′hj
′k − hi′j′hkb′)Rla′ ;b′a′ + (12hi
′j′hkl − hi′khj′l)Ra′b′ ;b′a′
+ 2hi
′khlb
′
Rj
′a′
;b′a′ − 2ha′i′hklRj′b′ ;b′a′
}
,
J
i′j′kla′b′
=
√
h
{
(2hi
′b′hka
′ − 2ha′b′hi′k)Rj′l − 2hi′b′hklRj′a′
+ 2hi
′lhka
′
Rj
′b′ + (2hi
′b′hj
′k − hi′j′hkb′)Rla′
− hi′j′hka′Rlb′ + (hi′j′hkl − hi′khj′l)Ra′b′
}
,
J
i′j′kla′b′c′d′
= 1
2
√
h
{
ha
′b′hi
′khj
′lhc
′d′ − ha′b′hi′lhj′d′hkc′ − ha′b′hi′d′hj′lhkc′
+ ha
′b′hi
′d′hj
′c′hkl + hi
′j′hka
′
hlb
′
hc
′d′ − hi′j′hla′hb′d′hkc′
− hi′j′ha′d′hlb′hkc′ + 1
2
hi
′j′ha
′d′hb
′c′hkl + 1
2
hi
′j′ha
′c′hb
′d′hkl
− 2hi′b′hka′hj′lhc′d′ + 2hi′b′hla′hj′d′hkc′ + 2hi′b′ha′d′hj′lhkc′
− hi′b′ha′d′hj′c′hkl − hi′b′ha′c′hj′d′hkl
}
.
(B.8)
Here we have not written J i
′j′kla′ and J
i′j′kla′
because they do not contribute to the
final results (2.9) and (2.10). Substitution of (A.7) to (A.12) into (B.6) and (B.7)
leads to
∆(x; t)
∫
d3y
√
hR2
=
√
h(x)
(4pit)3/2
{ 1
t
(
−3R(x)
)
+
(11
8
− 3 ξ
)
R2(x) +
31
6
Rij(x)R
ij(x)−R;ii(x)
}
+O(t−
1
2 ) , (B.9)
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∆(x; t)
∫
d3y
√
hRijR
ij
=
√
h(x)
(4pit)3/2
{ 1
t2
(15
4
)
+
1
t
(
−13
8
+
15
4
ξ
)
R(x) +
(
−241
480
− 13
8
ξ +
15
8
ξ2
)
R2(x)
+
97
20
Rij(x)R
ij(x) +
(
−11
30
− 25
24
ξ
)
R;ii(x)
}
+O(t−
1
2 ) . (B.10)
APPENDIX C: CONSISTENCY OF THE CONSTRAINTS
In this appendix we will compute the commutator (3.4). Let us first consider the
commutator [ ∫
d3x η1(x) ∆R(x) ,
∫
d3y η2(y) ∆R(y)
]
, (C.1)
where η1 and η2 are arbitrary scalar functions. We note that (C.1) is antisymmetric
under the exchange of η1 and η2. The above commutator can be obtained from
[
∫
d3xη1(x)∆(x; t),
∫
d3yη2(x)∆(y; t
′)] by analytic continuation with respect to t and
t′, as discussed in Sec. II.
[ ∫
d3x η1(x) ∆(x; t) ,
∫
d3y η2(y) ∆(y; t
′)
]
=
∫
d3xd3x′d3yd3y′ η1(x) η2(y) Ki′j′kl(x
′, x; t)
×
{ (
δ
δhi′j′(x′)
Ka′b′cd(y
′, y; t′)
)
δ
δhkl(x)
+
(
δ
δhkl(x)
Ka′b′cd(y
′, y; t′)
)
δ
δhi′j′(x′)
+
(
δ
δhkl(x)
δ
δhi′j′(x′)
Ka′b′cd(y
′, y; t′)
) }
δ
δhcd(y)
δ
δha′b′(y′)
− ( η1 ↔ η2 ) . (C.2)
In our renormalization prescription, the cutoff t is removed by analytic continuation.
This implies that we can take the naive limit t → 0 if this limit produces no diver-
gences in resulting calculations. Thus we may take the limit t′ → 0 in the first three
terms on the right hand side of (C.2) and replaceKa′b′cd(y
′, y; t′) by Ga′b′cd(y)δ(y
′, y)10.
Then, the first three terms on the right hand side of (C.2) are reduced to
∫
d3xd3y η1(x) η2(y)
×
{
Ki′j′kl(y, x; t)g
i′j′
a′b′cd(y)
δ
δhkl(x)
+
∫
d3x′Ki′j′kl(x
′, x; t)gkla′b′cd(y)δ(y, x)
δ
δhi′j′(x′)
10 In this paper, we will not rigorously justify taking the limit t′ → 0 at this stage, which might
produce potential divergences due to the second functional derivatives δ
δhcd(y)
δ
δh
a′b′
(y) at the same
point y.
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+Ki′j′kl(y, x; t)g
i′j′kl
a′b′cd(y) δ(y, x)
}
δ
δhcd(y)
δ
δha′b′(y)
, (C.3)
where
δ
δhi′j′(x′)
Ga′b′cd(y) ≡ gi′j′a′b′cd(y) δ(y, x′) ,
δ
δhkl(x)
δ
δhi′j′(x′)
Ga′b′cd(y) ≡ gi′j′kla′b′cd(y) δ(y, x′) δ(y, x) .
(C.4)
Taking the limit t → 0 in the first two terms of (C.3) but keeping t nonzero in the
last term of (C.3), we have
∫
d3x η1(x) η2(x)
{
Gi′j′kl(x) g
i′j′
a′b′cd(x)
δ
δhkl(x)
+ Gi′j′kl(x) g
kl
a′b′cd(x)
δ
δhi′j′(x)
+Ki′j′kl(x, x; t) g
i′j′kl
a′b′cd(x)
}
δ
δhcd(x)
δ
δha′b′(x)
.
(C.5)
This is clearly symmetric under the exchange of η1 and η2. Since only antisymmetric
terms under the exchange of η1 and η2 survive in the commutator (C.1), we conclude
that [ ∫
d3x η1(x) ∆R(x) ,
∫
d3y η2(y) ∆R(y)
]
= 0 . (C.6)
Therefore, nontrivial contributions to the commutator (3.4) come from
[
− 16piG
∫
d3x η1(x) ∆R(x) ,
1
16piG
∫
d3y η2(y)
√
h(y) (R(y) + 2Λ)
]
− ( η1 ↔ η2 ) . (C.7)
As before, the above commutator can be obtained, by analytic continuation with
respect to t, from
[
− 16piG
∫
d3x η1(x) ∆(x; t) ,
1
16piG
∫
d3y η2(y)
√
h(y) (R(y) + 2Λ)
]
− ( η1 ↔ η2 )
=
∫
d3xd3x′d3y η1(x) η2(y) Ki′j′kl(x
′, x; t)
×
{
−
(
δ
δhi′j′(x′)
√
h(y) (R(y) + 2Λ)
)
δ
δhkl(x)
−
(
δ
δhkl(x)
√
h(y) (R(y) + 2Λ)
)
δ
δhi′j′(x′)
−
(
δ
δhkl(x)
δ
δhi′j′(x′)
√
h(y) (R(y) + 2Λ)
) }
− ( η1 ↔ η2 ) . (C.8)
We can take the limit t → 0 without any trouble in the first two terms on the right
hand side of (C.8). It is then easy to see that these two terms give the first term
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on the right hand side of (3.4). We cannot, however, take the limit t → 0 in the
third term on the right hand side of (C.8). The third term would give an anomalous
contribution to the commutator. It is not difficult to show that
∫
d3xd3x′d3y η1(x) η2(y) Ki′j′kl(x
′, x; t)
(
− δ
δhkl(x)
δ
δhi′j′(x′)
)√
h(y) (R(y) + 2Λ)
− ( η1 ↔ η2 )
= −
1
24
+ ξ
(4pi)3/2t1/2
∫
d3x
√
h(x)
(
η1(x)(∇i η2(x))− (∇i η1(x))η2(x)
)
∇iR(x) +O(t 12 ) .
(C.9)
Therefore, our renormalization prescription tells us that
[
− 16piG
∫
d3x η1(x) ∆R(x) ,
1
16piG
∫
d3y η2(y)
√
h(y) (R(y) + 2Λ)
]
− ( η1 ↔ η2 )
=
∫
d3x
(
η1(x)(∇i η2(x))− (∇i η1(x))η2(x)
)
×
(
i Hi(x)−
1
24
+ ξ
(4pi)3/2
φ(1)(0)
√
h(x) ∇iR(x)
)
. (C.10)
Combining (C.6) with (C.10), we get the result (3.4) with the anomalous term (3.5).
25
References
[1] G. ’t Hooft and M. Veltman, Ann. Inst. Henri Poincare´ 20, 69 (1974) ; M. H.
Goroff and A. Sagnotti, Nucl. Phys. B266, 709 (1986).
[2] L. J. Garay, Int. J. Mod. Phys. A 10, 145 (1995).
[3] P. Gibbs, “The Small Scale Structure of Space-Time”, PEG-06-95, hep-
th/9506171.
[4] E. Witten, Commun. Math. Phys. 117, 353 (1988) ; 118, 411 (1988) ; Phys. Lett.
B 206, 601 (1988).
[5] G. ’t Hooft, “Dimensional reduction in quantum gravity”, THU-93/26, gr-
qc/9310026.
[6] L. Susskind, J. Math. Phys. 36, 6377 (1995).
[7] L. Smolin, “The Bekenstein bound, topological quantum field theory and plu-
ralistic quantum cosmology”, CGPG-9518-7, gr-qc/9508064 ; J. Math. Phys. 36,
6417 (1995).
[8] A. Ashtekar, Phys. Rev. Lett. 57, 2244 (1986).
[9] T. Jacobson and L. Smolin, Nucl. Phys. B299, 295 (1988) ; C. Rovelli and L.
Smolin, Nucl. Phys. B331, 80 (1990).
[10] A. Ashtekar, C. Rovelli and L. Smolin, Phys. Rev. Lett. 69, 237 (1992).
[11] C. Rovelli and L. Smolin, Nucl. Phys. B442, 593 (1995).
[12] J. A. Wheeler, in Battelle Rencontres, edited by C. DeWitt and J. A. Wheeler
(Benjamin, New York, 1968) ; B. S. DeWitt, Phys. Rev. 160, 1113 (1967).
[13] T. Horiguchi, K. Maeda and M. Sakamoto, Phys. Lett. B 344, 105 (1995).
[14] P. Mansfield, Nucl. Phys. B418, 113 (1994).
[15] K. G. Wilson, et al, Phys. Rev. D 49, 6720 (1994).
[16] J. S. Schwinger, Phys. Rev. 82, 664 (1951) ; B. S. DeWitt, Phys. Rep. D 42, 2548
(1975).
26
[17] G. ’t Hooft and M. Veltman, Nucl. Phys. B44, 189 (1972).
[18] M. Henneaux, M. Pilati and C. Teitelboim, Phys. Lett. B 110, 123 (1982) ; C.
Teitelboim, Phys. Rev. D 25, 3159 (1982) ; M. Pilati, Phys. Rev. D 26, 2645
(1982) ; C.Rovelli, Phys. Rev. D 35, 2987 (1987) ; A. Ashtekar, New Perspectives
in Canonical Gravity (Bibliopolis, Napoli, 1988).
[19] H. Kodama, Phys. Rev. D 42, 2548 (1990).
[20] E. Witten, Nucl. Phys. B311, 46 (1988/89).
[21] J. Kowalski-Glikman and K. A. Meissner, “A Class of Exact Solutions of the
Wheeler-DeWitt Equation”, IFT/2/96, hep-th/9601062.
[22] M. B. Green, J. H. Schwarz and E. Witten, Superstring theory, (Cambridge
University Press, Cambridge, 1987); C. G. Callan, S. B. Giddings, J. A. Harvey
and A. Strominger, Phys. Rev. D 45, 1005 (1992); R. H. Brandenberger, “Physics
of the very early universe”, BROWN-HET-1010, astro-ph/9509154 .
[23] B. S. DeWitt, Dynamical Theory of Groups and Fields, (Gordon and Breach,
New York, 1965).
27
