In 1972, Babu ska and Aziz introduced a Galerkin approximation theory for saddle point formulations of linear partial di erential equations (The Mathematical Foundations of the Finite Element Method with Applications to Partial Di erential Equations, Academic Press, 1972). It represented a powerful extension of the approximation theory for positive-de nite, self-adjoint operators. Independently, a coherent theory for the approximation of xed points of nonlinear mappings by numerical xed points was devised by Krasnosel'skii and his coworkers (Approximate Solution of Operator Equations, Wolters-Noordho , 1972). In this paper, the Krasnosel'skii Calculus is shown to be a logical extension of the inf-sup theory constructed by Babu ska and Aziz. In the process, we obtain sharp lower bounds, not emphasized by these authors. We also identify a novel fundamental approximation property of the nonlinear calculus, which we characterize as asymptotic linearity. This is adjoined to a robust estimate for replacement of numerical xed points in the outer iteration by a single Newton inner iteration, beginning each time with the previously computed outer iteration numerical xed point. This yields a tight closure to the property of asymptotic linearity.
1 Introduction.
The mathematical foundation of the nite element method for positive-de nite, self-adjoint linear equations rests upon two fundamental results, viz. , the Bramble-Hilbert lemma ( 3] and 6]) and the Aubin-Nitsche lemma ( 1] and 13]). The rst deals primarily with piecewise polynomial trial spaces, while the second is generic to Galerkin approximation. The purpose of the BrambleHilbert lemma is to utilize the energy norm best approximation property of the Galerkin approximation; the latter is elementary for positive-de nite, selfadjoint equations. It achieves this by examining, via remainder analysis, interpolation or smoothing linear approximation operators, which reproduce polynomials locally, and hence are of optimal order. The net result of an application of this tool is order one convergence, in the energy norm, for second order equations in terms of piecewise polynomial Galerkin approximants. This presupposes the absence of geometric singular points, such as reentrant corners, or boundary condition transition point singularities. The Aubin-Nitsche lemma improves the order of approximation when measured in a ground space norm, speci cally the L 2 norm. For example, for second order equations with Neumann boundary conditions, the convergence is of order two in the L 2 metric for Galerkin nite element approximants. There is a remarkable correlation with a theory introduced by Kolmogorov in 1936 ( 11] , 7]), called the theory of n-widths; the Galerkin approximation achieves the optimal L 2 order in terms of n, predicted by Kolmogorov's theory of best approximation by subspaces of dimension n. Altogether, the nite element Galerkin theory is quite tightly wound in this case; for an exposition, the reader is referred to 14] .
Any generalization of the theory just described must begin with establishing a near best approximation estimate for the Galerkin approximation in energy type norms. In 1972, a landmark theory was introduced by Babu ska and Aziz 2]. It represented a powerful extension of the approximation theory for positive-de nite, self-adjoint operators, in the context of Galerkin approximation, or Petrov-Galerkin approximation. Particularly striking about this theory were both its rapid appearance, after the completion of the main features of the positive-de nite, self-adjoint theory, as well as the tightness of the formulation of the framework and the results, in the linear, saddle point case. Though its principal application has been to nite elements, it is more comprehensive. Continuous bilinear forms, satisfying an inf-sup condition and some auxiliary conditions, were identi ed as properly de ning an invertible operator framework, allowing for analysis and approximation theory. Without exploiting it directly, these authors created an underlying xed point map, via the continuous inverse map. We shall summarize the essential features in the following section. It should be mentioned that 5] was developed almost simultaneously with 2], and was also in uential. The linear theory is very nicely described in the book of Brenner and Scott 4] .
Independently, an operator calculus for approximation of the xed points of nonlinear mappings by numerical xed points, in general Banach spaces, was developed by Krasnosel'skii and his coworkers 12]. In the intervening years, no linking of these two theories has been made explicit in the literature to the author's knowledge. The Krasnosel'skii Calculus, a term coined by Kerkhoven and the author in their application of the theory to the semiconductor model 10], is intended for nonlinear equations and systems, and the fundamental estimates are masked by quantities expressing operator estimation. However, it was noticed by the author 9] that the inf-sup theory is implied by the Krasnosel'skii theory, so that the latter may be viewed as an appropriate generalization, to nonlinear analysis, of the Babu ska-Aziz theory. No proofs were given of this fact in 9], though it was mentioned that the theory of 12] yields lower, as well as upper, bounds for the numerical approximation. This fact was not emphasized in 2]. It was originally the author's intention to leave the matter with the observations contained in 9]. Several participants at the 1992 Lancaster Summer School, at which the lectures of 9] were delivered, requested a more complete description, however, and a corresponding documentation of the precise sense in which the generalization holds. This paper, then, addresses such issues. In section x3, particularly Theorem 3.2, we shall summarize the theory of 12] as it applies here, and in x4 we shall draw the relevant correspondences, summarized in Corollary 4.1. It is important to note that only the Galerkin case of 2] is studied here, not the more general case of Petrov-Galerkin approximation, where the trial and test spaces may di er.
In the reduction of the nonlinear calculus to the inf-sup theory, the numerical xed points of the approximate mapping T n are designed to be the Galerkin approximations, with a similar relation holding between the analytical xed point and the generalized boundary value problem solution. At the heart of the argument is the identi cation in the linear theory (cf. (3.22) ) that the metric distance, between the numerical xed point and the energy projection of the xed point, is equal to the norm of the Newton increment, based upon the map, I ? T n , and starting at the projection of the xed point. In x5, it is shown that this holds in an asymptotic sense for the general nonlinear calculus, under a Lipschitz condition on the derivative. This is what is meant by asymptotic linearity. We demonstrate more; for decreasing approximation errors the local linear approximation projected onto the nonlinear problem becomes progressively more accurate. This clari es an issue raised by Ivo Babu ska in 1987.
It is especially tting that it was Farouk Odeh who originally suggested to the author and Kerkhoven that the operator calculus of 12] was the viable framework with which to derive the error estimates for the semiconductor device system in 10]. Although this paper does not directly deal with the device equations, it does deal with the kind of fundamental mathematical issue which was the fort e of Farouk's scienti c agenda. It is dedicated, with fondness and gratitude, to his memory.
The Inf-Sup Theory
As is consistent with our objectives, we shall not present the most general formulation described in 2]. It is desired to solve the operator equation, Lu = f, approximately. In this theory, the solvability of the direct and adjoint problems is assured. If B denotes the bilinear form of the weak formulation on a Hilbert space E, with inner product, ( ; ), assume: continuity:
jB(v; w)j C 1 kvk kwk: One concludes the Galerkin approximation, u n , is well de ned by the relation, B(u n ; ) = (Jf; ); 8 2 E n ; (2.6) where J denotes the Riesz map. Moreover, u n is within a metric distance, f1 + (C 1 =c 2 )g;
of u, where := ku ? u k; (2.8) and u is arbitrary in E n (cf. 2, pp. 187-188]).
We note brie y the role of the hypotheses. 3. (2.2) ) Domain and range of R are all of E. In x4, we shall mention explicitly certain properties of this construction which are critical in linking the two theories under study. There is a xed point formulation if 1 is not in the spectrum: Tu = u; Tv := (I ? R) ?1 (v ? Jf); R = JL: (2.9) T is a ne. Its domain independent derivative is de ned by T 0 (I ? JL) ?1 :
(2.10)
Note that 1 is an eigenvalue of T 0 if and only if 0 is an eigenvalue of L. The latter is excluded, so the exclusion of 1 as a spectral value is a solvability hypothesis when T 0 is compact.
In the discussion to follow, the reader may visualize the solvability conditions as generalized by the uniform invertibility condition on the derivative of the xed point map at the xed point. In the present setting, this invertibility is simply an eigenvalue condition via the compactness properties. We now introduce this theory.
The Abstract Calculus
Let E be a Banach space and T a mapping from an open set into E. We assume the existence of a xed point x 0 for T: Tx 0 = x 0 :
If fE n g denotes a sequence of subspaces of E of dimension r(n) n, suppose that T n : n 7 ! E n ; n := \ E n , has a xed point:
T n x n = x n :
Finally, let fP n g be a family of linear projections onto E n . holds.
The standard result of the calculus, to be quoted as Theorem 3.1, is a consequence of Lemma 3.1. Although we shall not directly make use of the theorem, in the form quoted, it will be advantageous to indicate its relationship to the core identities and inequalities which will establish the reduction to the inf-sup theory. Thus, we cite Theorem 19.1 in 12], and follow this with a discussion of the proof, containing the components of the reduction just cited. and kx n ? P n x 0 k satis es the following two-sided estimate (c 1 ; c 2 > 0): c 1 kP n Tx 0 ? T n P n x 0 k kx n ? P n x 0 k c 2 kP n Tx 0 ? T n P n x 0 k: (3. 13)
The role of (3.8) and (3.10) is to obtain the uniform boundedness of certain inverse mappings. More precisely, when the invertibility hypothesis is joined with these relations, one concludes the existence of constants and 0 such that k I ? T 0 n (P n x 0 )] ?1 k ; kI ? T 0 n (P n x 0 )k 0 ; (3.14) for n n . Now the following statement is obtained by direct estimation. The numbers n , for n de ned by n = k I ? T 0 n (P n x 0 )] ?1 (I ? T n )P n x 0 k; (3.15) satisfy n ! 0, hence (3.12), via 1 0 k(P n T ? T n P n )x 0 k n k(P n T ? T n P n )x 0 k (3.16) for n n . The theorem can now be proved as follows. The hypotheses of Lemma 3.1 can be veri ed via (3.11) and (3.14), with x 7 ! P n x 0 , and A = I ? T n . Here, the choice of 0 < q < 1 is immaterial. The conclusion of the lemma, with x 0 7 ! x n , combined with (3.16), yields (3.13), with Uniqueness follows from an adjustment of 0 . On the basis of the previous discussion, we can state the following alternative formulation of Theorem 3.1. It also incorporates the important special case of a ne mappings. k I ? T 0 n (P n x 0 )] ?1 k ; kI ? T 0 n (P n x 0 )k 0 ; (3.21) for n n . Then the conclusions of Theorem 3.1 hold, including (3.13). In the special case that T and T n are a ne, the choice q = 0 is possible, and the following relation holds: kx n ? P n x 0 k = n : (3.22) 4 The Inf-Sup Theory as a Special Case
In this section, we shall draw the connections between the two preceding sections. Speci cally, we shall show that the hypotheses of the Babu ska-Aziz theory imply the hypotheses, and hence the conclusions, of the Krasnosel'skii theory as stated in Theorem 3.2. The latter conclusions are seen to imply those of the inf-sup theory. We begin by itemizing key properties of the construction of 2]. It is now understood that E is a Hilbert space. In applications, E is typically the Sobolev space, H 1 .
The xed point map, T, is de ned by (2.9). The mapping R in the de nition of T is determined by the relation, B(u; v) = (Ru; v); 8u; v 2 E:
If the numerical xed point map on E n is de ned by T n v = (I ? P n R) ?1 (v ? P n Jf); v 2 E n ; (4.2) it follows that the Galerkin approximation, written as u n , is characterized as a xed point of T n : Indeed, it is shown in ( 2, pp. 187-188]) that P n R maps E n into itself according to B( ; ) = (P n R ; ); 8 ; 2 E n : (4. 3) The xed point property then follows immediately from (2.6) and (4.3).
The domain independent derivative of T n is given by T 0 n v = (I ? P n R) ?1 v; 8v 2 E n :
If v is an eigenvector of T 0 , given by (2.10), corresponding to eigenvalue, 1, then v is also an eigenvector of R, corresponding to eigenvalue, 0.
This follows from the relation, (4.5) Then the relations, P n Rv n = P n RP n u ? P n Jf; (4.6) P n Ru = P n Ru n = P n Jf; (4 .7) hold. In particular, if (P n R) ?1 denotes inversion on E n , it follows that n = kv n k = k(P n R) ?1 P n R(P n u ? u)]k: (4.8) Proof. We begin with (4.5), apply the mapping, I ? T 0 n ]; insert the representations given by (4.2) and (4.4), and simplify to obtain (4.6).
In order to obtain the second equality in (4.7), begin with the relation, T n u n = u n , substitute (4.2), and simplify. In a similar manner, the relation, Tu = u, implies Ru = Jf; so that both equalities in (4.7) are seen to hold. The identity (4.8) is now a simple consequence of (4.6) and (4.7), and the characterization (3.15) of n .
The following theorem is the basis for the result described by (2.7).
Theorem 4.1 We have the relations, C 2 kP n u ? uk kP n R(P n u ? u)k = sup Proof. The equality of (4.9) proceeds from the following. The identity, kP n R(P n u ?u)k = sup kvk En =1 j (P n R(P n u ?u); v) j= sup kvk En =1 j (R(P n u ?u); v) j; (4.12) is a simple duality characterization, in tandem with an application of the projection. The equality follows when this is combined with (4.1). The two inequalities of (4.9) are immediate from the equality, in conjunction with the inf-sup property, (2.3), and the continuity property, (2.1), respectively. It is routine that k(P n R) ?1 k 1 c 2 ; (4.13) kP n Rk C 1 :
(4.14) These inequalities, when joined with (4.9), lead directly to (4.11) and (4.10).
We identify the critical implications in the following. 
Asymptotic Linearity
The result expressed in Theorem 3.1, (3.13), depends upon the following inequality: which is a restatement of (3.5). The number q is xed here. It is an interesting question whether a re ned version of (5.1) holds, with a sequence q n replacing q, q n ! 0: In this case, we can call the approximations de ned by x n asymptotically linear, since n kx n ? P n x 0 k (5.2) in this case, with the usual meaning that the quotients tend to one. This constitutes a natural extension of the relation of equality, which holds in the a ne case (cf. (3.22) ), and accounts for the use of the description of asymptotic linearity. We recall that n ! 0, as a consequence of (3.16) and the hypotheses (3.6), (3.7), and (3.9). We have the following. Theorem 5.1 Suppose that T 0 n is Lipschitz continuous with constant 2C > 0, independent of n, so that (3.11) holds with = =(2C). Then the numbers q n , de ned for n such that n < 1 2 C by, hold. In particular, the sequence is well-de ned in B 0 , and the convergence to Moreover, a sequence fx n g can be de ned by linear solution procedures, as a replacement for fx n g, such that, for n n , kx n ? P n x 0 k 2 n :
(5.19) Speci cally,x n is the rst Newton iterate, based upon the mapping I?T n , with starting value,x n?1 :
x n =x n?1 + I ? T 0 n (x n?1 )] ?1 (I ? T n )(x n?1 ):
(5.20) Proof. It is clear that the numbers q n , de ned by (5.15), converge to 0. Set x n = u 1 n ; n n ; (5.21) where the Newton iteration is based upon the mapping, A n = I ? T n ; with starting value, u 0 n =x n?1 . Note thatx n?1 2 B 3 0 =4 follows for n = n , via Now make the identi cations, x =x n?1 , y = P n?1 x 0 , to conclude that kA n (x n?1 )k Ckx n?1 ? P n?1 x 0 k 2 + kA n (P n?1 x 0 )k + 0 kx n?1 ? P n?1 x 0 k C(2 n?1 ) 2 + kA n (P n?1 x 0 )k + 0 (2 n?1 )
C(2 n?1 ) 2 + 2 0 (2 n?1 )
?1 :
Here we have used the induction hypothesis and the fact that the third inequality latent in (5.15) implies that kA n (P n?1 x 0 )k 2 0 n?1 ; while the rst inequality implies (5.8) . This completes the proof.
