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Abstract
In this work, we consider the coupled systems of linear unsteady partial differential
equations, which arise in the modeling of poroelasticity processes. Stability estimates of
weighted difference schemes for the coupled system of equations are presented. Approx-
imation in space is based on the finite element method. We construct splitting schemes
and give some numerical comparisons for typical poroelasticity problems. The results of
numerical simulation of a 3D problem are presented. Special attention is given to using
hight performance computing systems.
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1. Introduction
Poroelasticity [1, 2, 3, 4] and thermoelasticity problems [5, 6, 7, 8] are mathematically
and physically analogous due to the fact that the pressure and temperature play a similar
role in deformation of a body. For instance, a change in the temperature or a change in
the pressure in a body results in equal normal strains in three orthogonal directions and
no shear strains.
The basic mathematical models of such problems include the Lame equation for the
motion and the pressure/temperature equations. The fundamental point is that the sys-
tem of equations is coupled: the equation for the motion includes the volume force, which
is proportional to the temperature/pressure gradient, and the temperature/pressure
equations include the term, which describes the compressibility of a medium.
To solve numerically the coupled quasi-stationary linear system of equations, we ap-
proximate our system using the finite element method [9, 10]. Variational formulations for
poroelasticity and thermoelasticity problems and finite element approximations are con-
sidered in [11, 12, 13]. Due to the incompressibility constraint on the displacement field at
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the initial state (incompressible elasticity and Stokes type problem), the finite element in-
terpolation with equal order spaces for both the displacement and pressure/temperature
fields is not correct. It is well known that in classical mixed formulations, the finite
element spaces must satisfy the LBB stability conditions [14, 15, 16]. These kind of
discretizations for poroelasticity problems provides a lower order of convergence for the
pressure in comparison with the displacements.
Quasi-stationary problem (steady for motion and unsteady for the temperature/pressure)
is solved using the weighted scheme [17, 18]. The stability analysis is performed [19, 20] in
the framework of the general theory of stability for operator-difference schemes [21, 22].
At present, different classes of additive operator–difference schemes for evolutionary
equations are constructed via an additive representation of the main operator onto sev-
eral terms. Additive schemes are constructed using splitting; they are associated with
transition to a new time level on the basis of the solution of simpler problems for indi-
vidual operators in the additive decomposition [23, 24]. We consider splitting (additive)
schemes for poroelasticity/thermoelasticity problems with additive representation of the
operator at the time derivative; we also consider modifications of splitting schemes. Sim-
ilar schemes are examined in many studies [25, 26, 27, 28], but in our work, we show that
these schemes are no more than regularization schemes [29, 24].
The work is organized as follows. Section 2 provides the mathematical model for the
poroelasticity problem, which is the same as the thermoelasticity problem. In Section
3, we consider properties of the differential problem and give a priory estimates for the
stability for the solutions with respect to initial the data and the right-hand side. In
this section, we also formulate our problem as an initial value problem for a system of
linear ordinary differential equations. Discretizations in space and in time are performed
in Section 4. Here we conduct some analysis of the weighted differential schemes for
coupled system. The central part of the work deals with the construction and numerical
comparison of the stability of the splitting schemes. In Section 5, we consider the additive
(splitting) schemes that are compared for typical poroelasticity problems in Section 7.
Some modifications for additive (splitting) schemes associated with regularization are
introduced in Section 6. The results of numerical simulation of a 3D problem on hight
performance computing systems are presented in Section 8.
2. Problem formulation
The linear poroelasticity equations can be expressed [1] as
divσ(u)− α grad(p) = 0,
α
∂ divu
∂t
+ S
∂p
∂t
− div
(
k
ν
grad p
)
= f(x, t),
(1)
with the boundary conditions
σn = 0, x ∈ ΓuN , u = 0, x ∈ ΓuD,
−k
ν
∂p
∂n
= 0, x ∈ ΓpN , p = p1, x ∈ ΓpD,
(2)
and the initial conditions
p(x, 0) = p0, x ∈ Ω. (3)
2
Here the primary variables are the fluid pressure p and the displacement vector u. Also,
σ is the stress tensor, S = 1/M , M is the Biot modulus, k is the permeability, ν is the
fluid viscosity, α is the Biot-Willis fluid/solid coupling coefficient and f is a source term
representing injection or production processes. Body forces are neglected, n is the unit
normal to the boundary.
The stress tensor is given by
σ = 2µε(u) + λ div(u) I, (4)
where ε is the strain tensor:
ε(u) =
1
2
(
gradu+ graduT
)
,
and µ, λ are Lame coefficients, I is the identity tensor.
In the case of thermoelasticity, the governing equations are the same as equations (1)
[5, 6, 7, 8] with the temperature T instead of the pressure:
divσ(u)− β grad(T ) = 0,
βT0
∂ divu
∂t
+ c
∂T
∂t
− div (κ gradT ) = 0,
(5)
where c is the heat capacity of the unit volume in the absence of deformation, κ is the
thermal conductivity and β is the coupling coefficient playing the similar role as the
Biot-Willis coefficient α. Here T0 is the initial temperature of a medium.
3. Differential problem properties
We define the standard Hilbert space H = L2 (Ω) for the pressure with the following
inner product and norm:
(u, v) =
∫
Ω
u(x) v(x) dx, ||u|| = (u, u)1/2
and the Hilbert space H = (L2 (Ω))
d
for the displacement. Here d = 2, 3 is the number
of spatial dimensions.
In H, we consider (see, e.g., A [19, 20, 30]) the operator
Av = −µ∇2v − (λ+ µ) grad div v. (6)
The operator A is positive and self-adjoint in H:
(Av,v) ≥ 0, (Av,u) = (v,Au).
Similarly, in H, we define the operator B as follows:
Bp = −div
(
k
η
grad p
)
. (7)
3
The coupling terms in the poroelasticity problem are associated with the gradient and
divergence operators denoted by G and D:
(Gp,u) = − (Du, p) . (8)
Now equations (1) may be written in the operator-differential form as an abstract
initial value problem:
Au+ αGp = 0,
d
dt
(S p+ αDu) + Bp = f(t), t > 0,
(9)
with the initial condition for the pressure:
p(0) = p0.
Let us define the inner products associated with A and B:
(u, v)A = (Au, v) , (u, v)B = (Bu, v)
and the norms:
||u||A = (Au, u)1/2, ||u||B = (Bu, u)1/2.
Theorem 1. The solution of problem (9) satisfies the a priory estimate
||u(t)||2A + S||p(t)||2 ≤ ||u(0)||2A + S||p(0)||2 +
1
2
∫ t
0
||f(s)||2B−1ds. (10)
Proof. Multiplying the first and the second equations of (9) by du/dt and p, respectively,
we get (
Au, du
dt
)
+ α
(
Gp, du
dt
)
= 0,
d
dt
(S(p, p) + α (Du, p)) + (Bp, p) = (f, p).
Adding this equations and using the relation (8), we obtain(
Au, du
dt
)
+ S
(
p,
dp
dt
)
+ (Bp, p) = (f, p).
Using the Cauchy-Schwarz inequality for the right-hand side:
(f, p) ≤ ||p||2B +
1
4
||f ||2B−1 ,
the following inequality is obtained:(
Au, du
dt
)
+ S
(
p,
dp
dt
)
≤ 1
4
||f ||2B−1 .
In view of (
du
dt
, u
)
=
1
2
d
dt
(u, u),
4
we have
d
dt
((Au,u) + S(p, p)) ≤ 1
2
||f ||2B−1 .
Time integration gives the a priory estimate (10) providing stability with respect to the
initial data and the right-hand side.
After differentiation with respect to time of the displacement equation, the operator-
differential form of poroelasticity problem (9) may be written in a more convenient form:
Adu
dt
+ αG dp
dt
= 0,
d
dt
(S p+ αDu) + Bp = f(t), t > o,
(11)
which is an initial value problem for a system of linear ordinary differential equations.
Let U = {u, p} be the vector of unknowns, F = {0, f} be the given vector of the
right-hand sides and
B
dU
dt
+ AU = F , t > 0, (12)
with the initial conditions
U = U0.
Here
B =
( A αG
αD SI
)
, A =
(
0 0
0 B
)
. (13)
Multiplying equation (12) by U , we obtain
1
2
d
dt
(BU ,U) + (AU ,U) = (F ,U) .
For the right-hand side, we use the estimate
(F ,U) ≤ (AU ,U) + 1
4
(
A−1F ,F
)
.
This provides the a priory estimate for the solution:
||U(t)||2B ≤ ||U0||2B +
1
2
∫ t
0
||F (s)||2A−1ds. (14)
Note that this estimate is similar to the a priory estimate (10), but it is obtained in a
more simple way.
4. Discretization in space and in time
For the numerical solution of the problem, first, we come to a variational problem
by multiplying the first and the second equations of (1) by test functions v and q,
5
respectively, and integrating by parts to eliminate the second order derivatives. Find
u ∈ V , p ∈ Q such that∫
Ω
σ(u) ε(v)dx+
∫
Ω
α(grad p,v)dx = 0, ∀v ∈ Vˆ ,∫
Ω
α
ddivu
dt
qdx+
∫
Ω
S
dp
dt
qdx+
∫
Ω
(
k
ν
grad p, grad q
)
dx
=
∫
Ω
f q dx, ∀q ∈ Qˆ.
(15)
Here the spaces of trial and test functions are defined as
V = {v ∈ [H1(Ω)]d : v(x) = 0,x ∈ ΓuD},
Vˆ = {v ∈ [H1(Ω)]d : v(x) = 0,x ∈ ∂Ω},
Q = {q ∈ H1(Ω) : q(x) = p1,x ∈ ΓpD},
Qˆ = {q ∈ H1(Ω) : q(x) = 0,x ∈ ∂Ω},
where H1 is a Sobolev space.
A discrete problem is obtained by restricting the variational problem (15) to pairs of
discrete spaces of trial and test functions [11, 31]: find uh ∈ Vh ⊂ V , ph ∈ Qh ⊂ Q such
that ∫
Ω
σ(uh) ε(vh)dx+
∫
Ω
α(grad ph,vh)dx = 0, ∀vh ∈ Vˆh ⊂ Vˆ ,∫
Ω
α
ddivuh
dt
qhdx+
∫
Ω
S
dph
dt
qhdx+
∫
Ω
(
k
ν
grad ph, grad qh
)
dx
=
∫
Ω
f qh dx, ∀qh ∈ Qˆh ⊂ Qˆ.
(16)
For discretization in time, we employ the weighted difference scheme for time-stepping.
We define the following bilinear and linear forms over the domain Ω:
a(u,v) =
∫
Ω
σ(u) ε(v)dx,
g(p,v) =
∫
Ω
α(grad p,v)dx,
c(p, q) =
∫
Ω
S p q dx,
d(u, q) =
∫
Ω
α divu q dx,
b(p, q) =
∫
Ω
(
k
ν
grad p, grad q
)
dx,
l(f, q) =
∫
Ω
f q dx,
Note that for all u and v, we have
d(u, v) = −g(v, u)
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Let un = u(x, tn), p
n = p(x, tn), where tn = nτ , n = 0, 1, ..., and τ > 0. Then the
problem is reformulated as follows: we search p ∈ Q and u ∈ V that satisfy the following
relations:
for the displacement
a(un+1,v) + g(pn+1,v) = 0, ∀v ∈ Vˆ , (17)
for the pressure
d
(
un+1 − un
τ
, q
)
+c
(
pn+1 − pn
τ
, q
)
+b(pn+1θ , q) = l(f
n+1
θ , q), ∀q ∈ Qˆ,
(18)
with
pn+1θ = θp
n+1 + (1− θ)pn,
fn+1θ = f(x, θt
n+1 + (1− θ)tn)
and 0 ≤ θ ≤ 1.
Theorem 2. For θ ≥ 0.5, the solution of the weighted difference scheme (17)-(18)
satisfies the a priory estimate
||un+1||2a + ||pn+1||2c ≤ ||un||2a + ||pn||2c +
τ
2
||fn+1θ ||2∗,b (19)
Proof. Let
un+1θ = θu
n+1 + (1− θ)un,
v =
un+1 − un
τ
in the equation for the displacement (17), then we have
a
(
un+1θ ,
un+1 − un
τ
)
+ g
(
pn+1θ ,
un+1 − un
τ
)
= 0. (20)
By analogy, substituting q = pn+1θ in the pressure equation (18), we obtain
c
(
pn+1 − pn
τ
, pn+1θ
)
+d
(
un+1 − un
τ
, pn+1θ
)
+b(pn+1θ , p
n+1
θ ) = (f
n+1
θ , p
n+1
θ ).
(21)
Adding (20) and (21), we get
a
(
un+1θ ,
un+1 − un
τ
)
+ c
(
pn+1 − pn
τ
, pn+1θ
)
+ b(pn+1θ , p
n+1
θ ) = (f
n+1
θ , p
n+1
θ ).
Taking into account the inequality
(fn+1θ , p
n+1
θ ) ≤ ε||pn+1θ ||2b +
1
4
||fn+1θ ||2∗,b
7
then for ε = 1
a
(
un+1θ ,
un+1 − un
τ
)
+ c
(
pn+1 − pn
τ
, pn+1θ
)
≤ 1
4
||fn+1θ ||2∗,b.
Here the right-hand side is estimated in the norm for the space adjoint to Hb using
symbols ||v||∗,b.
Using the identity
vn+1θ = θv
n+1 + (1− θ)vn = v
n+1 + vn
2
+
(
θ − 1
2
)
(vn+1 − vn),
and employing that for symmetric bilinear form d(u, v) = d(v, u) it is satisfied:
d(u+ v, u− v) = d(u, u)− d(v, v),
we obtain the inequality
1
2
(||un+1||2a − ||un||2a)+ 12 (||pn+1||2c − ||pn||2c)
+
(
θ − 1
2
)(||un+1 − un||2a + ||pn+1 − pn||2c) ≤ τ4 ||fn+1θ ||2∗,b.
If θ ≥ 0.5, then the estimate (19) holds; this ensures stability with respect to the initial
data and the right-hand side.
5. Additive schemes
Let H be a finite-dimensional Hilbert space, and B,A are linear operators in H. We
introduce a space HD with the inner product and norm:
(y, w)D = (Dy, w) , ||y||D = (Dy, w)1/2 .
We consider a initial value problem for a system of linear ordinary differential equations:
find U(t) ∈ H such that
B
dU
dt
+ AU = F , t > 0, (22)
B =
( A αG
αD SI
)
, A =
(
0 0
0 B
)
, (23)
with the initial conditions
U = U0. (24)
For the problem (22)-(24), we have the a priory estimate (14), which expresses the
stability of the solution with respect to the initial data and the right-hand side.
In our problem, the computational complexity is associated with the operator B at the
time derivative. In this case, to decrease the computational complexity of the problem
(22)-(24), we employ the additive representation:
B = B0 + B1, (25)
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where we take B0 as an easily invertible operator; this can help us to decouple the
problem.
Splitting schemes for the approximate solution of (22)-(24) will be constructed on the
basis of the weighted difference schemes. The standard two-level weighted scheme for
the problem (22)-(24) has the following form:
B
Un+1 −Un
τ
+ A
(
θUn+1 + (1− θ)Un) = F n, n = 0, 1, ... (26)
where, for example,
F n = F (θtn+1 + (1− θ)tn),
and θ is the weight parameter.
To solve the problem (22)-(24) with the additive operator B, we apply the following
difference scheme:
B0
Un+1 −Un
τ
+ B1
Un −Un−1
τ
+ A
(
θ1U
n+1 + (1− θ1 − θ2)Un + θ2Un−1
)
= F n,
n = 0, 1, ...
(27)
Unlike (26), the scheme (27) is a three-level scheme with two weight factors θ1 and θ2.
As the operators B0, B1 in (27), we can take the following representations:
B0 =
(A 0
0 SI
)
, B1 =
(
0 αG
αD 0
)
, (28)
where the diagonal part of the operator B is separated. In terms of numerical implemen-
tation, it is convenient to use the triangular splitting. The first case has the form:
B0 =
( A 0
αD SI
)
, B1 =
(
0 αG
0 0
)
, (29)
and the second one is represented as:
B0 =
(A αG
0 SI
)
, B1 =
(
0 0
αD 0
)
. (30)
In each of these decompositions, we have the part B0 that is easily invertible.
6. Regularized schemes
Now we consider some modified techniques, which often discussed in the literature
[25, 26, 27, 28]. The undrained split method consists in imposing a constant fluid mass
during the structure deformation [25, 26]. We set
pn+1 = pn − α
S
D(un+1 − un),
then we substitute this into the displacement equation:
Aun+1 + αGpn − τ α
2
S
GDu
n+1 − un
τ
= 0.
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The equations become as follows:
Aun+1 + αGpn − τ α
2
S
GDu
n+1 − un
τ
= 0,
S
pn+1 − pn
τ
+ αDu
n+1 − un
τ
+ Bpn+1 = fn.
(31)
The displacement equation in (31) can be generalized as a regularized scheme (see, e.g.,
[24, 29]):
Aun+1 + αGpn + βτRu
n+1 − un
τ
= 0, (32)
where, for the undrained split, we have
R = −GD
S
, β = α2.
The fixed stress split method consist in imposing constant volumetric mean total
stress [25, 26]. We set
Dun+1 = Dun + α 1
Kdr
(pn+1 − pn),
where Kdr is the constrained (drained) modulus:
Kdr =
E(1− ν)
(1− 2ν)(1 + ν) .
Substitution into the pressure equation leads to
S
pn+1 − pn
τ
+ αDu
n − un−1
τ
+
(
α2
Kdr
pn+1 − pn
τ
− α
2
Kdr
pn − pn−1
τ
)
+ Bpn+1 = fn,
and now we get
Aun+1 + αGpn+1 = 0,
S
pn+1 − pn
τ
+ αDu
n − un−1
τ
+
(
α2
Kdr
pn+1 − pn
τ
− α
2
Kdr
pn − pn−1
τ
)
+ Bpn+1 = fn.
(33)
Similarly, we can generalize the pressure equation in (33) as a regularized scheme
[24, 29]:
S
pn+1 − pn
τ
+ αDu
n − un−1
τ
+ βτRp
n+1 − 2pn + pn−1
τ2
+ Bpn+1 = fn, (34)
where, for the fixed stress split, we have
R = 1
Kdr
, β = α2.
10
Figure 1: Computational domain
7. Numerical tests for poroelasticity problems
Let us compare the additive scheme (27) with the additive operator
B = B0 + B1,
and the regularized schemes (32), (34) on the tests, where coefficients are typical for
poroelasticity problems. For numerical implementation, we use Gmsh [32] for mesh gen-
eration and Paraview [33] for visualization of numerical results. Our code is based on
the library for scientific computations FEniCS [31]. Two test cases have been predicted.
Figure 1 presents the computational domain whereas Figure 2 demonstrates two
meshes used for the numerically silving poroelasticity problem. Parameters of prob-
lem are presented in Table 1 for Test 1 and Test 2. We use the following boundary
conditions:
σx1 = 0, σx2 = 0, x ∈ Γ1,
ux1 = 0, σx2 = 0, x ∈ Γ2,
ux1 = 0, ux2 = 0, x ∈ Γ3.
The time steps τ = 0.1 day and tmax = 3 days were used on the finest spatial mesh with
40000 cells. The pressure field along with the displacement and stress (von Mises) distri-
butions are depicted in Fig. 3 as the upper, middle and lower isocontours, respectively,
for the second test case.
To compare the errors produced by the above schemes, we use the fully coupled
method with the finest mesh of 40000 cells and time step τ = 0.1 day in order to
calculate the benchmark solution for evaluating the error. For error comparison we use
εp = ||pe − p||, ||pe − p||2 =
∫
Ω
(pe − p)2dx,
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Parameter Symbol Test 1 Test 2
Biot modulus M 5.0 GPa 50.0 GPa
Shear modulus µ 5.0 GPa 15.0 GPa
Lame constant λ 5.0 GPa 10.0 GPa
Absolute permeability k 10−17 m2 10−18 m2
Fluid viscosity ν 0.001 Pa/sec 0.001 Pa/sec
Initial pressure p0 10.0 MPa 10.0 MPa
Injector pressure pi 10.01 MPa 10.01 MPa
Producer pressure pp 9.99 MPa 9.99 MPa
Table 1: Problem properties
Figure 2: Computational grids (10000 and 40000 cells)
12
Figure 3: Pressure (upper), displacement (×106) (middle) and stress (lower) distributions
13
Figure 4: Comparison of the error for the pressure (Test 1)
where pe is the benchmark solution of pressure and p – calculated pressure. Figures 4
and 5 demonstrate the errors obtained using the splitting schemes (28), (29), (30) (D, L,
U on Fig. 4 and Fig. 5) and modifications (32), (34) (ML, MU on Fig. 4 and Fig. 5) on
the mesh of 10000 cells for Tests 1 and 2, respectively.
For Test 2, We observe numerical instability for our additive representations of the
operator B. But applying the modified schemes for Test 2, we obtain the stable solution.
As for Test 1, all schemes do work.
8. Three-dimensional poroelasticity problem
Next, we consider a three-dimensional reservoir with one vertical injection well and
four horizontal production wells. The reservoir domain is shown in Fig. 6 with plotted
wells. The domain is as large as 200 × 200 × 20 m. The production and injection wells
work with pp = 9.9975 MPa and pi = 10.001, respectively. The rock and fluid parameters
of the problem are similar to Test 2 from the previous section.
Three meshes of different quality were used for predictions (see Fig. 7 for the coarse
(upper), medium (middle) and fine (lower picture) grid). The numbers of vertices, cells,
and degrees of freedom (dof) of p, u, and w for each mesh are given in Table 2. We
see that the number of dofs for the displacement field u is much higher than the dofs
number for the pressure field p. This results from the fact that of the quadratic vector
element and the linear scalar element are used for discretization of the displacement and
pressure, respectively. For the fully coupled method, we search the combined vector w
that is sum of u and p.
14
Figure 5: Comparison of the error for the pressure (Test 2)
Figure 6: Reservoir with plotted wells
mesh1 mesh2 mesh3
Vertices 19005 30502 78956
Cells 95088 146541 376056
Number of p dof 19005 30502 78956
Number of u dof 415287 655179 1691586
Number of w dof 434292 685681 1770542
Table 2: Parameters of meshes
15
Figure 7: Computational meshes: the coarse (upper), medium (middle) and fine (lower picture) grid
16
Figure 8: Pressure (upper), displacement (×5.0 · 106) (middle) and stress (lower) distributions
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np mesh1 mesh2 mesh3
coupled split coupled split coupled split
1 4869.57 3129.18 9140.62 6174.50 40918.40 32566.40
2 2101.24 1247.07 3826.16 2438.96 16813.20 11360.30
4 1020.60 572.50 1647.10 1059.33 5959.41 4285.02
8 598.61 376.68 956.65 624.52 3105.15 2177.98
16 451.77 322.40 635.43 492.61 1768.68 1235.90
32 230.23 200.69 383.93 312.09 1015.04 657.06
Table 3: Comparison of coupled and RU-split methods run times
The results of numerical experiments are presented in Fig. 8. The time step τ = 1
day and the maximum time Tmax = 30 day were used. The generalized minimal residual
method (GMRES) with incomplete LU-factorization preconditioner (ILU) was chosen as
the linear solver for of both schemes. Numerical experiments on a different number of
processors were conducted. Calculation times for the coupled scheme and the splitting
schemes (MU) are shown in Table 3. A good parallelization efficiency is observed.
The parallel code was run on a cluster Arian Kuzmin of NorthEastern Federal Uni-
versity. The cluster consists of 160 computing nodes, each node has two 6-core processors
Intel Xeon X5675 3.07 GHz with 48 GB RAM.
9. Conclusions
1. Stability estimates of weighted schemes for the coupled system of equations are ob-
tained for the differential and discrete problem using Samarskii’s theory of stability
for operator-difference schemes.
2. Splitting schemes are constructed using an additive representation of the operator
at the time derivative. Undrained and fixed stress split methods are presented as
regularized schemes.
3. It was found that the additive schemes do not always work, and for some problem
parameters, we need to use the regularized schemes.
4. For solving the three-dimensional problem, parallel computations were performed
using the standard technique. They demonstrate good parallelization efficiency for
both the coupled and splitting schemes.
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