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Traditional fatigue analysis schemes used for geometries with stress gradient fields (such as notches) 
have required many experiments to determine the probability of fatigue failure. Due to the significant 
level of scatter in high cycle fatigue (HCF) phenomena, typically fatigue life data are fitted using many  
experimental data on the basis of an assumed distribution, often of Weibull or lognormal character.  
One engineering approach is to estimate notch effects on fatigue life via a notch root fatigue strength 
reduction factor, often alternatively called the fatigue notch factor, 
f
K , which is typically characterized 
experimentally.  Experimental results are beneficial for life prediction for a given geometry and 
microstructure, but do not offer predictive insight into the underlying physical mechanisms that explain 
scatter, size effects, and gradient effects on fatigue damage. If the material is changed, the fatigue notch 
factor changes for a given geometry.  Moreover, the fatigue notch factor concept inherently avoids an 
explicit definition of crack length at the point of fatigue crack initiation.  
 
Recent probabilistic approaches for fatigue crack initiation [1-5] consider the probability of occurrence 
and competition among permissible fatigue failure mechanisms. For notched components, notch size 
effects influence the probability of occurrence of each failure mechanism. Experimentally performing 
parametric studies to distinguish each individual mechanism and probability of occurrence can be a very 
expensive and daunting task. Computational crystal plasticity models that characterize sensitivity to 
microstructure variability, notch size and gradient effects, and extrinsic defects (inclusions, FOD) can be 
used to qualitatively compare the relative contribution of each failure mechanism to the overall fatigue 
response of a component. The goal of this research is to develop approaches that combine 
computational crystal plasticity with nonlocal notch root plasticity and damage approaches for small 
crack formation in HCF, LCF, and mixed conditions, with applications to aircraft gas turbine engine 
materials. These approaches combine elements of crystal plasticity with new probabilistic methods for 
notch sensitivity based on computed slip distributions in the microstructure at the notch root. 
 
Objectives of This Work 
 
The purpose of this research is to extend microstructure-sensitive nonlocal fatigue modeling 
methodology previously conducted in the McDowell research group [6-8] to next generation notch root 
analysis for γ−γ’ Ni-base superalloys of relevance to aircraft gas turbine engine disk applications. Initial 
efforts within our group [9, 10] provided a basis for characterizing the probability of forming a crack at 
the scale of a grain as a function of the notch root radius relative to grain size in OFHC Cu. This research 
incorporates such effects as notch size effect, peak stress, stress gradient, and microstructure variability 
on formation and small fatigue crack growth through computational characterization of probability 
distributions of slip and small crack initiation processes, with application to Ni-base superalloys. These 
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distributions are informed by computational crystal plasticity simulations on realistic microstructures. In 
addition, this research is now exploring the relative effects of near surface inclusions and residual 
stresses on the fatigue of notched components with an eye towards improving minimum fatigue life 
design estimation techniques for notched components. With these methods in place we will be able to 




Start date: 8/15/08 - This project has been underway for 29 months. 
 
• Task 1: Simulations of microstructure sensitive notch root response 
• Task 2: Methods to assess notch sensitivity in terms of slip distribution and probability of crack 
initiation (crack formation plus small crack growth)  
• Task 3: Integration with probabilistic notch root fatigue crack initiation estimation schemes and 
validation   
 
Timeline: 
• Task 1: Months 1-12 - Many different instantiations completed for various notch sizes and 
applied strain amplitudes.  
• Task 2: Months 8-24 - Multiple formulations have been developed and exhibited [11, 12].  
• Task 3: Months 20-36 - Deterministic crack formation and growth algorithms applied to 
simulated smooth specimen correlated well [11] with existing smooth specimen experimental 




A fully three-dimensional computational polycrystal plasticity model [15] is used to simulate the 
complex deformation behavior of a supersolvus coarse grain (34 micron grain size [7]) IN100 Ni-base 
superalloy at 650 C° . This rate-dependent, microstructure-sensitive polycrystal plasticity model 
captures the first order effects on the macroscopic stress-strain response due to grain size and the size 
and volume fraction of secondary and tertiary 
'γ  precipitates. These microstructure features all greatly 
affect the high temperature deformation mechanisms and fatigue response of nickel-base superalloys 
[16]. The polycrystal plasticity formulation is used in conjunction with deterministic crack formation and 
propagation techniques to assess the probability of failure of notched components. The probability of 
forming and propagating a crack from the grain scale to a transition crack length (where LEFM 
applicable) is approximated using shear-based fatigue indicator parameters (FIPs) computed within the 
uncracked notched specimen. This model for crack formation and early growth is calibrated to existing 
smooth specimen experiments. Cumulative distribution functions and probabilistic strain life functions 




Modeling Stages of Fatigue Crack Formation and Growth 
Three stages of fatigue crack formation and growth are modeled in the present investigation, 
including fatigue crack incubation, microstructurally small crack growth and linear elastic fracture 
mechanics (LEFM) crack growth. We characterize the Stage I, shear-dominated formation and growth of 
cracks through the use of the Fatemi-Socie (FS) parameter, ∆Γ  [17]. This FIP takes into account the 
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plane of maximum cyclic plastic shear (
*p
max
γ∆ ) and the stress normal to this plane ( *max
n
σ ) and takes the 
form  















'K  is a constant that controls the effect of normal stress in fatigue crack formation and early 
growth, and 
y
σ  is the cyclic yield strength. For consistency, the FIPs are averaged over a volume of scale 
4 microns and are calculated over the third fatigue cycle for all simulation intantiations. In the present 
work, 
' = 1.0K , which has been correlated to a wide variety of multiaxial loading histories for the 
fatigue life of IN718, a similar nickel-base superalloy [17].  
In the present study, we consider crack incubation as the formation of a crack on the order of grain 
size.  A simplified form of the Tanaka and Mura [18] crack incubation model was extended to 
microplasticity by Shenoy et al. [7] to estimate the incubation life for IN100 for a crack on the order of a 
grain size, i.e.,  



















mα µ -cycle [7].  
Microstructurally small crack (MSC) growth depends strongly on the local microstructure and often 
displays an oscillatory behavior on a /da dN  versus K∆  curve. Since there is no unique relationship 
between K∆  and /da dN , frequently a phenomenological mean value of the fluctuating small crack 
growth rate is used in small crack growth models. Here, a modified form of the MSC growth law 
proposed by Shenoy et al. [7] is used to estimate the number of cycles to propogate a crack within a 
notch root region incrementally from 1ja −  to ja   









prop MSC j j














where 1ja −  and ja  is the crack length at increment 1j −  and j , respectively. Here, FSA  is a parameter 
fitted through experiments and 
y
τ  is the critical resolved shear stress given by = /
y y
Mτ σ , where 
= 3.06M  is the Taylor factor for a randomly textured FCC polycrystalline aggregate [7]. It is noted here 
that the redistribution of stresses due to crack advance are not accounted for when estimating the FIP 
as a function of crack length. These crack growth stress redistribution effects will be incorporated in 
future work. 




a , to a final crack size at failure (
f
a ) via the classical Paris-Erdogan law, 
/ = ( )meffda dN C K∆  [19]. Here, crack growth is considered to occur only for the tensile portion of the 
loading cycle, i.e., =eff aK Y S aπ∆  and the constants employed are estimated from fine grain IN100 
long crack growth data [20] (
7= 2 10C x −  and = 3.3m  for T= 650 C° , f= 0.33 , R=0.05, and K∆  and 
da/dN are in units of MPa-
1/2
m  and mm/cycle ). It is noted that crack closure effects could be taken into 
account with such approaches as the Forman or Walker equations [19], but crack closure is not the 
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emphasis of the current study. The total life of a component is estimated as the superposition of each 
lives in each growth regime, i.e., , ,=total inc prop MSC prop LEFMN N N N+ + . 
The deterministic crack formation and small crack growth formulations above were calibrated to 
experimental smooth specimen data (see Ref. [11] for detailed discussion). For the LCF regime, the 
coarse grain (CG) IN100 computational model was compared to the fatigue crack initiation experiments 
(Ref. Cowles et al. [13]) on a hot isostatic pressed (HIP) Astroloy, which has a similar grain size (30-70 
microns [21]) as that of CG IN100 (34 microns). For the HCF to VHCF regimes, ultrasonic fatigue testing 
data on a PM Ni-base superalloy N18 at 450 C°  (ref. Figure 5 in [14]) was used for comparison. 
 
Finite Element Simulation of Notched Components 
The simulated double edge-notched component is decomposed into three regions: (1) the inner 
most notch root region imposes 3D polycrystal plasticity, (2) an intermediate region employs both 
macroscopic J2 cyclic plasticity theory and isotropic linear elasticity to minimize effects of discontinuity 
between the innermost polycrystal plasticity region and (3) the outermost isotropic linear elastic region. 
The dimensions of the polycrystal plasticity region are selected so that the distribution of microslip 
within the notch region is fully encapsulated for the applied loading conditions. Thus, there were no 
severe discontinuities in stress or strain response at the boundary of each region due to the differences 
in material modeling constitutive response. The model employs a finer mesh size of 4 microns in a 
localized region near the notch root ( 0.15ρ  away from notch root) and contains a gradient mesh that 
gradually increases to the CG size (34 ) at the outside barrier of the polycrystal plasticity zone. The 
modeling strategy and input parameters for fatigue cycling of simulated double edge-notched 
specimens are summarized in Fig. 1. The height ( = 10H ρ ) and width ( = 10W ρ ) of the double edge-
notched specimens depend on the notch root size ( ρ ). Simulations were completed for 20 different 




Figure 1:  Modeling strategy for simulated double edge-notched specimens showing loading conditions, 





The polycrystalline model is constructed using a spherical packing algorithm similar to that described 
in [22-24]. This algorithm offers more control over grain sizing as compared to a traditional random seed 
Voronoi tessellation, which results in a normal distribution. The values of = 0.1µ −  and = 0.4σ  were 
chosen for the target lognormal grain size distribution based on previous publications of fine grain IN100 
grain size distributions [7, 15, 22, 25].  
 
FIP-Based Transition Crack Length Approach 
The transition crack length, 
d
L , is the distance at which a crack growing from a notch escapes the 
influence of the notch root stress concentration and is subject to treatment using conventional linear 
elastic fracture mechanics concepts. Here, the definition of transition crack length follows that of Smith 
and Miller [26] with a few exceptions. For a semi-circular notch, 
d
L  is equal to 0.13 ρ  [26]. For notches 
that are smaller than 0.5 mm, this may only constitute 1 or 2 grain diameters in the present CG IN100 
microstructure. However, experiments have shown that crack growth data curves (da/dN vs. K∆ ) for 
small cracks (EPFM) and long cracks (LEFM) merge at crack lengths on the order of 3-10 grain diameters 
[27]. Therefore, a transition crack length in which LEFM is applicable must constitute at least 3 grain 
diameters. This value may be arbitrary depending on the grain size. For example, experiments on a fine-
grained (FG) IN100 microstructure have shown that the transition from oscillatory MSC to LEFM crack 
growth occurs at a crack length of about 100 microns [20], which is on the order of 20-25 grain 
diameters for the FG IN100 microstructure. This transition length of 100 microns coincides with a value 
of 3 grain diameters for the CG IN100 microstructure. Accordingly, the transition crack length values 
used in this study are  
 
                                                               
0.100, if 0.769
=










Cumulative Distribution Function (CDF) Framework 
Since the probability of formation of a crack on the order of transition crack length depends on the 
size of a preexisting crack (
n
a ) at a given number of cycles ( N ), we propose the form  
                                                           ( ; , ) = 1 exp na d
d
a






The parameter = ln(0.5)η −  provides normalization to the case for which the = 0.5CDF  when 
the crack reaches a transition crack length, 
d
L . The crack length 
n
a  can be found by integrating the 
da/dN crack growth relationship. The CDF becomes  











∫  (6) 
where the initial crack size (
i
a ) is on the order of the grain size.  Through simulations the maximum 
value of FIP as a function of x-distance from the notch root, ( )
max
x∆Γ , is parameterized as an 
exponential decay function, i.e.,  






∆Γ ∆Γ  
 
 (7) 
Plotted in Fig. 2 is the distribution of ( )
max
x∆Γ  as a function of x  distance from the notch root for 
different notch root sizes. Also plotted in this Figure is the best fit line (Eq. 7) for the data points located 
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within a distance, 
d
L , from the notch root. It is apparent from Fig. 2 that Eq. (7) works well for the 
desired regime ( = 0x  to =
d
x L ). Additionally, there is a significant difference in FIP intensity between 
the five different notch root sizes. For larger notches, the maximum FIP is higher and the FIP field decays 




Figure 2:  Maximum FIP distribution versus x-distance from notch root for 5 different notch root sizes, 
strain amplitude =
a y
ε ε . 
 
The exponential decay function (Eq. 7) is used to determine the CDF function for each simulation 
run. First, the FIP distribution is divided into m  discrete bins ( 1( )max x∆Γ , 2( )max x∆Γ , … , ( )max mx∆Γ ). 
Next, the number of cycles to incrementally grow a crack from bin 1jx −  to jx  is determined (Eq. 3) and 
used to construct a crack length, 
n
a , versus number of cycles N  relationship. Finally, Eq. (5) is used to 
determine the CDF as a function of the number of cycles, the remotely applied stress amplitude, and the 
notch size.  
 
Transition Crack Length Approach Results and Discussion 
The grain structure, Von Mises uniaxial equivalent stress, and cumulative Von Mises effective plastic 
strain within the notch root region at maximum tensile load during the third fatigue cycle are shown in 
Fig. 3. The values of effective plastic strain below a value of 
7= 10
p
ε −  were dropped from the contour 
plots to display the heterogeneity of plastic slip in the microstructure. As expected, the effective plastic 
strain is most significant at certain grain boundaries, which results from the incompatibility of 






Figure 3:  Coarse Grain IN100 Contour Plots - = 0.6ρ , = 0.6
a y
ε ε . 
 
Figure 4 displays the smooth and notched specimen strain-life data in addition to the smooth 
specimen experimental data [13, 14] that was used to calibrate the fatigue life prediction model [11]. 
Figure 4b compares the median data for all notch root sizes on a single plot. The median data point was 
used for comparison in this instance due to the large span of fatigue lives for a given strain amplitude. If 
the mean values were used, the behavior would be highly biased by the largest fatigue life value due to 
the logarithmic scale. As seen in the Figures, a notch effectively shifts the strain-life graph downward. It 
is interesting to note that the notch effect causes a significant drop in life for specimens loaded at a 
strain amplitude of = 0.6
a y
ε ε . For a smooth specimen loaded at this amplitude, a crack may not 
initiate even for a very high number of cycles (
910  and beyond), if at all. This corresponds to the very 
high cycle fatigue range. On the other hand, a notched specimen at this strain amplitude exhibits a crack 
initiation life more consistent with the transition or HCF regime (






Figure 4:  Comparison of CG IN100 smooth and notched computational strain life data versus HIP 
Astroloy [13] and N18 [14] smooth specimen experimental strain life data. 
 
The results from the CDF framework are shown in Fig. 5. The benefit of using this approach is that 
the cumulative distribution function can be calculated for any number of cycles and any probability of 
failure. This approach can be applied to LCF, HCF and transition fatigue regimes to find the total 
component failure. Once the crack forms to the transition length, linear elastic fracture mechanics can 
be used to find the total component failure. This framework predicts that larger notch sizes will tend to 




Figure 5:  CG IN100 cumulative distribution function for various notch root radii ( = 0.6
a y
ε ε , 
= 450
a
σ , = 1Rε − , = 650T C° ). 
 
One limitation of the transition crack length approach is that it simplifies the complex nature of 3D 
crack formation, growth and nearest neighbor interactions into a simplified model that considers the FIP 
intensity over a characteristic transition length, similar to average stress models used to analyze notch 
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components. Another issue is that in reality stress redistributes during crack growth and the driving 
forces for crack propagation increase as the crack size increases, which is not considered in this 
particular formulation. For this reason, an approach to approximate the FIP redistribution due to crack 
advance is being developed for future work.  
 
Recent and Ongoing Work 
 
Incorporation of Residual Stresses 
Surface compressive residual stresses are often introduced in a component to reduce the harmful 
effect of surface inclusions on fatigue life of a component. Compressive residual stresses help retard 
fatigue crack initiation [28] and early growth at near surface inclusions and shift the fatigue crack 
initiation sites from surface to subsurface locations [29, 30]. The helpful effects of surface residual 
stresses have been well documented in the literature [29-32]. Surface residual stresses can be applied 
via multiple techniques (shot/gravity peening, low plasticity burnishing, laser shock peening, etc.). The 
residual stress profile depends on the method of surface treatment (Ref. [33] for residual stress profile 
examples). Since the most commonly used technique in industry is shot peening, shot peening will be 
the focus of the initial residual stress study. However, an overly liberal amount of shot peening can 
induce extensive material damage and non-metallic inclusion cracking which can override the benefit of 
the shot peening process [34]. In addition, residual stress relaxation can occur through fatigue loading 
and by means of thermal recovery [35-37]. Thus, accurate fatigue life modeling of the effects of surface 
residual stresses due to shot peening should take into account plasticity-induced change in 
microstructure and load/temperature-induced residual stress relaxation. This section details the 




Figure 6:  Residual stress and cold work profiles overlaid on supersolvus IN100 microstructure shot 
peened to 6A Almen intensity [35]. 
 
The computational methodology used here is similar to that developed in Prasannavenkatesan et al. 
[38]. During the shot peening process, equibiaxial compressive residual stresses are introduced near the 
surface due to constrained plastic deformation. Due to equilibrium, tensile stresses form within the 
subsurface of the material. To simulate the material stress state after the shot peening process, a simple 
computation model is used and calibrated to experimental residual stress XRD data as reported by 
Buchanan et al. [35]. In Buchanan et al. [35] they performed residual stress relaxation studies of a 
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supersolvus PM Ni-base superalloy IN100 with an average grain size of 25 microns that was shot peened 
to a Almen intensity of 6A. The resulting residual stress profile is overlaid on the shot peened 
microstructure in Fig. 6. As seen in Fig. 6, there is an intense amount of plasticity induced near the 
surface of the specimen.  
The steps in applying the initial residual stress and calibration of residual stress relaxation are shown 
in Fig. 7 and can be summarized by:  
   
 
 
Figure 7:  Methodology to simulate the mechanical shot peening process. 
     
    1.  Initial Configuration - Using the experimental data, a number of subsurface elements (subvolume 
cube of material that contains ∼ 125 grains) are created to represent the material response at a given 
depth from the surface. Each depth is run separately to the strain-controlled maximum compression and 
unload levels that have been calibrated using the polycrystal plasticity model described above. These 
input strain values are further detailed in the next section.  
 
    2.  Constrained Compression - During the shot peening process the material undergoes constrained 
compression perpendicular to the surface of the specimen. In each simulation, the top surface of the 
block of material (positive y-axis in Fig. 7) is considered to be parallel to the outward normal of the 
specimen surface. During the constrained compression step, each surface (except the top surface) of the 
block of the material is not allowed to move in the direction of the outward normal. Using these 
boundary conditions, the top surface is compressed using strain-controlled loading to the maximum 
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desired compressive strain.  
 
    3.  Constrained Unloading to Zero Load - Using the same boundary conditions as in step 2, the block of 
material is unloaded in the y-direction to zero load ( = 0
yy
σ ). This step represents the spring back of 
the material to zero load after the high velocity impact of the shot beads at the surface of the material.  
 
    4.  Fatigue Loading - This step is used to calibrate the fatigue loading of the material in one of the 
principal residual stress directions and to estimate the residual stress relaxation due to subsequent 
loading. During this step, the boundary conditions of steps 2-3 are removed and an additional constraint 
is applied in which the opposite faces are required to remain parallel during deformation. Without this 
boundary condition, the material is free to completely dissipate any long range residual stresses within 
the bulk of the material through elastic hydrostatic unloading.  
  
Residual Stress Imposition: Results and Discussion 
Simulations of a single constrained compressive load/unload cycle were run at many different strain 
levels ( = *
max y
mε ε , where =m {1.0,1.5,2.0,L ,14.5,15.0} ). Figure 8 shows the stress (
yy
σ ) versus 
strain (
yy
ε ) curves for some of these simulations. As evidenced in this figure, since this constrained 
compressive loading is highly hydrostatic, a larger amount of strain is required for initial yielding of the 
material (∼ 2x the proportional limit, 
y
ε ). This type of material behavior is prevalent in highly triaxial 
loading conditions such as the constrained loading conditions simulated here. Thus, there is a limit in the 
amount of maximum residual stress that can be applied to the computational model (cf. Fig. 9a).  
   
 
 
Figure 8: Stress strain curve for constrained compression of a CG IN100 smooth specimen. 
 
There are two relationships required to calibrate the residual stress imposition model. First, the 
residual stress as a function of the maximum applied strain (maximum compressive strain) must be 
known. These results are shown in Fig. 9a. Second, the amount of unload strain (to = 0
yy
σ ) as a 
function of the maximum applied strain must be known. Figure 9b displays this relationship. As seen in 
both Figs. 9a and 9b, the normalization of the ordinate and abscissa axes results in a combined 
linear/sigmoidal type relationship. Therefore, these values were fit to a linear/sigmoidal relationship of 
12 
 
the form  
                                                           
[ ]
=







where A , B , C , D  and E  are constants. These parameters were found using a Gauss-Newton [39] 
multi-parameter nonlinear regression scheme. The resulting optimized parameters are listed in each 
figure. Now that a simple relationship between the residual stress versus the required strain 
load/unload sequence is known, these input parameters can be used for subsequent fatigue loading and 




Figure 9:  Load and unload strain required for given residual stress application. 
 
Next, multiple subvolumes of material are created to study the relaxation of residual stresses at 
different depth measurements. The calibrated load and unload strain requirements are shown for each 
depth measurement in Fig. 10. These values are used to prescribe displacement boundary conditions for 
imposing initial residual stresses as a function of subvolume depth. For the residual stress relaxation 
study, the computational data is compared to experimental data from [35]. In Ref. [35], they reported 
the amount of residual stress relaxation for a supersolvus coarse grain IN100 Ni-base superalloy after a 
single 900  load/unload cycle. Since the experimental supersolvus IN100 grain size ( = 25
grn
d mµ ) and 
monotonic yield strength ( = 900
y
σ MPa) are slightly different than the computational model 
( = 34
grn
d mµ , = 750
y
σ MPa), the residual stresses are normalized by the yield strength for 
comparison. Also, the computational model was subjected to the load/unload cycle at its own 
monotonic yield strength ( = 750
y
σ MPa). The results of the residual stress relaxation due to a single 
load/unload cycle are shown in Fig. 11. As seen from this figure, the computational model mimics the 
general shape of the experimental residual stress profile with a minor error. More investigation into the 
shape of the curve and better fitting will be pursued in future work. Also, the retention of the residual 





   
Figure 10:  Load and final strain values required as a function of specimen depth to impose desired 




       
Figure 11:  Comparison of residual stress relaxation due to single load/unload cycle for two supersolvus 
IN100 microstructures. Experimental data is from Buchanan et al. [35]. 
    
Considering Effect of Inclusions on Fatigue Life 
One of the limiting factors of fatigue performance in PM Ni-base superalloys is the presence of 
nonmetallic inclusions (NMIs) that serve as crack initiation sites [40, 41]. These inclusions are often 
introduced to the molten metal, due to erosion or spalling of the crucible, tundish or nozzle, prior to the 
gas atomization process used to create the powder [5, 42]. Two types of ceramic inclusions are typically 
introduced during the powder atomization process [43]: a blocky, non-deforming Al2O3/MgO ceramics 
due to the breakage of the ceramic crucible and agglomerate and reactive inclusions originating from 
patching putties (Al2O3 with silicon traces). As the PM processing techniques improve, cleaner Ni-base 
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superalloys are being developed with reduced number densities of inclusions. However, proper 
probabilistic modeling of PM Ni-base superalloy components should take into account the probility of 
occurrence of a life-limiting NMI and the effect of the inclusion on the overall probability of failure. This 
approach should also consider the size effects associated with testing specimen-sized versus 
component-sized volume domains, since the statistically weakest ``defect'' size within a volume can 
change with the size of the volume [1, 42]. In the absence of a NMI, cracks can be initiated at pores 
located near the surface [44]. In Porter III et al. [44], they performed load control fatigue testing on two 
PM supersolvus Ni-base superalloys, Rene' 88DT and IN100, with average grain sizes of 30 and 25 
microns, respectively. For Rene' 88DT, cracks initiated primarily at non-metallic inclusions (NMI) near 
the specimen surface. For IN100, life-limiting cracks initiated from pores 70% of the time and NMI the 
other 30%. Also, the cracks initiated mostly from the surface of the specimen (60%). Thus, the purpose 
of this investigation is to computationally determine the relative effect of inclusions and pores on the 
overall fatigue response and incorporate these effects in a proabilistic scheme to estimate the overall 
probability of failure of gas turbine engine components.  
In this study, NMI and pore effects will be investigated through simulation of different size pores 
and NMIs. Based on probabilistic pore, NMI, and grain size distribution functions reported in literature 
[45], NMIs and pores near the surface will be simulated to determine the effect of these input 
parameters on fatigue variability. Since it is computationally infeasible to simulate every NMI and pore, 
we will simulate the most detrimental NMI/pore near the subsurface. The total probability of failure is 
then related to the probability of occurrence of each different failure mechanism. The overall approach 





Figure 12:  Probabilistic framework including effects of NMI and pores. 
    
Stress Redistribution Due to Crack Advance 
Finally, another direct extension of the current work is to consider the effect of stress redistribution 
with crack advance. As the crack growth advances, stress redistributes and the driving force for crack 
propagation increases as the crack size increases. This effect is not considered in the current 
probabilistic framework. One way to estimate the FIP redistribution due to crack growth is to run 
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simulations on both a cracked and uncracked specimen with the same polycrystalline microstructure 
within the crystal plasticity zone. The crack can be induced by eliminating elements within the notch 
root region of an uncracked notched specimen. Other approximation schemes could be developed to 
estimate the redistribution of FIP values. Another consideration that should be investigated is the effect 
of neighboring grains on the probability of crack advance. The conditional probability that a crack tip will 
retard, deflect or advance at the grain boundary depends strongly on the twist and tilt angle of the grain 
boundary [46]. As the crack grows larger, the crack can sample more grain boundaries and choose the 
path of least resistance. Crack advance is progressively less likely to get hung up at the grain boundary 
and the crack tip approaches a condition of similitude. The microstructure-sensitive modeling of this 
type of crack advance will be investigated in future work.  
 
Summary and Future Work 
 
The purpose of this work is to use computational crystal plasticity to explore the formation and 
growth of fatigue cracks in notched specimens to a transition crack length as a function of the notch size 
and applied strain amplitude. The strategy presented links notch root microstructure heterogeneity to 
scatter in fatigue response and notch size effects. A microstructure-sensitive computational polycrystal 
plasticity model was used to describe the distribution of shear-based fatigue indicator parameters 
within the notch root region. Deterministic crack formation and growth algorithms applied to a 
simulated smooth specimen correlated well with existing smooth specimen experimental strain-life 
data. This calibrated fatigue lifing model was then applied to specimens with various notch sizes. As 
expected, larger notch sizes displayed a larger notch size effect and fatigue knock down effect. A 
probabilistic framework based on microstructurally small crack growth to a transition crack length was 
used to characterize the cumulative probability of failure function. One benefit of this CDF formulation is 
that it can be determined for any probability of failure at any given number of cycles, which has 
implications in design for minimum fatigue life. Also, this probability density function and the notch 
gradient effect can be used in conjunction with probability of failure techniques where the probability of 
occurrence is considered for different failure mechanisms as described in [3, 4]. 
The techniques employed above can be used to improve the prediction of HCF and VHCF life of 
notched components employing materials with complex microstructures. The time required to 
experimentally determine the high cycle and very high cycle fatigue response of Ni-base superalloy 
components necessitates the use of computational and probabilistic strategies and experimental 
verification in parallel to improve the prediction of fatigue damage due to a notch. These techniques can 
be used in conjunction with experiments to help validate a new material or manufacturing technique to 
create a variant form of an existing material. The caveat with the probability approaches described in 
this paper is that more experimental data is needed to verify the computationally created failure 
probability distribution functions. Especially critical is the characterization of the tails of these 
distribution functions when designing for minimum life approaches. Thus, it is very important for 
carefully controlled experiments to substantiate microstructure-sensitive computational fatigue 
modeling of crack initiation and vice versa. Although the probabilistic framework developed above was 
applied to notched Ni-base superalloy specimens, the framework is general enough that it can be 
applied to any material system and can be used for multiple failure mechanisms. 
In 2011, the techniques used to simulate residual stresses, inclusions and stress resdistribution due 
to crack advance will be further investigated, updated and implemented. Once the residual stress 
relaxation model is better calibrated to experiments, it will be used to model the notched components. 
In addition, simulations of debonded NMIs and pores in the near subsurface will be performed. The 
effects of neighboring grain disorientation will be also be investigated in future work. Other potential 




• Considering more complex crack growth laws and the effect of stress redistribution ahead of the 
crack tip as the crack grows.  
• Investigating effect of primary gamma prime spacing and clustering on crack growth 
enhancement in subsolvus IN100.  
• Considering creep and thermomechanical fatigue effects.  
• Incorporating effects of oxide formation on crack surfaces and ahead of cracks (irreversibility 
and crack path preference).   
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