This paper studies Value-at-Risk problems in finite-horizon Markov decision processes (MDPs) with finite state space and two forms of reward function. Firstly we study the effect of reward function on two criteria in a short-horizon MDP. Secondly, for long-horizon MDPs, we estimate the total reward distribution in a finite-horizon Markov chain (MC) with the help of spectral theory and the central limit theorem, and present a transformation algorithm for the MCs with a three-argument reward function and a salvage reward.
Introduction
A Markov decision process (MDP) is a mathematical framework for formulating the reinforcement learning environment. This framework has two features, one is randomness, mainly reflected by transition probability, the other one is controllability, reflected by policy. These two features enable MDP as a natural tool in sequential decision-making for practical problems.
The standard class of optimality criteria concerns the expected total reward, which carries the expectation information of total reward cumulative distribution function (CDF) in several forms, such as the expected total discounted reward in a finite or an infinite-horizon MDP, average reward in an infinite-horizon MDP, etc. [9, 23, 6] .
However, since the expectation criteria are risk-neutral, their guarantees in terms of risk are too weak. In plenty practical problems, the expectation optimality criteria are insufficient to characterize the risk features. Generally speaking, risk concerns arise not only mathematically but also psychologically. A classic example for the risk concern in psychology is the "St. Petersburg Paradox," in which the expected reward is infinite, but people prefer to pay only a small amount to play. This problem is thoroughly studied in utility theory, and a recent study combining this idea and reinforcement learning can be found in [22] . A more mathematical example is that, the autonomous vehicles should have a sufficient safety factor for the long-term application rather than a high expectation in the control systems. In all applications which demand high reliability, the criterion should be formulated as probabilities instead of expectations.
Two risk criterion subclasses have been widely examined in recent years. One is the coherent risk measure, which is defined in [1] with a set of intuitively right properties (convexity, for example). A thorough study in optimization concerning coherent risk measures can be found in [27] . Another important subclass is the mean-variance measure [5, 29, 19, 14] , which concerns variance against expected return. It is also known as modern portfolio theory. This paper focuses on the value-at-risk (VaR), which is not a coherent risk measure since it does not have the sub-additivity property, i.e., the diversification is discouraged. Under the VaR criteria, we show the difference of two reward functions (SA-and SAS-functions) in short-horizon MDPs. In long-horizon MDPs, we only consider deterministic stationary policies for the sake of convenience. With the aid of spectral theory and the central limit theorem, we can estimate the total reward CDF of a Markov chain (MC), which results from a given policy. Since this method can be applied only to MCs with a two-argument reward function and no salvage reward, we present an MC transformation to make it feasible in both ways.
Related work: This paper adopts the VaR definitions in [11] , which defines two VaR criteria. In an infinite-horizon MDP, Filar et al. [11] solved the VaR problems on average reward by separating the state space into communicating and transient classes. It is firstly pointed out in [4] , to the best of our knowledge, that the cumulative reward is needed for the VaR criteria, and various properties of the optimality equations were studied in both finite and infinite-horizon MDPs. Wu and Lin [32] pointed out that in a finite-horizon MDP, the VaR optimal value functions are target distribution functions, and there exists a deterministic optimal policy. The structure property of optimal policy for an infinite-horizon MDP was also studied. Ohtsubo and Toyonaga [21] gave two sufficient conditions for the existence of an optimal policy in infinite-horizon discounted MDPs, and another condition for the unique solution on a transient state set. Different from most studies, Boda and Filar [2] and Kira, Ueno and Fujita [15] considered the VaR criterion in a multiepoch setting, in which a risk measure is required to reach an appropriate level at not only the final epoch but also all intermediate epochs. Ermon Gomes and Vladimirsky [10] solved a time-sensitive stochastic shortest path problem, in which the route of a delivery truck is planned in order to reach the destination before a strict deadline. They defined a utility function with considering a worst case constraint, and solved the problem with dynamic programming.
The second VaR problem defined in [11] has been widely studied. Xu and Mannor [33] studied it in a finite-horizon MDP with either integer or realvalued reward functions, and for general reward, they gave the proof for the bounded error introduced by discretization. Kolobov [16] named the problem MaxProb MDP, they defined the goal states on the augmented state set, and set a boolean reward to "tag" the goal states, which results in a similar MDP structure. Stella, Lin and Yan [31] proposed a value iteration method to solve this target level problem. In order to improve the efficiency under some circumstances, Dai et al. [7] proposed a topological value iteration (TVI) algorithm, which separates states into strongly-connected components, and solves the components sequentially. Hou, Yeoh and Varakantham [13] presented methods which integrated depth-first search (TVI-DFS) and dynamic programming (TVI-DP) to separate the states. For both exact and approximated algorithms for VaR with a target value, the state of the art can be found in [30] .
Constrained probabilistic MDPs took VaR measure as a constraint. Yiu, Wang and Mak [34] solved the mean-VaR portfolio optimization problem, and used the Lagrange multiplier to tackle the VaR constraint over a continuous time span. Bonami and Lejeune [3] solved the mean-variance portfolio optimization problem, and used variants of Chebychev's inequality to derive convex approximations of the quantile function. Schlecht [28] studied data-driven MDP, which concerns the uncertainty of reward and transition kernel. Randour, Raskin and Sankur [24] converted the total discounted reward criterion to an almost-sure percentile problem, and proposed an algorithm based on linear programming to solve the weighted multi-constraint percentile problem. It also pointed out that randomized policy is necessary when VaR criterion is considered as a constraint, and an example can be found in [8] .
Our contributions: In this paper, we study VaR problems in finitehorizon MDPs with finite state space and two forms of bounded reward function. Firstly we show the difference VaR results from the two reward functions (SA-and SAS-functions) in a short-horizon MDP under an expected total reward criterion. Then considering both VaR problems defined in [11] , we plot the Pareto front of the total reward CDFs on a deterministic policy set, and clarify that the VaR problems lie in the Pareto front of the total reward distributions. Finally, we study long-horizon MDPs by estimating the CDF of a finite-horizon MC, which results from the limitation to a deterministic stationary policy space. With the aid of spectral theory and the central limit theorem, the estimation works but only with MDPs which have two-argument reward functions and no salvage reward. In order to utilize the method in a more general setting, we present an MC transformation algorithm for MDPs with three-argument reward functions and salvage rewards.
Setup
A finite-horizon MDP, N, S, A, r, p, µ 0 , v , is observed at decision epochs {0, 1, ..., N } and N < +∞; S is a finite state space, and we denote X t as the state at epoch t; A x is the legitimate action set associated with each state x ∈ S, A = x∈S A x is a finite action space, and we denote K t as the action at epoch t; r : S × A × S → R is the bounded and measurable reward function, and r(x, a, y) denotes the reward (or cost if negative), given X t = x, X t+1 = y and the chosen action a ∈ A x . This reward function has three arguments, and we name it SAS-function; p(y | x, a) = P(X t+1 = y | X t = x, K t = a) denotes the transition probability of the event X t+1 = y, given X t = x and the chosen action a ∈ A x ; µ 0 is the initial state distribution; v denotes the salvage vector. The goal of an MDP is to determine an optimal policy π * to achieve the optimality under some criterion. A policy π refers to a sequence of decision rules (d 0 , d 1 , ..., d N −1 ). Different forms of decision rule are used in different situations [23] , and here we focus on deterministic Markovian decision rules.
In a finite-horizon MDP, the SAS-function is usually simplified by implementing
when expectation criteria are considered [23] , and here we name the reward function r : S × A → R SA-function. It is suitable to simplify the reward function when we take the expected total reward criteria, but when a risksensitive criterion is considered, it might lead to a non-optimal result.
Value-at-Risk Criterion
In this paper, we consider the Value-at-Risk (VaR) instead of its risk-neutral counterparts. VaR originates from the investment risk measure. Given portfolio (here it is an MDP and a policy), a threshold loss value (a target level), and a time-horizon, VaR concerns the probability that the loss on the portfolio over a time horizon exceeds a threshold. VaR is hard to deal with since it is not a coherent risk measure [25] . Two VaR problems are defined in [11] . Denote Φ as the total reward, µ 0 as the initial state distribution and π as a given policy, the total reward is Φ π µ 0 . For any target-percentile pair (τ , α), τ ∈ R and α ∈ [0, 1], firstly we need to define the feasibility. Given an initial state distribution µ 0 , if there exists a policy π such that P(Φ π µ 0 > τ ) ≥ α, we say τ is α-achievable with initial state distribution µ 0 . Whereafter, two VaR problems are defined as follows.
Problem 1.
Given an α ∈ [0, 1] and an initial state distribution µ 0 , find a policy π with τ α = sup π∈Π {τ ∈ R|P(Φ
This problem refers to a quantile function, which is the inverse of distribution function on Φ. Let F π Φ denote the total reward CDF with a given policy π, and Π denote the deterministic policy space, then
Here we define ρ α = V aR α , and ρ * α = sup π∈Π {V aR α }.
Problem 2. Given a τ ∈ R and an initial state distribution µ 0 , find
This problem concerns F π Φ . Here we define ρ τ = α τ and ρ * τ = sup π∈Π {α τ }. Both VaR problems result in the study of the Pareto front F *
. Π can be a specified policy space, and in this paper, since there exists a deterministic optimal policy for finite-horizon MDPs under VaR criteria [32] , we only consider the deterministic policy space. Unlike the expected total reward criteria, the VaR measures are not time-consistent [36] , i.e., it is not suitable to use the backward induction directly.
The SA-function is commonly used in most studies on MDP considering risk ( [11] for example) instead of the SAS-function. However, under the VaR criteria, if the original reward function is a SAS-function, the simplification will probably miss the optimality, i.e., neither the policy nor the VaR result is optimal. In an MDP with a SAS-function, the simplified SA-function leads to the same optimal policy under the expected total reward criteria, but different optimal policies under the VaR criteria, and this is illustrated next.
The inventory control problem is a straightforward example for illustrating VaR as a security assessment measure, which can be widely utilized in multiagent systems, especially in which a risk-averse goal overwhelms its risk-neutral counterparts. Without loss of generality, here we use a singleproduct stochastic inventory control example to illustrate the differences between SAS-and SA-functions in finite MDPs. This example is modified from ( [23] , Section 3.2), and the complete problem description can be found in Appendix A. The first part of the example shows that under the expected total reward criterion, the SAS-and SA-functions lead to the same optimal results, but different total reward distribution functions. In Section 3, we use the augmented-state 0-1 MDP method to solve VaR Problem 2 in Section 3.2, and present F * Φ with the two reward functions. In Section 4, the third part of the example estimates F * Φ in the same MDP but with a long horizon, and both VaR problems are solved by generating F * Φ with the aid of spectral theory and the central limit theorem.
Example: Expected Total Reward Criterion
This part of the example exploits a short-horizon MDP to illustrate that, under the expected total reward criteria (nominal, discounted and average, w.l.o.g., here we take the nominal one as the example), the SAS-and SAfunctions lead to the same optimal results, but different F π Φ , which results in different VaR results.
Briefly, the MDP for the short-horizon inventory problem is defined as follows. The time horizon N = 2; the state set S = {0, 1, 2}; the action sets A 0 = {0, 1, 2}, A 1 = {0, 1}, A 2 = {0}; the SAS-function r(0, 0, 0) = r(0, 2, 1) = r(1, 0, 1) = r(2, 0, 2) = 0, r(0, 1, 0) = r(1, 1, 1) = 2, r(0, 1, 1) = r(1, 1, 2) = −6, r(0, 2, 0) = r(1, 0, 0) = r(2, 0, 1) = 8, r(0, 2, 2) = −8, r(1, 1, 0) = 10, r(2, 0, 0) = 16, and the SA-function r(0, 0) = r(0, 1) = r(0, 2) = 0, r(1, 0) = 6, r(1, 1) = 2, r(2, 0) = 8; the transition probability
; the salvage reward g(x) = x, for all x ∈ S. We calculate the SA-function r by Equation (1). Now we have two MDPs with different reward functions: N, S, A, r, p, µ 0 , g and N, S, A, r , p, µ 0 , g . Figure 1 shows the two total reward CDFs under the same optimal policy but different reward functions, and the detailed description can be found in Appendix A. Under the expected total reward criterion, the optimal policy for both MDPs is π * = (d 0 , d 1 ), in which d 0 (0) = 3 and d 1 (x) = 0, for all x ∈ S. The expected total reward E(Φ) = 6.5625. Here we notice that at epoch t = 1, the state X 1 = 0 cannot be reached given X 0 = 0 and d 0 (0) = 3, which means any action can be optimal, i.e., d 1 (0) = a and a ∈ A 0 .
Result and Discussion
As seen from the example, with the expected total reward criterion, the simplification of SAS-function does not affect the expectation and the optimal policy, but it leads to different VaR results, and generally speaking, different CDF sets will probably result in different Pareto fronts, so the optimal VaR results will be different. As mentioned above, it is difficult to calculate optimal VaR with backward induction directly. For short-horizon MDPs under VaR criterion with a given target level, Xu and Mannor [33] described a state augmentation method to include the cumulative reward in the space, in order to implement the backward induction.
Short-Horizon MDPs with VaR
It has been proved that randomized policy cannot produce a better result for an MDP under VaR criteria [32, 33] . So the optimal policy here is deterministic. Since the cumulative reward information is needed for the optimality [4] , here we adopt the augmented state space to keep track of it. Define C as the cumulative reward space, m a and M a as the minimum and maximum of the rewards for action a. Then C can be set as {0}
or we can acquire C by enumerating all possibile cumulative reward in a short-horizon MDP. Define the augmented state space S = S × C for the new MDP. This state augmentation process is also used in several former studies [4, 32, 21, 33] . )), and now we can calculate it with the backward induction. Lemma 1. Given a target level τ ∈ R, the optimal percentile ρ * τ of the original MDP is the optimal expected total reward of the corresponding augmentedstate 0-1 MDP.
Proof. Given an augmented-state 0-1 MDP N, S , A, v , p, µ 0 , and implement the backward induction as follows.
Step 1: Set t = N and
Step 2: Set t = t − 1, and compute u * t (x ) by
in which r (x , a) = 0, therefore,
Step 3: If t = 1, stop. Otherwise return to Step 2.
Since the only rewards are r N = 1 [Φ≥τ −v] , we have u t (x ) = P (Φ ≥ τ |X t = x ), i.e., the probability of the event that Φ satisfying the target given any state at each epoch. Since
the optimal policy produces the highest probability to reach the target level.
Backward Induction for VaR Problem 2
With the help of the new salvage reward function, we are enabled to implement backward induction to compute the corresponding percentile for the VaR criterion with a given target value. The algorithm is presented as follows.
In the implementation of the algorithm, sometimes it is more efficient to deal with the state space in a time-dependent way, which means at each epoch, only a subspace of S is feasible, and it is smaller at earlier epochs. 4. Construct the transition kernel
in which x , y ∈ S , x, y ∈ S, and c i , c j ∈ C;
, in which x ∈ S , and x ∈ S;
6. Solve the MDP N, S , A, v , p , µ 0 , and output the policy 1 .
Example: Pareto Front of CDFs
In this second part of the example, we show F * Φ with SAS-and SA-functions in a short-horizon setup described in the first part of the example. For VaR problem 2, we can use the augmented-state 0-1 MDP in a discrete reward space to acquire the exact optimal result. Furthermore, since the VaR optimality is a study on F * Φ , we draw the Pareto front by enumerating all the policies.
Firstly We use the augmented-state 0-1 MDP to solve the VaR problem with a given target level τ = 9. In the MDP with the SAS-function, the optimal policy for the first MDP is π 6) ) =0 or 1, and d 1 ((2, −2)) =0 or 1. And the optimal percentile is ρ * τ = 0.3125. In the MDP with the SA-function, the optimal policy for the second (simplified) MDP is π * = (d 0 , d 1 ), in which d 0 ((0, 0)) = 2, d 1 ((2, 0)) = 0. And the optimal percentile is ρ * τ = 0.1875. Here we notice that some states are not promising, which means that whichever action it takes, it will not lead to a total reward Φ ≥ τ , in other words, any action can be optimal. For example, at epoch t = 1 in the MDP taking the SAS-function, S 1 = (3, −10) is reachable when d 0 ((0, 0)) = 3, but no matter which action this state chooses, it cannot make a chance for the final state to achieve the target. And d 1 ((3, −10) ) = a and a ∈ A 3 . For a given target level, it is suitable to use the method described above, but there is no similar algorithm for the VaR Problem 1. Here we enumerate all the Markovian policies on the S to acquire F * Φ . Figure 2 describes the Pareto fronts of total reward CDFs in MDPs with SAS-and SA-functions, and the detailed description can be found in Appendix A. As we can see in the figure, the solution above for the specified VaR problem with a target level τ = 9 is verified. Furthermore, since both VaR problems are virtually about the Pareto front, we can acquire both ρ * α and ρ * τ along the curves for the two reward functions. For example, when τ = 7.5, ρ τ for the MDP with SAS-function is 0.6875 (1-0.3125), and its conterpart is 0.25 (1-0.75).
In conclusion, for a short-horizon MDP under the VaR criterion with a target level, Xu and Mannor [33] constructed a new MDP with augmented state space in order to implement the backward induction algorithm, which can find the optimal policy on S × C space. However, this method cannot be used to find the exact optimal policy for a long-horizon MDP. Firstly, with N increases, the cumulative reward space C increases, which renders the state space too large. Secondly, many states are virtually not reachable, but it cannot be identified during the process of backward induction, and this renders the algorithm less efficient. Thirdly, the reward space needs discretization if it is continuous. Besides, no similar algorithm works for the VaR problem with a given percentile. As illustrated in the example above, the VaR problems are a study on the Pareto front of the total reward CDFs. Therefore, how to acquire the Pareto front directly needs further study.
Long-horizon MDPs with VaR
For a long-horizon MDP under the VaR criteria (given either a target level or a percentile), finding the exact optimal policy is intractable. In this section, we look for a deterministic stationary policy π for a long-horizon MDP under VaR criteria. For an MDP with SA-function and a given deterministic stationary policy π, we can estimate the total reward CDF set {F π Φ } with the aid of spectral theory and the central limit theorem. In order to implement the method to MDPs with SAS-functions, we present a method to convert an MC with the reward r(x, π(x), y) to an MC with r (x , π (x )), in which π (x ) = π(x) where x = (·, x). This method functions well for the VaR with either a target level or a percentile.
MC Total Reward CDF Estimation
Yu, Yu and Xu [35] proposed a way to estimate the F π Φ with or without a transition kernel. Here we concentrate on the CDF estimation in a longhorizon MC with the transition kernel. An MC (or a Markov reward process here) is a tuple N, S, r , p, µ 0 , v . The time horizon N , the state space S, the transition kernel p, the initial distribution µ 0 and the salvage reward v are the same as the ones in the MDP, and the reward function r : S → R refers to the SA-function with a fixed stationary policy. An MDP with a stationary policy is an MC X = {X t : X t ∈ S}.
Kontoyiannis and Meyn [17] proposed a method to estimate with invariant probability measure (stationary distribution) ξ, and define the averaged reward function as ζ(r ) = lim N →∞
t=0 r (X t )), which can be expressed as ζ = ξr . Firstly we ignore the salvage reward in order to estimate the CDF of the partial sum N −1 t=0 r (X t ). Define the limitr = lim N →∞ E(Φ N − N ζ), which solves the Poisson equation
in which P is the transition matrix and P (x, y) = p(y | x). Two assumptions ( [17] , Section 4) are needed for the CDF estimation. Assumption 1. The Markov process X is geometrically ergodic with a Lyapunov function V :
Assumption 2. The (measurable) function r : S → [−1, 1] has zero mean and nontrivial asymptotic variance
Under the two assumptions, we show the Edgeworth expansion theorem for nonlattice functionals (Theorem 5.1 in [17] ) as follows. Theorem 1. Suppose that X and the strongly nonlattice functional r satisfy Assumptions 1 and 2, and let G N (y) denote the distribution function of the normalized partial sums
Then, for all x 0 ∈ S and as N → ∞,
uniformly in y ∈ R, where γ(y) denotes the standard Normal density and g(y) is the corresponding distribution function.
In order to acquire the CDF of the partial sum estimation, we need to solve ρ,r and σ, and the formulae can be found in Appendix B.
t=0 r (X t ) ≤ k) denote the partial sum CDF. Now we need to bring in the salvage reward. Since N is large, we consider v(X N ) to be independent from the partial sum N −1 t=0 r (X t ). Since v(X N ) is a discrete random variable, we denote p V as its probability mass function. Then we denote
MC State-Transition Transformation
For an MC derived from an MDP with an SAS-function plus a deterministic stationary policy π, we cannot apply the method directly since the reward function of the MC is r : S × S → R, i.e., given any x, y ∈ S, the reward is r(x, π(x), y). This function does not fit in the estimation method. Therefore, we need to build an MC with a reward function r † : S → R which shares the same F π Φ of the original MC. In order to achieve this, we propose a transformation algorithm, in which the transition between two states are regarded as a state to share a state property. Figure 3 illustrates what roles the states and transitions play in the original MC (above) and its transformed counterpart (below). In the original MC, s i denotes a state and t ij denotes a transition from s i to s j . In a transformed MC, the original state s i becomes a "router" r i , which connects input nodes (transformed states) s † ji to output nodes s † ik . The right side showed how the transformation influences the computational complexity. The transformed state set cardinality |S † | = |S| 2 , and the new time horizon N † = N − 1. Since we take state transitions as states, we name this algorithm MC state-transition transformation. It is clear that F π Φ for the new MC is equivalent to that of the original one. In short, for MDPs with SAS-functions, each stationary policy results in an MC, and in order to implement the CDF estimation, we apply the MC state-transition transformation algorithm first. The MC state-transition transformation algorithm is as follows. 
Example: CDF Estimations to Pareto Front
In this final part of the example, we estimate F * Φ in a long-horizon setup. We set N = 500 and by applying the MC state-transition transformation. In order to circumvent the large amount of computation, we use G N (y) = g(y) as an estimation of G N (y).
In Figure 4 , we can see that the Pareto front with SAS-function has a wider support than that with SA-function, which means that for most target levels, the simplification of the SAS-function cannot lead to the real VaR results.
Conclusion and Discussions
In this paper, we study finite-horizon MDPs with finite state space under VaR criteria, and the effect of the two reward functions. Firstly, we show that given a SAS-function as the original reward function, the simplification has no impact on the expectation and the optimal policy under the expected total reward criteria, but it changes the VaR results. Secondly, in a short-horizon MDP, given a VaR target, an MDP can be transformed to an augmentedstate 0-1 MDP, in which the VaR Problem 2 can be solved in an expectation way. However, this method has its limitations, and the better way to study both VaR problems is to acquire F * Φ , but as far as we know, there is no method for now. Thirdly, in a long-horizon MDP, we use spectral theory and the central limit theorem to estimate F π Φ for every stationary policy, and since the method is only for the MDP with a SA-function, we propose an MC transformation to make it feasible.
Modeling problems into mathematical formulae is virtually a process of organizing environment information. As a widely used framework, MDPs have several classical approaches for different situations. Two points are worth noting for the augmented-state 0-1 MDP method. 1). The MDP N, S , A, v , p , µ 0 is an information reorganization of the original MDP N, S, A, r, p, µ 0 , v and the VaR criterion. The augmented state space S = S × C contains the information of S and r. The salvage reward v carries the information of target value τ and its original counterpart. p is rebuilt with the information of p on new S . The goal of information reorganization is to derive the VaR values without calculating total reward CDFs.
2). The salvage reward results from an indicator function. By transform-ing the orthodox MDP to a 0-1 MDP, we circumvent the sorting operation (which was used in [32] ), and "tag" the aimed probability in order to convert the VaR problem to an expectation problem. How to incorporate necessary logical operation (indicator function in this paper) for different situations needs further study. The MC state-transition transformation enables the original transitions to have properties as states. Is there a similar transition for MDP, which makes it possible that the MDP with SAS-function can be converted to an MDP with SA-function with an equivalent total reward distribution? Two components of the MDP will be deteriorated if we apply the MC state-transition transformation directly: the initial state distribution and the salvage reward. One will be determined by the decision rule at the first epoch, and the other the decision rule at the final epoch. When we concern the long-run performance, and both effects can be ignored, we can implement a similar MDP transformation directly.
The only reason that we apply the transformation on MC instead of MDP lies in the CDF Pareto front estimation. VaR concerns the targetpercentile pair, and the optimality of one comes into conflict with the other since they are virtually non-increasing functions of each other [11] . Therefore, one future study is to estimate the Pareto front without enumerating all the policies. A special case is that there exists an optimal policy π * , i.e., F π * Φ (τ ) = inf π∈Π F π Φ (τ ), and Ohtsubo and Toyonaga [21] gave two sufficient conditions for the existence of this optimal policy in infinite-horizon discounted MDPs.
Another idea is to consider it as a dual-objective optimization. Zheng [36] studied the dual-objective MDP concerning variance and CVaR, which might provide some insight. A survey of multi-objective MDP, which concerns more than risk measures, can be found in [26] . Furthermore, multiple percentile objectives can also be considered as constraints [24] . Multiple long-run average objectives in MDPs can be found in [18] .
probabilities of demands are P(D t = 0) = 0.25, P(D t = 1) = 0.5, P(D t = 2) = 0.25 respectively. Initial distribution µ 0 = (1, 0, 0, 0) , i.e., S 0 = 0. Firstly we calculate the SAS-function by r(S t , K t , S t+1 ) = f (S t +K t −S t+1 )− O(K t ). Secondly, we calculate the SA-function r by Equation (1). Now we have two MDPs with different reward functions: N, S, A, r, p, µ 0 , g and N, S, A, r , p, µ 0 , g . r(x i+j )P j (x i , x j )).
B Example Results
As studied in [12] and [35] , firstly we define a kernel Ξ(x, ·) = ξ(·), and H = I − P − Ξ. Then we define the fundamental kernel Z = (H)
exists. [12] showed thatŵ = Z(w − ζ(w)1).
Theorem 17.4.4 in [20] showed that when σ 2 < ∞ and ζ(w) < ∞, the asymptotic variance σ 2 can be calculated by
