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Abstract
We develop the theory set out in Part 1 [R.R. Hall, Large spaces between the zeros of the Riemann
zeta-function and random matrix theory, J. Number Theory 109 (2004) 240–265] and in particular provide
a lower bound (and almost sure evaluation) for Λ(7). The square of this number is rational, as were the
previous values, but still rather surprizing.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We shall be concerned with the existence of relatively large spaces between the zeros of the
function ζ( 12 + it), in particular in the information which may be deduced about these from
certain hypothetical formulae for the mixed moments of Hardy’s function Z(t) and its derivative
predicted by Christopher Hughes [7,8] on the basis of random matrix theory. The paper is a
continuation of [4] and [5], depending on [5] in several details.
We suppose that tn denotes the nth zero of ζ( 12 + it), or what is the same thing, Z(t), in R+
and we put
Λ = lim sup tn+1 − tn
(2π/ log tn)
. (1)
We know [6] that Λ > 2.63063 . . . , unconditionally. We suppose further that if k is a fixed
positive integer and h ∈ [0, k] is an integer then the formula
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0
∣∣Z(t)∣∣2k−2h∣∣Z′(t)∣∣2h dt ∼ a(k)b(h, k)T logk2+2h T (T → ∞) (2)
holds. This was predicted by Keating and Snaith [9] in the case h = 0, with the wider range
Rek > −1/2 and by Hughes [7] in the range min(h, k − h) > −1/2; a(k) is a product over the
primes and b(h, k) is rational: indeed for integral h we have
b(h, k) = b(0, k) (2h)!
8hh! H˜ (h, k) (3)
in which H˜ (h, k) is an explicit rational function of k, for each fixed h. There is a distinction here
in that in Hughes’ theory, h is fixed and k varies whereas in our application the opposite prevails.
We have defined [4] Λ(k) to be the best lower bound for Λ which can be deduced from (2) with
this k and every h (0  h  k) alone: that is with no further information from random matrix
theory and without any unproved hypotheses about the ζ -function. The method for achieving
this was begun in [4,5]. In this paper we develop this further and we give, among other results,
a lower bound for Λ(7) which is likely to be its true value.
It emerges that all we require from (2) is the set of ratios b(h, k)/b(0, k), in fact these are
translated straight away into a set of parameters A,B, . . . ,K .
2. The parameters A,B,C, . . . ,K
These are defined in terms of the functions introduced by Hughes [7]. Put κ = 2k, H˜ (0, k) = 1
and
H˜ (1, k) := 1
κ2 − 1 , H˜ (2, k) =
1
(κ2 − 1)(κ2 − 9) , H˜ (3, k) =
1
(κ2 − 1)2(κ2 − 25) ,
H˜ (4, k) = κ
2 − 33
(κ2 − 1)2(κ2 − 9)(κ2 − 25)(κ2 − 49) ,
H˜ (5, k) = κ
4 − 90κ2 + 1497
(κ2 − 1)2(κ2 − 9)2(κ2 − 25)(κ2 − 49)(κ2 − 81) ,
H˜ (6, k) = κ
6 − 171κ4 + 6867κ2 − 27177
(κ2 − 1)3(κ2 − 9)2(κ2 − 25)(κ2 − 49)(κ2 − 81)(κ2 − 121) ,
H˜ (7, k) = κ
8 − 316κ6 + 30702κ4 − 982572κ2 + 6973305
(κ2 − 1)3(κ2 − 9)2(κ2 − 25)2(κ2 − 49)(κ2 − 81)(κ2 − 121)(κ2 − 169) . (4)
This sequence continues, and it is believed that in general both the numerator and denominator




κ2 − a2)α(a,h): α(a,h) = [ 4h
a +√(a2 + 8h)
]}
. (5)
Hughes [8] evaluates the first four functions in his Theorem 2 and then writes that numerical
experiment suggest the next three. I first saw the explicit formula (5) in a preprint of Dehaye [1]
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adjustment to fit with (5) in that an extra factor κ2 −9 should be introduced in both the numerator
and denominator. Dehaye [2] reports that this odd cancellation also occurs in the case h = 62.
The numerators arise from a highly complicated formula and are still pretty obscure. We now put
A := H˜ (0, k)/H˜ (1, k), B := H˜ (1, k)/H˜ (2, k), C := H˜ (2, k)/3H˜ (3, k),
D := H˜ (3, k)/5H˜ (4, k), E := H˜ (4, k)/7H˜ (5, k), F := H˜ (5, k)/9H˜ (6, k), (6)
and so on, up to the kth entry, which we denote by K . This is not the original definition of the
parameters which follows Eq. (24) in [5], but is equivalent to it.
3. The definition of Λ(k)
We recall from [5] that








2h, νh ∈ R, νk = 1 (7)
is constrained only by the condition that it should be increasing on R+. For each such G we


















, Reaj > 0 for 1 j  k. (9)
Notice that the numbers aj are well-defined because the function on the left-hand side of (9)
is positive and therefore does not have any real positive root. We denote the r th elementary




(x − aj ) = xk − σ(1)xk−1 + · · · + (−1)kσ (k). (10)
Then A(x) ∈ R[x] and
G(u) + (2k − 1)λ = (2k − 1)
k∏
j=1
(u − iaj )(u + iaj )
= (2k − 1)∣∣uk − iσ (1)uk−1 − σ(2)uk−2 + iσ (3)uk−3 + · · ·∣∣2
= (2k − 1){U(u)2 + V (u)2} (11)
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U(u) = (−1)k{σ(k)− σ(k − 2)u2 + σ(k − 4)u4 − · · ·},
V (u) = (−1)k−1{σ(k − 1)u− σ(k − 3)u3 + σ(k − 5)u5 − · · ·}. (12)
We apply the Argument principle to the polynomial A(z) and the second quadrant, calculating the
change in argA(z) as z moves round the contour comprising the line segment [0, iR], the quarter
circle joining iR to −R and the line segment [−R,0]. There is no change in the argument on
[−R,0] because A(x) = 0 for x  0 and the change on the quarter circle is nearly kπ/2 provided
R is large as we assume. We find that a necessary condition for ΔA(z) = 0 is that all the roots of
U(u) and V (u) should be real and moreover interlock: that is U has roots ±u1,±u2, . . . ,±u[k/2]
and V has roots 0,±v1,±v2, . . . ,±v[(k−1)/2] where
0 < u1 < v1 < u2 < v2 < u3 < · · · . (13)
This condition, together with A(x) = 0 on R−, is also sufficient for all the Reaj > 0.
Proposition. We have
σ(r) > 0 for 1 r  k. (14)
Notice that (14) implies A(x) = 0 on R− but not (13).
Proof of the proposition. We have σ(1) > 0 because Reaj > 0 for all j . One of U or V in-
volves σ(1) (according to the parity of k) and we apply Descartes’ rule to this function to deduce
that σ(3), σ (5), . . . are all positive. By (34) below σ(k − 1) and σ(k) have the same sign so that
we may cross over to the other function and apply Descartes’ rule again. This is all we need. 
Note that the proposition is not a condition on G: any positive even function, not necessarily
increasing, has a representation of this kind.










2hh! H˜ (h, k)νhX
h = λ(ν1, ν2, . . . , νk−1). (15)
Initially in [4] the νh were non-negative and so there was just one positive root, but it became
apparent in [5] that we should like to allow νh < 0 optimally in the case k = 4 (and each sub-
sequent case). In the statement of Proposition A in [5] there is a mistake in the phrase the real
positive root because it does not follow from the monotonicity of G that there is not more than
one, although this may be implied by some property of the functions H˜ (h, k) as yet not clear to
me. Eq. (15) is a re-normalized version of Eq. (11) of [5]: furthermore, for streamlining purposes
and conformity with Hughes, we have removed the functions R(h, k) defined there. In [4] we
defined
Λ(k) := sup {√X: X = X(ν1, ν2, . . . , νk−1)}. (16)
ν1,ν2,...,νk−1
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2.345207 . . . [3], Λ(3) = √(7533/901) = 2.891489 . . . [4]. In each of these cases the supremum
is attained in the open region
D := {(ν1, ν2, . . . , νk−1) ∈ Rk−1: u > 0 ⇒ G′(u) > 0}, (17)
so that
gradX(ν1, ν2, . . . , νk−1) = 0, (18)
and it seems likely that this is true for every k. By solving Eq. (18) for the νi we obtained the
lower bounds Λ(4) 3.392272 . . . , Λ(5) 3.858851 . . . , Λ(6) 4.298146 . . . , in [5], and we
observed that, at the point so determined, we have X(ν1, ν2, . . . , νk−1) ∈ Q. (Further comments
about these fractions are contained in Section 5 towards the end of the paper.) The main result
in this paper (Theorem 1) is that this conclusion is valid for k = 7, but because the problem
posed by (18) is difficult we have looked for a lower bound for Λ(k) available for all k. This is
contained in Theorem 2.





= 4.71474396 . . . . (19)





















2hh! H˜ (h, k)x
2h = 1. (21)
In the cases k  7 the numerical results are shown in Table 1.
Table 1
Lower bounds for Λ(k)








2 2.263509 . . . 2.325670 . . . 2.345207 . . .
3 2.707966 . . . 2.825585 . . . 2.891489 . . .
4 3.125674 . . . 3.274864 . . . 3.392272 . . .
5 3.517715 . . . 3.614488 . . . 3.858851 . . .
6 3.881357 . . . 3.936085 . . . 4.298146 . . .
7 4.215007 . . . 4.226674 . . . 4.714743 . . .
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those in the first two. An open problem is to give an explicit lower bound which → ∞ with k. We
do not have an upper bound for H˜ (h, k) good enough for this. Secondly we should like to know
which, if any, of the three bounds given above is 
 k. Our suspicion is that the third column only
has this property.
The solution of Eq. (18) proceeds in two stages: in the first stage which I called primary
reduction in [5] we represent σ(1), σ (2), . . . , σ (k) in terms of the parameters B,C, . . . ,K and X.
We showed that if the variables σ(i) are re-normalized in a certain way, X disappears from this
stage altogether. In the second stage X is determined. The re-normalization is
σ(i) =: τ(i)Xμ(i,k), μ(i, k) :=
{ [ 12 (i + 1)] if k is even,
[ 12 i] if k is odd.
(22)
(The definition of μ(i, k) in [5] is equivalent.) We see that μ(i, k) takes the values 1,1,2,2,3,
3, . . . , when k is even, when k is odd the values are 0,1,1,2,2,3, . . . . We are now able to give
an explicit formula for X as a rational function of the parameters and the τ(i).
Theorem 3. We have
X = τ(k)A + τ(k − 2)− τ(k − 4)/B + τ(k − 6)/BC − · · ·
k{τ(k − 1)− τ(k − 3)/B + τ(k − 5)/BC − · · ·} (23)
for all k. Except for the leading term in the numerator, the signs alternate. When k is even there
are (k + 2)/2 terms in the numerator and k/2 in the denominator, but if k is odd each have
(k + 1)/2 terms.
Examples of this formula occur in [1], in Eqs. (73), (97), (A.20). We prove this straight away.
Initially I thought that the first stage was the easier, hence the title primary reduction. We see
now that all the essential difficulty in the problem resides in it.
Proof of Theorem 3. This involves some Jacobi–Schur functions of the variables ai defined
in [5]. These are −σ(k)3PS0, σ(k)PS1, PSh (2  h  k). The definitions of P and Si do not
concern us here. Each of these functions has a representation as a determinant in which every





















so that given a prescription for these determinants we may hope to solve Eqs. (24) for the σ(i)
and X. We know that after the re-normalization (22) the variable X drops out of all but the
first of these equations and we solve equations 2∗, . . . , k∗ for τ(1), τ (2), . . . , τ (k) in the primary
reduction process. The second stage is to deduce the value of X from equation 1∗. Recall from
[5] that
−σ(k)3PS0 = |dij |i,jk, dij = σ(j + k − 2i − 2 + 2δ1i ); (25)
by convention σ(0) = 1 and σ(r) = 0 if r < 0 or r > k, also δuv is Kronecker’s symbol. Through-
out this proof we use | |i,jm to denote the determinant of order m with the entries as shown.
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D(i1, i2, . . . , it ; j1, j2, . . . , jt ) denotes the minor determinant obtained when the rows and








(−1)q(d11dq2 − d12dq1)D(1, q;1,2), (26)
the simplification arising because, from (25), we have d1j = 0, for j  3. We observe further that
d2j = 0 for j  4 and so when q  3 we have
D(1, q;1,2) = d23D(1,2, q;1,2,3). (27)
Also
D(1,2;1,2) = |di+2 j+2|i,jk−2 =
∣∣σ(j + k − 2i − 1)∣∣
i,jk−2 (28)
according to (25). We refer to [5, Lemma 2] to find that the determinant on the right-hand side
of (27) is equal to σ(k)PS1. We want a similar formula for D(1, q;1,2) and we see from (25)
and (27) that for q  3,
D(1, q;1,2) = σ(k)∣∣e(q)ij ∣∣i,jk−3 (29)
where e(q)ij = σ(j + k − 2i) if i < q − 2, e(q)ij = σ(j + k − 2i − 2) if i  q − 2. We see from
[5, Lemma 2] that the determinant in (29) equals PSq−1. We assemble (28) and (29) to obtain
−σ(k)3PS0 = (d11d22 − d12d21)σ (k)PS1 +
∑
3qk
(−1)q(d11dq2 − d12dq1)σ (k)PSq−1. (30)




(−1)i−1(σ(k − 1)σ (k − 2i + 1)− σ(k)σ (k − 2i))PSi (31)
noticing that the sum on the right actually runs up to i = k/2 if k is even, and i = (k + 1)/2 if k
is odd. We divide (31) through by PS1 so that we have
Aσ(k)2X−1 = σ(k − 1)2 − σ(k)σ (k − 2)− {σ(k − 1)σ (k − 3)− σ(k)σ (k − 4)}X
B
+ {σ(k − 1)σ (k − 5)− σ(k)σ (k − 6)} X2
BC
− · · · (32)
examples of this equation in [5] being (72), (95) and (A.18). Now we re-normalize the σ(i)
according to (22) so that on dividing through by a fixed power Xp (in which p = 2μ(k, k) − 1),
(32) becomes a linear equation for X, viz.
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B
+ {τ(k − 1)τ (k − 5)X − τ(k)τ (k − 6)} 1
BC
− · · · . (33)
Finally we employ [5, Eq. (25)] which implies both
σ(k − 1) = kσ (k), τ (k − 1) = kτ(k) (34)
(notice that μ(k − 1, k) = μ(k, k)) so that we may cancel a factor τ(k) throughout (33), each
term involving X collecting a new factor k (or X is replaced by kX). We solve Eq. (33) for X
which gives (23) and completes the proof. 
4. The case k = 7
We apply Theorem 3 which in this case yields
X + ABCDτ(7) +BCDτ(5) −CDτ(3)+ Dτ(1)
7{BCDτ(6)− CDτ(4)+Dτ(2) − 1} . (35)
Next, we evaluate the parameters according to the formulae (4) and (6). These are
A = 195 = 3.5.13, B = 187 = 11.17, C = 3
2.5.13.19
11.17






, F = 5
2.13.22273
455831




We have to express the τ(i) (i  7) in terms of B,C, . . . ,G. In this primary reduction process
A is not involved as it appears only in the equation PS1/PS0 = −X/A in (24) which we have
already used in deriving Theorem 3. Also τ(6) = 7τ(7) by (34) and so we need six equations,
which are 2∗ to 7∗, the last six equations in (24). In [5, Lemma 2] the representation of each
PSh (h  2) together with σ(7)PS1 as a determinant is described: in the cases h = 1, k this
determinant has order k−2 and in the cases 2 h < k the order is k−3. However we do not have
to write down the (k − 2)th order determinants as we proved the following result [5, Lemma 5]:
Lemma 1. For k  3 we have both∑
2ik
(−1)k−iσ (2k − 2i)PSi = 0 (37)
and ∑
2ik
(−1)i−1σ(k − 2i)PSi+1 = 0. (38)
There are some redundant factors in each formula which we have retained for consistency
with previous work. For k = 7 they become
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−σ(7)PS1 + σ(5)PS2 − σ(3)PS3 + σ(1)PS4 = 0. (40)
We divide (39) through by PS7 and employ equations 7∗, 6∗, 5∗, 4∗ in turn to clear the Si and
we apply the re-normalization (22) which clears X: the result is
−EFGτ(6)+ FGτ(4) −Gτ(2) + 1 = 0, (41)
in a similar fashion (40) yields
−BCDτ(7)+CDτ(5) −Dτ(3)+ τ(1) = 0. (42)
We have to expand some determinants and we want these to be of order 4 only: this means that we
should write down the formulae for PSi (2 i  6) according to Lemmas 1 and 2 from [5]: then
we can consider equations 3∗, 4∗, 5∗, 6∗ which involve just these Si , having effectively traded
equations 7∗ and 2∗ respectively for (41) and (42). In the case 2 h < k, PSh is represented by
the determinant whose ij ih entry is




σ(4) σ (5) σ (6) σ (7)
σ (2) σ (3) σ (4) σ (5)
1 σ(1) σ (2) σ (3)
0 0 1 σ(1)
∣∣∣∣∣∣∣
= {σ(1)σ (2)− σ(3)}{σ(3)σ (4)− σ(2)σ (5)}
+ {σ(1)σ (2)− σ(3)}{σ(1)σ (6)− σ(7)}− {σ(1)σ (4)− σ(5)}2, (44)
PS3 =
∣∣∣∣∣∣∣
σ(6) σ (7) 0 0
σ(2) σ (3) σ (4) σ (5)
1 σ(1) σ (2) σ (3)
0 0 1 σ(1)
∣∣∣∣∣∣∣
= {σ(1)σ (2)− σ(3)}{σ(3)σ (6)− σ(2)σ (7)}
− {σ(1)σ (4)− σ(5)}{σ(1)σ (6)− σ(7)}, (45)
PS4 =
∣∣∣∣∣∣∣
σ(6) σ (7) 0 0
σ(4) σ (5) σ (6) σ (7)
1 σ(1) σ (2) σ (3)
0 0 1 σ(1)
∣∣∣∣∣∣∣
= {σ(1)σ (2)− σ(3)}{σ(5)σ (6)− σ(4)σ (7)}− {σ(1)σ (6)− σ(7)}2, (46)
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∣∣∣∣∣∣∣
σ(6) σ (7) 0 0
σ(4) σ (5) σ (6) σ (7)
σ (2) σ (3) σ (4) σ (5)
0 0 1 σ(1)
∣∣∣∣∣∣∣
= {σ(1)σ (6)− σ(7)}{σ(2)σ (7)− σ(3)σ (6)}
+ {σ(1)σ (4)− σ(5)}{σ(5)σ (6)− σ(4)σ (7)}, (47)
PS6 =
∣∣∣∣∣∣∣
σ(6) σ (7) 0 0
σ(4) σ (5) σ (6) σ (7)
σ (2) σ (3) σ (4) σ (5)
0 σ(1) σ (2) σ (3)
∣∣∣∣∣∣∣
= {σ(1)σ (6)− σ(7)}{σ(5)σ (6)− σ(4)σ (7)}
+ {σ(3)σ (4)− σ(2)σ (5)}{σ(5)σ (6)− σ(4)σ (7)}
− {σ(2)σ (7)− σ(3)σ (6)}2. (48)
The next step is to convert the σ(i) into τ(i) via (22), which in this case amounts to σ(1) =
τ(1), σ(2) = τ(2)X, σ(3) = τ(3)X, σ(4) = τ(4)X2, σ(5) = τ(5)X2, σ(6) = τ(6)X3, σ(7) =
τ(7)X3. The right-hand sides of (44)–(48) are homogeneous in X and we find that
X−4PS2 =
{
τ(1)τ (2) − τ(3)}{τ(3)τ (4) − τ(2)τ (5)}
+ {τ(1)τ (2) − τ(3)}{τ(1)τ (6) − τ(7)}− {τ(1)τ (4) − τ(5)}2, (49)
X−5PS3 =
{
τ(1)τ (2) − τ(3)}{τ(3)τ (6) − τ(2)τ (7)}
− {τ(1)τ (4) − τ(5)}{τ(1)τ (6) − τ(7)}, (50)
X−6PS4 =
{
τ(1)τ (2) − τ(3)}{τ(5)τ (6) − τ(4)τ (7)}− {τ(1)τ (6) − τ(7)}2, (51)
X−7PS5 =
{
τ(1)τ (6) − τ(7)}{τ(2)τ (7) − τ(3)τ (6)}
+ {τ(1)τ (4) − τ(5)}{τ(5)τ (6) − τ(4)τ (7)}, (52)
X−8PS6 =
{
τ(1)τ (6) − τ(7)}{τ(5)τ (6) − τ(4)τ (7)}
+ {τ(3)τ (4) − τ(2)τ (5)}{τ(5)τ (6) − τ(4)τ (7)}
− {τ(2)τ (7) − τ(3)τ (6)}2. (53)
We introduce some new variables. These are
u := τ(2)− 7τ(3), v := 7{τ(1)τ (2) − τ(3)}, w := τ(4)− 7τ(5),
t := 7{τ(1)τ (4) − τ(5)}, x := τ(6)− 7τ(7), y := 7τ(1)− 1. (54)
Notice that (54) implies
vw − tu = 7y{τ(3)τ (4) − τ(2)τ (5)}. (55)
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right-hand sides become 7-free, and more concise. We begin with equation 4* which now reads
(cancelling the X across and a factor −x in the numerator and denominator on the right):
1
D
= vw + xy
2
uv + ty , Dy
2x = uv + ty −Dvw (56)
which eliminates x. Next equation 5∗ reads (cancelling X and −x as before)
1
E
= tw − uxy
vw + xy2 =
Dtwy − u(uv + ty − Dvw)
Dvwy + y(uv + ty −Dvw) =
(Dw − u)(uv + ty)
y(uv + ty) (57)
so that provided uv + ty = 0 we obtain
y +Eu−DEw = 0. (58)
Next equation 3∗ reads (cancelling X, and a factor −1 in the numerator and denominator)
1
C
= (uv + ty)x
t2 − vxy − vy−1(vw − tu) =
(uv + ty)(uv + ty − Dvw)
{Dyt2 − v(uv + ty −Dvw)−Dv(vw − tu)}y .




= uv + ty −Dvw
(Dt − v)y , Cv(u− Dw)+ (C − D)ty + vy = 0. (59)
We turn to equation 6∗ which reads
1
F
= wxy + wy
−1(vw − tu)+ u2x
tw − uxy =
(wy + u2)(uv + ty −Dvw)+ Dwy(vw − tu)
Dtwy2 − uy(uv + ty −Dvw)
= (wy + u
2)(uv + ty)− Duw(uv + ty)
(Dwy − uy)(uv + ty) (60)
and after cancelling the factor uv + ty we deduce that
(Dw − u)y + F (Duw −wy − u2)= 0 (61)
which we note may be written in the form
(Dw − u)(y + Fu) = Fwy. (62)
From (58) we know that E(Dw − u) = y and we multiply (62) by E, substitute on the left and
cancel a factor y which yields
y + Fu = EFw, E(Dw − u)+ Fu = EFw, (63)
R.R. Hall / Journal of Number Theory 128 (2008) 2836–2851 2847whence
w = E − F
E(D − F)u, u = −
D − F
F(D − E)y, w = −
E − F
EF(D −E)y. (64)
We may also substitute the formula E(Dw − u) = y into (59), and this yields, on multiplying by
E/y,
−Cv + (C − D)Et +Ev = 0, v = C −D
C − EEt. (65)
Notice that we now have
uv + ty =
{
1 − E(D − F)(C −D)
F(D −E)(C −E)
}
ty = 0, (66)
provided ty = 0. At this point we have written u, v and w as linear functions of t and y, moreover
the formula for x in (56) now simplifies to
Dyx = D −E
C −E t. (67)
We have two remaining unknowns and we utilize Eqs. (41) and (42); we begin by noticing that
τ(1) = 1 + y
7
, τ (2) = v − u
y
, τ(3) = v − u(1 + y)
7y
, τ (4) = t −w
y
,
τ(5) = t − w(1 + y)
7y
, τ (6) = x, τ (7) = x
7
(68)
so that (41) and (42) become, on multiplying by y and 7y respectively
−EFGxy + FG(t −w)− G(v − u)+ y = 0 (69)
and
−BCDxy +CD(t −w(y + 1))−D(v − u(y + 1))+ y(y + 1) = 0. (70)
We see that (69) reduces to a linear equation in t and y when we insert (64), (65) and (67):
G{DF(C −E)−DE(C −D)− EF(D − E)}
D(C −E) t
+ {EF(D − E)−EG(D − F)+ FG(E − F)}
EF(D −E) y = 0. (71)
We define





L = DE(C −D)+EF(D −E)− DF(C −E)









N = CD(E − F)+ EF(D −E)−DE(D − F)








We apply (64), (65) and (67) to (70) which becomes
−Kt + N
EF
y(y + 1) = 0, (77)
and so we may deduce via (76) that





Thus y and t are rational and so by (64), (65) and (67) are u, v, w and x. It follows from (68)
that the τ(i) are all rational and so is X by (23). We require formulae for the τ(i) and find that






+ D − F
F(D −E) =
(C −D)DM






+ E − F
EF(D −E), τ(6) = x =
(D −E)M
(C −E)EFGL. (80)
We employ (79) and (80), grouping the terms involving M together and recognizing K and N
from (72) and (75) to obtain







(employing (78) in the last step). We find from (75) and (78) that
Ny = 24891969728054388113098390160 , (82)
5710343930032512908876879
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the numerator: we see from (68) that τ(1), τ(3) and τ(5) have a term involving the factor y + 1
and so we collect the terms together in two groups, without or with this factor. Hence




(y + 1), (83)
where






V = BC(E − F)+ EF(D − E)−CE(D − F)










DV (y + 1) = 669027114213529155306431637063666138092069019005209320
293584666796861314909966114324281476538005050651
, (86)
whence on the right-hand side of (83) we have
CDMU
GL




The factor EF is common to (81) and (83) and therefore to find X we divide the quantity in (87)




= 22.2288106 . . . . (88)
We may now employ (22) to evaluate the symmetric functions σ(r): we just need numerical
values at this stage so that we can check that the function G(u) is increasing as required. For
comparison with earlier k we tabulate σ(r) here for r  k, 2 k  7 (see Table 2).
Notice that these values depend on the parameters A, . . . ,G and that in the present analysis it
is not clear from the outset that they will be positive. This problem requires further study: for the
moment we treat the outcome σ(r) > 0 as a test of the method. We may now compute the ν(i)
and λ from Table 3 and (11) and as a check we substitute these numbers back into Eq. (15) and
solve this numerically. I found the following roots:
22.22874 . . . , 5.28905 . . .± 25.0235 . . . i, 21.2929 . . .± 17.777 . . . i,
−10.5285 ± 11.16256 . . . i. (89)
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Values of σ(r)
k = 2 k = 3 k = 4 k = 5 k = 6 k = 7
σ(1) 1.57142 . . . 1.89350 . . . 2.06306 . . . 2.12509 . . . 2.10617 . . . 2.02697507 . . .
σ (2) .785714 . . . 1.75900 . . . 2.67778 . . . 3.46349 . . . 4.10414 . . . 4.61860852 . . .
σ (3) – .58633 . . . 1.59430 . . . 2.76189 . . . 3.88703 . . . 4.84551437 . . .
σ (4) – – .39857 . . . 1.30777 . . . 2.63280 . . . 4.21914709 . . .
σ (5) – – – .26155 . . . .96870 . . . 2.13361697 . . .
σ (6) – – – – .16145 . . . .68321542 . . .
σ (7) – – – – – .097602211 . . .
Table 3
Values of ν(i) and λ
k = 2 k = 3 k = 4 k = 5 k = 6 k = 7
ν(1) .4489 . . . .29121 . . . .10180 . . . .05309 . . . .014709 . . . .0071845 . . .
ν(2) 1 .02245 . . . .23155 . . . −.03192 . . . .048406 . . . −.0127135 . . .
ν(3) – 1 −.27483 . . . .28727 . . . −.13720 . . . .0868460 . . .
ν(4) – – 1 −.48219 . . . .38239 . . . −.234600 . . .
ν(5) – – – 1 −.62871 . . . .482207 . . .
ν(6) – – – – 1 −.732655 . . .
ν(7) – – – – – 1
λ .61734 . . . .34378 . . . .15886 .068410 . . . .026066 . . . .00952619 . . .
It is essential that we confirm at this point that the aj lie in the right-hand half-plane. This







(1 i  k). (90)
This is not automatic despite being specified in (9): a similar remark applies as the one above
concerning the positivity of the σ(i). In view of the proposition (14) this outcome is the stronger
test. We may evaluate the aj numerically but I think it is logically more transparent to see that
the roots of the equations U = 0, V = 0 interlock as they should. The positive roots of U and V
are:
u1 = .22733 . . . , u2 = .71363 . . . , u3 = 1.35261 . . . ,
v1 = .45446 . . . , v2 = .97854 . . . , v3 = 1.85863 . . . , (91)
so this condition is satisfied. It will be seen from the tables that the σ(i) behave regularly but not
quite as predictably as we might wish, for the ν(i) depend on them and these are more awkward.
It appears that frequently (−1)k+iν(i) > 0: this holds in 17 out of 21 cases if the obvious cases
involving i = k are discounted.
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In [5] a numerical value only is given for the rational number X. We can report now that the






The numerator and denominator equal 35.52.11.13.59.10883.124112583739723567 and
27.37.683.7937.792989.184068851921, respectively. We notice that the total number of dig-
its δ(k) in the numerator and denominator of X is, in the cases 1 k  7, δ(k) = 1,3,7,17,33,
57,83.
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