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Abstract
There has been growing interest in the past two decades in studying the physical
model of dynamical systems that can be described by nonlinear, non-smooth differential
equations, i.e. non-smooth dynamical systems. These systems exhibit more colourful
and complex dynamics compared to their smooth counterparts; however, their qualitative
analysis and design are not yet fully developed and still open to exploration. At the
same time, Takagi-Sugeno (TS) fuzzy systems have been shown to have a great ability to
represent a large class of nonlinear systems and approximate their inherent uncertainties.
This thesis explores an area of TS fuzzy systems that have not been considered before;
that is, modelling, stability analysis and design for non-smooth dynamical systems.
TS fuzzy model structures capable of representing or approximating the essential dis-
continuous dynamics of non-smooth systems are proposed in this thesis. It is shown that
by incorporating discrete event systems, the proposed structure for TS fuzzy models, which
we will call non-smooth TS fuzzy models, can accurately represent the smooth (or contin-
uous) as well as non-smooth (or discontinuous) dynamics of different classes of electrical
and mechanical non-smooth systems including (sliding and non-sliding) Filippov’s systems
and impacting systems. The different properties of the TS fuzzy modelling (or formalism)
are discussed. It is highlighted that the TS fuzzy formalism, taking advantage of its simple
structure, does not need a special platform for its implementation.
Stability in its new notion of structural stability (stability of a periodic solution) is
one of the most important issues in the qualitative analysis of non-smooth systems. An
important part of this thesis is focused on addressing stability issues by extending non-
smooth Lyapunov theory for verifying the stability of local orbits, which the non-smooth
TS fuzzy models can contain. Stability conditions are proposed for Filippov-type and
impacting systems and it is shown that by formulating the conditions as Linear Matrix
inequalities (LMIs), the onset of non-smooth bifurcations or chaotic phenomena can be
detected by solving a feasibility problem. A number of examples are given to validate the
proposed approach. Stability robustness of non-smooth TS fuzzy systems in the presence
of model uncertainties is discussed in terms of non-smoothness rather than traditional
observer design.
The LMI stabilization problem is employed as a building block for devising design
strategies to suppress the unwanted chaotic behaviour in non-smooth TS fuzzy models.
There have been a large number of control applications in which the overall closed-loop
sys tem can be stabilized by switching between pre-designed sub-controllers. Inspired
by this idea, the design part of this thesis concentrates on fuzzy-chaos control strategies
for Filippov-type systems. These strategies approach the design problem by switching be-
tween local state-feedback controllers such that the closed-loop TS fuzzy system of interest
rapidly converges to the stable periodic solution of the system. All control strategies are
also automated as a design problem recast on linear matrix inequality conditions to be
solved by modern optimization techniques.
Keywords: Takagi-Sugeno fuzzy systems, non-smooth Lyapunov theory, non-smooth dy-
namical systems, piecewise-smooth dynamical systems, structural stability, discontinuity-
induced bifurcation, chaos controllers, dc-dc converters, Filippov’s system, impacting sys-
tem, linear matrix inequalities.
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Chapter 1
Introduction
In the subliminal ego, on the contrary, there reigns what I would call liberty,
if one could give this name to the mere absence of discipline and to disorder
born of chance . . .
Henri Poincare´
In this introductory chapter, the motivation necessary to justify the writing of this
thesis, is given. Non-smooth and smooth dynamical systems are introduced as classes of
nonlinear systems, and Takagi-Sugeno fuzzy systems are discussed. The contributions and
objectives of this thesis are then elucidated and a brief outline of each chapter is given.
1.1 Motivation
The roots of dynamical system theory goes back to Newtonian mechanics and the math-
ematics of multi-valued logic proposed in the early 1900’s by Lukasiewicz. However, since
the 1960’s, chaos theory (discovered by Edward Lorenz [4]) and fuzzy set theory (orig-
inally introduced by Lotfi Zadeh [5]) have coincided to revolutionize research trends in
this area both in theory and application. At first, the two ideas seem to have no or little
common ground, fuzzy logic theory being about incorporating uncertainty into mathemat-
ical precision, and chaos theory being about unstable aperiodic behaviour in deterministic
nonlinear dynamical systems. Nevertheless, over the course of the last 30 years, it has been
revealed that chaotic behaviour is if anything, a more typical rather than a unique feature
of the dynamics of general nonlinear systems [6, 7]. Furthermore, uncertainty and impre-
cision are inevitable properties of a considerably large number of physical processes and
their dynamical models. It has also been recently discovered that non-smooth dynamical
systems show a rich variety of nonlinear phenomena, including chaos, which are unique
to this potentially important class of nonlinear dynamical systems. This has presented a
strong motivation for the author to pursue the work presented in this thesis, namely the
design and analysis of non-smooth dynamical systems using the TS fuzzy approach.
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First of all, there are still many open problems in the area of non-smooth dynamical
systems. The qualitative analysis of non-smooth dynamics demands specialized methods
for modeling, simulation and design of these systems. Although, these methods have
been attempted in some fields, they are still at an early stage of development. Secondly,
having identified the extremely nonlinear behaviour as their main characteristic, there is
an underlying uncertainty in the dynamics of these systems. Therefore, it seems unfeasible
if one tries to look for any general solution for non-smooth systems merely based on precise
information and the resulting numerical models.
Fuzzy systems based on the TS method of reasoning can be very useful and intuitive in
the study of afore-mentioned problems. In fact, they can integrate qualitative knowledge
representations with an ability to express quantitative but imprecise or uncertain informa-
tion. Uncertainty for non-smooth dynamical systems is also a typical property inducing
unique nonlinear phenomena. TS fuzzy systems are well-suited to mathematical analysis
because of their functional consequent structure. As a result, TS fuzzy methods for non-
smooth dynamical systems, are intuitive and advantageous in providing the possibility
of a rigorous mathematical framework for stability analysis, leading to better controller
designs. Most importantly, this body of work, can enhance the reputation of fuzzy method-
ologies by extending their abilities to deal with non-smooth dynamical systems in a more
convincing way to the traditional control and nonlinear dynamics community. Therefore,
the author believes that developing the TS fuzzy system in this respect is a step forward
towards a general theory of uncertainty.
1.2 Smooth nonlinear dynamical systems
In the literature of control theory, the dominant class of nonlinear dynamical systems are
smooth dynamical systems. In fact, the qualitative analysis of non-smooth systems relies
on the understanding of smooth systems. Smooth systems can be represented as ordinary
differential equations (or flows) [8]. To give a simple definition, a smooth system is a
nonlinear mathematical model that can be described by a set of differential equations:
x˙ = f(x, ρ) (1.1)
where f is differentiable everywhere in a given domain and ρ is a system parameter.
Therefore, smooth nonlinear systems as a control problem have the general form{
x˙ = f(x, u, ρ)
y = g(x, u, ρ),
(1.2)
where x ∈ <n is the state vector, u ∈ <m is the control input, ρ is a system parameter and
y ∈ <p is the measurement vector. The qualitative theory of smooth nonlinear systems
must be considered as a mature area of study [8,9] where a wide range of analytical tools
are available. Nonetheless, a generic control method valid for all types of smooth systems
have yet to be developed, and most methods have been expanded for a particular class
of smooth dynamical systems or employ linearization of some kind to take advantage of
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well-established linear control techniques [10].
1.3 Non-smooth dynamical systems
Non-smooth dynamical systems (NSDS) (or in another widely-used terminology, piece-
wise smooth dynamical system (PWS)) have been progressively the subject of attention
in the past twenty years. A non-smooth dynamical system is described by a finite set
of ordinary differential equations (ODEs) which are smooth in different regions Si, i =
1, 2, . . . , n of phase space but becomes non-smooth across the boundaries or intersection
of the neighboring regions. The formal definition which according to diBernardo [7] can
be given by a group of non-smooth flows:
x˙ = Fi(x, ρ), for x ∈ Si, (1.3)
where F : <n+m → <n is a non-smooth function or flow, ρ ∈ <m is a system parameter
and x ∈ <n is the vector of system states. Each vector field Fi is smooth in each phase
space region Si (each Si has a non-empty interior) and described by a smooth, different
functional form fi or flow Φi. Each vector field Fi is non-smooth across the intersection
Σij := S¯i
⋂
S¯j , an <n−1-dimensional smooth manifold, which is also called a discontinuity
set or switching manifold.
Generally speaking, these are dynamical systems mathematically modeled with non-
smooth or discontinuous functions in their right-hand side1. Dynamical systems of this
sort are important due to the fact that problems to be modeled and solved with the help of
non-smooth functions are practically ubiquitous. Examples includes switching electrical
circuits, which will be treated in detail in this thesis, mechanical devices in which the
parts experience impacts with each other (such as gear assemblies and impact oscillators),
mechanical systems with dry friction, sliding or squealing, robotic systems controlled by
any kind of switching mechanism and complex biological and financial models where an
unexpected discrete action can change the whole system dynamics. Taking a closer look, all
these problems share a common attribute. Triggered by an event, their continuous dynamic
is abruptly changed to a completely different continuous dynamic. Therefore, the resulting
model is piece-wise smooth in nature. For a long period of time, this group of systems had
been ignored based on the assumption that the behavior of any problem can be defined with
a dynamical system having smooth function of its argument. As a result, the qualitative
theory of smooth systems have been exhaustively developed to explain the underlying
nonlinear phenomena in many applications including fluid dynamics, population biology,
computational astrophysics and some chaotic dynamics in meteorology. However, not until
the Russian mathematician - Filippov - categorized and developed the theory of equations
with discontinuous right-hand side [11], did researchers notice the existence of the broad
category of non-smooth systems giving engineers access to the tools needed to analyze and
understand these systems.
1RHS or right-hand side is merely a name for a term as part of an expression; and they are in practice
interchangeable since equality is symmetric. The equation on the right side/right part of the ”=” sign is
the right side of the equation and the left of the ”=” is the left side/left part of equation. For instance,
the right-hand side in (1.3) is ”Fi(x, ρ), for x ∈ Si” and the left-hand side in (1.3) is ”x˙”.
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The original idea of systems whose continuous routines can be changed by the firing
of an asynchronous discrete event, was theoretically recognized and applied by computer
scientists in the 1930s. Alan Turing had an influential role in providing a mathematical
framework to apply those concepts to modern computers in the form of finite automata [12]
and Petri nets [13]. However, control theorists and engineers didn’t show any interest in
developing these ideas for dynamical systems, mainly due to the belief that all physical
systems behave naturally as smooth functions. At the time, that was a reasonable as-
sumption to make if the dynamics were to be viewed at large. In this case, the time
period of a discrete event, i.e. an impact, would be so infinitesimal compared to the time
span of the system evolution that any abrupt transition can be easily neglected and the
overall dynamical model treated as a smooth system where complex but familiar scenarios
occur. However, pursuing the radical work of Filippov with the tools developed earlier
by Poincare´ on the qualitative theory of differential equations, researches were becoming
disillusioned with traditional ideas as a result of discovering that in many physical systems
a completely separate set of dynamics, can arise because of a discontinuous or non-smooth
transition. For example, an abrupt transition from a strongly stable periodic motion to full
scale chaotic motion can frequently occur in a non-smooth system with a small variation
in its parameters, whereas this phenomena is not observable in a smooth system unless it
undergoes a series of period-doubling bifurcations, famously called a Feigenbaum cascade,
leading to chaos. As a result, new modeling methods started to be introduced to consider
the discontinuous behavior of non-smooth systems and the resulting rich mathematical
structures. A number of proposals were made in the late 1980s mostly involved with
synthesizing models where the continuous dynamics can interact with discrete events.
The main qualitative concepts of smooth nonlinear systems, such as structural stabil-
ity, bifurcation and chaos [8], should also have been redefined to provide a test-bed for
non-smooth systems and their unique dynamical phenomena. These extended, or in some
cases, newly developed concepts, like flows and discontinuous maps, play an essential role
in solving the engineering problems leading to these concepts. Even though the classifi-
cation first proposed by Filippov [11] is able to describe an important group (Filippov’s
systems) of what is today considered a much larger group of non-smooth systems, the ob-
served unique nonlinear phenomena in these systems demand a rather distinct but novel
classification, formalism and even codimension for non-smooth dynamical systems. The
classification needs to be inclusive enough to consider all different system topologies. The
formalism needs to be general and all-embracing to describe a wide class of non-smooth
systems with different degrees of smoothness and the resulting models should be able to
handle the intricate web of discontinuity boundaries the phase space of a non-smooth
system normally contains. Even for the most analytically-developed formalisms like, com-
plementarity systems and variational formulation based on differential inclusions, there is
no promise of characterizing the existence and uniqueness and hence the stability of the so-
lution in all possible circumstances. In particular, investigation of the stability of periodic
solutions demands a comprehensively-defined formulation to provide errorless modeling
methods.
Control algorithms for non-smooth dynamical systems have evolved in tandem with
5 1.4 Takagi-Sugeno fuzzy systems
the qualitative analysis of these systems, specifically the stability in its classical notion
(stability of equilibria) or in its structural notion (stability of invariant sets or periodic
solution). The goal is to design control strategies to stabilize the system through proving
the stability of some target state, which naturally would be either an equilibrium point or
a limit cycle (period-I stable) [14–16]. Various ideas exist in the control theory literature
based on some sort of switching mechanisms or somehow curbing the sliding dynamics of
the system of interest. Nevertheless, successful attempts are largely focused on avoiding
the bifurcation phenomenon or suppressing the unwanted chaotic behavior of the specific
non-smooth systems in application like power electronic converters (see [1] and the refer-
ences therein), walking robots [17, 18] and automotive systems [19]. The initial trend in
controlling chaos was created by the idea of E. Ott, C. Grebogi, and J. A. Yorke [20, 21].
The control goal, based on this idea, can be achieved through a small perturbation of
an accessible, time-independent parameter. However, the implementation of this strategy
was found to be problematic on higher-dimensional systems, largely because of noise and
the computational burden. Henceforth, other control strategies were proposed to resolve
the practical issues of chaos control [22, 23]. Noticeably the most recent class of control
strategies, specially for non-smooth systems, have been initiated in the area of control en-
gineering. This class of controllers, chiefly employing state-feedback mechanisms, proved
to be most successful in suppressing chaos or bifurcation while guaranteeing practically
important factors like robustness to noise and external disturbances [24–26]. All in all, im-
proving the design and robustness of feed-back control algorithms for non-smooth systems
is intensively entangled with the qualitative analysis of the dynamics including numerical
methods, modeling and stability. These, in turn, do not follow from the well-known meth-
ods for smooth nonlinear systems and there is still much to be discovered in the area of
non-smooth dynamical systems.
1.4 Takagi-Sugeno fuzzy systems
As this thesis aims to enhance Takagi-Sugeno (TS) fuzzy systems for the design and
analysis of non-smooth dynamical systems, TS systems must be properly treated. When
TS fuzzy systems were first introduced by the pioneering work of Takagi and Sugeno [27], it
was designed to model a smooth nonlinear system by means of fuzzy approximations. This
modeling technique was later elaborated and named as the TS fuzzy modeling approach
[28]. Regardless of how to obtain a TS fuzzy model, the overall system can be expressed
as
x˙ =
∑l
j=1 w
j(θ)(Ajx+Bju+ aj)
y =
∑l
j=1 w
j(θ)(Cjx+Dju+ cj),
(1.4)
where the matrices A ∈ <n×n, B ∈ <n×m, C ∈ <p×n, D ∈ <p×m, aj ∈ <, cj ∈ <,
θ(t) ∈ <q is a vector of time-varying parameters, which is confined to a compact set
θ ∈ Θ, and the weighting functions wj(θ) denote a convex disintegration of Θ describe by
a fuzzy rule base. Therefore, a TS fuzzy system can be viewed as the convex combination of
the consequent parameter-varying affine local models (The structure of TS fuzzy systems
will be discussed in detail in Chapter 3). There has been a consensus that the TS fuzzy
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system of the form (1.4) is, in theory, able to model or approximate any smooth nonlinear
system to an arbitrary accuracy [28].
1.5 Contributions
The scientific contributions of this thesis are highlighted as follows:
As mentioned in the last section, the TS fuzzy model structure of the form (1.4) is
considered as universal approximators for nonlinear systems. However, this so-called uni-
versal approximation capability is limited to smooth dynamical systems. As a result, it
is necessary to come up with a novel structure of TS fuzzy systems capable of modeling
non-smooth dynamical systems and representing their ensuing unique nonlinear phenom-
ena. The first contribution of this thesis is to propose and develop a TS fuzzy modeling
structure suitable for the representation of the discontinuous nature of NSDS and all their
complex nonlinearities. It will be shown that the proposed fuzzy formulation can accu-
rately model important groups of non-smooth systems including Filippov’s systems (sliding
or non-sliding) as well as NSDS with discontinuous state jumps (impacts). Filippov sys-
tems mainly arise in models of electrical circuits with (ideal) diode elements, controlled
systems with encoders or mechanical systems with dry friction. Impacting system em-
brace mechanical systems where there are impacts between rigid bodies. The dynamic
behaviour, existence and the uniqueness of the novel TS fuzzy modeling solutions in terms
of sliding motions and discontinuous state jumps (impacts) are also analyzed and dis-
cussed. Two major approaches for obtaining TS fuzzy models based on the new structure
is also suggested in Chapter 3 for NSDS with affine or nonlinear vector fields.
The second major contribution of this thesis is providing a Lyapunov-based framework
for the complicated structural stability analysis of limit cycles for non-smooth dynamical
systems based on their TS fuzzy models. The new framework for structural stability,
unlike the existing classical stability results for fuzzy systems (stability of equilibria) is
able to analyze the stability of stable and unstable limit cycle and to locate the onset of
bifurcation or chaotic orbits. It is also shown how the stability results are formulated as
Linear Matrix Inequalities with partitioning of the fuzzy state space into flexible regions.
The stability robustness issues of the new structure of TS fuzzy systems and how
the unmodeled system uncertainties can be compensated for by selecting specific sets
of discrete events (or the fuzzy sub-vector fields) to insure structural stability are also
discussed.
The third major contribution of this thesis, is to further develop the proposed structural
stability analysis framework for a novel TS model-based design strategy, to suppress the
chaotic behaviour in Filippov’s systems exemplified by DC/DC electronic converters. The
novel control scheme avails from the concepts of gain-scheduling and switching controllers
to design state feed-back local controllers.
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1.7 Organization of the thesis
The outline of the chapters of this thesis is as follows:
Chapter 2 is dedicated to the back-ground study of non-smooth dynamical systems
and existing analytical tools for their analysis. The major types of NSDS and their unique
dynamics are studied through different case studies. The first case study is focused on
a group of single-diode switching electronic converters, namely the dc-dc boost and buck
converters, which are typical examples of Filippov systems exhibiting rich nonlinear phe-
nomena. The second case study is an important mechanical impacting system, an hard
impact oscillator, which is a non-smooth system with discontinues state jumps. The next
case study is also a mechanical system with dry friction, showing a variety of siding dynam-
ics. These case studies are representative of the major groups of non-smooth systems with
a broad variety of complex dynamics. An overview of the existing qualitative theory and
concepts for NSDS is then given where the notion of structural stability and non-smooth
bifurcation, known as discontinuity-induced bifurcation, is formally introduced along with
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a discussion of the tools, like discontinuity mapping, available for studying and analyzing
these bifurcation phenomena.
Chapter 3 gives a brief review of the TS fuzzy modeling structure for smooth dynam-
ical systems and the available methods for constructing such a model. The deficiencies of
the current modeling approach in modeling a non-smooth system are then shown through
a simple example. A novel TS fuzzy modeling structure is then synthesized to overcome
the deficiency. After formalizing the definition of the new structure, the properties of
the non-smooth TS fuzzy model (a term coined by the author) in terms of representing
sliding motions and impacting dynamics are discussed. The sufficient conditions for guar-
anteeing the existence and uniqueness of the solutions are addressed as a supplement to
the universal approximation theorem of fuzzy system to include non-smooth systems as
well as smooth system. Two major approaches are proposed to obtain a non-smooth TS
fuzzy model. The success of the modeling approaches are illustrated through a number
of examples, including the case studies introduced in chapter 2. The chapter ends with a
discussion of the direct numerical simulation technique that will be employed throughout
the rest of the thesis for implementing the structure of non-smooth TS fuzzy modeling
and investigating the dynamics of example systems.
Chapter 4 is chiefly concerned with the the structural stability of non-smooth TS
fuzzy systems in the Lyapunov sense. First, an overview is given of existing stability
results for TS fuzzy system. Then different theorems for the bifurcation analysis (stability
of limit cycles) of non-smooth TS fuzzy systems are proposed. The stability theorems are
developed based on searching for non-smooth Lyapunov functions in different but flexible
regions of fuzzy state space. All the stability theorems are then formulated as linear
matrix inequalities (LMI) problems, to be solved by interior-point optimization methods.
Through the different case studies, it is shown how by solving the LMI stability problems,
the onset of bifurcation and chaos can be located. Stability robustness to guarantee
stability in terms of the model uncertainties in selecting the location of the switching
events and the fuzzy sub-vector fields, is discussed. Stability robustness issues arisen from
model uncertainties are addresses and discussed.
Chapter 5 starts with a collective literature on fuzzy control strategies for controlling
chaos. A model-based TS fuzzy control design problem, recast on LMIs, is developed
to suppress the unwanted chaos or bifurcation. The control methodology is the direct
application of LMI stability conditions proposed in chapter 4, inspired by gain-scheduling
concepts for designing local switching controllers. The strength of the methodology is
shown in dc-dc electronic converters where the stable period-1 behaviour is preserved for
a long range of operating conditions.
Chapter 6 concludes the whole thesis. Several open problems are suggested for future
research.
Three appendices are also included. Appendix A presents the modeling and analysis
of the current-mode controlled C´uk converter as an example of higher order non-smooth
Filippov system. Appendix B includes description of linear matrix inequalities (LMIs) and
how a non-conservative formulation can be obtained for the analysis proposed in Chapters
4 and 5. System parameters used in this thesis are given in Appendix C.
Chapter 2
Background
For a superficial observer, scientific truth is beyond the possibility of doubt; the
logic of science is infallible, and if the scientists are sometimes mistaken, this
is only from their mistaking its rule . . .
Henri Poincare´
Lets explain the atypical behaviour of a non-smooth system by bringing a provocative
example, the dynamics of mechanical impacts with a rigid body, which surprisingly has
stimulated the historical development of the theory of non-smooth systems. The impacting
behavior, as an engineering problem, can be found in a range of mechanical systems from a
simple motion of an elastic bouncing ball to sophisticated walking robots. The impacting
system, in its simplest form, is comprised of a hard wall positioned at a distance σ from
the center of a mass which is subject to the instantaneous impact with the wall. Upon
each impact with the hard wall, driven by a periodical external force, the mass experiences
an instantaneous reversal of its velocity or simply a completely different behavior in the
state evolution of the system. The overall dynamics of this example can be modeled in an
event-driven fashion where the system states smoothly evolve until it’s interrupted by an
event, the sudden change in velocity, and the scenario repeats. To fully understand the
dynamics of those subsequent events, the relation of the system states immediately before
the event (impact) to the ones immediately after the event, needs to be known. One of
the fundamental tools, to study this property, is Poincare´ or discrete-time discontinuity
mapping that can express the relation in a lower-dimension by sampling the system states
at a fixed time. In case of the impacting system, the map is also non-smooth as the
dynamics of the system just before the impact is different from when the impact occurs.
Therefore, even in a simple impacting system with its seemingly-linear differential equa-
tion, by introducing instantaneous impacts, the system becomes a highly-nonlinear (and
in some cases, transcendental) equation. These equations show a variety of interesting
phenomena, including non-smooth bifurcation and abrupt transition to a chaotic behavior
unseen in smooth dynamical systems.
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2.1 Non-smooth dynamical systems - Case studies
To begin the detailed discussion of NSDS, these case studies will be examined as archetypal
non-smooth systems exemplifying the colorful but complex dynamics of these systems.
2.1.1 Case Study I: DC-DC electronic converters
DC-DC power electronic converters are designed to convert electrical energy at high effi-
ciency. They fulfill this purpose by employing switching components, such as transistors,
diodes and energy-storing components such as inductors and capacitors. Although power
electronic converters may not seem complicated from the viewpoint of circuit design, the
combination of both type of components (passive and active) makes these circuits highly
nonlinear, time-varying dynamical systems. Furthermore, the control circuits commer-
cially used for DC-DC converters involve nonlinear components such as comparators,
PWM generators, multipliers, phase-locked loops, monostables and digital controllers.
When driven beyond their operating limits, these circuits become complex systems that
can show a variety of nonlinear phenomena including period-doubling bifurcations and
chaos [1, 29, 30]. As a result, they become a subject of interest from the mathematical
point of view as they fall into the category of non-smooth Filippov systems, later in-
troduce as equations with discontinuous right hand sides. The case studies selected as
examples of electrical Filippov system in this section are the most conventional, single-
diode DC-DC electronic converters, namely the boost and buck converters (2.1).
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Figure 2.1: Single-diode DC-DC (a) boost and (b) buck power electronic converters along
with their control circuits. R, L, C, D and S stand for resistance, inductance, capacitance,
diode and switch in both circuits. rV D, rS , rL and rC are the parasitic resistance of the
diode, switch, inductance and capacitance respectively in the boost converter circuit. All
the parameter values can be found in Appendix C.
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In the boost converter, shown in Fig. 2.1a, the current-mode control logic switches be-
tween the ’OFF’ and ’ON’ states. When the controlled switch S is in the ON state, the
current through the inductor increases until it reaches the given reference current value
Iref. The controlled switch S is then turned OFF by an arriving clock pulse to reduce
the inductor current and charge the output capacitor to a voltage higher than the input
voltage. During the OFF period, any arriving clock pulse is ignored. The operation just
described is assumed to be in continuous-conduction mode (CCM) where the inductor
current never falls to zero. In this mode, the dynamics of the converter is governed by two
sets of differential equations associated with the OFF and ON states:
diL
dt
=

Vin
L −
iL
L (rL + rV D +
RrC
R+ rC
)− vC RL(R+ rC) , S is off ;
Vin
L −
(rL + rSW )
L iL, S is on
(2.1)
dvC
dt
=

1
C(R+ rC)
(RiL − vC), S is off ;
− vC
C(R+ rC)
, S is on.
(2.2)
where the inductor current iL and output voltage vC are the state variables.
In the buck converter circuit, the pulse-width modulation PWM scheme provides a
bi -state logic for voltage-mode control to regulate the output voltage. In this way, a
given value of reference voltage Vref is subtracted from the output voltage v(t), and the
error is amplified by A, the gain of the feedback loop, to form the control signal vcon =
A(v(t)− Vref ) 1. The switching signal is then generated by comparing the control signal
with the periodic sawtooth signal vramp. When vcon < vramp, the state of the switch S is
ON, imposing the input voltage Vin across the LC circuit. The switch S is turned OFF
when vcon > vramp and the diode D conducts to keep the current flowing in the inductor.
The dynamics of this circuits can also be described by two sets of differential equations as
follows:
diL
dt
=

Vin−v
L , S is off ;
− vL, S is on.
(2.3)
dv
dt
=
1
C
(iL − v
R
) (2.4)
where the state variables are the inductor current iL and output voltage v.
Under stable conditions, the close-loop control provides a regulated dc output for the
converter, with a mean value close to the desired voltage (or a maximum dc value close to
the desired current in the peak current-mode control boost converter) with a period equal
to the period of the PWM signal. This condition is usually referred to as a period-1 stable
condition (see Figs. 2.3 and 2.2 for the boost converter). However, if the system param-
eters are varied even sightly beyond specified operating limits, the system may undergo
a period-doubling bifurcation leading to chaos [33]. This scenario is shown for the boost
1It is possible to use PI controllers for controlling buck converters although this may increase system’s
dimensions to three due to the additional capacitor in the feedback loop. However, the conventional
control method for the buck converter is the proportional controller that we study here which is also
considered by others for an investigation of nonlinear phenomena [31, 32] (also see [1] and the references
therein)
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and buck converter in the form of a phase plane diagram v − i in Fig. 2.4 and Fig. 2.5
respectively, where a stable period-1 orbit upon the variation of input voltage Vin loses its
stability to a period-2 orbit and then with a higher value of Vin, a chaotic orbit is born.
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Figure 2.2: Nominal stable period-1 operation of the current-mode controlled boost con-
verter. The period of the regulated output signals of (a) voltage and (b) current of the
boost converter are equal to the period of the PWM signal.
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Figure 2.3: In nominal stable period-1 operation of the voltage-mode controlled buck
converter, the period of the regulated output signals of (a) voltage and (b) current, are
equal to the period of the ramp signal vramp.
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Figure 2.4: Periodic orbit of the boost converter: (a) period-1 stable operation with
Vin = 50V, (b) period-2 operation with Vin = 35.7V and (c) chaotic operation with
Vin = 20V. The symbol (inside the bracket in labels) represents the variable of the
respective label not the unit.
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Figure 2.5: Periodic orbit of the buck converter: (a) period-1 stable operation with Vin =
23V, (b) period-2 operation with Vin = 24.53V and (c) chaotic operation with Vin = 33V.
The symbol (inside the bracket in labels) represents the variable of the respective label
not the unit.
The long-term behaviour of a system upon the variation of a system’s parameter is referred
to as bifurcation diagram and the parameter is varied is called bifurcation parameter. For
instance, the bifurcation diagram in Fig. 2.6 is derived from the repetitive sampling at the
clock instance with the period of T , when the input voltage Vin is varied as a bifurcation
parameter. Close to the operating point Vin = 24.515, a single periodic orbit undergoes
a destabilizing period-doubling bifurcation, leading to a sudden large chaotic orbit (Fig.
2.4c) close to the operating point Vin = 32.341. The detection of such a sudden transition
to the chaotic orbit is only possible if studying the non-smooth model of the converter [1].It
is also noticeable from the bifurcation diagram in Fig. 2.6, that for the range of parameter
variation (from Vin = 24 to Vin = 25), other periodic orbits can coexist with the period-1
orbit [1, 34].
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Figure 2.6: The bifurcation diagram summarizes the simulated dynamics upon varying
the input voltage Vin as a parameter of the buck converter. The narrow band starting
very close to the operating point Vin = 24.16 shows that a period-3 attractor can coexist
with the stable period-1 orbit (coexisting attractors). This condition cannot be visible in
the experimental setup of the converter [1] but it is well observed in numerical simulations
where a large number of initial conditions are chosen randomly.
2.1.2 Case Study II: A hard-impact oscillator
From classical mechanics to modern systems, many cases can be found involving impacting
behaviour (see [7, 35] and the references therein). The simplest impacting system may be
considered as the motion of an elastic ball bouncing vertically on a rigid surface such as
a table. The impacting system considered here is a one-degree-of-freedom hard impact
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oscillator (Fig. 2.7). This system and its dynamics have been considered frequently in the
study of non-smooth dynamical systems [36–42]. This hard impact oscillator is comprised
of a hard wall positioned at a distance σ from the center of a mass, which is subjected
to an instantaneous impact with the wall. The state evolution of the system can be fully
described by the position u(t) and the velocity v(t) = dudt = u˙(t) of its center of mass.
σ
c
k u
M G(t)
 
Figure 2.7: A one-degree-of-freedom hard impact oscillator.
Assuming a linear spring and a dashpot attaching the mass to a datum point, the free
motion of impacts can be represented by the dimensionless differential equation
d2u
dt2
+ 2ζωn
du
dt
+ w2nu = g(t), if u > σ. (2.5)
where ζ = c/2
√
kM is the viscous damping factor, ωn =
√
k/M is the natural frequency
of the oscillation and g(t) = G(t)/M is the applied external force. It is possible to
apply different types of forcing function g(t) fed from the external flow or the solution
of another problem [43]. However here, we apply a periodic sinusoidal forcing function,
g(t) = Fcos(wt) with period T = 2pi/w and amplitude F [7]. With mass and stiffness
scaled to unity, in a free-motion condition in the region u > σ, the impact with a rigid
obstacle takes place at some time t0 at which the position of the mass u = σ. In fact, at
t = t0, the motion and the velocity just before the impact (u(t0), v(t0)) := (u−, v−) are
mapped to the zero-time motion and the zero-time velocity just after the impact (u+, v+)
as:
u+ = u− and v+ = −rv−, (2.6)
where 0 < r < 1 is Newton’s coefficient of restitution. The restitution law indicates the
overall effect of a swift energy dissipation through the propagation of shock waves. There-
fore, the value of r depends on the geometry of the system components as well as their
material properties [44]. The impacting system here is assumed to have a perfect, instan-
taneous impact, though implementing such an impacting system in practice is arduous
and needs a special setup [45].
The system (2.5) would be linear without the presence of instantaneous impacts so
its solution will not be affected by parameter variation. However, the impacts, cause dis-
continuous changes in velocity (discontinuous state jumps) in the dynamics as described
by (2.6), transforming the whole system to a non-smooth system. The system is, then,
greatly influenced by a change in system parameters. This would become more clear if we
observe the periodic solutions of the system (2.5) and (2.6) for different parameter values
of, say, forcing function amplitudes F . A drastic qualitative change is observable when by
slightly changing the value of F , the stable orbit (Fig. 2.8a) turns to a completely chaotic
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orbit (Fig. 2.8b).
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Figure 2.8: Periodic solutions of the hard-impact oscillator (2.5)-(2.6) when (a) period-1
stable with F = 0.275N and $ = 2.97, (b) chaotic with F = 0.276N and $ = 2.97. The
symbol (inside the bracket in labels) represents the variable of the respective label not the
unit.
In terms of its global dynamics, experimental results are also in close agreement with
the solution of this idealized model of the impact oscillator [46]. These results are typi-
cally demonstrated via a bifurcation diagram where a range of the solution data is plotted
against the parameter F . Looking at a much longer range of parameter variation in the
bifurcation diagram of Fig. 2.9a, it can be observed that a verity of chaotic orbits exist
with stable or unstable period-n orbits. This intermittent chaotic orbits interrupted by
different periodic orbits (period-2 to period-8) is specifically noticeable in the range of
F ∈ [0.24, 0.28]. However, focusing on the much narrower range of F ∈ [0.275, 0.278] in
Fig. 2.9, a unique bifurcation phenomenon is observable, where there is a sudden transition
from a stable orbit to a large chaotic orbit.
This abrupt qualitative transition, called a grazing bifurcation, is associated with non-
smooth systems, which later in this chapter, will be classified as a discontinuity-induced
bifurcation (DIB) [7]. A DIB cannot be observed in smooth dynamical systems where
a chaotic orbit can be met only after a (Feigenbaum) cascade of period-doubling bifur-
cations to (2k, 2k) orbits, for k = 1, 2, . . . ,∞ [7, 8] (except in some rare cases which will
be mentioned in Section 2.2.2). The grazing bifurcation, occurring at zero-velocity im-
pact, is a crucial, difficult-to-analyze problem, which will be discussed later in this chapter.
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Figure 2.9: The bifurcation diagram (a) shows the ω-limit set for increasing F ∈ (0.2, 0.34)
for $ = 2.97, (b) magnified to show the qualitative change of the solution (u, v) from a
stable periodic behaviour when F = 0.275N and $ = 2.97 to a chaotic behaviour when
F = 0.276N and $ = 2.97 [2].
2.1.3 Case Study III: A dry-friction oscillator
Another important example of NSDS showing a different group of dynamics - sliding
dynamics - is mechanical systems with dry friction or stick-slip vibrations. Several different
systems of this type have been studied, looking for bifurcation phenomena and chaotic
behavior [47–50]. The model of interest here is a forced one-degree-of-freedom dry-friction
oscillator [3, 7], illustrated in Fig. 2.10.
This model consists of a mass M which can move freely on a surface that is attached
to a fixed point through a spring with a stiffness coefficient of K. In the forced model,
the mass M is subject to a sinusoidal force and placed on a driving belt moving with a
constant velocity V such that the relative motion between the mass and the belt follows
a kinematic dry-friction law. Therefore, the equations of motions can be expressed with a
nonlinear Coulomb friction law as:
u¨+ u = P (1− u˙) + F cos(ωt) (2.7)
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Figure 2.10: A model of forced dry-friction oscillator [3]
where
P (1− u˙) = α0sgn(1− u˙)− α1(1− u˙) + α2(1− u˙)3 (2.8)
is a Coulomb friction law, (1 − u˙) represents the relative velocity between the driving
belt and the mass. αi, i = 0, 1, 2 are positive constants determined by the material
characteristics of the mass and the belt, which, in our case, are assumed to be α0 = α1 =
1.5 and α2 = 0.45. F is the amplitude and ω is the frequency of the sinusoidal forcing
function. Without the loss of generality, the mass M , stiffness K and the velocity V can
all be set to unity in (2.7).
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Figure 2.11: A simpler model: an unforced dry-friction oscillator.
To better understand the dynamics of dry-friction system, the equation of motion in
the absence of sinusoidal forcing and with a simple Coulomb friction law (see Fig. 2.11)
can be alternatively expressed by:
Mx¨+ P (x˙) +Kx = 0, (2.9)
where x is the displacement, M is the mass, K is the spring stiffness and the Coulomb
friction law is
P (x˙) =
{
P0, if x˙ > 0,
−P0, if x˙ < 0,
(2.10)
where P0 is a positive constant. Therefore, system dynamics can be equivalently described
by:
x˙2 +
k
m
(x+ P0/k)
2 =
k
m
c2 if x˙ > 0, (2.11)
x˙2 +
k
m
(x− P0/k)2 = k
m
c2 if x˙ < 0, (2.12)
where c ≥ 0. This dynamic behaviour is also depicted in Fig. 2.12 where a non-smoothness
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is noticeable at the plane x˙ = 0 due to the Coulomb friction. Hence, the dynamic is
undefinable at the surface x˙ = 0 (referred to as the discontinuity surface or the switching
manifold) in the sense of smooth differential equations. However, the solution trajectories
show a new type of motion called sliding motion, and the mode of behavior when sliding
motions occur is called a sliding mode [7,10,51]. In real scenarios, sliding motions do not
take place exactly at the manifold {x˙ = 0} but in some neighborhood of it, called the
sliding region. In our case, the switching manifold is the sliding region, where the vector
fields closely above and below the switching manifold, are both attracted to x˙ = 0 and
never leave this manifold (see Fig. 2.12).
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Figure 2.12: Solution trajectories of the unforced dry-friction oscillator (model (2.9)).
Returning to the forced model of (2.7) with the nonlinear Coulomb friction law (2.8),
the sliding motion leads to an interesting phenomena when letting the frequency ω vary
as a bifurcation parameter. For a frequency of ω ' 1.7078, the oscillator undergoes a
bifurcation visible in Fig. 2.14, which similar to the grazing bifurcation in the previous case
study, is an abrupt transition to a chaotic orbit [52]. This discontinuity-induced bifurcation
takes place when the stable sliding orbit at the forcing frequency of ω = 1.7077997 becomes
tangent (grazing) to the switching manifold, and the boundary of the sliding region where
the set u˙ = 1 attracts the system trajectories (see Fig. 2.13). In a real system, this
scenario is realizable when the dry-friction oscillator try to immediately enter a stick-slip
phase from a purely slip phase. While in the chaotic region, the trajectory constantly
enters the stick phase and always exit from it with a different phase but with the same
velocity or position [52].
2.2 Theory and concepts of NSDS
2.2.1 Classification
The case studies described above represent different types of non-smooth systems (see
Fig. 2.15). NSDS can be classified based on their degree of smoothness or DoS [7], which
19 2.2 Theory and concepts of NSDS
2.521.50.50 1
-1
-0.5
0
  
0.5
1
(a)
2.521.50.50 1
-1
-0.5
0
  
0.5
1
1.5
-1.5
(a)
Figure 2.13: If the forcing function amplitude is set to F = 0.1, then (a) 4T stable periodic
orbit at the forcing frequency ω = 1.70781, (b) chaotic orbit induced by grazing the
boundary of sliding region (grazing-sliding event) at the forcing frequency ω = 1.7077997
where the discontinuity-induced bifurcation occurs.
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Figure 2.14: The bifurcation diagram shows the grazing-sliding bifurcation where there is
a sudden transition to a chaotic attractor.
actually describes different dynamics with respect to the switching manifold (see Table
2.1). In brief, the degree of smoothness can be described by the partial derivatives of the
non-smooth function Fi. If the equation (1.3) is redefined as:
x˙ =

F1(x, ρ), for x ∈ S1
F2(x, ρ), for x ∈ S2
...
Fn(x, ρ), for x ∈ Sn
(2.13)
where Fi, i = 1, 2, . . . , n generates flows Φi, i = 1, 2, . . . , n. The 1st, 2nd and the 3rd
partial differentiation of Fi(x) will be
∂Φi(x, t)
∂t
∣∣∣∣
t=0
= Fi(x),
∂2Φi(x, t)
∂t2
∣∣∣∣
t=0
=
∂Fi
∂Φi
∂Φi
∂t
,
∂3Φi(x, t)
∂t3
∣∣∣∣
t=0
=
∂2Fi
∂Φ2i
(
∂Φi
∂t
)2
+
(
∂Fi
∂Φi
)2
∂Φi
∂t
.
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Therefore, if the first partial derivative of flows ∂Φi(x, t)
∂t
∣∣∣∣
t=0
6= ∂Φj(x, t)
∂t
∣∣∣∣
t=0
at the dis-
continuity set Σij , then the non-smooth system has a DoS of one. However, if the first
partial derivative of flows ∂Φi(x, t)
∂t
∣∣∣∣
t=0
= ∂Φj(x, t)
∂t
∣∣∣∣
t=0
but the second partial derivative
of flows ∂
2Φi(x, t)
∂t2
∣∣∣∣
t=0
= ∂
2Φj(x, t)
∂t2
∣∣∣∣
t=0
at the switching manifold Σij , then we have DoS
of two and so on.
NSDS
Impacting systems (0) Filippov-type systems (1) Non-smooth Continuous
          systems (2+)
Sliding Filippov's 
    systems (1)
Non-sliding Filippov's 
         systems (1)
Hard-impact oscillators Dry-friction oscillators Power electronics
      converters
Bi-linear oscillators
Figure 2.15: The classification of non-smooth dynamical systems (NSDS). The number in
brackets associated with each block represents the degree of smoothness (DoS).
2.2.2 Smooth bifurcations
Smooth bifurcations arise in smooth dynamical systems of the form (1.2) (and smooth
maps). These are basically bifurcation scenarios where upon any parameter variation,
there are often involved period-doubling bifurcations leading to a chaotic orbit [8]. As
introduced in Section 1.2, the system (1.1) is smooth if f is differentiable everywhere and
up to any order in both x and ρ. Fixed points x∗ of the smooth system (1.1) are solutions
derived from solving the following algebraic equation:
0 = f(x, ρ). (2.14)
A diagram illustrating a scalar measure of the n-vector x versus the variation of a param-
eter ρ, where (x∗, ρ) is a solution of (2.14), is referred to as a bifurcation diagram [53].
In smooth systems, the bifurcation branches are smooth (curves of solutions (2.14) under
variation of ρ) but can split into one or more branches, referred to as period-doubling
bifurcations.
If we define a Jacobian of the system (1.1) as
J (x, ρ) = ∂f(x, ρ)
∂x
, (2.15)
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where the derivative exists for the smooth system (1.1), different bifurcations can re-
sult from the different (unique) paths of the eigenvalues of the Jacobian (2.15). These
generic forms of smooth bifurcations can be categorized as pitchfork (or flip) bifurcations,
saddle-node (or fold) bifurcations, transcritical bifurcations and Hopf bifurcations [6, 54]
depending on the (continuous) path the eigenvalues take in phase space. These paths are
depicted in Figs. 2.16, 2.17 and 2.18, where a solid line shows a stable branch (when the
fixed points x∗ are stable) and a dashed line shows an unstable branch (when the fixed
points x∗ are unstable). Fig. 2.16a shows a saddle-node bifurcation scenario where the
(continuous path of) eigenvalues of the Jacobian shows that the upper branch is stable
while the lower one is unstable. In a transcritical bifurcation, two smooth branches ex-
change stability (Fig. 2.16b).
(a) (b)
Figure 2.16: (a) A saddle-node bifurcation, (b) A transcritical bifurcation. eig is denoted
as an eigenvalue of the Jacobian (2.15).
.
Fig. 2.17 shows how two stable branches intersect in a bifurcation point and form a
unstable branch creating a supercritical pitchfork bifurcation (or vice-versa resulting in
subcritical pitchfork bifurcation).
(a) (b)
Figure 2.17: (a) A supercritical pitchfork bifurcation, (b) A subcritical pitchfork bifurca-
tion.
.
In a hope bifurcation (Fig. 2.18), the fixed point looses its stability and as a result a
periodic solution is born (or vise-versa).
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(a) (b)
Figure 2.18: (a) A supercritical Hopf bifurcation, and (b) A subcritical Hopf bifurcation.
.
It is possible for a smooth bifurcation, in some rare cases, after having a short cascade
of bifurcations (usually after three Hopf bifurcations), to reach a chaotic orbit [55]. For
the period-doubling bifurcation cascade leading to chaos, the phase space of smooth flows
must be at least three-dimensional; however, one of the most typical examples of a smooth
bifurcation occurs in one-dimensional discrete system known as logistic maps (Fig. 2.19).
In this smooth bifurcation, each cascade is a pitchfork bifurcation where a double-period
stable orbit is born leaving behind an unstable orbit.
Figure 2.19: The bifurcation diagram for the logistic map xn+1 = ρxn(1 − xn) under
a range of parameter variation of ρ ∈ [2.4, 4]. The asymptotic behaviour of the sampled
state variable x, plotted as discrete points, shows Feigenbaum’s cascade of period-doubling
bifurcation leading to chaos.
.
2.2.3 Discontinuity-induced bifurcation: a unique bifurcation
phenomenon
Even though the bifurcation scenarios in smooth systems can also be observed in non-
smooth systems, the most remarkable nonlinear behaviour of non-smooth systems is the
abrupt transition from a stable periodic orbit to chaos without any period-doubling or
cascade of bifurcations, as shown in the different case studies introduced earlier in this
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chapter. As a result, a different class of bifurcation has been introduced to study these
new bifurcation phenomena; namely the, discontinuity-induced bifurcation (DIB). Under-
standing the dynamics of DIBs induced by a non-smooth transition with respect to the
switching manifold, requires some preliminary but essential concepts, which are partly
adopted from the qualitative theory of smooth dynamical system. These concepts can be
defined from the viewpoint of system topology as follows.
Definition 2.1: Invariant set An invariant set of the system (1.3) is a subset of
the state space such that any trajectory with the initial condition x0 starts in the invariant
set, will remain in the set for all future times t ∈ T of system evolution. Therefore, the
simplest form of the invariant set of the system (1.3) will be an equilibrium point x∗,
which fulfills the flow condition Φi(xeq, t) = Φi(xeq, 0) for x ∈ Si, i = 1, 2, . . . , n. A
more complex invariant set, called periodic orbits or limit cycles, is defined as non-trivial
periodic solution when Φi(xp, T ) = xp well defined in ∂Si, i = 1, 2, . . . , n.
Definition 2.2: Piece-wise topological equivalence [7] Lets define two non-
smooth systems of the form (2.13), which generate smooth flows Φ1i (x, t) and Φ
2
i (x, t)
in the state space regions S1i and S
2
i , respectively for i = 1, 2, . . . , n. The two sys-
tems become topologically equivalent, if by continuous and invertible mapping of the
orbits of the first system onto the second system via a homeomorphism h : t → s(t) as
Φ1i (x, t) = h
−1(Φ2i (h(x), s(t))), the flow remain the same while maintaining the direction
of time. Moreover, each of the switching manifolds must be maintained by the mapping
h(Σ1ij) = Σ
2
ij .
A DIB takes place whenever an infinitesimal perturbation of a vector field results in a
system that is not piecewise-topologically equivalent to the system just before the pertur-
bation. The above definitions emphasize different notions of topological equivalence, which
is entirely based on topological changes rather than the stability of a specific invariant set.
This is important considering the fact that a DIB cannot be considered as a bifurcation
in the classical notion of structural stability for smooth functions. For instance, in an
impacting system (Section 2.1.2), the grazing event occurs when an invariant set (limit
cycle) becomes tangent to the switching manifold. Varying a parameter causes the invari-
ant set to pass through a non-transversal intersection with the switching manifold leading
to a grazing bifurcation (Fig. 2.9). However, in both analytical and topological senses
of structural stability defined for smooth dynamical systems [53, 56], the invariant set is
still stable; hence, there should not be a bifurcation [52, 53]. Feigin first discovered this
kind of bifurcation, often termed as C-bifurcation in Russian Literature [57–59]. Later
Weger et. al. [42] and di Bernardo et al. [60] reinvestigated in detail the C-bifurcation
phenomenon in continuous-time, non-smooth systems as the so-called grazing bifurcation
in impact oscillators.
Although the case studies presented in this chapter center around continuous-time
systems, DIBs have also been observed in discrete-time non-smooth systems known as
discrete-time maps. Nusse and Yorke, in a number of studies, classified DIBs in discrete-
time piece-smooth maps as border-collision bifurcations [61–63]. Generally a border-
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collision bifurcation comes about when the fixed points of a map cross a switching man-
ifold. Banerjee and Grebogi further studied this kind of bifurcation in power electronics
converters [64].
Grazing bifurcations (see Case study II in Section 2.1.2) have been considered as a
separate group of DIBs whose prominence comes from the fact that they are difficult
to analyze close to the grazing event due to the square-root singularity of the Jacobian
matrix. Nordmark introduced a special approach, zero-time discontinuity mapping, to
derive piece-wise smooth maps as normal forms where the dynamics of invariant sets local
to the grazing can be investigated through iteration of the normal maps [65]. diBernardo et
al. further employed the normal forms to study DIBs in all non-smooth systems classified
in Table 2.1 [66–68]. Nonetheless, in the case of a hard impacting system, the square-
root singularity, causing an infinite stretching of the phase space near the grazing orbit,
present an obstacle to the direct application of existing tools to effectively analyze the
grazing phenomena.
Grazing bifurcations have also been observed in sliding Filippov-type systems at the
onset of sliding motions. This type of DIB normally leads to discontinuity maps with
jumps in the derivatives of higher than linear order. However, the case of grazing-sliding
bifurcation (Section 2.1.3) is unique in the sense that the dynamics local to the bifurcation
point are governed by a piece-wise linear map which can be derived in normal form.
However, this normal form map is not of the form originally studied by Feigin as it is
singular on one side of the switching manifold.
All the aforementioned DIBs are induced by the interaction of an invariant set (equi-
librium or limit cycle in the sense of Definition 2.1) with the switching manifold. However,
there are possible DIB scenarios induced by the interaction of an invariant set with other
invariant sets. Kuznetsov et al. studied this type of DIBs in two-dimensional Filippov
systems having a single switching manifold [69].
To date, non-smooth bifurcation theory has paid attention to codimension-one bifur-
cation scenarios where there is only one parameter to be varied and at most two switching
manifolds to be dealt with (see Table 2.1 for possible codimension-one DIBs observed in
non-smooth system [7]). The resulting complex dynamics in the finite set of codimension-
one equilibrium and limit cycle bifurcations have yet to be explored. Nevertheless, there
is also literature on codimension-two C -bifurcations and higher codimension global bifur-
cation and the colorful dynamics they can exhibit (see [60] and all the references therein).
2.2.4 Structural stability of an invariant set
Considering Definitions 2.1 and 2.2, the stability of a periodic solution when a bifurcation
occurs is associated with studying the dynamics of the periodic solution in question qual-
itatively. These qualitative dynamics, in turn, can be investigated in terms of equivalent
dynamics when the system is subject to any variation of its parameters. Therefore, a new
notion of structural stability for non-smooth system can be redefined as follows:
Definition 2.3: Structural stability A non-smooth system is called structurally
stable if any perturbation, even for an infinitesimal size ε > 0 or any variation to the
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system parameters, results in a piece-wise topologically equivalent system where its de-
gree of smoothness (DoS), the number and position of its switching manifold remain intact.
So as an alternative to Definition 2.2 in defining the onset of a DIB, if any variation of
system parameters results in a system that according to Definition 2.3 is not structurally
stable, then a DIB occurs. The equivalent dynamics can then be realized by employing
the idea of system topology in a mathematical sense [53] as, for instance, is defined in Def-
inition 2.2 for a non-smooth dynamical system (1.3). It is important to know that, even
though Definition 2.2 and consequently Definition 2.3 are defined in a sense of topologi-
cal equivalence for smooth bifurcations [53], there have been not yet developed rigorous
mathematical definitions for topological equivalence and structural stability of non-smooth
systems. Hence, Definitions 2.2 and 2.3 can be accepted as existing definitions for practical
purposes. In studying the stability of general nonlinear systems, the prevailing tendency
is to linearize the system around an invariant set of interest as the study of the linearized
system would be less complicated using established approaches. Practically, the lineariza-
tion of a nonlinear dynamical system becomes mathematically justifiable if we define the
system in a topological way. This is mainly because a dynamical system in the close neigh-
borhood of an invariant set is topologically equivalent to the linearization of the system
around that set. This concept is generally validated and formalized in the form of a the-
orem in the study of dynamical systems, the Hartman-Grobman theorem or the so-called
linearization theorem. Nevertheless, before introducing this theorem, an essential concept
of topological conjugacy should be properly defined using the established theorems for
smooth dynamical systems.
Definition 2.4 (Topological conjugate [53]) If there exists two smooth (con-
tinuous and differentiable over the entire phase space) dynamical system x˙ = f(x) and
y˙ = g(y), generating the flows Φ(x, t) and Φ˜(h(x), t), then the two flows are called topo-
logically conjugate if a homeomorphism h
Φ(x, t) = h−1(Φ˜(h(x), t))
holds for the flows.
Remark: A homeomorphism is an invertible map such that both the map and its
inverse are continuous.
Although the definition above was originally used by Kuznetsov [53] as the basis of
topological equivalence for structural stability of smooth systems, di Bernardo [7] redefines
Definition 2.4 based on flow functions of the system.
Theorem 2.1 (Hartman-Grobman [70]) The behaviour of a dynamical system
near a hyperbolic equilibrium point 2 is qualitatively (topologically) equivalent to the
behaviour of its linearization around that point. Hence, if there is a smooth map f : <n →
<n as x 7→ f(x) whose fixed point is x∗, then the linearization of f in the neighborhood
2An equilibrium point is called hyperbolic if none of its eigenvalues lie on the imaginary axis
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of x∗ can be expressed as:
y 7→ Ay
where A = dfdx
∣∣∣∣
x∗
is the linearization of f at the fixed point x∗. Therefore, there exists a
neighborhood U of x∗ and a homeomorphism h : U → <n such that
f(x) = h−1(A(h(x)));
that is, in the neighborhood U of x∗, the map f is topologically conjugate to its lineariza-
tion A.
Theorem 2.1 emphasizes that analyzing the stability of periodic solutions, which are
the main elements of the dynamics of nonlinear systems, can be done on a linearized map
representing the equivalent dynamics close to the periodic solutions. This also implies that
the stability of a periodic orbit can be investigated straightforwardly if an n-dimensional
flow is mapped to an appropriately chosen (n − 1)-dimensional map. One of the fun-
damental tools for this purpose is the Poincare´ map, which transforms the flows of a
continuous-time system (1.3) to a discrete-time map.
Definition 2.5 (Poincare´ map) Consider an autonomous smooth system
x˙ = f(x), x ∈ <n, (2.16)
which generates the flow Φ(x, t) (or the solution at time t) as f(Φ(x, t)) = ∂Φ(x,t)∂t with
the initial condition x(t0) = x0. Let Γ(t) = Γ(t+ T ) be a periodic solution with a period
of T > 0. Let Ξ represents a hyperplane of dimension n − 1, called the Poincare´ section
where a periodic solution Γ(t) crosses transversally at a point x∗ as depicted in Fig. 2.20.
The flow Φ(x, T ) initiating in a small neighborhood of x∗, crosses Ξ sufficiently close to x∗
after some time T . Therefore, if we let U ⊂ Ξ be some neighborhood of Γ(x∗) and V ⊂ Ξ
be another neighborhood of Γ(x∗), the flow Φ(T, x) defines a poincare´ map P : U → V as
P (x∗) = Φ(T, x∗), (2.17)
where T = T (x0) is the time taken for the flow initiated at x0 to first return to Ξ.
Remark: The formal definition above is for the periodic solution of an autonomous
system of the form (1.3). For non-autonomous system, the discrete-time map, or so-called
stroboscopic Poincare´ map, samples the continuous-time orbit at known but fixed sampling
interval T [1].
Using the definition 2.5, a periodic solution can be always related to a fixed point of
the Poincare´ map.
With the Poincare´ map, the stability of a periodic solution Φ(x, t) can be simply
examined via the linearization of the map at the fixed point x∗ as
DP (x∗) =
∂P (x∗)
∂x∗
=
[
I − 1
∂nΞ
∂x
∂Φ(T, x∗)
∂t
∂Φ(T, x∗)
∂t
∂nΞ
∂x
]
Φ(T, x∗)
∂x
, (2.18)
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Figure 2.20: The 3-dimensional view illustrates how the periodic solution Γ(t) is mapped
to the fixed point x∗ of the discrete-time map; that is, the Poincare´ map.
where nΞ is the normal vector to Ξ. The matrix DP (x∗) is the Jacobian matrix of P
with respect to x∗. In general, investigating the eigenvalues of the matrix DP (x∗), or the
so-called Floquet multipliers λi, i = 1, 2, . . . , n of
∂Φ(T,x∗)
∂x in (2.18), referred to as Mon-
odromy matrix plays an important role in the stability analysis of a fixed point x∗ of the
map, which in turn, determines the stability of the mapped limit cycle3. The stability of
dynamical systems in its classical notion of Lyapunov stability precedes that of structural
stability. Lyapunov theory is more concerned with the behaviour of a nonlinear system
in the neighborhood of its equilibrium. In fact, the asymptotic stability (in the sense of
Lyapunov) of an equilibrium (or invariant set) can be proven if a trajectory initiated close
to an equilibrium (or invariant set), after any perturbation of initial conditions, returns
and stays close to that equilibrium (or invariant set) for all future time [9]. Alterna-
tively, asymptotic stability of a periodic solution can be investigated in terms of Floquet
multipliers or as we shall henceforward refer to, multipliers.
Theorem 2.2 (Asymptotic stability of the periodic solutions of autonomous
smooth systems [35]) Let P (x) be a Poincare´ map as defined by Definition 2.5, map-
ping the periodic solution Γ(x) of an autonomous smooth system (2.16). eig(DP (x∗))
always includes one eigenvalue of zero value or the Monodromy matrix has always a multi-
plier λ1 = 1. The periodic solution Γ(x) is locally asymptotically stable if the magnitude
of the rest of the eigenvalues of DP (x∗) or (n − 1) multipliers λi, i = 2, . . . , n lie inside
the unit circle (|λi| < 0, for i = 2, . . . , n).
Remark: The multipliers in the notion of the above Theorem, can also be determined
from the fundamental solution matrix Φ(T, x∗), related to the Jacobian of the Poincare´
3Note that the seemingly equal terms ∂nΞ
∂x
∂Φ(T,x∗)
∂t
and
∂Φ(T,x∗)
∂t
∂nΞ
∂x
in the numerator and the de-
nominator of (2.18) are actually the inner product of two matrices resulted from perturbed trajectories;
hence, they cannot be cancelled out.
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map as [71]:
DP (x∗) =
∂P (x∗)
∂x∗
=
[
I − 1
nΞ
∂Φ(T, x∗)
∂t
∂Φ(T, x∗)
∂t
nΞ
]
Φ(T, x∗), (2.19)
Remark: From eig(DP (x∗)) = eigi, i = 1, . . . , n, eig1 = 0 because the eigenvectors of
DP are located in the tangent plane to the Poincare´ section (see Fig. 2.20). This means
that eig1 it is linearly independent from eig2, . . . , eign. Similarly, from the multipliers
λi, i = 1, . . . , n, λi = 1 because the limit cycle Γ(x) of an autonomous system can be
shifted in time [35].
However, according to Theorem 2.2, investigating asymptotic stability of multipliers lo-
cated on the imaginary axis would become complicated even if the multipliers lie in the
unit circle. In the case of NSDS, examining the asymptotic stability becomes more com-
plicated as there are cases where an invariant set extends across the switching manifold
or an equilibrium lies on the switching manifold dividing the two regions of Si and Sj in
(2.13) [16]. Therefore, in these cases, the Lyapunov approach can be a strong alternative,
instead of the discrete mapping approach, as it deals with allocating Lyapunov (energy)
functions for a perturbation of the invariant set of interest. The stability can then be
verified if the value of the Lyapunov function reduces along the trajectories. Neverthe-
less, the problem of determining such Lyapunov functions (positive definite and decreasing
along the trajectories) for an equilibrium lying on the switching manifold of non-smooth
system, in most cases, turns out to be infeasible [16]. Consequently, establishing a unified
approach centered on asymptotic stability in Lyapunov sense to tackle the stability in
the afore-mentioned scenarios has been found to be much less plausible than focusing on
the relatively modern notion of structural stability, specially in bifurcation analysis and
classification of non-smooth system. Chapter 4 of this thesis, is dedicated to the proposal
of a solution to the problem of structural stability by providing a Lyapunov framework
where investigating the stability of periodic solution of a TS fuzzy model representing
a non-smooth system, becomes possible via correlating the concepts of asymptotic and
exponential stability with structural stability.
In all bifurcation scenarios that a fixed point of a smooth map can exhibit (saddle,
transcritical, pitchfork and hope bifurcations), a bifurcation occurs when a multiplier (or
identically an eigenvalue of DP (x∗)) or a pair of multipliers crosses the imaginary axis
under the variation of a system parameter. In a smooth bifurcation, the path of multipliers
can be defined by a continuous function. However, in a DIB, upon variation of parameter
µ, the Jacobian of the map becomes discontinuous at the switching manifold Σij . This
means that the multipliers undergo a jump when crossing Σij . This condition is described
by Leine [35] as a unique path of set-valued eigenvalue(s):
DP (x∗) = {(1− α)DP (x∗−) + αDP (x∗+), ∀α | 0 ≤ α ≤ 1}, (2.20)
where x∗ denotes the unique fixed point which lies on the switching manifold Σij for a
specific parameter value µ = µ∗. Then the Jacobian matrixDP (x∗) becomes discontinuous
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at Σij , being dissected into two Jacobin matrices DP (x∗−) ∈ Si before jumping at Σij and
DP (x∗+) ∈ Sj after jumping at Σij . DP (x∗) in (2.20), also called a generalized Jacobian,
is defined as the closed convex hull of DP (x∗−) and DP (x
∗
+), which yields the set of values
that the eigenvalues of DP (x∗) can obtain on Σij . Fig. 2.21 illustrates the jump of
eigenvalues inducing a non-smooth bifurcation (DIB). The condition can be equivalently
described by the multipliers of Φ(T, x∗) for the DIBs of periodic solutions. One or more
multipliers of Φ(T, x∗) should undergo a jump over the unit circle at the parameter value
µ = µ∗ when the switching manifold is crossed. This discontinuous path can then be
represented by a set-valued function (fundamental solution matrix) of the form similar to
(2.20) for the fundamental solution matrix before crossing the switching manifold Φ(T, x∗−)
and the fundamental solution matrix after crossing the switching manifold Φ(T, x∗+) [72].
The jump itself is described by a saltation matrix S, which maps Φ(T, x∗−) to Φ(T, x
∗
+) as
Φ(T, x∗) = Φ(T, x∗+) · S · Φ(T, x∗−).
The saltation matrix is obtained by relating the dynamics of perturbed periodic solutions
before crossing the switching manifold Σij to those after crossing Σij [11,35,73].
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Figure 2.21: On the onset of a DIB, the eigenvalues of the Poincare´ map undergo a jump
(a) through the real axis (b) through the imaginary axis.
Therefore, the necessary conditions for structural instability, of a periodic solution of
non-smooth system in a non-topological sense (not in the sense of Definition 2.2) is the
jump of the multipliers λi, i = 2, . . . , n (or a pair of them) through the circle with a radius
of unity.
It should be noted that deriving the Poincare´ map in non-smooth systems when their
switching manifold Σij is crossed transversally is not as straightforward as it is in smooth
systems. The dynamics local to Σij should be examined carefully as the time taken for close
trajectories to reach Σij is, in general, different. This fact is envisaged in Fig. 2.22 where
there is a time lag in crossing Σij between a slightly-perturbed trajectory Φ(t, x0+ δ) and
the one before perturbation Φ(t, x0). If this dynamic is ignored in constructing a Poincare´
map to examine a periodic solution on the onset of a DIB, a false map will be derived,
leading to wrong conclusions about its Floquet multipliers.
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Figure 2.22: The fate of the orbit Φ(t, x0) when a perturbation δ is added to its initial
conditions to become x˜0 = x0 + δ. x˜(t) is assumed to cross the switching manifold Σij at
the point x˜(tΣ) but it actually crosses Σij at the point x˜(tˆΣ) where there is a small time
lag δt = x˜(tˆΣ)− x˜(tΣ), producing an error in the derivation of the Poincare´ map.
2.2.5 Discontinuity map: a prevailing tool to study impacting
dynamics
A conventional analytical tool to correct the error (i.e. cross-hatched area in Fig. 2.22) in
the derivation of a Poincare´ map close to the structurally unstable event is the discontinuity
map (DM) [41]. The effect of the discontinuity map is to introduce the saltation matrix in
the linearization of the map around the periodic orbit in question. The necessity of DM
becomes clearer in the special case of a grazing event when the periodic orbit becomes
tangent to or grazes the switching manifold (this event can lead to a bifurcation as shown
in case study II and Fig. 2.9). In this case, the orbits initiating with some initial condition
x0 ∈ Ξ close to x∗ (Fig. 2.23) just grazes the switching manifold with zero velocity (the
velocity vector normal to switching manifold is zero). As a result, the Poincare´ map
P (x) = Φ(T, x) is derived as if the intersection with Σij is non-existent and the orbit lies
wholly inside the region Si (Fig. 2.23a). To adjust this wrong conjecture, a DM should be
defined for the grazing orbit as a local correction to the initial conditions as if the orbit
intersects the switching manifold. Then, the map P (x) can be correctly applied as if Σij
were not there.
To study the grazing bifurcation of a periodic orbit in impacting systems, a special
kind of discontinuity map, namely zero-discontinuity map (ZDM), is employed to obtain
the Poincare´ map near the grazing orbit [41,74]. The ZDM is established near the grazing
point x(tΣ) (Fig. 2.23b) which takes zero time (the detailed definition can be found in [7]).
Essentially ZDM represents a saltation matrix associated with the switching event close to
the grazing condition. Consider the case of grazing illustrated in Fig. 2.23b more closely
(Fig. 2.24). To construct a ZDM, it is required to investigate the fate of two types of
trajectories with initial conditions close to x∗ ∈ Ξ. Therefore, if the grazing orbit Φ(t, x0)
grazes Σij at the point xG at time t∗, under the small perturbation of initial condition
x0+δ, it passes through the point x1 at time t1 close to the switching manifold and crosses
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Figure 2.23: Behaviour of the periodic orbit Φ(t, x) close to the switching manifold Σij
for the impacting system in case study II: (a) the periodic orbit initiating at some initial
condition x0 ∈ Ξ close to x∗ do not intersect Σij meaning the impact has not occurred yet,
(b) the periodic orbit grazes Σij , and (c) the periodic orbit intersect Σij twice, meaning
the impact has occurred. In this case a smooth reset map R : x 7→ R(x) applies to explain
the discontinuous jump of the state to a new position.
it at the point x2 at time t2 = t∗+ δ. Then the reset map R maps the instantaneous jump
of x2 to x3 and the trajectory becomes continuous in Si from this point. If we follow the
real flow according to the smooth differential equation of the system between the impacts
(equation (2.5)), it should rest at the point x4. Therefore, the time taken for the point
x1 to reach x3, should be the same as would have been taken for the point x4 to reach
x3. Therefore, a ZDM can be defined as the mapping x1 7→ x4, which appears as the
correction or saltation matrix in the derivation of the Poincare´ map as
Ps = Φ(x0, t0) ◦ SZDM ◦ Φ(x4, T − t0), (2.21)
where Ps is the stroboscopic Poincare´ map (see Remark of Definition 2.5), Φ(x0, t0) rep-
resents the perturbed flow with the initial condition x0 ∈ Ξ evolving through time t1 and
Φ(x4, T − t0) represents the flow evolving through time T − t1 with T being the period
of the forcing function, i.e the sinusoidal forcing function g(t) as defined in case study
II [2, 7]. ZDM is preferred for studying the grazing bifurcation of the impacting system
with periodic forcing function (as defined in case study II). For autonomous systems a
similar kind of discontinuity mapping, defined with respect to a local Poincare´ section
or so-called Poincare´ section discontinuity mapping (PDM) was found more suitable to
study the dynamics near the grazing limit cycle [41, 75]. However, deriving a ZDM for
studying grazing bifurcation is problematic as it coincides with an infinite stretching of the
phase space in the neighborhood of the grazing orbit, resulting in the well-known problem
of the square-root singularity of the Jacobian of a ZDM. As an example, for the case of
hard-impact oscillator presented in case study IIs, the Jacobian of the zero-discontinuity
map can be derived as [2, 7, 74]:
JZDM
4 = I +
√
2a(x∗)
W (x∗)Hx
2
√−Hmin
, (2.22)
4The letter J in this equation stands for the Jacobian of the stroboscopic map and shall not be confused
with matrix J as presented in chapter 3 and 4 to describe the discontinous (jump) states in a non-smooth
TS fuzzy model.
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where H(x) is a smooth function representing the switching manifold, Hmin is the min-
imum value of H(Φ(x)) at the grazing point, Hx =
∂H(x)
∂x and a(x
∗) is the acceleration
of the flow Φ(t, x) at the grazing point (Fig. 2.23b). As the term
√−Hmin obtains zero
value near the grazing orbit, JZDM obtains an infinite value, which clearly explains the
square-root singularity problem.
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Figure 2.24: Zero-time discontinuity mapping close to grazing in an impacting system. The
solid line represents the actual trajectory while the dashed line represents the extended
ones. The ZDM is the map x1 7→ x4.
2.2.6 Sliding motions in Filippov-type systems
As can be noticed from Table 2.1, Filippov-type systems (systems with DoS of one) are
carefully divided into two types mainly due to the fact that, for instance, in systems like
dry-friction oscillators, there is always a strong possibility of a sliding motion. Therefore,
the sliding dynamics must be properly defined as the solution trajectories undergo sliding.
In fact, if the system is defined as a Filippov system with a single switching manifold Σ,
the sliding condition occurs if the switching manifold fulfills the condition
(
∂H(x)
∂x
F1).(
∂H(x)
∂x
F2) < 0, (2.23)
where H(x) is a smooth function whose zero set H(x) = 0 represents a switching manifold
Σ (i.e. H = 1 − u˙ = 0 in the case study III). The condition (2.23) implies that Σ should
include a sliding region, which attracts5 trajectories on both sides (i.e. the condition
illustrated in Fig. 2.12 in the case study III).
Looking closely at the dynamics near the discontinuity surface x˙ = 0 illustrated in Fig.
2.12, the trajectories in the close neighborhood of x˙ = 0 (switching manifold) are attracted
towards the manifold from both directions, implying that the trajectory will never leave
x˙ = 0, and an immediate problem of an appropriate description of the motion at x˙ = 0
arises. A fixed value of the function P (x˙) will not solve the problem since |x| ≤ P0/k is a
set of equilibrium points feasible only when P (x˙) + kx = 0. The motion of trajectories is
5The condition (2.23) also implies the trajectories may be generally repelled by a sliding region. How-
ever, in cases when the system flow is forward in time, A repelling sliding region is unrealizable [10]
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not intrinsic in the set of discontinuities; however, as mentioned earlier, the vector fields
form a motion called a sliding motion. Imposing additional assumptions on the stated
model or using a more accurate model may lead to the deduction of the dynamics of
the sliding motion. For instance, if Coulomb friction is substituted by viscous friction in
equation (2.10), P (x˙) can be more accurately described by
P (x˙) =

P0 if x˙ > ²,
P0
² x˙ if − ² ≤ x˙ ≤ ²,
−P0 if x˙ < −²,
(2.24)
implying that the solution tends to zero, see [11,51].
In some cases, sliding motions can be intentionally triggered by a discontinuous control
law [10]. By letting a function s(x) = 0, s : <n → < represents a hypersurface in <n and
a continuous vector field x˙ = f(x, u) with respect to x and u, the sliding mode control law
can be defined as:
u(x) =
{
u+(x), if s(x) > 0,
u−(x), if s(x) < 0,
(2.25)
where u+ and u− are continuous functions designed in such a way as to drive the vector
fields to hypersurface s(x) = 0, resulting in a non-smooth system of the form (1.3) with the
switching manifold s(x) = 0 where the sliding motion takes place. Resulting systems with
this kind of sliding mode control strategy are generally called variable structure systems
[51, 76]. The advantage of sliding mode control is designing a variable structure system
which is insensitive to variations in unmodeled process dynamics and robust to external
disturbances [10]. At the same time, this type of control can produce unwanted chattering
phenomena, which occurs if the control law switches very fast between different values
on the switching manifold. Normally, introducing hysteresis in the close neighborhood of
the switching manifold can prohibit chattering by employing discrete actuators combined
with an equivalent continuous control such that the vector field remains in the sliding
mode. Nonetheless, chattering is not always undesirable. The performance is improved
in some cases by building electric inertialess actuators operating in switching mode only.
Hence, the control signal can be designed as a high-frequency discontinuous signal whose
mean value is equal to the desired continuous control. This approach is applicable even
in continuous control algorithms and the resulting actuators are eligible candidates when
using discontinuous controls.
Another formal definition that can describe Filippov-type NSDS in a rigorous way is
that of differential inclusions [11]. In this definition, we allow the right-hand side of an
ODE x˙ = f(x) in (2.16) to be not strictly a function, but to be a set-valued function,
similar to the form defined for the unique set of eigenvalues in (2.20). Filippov [11] dis-
cusses several possible definitions of the set f(x) and dynamics of sliding motions at the
switching manifold where the vector field F becomes discontinuous. In Filippov’s method,
the dynamics at the switching manifold is described by the convex combination of contin-
uous vector fields. Accordingly, the dynamics of sliding motions can be obtained, using
Filippov’s convex combination method, when there is rapid switching between continuous
vector fields around the switching manifold [11]. Therefore, in a formal definition, the
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set f(x) is given by the smallest convex closed set containing all the limit values of the
function f
lim
x˜→ x
x˜ /∈ Σ
x ∈ Σ
f(x˜) (2.26)
where Σ is a set with zero measure representing the discontinuity set of the vector field
F in (1.3), usually given by a number of switching manifolds. At points of continuity, the
set f(x) includes one point as mentioned above; but in the case of discontinuities, the set
f(x) includes several elements forming for instance segments, polygons or polyhedrons.
Therefore if we let the manifold Σ dissecting the vector field F into two regions S− and
S+ and x˜ be a point approaching the value x ∈ Σ from the regions S− and S+ and hence
define
F1(x) = lim
x˜→ x
x˜ /∈ S−
f(x˜), F2(x) = lim
x˜→ x
x˜ /∈ S+
f(x˜),
then the set f(x) describes the linear segment joining the endpoints of the vector fields F1
and F2. Let P be the plane tangent to the manifold Σ at the point x. The intersection
point of the segment and the plane P determines the sliding vector field F12 which describes
the sliding motion along the manifold Σ; cf. Figure 2.25. Therefore, the vector field F12
is defined by
F12 = αF2 + (1− α)F1, α = F
n
1
F n1 + F
n
2
, 0 ≤ α ≤ 1, (2.27)
where F n1 and F
n
2 are the projections of the vectors F1 and F2 onto the normal vector of
the manifold Σ at the point x. Now if Σ is defined by a smooth function H(x) = 0 as
Σ = {x : H(x) = 0} and ∇H(x) = ∂H∂x 6= 0, then
F n1 =
∇H · F1
|∇H| , F
n
2 =
∇H · F2
|∇H| , α =
∇H · F1
∇H · F1 +∇H · F2 (2.28)
If the convex definition above applies on the manifold x˙ = 0 describing the sliding surface
for |x| ≤ P0/k in case study III (equation (2.11)), it results in the dynamics x˙ = 0.
Another way to define a solution for sliding dynamics at the points of discontinuity
is by Utkin’s equivalent control method [10, 51]. The equivalent control method implies
a replacement of undefined discontinuous dynamics on the switching manifold with con-
tinuous dynamics causing the vector field to follow a straight course along the switching
manifold intersection. Even though the term equivalent control was originally coined for
systems with continuous control inputs as defined in (2.25), the method can be applied to
the system without control inputs in such a way that the sliding vector field F12 is defined
as the average of vector fields F1 and F2 in addition to the equivalent control Ueq in the
direction of difference between F1 and F2:
F12 =
F1 + F2
2
+
F2− F1
2
Ueq, (2.29)
where Ueq is
Ueq = −∇H · F1 +∇H · F2∇H · F1 −∇H · F2 , −1 ≤ U
eq ≤ 1. (2.30)
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Therefore, Ueq is the control that pulls F12 in a direction tangent to the switching mani-
fold Σ; cf. Fig. 2.26.
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Figure 2.25: Illustration of sliding motion using Filippov’s convex combination method.
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Figure 2.26: Illustration of Utkin’s equivalent control method where F eq := F12.
2.3 Summary
Non-smooth electrical and mechanical systems representative of three significant groups
of NSDS, non-sliding, sliding Filippov-type systems and impacting systems have been
introduced and their observed complex dynamics have been illustrated in the form of
different case studies. It has been pointed out that the degree of smoothness (DoS) is
used as a yardstick in the classification of non-smooth systems. The essential concepts
for NSDS have been highlighted in the form of different definitions. Most of these con-
cepts are adopted from those of smooth dynamical systems; nonetheless, the new notion
of structural stability, delineating the stability of periodic solutions, was redefined to ex-
plain numerous topologically non-equivalent scenarios that can occur with respect to the
switching manifold of a non-smooth system. Accordingly, comparing a smooth bifurcation
with a non-smooth bifurcation or what is referred to as discontinuity-induced bifurcation
(DIB), reveals that when a DIB occurs, a stable local orbit abruptly loses its stability
to a chaotic orbit, a unique phenomena which is not observable in smooth systems. A
literature review of this kind of bifurcation has been presented.
37 2.3 Summary
Existing qualitative theory and analytical tools for non-smooth bifurcation analysis,
known as the discontinuity mapping approach, has also been briefly reviewed. Despite the
sophistication of the rigorous analysis, it has been seen that using the current approach
to study the codimension-one grazing bifurcation is still problematic due to the infinite
stretching of phase space near the grazing event.
It has been outlined that two major methods exist in the literature for formulating the
equation of sliding dynamics in Filippov-type systems, Utkin’s equivalent control method
and Filippov’s convex method, when the solution of a non-smooth system is formalized in
the conventional form of differential inclusion.
Chapter 3
Takagi-Sugeno fuzzy modeling
The distinguishing feature of fuzzy logic is that in fuzzy logic everything is -
or allowed to be - a matter of degree. The principal tool that may lead to a
generalized theory of uncertainty . . .
Lotfi A. Zadeh
Information Sciences (2005)
This chapter presents in detail a Takagi-Sugeno (TS) fuzzy modeling structure able
to represent non-smooth dynamical systems. It commences with a discussion of TS fuzzy
modeling originally designed for smooth nonlinear systems in Section 3.1, which gives an
overview on the contemporary structure and different approaches of obtaining such models.
The inability of the current TS fuzzy model structure to represent any sort of NSDS will
be shown and discussed through a stimulating example in Section 3.1.3. Then, a TS fuzzy
model structure capable of modeling all NSDS classified in Table 2.1, is formally proposed
in Section 3.2.2. The essential properties of such a modeling structure including state
evolution, sliding dynamics, and specially existence (and uniqueness) of the solution will
be discussed in the succeeding sections. After suggesting two approaches for constructing
the proposed model structure, hence forward called non-smooth TS fuzzy model structure,
it is shown, through a number of examples, that the new structure can accurately represent
NSDS and all their complex dynamics.
3.1 Models for smooth dynamical systems
3.1.1 TS fuzzy model structure
The structure for fuzzy system identification was initially proposed in Takagi and Sugeno’s
pioneering work [27]. The purpose of the proposed structure was to identify and accurately
construct models of the control problems with uncertainties and inaccuracies in their model
parameters. Basically, the idea of fuzzy modeling, later referred to as Takagi-Sugeno
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(abbreviated as TS) fuzzy modeling, is to develop a nonlinear model of a smooth dynamical
system, composing of a number of sub-models which are responsible for respective sub-
domains. Although the idea of multi-model approach is well-known in the nonlinear control
literature, TS fuzzy modeling based on the concept of fuzzy set theory [5] offered a novel
technique to build multi-models of a process using input/output data or the original
mathematical model of a system. This model structure is composed of a fuzzy IF-THEN
rule base partitioning of a space - usually called the universe of discourse - into fuzzy
regions described by rule antecedents. The consequent of each rule j is usually a simple
functional expression (yj = f j(x)). A common format of a rule j can be described as
follows:
Rule j : IF θ1 is Γ
j
1 AND θ2 is Γ
j
2 AND...AND θq is Γ
j
q THEN y
j = f j(x).
The vector θ ∈ <q contains the premise variables and may be a subset of the independent
variables x ∈ <n. Each premise variable θi has its own universe of discourse that is
partitioned into fuzzy regions by the fuzzy sets describing linguistic variables Γik. The
premise variable θi belongs to a fuzzy set k with a truth value given by a membership
function µik(θi) : < → [0, 1] for k = 1, 2, . . . , si where si is the number of fuzzy sets for
premise variable i. The notation Γji and µ
j
i are referred to as linguistic variables and their
membership function, respectively, correspond to the premise variable θi in rule j. That
is, Γjik ∈ {Γji1,Γji2, . . . ,Γjisi} and µjik(θi) ∈ {µji1(θi), µji2(θi), . . . , µjisi(θi)}.
A truth value (or activation degree) hj for the complete rule j is computed using the
aggregation operator AND, also called a t-norm, often denoted by
⊗
: [0, 1]×[0, 1]→ [0, 1],
as:
hj(θ) = µj1(θ1)
⊗
µj2(θ2)
⊗
. . .
⊗
µjq(θq) = h
j(θ) =
q∏
i=1
µji (θi) (3.1)
There are different kind of t-norms. However,
⊗
means the simple algebraic product in
(3.1). The activation degree for rule j is then normalized as
l∑
j=1
wj(θ) = 1, wj(θ) =
hj(θ)∑l
r=1 h
r(θ)
, (3.2)
where l is the number of rules. Therefore, the output of a TS model, for a given x and θ,
is a weighted sum of the consequent functions, fj , which reads
y =
l∑
j=1
wj(θ)f j(x). (3.3)
The weighting functions are then denoted interpolation functions because they are used
to interpolate local (sub-) models.
For TS fuzzy model (3.3) to represent a smooth dynamical system, the general form
of a smooth system (initially defined in (1.2)) is redefined here as:{
x˙ = f(x, u, ρ)
y = g(x, u, ρ),
(3.4)
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where f : <n×<m×<s → <n and g : <n×<m×<s → <p and ρ ∈ <s is a vector of time
varying parameters. If we let θ ⊂ x, θ ⊂ u and θ ⊂ ρ, the fuzzy model rule base j can be
constructed as:
Rule j : IF θ1 is Γ
j
1 AND θ2 is Γ
j
2 AND...AND θq is Γ
j
q
THEN
{
x˙ = fˆ j(x, u, ρ)
y = gˆj(x, u, ρ)
where fˆj : <n×<m×<s → <n and gˆj : <n×<m×<s → <p. Then a TS fuzzy model (or
system) can be described as: {
x˙ =
∑l
j=1 w
j(θ)fˆ j(x, u, ρ)
y =
∑l
j=1 w
j(θ)gˆj(x, u, ρ),
(3.5)
where the weight normalization (3.2) applies on weights wj(θ). If the consequent functions
fˆj and gˆj are to represent local linear sub-models or fuzzy sub-systems, the TS fuzzy model
structure becomes:
x˙ =
l∑
j=1
wj(θ)(Ajx+Bju) = A(θ)x+B(θ)u (3.6)
y =
l∑
j=1
wj(θ)Cjx = C(θ)x,
where Aj ∈ <n×n, Bj ∈ <n×m and Cj ∈ <p×n.
The following theorem addresses the existing universal approximation property of fuzzy
logic systems [77,78]:
Theorem 3.1 (Universal approximation of TS fuzzy systems [77]). For any given
real smooth function ψ(x) defined on a compact set U ⊂ <n and an arbitrary ² > 0, a TS
fuzzy system f(x) exists in the form of (3.6) such that
sup
x∈U
|f(x)− ψ(x)| < ².
Theorem 3.1 implies that a TS model of the form (3.6) is able to approximate any smooth
dynamical system (3.4) and its first order derivative [28, 79] to arbitrary accuracy. To
enhance the approximation accuracy of model structure (3.6), adding fixed terms, i.e.
aj , j = 1, . . . , l to fuzzy sub-systems is also suggested [80, 81]. In this case, the model
structure above can be replaced by an affine TS model as introduced by (1.4). It has been
shown that an affine TS model structure further possesses the universal approximation
capability in modeling any smooth dynamical system, its first order and its second order
derivative [80]. Therefore, in this thesis, we henceforward refer to the homogenous model
structure (3.6) or the affine model structure (1.4) as a smooth TS fuzzy model.
Even though Theorem 3.1 can guarantee that a TS fuzzy model exists to uniformly
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approximate any smooth dynamical system (3.4) to arbitrary accuracy, in some cases
constructing such models is not straightforward.
3.1.2 Constructing smooth TS fuzzy models
Generally, there are two major approaches to construct a smooth TS fuzzy model: non-
linear identification using experimental input-output data and derivation (linearization)
from given nonlinear system equations. Synthesizing a fuzzy model based on input-output
data was introduced by Takagi and Sugeno [27] and later elaborated by Kang [82,83]. An
exhaustive literature exists on different methods for TS fuzzy identification [84]. Identi-
fying a system using TS fuzzy approach normally involves two major steps of structure
identification and parameter identification. In control problems, the TS identification ap-
proach is found advantageous for the plants whose direct mathematical models (or part
of their model) are difficult to obtain [84]. In this respect, automatic identification to
facilitate trial-and-error identification procedure of modeling is even suggested (see [85]
and the references therein).
The second approach of derivation from a given nonlinear system is suitable for me-
chanical or electrical systems whose physical models are readily available. Thereby, this
section intends to give an outline in constructing smooth TS fuzzy models from a given
smooth dynamical system (3.5) and not to discourse the first approach. Regardless, inter-
ested readers can refer to the afore-mentioned references for more details on the subject.
The second approach of TS fuzzy modeling can, in turn, be obtained through the two
ideas of sector nonlinearity and off-equilibrium linearization [28,86]. The former is based
on building local fuzzy sub-systems through linearizing a nonlinear system by its Taylor
expansion for a selection of points far from the system’s equilibrium point. The latter is
about finding an accurate representation of the original mathematical function by a TS
fuzzy model over a domain of interest.
3.1.2.1 Off-equilibrium linearization
Using the off-equilibrium linearization approach, fuzzy sub-systems of a smooth TS fuzzy
model are constructed via expanding the 1st-order Taylor series in a chosen set of lin-
earization points θj excluding any equilibrium point of the original system. The whole
dynamics can then be formed by allowing the rule base to define the degree of validity (or
activation degree) of the resulting linear (or affine) fuzzy sub-systems. As a first step, one
has to determine which variables in x, u and ρ, i.e. the premise variables θ, participate as
nonlinear term in (3.5). The consequent local sub-systems are then obtained by derivation
of the functions f and g of a smooth system (1.2) with respect to the vector of x, u and ρ:
Aj =
∂f
∂x
∣∣∣∣∣
xj ,uj ,ρj
, Bj =
∂f
∂u
∣∣∣∣∣
xj ,uj ,ρj
, Cj =
∂g
∂x
∣∣∣∣∣
xj ,uj ,ρj
, (3.7)
where the set of linearization points {xj}, {uj} and {ρj}, j = 1, 2, . . . , l together with
a partition of the universe of discourse are carefully chosen to cover the approximation
area. With the above matrices and the corresponding membership functions, a smooth
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TS fuzzy model can be practically constructed. If an affine TS fuzzy model is to be
obtained, fixed terms can be further derived as aj = f(xj , uj , ρj) − Ajxj − Bjuj and
cj = g(xj , uj , ρj)− Cjxj .
The idea behind this approach is inspired by classical gain scheduling methods where a
nonlinear system is approximated with several linear systems obtained through lineariza-
tion at the equilibrium manifold of the system (3.4) [87]. If the approximation area needs
to be expanded around the equilibrium manifold, fixed affine terms like aj and cj should
be also taken into account [88].
Example 3.1: Consider the following smooth nonlinear system originally adopted from
[88]: {
x˙1 = x2,
x˙2 = x21 + x
2
2,
(3.8)
where the input function u is intentionally dropped for modeling purposes. The goal is to
derive a TS fuzzy model to represent the nonlinear system (3.8). The model is constructed
using the off-equilibrium linearization approach over the chosen set of linearization points
x1 ∈ {0.5, 1.5, 2.5, 3.5} and x2 ∈ {−1, 0, 1, 4}, with selected membership functions illus-
trated in Fig. 3.1. Checking the approximation accuracy of the resulting model, Fig. 3.2
shows the generated surface of the original nonlinear function x˙2 in (3.8) compared with
that of the obtained TS fuzzy model. Although the approximation accuracy of the TS
fuzzy model is acceptable over the chosen linearization points, beyond the range of these
points, the accuracy is gradually becoming poorer. To increase the accuracy of modeling
using this approach, more linearization points may be added over a wider range or dif-
ferent forms of membership functions should be selected, i.e. sigmoid or gaussian instead
of trapezoidal ones used in Fig. 3.1. For a very complex (smooth) nonlinear systems,
the selection of the set of linearization points and respective membership functions can be
almost infinitely large.
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Figure 3.1: Membership functions for the off-equilibrium linearization method. Variables
z1 and z2 represent the equivalent fuzzy variables for system states x1 and x2, respectively.
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Figure 3.2: The surface function of (a) the original system (3.8) (white mesh) and it’s TS
fuzzy model (grey mesh underneath), (b) the error between the original system and its TS
fuzzy model.
In this respect, few methods have been also suggested in the literature to automate
the problem of selecting an appropriate set of linearization points and the corresponding
membership functions by employing classical optimization algorithms (see for instance
[89]) or AI optimization methods like genetic algorithms [90,91]. Both types of algorithms
have been shown to be disadvantageous specifically when the number of parameters grow
within the algorithm or the dimension of system states are increased.
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3.1.2.2 Sector nonlinearity
This approach, initially suggested by Kawamoto et al. [92] and later generalized by Tanaka
et al. [28, 93], is about exactly representing a smooth nonlinear system (3.4) by a TS
fuzzy model in some specific sector boundaries instead of approximating over a chosen
set of linearization points. Therefore, the target of modeling is to find an exact TS fuzzy
representation of an original nonlinear function x˙ = f(x(t)), f(0) = 0 in a bounded
sector [α1 α2], or so-called global sector, such that x˙ = f(x(t)) ∈ [α1 α2]x(t). However,
since constructing a TS fuzzy model over global sector is usually found difficult, system
states can be further bounded to local sectors as x(t) ∈ [−d, d] to achieve the highest
approximation accuracy possible [28].
The rationale behind this method can be expressed by showing a nonlinear system in
matrix form as
X˙ = An×n X
x˙1
x˙2
...
x˙n
 =

a11(x) · · · a1n(x)
a21(x) · · · a2n(x)
...
. . .
...
an1(x) · · · ann(x)


x1
x2
...
xn
 , (3.9)
where any nonlinear term in the matrix An×n describes a fuzzy variable aij = zi, and
zi is bounded as aij ∈ [minx aij(x) maxx aij(x)] for x belongs to the universe of dis-
course. Therefore each fuzzy variable zi can be formulated as the convex combination of
membership functions
zi(x) =M(zi(x)) ·min
x
aij(x) + (1−M(zi(x))) ·max
x
aij(x).
The sector boundaries of a fuzzy variable zi are determined as maxzi∈M zi and minzi∈M zi,
which in turn, are substituted by the nonlinear terms in (3.9) to form the fuzzy sub-system
matrices of a smooth TS fuzzy model.
Example 3.2: Assume the same nonlinear system in Example 3.1. The original system
(3.8) is again intended to be represented by a smooth TS fuzzy model using the sector
nonlinearity approach over the local sector boundary of x1 ∈ [0.5, 3.5] and x2 ∈ [−1, 4] with
the derived membership functions as shown in Fig. 3.3. For the sake of brevity, detailed
steps of constructing this model are omitted here since it is treated in the article [94]
written by the author. A full description of the general procedure can also be found
in [28]. The surface of the original nonlinear function x˙2 in (3.8) along with that of
its TS fuzzy approximation are depicted in Fig. 3.4. As noticed, this approach is more
powerful than the former one as it can exactly represent the system dynamics in the sector
boundaries. However, a disadvantage appears in control applications where (should we
consider the control input function u(t)), the resulting fuzzy sub-systems may turn out
to be not controllable or observable using Parallel Distributed Control (PDC) design or
the other fuzzy state feedback control approaches [28, 86]. This is mainly because the
relationship between system states and control inputs may not be explicitly incorporated
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in the fuzzy sub-systems.
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Figure 3.3: Membership functions for the sector nonlinearity method.
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Figure 3.4: The surface function of (a) the original system (3.8) (white mesh) and it’s TS
fuzzy model (grey mesh underneath), (b) the error between the original system and its TS
fuzzy model.
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3.1.3 The stimulating example
To explore the universal approximation capability (Theorem 3.1) of the existing smooth
TS fuzzy modeling approaches in representing a non-smooth system, lets bring up a simple
but revealing example, first presented in the book chapter [95]:
Example 3.3: Consider the following non-smooth system:
x˙ =
{
sin(x), x ∈ S1;
cos(x), x ∈ S2,
(3.10)
where, S1 = {x : H(x) < pi}, S2 = {x : H(x) > pi} and the switching manifold is defined as
Σ12 = {x : H(x) = pi}. To construct a TS fuzzy representation (of the non-smooth system
(3.10)), the off-equilibrium approach is preferred here. This is due to the fact that despite
the higher approximation accuracy of the sector nonlinearity approach, the resulting fuzzy
sub-systems, using off-equilibrium approach, represent local system dynamics explicitly,
not merely the sector boundaries. This is important here, assuming that in any accurate
model of NSDS, the dynamics close to the switching manifold where system’s behaviour is
about to be drastically changed, should be carefully captured. As a first attempt, the set
of linearization points is carefully chosen as {−2.94,−1.54, 1.56, 2.96, 4.54, 6.16, 7.64} to
achieve the desired accuracy. Following the procedure outlined in Section 3.1.2, with the
chosen membership functions in Fig. 3.6a, the resulting TS fuzzy approximation of the
system (3.10) is visible in Fig. 3.5a where the solid line and the dashed line respectively
show the trajectory of the original system and its TS fuzzy approximation.
As expected, the flow of F1 ∈ S1 represents the generated flow of the original function
x˙ = sin(x) in the region S1 with an acceptable accuracy. However, after passing through
Σ12, the flow of F2 unexpectedly bypasses the linearization point 6.16 to generate a
smooth flow through the next linearization point 7.64. On the second attempt, this
erratic behaviour of the simulated fuzzy trajectory is repeated as the generated flow of F3
in the region S2 ignores the last linearization point 7.64 to form a smooth flow through
the linearization point 6.16. Changing the loci of linearization points such that they
can be closer to the switching manifold Σ12 or adding a number of points will result in
revisiting the similar or facing even worst scenarios. For instance, on the third attempt, a
large number of linearization points, having much shorter distances between each other,
is chosen in order to see whether approximation accuracy would be improved. The chosen
set is composed of the following linearization points
x ∈ {−2.94,−1.54, 1.56, 2.96, 3.544, 3.744, 3.944, 4.242, 4.442, 4.644, 4, 944, 5, 244, 5.642,
5.742, 5.942, 6.242, 6.444, 6.744, 6.944, 7.144, 7.444, 7.644, 7.844, 8.044, 8.244, 8.544,
8.744, 9.044, 9.244}
with the selected membership functions depicted in Fig. 3.6b. This time when passing
through Σ12, the generated flow of the TS fuzzy model (F4) becomes a random-like signal
in the state-space region S2 (see Fig. 3.5b), which obviously bypasses a few chosen lin-
earization points. This apparent confusion shows not only that the smooth TS fuzzy model
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Figure 3.5: Vector fields of the original system (3.10) along with its TS fuzzy approximation
obtained using off-equilibrium linearization, (a) with the first set of linearization points,
(b) with the more granular set of linearization points.
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Figure 3.6: Suitable membership functions defined for (a) first set of linearization points,
(b) the more granular set of linearization points.
cannot approximate the original vector field (in the region S2) as desired, but that it also
losses its uniqueness through intersection with the switching manifold Σ12 . Consequently,
three important implications can be enumerated as follows:
1. The current structure of smooth TS fuzzy models (3.6), has a fundamental flaw in
representing a simple non-smooth system, i.e. nonlinear system (3.10).
2. It is well-understood, in any non-smooth system, that each vector field Fi is basi-
cally smooth in each region Si. However, an undesired result will come about when
one tries to approximate the overall flow Φ(x, t) of the original system (3.10) pass-
ing through Σ12 from region S1 to a completely different dynamics in region S2.
Therefore, a discrete map must also be defined and incorporated in the structure
of a smooth TS fuzzy model to describe this abrupt transition with respect to the
switching manifold by capturing the exact dynamics just before Σ12 to just after
Σ12.
3. For a TS fuzzy model to represent a non-smooth system, a switching hypersurface (or
hyperplane) must also be properly defined to describe the exact time and location of
any switching event in the same way the original switching manifold Σ12 is specified.
Considering the above implications, the approximation property of Theorem 3.1, based
on the current structure (3.6), is fundamentally questionable for modeling non-smooth
dynamical systems. Therefore, the approximation capability of a TS fuzzy model must be
extended to include NSDS as will be expounded in the following sections. The important
properties of existence and uniqueness will be formally discussed in the context of the
proposed structure and why the existing structure cannot hold this important property in
case of non-smooth systems.
49 3.2 Models for non-smooth dynamical systems
3.2 Models for non-smooth dynamical systems
This section is dedicated to propose a TS fuzzy model structure able to represent a non-
smooth system as defined in (1.3) and classified in Table 2.1. The purpose of the proposed
structure is to overcome the fundamental issues of the existing TS model structure, pointed
out in Section 3.1.3. It will be shown that the new structure, which we refer to as a
non-smooth TS fuzzy model, well represents the behaviour of any original non-smooth
function at the point of discontinuity while holding the uniqueness (and existence) of
the approximative solution. Different conditions for the uniqueness (and existence) of
the solution to a non-smooth TS fuzzy system are discussed. The model structure is
synthesized in such a way that the special case of sliding and impacting dynamics can be
also taken into account as illustrated in Table 2.1 and detailed in Section 2.1.
3.2.1 Discrete-event dynamical systems
Discrete-event dynamical 1 systems have been extensively used in modeling highly complex
asynchronous-type systems. Their problems have also been the subject of interest in
computer science disciplines specially in the context of Petri nets [96, 97]. The dynamics
of these system can be described by discrete events occurring asynchronously over time
responsible only for generating state transitions. Naturally, between two events, the states
of such systems remain unaffected. This asynchronous behaviour is so familiar in many
automated or intelligent control systems where the operation is largely regulated by a
digitally-encoded, human-made rules for initiating or terminating activities and scheduling
the use of resources through controlled events [12]. Their mathematical models can be
expressed by
m+(t) = ξ(m(t), e(t)), (3.11)
where m is a discrete state variable, e is a discrete input and ξ is a function describing
the change of m. The input e ∈ E , where E = {e1, e2, . . . , en} is a finite set including the
values ei or so-called events. For instance an event can be defined by ’hitting a keyboard
key’, ’turning a switch on’ etc. The notation m+ describes the next state of m. If an
underlying countable set T represents the discrete times associated with each discrete
event, then m+ = m(tk+1) should be the event which occurs immediately after a past
event occurring at time m(t) = m(tk), where tk+1 ∈ T is the discrete time immediately
after tk ∈ T . Since the dynamic evolution of a discrete event system is actually defined
by asynchronous events rather than time, it is common to describe each event by m(k)
instead of m(tk) in (3.11); cf. Fig. 3.7.
Now, the discrete map, addressed in implication No. 2 in Section 3.1.3, can be im-
plemented by defining a discrete event function. This idea is based on the fact that a
non-smooth system is essentially composed of smooth and discrete event dynamics which
interact with each other. For instance, assume for some reason that it is desirable to study
the dynamics of the non-smooth system (3.10) in the region S1 where the flow of sin(x)
1It should be pointed out that the word ”dynamical” is normally used to emphasize that it is the
dynamics of such systems that render them particularly interesting. Nonetheless, these systems can be
simply called discrete event systems [12].
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is a smooth function.
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Figure 3.7: The evolution of the state variables of a discrete-event system (a) by events
at time k, and (b) in real time tk.
Then, for representing the flow of cos(x) defined in region S2 a discrete event system
can be designed (i.e., a switch) such that by changing the discrete states, the continuous
states become the states of the new smooth function; that is, cos(x). In this case, the
transitional dynamics close to the switching manifold can be fully understood by studying
the interaction of discrete events in a discrete event system, where the time and the
location of asynchronous events are exactly defined to form a separate discontinuity set
(to address implication No. 3). Therefore, it is possible by synthesizing smooth TS fuzzy
models and discrete event systems of the form (3.11) to define an inclusive structure of TS
fuzzy models capable of modeling non-smooth systems as well as smooth systems. This
structure is formally defined in the following section.
3.2.2 Non-smooth TS fuzzy model structure
A TS fuzzy model structure suitable for modeling non-smooth dynamical systems as de-
fined by (1.3) and classified by Table 2.1, and henceforward, referred to as a non-smooth
TS fuzzy model is given by the following definitions:
Definition 3.1 A non-autonomous TS fuzzy system Fˆ = (<n ×M,<p × E , Fm, ξ) can
be described as:
Rule j : IF θ1 is Γ
j
1 AND θ2 is Γ
j
2 AND . . .AND θq is Γ
j
q{
x˙ = Fm =
∑l
j=1 w
j(θ,m)(Aj(m)x+Bj(m)u)
m+ = ξ(x,m),
(3.12)
where F = <n ×M is a fuzzy state space of the system Fˆ, <p × E is an external input of
the system Fˆ, Fm : DFm → <n represents a smooth dynamical function, and ξ : Dξ →M
represents a discrete event function.
Each element of the state vector x ∈ <n in the fuzzy system Fˆ is referred to as
a continuous fuzzy state and each element of the state vector m ∈ M is referred to
as a discrete fuzzy state. The countable set M includes discrete state values mi, i ∈
IN = {1, 2, . . . , N} where N can be possibly infinite. Also, u ∈ <n is an input vector of
continuous fuzzy states.
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Each discrete state mi ∈M is associated with a specific set of fuzzy subsystems:∑
j∈{1,2,...}
wj(x,mi)(Aj(mi)x+Bj(mi)u), i ∈ IN , j ∈ Ilm , (3.13)
which henceforward we refer to as a fuzzy sub-vector field since it represents a smooth
vector field, which we denote as Fmi , Fmi : DFmi → <n, in the fuzzy state space F
(or equivalently, a fuzzy sub-vector field approximates a vector field Fi of non-smooth
system (2.13) defined in the region Si). In each fuzzy sub-vector field, Aj(mi) ∈ <n×n,
Bj(mi) ∈ <n and wj : <n ×M → [0 1] are continuous weighting functions satisfying
lm∑
j=1
wj(θ,m) = 1, j ∈ Ilm ,
where lm is the number of fuzzy rules for that specific fuzzy sub-vector field.
The notation m+ is interpreted as the next state of m ∈ M . Changing to the next
value of m results in a switching to another fuzzy sub-vector field
Fmk =
∑
j∈{1,2,...}
wj(x,mk)(Aj(mk)x+Bj(mk)u), k ∈ IN
Therefore, Rule j in (3.12) can not only describe the interpolation between the local
sub-systems of a fuzzy sub-vector field Fmi (with determining the weighting functions
wj) but also can describe the interpolation between the different fuzzy sub-vector fields
Fmk , k ∈ IN associated with different discrete states mk.
Note: The notation F (mi, x, u) is formally correct for a fuzzy sub-vector field defined in
(3.13). However, the short notation of Fmi is intentionally employed instead of the former
notation, to explicitly emphasize the association of a discrete state mi with corresponding
fuzzy sub-vector field Fmi . If we allow the set M to be a countable set of natural numbers
as M ⊆ N , then each fuzzy sub-vector field can also be referred to as F1, F2 . . ., which is
more synonymous with the original definition of NSDS in (2.13).
Definition 3.2 A non-autonomous output TS fuzzy system Oˆ = (<n×M,<p×E , Gm˜, ς)
can be described as the system (3.12) along with:{
y = Gm˜ =
∑lm˜
j=1 w
j(θ, m˜)(Cj(m˜)x),
m˜+ = ς(x, m˜),
(3.14)
where Rq × Oˆ is an output fuzzy space of the system Fˆ. Gm˜ : DGm˜ → <q represents a
smooth dynamical function and ς : Dς → Oˆ represents a discrete event function. Each
element of y is referred to as continuous fuzzy output and each element of m˜ is referred
to as a discrete fuzzy output.
A TS fuzzy system (3.12) as described in Definition 3.1 will be considered as a non-
smooth TS fuzzy model in this thesis. However, depending on the context where the
output fuzzy space is taken into account, Definition 3.2 can be additionally considered.
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Remark 3.1 The discrete fuzzy state variables m ∈ M as defined in Definition 3.1, is
essentially different from continuous fuzzy state variables x ∈ <. Even though in some
cases discrete fuzzy states may be defined as, mi ∈ <, i ∈ IN where IN = {1, 2, . . . , N},
there is strictly no relation between the elements of the set M while there is always a
relation between the continuous fuzzy state variables in the set < as defined in metric
spaces. A metric space is a set in which a distance function is defined with specific
properties [98]. The distance function implies that the elements in the set, i.e. <, have
a certain relation to each other. For instance, in the case of electronic dc-dc converters
(case study I), the switch ”on” and ”off” can be medelled with the discrete state variables
m1 = 1 and m2 = 0, which are binary variables without any relation with each other.
Remark 3.2 Whether changing the value of a discrete state m in function ξ is affected
by an external (or internal) event, which mainly depends on the physical system of interest,
the function ξ can be alternatively expressed by a number of switch sets Si,k as
Si,k = {x ∈ Rn | mk = ξ(x,mi)}, i, k ∈ IN , (3.15)
where IN = {1, 2, . . . , N} (N is possibly infinite as the number of elements in set M ;
cf. [99]). Switch sets normally define the change of a discrete state mi to mk or change
of a fuzzy sub-vector field associated with mi to another fuzzy sub-vector field associated
with mk in the continuous fuzzy state space Rn where mi 6= mk. Switch sets are used
together with a non-smooth TS fuzzy model (3.12) to define a switching manifold in a
more explicit manner.
Remark 3.3 To represent complex impacting dynamics where there are discontinuities
(or jumps) in continuous states after intersection with a switching manifold, a function
χ : Dχ → <n describing the state discontinuities should be further incorporated in the
model as:
x+ = χ(x,m), (3.16)
where Dχ ⊆ <n ×M × <p × E and the notation x+ means the next discontinuous state
of x. The related dynamics is illustrated in Table 2.1 under the category of impacting
systems with a DoS of zero, describing a considerable class of non-smooth mechanical
systems (see [7, 35] and the references therein). However, in electronic switching systems
like dc-dc converters this behaviour has not been observed yet [1].
The function χ in (3.16) can be alternatively described by jump sets Di as:
Di = {x ∈ <n| x+ = χ(x,mi)}, i ∈ IN . (3.17)
As switch sets (3.15) and jump sets (3.17) can coexist in the fuzzy state space F , the
relation between two successive continuous fuzzy states can be defined by the matrix J as
x+ = J(mi)x. (3.18)
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Remark 3.4 The incorporation of discrete event dynamics in the non-smooth TS fuzzy
system Fˆ, is inspired by the modeling of Petri nets by discrete event dynamical systems
where discrete states are commonly defined as a vector value [12, 13, 96]. However, in the
sense of Definition 3.1, there is no difference for a discrete state m to be defined as a vector
or a scalar value. There is always a possibility to define another set Mˆ where each of its
scalar elements is related to each of the scalar elements of the existing countable set M .
In this case, a discrete event function ξˆ can be defined as
mˆ+ = ξˆ(x, mˆ),
where mˆ+ ∈ Mˆ and mˆ ∈ Mˆ are related to m+ ∈M .
Remark 3.5 All physical systems whose dynamics are classified in Table 2.1 have a
unique path of discontinuous (switching) behaviour with respect to the switching manifold.
Nevertheless, the function ξ in (3.12) (or the function ς in (3.14)) can be defined as a
multiple-valued function to model possible non-deterministic discrete event behaviours
that arise in many control problems [100,101].
Remark 3.6 All function elements in the non-smooth TS fuzzy system Fˆ, i.e.
Fm, ξ, ς, Gm˜ (and χ if applicable), can be dependent on t to represent the dynamics of
time-varying systems.
Remark 3.7 If the time set T , cf. Section 3.2.1, is defined as a countable set, it is
possible to discretize the continuous-time, non-smooth TS fuzzy system Fˆ to obtain a
discrete-time, non-smooth TS fuzzy model as:
Rule j : IF θ1 is Γ
j
1 AND θ2 is Γ
j
2 AND . . . AND θq is Γ
j
q{
x(t+ 1) =
∑l
j=1 w
j(θ,m)(Gj(m)x+Hj(m)u)
m+ = ξ(x,m),
(3.19)
where t = kh ∈ T , k ∈ N and h > 0 is the sampling rate. However direct discretization
of the continuous-time, non-smooth TS fuzzy model to a discrete-time, non-smooth TS
fuzzy model of the form (3.19) would be not plausible unless using digital redesign methods
through state matching for each fuzzy sub-vector field and the corresponding sub-systems.
Any state matching approach, in turn, impose some forms of state transition matrices to
the consequent linear sub-matrices Aj and Bj in (3.12) by multiplying the terms eAt and∫ t
0
e−At to preserve the necessary information of the continuous, non-smooth TS fuzzy
model which may be lost during the sampling interval (see the similar approaches applied
on smooth TS fuzzy models [102–104] and see also Section 5.2 on the literature of fuzzy-
chaos control methods). For example to have a discrete model, each affine sub-system of
a fuzzy sub-vector field Fmi should be transformed to
eA
j(mi)tx(0) + eA
j(mi)t
∫ t
0
e−A
j(mi)τBj(mi)u(τ)dτ, (3.20)
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where t = kh (k = 0, 1, 2, . . .). Letting two consecutive sampling interval to be t = kh and
t = (k + 1)h, each discretized sub-system of Fmi can be expressed by
eA
j(mi)hx(kh) + eA
j(mi)(k+1)h
∫ (k+1)h
kh
e−A
j(mi)τB(mi)u(τ)dτ.
Then the continuous states x(t) and inputs u(t) can be matched with the digitally sam-
pled xˆ(kh) and uˆ(kh) to represent the discrete-time system (3.19) as a close representation
of the original continuous-time, non-smooth TS fuzzy model (3.12), if the sampling pe-
riod is chosen sufficiently small. The discretization process of the model (3.12) would
be at best difficult, since as it is apparent from (3.20), the parameters of the conse-
quent function in (3.19) can be no longer time invariant but time varying functions, i.e.
Gj(m) = eA
j(mi)h, Hj(m) = eA
j(mi)(k+1)h
∫ (k+1)h
kh
e−A
j(mi)τB(mi)u(τ)dτ, t = kh. There
are methods for the accurate discretization of smooth TS fuzzy models (3.6) via propos-
ing different state transition matrices, some of which have been proved effective (see for
instance [105] and the references therein) and can be applied on a continuous-time, non-
smooth TS fuzzy model by discretizing each (continuous-time) fuzzy sub-vector field Fmi
(each Fmi can essentially represent a smooth TS fuzzy model, cf. Remark 3.9). Neverthe-
less, the main focus of this thesis is on continuous-time fuzzy systems.
It is important to note that non-smooth transitions are already described by discrete
event function ξ in (3.19) so there is no need for discretization to capture the switching
events between different fuzzy sub-vector fields.
Remark 3.8 If discrete event functions ξ and ς, defined in (3.12) and (3.14), are defined
to be explicitly dependent on the input u, then the input signal u can effect the discrete
state m too. From the control point of view, this can be advantageous in switching-type
controllers when continuous inputs are able to change the discrete states.
Remark 3.9 Each fuzzy sub-vector field Fmi as defined in (3.13) is associated with
a specific discrete state mi ∈ M . Continuous fuzzy states can evolve by x˙ = Fmi =∑lm
j=1 w
j(θ,mi)(Aj(mi)x + Bj(mi)u) when the discrete state m = mi. By changing the
discrete state to, say, m = mk, evolution of x˙ continues with switching to another fuzzy
sub-vector field Fmk , which is smooth until mk is active. In this way any sudden transition
of dynamics with respect to the switching manifold in terms of discontinuities in states
(systems with a DoS of zero) or in flows (systems with a DoS of one or higher) can be
accurately captured.
Remark 3.10 An invariant set of NSDS (Definition 2.1) can be redefined for a solution
to the non-smooth TS fuzzy system Fˆ in terms of equilibrium points and periodic solutions.
An equilibrium point to the non-smooth TS fuzzy system Fˆ is the fuzzy state
(xeq,meq) ∈ F where the system initiates and fulfills all fuzzy sub-vector fields as
Fmi(x
eq, t) = Fmi(x
eq, 0), mi ∈ M, i ∈ IN where IN is the number of discrete states
in the set M . Therefore, it will remain in the fuzzy state (xeq,meq) ∈ F for all future
times t ∈ T .
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A limit cycle is a non-trivial periodic solution to the non-smooth TS fuzzy system Fˆ
when Fmi(x
p, T ) = xp, mi ∈ M, i ∈ IN . Therefore the continuous fuzzy states fulfill
x(t+ T ) = x(t) and the discrete fuzzy states fulfill m(t+ T ) = m(t) for T > 0.
3.2.3 Evolution of states in a non-smooth TS fuzzy model
Even though the evolution of system states in a non-smooth TS fuzzy model is formally
stated in Remark 3.9, loosely speaking the system evolution can be explained as follows.
Approximated trajectories starts at an initial condition (x0,m0) ∈ F0, where F0 is referred
to as an initial set of fuzzy states for the system Fˆ, and the initial states are x0 = x(t0)
and m0 = m(t0). The trajectory continues to evolve based on the fuzzy sub-vector field
Fm0 =
∑lm0
j=1 w
j(x,m0)(Aj(m0)x+Bj(m0)u) until the discrete state m changes its value
to m = m1 due to the condition of switch set S0,1 (the intersection with switching man-
ifold Σ or in general due to an event). Then, the system enters a new set of states
(x1,m1) ∈ F , x1 = x(t1), m1 = m(t1), where the trajectories restart their evolution
based on the fuzzy sub-vector field Fm1 and maintain their progress until the next change
of discrete state m1 to m2 induced by the next discrete event as dictated by switch set
S1,2 and so on. This evolution is illustrated in Fig. 3.8.
Figure 3.8: Trajectories evolve in a non-smooth TS fuzzy model based on different
fuzzy sub-vector fields whose global state spaces (or regions) are separated from each
other. Changing of the discrete state m will result in moving from one state space to
another state space containing a smooth flow, represented by a fuzzy sub-vector field
Fmi , i = 0, 1, 2, . . . , N . Each fuzzy state space region Fi, i = 0, 1, 2, . . ., can also be
locally divided to different operating regions resulting from the piece-wise linear structure
of the membership functions.
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3.2.4 The possibility of representing sliding dynamics
Following the discussion in Section 2.2.6 regarding the possible formulation of sliding
dynamics for sliding Filippov-type systems, equivalent sliding dynamics can further be
represented by a non-smooth TS fuzzy model of the form (3.12). One possible scenario
is that a sliding manifold can be formed as a result the coincidence of two (or possibly
several) switch sets (see Remark 3.2) at certain continuous fuzzy states. More specificly,
a sliding (measure-zero) manifold S can be formed by two coinciding switch sets Si,k and
Sk,i, representing a switching manifold. In this case, if the two fuzzy sub-vector fields Fmi
and Fmk represent flows with opposite directions in the close vicinity of a sliding manifold
S, the flows will slide along S. The possible outcome will be an infinite number of rapid
switches between sub-vector fields Fmi and Fmk and consequently between the discrete
states mi and mk. This scenario is illustrated in Fig. 3.9.
Figure 3.9: The shaded surface depicts the (measure-zero) sliding manifold S, formed by
coinciding Si,k and Sk,i at certain fuzzy states and the opposite direction of the flows of
Fmi and Fmk . In this case an infinite number of rapid switches between the two discrete
states mi and mk associated with the fuzzy sub-vector fields Fmi and Fmk can occur.
When an infinite number of rapid switching between fuzzy sub-vector fields occur, it
is, at best, very difficult to ascertain the value of discrete states at any time in the slid-
ing mode with the initial states (x0,m0) ∈ F0. To resolve this uncertainty, new discrete
states representing the possible sliding modes can be introduced by function ξ to define
the sliding dynamics in question. For instance, sliding motions (Fig. 3.9) can be defined
by a new discrete state, say mz, representing the same dynamics as the infinite number
of switching between Fmi and Fmk . As a result, a sliding manifold in Fig. 3.9 can be
readily represented by switch sets Si,z and Sz,k and the equations for sliding flows that
slide along S can be formulated in the way described in Section 2.2.6.
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Figure 3.10: Another Possible scenario of coinciding switch sets Si,k and Sk,i in a non-
smooth TS fuzzy system would result the formation of a non-measure-zero sliding region.
Another possible scenario of sliding dynamics in a non-smooth TS fuzzy model occurs
when switch sets coincide and form a sliding region instead of a sliding manifold (see Fig.
3.10). Likewise, the sliding dynamics are definable with the available formulation methods
discussed in Section 2.2.6 if we substitute the vector fields F1 and F2 of a non-smooth sys-
tem (2.13) with the fuzzy sub-vector fields Fmi and Fmk to formulate the resulting sliding
dynamics.
3.2.5 Sufficient conditions for existence and uniqueness
As mentioned before, the existing universal approximation theorem for fuzzy systems
(Theorem 3.1) guaranteed that a TS fuzzy model is able to uniformly approximate any
given (smooth) nonlinear function to arbitrary accuracy. Generally, a TS fuzzy model
represents an approximative solution of a physical plant based on its mathematical model.
Knowing that there is a certain degree of approximation in any model, including TS
fuzzy models, it should be first examined if a solution exists (according to the real plant).
Guaranteeing the existence, the uniqueness of the solution should then be investigated.
Smooth TS fuzzy models: The existence of a solution for a smooth TS fuzzy model
structure (3.6) can be defined if the system flow Φ(x, t), evolving from the initial condition
x0 = x(t0), it can fulfill the system dynamics for any given inputs everywhere. Several
sufficient conditions can be enumerated for the existence and uniqueness of a solution to
smooth dynamical systems or ODEs that can also be applied to a smooth TS fuzzy system
to prove the existence of its approximative solution, cf. Cauchys existence theorem [106].
If a nonlinear system holds the Lipschitz condition in any given domain, the sufficient
condition for existence and uniqueness can be guaranteed [9,10]. This condition is stated
as follows:
Definition 3.3: A nonlinear function f(x, t), which is continuous in x but can be piece-
wise continuous in t, holds a Lipschitz condition in Ω ⊆ <n × < if a constant (called the
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Lipschitz constant) L exists such that
‖f(x, t)− f(z, t)‖ ≤ L‖x− z‖ when (x, t) ∈ Ω, (z, t) ∈ Ω (3.21)
It is known that the Lipschitz property is stronger than continuity (for instance,
f(x) = x2/3 is continuous but not locally Lipschitz at x = 0) but weaker than contin-
uous differentiability [9] (for instance, f(x) = |x| is locally Lipschitz but not continuously
differentiable at x = 0). The Lipschitz condition can hold globally or locally, depending
on the domain where the condition of Definition 3.3 applies [9]. The local Lipschitz prop-
erty of a function is basically a smoothness requirement and it is implied by continuous
differentiability [9]. For instance the nonlinear system:{
x˙1 = −x1 + x1x2
x˙2 = x2 − x1x2,
is continuously differentiable in <2; hence, it is locally Lipschitz on <2 [9].
The very useful property of Definition 3.3 is that the existence together with the unique-
ness of any approximative solution or flow Φ(x, t) (with the initial condition x0 = x(t0))
can be guaranteed over a local domain or interval [t0 t0+T ] where T > 0 may be very small
(Local Lipschitz condition). Then, the interval [t0 t0+T ] can be (theoretically) expanded
to another local domain or interval [t0 + T t0 + 2T ] by repeatedly applying Definition 3.3
over the interval in question until the existence and uniqueness are guaranteed over the
whole domain where the flow Φ(x, t) is defined (global Lipschitz condition). However, in
case of a non-smooth system, it is not possible to indefinitely expand the domain of locally
Lipschitz flow, since the conditions guaranteeing existence and uniqueness may cease to
hold at the point of discontinuity [11]. The existence and uniqueness of a solution for the
flow Φ(x, t), x0 = x(t0) of a non-smooth system of the form (1.3) must be defined such
that if the flow must fulfill the system dynamics for any given inputs almost everywhere.
For a smooth nonlinear system, having locally Lipschitz vector fields, the sufficient
conditions for global existence and uniqueness can be guaranteed if it is known that the
solution will remain in a compact subset of the domain where the Local Lipschitz condition
holds. In this case, a unique solution exists and evolves globally for all times after passing
the initial time [9]. At the same time, global existence and uniqueness can be concluded
from the global Lipschitz condition, the property that only linear systems acquire [9].
Revisiting the consequent (defuzzified) function of a smooth TS fuzzy model (3.6):
x˙ =
l∑
j=1
wj(θ)(Ajx+Bju) = A(θ)x+B(θ)u
y =
l∑
j=1
wj(θ)Cjx = C(θ)x,
the x˙ (and, y) is a convex combination of local linear sub-systems (or affine sub-systems
as in (1.4)). Global existence and uniqueness of an approximative solution of the above
TS fuzzy model, representing a smooth nonlinear system, can be easily guaranteed by
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locally Lipschitz conditions. This due to the fact that fuzzy sub-systems (representing a
continuous vector fields) will always remain in the compact subset (convex combination) of
its operating region (domain where the locally Lipschitz condition holds). The operating
regions of a smooth TS fuzzy system are where only one model rule and the corresponding
affine dynamics is active (see Fig 3.8), and the interpolation regions between them are
where several dynamics are present [107,108]. However, a smooth TS fuzzy model structure
is just a special case of a non-smooth TS fuzzy model, where there exists only one discrete
state m = m0 assuming the solution starts at the initial condition (x0,m0). Therefore,
in modeling a non-smooth system, an approximative flow Φ(x, t) of a smooth TS fuzzy
model cannot hold the Local Lipschitz property at any switching manifold Σ (which can
be considered as instantaneous interval where the vector field itself is not defined in the
view of a continuous function), since the flow can no longer remain in the compact subset
of its operating region. Consequently, the flow Φ(x, t) does not fulfill the original system
dynamics everywhere, where the generated flow of a TS fuzzy model cease to exist at a
switching manifold Σ. This is shown in the example of Section 3.1.3, where the generated
flow of a smooth TS fuzzy does not follow the original dynamics in region S2. It is also
evident that the approximative solution cannot be unique (see Fig. 3.5).
Non-smooth TS fuzzy models: Lipschitz continuity does not hold at the discon-
tinuity set Σ in the sense of Definition 3.3. For non-smooth Filippov-type systems, the
sufficient conditions for existence and uniqueness is treated in Filippov’s book [11] , where
a non-smooth system is defined as a set-valued function or in the form of differential in-
clusion as outlined in Filippov’s convex combination method (Section 2.2.6). According
to Filippov, if a set-valued function f(x) is nonempty, bounded, closed, convex and upper
semi-continuous 2, then there exist a unique solution x(t) to the differential inclusion [11].
As discussed in Section 2.2.6, the sliding dynamics can also be formulated in the form of
differential inclusions; hence, the existence and uniqueness can be investigated. Further-
more, in the sense of differential inclusion, Lipschitz property can be relaxed at the point
of discontinuity or switching manifold Σ [11,109].
Sufficient conditions for the existence (and uniqueness) of a solution to the non-smooth
TS fuzzy model (3.12) can be guaranteed by the following assumptions.
Assumption 1: Fuzzy sub-vector fields as defined in (3.13) hold the local Lipschitz
property in their operating region in the sense of Definition 3.3.
Assumption 2: The number of switchings between fuzzy sub-vector fields (or the
discrete states associated with them) belongs to the countable setM defined in finite time.
Assumption 3: Any transition of a discrete state should be uniquely defined. This
requires that for any pair of switch sets Si,k
⋂
Si,z = ∅, i 6= k 6= z.
Each fuzzy sub-vector field Fm can be modeled with a smooth TS fuzzy model struc-
ture (3.6) which is active only in one discrete state, i.e. m = m0. A smooth TS fuzzy
2A set-valued function F (x) is called upper semi-continuous at the point x if supx´∈F (x´)‖x´ − x‖ →
0 as x´→ x.
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model (3.6), as discussed before, is locally Lipschitz in its operating region. Therefore,
Assumption 1 is a valid assumption. Furthermore, as noticed in the case studies presented
in Section 2.1 and in general for the physical model of all electrical and mechanical sys-
tems classified in Table 2.1, the state space is partitioned into a finite number of regions
Si where the flows Φi are defined as smooth functions (see equation (2.13)). Therefore,
Assumption 2 is also a valid assumption. Assumption 3, actually overrides Remark 3.5
of Definition 3.1. This is also acceptable, since non-determinism of discrete events can be
hardly realized in the non-smooth systems classified in Table 2.1.
Therefore, with the above assumptions, sufficient condition for global existence and
uniqueness of the approximative solution to a non-smooth TS fuzzy model can be provided
by the following theorem:
Theorem 3.2 Suppose a smooth solution x(t) is defined on a compact set U ⊆ <n, x0 ∈
U for every solution of a non-smooth TS fuzzy model (3.12) with the initial condition
(x0,m0) ∈ F0. Then there is a solution to the non-smooth TS fuzzy model which is
defined for all time t.
Proof: According to Assumption 2, the number of discrete states associated with fuzzy
sub-vector fields, belong to a countable set. The solution also remains in the compact set
U . Existence and uniqueness of a solution can be guaranteed for the time interval between
the switching of discrete states associated with the corresponding fuzzy sub-vector fields.
Therefore, a unique solution of the non-smooth TS fuzzy model exists for all time t > 0.
Theorem 3.2 provides a supplement to Theorem 3.1 to enhance the universal approxi-
mation capability of fuzzy systems by including non-smooth TS fuzzy models in the sense
of Definition 3.1. The universal approximation theorem of fuzzy systems, with the new
notion of universality, can now be expressed as follows:
Theorem 3.3 (Universal approximation of TS fuzzy systems revisited) For any
given real (smooth or non-smooth) dynamical function ψ(x) and an arbitrary ² > 0, there
exist a TS fuzzy system Fˆ in the form of (3.12) such that
sup
x∈U
|Fˆ− ψ(x)| < ².
Theorem 3.3 states that the non-smooth TS fuzzy system Fˆ can uniformly approximate
any given (smooth or non-smooth) nonlinear function to arbitrary accuracy. In case of
approximation of a smooth system, as mentioned before, a non-smooth TS fuzzy model
with only one fuzzy sub-vector field associated with one discrete state m0 can provide the
equivalent structure as for a smooth TS fuzzy model.
Example 3.4 (A simple periodic behaviour of an invariant set).
In order to show the simple periodic behaviour of an invariant set in a non-smooth
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system, we intend to define an exemplary hypothetical non-smooth TS fuzzy system of
the form (3.12). Consider a non-smooth model represented by a TS fuzzy system of the
form (3.12), which is described by the following model rules:
Model Rule 1: IF x1(t) is ”Positive” and x2(t) is ”Big,” THEN
{
x˙(t) = A1(m1)x(t)
m1 = ξ(x,m2),
Model Rule 2: IF x1(t) is ”Positive” and x2(t) is ”Small,” THEN
{
x˙(t) = A2(m1)x(t)
m1 = ξ(x,m2),
Model Rule 3: IF x1(t) is ”Negative” and x2(t) is ”Big,” THEN
{
x˙(t) = A3(m1)x(t)
m1 = ξ(x,m2),
Model Rule 4: IF x1(t) is ”Negative” and x2(t) is ”Small,” THEN
{
x˙(t) = A4(m1)x(t)
m1 = ξ(x,m2),
which are defined for the first fuzzy sub-vector field according to the membership functions
illustrated in Fig. 3.11.
Figure 3.11: Membership functions defined for Example 3.4
The model rules for the second fuzzy sub-vector field can be defined as the above but
with exchanging two fuzzy variables x1 and x2 and the two discrete variables m1 and m2.
Therefore there exist two fuzzy sub-vector fields associated with two switch sets m1 and
m2 as follows:
Fm1 =
lm1∑
j=1
wj(x,m1)(Aj(m1)x), and lm = 4,
Fm2 =
lm2∑
j=1
wj(x,m2)(Aj(m2)x), and lm = 4,
where the linear fuzzy sub-systems for Fm1 and Fm2 are:
A1(m1) =
[
3 −150
7.5 3
]
, A2(m1) =
[
3 −150
15 3
]
, A3(m1) =
[
3 −225
15 3
]
, A4(m1) =
[
3 −225
7.5 3
]
,
A1(m2) =
[
3 7.5
−150 3
]
, A2(m2) =
[
3 15
−150 3
]
, A3(m2) =
[
3 15
−225 3
]
, A4(m2) =
[
3 7.5
−225 3
]
.
Assume the above linear matrices for each fuzzy sub-vector field, are obtained via some
approaches (approaches for constructing a non-smooth TS fuzzy model will be proposed
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later in this chapter). Function ξ is defined by the following switch sets (see Remark 3.2):
S1,2 = {x ∈ <2 | x2 = kx1}, S2,1 = {x ∈ <2 | x2 = −1
k
x1}.
As noticed, the largest linear sub-system member of Fm1 and Fm2 can be respectively
recognized as A2(m1) and A2(m2), where the value of fuzzy variables lie on the boundary
of [7.5, 15] and [−255,−150] as defined for the fuzzy sets (see Fig. 3.11). The eigenvalues
of sub-systems A2(m1) and A2(m2) are calculated as λ = 3 ± jω0, where ω0 = 47.43.
Therefore, if k is chosen according to
k =
√
10− e−pi/ω0
10e−pi/ω0 − 1 = 1.0413,
the response of the model is a periodic oscillatory solution with a period of T = pi/ω0 as
seen in Figure 3.12a. The switching time between Fm1 and Fm2 , independent from initial
conditions, can be also derived by
pi − 1
ω0
arctan(
ω0
90
(k +
1
k
)).
In an initial investigation for stability of an invariant set, the eigenvalues of all fuzzy
sub-systems Aj(mi), j = Ilm , i = IN have positive real part of 3, meaning that all of
them are unstable. However, if the location of the switch sets (effectively the switching
manifold) is altered to:
S1,2 = {x ∈ <2 | x2 + x1 = 0}, S2,1 = {x ∈ <2 | x2 = 0},
the system trajectories converges to a stable solution (stable equilibrium point) as depicted
in Fig. 3.12b, where all fuzzy sub-systems are unstable. Now assume that Fm1 and Fm2
are changed to sub-vector fields with the following sub-systems:
A1(m1) =
[
−3 −150
7.5 −3
]
, A2(m1) =
[
−3 −150
15 −3
]
, A3(m1) =
[
−3 −225
15 −3
]
, A4(m1) =
[
−3 −225
7.5 −3
]
,
A1(m2) =
[
−3 7.5
−150 −3
]
, A2(m2) =
[
−3 15
−150 −3
]
, A3(m2) =
[
−3 15
−225 −3
]
, A4(m2) =
[
−3 7.5
−225 −3
]
.
The switch sets are also changed to:
S1,2 = {x ∈ <2 | x2 = −0.4x1} S2,1 = {x ∈ <2 | x2 = 2.5x1}
Both fuzzy sub-vector fields Fm1 and Fm2 includes stable sub-systems with the eigenvalues
of −3± ω0. However, as illustrated in Figure 3.13, the system is unstable as the solution
trajectories diverge from the equilibrium point.
Although this example shows the trajectory behaviour in the vicinity of a simple form
of an invariant set such as equilibrium points, it clarifies that the stability analysis of
an invariant set (in the sense of definition of Remark 3.9), in general, demands different
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Figure 3.12: (a) The response of a non-smooth TS fuzzy system as a oscillatory closed
orbit. (b) Changing the location of switching manifolds can result in a stable TS fuzzy
system.
formulations taking into account the dynamics in the close neighborhood of a switching
manifold. These formulations will be treated in Chapter 4, where the stability of the
complex form of invariant sets like periodic solutions is analyzed. In a non-smooth TS
fuzzy model, when compared with its smooth counterpart, there exist a number of crucial
issues that need to be addressed. For instance, how can the stability of a non-smooth TS
fuzzy system be guaranteed regardless of the switching between discrete states and their
corresponding subsystems or sub-vector fields. How can it be shown that a system is stable
if the exact locations of switching sets are unknown or if there is an approximation error
in representing such manifolds? These comparatively unique kind of robustness issues will
be further discussed in Chapter 4.
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Figure 3.13: Switchings between stable fuzzy subsystems may lead to an unstable system.
3.2.6 Constructing non-smooth TS fuzzy models
In this section, two methods for constructing a non-smooth TS fuzzy model will be pre-
sented. The first method is employed for the modeling of non-smooth systems with affine
structure in each region of validity, e.g. dc-dc electronic converters. The second proposed
method is suitable for non-smooth systems having nonlinear vector fields in each region
of validity Si.
3.2.6.1 Fuzzy sub-vector fields by linearizing transformation
As mentioned in the introductory chapter (Section 1.4), a smooth TS fuzzy model can
be considered as a polytopic LPV system. This comes from the fact that fuzzy sets
Γ ∈ Fn, Γ : <n → [0, 1] fulfill the following conditions [110] (see also [111] for the original
definition):
• Γ is normal, i.e., there exists an x0 ∈ <n such that Γ(x0) = 1,
• Γ is fuzzy-convex, i.e., for any x, y ∈ <n and 0 ≤ w ≤ 1
Γ(wx+ (1− wy)) ≥ min{Γ(x),Γ(y)},
• Γ is upper semi-continuous,
• the closure of the set {x ∈ <n; Γ(x) > 0} is compact.
Then, for 0 < α < 1, there is a non-empty compact convex subset of <n called an α-level
set [Γ]α, defined as
[Γ]α = {x ∈ <n; Γ(x) ≥ α}. (3.22)
The set [Γ]0 is also called the support of Γ.
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According to the above conditions, fuzzy sets Γj should describe weighting functions
wj , which are positive scalar functions of parameter-variable states and indicate to what
degree each affine sub-model belongs to the overall smooth dynamics. Employing this
property, Theorem 3.2 also proves that a non-empty compact convex subset of <n can be
provided for the fuzzy sets Γj of a non-smooth TS fuzzy system where weighting functions
determine to what degree each fuzzy sub-vector field (and the corresponding sub-systems)
form the overall dynamics. Therefore, a fuzzy sub-vector field can be represented as a
weighted sum of affine sub-systems:
Fmi =
lmi∑
j=1
wj(θ,mi)(Aj(mi)x+Bj(mi)u+ aj(mi)) (3.23)
where wj : <n ×M → <+, j ∈ Ilmi . However, with the approach proposed here, the
operating region of a sub-system in (3.23) is replaced with flexible regions, defined as
Fx,mi,jq ⊂ F . This provides the possibility of representing a fuzzy sub-vector field in q
flexible regions. In this way, the regions can be defined as a support set of continuous
fuzzy states:
[w]0 = {x ∈ Ωx,miq | wj(x,mi) > 0}, (3.24)
where each region Fx,mi,jq is designated to [w]0 and defines to what degree the affine terms
Aj(mi)x+Bj(mi)u+aj(mi) are a part of (3.23) and hence, the overall dynamics. Having
flexible regions instead of fixed regions in the fuzzy state space F , plays an important role
in avoiding the conservative formulation for structural stability analysis using Lyapunov’s
approach, presented in the next chapter, where the candidate non-smooth Lyapunov func-
tions can be flexibly defined for each fuzzy sub-vector field and its sub-systems.
With the support [w]0 as defined in (3.24), a non-smooth TS fuzzy model can be
obtained if fuzzy variables zi(x) are defined as a convex combination of flexible region
boundaries as
zi(x) =M(zi(x)) ·min
x
[w]0 + (1−M(zi(x))) ·max
x
[w]0,
where minx[w]0 and minx[w]0 are respectively the lower boundary and the upper boundary
of flexible regions Fx,mi,jq . As implied, the idea of sector nonlinearity is extended here by
substituting the sectors with flexible regions Fx,mi,jq for a fuzzy sub-vector field Fmi . From
this point on, the rest of the procedure for obtaining the TS model is similar to that of
smooth TS fuzzy systems (see Section 3.1.2).
3.2.6.2 Fuzzy sub-vector fields by Taylor expansion
The idea here is to linearized fuzzy sub-vector fields via their 1st-order Taylor expansion
around chosen linearization points xq. Like the former approach, an affine fuzzy sub-
vector field (3.23) can be defined in q flexible fuzzy state-space regions Fx,mi,jq . Therefore,
a reasonable number of linearization points can be chosen in flexible partitions of the
universe of discourse. As in a non-smooth system of the form (2.13), each vector field Fi
actually represents a smooth function in an open region of the phase space Si. System
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parameters for a fuzzy sub-vector field (3.23) can then be constructed as:
Aq(mi) =
∂Fi
∂x
∣∣∣∣
xq
, Bq(mi) = Fi(xq)− ∂Fi
∂x
∣∣∣∣
xq
(x− xq)− ∂Fi
∂u
∣∣∣∣
uq
, (3.25)
with an affine term
aq = Fi(xq, uq)−Aq(mi)xq −Bq(mi)uq. (3.26)
This method is realizable based on the valid assumption that a fuzzy sub-vector field
Fmi in (3.23) represents an approximated smooth function of the original vector field Fi,
defined in the region Fx,mi,jq . Therefore a Taylor expansion of the original vector field Fi
around a linearization point xq in the state-space partition Fx,mi,jq yields:
Fmi = Fi(xq) +
∂Fi
∂x
∣∣∣∣
xq
(x− xq) + O(F 2i (xq)),
where the higher-order term O(F 2i (xq)) is smooth and fulfills
‖O(F 2i (xq))‖
‖x− xq‖ → 0 when ‖x− xq‖ → 0.
or in an equivalent term, for any R˜q(mi) > 0 there exist an r˜q(mi) > 0 such that
‖O(F 2i (xq))‖ ≤ R˜q(mi)‖x− xq‖, x ∈ Br˜q(mi)(xq).
As can be deduced from the above, the higher-order term O(F 2i (xq)) in the close vicinity
of linearization points xq ∈ Fx,mi,jq , will be small and can be neglected.
Obtaining the consequent system parameters as (3.25) and (3.26) and selecting ap-
propriate membership functions for each linearization point, each fuzzy sub-vector field
can be constructed as (3.23) to represent the smooth flow of Fi of a non-smooth system.
Hence, according to Theorem 3.3, the non-smooth TS fuzzy system can approximate the
whole flow of Fi, i = 1, 2, . . . , n belonging to a non-smooth system.
Example 3.5 (Case study I continued, the boost converter). The accuracy
of the proposed TS fuzzy modeling approaches can be well examined in this example
by applying it to dc-dc boost converters, introduced in case study I, which as already
mentioned, are considered as non-smooth Filippov-type systems (see Table 2.1). There
have been several attempts in the literature on the application of a TS fuzzy model-
based approach to dc-dc electronic converters, mainly in order to control and boost the
transient response of the circuit in the presence of disturbances; see for instance [112–115].
In all of these attempts, the given averaged model of the converter is represented by a
smooth TS fuzzy model. Due to the fact that averaging technique provides a simplified
and mathematically smooth model of a circuit, which neglects the dynamics occurring at
fast-scale switching [1], i.e. the period-1 operation shown in Fig. 2.2, and all the ensuing
bifurcation scenarios (Fig. 3.17). The purpose of employing the averaging technique
is to focus on the central components of power processing and control functions of the
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circuit. The averaged (or smooth) model of the converter, however, is not capable of giving
any insight or information about fast-scale instabilities and all the ensuing bifurcations
including DIBs, arise at the clock frequency. The intention here, as first proposed in [116],
is to obtain a non-smooth TS fuzzy model of a dc-dc boost converter, which is able to
capture all the fast-scale nonlinearities occurring at clock instants.
Considering the equations (2.1) and (2.2), where state variables are defined as x1(t) =
iL(t) and x2(t) = vC(t) and using the method of linearizing transformation, a non-smooth
TS fuzzy model for the boost converter can be obtained with the following model rules:
Model Rule 1: IF x1(t) is Γ1 THEN
{
x˙(t) = Aj(m1)x(t) +Bj(m1)u(t),
m1 = ξ(x,m2), j = 1, 2.
Model Rule 2: IF x1(t) is Γ2 THEN
{
x˙(t) = Aj(m2)x(t) +Bj(m2)u(t),
m2 = ξ(x,m1), j = 1, 2.
(3.27)
where fuzzy sub-vector field matrices with consideration of parasitic variables can be de-
fined as:
A1(m1) = A2(m1) =
[
− 1L (rL + rSW ) 0
0 − 1C(R+rC)
]
, B1(m1) = B2(m1) =
[
Vin
L
0
]
A1(m2) = A2(m2) =
[
− 1L (rL + rV D + RrCR+rC ) − RL(R+rC)
R
C(R+rC)
− 1C(R+rC)
]
, B1(m2) = B2(m2)
[
Vin
L
0
]
for the two discrete states M = {m1,m2}, which are actually designated for the states of
the ON and OFF switches of the circuit under current-mode PWM control. The switching
manifold Σ can be represented by two switch sets as
S1,2 = {x ∈ Rn | iL(dT )− Iref > 0},
S2,1 = {x ∈ Rn | iL(dT )− Iref < 0},
(3.28)
where d stands for duty ratio, calculated from the PWM control action in the nth clock
cycle when the circuit is operating in normal period-1 mode [117]:
d(n) =
L
T (rL + rSW )
ln(
Vin − (rL + rSW )x1(n)
Vin − (rL + rSW )Iref ). (3.29)
In the above relation, x1(n) denotes the nth sampled input current and the duty cycle
d(n) is the nth ”on” time expressed as a fraction of the clock period T = 1× 10−4s.
The lower and upper boundary of the assigned fuzzy set support are chosen as
−3.3286 < [w]0 < 11.2314,
which means that the fuzzy sets can be formulated as the convex combination:
x1(x) = Γ1(x1(t)) · (−3.3286) + Γ2(x1(t)) · (11.2314),
where the fuzzy variable is z1(t) = x1(t) and Γ1(x1(t)) = 1 − Γ2(x1(t)). By solving the
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Figure 3.14: Waveform of the inductor current iL(t) in the boost converter.
above, the following membership functions are obtained:
Γ1(x1(t)) =
1
2
+
x1(t)− 3.9514
2l
, Γ2(x1(t)) = 1− Γ1(x1(t)). (3.30)
The rationale behind setting the boundaries of [w]0 is that a switching boundary for
the inductor current can be defined as iL(t) = IL(0) ± l, where IL(0) = 3.9514 is the
fixed point of the stroboscopic Poincare´ map (see Definition 2.5) when the limit cycle
of the original system is period-1 stable. As envisaged in the schematic diagram of Fig.
3.14, the value l = 7.28 = 2 × 3.64 is considered as a deviation which may be created
from the perturbation of the inductor current when it does not reach Iref until the next
observation of the clock instants3. This deviation error may become much larger in the
fuzzy approximation. Therefore, the delay at the switching instants; that is, the delay
resulting from the high switching frequency (10MHz) between the two fuzzy sub-vector
fields in (3.27), should be avoided by covering a boundary as intentionally considered in
the membership functions (3.30).
The accuracy of the obtained TS fuzzy model is easily verifiable when comparing the
time responses of the model (3.27) with that of the original circuit under current-mode
control in terms of output current iL (Fig. 3.15) and output voltage vC (Fig. 3.16) for
different values of input voltage Vin, where the circuit exhibits different qualitative be-
haviours ranging from stable period-1 operation to chaos. The qualitative verification of
the TS fuzzy model (3.27) in terms of bifurcation diagram (the long-term behaviour when
a system’s parameter is varied) is also shown in Fig. 3.17.
3Interested readers are referred to [1] for a detailed discussion on piece-wise smooth maps for boost
converters, where the fixed point of the map can be derived using Newton-Raphson methods.
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Figure 3.15: Output current time responses of the boost converter: (a) the original system
in period-1 operation (Vin = 45V), (b) its TS Fuzzy model in period-1 operation (Vin =
45V), (c) the original system in an unstable period-2 operation (Vin = 36V), (d) its TS
Fuzzy model in period-2 operation (Vin = 36V) (e) the original system in an unstable
period-4 operation (Vin = 34V), (f) its TS Fuzzy model in period-4 operation (Vin = 34V)
(g) the original system operating in chaos (Vin = 20V), and (h) its TS Fuzzy model (Vin
= 20V).
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Figure 3.16: Output voltage time responses of the boost converter: (a) the original system
in period-1 operation (Vin = 45V), (b) its TS Fuzzy model in period-1 operation (Vin =
45V), (c) the original system in an unstable period-2 operation (Vin = 36V), (d) its TS
Fuzzy model in period-2 operation (Vin = 36V) (e) the original system in an unstable
period-4 operation (Vin = 34V), (f) its TS Fuzzy model in period-4 operation (Vin = 34V)
(g) the original system operating in chaos (Vin = 20V), and (h) its TS Fuzzy model (Vin
= 20V).
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Figure 3.17: The long term behaviour of the boost converter for Vin ∈ (10, 50) is shown
via bifurcation diagrams (using switch-on sampling) in (a) the original system, (b) and
(c) its TS fuzzy model.
Example 3.6 (Case study I continued, the buck converter). Following the
same approach a non-smooth TS fuzzy model of the voltage-mode controlled buck con-
verter circuit (see Fig. 2.1) can be constructed as follows [118]:
Model Rule j: IF x2(t) is Γj THEN
{
x˙(t) = Aj(mi)x(t) +Bj(mi)u(t)
m+ = ξ(x,m), j = 1, 2, i = 1, 2.
where the state variables are defined as x1(t) = iL(t), x2(t) = vC(t), and fuzzy sub-
vector field matrices (excluding the converter parasitic variables) are composed of the
sub-systems:
A1(m1) = A2(m1) =
[
−1/RC 1/C
−1/L 0
]
, B1(m1) = B2(m1) =
[
0
1/L
]
Vin
A1(m2) = A2(m2) =
[
−1/RC 1/C
−1/L 0
]
, B1(m2) = B2(m2) =
[
0
0
]
,
(3.31)
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for the two discrete states M = {m1,m2}, defined for the on/off switch states of the
converter under voltage-mode PWM control. Function ξ in (3.31) can be described by
two switch sets:
S1,2 = {x ∈ Rn|x1(dT )− Vref < vrampA },
S2,1 = {x ∈ Rn|x1(dT )− Vref > vrampA },
(3.32)
where d is the duty ratio and the periodic sawtooth waveform vramp is given by [119]:
vramp(t) = VL + (VU − VL)( t
T
mod 1), (3.33)
where the ramp signal varies from VL = 3.8V to VU = 8.2V. The same rationale
explained in Example 3.5 applies here in choosing fuzzy set support boundaries as
[w]0 ∈ [0.7747, 23.3747], obtained by the fine tuning around the derived stable fixed point
X(0) = [0.6220, 12.0747]T of the stroboscopic Poincare´ map. The following membership
functions can then be obtained:
Γ1(x2(t)) =
1
2
+
x2(t)− 12.0747
2l
, Γ2(x2(t)) = 1− Γ1(x2(t)), (3.34)
where vC(t) = X2(0) ± l and l = 11.3 is chosen as the covering interval for the deviation
error.
The reason of selecting such precise numbers for fuzzy set support boundaries in this
example is to remove any delay in high frequency switchings, e.g. 10KHz, in electronic con-
verters as pointed out in the previous example of boost converter. Since the conventional
dc-dc converters operate with lower frequencies than we select here, in the presence of any
parametric noise or model uncertainties, the precise boundaries for fuzzy set support [w]0
can be relaxed to prevent any modeling error, i.e. switching delays. Any existing small
modeling error, nevertheless, can be compensated by the robust control strategy which
will be proposed in Chapter 5 (see also Section 4.6.1 for the robustness analysis of model
uncertainties in switch sets).
As noticed from the bifurcation diagram in Fig. 3.18, the qualitative behaviour of the
non-smooth TS fuzzy model (3.31) is well matched with that of the original circuit under
voltage-mode control scheme (see Fig. 2.6). The comparison is also made in terms of the
time responses in Fig. 3.19. It is visible that the model (3.31) is able to further preserve
the invisible asymptotic behaviour of the original circuit, where the unstable period-1 orbit
coexists with the stable period-2 orbit for Vin = 25 as shown in Fig. 3.20.
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Figure 3.18: The bifurcation diagram for Vin ∈ (22, 33) shows the long-time behaviour of
the TS fuzzy model of the buck converter.
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Figure 3.19: Output voltage and current time responses of the buck converter when (a)
operating in stable period-1 (Vin = 24V), (b) operating in period-2 (Vin = 25V), (c)
operating in period-4 (Vin = 32V). Small differences between the original system ’s output
(solid line) and it’s TS fuzzy model (dashed line) were intentionally introduced for the
sake of visibility, otherwise there exists no error in modeling.
Chapter 3: Takagi-Sugeno fuzzy modeling 74
11.95 12 12.05 12.1 12.15
0.5
0.55
0.6
Voltage [V]
C
u
rr
en
t
[A
]
Figure 3.20: The coexisting stable (thick line) and unstable (narrow line) periodic orbit
of the TS fuzzy model of the buck converter for Vin = 25V.
Example 3.7 (Case study II continued, the hard impact oscillator). Com-
pared with examples 3.5 and 3.6, the model of an hard-impact oscillator cannot be easily
constructed using the exact structure of Definition 3.1, mainly due to the complexity of
the additional discontinuous (jump) states in impacting dynamics after intersection with a
switching manifold (notice the dynamics in Table 2.1 and also in Fig. 2.23). As explained
in Remark 3.3, discontinuous states can be represented by a non-smooth TS fuzzy model,
by further incorporating the function χ describing the mapping of discontinuous states
with respect to the switching manifold Σ. Then, as first proposed in [120], the resulting
non-smooth TS fuzzy model with the structure (3.12) along with (3.16) is able to represent
all the essential nonlinearities as illustrated in Section 2.1.2. In order to obtain the TS
fuzzy model, let’s describe the original equation (2.5) in canonical form as follows:{
x˙1 = x2,
x˙2 = −ω2nx1 − 2ζωnx2 − Fcos(wt),
(3.35)
where u(t) = x1(t) and u˙(t) = v(t) = x2(t). The TS fuzzy model rules for representing
(3.35) together with the zero-time mapping equation (2.6), can be described as follows:
Model Rule j: IF x2(t) is Γj THEN
x˙(t) = Aj(mi)x(t) +Bj(mi)u(t), j = 1, 2, 3, 4, i = 1, 2,
m+ = ξ(x,m),
x+ = χ(x,m),
(3.36)
where the state variables x(t) = [x1(t) x2(t)] are defined as above and u(t) is an input
to the model4. The method of linearizing transformation is preferred here to determine
the boundaries of fuzzy set support. Therefore, for constructing the first fuzzy sub-vector
field Fm1 , the fuzzy set supports for the state variables x1 and x2 are respectively chosen
4Note that the input signal u(t) of the TS fuzzy model should not be confused with the state u(t)
denoting the position of the mass M with respect to the hard wall in the original equation of the hard-
impact oscillator.
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as [w1]0 ∈ [−0.5, 0.5] and [w2]0 ∈ [2lˆ1, 2lˆ2], where lˆ1 = 4.13 and lˆ2 = −3.72 are respec-
tively the maximum and minimum initial amplitudes of the state x2 when the system is
structurally stable, i.e. F = 1.4975N, m = 1. If we assume two fuzzy variables z1 = x1
and z2 = x2, they can be described by fuzzy sets as follows:
z1 = 0.5 · Γ1(z1) + (−0.5) · Γ2(z1),
z2 = 8.26 · Γ3(z1) + (−7.44) · Γ4(z1).
Since Γ1(z1) + Γ2(z1) = 1 and Γ3(z2) + Γ4(z2) = 1, the membership functions are derived
as:
Γ1(z1) =
1
2
+ z1, Γ2(z1) = 1− Γ1(z1),
Γ3(z2) =
1
2
+
z2 − 0.4
15.7
, Γ4(z2) = 1− Γ3(z2).
According to the above membership functions, the sub-system matrices for Fm1 can be
constructed as follows:
A1(m1) =
 0 1
max
z1∈Γ1
z1 · (−ω2n) max
z2∈Γ3
z2 · (−2ζωn)
 , A2(m1) =
 0 1
max
z1∈Γ1
z1 · (−ω2n) max
z2∈Γ4
z2 · (−2ζωn)
 ,
A3(m1) =
 0 1
max
z1∈Γ2
z1 · (−ω2n) max
z2∈Γ3
z2 · (−2ζωn)
 , A4(m1) =
 0 1
max
z1∈Γ2
z1 · (−ω2n) max
z2∈Γ4
z2 · (−2ζωn)
 ,
B1(m1) = B2(m1) = B3(m1) = B4(m1) =
[
0
−F
]
,
where after plugging the respective number, the fuzzy sub-vector field Fm1 can be described
by the following matrices:
A1(m1) =
[
0 1
−0.5ω2n −(2 · 8.26)ζωn
]
, A2(m1) =
[
0 1
−0.5ω2n (2 · 7.44)ζωn
]
,
A3(m1) =
[
0 1
0.5ω2n −(2 · 8.26)ζωn
]
, A4(m1) =
[
0 1
0.5ω2n (2 · 7.44)ζωn
]
,
B1(m1) = B2(m1) = B3(m1) = B4(m1) =
[
0
−F
]
,
where the input signal in (3.36) is u(t) = cos(wt). To construct the second fuzzy sub-vector
field, the fuzzy set supports for the state variables x1 and x2 are respectively chosen as
[w3]0 ∈ [−4, 0.5] and [w4]0 ∈ [−7.32, 8.086]. Similarly, Fm2 is described by the following
sub-system matrices:
A1(m2) =
[
0 1
−0.5ω2n −(2 · 8.086)ζωn
]
, A2(m2) =
[
0 1
−0.5ω2n (2 · 7.32)ζωn
]
,
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A3(m2) =
[
0 1
4ω2n −(2 · 8.086)ζωn
]
, A4(m2) =
[
0 1
4ω2n (2 · 7.32)ζωn
]
,
B1(m2) = B2(m2) = B3(m2) = B4(m2) =
[
0
1
]
.
Therefore, the fuzzy sub-vector fields Fm1 and Fm2 are constructed for the two discrete
states M = {m1,m2} with the parameters wn, ζ defined in (2.5) for the forcing function
period of T = pi$
wn
√
1− ζ2 = 9.342s. Function ξ in (3.36) is alternatively described by
two switch sets:
S1,2 = {x ∈ Rn| x1(t)− σ > 0},
S2,1 = {x ∈ Rn| x1(t)− σ < 0},
(3.37)
and the function χ in (3.36) is described by jump matrices as defined in (3.18) (see Remark
3.3):
J(m1) =
[
1 0
0 −r
]
, J(m2) =
[
1 0
0 −1/r
]
, (3.38)
The above matrices are determined based on zero-velocity mapping (2.6) when impact
occurs with a coefficient of restitution r = 0.9.
Time responses of the original impacting system together with its TS fuzzy model is
shown in Fig. 3.21 for different forcing function amplitudes (F ) when the frequency ratio
is chosen as the fixed value of $ = 2.97.
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Figure 3.21: Time responses, produced from (a) the original impacting system ($ = 2.97,
F = 0.275N) when the system is stable, (b) its TS fuzzy model ($ = 2.97, F = 0.275N),
(c) the original impacting system ($ = 2.97, F = 0.2759N) when the system becomes
chaotic, (d) its TS fuzzy model ($ = 2.97, F = 0.276N), (e) the original impacting
system ($ = 2.97, F = 0.277N) when the system becomes stable again, and (f) its TS
fuzzy model ($ = 2.97, F = 0.277N).
As pointed out in Section 2.1.2, and later in Section 2.2.5, it is well known that close
to a grazing incident in an impact oscillator, there is an abrupt instability of the local
orbit to a much larger chaotic orbit due to the infinite stretching of the phase space. The
TS fuzzy model (3.36) can well preserve this typical DIB known as the grazing bifurcation
as shown in Fig. 3.23a and 3.23b. The other grazing scenarios are shown in the bifurca-
tion diagrams of Fig. 3.22, which shows that the TS fuzzy model can well represent the
dynamics close to the grazing for different values of frequency ratio $.
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Figure 3.22: The bifurcation diagrams (b-f) shows the dynamics close to grazing in the
original impact oscillator when (b) $ = 1, (c) $ = 2, (d) $ = 3, (e) $ = 4, and (f)
$ = 5. The diagrams (g-j) show the corresponding TS fuzzy model figures.
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Figure 3.23: The grazing bifurcation in (a) the impact oscillator, and (b) its TS fuzzy
model when $ = 2.97.
Example 3.8 (Case study III continued, dry-friction oscillator). To inves-
tigate the accuracy of TS fuzzy modeling for sliding Filippov’s systems, we recall the
dry-friction oscillator, a mechanical system presented in Section 2.1.3 with the equation of
motion (2.7) together with the nonlinear Coulomb friction law (2.8). As mentioned before,
in this system, an important DIB occurs by a sliding-grazing event, where the limit cycle
instantly loses its stability to a chaotic orbit when touching the boundary of the sliding
region.
To construct a non-smooth TS fuzzy model using the linearizing transformation ap-
proach, we start by defining the system states as x1 = u and x2 = u˙, and two fuzzy set
supports [w1]0 and [w2]0 for the state variable x2, assuming the respective boundaries for
the state variable x2 as x2 ∈ [−0.5, 1] and x2 ∈ [1.001, 2.5]. Therefore, two fuzzy variable
z1 and z2 can be defined for the nonlinear term α1 + 2α2 + α2(x22 + 2x2), respectively,
based on the supports [w1]0 and [w2]0, as expressed below:
z1(t) = Γ1(z1(t)) ·min
x2
[w1]0 + (1− Γ1(z1(t))) ·max
x2
[w1]0,
z2(t) = Γ2(z2(t)) ·min
x2
[w1]0 + (1− Γ2(z2(t))) ·max
x2
[w1]0,
which is calculated as
z1(t) = Γ1(z1(t)) · 2.9625 + Γ2(z1(t)) · 3.7500,
z2(t) = Γ3(z2(t)) · 3.7518 + Γ4(z2(t)) · 7.4625,
where Γ1, Γ2, Γ3 and Γ4 are fuzzy sets or membership functions, which are obtained as
Γ1(z1(t)) = (z1(t)− 3.7500)/0.7875,
Γ2(z1(t)) = (2.9625− z1(t))/0.7875,
Γ3(z2(t)) = (z2(t)− 7.4625)/3.7107,
Γ3(z2(t)) = (3.7518− z2(t))/3.7107.
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The following switch sets describe the function ξ:
S1,2 = {x ∈ Rn| 1− x2(t) > 0}, (3.39)
S2,1 = {x ∈ Rn| 1− x2(t) < 0},
which explains the interaction between the fuzzy sub-vector field Fm1 , associated with the
discrete state m1 and composed of the sub-systems
A1(m1) =
[
0 1
−1 2.9625
]
, A2(m1) =
[
0 1
−1 3.7500
]
, A3(m1) =
[
0 1
−1 3.7518
]
, (3.40)
A4(m1) =
[
0 1
−1 7.4625
]
, B1(m1) = B2(m1) = B3(m1) = B4(m1) =
[
0
α0 − α1 + α2 + F cos(ωt)
]
,
and the fuzzy sub-vector field Fm2 , associated with the discrete state m2 and composed
of the sub-systems
A1(m1) =
[
0 1
−1 2.9625
]
, A2(m1) =
[
0 1
−1 3.7500
]
, A3(m1) =
[
0 1
−1 3.7518
]
, (3.41)
A4(m1) =
[
0 1
−1 7.4625
]
, B1(m1) = B2(m1) = B3(m1) = B4(m1) =
[
0
−α0 − α1 + α2 + F cos(ωt)
]
.
Hence, the model rules for dry-friction oscillator are expressed as follows:
Model Rule j: IF x2(t) is Γj THEN{
x˙(t) = Aj(mi)x(t) +Bj(mi)u(t), j = 1, 2, 3, 4, i = 1, 2,
m+ = ξ(x,m),
(3.42)
Comparing the time responses in Fig. 3.25 and the phase portrait of the TS fuzzy
model (3.42) for different values of forcing frequency (Fig. 3.24) with that of the original
system (Fig. 2.13), confirms the approximation capability of the TS fuzzy model (3.42) in
representing 4-dimensional sliding Filippov’s systems like the dry-friction oscillator with
nonlinear vector fields.
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Figure 3.24: 4T -periodic (8pi/ω) orbit of the non-smooth TS fuzzy model (3.42) when
(a) it’s stable and grazing does not take place, (b) grazes the switching manifold where a
sliding region is formed, (c) becomes chaotic due to the grazing-sliding DIB.
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Figure 3.25: Time responses, produced from (a) the original dry-friction oscillator, and
(b) its TS fuzzy model, when the system is stable at the forcing frequency ω = 1.70781.
The time responses when (c) the original dry-friction oscillator and (d) its TS fuzzy model,
becomes chaotic at the frequency ω = 1.70779.
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Figure 3.26: Bifurcation diagram obtained from the direct simulation of the TS fuzzy
model (3.42) shows the grazing-sliding DIB at the frequency ω = 1.70778.
Compared with that of the original system (Fig. 2.14), the bifurcation diagram in Fig.
3.26 shows that the TS fuzzy model (3.42) accurately exhibit the expected qualitative
behaviour near the grazing-sliding event leading to a grazing-sliding DIB.
Example 3.9 (A Filippov system with two switching manifolds). Consider
the following non-smooth autonomous system:
x˙ =
{
F1(x), if H1(x) > 0
F2(x), if H2(x) < 0
(3.43)
where there are two switching manifolds defined as zero-sets of smooth functions H1(x)
and H2(x):
Σ1 := {x ∈ <2 : H1(x) := x2 + x1 = 0}
Σ2 := {x ∈ <2 : H2(x) := x2 = 0}
and the system dynamics when H1(x) 6= 0, H2(x) 6= 0, is governed by
F1(x) =
(
−x1 − 100x2 − 0.5 | x1 | x1 + u
10x1 − x2
)
,
F2(x) =
(
−x1 + 10x2 + u
−100x1 − x2 − esin(x1)x21x2
)
,
where u ∈ <2 is defined as a continuous input. We assume that the system (3.43) has
a DoS of unity, meaning this non-smooth system is a Filippov-type system for which
F1(x) 6= F2(x), ∀x ∈ Σ1, ∀x ∈ Σ2. As apparent, the vector fields F1(x) and F2(x) are
chosen to be the nonlinear functions of their arguments. To construct a non-smooth TS
fuzzy model, the approach of representing fuzzy sub-vector fields by Taylor expansion,
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explained in Section 3.2.6, can be employed. Ten linearization points are chosen for the
system states x1 and x2 to achieve an acceptable accuracy. There chosen points are as
follows:
x1 ∈ {−15.5,−13.5,−10.5,−7.5,−3.5,−1.5, 0.5, 1.5, 3.5, 5.5},
x2 ∈ {−10,−8,−5,−2,−1, 1, 2, 3, 4, 6}, (3.44)
The respective membership functions are illustrated for both states in Fig. 3.27. The
original vector fields F1 and F2 are then approximated by Taylor expansion on the above
linearization points, as expounded in Section 3.2.6, and the following sub-systems are
obtained for the fuzzy sub-vector field Fm1 :
A1(m1) =
[
0.5 −100
10 −1
]
= A2(m1) = A3(m1) = A4(m1) = A5(m1) = A6(m1),
A7(m1) =
[
−0.5 −100
10 −1
]
= A8(m1) = A9(m1) = A10(m1), Bj(m1) =
[
1
0
]
, j = 1, 2, . . . , 10,
and for the fuzzy sub-vector field Fm2 :
A1(m2) =
[
−1 10
131.5030 −1
]
, A2(m2) =
[
−1 10
−25.1799 −1
]
, A3(m2) =
[
−1 10
72.2223 −1
]
,
A4(m2) =
[
−1 10
−1.2523 −1
]
, A5(m2) =
[
−1 10
6.0750 −1
]
, A6(m2) =
[
−1 10
−0.3297 −1
]
,
A7(m2) =
[
−1 10
−4.6477 −1
]
, A8(m2) =
[
−1 10
−8.9976 −1
]
, A9(m2) =
[
−1 10
6.4150 −1
]
,
A10(m2) =
[
−1 10
−14.5121 −1
]
, Bj(m2) =
[
1
0
]
, j = 1, 2, , 10.
Considering the above sub-systems for Fm1 and Fm2 , a non-smooth TS fuzzy model of the
system (3.43) can be constructed with the following model rules:
Model Rule j: IF x1 is Γ1 and x2 is Γ2 THEN{
x˙ = Aj(mi)x+Bj(mi)u, j = 1, 2, . . . , 10, i = 1, 2,
m+ = ξ(x,m),
(3.45)
where two discrete states m1 and m2 are defined, and the function ξ describes their
interaction with the following switch sets:
S1,2 = {x ∈ R2| x1 = −x2},
S2,1 = {x ∈ R2| x2 = 0},
(3.46)
By looking at the evolution of system states in Fig. 3.28b, it can be seen that the be-
haviour of the original system (Fig. 3.28a) is accurately approximated by TS fuzzy model
(3.45), where the solution trajectories through switching between S1,2 and S2,1, eventually
resides in an equilibrium point (0, 0).
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Figure 3.27: Membership functions for Example 3.9
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Figure 3.28: Comparing (a) the original system and (b) the TS fuzzy model using the
approach of Taylor Expansion for constructing non-smooth TS fuzzy models.
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Indeed, the accuracy of the Taylor expansion approach depends on the chosen set of
linearization points, as determined in (3.44), and the suitable membership functions, as
chosen in Fig. 3.27. Furthermore, choosing an appropriate domain where the dynamics of
the original function is intended to be approximated by the Taylor expansion approach is
an essential step in constructing a non-smooth TS fuzzy model in terms of concentrating
on the area needed to be analyzed. For instance, if assessing the stability of a system
near a specific invariant set (equilibrium point or limit cycle) is desired, the domain of
linearization points should be chosen such that the system trajectories are accurately
represented in the neighborhood of the invariant set of interest, i.e. as performed for
x1 ∈ [−15.5, 5.5] and x2 ∈ [−10, 6] in (3.44).
3.2.7 Numerical simulation
As briefly pointed out in the introductory chapter, a comprehensive theory to tackle nu-
merical analysis and design of NSDS demands a solid formalism to include all combinations
of discontinuity boundaries and accurate description of non-smooth transitions. To a large
extent, this theory, has not yet been established in contrast to their smooth counterparts.
More specifically, the direct implementation of numerical solutions to NSDS is impossible
using widely-used numerical integration routines designed for smooth systems, since these
are incapable of capturing the non-smooth transitions that normally occur in NSDS. Nu-
merical routines for the direct simulation of NSDS have been dominantly developed based
on two major approaches: time stepping routines and event driven routines.
Time stepping is the method employed when combining complementarity systems, de-
scribing a non-smooth problem with the set of differential algebraic equations together
with inequality constraints [7, 121, 122]. Complementarity formalism, originally used to
study rigid body dynamics and mechanical impacting systems, was later found suitable
for the development of a specialized platform for modeling, analysis and design of different
classes of non-smooth systems [123]. To formulate a non-smooth dynamic, a complimen-
tary problem needs a large number of constraints and the corresponding slack variables.
Therefore, capturing non-smooth transitions (or events) is very time-consuming for the
numerical integration routines using variable time intervals. The time stepping approach
becomes an advantage in this respect as it considerably reduces the computational time
when checking complimentarily constraints at fixed time intervals. However, the draw-
back of this method is that several non-smooth events may be ignored or not accurately
detected [121,124].
To remedy this problem, even driven methods have been successfully employed in many
software algorithms for low-dimensional non-smooth problems. These however have been
mainly developed for academic curiosity. The great advantage of event-driven methods is
their implementability on existing software platforms originally designed for smooth appli-
cations. This makes the development of a specialized and not to mention, costly platform
like SICONOS unnecessary. For instance, Piiroinen and Kuznetsov have implemented the
idea of monitor functions for the numerical integration routines in MatLab/Simulink
to accurately detect switching events of sliding Filippov’s systems [125]. Similar rou-
tines have been developed by Nordmark and Piiroinen for the numerical simulation of
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chattering phenomena in impacting system [126]. These algorithms can also be efficiently
implemented in other commercial modeling and simulation packages like Scilab, DStool
andAUTO’97. Tools such as SlideCont, developed as a driver forAUTO’97 by Dercole
et al. [127], have been found to be very useful in locating unstable periodic orbits as well
as stable ones and the ensuing bifurcation phenomena in sliding Filippov’s systems. Its
enhanced version, TC-HAT, developed by Thota and Dankowicz [128,129], is further able
to analyze NSDS with discontinuous (state) jumps. Basically event driven methods are
described as a continuation of trajectories in each phase space region Si of a non-smooth
system, which in turn, can be efficiently solved with well-established numerical integra-
tion routines for solving smooth dynamical systems [130]. Non-smooth transitions can be
actually implemented with reinitializing the problem as a switching event occurs. Each
switching manifold should be carefully defined as a zero set of smooth function Hij = 0
for the numerical routine to detect the exact time of an event, and the set of transitional
rules to indicate to which trajectory the problem should switch and be reinitialized. The
advantages of event driven method can be briefly pointed out as:
1. Non-smooth events are detected accurately so the onset of a bifurcation, specifically
a DIB, can be efficiently solved and pinpointed.
2. Reduces the computational time due to the use of variable time-step integration
routines
3. Computation of bifurcation diagrams for the set of attracting solutions can be carried
out directly using existing numerical routines, specially in the case of Monte Carlo
bifurcation diagrams, where a set of initial conditions is chosen randomly to capture
all competing attractors, e.g. period-3 attractor around Vin = 24V in Fig. 2.6.
Nonetheless, high-dimensional non-smooth problems are the biggest concern for this
method since very stiff approximation law for solving their numerical integration prac-
tically makes their simulation infeasible. TS fuzzy modeling discussed in this chapter
employs event-driven methods to simulate the solution trajectories of a non-smooth sys-
tem. Non-smooth TS fuzzy models can even formulate a high-dimensional non-smooth
problem without the need for stiff solvers. This is owing to the fact that, each vector field
within the phase-space region Si of a non-smooth system can be approximated with a
fuzzy sub-vector field Fmk . Then, x
k+1, the next value of continuous fuzzy state xk, can
be derived using the simple formulation:
xk+1 = xk + hFmk = x
k + h
lmk∑
j=1
wj(xk,mk)(Aj(mk)xk +Bj(mk)uk + aj(mk)),
where h is the step length. The above formulation, essentially composed of affine sub-
systems, can be solved using the simplest numerical routines available for solving ODEs,
e.g. Matlab ode45 solver using explicit Runge-Kutta (4,5) formula or ode23 solver using
Runge-Kutta (2,3) formula in the case of mild stiffness. Switching to the next fuzzy sub-
vector field is implemented by a collection of switch sets Si,j each describing an inequality
condition. It is then monitored when the limit of the inequality, specified in a switch set
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Si,j is asymptotically reached. If this is the case, the discrete state mk = mi is changed
to mk+1 = mj . This routine can also be expressed by the pseudo code below:
IF mk = mi AND xk+1 ∈ Si,j AND xk /∈ Si,j
THEN mk+1 = mj ELSE mk+1 = mi
Although the degree of smoothness of a solution, using fuzzy formulation as above, may be
actually higher than a formulation such as complementarity system, all the enumerated ad-
vantageous of the event driven method can be met. Most importantly, TS fuzzy formalism
using the proposed structure of (3.12) is implemented entirely in a commercially-standard
package such as MatLab/Simulink. A few other simple examples in this thesis, avail
from the Stateflow software tool in MatLab/Simulink, originally designed for event-
driven systems as a model of finite-state automata. In this case, a non-smooth TS fuzzy
model can be composed of a portable C code generated from Stateflow chart, acting as
switching sets, and Simulink models of fuzzy sub-vector fields. To examine the accuracy
of the proposed formalism, all Filippov-type systems (sliding and non-sliding) have been
additionally simulated using SlideCont driver for AUTO’97 in order to be compared
with the developed TS fuzzy models in this thesis.
3.3 Summary
The existing structure for TS fuzzy modeling and its construction methods have been
reviewed in the first part of this chapter. Through an example in Section 3.1.3 and later
emphasizing the existence and uniqueness issues in Section 3.2.5, it has been shown that
the current structure for smooth TS fuzzy modeling is incapable of representing the dis-
continuous nature and the ensuing nonlinearities observed in a non-smooth system. A TS
fuzzy modeling structure, capable of representing NSDS, has been formally proposed (Def-
inition 3.1 in Section 3.2.2) such that approximating models, which incorporates discrete
event dynamics. Despite the simplicity of the proposed TS fuzzy formalism for NSDS,
its powerful enough to accurately represent non-smooth systems with different DoS (as
classified in Table 2.1). It has been discussed (Remark 3.3) that it is also possible for a
non-smooth TS fuzzy model to represent discontinuous (jump) states to capture different
resulting complex dynamics normally observed in impacting systems (with a DoS of zero).
Two approaches for constructing such non-smooth TS fuzzy models have been proposed
in Section 3.2.6.
It has been discussed in Section 3.2.7 that the proposed non-smooth TS fuzzy models,
compared to other formalisms such as complementarity systems, are not so complicated
to require special software platforms. In fact, non-smooth TS fuzzy models can take ad-
vantage of well-established solvers designed for smooth differential equations. Although
formalisms like complimentarily systems may be practically successful in bifurcation anal-
ysis (for instance, see the work of Santos [131] and the discussion of Brogliato et. al.
in [132]), it cannot be guaranteed that such models lead to existence (or uniqueness) of a
solution in all circumstances. As detailed in Section 3.2.5, existence and uniqueness results
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have been extended, using the familiar existence theorem for Lipschitz continuity, to in-
clude non-smooth TS fuzzy formalism. As a result, the universal approximation theorem
of fuzzy systems has been redefined to be inclusive of NSDS.
Non-smooth TS fuzzy models are originally designed to render bifurcation analysis
(structural stability problems) and control design problems, which will be discussed in
the subsequent chapters. It is advantageous for the proposed formalism to be used in a
feedback structure forming a closed-loop TS fuzzy system. Without this capability, the
non-smooth TS fuzzy structure cannot put to good use for control engineering applica-
tions where the overall models are mainly composed of local models connected in various
configurations.
Chapter 4
Stability Analysis
As far as the laws of mathematics refer to reality, they are not certain, as far
as they are certain, they do not refer to reality . . .
Albert Einstein (1879-1955)
One of the most important, yet complicated subjects, in control theory as well as
dynamical system theory is the stability of a nonlinear system. In the fundamental view
of Lyapunov (asymptotic) stability, if the trajectory of a nonlinear system starts from
an invariant set, to be stable, it must stay in the close neighborhood of that invariant
set for all future times. As discussed in Chapter 3, the extension of well-established
stability properties of smooth nonlinear systems to non-smooth systems is a demanding
task specially in providing necessary and sufficient conditions to guarantee the stability
of an invariant set that resides on a switching manifold or somehow loses its (structural)
stability by crossing a discontinuity boundary. The main thrust of this chapter is to find
a solution to these problems by providing a Lyapunov framework composed of stability
conditions to asses (structural) stability of a non-smooth TS fuzzy systems based on the
modeling structure of Definition 3.1. It is also explained how the stability conditions can
be recast on Linear Matrix Inequalities (LMIs). By solving the resulting LMI problem
for (non-smooth) TS fuzzy chaotic systems, the onset of bifurcation phenomenon can be
accurately indicated.
4.1 Lyapunov’s stability for smooth TS fuzzy systems
Studying the stability of smooth TS fuzzy systems of the form (3.6) in its classical notion
has been, to date, dominantly characterized by use of the stability theorems originally
developed by Lyapunov, a Russian mathematician and engineer who introduced the foun-
dation of the theory of stability of motions in the late 19th century. His pioneering work
on stability of nonlinear systems received the attention of control theorists only after the
translations of his major publications in the western hemisphere in early 1960s [133,134].
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Numerous refinements have been proposed thereafter, based on Lyapunov’s theory on the
stability of motion for nonlinear systems, which carry his name. It was initially suggested
by Lyapunov that the stability of a nonlinear system can be drawn by studying the behav-
ior of a linear system obtained from linearizing around an equilibrium point, later referred
to as Lyapunov’s linearization method. This method, nonetheless, has not become popular
for smooth nonlinear systems, due to the fact that the analysis only implies local stability
properties and unlike Lipschitz continuity methods is not easily extendable for studying
global properties. Instead, another Lyapunov’s method, i.e. Lyapunov’s direct method,
has been found applicable in studying nonlinear systems (including TS fuzzy systems).
This method, by assuming scalar auxiliary functions known as Lyapunov functions, can
conclude the global stability of a system if certain formulated conditions based on those
functions, are fulfilled. As highlighted in Section 2.2.4, the Lyapunov direct method is ad-
vantageous even in the case of non-smooth systems when the stability of an invariant set
extending across or residing on the switching manifold, is to be investigated. Therefore,
this chapter attempts to employ Lyapunov’s direct method for studying the stability of
non-smooth TS fuzzy systems. The stability of the complex form of invariant sets like pe-
riodic solutions is proven through finding a candidate Lyapunov function, which measures
the energy of the perturbation of the invariant set of question. However, in this section,
some fundamental definitions are first given to provide a general concept of stability in
the Lyapunov’s sense for a smooth TS fuzzy model (3.6). These definitions will be later
extended to cover the novel notion of structural stability of invariant set (in the sense of
Definition 3.1).
Definition 4.1 (Stability in the Lyapunov sense, cf. [9]) The continuous invariant
set x = 0 of a smooth TS fuzzy model is
• stable if, for each R > 0, there exist r = r(R) > 0 such that
‖x0‖ < r ⇒ ‖x(t)‖ < R, ∀t ≥ 0,
• asymptotically stable if it is stable and r can be chosen such that
‖x0‖ < r ⇒ lim
t→∞ = 0,
• exponentially stable if, for each R > 0, there exist r = r(R) > 0 and two scalars
k1 = k1(R) > 0 and k2 = k2(R) > 0 such that
‖x0‖ < r ⇒ ‖x(t)‖ ≤ k1e−k2t‖x0‖, ∀t ≥ 0,
• unstable if non of the options above are satisfied.
The general notion of Bδ(xi) is defined as
Bδ(xi) = {x ∈ <n | ‖x− xi‖ ≤ δ},
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to describe a spherical region or ball of continuous states with its center in xi and radius
δ. Therefore, a stabilization problem can be stated by the following condition
x(0) ∈ Br(0)⇒ x(t) ∈ BR(0), ∀t ≥ 0.
State convergence in asymptotic stability does not necessarily convey Lyapunov stability
[10,106] so the stability requirement in the definition of asymptotic stability is inevitable.
However, it can be implied from the exponential state convergence to an invariant set,
that a nonlinear system is Lyapunov stable, since r can be chosen such that 0 < r < Rk1
implying that ‖x(t)‖ = k1e−k2t‖x(0)‖ ≤ k1‖x(0)‖ ≤ k1r ≤ R.
Since ‖x(t)‖ → 0 when t→∞ for an exponentially stable equilibrium point, exponen-
tial stability implies asymptotic stability. However, the converse is not true, as examples
can be found which are stable but converge slower than any exponential function e−k2t,
cf. [10].
Figure 4.1 illustrates the geometrical notion of stability in the Lyapunov sense. The
center of two spheres with the radius of Br and BR is assumed to be an invariant set,
e.g. an equilibrium point resides at the origin. The system is Lyapunov stable, if all
solution trajectories initiating in the sphere Br(0) will remain in sphere BR(0) for all
t ≥ 0. If a system is stable and all solution trajectories converge to an invariant set, then
the invariant set is asymptotically stable. If an invariant set is asymptotically stable and
all solution trajectories converge exponentially to that invariant set, then the invariant
set is exponentially stable. As mentioned, exponential stability (‖x(t)‖ → 0 when t →
∞) conveys asymptotic stability of invariant set but the converse is not always true,
cf. [54,106]. An invariant set will become unstable, if there exist some solution trajectories
initiating inside the sphere Br(0) with an infinitesimal radius of r > 0, and exiting the
sphere BR(0) for all t ≥ 0.
If there is a small perturbation in the solution trajectories to deviate them from the
asymptotically stable invariant set, the solution trajectories will eventually converge back
to that invariant set when t → +∞. Although asymptotical stability carries the more
general notion of stability, it does not disclose any information about how fast the solution
trajectories can converge to the invariant set in question. Instead, exponentially stability
can give an estimate of convergence rate to a stable invariant set by imposing a boundary
on the solution states at any time. In this manner, the magnitude of the state vector is
reduced to e−τ‖x(0)‖ after a time of ln k1+τk2 .
Definition 4.2 (Global stability) Definition 4.1 explains the local behavior of solu-
tion trajectories (of a smooth TS fuzzy system) when initiating close to an invariant set.
Global stability explains the global behavior of solution trajectories when initiated at a
distance from the invariant set of question. Therefore, if the continuous invariant set of a
smooth TS fuzzy system is asymptotically (or exponentially) stable for any initial fuzzy
state then that invariant set is globally asymptotically (or exponentially) stable. In this
sense, the globally stable invariant set must be unique. Assuming another globally stable
invariant set, e.g. equilibrium point at the origin, would imply that all the solution tra-
jectories would converge to that invariant set instead of the first one for all t ≥ 0, which
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Figure 4.1: Geometrical notion of Lyapunov stability where solution trajectory 1 is sta-
ble, solution trajectory 2 is unstable, solution trajectory 3 is asymptotically stable and
solution trajectory 4 is exponentially stable.
clearly contradicts our initial assumption. Accordingly, examining global exponential (or
asymptotic) stability for a TS fuzzy system with multiple invariant sets is implausible.
The global stability of a unique solution nonetheless may result in the need to study more
complex scenarios of periodic solutions than mere equilibria.
Definition 4.3 (Region of attraction) An asymptotically stable invariant set means
that if a solution initiates close to that set, it will converge and remain there for all future
times. The boundary of those initial states is called a region of attraction which is an
open, connected, invariant set by itself [9]. In the same sense, the set of all initial states of
a smooth TS fuzzy system that eventually converge to an asymptotically stable invariant
set is called the region of attraction and denoted as RoA. Analytical derivation of RoA
for any non-globally stable invariant set is, at best, a daunting task. There are a few
methods, which employ geometrical theory of dynamical systems [135], and are not easily
applicable. Nevertheless, the estimate of RoA can be calculated via Lyapunov’s direct
method, which also applies to TS fuzzy systems.
Definition 4.4 (Exponential region of attraction) The region of exponential attrac-
tion of a smooth TS fuzzy system (3.6) (or (1.4)), denoted by R(k1, k2), is the set of initial
fuzzy states x0 ∈ F0 such that the continuous solution trajectories converge exponentially
to the invariant set. This can be described as
R(k1, k2) = {x0 ∈ F0 | x(t)→ 0 as t→∞
and ‖x(t)‖ ≤ k1e−k2t‖x0‖, t ≥ 0, k1 ≥ 0, k2 ≥ 0} (4.1)
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Since exponential attraction conveys asymptotic attraction, R(k1, k2) is a subset of RoA
for all positive values of constants k1 and k2. By (4.1), the estimate of the region of
exponential attraction can be calculated via Lyapunov’s direct method.
4.1.1 Existing formulations for stability analysis
In terms of Lyapunov’s direct method, sufficient conditions for the stability of a smooth
linear TS fuzzy system (if the term Bju is dropped) is guaranteed based on the following
basic theorem:
Theorem 4.1. (Basic stability for smooth TS fuzzy systems [136]) Assume a
TS fuzzy system x˙ =
∑
j=1 w
j(θ)Ajx with the associated fuzzy rules as defined for (3.6).
The asymptotic stability of this system can be guaranteed if there is a symmetric positive
definite matrix P = PT such that the following conditions are fulfilled:
(Aj)TP + PAj < 0, ∀ j = 1, 2, . . . , l. (4.2)
If we consider a common quadratic Lyapunov function candidate V (x) = xTPx, the
condition above can be easily proven based on the asymptotic stability of polytypic systems
[136]. Sufficient conditions for basic exponential stability can also be guaranteed via the
Rayleigh-Ritz theorem [137] as:
V˙ (x) ≤ −min
j
λmax((Aj)TP + PAj) ‖ x ‖2 . (4.3)
The search for the common Lyapunov function V (x) = xTPx can be formulated as a
Linear Matrix Inequality problem, which is solved for a matrix P > 0 in the whole state
space, using interior-point convex optimization algorithms [136,138].
Theorem 4.1 only provides basic stability conditions. However, the stability of a smooth
TS fuzzy model becomes important when the control input u is considered for each affine
sub-system in (3.6). By introducing a state-feedback controller for each sub-system, and
substituting in (3.6), the model is converted into the following TS fuzzy system:
x˙ =
l∑
j=1
l∑
i=1
wj(θ)wi(θ)(Aj +BjKi)x, (4.4)
where the control rules are uj =
∑l
j=1 w
j(θ)Kjx with the identical rule base as the model
rules. The constant gain matrices Kj , j = 1, . . . , q need to be designed by some bounding
conditions. The structure of (4.4) is famously referred as parallel-distributed compen-
sation (PDC) in the literature as a controller is actually designed for each affine local
sub-system [28,139–141]. The asymptotic stability condition of Theorem 4.1, can then be
redefined for the TS fuzzy control system (4.4) with the following theorem:
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Theorem 4.2. (Asymptotic stability for PDC structure of smooth (continuous-
time) TS fuzzy systems [142]) Asymptotic stability of the TS fuzzy system (4.4) is
guaranteed if a common positive-definite matrix P exists such that the following conditions
are fulfilled:
(Aj +BjKj)TP + P (Aj +BjKj) < 0, ∀ j = 1, 2, . . . , l (4.5)
and {
(Aj +BjKi) + (Ai +BiKj)
2
}T
P + P
{
(Aj +BjKi) + (Ai +BiKj)
2
}
< 0
for i < j, except the pairs (i, j) such that wj(θ)wi(θ) = 0. (4.6)
A similar stability theorem exists for the asymptotic stability of discrete-time TS fuzzy
systems [28,139].
Theorem 4.2 provides sufficient conditions for global asymptotic stability of smooth
TS fuzzy models via PDC design, since it attempts to find common Lyapunov function
candidates V (x) = xTPx decreasing in the whole state space. Several extended stability
conditions, based on Theorem 4.1 and Theorem 4.2, have been proposed to stabilize and
control smooth nonlinear systems including typical chaotic systems such as Lorenz system,
Chua’s circuit, or the flexible-joint robot arm model [139, 140, 143] (also see [28] and the
references therein). In all of the stability conditions, the search for Lyapunov functions are
formulated as convex quadratic linear matrix inequality (LMI) problems. For instance,
if robust stability is desired, some parametric uncertainties resulting from unmodeled
dynamics, modeling errors or external disturbances, can be introduced in the close-loop
structure (4.4) as:
x˙ =
l∑
j=1
l∑
i=1
wj(θ)wi(θ)((Aj +∆Aj) + (Bj +∆Bj)Ki)x, (4.7)
where ∆Aj and ∆Bj are time-varying matrices representing parametric uncertainties in
the plant model. Furthermore it is assumed that matrices ∆Aj and ∆Bj are norm-
bounded and structured according to the following assumption:
Assumption 4.1. The parametric uncertainties considered for the closed-loop TS fuzzy
system (4.7) are norm-bounded matrices in the form:
[∆Aj ∆Bj ] = DjF j [E1j E2j ],
where Dj ∈ <n×n, E1j ∈ <n×n and E2j ∈ <n×n are known matrices, and F j(m) ∈
<n×n is an unknown matrix function with Lebesgue-measurable elements such that
(F j(m))TF j(m) ≤ In×n.
Therefore, verifying global stability in Lyapunov’s sense, can be formulated as the LMI
problem below:
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Theorem 4.3. (Robust stability for PDC structure of smooth (continuous-time)
TS fuzzy systems) The continuous-time TS fuzzy system (4.7) is asymptotically stable
if there exist a common matrix PT = P > 0, some gain matrices Kj , and some scalars
²ji, (j, i = 1, . . . , l), such that the LMI conditions below are fulfilled: Ψ
jj ∗ ∗
E1jQ+ E2jM j −²jjI ∗
(Dj)T 0 (−²jj)−1I
 < 0, 1 ≤ j ≤ l, (4.8)

Υjj ∗ ∗ ∗ ∗
E1jQ+ E2jM i −²jjI ∗ ∗ ∗
E1iQ+ E2iM j 0 −²jjI ∗ ∗
(Dj)T 0 0 (−²jj)−1I ∗
(Di)T 0 0 0 (−²jj)−1I
 < 0, 1 ≤ j < i ≤ l, (4.9)
where
Ψjj = Q(Aj)T +AjQ+ (M j)T (Bj)T +BjM j ,
Υjj = Q(Aj)T +AjQ+Q(Ai)T +AiQ+ (M i)T (Bj)T +BjM i + (M j)T (Bi)T +BiM j ,
Q = P−1,
M j = KjP−1,
where ′∗′ stands for the transposed elements in the symmetric positions.
The proof of Theorem 4.3 can be established if we allow the common Lyapunov func-
tion to be represented by a positive definite matrix as V = xTPx [28, 79]. The common
Lyapunov function approach may result in formulations such as (4.8) and (4.9) easily
guaranteeing global stability. However, in many cases, it may lead to conservative for-
mulations. These conservative formulations cannot be numerically solved using existing
convex optimization methods. Therefore they are found misleadingly infeasible whereas
the system may be actually stable. In the realm of smooth model-based TS fuzzy systems,
there have been suggestions to relax this conservativeness. Early attempts were largely
focused on adding additional semi-definite terms to the LMI formulations (4.5) and (4.6)
of Theorem 4.2 [142,144–147]. These approaches, nonetheless, have not proposed effective
solutions to the issue of conservativeness when dealing with complex smooth nonlinear
systems. In a quest for an effective solution to conservative LMI problems, Lyapunov
approaches have been proposed in terms of fuzzy stabilization problems where Lyapunov
function candidates are defined as a piecewise or switched Lyapunov functions [148–153].
In the switched Lyapunov function (SLF) approach, the candidate function is essentially
composed of switching positive semi-definite matrices Pi, i = 1, 2, . . . , N as:
V (t, x(t)) = x(t)T
( N∑
i=1
αi(t)Pi
)
x(t),
where α : Z+ → {0, 1}, ∑Ni=1 αi(t) = 1, and αi(t1) = 1 means that the matrix Pi
is activated along with the local affine sub-systems (Ai, Bi) at time t1. Normally the
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structure of SLF should be similar to that of the system description, representing the
dynamics of a smooth nonlinear system as a switching fuzzy system. In this case, the
equilibrium point is asymptotically stable if such a Lyapunov function V (t, x(t)) exists
and decreasing along the solution of a fuzzy system as described by:
∆V (t, x(t)) = V (t+ 1, x(t+ 1))− V (t, x(t)) < 0, for all t
In the piecewise Lyapunov function approach, normally Lyapunov function candidates
are composed of different symmetric matrices Pi, i = 1, 2, . . . , N as:
V (x) = {xTPix}, (4.10)
where each Pi is allocated to a separated region of state space, e.g. operating region in
smooth TS fuzzy model (3.6), (see Fig. 3.8 and also the discussion on the existence and
uniqueness of solution to smooth TS fuzzy models in Section 3.2.5). For less conservative
LMI formulations, each Pi can be further parameterized as Pi = FiPFi where Fi are known
matrices for each operating region and P is an unknown matrix. LMI formulations for
the (operating) regions can also be parameterized as EiREi, where each given matrix Ei
is allocated to an (operating) region and R = RT are the unknown matrices to be solved.
The sufficient condition for asymptotic stability of equilibria is verified if the continuous
piecewise Lyapunov functions (4.10) exist and decreasing along the solution of a smooth
TS fuzzy system. This means if for the positive definite matrices Pi, i = 1, 2, . . . , N , the
following term:
N∑
k=1
δjik(Pi − Pk), δjik ≥ 0
is added to any of the LMI stability conditions of Theorems 4.1, 4.2 and 4.3, the resulting
conditions must be negative definite. One of the main obstacles to this approach is that, in
some cases, the stabilization problem based on the candidate Lyapunov functions (4.10)
should be recast as Bilinear Matrix Inequalities (BMI) conditions, not LMI conditions
[154, 155]. In general, BMIs are very complicated optimization problems for which a
rigorous solution algorithm has not yet been discovered [156, 157] (see also Appendix B).
As a consequence, BMI conditions should be transformed to LMI conditions via techniques
such as completing squares [158] or additional parametrization [159], to be solvable by
current optimization methods. Nevertheless, the transformed LMI conditions may still
end up in a conservative formulation.
Another approach that have recently received some attention is the fuzzy Lyapunov
function approach where the function candidates can be defined as convex combination of
symmetric matrices Pj , i = 1, 2, . . . , l [155,158,160,161]:
V (x) = xT
{ l∑
j=1
wj(θ)Pj
}
x, (4.11)
where l is the number of rules as described in the smooth TS fuzzy model (3.6). In
this approach, a Lyapunov function (positive semi-definite matrix Pj) is associated with
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each model rule and the asymptotic stability can be guaranteed if the derivative of (4.11)
is negative definite along the trajectory of a smooth TS fuzzy system. Tanaka et al.
showed that using fuzzy Lyapunov functions, BMIs can be avoided by directly formulating
stability conditions as LMI problems via descriptor representations of TS fuzzy close-loop
systems [155]. In this respect, the LMI problem, which is less conservative comparing to
common Lyapunov function approaches, assess the asymptotic stability of equilibria if the
symmetric positive semi-definite matrices Pj , i = 1, 2, . . . , l exist and if by incorporating
the term like
l−1∑
k=1
δk(Pk − Pl), k = 1, 2, . . . , l − 1
in the LMIs of Theorem 4.2, the overall condition becomes negative definite.
4.2 Structural stability analysis
In this section, stability conditions are formulated for structural stability of non-smooth
TS fuzzy systems as described in Definition 3.1. The concept of structural stability of an
invariant set (in the sense of Definition 2.1) for non-smooth systems has already been dis-
cussed in Section 2.2.4. The advantage of the proposed stability results is that structural
stability of a periodic solution can be verified using the (non-smooth) Lyapunov approach,
instead of the existing yet complicated discontinuity mapping approach outlined in Chap-
ter 2. In this approach, the search for Lyapunov function candidates can be automated
by recasting on LMI problems. However, the resulting LMI stabilization problems provide
formulations for bifurcation analysis able to predict the edge of DIBs. This is important
since the existing stability results for smooth TS fuzzy models are centered on the classical
notion of stability (stability of equilibria).
The fuzzy model considered for the stability (bifurcation) analysis in this chapter is
the non-smooth TS fuzzy model, recalled here as:{
x˙ =
∑l
j=1 w
j(θ,mi)(Aj(mi)x+Bj(mi)u)
m+ = ξ(x,m)
(4.12)
where x ∈ Rn is a continuous fuzzy state, mi ∈ M, i ∈ IN = {1, 2, . . . , N} is a discrete
fuzzy state, Aj(mi) ∈ <n×n, Bj(mi) ∈ <n, wj : <n ×M → [0 1], j ∈ Il, are continuous
weighting functions satisfying
∑l
j=1 w
j(θ,m) = 1 and l is the overall number of fuzzy
rules. Each discrete state mi ∈ M is associated with a specific fuzzy sub-vector field Fmi
as defined by (3.13). The fuzzy state space F is the Cartesian product <n ×M . Discrete
state switchings are described by switch sets (Remark 3.2):
Si,k = {x ∈ Rn | mk = ξ(x,mi)}, i ∈ IN , k ∈ IN , (4.13)
All the remarks (Remarks 3.1 to 3.9) of Definition 3.1 (and Definition 3.2 when ap-
plicable) is considered to be valid for the model-based stability analysis in this Chapter
along with all of the assumptions made (Assumptions 3.1,3.2 and 3.3).
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4.2.1 Non-smooth Lyapunov functions
The Lyapunov approach employed for model-based stability analysis here is the non-
smooth (piecewise in time) Lyapunov function approach. Therefore, searching for Lya-
punov functions can be formulated in a part of the fuzzy state space and not in the whole
space such as when using the common Lyapunov function approach. There are two main
reasons behind choosing this approach.
• First, proving asymptotic stability for a non-smooth system, as pointed out in Chap-
ter 2, based on common Lyapunov functions in simple scenarios such as an equi-
librium point lying on the switching manifold is implausible [7]. With the same
rationale, studying the stability of more complex scenarios of limit cycles with re-
spect to the switching manifold would be even more difficult. Therefore select-
ing the non-smooth Lyapunov approach for studying non-smooth systems seems
inevitable [109, 162] and even synonymous in the case of non-smooth TS fuzzy for-
malism proposed in this thesis.
• Second, as pointed out in Section 4.1.1, although the formulations for stability re-
sults based on common Lyapunov functions are straightforward, in a considerable
number of attempts (even in the case of smooth TS fuzzy systems) this leads to
conservative results. That’s why alternative Lyapunov approaches, outlined in Sec-
tion 4.1.1, have been suggested in the literature (for smooth TS fuzzy systems) to
find remedies for problems. Therefore, for the formulations proposed in this thesis,
the non-smooth Lyapunov function approach is selected to achieve less conservative
LMI formulations.
The partitioning of the fuzzy state space F (F in the sense of Definition 3.1 where both
continuous fuzzy states and discrete fuzzy states exist in a system) into 4 detached but
flexible regions is a milestone in constructing non-smooth Lyapunov function candidates.
Therefore, we let the regions Ω ⊆ F be partitioned such that Ω1∪ . . .∪Ω∆ = Ω, Ωq∩Ωr =
∅, q 6= r, q, r ∈ I∆. It is assumed that if a solution trajectory initiates in the region Ω,
tk, k = 1, 2, . . ., it can passes through to another region on the condition that tk < tk+1.
Note that with this assumption even in the case of infinite partitioning (for instance if a
partition is allocated to each solution trajectory of a non-smooth TS fuzzy system with
different initial conditions), the trajectory never passes through another region unless it
fulfills the requirement tk < tk+1. Therefore, if we assume a solution trajectory passes
through to region Ωq at time tk−1, and then passes through to region Ωr at time tk and then
passes through another region, we can show this evolution by (x,m) ∈ Ωq, t ∈ 〈tk−1 tk〉
and for the next (x,m) ∈ Ωr, t ∈ 〈tk tk+1〉.
Let region Ω be a fuzzy set, the following subsets can then be defined:
Ωx = {x ∈ <2 | (x,m) ∈ Ω}, including continuous fuzzy states,
Ωx,mi = {x ∈ <2 | (x,m) ∈ Ω}, including continuous fuzzy states,
Ωm = {m ∈M | (x,m) ∈ Ω}, including discrete fuzzy states.
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Let Λqr be a set of fuzzy states for which the solution trajectory satisfies (4.12), with
initial states (x0,m0) ∈ F0, and passes from Ωq to Ωr, i.e.:
Λqr = {(x,m) ∈ Ω | ∃t < t0, such that (x(t−),m(t−)) ∈ Ωq, (x(t),m(t)) ∈ Ωr} (4.14)
Therefore Λqr, q, r ∈ I∆, q 6= r can represent boundary regions, which are normally given
by the hyperplanes of a region, or the switching manifold of a non-smooth model. If the
regions Ωxq and Ω
x
r share the same boundary, then Λqr 6= ∅, implying ∂Ωxq ∩∂Ωxr 6= ∅. This
is a sufficient condition, nonetheless, due to the fact that the solution trajectory must also
move through from one region to another. Therefore if we allow
IΛ = {(q, r) | Λqr 6= ∅}, (4.15)
which is a set of tuples indicating at least one point for which the solution trajectory
moves through from Ωq to Ωr. As mentioned before, the state-space partitioning in our
approach is flexible. This means that the regions are not necessarily detached by switch
sets (4.13) (describing switching manifolds) and a fuzzy sub-vector field can be partitioned
to a number of regions (see also Section 3.2.6 for approaches of constructing fuzzy sub-
vector fields). Furthermore, two neighboring fuzzy sub-vector fields Fmi and Fmk can
share a region disregarding Si,k. Nevertheless, in most cases, the regions are detached
when the switching occurs by switch sets (intersecting the switching manifold); hence, (as
above) the set Λxqr represents the region where Si,k ∩ Λxqr 6= ∅.
The non-smooth Lyapunov function candidates can be defined as
V (x) = Vq(x) when (x,m) ∈ Ωq (4.16)
where V (x) is a non-smooth Lyapunov function at the neighboring regions Λqr, (q, r) ∈ IΛ.
V (x) is composed of local smooth Lyapunov functions Vq : clΩxq → <, q ∈ I∆, representing
the system’s (abstract) energy in each region Ωq (cl. denotes the closure of a set, which
is the smallest closed set containing the set). Considering the assumption of tk < tk+1 for
every solution trajectory initiating from Ω, V (x) is also considered piecewise continuous
as a function of time (see Fig. 4.2). As Vq(x) is assumed to be continuously differentiable
on clΩxq , q ∈ I∆, using (4.12) the time derivative of Vq(x) is:
V˙q(x) =
∑l
j=1
wj(θ,m)
∂Vq(x)
∂t
(Aj(m)x+Bj(m)), (x,m) ∈ Ωq (4.17)
which, as can be seen, depends on the discrete state m. It is obvious that if we consider
the whole F as one region Ω = F , the non-smooth Lyapunov function (4.16) becomes a
common (and smooth) Lyapunov function when the region Λqr = ∅ since the switch sets
Si,k = ∅ (no switching occurs). This simply implies that for a stable system, a common
Lyapunov function must be decreasing along the trajectories regardless of the switching
of fuzzy sub-vector fields. However, as illustrated by Example 3.4, even in the simple case
of equilibria, a non-smooth TS fuzzy system can be stable with possessing all or a few
individual unstable sub-systems belong to its sub-vector fields. Therefore, the common
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Lyapunov function approach will be unable to verify the actual stability.
Figure 4.2: The non-smooth Lyapunov function candidate is non-smooth at region Λ45
(where the switching Si,j occurs) and piecewise-continuous with respect to time in every
region Ωq where the local functions Vq should be reduced to prove stability.
The theorems for structural stability of non-smooth TS fuzzy models, presented in
the following sections, are developed as LMI stabilization problems searching for non-
smooth Lyapunov functions of the form (4.16). To formulate LMI problems, non-smooth
Lyapunov function candidate (4.16) is first defined as piecewise quadratic matrices with
the structure:
(x,m) ∈ Ωq, Vq(x) = piq + 2pTq x+ xTPqx, (4.18)
where a local Lyapunov function Vq(x) is defined as in (4.16), allocated to a local region
Ωq, q ∈ I∆, and piq ∈ <, pq ∈ <n and Pq = PTq ∈ <n × <n, q ∈ I∆. (4.18) can also be
written as
(x,m) ∈ Ωq, Vq(x) = x˜T P˜qx˜ (4.19)
by defining
x˜ =
[
x
1
]
, P˜q =
[
Pq pq
pTq piq
]
. (4.20)
4.3 Stability theorems for Filippov-type systems
All the theorems, presented here, actually link the idea of asymptotic (exponential)
Lyapunov stability with the novel notion of structural stability. The LMI stabilization
theorems are based on TS fuzzy formalism originally proposed for the stability analy-
sis of DC-DC converters (non-sliding Filippov-type systems discussed in case study I)
in [116, 118, 163] and later extended for the analysis of impacting systems (case study II)
in [120]. The bifurcation analysis for sliding Filippov’s system (dry-friction oscillator in
the case study III) can also exert the proposed theorem, which will be shown later in this
chapter.
Linear Matrix Inequalities, their concepts and theories which need to be known for the
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material of the subsequent chapters, are explained in Appendix B.
Now, if we define
I˜ =
[
I 0
0 0
]
where I˜ ∈ <n+1 ×<n+1, I ∈ <n+1 ×<n+1 is the identity matrix, and x˜ =
[
x
1
]
. The first
LMI stabilization problem, based on non-smooth Lyapunov fucntion candidates (4.18), is
stated by the following theorem:
Theorem 4.4: If there exist piecewise quadratic matrices P˜q, q ∈ I∆ as defined by (4.20)
such that:
1. α > 0, β > 0, γ > 0
2. x ∈ Ωxq , αx˜T I˜ x˜ ≤ x˜T P˜qx˜ ≤ βx˜T I˜ x˜, q ∈ I∆
3. (x,m) ∈ Ωq, x˜T
[
(Aj(m))TPq + PqAj(m) PqBj(m) + (Aj(m))T pq
(Bj(m))TPq + pTq A
j(m) (Bj(m))T pq + pTq B
j(m)
]
x˜ ≤ −γx˜T I˜ x˜, mi ∈
Ωmq , q ∈ I∆
4. x ∈ Λxqr, x˜T P˜rx˜ ≤ x˜T P˜qx˜, (q, r) ∈ IΛ
then the invariant set (limit cycle) is structurally stable in the sense of Lyapunov or the
periodic solution exponentially converges to the stable fixed point.
Proof: First we must assume that α : <+ → <+ and β : <+ → <+ are class K
functions. A class K function is a smooth function α(0) = 0, α(z) > 0, z > 0, which
should satisfy the condition α(z1) ≤ α(z2) for z1 < z2 [9]. Second, we assume that for
proving the stability of periodic solutions, the system states (x,m) must converge to the
stable fixed point, which is the intersection of the stable limit cycle of interest with the
Poincare´ section (see Definition 2.5). In this proof and without the loss of generality, the
fixed point is considered to be an origin. In this way, structural stability of a periodic
solution can be verified by the exponential (asymptotic) stability of the fixed point in the
sense of Lyapunov.
To prove stability, it must be first shown that for any R > 0 (any R > 0 such that BR(0)
is included in Ωx) there exists r(R) > 0 such that ‖x0‖ < r, which means that ‖x(t)‖ < R
for all t ≥ 0. Due to the continuity of class K functions, it can be deduced from the second
condition that for any R > 0 there exists r(R) > 0 such that β(r) > α(R). If we let
the initial fuzzy state (x0,m0) ∈ F0 be chosen such that ‖x0‖ < r and also let tk be the
consecutive times when the solution trajectory moves through from one region to another,
the third condition requires that the candidate Lyapunov function (4.16) reduces along the
solution trajectories in every region, and the fourth condition requires that the candidate
Lyapunov function (4.16) reduces along the solution trajectories at every discrete state
switching (crossing the switching manifold Σ). Accordingly, V (x(t)) ≤ V (x0) for all t ≥ 0,
which can be proved for the asymptotic and exponential stability shown below. Thus,
α(‖x(t)‖) ≤ V (x(t)) ≤ V (x0) ≤ β(‖x0‖) ≤ β(r) < α(R) (4.21)
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implying that ‖x(t)‖ < R for all t ≥ 0.
To establish the asymptotic stability with regards to the above, it suffices to prove the
convergence to the fixed point; hence, for every µ > 0, there is T > 0 such that ‖x(t)‖ < µ
for all t > T . Therefore, let 0 < µ < ‖x0‖ < r with r obtained as above. Another positive
constant δ(µ) > 0 can be found such that β(δ) < α(µ), as α and β are essentially class K
functions. To prove that β(δ) < α(µ), first we should verify:
V (x(t)) < V (x(T ))−
∫ t
T
γ(‖x(τ)‖)dτ for all t > T, (4.22)
which will be proven by induction. If the solution trajectory resides in region Ωp for
t ∈ [T t1〉, then V (x(t)) < Vp(x(t)), t ∈ [T t1〉 is true. By integrating the third condition,
it follows that
V (x(t)) < V (x(T ))−
∫ t
T
γ(‖x(τ)‖)dτ, t ∈ [T t1〉.
If t1 is infinite, the solution trajectory remains in the region, and (4.22) is held. In
another scenario, assume that the solution trajectory passes through different fuzzy state-
space regions and stays in Ωq for t ∈ 〈tk tk+1〉. In addition, assume that V (x(t)) <
V (x(T )) − ∫ t
T
γ(‖x(τ)‖)dτ, t ∈ 〈tk tk+1〉. Now if the trajectory crosses the switching
manifold represented by the region Λq,r at time tk+1 > tk and stays in the region Ωr for
t ∈ 〈tk+1 tk+2〉, where tk+2 may be infinite, likewise as above, it can be shown that:
V (x(t)) < V (x(tk+1))−
∫ t
tk+1
γ(‖x(τ)‖)dτ, t ∈ 〈tk+1 tk+2〉.
It can be implied from the fourth condition of the Theorem that
Vr(x(tk+1 + ε)) ≤ Vq(x(tk+1 + ε)), where ε > 0, ε→∞.
Hence
V (x(t)) ≤ V (x(tk+1))−
∫ t
tk+1
γ(‖x(τ)‖)dτ ≤
≤ V (x(T ))−
∫ tk+1
T
γ(‖x(τ)‖)dτ −
∫ t
tk+1
γ(‖x(τ)‖)dτ
= V (x(T ))−
∫ t
T
γ(‖x(τ)‖)dτ, t ∈ 〈tk+1 tk+2〉.
Because V (x(t)) ≤ V (x(T )) − ∫ t
T
γ(‖x(τ)‖)dτ holds for t ∈ [T t1〉, and V (x(t)) ≤
V (x(T ))−∫ t
T
γ(‖x(τ)‖)dτ, t ∈ 〈tk tk+1〉, means that V (x(t)) ≤ V (x(T ))−
∫ t
T
γ(‖x(τ)‖)dτ ,
t ∈ 〈tk tk+2〉, therefore by induction, (4.22) holds.
Second, we should show that there is a T > 0 such that ‖x(t)‖ ≤ δ for all t > T , which
will be proven by contradiction.
Assume that ‖x(t)‖ > δ for all t ≥ 0. As (4.22) holds and α, β and γ are defined as
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class K functions, we can show that:
V (x0)− tγ(δ) ≥ V (x0)−
∫ t
0
γ(δ)dτ ≥ V (x0)−
∫ t
0
γ(‖x(τ)‖)dτ
≥ V (x(t)) ≥ α(‖x(t)‖) ≥ α(δ) > 0.
Since the left-hand side obtains a negative value at the end, the above contradicts the first
assumption that ‖x(t)‖ > δ for all t ≥ 0. Therefore, there is a T > 0 such that ‖x(t)‖ ≤ δ
for all t > T .
Considering all the above, if Rc = {(x,m) ∈ F | V (x) ≤ c} and Rc ⊆ Ω then every
solution trajectory initiating in Rc will stay in Rc for all t ≥ 0. Therefore, the asymptotic
stability of the fixed point is concluded by Rc ⊆ RoA.
Being asymptotically stable, the exponential convergence of the periodic solution to
the stable fixed point should be proven. To establish exponential stability, it has to be
shown that the scalars, k1 > 0 and k2 > 0 exist such that
‖x(t)‖ ≤ k1e−k2t‖x0‖, t ≥ 0. (4.23)
Let define k1 =
√
β/α and k2 = γ/2β. If
V (x(t)) ≤ V (x0)e−2k2t, t ≥ 0, (4.24)
holds then (4.23) is deduced from the second condition of the Theorem. Hence, it needs
to be shown that (4.24) is true, which will be proven by induction. Assume the solution
trajectory resides in the region Ωp for the time interval t ∈ [0 t1〉. Therefore V (x(t)) =
Vp(x(t)), t ∈ [0 t1〉. According to the second and third conditions, we have:
V˙ (x) ≤ −γ‖x‖2 ≤ −γ
β
V (x).
Thus
V (x(t)) ≤ V (x0)e−
γ
β t = V (x0)e−2k2t, t ∈ [0 t1〉.
If t1 is infinite, then the solution trajectory remains in the region and (4.24) holds. In
another scenario, assume that the trajectory passes through different fuzzy state-space
(local) regions and remains in Ωq for t ∈ 〈tk tk+1〉. In addition, assume that V (x(t)) <
V (x0)e−2k2t, t ∈ 〈tk tk+1〉. Now, if the solution trajectory crosses the switching manifold
represented by the region Λq,r at time tk+1 > tk and remains in the region Ωr for t ∈
〈tk+1 tk+2〉, where tk+2 may be infinite, then likewise as above, it can be shown that
V (x(t)) ≤ V (x(tk+1))e−2k2(t−tk+1), t ∈ 〈tk+1 tk+2〉.
It can be further implied from the fourth condition of the Theorem that Vr(x(tk+1+ε)) ≤
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Vq(x(tk+1 + ε)), where ε > 0, ε→∞. Hence
V (x(t)) ≤ V (x(tk+1))e−2k2(t−tk+1)
≤ V (x0)e−2k2tk+1e−2k2(t−tk+1)
= V (x0)e−2k2t, t ∈ 〈tk+1 tk+2〉.
As V (x(t)) ≤ V (x0)e−2k2t holds for t ∈ [0 t1〉, and V (x(t)) ≤ V (x0)e−2k2t, t ∈ 〈tk tk+1〉
means that V (x(t)) ≤ V (x0)e−2k2t, t ∈ 〈tk tk+2〉, therefore (4.24) holds by induction.
Considering all the above, if Rc = {(x,m) ∈ F | V (x) ≤ c} and Rc ⊆ Ω then every
solution trajectory initiating in Rc will stay in Rc for all t ≥ 0. Therefore, the exponential
convergence to the stable fixed point is concluded for Theorem 4.4 by Rc ⊆ R(k1, k2),
where the exponential region of attraction is redefined here (cf. Definition 4.4) to apply
in our case as:
R(k1, k2) = {(x0,m0) ∈ F0 | x(t)→ 0 as t→∞
and ‖x(t)‖ ≤ k1e−k2t‖x0‖, t ≥ 0, k1 ≥ 0, k2 ≥ 0}, (4.25)
with x(t)→ 0 means convergence of a periodic solution to the stable fixed point of Poincare´
map as time goes to infinity. Q.E.D.
Remark 4.1: The only requirement enforced on the non-smooth Lyapunov function
(4.16) is that V (x) ≤ V (x0), which means that, moving through each region Ωq, it should
be reduced compared to its initial value. This brings more relaxed stability conditions
as it makes the calculation of the solution trajectories of a non-smooth TS fuzzy model
(4.12) unnecessary. Similar requirements on the Lyapunov functions have been suggested
in the literature for the classical stability of general switched systems [164, 165], which
disadvantageously necessitates the calculation of solution trajectories.
Remark 4.2: As α is defined as a class K function, it can be said that there ex-
ists a δ fulfilling 0 < δ < R such that α(δ) < α(R). Therefore, the created region
U = {x ∈ BR(0)|V (x) ≤ α(δ)} is a compact (closed and bounded) subset of BR(0)
(see [9] for an analogous rationalization in terms of classical notion of stability). Every
solution trajectory initiated in the region U will then remain in U for all future times as
V (x(t)) ≤ V (x0) ≤ α(δ) for all future times. Therefore, according to Theorem 3.2, it can
be concluded that a solution exists for a non-smooth fuzzy model of the form (4.12).
Remark 4.3: The notation ‖ ·‖ stands for an arbitrary norm in <n [166]. Therefore,
it includes the notation of the Euclidean norm ‖x‖ = √∑ni=1 |xi|2 or the sup norm
‖x‖ = max{|x1|, . . . , |xn|}. Both are equivalent as they define the same convergence in a
finite-dimensional vector space (like <n) [166]. Note that one special class K function is
c× ‖ · ‖2 where c is a positive constant, which is employed in the proof of Theorem 4.4.
Remark 4.4: In the third condition of the theorem, individual sub-systems (Aj(m), Bj(m))
of the fuzzy sub-vector fields Fm, as defined by (3.13), explicitly depend on discrete states
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m through the time derivative of V˙q in (4.17). As the local regions can be derived with
Ωq = {(x,m) ∈ Ωx,miq ×{mi},mi ∈ Ωmq }, where Ωx,miq and Ωmq are defined in Section 4.2.1,
the third condition can be identically formulated to be satisfied for the states x ∈ Ωx,miq ,
mi ∈ Ωmq , where m is explicitly substituted by mi in the theorem.
Remark 4.5: In terms of exponential convergence, we let the norms ‖ · ‖2 be with
the maximum power of two, which can be formulated to LMI conditions as xTx. This
is necessary for formulating quadratic function elements in the LMI conditions of the
theorem.
Remark 4.6: In the LMI stabilization problem of the theorem, we are concerned
with finding the optimized solution to LMI conditions when multiplied by 1/γ. However,
it is possible to multiply each condition by a positive constant without violating the proof
of the theorem.
4.3.1 Substitution of confined regions with LMI quadratic forms
As noticed in the former theorem, all stability conditions are confined to be effective in a
part of the fuzzy state space F in the way explained in Section 4.3. The second, third and
fourth conditions are limited to regions Ωxq , Ω
x,mi
q for all discrete states mi ∈ Ωmq and the
boundary regions Λxq,r respectively. In order to fully formulate all of the stability conditions
into LMI conditions, a route should be explored to recast the region confinements to
LMIs. This is possible by first redefining the regions as quadratic functions and then
transforming the confined conditions to unconfined conditions using the well-known S-
procedure technique (see Appendix B). In this section, this procedure is first outlined in
general terms and then applied to the confined conditions in the stability theorems.
Assume that Q0(x) : <n → < is a function with unknown variables to be determined,
and fulfills the inequality:
Q0(x) ≥ 0 for all x in the region Ω. (4.26)
Additionally lets define known functions Qk(x) : <n → <, k ∈ Is, which fulfills the
condition
Qk(x) ≥ 0, k ∈ Is, for all x in the region Ω.
Allow (4.26) to be substituted by a stronger constraint as:
Q0(x) ≥ 0 for all x satisfying Qk(x) ≥ 0, k ∈ Is (4.27)
In this manner, the region Ω in (4.26) has been substituted by inequalities Qk(x) ≥ 0, k ∈
Is.
To substitute the confined condition (4.27) by an unconfined condition, a technique
called S-procedure can be employed. In this respect, additional variables λk ≥ 0, k ∈ Is
should be introduced by employing the following lemma:
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Lemma 4.1 [136]: If there exist λk ≥ 0, k ∈ Is, such that:
∀x ∈ <n, Q0(x) ≥
s∑
k=1
λkQk(x), (4.28)
then (4.27) is true.
Since it is already known that λk ≥ 0, k ∈ Is, the proof of the above lemma can be
directly followed. Therefore for all states x fulfilling the inequality Qk(x) ≥ 0, k ∈ Is, it
is also true that
∑s
k=1 λ
kQk(x) ≥ 0.
According to Lemma 4.1, the confined condition (4.26) can be substituted by an un-
confined condition (4.28). If the quadratic forms are defined as follows:
Qk(x) = xTZkx+ 2(ck)Tx+ dk = x˜T Z˜kx˜, k = 0, . . . , s, (4.29)
where x˜ =
[
x
1
]
and Z˜k =
[
Zk ck
(ck)T dk
]
, where Zk = (Zk)T ∈ <n × <n, ck ∈ <n and
dk ∈ <, then (4.28) can be formulated as an LMI:
Z˜0 ≥
s∑
k=1
λkZ˜k, λk ≥ 0, k ∈ Is. (4.30)
The advantage of formulating the LMI condition as above instead of only Z˜0 ≥ 0 is that
the condition does not have to be satisfied in the whole of F , implying that the inequality
Z˜0 ≥ 0 should be satisfied for a part of F where at least all x˜T Z˜kx˜ ≥ 0 are fulfilled. Then,
by solving (4.30), the matrix Z˜0 and the different λk can be determined.
Remark 4.7: It is preferable not to substitute a region Ω with the quadratic forms
Qk(x) ≥ 0 such that the states satisfying all these inequalities are much larger than the
region itself. This is due to the fact that the stronger condition of (4.27) may result in a
conservative formulation implying no feasible solution while the condition (4.26) actually
has a solution. In some cases, less conservative conditions are crucial for a solution to
exist, e.g. when all individual sub-systems of a fuzzy sub-vector field are unstable. The
determination of the parameters in (4.29) such that the region Ω is substituted by quadratic
forms Qk(x) ≥ 0 with less conservative formulation will be discussed in detail in Section
4.3.1. It will be shown that determination of the parameters in (4.29) in a less conservative
formulation, i.e. feasible condition of (4.27), will result in substituting a region Ω with
the quadratic forms Qk(x) ≥ 0 such that the states satisfying all these inequalities are the
smallest possible region covering Ω.
Remark 4.8: The substitution of (4.27) by Lemma 4.1 may result in a conservative
LMI formulation as well. It can be shown, nonetheless, that the converse is true only in the
case of s = 1, cf. [136], contingent on the existence of some states x such that Q1(x) > 0.
Remark 4.9 If the boundary regions Λqr, representing switching manifolds, is substi-
tuted by quadratic forms Qk(x) = 0, k ∈ Is, it will not be necessary to impose constraints
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on parameters such as λk ≥ 0, k ∈ Is in Lemma 4.1, due to the fact that the lemma is
true regardless of the sign of these parameters. In this manner, matrices Z˜k substituting
the regions Λqr can be denoted as Z˜kq,r.
All of the afore-explained general procedures can be applied to the stability conditions
of Theorem 4.4 to formulate the confined regions as unconfined LMI conditions. This can
be achieved by expressing all of the conditions in Theorem 4.4 by quadratic inequalities
Qk(x) ≥ 0, where Qk(x) is defined as (4.29). Therefore, Theorem 4.4 can be reformulated
as follows:
Theorem 4.5: If there exist piecewise quadratic matrices P˜q, q ∈ I∆ as defined by (4.20),
constants ηqrk and if there is a solution to min β subject to
1. α > 0, µkq ≥ 0, µˆkq ≥ 0, νkqij > 0,
2.
[
α 0
0 0
]
+
∑sq
k=1 µ
k
q
[
Zkq c
k
q
(ckq )
T
dkq
]
≤ P˜q,
3. P˜q ≤
[
β 0
0 0
]
+
∑sq
k=1 µˆ
k
q
[
Zkq c
k
q
(ckq )
T
dkq
]
, q ∈ I∆,
4.
[
(Aj(mi))TPq + PqAj(mi) PqBj(m) + (Aj(mi))T pq
(Bj(mi))TPq + pTq A
j(mi) (Bj(mi))T pq + pTq B
j(mi)
]
+
∑sqij
k=1 ν
k
qij
[
Zkq c
k
q
(ckq )
T
dkq
]
≤
−I˜ , q ∈ I∆, mi ∈ Ωmq ,
5. P˜r ≤ P˜q −
∑sqr
k=1 η
qr
k
[
Zkqr c
k
qr
(ckqr)
T
dkqr
]
, (q, r) ∈ IΛ,
then the invariant set (limit cycle) is structurally stable in the sense of Lyapunov or the
periodic solution exponentially converges to the stable fixed point.
Remark 4.10: As previously mentioned in Remark 4.6, to derive the rate of expo-
nential convergence, the conditions in Theorem 4.4 are scaled by 1/γ and then the LMI
optimization problem can be solved when β is minimized.
Remark 4.11: The search for non-smooth Lyapunov function candidates V (x) is
formulated in flexible regions (except for regions Λqr representing switch sets) as in the
theorem. However, the size of the regions Ωq has a pivotal role in relaxing the conservative
LMI formulation. As it will be shown later in this chapter through different examples (also
see Appendix A) finer region partitions may be needed in some cases to verify structural
stability in the close neighborhood of a bifurcation point. At the same time, if the regions
are substituted by quadratic inequalities covering too large a region, the LMI stabilization
problem in Theorem 4.5 may be found infeasible and the analysis will fail to predict the
bifurcation point.
Remark 4.12 If we search for the maximal value of α when trying to minimize β, the
computational effort will be minimized. The maximal value of α is the smallest eigenvalue
of all matrices Pq, should all regions contain the origin as an interior point. This is mainly
due to λminq x
Tx ≤ xTPqx [9, 167] where λminq is the smallest eigenvalue of Pq.
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4.4 Stability theorems for impacting systems
As described in the previous chapter, non-smooth TS fuzzy models are able to represent
impacting dynamics by including discontinuity (or jumps) in continuous states by incor-
porating a specific function χ to describe the state discontinuities as defined by (3.16).
The set of fuzzy states (x,m) where the discontinuous states occur can be equivalently
described by jump sets Di (see Remark 3.3 of Definition 3.1) as:
Di = {x ∈ <n| x+ = χ(x,mi)}, i ∈ IN , (4.31)
where the relationship between two successive continuous fuzzy states can be defined by
the matrix J as:
x+ = J(mi)x. (4.32)
As explained in Chapter 2, an impacting system can be analytically expressed (in its
conventional way) by assuming a discontinuity boundary Σ (or an hard boundary H(x)),
a set of the reset map R(x) [7], and the system states as x = (u, dudt ))
T , cf. Section 2.1.2.
Therefore the system can be alternatively described by:
x˙ = F (x), if x ∈ S+
x 7→ R(x), if x ∈ Σ
where, S+ = {x : H(x) > 0} and Σ = {x : H(x) = 0}, and H(x) is a smooth function
describing the switching manifold Σ. If we assume the set ∂S+1 is defined as ∂S
+
1 = {x :
∂H(x)
∂x1
} and the function ζ ∈ ∂S+1 , then, according to zero-time mapping in an hard impact
oscillator, we can define ζ : x 7→ rx.
To prove the stability of a periodic solution, the non-smooth Lyapunov function can-
didate (4.16) must be reduced or stay at the same energy level from just before the dis-
continuous jump occurs. This can be realized if we require the last condition of Theorem
4.4 to be:
(x,mi) ∈ Λqr Vr(χ(x,mi)) ≤ Vq(x) + V (ζ(x,mi)) (q, r) ∈ IΛ, (4.33)
The boundary region Λqr, as defined by (4.14), represents the switch sets and the set
of tuples IΛ can be defined as (4.15). However, if a discontinuous jump takes place by
crossing the switching manifold and the solution trajectories remain in the same region
Ωq as just before crossing the switching manifold, then Λqr can be represented by Λqq
for such solution states. Moreover, due to the discontinuity in states, if Λqr 6= ∅, the
local region Ωq must not share a boundary with Ωr. Obviously, if the solution trajectory
passes through Ωr from Ωq without any jump when crossing Λqr, the function χ(x,mi) is
no longer necessary. For proving stability, it is necessary to assume that there is a finite
number of discontinuous states in finite time. This means that the states defined by func-
tion χ, cannot undergo consecutive discontinuous jumps in an infinite manner. Except
for the condition (4.33) and all the related explanations, the remaining of the proof is
similar to that of Theorem 4.4. When applying the general procedure explained in Section
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4.3.1, Theorem 4.4 can be fully formulated as the following LMI stabilization problem for
studying impacting dynamics:
Theorem 4.6: If there exist piecewise quadratic matrices P˜q, q ∈ I∆ as defined by (4.20),
constants ηqrk and if there is a solution to min β subject to
1. α > 0, µkq ≥ 0, µˆkq ≥ 0, νkqij > 0,
2.
[
α 0
0 0
]
+
∑sq
k=1 µ
k
q
[
Zkq c
k
q
(ckq )
T
dkq
]
≤ P˜q,
3. P˜q ≤
[
β 0
0 0
]
+
∑sq
k=1 µˆ
k
q
[
Zkq c
k
q
(ckq )
T
dkq
]
, q ∈ I∆,
4.
[
(Aj(mi))TPq + PqAj(mi) PqBj(m) + (Aj(mi))T pq
(Bj(mi))TPq + pTq A
j(mi) (Bj(mi))T pq + pTq B
j(mi)
]
+
∑sqij
k=1 ν
k
qij
[
Zkq c
k
q
(ckq )
T
dkq
]
≤
−I˜ , q ∈ I∆, mi ∈ Ωmq ,
5.
[
J(mi) 0
0 1
]T [
Pr pr
pTr pir
][
J(mi) 0
0 1
]
≤
[
Pq pq
pTq piq
]
+
[
H(mi) 0
0 1
]T [
Pq pq
pTq piq
][
H(mi) 0
0 1
]
−∑sqrk=1 ηkqr
[
Zkqr c
k
qr
(ckqr)
T
dkqr
]
, (q, r) ∈ IΛ
,
then the invariant set (limit cycle) is structurally stable in the sense of Lyapunov or the
periodic solution exponentially converges to the stable fixed point.
Remark 4.19: The matrix J(mi), as defined in (4.32), describes a discontinuous
state destination map, e.g. the zero-time velocity reversal in an hard-impact oscillator as
defined by the map (2.6). According to function ζ, the matrix H(mi), i ∈ IN can be
defined as:
H(mi) =
[
1 0
r ∂H∂x1 1
]
,
for the purpose of setting a limit on the region boundary defined by the set Λqr.
4.5 Substituting flexible regions by quadratic inequal-
ities
This section intends to describe how by determining additional parameters in (4.29) the
fuzzy state space regions Ω ⊆ F can be substituted by quadratic inequalities Qk(x) ≥ 0
(Section 4.3.1). This means that the non-strict 1 LMI Q0(x) ≥ x˜T Z˜0x˜ should not be
satisfied in the entire fuzzy state space but only in the part where all x˜T Z˜kx˜ should
be greater or equal to zero, leading to LMI condition (4.30). For a solution to exist,
conservative LMI formulations should be avoided. This essentially means, in substituting
the regions Ω with quadratic inequalities Qk(x) ≥ 0, we should not allow Qk(x) ≥ 0 to
1Strict and non-strict LMIs refer to the definite and semi-definite LMI conditions, cf. Appendix B
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cover a much larger region than Ω. An initial attempt, in this respect, is to let regions
Ω ⊆ F be partitioned by the switch sets Si,j (which is then represented as regions Λqr) of
a non-smooth TS fuzzy model.
A stepping stone in avoiding the conservatism is to partition the region Ω ⊆ F by
hyperplanes, e.g. let the switching manifolds partition the state space. Although in our
approach, Ω ⊆ F can be flexibly selected, it should not be selected in such a way that
the region partitions would become so complicated (or coarse) for the LMI stabilization
problem to be found numerically unsolvable. Partitioning based on switch sets Si,j (or
switching hyperplanes) can be a sensible choice since the resulting regions are simply
substituted by quadratic inequalities of the form Qk(x) ≥ 0. Nevertheless, in some cases,
as will be exemplified later in this chapter, close to an unstable limit cycle, e.g. grazing
bifurcation resulting from sinusoidal impacting, regions Λq,r should take an arbitrary form.
This means that regions Ω ⊆ F are required to be partitioned into finer regions or even
arbitrary regions, substituted by quadratic inequalities Qk(x) ≥ 0.
4.5.1 Region Ω restricted by hyperplanes
At first, a region Ω ⊆ F is assumed to be defined such that it encompass the origin. The
quadratic inequality in (4.29) can then be defined as Qk(x) = xTZkx ≥ 0. Additionally
assume that a solution Z0 is found for the LMI problem (4.30). Therefore, if x0 is a state
fulfilling xT0 Z
0x0 ≥ 0, so will υxT0 Z0x0 ≥ 0 for any scalar υ. In this manner, the inequality
xTZ0x ≥ 0 cannot be restricted at states fulfilling only single half-planes with the form:
fTx ≥ 0,
since if xTZ0x ≥ 0 is to be fulfilled for the above, it should also be fulfilled for the states
satisfying the other half-plane −fTx ≥ 0. This implies that xTZ0x ≥ 0 should be fulfilled
for all states. Consequently, a region encompassing the origin should be at least composed
of two half-planes or Z0 should not be defined as a positive semi-definite in the condition
xTZ0x ≥ 0.
Quadratic inequalities restricted by half-planes: In the first case, a region is given
by a set of states limited by two half-planes:
(fa)T ≥ 0 and (f b)T ≥ 0. (4.34)
Therefore Ω can be represented by quadratic inequalities (see also Fig. 4.5.1):
xTZ0x ≥ 0, where Z0 = fa(f b)T + f b(fa)T . (4.35)
A region Ω can be substituted by quadratic inequalities (4.35) represented by only
two hyperplanes, if the dimension n = 2. However, if the dimensions n > 2, (4.35)
should be represented by more than two hyperplanes (all the possible combinations of two
different half-planes). This results in κ(κ−1)2 different quadratic inequalities (4.35) and λ
k
in (4.28), where κ is the number of half-planes. Since xTZkx ≥ 0 is true for all states, it
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Figure 4.3: The white region Ω is substituted with a region representing semi-definite con-
ditions xTZ1x ≥ 0,xTZ2x ≥ 0 and xTZ3x ≥ 0, each of which limited by two hyperplanes
(fa)Tx ≥ 0 and (f b)Tx ≥ 0 requiring both set of states x0 and −x0 to be fulfilled for
inequality conditions. The region Ω can be also substituted with semi-definite conditions
whose property requires to fulfill just for set of states x0.
is justified to eliminate the combination of identical half-planes. If the region Ω is limited
by several half-planes, it is not possible to precisely represent the regions by the forms
xTZkx ≥ 0 even in the case of (4.35). As it is difficult to prefer a set of solutions for states
fulfilling xTZ1x ≥ 0 over another set, all plausible combinations should be considered.
The additional parameters λk can then be derived by solving the resulting LMI problem
(4.30), which in turn, indicates the best-fitted quadratic inequality for the substitution of
region Ω.
If a region does not encompass the origin, a half-plane must have the affine form
fTx+ g ≥ 0, (4.36)
which can be represented by a quadratic inequality [136]
[
x
1
]T
Z˜0
[
x
1
]
, where Z˜0 =
[
0n×n f
fT 2g
]
. (4.37)
Similarly, if the region Ω is to be limited by more than two half-planes, all plausible
combinations of the two different half-planes in addition to the quadratic inequalities
representing a single half-plane should be taken into account. As a result, κ(κ−1)2 different
quadratic inequities and parameters λk are to be determined, where κ designates the
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number of half-planes. For clarification, if the half-planes are given, say, by:
(fa)Tx+ ga ≥ 0 and (f b)Tx+ gb ≥ 0,
the quadratic inequalities for substitution of the region Ω are then expressed:[
x
1
]T [
fa(f b)T + f b(fa)T gbfa + gaf b
gb(fa)T + ga(f b)T 2gagb
][
x
1
]
≥ 0, (4.38)
[
x
1
]T [
0 fa
(fa)T 2ga
][
x
1
]
≥ 0, (4.39)
[
x
1
]T [
0 f b
(f b)T 2gb
][
x
1
]
≥ 0. (4.40)
Quadratic inequalities restricted by ellipsoids: To avoid a large number of pa-
rameters λk in (4.28), a region can be substituted by a quadratic inequality x˜T Z˜2x˜ ≥ 0
representing an elliptic cone for regions encompassing the origin, or an ellipsoid for regions
not encompassing the origin [168]. To illustrate the ellipsoid, assume that the region Ω
representing a cubic region is restricted by 2n half-planes (4.36) which fulfills (fa)T f b = 0
(cf. Figure 4.4). The region can then be substituted by a quadratic function fulfilling the
elliptic equation
(
x1 − o1
r1
)2 + · · ·+ (x
n − on
rn
)2 ≤ 1, (4.41)
where o is the center of hypercube. The superscript k of x and o means the kth com-
ponent of the corresponding vectors. The coefficients rk, k ∈ In, should be chosen such
that the region Ω ⊆ F fits in the possible smallest hypervolume of the ellipsoid, meaning
rk =
√
nak, where ak is the side of the hypercube in the kth direction.
Figure 4.4: Shaded cubic region Ω restricted by two half-planes can also be substituted
by an ellipsoid.
The elliptic region (4.41) can be then expressed as a quadratic inequality:
[
x
1
]T [
Z0 c0
(c0)T d0
][
x
1
]
≥ 0,
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where 
Z0 = diag{ −1(r0)2 , · · · , −1(rn)2 },
c0 = [ o
1
(r0)2 . . .
on
(rn)2 ],
d0 = 1− (o1)2(r0)2 − · · · − (o
n)2
(rn)2 .
(4.42)
If a closed region with known vertices are to be formed by general hyperplanes, the best-
fitted ellipsoid can be determined by formulating an LMI problem [136]. In comparison to
the former approach of restricting by hyperplanes, the ellipsoid representation may result
in conservative LMI formulations. This mainly comes from the fact that, searching for
the best fitted ellipsoid to cover the region Ω is an a priori problem whereas in the former
approach, the inequalities substituting the region can be known by obtaining additional
parameters λk (although there may be a large number of them) via solving the LMI prob-
lem. In practice, a specific procedure or rule for selecting the best region representation
does not exist. As confirmed by experience, nonetheless, this approach results in less
conservative LMI formulations since it deals with less unknown variables.
Quadratic equalities representing hyperplanes: The boundary regions Λqr can be
represented by a set of states fulfilling quadratic equalities of the form:
fTx+ g = 0, (4.43)
where f = [f1 . . . fn]T ∈ <n and g ∈ <. The quadratic form (4.43) is equivalent to the
quadratic equalities
2(λTx+ λn+1)T (fTx+ g) = 0, (4.44)
where λ = [λ1, . . . , λn]T ∈ <n and λn+1 ∈ < are arbitrary additional parameters. The
equality (4.44) can be rewritten as:
x˜T
[
λ
λn+1
]
[fT g]x˜+ x˜T
[
f
g
]
[λT λn+1]x˜ =
n+1∑
k=1
λkx˜T Z˜kx˜ = 0,
where
Z˜k = ek[fT g] + [fT g]T (ek)T , x˜ =
[
x
1
]
, (4.45)
and ek is a column vector with n elements such that
ek(i) =
{
1, i = k,
0, i 6= k,
where i means the ith element of ek.
These quadratic equalities can be used to express regions Λqr in the form of LMIs
(4.30), solving specifically for the case of equality with parameters λk to be determined.
Therefore,{
the set of states fulfilling (4.43)
the set of states fulfilling (4.44)
⇒ the set of states fulfilling (λTx+ λn+1)T = 0
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Note that the quadratic equality given by (4.43) has n+ 1 additional variables. If (4.43)
divides two regions encompassing the origin, the parameter g = 0 and the last row and
column can be removed in the above quadratic inequalities (see Appendix B). The last
quadratic equality can then be omitted to leave n free parameters λk in the LMI formu-
lation. If we have a quadratic equality at two hyperplanes
2((fa)Tx+ ga)((f b)Tx+ gb) = x˜T Z˜0x˜ = 0, (4.46)
where
Z˜0 =
[
fa(f b)T + f b(fa)T gbfa + gaf b
gb(fa)T + ga(f b)T 2gagb
]
,
and the vectors [(fa)T ga] and [(f b)T gb] are linearly independent, only one unknown
parameter remains to be determined in the LMI (4.30) . A quadratic equality such as (4.46)
cannot be formed at states fulfilling three (linearly independent) hyperplanes, except for
the case when the quadratic form equivalently is equal to zero, which implies that x˜T Z˜0x˜
must be fulfilled for all states.
4.5.2 Bifurcation analysis of the case studies
In this section, we intend to show how the LMI stabilization problems of Theorems 4.5
and 4.6 can be employed to analytically predict the onset of bifurcations as illustrated in
the non-smooth TS fuzzy models of the different case studies introduced in Section 2.1 of
Chapter 2. All the LMI solvers used for the following examples are listed in Appendix B.
Example 4.1 (Case study I continued, the boost converter). Recalling Ex-
ample 3.5 where the non-smooth fuzzy model of the boost converter (3.27) accurately
exhibits all nonlinear phenomena resulting from fast-scale instabilities of the circuit (Fig.
3.17). The stable limit cycle (period-1 operation) becomes unstable at the operating point
(Vin, Iref) = (36.239V, 4A). Therefore, the model becomes structurally unstable at this
operating point and the bifurcation occurs leading to a period-2 orbit. As discussed in
Section 4.3, Theorem 4.4 and the LMI stabilization problem in Theorem 4.5 (after trans-
forming unconfined conditions to LMIs), can provide an analytical approach for Filippov-
type fuzzy models to pinpoint the afore-mentioned unstable operating point. This can be
achieved by solving the LMI stabilization problem to discover if the problem is feasible
or not. As a first step, we partition the fuzzy state space F according to the switching
hyperplane indicated by switch sets S1,2 and S1,2. Therefore, the stability can be verified
by two regions, associated with two discrete states
Ω1 = {(x,m) ∈ F | x ∈ <n,m = m1},
Ω2 = {(x,m) ∈ F | x ∈ <n,m = m2}.
(4.47)
Following the procedure outlined in Section 4.3.1 for region substitution with quadratic
inequalities and Section 4.5, the full LMI problem of Theorem 4.6 is solved for the non-
smooth TS fuzzy model (3.27) operating under conventional current-mode control for the
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operating point of (Vin, Iref) = (36.24V, 4A). The feasible solution result is:
P˜1 =
1.2397 0 0.59560 1.1200 0
0.5956 0 2.4795
 , P˜2 =
129.3565 −2.2224 86.9494−2.2224 1.0404 −1.7740
86.9494 −1.7740 96.9417
 ,
for the optimal value of β = 166.9391. This means that the system exponentially converges
to the stable periodic solution (period-1 orbit), which is confirmed by the bifurcation
diagram of Fig. 3.17. Solving the LMI problem for the operating point (Vin, Iref) =
(36.238V, 4A) when the system loses its stability to period-2 operation (see Fig. 3.15d and
Fig. 3.16d) results in an infeasible solution and likewise for any input voltage less than
Vin = 36.238V . In fact, the local properties of the periodic limit cycles are assessed by
the LMI problem. The feasibility of the LMI problem indicates the stability of the local
period-1 orbit. However, when the period-1 orbit becomes unstable it does not diverge
to infinity but it converges to another period-2 and eventually a chaotic orbit. This local
loss of structural stability (transition from period-1 to period-2 orbit) is detected when
the LMI problem becomes infeasible. Therefore, if for a specific parameter the LMI is
feasible then the local period-1 orbit (the fixed point of the Poincare´ map) is stable, while
if it is not feasible the local period-1 orbit is unstable. So when by changing any system
parameter, e.g. the input voltage, we go from a feasible to a non-feasible LMI we can
claim that the system has been structurally unstable and hence a bifurcation took place.
This proves that structural stability can be analytically verified and the bifurcation
point accurately detected using Theorem 4.5. Finer region partitions do not have any
effect on stability results in this case but it does take more computational time for the
LMI solver to search for a feasible solution. It should be noted that using a common
quadratic Lyapunov function candidate with merging Ω1 and Ω2 into Ω = Ω1∪Ω2, results
in infeasible solution in all of the operating points. Therefore, non-smooth Lyapunov
functions (4.16) have an essential role in the bifurcation analysis.
Example 4.2 (Case study I continued, the buck converter). For the bifur-
cation analysis of another (non-sliding) Filippov-type system, the dc-dc buck converter,
we consider the non-smooth TS fuzzy model (3.31) described in Example 3.6. The fuzzy
state space is again partitioned into two detached regions as:
Ω1 = {(x,m) ∈ F | x ∈ <n,m = m1},
Ω2 = {(x,m) ∈ F | x ∈ <n,m = m2},
(4.48)
and the region Λqr is allocated for the switch sets described in (3.32) with the hyperplane:
x1(dT )− Vref − vramp
A
= 0.
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Solving the LMI stabilization problem of Theorem 4.5 for the operating point Vin = 24V
and Vref = 11.3V , results in a feasible solution:
P˜1 =
 2.2526 −12.8865 −39.1678−12.8865 0.0026 −103.3283
−39.1678 −103.3283 0.0004
 , P˜2 =
 2.2526 12.8865 −39.167812.8865 387.3544 103.3283
−39.1678 103.3283 2235.9155
 ,
with the optimal value of β = 2.4962. Therefore, the solution exponentially converges to
the stable period-1 orbit. This result is well in agreement with the bifurcation diagram
of Fig. 3.18. If we change the operating point to Vin = 25V and Vref = 11.3V , the LMI
problem results in an infeasible solution. The operating point Vin = 25V is a special
case in that there is coexisting period-1 orbit with a period-2 orbit as shown in Fig. 3.20.
However, the period-1 orbit becomes unstable while the period-2 orbit becomes permanent
as confirmed by traditional analytical approaches [1, 119] briefly explained in Chapter 2.
The LMI stability results confirm that the model of the converter (3.31) under voltage-
mode control is unstable when referring to period-1 operation.
Example 4.3 (Case study II continued, the hard impact oscillator). As
explained in Example 3.7, the model of an hard-impact oscillator can be converted into
the non-smooth TS fuzzy model (3.36), where the incorporated jump matrices (3.38):
J(m1) =
[
1 0
0 −r
]
, J(m2) =
[
1 0
0 −1/r
]
, (4.49)
with a coefficient of restitution r = 0.9, can describe the discontinuous states when co-
inciding with the switch sets S1,2 and S2,1 in (3.37) (discontinuous states occur when
crossing the switching manifold Σ := x1(t)− σ = 0). As discussed in Section 2.2.5, using
an analytical approach like discontinuity mapping, we are faced with an infinite stretching
of phase space in the neighborhood of the grazing orbit due to the square-root singularity
of the jacobian of the Poincare´ map. Therefore, the former approaches are problematic
in the bifurcation analysis of a grazing event. Here, we intend to examine if the LMI
stabilization problem proposed in Theorem 4.6 (Section 4.4) can solve this problem by
detecting the unstable periodic orbit near the grazing event. In this respect, we divide
our analysis into two areas: in the close neighborhood of the grazing incident and at the
grazing incident.
Stability in the neighborhood of grazing: For this purpose, we first partition the
fuzzy state space F by the hyperplanes of switch sets S1,2 and S2,1 into two partitions. In
this manner, the region Λqr, as in Section 4.5, can be described by the following quadratic
equality:
2(λTx+ λn+1)T (fTx+ g) = 2(λTx+ λn+1)T
([
1
0
]
x− σ
)
= 0, (4.50)
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and the regions Ωq and Ωr can be described, respectively, by the inequalities restricted by
hyperplanes as: [
1
0
]
x− σ ≥ 0,
[
−1
0
]
x+ σ ≥ 0.
We choose the frequency ratio of m = 2.97 and a forcing function amplitude F = 0.2751N
to solve the LMI stabilization problem in Theorem 4.6. This results in a feasible solution:
P˜1 =
−422.546 6.7878 −0.23076.7878 −335.691 0.2655
−0.2307 0.2655 −423.048
 , P˜2 =
 7.1287 0.1781 −2.74330.1781 7.1287 −3.3345
−2.7433 −3.3345 −706.9402
 ,
with an optimum value of β = 193.3704. Therefore, the non-smooth TS fuzzy model
(3.36) is structurally (exponentially) stable as confirmed by the bifurcation diagram of
Fig. 3.23b. However, close to the grazing point where the bifurcation occurs, e.g. the
operating point (m = 2.97, F = 0.2757N), solving the LMI problem will result in an
infeasible solution although the local orbit is actually stable. To relax this conservative
result of LMI formulation, finer partitions are needed. Therefore, we partition further the
fuzzy state space into four partitions such that two partitions are formed quite close to Λqr
as described by (4.50). Thus, the partitions can be restricted by the following hyperplanes:
(fa)Tx− σ − 0.0002 ≥ 0, (f b)Tx+ σ + 0.0002 ≥ 0,
(fa)Tx− σ) ≥ 0, (f b)Tx+ σ) ≥ 0,
(fa)Tx− σ + 0.0002) ≥ 0, (f b)Tx+ σ − 0.0002) ≥ 0, (4.51)
where fa = [1 0] and f b = [−1 0]. With the above partitioning, solving the LMI problem
gives the feasible solution:
P˜1 =
−422.4312 8.7087 −0.28338.7087 −335.7263 0.3126
−0.2833 0.3126 −422.9401
 , P˜2 =
 9.2904 0.2321 −4.30170.2321 9.2904 −4.3548
−4.3017 −4.3548 −706.8930
 ,
P˜3 =
 6.7425 0.1684 −3.40020.1684 6.7425 −3.5557
−3.4002 −0.3557 −706.9479
 , P˜4 =
−422.1627 8.4460 −0.27028.4460 −335.6612 0.3301
−0.2702 0.3301 −423.0231
 ,
with the optimum value of β = 241.29. These LMI results verify that the local orbit
is structurally (exponentially) stable near the grazing point (m = 2.97, F = 0.2757N).
Having more partitions (eight partitions), in which the regions are restricted closer to the
hyperplane (fa)Tx− σ = 0, we can achieve an accuracy of (m = 2.97, F = 0.275762N) in
the prediction of grazing bifurcation point.
The LMI problem in Theorem 4.6 can also analytically confirm the other conditions
of grazing (Figs. 3.22f-j) when the periodic orbit is stable. For instance, for the oper-
ating points m = 2, F ∈ [1.4975N, 1.4990N] and m = 3, F ∈ [0.048N, 0.052N], the
feasibility problem can be solved with two region partitions and four region partitions of
F as explained above. The large chaotic region, occurring between the operating points
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m = 2.97, F ∈ [0.2760N, 0.2763N ] (see also Fig. 3.23b), resulting from the grazing bifur-
cation, can be recognized by the infeasibility of the LMI stabilization problem, with the
region partitioning as described by (4.51).
Stability at the grazing point: In the previous section, the problem of the infinite
stretching of the phase space near the grazing event was overcome by applying the pro-
posed LMI stability conditions in Theorem 4.6 to provide an analysis of the grazing bi-
furcation. However, the special case of Theorem 4.6 at the grazing event ($ = 2.97 and
F = 0.2759N) needs further examination because of the resulting conservative LMI for-
mulations. This problem is analyzed here to show that the resulting formulations are
actually quadratic matrix inequalities (QMIs), which are actually not solvable since the
local piece-wise quadratic matrices Pq are not invertible at the grazing point. The anal-
ysis is presented here in the hope that future LMI solvers will be able to overcome this
difficulty.
At the operating point (m = 2.97 and F = 0.2759N) where the grazing event occurs,
solving the feasibility problem of Theorem 4.6 will take an infinite amount of computational
time for optimizing the local minima, even if the number of regions for a non-smooth
Lyapunov function is increased or the regions are formed arbitrary close to the hyperplane
(fa)Tx − σ = 0. To investigate this seemingly conservative LMI formulation, we need
to delve into the LMI stabilization problem of Theorem 4.6. For this purpose, we define
a PDC-like structured close-loop system based on the non-smooth TS fuzzy model of
the hard-impact oscillator (3.36). Therefore, by defining a gain matrix for each fuzzy
sub-vector field, the local gains can be designed with the following structure:
u(t) =
∑lm
j=1 µ
j(x,m)Kj(m)x(t)
m+ = ξ(x,m),
x+ = χ(x,m),
(4.52)
where the gain matrices are reasonably assumed to be bounded as sup1≤j≤lm‖F j‖ ≤ 1.
Substituting (4.52) into the model (3.36), the closed-loop TS fuzzy system is represented
as 
x˙ =
∑lm
j=1
∑lm
i=1 µ
j(x,m)µi(x,m){Aj(m)x
+Bj(m)Ki(m)}x(t)
m+ = ξ(x,m),
x+ = χ(x,m).
(4.53)
Looking at system dynamics just before the impact and at the grazing point xG (see Figs.
2.23a and 2.23b), it is interesting to know how the solution trajectory reacts just before
the impact, under a small perturbation. The perturbation can be defined as parametric
uncertainty matrices for the fuzzy sub-vector fields of the model (3.36) with the following
assumption, which unlike Assumption 4.1, is defined for the non-smooth structure of TS
fuzzy model of impacting system.
Assumption 4.2: The parametric uncertainties considered for the TS fuzzy model
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(3.36) are norm-bounded, in the form:
[∆Aj(m) ∆Bj(m)] = Dj(m)F j(m)[E1j(m) E2j(m)],
m+ = ξ(x,m),
x+ = χ(x,m).
where Dj(m) ∈ <n×n, E1j(m) ∈ <n×n and E2j(m) ∈ <n×n are known matrices, and
Kj(t)(m) ∈ <n×n is an unknown matrix function with Lebesgue-measurable elements
such that (F j(m))TF j(m) ≤ In×n.
To determine the components of the known matrices in Assumption 4.2, the idea of the
variational equations [169] can be used to obtain a solution for the fuzzy sub-vector fields
when the system trajectory experiences a small perturbation. Therefore, say, for the
parametric uncertainty matrix ∆Aj(m2), j = 1, 2, we look for a periodic solution to the
following variational equation:
d
dt
[
δx1(t)
δx2(t)
]
=
[
0 1
−w2n −0.2ζwn
][
δx1(t)
δx2(t)
]
,
{
δx1(0) = δx10
δx2(0) = δx20
. (4.54)
The solution of the above equation, which can be solved as a first-order differential equa-
tions, is obtained for an infinitesimal time of evolution τ , as follows:[
δx1(τ)
δx2(τ)
]
= e−0.1ζwnτ
[
Cτ + 0.1ζη Sτ Sτ/ω0
− 1ηω0Sτ Cτ − 0.1ζη Sτ
][
δx10
δx20
]
, (4.55)
where ω0 = ωnη, η =
√
1− 0.01ζ2, Cτ = cos(ω0τ) and Sτ = sin(ω0τ). Now, if we substi-
tute τ with the period T and specify ∆Bj(m2) = [0 0]T , j = 1, 2, based on Assumption
4.2, the ∆Aj(m2), j = 1, 2 can be equivalently described by:
E2j(m2) = [0 0]T , E1j(m2) =
[
Cτ + 0.1ζη Sτ Sτ/ω0
− 1ηω0Sτ Cτ − 0.1ζη Sτ
]
Dj(m2) = e−0.1ζwnτ
[
−1 0
0 1
]
, F j(m2) =
[
δ1(t) 0
0 δ2(t)
]
,
with j = 1, 2 for all matrices. The fourth condition of Theorem 4.6 requires that the local
Lyapunov function Vq : clΩxq → < in (4.16) be decreased in its region of validity. In other
words, the fourth LMI condition will be fulfilled if the time derivative of Vq(x) is negative
for all the fuzzy sub-vector fields in the defined regions. Therefore, the time derivative of
Vq(x) based on (4.17) for the perturbed closed-loop TS fuzzy system (4.53), can be derived
through parametric uncertainties as:
V˙q(x) =
lm∑
j=1
lm∑
i=1
µj(x,m)µi(x,m)
∂Vq(x)
∂x
{(Aj(m)+∆Aj(m))x+(Bj(m)+∆Bj(m))Ki(m)}x.
(4.56)
With the knowledge of µjµi ≥ 0, for Vq(x), q ∈ I∆ to be negative, the following condition
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must be fulfilled:
∂Vq(x)
∂x
{(Aj(m) + ∆Aj(m))x+ (Bj(m) + ∆Bj(m))Ki(m)}x ≤ 0, x ∈ Ωx,mi,j , mi ∈ Ωmq .
Based on the quadratic piecewise structure of local Lyapunov functions (4.18), the above
can be expanded as follows:
x˙TPqx+ x˙T pq + xTPqx˙+ pTq x˙ =
lm∑
j=1
lm∑
i=1
µj(x,m)µi(x,m){{((Aj(m) + ∆Aj(m) + (Bj(m)
+∆Bj(m))Ki(m))x)TPqx+ xTPq(Aj(m) + ∆Aj(m)
+(Bj(m) + ∆Bj(m))Ki(m))x}{((Aj(m) + ∆Aj(m)
+(Bj(m) + ∆Bj(m))Ki(m))x)T pq + pTq (A
j(m) + ∆Aj(m)
+(Bj(m) + ∆Bj(m))Ki(m))x}}. (4.57)
This may be reformulated as:
x˙TPqx+ xTPqx˙ =
lm∑
j=1
(µj(x,m))2xT {(Aj(m) + ∆Aj(m) + (Bj(m) + ∆Bj(m))Ki(m))TPq
+Pq(Aj(m) + ∆Aj(m) + (Bj(m) + ∆Bj(m))Ki(m))}x(t)
+2
lm∑
j<i
µj(x,m)µi(x,m)xT {((Aj(m) + ∆Aj(m) + (Bj(m) + ∆Bj(m))Ki(m)
+Ai(m) + ∆Ai(m) + (Bi(m) + ∆Bi(m))Kj(m))/2)TPq + Pq((Aj(m)
+∆Aj(m) + (Bj(m) + ∆Bj(m))Ki(m) +Ai(m) + ∆Ai(m) + (Bi(m)
+∆Bi(m))Kj(m))/2)}x
To investigate why the LMI formulation becomes too conservative just at grazing point, it
suffices to examine if the first sum of the above equation is semi-definite negative. First,
we assume that this is the case as follows:
(Aj(m) + ∆Aj(m) + (Bj(m) + ∆Bj(m))Ki(m))TPq (4.58)
+Pq(Aj(m) + ∆Aj(m) + (Bj(m) + ∆Bj(m))Ki(m)) ≤ 0, j ∈ Ilm , mi ∈ Ωmq .
Based on the Assumption 4.2, if we seek, for instance, the equivalent of (4.58) for the
fuzzy sub-vector field associated with discrete state m2, we obtain:
(Aj(m2))TPq + PqAj(m2) + (Kj(m2))T (Bj(m2))TPq + PqBj(m2)Kj(m2)
+PqDj(m2)F j(m2)(E1j(m2) + E2j(m2)Kj(m2)) + (E1j(m2)
+E2j(m2)Kj(m2))T (F j(m2))T (Dj(m2))TPq ≤ 0. (4.59)
To ease the theoretical difficulties that interior-point algorithms will face when solving
the LMI (4.59) with uncertain constraints, the formulation can be transformed using the
following Lemma [170]:
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Lemma 4.2: The following inequality holds:
S +DFE + ETFTDT < 0,
where D ∈ <n×n, E ∈ <n×n are given as constant matrices, S ∈ <n×n is a symmetric
constant matrix and F fulfills the condition FTF ≤ In×n, if and only if for some ² > 0
S +
[
²−1ET ²D
] [²−1E
²DT
]
< 0.
Using Lemma 4.2, (4.59) holds for all the gain matricesKj such that (Kj)TKj ≤ In×n,
if and only if there exists a constant (²jj)1/2 such that
(Aj(m2))TPq + PqAj(m2) + (Kj(m2))T (Bj(m2))TPq + PqBj(m2)Kj(m2)
+
[
(E1j(m2) + E2j(m2)Kj(m2))T PqDj(m2)
] [(²jj)−1I 0
0 (²jj)−1I
]
×
[
E1j(m2) + E2j(m2)Kj(m2)
(PqDj(m2))T
]
≤ 0, (4.60)
and by applying Schur complements, (4.60) can be equivalently represented as: Ξ
jj (Υj)T PTq D
j(m2)
Υj −²jjI 0
Dj(m2))TPq 0 (−²jj)−1I
 ≤ 0, (4.61)
where Ξjj = (Aj(m2))TPq+PqAj(m2)+(Kj(m2))T (Bj(m2))TPq+PqBj(m2)Kj(m2) and
Υj = E1j(m2) + E2j(m2)Kj(m2) for j = 1, 2.
The matrix inequality (4.61) is a quadratic matrix inequality (QMI), which is part
of (4.57) and consequently part of the fourth condition in Theorem 4.6 to be fulfilled
for the sub-vector field Fm2 . For the formulation (4.61) to be solvable by any available
convex optimization technique, it must be transformed to an LMI. This is realizable if
we define a transformation matrix with the element of the inverted matrix P−1q [28, 170]
(see Appendix B). However, the problem is identifiable if the last condition of Theorem
4.6 is put under scrutiny. It is realized that the quadratic Lyapunov function candidate
Vq(x) = piq + 2pTq x + x
TPqx, q ∈ I∆ is not invertible, as otherwise for the given matrix
H(mi), i ∈ IN , the fifth condition cannot be held on the region boundary Λqr defined for
the switching manifold.
Example 4.4 (Case study III continued, the dry friction oscillator). Re-
calling the model of dry-friction oscillator (3.42) in Example 3.8, which was found to be
accurately representative of the dynamics of a system where a grazing sliding bifurcation
causes an abrupt chaotic orbit by varying the frequency of oscillation ω as a bifurcation
parameter (see Fig. 3.26).
It has been discussed in Section 3.2.4 that in a non-smooth TS fuzzy model, a sliding
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region Sˆ (one of the possible scenarios) can be formed by coinciding two switch sets S1,2
and S2,1, as is the case here. In fact, fuzzy sub-vector fields Fm1 and Fm2 represent the
solution trajectories with opposite directions in the close vicinity of the switch sets; hence,
they form an attractive sliding region Sˆ. The sliding dynamics can also be described with
classical formulation of sliding dynamics (Section 2.2.6), if we substitute the original vector
fields F1 and F2 of a non-smooth system of the form (1.3), with the fuzzy sub-vector fields
of the model of the dry-friction oscillator (3.42):
Fm1 =
lm1∑
j=1
Aj(m1)x(t) +Bj(m1)u(t), lm1 = 4,
Fm2 =
lm2∑
j=1
Aj(m2)x(t) +Bj(m2)u(t), lm2 = 4,
where the corresponding subsystems are derived respectively as (3.40) and (3.41) in Exam-
ple 3.8. For instance, using Utkin’s equivalent control method, if we assume the manifold
S = {x ∈ Rn | 1−x2(t) = 0}, resulting from coinciding S1,2 and S2,1, the sliding dynamics
can be formulated by the equivalent control:
Fm1, m2 =
Fm1 + Fm2
2
+
Fm1 + Fm2
2
Ueq,
where Fm1,m2 denotes sliding fuzzy sub-vector field and the equivalent control Ueq is
described by:
Ueq = −∇S · Fm1 +∇S · Fm2∇S · Fm2 −∇S · Fm1
, Ueq ∈ [−1, 1],
where ∇S = ∂S/∂x. Therefore:
Ueq = −Fm1 + Fm2
Fm2 − Fm1
, Ueq ∈ [−1, 1],
and the sliding region Sˆ is
Sˆ = {x ∈ S : −1 ≤ Ueq ≤ 1}.
For the analysis of the grazing-sliding bifurcation, the LMI stabilization problem of
Theorem 4.5 is initially attempted with partitioning the fuzzy state space {Ω ⊆ F} into two
regions Ω1 and Ω2, where the boundary region Λqr can be represented by the hyperplane
(quadratic equalities):
2(λTx+ λn+1)T (fTx+ g) = 2(λTx+ λn+1)T
([
0
−1
]
x+ 1
)
= 0. (4.62)
For any forcing function frequency ω close to the frequency when grazing occurs, say
ω = 1.707817, the LMI results unexpectedly show infeasibility of the solution, when the
4T periodic orbit is still stable and grazing has not occurred (as can be seen from the
phase portrait in Fig. 3.24a). This conservative result require {Ω ⊆ F} to be partitioned
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by finer regions similar to the previous case of impacting systems. The second attempt is
to distribute the regions such that they are formed closer to S = {x ∈ Rn | 1−x2(t) = 0},
where the switch sets S1,2 and S2,1 coincides and form a sliding region. Hence, we have
four detached regions restricted by the boundary regions (represented by hyperplanes):
2(λTx+ λn+1)T {(fa)T )x+ ga} = 0,
2(λTx+ λn+1)T {(f b)T )x+ gb} = 0,
2(λTx+ λn+1)T {(f c)T )x+ gc} = 0,
where fa = f b = f c = [0 − 1], ga = 0.9, gb = 1 and gc = 1.1. Solving the LMI problem,
in this case, results in a feasible solution for the former frequency of ω = 1.707817 as:
P˜1 =
63.089 8.827 7.2178.827 56.022 9.312
7.217 9.312 51.619
 , P˜2 =
63.123 8.681 8.1398.381 56.402 9.017
8.139 9.017 51.101
 ,
P˜3 =
63.123 8.682 8.1428.682 56.402 9.017
8.142 9.017 51.101
 , P˜4 =
64.448 6.592 12.5376.592 57.851 7.642
12.537 7.642 47.333
 ,
with the optimum value of β = 32.053. This means that the sliding orbit is exponentially
stable in the sense of Lyapunov. However, the accuracy of feasible LMI results cannot go
further than ω = 1.70781, where the bifurcation point of ω = 1.70779 is still not detected.
Therefore, as a third attempt, the regions {Ω ⊆ F} are formed with eight region partitions
restricted by the following boundary regions:
2(λTx+ λn+1)T {(fa)T )x+ ga = 0},
2(λTx+ λn+1)T {(f b)T )x+ gb = 0},
2(λTx+ λn+1)T {(f c)T )x+ gc = 0},
2(λTx+ λn+1)T {(fd)T )x+ gd = 0},
2(λTx+ λn+1)T {(fe)T )x+ ge = 0},
where fa = f b = f c = fd = fe = [0 − 1], ga = 0.9, gb = 0.999, gc = 1, gd = 1.001 and
ge = 1.1. The above hyperplanes introduce progressively narrower regions close to the
first boundary region Λqr in (4.62) where the additional parameters λ is determined by
solving the quadratic inequalities as described in Section 4.5; cf. Fig. 4.5. Moving forward,
solving the LMI stabilization problem of Theorem 4.5, results in a feasible solution exactly
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at the bifurcation point of ω = 1.70779, with the following piecewise quadratic matrices:
P˜1 =
19.442 2.354 24.0762.354 0.631 3.336
24.076 3.336 999.939
 , P˜2 =
 9.663 2.065 51.1762.065 1.381 20.344
51.176 20.334 999.939
 ,
P˜3 =
11.206 2.153 67.4112.153 1.148 20.118
67.411 20.118 999.939
 , P˜4 =
11.209 2.153 67.4482.153 1.148 20.117
67.448 20.117 999.939
 ,
P˜5 =
 9.663 2.065 51.1762.065 1.381 20.344
51.176 20.344 999.851
 , P˜6 =
11.206 2.153 67.4112.153 1.148 20.118
67.411 20.118 999.939
 ,
P˜7 =
11.209 2.153 67.4482.153 1.148 20.117
67.448 20.117 999.851
 , P˜8 =
 19.440 2.354 141.4772.354 0.628 19.601
141.477 19.601 999.939
 ,
where the exponential convergence is optimized with the value of β = 36.295. Therefore,
analytically the LMI stabilization problem of Theorem 4.5 confirms the stability of 4T
periodic orbit when grazes the sliding region (see Fig. 3.24b). For any frequency less than
ω = 1.70779, grazing-sliding bifurcation results in a sudden chaotic attractor, which is
analytically confirmed by the infeasibility of LMI results .
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Figure 4.5: An illustration of region partitioning and estimated energy levels of the non-
smooth Lyapunov function candidate in the local regions (dot-dashed curves) when sliding
(local) orbit grazes the switching manifold.
As noticed, the critical numbers of piecewise quadratic matrices resulted from a feasi-
ble solution show that the proposed region partitioning plays an important role here in
pinpointing the bifurcation point very close to the grazing-sliding event. The more (finer)
region partitions are chosen closer to the sliding region, the more is possible to detect a
bifurcation point very close to the grazing-sliding bifurcation point. However, more and
finer region partitions will result in more critical piecewise quadratic matrices if the LMI
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problem is found feasible, i.e. the case of ω = 1.70779. Although a certain procedure
does not exist to identify how many partitions and what size of partitions lead to the
desired results, in practice the conservative LMI formulation for discontinuity-induced bi-
furcation analysis, can be relaxed by selecting finer partitions close to the sliding region.
Selecting numerous partitions, nonetheless, may result in a considerable computational
burden, leading to an infeasible solution. Therefore, a compromise always exists between
the accuracy of the prediction of bifurcation point and the computational burden of the
numerical analysis.
4.5.3 Numerical Complexity
For the LMI analysis presented in this chpater, the number of unknown LMI variables is
directly proportionate to the number of region partitions of fuzzy state space. For every
Ωq encompassing the origin, there are
n(n+1)
2 unknown LMI variables for each piecewise
matrix P˜q and in case of every Ωq not encompassing the origin, the number of unknown
LMI variables is increased to (n+1)(n+2)2 . If the energy level of local Lyapunov functions
become equal at region boundaries Vq = Vr for the set of states fulfilling Qk(x) = 0, the
number of unknown variables can be decreased to n or n+ 1, cf. Appendix B.
The number of unknown parameters λk when substituting a region Ω by quadratic in-
equalities in (4.28), is directly proportionate to the number of quadratic functions Qk(x).
As explained in Section 4.3.1, all the unconfined regions in LMI stabilization problem of
Theorem 4.5 and Theorem 4.6 should be substituted by quadratic inequalities Qk(x) ≥ 0.
Moreover, to verify exponential convergence, α and β are considered as unknown variables.
Therefore, the number of unknown variables in the LMI stabilization problem, is propor-
tional to the number of partitioned fuzzy regions, the number of quadratic inequalities
needed for substitution and the number of quadratic equalities needed for region bound-
aries. How many additional parameters are needed to be specified, is case-dependant as
shown by the examples in this chapter, with different dynamics close to the switching
manifold. Theoretically, there is no limitation on the number of variables. However, in
practice, memory capacity and the efficiency of the algorithms employed by LMI solvers
can limit the maximum number of variables (see Appendix B for the LMI solvers em-
ployed in this thesis). Nonetheless, it is preferable to substitute region Ω by a lower
number of quadratic inequalities as possible. Also for the reduction of unknown variables,
the quadratic inequalities describing ellipsoids (Section 4.5) are better substitutions for a
flexible-sized region Ω. Moreover, if the fuzzy sub-vector field of a non-smooth TS fuzzy
model fulfills the condition∑
j∈{1,2,...}
wj(x,mi)(Aj(mi)x+Bj(mi)) = −
∑
j∈{1,2,...}
wj(−x,mi)(Aj(mi)(−x) +Bj(mi)),
and the regions are partitioned such that for every Ω+ fulfilling positive states, there is a
symmetrical Ω− fulfilling negative states where x ∈ Ω+ ⇒ −x ∈ Ω−, then the same set
of quadratic inequalities can be used for the substitution of both Ω+ and Ω− to reduce
the number of unknown variables in the LMI problem.
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To reduce LMI variables even further, it is possible to set some parameters and variables
to pre-determined values. The great disadvantage of reducing the computational burden
in this way is that the LMI problem of interest may be found conservative without a
feasible solution though, a solution for the LMI problem actually exists before setting the
parameters to pre-determined values.
4.6 Robustness
This section is focused on stability robustness issues of non-smooth TS Fuzzy models
presented in the preceding sections. A considerable number of attempts in designing
robust controllers and robust switching controllers for the stabilization problem (in its
classical notion) of TS fuzzy systems can be found in the literature. These attempts
mainly take advantage of classical observer methods such as sliding mode, H∞ criteria,
state-feedback and so on [171–176] (also see [28] and the references therein). However,
stability robustness becomes a major concern in this thesis, when the possibility of curbing
DIBs leading to chaos and preserving the (structurally) stable periodic solution (period-1
orbit) in the presence of model uncertainties are to be investigated. In this respect, the
model uncertainties can appear in the location of the switch sets and also the modeled
continuous fuzzy sub-vector fields. Specifically it will be shown in the next chapter, that
these model uncertainties can play an important role in designing robust controllers for
suppressing the chaotic phenomena in non-smooth TS fuzzy models.
4.6.1 Model uncertainties in switch sets
There are different reasons for incorporating uncertainties in modeling of switch sets. Some
of these uncertainties arise from the physical system itself. For instance, the location of
switch sets may be changed as a result of uncertainties in the parameters of a physical
system. Uncertainties in the location of the switch sets may further occur while mod-
eling a dynamical system. For instance, unmodeled dynamics like neglected dead times
may result in an unknown location of switch sets. Furthermore, if there is a delay for a
real-time system in generating the next instantaneous value of the controller signal, the
resulting dead time is normally ignored in the modeling of many systems. Batch processes
with a sequence of processing actions [177] can be a good example of this kind of model
uncertainties. Delay in generating an instantaneous signal for switchings in high-frequency
power electronic converters would be another example. Finally, the location of the switch
sets may become uncertain resulting from unforseen and/or uncontrollable events such as
an operator pushing a button.
Using Lyapunov framework presented for structural stability in sections 4.3 and 4.4,
these uncertainties arising from any source can be easily incorporated in the non-smooth
TS model by extending the nominal switch sets to guarantee stability. To discuss this
further, first assume that fuzzy states (x,mi) and (x,mk) are both satisfy the second,
third and fourth conditions of the theorems proposed in Section 4.3 and 4.4. If the fuzzy
states (x,mi) and (x,mk) are both in the same region partition Ωq, then the stability of the
TS fuzzy system can be held when switching from the fuzzy sub-vector field Fmi to Fmk .
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This can be deduced from the fifth stability condition when the local Lyapunov function
Vq is actually the same at both these states, implying that local Lyapunov functions are
equal when the switching between two fuzzy sub-vector fields occur. Therefore, at least
from a robustness point of view, a common local Lyapunov function for different discrete
states is desirable. In case of sliding mode behavior, the infinitely fast switching cannot be
allowed, mainly because such behavior may introduce dynamics other than the nominal
one. Nevertheless, it can be allowed if the sliding dynamics are defined in a way such that
the common Lyapunov function becomes valid for the sliding dynamics as well, cf. Section
3.2.4.
Now assume that the fuzzy states (x,mi) and (x,mk) are in different region partitions
Ωq and Ωr, respectively . As implied from the fifth stability condition in the LMI stabiliza-
tion problem of Theorem 4.5, when the local Lyapunov function Vr(x) becomes less than
or equal to Vq(x), it is possible to switch from Fmi to Fmk at the continuous fuzzy state
x. To assure stability in the proposed Lyapunov framework, local Lyapunov functions
should be reduced (in the same region and in different regions resulted from switching
between Fmi and Fmj ). The set of continuous Fuzzy states that fulfill this requirement,
are called admissible switch regions or ASR due to the fact that when switching of fuzzy
sub-vector fields occur, the structural stability is not violated. The notation ASR(mi,mk)
is adopted to indicate the set of continuous fuzzy states when Fmi is allowed to be changed
to Fmk . Normally ASR(mi,mk) is much larger than the nominal switch set Si,k; hence,
Si,k ⊆ ASR(mi,mk). Also the union of the ASR follows:
ASR(mi,mk) ∪ ASR(mk,mi) ⊇ ∀x where {∃ mi, mk | Vq(x) ∈ Ωq, Vr(x) ∈ Ωr}.
Note that normally
ASR(mi,mk) ∪ ASR(mk,mi) ⊇ Si,k ∪ Sk,i,
which arise from requiring the LMI conditions to be valid in larger regions than necessary.
This in turn might result in a conservative LMI formulation when substituting the region
partitions by quadratic inequalities (Sections 4.3.1 and 4.5). If mi and mk are the discrete
states allowed to be in the entire fuzzy state space F , then
ASR(mi,mk) ∪ ASR(mi,mk) = F .
The exponential convergence rate to the stable periodic orbit will be fixed if the switching
occurs in the ASRs instead of the switch sets originally defined for the model. This is
due to fifth condition of the LMI stabilization problems having no direct impact on the
R(k1, k2) estimate. Even though ASRs are actually measured from a given Lyapunov
function, it is possible to incorporate uncertainties in the switch sets before solving the
feasibility problem. The advantage of such inclusion is that structural stability can still
be verified by switching anywhere in the ASR. This arises from the fact that the non-
smooth Lyapunov function is compelled to reduce in the uncertain regions where there is a
possibility for sub-vector field switching. These uncertain switch sets are then substituted
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with quadratic inequalities as previously described. There may be a possible scenario when
uncertain switch regions Si,k and Sk,i overlap in the continuous fuzzy state space, implying
that the switching can be bidirectional (Fmi → Fmk or Fmk → Fmi) at the same fuzzy
continuous states. It practically requires that the associated local Lyapunov functions
must be equal to each other at these states, otherwise the stability can not be verified. In
the event of sliding motion in such uncertain regions, the non-smooth Lyapunov function
must also be reduced for the region allocated to the sliding dynamics.
Generally, by increasing the degree of uncertainty in the switch sets, producing larger
uncertain switch regions, the LMI stability conditions may become conservative. There-
fore, there is always a tradeoff between the degree of uncertainty and the possibility of
finding a feasible solution to the LMI problem. All the way, if a solution exists, ASR can
be calculated and the uncertain switch regions can be stretched even more.
4.6.2 Model uncertainties in selecting fuzzy sub-vector fields
The Lyapunov framework proposed in this chapter can be essentially employed for the
robustness analysis of existing uncertainties in different fuzzy sub-vector fields and the
corresponding subsystems of a non-smooth TS fuzzy system. These uncertainties can
be traced between two dichotomies: uncertainties as to which fuzzy state combinations
are possible in a fuzzy system, which, in turn, result in uncertain selection of the differ-
ent sub-vector fields, and uncertainties in the values of the sub-vector fields at different
fuzzy states. These types of uncertainties may also arise from uncertainties in parameter
identification or unmodeled dynamics in the original mathematical model of the physical
system. The second type of uncertainties is the out of the scope of this discussion but
there is literature covering this aspect (see for instance [178–181]). When not all of the
fuzzy state combinations are realizable in a non-smooth TS fuzzy system, this may lead to
uncertainties in selecting the possible sub-vector fields at certain continuous states. This is
a major attribute of TS fuzzy systems, which are the convex combination of the weighted
affine subsystems and sub-vector fields, or any system of the form of a weighed sum of
affine subsystems. The problem arises from the fact that the associated weight of a fuzzy
sub-vector filed (or in our case support [w]0 as defined in (3.24)) may be quite uncertain
as a result of the use of a given identification method.
The conditions in LMI stabilization problems are confined to the nominal regions where
the fuzzy states are possible. Nevertheless, as highlighted above, the formulation in the
second, third, and fourth stability conditions provides the possibility for the flexible regions
to be larger than the nominal specified ones. This can be implemented by the substitution
of regions by quadratic inequalities, although this may lead to a conservative formulation
as pointed out in Sections 4.3.1 and 4.5. The larger regions allow, for instance, the fuzzy
sub-vector fields Fm1 and Fm3 to switch to Fm2 anywhere in the fuzzy state space, even
though the Lyapunov function is originally bound to be reduced for Fm2 in the region
|x1| < x0. Uncertainties arising from the unknown location of fuzzy sub-vector fields can
also be formulated in the LMI stabilization problems by confining the stability conditions
to the uncertain regions, in the same format highlighted above.
It is already known that in a non-smooth TS fuzzy model as proposed by Definition
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3.1, a fuzzy sub-vector field is the convex hull of affine sub-systems. There might be the
case when a local Lyapunov function can be found to verify the stability of all extreme
members of the convex hull for different fuzzy sub-vector fields. In this case, the Lyapunov
(energy) function can be reduced for such extreme members (sub-systems). However, this
might not result in verifying the stability of a non-smooth TS fuzzy system due to two
possible scenarios.
• First, when local Lyapunov functions allocated to regions sharing the same boundary,
are not equal at some boundary states, the stability is verifiable, if and only if,
the solution trajectories evolve in a direction such that the non-smooth Lyapunov
function reduces at these states. Therefore, all extreme members of the convex hull
must evolve in the same direction.
• Second, if local Lyapunov functions are equal at some boundary states, solution tra-
jectories can evolve bidirectionally. However, verifying stability when sliding motion
occurs at the region boundaries will be problematic.
According to our assumptions, all sliding motions (in case of their occurrence) should
be substituted by thier equivalent dynamics in a TS fuzzy model, cf. Section 3.2.4).
Nevertheless, if two sub-vector fields belonging to different fuzzy regions are not equal at
the region boundaries there is still a possibility that another sliding motion occurs, which is
not considered in the dynamics of TS fuzzy model before verifying the stability. Therefore,
the stability of a non-smooth TS fuzzy system depends on the event of the afore-mentioned
possible scenarios. If these two scenarios occur, stability cannot be verified. Indeed, in the
event of sliding motion, one of the local Lyapunov functions must also be the Lyapunov
function defined for the sliding dynamics.
4.7 Summary
Based on the proposed non-smooth TS fuzzy model structure of Definition 3.1, a stability
theory is developed in the Lyapunov sense to asses structural stability of the most im-
portant classes of non-smooth dynamical system showing different degrees of smoothness.
It’s been asserted that the existing theory for stability analysis of TS fuzzy systems is
fundamentally restricted to the classical notion of stability (stability of equilibria). The
proposed stability theorems are formulated as linear matrix inequalities (LMIs) to be
solved numerically by efficient interior-point methods. Solving LMI stability conditions as
a feasibility problem can analytically predict the edge of discontinuity-induced bifurcation
(DIBs), the bifurcation phenomena unique to non-smooth systems, through investigat-
ing the stability of periodic solutions. The stability theorems presented in this chapter
can be fairly generalized to expand the application of model-based TS fuzzy approach
to non-smooth dynamical systems by suggesting a Lyapunov framework for bifurcation
analysis and ensuing chaotic dynamics. A number of relevant but archetypal examples
were included to support this assertion.
Using the non-smooth Lyapunov function approach is fundamental to the development
of stabilization theorems for studying Filippov-type systems (sliding and non-sliding) and
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impacting systems, as presented in Sections 4.3 and 4.4. Lyapunov function candidates
are defined as non-smooth functions based on the switching manifold, and further piece-
wise smooth in time, based on detached but flexible regions of fuzzy state space. In
this manner, the stability conditions are confined in different local regions instead of
the entire state space. The regions are then expressed as quadratic inequalities. By
adopting the S-procedure technique, the confined stability conditions are substituted by
unconfined conditions. A few methods were proposed to substitute fuzzy state-space
region partitions with quadratic inequalities. The chain of substitutions will result in
LMI problems formulated as numerous quadratic functions with unknown parameters in a
non-conservative manner. Therefore, all the stability conditions are fully recast on LMIs.
The flexibility of partitioning the fuzzy state space also plays an important role in
LMI formulation of the proposed stability theorems. This flexibility allows identical local
Lyapunov functions to be searched for in different fuzzy sub-vector fields or multiple local
Lyapunov functions to be searched for in single fuzzy sub-vector field (and the associated
discrete state). Therefore, the conservative formulation of bilinear matrix inequalities
(BMI), which normally results from the piece-wise structure of quadratic Lyapunov func-
tions, can be avoided. Moreover, region partitions can be constructed arbitrarily close to
the switching manifold. It was shown how this approach can relax the conservative LMI
formulations in finding a feasible solution, specially in the event of a grazing bifurcation in
an impacting system and a sliding-grazing bifurcation in a sliding Filippov-type system.
Model uncertainties and inaccuracies are inevitable in any mathematical modeling
attempt when trying to mimic reality. This remains true for the non-smooth TS fuzzy
modeling proposed in this thesis. However, this uncertainty can be dealt with very well
by the essential discontinuities and uncertainties affiliated with non-smooth dynamical
systems. Robustness analysis takes advantage of the proposed Lyapunov structure when
uncertainties occur in modeling the discrete states governed by switch sets and in selecting
the fuzzy sub-vector fields to achieve robust control strategies and guarantee the stability
(of periodic solutions in the sense of Lyapunov), which will be presented in the next
chapter.
Chapter 5
Controller design for DC-DC
converters
Chaos often breeds life, when order breeds habit . . .
Henry Adams (1858-1918)
This chapter proposes Lyapunov-based control strategies to suppress nonlinear phe-
nomena and unwanted chaos in electrical Filippov-type system like DC-DC electronic
converters. The strategies are applicable to the non-smooth TS fuzzy modeling methods
proposed in Chapter 3 and are mainly based on the structural stability theorems discussed
in Chapter 4.
5.1 General motive
Consider a simple problem of controlling a swinging pendulum to its upright position.
Although the original system is not a non-smooth system, a switching control strategy
can be devised to switch between one controller pushing the pendulum up, and another
controller maintaining it in its upright position. This switching control strategy can con-
vert the close-loop system in its entirety to a piece-wise smooth system. By doing so, the
fundamental problem will be narrowed down to when the switching events should take
place to stabilize the pendulum at its upright position. Generally speaking, a controller
can be designed in such a way that an algorithm generates switching events, based on some
stability criterion, to activate locally designed controllers [182]. A common approach in
studying a large class of nonlinear systems is linearization around some local points to
break the system down into a number of linear sub-systems (see Definition 2.4 and Theo-
rem 2.1 in Section 2.2.4). In a similar fashion, a nonlinear controller can be composed of
a number of linear controllers that can only operate in certain pre-specified areas of state
space. At the same time, a scheduling variable can be used to determine which operating
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region the system is currently active and to enable the appropriate linear sub-controller.
These type of controllers are known as gain-schedulers [183, 184], and are widely-used in
industry. However, design of linear controllers and switching algorithms in the control
industry are mainly based on engineering experience combined with lengthy simulations.
Intrinsically, fuzzy logic imitates human reasoning through approximate information and
underlying uncertainty to generate decisions. Non-smooth TS fuzzy models in the sense of
Definition 3.1, can be ultimately viewed as an aggregation of certain local affine models.
Thus, the complex control task can be distributed into several local task components. In
summation, it is sensible to establish a controller design framework such as fuzzy model-
based switching/gain-scheduling or fuzzy model-based adaptive control scheme.
In our design, the location of switching events in state space is crucial in terms of
curbing the chaotic behavior of a non-smooth model. The design objective for a closed-
loop TS fuzzy system, which is normally composed of a number of local controllers in
different fuzzy operating regions, is to locate a specific fuzzy sub-vector field or a set
of sub-systems such that the closed-loop system, according to the stability conditions
proposed in Chapter 4, becomes structurally stable. Nevertheless, practically different
choices of fuzzy sub-vector fields (and the corresponding sub-systems) are available to
ensure close-loop stability. Therefore additional performance criteria must be imposed to
satisfy the selection of the right fuzzy sub-vector fields, driving the close-loop system to a
stable periodic solution.
5.2 Literature on Fuzzy-chaos control
The first attempt that seemingly utilized the classical feedback control idea and pole-
placement method to control unwanted chaos is famously referred to as the OGY (Ott,
Grebogi and Yorke) control method [20]. Virtually, the very nature of chaos avail OGY
method in the sense of using its structural stability and its basic property of having
a dense set of periodic orbits near a saddle point. The control methodology was first
found unorthodox for control theorists and engineers who, till then, predominately tried
to use ”brute force”1types of controls to regulate and stabilize unstable dynamics. In
fact, the essential property of many chaotic dynamical systems including NSDS asks for
non-conventional control methods other than ”brute force” to curb the extreme sensitivity
of chaos to small variations of system’s parameters. In this respect, some newly-developed
approaches have been put to use in the field of chaos control, including system parameter
tuning, bifurcation monitoring, entropy reduction, state pining, phase delay, weak oscilla-
tion input, disorder input, and some specially-designed feedback and adaptive controls, to
list just a few [186,187]. These chaos control methodologies have a major impact on many
1In mathematics, brute force technique is to consider a series of possible answers and to test the
accuracy of each of them. However, here brute force type of control refers to the conventional method
in control theory where the goal is often to prove stability of some target state, e.g. equilibrium point,
or to design control laws in order to achieve such stability by making some large alterations in system
parameters and testing each scenario [185]. In the same way, one approach in controlling chaos, is to make
large alteration in the system, which can completely changes its dynamics in such a way as to achieve the
desired behaviour (or attractor). However, OGY method by taking advantage of the nature of a chaotic
attractor, attempts to make small time-dependent perturbations to an accessible system parameter to
achieve a desired attracting time-periodic motion [20].
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novel, time and energy-critical applications, such as delta-sigma modulators and power
electronic converters. Nevertheless, designing nonlinear control systems to effectively sup-
press the harmful chaos in non-smooth dynamical systems and curb their natural, extreme
sensitivity to tiny parameter variations, is an open problem.
A flurry of chaos control results using fuzzy logic approaches appeared in 1990’s. Many
publications [142,143, 188–193] showed a focus on different nonlinear system applications
rather than scientific curiosity. The interest is justifiable if we understand the fact that
fuzzy set theory is designed to mathematically represent uncertainty and vagueness, the
essential qualitative property of deterministic nonlinear dynamical systems. Hence, it
can provide effective tools to deal with imprecision caused by unstable periodic behavior
like bifurcation or aperiodic behaviour like chaos. The design methods for fuzzy control
of chaotic systems can be branched out based on two well-known modeling approaches,
the Mamdani model and the Takagi-Sugeno model. Fuzzy logic controllers (FLC) based
on the Mamdani model, also referred to as model-free controllers, have been applied to
systems without a requirement for the exact mathematical model of a process, or when its
dynamics are unknown, for example chemical processing applications. In some cases, the
mathematical model is hardly definable and the sensors provide noisy and fragmental data.
Therefore, expert’s knowledge can play an essential role in these types of controllers. The
integration of Mamdani-type fuzzy control method with classical chaos control methods
have been successful in a few cases [108, 192] to preserve stable orbits and increase the
robustness to noise. The application of this method, however, has been quite limited,
mainly because of the lack of systematic design procedure and availability of any analytical
tool for rigorous stability analysis.
The term fuzzy model-based control has become popular after the introduction of the
seminal paper on fuzzy system identification by Takagi and Sugeno [27]. With TS-model-
based fuzzy control method, it is possible to provide effective tools for systematic design
and mathematical stability analysis (taking advantage of LMIs) to stabilize chaotic dynam-
ics with parametric uncertainties. Adopting a TS fuzzy model-based method of control
can be justified by knowing that, in most real plants, although a mathematical model
exists, the system may be highly nonlinear and in some intervals, uncertain. In terms of
the stabilization of equilibria, considerable amounts of work have shown that this control
methodology can provide promising solutions for controlling complex nonlinear plants or
ill-defined models by uniting qualitative experts’ knowledge with a mathematical model
for the controller design [81,172,174,176,183]. The LMI technique provides the possibility
of enforcing an assortment of design specifications and constraints, which can be numer-
ically solved using efficient convex optimization algorithm when there is no analytical
solution [28,136].
The Parallel Distributed Compensation (PDC) technique was first introduced to design
each local control rule based on the corresponding model rule in a TS fuzzy model [139].
The advantage of this approach is that the locally designed fuzzy controllers share the
same fuzzy sets with the fuzzy model in the premise parts. As mentioned in Section 4.1.1,
the stability conditions for PDC design, whether model dynamics are chaotic or not, are
mainly derived from the Lyapunov direct method, where the system is represented as a
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continuous-time (or a discrete-time) TS fuzzy system [171].
Adaptive controls have been merged with fuzzy model-based control to stabilize nonlin-
ear systems showing chaotic dynamics [193–195]. Generally, an adaptive control strategy
should compensate nonparametric uncertainties such as unmodeled dynamics, measure-
ment noise, computational round-off errors and in some cases, sampling delays. Adaptive
fuzzy control can, however, unite dynamic adaptation to environmental changes in the
presence of nonparametric uncertainties with linguistic fuzzy information from human op-
erators [196]. This specially effectual when there is a high degree of unmodeled dynamics
in the plant.
Presently, complex fuzzy control systems are preferably designed as continuous-time
analog controllers but implemented digitally to take advantage of high-speed micropro-
cessors such as Digital Signal Processors (DSPs) [197,198]. Direct digital design methods
cannot be employed in this respect, as digital control laws lack the necessary informa-
tion of continuous-time plant lost because of digital sampling. To preserve this crucial
information of analogue-designed control system during discretization, a technique called
digital redesign (DR) has been proposed, which is realizable through state-matching [199].
Although the DR technique was originally developed for linear systems, it has been ex-
tended and enhanced by many others to be applicable to nonlinear systems linearized by
some linearization methods [102,103,200,201]. Intelligent Digital Redesign (IDR) has been
introduced for the direct and efficient digital implementation of analogue-based nonlinear
fuzzy algorithms [202] and has been improved to control nonlinearity of complex chaotic
systems [104,203–207].
5.3 Design problem
As defined by Definition 3.1, a non-smooth TS fuzzy model structure is basically composed
of a number of fuzzy sub-vector fields (with the corresponding sub-systems), representing
continuous vector fields and associated with a certain discrete state. If a fuzzy sub-vector
field is represented as Fm =
∑
j∈{1,2,...} w
j(x,m)(Aj(m)x+Bj(m)u), we can define a set
of continuous fuzzy states x ∈ F denoted by Ω˜i, Ω˜i ⊂ F which a fuzzy sub-vector field
can belong to. In fact, the set specifies the maximum admissible region AF (x,m) where a
fuzzy sub-vector field is selected. Therefore AF (x,m) can be defined as:
AF (x,m) = {Fmi |
∑
j∈{1,2,...}
Aj(mi)x+Bj(mi)u is admissible to be selected in Ω˜i}
To have a minimum number of sub-vector fields at each continuous state x, the above set
should be assumed ”non-empty” in the region Ω˜, which can be fulfilled by the condition
below:
N⋃
i=1
Ω˜i = Ω˜.
Moreover, in case of non-trivial design problems, it should be assumed that there exist at
least two overlapping regions Ω˜i and Ω˜j , i 6= j, where fuzzy sub-vector fields are unequal.
There are different possible reasons for selecting a specific set of fuzzy sub-vector fields over
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others. For instance, some criteria must be satisfied for the closed-loop control system,
which is not possible through the selection of some specific sub-vector fields at specific
states. Or alternatively, a specific set of sub-vector fields can drive the closed-loop system
to instability, which can be avoided by removing them from AF (x,m). More importantly,
specific sub-vector fields can be intentionally included in the set AF (x,m), which is quite
advantageous when we have the knowledge of which specific sub-vector fields can best
fit the design problem criteria. All told, the design problem, for the control strategies
proposed in this chapter, can be targeted as selecting a fuzzy sub-vector field from the set
AF (x,m) such that a closed-loop system becomes structurally stable by fulfilling specific
criteria.
The design problem utilizes LMI stabilization problems (proposed in the form of
Theorems) in Chapter 4 to design a stable TS fuzzy closed-loop system. Since selecting
fuzzy sub-vector fields for the closed-loop system to be stable is not a unique procedure,
additional criteria needs to be introduced. These additional criteria should be desirably set
for faster convergence to a stable periodic solution or the so-called faster decay rate to the
stable periodic solution, which depends on each case, where the corresponding explanation
will be given.
By designing local controllers for different fuzzy sub-vector fields in different regions
Ω˜i, i = 1, 2, . . . , N , the design problem is focused on the location of switch sets. This
can be done by designing the function ξ in the non-smooth model (3.12) such that the
closed-loop system becomes stable, which is verified by the LMI conditions presented
subsequently in this chapter.
5.4 Fuzzy switching (gain-scheduling) strategy
The design method, presented here, is based on fulfilling two objectives. First, to design
local controllers for every fuzzy sub-vector field Fm (and its corresponding sub-systems)
in every region Ω˜i. It is assumed, that based on non-smooth Lyapunov function struc-
ture (4.16), a local Lyapunov function exists to measure the energy of each of the fuzzy
sub-vector fields in each region Ω˜i. Local control-law design based on the pre-determined
local Lyapunov functions may naturally come along with such local Lyapunov functions
associated with each sub-vector field. The second objective is to place the location of the
switch sets (or design the function ξ) such that the first, second, third and the fifth LMIs of
Theorem 4.5 (see Section 4.3) along with the LMI conditions of the subsequent theorem,
presented shortly, are satisfied, guaranteeing the structural stability of the closed-loop
TS fuzzy system. Local control-law design exerts gain-scheduling control methodology.
Henceforth, the jth rule of the control input can be defined as:
Control Rule j : IF θ1 is Γ
j
1 and . . . and θq is Γ
j
q THEN{
u(t) = −Kj(m)x(t), j = 1, . . . , l
m+ = ξ(x,m)
(5.1)
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If a local state-feedback controller is to be designed for each fuzzy sub-vector field, the
fuzzy controller can be resulted as follows:{
u(t) =
∑lm
j=1 w
j(θ,m)Kj(m)x(t)
m+ = ξ(x,m)
(5.2)
The closed-loop system is a result of substituting (5.2) in a non-smooth TS fuzzy model
of the form (3.12): 
x˙ =
∑lm
j=1
∑lm
i=1 w
j(θ,m)wi(θ,m)(Aj(m)x
+Bj(m)Ki(m)))x(t)
m+ = ξ(x,m).
(5.3)
Computing the local feedback gains Kj(m) is the first step of the fuzzy regulator design.
Considering all of the assumptions mentioned in the previous section, it is assumed that
the regions Ω˜i already cover the state space, implying that the second and third conditions
in the LMI stabilization problem of Theorem 4.5 are fulfilled. To determine local fuzzy
regulator feedback gains Kj(m), the fourth condition of stability is to be reformulated to
the closed-loop system by the following Theorem:
Theorem 5.1: Let X ∈ <n ×<n be a diagonal positive definite matrix. A non-smooth
TS model (3.12) with u ∈ <n as an input vector, can be structurally stabilized via the
local controller (5.2) in the region x ∈ Ωx,miq , where the fourth condition of theorem 4.5 is
replaced by:
x ∈ Ωx,miq , x˜T ((A¯j(m)T + G¯ji(m)T )P˜q + P˜q(A¯j(m) + G¯ji(m))
+X¯(m)P˜qX¯(m))x˜ < 0, mi ∈ Ωmq , q ∈ I∆
(5.4)
where A¯j(m) =
[
Aj(m) 0
0 0
]
, G¯ij(m) =
[
−Bj(m)Ki(m) 0
0 0
]
and X¯(m) =
[
X(m) 0
0 0
]
.
Proof: Choose the non-smooth Lyapunov function in (4.16) and the piecewise quadratic
structure for local Lyapunov function Vq as defined by (4.18) valid in each region Ωq. As
Vq(x) is assumed to be continuously differentiable on clΩxq , q ∈ I∆, the time derivative of
Vq(x), with regards to (4.17), for the closed-loop system (5.3) can be derived as:
V˙q(x) =
lm∑
j=1
lm∑
i=1
wj(θ,m)wi(θ,m)
∂Vq(x)
∂x
(Aj(m)x+Bj(m)Ki(m))x, (x,m) ∈ Ωq (5.5)
It follows directly from (5.5) that if:
∂Vq(x)
∂x
(Aj(m)x+Bj(m)Ki(m))x ≤ 0, x ∈ Ωx,mi,j ,mi ∈ Ωmq
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then V˙q(x) ≤ 0, q ∈ I∆ due to the fact that wj(θ,m)wi(θ,m) ≥ 0. Using the piecewise
quadratic structure (4.18), this condition can be formulated as:
x˙TPqx+ x˙T pq + xPqx˙+ pTq x˙ = x˜
T (A¯j(m)T P˜q + P˜qA¯j(m)
= +G¯ji(m)T P˜q + G¯ji(m)P˜q)x˜
where A¯j(m) =
[
Aj(m) 0
0 0
]
, G¯ij(m) =
[
−Bj(m)Ki(m) 0
0 0
]
, P˜q =
[
Pq pq
pTq piq
]
, and x˜ =[
x
1
]
.
Let X(m) be a diagonal positive definite matrix so we can write:
x˜T ((A¯j(m)T+G¯ji(m)T )P˜q+P˜q(A¯j(m)+G¯ji(m))+X¯(m)P˜qX¯(m))x˜ < 0, for all i ∈ Ilm , j ∈ Ilm ,
(5.6)
From (5.6), it follows:
V˙q(x(t)) ≤ ˙˜xT (t)X¯(m)P˜qX¯(m)x˜(t) ≤ −βV (x(t)),
where β = −(λmin(X¯(m)P˜qX¯(m))/λmax(Pq)) and λmin(.),λmax(.) denote the minimal
and maximal eigenvalues of the matrix, respectively. Hence:
V (x(t)) ≤ V (0)e−βt,
assuming ′0′ is the fixed point of the Poincare´ map. Therefore, ‖ x(t) ‖2 ≤ (V (0)/λmin(P˜q))e−βt
is concluded. Q.E.D.
Remark 5.1: Conventional fuzzy-chaos control methods (see Section 5.2) are primarily
designed to suppress chaos thus improving the transient response is not a matter of focus
due to the fact that fulfilling these two design criteria is hard to achieve. The intention
of introducing diagonal matrices X ∈ <n ×<n, contrary to the standard control practice
able to fulfill only one design criterium, is to achieve a better transient response as well as
to guarantee structural stability (period-1 operation) of the converter. A similar approach
have been proposed by Lian et al. [112] to achieve the best transient response, however
this was for an average (or smooth) model of DC-DC converters, which as discussed before
(see case study I in Section 2.1.1) would entirely ignore the fast-scale instabilities such as
period-doubling bifurcation and chaos. Here, the diagonal matrix X(m) is introduced to
provide a faster decay rate for the trajectory associated with each discrete state mi; and
therefore, a better transient performance for each controller gain Ki(m) associated with
each sub-vector field. If the right numbers are plugged into the diagonal matrices, the
close-loop system may converge faster to the stable periodic solution (stable fixed point
of the Poincare´ map) fulfilling the LMI conditions of Theorem 4.5 and Theorem 5.1.
After designing local controllers, switch sets should be located (if possible) such that a
local Lyapunov function associated with a fuzzy sub-vector field decreases at each discrete
state according to the fifth condition of stability in Theorem 4.5. The proposed method to
locate the switch sets (design function ξ) follows as a result of the LMI stability conditions
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formulated in Theorem 4.5 and reformulated in Theorem 5.1. As previously mentioned,
local Lyapunov functions are naturally available from local control-law design according
to Theorem 5.1. Therefore, if the switch sets are to be located (or the function ξ are to be
designed) such that the conditions in Theorem 4.5 along with Theorem 5.1 are fulfilled,
then structural stability of the closed-loop fuzzy system can be achieved. The idea can be
enlightened by the following example.
Example 5.1. Assume a non-smooth TS fuzzy system of the form (3.12) with two simple
linear fuzzy sub-vector fields (without any corresponding sub-systems). The sub-vector
fields are described by the matrices:
Fm1 =
[
1 3
0 0.1
]
, Fm2 =
[
0.1 0
−3 1
]
Also assume the system is (structurally) stabilizable by a non-smooth Lyapunov function,
composed of local quadratic matrices
P1 =
[
1 −5
−5 50
]
, P2 =
[
50 5
5 1
]
and illustrated respectively as cross-hatched regions in the left and middle picture of Figure
5.2. As apparent, the two regions fulfilled the condition (see Section 5.3)
2⋃
i=1
Ω˜i = Ω˜
by covering the whole fuzzy state space and also overlapping each other at specific states
where a sub-vector field are to be selected from two possible choices. The weighting
function for this non-smooth fuzzy system is given in Fig. 5.1. The regions where the
local Lyapunov functions P1 and P2 are strictly reducing are depicted in Figure 5.3 as
cross-hatched areas. Having known the solution trajectory direction, if the sub-vector
fields are chosen in such a way that Fm1 is switched to Fm2 somewhere in the selected
region (first and third quadrants of Figure 5.3 (left)) and remain in that manner until the
states in the second and fourth quadrants of Figure 5.3 (right) are reached, the switching
direction reverses as Fm2 is switched to Fm1 and so on; therefore, ensuring stability. The
switching between fuzzy sub-vector fields can take place anywhere in the cross-hatched
region. One possible scenario is shown in Figure 5.4. Switching anywhere in the interior
of the cross-hatched region results in exponential convergence to the stable fixed point
according to Theorem 4.5.
With a pre-determined Lyapunov function as in this example (and in general if deter-
mined by Theorem 5.1), the assumption of the time when switching between sub-vector
fields takes place is essential in ensuring the stability of the closed-loop system. If we let
the switching occur when the local Lyapunov functions are equal at region boundaries,
the other possibilities of fulfilling the stability conditions are, in practice, eliminated, re-
sulting in an unstable system in some cases. Choosing a sub-vector field associated with
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Figure 5.1: Weighting function wj(θ) for a specific value p of x1. The vertices of the
weighting functions for a specific value p of x1 are given by the intersection of the vertical
x1 = p and the hyperplanes.
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Figure 5.2: The cross-hatched regions are states fulfilling (left) xT (Fm1P1+P1Fm1)x ≤ 0,
(middle) xT (Fm2P2 + P2Fm2)x ≤ 0 and (right) xT (P2 − P1)x ≤ 0.
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Figure 5.3: The cross-hatched regions indicate states where both local Lyapunov functions
decreases and the energy reduces when the switching occurs from Fm1x to Fm2x and Fm2x
to Fm1x.
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Figure 5.4: Switching anywhere in the cross-hatched regions leads to a stable closed-loop
TS fuzzy system, if the sub-vector field switchings take place in the interior of the cross-
hatched regions.
the smallest local Lyapunov function induce the system trajectory to reach the boundary
of the region where the energy, measured by the local Lyapunov function, is guaranteed to
be decreasing. Consequently, a switching must occur to another sub-vector field but the
switching will not happen at states where the two local Lyapunov functions are equal, as
enforced, for instance, by the assumptions made in some switching strategies for designing
local controllers [184, 208]. In these control strategies, local controllers are assumed to
have local Lyapunov functions, which are imposed to be equal at every switching between
local controllers. Moreover, the local controller associated with the smallest Lyapunov
function is on the priority to be chosen at each switching instant to fulfill the stability
criteria of a close-loop system. Applying similar strategies in our case where non-smooth
models are involved, may lead to an unwanted sliding motion. This is mainly because
the chosen sub-vector field should be the function of continuous fuzzy states not discrete
states. The direct practical outcome of the proposed switching strategy in this instance,
is the design flexibility to achieve robust closed-loop stability. Nevertheless, achieving the
best switching strategy depends on the given local Lyapunov functions, which can be, in
turn, achieved via designing local fuzzy controllers as proposed by Theorem 5.1. In this
case, the success rate of fulfilling the stability conditions is boosted with a large num-
ber of local controllers overlapping each other in wide regions. However, having designed
a multitude of local controllers cannot always guarantee success of the design, even by
calibrating different local Lyapunov functions. Nonetheless, if a sub-vector field (or the
corresponding sub-systems) is found to be stable in the whole region of validity (with an
associated local Lyapunov function), the switching strategy can always lead to stability
by selecting that sub-vector field in the whole region. To ensure robust stability and in
some cases, better decay rate, the location of the switching manifold (switch sets) can be
manipulated as illustrated in the following example:
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Example 5.2. Assume the fuzzy sub-vector fields introduced in Example 5.1 are changed
to the following matrices:
Fm1 =
[
−1 −3
0 −0.1
]
, Fm2 =
[
−0.1 0
−3 −1
]
,
which are stabilizable by the local Lyapunov functions:
P1 =
[
1 −5
−5 50
]
, P2 =
[
50 −5
−5 1
]
,
with the same corresponding weighting function as in Figure 5.1. However, the switching
sets are defined as:
S1,2 = {x ∈ <2 | x2 = kx1}, S2,1 = {x ∈ <2 | x1 = −kx2}. (5.7)
The cross-hatched region in Figure 5.5 represents the area where xT (P2 − P1)x ≤ 0. It
is apparent that if S1,2 and S2,1 in (5.7) are initially selected with k = 1, switching from
the sub-vector field Fm1x to Fm2x, anywhere in the cross-hatched region, or in non-cross-
hatched region can ensure the system stability. However, if the location of S1,2 and S2,1
are changed by the value of k = 0.2, as seen in Figure 5.5, not only is the structural
stability ensured, but the estimate of the convergence rate will be improved.

Figure 5.5: Switching from the fuzzy sub-vector field Fm1x to Fm2x, at any place in the
cross-hatched region, or inversely in the non-cross-hatched region, leads to a stable closed-
loop fuzzy system. The solid-line solution trajectory is simulated with the manipulated
switch sets (k = 0.2) against the dotted-dashed-line trajectory with initial switch sets. It is
apparent that the convergence rate of the solid-line trajectory is faster than the dot-dashed
trajectory.
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Example 5.3 (Case study I continued, Control of chaotic phenomena in the
boost converter). In this example, the proposed control strategy expounded in Section
5.4 along with the two simple examples 5.1 and 5.2, is applied to the dc-dc boost converter,
to stabilize the resulting close-loop TS fuzzy system and hence by suppressing the chaotic
behavior, and regulate the output response of the system to a stable period-1 operation
for an acceptable range of parameter variation. First, recall Example 3.5 where the non-
smooth TS fuzzy model of the circuit is developed as:
Plant Rule j : IF x1(t) is Γj THEN
x˙ =
{
Aj(mi)x(t) +Bj(mi)u(t), j = 1, 2, i = 1, 2,
m+ = ξ(x,m),
(5.8)
where the continuous state vector is x(t) = [iL(t) vC(t)]T , discrete states are M =
{m1,m2}, sub-vector field matrices Aj(mi) and Bj(mi), and the fuzzy sets Γj are de-
fined exactly as in Example 3.5. Switching between the ON and OFF states is conducted
based on the switch sets:
S1,2 = {x ∈ Rn | iL(dT )− Iref > 0},
S2,1 = {x ∈ Rn | iL(dT )− Iref < 0},
(5.9)
where d is the duty ratio and T = 1× 10−4s (the frequency of the switching f = 10KHz).
Further, the region partitions defined as (4.47) for the stability analysis in Example 4.1,
also applies here.
To design the local controllers (5.2), the diagonal matrices (see Remark 5.1) for discrete
states m1 and m2 are set as:
X(m1) = diag([9.6 16 0]), X(m2) = diag([8 12.5 0])
Using Theorem 5.1, deriving the diagonal matrices by assuming X¯(m) as a matrix
variable is at best difficult mainly because the resulting condition (5.4) would be nonlinear
matrix inequality (NMIs) not a LMI problem (see Appendix B). Therefore, the diagonal
elements of X(m) should be first specified before solving the LMI problem in Theorem
5.1. To achieve the best transient response The numbers for diagonal matrices can be
determined after a number of trials. However, to have an initial best guess, the piecewise
quadratic matrices P˜1 and P˜2 resulted form a feasible solution in Example 4.1 can be
substituted in the LMI problem of Theorem 5.1 and the problem (including the remaining
LMI stability conditions in Theorem 4.5) can be solved with the given piecewise quadratic
matrices and X(m1) and X(m2), including the gain matrices Ki(m), as unknown matrices
(matrices Aj(m) and Bj(m) are already given so the condition (5.4) will not be a nonlinear
matrix inequality). If the LMI problem is found feasible, initial diagonal numbers for
X(m1) and X(m2) can be derived. Nevertheless, the initial matrices may not result in
improving the transient responses, hence the numbers should be tuned (by observing the
responses) and the LMI problem of Theorem 5.1 should be solved for a number of times
to achieve a desirable transient response.
Now by solving the LMI problem in Theorem 5.1 to determine the local control gains
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as (5.1) for the closed-loop system, and the remaining conditions in Theorem 4.5, the
following gains are obtained:
K1(m1) = K2(m1) = [3.6198, 3.5370]
K1(m2) = K2(m2) = [3.5037, 0.1179]
(5.10)
Therefore the control action u(t) can be defined as:
u(t) = −Γ1(iL)(K11 (m1)iL +K12 (m1)vc)
−Γ2(iL)(K11 (m2)iL +K12 (m2)vc)
m+ = ξ(x,m)
(5.11)
and the duty ratio to fire the control signal can be calculated as (with all the fixed pa-
rameters defined as in Appendix C):
d(t) =
L
T (rL + rSW )
ln(
Vin − (rL + rSW )u(t)
Vin − (rL + rSW )Iref ) (5.12)
As discussed in Example 5.1, the location of switch sets should be designed such that the
fifth condition of the LMI stabilization problem of theorem 4.5 is specifically satisfied. To
achieve such stability robustness, admissible switch regions or ASR are defined (Section
4.6). This means that if a switching occurs anywhere in these regions, the stability of the
closed-loop system will be ensured. The ASRs for this example are given by
ASR(m1,m2) = {x ∈ <n|xT (P˜2 − P˜1)x ≤ 0}
= {x ∈ <n|225.84x21(dT ) + 10.24x1(dT )x2(dT )
−330.63x22(dT ) ≤ 39.68}
ASR(m2,m1) = {x ∈ <n|xT (P˜2 − P˜1)x ≥ 0}
= {x ∈ <n|225.84x21(dT ) + 10.24x1(dT )x2(dT )
−330.63x22(dT ) ≥ 39.68}
Designing the switch sets (or function ξ) such that switching occurs anywhere within
the given ASRs, guarantees that the local Lyapunov functions reduce at every switching
region. Therefore, having designed the local controllers as (5.11), the remaining LMIs in
Theorem 4.5 including the fifth condition will be fulfilled, resulting in structurally stable
closed-loop systems.
Figs 5.6c, 5.6d, 5.7c, and 5.7d clearly show that the proposed fuzzy control strategy
can stabilize the local orbit to a period-1 orbit for a wide range of parameter variation
when comparing to the conventional control methods. As discussed in Case study I,
the structural stability cannot be dealt with and this consequently leads to a chaotic
orbit (Figs. 5.6a, 5.6b, 5.7a, and 5.7b). The time responses for the operating point
(Vin, Iref) = (20V, 4A) also confirms that by applying the proposed TS fuzzy control
scheme, the fast-scale responses can be well regulated to stable period-1 behaviour (Fig.
5.8c and 5.8d) from a chaotic behaviour (Fig. 5.8a and 5.8b).
To check the performance in terms of slow-scale transient (and steady-state) re-
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Figure 5.6: Bifurcation diagrams varying reference current using (a),(b) the conventional
control scheme, and (c), (d) the proposed TS fuzzy control scheme.
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Figure 5.7: Bifurcation diagrams varying supply voltage using (a),(b) the conventional
control scheme and (c), (d) the proposed TS fuzzy control scheme.
sponse, the close-loop TS fuzzy system is subject to an abrupt variation of supply voltage
(45V → 85V → 45V ) and load resistance (30Ω → 50Ω → 30Ω), all with a short step
change interval of 0.1s and a reference current (4A → 6A) at 0.2s when the system re-
sponses passed the transient. The improved slow-scale performance under the proposed
control strategy is evident in Figs. 5.9c, 5.9d, 5.10c, 5.10d, 5.11c and 5.11d compared to
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Figure 5.8: System responses is (a),(b) chaotic under the conventional control scheme, and
(d), (c) regulated under the proposed TS fuzzy control scheme.
that of the conventional control scheme2 (Figs. 5.9a, 5.9b, 5.10a, 5.10b, 5.11a and 5.11b).
Therefore, as described by Remark 5.1, it is possible to hold the structural stability of a
periodic orbit as well as meeting additional typical design criteria for boosting the (slow-
scale) steady-state performance of a TS fuzzy system. It is noticeable from the magnified
diagrams in Fig. 5.10d and Fig. 5.11d that while improving the transient response, the TS
fuzzy controller regulates the system responses, which would otherwise undergo a destabi-
lizing chaotic behaviour when using a conventional control scheme (the magnified picture
in Fig. 5.10a and Fig. 5.11a). These improvements are also visible in Fig. 5.12 for the
output voltage responses when subjected to the same abrupt variations.
2The conventional control scheme here means the PWM controllers or PI controllers normally used for
controlling dc-dc converters as discussed in Section 2.1.1.
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Figure 5.9: Output current response of the close-loop system subject to a sudden supply
voltage Vin change from 45V to 85V and 85V to 45V at 0.1s and 0.2s, respectively, with
the fixed parameter R = 30Ω under (a),(b) the conventional control scheme, and (c), (d)
the proposed TS fuzzy control scheme. (b) and (d) are the magnified rectangle area in (a)
and (c), respectively.
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Figure 5.10: Output current response of the close-loop system subject to a large reference
current Iref step change from 4A to 6A at 0.2s with the fixed parameter Vin = 45V under
(a),(b) the conventional control scheme and (c), (d) the proposed TS fuzzy control scheme.
(b) and (d) are the magnified rectangle area in (a) and (c), respectively.
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Figure 5.11: Output current response of the close-loop fuzzy system subject to a sudden
load resistance R changing from 30Ω to 50Ω and 50Ω back to 30Ω at 0.1s and 0.2s respec-
tively with the fixed parameters Vin = 45V and Iref = 4A under (a), (b) the conventional
control scheme and (c), (d) the proposed TS fuzzy control scheme. (b) and (d) are the
magnified rectangle area in (a) and (c), respectively.
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Figure 5.12: Output voltage response of the closed-loop fuzzy system subject to an abrupt
variations of (b) supply voltage (45V → 85V → 45V ), (d) the reference current (4A →
6A), (f) load resistance (30Ω → 50Ω → 30Ω), verses that of the conventional control
scheme (a, b, and c) under the same abrupt variations.
Example 5.4 (Case study I continued, Control of chaotic phenomena in buck
converter). As another example to show the effectiveness of the control strategy pro-
posed in Section 5.4 in suppressing the chaotic phenomena, we recall the non-smooth TS
fuzzy model of the buck converter expounded in Example 3.6, along with the stability
analysis of the local orbit in Example 4.2. The non-smooth TS fuzzy model (3.31) is
described as:
Model Rule j: IF x2(t) is Γj THEN
{
x˙(t) = Aj(mi)x(t) +Bj(mi)u(t)
m+ = ξ(x,m), j = 1, 2, i = 1, 2.
where the continuous state vector is x(t) = [iL(t) vC(t)]T , discrete states are M =
{m1,m2}, sub-vector field matrices Aj(mi) and Bj(mi) are defined as (3.31), fuzzy sets
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Γj(x2(t)) are constructed as (3.34), and the switch sets are defined as:
S1,2 = {x ∈ Rn|x1(dT )− Vref < vrampA },
S2,1 = {x ∈ Rn|x1(dT )− Vref > vrampA },
where d is the duty ratio and the periodic sawtooth waveform vramp defined as in (3.33)
varying from 3.8V to 8.2V with a period of T = 1/2500s (see Fig. 2.3). Region partitions
as defined by (4.48) in Example 4.2 for dividing fuzzy state space Ω ⊆ F .
The diagonal matrices for the two discrete states m1 and m2 are initially defined as
X(m1) = diag([167 14 0]), X(m2) = diag([136 10.5 0]) (5.13)
Assuming the model is operating with an input voltage of Vin = 24V, the LMI problem in
Theorem 5.1 along with the remaining conditions in Theorem 4.5, is found feasible with
the resulting gains:
K1(m1) = K2(m1) = [0.43167, 0.43175],
K1(m2) = K2(m2) = [0.4822, 0.03162],
(5.14)
for the local controllers 5.1 of the closed-loop system. Therefore, the control input u(t) is
defined as: 
u(t) = −Γ1(x1(t))(K11 (m1)x1(t) +K12 (m1)x2(t))
−Γ2(iL)(K11 (m2)x1(t) +K12 (m2)x2(t)),
m+ = ξ(x,m),
(5.15)
with the duty ratio d = ton/T governed by the switch sets S1,2 and S2,1 to decide when the
model of buck converter should switch based on the voltage across the capacitors vC(t).
The admissible switch region ASR, in this case, can be determined based on the solution
matrices P˜1 and P˜2 in the Example 4.2, given by:
ASR(m1,m2) = {x ∈ <n|387.3518x22(dT ) + 51.546x1(dT )x2(dT ) ≤ 0}
ASR(m2,m1) = {x ∈ <n|387.3518x22(dT ) + 51.546x1(dT )x2(dT ) ≥ 0}.
Therefore, designing the location of switch sets such that the switching occurs anywhere
in the above regions ASR(m1,m2) and ASR(m2,m1) ensures the structural stability in
the Lyapunov sense while fulfilling the fifth condition of the LMI stabilization problem of
Theorem 4.5.
As seen in the bifurcation diagram of Fig. 2.6, a period-3 attractor can appear at
a supply voltage Vin = 24.16V with a different set of initial conditions. However, the
proposed TS fuzzy control strategy can stabilize the local orbit to a stable period-1 orbit
with the same initial condition as seen in the time responses of Fig. 5.13. Also, under
conventional controller3, a period-2 orbit can appear if the supply voltage is varied to
Vin = 25V (see the coexisting attractors in Fig. 3.20) whereas under TS fuzzy controller,
the period-1 orbit is stable as seen in the time responses of Fig. 5.14.
3The conventional controller here means the PWM controllers or PI controllers normally used for
controlling dc-dc buck converters as discussed in Section 2.1.1.
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Figure 5.13: System responses at Vin = 24.16V is (a),(c) unstable with period-3 attractor
under conventional control, (b),(d) regulated to period-1 orbit under the proposed TS
fuzzy control.
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Figure 5.14: System responses at Vin = 25V (a),(c) unstable with period-2 attractor
under conventional control, (b),(d) regulated to period-1 orbit under the proposed TS
fuzzy control.
Stabilizing to period-1 orbit from the higher periodic orbit (where the bifurcation occurs)
and chaotic orbit is also evident from Figs. 5.15b and 5.16b where the fuzzy controller
suppress the nonlinear phenomena, i.e. discontinuity-induced bifurcation and chaos, for a
wide range of parameter variation (Vin ∈ [24, 36]) compared to that of the conventional
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control scheme (Figs 5.15a and 5.16a). This means that the proposed TS fuzzy control
strategy can structurally stabilize the local orbit to period-1 orbit and prevent the desta-
bilizing bifurcation leading to chaos normally occurs if we employ conventional controllers.
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Figure 5.15: Bifurcation diagrams of output voltage vC with the input voltage Vin as the
bifurcation parameter for (a) conventional control, (b) proposed TS fuzzy control scheme.
Evidently the proposed TS fuzzy control scheme can structurally stabilize the output
voltage for a wide range of parameter variation.
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Figure 5.16: Bifurcation diagrams of output current iL with the input voltage Vin as bifur-
cation parameter for (a) conventional control, (b) proposed TS fuzzy control. Evidently
the proposed TS fuzzy control scheme can structurally stabilize the output current for a
wide range of parameter variation.
The slow-scale steady-state performance of the close-loop TS fuzzy system without con-
sideration of diagonal matrices in (5.13) under the abrupt variation of supply voltage
(20V → 35V → 20V ) can be seen in Fig. 5.17b compared to that of the conventional
controller. It is clear that although the output voltage is stabilized to a period-1 orbit (see
the magnified diagram in Fig. 5.17d), there is no discernible improvement in the transient
response. However, involving the diagonal matrices (5.13) as demonstrated in Theorem
5.2 improves the response by reducing the overshoot from 12.8523V to 12.326 (the highest
peak of the signal) and settling time from 0.1215s to 0.1052s (period-1 operation) as visible
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from Fig. 5.18.
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Figure 5.17: Output voltage response of (a), (b) the conventional control scheme subject
to an abrupt variations of supply voltage (20V → 35V → 20V ) versus (c), (d) the closed-
loop TS fuzzy system scheme under the same conditions. (b) and (d) are the magnified
rectangle area in (a) and (c), respectively.
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Figure 5.18: Output voltage response of the closed-loop TS fuzzy control system subject
to an abrupt variation of supply voltage (20V → 35V → 20V ). The transient response is
significantly improved using Theorem 5.1. (b) shows the magnified rectangle area in (a).
5.5 Summary
A switching fuzzy control strategy has been proposed in this chapter to structurally sta-
bilize non-smooth electrical Filippov systems like dc-dc electronic converters. Based on
the LMI stabilization problems presented in the previous chapter for Filippov’s systems
(Section 4.3), the design problem has been formulated as LMIs to fulfill different require-
ments. Structural stability has been achieved by fulfilling two objectives of designing local
state-feedback controllers based on pre-determined local Lyapunov functions and locating
the switch sets such that the closed-loop TS fuzzy system converges to the stable fixed
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point exponentially. The slow scale transient performance can also be boosted by setting
some additional requirements in the matrix form for each discrete state. It has been shown
that if the LMI design problem is found feasible, the control strategy can be effective in
suppressing the unwanted nonlinear phenomena in the example DC-DC electronic convert-
ers for a wide range range of parameter variation while boosting the slow-scale transient
response. The success of the proposed design problem depends on the existence of local
Lyapunov functions in each region of validity, which is a legitimate assumption when the
design of the continuous input signal is based on stability theorems presented in Section
4.3 and the Theorem presented in this chapter for designing local controllers.
Robustness of the proposed control strategy has been shown in terms of guaranteeing
structural stability despite model uncertainties and the quality of steady-state operations
subject to abrupt variation of fixed parameters. If the switch sets (or relocating the
switching manifolds) are designed anywhere in the admissible switch regions (ASRs), the
non-smooth Lyapunov functions would reduce at every switching instants, leading to a
stable closed-loop TS fuzzy system.
Chapter 6
Concluding Remarks
I have had in mind solely to expound in this work that which I have arrived
at up to the present moment, and which, perhaps, may serve as a point of
departure for other researchers of the same kind . . .
Alexander M. Lyapunov
In his treatise: the general problem of the stability of motion (1892)
This chapter gives an overview of the thesis focusing on the proposed solutions for
modeling, stability analysis and control design for non-smooth electrical and mechanical
systems. Recommendations are also made for the future research.
6.1 Overview and Summary of Contributions
In this section an overview of the thesis is given and the contributions are highlighted.
An overview of the concepts of NSDS and the contemporary analytical tools for study-
ing these systems was presented in Chapter 2. Non-smooth electrical systems (DC-DC
electronic converters) and mechanical systems (impact and dry-friction oscillators) were
introduced in the form of different case studies and their observed nonlinear phenom-
ena including discontinuity-induced bifurcations (DIBs) and chaos were illustrated. The
case studies, representing the significant groups of non-smooth systems, were employed
throughout this thesis to validate the theoretical analysis developed in the main chap-
ters of the thesis (Chapters 3, 4 and 5). NSDS were classified based on the degree of
smoothness (DoS), a yardstick used to separate different types of rich, complex dynamics
normally observed in these systems (see Table 2.1). The emphasis on DIBs as non-smooth
bifurcations and their distinct differences compared with smooth bifurcations were high-
lighted in terms of different definitions including the novel notion of structural stability
(piecewise-topological equivalence). Poincare´ mapping and nonlinear discontinuity map-
ping were briefly explained as the contemporary analytical approach for the bifurcation
analysis of NSDS. It was further mentioned that using the resulting techniques (ZDM and
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PDM), specifically for studying impacting systems, is problematic when investigating a
DIB near the grazing point will result in an infinite stretching of phase space.
The first contribution of the thesis was presented in Chapter 3 where a TS fuzzy
modeling structure was formalized to represent the non-smoothness and all the essential
nonlinearities observed in NSDS. It was initially shown by a simple example (Section 3.1.3)
that the current fuzzy modeling structure, or the so-called Takagi-Sugeno model [27], was
fundamentally unable to approximate any sort of non-smooth systems. The proposed
novel TS fuzzy modeling structure incorporates discrete event dynamics for converting
nonlinear, non-smooth differential equations to what we refer to as non-smooth TS fuzzy
models. In addressing the issue of existence (and uniqueness) (Section 3.2.5), the reasons
why the current (smooth) TS fuzzy modeling approaches could not hold the existence (and
uniqueness) when approximating non-smooth mathematical models and why the proposed
structure could rigourously hold this property were discussed. It was pointed out that the
non-smooth TS fuzzy formalism is readily implementable on existing software platforms
(Section 3.2.7). Moreover, the proposed formalism is general enough to represent various
types of NSDS with different DoS, including impacting systems showing complex dynam-
ics of discontinuous (jump) states with respect to a switching manifold (DoS of zero).
Two methods for constructing such models were suggested (Section 3.2.6), which were
subsequently corroborated through modeling of the case studies introduced in Chapter 2.
The focus in Chapter 4 was on stability analysis. A Lyapunov framework was developed
for structural stability of non-smooth TS fuzzy models. It was shown how the Lyapunov
concepts for (asymptotic and exponential) stability can be connected with the new notion
of structural stability for verifying the stability of local orbits (or periodic solutions) of a
non-smooth model. Two main stability theorems were respectively proposed (Sections 4.3
and 4.4) for the bifurcation analysis of Filippov-type systems and impacting systems. All
the theorems were formulated as Linear Matrix inequality (LMI) conditions to be solved
numerically as a convex stabilization problem by existing interior-point methods. The
validity of the analytical approach was proven via different examples where the onset of
DIBs were accurately detected. The special case of grazing was also discussed in detail
(Example 4.3), where the stability of a grazing orbit was examined. It was shown that
in the vicinity of the grazing orbit, the LMI formulation could successfully pinpoint the
onset of the grazing DIB while exactly at the grazing orbit, the stabilization problem
was transformed to a QMI problem. The instrumental role of partitioning the fuzzy
state space F into flexible regions was specially highlighted for the case of grazing-sliding
bifurcations (Example 4.4) in relaxing the conservative LMI formulation verifying the
exponential stability near the bifurcation point. However, it was pointed out that excessive
partitioning might lead to a conservative result by increasing the computational burden,
meaning that the actual stability could not be verified. Stability robustness was also
addressed in terms of model uncertainties in selecting the fuzzy sub-vector fields and the
location of the switching instants.
In Chapter 5, A TS model-based control strategy was presented in the form of different
theorems to curb the chaotic phenomena in electrical Filippov-type systems. The control
strategies, a combination of switching and state feedback control, were founded on the LMI
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stabilization theorems proposed in Chapter 4. The design problem was mainly concerned
with locating the switch sets and determining the state feedback gains such that structural
stability of a closed-loop TS fuzzy system was guaranteed. It was shown that the strategy
was successful in stabilizing the chaotic (or non-singular periodic) orbit to a period-1 orbit
for a wider range of parameter variation. It was further illustrated that the proposed
design could render the robustness (in the view of structural stability) as well as improving
the (slow-scale) transient response when subject to an abrupt variation of fixed system
parameters.
6.2 Topics for Future Research
Even though this thesis may enhance analytical approaches for TS fuzzy systems, it should
be considered as an avenue for additional investigations and questions related to the sub-
ject.
Unified theory for bifurcation analysis of TS fuzzy systems. A number of
methods have been suggested in the literature for the stability analysis of TS fuzzy systems
in terms of Lyapunov direct method; see Section 4.1. However, even in the domain of
smooth TS fuzzy systems, almost all of these results have been focused on the classical
notion of stability (stability of equilibria) rather than the notion of structural stability
(stability of periodic solutions). There have been a number of studies investigating the
onset of smooth bifurcations (see Section 2.2.2) in smooth TS fuzzy systems, eventually
leading to the adoption of the contemporary approach of the Jacobian of the Poincare´ map
DP (x∗) (see Section 2.2.4) for studying the periodic solution in question [79, 209, 210].
Therefore the lack of an unified Lyapunov theory for studying structural stability of non-
smooth TS fuzzy systems, which embraces the theory for smooth TS fuzzy systems, is
certainly an area that needs further effort.
Stability analysis for higher periodic orbits. For structural stability of non-
smooth TS fuzzy systems, the onset of the first bifurcation (when for the first time, a
branch bifurcates from another branch), or the onset of a DIB, like grazing and sliding
bifurcations (when no branching behavior is observed and the local stable orbit instantly
loses its stability to a chaotic orbit, can be detected using the Lyapunov framework pre-
sented in Chapter 4. However, a Lyapunov analysis is not developed to asses the instability
of higher periodic orbits (more than one), e.g. period-2 operation in dc-dc converters. It
is known that using the discontinuity mapping approach, the investigation of higher pe-
riodic orbits is possible via a complicated analytical formulation. However for the simple
case of a boost converter (non-sliding Filippov-type system), the formulation may take
such a considerable computational time that the analytical solution becomes implausible
for a periodic orbit higher than four. If a Lyapunov-based analysis is developed for such
purpose, it would most likely result in some form of non-linear matrix inequalities (see
Appendix B). If NMIs are to be solved by any existing optimization algorithms, they must
be transformed to LMIs. A major concern arises in these transformations in that the re-
sulting formulation may still be found conservative if the original formulation contains too
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many nonlinear matrix elements. Consequently, more powerful optimization algorithms
for solving BMIs and QMIs need to be developed in tandem with expanding more complex
Lyapunov-based stabilization problems for TS fuzzy systems.
Converse theorems for structural stability. In Sections 4.3 and 4.4, stabilization
problems are formulated based on non-smooth Lyapunov functions which are not allowed
to be increased at switching manifolds. This requirement is intentionally introduced due
to the fact that, otherwise, assessing stability would depend on the difficult task of cal-
culating the fuzzy solution trajectories. This gives rise to an interesting question. Is it
necessary or simply limiting if we let the non-smooth Lyapunov functions be decreased in
the entire interval of the trajectory evolution? Answering this, demands the existence of
converse theorems for the problems presented in Chapter 4, i.e. if a TS fuzzy system is
structurally stable, then non-smooth Lyapunov functions must exist. Following the gen-
eral approach in establishing converse theorems for smooth dynamical systems, suggests
Lyapunov functions should be defined based on the solution trajectories of the system of
interest. This implies that Lyapunov functions can essentially acquire similar properties
to the solution in terms of smoothness and differentiability. With the same argument, for
a stable non-smooth TS fuzzy system, an existence of non-smooth Lyapunov functions
(defined locally smooth and continuously differentiable for each fuzzy sub-vector field but
non-smooth at points governed by switch sets ) should be expected. More specifically, the
presence of discontinuous (jump) states in impacting dynamics would require any stabi-
lization problem to be formulated based on non-smooth Lyapunov function candidates.
Rigorous converse theorems for stabilization problems presented in this thesis remain to
be developed.
Automation of region partitioning. It has been seen in a number of examples in
this thesis (Chapter 4) that the success of the proposed methods for verifying the stability
of a local orbit depends on defining the appropriate region partitions for fuzzy state space.
As these regions can be flexibly defined, the allocation procedure is mainly ad hoc. There-
fore, providing general guidelines (or algorithms) to automate the procedure can be a good
topic for future investigation. It is imperative for finding a feasible solution to the LMI
stabilization problems that finer partitions to be defined progressively close to the switch-
ing manifold (Examples 4.3 and 4.4). However, it may take several attempts to correctly
determine the size of the partitions since it is not known how many local piecewise Lya-
punov function candidates for each region and each (possibly unstable) fuzzy sub-vector
fields are needed to show the onset of bifurcation point. Defining the boundary of fuzzy
state-space partitions can also affect the estimate of exponential convergence to a stable
fixed point. It is important to know how the size of partitions can affect the estimate of
exponential convergence. Undoubtedly, this requirement is better considered (if possible)
through an automated routine for region partitioning. Forming extra region partitions
or finer partitions would result in conservative LMI formulations. Therefore, it would be
an important advancement if the size, number and structure of region partitions could be
optimized for less computational effort in finding feasible solutions to LMI stabilization
problems for predicting the onset of bifurcation phenomena.
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The presence of noise. As discussed in stability robustness issues (see Section 4.6),
the model uncertainties or unmodeled dynamics in the location of switch sets can be easily
incorporated in the non-smooth TS model by extending the nominal switch sets in the
proposed LMI framework to guarantee stability. One of the important source to create
these type of uncertainties may be the presence of noise, e.g. the measurement noise. In
the most of examples in this thesis, by introducing several region partitions of fuzzy state
space, verifying structural stability is becoming critical if a feasible solution is found for
the LMI problems. Therefore, the presence of noise, even arbitrarily small, may cause
in undesired switches between different control laws which could eventually prevent the
desired control goal to be achieved. Extending the nominal switch sets by introducing
admissible switch regions (ASR), as suggested in Section 4.6.1, can avoid this problem to
some degree by allowing the location of switch sets, i.e. switching manifolds, to be adjusted
freely in such a way as the structural stability is not violated. However, such robustness,
may be archived at the cost of very restrictive hypothesis on the switching control laws
as proposed in Chapter 5, depending on the magnitude of measurement noise. Therefore,
it is preferable to seek for better approaches to guarantee the structural stability of a
non-smooth TS fuzzy system in the presence of noise.
Appendix A
Modeling and analysis of
current-mode controlled C´uk
converter
This appendix is dedicated to the TS fuzzy modeling and (structural) stability analysis
of the relatively more sophisticated 4-dimensional system like the current-mode controlled
C´uk converter as shown in Fig. A.1.
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Figure A.1: Current-mode controlled C´uk converter.
In this circuit, the close-loop control scheme regulates the sum of the inductor currents
iL1 + iL2 by comparing it with the value of the reference current Iref to generate the
switching signal (see Fig. A.2). The proportional feedback controller is used to generate
the reference current by subtracting the reference voltage Vref from v1 and amplifying the
error with gain K, i.e. Iref = K(Vref − v1). The switch S is turned ON at the beginning
of the cycle t = nT and stays on until iL1 + iL2 reaches the value of Iref when it is turned
160
161
OFF until the next cycle begins. Under this control logic, the duty ratio in each cycle is
derived by
dn =
Iref − (iL1 + iL2)n(
E
L1
+ vC2,n − vC1,nL2
)
T
, (A.1)
where the subscript n denotes values at t = nT and T is the period. Therefore, the
governing dynamics of the C´uk converter circuit are described by four sets of differential
equations:
dvC1
dt
=

−1
RC2vC1 +
1
C2 iL1, S is off
−1
RC2vC1 +
1
C2 iL1, S is on
dvC2
dt
=

−1
C1 iL1, S is off
−1
C2 iL2, S is on
(A.2)
diL1
dt
=

−1
L2 vC1 +
1
L2vC2, S is off
−1
L2 vC1, S is on
diL2
dt
=

1
L1Vin, S is off
−1
L1 vC2 +
1
L1Vin, S is on
(A.3)
where inductor currents iL1, iL2 and the output voltages vC1 and vC2 are the state vari-
ables. It can also be seen that in the 4th-ordered C´uk converter, upon varying a system’s
parameter like reference current Iref, the circuit’s output undergoes a destabilizing bifurca-
tion phenomenon, which eventually leads to chaos [1,211,212]. This scenario is clear from
the phase plane diagrams of Fig. A.3 where the sum of the inductor currents (iL1 + iL2)
is plotted against the sum of the voltage across the capacitors (vC1+ vC2). The long time
behaviour of the system is depicted in the form of a bifurcation diagram (Fig. A.4) where
the reference current Iref is varied as the bifurcation parameter.
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Figure A.2: Nominal stable period-1 operation of the current-mode controlled C´uk con-
verter. The period of the regulated output signals of (a) first inductor current and (b)
sum of the inductor currents of the C´uk converter are equal to the period of the PWM
signal.
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Figure A.3: Periodic orbit of the C´uk converter: (a) period-1 operation with Iref = 0.4A,
(b) period-2 operation with Iref = 0.51A and (c) chaotic operation with Iref = 0.7A.
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Figure A.4: The Monte carlo bifurcation diagram of the C´uk converter shows how the
circuit loses its stability to a period-2 and then to a chaotic attractor upon variation of
the reference current Iref as a bifurcation parameter.
Using the approach of discrete nonlinear modeling, studying the stability of a fourth-order
system like C´uk converters is difficult compared to single-diode dc-dc converters such as
boost and buck, mainly due to the necessity of deriving a complicated fourth-order it-
erative stroboscopic Poincare´ map [211–213]. Using the TS fuzzy model-based approach
proposed in Chapters 3 and 4, we can see how effectively the instability of period-1 limit
cycle of the circuit, or the onset of the period-doubling bifurcation can be investigated. In
this respect, we first convert the original dynamical equation of the system to a non-smooth
TS fuzzy model of the form (3.12).
A.1 TS fuzzy model of the C´uk converter
The non-smooth TS fuzzy model of the C´uk converter can be described by the following
model rules:
Model Rule j : IF (x3 + x4) is Γj
THEN x˙ =
{
Aj(mi)x+Bj(mi)u
m+ = ξ(x,m), j = 1, 2, i = 1, 2,
(A.4)
where the four state variables are defined as x1(t) = vC1(t), x2(t) = vC2(t), x3(t) = iL1(t),
x4(t) = vC2(t) and u(t) is the input voltage Vin. According to (A.4), there are two fuzzy
sub-vector fields Fm1 and Fm2 composed of the sub-system matrices:
A1(m1) = A2(m1) =

−1/RC2 0 1/C2 0
0 0 −1/C1 0
−1/L2 1/L2 0 0
0 0 0 0
 , B1(m1) = B2(m1) =

0
0
0
1/L1
 ,
(A.5)
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A1(m2) = A2(m2) =

−1/RC2 0 1/C2 0
0 0 0 1/C1
−1/L2 0 0 0
0 −1/L1 0 0
 , B1(m2) = B2(m2) =

0
0
0
1/L1
 ,
(A.6)
which are associated with two discrete statesM = {m1, m2}, defined for the ON and OFF
switching states of the original circuit of the C´uk converter under current-mode control
PWM scheme (see Table 2.1). Function ξ in (A.4) can be described by the following switch
sets:
S1,2 = {x ∈ Rn | x3(dT ) + x4(dT ) +Kx1 < KVref},
S2,1 = {x ∈ Rn | x3(dT ) + x4(dT ) +Kx1 > KVref},
(A.7)
where d is the duty ratio, T is the period of switching and K is the proportional gain of
the outer feedback loop. The membership functions are constructed as
Γ1(x3(t) + x4(t)) =
1
2
(
1 +
X1(0)− x3(t)− x4(t)
2l
)
,
Γ2(x3(t) + x4(t)) =
1
2
(
1 +
X1(0)− x3(t)− x4(t)
2l
)
,
where l = 0.2 is a constant chosen for the range of iL1(t) + iL2(t) ∈ {0.4 − l, 0.4 + l} to
cover the interval of deviation error (similar to the case of the boost converter in Example
3.5). The fixed point X(0) = [12.7187, 27.5608, 0.1012, 0.1268] explains the transversal
intersection of the stable periodic orbit (period-1) with the switching manifold when the
switch is on off state (Fig. A.5).
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Figure A.5: The phase space diagram shows the transversal intersection of stable period-1
limit cycle.
Looking at the time responses in Fig. A.6, and the bifurcation diagram of Fig. A.7,
it is evident that the non-smooth TS fuzzy model (A.4) can well capture the fast-scale
switching behaviour and the resulting instabilities leading to chaos.
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Figure A.6: The non-smooth TS fuzzy model (A.4) operates in (a) stable period-1 orbit
when Iref = 0.4A, (b) period-2 orbit when the reference current is varied to Iref = 0.5A,
and (c) chaotic orbit when the reference current is varied to Iref = 0.7A.
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Figure A.7: The Monte-carlo bifurcation diagram of the TS fuzzy model of the C´uk
converter (A.4) when the reference current Iref is varied as a bifurcation parameter.
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A.2 Structural stability analysis
To analytically confirm the onset of the bifurcation visible in Fig. A.7, the fuzzy state
space Ω ∈ F is initially partitioned according to the switching hyperplane represented by
the region Λqr fulfilling Λqr ∩ S1,2 6= ∅ and Λqr ∩ S1,2 6= ∅. Therefore, region partitions
can be defined as
Ω1 = {(x,m) ∈ F| x ∈ <n,m = m1}
Ω2 = {(x,m) ∈ F| x ∈ <n,m = m2}
(A.8)
After transforming the regions to quadratic inequalities as expounded in Section 4.3.1 and
Section 4.5, the LMI stabilization problem of Theorem 4.5 can be solved for the reference
current value of Iref = 0.42. This results in a feasible solution:
P˜1 =

43.8488 41.3433 −93.4600 0 0
41.3433 42.5052 −90.0070 0 0
−93.46 −90.00 810.9474 0 0
0 0 0 1.33 −833.36
0 0 0 −833.36 2.08

P˜2 =

1.0210 0 −1.8009 0 0
0 1.6300 0 −0.0050 −24.44
−1.8009 0 269.87 0 0
0 −0.0050 0 554.86 −0.14
0 −24.44 0 −0.147 949.35

with the optimal value of β = 2.43. This proves that the solution trajectories exponentially
converge to the stable periodic solution (fixed point of the Poincare´ map) or simply that
the system behaves in stable period-1 operation. For the range of parameter variation
Iref = {0.3A, 0.495A}, the LMI stabilization problem results in a feasible solution as
expected (see Fig. A.7). However, at the operating point Iref = 0.496A, solving the LMI
stabilization problem results in an infeasible solution, which actually is the operating point
where the period-doubling bifurcation occurs as confirmed by the Monte-carlo bifurcation
diagram (Fig. A.7).
Table A.1: Different trials of partitioning of Ω ∈ F shows too many region partitions may
lead to a conservative result
Number of LMI Optimum Numerical
Partitions in F feasibility value of β complexity
1 not feasible N/A low
2 feasible 2.4330 low
4 feasible 2.4340 medium
8 feasible 2.4540 medium
16 feasible 2.4650 high
32 not feasible N/A very high
As the LMI conditions of the stabilization problem (Theorem 4.5) are not conserva-
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tive when the region partitioning (A.8) applies, defining finer region partitions are not
necessary. However, if the number of regions exceeds a reasonable number, a conserva-
tive formulation may result (see Table A.1), which misleadingly hides a possible feasible
solution.
Appendix B
Linear Matrix Inequalities
Looking closely at the TS fuzzy model-based approach for smooth dynamical systems,
Linear Matrix inequalities (LMIs) can be considered as the cornerstone of any rigorous
stabilization formulation based on Lyapunov analysis. In this thesis, it has been shown
how the modern notion of structural stability for NSDS (and hence non-smooth TS fuzzy
models) can be efficiently recast as LMI problems to be solved numerically by the existing
interior-point optimization algorithms. As well as fuzzy system technology, a vast num-
ber of control problems in other areas can also be solved via LMIs as some form of an
optimization problem. The aim of this appendix is first to provide some principal knowl-
edge of LMIs and their standard problems, collectively attained from references [136,214].
Secondly, a discussion of strict LMI problems in general and also in the case of the theo-
rems presented in Chapter 4 is presented. We conclude with a brief discussion of the best
optimization toolboxes available for solving LMI problems.
B.1 The formal definition
An LMI is a matrix inequality of the form:
J(x) = J0 +
m∑
i=1
xiJi > 0, (B.1)
where x = [x1, x2, . . . , xn]T is the variable and symmetric matrices Ji ∈ <n×n are given.
The symbol ”> 0” is conventionally called positive definite. A positive definite J(x) > 0
in (B.1) is called a strict LMI and a positive semi-definite J(x) ≥ 0 in (B.1) is called a
non-strict LMI.
Multiple LMIs J1(x) > 0, . . . , Jn(x) > 0 can be formulated as single LMI as
diag(J1(x) > 0, . . . , Jn(x)) > 0. LMIs can formulate a variety of convex constraints on x.
Nevertheless, LMIs are normally described in such a way that matrices are variables, e.g.
the basic Lyapunov stability for TS fuzzy system
P > 0, (Aj)TP + PAj < 0, ∀ j = 1, 2, . . . , l (B.2)
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which is an LMI where matrix Aj , j = 1, 2, . . . , l is given and the matrix P is the variable.
Such LMI can be explicitly described as the form above.
B.1.1 Some standard LMI problems
The standard LMI problem is to find a feasible solution xf fulfilling the LMI J(x) > 0 or
find the LMI is infeasible by finding no optimized solution. It is possible to find a feasible
solution xf where additionally one parameter or some parameters are minimized. This is
referred to as a generalized eigenvalue problem, which can be formulated in the general
form as
Min δ
Subject to δB(x)−A(x) > 0, B(x) > 0, C(x) > 0,
If B(x) = In×n in the problem above, the LMI problem is called an eigenvalue problem.
Eigenvalues can be formulated as minimizing a linear function subject to an LMI J(x) > 0.
In the case when all matrices Ji are diagonal, the problem is transformed to general linear
programming problem.
B.1.2 S-procedure
The S-procedure is a general approach to substitute a confined condition on a function
with an unconfined condition. To described this, as used in this thesis (Section 4.3.1), let
Q0, . . . , Qs be quadratic functions of the variable x ∈ <n, which are defined as
Qk(x) = xTZkx+ 2(ck)Tx+ dk, k = 0, . . . , s, (B.3)
where Zk = (Zk)T ∈ <n ×<n, ck ∈ <n and dk ∈ <. The confined condition
Q0(x) ≥ 0 for all x satisfying Qk(x) ≥ 0, k ∈ Is, (B.4)
can be substituted by an unconfined condition via the following Lemma
Lemma A.1: If there exist λk ≥ 0, k ∈ Is, such that:
∀x ∈ <n, Q0(x) ≥
s∑
k=1
λkQk(x), (B.5)
then (B.4) is true2
By introducing parameters λk, k ∈ Is, condition (B.4) can be formulated as an LMI
according to Lemma A.1:[
x
1
]T [
Zk ck
(ck)T dk
][
x
1
]
≥
s∑
k=1
λk
[
x
1
]T [
Zk ck
(ck)T dk
][
x
1
]
, λk ≥ 0, k ∈ Is. (B.6)
The problem of finding if a quadratic inequality is positive semi-definite while other
169 B.2 Nonlinear matrix inequalities
quadratic inequalities are positive semi-definite has been subjected to scrutiny of ap-
plied mathematician for almost 80 years. The work of Aizerman et al. [215] showed the
important application of S-procedure although it had been used before in some control
problems. Several generalizations for S-procedure have also been introduced during the
past 30 years (see [136] and the references therein).
B.2 Nonlinear matrix inequalities
Nonlinear matrix inequalities (NMIs) are inequalities where the matrix variables are formu-
lated as nonlinear terms. The most important type of NMIs are bilinear matrix inequalities
and quadratic matrix inequalities, which are implausible to be directly solved by existing
LMI solvers unless they are transformed to LMIs.
B.2.1 Bilinear matrix inequalities
Consider the bilinear matrix inequality (BMI)
PAT +AP +BKP + PKTBT < 0, (B.7)
where P = PT > 0 and K is the matrix variables. The BMI (B.7) can be linearized to an
LMI condition using the positive definiteness of matrix P as
PAT +AP +BM +MTBT < 0, (B.8)
where M = KP . This transformation is crucial in designing model-based controllers for
TS fuzzy systems.
B.2.2 Quadratic matrix inequalities
Let α and β be index sets. A(α, β) is the sub-matrix formed by the rows indexed by α
and the columns indexed by β in A. The sub-matrix A(αˆ, βˆ) is derived by removing the
rows indexed by α and columns indexed by β in A. The special matrix
A(αˆ, αˆ)−A(αˆ, α)A(α, α)−1A(α, αˆ) (B.9)
is called the Schur complement of A(α, α) in A. Let A be symmetric, positive definite and
partitioned as
A =
[
A11 A12
AT12 A22
]
. (B.10)
It can then be shown that the Schur complements of A11 and A22 in A have the following
properties
A22 −AT12A−111 A12 > 0 and A11 −A12A−122 AT12 > 0. (B.11)
Employing the Schur complement it is possible to transform a quadratic matrix inequalities
(QMIs) of the form
P (x)−R(x)S(x)−1R(x)T > 0, (B.12)
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where P (x) = P (x)T > 0 and S(x) = S(x)T > 0 to an LMI as:[
P (x) R(x)
R(x)T S(x)
]
> 0, (B.13)
where S(x) is indeed an invertible matrix.
B.3 Finding a solution to strict inequalities
LMI problems may be composed of positive-definite (strict) inequalities and positive semi-
definite (non-strict) inequalities. If all the conditions like J i(x) ≥ 0 are substituted by
conditions like J i(x) > 0, the result is an LMI problem with only positive-definite inequal-
ities. If there is a feasible solution xf to the LMI problem with inequalities like J i(x) > 0,
there is definitely a feasible solution to the one with inequalities like J i(x) ≥ 0. However,
the converse is not true. In some cases, after the substitution, xf cannot be found, de-
spite the fact that there is a feasible solution xf for the original LMI problem with the
inequalities J i(x) ≥ 0. This is due to the fact that inequalities like J i(x) ≥ 0 may include
an implicit equality like diag(P,−P ) ≥ 0 which, in turn, may have an implicit equality
of P = 0. Another possibility is that the LMI is turned out to be singular, shown by
J(P ) = diag(P, 0) ≥ 0 even if P > 0. Therefore, substitution of semi-definite conditions
with definite conditions will not result in a feasible solution.
LMIs with inequalities like J i(x) ≥ 0 can be equivalently transformed to LMI with
inequalities like J i(x) > 0 by removing implicit inequalities or nonsingular terms. In this
way, the LMI problem can be further simplified by omitting any constant null-spaces. A
typical problem that may arise in the transformation is, as mentioned before, the infeasibil-
ity of any solution to the resulting LMI problem. At the same time, the best optimization
algorithms for LMI solvers cannot deal with most of the inequalities like J i(x) ≥ 0 in an
LMI problem unless they are transformed to inequalities like J i(x) > 0 (see the next sec-
tion). If all hidden equality constraints and nonsingular terms are recognized and excluded
from an LMI, the solver can find a solution to the LMI problem with strict inequalities in
a similar way to the original LMI problem. This section attempts to address this problem
by explaining how to recognize implicit equalities and nonsingular terms in the LMI stabi-
lization problems of Theorem 4.5 and Theorem 4.6 to ease the transformation to positive
definite inequalities; and hence to find the feasible solution in a similar manner to that of
the original LMI problem.
When the fuzzy state-space region Ωxq encompasses the origin, it can be deduced that
Vq(0) = 0 in the second condition of all stability theorems stated (Sections 4.3 and 4.4).
Vq = x˜TPqx˜ in the (4.18) also becomes Vq = xTPqx, meaning that the terms piq and pq
are equal to zero. Therefore, piq = 0 and pq = 0 are the first implicit equalities that
should be considered if the transformation to positive-definite inequalities is necessary.
Moreover, there are additional implicit inequalities in the parameters associated with
regions Ωq, substituted by semi-definite inequalities Qk(x) ≥ 0, where Qk(x) is defined
as (4.29). For clarification, we reformulate the second, third and fourth conditions of the
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LMI stabilization problem of Theorem 4.5 when piq = 0 and pq = 0 as
2.
[
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∑sq
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k
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]
≤ 0,
3.
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≤ 0,
4.
[
AT (mi)Pq + PqA(mi) + I +
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k=1 λ
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q,miZ
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q,mi PqB(mi) +
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q,mi)
T
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k
q,mid
k
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]
≤ 0,
where Ωxq encompassing the origin enforces that Qk(0) ≥ 0, k ∈ Is so dk ≥ 0 in (4.29).
Hence,
∑s
k=1 λ
kdk ≥ 0 since all λk ≥ 0. Consequently, all elements in the lower right
coroner of the above matrices should be positive semi-definite. On the other hand, all
the elements in the lower right corner should also be ”≤ 0” [216]. Therefore the LMI
elements
∑sq
k=1 λ
k
qd
k
q = 0,
∑sq
k=1 υ
k
q d
k
q = 0 and
∑sq,mi
k=1 λ
k
q,mid
k
q,mi = 0. A matrix variable
with ”0” in the lower right corner cannot fulfill a positive-definite inequality [216]. The
only way to solve the above inequalities by positive-definite conditions, is transforming the
singular matrix to a non-singular one by putting all the matrix elements in the last row
and column as
∑sq
k=1 λ
k
qc
k
q = 0,
∑sq
k=1 υ
k
q c
k
q = 0 and PqB(mi) +
∑sq,mi
k=1 λ
k
q,mic
k
q,mi = 0. In
this manner, there is a possibility to transform the LMI conditions in Theorem 4.5 and
4.6 to positive-definite inequalities.
There are two ways to assign
∑s
k=1 λ
kdk = 0 by either λk = 0 or dk = 0. λk = 0
implies that Qk(x) ≥ 0 is a redundant condition, which obviously conflicts with its initial
purpose. It also means that the other conditions in the LMI problem should be fulfilled in
the entire fuzzy state space, which, as already emphasized, is quite conservative and leads
to an infeasible solution. Therefore, for regions Ωxq defined by the quadratic forms (4.29)
and encompassing the origin, parameters dk = 0 should be selected. The same arguments
is valid for the elements
∑s
k=1 λ
kck = 0.
Similarly, for the fifth condition of the stability theorems, if region Ωxr encompasses
the origin, then pir = 0 and pr = 0. Therefore the condition can be reformulated as
5.
[
Pr − Pq +
∑sq,r
k=1 λ
k
q,rZ
k
q,r
∑sq,r
k=1 λ
k
q,rc
k
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T
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k
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k
q,r
]
≤ 0,
As Qk(0) = 0, k ∈ Is, the parameters λkq,r should be assigned to zero in (4.29) and then∑sq,r
k=1 λ
k
q,rd
k
q,r. Similarly, the singular matrix can be transformed to a non-singular matrix
in case of parameters ckq,r = 0 when both regions Ωxq and Ωxr encompass the origin. In
brief, for regions Ωxq encompassing the origin, the local Lyapunov function can be defined
as Vq(x) = xTPqx by letting piq = 0 and pq = 0 and all regions can be defined as
Qk(x) = xTZkx by letting ck = 0 and dk = 0, k ∈ Is. The same applies for region Ωxr
with the corresponding parameters, if it encompasses the origin.
It may be the case, specially close to the switching manifold (defined by switch sets),
that in terms of matrix inequalities, the evolution of a trajectory should be considered
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bidirectional between regions Ωxq and Ω
x
r at states described by the same parameters in
Qk(x) = 0. Therefore, an implicit equality for the local Lyapunov functions Vq(x) and
Vr(x), measuring the energy in the regions Ωxq and Ω
x
r respectively, can be introduced by
explicitly formulating the conditions Vq(x) ≤ Vr(x) and Vr(x) ≤ Vq(x). In this case, the
condition becomes
P˜r +
sq,r∑
k=1
λkq,rZ˜
k
q,r ≤ P˜q and P˜q +
sr,q∑
k=1
λkq,rZ˜
k
r,q ≤ P˜r,
which should be fulfilled for all states. For the states fulfilling the quadratic equality
Qk(x) = 0, it is necessary that P˜r ≤ P˜q and P˜q ≤ P˜r, meaning that P˜q = P˜r should hold
close to the switching manifold (see Figure below).
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Figure B.1: (a) The vector field is bidirectional between Ωxq and Ωxr . The circle on the
surface show the turning point of the vector fields. (b) Two regions are split into four to
avoid an implicit equality like P˜q = P˜r.
For transforming to positive-definite conditions, there are two ways to remove these im-
plicit equalities. The first is to further split the former partitions with respect to Λqr
in such a way that a solution trajectory passes through Ωxq to Ω
x
r or unidirectionally if
otherwise. The main drawback of this method is the increasing computational burden as
a result of the increasing number of unknown LMI variables. Moreover, splitting regions
with respect to Λqr as explained above is not an effortless task.
The second method, which is more practical, is to let P˜q ≡ P˜r. Since this equality
condition only have to occur on hyperplanes Qkq,r = 0, a less conservative condition is to
allow
P˜r = P˜q +
sq,r∑
k=1
λkq,rZ˜
k
q,r (B.14)
where, indeed, the special case of λkq,r = 0 result in the equality P˜q ≡ P˜r. This implies that
the fifth condition in stability theorems should be substituted by Linear Matrix Equality
(LME) conditions. Similarly, if another matrix like P˜s should fulfill the condition P˜s ≡ P˜r
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on hyperplane Qkr,s(x) = 0, then the condition can be formulated as
P˜s = P˜q +
sq,r∑
k=1
λkq,rZ˜
k
q,r +
sr,s∑
k=1
λkr,sZ˜
k
r,s
and so on.
B.4 LMI solvers
There is a handful of available commercial LMI solvers and open-source software packages
that can solve standard LMI problems efficiently. The most familiar of these is the LMI
toolbox of MatLab. Numerical optimization routines for solving LMI problems in this
toolbox are feasp for standard LMI problems and gevp for the generalized eigenvalue
minimization problems. Although the LMI toolbox can handle tens or even hundreds of
thousands of matrix variables, defining an LMI problem with too many matrix variables
(over a million) is difficult to solve. Moreover, LMI convex optimization numerical routines
can only deal with strict (positive-definite) inequalities.
There are two other software packages named Yalmip and Lmitool, which were em-
ployed for the LMI problems of this thesis. Yalmip, which can be run on aMatLab plat-
form, is developed for modeling and solving convex optimization problems [217]. Defining
an LMI problem in this toolbox is easy and rather intuitive. Compared to the LMI tool-
box, it additionally supports more than 20 (commercial) solvers to solve standard LMI
problems more efficiently. For instance, PENBMI is specially designed to solve Bilinear Ma-
trix Inequalities (BMI) or large scale LMI feasibility problems and PENSDP is designed for
LMI constraints with linear semi-definite programming problems (non-strict inequalities).
Lmitool is a part of the open source scientific modeling software named SCILAB [218].
The LMITOOL provides an attractive user interface for automating the definition of an LMI
problem, which is solved by a routine called lmisolver. The optimization algorithms of
lmisolver have special interior-point routines for equality constraints or linear matrix
equalities (LME). However, lmisolver is not suitable for handling LMI problems with
numerous unknown matrix variables normally expected in a large-scale standard LMI
problem.
Appendix C
Parameter Values
C.1 DC-DC Converters
Boost converter:
Resistance (R) = 30 Ω
Inductance (L) = 27 mH
Capacitance (C) = 120 µF
Parasitic resistance for inductor (rL) = 1.2 Ω
Parasitic resistance for diode (rV D) = 0.24 Ω
Parasitic resistance for switch (rSW ) = 0.3 Ω
Parasitic resistance for capacitor (rC) = 0.2 Ω
Period (T ) = 1× 10−4 s
Buck converter:
Resistance (R) = 22 Ω
Inductance (L) = 20 mH
Capacitance (C) = 47 µF
Reference voltage (Vref) = 11.3 V
Upper value for ramp signal (VU ) = 8.2 V in Section 2.1.1
Lower value for ramp signal (VL) = 3.8 V in Section 2.1.1
Proportional gain (A) = 8.4 in Section 2.1.1
Period (T ) = 4× 10−4 s
C´uk converter:
Resistance (R) = 75 Ω
1st inductance (L1) = 1 mH
2nd inductance (L2) = 1 mH
Capacitance (C) = 47 µF
Input voltage (Vin) = 15 V
Period (T ) = 4 × 10−4s
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C.2 Forced hard impact oscillator
Mass (M) = 1 kg
Spring stiffness (k) = 1 N/m
Viscous damping coefficient (c) = 0.5 N/(ms)
Damping factor (ζ) = 0.25 ms/(m.kg)
Natural frequency (ωn) = 1 N/(m.kg)
The maximum distance of the mass with respect to the hard wall (σ) = 5 m
C.3 Forced dry-friction oscillator
Mass (M) = 1 kg
Viscous damping coefficient (c) = 0 N/(ms)
Spring stiffness (K) = 1 N/m
Constant velocity (V ) = 1 m/s
1st coefficient for kinematic friction (α0) = 1.5 N
2nd coefficient for kinematic friction (α1) = 1.5 Ns/m
3rd coefficient for kinematic friction (α2) = 0.45 Ns3/m3
Forcing fucntion amplitutde (F ) = 1 N
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