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Abstract
The presence of thermal diﬀusivity in a spherical thermal anemometer gives it
long-memory dependence. The identiﬁcation problem and state realisation of
this model is addressed by using diﬀusive representation (DR). In order to do
that, an ideal thermal sphere quadrupole model and its corresponding ﬁnite
diﬀerences model are proposed and simulated. From those models and the
non-rational Cole-Cole transfer function, the identiﬁcation problem is discussed.
PRBS as an input signal is also discussed. The best choice in the number of poles
and their position is found by analysing frequency response. For the 5 decades
bandwidth used here, it has been found that 8 poles geometrically spaced by
a scale factor of 5 is a good choice. Finally, 8-poles DR is veriﬁed as a good
option to model a complex spherical thermal anemometer prototype which is
being developed in Universitat Politica de Catalunya, by means of open loop
and sigma-delta closed loop control simulations.
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1 Introduction
A spherical thermal anemometer prototype for space missions [13], which is
of complex nature and whose response is not linear, is being developed by
The Micro and Nano Technologies research group of Universitat Politècnica de
Catalunya. This thermal anemometer is governed by heat conduction equations
which present long memory behaviour. It means there is a correspondence be-
tween its evolution and all its previous states. Therefore, to describe completely
the anemometer behaviour all time components should be necessary which is
not possible. For this reason, an identiﬁcation method is needed to achieve a
reduced order model that could describe its behaviour with a ﬁnite number of
time components.
1.1 State of the art
In nature, there are a lot of systems that present long memory dependence.
Therefore, long memory has been broadly studied in a wide range of ﬁelds.
There is a lot of literature about this topic. Some classical techniques devoted
to ﬁnd these models are Padé approximations, Fourier model reduction, Krylov
subspace method. Most of these methods require high computational calculus,
and all those methods try to reduce the model order preserving an acceptable
accuracy. Indeed, The Micro and Nano Technologies research group has been
using a method to obtain models of between 3 and 5 time constants, model-
ing the anemometer with good results, but the time constants number was not
enough and it took too long to get this ﬁtting. For this reason, other identiﬁ-
cation method that could provide other models are searched and tested.
Diﬀusive representation was used lately as identiﬁcation method to achieve
models with a large degree of reduction and low computational cost [1, 3]. To
address this new issue we had to search information and familiarise with non-
rational operators and fractional integration since those topics had not been
studied in the department before. However, diﬀusive representation exhibited
attractive possibilities to identify the anemometer model and the challenge was
accepted. The main advantage of diﬀusive representation is that it is possible
to obtain reduced order models without great computational load, obtaining
ﬁttings in a very short time. Moreover, the state-space representation of the
sensor model is straightforward produced.
In this work, closed loop control using sigma-delta modulation, which is the
operating mode of laboratory anemometer, is also simulated. This sigma-delta
control is used for some time in thermal devices to keep a temperature diﬀerence
constant while its bitstream gives sensing information [2,8,16]. This sigma-delta
control is presented in sec. 3.3.3.3.
1.2 Methodology
Diﬀusive representation (DR) [3, 15, 17, 19] is presented and simulated using
numerical examples and laboratory data to verify its relevance to model the
14
aforementioned anemometer prototype. All simulation in this work is performed
using Matlab R© and Simulink R©
In order to present the proposed identiﬁcation method, a restriction of the
general theory diﬀusive representation applied to thermal systems is exhibited
in sec. 2.
Then, in sec. 3, numerical examples of Cole-Cole non-rational transfer func-
tion and a proposed ISTQM thermal impedance are simulated. In this section,
a identiﬁcation methodology is developed showing the identiﬁcation problem
advantages and drawbacks through simulations. Input signal type, poles choice
and bandwidth where transfer function is well approximated are shown here.
Moreover, open loop and closed loop control responses are also simulated to
verify diﬀusive representation suitability to obtain the state realisation of the
thermal anemometer model. For this purpose, an ISTQM thermal impedance
close to laboratory anemometer thermal impedance is proposed and his theo-
retical diﬀusive symbol computed. Finite diﬀerences model of this ISTQM is
also proposed in order to perform the identiﬁcation problem numerical example.
And ﬁnally, in sec. 4, 8-poles DR state realisation of the anemometer proto-
type is identiﬁed from laboratory data. Frequency and open loop time response,
as well as close loop time response of the anemometer model, are also simulated
in this section and compared with laboratory data.
2 Diﬀusive Representation General Formulation
Diﬀusive Representation (DR) was introduced in [3,15,17,19] for the identiﬁca-
tion and State Realisation of causal non-rational operators. This section shows
the general theory restricted to thermal systems, which are causal systems.
Causal convolution systems can be expressed by the operator H(∂t), where,
given an input u, the output of the system is on the form:
u 7−→ H(∂t)u : [H(∂t)u](t) =
∫ t
0
h(t− s)u(s)ds (1)
Where the associated transfer function H(p) = (Lh)(p) may be either ra-
tional or non-rational. From causality of H(∂t), it is possible to achieve the
following diﬀusive representation [3, 19]:{
∂tψ(t, ξ) = γ(ξ)ψ(t, ξ) + u(t), ψ(0, .) = 0
(H(∂t)u)(t) = 〈η, ψ(t, .)〉∆′γ ,∆γ
(2)
where γ is a closed simple arc in C− which divides the complex plane in
two sets, we denote Ω+γ the exterior domain and Ω
−
γ the complementary of Ω
+
γ ,
ξ ∈ R and η ∈ ∆′γ is the diﬀusive γ-symbol, being ∆′γ the dual of the topological
vector space ∆γ 3 ψ(0, .) . The operator H(∂t) to admit diﬀusive representation
must be holomorphic in Ω+γ and H(p) → 0 when |p| → +∞ in Ω+γ . However,
the operator H(∂t) and its singularities positions are unknown. Therefore, the
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domain Ω−γ should be big enough to contain all the singularities. In practise, it
is chosen a contour of type:
γ(ξ) = |ξ|ei sign(ξ)(pi2 +α), ξ ∈ R (3)
with α ∈]0, pi2 ] being small enough. However, to obtain a good approximation of
the model, the smaller α is, the more expensive numerically the discretisation
in ξ is. Therefore, if the results are good, greater α can be addressed. In the
case of thermal systems all the poles of H(p) are placed in R−, then the contour
with the greatest α = pi2 can be applied. Thereby, the state-space realisation of
thermal system is obtained of the form:{
∂tψ(t, ξ) = −ξψ(t, ξ) + u(t), ξ ∈ R+, ψ(0, ξ) = 0
y(t) =
∫ +∞
0
η(ξ)ψ(t, ξ)dξ
(4)
where ψ is a time-frequency representation of u called the diﬀusive represen-
tation-(DR). And η(ξ) is the diﬀusive symbol -(DS) of H(∂t), which is a solution
of the following integral equation directly obtained from Laplace transform (with
respect to t):
H(iω) =
∫ +∞
0
η(ξ)
iω + ξ
dξ (5)
When H(t, ∂t) is time-variant, the diﬀusive realisation is extended to [15]:{
∂tψ(t, ξ) = −ξψ(t, ξ) + u(t), ξ ∈ R+, ψ(0, ξ) = 0
y(t) =
∫ +∞
0
η(t, ξ)ψ(t, ξ)dξ
(6)
In eqs. (4)(6) initial condition ψ(0, ξ) = 0 is supposed . From linearity, the
contribution of the initial condition ψ(0, ξ) can be separately expressed by the
exponential form:
ψ0(t, ξ) = e
−ξtψ(0, ξ) (7)
thereby, the function ψ(t, ξ) + ψ0(t, ξ) is solution of eqs. (4)(6) with initial
condition ψ(0, ξ) 6= 0.
2.1 Finite-Dimensional Approximations
Finite-dimensional approximations of H(∂t) can be constructed by discretising
the ξ variable, leading to an input-output approximation u 7→ y˜ ' y = H(∂)u,
of the form
ψ˙k(t) = −ξkψk(t) + u(t), ψk(0) = 0, k = 1, · · · ,K
y˜(t) =
K∑
k=1
ηkψk(t)
(8)
which can be reinterpreted by deﬁning the atomic diﬀusive symbol η˜(ξ) :=
K∑
k=1
ηkδ(ξ − ξk), where δ(ξ) is the classical Dirac distribution, of the form:{
∂tψ(t, ξ) = −ξψ(t, ξ) + u(t), ξ ∈ R+, ψ(0, ξ) = 0
y˜(t) =
∫ +∞
0
η˜(ξ)ψ(t, ξ)dξ
(9)
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ηk can be computed by using standard quadrature methods like linear inter-
polation, allowing to deal with numerical approximations in a uniﬁed framework.
Using the classical interpolation function the discretised diﬀusive symbol is of
the form:
ηk = η(ξk)
∫ +∞
0
Λk(ξ)dξ = η(ξk)
(ξn+1 − ξn−1)
2
(10)
In the same way, the ﬁnite-dimensional approximation of the time-variant
H(t, ∂t) is: 
ψ˙k(t) = −ξkψk(t) + u(t), ψk(0) = 0, k = 1, · · · ,K
y˜(t) =
K∑
k=1
ηk(t)ψk(t)
(11)
If a time-varying K-dimensional approximate diﬀusive symbol η̂(t, ·) is ob-
tained and the system under consideration is time-invariant, then η̂(t, ·) con-
verges (under a suitable hypothesis) to the exact diﬀusive symbol η, in the
following sense:
η̂(t, ξ) −→
t→+∞ η˜(ξ) −→K→+∞ η(ξ) (12)
By applying laplace transform of (8), the block diagram shown in ﬁg. 1 is
obtained. This block diagram is coded in Simulink R© and used in the sec-
tions below to compute the diﬀusive representation output. In this picture, the
ﬁltering eﬀect of ξ and the weight eﬀect of η can be observed.
Figure 1: Block diagram of discrete diﬀusive representation Laplace transform.
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2.2 Identiﬁcation of the Diﬀusive Symbol in Time Domain
The identiﬁcation problem is to obtain the diﬀusive symbol η(ξ) of the unknown
operator H(∂t) from experimental data. Numerical solutions impose a discreti-
sation {ξk}k=1:K of the variable ξ. Therefore the operator approximation is
given by (see Eq. 6):
y '
K∑
k=1
ηkψk(t) (13)
The data available on the temporal mesh is also ﬁnite, tm=1,··· ,M ∈ R+, and
then the time-continuous approximate model can be written under matrix form:
ym ' Am,kηk (14)
where, ym = y(tm) and Am,k = ψk(tm).
Given a known input, u(t), and an output measure with error y˜m := y(tm)+
δy(tm), the identiﬁcation problem is to yield a solution, η̂k, for the following
equation:
y˜m ' Am,kηk, m k (15)
which can be approximated by the ﬁnite dimensional least-square approach:
min
η̂k
M∑
m=1
|(Am,kη̂k)m − y˜m|2 (16)
the solution is given by the pseudoinverse of the matrix A, A+:
η̂k = A
+
k,my˜m = (A
∗
k,mAm,k)
−1A∗k,my˜m (17)
The identiﬁcation problem is often ill-conditioned because the matrixA∗k,mAm,k
is closed to a non-invertible one. This problem is classically solved by adding
judiciously a penalisation term ε [1, 3] :
η̂k = (A
∗
k,mAm,k + εIk,k)
−1A∗k,my˜m (18)
Another way to address this computational problem is based on singular
value decomposition (SVD) which provides improved understanding of the sta-
bilisation problem while it gives an accurate solution. The singular value de-
composition of matrix A can be written as
A = UWV∗ (19)
where the columns of U are the eigenvectors of AA∗, the rows of V∗ are the
eigenvectors of A∗A, and W is the diagonal matrix of 'singular values' of A.
These singular values are the square roots of the eigenvalues of both AA∗ and
A∗A, which means that U and V share the same eigenvalues.
If the singular value decomposition of A is UWV∗ then the pseudo-inverse
or Moore-Penrose inverse of A is:
A+ = U∗W−1V (20)
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If A+ has more rows than columns, which is the case, and has full rank, it
result in the least squares solution seen before in eq. (17):
A+ = U∗W−1V = (A∗A)−1A∗ (21)
Then we can obtain the diﬀusive symbols of the form:
η̂k = A
+
m,ky˜m = U
∗
k,kW
−1
k0m−k,k0m−kVm,my˜m (22)
The SVD of Ak,m returns k singular values, σk, in descending order along
the diagonal of W, the other m− k singular values are 0. The fraction number
between the largest and the smaller singular value, κ(A) = σmaxσmin is called 'the
condition number of A', which, by deﬁnition, is equal or larger than one. This
number is indicative of the magniﬁcation of the error in eq. (22):
‖δη̂‖
‖η̂‖ ≤
[
κ(A)
‖y˜‖
‖Aη̂‖
] ‖δy˜‖
‖y˜‖ (23)
where ‖y˜‖‖Aη̂‖ =
1
cos θ , being θ the angle between the vector y˜ and the range
of A. The closer is cos θ to 1, the closer is approximate solution trajectory to
data trajectory, and the condition number of the least squares problem becomes
closer to the condition number of a nonsingular matrix, κ(A). Conversely, if
cos θ decreases towards zero the trajectory of the approximate solution moves
away from the trajectory data, and the condition number of the least squares
problem becomes arbitrarily large.
We want to bound the error as much as possible in the determination of
the diﬀusive symbols trajectory, ‖η̂‖, to ensure that small changes in the input
data do not aﬀect our model. To do that, we should ensure that θ is as close
as possible to 0 and, at the same time, that κ(A) is as small as possible. This
is an important drawback in this identiﬁcation method, since usually frequency
bandwidth covers several decades, i.e. ξ1  ξk, which makes κ(A) big from the
beginning. Moreover, if discretisation points number, K, increases, θ decreases
to 0 as it is desirable, but, since more linear dependence between trajectories
appears when K increases, more singular values close to 0 also appear making
that κ(A) increases, which is not desirable. Therefore, a balance in the choice
of the number of discretisation points must be found to avoid an ill-conditioned
problem.
Singular values in W close to 0 (large values in W−1) make the noise and
numerical errors on the transformation from y˜-space to η̂-space be increased.
Singular values close to 0 can be made here equal to 0, thereby we 'low-pass
ﬁlter' the input vector, y˜. Thus, we can ﬁlter the noise in the measurement,
but in this case the angle θ will increase arbitrarily. Again, in this case, a
judiciously tolerance should be chosen. In this work, we are going to use the
Matlab R© function pinv() which is based on Moore-Penrose pseudoinverse and
this function allows setting any singular value less than certain tolerance to
zero. We are going to work only with full-rank matrices (without being limited
by tolerance) since, as it is seen in sec. 3.2, ﬁltering pseudoinverse means using
more poles without any remarkable improvement. And moreover, only a small
number of discretisation points are necessary to obtain good results, which is
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also appropriate to reduce computational cost.
3 Numerical Examples
The spherical thermal sensor which is being developed in the Electronic Engi-
neering department is of complex nature and Diﬀusive Representation seems a
good candidate to obtain an accurate reduced order model of that sensor, as it
was discussed in sec. 1. Some ideal non-rational heat transfer models close to
this spherical thermal sensor are proposed in order to understand the real model
behaviour and its approximation to the ideal one. These ideal models will allow
us to know if the Diﬀusive Representation is suitable to model the aforemen-
tioned spherical thermal sensor trought some numerical examples, showing its
advantages and drawbacks.
3.1 Ideal Sphere Thermal Quadrupole Model
An ideal sphere thermal quadrupole model (ISTQM) is proposed here in order
to perform a numerical example of the diﬀusive representation identiﬁcation
problem. This is done to have a similar model to the aforementioned spherical
thermal anemometer prototype.
Let us consider the problem of computing the heating temperature Tin(t) at
the inner surface of a hollow sphere where a random heat ﬂux Pin(t) is applied at
this surface (this is the operation mode of the aforementioned spherical thermal
anemometer prototype). Assuming heat conduction into the sphere is isotropic,
the heating temperature T (r, t) and the ﬂux passing through the sphere P (r, t)
satisfy the following heat diﬀusion equations in spherical coordinates:
∂T (r, t)
∂t
= a
[
∂2T (r, t)
∂r2
+
2
r
× ∂T (r, t)
∂r
]
(24)
P (r, t) = −λ(4pir2)∂T (r, t)
∂r
(25)
with,
• a = λ/ρc : thermal diﬀusivity (m2s−1)
• λ : thermal conductivity (Wm−1 ◦C−1)
• ρ : mass density (kg m−3)
• c : speciﬁc heat capacity (J kg−1 ◦C−1)
A thermal quadrupole can be used in order to model heat diﬀusion into the
sphere [7, 9]: [
Tin(s)
Pin(s)
]
=
[
A B
C D
] [
Tout(s)
Pout(s)
]
(26)
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Using eqs. (24) and (25) the terms A, B, C, D of the matrix characterising
the heat transfer of the sphere of inner radio r1 and outer radio r2 (see Fig.)
are: 
A = r2r1 coshφ−
sinhφ
δr1
B = 14pir1r2
sinhφ
δλ
C = 4pir2λ
[(
1− r1r2
)
coshφ+
(
δr1 − 1δr2
)
sinhφ
]
D = r1r2 coshφ+
sinhφ
δr2
(27)
where φ = δ(r2 − r1), and δ =
√
s/a.
Considering that the sphere sensor is sensing a wind and all temperatures
are referenced to room temperature, the outer heat ﬂux Pout(t) can be related
with the outer temperature Tout(t) through a wind heat transfer coeﬃcient hw,
of the form:
Pout(t) = hwATout(t) (28)
this heat transfer coeﬃcient hw (W m
−2 ◦C−1)) can be computed by using
the Nusselt number Nu of a forced convention heat transfer of a ﬂuid over the
sphere [21]:
hw = Nu
λair
dsp
(29)
where λair is the air thermal conductivity, dsp = 2r2 the outer diameter of
the sphere, and Nu is:
Nu = 2 + (0.4Re
1
2 + 0.06Re
2
3 )Pr0.4
(
µ∞
µs
) 1
4
(30)
where µs is the air viscosity at sphere surface temperature, µ∞ is the air
viscosity at room temperature, and Re and Pr are the Reynolds and Prandtl
numbers respectively:
Re =
ρairvairdsp
µair
(31)
Pr =
µaircair
λair
(32)
where ρair is the air mass density, vair the air velocity, dsp = 2r2 the outer
diameter of the sphere, µair the air viscosity which is temperature dependent
and is approximated here, cair the air speciﬁc heat capacity, and λair the air
thermal conductivity.
Therefore, using eq. (28) in thermal quadrupole with the terms of (27), the
transfer function of the system, its thermal impedance, can be computed:
H(s) =
Tin(s)
Pin(s)
=
1
4pir2
r2
r1
+ 1δr1
(
r2hw
λ − 1
)
tanhφ
λ
(
1− r1r2
)
+ hwr1 +
[
λ
(
δr1 − 1δr2
)
+ hwδ
]
tanhφ
(33)
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The thermal resistence Rths is obtained by considering the static gain:
lim
s→0
Tin(s)
Pin(s)
= Rths =
1
4piλ
[
1
r1
− 1
r2
]
+
1
4pir22hw
(34)
At high frequencies, transfer function of the thermal impedance behaves like
a non-integer integrator with order equal to 0.5:
lim
s→∞Hs(s) =
a0.5
4pir21λs
0.5
(35)
In the case of sphere surface is a heat sink (hw →∞, Tout ' Tair), thermal
impedance and thermal resistance are [9]:
lim
hw→∞
H(s) = Hs(s) =
1
4pir1λ
1
1 + δr1 tanh
−1 φ
(36)
lim
hw→∞
Rths =
1
4piλ
[
1
r1
− 1
r2
]
(37)
In this case, at relative high frequencies, the transfer function of the thermal
impedance behaves as a Cole-Cole function whose order is equal to 0.5:
lim
s→∞Hs(s) =
1
4pir1λ
1
1 +
(
r21
a s
)0.5 (38)
which, at high frequencies, behaves again like the non-integer integrator seen
in eq. (35). The theoretical diﬀusive symbol associated with Cole-Cole transfer
function H(s) = 1/(1 + (τ0s)
α) is known [15]:
η(ξ) =
sin(αpi)/pi
(τ0ξ)−α + 2 cos(αpi) + (τ0ξ)α
(39)
where α is the Cole-Cole order and τ0 is the characteristic relaxation time.
Because of this, we are going to perform a numerical simulation based on non-
rational Cole-Cole transfer function in sec. 3.2. Then, in sec. 3.3, numerical
simulations of the ISTQM proposed here is performed by using ﬁnite diﬀerences
model.
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3.1.1 Theoretical Diﬀusive Symbol of the ISTQM thermal impedance
The theoretical diﬀusive symbol of the ISTQM thermal impedance is obtained
here in order to verify diﬀusive symbols computed in simulations. From the
thermal impedance quadrupole model, eq. (33), and following the method ex-
plained in [18] we have that the theoretical diﬀusive symbol can be computed
by using:
η(ω) =
1
2pii
lim
ν→0
[H(−ω − iν)−H(−ω + iν)] =
=
1
8pi2r2i
r2
r1
+
√
a
−i√ωr1
(
r2h
λ − 1
)
tanh−i
√
ω(r2−r1)√
a
λ
(
1− r1r2
)
+ hr1 +
[
λ
(
−i
√
ωr1√
a
−
√
a
−i√ωr2
)
+ h
√
a
−i√ω
]
tanh−i
√
ω(r2−r1)√
a
− 1
8pi2r2i
r2
r1
+
√
a
i
√
ωr1
(
r2h
λ − 1
)
tanh i
√
ω(r2−r1)√
a
λ
(
1− r1r2
)
+ hr1 +
[
λ
(
i
√
ωr1√
a
−
√
a
i
√
ωr2
)
+ h
√
a
i
√
ω
]
tanh i
√
ω(r2−r1)√
a
(40)
tanh ix = i tanx, and tanh−ix = −i tanx, then theoretical diﬀusive symbol
is:
η(ω) =
1
2pii
lim
ν→0
[H(−ω − iν)−H(−ω + iν)] =
=
1
8pi2r2i
i
[
r2
r1
+
√
a√
ωr1
(
r2h
λ − 1
)
tan
√
ω(r2−r1)√
a
]
i
[
λ
(
1− r1r2
)
+ hr1 +
(
−
√
ωλr1√
a
− λ
√
a√
ωr2
+ h
√
a√
ω
)
tan
√
ω(r2−r1)√
a
]
− 1
8pi2r2i
−i
[
r2
r1
+
√
a√
ωr1
(
r2h
λ − 1
)
tan
√
ω(r2−r1)√
a
]
−i
[
λ
(
1− r1r2
)
+ hr1 +
(
−
√
ωλr1√
a
− λ
√
a√
ωr2
+ h
√
a√
ω
)
tan
√
ω(r2−r1)√
a
]
=
∑
ω∈R
δ
(
λ
(
1− r1
r2
)
+ hr1 +
(
−
√
ωλr1√
a
− λ
√
a√
ωr2
+
h
√
a√
ω
)
tan
√
ω(r2 − r1)√
a
)
=
∑
ω∈R
δ
(√
ω
√
a[λ(r2 − r1) + hr1r2]
ωλr1r2 + a(λ− hr2) − tan
√
ω(r2 − r1)√
a
)
(41)
which is nonzero only in the intersection points of the following curves:
√
ω
√
a[λ(r2 − r1) + hr1r2]
ωλr1r2 + a(λ− hr2) = tan
√
ω(r2 − r1)√
a
(42)
, which position an inﬁnite discrete diﬀusive symbol.
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3.1.1.1 Simulation of ISTQM Theoretical Diﬀusive Symbol
We are going to simulate the ISTQM under Martian atmosphere to compare re-
sults with laboratory data. Since Martian atmosphere is 95.32% carbon dioxide
and average temperature is about minus 60◦C, we are going to use the Holman
table for CO2 [12] and eq. 29 to compute approximate convective heat trans-
fer coeﬃcients. Moreover, sphere prototype is made of silver, which has the
following physical parameters:
rin = 3 · 10−3 m
rout = 5 · 10−3 m
λ = 429 Wm−1K−1
ρ = 10.49 · 103 kg m−3
c = 0.24 · 103 J kg−1K−1
a = 1.704 · 10−4 m2s−1
(43)
Frequency responses of ISTQM thermal impedance, eq. (33), with parame-
ters (43), under two Martian wind velocities of 0.3 m/s and 0.8 m/s are shown
in ﬁgs. 2(b)(c). It can be seen that there is a concordance between intersection
points of curves from eq. (42), plotted in ﬁg. 2(a), and frequency response of
thermal impedance, ﬁgs. 2(b)(c). It can be seen that, ﬁrst isolated intersection
points (ﬁrst deltas), from each wind velocity shown in ﬁg. 2(a), match the cutoﬀ
frequencies in Bode plots, ﬁgs. 2(b)(c). This pole for 0.3 m/s wind velocity is
labelled in ﬁgs. 2(a)(b). From this pole to reach the next pole, magnitude de-
cays 20dB per decade, which corresponds to frequency response of a ﬁrst order
pole. However, beyond second pole magnitude decays 10dB per decade, which
corresponds to frequency response of a non-integer integrator with order equal
to 0.5. Thermal impedance after second pole tends to behave as ISTQM ther-
mal impedance with surface connected to a heat sink, eq. (36). This frequency
response behaviour is plotted in red dotted line in ﬁgs. 2(b)(c).
Notice that tangent curve from eq. (42)
tan
√
ω(r2 − r1)√
a
(44)
plotted in cyan in ﬁg. 2(a) does not depend on heat transfer coeﬃcient (wind
velocity) but only on physical sphere parameters. Also notice that the curve
from eq. (42)
√
ω
√
a[λ(r2 − r1) + hr1r2]
ωλr1r2 + a(λ− hr2) (45)
plotted in solid magenta and dashed green in ﬁg. 2(a) does depend on heat
transfer coeﬃcient (wind velocity) and resembles a Cole-Cole diﬀusive symbol
whose order is α = 0.5, eq. (39). As we have seen before, ISTQM thermal
impedance transfer function behaves as Cole-Cole transfer function at high fre-
quencies. This behaviour can also be seen, at high frequencies, in ﬁg. 2(a) where
singularities are close together recovering the shape of eq. (45).
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It is remarkable that the ﬁrst isolated pole, with lower frequency, depends
on heat transfer coeﬃcient (wind velocity), whereas the other poles, at high fre-
quencies, almost only depend on sphere parameters. Moreover, at high frequen-
cies, intersection points, which are close together, behave as Cole-Cole transfer
function which is a continuous function. In ﬁgs. 2-(b)(c), the dotted red line
shows frequency response when convective heat transfer coeﬃcient is inﬁnite,
that is to say, sphere surface is connected to a heat sink (Tout=0). In this case,
frequency response only depends on sphere parameters. Therefore, at high fre-
quencies, frequency response only depends on sphere physical parameters, at low
frequencies, frequency response only depends on wind velocity, and at central
frequencies, frequency response depends on both.
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Figure 2: Position of theoretical diﬀusive symbol deltas (a) and frequency re-
sponse (b)(c), of ISTQM of 10 mm outer radio and 6 mm inner radio under
two Martian winds of velocities 0.3 m/s and 0.8 m/s (solid magenta and dashed
green, respectively). As a reference, in dotted red line (b)(c) it is also plotted
when the outer surface from the sphere is connected to a heat sink (Tout=0).
In order to verify that theoretical diﬀusive symbol has been well found,
frequency response of ISTQM is recovered from it. Fig. 2(a) shows at which
frequencies are placed some of the inﬁnite poles of theoretical diﬀusive sym-
bol found in eq. (41) . Therefore, it is possible to use a subset of these poles,
[ξ1, · · · , ξj ], covering some bandwidth, to construct a ﬁnite diﬀusive represen-
tation with the same frequency response inside this bandwidth. Since the fre-
quency response at these poles H(ξj) is known by eq. (33), it is possible to
deﬁne an equation system of this ﬁnite diﬀusive representation:
η1
iξj + ξ1
+ · · ·+ ηk
iξj + ξk
= H(ξj), (j = k) (46)
This equation system is computed to ﬁnd 8-poles discrete diﬀusive symbol
from the ideal sphere under 0.3 m/s wind velocity. The result is shown in the
following table :
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ξk ηk
0.0102 0.968 + 4.93x10−05i
4.423x102 2.69 + 0.0299i
1.704x103 1.37 - 6.85i
3.807x103 49.6 - 13.4i
6.750x103 7.32 + 202i
1.053x104 -453 - 241i
1.515x104 670 - 254i
2.062x104 -198 + 345i
Table 1: 8-poles ﬁnite approximation of ISTQM theoretical diﬀusive symbol.
Frequency response of these 8-poles theoretical diﬀusive representation ap-
proximation is plotted in dotted blue line in ﬁgs. 3(b)(c). And, as it can be seen,
it matches quite well with the frequency response of ISTQM thermal impedance
inside bandwidth of the 8 poles used to recover this frequency response. There-
fore, it can be concluded that theoretical diﬀusive symbol is correctly solved.
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Figure 3: (a) shows the ﬁrst 8 deltas of the theoretical diﬀusive symbol. (b)(c)
show thermal impedance frequency response of theoretical ISTQM, in green, and
frequency response from 8-poles theoretical diﬀusive representation, in dotted
blue.
Fig. 4 shows how diﬀusive symbol intersection points and frequency response
changes when inner and outer radio of ideal sphere is re-sized. Frequency re-
sponse of reference ideal sphere is plotted in green. On the one hand, if inner
radio is reduced (blue lines), gain increases at high frequencies whereas decreases
a little bit at low frequencies. On the other hand, if outer radius is reduced (red
lines), gain increases at central and low frequencies since heat transfer coeﬃcient
depends on that outer radius. And combined, if both radius decrease (magenta
lines), gain increases at all frequencies.
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Figure 4: ISTQM theoretical diﬀusive symbol (a) and frequency response (b)(c)
when inner and outer radio is re-sized. In green, reference sphere. In red, when
outer radio is decreased one millimetre. In blue, when inner radio is decreased
one millimetre. And in magenta, when both radius are decreased one millimetre.
Fig. 5 shows how diﬀusive symbol intersection points and frequency response
changes when physical parameters are modiﬁed. Frequency response of reference
ideal sphere is plotted in green. On one hand, when conductivity is reduced (red
lines), gain increases at high frequencies whereas frequency response does not
change at low frequencies. On the other hand, when mass density or speciﬁc
heat capacity decreases, gain increases at central and high frequencies. Mass
density and speciﬁc heat capacity have the same eﬀect on frequency response
since they appear together in eqs. (33)(42) by means of thermal diﬀusivity.
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Figure 5: ISTQM theoretical diﬀusive symbol (a) and frequency response (b)(c)
when physical parameters are decreased. In green, reference sphere. In red,
when sphere conductivity is decreased. In blue, when speciﬁc heat is decreased.
And in magenta, when mass density is decreased.
Frequency response of ideal sphere under the same two wind velocities,
ﬁg. 2(b)(c) (green and magenta), diﬀers from that on laboratory (ﬁg. 33). This
is somewhat normal since prototype sensor is actually split into two thermal
isolated hemispheres separated by a PCB board, the heater/sensor that in-
jects power does not cover completely the inner surface of the sphere, and this
heater/sensor is joined to the sphere inner surface by a thermal-conductance
paste (with conductivity around 3.4 W/mK). Moreover, the heat transfer co-
eﬃcient, hw, which is considered here an averaged value, actually varies over
the sphere surface. It means that the ﬁrst pole of theoretical diﬀusive symbol
is not really a delta value. Therefore, in sec. 3.3.2, ideal sphere parameters are
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adapted to have a similar frequency response to laboratory anemometer.
3.2 Diﬀusive Representation of Non-Rational Cole-Cole
Transfer Function
We are going to obtain here a diﬀusive representation of the non-rational Cole-
Cole transfer function basically for two reasons. Firstly, at high frequencies,
a Cole-Cole transfer function describes the same behaviour as ISTQM, as it is
shown in eq. (38). And secondly, the theoretical diﬀusive symbol associated with
this transfer function is a known continuous function, eq. (39). This numerical
example will allow ﬁnding and discussing important issues about diﬀusive rep-
resentation identiﬁcation problem.
In this work, we are going to use the fractional control toolbox for Matlab R©
'Ninteger' [6]. Speciﬁcally, the fractional derivative block 'nid' is used in order
to simulate the non-rational Cole-Cole transfer function:
H(s) =
1
1 + (τ0s)α
(47)
The block diagram of this equation is shown in ﬁg. 6. The characteristic
relaxation time τ0 and the order α of the Cole-Cole function can be modiﬁed
directly in the 'nid' block. The characteristic relaxation time is set to 1 and
the fractional order is set to -0.5. Gain and white noise blocks have also been
placed at the input and output, respectively.
Figure 6: Cole-Cole symulink block diagram
The diﬀusive symbol of H(s) = 1/(1 + s0.5) from eq. (39), is:
η(ξ) =
1
pi
1
ξ−0.5 + ξ+0.5
(48)
Nevertheless, this is a continuous function and if we want to compare this
function with simulation results we have to compute discrete values. A sim-
ple but eﬃcient method is based on linear interpolation, using eq. (10), the
approximate discrete diﬀusive symbol is:
η(ξ)k = η(ξk)
(ξk+1 − ξk−1)
2
=
1
pi
1
ξ−0.5k + ξ
+0.5
k
(ξk+1 − ξk−1)
2
(49)
In order to perform Cole-Cole simulation, characteristic relaxation time τ0 is
chosen to 1, input sample time to ∆tk = 5 milliseconds and time period to tK =
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200 seconds. Therefore, frequency response can be correctly approximated only
in the frequency band:[
2pi
tK
,
2pi
2max{∆tk}
]
=
[
3.14 · 10−2, 6.28 · 10+2] (50)
3.2.1 Choosing Input Signal
Since discrete diﬀusive symbols are obtained from least square approximation
of discrete input trajectories applied to the system and its outputs, those dif-
fusive symbols are somehow dependent on the trajectories chosen. Therefore,
trajectory choice may be important. Pseudorandom binary sequences (PRBS)
have been widely used for system identiﬁcation [4,5,10,20]. PRBS exhibits good
properties like power spectral density is nearly ﬂat over frequencies of interest,
the identiﬁcation becomes more resilient to noise and numerical errors due to
averaging high frequencies, PRBS is a more realistic input signal in a close loop
conﬁguration. Moreover, the matrix to compute least squares approximation is
improved in its condition number since correlation in the pseudoinverse matrix
is minimised by a more uncorrelated input. For these reasons, we are going to
use PRBS to identify our system.
Fig. 7(c) shows that, regardless interpolation errors, diﬀusive symbol ob-
tained using a PRBS (in blue1) are closer to theoretical ones (in red) than those
obtained using a Step signal (in green). This is because correlation in pseudoin-
verse matrix is minimised. Figs. 7(d)(e)(f) show that diﬀusive representation
of H(ω) exhibits a very good approximation in the band
[
3.14 · 10−2, 10+1].
However, relative error increases quickly from 10+1 rad/s onwards, although
magnitude of H(ω) shows good behaviour until 10+2 rad/s, Which means that
frequency band where the transfer function is correctly approximated is reduced
more than one decade at high frequencies. If it is needed, frequency band can
be increased at high frequencies reducing the sample time.
Looking at table 2, it can be seen that, although the θ angle, between tra-
jectory of the approximate solution and trajectory of data is similar in both
cases, the condition number is lower in the case of PRBS. Condition number
only depends on matrix A, which is built from the poles, ξ, and the input sig-
nal. On the one hand, poles are chosen geometrically spaced warranting similar
approximation quality in each signiﬁcant frequency decade [18]. As we will
see in sec. 3.2.2, if the number of poles are increased the condition number is
also increased. On the other hand, depending on the chosen PRBS signal, the
condition number may be higher or lower depending on the number of PRBS
transitions , the more transitions it has, the smaller the condition number is.
1Negative values are not plotted since logarithmic scale is used to represent diﬀusive sym-
bols, but this is not important since this picture is only to have reference of proximity between
diﬀusive representation approximations and theoretical results.
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Figure 7: 10 poles diﬀusive symbols of Cole-Cole function without noise. (a)(b)
show time input and output signal details of a PRBS. (c) shows diﬀusive sym-
bols in logarithmic scale: theoretical diﬀusive symbol in red, diﬀusive symbol
obtained using step input signal, in green, and using PRBS, in blue. (d)(e) show
frequency responses of this diﬀusive symbols. And (f) shows relative error be-
tween theoretical transfer function and transfer function obtained from 10-poles
DR by using step and PRBS, without noise
Input Signal DR poles number θ degree κ(A)
Step 10 0.2515 2.3476e+07
PRBS 10 0.2471 3.8068e+05
Table 2: Projection angle and condition number of Cole-Cole 10-poles DR with-
out noise
In ﬁg. 8, previous simulation in presence of noise is performed. Although
angle between DR approximate output and data trajectory is increased in the
case of the PRBS signal (see table 3), diﬀusive symbol (c) and transfer function
relative error (f) obtained using the PRBS signal (drawn in blue) are closer to
theoretical curves than those obtained using step signal (drawn in green). This
is because the condition number is bigger in the case that step signal is used
as input. Using step input signal, the result worsens when the number of time
constants of diﬀusive symbol is increased since the condition number is also
increased. It is also shown in table 3 that condition numbers are the same as
in the previous case since poles and input signals used are also the same. From
now on, due to the advantages presented here, PRBS signal is used to perform
simulations in this work.
30
0 5 10 15 20
time s
0
0.2
0.4
0.6
0.8
1
Co
le
-C
ol
e 
ou
tp
ut
(a) Output with SNR 30dB noise detail
Step response
PRBS response
90.6 90.8 91 91.2 91.4 91.6 91.8
time s
0.35
0.4
0.45
0.5
0.55
0.6
0.65
0.7
Co
le
-C
ol
e 
ou
tp
ut
(b) PRBS output DR approximations
Theoretical
Step DS
PRBS DS
10-1 100 101 102 103
ξ (rad s-1)
10-2
10-1
100
101
η
(ξ)
k
(c) Cole-Cole diffusive symbols
Theoretical
Step
PRBS
10-2 10-1 100 101 102
frequency ω (rad s-1)
-30
-25
-20
-15
-10
-5
0
m
a
gn
itu
de
 (d
B)
(d) Magnitude H(ω )
Theoretical
Step
PRBS
10-2 10-1 100 101 102
frequency ω (rad s-1)
-60
-50
-40
-30
-20
-10
0
ph
as
e 
(de
gre
e)
(e) Phase H(ω )
Theoretical
Step
PRBS
10-1 100 101 102
frequency ω (rad s-1)
5
10
15
20
25
30
35
%
(f) Relative error |H
η
 - Htheo| / |Htheo|
Step
PRBS
Figure 8: 10 poles diﬀusive symbols of the Cole-Cole function with 30dB SNR
Gaussian white noise. (a) shows time output signal details using as input: step
signal (in green) and PRBS (in blue). (b) shows the approximate output, using
Cole-Cole block diagram of ﬁg. 6 in red , using DR obtained with step input
signal in red, and with PRBS in blue. (c) shows diﬀusive symbols in logarith-
mic scale: theoretical diﬀusive symbol in red, diﬀusive symbol obtained using
step input signal, in green, and using PRBS, in blue. (d)(e) show frequency
responses of this diﬀusive symbols. And (f) shows relative error between the-
oretical transfer function and transfer function obtained from 10-poles DR by
using step and PRBS, with 30dB SNR Gaussian white noise
Input Signal DR poles number θ degree κ(A)
Step & noise 10 1.9338 2.3489e+07
PRBS & noise 10 3.7048 3.8148e+05
Table 3: Projection angle and condition number of Cole-Cole 10-poles DS with
30dB SNR Gaussian white noise
3.2.2 Choosing Poles and Bandwidth
In this section, poles choice is addressed since identiﬁcation problem is often
ill-conditioned and sensitive to numerical errors, as it was shown in sec. 2.2.
It is studied here, how number and position of poles used to compute discrete
diﬀusive symbol inﬂuence diﬀusive representation results.
In table 4, it can be seen that increasing bandwidth by adding poles at high
frequencies (10+x, with same scale factor) (ﬁgs. 9-(a)(d)) the condition number
grows quickly whereas the angle remains constant. In the case of two or more
added poles, relative error becomes very big (black dashed line in ﬁg. 9-(d)). On
the other hand, decreasing bandwidth by removing poles (10-x) the condition
number decreases while the angle increases. Removing two poles, the angle does
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not increase too much, but removing tree poles, the angle and relative error are
considerable.
However, when bandwidth is increased by adding poles at low frequencies
(x+10) (ﬁgs. 9-(b)(e)) the condition number does not increase so quickly and
the angle improves a little bit (see table 4). It happens until two poles are
added, getting better matching with theoretical diﬀusive symbols and transfer
function. But, if more than two low frequency poles are added, the angle does
not improve whereas the condition number is still increasing, and if more than
four poles are added, the result worsens.
Finally, taking into account that removing two poles at high frequencies
transfer function relative error is similar, as it have been shown before. Figs. 9-
(c)(f) show the case when these two poles at high frequencies are removed and
poles at low frequencies are added. Contrasting relative error between ﬁgs. 9-(e)
and (f), it is noticed that, it is possible to obtain similar or better results by
using fewer poles and placing them correctly.
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Figure 9: Transfer function relative error from Cole-Cole diﬀusive representation
of 10 poles and adding and removing poles at low and high frequencies. (a)(d)
adding and removing poles at high frequencies. (b)(e) adding poles at low
frequencies. (c)(f) two poles at high frequencies are removed while diﬀerent
number of poles at low frequencies are added.
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DR poles number bandwidth (rad/s) θ (degree) κ(A)
10 [3.14 · 10−2, 6.28 · 10+2] 0.2471 3.8068e+05
10 + 1 [3.14 · 10−2, 1.89 · 10+3] 0.2471 2.1672e+07
10 + 2 [3.14 · 10−2, 5.67 · 10+3] 0.2471 8.0364e+11
10 - 1 [3.14 · 10−2, 2.09 · 10+2] 0.3290 5.8238e+04
10 - 2 [3.14 · 10−2, 6.9 · 10+1] 0.3522 1.1867e+04
10 - 3 [3.14 · 10−2, 2.3 · 10+1] 1.1809 3.7029e+03
1 + 10 [1.05 · 10−2, 6.28 · 10+2] 0.0100 8.5754e+05
2 + 10 [3.48 · 10−3, 6.28 · 10+2] 0.0059 1.4348e+06
3 + 10 [1.16 · 10−3, 6.28 · 10+2] 0.0059 1.9703e+06
4 + 10 [3.85 · 10−4, 6.28 · 10+2] 0.0059 2.4346e+06
(8 low bw) [3.14 · 10−2, 6.28 · 10+1] 0.3483 1.0848e+04
1+(8 low bw) [1.06 · 10−2, 6.28 · 10+1] 0.2470 2.4275e+04
2+(8 low bw) [3.58 · 10−3, 6.28 · 10+1] 0.2469 4.0667e+04
3+(8 low bw) [1.20 · 10−3, 6.28 · 10+1] 0.2469 5.5992e+04
Table 4: Projection angle and condition number from Cole-Cole diﬀusive repre-
sentation of 10 poles and adding and removing poles at low and high frequencies.
In ﬁgs. 10-(a)(d) and table 5, it is shown what happens when DR poles num-
ber is modiﬁed inside the same bandwidth. On the one hand, increasing the
number of poles, the angle decreases, and the relative error of transfer function
also decreases in a well approximated bandwidth. It can be seen that with more
than 5 poles approximation becomes quite good. However, from eight poles on-
wards improvement is not signiﬁcant. On the other hand, increasing the number
of poles the condition number also increases making solution more sensitive to
noise and numerical errors (see ﬁgs. 11-(c)(f)).
In simulations it has been found that, the appropriate number of poles actu-
ally depends on the distance between them. Moreover, a geometric scale shows
good behaviour to place those poles. Experimentally, and in this numerical ex-
ample, it is found that using poles geometrically scaled the appropriate scale
ratio is between 2 and 8. The best results are obtained with a geometric scale
ratio between 3 and 6.
Figs. 10-(b)(e) show that, when some extra poles are added at low frequen-
cies, extending bandwidth to 6 · 10−3, the angle decreases at the expense of
increasing a little bit the condition number (see table 5). This improves relative
error at small frequencies using more than 4 poles.
Table 5 shows that, in the case of 3+20 poles and truncating pseudoinverse,
the condition number decreases while the angle increases. The rank of pseudoin-
verse is reduced by truncation, ﬁltering correlated trajectories. In ﬁg. 10-(c) it
is shown that, approximate diﬀusive symbols move away from theoretical diﬀu-
sive symbols whereas transfer function relative error (ﬁg. 10-(f) and ﬁg. 11-(f))
remains similar when pseudoinverse is truncated. And, if truncation is too big
(3+20 rank 11), the relative error increases.
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Therefore, choosing a small number of poles results similarly to using more
poles and truncating pseudoinverse matrix are obtained. But, in this case, using
an appropriate small number of poles, identiﬁcation problem is more stable and
has low computational cost.
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Figure 10: Transfer function relative error from Cole-Cole diﬀusive representa-
tion with diﬀerent number of poles while bandwidth is preserved. (a)(d) chang-
ing number of poles whereas bandwidth remains constant. (b)(e) adding poles
to the number of poles used in (a)(d). (c)(f) eﬀect of pseudoinverse truncation
when there is a high number of poles.
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DR poles number tolerance θ degree κ(A)
4 full rank 1.9134 3.0490e+04
5 full rank 0.7188 5.1534e+04
6 full rank 0.3900 8.1121e+04
8 full rank 0.2867 1.7664e+05
20 full rank 0.0703 2.8383e+07
30 full rank 0.0146 2.8330e+09
1+4 full rank 1.9120 1.1965e+05
1+5 full rank 0.6643 1.8298e+05
1+6 full rank 0.2701 2.5860e+05
1+8 full rank 0.0401 4.6326e+05
3+20 full rank 0.00062 8.7480e+07
3+30 full rank 0.0011 6.4168e+09
3+20 full rank 0.00062 8.7480e+07
3+20 rank 22 0.0030 6.9622e+06
3+20 rank 19 0.0839 1.5307e+05
Table 5: Projection angle and condition number from Cole-Cole diﬀusive rep-
resentation with diﬀerent number of poles while bandwidth is preserved. And
also, when pseudoinverse with a high number of poles is ﬁltered (rank x).
Fig. 11 shows inﬂuence of the noise in system identiﬁcation. It can be seen
that using a small number of poles, means a small condition numbers (see ta-
ble. 6), values of poles found do not change too much, ﬁgs. 11-(a)(b). However,
when the condition number is high, the values of diﬀusive symbol can change a
lot, making identiﬁcation problem unstable. This can be seen in ﬁg. 11-(c) where
3+20 full rank Cole-Cole diﬀusive symbols are drawn with noise and without
noise.
Figs. 11(c)(f) also shows eﬀect of ﬁltering this 3+20 full rank pseudoinverse
matrix to rank 11, the transfer function relative error is worse than in the case
that there is not noise since the angle increases, see table. 6. However, there is
not variation when noise is added since the condition number is lower, see ta-
ble. 6. Result ﬁltering the pseudoinverse to 11 is worse than the result obtained
with 1+10 full rank pseudoinverse seen in ﬁgs. 11-(b)(e). Therefore, it seems
better to use an appropriate number of poles to obtain a good result resilient
to noise than using a lot of number of poles and then ﬁltering.
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Figure 11: Noise eﬀect on diﬀusive representation using several number of poles
and appropriate bandwidth. The eﬀect of ﬁltering is also shown when a high
number of poles (3+20) is used. (c)(f) full rank and rank 11 are shown.
DR poles number noise (SNR) θ degree κ(A)
1+8 - 0.0401 4.6326e+05
1+8 (reduced bw) - 0.2470 2.4275e+04
10 - 0.2471 3.8068e+05
1+10 - 0.0100 8.5754e+05
2+10 - 0.0059 1.4348e+06
3+20 - 0.00062 8.7480e+07
3+20 rank 11 - 0.9302 1.2895e+04
1+8 30dB 3.6954 4.6423e+05
1+8 (reduced bw) 30dB 3.7033 2.4325e+04
10 30dB 3.7048 3.8148e+05
1+10 30dB 3.6953 8.5933e+05
2+10 30dB 3.6951 1.4378e+06
3+20 30dB 3.6946 8.7662e+07
3+20 rank 11 30dB 3.8118 1.2895e+04
Table 6: Noise eﬀect on projection angle and condition number using several
number of poles and appropriate bandwidth. The eﬀect of ﬁltering is also shown
in the case of 3+20 poles
In ﬁg. 12 it is shown that using diﬀusive representation with a small con-
dition number and a small projection angle (for example 2+10 in table 6), it
is possible to recover the shape of theoretical DS. In order to do that, several
discrete diﬀusive symbols geometrically displaced are inferred, then those dif-
fusive symbols are interpolated, eq. (10), and ﬁnally, all those interpolated DS
are drawn together.
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Figure 12: 7 diﬀusive symbols of 2+10-poles DR, geometrically displaced 7
times, recovering theoretical Cole-Cole diﬀusive symbol shape.
3.2.3 Other Contours
Fig. 13-(a) shows a diﬀusive symbol of 11 poles DR using several contours eq. (3).
It can be seen in ﬁg. 13-(b) that, there is not any signiﬁcant improvement in
transfer function by using other diﬀerent contours of −|ξ|. Moreover, calculus
complexity is greater and relative error becomes greater as contour approaches
to imaginary axes. In table 7, it is also shown that although condition number
improves, projection angle between diﬀusive representation and theoretical out-
puts gets worse. Therefore, in thermal systems, since poles are expected to be
found on negative real axis, contour over negative real axis is used in this work
simulations.
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Figure 13: (a) Interpolated diﬀusive symbols module of 1+10-poles DR using
diﬀerent contours. (b) Transfer function relative error using 1+10-poles DR
with diﬀerent contours
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DR poles number Contour θ degree κ(A)
1+10 -1 0.0100 8.5754e+05
1+10 e−5i/6 9.8682 6.3755e+05
1+10 e−3i/4 14.6439 4.4843e+05
1+10 e−4i/6 18.7653 2.8468e+05
Table 7: Diﬀusive representation of 1+10 poles: projection angles and condition
numbers using diﬀerent contours
3.3 Diﬀusive Representation of an Ideal Sphere Heat Trans-
fer Model
The laboratory data shown in sec. 4 are obtained by simulating two Martian
wind velocities of 0.3 and 0.8 m/s over the spherical anemometer prototype
presented in sec. 1 into an hypobaric chamber [14]. This laboratory data is
sampled for 104s, and sample time is 0.05s. In this numerical example, an
PRBS input of the same duration and sample time is applied to one sensor
under the same diﬀerent wind velocities of 0.3 and 0.8 m/s. Therefore, response
can be correctly approximated only in the frequency band:[
2pi
tK
,
2pi
2max{∆tk}
]
=
[
6.28 · 10−4, 6.28 · 10+1] (51)
3.3.1 Ideal Sphere Simulation by Using Finite Diﬀerences Model
In order to obtain time response of ISTQM, an ideal sphere numerical simulation
is performed using ﬁnite diﬀerences model (FD) [11]. For this model, the sphere
is divided into I spherical slices of thickness ∆r. The radius of each slice is de-
ﬁned by ri = (I0+i)∆r where I0 = r1/∆r and 0 6 i 6 I, the elementary surface
is Si = 4pi∆r
2(I0+i)
2, the elementary thermal resistanceRi = 1/4piλ∆r(I0+i)
2,
and the elementary thermal capacity Ci =
4
3pi∆r
3[3(I0 + i)
2 + 14 ]ρc.
Considering each slice as the elementary cell shown in ﬁg. 14, temperature
is governed by:
dTi
dt
=
1
RiCi
(Ti−1 − 2Ti + Ti+1) (52)
Figure 14: Scheme of an elementary cell
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Since the sphere is immersed into diﬀerent air ﬂows, outer resistance is re-
placed by corresponding convective thermal resistance, Rh, and connected to
room temperature, Tr. Therefore, since inner temperature Tin(t) is observed
while power ﬂux is applied to the sphere inner surface Pin(t), the ideal sphere
state-space representation using ﬁnite diﬀerences is:{
x˙s = Asxs +BsPin(t)
Tin(t) = Csxs
(53)
where xs = [T0, T1, · · · , Ti, · · · , TI−1, Tr], Cs = [1, 0, · · · , 0],
Bs =
6a
∆r2

1
4piλ∆r(3I20+
1
4 )
0
...
0
 (54)
and the non-null elements of matrix As are:
As(i, i− 1) = a∆r2 (I0+i)
2
(I0+i)2+
1
12
2 6 i 6 I − 1
As(i, i) =
a
∆r2
(I0+i)
2+(I0+i+1)
2
(I0+i)2+
1
12
2 6 i 6 I − 1
As(i, i+ 1) =
a
∆r2
(I0+i+1)
2
(I0+i)2+
1
12
2 6 i 6 I − 1
(55)

As(1, 1) = − a∆r2 (I0+1)
2
I20
2 +
I0
2 +
1
24
, As(1, 2) =
a
∆r2
(I0+1)
2
I20
2 +
I0
2 +
1
24
As(I, I − 1) = 2a∆r2 (I0+I)
2
(I0+I)2− (I0+I)2 + 112
,
As(I, I) = − 2a∆r2 (I0+I)
2
(I0+I)2− (I0+I)2 + 112
− 2a
∆r34piλRh[(I0+I)2− (I0+I)2 + 112 ]
,
As(I, I + 1) =
2a
∆r34piλRh[(I0+I)2− (I0+I)2 + 112 ]
,
(56)
3.3.2 Diﬀusive Representation Identiﬁcation
Martian atmosphere is 95.32% CO2 and average temperature is about minus
60◦C. Therefore, the Holman table for CO2 at minus 53◦C (220◦K) [12] is used
to compute the convective heat transfer coeﬃcients, eq. (29). Convective heat
transfer coeﬃcients vary with temperature and pressure, but only an approxi-
mate value is needed for this work.
Moreover, since the ideal sphere diﬀers from the complex anemometer proto-
type, some physical parameters of the theoretical silver sphere (43), are changed
to obtain frequency response similar to that in the laboratory (ﬁg. 33). For ex-
ample, since the laboratory sphere prototype is split into two/three hemispheres,
39
the ideal sphere radius may be smaller. Then, the outer radio is reduced to 3.5
mm, and the inner radio is conﬁned to 0.5 mm since laboratory sensor/heaters
does not cover all the hemisphere inner surface. With this outer radio, convec-
tive heat transfer coeﬃcients, hw, are approximated to 20 W/m
2K under 0.3
m/s wind velocity, and 32 W/m2K under 0.8 m/s wind velocity. Moreover, since
there is a thermal barrier (thermal-conductance paste of thermal conductivity
3.4 Wm−1K−1) and several discontinuities between sensor/heater and inner
surface of hemispheres, the ideal sphere thermal conductivity is divided by 150.
Setting these new parameters,
rin = 0.5 · 10−3 m
rout = 3.5 · 10−3 m
λ = 2.86 Wm−1K−1
ρ = 10.49 · 103 kg m−3
c = 0.24 · 103 J kg−1K−1
a = 1.136 · 10−6 m2s−1
(57)
, transfer function response obtained from thermal quadrupole model under
two winds of 0.3 m/s and 0.8 m/s (ﬁg. 15, magenta-blue and green-yellow, re-
spectively) are close to that obtained in the laboratory (ﬁg. 33).
Using ﬁnite diﬀerences model described in 3.3.1, it is possible to compute
thermal time response from the ideal sphere, which is needed to obtain its
diﬀusive representation. This ideal sphere ﬁnite diﬀerences model (ISFDM) is
veriﬁed comparing its thermal impedance transfer function frequency response
with the ISTQM transfer function frequency response obtained in eq. (33). Bode
plots from ﬁnite diﬀerences model (solid lines) and from thermal quadrupole
model transfer function (dashed lines), eq. (33), are shown in ﬁg. 15. As it
can be seen, frequency response using both models is quite similar. Two wind
velocities of 0.3 and 0.8 m/s are simulated, and the sphere is divided into 500
slides to compute ﬁnite diﬀerences model. The ISTQM frequency response when
instead of wind there is a heat sink is also shown in dotted red. In this case,
frequency response only depends on sphere parameters.
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Figure 15: Frequency response of adapted theoretical sphere under two Mar-
tian winds of 0.3 m/s (magenta and blue) and 0.8 m/s (green and yellow). Us-
ing ﬁnite diﬀerences model (solid lines) and ISTQM thermal impedance transfer
function (dashed lines). Frequency response is also presented when there is a
heat sink over the sphere surface, in dotted red line.
Theoretical diﬀusive symbol deltas from this adapted ISTQM under two
diﬀerent Martian wind velocities are computed and shown in ﬁg. 16 and table
8. As expected, the lower frequency pole for each wind velocity has a diﬀerent
value whereas the other poles have similar values for the two wind velocities.
10-2 10-1 100 101 102
Frequency (rad· s -1)
0.2
0.4
0.6
0.8
1
1.2
In
te
rs
ec
tio
n 
po
in
t
(a) Diffusive symbols deltas
Figure 16: Theoretical diﬀusive symbol deltas of adapted ISTQM under two
diﬀerent Martian wind velocities. In magenta, 0.3 m/s wind velocity, and in
green, 0.8 m/s wind velocity.
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wind 0.3 m/s wind 0.8 m/s
Freq. (ω) Itersection Freq. (ω) Itersection
0.00679 0.236 0.01089 0.302
1.941 0.993 1.944 0.999
5.967 0.679 5.970 0.682
12.322 0.497 12.325 0.499
21.096 0.388 21.099 0.389
32.360 0.316 32.363 0.317
46.029 0.267 46.031 0.267
62.212 0.230 62.215 0.231
Table 8: Frequency and intersection point values, eq. (42), from the theoretical
diﬀusive symbol deltas of adapted ISTQM under two diﬀerent Martian wind
velocities
As it has been done before in ﬁg. 12, in ﬁg. 17-(b) 20 displaced interpolated
diﬀusive symbols of adapted ISFDM 10-poles DR are plotted to recover the
theoretical diﬀusive symbol shape, using 0.3 m/s wind velocity in magenta and
0.8 m/s wind velocity in green.
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Figure 17: 20 DS of 10-poles DR, 20 times displaced. In magenta from ISFDM
of 0.3 m/s wind velocity and, in green, from ISFDM of 0.8 m/s wind velocity.
In this ﬁg.17(b), which should represent the theoretical diﬀusive symbol, it
can be seen that there is a bell-shape curve instead of the expected delta value
at the theoretical diﬀusive symbol ﬁrst pole. This is because when ﬁrst pole of
the theoretical diﬀusive symbol is not matched by one pole of the approximated
diﬀusive symbol this pole is replaced by a linear combination of the nearest
poles, given this bell-shape to DS reconstructed curve using approximated dif-
fusive symbols. This eﬀect is referable to the ﬁltering eﬀect of the diﬀusive
representation shown in sec. 2. In appendix I, it is shown how it is possible to
ﬁnd this isolated pole by means of the diﬀusive representation. On the other
hand, the other poles, which are closer to each other, have a higher correlation
between them and they appears as the tail of the Cole-Cole diﬀusive symbol
shown in sec. 3.2. Therefore, the shape of the theoretical diﬀusive symbol re-
covered in ﬁg. 17-(b) with the approximated diﬀusive symbols seems reasonable.
In ﬁg.17(b), the lowest projection angle diﬀusive symbol (TLADS) is pointed in
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diﬀerent colours from each wind velocity. This lowest projection angle tends to
identify the best DS, and therefore, the best poles choice to perform DR. Notice
that, since correlation in the pseudoinverse matrix is high, as it has been seen
in sec. 3.2, there is also some correlation of approximated isolated pole with the
other poles.
3.3.2.1 Frequency Response Analyse
In ﬁg.17, the lowest projection angle diﬀusive symbol (TLADS) from 0.3 m/s
wind velocity is marked in red and from 0.8 m/s wind velocity in black. As
we have seen in sec. 3.2.2, the lower projection angle along with the condition
number indicates a better approximation to the theoretical diﬀusive symbol. As
expected, one pole of each TLADS is close to the top of the bell-shape curve in
ﬁg. 17. This is not exactly on the top of the bell-shape curve since as we have
seen before there is some correlation with the other poles. Figs. 18-(a)(b) show
how frequency response of diﬀusive representation using TLADS (dashed lines)
matches with frequency response of ﬁnite diﬀerences (solid lines). In ﬁg. 18-(c)
dashed lines, relative error of DR transfer function using TLADS is shown. In
ﬁg. 18-(c) dotted lines, relative error is also shown using the diﬀusive symbol
one position to the right from TLADS in ﬁg. 17. It can be seen that relative
error is worse in this case.
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Figure 18: (a)(b): frequency response of diﬀusive representation using TLADS
(dashed lines) and ﬁnite diﬀerences (solid lines). (c)(solid lines): relative er-
ror between DR transfer function using TLADS and ISFDM transfer function.
(c)(dashed lines): relative error between DR transfer function using diﬀusive
symbol 1 positon to right from TLADS in ﬁg. 17 and ISFDM transfer funtion.
On the other hand, in ﬁg. 19, it is shown that, if the chosen diﬀusive symbol
is the diﬀusive symbol displaced two points to the left from TLADS in ﬁg. 17,
relative error is improved. This is because at lower frequencies pseudoinverse
matrix has a lower condition number which improves the identiﬁcation problem,
as it has been seen in sec. 3.2.2. However, if the diﬀusive symbol keeps moving
leftwards, relative error worsens again (ﬁg. 18-(c) dotted lines). Therefore, to
choose TLADS to perform DR may be good enough.
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Figure 19: Relative error transfer function if the chosen diﬀusive symbol is 2
positions to the left from TLADS (in dashed lines) and 5 positions to left from
TLADS (in dotted lines).
In order to choose a proper number of poles, as it has been done in sec. 3.2.2,
DR transfer functions using diﬀusive symbols with a diﬀerent number of poles
are computed. Relative error between those transfer functions and theoretical
transfer function is also computed and shown in ﬁgs. 20-(c) and 21. As it
can be seen, using from 6 to 12 poles without pseudoinverse truncation, DR
transfer function relative errors are quite similar. However, using 8 poles seems
to have a lower relative error than using another number of poles. As it has
been seen before, if a greater number of poles without pseudoinverse truncation
is used to compute DR, relative error worsens. On the other hand, if more
than 6-12 poles are used applying truncation the result will not be improved
since pseudoinverse truncation removes contribution of highly correlated poles.
Therefore, in this work, unless otherwise stated, truncation is not used in the
identiﬁcation problem. Moreover, in our next simulations, DR of appropriate 8
poles, which presents a lower transfer function relative error, is used. These 8
poles are geometrically spaced with a scale ratio of 5.
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Figure 20: (a)(b): frequency response of diﬀusive representation using TLADS
(dashed lines) and ﬁnite diﬀerences (solid lines). (c)(dashed lines): relative
error between the transfer function using 10-poles DR and the ISFDM transfer
function. (c)(dotted lines): relative error between the transfer function 8-poles
DR and the ISFDM transfer function.
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Figure 21: In red and black dashed lines: relative error between transfer function
using 10-poles DR and ISFDM transfer function. In magenta and green dashed
lines: relative error between transfer function using 12-poles DR and ISFDM
transfer function. In magenta and green dotted lines: relative error between
transfer function using 6-poles DR and ISFDM transfer function.
As it happens in sec. 3.2 relative error of DR transfer function increases
greatly at high frequencies, from about one decade before the highest frequency
of bandwidth where transfer function can be correctly approximated (6.28 ·
10+1 rad·s−1), eq. (51). This behaviour can be seen in ﬁgs. 20 and 21. If
sample time is lower, it is possible to increase the bandwidth where transfer
function is correctly approximated. For example, if sample time is reduced one
decade, bandwidth is increased one decade at high frequencies. This is shown in
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ﬁg. 23, where the sample time used is 0.005s. In ﬁg. 22(b), interpolated diﬀusive
symbols are shown, and TLADSs are drawn in red and black dots. In those
TLADSs, in contrast to ﬁg.17, a bulge between 1 and 10 rad·s−1 is appreciated,
corresponding to the poles in that frequencies shown in ﬁg. 16. Those TLADSs
were used in the diﬀusive representation whose frequency response is plotted in
ﬁg. 23. As it can be seen, concordance of diﬀusive representation with ﬁnite
diﬀerences model is quite good in an extended bandwidth.
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Figure 22: 20 DS of 10-poles DR, 20 times displaced using lower sample time
than in ﬁg.17. In magenta from ISFDM of 0.3 m/s wind velocity and, in green,
from ISFDM of 0.8 m/s wind velocity.
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Figure 23: (a)(b)(solid lines): frequency response of ﬁnite diﬀerences as a refer-
ence. (a)(b)(dashed lines): frequency response of diﬀusive representation using
TLADS obtained from ISFDM with lower sample time than in ﬁg. 20. (c): rela-
tive error between transfer function of 10-poles DR, obtained with lower sample
time, and ISFDM transfer function.
Although using lower sample time gives better results, in the next numerical
examples, laboratory data bandwidth is used to be consistent with laboratory
simulations.
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3.3.3 8-Poles Diﬀusive Representation of Two ISFDMs with Diﬀer-
ent Physical Parameters
In this section, 8-poles DR of two ideal spheres with diﬀerent physical parame-
ters are identiﬁed from ISFDM and their responses are simulated. One sphere,
which is used as a reference, has the parameters shown in (57), and the other
sphere has the same parameters but with twice conductivity, λ = 5.72. In
ﬁg. 24-(b) it is shown that diﬀusive symbols obtained from the two spheres are
diﬀerent at high frequencies, but quite similar at low frequencies.
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Figure 24: Diﬀusive symbols of 8-poles DR from two diﬀerent ISFDM and under
two wind velocities. In magenta: reference sphere under wind velocity of 0.3
m/s; In cyan: sphere with twice conductivity under wind velocity of 0.3 m/s. In
green: reference sphere under wind velocity of 0.8 m/s; In yellow: sphere with
twice conductivity under wind velocity of 0.8 m/s.
3.3.3.1 Frequency Response
Thermal impedance frequency response computed from the 8-poles DR is shown
in ﬁg. 25. It can be seen that there is high correspondence with the interpolated
diﬀusive symbols in ﬁg. 24-(b). It is noticed that, in this case, diﬀerence in
Bode plots between the two spheres are due to the diﬀerences between their re-
spective diﬀusive symbols at high frequencies, from approx 1 rad/s onwards. At
lower frequencies diﬀusive symbols are equal and therefore this part of diﬀusive
symbols does not result in changes on frequency response. In ﬁg. 25-(c) relative
error of this 8-poles DR transfer function an their respective ISFDM theoretical
transfer function is also shown.
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Figure 25: (a)(b) frequency response of 8-poles DR transfer function from two
diﬀerent ISFDM and under two wind velocities. In magenta: reference sphere
under wind velocity of 0.3 m/s; In cyan: sphere with twice conductivity under
wind velocity of 0.3 m/s. In green: reference sphere under wind velocity of
0.8 m/s; In yellow: sphere with twice conductivity under wind velocity of 0.8
m/s. (c), relative error between this frequency response and theoretical ISFDM
frequency response.
3.3.3.2 Open Loop Time Response
In addition to frequency response of transfer function obtained by means of DR,
time response is also computed here. This is done by programing in Simulink R©
the block diagram shown in ﬁg. 1. Fig. 26 shows that concordance between real
outputs of ISFDM and computed outputs of 8-poles DR of this ISFDM is quite
good as expected.
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(b) Reference SFDM - PRBS time response detail
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(d) Higher conductivity SFDM - 
PRBS time response detail      
Figure 26: Comparison between real outputs of ISFDM and computed outputs
by means of 8-poles DR of this ISFDM.
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3.3.3.3 Closed Loop Time Response
Laboratory anemometer operates in constant temperature anemometer mode
(CTA), i.e. a heater-sensor in contact with air ﬂow is heated at constant tem-
perature above the environment air temperature by means of control electronics.
Thus, the power going into the heater is related to the velocity of the air. In
order to do this, a sigma-delta topology called thermal sigma-delta modulation
has been employed with excellent results [2, 8, 16]. In this approach, the closed
feedback loop includes the heater-sensor as part of the sigma-delta converter
topology (see ﬁg. 27).
Figure 27: Thermal sigma-delta closed loop control
Thermal domain in ﬁg. 27 is replaced by ISFDM to perform closed loop
simulation using ﬁnite diﬀerences, and by 8-poles DR of this ISFDM to perform
closed loop simulation using diﬀusive representation. In this way, the results
using these two approaches can be compared. In ﬁg. 28 it is shown how this
thermal domain box is replaced by the diﬀusive representation model (ﬁg. 1).
Initial conditions, eq. (7), are also included as impulse response.
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Figure 28: Thermal sigma-delta closed loop control replacing thermal sphere by
diﬀusive representation. Inside the dashed box initial conditions are included
as impulse response
Closed loop simulation is performed keeping ∆ Temp = 8K, using 1kHz clock
frequency. The power injected to the heater (equivalent control) is computed
by averaging 50 consecutive sampling periods in the case of ISFDM and 5000 in
the case of diﬀusive representation. In ﬁg. 29, it is shown that closed loop time
response matches quite well in the two cases. It is also shown that, equivalent
control, once control surface is reached, changes more quickly in the case of
reference sphere (b) than in the case of the higher conductivity sphere (d),
although control surface (∆ Temp = 8K) is reached ﬁrst in the case of the
reference sphere (a) than in the case of the higher conductivity sphere (c). The
transitions of ﬁg. 30 are shown in more detail in ﬁg. 29. These simulations starts
with initial conditions to 0.
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(b) Reference SFDM closed loop response
SFDM, wind 0.3 m/s
8 poles DR, wind 0.3 m/s
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(c) Higher conductivity -    
SFDM closed loop response    
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(d) Higher conductivity -    
SFDM closed loop response    
SFDM, wind 0.3 m/s
8 poles DR, wind 0.3 m/s
Figure 29: Closed loop response with initial conditions to 0. (a)(b): ∆-
temperature evolution under 0.3 m/s wind velocity, from reference sphere (a)
and from the higher conductivity sphere in (b). (b)(d): evolution of the equiv-
alent control under 0.3 m/s wind velocity, from reference sphere (a) and from
the higher conductivity sphere in (d). In red, from ISFDM. In magenta and
cyan from 8-poles DR. Equivalent control is computed by averaging 50 consec-
utive sampling periods in the case of ISFDM and 5000 in the case of diﬀusive
representation using 1kHz clock frequency
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(b) Reference SFDM closed loop response detail
SFDM, wind 0.3 m/s
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(c) Higher conductivity -           
SFDM closed loop response detail
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(d) Higher conductivity - 
SFDM closed loop response detail
SFDM, wind 0.3 m/s
8 poles DR, wind 0.3 m/s
0 0.5 1
0
0.2
0.4
0.6
0.8
1
∆
Te
m
p 
[K
]
85 90 95 100 105
Time [s]
7.6
7.7
7.8
7.9
8
(a) Reference SFDM closed loop response detail
SFDM, wind 0.3 m/s
8 poles DR, wind 0.3 m/s
Figure 30: Transition details of closed loop response. (a)(b): ∆ temperature
evolution under 0.3 m/s wind velocity, from reference sphere (a) and from the
higher conductivity sphere in (b). (b)(d): evolution of the equivalent control
under 0.3 m/s wind velocity, from reference sphere (a) and from the higher
conductivity sphere in (d). In red, from ISFDM. In magenta and cyan from 8-
poles DR. Equivalent control is computed by averaging 50 consecutive sampling
periods in the case of ISFDM and 5000 in the case of diﬀusive representation
using 1kHz clock frequency
Fig. 31, also shows closed loop time response under 0.8 m/s wind velocity. In
(b), in dashed green line, equivalent control is drawn from 8-poles DR of ISFDM
under 0.8 m/s wind velocity and reference sphere, with initial conditions to 0.
In red, equivalent control is drawn from ISFDM, from 0 to 300s under 0.3
m/s wind velocity, and from 300s to 500s under 0.8 m/s wind velocity. Wind
velocity changes at 300s, and initial conditions at this point, for ISFDM are the
temperatures in each elementary cell (ﬁg. 14). The same representation as in
red is done in magenta for 8-poles DR, except that in this case initial conditions
are unknown. The drawback here is that diﬀusive representation provides a
diagonalised version of thermal operators under each wind velocity, and therefore
the values of the state variables are lost. Then, initial conditions should be
obtained from ﬁttings of experimental measures. However, surprisingly in this
case, using state variables of the previous wind velocity as initial conditions, the
curve is matched with the ISFDM curve. (b) also shows in green, the closed loop
response from 8-poles DR but always under 0.8 m/s wind velocity, to check that
close loop response tends to the same stationary value when the approximated
initial conditions are used. In (d), the same is done, but in the case that ideal
sphere has twice conductivity.
52
100 150 200 250 300 350 400
Time [s]
5.5
6
6.5
7
7.5
8
8.5
∆
Te
m
p 
[K
]
(a) Reference SFDM closed loop response
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(b) Reference SFDM closed loop response
SFDM, wind 0.3 m/s, in 300s change to wind 0.8 m/s
8 poles DR, wind 0.3 m/s, in 300s change to wind 0.8 m/s
8 poles DR, wind 0.8 m/s
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(c) Higher conductivity -    
SFDM closed loop response    
SFDM, wind 0.3 m/s, in 300s change to wind 0.8 m/s
8 poles DR, wind 0.3 m/s, in 300s change to wind 0.8 m/s
8 poles DR, wind 0.8 m/s
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(d) Higher conductivity -    
SFDM closed loop response    
SFDM, wind 0.3 m/s, in 300s change to wind 0.8 m/s
8 poles DR, wind 0.3 m/s, in 300s change to wind 0.8 m/s
8 poles DR, wind 0.8 m/s
Figure 31: Closed loop response from 0 to 300s, with wind velocity 0.3 m/s
(except for green and yellow colours that starts with wind velocity 0.8 m/s)
and initial conditions to 0. And closed loop response from 300s to 600s, with
wind velocity 0,8 m/s and initial conditions from previous wind velocity state.
(a)(b): ∆ temperature evolution under 0.3 m/s wind velocity from 0 to 300s
and then wind velocity is changed to 0.8 m/s, from reference sphere (a) and
from the higher conductivity sphere in (b). (b)(d): evolution of the equivalent
control under 0.3 m/s wind velocity and then changed to 0.8 m/s wind velocity
at 300s, from reference sphere (a) and from the higher conductivity sphere in
(d). In red, from ISFDM. In magenta and cyan from 8-poles DR. In green and
yellow from 8-poles DR, but always under 0.8 m/s wind velocity, to check that
close loop response tends to the same stationary value when the approximated
initial conditions are used. Equivalent control is computed by averaging 50
consecutive sampling periods in the case of ISFDM and 5000 in the case of
diﬀusive representation using 1kHz clock frequency
4 8-Poles Diﬀusive Representation from Labora-
tory Data
4.1 8-Poles Diﬀusive Symbol from Laboratory Data
The laboratory thermal anemometer consists of a hollow silver sphere split in two
hemispheres separated by a PCB board. Each hemisphere has a sensor/heater
attached to its internal surface and the PCB board places a sensor/heater in
the core of the sphere. A PRBS of 104s and sample time 5 · 10−2s is applied
to one heater of one hemisphere of the laboratory sensor while it is under two
diﬀerent wind velocities, 0.3 m/s and 0.8 m/s. Therefore, the bandwidth where
this system can be correctly identiﬁed is:[
2pi
tK
,
2pi
2max{∆tk}
]
=
[
6.28 · 10−4, 6.28 · 10+1] (58)
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This PRBS is applied to one heater of one hemisphere when the other sen-
sor/heaters are disconnected (other heaters OFF) and when the other heaters
are kept to a higher constant temperature of ∆Temp=8.3K (other heaters
ON). The conﬁguration with all the heaters ON is that actually used when
the anemometer is running. The diﬀusive symbols obtained in these two cases
are presented in ﬁg. 32. It can be seen in ﬁg. 32 that the diﬀerences between
DSs are at low frequencies, where convection phenomena are present, while, at
high frequencies, where conduction phenomena are present, DSs are practically
immutable.
10-2 100 102
Frequency (rad· s -1)
0
100
200
300
400
500
600
700
η
(ξ)
k 
[K
/J]
(a) Diffusive symbols from laboratory data
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(b) Interpolated diffusive symbols from laboratory data
TLADS 8 Poles DR, wind 0.3 m/s
TLADS 8 Poles DR, wind 0.8 m/s
Figure 32: 8 diﬀusive symbol displaced 20 times obtained from laboratory sensor
data under two winds of 0.3 m/s (magenta and cyan) and 0.8 m/s (green and
yellow), when the other heaters are OFF (magenta and green) and when the
other heaters are ON (cyan and yellow). TLADs are plotted in diﬀerent color
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4.2 Frequency Response
Using TLADSs obtained in previous section, 8-poles DR is performed and its
frequency response drawn in ﬁg. 33. In these Bode plots, as in previous section
from interpolated DSs (ﬁg. 32-(b)), variations at low frequencies are patent,
whereas, at high frequencies, there is little variation. It is also patent that, these
Bode plots resemble those seen before from ISTQM and ISFDM, in sec. 3.3.
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(b) Laboratory thermal impedance
0.3 m/s, other heaters OFF
0.8 m/s, other heaters OFF
0.3 m/s, other heaters ON
0.8 m/s, other heaters ON
Figure 33: Frequency response transfer function from 8 diﬀusive representation
symbols obtained from laboratory sensor data under two winds of 0.3 m/s (ma-
genta and cyan) and 0.8 m/s (green and yellow), when the other heaters are
OFF (magenta and green) and when the other heaters are ON (cyan and yellow)
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4.3 Open Loop Time Response
In order to verify that TLADS 8-poles DR identiﬁed in the previous sections
describe correctly the laboratory system, outputs of the previous systems from
DR are computed. This is done by using these TLADS 8-poles DR in the DR
block diagram shown in ﬁg. 1 and coded in Simulink R© . These outputs are
drawn along with the output from laboratory data in ﬁg. 34. It is seen that DR
output and laboratory outputs are perfectly overlapped, which indicates that
the laboratory system is well identiﬁed.
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(b) Prototype heaters OFF - PRBS time response detail
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(d) Prototype heaters ON - PRBS time response detail
Figure 34: Laboratory output time response. And output time response TLADS
8-poles DR obtained from laboratory sensor data under two winds of 0.3 m/s
(magenta and cyan) and 0.8 m/s (green and yellow), when the other heaters
are OFF (magenta and green) and when the other heaters are ON (cyan and
yellow)
4.4 Closed Loop Time Response
The systems shown in the previous sections were also simulated in the labora-
tory in the closed loop sigma-delta (Σ − ∆) conﬁguration seen in sec. 3.3.3.3.
These simulations were done by using Σ −∆ clock frequency 20 kHz, and the
equivalent control power is computed by averaging power samples obtained from
1000 consecutive sampled periods.
Fig. 35 shows the case when one sensor/heater works in a closed loop sigma-
delta (Σ − ∆) conﬁguration, under two diﬀerent wind velocities, setting ∆
Temp=12K, the other heaters are disconnected, and zero initial conditions. In
blue and red, the temperature of the heater/sensor and the equivalent power
injected to this heater/sensor from laboratory data, and in green and magenta
their respective temperature and the equivalent power from the TLADS 8-poles
DR that was identiﬁed in the previous sections. The equivalent power in the
case of the identiﬁed TLADS 8-poles DR was computed by using Σ −∆ clock
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frequency 10 kHz, and by averaging 500 consecutive sampled periods. It can
be seen that curves match quite well, which shows that the identiﬁed TLADS
8-poles DR can be used to model an anemometer prototype in a close loop
conﬁguration.
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Figure 35: Closed loop Σ − ∆ when the other heaters are OFF. Comparison
between laboratory data and TLADS 8-poles DR
Fig. 36 shows the case when one sensor/heater works in a closed loop Σ−∆
conﬁguration, under two diﬀerent wind velocities, setting ∆ Temp=8.3K, while
the other sensor/heaters are connected in the same Σ − ∆ conﬁguration from
the beginning, and with zero initial conditions in the analysed sensor/heater.
This conﬁguration, with all the heaters ON, is the conﬁguration that is actually
used when the anemometer is running. In blue and red, the temperature of
the heater/sensor and the equivalent power injected to this heater/sensor from
laboratory data, and in yellow and blue their respective temperature and the
equivalent power from the TLADS 8-poles DR that was identiﬁed in the previous
sections. The equivalent power in the case of the identiﬁed TLADS 8-poles DR
was computed by using Σ − ∆ clock frequency 10 kHz, and by averaging 500
consecutive sampled periods. It can be seen again that curves match quite well,
which shows that the identiﬁed TLADS 8-poles DR can be used to model an
anemometer prototype in a close loop conﬁguration.
Figure 36: Closed loop Σ − ∆ when the other heaters are ON. Comparison
between laboratory data and TLADS 8-poles DR
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5 Results
In order to check the suitability of diﬀusive representation to model an spheri-
cal thermal anemometer, an ideal sphere thermal quadrupole model (ISTQM)
and its ﬁnite diﬀerence model (ISFDM) have been developed. This ideal sphere
thermal model and the Cole-Cole transfer function have been identiﬁed and
their state realisation have been performed by means of diﬀusive representation
(DR). It has been concluded that the choice of number of poles and their po-
sition strongly inﬂuence the identiﬁcation problem. The poles used to perform
DR state realisation from an observable should cover observable bandwidth and
do not extend far away from this bandwidth, especially at high frequencies.
Except that, at low frequencies, using one or two poles beyond the bandwidth
can stabilise the identiﬁcation problem. In our simulations one extra pole was
enough to do that. It was found that the appropriate number of poles inside
bandwidth should be geometrically spaced with a scale ratio between 2 and 10.
Optimal results were found with a scale ratio between 3 and 6. For laboratory
simulations a scale ratio of 5 has been chosen, using in total 8 poles. Increas-
ing the number of more poles and pseudoinverse truncation (ﬁltering) does not
improve the results and more poles than needed are used. This option will be ac-
ceptable in the case that poles position were unknown and diﬃcult to place since
ﬁltering will remove correlated poles. Moreover, PRBS input signal has been
analysed and has proved to be a good input signal to the identiﬁcation problem,
especially in the presence of noise. Finally, identifying 8-poles DR model and
performing open loop and closed loop time response, an excellent concordance
is achieve between diﬀusive representation model and both theoretical models
and laboratory data.
6 Conclusions and Future Development
The major drawback of the identiﬁcation problem by means of diﬀusive repre-
sentation is that it is often a highly ill-conditioned problem. In this work it is
shown how it is possible to achieve good results avoiding somehow ill-conditioned
situations. It is shown that with a low number of poles, in our case 8 poles geo-
metrically spaced by a scale ratio of 5, it is possible to obtain a very acceptable
diﬀusive representation model of the spherical anemometer prototype designed
by The Micro and Nano Technologies research group of Universitat Politècnica
de Catalunya. This model, together with the other theoretical ideal models pre-
sented here, can be useful to describe this spherical anemometer and improve
its time response and bandwidth.
In the future, ﬁnding a method to set initial conditions when the wind veloc-
ity changes and obtaining a time variant version of the models presented here,
might be useful and present interesting results.
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Budget
In collaboration agreements, companies pay e8/h to trainees, although the cost
to the company may be more. Therefore, estimating that a fellow trainee costs
e12/h, and that 900 hours have been spent to develop this thesis, human re-
sources totalled e10.800.
The thesis has been conducted within the scope of the university, so that
the costs of copyright, literature consultations, Matlab R© license and tutorials
can be included in the price of the master enrolment, which is about e1.700.
In order to write the simulations and the thesis, an old laptop whose esti-
mated value is e300 has been used
In total, about e12,800 has been spent for this thesis.
Environment Impact
Although this research causes environmental costs like paper, computers or elec-
tricity, using this method it is possible to obtain reduced models of anemometers
with less computational cost. Thereby, in future, this method may result in time
reduction and hardware costs to design and manufacture sensors compared with
other models, which will result in positive environmental impact.
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Appendix I: How to Find an Isolated Pole by Means of
Diﬀusive Representation
In ﬁg.37 and table 9, intersection points of curves (42) are shown, for two wind
velocities of 0.3 and 0.8 m/s (theoretical convective heat transfer coeﬃcients,
h, 21.89 W/m2K and 33.76 W/m2K respectively). In ﬁg.37, inside the black
circle it can be seen that the ﬁrst intersection point is diﬀerent for each wind
velocity. However, the other intersection points are quite similar between the
two velocities2. It is remarkable that the tangent function does not depend on
the wind convection, which is also patent in (42)
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Figure 37: Intersection points of curves in eq. (42) for two winds
wind 0.3 m/s wind 0.8 m/s
Freq. (ω) Y Freq. (ω) Y
0.004971 0.3231 0.007616 0.4073
0.7188 0.7097 0.7208 0.7176
2.289 0.4526 2.291 0.4563
4.823 0.3225 4.825 0.3249
8.348 0.2484 8.35 0.2502
Table 9: Intersection point values of curves in eq. (42) for two winds
2the intersection points due to inﬁnite tangent values are not taken into account.
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As we have done before in sec. 3.2.2-(ﬁg. 12) we can use 7 displaced diﬀusive
symbols of 10-poles DR to try to recover the diﬀusive symbol shape. These
diﬀusive symbols are shown in ﬁg. 38. It can be seen that around the ﬁrst
intersection point frequency there is a bell-shape curve made of the diﬀusive
symbols, instead of a delta. This is because when the ﬁrst intersection point
frequency is not matched a linear combination of nearby frequency poles is used
to rebuild the value of that intersection point. As expected, bell width decreases
when the number of poles is increased. However, it is not possible to increase
the number of poles to recover the deltas since, as we have seen before in sec. 3.2,
with more than ten poles the correlation between frequencies makes the diﬀusive
symbol oscillate and the curve shape continuity is lost.
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Figure 38: 7 diﬀusive symbols of 10-poles DR displaced 7 times. Diﬀusive
symbols with a lower projection angle between real and approximate trajectories
are painted: in blue for 0.8 wind velocity and in black to 0.3 wind velocity
Diﬀusive symbols with lower projection angle between real an approximate
trajectories are painted with a diﬀerent colour in ﬁg. 38. Values of discrete DS
surrounding the higher value should be close to 0 and it does not happens. In
order to check the ﬁrst delta position, in ﬁg. 39 a pole is placed exactly in the
theoretical delta shown in table 9 and it is observed if the nearest poles have
a value close to zero. Fig. 39 shows the case in which the ﬁrst intersection
point frequency is chosen and the other poles are placed geometrically spaced
from that. Using this approach the ﬁrst delta is recovered, it can be seen that
surrounding the ﬁrst delta frequency the diﬀusive symbol is almost zero. For
frequencies higher than 10−1 rad/s, the contribution of the other deltas also
appears. At those high frequencies the same poles for the two wind velocities
are chosen to show that the two diﬀusive symbols are almost identical.
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Figure 39: Interpolated diﬀusive symbols computed one pole being the ﬁrst
intersection point frequency from table 9 surrounded by other geometrically
scaled random poles until completing 11 poles
Notice that the value of interpolated DS at delta pole for 0.8 m/s wind ve-
locity is smaller than the value of interpolated DS at delta pole for 0.3 m/s
wind velocity due to interpolation, since at high frequencies, interpolation re-
duction is bigger. In ﬁg. 40, where the diﬀusive symbols are not interpolated, it
is shown that the value at DS delta pole for 0.8 m/s wind velocity is actually a
little higher than the value at DS delta pole for 0.3 m/s wind velocity.
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Figure 40: Diﬀusive symbols computed using as pole the ﬁrst intersection point
frequency from table 9 surrounded by other geometrically scaled random poles
until completing 11 poles
Fig. 41 shows that when the nearest poles are brought closer to the delta
singularity, the value of the interpolated diﬀusive symbol grows in the delta
singularity whereas the other two nearest poles remain close to zero. That
shows that this singularity is very localised compared to other values of the
diﬀusive symbol. Again, this growth is due to interpolation since the closer the
poles are the higher the diﬀusive symbol is.
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Figure 41: Interpolated diﬀusive symbols computed using as pole the ﬁrst in-
tersection point frequency from table 9 surrounded by two close poles and other
geometrically scaled random poles until completing 11 poles
Diﬀusive symbols in ﬁg. 41 are shown in ﬁg. 42 without interpolation, be-
coming evident that the growth is due to interpolation. Moreover, it is also
shown that the values at singularity points decrease (compared with the values
at singularity points in ﬁg. 40) due to correlation with the nearest points which
in this case is greater.
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Figure 42: Diﬀusive symbols computed using as pole the ﬁrst intersection point
frequency from table 9 surrounded by two close poles and other geometrically
scaled random poles until completing 11 poles
Previous results suggest a method to ﬁnd singularities from ideal data since
the higher correlation from one isolated pole seems to aﬀect directly the closest
poles. This means singularity could be found moving three nearby geometrically
spaced poles along the bandwidth where it is expected to be, until recovering
a triangular shape with the value of DS at the base close to 0. This method
is shown in ﬁg.43, where several diﬀusive symbols without interpolation are
plotted near singularity. Therefore, singularity is found near the central pole
when it reaches a relative high value and the other two poles have similar values
and these values are near zero (See green line in ﬁg.43). Fig. 43 shows the values
of three nearby poles in diﬀerent positions, matching singularity in green, and
the other three colours displaced from singularity to the left. The central point
positions are labelled. It can also be seen that, when singularities are not
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matched, the singularity value is shared between the nearby poles according
to the correlation of DR identiﬁcation matrix. Moreover, the closest point to
singularity is higher than the other.
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Figure 43: Method to search theoretical delta singularity with three nearby
poles
The previous method suggest a simpliﬁed method to ﬁnd singularities with
only two nearby poles which would also reduce the correlation between them.
This method is shown in ﬁgs. 44 and 45 for 0.8 m/s wind velocity, which has
the isolated pole at 7.62 ·10−3 rad/s. The two poles are moved along bandwidth
where it is expected to ﬁnd the isolated pole whereas the other poles remain in
the same place, and the diﬀusive symbol is computed. The isolated pole would
be found where the two values of DS at these two poles change their sign. This
is found at 7.64 · 10−3 rad/s, the diﬀerence with the real position is for sure due
to the correlation between those and the other poles.
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Figure 44: Method to search delta singularity with two nearby poles
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Figure 45: Method to search delta singularity with two nearby poles. Pole found
near 7.64 · 10−3 rad/s.
Unfortunately, this method to ﬁnd isolated singularities is useless in the
laboratory since there are not isolated deltas as in ideal case. This is because
the convective heat transfer coeﬃcient, h, has a wide range of values depending
on the wind incidence over the sphere surface. Moreover, the laboratory sphere,
which is split in several sectors, is more complex than the ideal sphere.
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Glossary
Σ−∆: Sigma-delta.
CO2: Carbon dioxide.
DR: Diﬀusive representation.
DS: Diﬀusive Symbol.
PCB: Printed circuit board.
PRBS: Prseudorandom binary sequences.
ISFDM: Ideal Sphere ﬁnite diﬀerences model.
ISTQM: Ideal Sphere thermal quadrupole model.
TLADS: The lowest projection angle diﬀusive symbol.
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