We consider the resonant effects of chaotic fluctuations on a strongly damped particle in a bistable potential driven by weak sinusoidal perturbation. We derive analytical expressions of chaos-induced transition rate between the neighboring potential wells based on the inhomogeneous Smoluchowski equation. Our first-order analysis reveals that the transition rate has the form of the Kramers escape rate except for a perturbed prefactor. This modification to the prefactor is found to arise from the statistical asymmetry of the chaotic noise. By means of the two-state model and the chaos-induced transition rate, we arrive at an analytical expression of the signal-to-noise ratio ͑SNR͒. Our first-order SNR shows that chaotic resonance can correspond directly to stochastic resonance.
I. INTRODUCTION
Stochastic resonance ͑SR͒ is the phenomenon where a weak periodic signal is enhanced through the cooperative effect of noise in a nonlinear system ͓1͔. It is found in diverse fields such as physics ͓2͔, biology ͓3͔, and chemistry ͓4͔. Although SR arises in stochastic systems, similar amplification is found to occur in deterministic systems in chaos, with the appearance of a maximum signal-to-noise ratio ͑SNR͒ at a certain chaotic noise strength. This dynamical resonant behavior, with the role of noise substituted by chaos, is termed "chaotic resonance" ͓5-7͔.
Chaotic resonance ͑CR͒-according to various theoretical and experimental studies-can be produced in two ways: via intrinsic or extrinsic chaos ͓5,8͔. In the former case, the chaos is inherent within the dynamical system which evolves in a regime near a crisis ͓9͔. When the intermittent chaosinduced transition between two internal dynamic states becomes synchronized with an external weak periodic force, CR occurs. In the extrinsic case, chaos is supplied externally ͓5͔. It replaces the stochastic noise of conventional SR. As the chaotic fluctuations induce, with the weak periodic forcing, coherent transitions between the bistable states in the same manner as stochastic noise, CR results. This latter scenario was verified by Ippen et al. ͓5͔ through the replacement of white Gaussian noise in their overdamped Duffing equation with Ulam map dynamics. Their numerical studies have uncovered that, within experimental error, CR and SR are equal.
In this paper, we develop further insights into the correspondence between SR and CR when the chaotic noise is added externally. We construct a two-state model of a chaotic kicked particle in a bistable potential along with a slow sinusoidal perturbation. We first determine the rate equation that gives the transition time scale between the two states when the particle is driven solely by chaotic noise ͓10͔. The resulting analytical derivation of the Kramers escape rate for chaotic fluctuations is given in Sec. II. In Sec. III, we employ the theoretical approach of McNamara and Wiesenfeld ͓11͔ with the escape rate derived in Sec. II to investigate the phenomenon of CR through the characteristic quantity of SNR. We discuss the first-order SNR due to chaotic perturbation obtained in this section and make comparison with that of conventional SR. Section IV summarizes and concludes the paper.
II. CHAOS-INDUCED KRAMERS ESCAPE RATE
A. The chaotic kicked particle model Consider a simple model of a Brownian particle in a potential V͑x͒ subjected to periodic impulsive kick F n at a frequency of 1 / , with n being the discrete time stamp. The particle is, in addition, being acted upon by a viscous force. Then, the phase space trajectory of the Brownian particle ͑p n , x n ͒ can be described by the following quasistationary kicked particle ͑QKP͒ map in the strong friction regime ͓12͔
where =1−e −␥ , and ␥ is the damping constant. The scaling factor s 2 is the intensity of the noise. We express it as s 2 =4kT, with k being the Boltzmann constant and T the temperature. By taking the overdamped limit, the QKP map is simplified to the following form:
Gaussian ͓13͔. Employing ͗¯͘ to denote the expectation with respect to the invariant measure h͑¯͒ of the dynamics of G ͑N͒ , we have for all i and j,
͑6͒
where ␦ K ͑¯͒ is the Kronecker delta function.
The interest in a heat source out of iterates of Tchebyscheff maps stems from its ergodic, mixing, and chaotic nature. A map of order N possesses a positive Lyapunov exponent of ln N. By treating as a fluctuation time scale of the system, the Kolmogorov-Sinai entropy of the heat bath turns out to be ln N / , which approaches infinity as → 0, implying that a single fast chaotic degree of freedom is able to generate stochasticity ͓14͔. In this context of vanishing time scale, Tchebyscheff maps dynamics is able to induce Brownian motion in the case of free field ͓15͔. After all, determinism has not disappeared with the emergence of stochastic behavior. It has simply been relegated when the time scale is infinitesimally small. By increasing the interval between chaotic kicks, the predictability time scale of the system is raised and deterministic effects become more apparent ͓16͔. The physical consequence of such a change in time scale is addressed by our discrete-time model, which captures the deterministic correlations in the chaotic fluctuations.
A mathematically convenient feature of fluctuations from Tchebyscheff maps is that all their correlation properties are known ͓17͔:
where ͚ is the summation over all possible configurations ͑ 1 , ... , r ͒, with i = ± 1. Note that Eq. ͑6͒ is a special case of Eq. ͑7͒ and the first two correlations correspond to those of white Gaussian noise. Although the higher-order correlations are different from the white Gaussian model, they are nonetheless close to it compared to those generated by other smooth chaotic systems. Furthermore, for this class of map, the odd-order correlations exist when N is even, but all vanish when N is odd ͓18͔. Thus, fluctuations from the oddorder Tchebyscheff maps are said to be statistically symmetric, while those from the even-order Tchebyscheff maps are statistically asymmetric ͓19,20͔.
B. A reflective and symmetric potential field
We begin by assuming the following perturbative ansatz ͓21͔:
such that ͑0͒ is the zeroth-order probability density, while the q ͑i͒ 's are the ith order correction terms. By means of the Perron-Frobenius approach, the behavior of an ensemble of particles given by Eqs. ͑4͒ and ͑5͒ satisfies the associated inhomogeneous Smoluchowski equation ͓12͔
Note that / ␥ is the perturbative parameter, while P 1 ͑x , t͒ is the first-order position probability distribution. Also, Eq. ͑9͒ is applicable only to Tchebyscheff maps of even order, as
͑1͒
is separable in this case ͑1͒ = h͑F͒P 1 ͑x , t͒, with
Equation ͑9͒ can also be reexpressed in the form of a firstorder differential equation
where J 1 is the first-order probability current by virtue of the following relation:
which describes probability conservation. Because ‫ץ‬P 1 / ‫ץ‬t = 0 in the steady state, we expect the probability current J 1 to be a constant asymptotically. Let us first consider a potential field V͑x͒ that possesses the characteristic of spatial symmetry as well as positive spatial divergence as x → ± ϱ. With V͑x͒ → ϱ as x → ± ϱ, the probability P 1 and the probability current J 1 must vanish at these points. In other words, the boundaries at x → ± ϱ are considered to be reflective ͓22͔. At equilibrium, we also expect J 1 to vanish everywhere. These conditions lead to the following simplification:
whose solution is given by
N 1 is the constant of integration. We have also simplified the notation by writing
The normalization of P 1 ͑x͒ then implies
with
Thus,
Note that the first term on the right-hand side of Eq. ͑18͒ is P 0 ͑x͒, while the second term is ͑ / ␥͒ 1/2 Q 1 ͑x͒, which is the first-order correction due to the asymmetric chaotic fluctuations.
We would like to indicate that the inhomogeneous term ͐ −1 1 dFsFq ͑2͒ ͑F , x͒ has been calculated explicitly only for chaotic fluctuations from the G ͑2͒ map ͓12͔. The outcome is
͑19͒
Putting Eq. ͑19͒ into Eq. ͑15͒, we have
Interestingly, ⌽͑x͒ is antisymmetric in this case when the potential is symmetric, with the consequence that
for the G ͑2͒ map fluctuations.
C. A harmonic potential
The harmonic potential
is a symmetric and reflective potential, and is of interest to the chaos-induced transition rate problem to be discussed in the next subsection. For the harmonic potential, the firstorder probability distribution of the particle in the well kicked by fluctuations from even-order Tchebyscheff maps is and
͑27͒
This analytical result is plotted in Fig. 1 , which shows close correspondence with that obtained from numerical simulation. Comparing them against the Maxwell-Boltzmann distribution
we observe that the statistical asymmetry of the fluctuation results in a desymmetrization of the probability distribution. This desymmetrization of the probability distribution is expected to dimish, however, for G ͑4͒ map fluctuation, because the correction factor scales in the order of ͑ / ␥͒ 3/2 in this case ͓12͔, instead of ͑ / ␥͒ 1/2 for G ͑2͒ map fluctuation. Through numerical simulation ͑see Fig. 2͒ , we see that the desymmetrization reduces so fast that the probability distribution is found to closely match the Maxwell-Boltzmann distribution. Next, let us examine the effect of fluctuation from G ͑3͒ map. As a result of its statistical symmetry and the symmetry of the harmonic potential, we anticipate the probability distribution of the particle driven by its dynamics to be symmetric. This is indeed confirmed through numerical simulation as in Fig. 2 . More significantly, the distribution is found to agree remarkably well with the Maxwell-Boltzmann distribution. Finally, with the fluctuations F i being restricted within the range ͓−1,1͔, the stationary probability density ͓Eq. ͑18͔͒ is expected to possess a bounded support for a confining potential when , ␥, and T are finite ͓23͔. However, it is observed that P 0 ͑x͒, being the solution to the leading order Smoluchowski equation, has unbounded support. Such convergence towards a stationary probability density with unbounded support in the zeroth-order limit can be understood by considering the harmonic potential. Applying Eq. ͑5͒ to the harmonic potential, we obtain for large n,
The variance of x n+1 is then found to be
which is a finite quantity. The maximum variance of X i occurs when i = n, whose value is given by ͗X n 2 ͘ = ͑ / ␥͒͑s 2 /2͒. The relative strength between ͗X n 2 ͘ and ͗x n+1 2 ͘ is given by ␤ as follows:
In the limit / ␥ → 0, ␤ tends to 0, showing that the individual variances ͗X i 2 ͘ are very small compared to their sum ͗x n+1 2 ͘. In other words, for a given Ͼ0, ͗X i 2 ͘ / ͗x n+1 2 ͘ Ͻ for all i =1, ... ,n. This implies the satisfaction of the Lindeberg condition ͓24͔, and indicates the convergence of x n+1 to the normal distribution in the zeroth-order limit as expected from our first-order perturbation theory.
D. The transition rate over a potential barrier
The studies on thermally activated escape from metastable states or the rate of transition of a particle over a potential barrier are known as the Kramers problem. Kramers, in his pioneering work ͓25͔, derived the escape rate of such a particle in a potential well interacting with a heat bath of equilibrium fluctuations. The escape rate was found to have the form of an Arrhenius equation, but with a prefactor that depends on whether the interaction is moderately to strongly coupled ͑strong friction regime͒ or weakly coupled ͑weak friction regime͒ to the heat bath. In this subsection, we further explore the Kramers problem when the heat bath is generated by a class of chaotic nonequilibrium fluctuations. We derive the particle escape rate, including both the prefactor and the exponent. This theoretical result is essential in the analysis of CR in the next section.
Recall that the Kramers problem is concerned with the escape of particles from an asymmetric potential as shown in Fig. 3 . This potential consists of two wells. The upper well ͑at x 0 ͒ is known as the metastable state, while the lower well ͑at x 2 ͒ is the global stable state. The top of the barrier that separates these two wells ͑indicated as B at x 1 ͒ is called the transition state. Note that we have adopted the convention x 0 = 0 and
in the following analysis. Kramers problem can be viewed from the perspective of a boundary that is approximately absorbing beyond the transition state ͓26͔, i.e.,
with the escaped particle being removed by sinks after crossing the barrier. Let us assume that the metastable state of the potential V͑x͒ is occupied by an ensemble of strongly damped particles. With our interest in chaotic fluctuations in the limit / ␥ → 0, it is sufficient to consider the probability density up till the first order in / ␥. By restricting to the statistically asymmetric Tchebyscheff maps of even order, the position probability distribution P 1 ͑x , t͒ of the ensemble of particles satisfies the inhomogeneous Smoluchowski equation ͑9͒. This equation can be rewritten in the following way:
which allows us to again identify the probability current J 1 ͓see Eq. ͑12͔͒ as follows:
͑35͒
Considering the stationary situation in which the current is maintained by sources that supply the potential well with particles having energies of the order kT, while being absorbed by sinks beyond the transition state ͓26͔, J 1 is constant and nonvanishing. In order to solve for J 1 , let us rewrite Eq. ͑35͒ in the following way:
͑36͒
which can be reduced to
Integrating Eq. ͑37͒ from x 0 to x 1 + , where x 1 + = x 1 +0 + with 0 + an infinitesimal quantity, we obtain
After a rearrangement and employing the conditions given by Eqs. ͑32͒ and ͑33͒, we have
We observed that the probability current J 1 is influenced by the inhomogeneous term ͐ −1 1 dFsFq ͑2͒ ͑F , x͒, in addition to the first term on the right of Eq. ͑39͒ which appears in the Kramers treatment of the rate.
Given that the height of the potential barrier is large compared with the intensity of the chaotic noise kT, the particles will equilibrate in the neighborhood of the potential minimum at x 0 , according to the "perturbed" MaxwellBoltzmann distribution in Eq. ͑23͒. This ensues from adopting Kramers' assumption ͓25,27͔ that V͑x͒ is dominated by the parabolic part x 2 / 2 at the metastable state. This assumption also applies to the transition state at x 1 .
The escape rate, following Kramers, is given by
J 1 is the probability current in Eq. ͑35͒, while
where is a small number. When ӷ kT, n 0 is well approximated by
As a result, K r depends essentially on J 1 . It follows that
In view of ӷ kT,
2kT .
͑44͒
With P 1 ͑0͒ = ͱ/͑2kT͒ from Eq. ͑25͒, the escape rate due to chaotic fluctuating forces from even-order Tchebyscheff maps is given by 
is the central result of this section. It shows that the escape rate preserves the Arrhenius form even though the source of fluctuations is chaotic and nonBrownian, in contrast to escape rates due to other chaotic noise ͓23͔. Although this is only true for perturbatively small / ␥, it is rather surprising as the noise is intrinsically deterministic. Furthermore, when / ␥ → 0, the prefactor of K r approaches one, indicating a convergence to the Kramers escape rate in the strong friction regime.
To illustrate our result, we select the second-order Tchebyscheff map as our fluctuating force. Let us first deduce how the quantity ͐ −1 1 dFsFq ͑2͒ ͑F , x͒ is being influenced by the imposed probability current under this circumstance. In Ref. ͓12͔, we have shown that ͐ −1 1 dFsFq ͑2͒ ͑F , x͒ is related to the zeroth-order probability distribution P 0 ͑x͒ in the following way:
Hence, ͐ −1 1 dFsFq ͑2͒ ͑F , x͒ is associated with the constant zeroth-order probability current J 0 , which is determined from the Smoluchowski equation ͓12͔
Solving for P 0 ͑x͒ from Eq. ͑47͒, we obtain ͓26͔
This solution satisfies the boundary condition for sources and sinks: when x = x 1 + , P 0 ͑x 1 + ͒ = 0; and when x ϳ x 0 , P 0 ͑x͒ = ͱ /2kT exp͑−x 2 /2kT͒. Then, employing Eq. ͑46͒, we attain
͑49͒
Equation ͑49͒ shows the manner in which ͐ −1 1 dFsF ϫq ͑2͒ ͑F , x͒ is being influenced by the introduction of sources and sinks.
Subsequently, by making use of the fact that J 0 = ͑ /2␥͒exp͑− / kT͒ and the condition ӷ kT such that the intensity of the chaotic noise is weak, we arrive at the following result:
where we have employed the fact that integrating from x 0 to x 1 + is approximately the same as that from x 0 to x 1 . In lieu of Kramers' parabolic approximations, we consider the potential
2 for x Ͼ 0.5. ·
͑51͒
We have further restricted =4 such that as increases, the transition state is maintained at x 1 = 1 while the two parabolic curves are continuously connected. These conditions result in
Thus, for the G ͑2͒ map, the escape rate is of the following explicit form
Note that the additional term B = ͑4/3͒͑ / ␥͒ 1/2 ͓ 2 / ͑kT͒ 3/2 ͔ in the prefactor is greater than zero. Hence, the deterministic G ͑2͒ chaotic noise has the effect of enhancing the rate of particle escape over the conventional Kramers rate, unlike results from other colored noise models, which typically show an escape rate suppression ͓23,26͔. Furthermore, due to the bounded support of the stationary probability density at the metastable state, the escape rate will vanish below a critical threshold. In order for Eq. ͑53͒ to hold, we expect the threshold condition kT Ͼ 2͑ / ␥͒ 2 to apply, according to estimates based on the adiabatic approximation ͓23͔.
From a qualitative perspective, the enhancement of the Kramers escape rate can be understood to arise from the statistical asymmetry of the noise. In the context of white Gaussian noise ͑which is statistically symmetric͒, classical theory predicts a quick thermalization of the ensemble of particles to the Maxwell-Boltzmann distribution in the well, while the nonequilibrium condition creates a diffusion current over the transition state. In the case of chaotic fluctuations due to even-order Tchebyscheff maps, thermalization also takes place, albeit with a Maxwell-Boltzmann distribution that is perturbed by a correction term. The consequent asymmetry in the distribution, as apparent from Eq. ͑23͒, depends on the magnitude of / ␥, the form of the potential, and the noise intensity. By increasing , deterministic correlations become dominant. The consequence is a progressive desymmetrization of the distribution, which leads to an increase in activation rate beyond the standard Kramers rate.
This interesting feature is clearly depicted in Fig. 4 , where numerical results are shown to closely match the theoretical outcomes, especially when / ␥ → 0. Note that the escape rate from numerical simulations is obtained from the QKP map, with K r = ͑2t MFPT ͒ −1 , where t MFPT is the mean first-passage time ͓26͔. In addition, the direction in which the MaxwellBoltzmann distribution is desymmetrized depends on the sign of the odd-order correlations. For example, by using the Ulam map, which possesses odd-order correlations of opposite sign to those of the G ͑2͒ map, the distribution is desymmetrized in the opposite direction. The overall effect is a suppression of the escape rate given by
with / ␥ Ͻ 9͑kT͒ 3 / ͑16 4 ͒ ͑see Fig. 5͒ . Thus, depending on the direction of desymmetrization, the Kramers escape rate is enhanced or suppressed accordingly. Such statistical asymmetric effects may be experimentally validated by optically trapping dielectric glass beads in a turbulent environment ͓28͔.
Interestingly, although statistical asymmetry has led to a deviation from Kramers rate, Eq. ͑45͒ shows that K r converges to the Kramers escape rate for the class of even-order Tchebyscheff maps in the limit / ␥ → 0, as the particle distribution in the well converges to the Maxwell-Boltzmann distribution. However, the rate of convergence to the "symmetric state"-the Kramers escape rate, can be different for a different even-order Tchebyscheff map. For the G ͑2͒ map, the convergence rate scales as ͑ / ␥͒ 1/2 , while for the G ͑4͒ map, we expect a more rapid rate of O(͑ / ␥͒ 3/2 ) ͓12͔. On the other hand, systems given by Eq. ͑51͒ with chaotic force from the class of odd-order Tchebyscheff maps can be considered as "symmetric." This is because these maps are statistically symmetric, and the potential V͑x͒ appears symmetric to the ensemble of particles if ӷ kT and / ␥ is small. Consequently, no desymmetrization occurs, and we anticipate the escape rate to be the Kramers rate. Indeed, this is verified numerically for the case of the G ͑3͒ map ͑refer to Fig. 5͒ .
In a nutshell, we have found that the odd higher-order correlations in the chaotic fluctuation are pivotal in either enhancing or suppressing the particle's activation over a potential barrier. The implication is that statistical asymmetry provides a mechanism to either speed up or slow down a particular reaction. This mechanism can also be used to control the transfer rate of particles within intricate Brownian ratchet devices.
III. THEORETICAL ANALYSIS OF CHAOTIC RESONANCE A. A bistable potential
An essential ingredient for SR ͑or CR͒ consists of a bistable potential, such as the symmetric and reflective quartic potential as follows:
Let us first ignore the presence of the weak periodic perturbation, and consider a strongly damped particle in the quartic potential being acted by chaotic forces that follow the dynamics of even-order Tchebyscheff maps ͓29͔. The firstorder probability distribution of this particle will equilibrate to Eq. ͑18͒ with V͑x͒ replaced by V d ͑x͒. Furthermore, if the fluctuation arises from the G ͑2͒ map, this first-order distribution is further reducible to the following form:
This analytical result and the corresponding outcome from simulation based on the QKP map is shown in Fig. 6 , while Fig. 7 illustrates simulation results for fluctuations based on the G ͑3͒ and G ͑4͒ maps. Analogous to the harmonic potential, the probability distibution is found to desymmetrize in the case of the G ͑2͒ map. It converges more quickly to the unperturbed distribution exp͓−V d ͑x͒ / kT͔ / Z for the G ͑4͒ map. Finally, the distribution from the G ͑3͒ map is also observed to be consistent with the symmetric unperturbed distribution.
B. Chaotic kicked particle model with sinusoidal force of slow variation
Next, let us include a slow sinusoidal force A 0 cos͑⍀t + ͒ to our chaotic kicked particle model. The degree of slowness is captured by the frequency ⍀ ͑see Appendix A͒. We shall make two assumptions with regards to ⍀. The first assumption is that the period of the sinusoidal perturbation T is much larger than the period of the kick, i.e., T =2 / ⍀ ӷ . More specifically, we require
For the second assumption, we consider the relaxation rate of the particle after the kick ͑or the dissipation rate͒ to be much shorter than the period of the sinusoidal perturbation, i.e., 1/␥ Ӷ T or
These adiabatic assumptions, which are essential conditions for the two-state model ͓1͔, further simplify the map given by Eqs. ͑A7͒-͑A9͒ in the following way:
͑61͒
Notice that the consequence of the two assumptions is a direct replacement of −VЈ͑x n ͒ in the original QKP equations with −VЈ͑x n ͒ + A 0 cos͑⍀n + ͒ when a sinusoidal perturbation is considered. By imposing the overdamped limit, the momentum variable can be separated out, so that we are left with a two-dimensional map ͓see Eqs. ͑4͒ and ͑5͔͒: 
͑63͒
C. Two-state model of chaotic resonance from G "2… map Consider a strongly damped particle moving in a bistable potential and subjected to chaotic fluctuations from a nonequilibrium heat bath. If the fluctuations were to arise from the class of even-order Tchebyscheff maps, we would expect the transition rate between the neighboring potential wells to be given by Eq. ͑45͒. Nevertheless, a more explicit transition rate expression is necessary for the purpose of theoretical analysis. This constraint has restricted our attention to fluctuations from the G ͑2͒ map, which give rise to the following escape rate:
͑64͒
This escape rate, however, can be further simplified for a bistable potential since x 0 and x 1 are stationary points of the field so that the integral ͐ x 0 x 1 VЉ͑x͒dx vanishes. The resulting rate
will be applied extensively in our subsequent analysis.
In the presence of an additional periodic force A 0 cos ⍀t, Eqs. ͑62͒ and ͑63͒ with = 0 are the appropriate physical model of CR, if the adiabatic assumptions apply. Unlike the symmetric system considered for SR, or systems with asymmetry occurring in the bistable potential ͓30-32͔, our system contains asymmetry that comes from the statistical characteristics of the chaotic noise. This asymmetry appears in the escape rate as a perturbation to the prefactor of the Kramers rate, which is apparent in Eq. ͑65͒. To proceed with theoretical analysis, let us employ a simple analytical scheme developed by McNamara and Wiesenfeld ͓11͔. This scheme is known as the two-state model and has been successfully applied to the analysis of SR.
To begin, let the two discrete states −x m and x m represent the positions of the two potential wells of the bistable potential, while P − ͑t͒ and P + ͑t͒ are the probabilities that the system occupies these states at time t, respectively. In the presence of a weak periodic input signal A 0 cos ⍀t, which biases the states Ϯ alternately, the transition probabilities W − ͑t͒ and W + ͑t͒ out of the respective states −x m and x m depend periodically on time. As a result, we can write the master equation for P + ͑t͒ as
Then, by employing P + + P − = 1, we arrive at
The solution to Eq. ͑67͒ is given by
where
In order to evaluate Eqs. ͑68͒ and ͑69͒, we need to first determine the transition probabilities W + ͑t͒ and W − ͑t͒. By noting that the potential
varies with time adiabatically, we make the assumption that the escape rate is Eq. ͑65͒ with periodic modulation. More precisely, it has the form
Let us next determine the integral within the prefactor of W + ͑t͒. We obtain
where is the height of the potential barrier between the two discrete states of the bistable potential. This evaluation leads to an expanded form of W + ͑t͒,
͑74͒
being the classical Kramers escape rate in the strong friction regime. A similar evaluation shows that the transition rate W − ͑t͒ is given by
Let us denote
Due to the symmetry of the bistable potential,
As / ␥ and A 0 are small quantities, we can simplify W + ͑t͒ and W − ͑t͒ by considering terms up to first-order in both / ␥ and A 0 , i.e., ⑀A 0 :
͑79͒
Substituting the expansion
in Eqs. ͑78͒ and ͑79͒, we eventually obtain
With Eqs. ͑81͒ and ͑82͒, we are able to determine the first-order probability distributions P + ͑t ͉ x 0 , t 0 ͒ and P − ͑t ͉ x 0 , t 0 ͒ ͑see Appendix B͒, which are given as follows:
Finally, in the asymptotic limit t 0 → −ϱ, Eqs. ͑85͒ and ͑86͒ become
With these results, we are ready to examine the timevarying mean of the particle
where ␦͑¯͒ is the Dirac delta function. Taking the stationary limit t 0 → −ϱ and employing Eq. ͑87͒, we obtain
͑90͒
showing that when ⑀ = 0, Eq. ͑90͒ reduces to the standard result of the white Gaussian noise. Thus, the effect of statistical asymmetry in the chaotic fluctuations is a constant positive bias in the time-varying mean, due to preferential transport of the particle to the positive state x m . Next, we shall determine the autocorrelation function of x, which is given by ͗x͑t + ͒x͑t͉͒x 0 ,t 0 ͘ = ͵͵ xyP͑x,t + ͉y,t͒P͑y,t͉x 0 ,t 0 ͒dxdy
͑91͒
To obtain the autocorrelation, it is necessary to consider terms up to ⑀A 0 2 in Eqs. ͑81͒ and ͑82͒. By performing a detailed analysis as before to order ⑀A 0 2 , we arrive at the following result after taking the asymptotic limit t 0 → −ϱ: The autocorrelation function is observed to depend on both t + and t even in the limit t 0 → −ϱ. As the phases = ⍀t − are uniformly distributed between 0 and 2 from the point of view of real experimental measurement, it is reasonable to average lim t 0 →−ϱ ͗x͑t + ͒x͑t͉͒x 0 , t 0 ͘ with respect to t over the entire forcing period T ⍀ =2 / ⍀ ͓1͔. Representing this operation by the outer bracket ͗¯͘, we have 
͑95͒
Looking at the power spectral density, we observe that up to first order in ⑀, statistical asymmetry has not effected any change to the SNR when compared to SR. Quantitatively, we have
where we have assumed x m 2 to be more dominant than 2K 2 2 x m 2 / ͑4 2 + ⍀ 2 ͒ in the Lorentzian noise term. Equation ͑96͒ is the first-order SNR of CR due to G ͑2͒ map fluctuation. In fact, Eq. ͑96͒ continues to apply for fluctuation from the Ulam map by merely replacing ⑀ by −⑀. In both cases, we observe a direct correspondence between CR and SR.
Finally, we would like to remark that this result provides theoretical insights into the seeming equivalence between chaotic and stochastic resonances that was observed by Ippen et al. through numerical simulations. In fact, if we were to consider fluctuations from the G ͑3͒ and G ͑4͒ maps, even faster convergence to SR would be expected. Thus, the correspondence between chaotic and stochastic resonances may apply to a larger class of chaotic fluctuations, rather than just the Ulam and the G ͑2͒ maps.
IV. SUMMARY AND CONCLUSIONS
We have analyzed the first-order effects of statistical asymmetry in even-order Tchebyscheff map fluctuations on a strongly damped particle moving in various potential fields. By solving the inhomogeneous Smoluchowski equation, we obtain the probability distribution of an ensemble of particles in a harmonic and bistable potential. Desymmetrization in the distribution is demonstrated both analytically and numerically as a result of statistical asymmetry. Based on our theoretical formalism, we have also determined an analytical expression for the prefactor of the escape rate over a potential barrier under the influence of statistically asymmetric noise. Our theory predicts that the effect of statistical asymmetry leads to an enhancement or suppression of Kramers escape rate, which is duly validated through numerical simulations. In addition, our analysis gives theoretical support to numerical evidence of chaotic resonance, and shows that chaotic resonance can directly correspond to stochastic resonance. Although our theoretical framework does not apply to the statistically symmetric odd-order Tchebyscheff maps, we have found through a simple symmetry analysis that their leading order effects correspond remarkably well with fluctuations that originate from white Gaussian noise.
