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Abstract
In this work, by introducing some parameters and estimating the weight coefficient, a new inequality with a best constant factor
is established, which is a relation between Hilbert’s inequality and a Hilbert-type inequality. As applications, the reverse form and
some particular results are considered.
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If an, bn ≥ 0, 0 <∑∞n=1 a2n <∞ and 0 <∑∞n=1 b2n <∞, then [1]
∞∑
n=1
∞∑
m=1
ambn
m + n < pi
{ ∞∑
n=1
a2n
∞∑
n=1
b2n
}1/2
; (1)
∞∑
n=1
∞∑
m=1
ambn
max{m, n} < 4
{ ∞∑
n=1
a2n
∞∑
n=1
b2n
}1/2
, (2)
where the constant factors pi and 4 are the best possible. Inequality (1) is well known as Hilbert’s inequality and
(2) is named a Hilbert-type inequality. Both of them are important in analysis and its applications [2]. In 1998, Gao
et al. [3,4] considered some strengthened versions of (1). Recently, by introducing an independent parameter λ, some
extensions of (1) and (2) were given as follows [5,6]:
∞∑
n=1
∞∑
m=1
ambn
mλ + nλ <
pi
λ
{ ∞∑
n=1
n1−λa2n
∞∑
n=1
n1−λb2n
}1/2
; (3)
∞∑
n=1
∞∑
m=1
ambn
max{mλ, nλ} <
4
λ
{ ∞∑
n=1
n1−λa2n
∞∑
n=1
n1−λb2n
}1/2
, (4)
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where the constant factors pi/λ and 4/λ (0 < λ ≤ 2) are all the best possible. A reverse Hilbert’s integral inequality
is given by Yang [7].
In this work, a new inequality with the best constant factor is established, which is a relation between inequality (1)
and (2) obtained by introducing some parameters and estimating the weight coefficient. As applications, the reverse
form and some particular results are considered.
Lemma 1. If 0 < λ ≤ 2, a, b, c ≥ 0, a + bc > 0, define the weight coefficient ωλ(a, b, c,m) as
ωλ(a, b, c,m) :=
∞∑
n=1
mλ/2n−1+λ/2
amax{mλ, nλ} + bmλ + cnλ (m ∈ N ). (5)
Then we have the following inequality:
Cλ(a, b, c)[1− θλ(a, b, c,m)] < ωλ(a, b, c,m) < Cλ(a, b, c) (6)
where θλ(a, b, c,m) := 1C1(a,b,c)
∫ 1/mλ
0
1
a+b+cu u
−1/2du = O( 1
mλ/2
) ∈ (0, 1) (m →∞), and the constant Cλ(a, b, c)
is defined by
Cλ(a, b, c) :=

2
λ
[
1√
c(a + b) arctan
√
c
a + b +
1√
b(a + c) arctan
√
b
a + c
]
, for a, b, c > 0;
2
λ
[
1√
ac
arctan
√
c
a
+ 1
a + c
]
, for b = 0, a > 0, c > 0;
2
λ
[
1√
ab
arctan
√
b
a
+ 1
a + b
]
, for c = 0, a > 0, b > 0;
4
λa
, for b = c = 0, a > 0;
pi
λ
√
bc
, for a = 0, b > 0, c > 0.
(7)
Proof. Setting u = (y/m)λ, since 0 < λ ≤ 2, a, b, c ≥ 0, a + bc > 0, we have
ωλ(a, b, c,m) <
∫ ∞
0
mλ/2y−1+λ/2
amax{mλ, yλ} + bmλ + cyλ dy
= 1
λ
∫ ∞
0
u−1/2
amax{1, u} + b + cu du := I. (8)
(i) For a, b, c > 0, setting v =
√
c
a+bu
1/2 and v =
√
b
a+cu
1/2 respectively in the following integral, we find
I = 1
λ
[∫ 1
0
u−1/2
(a + b)+ cu du +
∫ ∞
1
u−1/2
b + (a + c)u du
]
= 1
λ
 2√
c(a + b)
∫ √ c
a+b
0
dv
1+ v2 +
2√
b(a + c)
∫ √ b
a+c
0
dv
1+ v2

= 1
λ
[
2√
c(a + b) arctan
√
c
a + b +
2√
b(a + c) arctan
√
b
a + c
]
;
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(ii) for b = 0, a > 0, c > 0, we obtain
I = 1
λ
[∫ 1
0
u−1/2
a + cu du +
∫ ∞
1
u−1/2
(a + c)u du
]
= 1
λ
 2√
ac
∫ √ c
a
0
dv
1+ v2 +
∫ √ b
a+c
0
u−3/2
a + c du
 = 2
λ
[
1√
ac
arctan
√
c
a
+ 1
a + c
]
;
(iii) for c = 0, a > 0, b > 0, in the same way, we have I = 2
λ
[ 1√
ab
arctan
√
b
a + 1a+b ];
(iv) for b = c = 0, a > 0, we find
I = 1
λ
[∫ 1
0
u−1/2
a
du +
∫ ∞
1
u−1/2
au
du
]
= 4
λa
;
(v) for a = 0, b > 0, c > 0, we obtain
I = 1
λ
∫ ∞
0
u−1/2
b + cu du =
1
λ
√
c
b
∫ ∞
0
v−1/2
c(1+ v)dv =
pi
λ
√
bc
.
Hence ωλ(a, b, c,m) < I = Cλ(a, b, c) (m ∈ N ). We find
ωλ(a, b, c,m) >
∫ ∞
1
mλ/2y−1+λ/2
amax{mλ, yλ} + bmλ + cyλ dy
= I − 1
λ
∫ 1/mλ
0
u−1/2
a + b + cu du = I (1− θλ(a, b, c,m)],
where I = 1
λ
C1(a, b, c) and 0 < θλ(a, b, c,m) := 1C1(a,b,c)
∫ 1/mλ
0
1
a+b+cu u
−1/2du < 1. Since
0 <
∫ 1/mλ
0
u−1/2
a + b + cu du ≤
∫ 1/mλ
0
u−1/2
a + b du =
2
a + b ·
1
mλ/2
,
then θλ(a, b, c,m) = O( 1mλ/2 ). Therefore (6) is valid. The lemma is proved. 
Note. By the symmetry, we still have 1
λ
∫∞
0
u−1/2
amax{1,u}+c+bu du = I and
Cλ(a, b, c)[1− θλ(a, c, b, n)] < ωλ(a, c, b, n) < Cλ(a, b, c). (9)
Lemma 2. If p > 0 (p 6= 1), 1p + 1q = 1, 0 < λ ≤ 2, a, b, c ≥ 0, a + bc > 0 and 0 < ε < pλ2 , setting
J (ε) :=
∞∑
n=1
∞∑
m=1
m
λ
2−1− εp n
λ
2−1− εq
amax{mλ, nλ} + bmλ + cnλ , (10)
then for ε → 0+, we have
(Cλ(a, b, c)− o(1))
∞∑
n=1
1
n1+ε
< J (ε) < (Cλ(a, b, c)+ o˜(1))
∞∑
n=1
1
n1+ε
. (11)
Proof. Setting u = (x/n)λ in the following, by the Note, we have
J (ε) <
∞∑
n=1
∫ ∞
0
x
λ
2−1− εp n
λ
2−1− εq
amax{xλ, nλ} + bxλ + cnλ dx
=
∞∑
n=1
1
n1+ε
1
λ
∫ ∞
0
u
−1
2 − εpλ
amax{u, 1} + c + bu du
 = (I + o˜(1)) ∞∑
n=1
1
n1+ε
;
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J (ε) >
∞∑
n=1
∫ ∞
1
x
λ
2−1− εp n
λ
2−1− εq
amax{xλ, nλ} + bxλ + cnλ dx
=
∞∑
n=1
1
n1+ε
1
λ
∫ ∞
n−λ
u
−1
2 − εpλ
amax{u, 1} + c + bu du

>
∞∑
n=1
1
n1+ε
1
λ
∫ ∞
0
u
−1
2 − εpλ du
amax{u, 1} + c + bu
− 1
λ
∞∑
n=1
1
n
∫ n−λ
0
u
−1
2 − εpλ
a + c du
=
∞∑
n=1
1
n1+ε
I + o˜(1)− 1(
λ
2 − εp
)
(a + c)
( ∞∑
n=1
1
n1+
λ
2− εp
)( ∞∑
n=1
1
n1+ε
)−1
=
∞∑
n=1
1
n1+ε
(I − o(1))(ε → 0+).
Hence (11) is valid, and the lemma is proved. 
Theorem 1. If p > 1, 1p + 1q = 1, 0 < λ ≤ 2, a, b, c ≥ 0, a + bc > 0, an, bn ≥ 0 such that 0 <
∑∞
n=1
n p(1− λ2 )−1a pn <∞ and 0 <∑∞n=1 nq(1− λ2 )−1bqn <∞, then
H :=
∞∑
n=1
∞∑
m=1
ambn
amax{mλ, nλ} + bmλ + cnλ
< Cλ(a, b, c)
{ ∞∑
n=1
n p(1−
λ
2 )−1a pn
} 1
p
{ ∞∑
n=1
nq(1−
λ
2 )−1bqn
} 1
q
, (12)
where the constant factor Cλ(a, b, c) defined by (7) is the best possible. In particular,
(i) for λ = a = b = c = 1, we have C1(1, 1, 1) = 4√2 arctan
1√
2
and
∞∑
n=1
∞∑
m=1
ambn
max{m, n} + m + n <
4√
2
arctan
1√
2
{ ∞∑
n=1
n
p
2−1a pn
} 1
p
{ ∞∑
n=1
n
q
2−1bqn
} 1
q
; (13)
(ii) for λ = a = b = 1, c = 0, we have C1(1, 1, 0) = pi2 + 1 and
∞∑
n=1
∞∑
m=1
ambn
max{m, n} + m <
(pi
2
+ 1
){ ∞∑
n=1
n
p
2−1a pn
} 1
p
{ ∞∑
n=1
n
q
2−1bqn
} 1
q
. (14)
Proof. By Ho¨lder’s inequality with weight [8] and in view of (5), we find
H =
∞∑
n=1
∞∑
m=1
1
amax{mλ, nλ} + bmλ + cnλ
m
(
1− λ2
)
/q
n
(
1− λ2
)
/p
am
 n
(
1− λ2
)
/p
m
(
1− λ2
)
/q
bn

≤
 ∞∑
m=1
∞∑
n=1
1
amax{mλ, nλ} + bmλ + cnλ
m
(
1− λ2
)
(p−1)
n
(
1− λ2
) a pm

1
p
×
 ∞∑
n=1
∞∑
m=1
1
amax{mλ, nλ} + bmλ + cnλ
n
(
1− λ2
)
(q−1)
m
(
1− λ2
) bqn

1
p
=
{ ∞∑
m=1
ωλ(a, b, c,m)m
p
(
1− λ2
)
−1
a pm
} 1
p
{ ∞∑
n=1
ωλ(a, c, b, n)n
q
(
1− λ2
)
−1
bqn
} 1
q
.
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Then by (6) and (9), we have (12).
For 0 < ε < pλ2 , setting a˜m = m
λ
2−1− εp , b˜n = n
λ
2−1− εq (m, n ∈ N ), by (10), we have
∞∑
n=1
∞∑
m=1
a˜m b˜n
amax{mλ, nλ} + bmλ + cnλ = J (ε).
If there exists a constant 0 < K ≤ Cλ(a, b, c) such that (12) is still valid if we replace Cλ(a, b, c) by K , then in
particular, by (11) we find
(Cλ(a, b, c)− o(1))
∞∑
n=1
1
n1+ε
< J (ε) < K
{ ∞∑
n=1
n p(1−
λ
2 )−1a˜ pn
} 1
p
{ ∞∑
n=1
nq(1−
λ
2 )−1b˜qn
} 1
q
= K
∞∑
n=1
1
n1+ε
.
It follows that Cλ(a, b, c) − o(1) < K , and then Cλ(a, b, c) ≤ K (ε → 0+). Hence K = Cλ(a, b, c) is the best
constant factor of (12). The theorem is proved. 
Theorem 2. If we have 0 < p < 1, 1p + 1q = 1, 0 < λ ≤ 2, a, b, c ≥ 0, a + bc > 0, an ≥ 0, bn > 0 such that
0 <
∑∞
n=1 n p(1−
λ
2 )−1a pn <∞ and 0 <∑∞n=1 nq(1− λ2 )−1bqn <∞, then we have
∞∑
n=1
∞∑
m=1
ambn
amax{mλ, nλ} + bmλ + cnλ
> Cλ(a, b, c)
{ ∞∑
n=1
[1− θλ(a, b, c, n)]n p
(
1− λ2
)
−1
a pn
} 1
p
{ ∞∑
n=1
n
q
(
1− λ2
)
−1
bqn
} 1
q
, (15)
where θλ(a, b, c,m) := 1C1(a,b,c)
∫ 1/mλ
0
1
a+b+cu u
−1/2du = O( 1
mλ/2
) ∈ (0, 1).(m → ∞), and the constant factor
Cλ(a, b, c) defined by (7) is the best possible. In particular,
(i) for λ = a = b = c = 1, we have C1(1, 1, 1) = 4√2 arctan
1√
2
and
∞∑
n=1
∞∑
m=1
ambn
max{m, n} + m + n >
4√
2
arctan
1√
2
 ∞∑
n=1
1− arctan 1√2n
2 arctan 1√
2
 n p2−1a pn

1
p { ∞∑
n=1
n
q
2−1bqn
} 1
q
; (16)
(ii) for λ = a = b = 1, c = 0, we have C1(1, 1, 0) = pi2 + 1 and
∞∑
n=1
∞∑
m=1
ambn
max{m, n} + m >
(pi
2
+ 1
){ ∞∑
n=1
[
1− 2
(pi + 2)√n
]
n
p
2−1a pn
} 1
p
{ ∞∑
n=1
n
q
2−1bqn
} 1
q
. (17)
Proof. By the reverse Ho¨lder inequality with weight [8] and in view of (5), we find
H =
∞∑
n=1
∞∑
m=1
1
amax{mλ, nλ} + bmλ + cnλ
m
(
1− λ2
)
/q
n
(
1− λ2
)
/p
am
 n
(
1− λ2
)
/p
m
(
1− λ2
)
/q
bn

≥
{ ∞∑
m=1
ωλ(a, b, c,m)m
p
(
1− λ2
)
−1
a pm
} 1
p
{ ∞∑
n=1
ωλ(a, c, b, n)n
q
(
1− λ2
)
−1
bqn
} 1
q
.
Then by (6) and (9), in view of q < 0, we have (15).
For 0 < ε < pλ2 , setting a˜m = m
λ
2−1− εp , b˜n = n
λ
2−1− εq (m, n ∈ N ), if there exists a constant k ≥ Cλ(a, b, c) such
that (15) is still valid if we replace Cλ(a, b, c) by k, then in particular, by (10) and (11), we find
(Cλ(a, b, c)+ o˜(1))
∞∑
n=1
1
n1+ε
> J (ε) > k
{ ∞∑
n=1
[1− θλ(a, b, c, n)]n p(1− λ2 )−1a˜ pn
} 1
p
{ ∞∑
n=1
n
q
(
1− λ2
)
−1
b˜qn
} 1
q
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= k
{ ∞∑
n=1
1
n1+ε
−
∞∑
n=1
[
O
(
1
nλ/2
)
1
n1+ε
]} 1p { ∞∑
n=1
1
n1+ε
} 1
q
= k
∞∑
n=1
1
n1+ε
1−
( ∞∑
n=1
1
n1+ε
)−1 ∞∑
n=1
[
O
(
1
nλ/2
)
1
n1+ε
]
1
p
.
It follows that
Cλ(a, b, c)+ o˜(1) > k
1−
( ∞∑
n=1
1
n1+ε
)−1 ∞∑
n=1
[
O
(
1
nλ/2
)
1
n1+ε
]
1
p
,
and then Cλ(a, b, c) ≥ k(ε → 0+). Hence k = Cλ(a, b, c) is the best value. The theorem is proved. 
Remark. For a = 0, b = c = λ = 1 and p = q = 2, (12) reduces to (1); for b = c = 0, a = λ = 1 and p = q = 2,
(12) reduces to (2). It follows that inequality (12) is a relation between (1) and (2). For λ = a = c = 1 and b = 0, a
new inequality similar to (14) is given; like (13) and (14), it is a new Hilbert-type inequality.
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