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Abstract: Amplify-and-forward (AF) is one of the most popular and simple ap-
proaches to transmit information over a cooperative multi-input multi-output (MIMO)
relay channel. In this paper, we propose two novel power allocation methods for the
downlink of multi-user multi-input multi-output AF cooperative system, which are de-
signed to optimise the sum-rate of the cooperative system according to the weighted
sum-rate criterion. The main optimisation problem is not concave and our two meth-
ods aim at simplifying it in order to turn it into a concave problem, which can then be
easily solved.
Keywords: Cooperative communication, amplify-and-forward, multi-input multi-
output, multi-user, downlink
1. Introduction
Cooperative communication has recently attracted considerable research interests [1–6].
Cooperative communication uses one or several relays to improve the coverage and
enhance the spectral efficiency of wireless communication. Relay node (RN) can be
either used in a regenerative, i.e., decode and forward (DF), or in a non-regenerative
way, i.e., amplify-and-forward (AF). In DF, the full decoding of the source message
followed by the forwarding of the whole message to the destination node (DN) via the
RN are performed. Whereas in AF, the RN amplifies and forwards the signal received
from the source node (SN).
In a single-user multi-input multi-output (MIMO) cooperative scenario, the RN was
first used as a simple equal gain amplifier, i.e., original AF scheme [6]. However, it has
recently been shown in [7, 8] that it can also be utilised as a smart precoder by using
a precoding matrix to fine-tune the power allocation over the relay channel, and thus,
improve the spectral efficiency of the cooperative system. In the multi-user (MU) case,
some methods have recently been proposed to efficiently design the precoding matrix
at the RN but for the cases where users have a single antenna only [9, 10]. In this
paper, we develop two power allocation methods for the downlink (DL) of MU MIMO
nonregenerative cooperative system where all the nodes of the system have multiple
antennas. Moreover, our methods are based on the weighted sum-rate (WSR) criterion,
instead of the sum-rate criterion, as it is the case in [9, 10]. Note that the sum-rate
criterion is a special case of the WSR. In order to design our precoding matrix, we
assume as in [7,8] that the transmit signal covariance matrix and the RN to destination
node (DN) link channel state information (CSI) are known at the RN.
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Our novel power allocation method is designed according to the DL cooperative
MIMO system model, which is introduced in Section 2. In Section 3, we explain the
conditions for which the power allocation problem under WSR and total power con-
straint can be concave. Then, we introduce two methods to simplify the problem and
turn it into a concave problem, which can be easily solved by a low-complexity algo-
rithm that is provided. One of the method is based on the RN-SN aggregate channel
block diagonalisation and the second method is based on its QR decomposition. In
Section 4, the sum-rate performance of both our methods are illustrated and it turns
out that the second method provides better performance than the first one. The result
also show that a proper choice of weights can increase the sum-rate. Finally, conclusions
are drawn in Section 5.
2. DL MU MIMO Cooperative System Model
We consider a cooperative MU MIMO communication system that is composed of L+2
nodes, where a SN, which is equipped with n antennas, cooperates with a nonregener-
ative RN, which is equipped with q antennas, to transmit data to L DNs, which are
equipped with rl antennas, as it is depicted in Fig. 1. In addition, we define r =
∑L
l=1 rl.
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Figure 1: Nonregenerative cooperative DL MU MIMO communication system model.
For the simplicity of the introduction, we assume a half duplex relaying scenario with
two equal duration phases as in [7,8], where in the first phase the SN broadcast the signal
x̂ =
∑L
l=1 xl to the DNs and RN, and in the second phase only the RN transmits to the
DNs. The transmit signal is received by each DN as y0,l = H0,lx̂ + n0,l and by the RN
as y1 = H1x̂+n1 at the end of the first phase, where H0,l ∈ Crl×n as well as H1 ∈ Cq×n
characterise the MIMO channel of each SN-DN link and the SN-RN link, respectively.
During the second phase, the signal y1 is amplified by using the precoding matrix
G ∈ Cq×q, then is transmitted towards the DNs and is received as y2,l = H2,lGy1 +n2,l
by each DN, where H2,l ∈ Crl×q characterises the MIMO channel of each RN-DN link.
Moreover, each of the channel matrices H0,l, H1 H2,l is a random matrix having i.i.d.
complex Gaussian entries with zero-mean and unit variance. Furthermore n0,l ∈ Crl×1,
n1 ∈ Cq×1 and n2,l ∈ Crl×1 are vectors of independent zero-mean complex Gaussian
noise entries with a variance of σ2. The system model of the DL MU MIMO cooperative
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communication system introduced in Fig. 1 can be summarised as follows
ŷ =
[
y0
y2
]
=
[
H0
H2GH1
]
x̂ +
[
Ir 0 0
0 H2G Ir
] n0n1
n2
 , (1)
where ŷ = [ŷ†1, ŷ
†
2, . . . , ŷ
†
L]
† ∈ C2r×1, yi = [y†i,1,y†i,2, . . . ,y†i,L]† ∈ Cr×1, ni = [n†i,1,n†i,2, . . .,
n
†
i,L]
† ∈ Cr×1, H2 = [H†2,1,H†2,2, . . . ,H†2,L]† ∈ Cr×q, H0 = [H0,1,H0,2, . . . ,H0,L] ∈ Cr×n,
Ir is a r × r identity matrix, and (.)† denotes the conjugate transpose operator. The
cooperative mutual information of each user can then be expressed as [11]
I(ŷl;xl) =
1
2
log2
∣∣∣I2rl + HlRxlH†lR−1n,l∣∣∣ = 12 log2
∣∣∣∣Al DlCl Bl
∣∣∣∣ , (2)
where
Hl =
[
H0,l
H2,lGH1
]
,Rn,l =
[
Rn0,l 0
0 H2,lGRn1,lG
†H
†
2,l + σ
2Irl
]
,
the factor 1/2 accounts for the two-phase transmission, Al, Bl, Cl and Dl are ma-
trices, Rxl = E
{
xlx
†
l
}
is the l-th independent transmit message covariance matrix,
E{.} stands for the expectation, Rn0,l = σ2Irl + H0,l
(∑L
j=1,j 6=l
Rx,j
)
H
†
0,l and Rn1,l =
σ2Iq + H1
(∑L
j=1,j 6=l
Rx,j
)
H
†
1 are noise plus residual interference covariance matrices.
Dirty paper coding (DPC) [12] can be used at the SN to mitigate part of the in-
terference, however, the full CSI of the relay channel must be known at the SN in
order to apply it. The interference from the i-th user towards the l can be consid-
ered negligible for i > l by applying DPC to user L first and then to the follow-
ing descending order users. Consequently, Rn0,l = σ
2Irl + H0,l
(∑l−1
i=1, Rxi
)
H
†
0,l and
Rn1,l = σ
2Iq+H1
(∑l−1
i=1, Rxi
)
H
†
1 if DPC is applied at the SN. The direct link and relay
link mutual information, i.e., I(y0,l;xl) and I(y2,l;xl), can also be computed by employ-
ing (2) for Hl = H0,l, Rn,l = Rn0,l and Hl = H2,lGH1, Rn,l = H2,lGRn1,lG
†H
†
2,l+σ
2Irl ,
respectively, such that
I(y0,l;xl)=
1
2
log2 |Al|=
1
2
log2
∣∣∣Irl + H0,lRxlH†0,lR−1n0,l∣∣∣
I(y2,l;xl)=
1
2
log2 |Bl|=
1
2
log2
∣∣∣Irl + H2,lGRlG†H†2,l(H2,lGRn1,lG†H†2,l + σ2Irl)−1∣∣∣,
(3)
where Rl = H1RxlH
†
1. Moreover, I(ŷl;xl) in (2) can be simplified and re-expressed as
I(ŷl;xl) =
I(y0,l;xl) +
1
2
log2
∣∣∣∣Irl +H2,lGH1R 12x,lÂ−1l R †2x,lH†1G†H†2,l(H2,lGRn1,lG†H†2,l+σ2Irl)−1∣∣∣∣
(4)
by using [13], and where Âl = In + R
†
2
x,lH
†
0,lR
−1
n0,l
H0,lR
1
2
x,l is a positive definite matrix.
Hence, I(ŷl;xl) ≤ I(y0,l;xl)+I(y2,l;xl) according to (3) and (4). Moreover, it can easily
be proved that I(ŷl;xl) ≥ min{I(y0,l;xl), I(y2,l;xl)}, Thus, I(ŷl;xl) can be increased
by maximising I(y2,l;xl), or equivalently by optimising G at the RN, as it has been
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recently shown in [8] for the single user case. In the following, we consider that σ = 1
and Rxl = αlIn, where αl = P1/(nL) if each xl signals have been allocated with the
same power at the SN and P1 is the total transmit power at the SN.
3. WSR based Power Allocation at the RN
The relay link mutual information that can be achieved by the weighted sum of the
users is given according to (3) by
Σy2,DL =
1
2
L∑
l=1
wl log2 |Bl| , (5)
where wl is the l-th weight and wl ≥ 0,∀l ∈ [1, . . . , L]. The problem of maximising
the weighted sum mutual information, or WSR, under the constraint that the transmit
power at the RN should not exceed P2 is such that
max
G
Σy2,DL s.t. G ≥ 0; tr (GRy1G†) ≤ P2, (6)
where Ry1 = E
{
y1y
†
1
}
= Iq + H1
(∑L
i=1, Rxi
)
H
†
1. The function Σy2,DL would be con-
cave if all the Bl are Hermitian positive definite matrices [14]. Therefore, in order to
be able to solve this problem via classic convex/concave optimisation tools [14], i.e.,
interior point method, the problem becomes equivalent to find a G matrix subject that
any Bl is an Hermitian positive definite matrix. Such a G matrix will be helpful to
transform (6) into a concave optimisation problem but it would not ensure the optimal-
ity of G. In the single user case, i.e., l = 1, it has been shown in [7,8] that the optimal
G matrix design is such that G = VG˜U†1 when assuming that the DN-RN and RN-DN
link CSI H1 and H2,1, respectively, are known at the RN and where V is a column
matrix that contains the q right-singular vectors of H2,1, G˜ = diag(
√
p1,
√
p2, . . . ,
√
pq)
is a q × q diagonal matrix and U1 is a column matrix that contains the q left-singular
vectors of H1. As explained in [8], the Hadamard determinant theorem establishes
that I(y2,1;x1) =
1
2
log2 |B1| would be optimised when B1 is a diagonal matrix. Conse-
quently, an optimal G matrix will be the one that turns any Bl into a diagonal matrix.
However, such a G matrix may not always exist.
3.1 Aggregate Channel Block-Diagonalisation based Optimisation
We can straightforwardly derive for each user l an optimised Gl matrix, which diag-
onalised Bl, by applying a similar approach as in [7, 8] with the assumption that H1
and every H2l are known at the RN; the CSI of each RN-DN link can be obtained by
reciprocity. Let H1H
†
1 be decomposed via eigenvalue decomposition as H1H
†
1 = UΛ̂U
†,
where U ∈ Cq×q is a unitary matrix and Λ̂ is a q × q diagonal matrix with diagonal
elements λ̂i ∈ C, which are sorted in descending order [7, 8]. Then Rl = UΛlU†, is a
q × q diagonal matrix with diagonal elements λl,i = αlλ̂i. Moreover, let each H2,l be
decomposed via SVD as H2,l = U2,lΩ̂
1
2
l W
†
l , where U2,l ∈ Crl×rl and Wl ∈ Cq×q are
unitary matrices, Ω̂l ∈ Crl×q is a rectangular diagonal matrices, and Ωl = Ω̂
1
2
l Ω̂
1
2
†
l is a
rl × rl diagonal matrix with diagonal elements ωl,i ∈ C, which are sorted in descending
order as in [7, 8]. Consequently, we can diagonalise Bl and re-express |Bl| in (3) as
|Bl| =
rl∏
i=1
(
1 +
puωuαlλ̂u
1 + puωu(1 + βlλ̂u)
)
(7)
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by applying Gl = WlG˜U
† in (3), where u = i +
∑l−1
j=1 rj, βl =
∑l−1
i=1 αi or βl =∑L
j=1,j 6=l
αj if either DPC is used or not, respectively, at the SN. However, we seek for
a unique G matrix that diagonalise all the Bl and not a collection of Gl matrices that
diagonalise Bl for each user only. In order to design such a G matrix, we can employ
the same approach as in [15] to block-diagonalise the aggregate channel H2 for the case
of r ≤ q, and we can then define our G matrix as
G = V̂G˜U†, (8)
where V̂ = [V1,V2, . . . ,VL]. Moreover, Vl is defined as Vl = V
(0)
l V
(1)
l , where V
(0)
l =
Yl,[ρ0
l
+1:q], V
(0)
l ∈ Cq×(q−ρ
0
l
), Yl is a matrix of rank ρ
0
l that contains the q right-singular
vectors of H2,l = [H
†
2,1, . . . ,H
†
2,l−1,H
†
2,l+1, . . . ,H
†
2,L]
† and Yl,[ρ0
l
+1:q] contains the last
q − ρ0l columns of Yl. Furthermore, V(1)l = Zl,[1:rl], V(1)l ∈ C(q−ρ
0
l
)×rl , Zl is a matrix
that contains the q − ρ0l right-singular vectors of H2,lV(0)l and Zl,[1:rl] contains the first
rl columns of Zl. Consequently, the problem in (6) simplifies as
max
p2
Σy2,DL =
1
2
L∑
l=1
wl log2 |Bl| s.t. p2 ≥ 0;
L∑
l=1
rl∑
i=1
pu(1 + (P1/n)λ̂u) ≤ P2, (9)
by applying (8) in (6) and where |Bl| is given in (7). This problem can be easily solved
with the following low-complexity algorithm with ωu is the i-th nonnegative eigenvalues
of H2,lV
(0)
l
(
V
(0)
l
)†
H
†
2,l. Note that this technique can be extended for the case where
r > q by resorting to eigenmode selection per user or user selection [15].
Algorithm 1
1: Input: wl, al, βl,∀l ∈ [1, L], ωu, λ̂u,∀u ∈ [1, r], ǫ;
2: Set x = [maxu{xu}]+, where xu = 1+(P1/n)λ̂u
wlωu(al−βl)λ̂u
;
3: Solve f(x) =
∑L̂
l=1
∑r̂l
i=1 p̂u(x)(1 + (P1/n)λ̂u) < P2 + ǫ, x ≥ 0 by using the Newton-Raphson
method [16] and obtain a solution x⋆.
4: Use x⋆ to compute pu = p̂u(x⋆),∀u ∈ [1, q].
5: Output: G = V̂ diag(√p1,√p2, . . . ,√pq)U†.
In the algorithm above, [.]+ = max{., 0},
∑L̂
l=1 r̂l = r or q if either r ≤ q or r > q,
respectively, p̂u(x) =−(2 + (αl + 2βl)λ̂u) +
√
αlλ̂u
(
αlλ̂u +
4wlωu(1+(αl+βl)λ̂u)(1+βlλ̂u)x
1+(P1/n)λ̂u
)
2ωu(1 + (αl + βl)λ̂u)(1 + βlλ̂u)

+
.
3.2 QR Decomposition based Optimisation
It has recently been shown in [10] for the single antenna per user case that Bl can
be diagonalised by applying the QR decomposition to the aggregate RN-DN channel
H2 at the RN. The QR decomposition transform H2 into a triangular matrix and,
consequently, turns the Bl matrix into a diagonal matrix. Let us now assume that each
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user has several antennas, H†2 can be decomposed as H
†
2 = V̂S, where V̂ ∈ Cq×q is
a unitary matrix and S ∈ Cq×r is a upper triangular matrix. Then, we can express
H2 as H2 = S
†V̂† and this will incur some simplifications in (6), however, it will not
turn Bl into a Hermitian positive definite matrix and (6) will not be concave, which is
contrary to the single antenna per user case. In order to simplify the formulation of the
problem in (6) and ensure that Bl is Hermitian positive definite, we assume that the
elements si,j, j > i of S are negligible and instead of finding the G matrix that solves
(6) for H†2 = V̂S, we aim at finding the G matrix that solves (6) for H
†
2 = V̂T, where
T = diag(S). On the one hand, this approximation allows us to simplify further the
problem in (6) such that it becomes equivalent to the problem in (9) and, hence, the G
matrix can swiftly be obtained by using Algorithm 1 but where ωu = ‖si,i‖2. On the
other hand, this G matrix will be a sub-optimal solution of the original problem.
4. Results
Our novel AF power allocation methods, which have been introduced in Sections 3., are
compared against each other in terms of sum-rate performance for either equal weights,
or weights that are calculated according to the channel norm of each user. The user
with the largest norm is the first user. Moreover, the ordering of the users has then
been made according to their respective weights.
In our simulations, we denote SNR1(dB)= log10(P1) and SNR2(dB)= log10(P2). We
consider an equal power allocation for each user, i.e., αl = P1/(nL), and that the
direct links between the SN and DNs are weak in comparison with the relay links and,
hence, can be neglected. A single-tap independent and identically distributed (i.i.d)
Rayleigh fading channel is assumed between the various links, SN-RN, and RN-DNs.
We considered 5× 103 realisations of each channel for our sum-rate analysis. Note that
the parameter ǫ which is used to fine-tune the accuracy of Algorithm 1, has been set
to ǫ = 10−5.
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Figure 2: Sum-rate performance of various power allocation schemes (left) and eigenvalues ordering
performance variation (right).
In the left-hand side of Fig. 2, we plot the sum-rate performance of the QR de-
composition method (H†2 = V̂S), which is denoted QR and has been obtained through
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exhaustive search, of our QR decomposition method with approximation H†2 = V̂T,
which is denoted QR2, and of the aggregate channel block-diagonalisation, which is
denoted CBD. These curves have been obtained by setting SNR2 = 10 dB, L = 2,
n = q = 4, wl = 1, rl = 2∀l ∈ [1, L] and by considering or not DPC at the SN. The
results show that the QR method performs far better than the CBD method; it implies
that the process of channel block-diagonalisation is not efficient. The result also indi-
cate that our QR2 method performs only 2 to 5 % worst than the original QR method
but with a far lower computational complexity. In the right-hand side of Fig. 2, we
plot for SNR2 = 10 dB, L = 4, n = q = 8, wl = 1 and rl = 2, ∀l ∈ [1, L], the sum-rate
performance of the QR2 and CBD methods for different ordering of the eigenvalues ωu
and λ̂u. In the single user case, it has been pointed out in [7,8] that a close to optimal
ordering is obtained by pairing the best λ̂u with the best ωu, then the second best λ̂u
with the second best ωu, and so on and so forth. Here we have considered three types
of ordering, ord1 correspond to the single user case; in ord2, the best λ̂u is paired with
the best ωu of the first user, then the second best λ̂u is paired with the best ωu of the
second user, and so on and so forth; in ord3, we sort the ωu of each user in descending
order and λ̂u as well. The results show the importance of the ordering of the eigenvalues
and that the single user ordering is no longer optimal in the MU case.
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Figure 3: Cooperative sum-rate (blue) vs.weighted sum-rate (red) DL performance in function of SNR1 (dB)
for SNR2=10 dB, L = 2, n = q = 4, rl = 2 (left) and L = 4, n = q = 8, rl = 2 (right).
In Fig. 3, we compare the sum of user rate performance of our QR2 decomposition
method under sum-rate, i.e., wl = 1,∀l ∈ [1, L], and WSR criteria, where the weights are
computed according to the norm of H2,l for each user. In the left-hand side of the figure,
we consider a two-user case and in the right-hand side, a four-user case. The results
show that by modifying the user weights, we can increases the overall performance. In
both cases, by prioritising the first user, we can increases its rate without impairing the
other user rates.
5. Conclusions
In this paper, we have introduced two novel power allocation methods for nonregen-
erative cooperative DL MU MIMO communication, which is designed to optimise the
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sum-rate of the cooperative system according to the WSR criterion. The main optimi-
sation problem is not concave and our two methods aim at simplifying it in order to
turn it into a concave problem. We have explained the conditions for which the power
allocation problem under WSR and total power constraint can be concave. Then, we
introduce two methods to simplify the problem and turn it into a concave problem,
which can be easily solved by a low-complexity algorithm that is provided. The sum-
rate performance of both our methods have presented and the method based on QR
decomposition provides better performance than the other method. The result also
show that a proper choice of weights can increase the sum-rate. Future work could be
carried out by considering the joint power allocation at SN and RN, where the full CSI
of the relay channel would be available at the SN, which is a prerequisite for the use of
DPC.
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