Abstract. We show, for levels of the form N = p a q b N ′ with N ′ squarefree, that in weights k ≥ 4 every cusp form f ∈ S k (N ) is a linear combination of products of certain Eisenstein series of lower weight. In weight k = 2 we show that the forms f which can be obtained in this way are precisely those in the subspace generated by eigenforms g with L(g, 1) = 0. As an application of such representations of modular forms we can calculate Fourier expansions of modular forms at arbitrary cusps and we give several examples of such expansions in the last section.
Introduction
The space M k (N, χ) of modular forms of level Γ 0 (N ), weight k and nebentypus χ splits into the direct sum of the Eisenstein subspace E k (N, χ) and the space of cusp forms S k (N, χ). It is straightforward to compute Fourier expansions and Hecke eigenforms in the Eisenstein subspace, but the space of cusp forms is far more mysterious, and any method of generating cusp forms is therefore of great interest. In this article we examine one of the simplest methods of generating cusp forms: What is the subspace of S k (N, χ) generated by (the cuspidal projection of) products of Eisenstein series of lower weight?
For N = 1 the answer to this question is very well-known: the graded ring 1 ⊕ k≥0 M k (1) is a polynomial ring with two generators, one in degree four and one in degree six, corresponding to the Eisenstein series E 4 and E 6 . This means that every cusp form of level N = 1 is a linear combination of products of Eisenstein series. However the number of products required to form the monomials in E 4 and E 6 for these linear combinations grows linearly with the weight k, which means these monomials are rather complicated. It is therefore natural to ask whether one can have simpler products at the expense of taking more Eisenstein series. Pushing this to the extreme we are led to ask: What is the subspace of M k (N, χ) generated by Eisenstein series and products of two Eisenstein series?
Using the Rankin-Selberg method (as observed in [23] §5) one can show that, for k ≥ 8, M k (1) can be generated by the products E l E k−l for 4 ≤ l ≤ k − 4. Similar statements are known to hold for M k (p) for p prime and k ≥ 4 (see Imagoḡlu-Kohnen [12] for p = 2, Kohnen-Martin [14] for p > 2). The most complete result in this direction was found by Borisov-Gunnells in [3] , [2] , and [4] . They show that for weights greater than two and any level N ≥ 1 the whole space M k (Γ 1 (N )) is generated by E k (Γ 1 (N )) and products of two toric Eisenstein seriess (k) a/N for a ∈ {0, . . . , N − 1}, while for k = 2 one only obtains a subspace, S 2,rk=0 (N ) + E k (N, χ), where S 2,rk=0 (N ) is defined below. The main application we want to present is the calculation of Fourier expansions at arbitrary cusps. While the toric Eisenstein series of Borisov-Gunnells have remarkably simple rational Fourier expansions at ∞, the Fourier expansions at other cusps are harder to obtain. This led us to consider instead the well-studied Eisenstein series (either zero or a value of a Dirichlet L-function) is given in Section 4. The advantage of working directly with the Eisenstein series in (1) is that their Fourier expansions at cusps other than ∞ are comparatively easy to obtain and were explicitly calculated by Weisinger [21] (we use a corrected version by Cohen [11] ). Before we describe our results we mention a different, rather general recent result by Raum [22] : Let k ≥ 8 be an integer, let ρ be a representation of SL 2 (Z) on a complex vector space V such that ker(ρ) contains a congruence subgroup, and define M k (ρ) to be the space of V -valued functions transforming as modular forms for the automorphy factor γ → (cz + d) −k ρ(γ −1 ). Then
where 4 ≤ l ≤ k − 4, ρ M is the permutation representation on Γ 0 (M )\ SL 2 (Z), the E k are corresponding vector-valued Eisenstein series, and the T M are certain natural vector-valued Hecke operators.
In order to state our main theorem, when the character χ is trivial, let us first define the space of products more precisely. Let B d be the lifting operator that associates to a modular form f of weight k the form f |B d (τ ) = d k 2 f (dτ ). Let k ≥ 2 be even and fix a positive integer N . We then define Q k (N ) ⊂ M k (N ) to be the subspace generated by all products of the form
that lie in M k (N ) with the additional condition that d 1 M 1 divides the squarefree part of N . In other words l ∈ {1, . . . , k − 1}, φ and ψ are primitive characters modulo M 1 , M 2 with φψ(−1) = (−1) l , and
We only need to require (φ, ψ, l) = (1, 1, 2), (1, 1, k − 2), where 1 is the trivial character, since these choices do not produce modular forms. The additional condition on
Our main result is: Theorem 1.1. Let k ≥ 4 be even. Let N = p a q b N ′ where p and q are primes, a, b ∈ Z ≥0 , and N ′ is squarefree. Then the restriction of the cuspidal projection to Q k (N ) is surjective, i.e.
In particular, if N = p a q b we only need E k (N ) and products of the form E 1,ψ
. This is a minor improvement to [3] , [2] , and [4] , from which one can deduce that E k (N ) and products of the form E 1,ψ
. An advantage of our proof is that it does not use the theory of toric modular forms from which Borisov-Gunnells draw a powerful Hecke stability result. Instead we use a vanishing criterion for cusp forms with many vanishing L-values, Theorem 3.4, which could be of independent interest. The case of weight 2 is different: Indeed, one sees immediately from the Rankin-Selberg method that the products of Eisenstein series are orthogonal to every newform f with vanishing central L-value, i.e. L(f, 1) = 0. Accordingly we define the space S 2,rk=0 (N ) to be generated by newforms and lifts of newforms with non-zero central L-value. We obtain the analogue of Theorem 1.1 subject to this constraint.
An expression of a modular form f as a sum of products of Eisenstein series provides a way of calculating the Fourier expansion of f at ∞. Once such an expression for f is obtained, O(n log(n)) operations are required to compute n Fourier coefficients of f which is theoretically best possible, 2 and also appears to work well in practice.
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Moreover, as mentioned in [22] , one can use such expressions to compute Fourier expansions at any cusp of Γ 0 (N ). For square-free N one can deduce the Fourier expansion of a modular form f ∈ M k (N ) at any cusp from the one at ∞ by using Atkin-Lehner operators. However for general N the Fourier expansions at certain cusps are difficult to access yet carry important information. We have implemented an algorithm in Sage [8] that calculates Fourier expansions at any cusp of Γ 1 (N ) based on a representation of the modular form as a linear combination of products of Eisenstein series. For example we can use the expansion in example (3) to obtain the Fourier expansion of f 32 at the cusp 1 8 . For that purpose we first choose γ = ( 1 0 8 1 ) ∈ SL 2 (Z) that sends ∞ to 1/8. The expansion is then given by
Using the Fourier expansions of a newform f at cusps we can also compute the root number of f and eigenvalues of Atkin-Lehner operators. This furnishes another example of an important datum which cannot immediately be read from the Fourier expansion of f at ∞ when the level is not squarefree. In Section 6 we give several more examples of Fourier expansions of modular forms of levels that involve high prime powers, where we also calculate Atkin-Lehner eigenvalues. The algorithms we use are available at [10] .
In future work [9] we plan to use this method of computing Fourier expansions at cusps other than ∞ to study the local representation-theoretic aspects of newforms. The connection between Fourier expansions at cusps and local components of newforms is explained in [5] and [7] . In brief, the Fourier expansions at cusps of a newform f can be used to obtain values of the new vector in the local Whittaker model. From this one can extract root numbers of twists of the local representation, and also determine the local component of f .
Let us now give a sketch of proof of Theorem 1.1 (the proof of Theorem 1.2 requires minor modifications). Note that in Section 4 we argue for the most part with a space P k (N ) instead of Q k (N ), and in §5 we show that P k (N ) has the same projection to S new k (N ) as Q k (N ). Theorem 1.1 then follows by induction from the fact that the projection of P k (N ) to S new k (N ) equals S new k (N ), which is the statement of Theorem 4.4. For the proof of Theorem 4.4 suppose to the contrary, that the projection of P k (N ) cuts out a proper subspace of S new k (N ). We may pick a non-zero G ∈ S new k (N ), orthogonal to P k (N ). A standard application of the Rankin-Selberg method ( §4) allows one to see that, if G were a newform, then all the critical L-values L(G ψ |W N M S , j) would have to vanish for all primitive characters ψ of conductor dividing N and all sets S of prime divisors of N ′ (except for some cases when j = 2, k − 2, when the technical difficulties coming from weight two Eisenstein series enter). Here G ψ is the twist of G by ψ. However, since our P k (N ) might not be closed under the action of the Hecke operators, we cannot assume that G is a newform. On the other hand, our space P k (N ) will, by construction, be closed under the action of the Atkin-Lehner operators W N ℓ for ℓ|N ′ and so we can at least assume that G is an eigenfunction of all these operators. Moreover we can modify G so that the orthogonality of G to P k (N ) is equivalent to the vanishing of many twisted L-values of G. We prove a general statement, possibly of independent interest, that if G is a cusp form which is an eigenfunction of certain Atkin-Lehner operators and for which sufficiently many twisted L-values vanish, then G = 0. The argument proceeds via modular symbols, and extends a result of Merel who proves a similar vanishing criterion in the case when G is a newform.
The reason the assumption N = p a q b N ′ enters is because we want to be in a situation where, if f is a newform (or a sum of newforms with the same W N ℓ -eigenvalue for all ℓ ∈ T ) and α is a primitive character modulo M | N , then the W N M S (pseudo-)eigenvalues of the twists f α for each set S of prime divisors of N/M are determined by those of f . With our methods, this conditon arises naturally in the proof of Theorem 1.1, and our argument would extend immediately to any situation where it holds. When N is squarefree this condition is automatic, since the twisting and Atkin-Lehner operators must commute (c.f. Proposition 2.3). When N is not squarefree this is a much more difficult question, and it seems unlikely that a purely local argument will work. Indeed our extension to level N = p a q b N ′ stems from a rather different argument using the modular symbols relations, which allows us to to avoid this condition altogether when the number of prime factors of N is restricted as above.
Let us finish by remarking that one can easily compute (see §4) a trivial upper bound p k (N ) for the number of generators of Q k (N ). We compare this to the dimension dim S new k (N ) in the "squarefree" and "prime-power" level aspects. In both cases the result is that P grows quicker than dim S k (N ), although not by much, particularly in the prime-power case. When k = 2 the problem of improving the upper bound p k (N ) is interesting because of potential applications to the conjecture of Brumer on the number of newforms of level N for which L(f, 1) = 0.
Preliminaries
Let N, k ∈ Z be a positive integers, and let χ be a Dirichlet character modulo N . We keep the notations from the introduction for spaces of modular forms; we tacitly assume that χ(−1) = (−1) k since otherwise these spaces are zero. Our normalisation of the slash operator is
so that diagonal matrices act trivially. We write | for | k since the weight k will be clear from the context.
We denote by 1 N the principal character modulo N , which satisfies 1 N (n) = 1 for (n, N ) = 1, and 1 N (n) = 0 otherwise. We write 1 for the trivial character, which satisfies 1(n) = 1 for all n. Any character χ modulo N can be factorised as a product χ = p|N χ p over the prime divisors of p|N , where χ p is a uniquely determined character modulo p vp(N ) . If S is a set of prime divisors of N , then we write χ S = p∈S χ p for the S-part of χ. For a set S of prime divisors of N and a divisor M of N , we write M S for the S-part of M , i.e. p∈S p vp(M ) . We will also use the notation S M = {p ∈ S; p | M } and S = {p | N ; p prime} \ S (we will clarify the dependence on N when confusion may arise). With this notation we have
For primes p with (p, N ) = 1, we write T p for the Hecke operators on M k (N, χ); these are extended multiplicatively to T n for (n, N ) = 1. When q | N we write U q for the Hecke operators extended from the operators U p (where p is a prime divisor of N ); the normalisation is
For a set of prime divisors S of N we define the Atkin-Lehner involution
where 
In particular, W N S does not depend on the choice of x, y, z, w.
, and W N S preserves the subspace of cusp forms. (iii) If S and S ′ are disjoint sets of prime divisors of N , then
(iv) The adjoint of W N S on M k (N, χ) with respect to the Petersson inner product is given by W
By a newform, we mean an element f ∈ S k (N, χ) which is an eigenfunction of all Hecke operators, normalised to have first Fourier coefficient equal to one. We write S new k (N, χ) for the subspace of S k (N, χ) generated by the newforms, so f ∈ S new k (N, χ) is a linear combination of newforms; we refer to these as elements of the new subspace. If χ can be defined modulo N/q, then any newform in S k (N, χ) is an eigenfunction of the operator W N q , see Proposition 13.3.11 in [6] .
Let q be a prime divisor of N . On the new subspace there is a close connection between the Hecke operator U q and the Atkin-Lehner operator W N q : Proposition 2.2. [[6] Proposition 13.3.14] Let χ be a Dirichlet character modulo N and suppose it is induced by a character modulo N/q (or equivalently that χ q is principal). Let f be a newform of S k (N, χ) with q-th Fourier coefficient a q and Atkin-Lehner eigenvalue λ q (f ).
•
2 a q and hence we have the equality of operators
. The third class of operators that play a major role for us are various twisting operators. Let f ∈ S k (N, χ) with Fourier expansion f (z) = n≥1 a n e(nz), let α be a Dirichlet character modulo M , and define f α (z) = n≥1 a n α(n)e(nz).
With α, f as above, define also
Note that if α is primitive modulo M we have
where G(α) is the Gauss sum of α. For any z ∈ H we can view the function
and we see by Fourier inversion that
the sum being over all Dirichlet characters modulo N ′ .
Finally we state some standard facts about the commutation relations for the above operators in the cases we will need them. These can be proved by direct computation (see also [1] §3).
Let q be any divisor of N that is coprime to N ′ , then
Similarly, if S is a set of prime divisors of N such that N S and N ′ are coprime, then
A vanishing criterion for cusp forms
In this section we prove several criteria that relate the vanishing of twisted L-values of a modular form f to the vanishing of f . We recall some facts from the theory of modular symbols; for details see [16] or [20] §8. Let k be an integer ≥ 2. The space M k (Γ 1 (N )) of modular symbols is generated by the Manin symbols [P, g] where P is a homogeneous polynomial in C[X, Y ] of degree k − 2, and g ∈ SL 2 (Z). In fact the Manin symbols [P, g] only depends on P and the coset Γ 1 (N )g. By mapping a matrix g to its bottom row modulo N , the cosets of Γ 1 (N )\ SL 2 (Z) are in bijection with the set
see for example [20] Proposition 8.6. Note that gcd(u, v, N ) is well-defined, i.e. does not depend on the choice of representative of the residue classes u and v. We write [P, (u,
The Manin symbol relations from [20, Theorem 8.4 ] translate to
There is an involution ι of
The relations (7), (8) , and (9) hold because of a relation on the underlying Manin symbols, see [20] §8.2.1. One can apply ι to these relations for the Manin symbols to obtain another set of relations. Applying ξ f and adding or subtracting as appropriate, we see that (7), (8) , and (9) hold for ξ replaced by ξ 
where L(f |g, j + 1) is defined as follows. The L-series of a cusp form F = n∈Q >0 b n e 2πinτ for a congruence subgroup is
It converges for Res ≫ 0 and can be extended analytically to the whole complex plane. We also denote this extended function, the L-function of F , by L(F, s). The main goal of this section is to prove Theorem 3.2, which is a vanishing criterion for f in terms of vanishing of certain twisted Lfunctions. The result is in the spirit of Corollaire 2 of [17] , although we require some modifications since we do not assume that f is a newform, or even an eigenfunction of almost all Hecke operators. First we recall an identity from the proof of Proposition 6 in [17] :
S denote the set of prime divisors of N which divide u, let S denote the remaining prime divisors of N , and let N ′ be the order of
where n is chosen so that n ≡ uv mod N S and n ≡ −uv mod N S , and
The existence of A, B, C, D follows from the Chinese Remainder Theorem. We omit the proof of this identity, which is simply a matter of checking that the matrix on the right hand side is integral with determinant one and with bottom row congruent to (u, v) modulo N (whence the conditions on A, B, C, D).
Let N be a positive integer and let T be the set of prime divisors p of N with v p (N ) = 1, so
where the exponents v p (N ) for p ∈ T are all greater than 1. Proof. We will present the argument for the case ǫ = 1, which uses the function ξ + . The other case, using ξ − , is almost idential, the only difference being which characters cancel in (13) . We will show that the conditions in the theorem imply ξ 
8 with A, B, C, D and n satisfying the conditions of the lemma. Since f |W N |W N = f , we have
Now n ≡ uv mod N S and n ≡ −uv mod N S , so n also has order N ′ modulo N . Hence nN ′ = n ′ N for some n ′ which is coprime to N ′ . Writing this as n/N = n ′ /N ′ and using (6) we get
where α varies over all Dirichlet characters modulo N ′ . By Proposition 2.3 we have
, and the conditions of Lemma 3.1 together with Proposition 2.1 give
Hence, using (10),
where the sum is over all characters modulo N ′ . Here we used that for any cusp form G of weight k for a congruence subgroup, we have L(G| (11) we see that
The argument is as above, with n ′ replaced by −n ′ , and each individual summand in the final expression for ξ f |W N (j; u, v) changes by a factor of α(−1)α 2
where the sum is over all characters α modulo N ′ with α(−1) = (−1) j+1 .
The next step is to relate S α (f ) to the twist by the primitive character underlying α. The key to this is the following lemma, which can be proved by a direct computation:
Lemma 3.3. Let N and k be positive integers, let χ be a Dirichlet character modulo N , and let f ∈ S k (N, χ). Let N ′ ∈ N, let α be a character modulo N ′ with conductor M . Assume that M < N ′ , let p be any prime dividing N ′ /M , and let β be the character modulo N ′ /p inducing α. Then
In our case f ∈ S new k (N ) is an eigenfunction of each W N p for p ∈ T , so by Proposition 2.2 it is also an eigenfunction of U p for each p ∈ T . By the same proposition if p ∈ T , i.e., p 2 |N , then U p is the zero operator on S new k (N ), so f is trivially an eigenfunction of U p in that case. In both cases we denote the U p -eigenvalue of f by a p . Then Lemma 3.3 gives
and so
Applying this repeatedly we see that
, j + 1) = 0, as this is one of the L-values that is assumed to vanish in the statement of the theorem. Now suppose that there is a prime p ∈ S ∩T . Since v p (N ) = 1 and p divides u, we have gcd(p, N ′ ) = gcd(p, M ) = 1. Write S = S ′ ∪ {p} and set α ′ = (α 0 ) S ′ , the S ′ -part of α 0 . By Propositions 2.1 and 2.3 we have Note that in Theorem 3.2 Atkin-Lehner operators are used in two different ways: first at p ∈ T where we insist f is an eigenfunction, second at S ⊂ T where we insist the L-values of Atkin-Lehner images of twists vanish. For our applications we will restrict to levels of the form N = p a q b N ′ with N ′ squarefree; a simple trick then allows us to do away with the latter use: Theorem 3.4. Let ǫ ∈ {0, 1} and N = p a q b N ′ where p and q are distinct primes, a, b ∈ Z ≥0 \ {1}, and N ′ is squarefree and coprime to pq. Let k ≥ 2, and let f ∈ S new k (N ) be an eigenfunction of all Atkin-Lehner operators W N ℓ for primes ℓ|N ′ . Assume that L(f α , j + 1) = 0 for all characters α primitive modulo M | N and all j = 0, ..., k − 2 with α(−1) = (−1) j+ǫ . Then f = 0.
Proof. We may assume that a > 1 or b > 1, in particular that the set T ⊆ {p, q} is non-empty, since otherwise this is just the statement of Theorem 3.2. Let (u, v) ∈ E N . If no prime of T divides u then the proof of Theorem 3.2 shows that ξ Now suppose that both u and v are divisible by a prime in T . By the definition of E N , it cannot be the case that the same prime divides both, so we are in the case when a > 1 and b > 1, and we may assume that p divides u and q divides v. Then the residue class −u − v is divisible by neither p nor q, so ξ + f (i; v, −u − v) = ξ + f (i; −u − v, u) = 0 for all 0 ≤ i ≤ k − 2 by the above. Hence using (8) we obtain ξ f (j; u, v) = 0.
Remark 3.5. More generally, an argument similar to the proof of Theorem 3.4 shows that one can restrict the sets S ⊂ T in Theorem 3.2 to avoid two prescribed elements of T .
In the next section we will show that a cusp form f in S new k (N ) is orthogonal to products of Eisenstein series if many twisted L-values of f vanish. A technical difficulty arises in our application of Theorem 3.2 when k ≥ 4, where we cannot deduce that L(f, 2) and L(f, k − 2) vanish due to the fact that the weight two Eisenstein series with trivial character is not holomorphic. To this end we prove a result which states that the problematic cases are in fact already a consequence of the other assumptions: 
Generating spaces of cusp forms by products of Eisenstein series
We begin by recalling the theory of Eisenstein series as developed in [18] §7. Let N ∈ N, l ∈ N, and let φ and ψ be Dirichlet characters modulo N 1 and N 2 respectively such that N 1 N 2 = N . We assume that φ(−1)ψ(−1) = (−1) l , and we extend φ to a character of Γ 0 (N ) by φ a b c d = φ(d), and similarly for ψ. Define the Eisenstein series
where ψ 0 is the primitive character that induces ψ. It converges uniformly and absolutely for l + 2Re(s) ≥ 2 + ǫ, for any ǫ > 0. In the region of absolute convergence this satisfies the transformation law
for δ ∈ Γ 0 (N ). The function E φ,ψ l (z, s) can be analytically continued in the s-variable to s = 0 (see [18, §7] ), so we can define E φ,ψ l (z) = E φ,ψ l (z, 0). Moreover, unless l = 2 and ψ is principal, the value at s = 0 is a holomorphic function of z, so (14) along with appropriate growth estimates shows that in fact E φ,ψ l ∈ M l (N, φψ).
If φ and ψ are primitive, the Fourier expansion of E φ,ψ l can be deduced from Theorems 7.1.3, 7.2.12, and 7.2.13 of [18] :
where
else.
In the special case φ = 1 the Eisenstein series E 1,ψ l (z, s), appropriately normalised, is given by a Poincaré series:
Let k ∈ N, χ be a Dirichlet character modulo N with χ(−1) = (−1) k , and let f ∈ S k (N, χ). Given any g ∈ M l (N, ψχ), we consider the inner product
Here dµ(z) = (dxdy)/y 2 is the SL 2 (R)-invariant measure on the upper half plane. Note that the integrand is indeed Γ 0 (N )-invariant so the integral over this quotient is well-defined, at least when it converges. This is the case if s has sufficiently large real part, which we assume for the following proposition:
Proposition 4.1. Let N, k, l ∈ N, χ be a Dirichlet character modulo N , and f be a newform in S k (N, χ). Let φ, ψ be Dirichlet characters modulo N such that φψ = χ, φ(−1) = (−1) l and denote by φ 0 the primitive character that induces φ. Exclude the two cases φ 0 = 1 and l = 2, and φ = χ and l = k − 2. Then
Proof. Using the Rankin-Selberg method (see [19] ) we obtain
where a n and b n are the Fourier coefficients of f and g. Note that a n are the Fourier coefficients of f c (z). A standard computation (see e.g. [22] Proposition 4.1
.
in (18) and using (15) we obtain the result.
Note that both sides of (17) have analytic continuation to C, so by the uniqueness of analytic continuation the equality also holds at s = 0:
Under the hypotheses of Proposition 4.1,
We can now proceed to the first result on generating cusp forms by products of Eisenstein series.
to be the space generated by the products
for all (α, l) ∈ B(N ) and all sets S of prime divisors of N ′ . Here α N denotes the extension of α to a character modulo N .
In the case k = 2 we define S new 2,rk=0 (N ) ⊂ S new 2 (N ) to be the subspace generated by newforms f with L(f, 1) = 0. Then P 2 (N ) = S new 2,rk=0 (N ). Proof. First assume k > 2. As in Section 3 denote the set of prime divisors of N ′ by T . Assume that P k (N ) is a proper subset of S new k (N ). Since P k (N ) is closed under the action of the Atkin-Lehner operators W N S for S ⊆ T , so is the orthogonal complement of P k (N ) in S new k (N ). Therefore there exists a non-zero form g ∈ S new k (N ) that is orthogonal to P k (N ) and an eigenform of the W N S . We can write
4 Our divisor function is σ l−1,φ,1 in Raum's notation.
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where f 1 , . . . , f r are the newforms in S new k (N ) with the same W N S -eigenvalues as g for all S ⊆ T . Using Corollary 4.2 (note f i = f c i since the f i have real Fourier coefficients) we get
Since g is a W N S -eigenform for S ⊆ T and the operators W N S are self-adjoint, for all S ⊂ T we have E
We see that orthogonality of g to
for all (α, l) ∈ B(N ). Following an idea from the proof of Theorem 1 [14, Theorem 1], we define another form in G ∈ S new k (N ) by
Since the f i all have the same W N S -eigenvalues as g for S ⊆ T , so does G. Then (20) translates to
for (α, l) ∈ B. Now applying Proposition 3.6 we see that L(G, 2) = 0 and L(G, k − 2) = 0. Thus G satisfies the conditions of Theorem 3.4, so G = 0. Since k ≥ 4, L(f i , k − 1) = 0, so all β i must be zero, and we arrive at the contradiction g = 0.
In the case where k = 2 the proof is similar. The inclusion P 2 (N ) ⊂ S new 2,rk=0 (N ) follows from Corollary 4.2, which shows that P 2 (N ) is orthogonal to every newform f with L(f, 1) = 0. The rest of the argument works as above.
When a = b = 0, so N = N ′ is squarefree, one easily sees that the set B(N ) in Definition 4.3 satisfies
for k → ∞. Therefore, writing p k (N ) for the number of generators for P k (N ) as given in Definition 4.3, we have
This should be compared to
(c.f. [15] ). It is therefore an interesting question whether we can remove the Atkin-Lehner operators appearing in the definition of P k (N ) so to obtain a space P k (N ) for which the number of generators is of similar size to the dimension of the target space. When N = p a q b for a, b > 1 we have
while (with a, b ≥ 3 for simplicity),
In this case (as well as the case of N = N ′ ) it is also an interesting question whether one can quantify the linear dependency among the products of Eisenstein series generating P k (N ) (or Q k (N ), defined below). These questions may be asked for any k, but they are particularly pertinent when k = 2, as any additional symmetry in this case which would allow lowering the constant further could have application to Brumer's conjecture (see [13] ) regarding the number of newforms f with L(f, 1) = 0.
Most of the methods we have developed also work for the spaces M k (N, χ) where χ is a nonprincipal character modulo N . However, there are some complications, in particular because the Atkin-Lehner operators W N S are no longer endomorphisms of M k (N, χ) when χ is not quadratic. This means that it is necessary to take Eisenstein series coming from different eigenspaces of the diamond operators to generate S k (N, χ) . To minimise the technicalities we give an example of how the same methods can be used to treat the case of prime level, where the Atkin-Lehner operators are not needed: Theorem 4.5. Let p be prime and let χ a character modulo p. Let P 2 (p, χ) be the space generated by
for α varying over all (primitive) odd characters modulo p. Write P 2 (p, χ) for the projection of
be the subspace generated by newforms f with L(f, 1) = 0. Then
Proof. The proof proceeds along the same lines as the proof of 4.4. Instead of Theorem 3.4 we use the following vanishing criterion, which can be proved with the same methods as Theorem 3.2. If, for G ∈ S 2 (p, χ), the L-value L(G α , 1) for all odd characters α modulo p vanishes, then G vanishes.
The new part of P k (N )
In this section we will analyse the new parts of the generators of P k (N ) for any N . We use this to construct another space Q k (N ) with the same projection to the new space as P k (N ) whose generators do not involve Atkin-Lehner operators. While P k (N ) was more useful for the proof of Theorem 4.4, Q k (N ) is more explicit and easy to implement on a computer. The first step is to write E 
Proof. The proof is analogous to the proof of [6, Lemma 8.4.2] . For Re(s) ≫ 0 we have
Using the fact that d|n µ(d) is the indicator function for n = 1, we get
s).
We obtain an equality of functions of the variable s, which remains true for s = 0 by uniqueness of analytic continuation.
Thus the product E
is a linear combination of products of the form
for e | N/N M . If e = 1 these products clearly have level smaller than N , so are old forms. Hence the projection of P k (N ) to the new space P k (N ) is generated by the projections of the products
where S ⊆ T is a set of prime divisors of the squarefree part of N . Let us focus on the first factor for now. It is easy to see that, as operators on M k (M, α), we have the equality
where S M is the set of primes in S that divide M . Using Proposition 14 of [21] we see that the first factor in (22) is a multiple of
To study the second factor in (22) we use an extension of Proposition 1.5 of [1] that allows us to swap the order of the lifting operator and the Atkin-Lehner operator in equation (22) .
, and S be a set of primes dividing dM . Let S = {p | dM } \ S, S M = S ∩ {p | M }, and define d S = p∈S p vp(d) and d S as usual. Then
The determinant of
is M S . The result now follows by Proposition 2.1 and the fact that y ≡ 1 (mod M S ) and x ≡ 1 (mod M S ).
Applying Lemma 5.2 with
S and using Proposition 14 of [21] , we see that the second factor in (22) is a multiple of
so the product in (22) is a multiple of
In order to unwind this, set
With these definitions α S M and α S M are primitive characters modulo M 1 and M 2 respectively, which we now relabel as φ and ψ. Note that as α varies over all primitive characters of parity ǫ modulo M , φ and ψ vary over all primitive characters modulo M 1 and M 2 such that φψ has parity ǫ. Now fix M |N and let S ⊆ T vary: we obtain all 
We define Q k (N ) to be the vector space generated by
The above calculation shows that Q k (N ) and P k (N ) have the same projection onto the new subspace S new k (N ). Using the spaces Q k (N ) and their lifts we can extend Theorem 4.4 to the full space S k (N ): Theorem 5.4. Let N be as in Theorem 3.4 and
Proof. This follows from Theorem 4.4, the previous calculations, and an inductive argument using the fact that
To treat the case k = 2 we need one more result. Proof. It suffices to show that f |B d is orthogonal to each of the generators of P 2 (N ), so we fix a product (E
)|W N S where α is a primitive odd character modulo M | N and S ⊂ T is a subset of the primes p with v p (N ) = 1. Since W N S is self-adjoint, (E
Using Lemma 5.2 and the fact that f is an eigenfunction of all W M S ′ for sets S ′ ⊆ T of prime divisors of N 0 , we see that f |B d |W N S is a multiple of f |B d ′ for some d ′ |d. Arguing as in Proposition 4.1,
where a n are the Fourier coefficients of f (note that f c = f in this case), and Re s ≫ 0. Let
The first sum over n coprime to d ′ is, up to the Euler factors corresponding to the prime divisors of d ′ , given in the proof of Proposition 4.1:
, 
Fourier expansions at arbitrary cusps
Let f ∈ M k (Γ 0 (N )) and α = a c ∈ Q ∪ {∞} with (a, c) = 1. In this section we discuss how a representation of f as a linear combination of products of Eisenstein series can be used to obtain a Fourier expansion of f at α. The method described here applies to modular forms for any congruence subgroup but we focus on Γ 0 (N ) because our main theorem 5.4 applies to Γ 0 (N ). Choose a matrix γ ∈ SL 2 (Z) that maps ∞ to α. The form f |γ is invariant under T w , where
is the width of the cusp α. Hence f |γ has a Fourier expansion in q w = e We will call this a Fourier expansion of f at the cusp α. Note that the coefficients a k |B d γ for primitive characters φ, ψ and d ∈ N. This is discussed in the second chapter of [21] , although there are several mistakes in the formulas. A corrected version was communicated to the authors by Henri Cohen [11] . We have implemented the above method of finding Fourier expansions of modular forms at arbitrary cusps in Sage [8] and present several examples of Fourier expansions below. Our program is available at [10] . In our examples we will calculate Atkin-Lehner eigenvalues and the expansions at cusps of the form
