Abstract.-Numerous methods have been developed to estimate the position of a mass extinction boundary while accounting for the incompleteness of the fossil record. Here we describe the point estimator and confidence interval for the extinction that are optimal under the assumption of uniform preservation and recovery potential, and independence among taxa. First, one should pool the data from all taxa into one combined ''supersample.'' Next, one can then apply methods proposed by Strauss and Sadler (1989) for a single taxon. This gives the optimal point estimator in the sense that it has the smallest variance among all possible unbiased estimators. The corresponding confidence interval is optimal in the sense that it has the shortest average width among all possible intervals that are invariant to measurement scale. These optimality properties hold even among methods that have not yet been discovered. Using simulations, we show that the optimal estimators substantially improve upon the performance of other existing methods. Because the assumptions of uniform recovery and independence among taxa are strong ones, it is important to assess to what extent they are satisfied by the data. We demonstrate the use of probability plots for this purpose. Finally, we use simulations to explore the sensitivity of the optimal point estimator and confidence interval to nonuniformity and lack of independence, and we compare their performance under these conditions with existing methods. We find that nonuniformity strongly biases the point estimators for all methods studied, inflates their standard errors, and degrades the coverage probabilities of confidence intervals. Lack of independence has less effect on the accuracy of point estimates as long as recovery potential is uniform, but it, too, inflates the standard errors and degrades confidence interval coverage probabilities.
Introduction
Given a collection of taxa going extinct in a single or composite stratigraphic section, we often want to know whether they went extinct simultaneously, and if so, at what time or stratigraphic position (Jin et al. 2000; Pearson et al. 2001; Barry et al. 2002; Wilf and Johnson 2004; Ward et al. 2005; Wilson 2005; Groves et al. 2007 ). These goals, however, are complicated by the incompleteness of the fossil record (Signor and Lipps 1982) . Many authors have addressed the question of how to distinguish simultaneous versus gradual extinction in the fossil record (Strauss and Sadler 1989; Springer 1990; Meldahl 1990; Marshall 1995; Solow 1996; Marshall and Ward 1996; Huelsenbeck and Rannala 1997; Solow and Smith 2000; Wagner 2000; Payne 2003; Wang and Marshall 2004; Solow et al. 2006; Wang and Everson 2007) . If the locations of fossil finds are consistent with a simultaneous extinction, we can then use existing methods for estimating the time or position of the extinction boundary (Strauss and Sadler 1989; Springer 1990; Marshall 1995; Solow 1996; Marshall and Ward 1996; Solow and Smith 2000; Wang and Marshall 2004) . Because several such methods exist, it is of interest to determine which method works best in a given situation.
In this paper, we derive the optimal point estimator and optimal confidence interval under the assumptions of (1) uniform preservation and recovery potential, and (2) independence among taxa. By optimal, we mean that these methods are the most precise estimators possible under reasonable conditions. Specifically, we consider a point estimator to be optimal if it has the smallest possible variance or standard error among all possible unbiased estimators. Similarly, we consider a method for finding confidence intervals to be optimal if it yields the shortest intervals among all possible scale-invariant methods. Using statistical theory, we show that these optimal methods involve combining all taxa in the section into one ''supersample'' and then applying the methods of Strauss and Sadler (1989) for finding point estimates and confidence intervals. We then discuss how to check the assumptions of uniformity and independence, and we explore the sensitivity of our methods and competing methods to violations of these assumptions.
Properties and Assumptions
Suppose we have range charts giving locations of fossil finds for a collection of taxa in a single or composite stratigraphic section. We assume that a hypothesis test has already shown that the taxa could have gone extinct simultaneously (Strauss and Sadler 1989; Springer 1990; Meldahl 1990; Marshall 1995; Solow 1996; Marshall and Ward 1996; Huelsenbeck and Rannala 1997; Solow and Smith 2000; Wagner 2000; Wang and Marshall 2004; Solow et al. 2006; Wang and Everson 2007) ; such tests are not discussed further here. Several methods have been developed for estimating the time or stratigraphic position of the simultaneous extinction boundary (Strauss and Sadler 1989; Springer 1990; Marshall 1995; Solow 1996; Marshall and Ward 1996; Solow and Smith 2000; Wang and Marshall 2004) ; henceforth we will refer only to position for convenience. A natural question is which of these methods is preferable or optimal in a given situation.
Previous work (Wang and Marshall 2004 ) used simulations to compare six methods for calculating confidence intervals on the position of an extinction boundary. However, to show that a method is optimal in a more general sense-even among methods that have not yet been invented-it is necessary to construct a mathematical proof that demonstrates its optimality under some specified set of conditions. We find it useful to divide these conditions into two types: properties that we would like the method to possess, and assumptions that we make about the structure of the data. Here we specify two desired properties of the method. First, we want our point estimator to be unbiased-that is, it should on average give the correct answer, rather than producing estimates that are systematically too high or too low. Second, we want our confidence interval to be scale invariant-that is, it should give consistent results regardless of the choice of measurement scale. For instance, scale invariance guarantees that our results do not differ depending on whether we record fossil locations in feet or meters, which would be nonsensical. (Although we do not explicitly require this property of our point estimator, it turns out that the optimal point estimator will be scale invariant as well.) We also specify two assumptions about the nature of the data: (1) uniformity, that the probability of a fossil being preserved and recovered throughout the section is constant, and (2) independence, that the positions of any taxon's fossil finds are independent of those of any other taxon's. Under these conditions, we will derive the optimal point estimator and confidence interval for the position of the extinction boundary. In other words, we will show that our method is optimal among all possible methods that possess these specified properties, when applied to data following these assumptions.
Assumptions: Uniform Recovery and Independence
Let k denote the number of taxa in the section. We assume that each taxon is extant at the base of the section, which we assign position 0, and that all taxa go extinct simultaneously at an unknown position upsection denoted by h. Our goal is to derive optimal estimators of h. Let n i denote the number of fossil finds or horizons for taxon i.
We assume that preservation and recovery potential is uniform over the true range of each taxon. That is, for each taxon i, the positions of its fossil finds or horizons are uniformly distributed over its true range [0, h] . We further assume that the positions of fossil finds for any taxon are independent of those for any other taxon. That is, knowledge of the positions of fossil finds of one taxon tells us nothing about the fossil finds of any other taxon. An additional implicit assumption is that the section is sampled continuously. If this is not the case, positions of fossil finds will be correlated for different taxa, because they will tend to cluster at the discrete sampling points. For our purposes, we will subsume this assumption into that of independence because their effects are similar. Although these assumptions are strong ones, they are commonly made-either explicitly or implicitly, and not always with full justification-in existing literature (Paul 1982; Macellari 1986; Springer and Lilje 1988; Strauss and Sadler 1989; Springer 1990; Marshall 1990 Marshall , 1995 Marshall and Ward 1996; Solow 1996; Jin et al. 2000; Solow and Smith 2000; Solow et al. 2006; Wang and Everson 2007) .
Assuming these assumptions are satisfied, a key insight is that the positions of the fossil finds for all taxa should be pooled into one ''supersample'' and treated as if they came from a single taxon. That is, we may treat the k samples from taxa 1, 2, …, k, having sizes n 1 , n 2 , …, n k , as one supersample of size N, where N 5 n 1 + n 2 + … + n k . The positions of all N fossil finds will then be uniformly distributed over the range [0, h] . This follows from the assumption that the fossil finds are independently and uniformly distributed over [0, h] for each taxon, because a combination of independent uniformly distributed samples is itself uniformly distributed. To see why this is true, consider an analogy. Suppose one person picks three random integers between 0 and 100-say, 11, 34, and 66-and another person independently picks two random integers between 0 and 100-say, 53 and 87. If we combine the random integers chosen by both people-11, 34, 53, 66, and 87-the result is equivalent to one sample of five randomly chosen integers between 0 and 100.
Thus, combining independent uniformly distributed samples, even those having different sample sizes, yields a uniformly distributed supersample, and the two situations are equivalent. We have therefore reduced our multiple-taxon scenario to a pooled single-taxon scenario, and we now need only to find the optimal estimators for this latter scenario. The equivalence of these two scenarios is critical to our argument, because any method that is optimal for the pooled singletaxon scenario must also be optimal for the multiple-taxon scenario.
It may seem counterintuitive from a paleontological viewpoint to combine data from different taxa-perhaps representing organisms as different as corals, ammonites, and mosasaurs-but doing so is a necessary consequence of the assumptions of uniformity and independence. This approach differs from that of previous works (Springer 1990; Marshall 1995; Marshall and Ward 1996; Solow 1996; Wang and Marshall 2004) , all of which treat each taxon as a distinct entity.
Deriving the Optimal Estimators
Henceforth we will consider our data to be a single supersample consisting of the pooled data for all taxa. We now show that the wellknown methods given by Strauss and Sadler (1989) for a single taxon are the optimal point estimator and confidence interval for such a pooled data set.
Let X denote the highest fossil find among all taxa. Given our assumptions of uniformity and independence, it is straightforward to show that X is a sufficient statistic-that is, X contains all the information that exists in the data about h (Casella and Berger 2002: p. 277) . Following standard statistical practice, we therefore consider only estimators that are functions of X.
First, we describe a derivation of the optimal point estimator for h. Because this is a well-known proof that can be found in many mathematical statistics textbooks, we give only a brief outline and refer the reader to the references for details. We will restrict our attention to unbiased estimators of hthat is, estimators that are, on average, ''on target.'' Clearly X itself is not unbiased, as X almost always underestimates h. However, the estimator ( N z 1 N )X is an unbiased estimator of h (Casella and Berger 2002: p. 230) , and because it is based on a complete sufficient statistic, it follows that ( N z 1 N )X is the minimum variance unbiased estimator of h (Casella and Berger 2002: p. 346). Therefore, ( N z 1 N )X is the optimal estimator of h, in the sense that it has the smallest possible variance among all unbiased estimators of h. This fact is noted by Strauss and Sadler (1989) and Solow (2005) , but in the context of a single taxon. Note that even though we did not impose scale invariance in this proof, the optimal estimator nonetheless possesses this desirable property.
We now turn our attention to the optimal confidence interval for h with confidence level (1 2 a)100%. (Here a denotes the alpha level of a corresponding hypothesis test. For instance, to achieve 95% confidence we take a 5 0.05 so that (1 2 a)100% 5 (1 2 0.05)100% 5 95%). To our knowledge, this derivation is new in the literature. We present the derivation in three steps. As before, we consider only functions of the sufficient statistic X, the highest fossil find among all taxa. We further restrict consideration to methods that are scale invariant. Intuitively, we should expect the same results regardless of the units in which our data are recorded, whether in feet, meters, or any other units; the position of the estimated extinction should refer to the same physical location in the rock record. This has the consequence of restricting the class of possible (1 2 a)100% confidence intervals to those having the form (aX, bX), where a and b are constants:
Step 1: A scale-invariant confidence interval must have the form (aX, bX).
This shows that a scale-invariant function f(x) has the form cx for some constant c, where c 5 f(1). Because the endpoints of the confidence interval must be functions of the sufficient statistic X, they must have the form (aX, bX) for some constants a and b.
Now we determine the values of a and b. We begin by deriving the relationship between a and b:
Step 2: The constant b can be written in terms of the constant a as follows: (Casella and Berger 2002: p. 230 ). To achieve a confidence level of (1 2 a)100%, we require that P(aX # h # bX) 5 1 2 a. The left-hand side of this equality can be simplified as follows:
Thus we have a 2N 2 b 2N 5 1 2 a. We now solve for b:
This proves
Step 2.
Note that in equation (1), a N (1 2 a) # 1 must hold in order to avoid taking an even root of a negative quantity, which constrains a such that a # (1 2 a)
21/N
. Also note that a $ 1 must hold, which is a consequence of X # h.
Finally, we solve for a and b:
Step 3: The shortest (1 2 a)100% confidence interval of the form (aX, bX) has a 5 1 and b 5 a 21/N . Proof: For any X, the width of the confidence interval is (bX 2 aX) 5 (b 2 a)X. This quantity is minimized when (b 2 a) is minimized. Using equation (1), we have
The expression [1 2 a N (1 2 a)] 21/N increases as a increases within the range from a 5 1 to a 5 (1 2 a)
. Thus the width of the interval is minimized by choosing a as small as possible; hence a 5 1.
To solve for b, we set a 5 1 in equation (1), which gives us
. This proves Step 3. We have thus shown that the optimal (1 2 a)100% confidence interval, having the shortest width for any X, is (X, Xa 21/N ), where X is the highest fossil find in the section. This is the same interval given by Strauss and Sadler (1989) , although they give a different derivation and estimate both the lower and upper endpoints of the stratigraphic range instead of assuming a fixed base. A third derivation is given by Gingerich and Uhen (1998) . However, neither of these references proves or claims optimality of the interval.
Performance of the Optimal Estimators:
Simulation Results
The preceding proof shows that the methods of Strauss and Sadler (1989) , applied to a pooled supersample of taxa, give the optimal point estimator and confidence interval. However, it does not demonstrate how much better these methods perform compared to competing methods. To investigate their performance, we ran simulations with 10,000 randomly generated data sets having ten taxa each. For each taxon, the number of fossil horizons was randomly generated from a Poisson distribution having mean 5 6, constrained to have a minimum of two horizons and a maximum of 20 horizons. A simultaneous extinction was simulated to lie at h 5 100 m above the base of the section. For each data set, we estimated the position of the simultaneous extinction boundary using the optimal point estimator and confidence interval described above and four competing methods: those of Springer (1990) , Marshall (1995) , Solow (1996) , and Wang and Marshall (2004) . For the methods of Marshall (1995) and Wang and Marshall (2004) , we used the midpoint of the confidence interval as the point estimate. For the method of Springer (1990) , we used the position at which the pvalue of the Kolmogorov-Smirnov test was maximized (i.e., the position at which the data were most consistent with a simultaneous extinction). Solow (1996) did not describe a method for finding a point estimate; we used a 50% confidence interval constructed using his method as the point estimate. For confidence intervals using each of the five methods, we used a confidence level of 89%. (Because of discreteness in the number of taxa, the methods of Marshall [1995] and Wang and Marshall [2004] are able to determine confidence intervals only for certain confidence levels; thus we used 89% rather than 90%, which would not have been possible with our data sets.)
The left column of Figure 1A displays the sampling distributions of the 10,000 point estimates for each method and gives their mean and standard error. The middle column displays 100 randomly selected confidence intervals for each method and gives the empirical coverage level for all 10,000 simulated data sets (i.e., the percent of confidence intervals out of the 10,000 that correctly contained the true value of h 5 100 m). The right column displays the widths of the 10,000 intervals and gives the mean width for each method. As can be seen from the left column, all five methods gave point estimates that were approximately unbiased (within 63% of the correct answer), but the optimal method was the most accurate, with a mean estimate of 100.001 m. It was also the most precise, as expected, with a standard error (1.67 m) slightly smaller than that of Wang and Marshall (2004) and substantially smaller than those of the other three methods. In addition, the optimal point estimate was correct within 65% (i.e., between 95 m and 105 m) in 98.2% of simulated samples, compared to 63.6% for Marshall (1995) , 77.3% for Solow (1996) , 88.7% for Springer (1990) , and 97.2% for Wang and Marshall (2004) (not shown in figure) .
As can be seen from the middle and right columns, all five methods gave confidence intervals with empirical coverage probabilities close to the nominal value of 89%, but they varied substantially in their mean width (5 upper endpoint -lower endpoint). The optimal confidence interval is typically somewhat shorter than intervals given by Wang and Marshall (2004) and two to five times shorter than those given by the other three methods, allowing us to pinpoint the position of an extinction boundary with the greatest possible precision. OPTIMAL EXTINCTION ESTIMATORS FIGURE 1. Results from 10,000 simulated data sets. The true extinction was set at h 5 100. For each data set, we applied the methods proposed by Marshall (1995) , Solow (1996) , Springer (1990) , and Wang and Marshall (2004) , and the optimal method described here, which uses the estimator of Strauss and Sadler (1989) applied to a pooled ''supersample.'' Left column: Histograms of point estimates, with means and standard errors of the estimates. Vertical line denotes the true position of the extinction; triangle indicates the mean of the 10,000 estimates for each method. The Note that the methods of both Springer (1990) and Solow (1996) are based on inverting a hypothesis test-that is, their (1 2 a)100% confidence intervals consist of the set of positions not rejected by a corresponding hypothesis test at level a. Some simulated data sets were not consistent with simultaneous extinction at any position (using a 5 1 2 0.89 5 0.11), and thus the Springer (1990) and Solow (1996) methods were unable to calculate a confidence interval for these data sets. This occurred in 0.5% of data sets for the former method and 6.25% of data sets for the latter. For these data sets, we considered the Springer (1990) and Solow (1996) methods to have given incorrect confidence intervals. In addition, we excluded these data sets when calculating the mean point estimate, standard error, and mean confidence interval width for these two methods. However, these data sets are included in the results for the other three methods, which do not rely on inverting hypothesis tests and are thus always able to calculate a point estimate and confidence interval. (Results were essentially identical regardless of whether these data sets were excluded or included for the other three methods.)
Checking Assumptions
The assumptions of uniform preservation and recovery and independence among taxa are strong ones and should not be accepted blindly. In fact, like an ideal gas in chemistry or a frictionless plane in physics, uniformity and independence are idealized scenarios; in reality, they can never be fully satisfied. Therefore, what is important is not deciding whether or not they are violated-they are always false-but rather exploring how they are violated, and the effects of such violations. It may be the case that certain types of violations are more severe, while others may are more tolerable.
The issue of scale is relevant here. Because of facies control on fossil occurrences and sequence stratigraphic controls on facies changes in outcrops, it is inevitable that taxa in a stratigraphic section will have some degree of nonuniformity in recovery potential when analyzed at a sufficiently high level of resolution (Holland 2000 (Holland , 2003 Holland and Patzkowsky 2002) . For example, Holland (2003: Fig. 4 ) calculated recovery potential for the trilobite Cryptolithus and the brachiopod Sowerbyella of the Upper Ordovician Kope Formation near Cincinnati. In the recovery functions of both taxa, there is little secular trend in recovery potential at the level of some of the 20-meter sedimentary cycles (e.g., the cycle labeled C1-2 in the figure). At this gross scale of resolution, it may be reasonable to consider a uniform approximation to the recovery function. However, at a higher level of resolution, strong high-frequency variation corresponding to meterscale sedimentary cycles is clearly visible in his figure.
There are also reasons to believe that the assumption of independence may often not be met. Clusters of fossil occurrences are expected at flooding surfaces and at sequence r optimal method has the smallest standard error of any possible unbiased estimator. It was also the most accurate of the five methods (mean 5 100.001 m, no significant difference from 100 m). The means of the other four methods were significantly different from 100 m, although they were close, averaging within 63% of the correct answer. Middle column: 100 randomly selected confidence intervals calculated using each method; empirical coverage probabilities are also given (i.e., the percentage of confidence intervals that included the true position of the extinction [horizontal line]). Coverage probabilities for all methods were not significantly different from the nominal 89% confidence level except for that of Springer (1990) , which was still close to the nominal level (off by 1.9 percentage points). Right column: Histograms of widths of 89% confidence intervals (upper endpoint -lower endpoint). Triangle indicates the mean of the 10,000 widths for each method. The optimal method has the shortest average width of any possible method that is invariant to measurement scale. Note that the Springer (1990) and Solow (1996) methods are not able to compute a valid confidence interval for some data sets (see text for details). This happened in 0.5% of data sets for the former method and 6.25% of data sets for the latter. We counted these methods as having given incorrect confidence intervals for such data sets. These data sets were excluded when calculating the mean point estimate, standard error, and mean confidence interval width for these two methods, but not for the other three methods.
OPTIMAL EXTINCTION ESTIMATORS
boundaries, especially when a large proportion of taxa are stenotopic (Holland 1995; Holland and Patzkowsky 2002) . Furthermore, we have assumed that sampling is continuous; under discrete sampling, fossil occurrences will be confined to individual beds or bedding planes, also causing clustering among taxa (Marshall 1994; Payne 2003 ). It is crucial, then, to assess the extent to which the assumptions of uniformity and independence are violated, and in what manner.
To check the assumption of uniformity, Marshall (1990) used Kolmogorov-Smirnov tests, and Solow et al. (2006) and Vogel et al. (2009) used uniform probability plots. Here we expand upon the approach of the last two references in checking the assumptions of both uniformity and independence. Probability plots (sometimes referred to as theoretical quantile-quantile plots [Chambers et al. 1983; Solow et al. 2006; Vogel et al. 2009] ) are a powerful graphical tool for assessing whether a data set follows a specified distribution. These plots display the ordered observed values on the y-axis, plotted against the ordered expected values (under the assumed distribution) on the x-axis. For example, in a uniform probability plot, we would plot the following n points:
(1) the minimum observed value versus the expected minimum in a sample of size n from a uniform distribution, (2) the second-smallest observed value versus the expected second-smallest value in a sample of size n from a uniform distribution, … (n) the maximum observed value versus the expected maximum in a sample of size n from a uniform distribution.
If it is plausible that the data set is sampled from a uniform distribution, then the n plotted points should lie close to the line y 5 x. Confidence bands can be added to the plot to indicate the expected range of random variation of points around the line. For example, Figure 2A shows a uniform probability plot for a data set on radiocarbon ages of Alaskan mammoth finds, redrawn from Solow et al. (2006) . All the points fall close to the line y 5 x and within the confidence bands, so the assumptions of uniform recovery and independence appear reasonable. Figure 2B shows a uniform probability plot of the Meishan foraminifera data from Jin FIGURE 2. Examples of probability plots for assessing uniformity and independence. The y-axis represents the actual positions of fossil finds in the data set; the x-axis represents the expected positions if recovery potential were uniform. If recovery potential is in fact uniform, then the data points should lie close to the y 5 x line (solid gray line). Dashed gray lines represent 95% confidence limits. A, Alaskan mammoth data, redrawn from Figure 2A of Solow et al. (2006) . No apparent deviations from uniformity are evident. Units are radiocarbon ages (Ka). Note that we have plotted points instead of line segments as in the original figure, and we have ignored dating error for simplicity. B, Meishan foraminifera data from Jin et al. (2000) . Deviations from uniformity are apparent: the points do not all fall within the confidence limits, especially in the top right of the plot, and evidence for lack of independence can be seen (horizontal ''stripes'' in lower half of plot). Units are inferred ages (Ma). C, Meishan ostracode data from Jin et al. (2000) , also analyzed in Wang and Everson (2007) . Although deviations from uniformity and lack of independence are apparent, points in the top right of the plot are approximately consistent with a uniform expectation. Thus, although uniformity and independence are not satisfied, this data set may still provide useful information for some analyses, such as inferring the common extinction time of these taxa. Units are inferred ages (Ma). D, Upper 150 m of Seymour Island (Antarctica) ammonite data from Macellari (1995) and analyzed in Strauss and Sadler (1989) , Springer (1990) , Marshall (1995) , Solow (1996) , and Solow and Smith (2000) . Only fossil finds higher than 1000 m above the base of the section are shown, as this is the part of the section when all ten taxa are likely to be extant. There is slight evidence for lack of independence (horizontal stripes), but overall the positions of fossil finds are consistent with uniform recovery potential. Units are meters above the base of the section. et al. (2000) . In contrast to Figure 2A , the points do not all lie within the confidence bounds (which are very narrow because of the large sample size), showing that the uniform model may not be appropriate. This is particularly true of points in the top right of the plot, which is especially problematic because such points carry the most information about the time of extinction. Furthermore, evidence of non-independence can be seen in the bottom left corner of the plot. The points tend to lie along horizontal ''stripes,'' because in this dataset the recorded locations of fossil finds were keyed to individual beds (D. H. Erwin personal communication 2008) . (This can also be seen directly in Figure 2B of Jin et al. 2000 .) Furthermore, note that most of the highest finds (above y 5 251.7 Ma) tend to be lower (older) than would be expected under a uniform model. If we were to apply methods assuming uniformity and independence to this data set, then, we would likely overestimate the age of the true extinction time. Figure 2C shows a uniform probability plot of the Meishan ostracode data from Jin et al. (2000) , which were also analyzed by Wang and Everson (2007) . As in Figure 2B , the points do not all lie within the confidence bounds, and there is evidence for nonindependence (horizontal stripes near y 5 253. 24, 253.0, 252.85, and 252.34 Ma) . However, if we are interested primarily in the taxon's extinction time, then these data may provide a reasonable estimate despite their lack of uniformity and independence. The points in the top right of the graph (above y 5 251.8 Ma) lie within the confidence bands and show little evidence of non-independence, and it is these points that are the most important in estimating the time of extinction. Thus, although this data set as a whole violates the assumptions of uniformity and independence, it may nonetheless provide useful information for testing some kinds of hypotheses.
As a final example, we consider the Seymour Island, Antarctica, ammonite data from Macellari (1986) , commonly used as an example of data having uniform recovery (Strauss and Sadler 1989; Springer 1990; Marshall 1995; Solow 1996; Solow and Smith 2000) . A uniform probability plot of the entire data set (not shown) reveals that the uniform assumption is grossly violated, primarily because two taxa are found several hundred meters lower than most of the other taxa. However, if we limit the data set to only the fossil finds occurring above 1000 m above the base of the section (the range over which all taxa are likely extant), then the data do in fact closely follow a uniform recovery function (Fig. 2D ). There may be some slight correlation among taxa (e.g., at y 5 1012.5 and 1110 m), but overall the data appear to be ''close enough'' to uniformity and independence to be treated as such. (A likelihoodbased method for identifying regions of constant recovery within a taxon's stratigraphic range is given by Wagner [2000] ).
Note that it is possible to use a probability plot to carry out a formal hypothesis test (for example, by using the correlation coefficient of the points as a test statistic [Filliben 1975; Vogel et al. 2009] ). However, we have chosen not to take this approach, because we believe the primary benefit of a probability plot is that it gives detailed information on how the data deviate from the assumed distribution and to what extent, rather than just a binary ''reject''/''do not reject'' decision. As discussed above, even data sets that deviate significantly from uniformity may still hold valuable information for some analyses.
Sensitivity to Assumptions
In this section we explore the sensitivity of our estimators to common violations of the assumptions of uniformity and independence. Previous work in the context of a single taxon has shown has shown that the point estimate and confidence interval of Strauss and Sadler (1989) are adversely affected by a nonuniform recovery function (Solow 2003) , but to our knowledge the effect of nonindependence among taxa on point estimates and confidence intervals has not been studied quantitatively.
We simulated continuously sampled data sets from a variety of scenarios, including recovery functions that were (1) uniform, (2) linearly decreasing up-section, or (3) nonli-nearly decreasing up-section. That is, as we approach the true time of extinction of the taxon, its fossils become harder to recover, perhaps because of sea level variation, declining abundance, decreased sampling effort, taphonomic changes, or other reasons. (Of course, it is also possible that recovery potential is increasing up-section. However, we chose to simulate decreasing recovery potential in our data sets because that scenario is the ''hard'' case compared to a uniform recovery function, whereas increasing recovery potential (e.g., due to increased sampling up-section approaching a mass extinction event) is the ''easier'' case because the position of the extinction is better constrained.) We also simulated data sets with taxa whose fossil finds were (1) independent, (2) weakly correlated, or (3) strongly correlated with those of other taxa, to simulate the effect of fossils being confined to discrete beds or bedding planes. This gave us a total of nine different combinations of recovery functions and correlations. Figure 3 shows examples of data sets randomly generated under each of these nine scenarios.
For each scenario, we simulated 10,000 data sets, each having ten taxa. The number of fossil horizons for each taxon was randomly generated from a Poisson distribution with mean 5 6, constrained to have a minimum of two horizons and a maximum of 20 horizons. The locations of the horizons were then placed randomly according to the specified recovery function and correlation structure. A simultaneous extinction was simulated to lie at h 5 100 m above the base of the section. For each simulated data set, we calculated the optimal point estimate and 89% confidence interval, as well as estimates using the four methods described earlier. The results are summarized in Figure 4 .
Violations of Uniformity.-As was seen in Figure 1 , Figure 4 shows that when the recovery function was uniform and taxa were independent, the point estimator was approximately unbiased for all five methods, and confidence intervals achieved their nominal FIGURE 3. Examples of simulated data sets. Each data set has ten taxa; the number of fossil finds for each taxon was randomly generated from a Poisson distribution having mean 5 6, constrained to have a minimum of two finds and a maximum of 20 finds. A simultaneous extinction was simulated to lie at h 5 100 m above the base of the section. For each data set, a range chart and a uniform probability plot are shown. Data were simulated from nine different combinations of recovery potential and independence: uniform (top row), linearly decreasing (middle), and nonlinearly decreasing (bottom) recovery potential, and independent (left column), weakly correlated (middle), and strongly correlated (right) finds among taxa. Nonlinear recovery potential followed a Beta(1,3) probability density, a decreasing function in the shape of a hollow decay curve. coverage probabilities (solid lines). Under nonuniform recovery functions, however, the results were dramatically worse. When the recovery function was linearly declining up-section (dashed lines), point estimates for all methods were 10-25% too low, standard errors were roughly doubled, and coverage probabilities for 89% confidence intervals were under 20% for all methods. That is, instead of being correct for 89% of data sets, confidence intervals were in fact incorrect 80% to nearly 100% of the time. Performance was even worse when the recovery function was nonlinearly declining (dotted lines): point estimates for all methods were 20-40% too low, standard errors were roughly doubled, and coverage probabilities for 89% confidence intervals ranged from 0% to 3% for all methods. In summary, all of these methods are very sensitive to the assumption of uniform recovery, and it is therefore crucial to check this assumption.
Violations of Independence.-When recovery potential was uniform, lack of independence in the positions of fossil finds among taxa had relatively little effect on the point estimates for all five methods (Fig. 4 , solid lines in top row of plots). However, lack of independence caused the point estimates to be biased downward for three of the methods when recovery potential was not uniform (Fig. 4 , dashed and dotted lines in top row). Lack of independence also caused the standard errors to roughly double regardless of the recovery function (Fig. 4, middle row) . When the recovery function was uniform, lack of independence caused the coverage probabilities of the confidence intervals to drop substantially for all methods except that of Solow (1996) (Fig. 4 , solid lines in bottom Means of point estimates using the five methods tested; the true position of the simultaneous extinction was set at h 5 100 m above the base of the section. Middle row: Standard errors of point estimates. Bottom row: Coverage probabilities for 89% confidence intervals. Nonuniformity in the recovery function severely degrades results for all five methods: point estimates are 10-40% too low, standard errors roughly double, and 89% confidence intervals achieve only 0-20% coverage. Lack of independence has relatively little effect on point estimates when recovery is uniform, but standard errors are roughly doubled and confidence interval coverage probabilities are decreased.
OPTIMAL EXTINCTION ESTIMATORS row). For nonuniform recovery functions, however, coverage probabilities were already so low that lack of independence did little to lower them further (Fig. 4 , dashed and dotted lines in bottom row). In summary, for all of these methods point estimates are approximately unbiased in the presence of correlations among taxa as long as recovery potential is uniform, but standard errors increase substantially, and coverage probabilities are degraded as well. It is therefore crucial to check the assumption of independence.
Summary and Discussion
Given a collection of taxa in a single or composite stratigraphic section thought to have gone extinct simultaneously, and assuming uniform recovery and independence among taxa, one should first pool the positions of their finds together into a single combined ''supersample.'' One can then apply the methods proposed by Strauss and Sadler (1989) for estimating the true extinction of a single taxon. We have proven that these methods are optimal in the sense that they are the most precise estimators satisfying the properties of unbiasedness and scale invariance, under the assumption that the data follow uniform recovery potential and independence among taxa. This optimality applies not only among the methods tested in this paper, but among all possible methods satisfying the stated conditions-even ones that have not yet been invented.
Our proof depends on the assumptions of uniform recovery and independence among taxa, and it is important to assess the reasonableness of these assumptions. We advocate the use of probability plots to explore the extent to which these assumptions are met or violated, rather than a hypothesistesting approach. Using simulations, we assessed the sensitivity of the optimal estimators and competing methods to violations of uniformity and independence. Nonuniformity had particularly adverse effects, strongly biasing point estimates and inflating their standard errors, and degrading coverage probabilities of confidence intervals. Lack of independence had less effect on the accuracy of point estimates, but it also caused inflated standard errors and degraded coverage probabilities. Clearly, checking these assumptions is crucial in any analysis of this kind.
When recovery potential is not uniform, none of the existing methods are appropriate, and modifying the optimal methods is not straightforward. In such cases, it may be possible to adapt the methods of Springer (1990) and Wang and Marshall (2004) . These methods require estimating range extensions for individual taxa, for which one can apply generalized estimates that account for changing recovery potential (Marshall 1997; Solow 2003) . Judging from Figure 1 , we expect that in such situations point estimates and confidence intervals based on Wang and Marshall (2004) will be substantially more precise than those based on Springer (1990) .
We have assumed that all taxa are initially extant at some position 0, corresponding to the base of the section or some point higher in the section, rather than originating at different positions within the section. This appears to be a reasonable assumption for at least some data sets (e.g., Jin et al. 2000 : Fig. 2A ). This assumption is necessary to justify pooling data from different taxa. It should be possible to derive optimal methods under a more general model with different origination times; this is an area of ongoing research.
We derived the optimal point estimator while requiring the property of unbiasedness-that the estimator is neither systematically high nor systematically low. It may be possible to derive an estimator with smaller variance if we do not insist on unbiasedness. However, such an approach is likely to be analytically intractable. Furthermore, as the optimal method already has a relative error of less than 2%, it is unlikely that any other method, unbiased or not, would improve on it substantially.
