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Abstrak 
Kualiti perisian adalah satu bidang penyelidikan yang penting dan telah mendapat 
perhatian dikalangan komuniti kejuruteraan perisian terutama dalam mengenal pasti 
atribut penting dalam proses pembangunan perisian. Tesis ini menerangkan 
penyelidikan asli dalam bidang model kualiti perisian dengan memperkenalkan 
algoritma Feature Ranking Algorithm (FRA) untuk model Pragmatic Quality Factor 
(PQF). Algoritma yang dicadangkan mampu memperbaiki kelemahan model sedia 
ada dalam mengemaskini dan mempelajari kombinasi atribut untuk penaksiran 
kualiti perisian. Teknik penaksiran sedia ada kurang keupayaan untuk 
menyenaraikan atribut mengikut keutamaan dan keupayaan pembelajaran data yang 
boleh meningkatkan proses penaksiran kualiti. Tujuan kajian ini adalah untuk 
mengenal pasti dan mencadangkan penggunaan teknik dalam bidang Kepintaran 
Buatan ke arah meningkatkan proses penaksiran kualiti dalam model PQF. Oleh itu, 
algoritma FRA yang menggunakan Feature Ranking Technique (FRT) telah dibina 
dan prestasi algoritma FRA telah dinilai. Metodologi yang digunakan terdiri 
daripada kajian teori, reka bentuk rangka kerja formal untuk kualiti perisian pintar, 
mengenal pasti kesesuaian ciri-ciri FRT untuk penyenaraian atribut, pembangunan 
dan penilaian algoritma FRA. Penaksiran atribut telah bertambah baik dengan 
menggunakan algoritma FRA yang mengandungi formula untuk mengira keutamaan 
atribut dan diikuti oleh adaptasi pembelajaran melalui aplikasi Java Library for 
Multi Label Learning (MULAN). Hasil kajian menunjukkan bahawa prestasi 
algoritma FRA  mempunyai kolerasi yang sangat kuat dengan model pakar iaitu 
model PQF. Ujian statistik menunjukkan bahawa FRA telah menghasilkan keputusan 
ketepatan yang lebih baik berbanding algoritma Kolmogorov-Smirnov Correlation 
Based Filter (KSCBF) iaitu 98% berbanding 83% masing-masing. Ujian statistik 
juga menghasilkan keputusan bagi algorithm FRA iaitu 0.052 adalah lebih baik 
berbanding dengan algoritma KSCBF iaitu 0.048. Ini menunjukkan bahawa 
keputusan FRA adalah lebih signifikan berbanding algoritma yang digunakan. 
Sumbangan utama kajian ini adalah dalam pelaksanaan teknik FRT yang 
memperkenalkan pengiraan Most Priority of Features (MPF) dalam algoritma FRA 
untuk teknik penaksiran tersebut. Kesimpulannya, penemuan kajian ini menyumbang 
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Abstract 
Software quality is an important research area and has gain considerable attention 
from software engineering community in identification of priority quality attributes 
in software development process.  This thesis describes original research in the field 
of software quality model by presenting a Feature Ranking Algorithm (FRA) for 
Pragmatic Quality Factor (PQF) model. The proposed algorithm is able to improve 
the weaknesses in PQF model in updating and learning the important attributes for 
software quality assessment. The existing assessment techniques lack of the 
capability to rank the quality attributes and data learning which can enhance the 
quality assessment process. The aim of the study is to identify and propose the 
application of Artificial Intelligence (AI) technique for improving quality assessment 
technique in PQF model. Therefore, FRA using FRT was constructed and the 
performance of the FRA was evaluated. The methodology used consists of 
theoretical study, design of formal framework on intelligent software quality, 
identification of Feature Ranking Technique (FRT), construction and evaluation of 
FRA algorithm. The assessment of quality attributes has been improved using FRA 
algorithm enriched with a formula to calculate the priority of attributes and followed 
by learning adaptation through Java Library for Multi Label Learning (MULAN) 
application. The result shows that the performance of FRA correlates strongly to 
PQF model with 98% correlation compared to the Kolmogorov-Smirnov Correlation 
Based Filter (KSCBF) algorithm with 83% correlation. Statistical significance test 
was also performed with score of 0.052 compared to the KSCBF algorithm with 
score of 0.048. The result shows that the FRA was more significant than KSCBF 
algorithm. The main contribution of this research is on the implementation of FRT 
with proposed Most Priority of Features (MPF) calculation in FRA for attributes 
assessment. Overall, the findings and contributions can be regarded as a novel effort 
in software quality for attributes selection.  
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Chapter One presents the overall study and briefly explains the aims of the research. 
Several sections have been defined to classify and identify the purpose of this study. 
These include research background, problem statement of the research, research 
motivation, research objectives, scope of study and methodology. 
1.2 Research Background 
Nowadays, rapid development and diffusion of software quality is related to 
technologies in several industries. Statistics shows on insufficiently understood 
requirements accounted to 50% of errors. This was followed by design incorrectly 
understood from requirements, which accounted to 30% of errors. Hence, 
programming errors of system design contributed to 20% of errors (Humphrey et al., 
1989). In fact, the organization has outlined the exactly errors in perfectly before 
they starts to develop a software product. Thus, Software Quality Assurance (SQA) 
is a very important domain in software development and its purpose is to find ways 
to reduce the rate and associated cost of failure from poor product and services 
(Humphrey et al., 1989).  
In order to reduce errors in systems design and to fulfill user needs and requirements, 
the quality of systems development should be highlighted as an important goal. 
Normally, the standard level of quality is recommended by the International 
Organization for Standardization (ISO) and IEEE as well.  ISO defines quality as the 
The contents of 
the thesis is for 
internal user 
only 
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