Abstract. This paper aims to address the ability of self-organizing neural network models to manage real-time applications. Specifically, we introduce a Graphics Processing Unit (GPU) implementation with Compute Unified Device Architecture (CUDA) of the Growing Neural Gas (GNG) network. The Growing Neural Gas network with its attributes of growth, flexibility, rapid adaptation, and excellent quality representation of the input space makes it a suitable model for real time applications. In contrast to existing algorithms the proposed GPU implementation allow the acceleration keeping good quality of representation. Comparative experiments using iterative, parallel and hybrid implementation are carried out to demonstrate the effectiveness of CUDA implementation in representing linear and non-linear input spaces under time restrictions.
Introduction
Self-organising neural networks, by means of a competitive learning, make an adaptation of the reference vectors of the neurons as well as the interconnection network among them; obtaining a mapping that tries to preserve the topology of an input space. Besides, they are capable of a continuous re-adaptation process even if new patterns are entered, with no need to reset the learning.
These capacities have been applied to different tasks that deals with image segmentation [1, 2] or representation of objects [3, 4] among others, by means of the Growing Neural Gas (GNG) [5] that has a learning process more flexible than other self-organising models like Kohonen maps [6] and more flexible and faster than Topology Representing Networks [7] .
In this work we describe an image representation system based on a fast version of the GNG implemented in parallel and accelerated with CUDA [8] . Using as input for the system an image or sequence of images we fast represent the objects that appear in the images with the GNG structure [9] with good topology preservation.
The GPU is organized in a series of multiprocessors, each of which contains a set of Stream processors and a shared cache memory which facilitates cooperation between different threads. CUDA architecture obeys the SIMD architecture (single instruction multiple data). The threads are released simultaneously in groups called "warps". Each thread within a warp can run concurrently throughout the code, thus obtaining better performance when running the same piece of code with different data sets (figure 1).
Fig. 1. CUDA architecture
Algorithms related with image processing performed small tasks on large amounts of data, hence the bandwidth tends to be a critical factor in application performance. The GPU offers another advantage in this area, allowing us to perform context switches almost instantaneously, regaining the status of the thread. Also CUDA devices offer different types of memory, the three major types of memory for our purpose are: shared memory, global memory and persistent memory. Shared memory is a shared cache to a block of threads which can be accessed with low latency for a thread group. It is very useful for implementing caches. Another important type of memory is the memory of constant and allows us the same data to be accessed by a large set of wires with low latency. These types of memory have limited space. Finally we have the global memory, which has higher latency but has up to 4 GB per device to store information.
The remainder of the paper is organized as follows: section 2 provides a detailed description of the topology learning algorithm of the GNG. Section 3 presents the GNG-based implementation with CUDA. Finally in section 4 we describe some experiments of the parallel implementation running in a GPU compared with the CPU results, followed by our major conclusions.
