Introduction: PBN and Discrete Markov Chain
Inspired by the great success of Dirac notation, we have proposed Probability Bracket Notation (PBN) [1] , where we have used PBN to discuss Markov chains (see [2] Chap.11). Based on our main topic of this article, we will concentrate on homogeneous, time-discrete first-order Markov chains with finite discrete states.
Time-independent Discrete Random Variable in PBN
First, let us look at a time-independent discrete random variable. We assume its sample space Ω has N states (or outcomes), denoted by In deriving Eq. (1.1.3), we have used following property of conditional probability:
The Weather Example: The simplest and most commonly used example is the 3-state Markov model of the weather ( [2] , [5] or [6] ). We assume that there are three types of weather: 1 2 3 {sunny, rainy, foggy} { , , } { , , } S S R F s s s    (1.1.6) Here time-independence means π does not depend on which day you observe the PD.
Then the Orthogonality relation in Eq. (1.1.1) reads: The normalization Eq. (1.1.4) now reads: (1.1.10)
The Markov Evolution Formula of Markov Chains in PBN
The probability distributions of Markov chains are time-dependent. In this article, we will restrict to Markov chains with discrete time and N states. The sample space of such Markov chains has the following N-dimensional P-basis ( §4. 
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They also have corresponding V-basis in the Hilbert space using Dirac notation:
Completeness:
Note that all P-bras and P-kets are taken at the same time t. The transition matrix is denoted by A = { , i j a }, which is defined as the transition probability from state i to state j at time t (an integer, measuring steps). Its elements are non-negative real numbers and are time-independent for a time-homogeneous Markov chain [4, 8] :
In the last step, we have used the homogeneous property. They also obey the following stochastic constrains:
To avoid possible confusion of indices, we denote: In PBN ( §4.2, [1] ), the system probability vector has the following evolution expression:
Mapped to probability space, the evolution of system P-ket of a Markov chain reads:
Eq. (1.2.8) defines the Markov evolution formula (MEF). It is an expression in Schrodinger picture [7] , because the P-ket is explicitly time-dependent ( §5.2, [1] ).
The initial state distribution can be written by using identity operator ( 1) S I t  in (1.2.1a): Here, the initial probability distribution (PD) is expressed as a vector π:
The probability distribution ( ) t i P (at time t) is obtained by using ( )
One can easily get the matrix representation of (1.2.7), as discussed in §4.2 of [1] :
In probability space, the transition operator A is defined by:
Applying Eq. (1.1.1), we have: 
The Weather Example
Let's now assume that, by observing the weather for many days, we come up with the following transitions [6] : 
Here, we actually derived a basic formula for Visible Markov Model (VMM) [3] [4] [5] [6] : the joint probability distribution (JPD) of a specified sequence of states is just the corresponding term in the expanded MEF (1.2.19):
Here Q represents the specific sequence of states:
Markov State Chain Projector in PBN
To prepare for studying VMM, we want to define some operators related to time evolution for a discrete Markov chain. First operator is the single-state projector:
Then, for a given state sequence in Eq. (1.3.5), the Markov state chain projector (MSCP) is defined by the following product of state projectors:
It is not a unitary operator, but has the property required for a time evolution operator [7] :
Using Eq. (1.2.5) and Eq. (1.2.10), we obtain from Eq. (1.4.2):
Its right side is identical to the JPD for VMM, Eq. (1.3.4), that is 
And the time evolution of system P-ket, Eq. (1.2.8), now can be represented by:
Eq. (1.4.8) defines our time evolution operator for a Markov system P-ket.
PBN and Visible Markov Models

VMM and the Weather Example
Let us look at the same questions as in Problems 1.2 by using Eq. (1.3-4). Because all these questions are related a sequence of states in a Markov chain, our answers can be served as an introduction to Visible Markov Model (VMM) [6] .
Problems 2.2.1:
Given that today the weather is sunny ( 1 1 q s  ), what is the probability that tomorrow is sunny ( 2 1 q s  ) and the day after is rainy ( 3 2 q s  )?
Because today is sunny, we have
The probability that tomorrow is also sunny can be calculated from (1.2.12) as:
Given tomorrow is sunny, the probability that the day after is rainy is given by:
Combining all together, we can write the joint probability of the state sequence: 
Eq. (2.1.2) can be expressed symbolically as:
Moreover, using MSCP in Eq. (1.4.2), we can rewrite Eq. (2.1.3) for Markov state sequence
Now we have unified all following expressions for the same JPD:
Problems 2.1.2: Assume, the weather yesterday was rainy ( 1 2 q s  ), and today it is foggy ( 2 3 q s  ), what is the probability that tomorrow it will be sunny ( 3 1 q s  )?
Using the Markov property and 2 q i  :
The answer is identical to Eq. (1.3.2), obtained by using Eq. (1.2.8), the Markov evolution formula for system P-ket of a Markov chain.
We can extend Eq. (2.1.5) to a sequence Q of T states for the Markov chain,
Using transition matrix A and initial PD π, we obtain the JPD for state chain Q: 
Eq. (2.1.9) is our JPD for VMM, identical to Eq. (1.3.4) or (1.4.6) and is our time evolution formula for a given Markov state chain.
The Basic VMM Formula
In a visible Markov model (VMM), a sequence of T observations O is conducted, and the observed value at each observation time is a state of the Markov chain:
What is the probability for the whole state sequence to happen? The answer is:
Here we use the 3-parameter set λ to represent the model, the sample space Ω used in Eq. (2.1.9), the transition matrix A given by Eq. (1.2.3), and the initial probability distribution vector π is given by E. (1.2.10). Note that only Ω is time-dependent, as described in Eq.
(1.2.8). Therefore, if we want to explicitly denote the sample space Ω at time t, we can write:
Now our basic VMM formula, the full JPD of a given state sequence, becomes
Here and from now on, we will use the simplified notation:
The formula is similar to Eq. (4) of [6] 
Let us calculate the probability with following the observed state sequence [5] 
The Sequential Event Space and its State Basis
Sequential Event Space (SES): The T observations in Eq. (2.1.10) are conducted in a sequential event space at a given time sequence {1, 2,
The P-ket and P-bra for a particular state sequence
are given by:
The State Basis of SES: For a given time sequence, all possible Markov state sequences form a complete set, as the basis of the sequential event space with the following symbolic properties:
Orthonormality:
Because there are N possible states at any time t, the space is
We can think of Eq. (2.3.3-4) as a natural extension of Eq. (1.1.1) (for a time-independent sample space) and Eq. (1.2.1) (for a sample space at a particular time t). The normalization condition of Eq. (1.1.3) now becomes:
Here we have used the two following properties, similar to Eq. 
For a given state sequence Q, Eq. (2.2.4) tells us its joint probability distribution:
Then the total probability for all possible state sequence is the sum of all possible joint probability distribution:
By comparing it with our expanded Markov evolution formula, Eq. (1.4.7), we have:
Therefore, the evolution formula of Markov chain, Eq. (1.4.7) in PBN is naturally associated with the JPD of VMM, Eq. (2.3.7).
PBN and Hidden Markov Models
In VMM, the state sequence Q in Eq. (2.1) is visible. But, in hidden Markov models (HMM) [3] , the values we have observed are not of the states, but of some other random variable X. One important task is: given a sequence of the observed values of X, how do we find the most likely state sequence behind the scene?
HMM and Probability Basis Transformation
In Problems 1.1 of our weather examples ( §1.3), we are asked about the probability of a sequence of weather states. Now assume that we are confined in an isolated room, where we cannot directly observe the weather, but we can guess it by observe the surface of a magic stone: the stone may be wet or dry depending on the weather. This means, we have two possible detectable values: 1 2 [ ] : { , } {dry, wet}
And we can make a guess because we know the conditional probability of a stone situation (dry or wet) given a weather state (sunny, foggy or rainy) on the same day. So, in addition to the 3x3 matrix A in Eq. (1.2.3), we have another 3x2 matrix B:
, ,
The conditional probability matrix B actually is related to the Unitary Transformations of Basis in a Hilbert vector space, discussed in Quantum mechanics [7] . 
Now given a system state, we have the following Unitary Transformations:
Here the unitary matrix U is defined by:
The two bases in Eq. (3.1.4) in Hilbert space can be readily mapped to probability space:
And the mapping of Eq. (3.1.6) reproduces the matrix B for Basis Transformation at time = t, as already given by Eq. (3.1.2):
Suppose we know matrix B and the PD of S at time t, then the PD of X at time t can be calculated by inserting unitary operator ( ) S I t into its P-bracket:
Note that matrix B is not a unitary matrix. If we are given the values in (3.1.6), then to get the reverse transformation, we have to use Bayesian formula:
Now, given a sequence of observed stone situations in the room, like {wet, wet, dry, wet, dry}, what would be the most likely weather state sequences outside the building?
To be able to answer such questions, we have to learn some basic formulas of Hidden Markov Models (HMM).
The Basic HMM Formulas and the Observed Basis
Let us denote the sequence of observations O and associated sequence of observed values X as:
The observed values of X are in the set of W with K elements:
To avoid confusion, we will use Greek letters ( , , )    to label the value in sequence X, while use Latin letters ( , , ) i j  to label states of Markov chain.
The set W constructs the basis of a vector space as shown in Eq. (3.1.4):
They can be mapped to the P-basis of the observed variable X:
Completeness: 
Matrix B is our matrix of basis transformation, defined in Eq. (3.1.8). Note that we assume B is time independent and it satisfies the following requirement:
The requirement can be easily derived by using our PBN notations:
The HMM model λ is defined by the set of four parameters: the transition matrix A, observation-state matrix B, initial state distribution vector π and Ω, that is
Note that only Ω is time-dependent, as described in Eq. (1.2.8). Therefore, if we want to explicitly denote the probability space Ω at time t, we can write:
There are four basic formulas [5] [6] for model λ.
The JPD of state sequence [1 ] T Q  : It is identical to Eq. (2.2.4) for VMM:
Like Eq. (2.2.5) for VMM, we simply use the notation for HMM:
Note that Eq. (3.2.5a) is identical to Eq. (2.1.9) if we replace 1 | )  with 1 | )  , and there is a one-to-one map between the initial sample space 1 | )  and π:
The conditional probability of an observation sequence [1 ] T X  given a state sequence [1 ] T Q  : By assuming that such observations are independent to each other, we can use Eq. (3.2.3) to write:
Eq. Orthonormality:
The joint likelihood (joint probability) of an observation sequence X [1:T] and a state sequence Q[1:T]: Using Bayes theorem, we can write:
It is the full JPD in SES of HMM. Using Eq. (3.2.5) and (3.2.6), it can be expanded as: 
The JPD of observation sequence X[1:T]: It is the sum of the joint probability of X with all possible state sequences Q[1:T]:
It can be expanded by using Eq. (3.2.8): [5] . Fortunately, there are recursive algorithms to avoid such a problem. For example, if one wants to find the most likely state sequence given an observation sequence, one can use Viterbi algorithm [6, 8] .
The Optimal State Sequence and the Viterbi algorithm
First, let us repeat some statements and definitions from §4 of [6] .
In speech recognition and several other pattern recognition applications [9] , it is useful to associate an "optimal" sequence of states to a sequence of observations, given the parameters of a model. For instance, in the case of speech recognition, knowing which frames of features "belong" to which state allows to locate the word boundaries across time. This is called alignment of acoustic feature sequences.
A "reasonable" optimality criterion consists of choosing the state sequence (or path) that has the maximum likelihood with respect to a given model. This sequence can be determined recursively via the Viterbi algorithm.
This algorithm makes use of two variables (with our notation): 
The Weather-Stone Example: Viterbi Algorithm and Elvira
In this sector, we will give the details of applying the Viterbi algorithm to the WeatherMagic Stone example adapted from [6] with our notation. Then we will use Elvira, a Java soft ware package, to graphically display the example as a case study of probabilistic graphic models [10] , including dynamic Bayesian Networks [10, 11] .
The Weather-Stone Example and the Viterbi Algorithm
To see how Viterbi algorithm works, let us go back to the weather-magic stone example.
Here weather and magic stone represent the two un-commuting observables. The weather has three states, which has a transition matrix A, given by Eq. (1.3.1). The weather state sequence Q is hidden from observer. The magic stone has two detectable values, given by Eq. (3.1.1). And we know its sequence X. How do we find the most likely state sequence Q given an observed sequence X?
First, we need to define the B matrix of Eq. (3.2.3) or PBT of Eq. (3.1.6). We will use same data as in [6] , but with a magic stone instead of an umbrella: 
Task: You don't know how the weather was when you were locked in the isolated room. On the first 3 days your stone observations are:
{ , , } {1, 2, 2} {dry,wet,wet}
Now let us apply Eq. (3.3.5-9) to find the most probable weather-sequence using the Viterbi algorithm. We assume the 3 weather situations to be equal-probable on day 1: As one can see, for the observed stone value sequence (dry, wet, wet), the most likely weather state sequence is (foggy, rainy, rainy), consistent with our numerical calculation, given by Eq. (4.1.8). The Elvira file for the example is online [15] .
VMM, HMM and FHMM as Dynamic Bayesian Networks
VMM, HMM and Factorial HMM (FHMM) are systems of multiple random variables with miscellaneous probability distributions. They can be described as Dynamic Bayesian Networks (DBN) in Probabilistic Graphic Models (PGM) [10] .
VMM model as a DBN of T nodes:
If we take the T states in the sequential event space in Eq. (2.2.1) as a T-node DBN, then its graph in PGM is shown in Fig. 5 .3.1 below.
Fig. 5.3.1: Visible Markov Model as Dynamic Bayesian Network
Reading from the graph, we have the following full JPD: 
Summary
In this paper, the Markov evolution formula (MEF) expressed in PBN (Probability Bracket Notation) was used to investigate discrete Markov chains. The Markov State Chain Projector (MSCP) was introduced to reveal the close relation between the joint probability distribution (JPD) of visible Markov models (VMM) and the expanded MEF.
Next, the state basis and observed basis in the sequential event space (SES) are introduced for hidden Markov models (HMM), and the basic formulas of HMM were interpreted by using the two bases and related basis transformation.
Then, the Viterbi algorithm was revisited and applied to the famous weather-stone HMM example. Afterward, Java software package Elvira was used to display the graphic structure and the inference results of the famous weather-stone example.
Finally, we briefly investigated VMM, HMM and some factorial HMM (FHMM) as dynamic Bayesian networks (DBN) by using identity operator and MSCP in PBN. Our study further demonstrated the potential of PBN as an alternative tool to manipulate probability distributions (PD) in many multivariable systems.
