Abstract. The contribution of this paper lies in two aspects. The first one deals with a natural notion of generic Gröbner (or standard) bases on an irreducible affine scheme for an ideal depending on parameters. This takes place in rings of differential operators and concerns the algebraic and the formal case. This gives a generalization of some results of V. Weispfenning obtained in a commutative and algebraic situation. The second aspect is an application of the first one to the study of the behaviour of the algebraic or analytic Gröbner fan of a monogeneous D-module depending on parameters. In substance, we prove that the Gröbner fan is generically constant.
Introduction
Fix an integer n ≥ 1. Let us denote by A n (k) (resp. D n andD n (k)) the ring of differential operators with coefficients in k [ACG00] and [ACG01] ) studied the notion of the (algebraic) Gröbner fan of a monogeneous A n (k)-module and of the analytic standard fan of a monogeneous D n -module (we shall say "analytic Gröbner fan" in this paper) (see [MR88] for the commutative case, see also [St95] ). The Gröbner fan is a combinatorial object which consists basically in taking into account the different filtrations of an A n (k) (or D)-module and study the variations of the associated graded module. This is closely related to the notion of slopes of a D-module (see [ACG96] ) and the notion of irregularity (see [La87] and [LM99] ).
To study the solutions of a regular holonomic system A n (k)/I, the authors of [SST00] used the (algebraic) Gröbner fan associated with the ideal 2 I ⊂ A n (k). More recently, the author [Ba03b] gave a constructive and elementary proof of the existence of Bernstein-Sato polynomials for several analytic functions (see [Sa87a] and [Sa87b] for the original proof) by using the analytic Gröbner fan.
In the present article, we shall focus on a natural question about Gröbner fans. Let I be an ideal depending on parameters, for example I ⊂ k[a 1 , . . . , a m ] ⊗ k A n (k) in the algebraic situation, or I ⊂ C{a 1 , . . . , a m } ⊗ C D n in the analytic one. A natural question is to know how behaves the (algebraic) Gröbner fan associated with I |a 0 ⊂ A n (k) (where we specialize the parameters into a 0 ) when a 0 runs over k m . We have a similar question about the behaviour of the analytic Gröbner fan associated with I |a 0 ⊂ D n when a 0 runs over a small neighbourhood of 0 ∈ C m .
1 all the fields considered in this paper shall be of characteristic 0 2 in this paper, ideal shall always mean left ideal
In this paper, we will answer to these questions and to other more general ones, i.e. where the ring of parameters is completely general. To make the study possible in the analytic situation, let us give a remark.
Remark 1. Let I be an ideal of D n andÎ ⊂D n (C) be its extension. Then the analytic Gröbner fan associated with I is equal to the formal Gröbner fan associated withÎ.
We postpone the proof of this remark until the next section (see claim 1.3.2) where we shall define the notion of the formal Gröbner fan and recall the notion of the analytic Gröbner fan. Now, using this remark, we shall focus on the study of the behaviour of the algebraic and formal Gröbner fan associated with ideals depending on parameters. For this purpose, we shall define and study a natural notion of a generic Gröbner basis on an irreducible affine scheme in the algebraic and formal case which generalizes some results of V. Weispfenning [We92] obtained in a commutative and algebraic situation.
In section 1, we shall give some recalls on the homogenized rings A n (k) z and D n z , on Gröbner bases and the division theorem in A n (k) z and D n z of [ACG01] , we shall also recall the definition of a minimal reduced Gröbner basis. Finally, we shall recall the definition of the algebraic, analytic and formal Gröbner fan and prove remark 1. In section 2,
• In the first paragraph, we shall define the notion of a generic Gröbner basis of an ideal of A n (C) z (resp.D n (C) z ) on an irreducible affine scheme V = V (Q) ⊂ Spec(C) where C is a commutative integral unitary ring containing Q (C being seen as the ring of the coefficients and Q is a prime ideal of C). Moreover, in the algebraic situation, we shall state a more simple notion of generic Gröbner basis.
In the first theorem of this paper, we shall prove that for a generic P in V (Q), the following holds: the specialization into P of a generic Gröbner basis of an ideal J in A n (C) z (resp.D n (C) z ) is a Gröbner basis of the specialization of J into P (see section 2 and theorem 2.1.3 for a more detailled statement). This theorem justifies the name of 'generic Gröbner basis on V (Q)'.
Finally, if we denote by F the fraction field of C, we shall prove that a generic Gröbner basis of an ideal J ⊂ A n (C) z (resp.D n (C) z ) on V = V (Q) generates J over A n (F) z (resp.D n (F) z ) modulo Q defining V (see prop. 2.1.7).
• In paragraph 2, as a consequence, we shall prove an easy fact in the commutative case, that is: the global (resp. local) Hilbert polynomial associated with an ideal (resp. a germ of ideals) depending on parameters is generically constant.
• In the third paragraph, we shall define the notion of a generic minimal reduced Gröbner basis on an irreducible affine scheme V and prove its uniqueness modulo the ideal defining V . • In the fourth paragraph, we shall state the second theorem of this paper (th.
2.4.1): the algebraic (resp. formal) Gröbner fan of an ideal depending on parameters is generically constant on an irreducible affine scheme. As a corollary, we shall prove that in the case where the ring of the parameters C is the ring of an algebraic (resp. analytic) space, there is a stratification of the space of parameters into locally closed (analytic) subspaces such that on each stratum the algebraic (resp. analytic) Gröbner fan is constant. Note that the result for the analytic case makes use of remark 1. Section 3 will be devoted to the proof of the second theorem: after the study of commuting homogenization and specialization, we shall prove it namely speaking.
Recalls and preliminary results
1.1. Filtrations, homogenized rings. Let I be an ideal of A n (k) or D n . Consider the set U of the linear forms R 2n → R defined by U = {L(α, β) = n 1 e i α i + n 1 f i β i } where for any i = 1, . . . , n, e i + f i ≥ 0 (for both cases) and e i ≤ 0 (only in the analytic case). In both cases, a linear form L naturally gives rise to the notion of L-order defined as follows:
Then we can associate with L a natural filtration
We then obtain the associated graded ring gr L (A n (k)) (resp. gr L (D n )) defined by:
For an ideal I, the previous filtration induces a filtration F L (I) and a graded ideal gr
For an element P , we denote by σ L (P ) the L-principal symbol of P which is the class of
We can see that gr L (I) is generated by the set of the σ L (P ) for P ∈ I. Now let us introduce the homogenized rings A n (k) z and D n z . Let us define A n (k) z as the k-algebra generated by the x i 's, the ∂ x i 's and z with the following relations:
and D n z as the C{x}-algebra generated by the ∂ x i 's and z with the relations:
The algebra A n (k) z (resp. D n z ) is isomorphic to the Rees algebra of A n (k) (resp. D n ) associated with the filtration by the total degree in x and ∂ x (resp. ∂ x only). The algebra A n (k) z has been introduced in [CN97] and for D n z , we refer to [ACG01] . Now for P in A n (k) (resp. D n ), let us denote by deg(P ) the total degree of P in the x i 's and
• if P ∈ A n (k),
with |α| = α 1 + · · · + α n . If we extend the degree deg to A n (k) z or D n z by counting the degree in z, we see that h(P ) is homogeneous and has the same degree as P . For an ideal I of A n (k) (resp. D n ), we define h(I) as the ideal of A n (k) z (resp. D n z ) generated by the set of the h(P ) for P ∈ I. Thanks to the commutation relations that define A n (k) z and D n z , we have:
Lemma 1.1.1.
• Take two homogeneous elements H and
The proof is trivial and left to the reader. Now let us return to the filtration F L with L ∈ U. Let us extend L to R 2n+1 by L(α, β, k) = L(α, β). As previously, this gives rise to a filtration F L on A n (k) z and D n z and the associated graded algebras gr L (A n (k) z ) and gr L (D n z ). Remark 1.1.2. If we replace D n byD n (k) (where k is a field), everything that we said works. We also have an counterpart of D n z which we denote byD n (k) z Before we go further, let us give some recalls about the division theorem of [ACG01] and (minimal reduced) Gröbner basis in A n z (k), D n z orD n (k) z .
1.2. Division theorem and Gröbner bases. We shall treat the three cases (algebraic, analytic and formal) at the same time but we shall mostly be concerned in comparing the Gröbner bases attached to an analytic ideal J ⊂ D n z and those attached to its extension J inD n (C) z . Indeed, recall that one of our main tool for the study of the behaviour of the analytic Gröbner fan with parameters is remark 1 which will enable us to study the formal case instead of the analytic one.
1.2.1. Division theorem. Let us fix L in U (we have seen that U has one condition more in the analytic and formal cases in comparison with the algebraic one). Let us fix < 0 as an arbitrary well order on N 2n which is compatible with sums. Now let us define two orders < L on N 2n and < h L on N 2n+1 . We have two cases: (A): For the algebraic case,
(F): For the analytic or formal case,
These orders are compatible with sums. Now, for an element P in R z (where R z is one of the following rings:
• leading coefficient lc < h L (P ) ∈ k (resp. C for the analytic case) which is the coefficient associated with the leading monomial,
Note that since the order < h L is compatible with sums, we have exp
(Q) for any P, Q ∈ R z . Now let us recall the division theorem of [ACG01] . Let Q 1 , . . . , Q r be non zero elements in R z . Consider the following partition of N 2n+1 : 
Let us recall the idea of the proof of the division theorem in the analytic or formal case (it is the same in the algebraic one), this will enable us to give a lemma which will be useful for the next section.
(1) Put (P 0 , q 0 1 , . . . , q 0 r , R 0 ) = (P, 0, . . . , 0, 0).
(4) if not, then let j = min{k ∈ {1, . . . , r}, exp < h L (P i ) ∈ ∆ k } and put
With this process, we obtain (r + 2) sequences which are P i , q i 1 , . . . , q i r and R i with i ∈ N. The first point consists in showing that these sequences will converge for the (x 1 , . . . , x n )-adic topology, by consideringD n (C) z as a free C[[x]]-module (in particular the limit of P i is 0. Note also that in the algebraic case, P i = 0 for i large enough because < h L is a well order). The second point which is much harder is to prove that the limits (which are inD n (C) z ) are indeed in D n z if the inputs are in D n z .
Using the process that we recalled, the following lemma is straightforward (we shall use it several times in the sequel).
Lemma 1.2.3. Let C be a commutative integral ring and let F = Frac(C) denotes its fraction field. Let P, Q 1 , . . . , Q r be inD n (C) z (i.e. the coefficients are in C). For
it is an element of C. Now let us see P and the Q j 's inD n (F) z (i.e. the denominators are 1) and consider the division of P by the Q j 's inD n (F) z with respect to < h L :
We claim that the coefficients of R and of the q j 's are of the following form:
• Suppose that we work with A n (k) and an order < on N 2n compatible with sums. If < is a well order, then every thing that has been said works as well, in particular the division theorem.
• Suppose that we work with D n orD n (k). Let L ∈ U and suppose that the restriction of the linear form L to 0 × R n has strictely positive coefficients then every thing that we said (the division theorem as well) work for the order < L .
Gröbner bases. We still denote by
This is a subset of N 2n+1 which is stable by sums. By the usual Dickson lemma, we have that:
Such a set {Q 1 , . . . , Q r } is called a Gröbner basis of J with respect to < h L . A consequence of the division theorem is the following: Proposition 1.2.6. Let J ⊂ R z be an ideal and Q 1 , . . . , Q r ∈ J. Let P ∈ R z then these two points are equivalent:
L -Gröbner basis. Let us recall Buchberger algorithm ( [Bu70] ) which works in our cases. Its consequences will play an important role in the sequel.
Buchberger Algorithm
Let J be an ideal and let G 0 be a finite set of generators of J in R z . The goal is to describe how one can obtain a Gröbner basis G of J with respect to < h L . First, for P 1 and P 2 in R z , let us define the S-operator S(P 1 , P 2 ):
• Let γ 1 and γ 2 in N q (for us, q = 2n + 1), we define the lcm of γ 1 and γ 2 as µ ∈ N q with µ i = max(γ 1,i , γ 2,i ) for any i = 1, . . . , q.
, -S(P 1 , P 2 ) = m 1 P 1 − m 2 P 2 . Now for l ≥ 0, we put:
The key fact is that there exists
For the key fact, one can see [Ba03a] page 12 and for the final claim, one can refer to [CG97] .
As a consequence of Buchberger algorithm, we have:
Sketch of proof. Let Q 1 , . . . , Q d be an arbitrary set of generators of J (over D n z ). Then, clearly, {Q 1 , . . . , Q d } shall be a set of generators ofĴ overD n (C) z . Now, starting from the Q j 's, let us use Buchberger algorithm to construct a Gröbner basis G = {Q 1 , . . . , Q r } (with r ≥ d) ofĴ . Now, remark that in the division theorem, if the inputs are in D n z then so are the outputs. Then G is a subset of J and it is not difficult to see that it is indeed a < h L -Gröbner basis of J.
Minimal reduced Gröbner bases. It is clear that a Gröbner basis is not unique.
However, among the Gröbner bases, there exist ones for which this uniqueness property holds. Thus, let us recall the notion of minimal reduced Gröbner bases.
r. The Gröbner basis G is said to be
• minimal if for any F ⊂ N 2n+1 , we have:
• reduced if for any j = 1, . . . , r, lc < h L (Q j ) = 1 and
It is no hard to see that, given an ideal J and L ∈ U, a minimal reduced < h L -Gröbner basis is unique (if it exists).
Let us just recall the way we can construct a minimal reduced Gröbner basis when given a Gröbner basis: Start with a Gröbner basis G 0 that we can suppose to be minimal (indeed, we just have to remove the unnecessary elements) and unitary (i.e. the leading coefficients are 1). Now for any Q ∈ G 0 , write Q = lt< h L (Q) + T and consider the division of T by G 0 with respect to < h L for which we denote by R the remainder. Then put Q ′ = lt< h L (Q) + R and let G be the set of the obtained Q ′ 's for Q ∈ G 0 . It is then clear that G is the minimal reduced < h L -Gröbner basis of J. Thanks to lemma 1.2.8, we have the following: Corollary 1.2.10. Let J be an ideal of D n z and letĴ be its extension inD n (C) z then these ideals have the same minimal reduced < L -Gröbner basis.
1.3. Algebraic, analytic and formal Gröbner fan. Denote by R one of the following rings A n (k), D n andD n (k) and by R z the respective associated homogenized ring
Clearly, this is an equivalence relation on U. Let us denote by E(h(I)) the partition of U given by this relation. We have the following theorem by A. Assi, F.J. Castro-Jiménez and M. Granger.
then the partition E(h(I)) is made of a finite set of convex rational polyhedral cones.
The partition E(h(I)) is called the algebraic (resp. analytic) Gröbner fan of h(I) when I ⊂ A n (k) (resp. I ⊂ D n ). Now, the question is: what about the case where I ⊂D n (k) ? Claim 1.3.2.
• If I ⊂D n (k), then the partition of U given by ∼ is made of a finite set of convex rational polyhedral cones.
• Remark 1 is true, that is for an analytic ideal I, the analytic Gröbner fan of h(I)
is equal to the formal Gröbner fan of h(Î) (Î being the extension of I inD n (C)).
To prove this claim, let us recall the way the authors of [ACG01] constructed the Gröbner fan.
(
For L ∈ U, let us consider Q 1 , . . . , Q r the minimal reduced Gröbner basis of h(I) with respect to < h L . Consider the following relation between L and L ′ in U:
Note that if L and L ′ are in a same set U E then this relation is an equivalence relation and coincides with ∼. (iii): Consider the partition of U obtained as follows: We partition U into the set of the U E 's and for each U E we consider the partition given by∼. Then the partition that we obtain on U is equal to the Gröbner fan.
Proof of claim 1.3.2. If one looks step by step at the paper [ACG01] , one shall see that every thing that is said for D n z is valid forD n (k) z so the first point of claim 1.3.2 is clearly true. Now let us prove the second point. First, one can see that there exists a subset of h(I) that generates at the same time h(I) over D n z and h(Î) overD n (C) z (for the proof, the reader is invited to see the end of section 3.1, cor. 3.1.3). For the second point of claim 1.3.2, using lemma 1.2.8, we can see that the U E 's for h(I) and thoses for h(Î) are the same in step (i). Moreover by corollary 1.2.10, in step (ii), the Q j 's for h(I) and those for h(Î) are the same too. So the analytic and the formal partition of U obtained in step (iii) (the first for h(I) and the second for h(Î)) are equal. Claim 1.3.2 is proved. 
the correct construction is the following: -first consider the (finite) partition
U = s∈S U s given by the relation gr L (R z ) = gr L ′ (R z ) (
Main results
Let C be a unitary commutative integral ring such that there exists a injective ring morphism Q ֒→ C (see the remark below for an explanation of this condition).
Let us consider two situations, namely the algebraic one and the formal one. Thus, let I be a left ideal of A n (C) in the algebraic context and ofD n (C) in the formal one where these rings are rings of differential operators with coefficients in
in the second one. To be more precise, A n (C) is the C-algebra generated by x 1 , . . . , x n , ∂ x 1 , . . . , ∂ xn where the only non trivial commutation relations are [∂ x i , x i ] = 1 for any i = 1, . . . , n andD n (C) is the C-algebra generated by the u's in C[ Now let us consider the spectrum of C, Spec(C) = {P ⊂ C, P prime ideal} and the maximal spectrum of C, Specm(C) which is the set of the maximal ideals in C. For c ∈ C and P ∈ Spec(C), denote by [c] P the class of c in the quotient ring C/P and by (c) P =
[c] P [1] P this class viewed in the fraction field F(P) = Frac(C/P). We naturally extend these notations to the elements of A n (C) andD n (C). Moreover, if I is an ideal in A n (C) (resp. D n (C)), let us denote by (I) P the ideal of A n (F(P)) (resp.D n (F(P))) generated by {(P ) P , P ∈ I}.
The ideal (I) P (resp. the operator (P ) P ) is called the specialization of I (resp. of P ) into P. Note that the notion of specialization extends naturally to A n (C) z andD n (C) z (which have a natural definition).
For an ideal I ⊂ C, we denote by V (I) = {P ∈ Spec(C), P ⊃ I} the affine scheme defined by I and V m (I) = V (I) ∩ Specm(C).
An element P in A n (C) z orD n (C) z is uniquely written as:
As was done for a field k instead of C, we define in a similar way the newton diagram ND(P ) ⊂ N 2n+1 . Now, given L ∈ U, we have the notions of leading exponent exp < h
To end this subsection, let us explain the last hypothesis of C.
Remark. We want to work with fields of characteristic 0 and for a unitary commutative integral C, we have the equivalence between:
• Q is a subring of C.
• For any P ∈ Spec(C), the characteristic of F(P) is zero.
Generic Gröbner bases. First let us give a notation:
Notation. We shall denote by
Let J be an ideal in A n (C) z orD n (C) z . We are going to define a notion (and prove its existence) of a generic Gröbner basis of J on an irreducible subscheme V ⊂ Spec(C). So let us fix a prime ideal Q ⊂ C and a linear form L ∈ U and suppose that < Q >⊂ J (this last condition is not restrictive, see remark 2.1.6 below).
Frome now on, denote by F the fraction field of C and for a prime ideal P ⊂ C, recall that F(P) denotes the fraction field of the quotient ring C/P.
Construction of a generic Gröbner basis
We write this construction for J ⊂D n (C) z but things would be done in the same way in the algebraic case.
(a): Since (J) Q is generated by {(f ) Q ; f ∈ J} andD n (F(Q)) z is noetherian, there exists a finite system {f 1 , .
. . , g r be a < h L -Gröbner basis of (J) Q constructed using the Buchberger algorithm starting from {(f 1 ) Q , . . . , (f s ) Q }. By multiplying g j by a suitable coefficient, we may assume that for any j = 1, . . . , r, the leading coefficient of g j has the following form:
(c): For any j = 1, . . . , r, write:
Define Q j ∈D n (F) z as:
Such a set G is called a generic Gröbner basis of J on V (Q).
Notation. Let P be in Spec(C). For c ∈ C, we have defined (c) P as the class
in F(P). We naturally extend this notation to elements of A n (F) z andD n (F) z for which the coefficients are in
• By construction, the coefficients of each Q j are in 
is an abuse of notations to say that G is a generic Gröbner basis of J since G is not a subset of J but of its extension inD n (F) z . The construction above works in both cases (algebraic and formal) but we shall see below a non constructive way to obtain a generic Gröbner basis in the algebraic case (which will be a subset of J).
To justify the name of 'generic on V (Q)', we shall prove the following theorem.
Theorem 2.1.3. Take J ⊂D n (C) z (resp. A n (C) z ) containing < Q > with Q ⊂ C prime. Let G be a generic Gröbner basis of J on V (Q). Take
which can be seen in C Q (indeed, the leading coefficient of each Q has this form: We postpone the proof of theorem 2.1.3 to the end of the paragraph.
Remark 2.1.6. In theorem 2.1.3, the condition < Q >⊂ J is not restrictive for our purpose: assume that the converse holds then the ideal
for any P ∈ V (Q), (J) P = (J Q ) P . When using theorem 2.1.3, we shall always use the process of adding < Q >. Now let us give a proposition which states, in substance, that a generic Gröbner basis of J generates J modulo Q overD n (F) z (or A n (F) z ). In fact we have a more precise statement which will be useful in section 3 and for the proof of theorem 2.1.3, here it is.
Fix L ∈ U; we still suppose J to contain < Q >.
Proposition 2.1.7. Let P in J. Let Q 1 , . . . , Q r be a generic Gröbner basis of J. There exist q 1 , . . . , q r , R inD n (F) z (or A n (F) z ) with the following: 
Remark 2.1.8. For an ideal I ⊂D n (C) (or A n (C)) and under the condition of remark 1.2.4, every result of this paragraph is true, in particular this is the case for the previous proposition which will be useful in section 3.
Proof of prop. 2.1.7. Let N 2n+1 = ∪ r j=1 ∆ j ∪∆ be the partition associated to the leading exponents of the Q j 's and consider the division of P by the Q j 's with respect to < h L ( we see this division inD n (F) z (or A n (F) z )):
where we have:
In particular, this implies this fact:
Let us write:
We know (see lemma 1.2.3) that each c ′ j (α, β, k) and each e ′ (α, β, k) is a product of the lc < h L (Q j )'s; in particular it is in C Q. Now let us write q ′ j = q j + r j where q j is the sum of the terms of q ′ j for which c j (α, β, k) is not in Q and r j is the sum of the other terms, those for which c j (α, β, k) is in Q.
Let us put R = R ′ + j r j Q j , so that we have: P = j q j Q j + R. What have we obtained ? Clearly, by construction, conditions (1) and (3) are satisfied. Moreover (2) is satisfied thanks to (⋆). It remains to prove (4). For this, it is enough to prove that each r(α, β, k) belongs to Q.
By specializing into Q, we obtain
By construction, we have
so the equality (⋆⋆) is the result of the division of (P ) Q by the (Q j ) Q 's with respect to < h L . Since (P ) Q ∈ (J) Q and the (Q j ) Q 's form a < h L -Gröbner basis of (J) Q , we have necessarely (R ′ ) Q = 0. Thus each r(α, β, k) belongs to Q and we are done.
Proof of Theorem 2.1.3. The statement (i) follows by remark 2.1.2, let us prove (ii) (for the formal case). Fix P ∈ V (Q) V (h). Before giving the proof namely speaking, let us make some statements.
(a) First let P be in J. Let us apply the previous proposition. We get: P = j q j Q j + R with the conditions (3), (4) satisfied (condition (2) shall not interest us here). As a consequence, the specialization of the (q j )'s, the (Q j )'s and R into P is well defined and we have: (P ) P = j (q j ) P (Q j ) P . Now, by definition, (J) P is generated by the (P ) P 's for P ∈ J. Then the set of the (Q j ) P 's generate (J) P . (b) Now letP be in (J) P . By (a), there exist U 1 , . . . , U r ∈D n (F(P)) z such that:
Let us write
inD n (F) z and consider:
The coefficients of the V j 's are in C P C P and those of the Q j 's are in C Q C P . Thus we get this assertion:
(c) Let P be inD n (F) z and suppose that P satisfies (b 1 ) then:
By specializing the equality (⋆) into Q, we get that (P ) Q belongs to (J) Q . So by definition of the Q j 's and by (c1), we get:
Now, let us prove the theorem namely speaking. LetP ∈ (J) P withP = 0. The goal is to prove that exp < h
Let us consider P ∈D n (F) z as in (⋆) of point (b). Let us consider the division of P by the Q j 's inD n (F) z with respect to < h L . This division process gives rise to a (r + 2)-uple of sequences (P i , q i 1 , . . . , q i r , R i ) (see the division process recalled in subsection 1.2). By an easy induction on i, we can prove that:
• each R i is zero,
• each P i satisfies condition (b1). Thus by using (c), each P i satisfies conditions (c1) and (c2). Now the point is the following
Indeed, assume that the converse holds then by induction on i, we have: for any j = 1, . . . , r and for any i, q i j ∈D n ( P C P ) z . Thus P is inD n ( P C P ) z which means that (P ) P is zero inD n (F(P)). But this is impossible since (P ) P equalsP (which has been supposed non zero). Thus the claim is true. Now let us take i as the minimal one satisfying lc < h L (P i ) ∈ C P. Here is the result of our construction:
• there exists P ∈D n (
We can now conclude that:
). The theorem is now proved for the formal case. In the algebraic one, the proof is the same since we can include A n (F) z inD n (F) z . Since the division process is finite (by the claim below), the constructed P i shall be algebraic.
Algebraic generic Gröbner bases: a non constructive way
The results above work as well for an algebraic ideal J ⊂ A n (C) z . However, in this paragraph we are going to describe another way to obtain a generic Gröbner basis (which, here, shall belong to J). We shall left the proofs to the reader for they are similar to those of the previous paragraph.
Take an ideal J ⊂ A n (C) z containing < Q > where Q is a prime ideal Q ⊂ C. Fix a linear form L ∈ U. Consider the generic set of exponents of J on V (Q):
It is clear that we have: Exp
so by Dickson lemma, the following result holds.
Definition 2.1.10. There exists a finite subset G of J such that:
Such a set G is called a generic Gröbner basis of J on V (Q).
The name of generic Gröbner basis on V (Q) is justified by the following proposition for which the proof can be done as that of theorem 2.1.3.
Remark.
• In this way, we obtain a generic Gröbner basis which is a subset of J.
• Generically on V (Q), the set Exp((J) P ) is constant and equal to Exp
Nice and easy consequence about local and global Hilbert polynomial.
It is not difficult to see that the results of the previous paragraphs work for ideals in
for appropriate orders that make the division theorem work. So let us fix a well order < A compatible with sums in N n such that it respects the total degree, that is: |α| < |α ′ | ⇒ α < A α ′ ; and a local order < F such that:
Here, we shall treat only two examples to illustrate in a simple way how one may use generic Gröbner bases. So let us consider the two following situations: In both cases, let a = (a 1 , . . . , a m ) be a system of variables.
•
We define similarly J |a 0 ⊂ C{x}. In both cases, let Q be a prime ideal in C [a] . By the use of global and local Hilbert polynomial, we shall prove the following.
Proposition 2.2.1.
• The dimension and the degree of the variety V (I |a 0 ) are generically constant for a 0 running over the zero set V (Q) ⊂ C m .
• The dimension and the multiplicity of the germ V (J |a 0 ) are generically constant when a 0 runs over the zero set V (Q) ⊂ C m .
In fact, we shall prove that the (global, resp. local) Hilbert polynomial of C[x]/I |a 0 (resp. of C{x}/J |a 0 ) is generically constant on V (Q). 
• the (local) Hilbert-Samuel function of J, HSF J : N → N:
• the Hilbert-Samuel function of E, HSF E : N → N:
Theorem 2.2.3.
• There exists a rational polynomial HSP I (resp. HSP J ) such that for any r ∈ N large enough, HSP I (r) = HSF I (r) (resp. HSP J (r) = HSF J (r)). Moreover the leading term of HSP * is of the form e * d * ! r d * for * ∈ {I, J} where e * , d * ∈ N. HSP I is called the Hilbert-Samuel polynomial of I (and the same for J).
• The integers d I and e I (resp. d J and e J ) are respectively equal to the dimension and the degree of the zero set V (I) ⊂ C n (resp. the dimension and the multiplicity of the zero set germ V (J) ⊂ (C n , 0)).
For this theorem, one can refer to [Ma89] chapter 5, [CLO97] chapter 9, and [GP02] section 5.5 and appendix A.8. The next proposition is easy ant its proof is left to the reader. Proposition 2.2.4. Set E = Exp < A (I) and E ′ = Exp < F (J). Then HSF I = HSF E and HSF J = HSF E ′ .
2.2.2.
Return to the original problem. Now we have all the tools to give the proof of proposition 2.2.1.
Proof. Let us sketch the proof for J (the one for I being more simple). Put C = C[a] and
. By theorem 2.1.3 applied to the primes P in the maximal spectrum Specm(C), we know that Exp < F (Ĵ Q|a 0 ), and then HSF Exp < F (Ĵ Q|a 0 ) , is generically constant for a 0 ∈ V m (Q). But we know that Exp < F (J |a 0 ) and Exp < F (Ĵ Q|a 0 ) are equal (see lemma 1.2.8). This implies that generically on V m (Q), HSF Exp < F (J |a 0 ) is constant. By proposition 2.2.4 and theorem 2.2.3, we end the proof.
2.3. Generic minimal reduced Gröbner bases. In this paragraph, we shall define and prove the existence of the generic minimal reduced Gröbner basis of J ⊂ R z on an irreducible affine scheme V = V (Q) (in fact we shall see that it is unique modulo < Q >).
So, let J be an ideal in R z which is either A n (C) z ofD n (C) z . Suppose that J contains < Q >, Q being a prime ideal in C. Fix a linear form L ∈ U.
Proposition 2.3.1. There exists a finite setG in A n (F) z (resp.D n (F) z ) and h ∈ C Q with the following:
and
The setG is reduced:
(iii): For P ∈ V (Q) V (h) and for any Q inG, the coefficients of Q are in C Q C P and (Q) P ∈ (J) P . Such a setG is called a < h L -generic minimal reduced Gröbner basis on V (Q). Remark. For any P ∈ V (Q) V (h), we have:
• for any Q ∈G, (Q) P is well defined (thanks to (iii))
• The specialization (G) P is the minimal reduced Gröbner basis of (J) P with respect to < h L . Lemma 2.3.2. Such a generic minimal reduced Gröbner basis is unique modulo < Q >.
Proof. Take another setG ′ satisfying the conditions of proposition 2.3.1. By (i),G and G ′ have clearly the same cardinal and the set of their leading exponents are the same. Take Q ∈G and Q ′ ∈G ′ with the same leading exponent. By uniqueness of the minimal reduced Gröbner basis, we have (Q) P = (Q ′ ) P generically on V (Q). Since Q is prime, this means that Q − Q ′ ∈< Q >.
Proof of Proposition
Now, reduce the set G as described in paragraph 1.2.3 and denote by G 1 the obtained set. By lemma 1.2.3, we know that the denominators that appear in the coefficients of the elements of G 1 are some products of the factors of h (this will insure to satisfy condition (iii) of prop. 2.3.1). For any Q ∈ G 1 , remove the terms for which the coefficient is of the form c c ′ with c ∈ Q (this can be done since < Q >⊂ J). Call G 2 this new set. To end the proof, one has just to putG
2.4. Generic Gröbner fan and constructibility. Using the results exposed in the previous paragraph, the goal is to prove the following:
Theorem 2.4.1. Let I ⊂ A n (C) (resp.D n (C)) and let Q be a prime ideal in C. Then there exists H ∈ C Q such that for P ∈ V (Q) V (H), the algebraic (resp. formal) Gröbner fan E(h((I) P )) is constant.
The fan E(h((I) Q )) is called the generic Gröbner fan of I on V (Q).
From this theorem, we deduce the following constructibilty results: Let us give the proof of corollary 2.4.4, the proof for corollary 2.4.2 could be done in the same way (and shall not be written here).
Proof of Corollary 2.4.4. The proof shall be divided into two cases. the ideal generated by I. For each i, apply theorem 2.4.1 toÎ and Q = Q i and let h i and E i be respectively the H and the generic formal Gröbner fan on V (Q i ) given in theorem 2.4.1. Now, by remark 1, E i is the analytic Gröbner fan of
Apply the induction hypothesis to Y ′ . We obtain that Y is a union (not necessarily disjoint) of locally closed subsets V such that for each V there exists E V which is the analytic Gröbner fan of I |a 0 for any a 0 ∈ V . Now, Let us show how to obtain the annouced partition. Let E be the set of the obtained fans E V 's. Set E = {E 1 , . . . , E e }. For any i = 1, . . . , e, let S i be the set of the V 's for which
. . .
Note that some of the W i 's may be empty. The set {(E 1 , W 1 ), . . . , (E e , W e )} gives a partition Y = ∪W i in a way that E i is equal to E(h(I |a 0 )) for any a 0 ∈ W i . (b): Here, we return to the hypothesis of corollary 2.4.4. Let P 1 , . . . , P e be generators of I. For i = 1, . . . , e, write
u ij (a)P ij where u ij (a) ∈ C{a} and P ij ∈ D n .
Let p = n 1 + · · · + n e and let b = (b ij ) (with i = 1, . . . , e and j = 1, . . . , n i ) be a new system of p variables. Now, consider the analytic morphism
Let us consider
Apply (a) to I ′ , we get a partition of C p = ∪W made of locally closed subsets and for each W , we get a fan E W which is the analytic Gröbner fan of I ′ |b 0 for b 0 ∈ W . Now let us consider φ −1 applied to this partition, we get a partition (C m , 0) = ∪φ −1 (W ) made of analytic locally closed subsets (since φ is analytic). It is then clear that for any W and for a 0 ∈ W (sufficiently close to 0, i.e. in the convergence disk of the u ij 's), the analytic Gröbner fan of I |a 0 is constant and equal to E W .
Remark. It is easy to see that the arguments employed in (b) (in the previous proof ) could be applied to prove point (2) of remark 2.4.3.
3. Proof of theorem 2.4.1 3.1. Homogenization and specialization. Starting from an ideal I inD n (C) (resp. A n (C)) we will define the homogenized ideal h(I) inD n (C) z (resp. A n (C) z ). Now, let Q ⊂ C be a prime ideal. For P ∈ V (Q), it is natural to ask whether h((I) P ) is equal to (h(I)) P or not. We shall see that this is generically true on V (Q).
In the algebraic case, let
In the formal case, let < T be the order < L with L(α, β) = n 1 β i (we could have taken L = 0).
In both cases, we have deg(lm < T (P )) = deg(P ) for any P in A n (C) orD n (C).
In section 1, we have defined the degree and the homogenization of an element of A n (k) orD n (k). For elements of A n (C) orD n (C), these notions are defined in the same way. Moreover for an ideal in A n (C) orD n (C), we define (as in subsection 1.1) the homogenized ideal h(I) ⊂ A n (C) z (resp.D n (C) z ) as the ideal generated by the h(P )'s for P in I.
The purpose of this paragraph is this:
Proposition 3.1.1. There exists h 0 ∈ C Q such that for any P ∈ V (Q) V (h 0 ), we have:
We shall give the proof in the formal case since things work as well (and may be more simple) in the algebraic one.
For the proof of proposition 3.1.1, we shall use proposition 2.1.7 and the following lemma.
Lemma 3.1.2. Let I be an ideal ofD n (k) (or A n (k)). Let Q 1 , . . . , Q r be a Gröbner basis of I with respect to < T then the set of the h(Q j )'s generates h(I).
Proof. Let P ∈ I. Consider the division of P by the Q j 's with respect to < T : P = j q j Q j where exp < T (P ) ≥ exp < T (q j Q j ) for any i for which q j = 0 (by corollary 1.2.2). Then by definition of < T , we have deg(P ) ≥ deg(q j Q j ). As a consequence, we have:
Proof of prop. 3.1.1. Let I Q = I+ < Q >⊂D n (C) and let Q 1 , . . . , Q r ∈D n (F) be a generic Gröbner basis of I Q with respect to < T . Put h 0 = j lc < T (Q j ) and fix P ∈ V (Q) V (h 0 ). We have exp
We are going to prove that the (h(Q j )) P 's generate at the same time (h(I)) P and h((I) P ). First, it is easy to see that h((I)) P is generated by the h((P )) P 's for P ∈ I (or I Q ). So let P ∈ I Q . By proposition 2.1.7, we have
with deg(P ) ≥ deg(q j Q j ) and deg(P ) ≥ deg(R) (thanks to condition (2) of prop. 2.1.7 applied to < T ). This implies
where l j = deg(P )−deg(q j Q j ) and l = deg(P )−deg(R). Let us sepcialize the last equality into P. By condition (4) of prop. 2.1.7, (R) P and (h(R)) P are equal to zero thus we have:
A first conclusion is that the set of the (h(Q j )) P 's generate h((I)) P . Now, by using theorem 2.1.3, we know that the set of the (Q j ) P 's is a < T -Gröbner basis of (I) P . By lemma 3.1.2, the ideal h((I) P ) is generated by the h((Q j ) P )'s. We are done.
To conclude this subsection, we shall state a result which is useful for the proof of claim 1.3.2. It is a direct consequence of the previous lemma and lemma 1.2.8 (which states that an analytic Gröbner basis of an analytic ideal I is a Gröbner basis of the formal extension I of I). 
Note that in the algebraic case, this follows trivially from the finiteness of ND(P ). Let J be a homogeneous ideal ofD n (C) z (or A n (C) z ). 
Proof. Note that this lemma is interesting only in the case where not all the A i 's are finite, otherwise it would be enough to set B i = A i . Fix i in {1, . . . , q}. For any i ′ ∈ {1, . . . , q} such that A i ′ A i = ∅, let a i ′ ∈ A i ′ A i . Then put
It is easy to check that these B i 's satisfy our problem.
3.3. The proof. Let us return to the hypothesis of theorem 2.4.1: I is an ideal ofD n (C) (or A n (C)) and Q ⊂ C is a prime ideal.
We set J = h(I)+ < Q >. We have seen that Exp Q (J) is finite. For any E in Exp Q (J),
• let L ∈ U E and let G E be a generic minimal reduced < h L -Gröbner basis of J (in fact, it is independent on the choice of L ∈ U E ).
For E ∈ Exp Q (J), let G E = {Q 1 , . . . , Q r }.
3.3.1.
In this number, let us fix j ∈ {1, . . . , r}. By lemma 3.2.1, the set {σ L (Q j ); L ∈ U } is finite. In particular the set of the σ L (Q j ) for L ∈ U E is also finite. Put
For i = 1, . . . , q, let A i be the Newton diagram of σ L i (Q j ), ND(σ L i (Q j )) ⊂ N 2n+1 . Now let us apply lemma 3.2.3 with
(Q j ). Note that for any i, i ′ , we have A ′ i = A ′ i ′ . We define h j as the product of the numerators of the coefficient of Q j which are indexed by B 1 ∪ · · · ∪ B q (with the notations of lemma 3.2.3). The element h j is in C Q.
Lemma 3.3.2. For any P ∈ V (Q) V (h j ) and for any L, L ′ ∈ U E , we have:
Proof. Let i, i ′ ∈ {1, . . . , q} such that σ L (Q j ) = σ L i (Q j ) and σ L ′ (Q j ) = σ L i ′ (Q j ). The goal is to prove that i = i ′ . Let C = ND(σ L ((Q j ) P )) and D = ND(σ L ′ ((Q j ) P )). By hypothesis, we have C ⊆ A i and D ⊆ A i ′ and C = D. Since P / ∈ V (h j ), we have B i ⊆ C and B i ′ ⊆ D. Thus we are under the hypotheses of lemma 3.2.3 which insures to have i = i ′ .
3.3.3.
Define h E = h 1 · · · h r ∈ C Q. Note that h E is a multiple of the leading coefficient of every Q j in G E .
3.3.4.
Let h 0 be as in proposition 3.1.1 and let us define H ∈ C Q as:
For the end, we are going to prove the following:
Claim. Let L, L ′ ∈ U and P 1 , P 2 ∈ V (Q) V (H), then we have the equivalence:
By definition of the Gröbner fan, this will prove theorem 2.4.1.
Proof of the Claim. Since things are symetric for P 1 and P 2 , we shall only prove the leftright implication. By hypothesis, we have: gr L h (I) P 1 = gr L ′ h (I) P 1 then by the construction of the Gröbner fan recalled in subsection 1.3, we have:
Since H is a multiple of h 0 , we have h((I) P 1 ) = (J) P 1 , thus Exp
and then L and L ′ are in the same U E for some E ∈ Exp Q (J). So let us consider G E = {Q 1 , . . . , Q r }. By specialization into P 1 , the set (G E ) P 1 is the reduced minimal Gröbner basis of h((I) P 1 ) with respect to < h L and to < h L ′ . Then by the recall made in subsection 1.3, we have:
Since H is multiple of the leading coefficient of the Q j 's, we have that Q j and (Q j ) P 1 have the same L-order (since it is equal to L(exp < h L (Q j )) and L(exp < h L ((Q j ) P 1 )) respectively), and then σ L ((Q j ) P 1 ) = (σ L (Q j )) P 1 and so it is for L ′ . Thus, by lemma 3.3.2,
for any j = 1, . . . , r. By specializing the last equality into P 2 , we obtain:
and then σ L ((Q j ) P 2 ) = σ L ′ ((Q j ) P 2 ).
But the (Q j ) P 2 's form the < h L and the < h L ′ -minimal reduced Gröbner basis of h((I) P 2 ), then gr L h (I) P 2 = gr L ′ h (I) P 2 .
This paper is an extended version of some results of my thesis [Ba03a] in which I only treated the algebraic case.
