Abstract
Introduction
Scheduling is a type of combinatorial optimization problem, which deals with the timing of operations. Some of the different goals of scheduling may be stated as, minimizing flow time, minimizing makespan, minimizing number of tardy jobs etc. Single machine scheduling also called sequencing, when all jobs are ready at time zero, determines the order of jobs to be done at each work center. In the modern competitive world, a company has to meet the demand of the customer in time in order to not to lose goodwill or face extra costs related to late delivery. A job is said to be tardy if it is not ready on its due date [1] [2] [3] . Often there are contract penalties applied to the supplier for tardy jobs. The penalties are generally greater for strategic jobs and they are usually linear, i.e., penalty per unit time. The single machine total weighted tardiness problem is described as 1||TWT in the notation of Graham et al [4] .
Exact methods used to solve 1||TWT are usually based on dominance rules that have been introduced by Emmons and Yildirim [5, 6] . Abdul-Razaq et al. gives a comprehensive review of several branch and bound, and dynamic programming algorithms for this problem [7] . Because of the computational burden, heuristics are more commonly used for 1||TWT. Different heuristics result better for different parameter settings and some of the heuristics are proven to result in optimal solutions under given criteria. Commonly used scheduling heuristics are Weighted Shortest Processing Time (WSPT), Earliest Due Date (EDD), Minimum Slack (MS), and Weighted Processing Time and Due Date Index (WPD). Meta-heuristics are also widely used to solve 1||TWT. Local search is a metaheuristic which starts from a candidate solution and moves to a neighbor solution. A neighborhood solution of a solution is a set of solutions that are in some sense close that solution. We say two solutions are neighbors if one can be obtained through a well-defined modification of the other. Crauwels et al. compare several meta-heuristics including Genetic Algorithms (GA), Simulated Annealing (SA), and Tabu Search (TS), in which TS dominates other methods [8] . Avci et al. use GA to solve 1||TWT [9] . Ant Colony Optimization (ACO), Differential Evolutions (DE) and Particle Swarm Optimization (PSO) are more recently studied meta-heuristics. Nearchou proposes a method that combines SA with evolutionary algorithms [10] . Leticia et al. work on hybrid PSO and show that it is promising for 1||TWT problems [11] . Maheswaran et al. propose a GA and local search based metaheuristic namely, memetic algorithm [12] . Potts and Van Wassenhove [13] have solved exactly problem instances with up to 40 jobs. But for big problems, such as problem with 50 or more jobs, the needed computational time is unaffordable.
In this paper, attempts have been made to establish a new hybrid method based on divide-andmerge strategy for big single machine total weighted tardiness problem. The method combines the merits of several approaches to find better quality solutions within a reasonable amount of computational time. The remaining of this paper is organized as following: firstly, the problem, single machine total weighted tardiness problem, are described and modeled; in section 3, the schema of divide-and-merge strategy is designed, especially, three merging algorithm are proposed and discussed; and the new hybrid method based on divide-and-merge strategy is designed in details. Experiments design and results analyses are put in section 4; and the conclusions and future words are the last section.
Problem statement and formulation
In the modern competitive world, a company has to meet the demand of the customer in time in order to not to lose goodwill or face extra costs related to late delivery. A job is said to be tardy if it is not ready on its due date. Often there are contract penalties applied to the supplier for tardy jobs. The penalties are generally greater for strategic jobs and they are usually linear, i.e., penalty per unit time [14] .
The n-job single machine weighted tardiness problem is the problem to sequence jobs on one machine while minimizing the weighted sum of the tardiness. Given that the jobs are available on time t=0, and given for each job i (i=1, 2, n) processing times p i , due dates d i and weights w i the problem is to find a sequence such that 
Where, the assignment variable u jk is equal to 1 if job j is assigned to position k, and k  is used to denote the completion time of the job at the k th position. Constraint sets (2) and (3) make sure that a job is assigned once to only one position. Constraint sets (4) and (5) are the completion time constraints for a position k and the constraints (6) are the completion time constraints for job j，Constraints (7) and (8) are used to define tardiness, T j and the remaining constraints are integrality and non-negativity constraints.
None of the 20-job instances could be solved within an hour; and the computational time increases exponentially with the size of the problem instance. Therefore, with current technology, it is not possible to solve many real-world size instances of this problem within a reasonable amount of computational time. Many researches shows that optimal solution to the problems with five or ten jobs can be found pretty fast. These finding lead us to think that divide-and-merge strategy must be a good way to solve this problem. So the next section, we try to solve the problem with the divide-and-merge strategy.
The novel heuristic algorithm based on divide-and-merge strategy
Divide-and-merge is based on divide-and-conquer idea, in which the given instance of a problem is divided into several parts and solutions to these sub-problems are combined after being solved recursively. Divide-and-merge algorithm starts with an initial feasible solution and tries to improve this solution. Using this initial solution as a basis, it divides the problem into m subproblem instances. In the next step these subproblems are optimized. Then, the optimal solutions of the subproblem instances are merged to obtain a complete solution to the original problem. After merging, we obtain a new solution which is at least as good as the initial solution. We then use this solution as the basis and try to improve this new solution. We stop when the termination criterion is satisfied. The following subsection will unfold the schema of divide-and-merge strategy. Figure 1 gives a formal description of the generic divide-and-merge algorithm. The divide-andmerge algorithm is an improvement heuristic; therefore the first step of the algorithm is finding an initial feasible solution. In this paper, we use well known construction heuristics to create initial solutions. Using one of these solutions as a basis, we next create m subproblems. The subproblems should be small enough to be solved very quickly and large enough to give some information on the structure of the optimal solution of the original problem. For most scheduling environments, including 1||TWT, these subsequences can be optimized independently. To optimize a subsequence we may need to update the due dates or the release dates for jobs in the subsequences. The start time of the first job of a subsequence should be greater than or equal to the completion time of the last job of the previous subsequence. Therefore before optimizing the subsequence, we should subtract the completion time of the last job of the previous subsequence from the due date of each job in the subsequence that we are optimizing. Alternatively we can also set the release date of each job to be equal to the completion time of the last job of the previous subsequence. In this paper we used the former approach. The next step is optimizing these subproblems. After optimizing the subsequences, we can obtain a sequence that is at least as good as the initial sequence by simply concatenating the subsequences. But it is clearly possible to obtain better sequences by using more complex merging techniques. This is verified in the example of Table 1 . In the example, we used a greedy merging algorithm to merge two subsequences. So, we will discuss three algorithms that can be used for merging in the following section. After merging we obtain a new solution which is at least as good as the initial solution if an appropriate merging algorithm is used. We then use this solution as the basis and try to improve this new solution. We stop when the termination criterion is satisfied. Figure 1 . Generic divide-and-merge algorithm Suppose that we have a 10-job problem instance with the processing times, weights and due dates given in Table 1 
The schema of divide-and-merge strategy
] and then optimize these subsequences. We optimize the second subsequence assuming that the jobs of the first subsequence are scheduled before them. Therefore the first job of the second sequence will start after the last job of the first sequence and the start time of the first job of the second sequence will be 27 regardless of the order of the jobs in the first subsequence. Before the optimization, due dates of the jobs in the second subsequence are updated by subtracting the completion time of the last job of the first subsequence from the due dates of each job in the second subsequence. After optimization, we obtain the optimized subsequences as [1 2 4 5 3] and [6 10 7 9 8]. If we simply concatenate these subsequences we obtain a solution with an objective value of 686. But it is clear that we can obtain a better solution. We propose a greedy merging algorithm that can do better than the simple concatenating of the subsequences. We take the first job of the second subsequence and place it to a position in the first subsequence that gives the minimum objective value. After merging the first job of the second subsequence we obtain the subsequences [1 2 4 5 6 3] and [10 7 9 8] . After merging the remaining four jobs of the second subsequences to the first subsequence we obtain the sequence [1 2 4 5 6 10 7 9 3 8] with the objective value 628. This is also the optimal sequence for this problem instance. Table 1 . An example of single machine weighted tardiness problem
The quality of the solutions obtained by the divide-and-merge algorithm depends heavily on the algorithms that we use to merge two subsequences. We next give different approaches that can be used to merge two subsequences.
The merging mode and heuristic algorithm
We use two different modes to choose how to divide the initial sequence into subsequences and how to choose the two subsequences that will be merged: hierarchical and rolling-horizon merging. In hierarchical merging (HM), the original instance is divided into 2 t subsequences, where t is an integer. After optimizing each subsequence, the first subsequence is merged with the second one and the third one is merged with the fourth one and so on. After this step we obtain 2 t subsequences. A complete sequence is obtained after t steps.
In the rolling horizon merging (RH) we divide the initial sequence into m subsequences. After optimizing each subsequence, the first subsequence is merged with the second and this new subsequence, obtained by merging the first two subsequences, is then merged with the third, and so on. Number of iterations in rolling horizon merging is m-1. It should be noted that this merging can also start from the end and continue until the very first subsequence is combined with the others. Hierarchical and rolling horizon merging are illustrated in Figure 2 and Figure 3 respectively. It is easy to see that the merging of two subproblems with s 1 and s 2 jobs respectively can be solved by solving by schedule (s 1 +s 2 ) jobs problem optimally from scratch. But we know that most of the scheduling problems are NP-hard and we want to use the special structures given by two optimal subsequences to solve the merging problem faster. Therefore we focus on finding good heuristics that use the structures of the optimized subsequences to solve this kind of problems. The merging algorithms discussed in this paper are greedy merging, dynamic programming based merging (DP merging), and dynasearch based merging (DS merging). We next explain these merging algorithms.
(1) Greedy merging. In greedy merging, jobs from the second subsequence are inserted in to the first subsequence in a myopic First job of the second subsequence is inserted into the place in the first subsequence that gives the minimum total weighted tardiness. Then this job is deleted from the second subsequence. This operation is repeated until no job is remained in the second subsequence.
(2) DP merging. Suppose that we would like to keep the relative positions of the jobs in both subsequences. In this case the merging problem is equivalent to solving the problem with precedence constraints within each subsequence. Given these precedence constraints, the dynamic programming algorithm given by Schrage and Baker will run in polynomial time and can be used to solve the merging problem [16] .
(3) DS merging. For a scheduling problem, swap is defined as exchanging the positions of two jobs to obtain a new sequence in the neighborhood of the initial sequence. Dynasearch is a swap-based neighborhood search algorithm, which allows a new sequence to be obtained by a series of swaps [17] . It uses dynamic programming to explore the neighborhoods of the initial sequence. In DS merging jobs from second subsequence is merged with the first subsequence one by one. Whenever a new job from the second subsequence is to be merged with the first subsequence, only possible swaps between this job and the jobs in first subsequence are taken into consideration using dynasearch.
The novel heuristic algorithm based on divide-and-merge strategy
The framework of the novel hybrid heuristic algorithm based on divide-and-merge strategy is as Figure1. Some problems need to clarify and make up are as follows:
( 1 . WSPT orders jobs in the decreasing order of weighted processing times, w j /p j . Smith showed that WSPT minimizes the total weighted tardiness when all of the jobs are tardy [18] . The EDD sequences the jobs in the increasing order of their due dates and Baker shows that EDD finds the optimal solution when there exists at most one tardy job. MDD is another construction heuristic that schedules one job at a time by modifying the due dates of unscheduled jobs. Under the ATC, jobs are scheduled one at a time; based on a ranking index that is calculated for every time the machine becomes free. The job with the highest ranking index is selected to be processed next. WPD sorts jobs in decreasing order of the index w j /((d j +0.0001)*p j ) and MWPD sequences one job at a time by modifying the WPD index of unscheduled jobs. While using ATC, we tried different look-a-head parameters, integers from 0 to 8, and selected the best one for each instance. For each instance we also created 5 randomly generated initial sequences. For more information about construction heuristics see literature [19] .
(2) Determining subproblem sizes. We used dynamic programming to optimize the subproblems. Sizes of the subproblems are predetermined in such a way that it is easy to optimize these subproblems quickly and the number of the subproblems is 2 t , where t is an integer. As discussed before, the dynamic programming algorithm to solve the 1||TWT problem is not a polynomial time algorithm; therefore the computational time of optimizing the subproblems will increase exponentially as we increase their sizes. The choice of the subproblem size depends on the computational time budget that we have. In this paper we kept the subproblem sizes less than or equal to 15 because the time to solve subproblems and the memory requirements increase significantly when we have subproblem sizes greater or equal to 20.
(3) Terminating the algorithm. There are several rules that can terminate the algorithm. One termination rule is to iterate until there is no improvement at a turn of iteration. In our preliminary experiments we observed that the algorithm always converged to a solution within ten iterations; therefore in our experiments we terminated the algorithm when no improvement from the new solution is obtained. Other alternative rules that might have been used are terminating when the improvement at an iteration is smaller than a very small positive number or terminating after a predetermined number of iterations. Our current termination rule is guaranteed to give at least as good results as the latter two rules described in this paper.
Experiments and results
The experiments in this paper were run on a Windows platform and computer with 1G RAM, 3.2G CPU. For the computational experiments, we select big problems with 100-job data sets from ORLibrary [20] . Each data set has 150 instances. The instances in OR-library are randomly generated as follows: For each job j (j=1, … , n), an integer processing time p j and an integer processing weight w j are generated using uniform distributions. For each instance we created initial solutions by using seven initial solution techniques as described before. We divided each initial solution into either small or large subsequence sizes. We used both hierarchical and rolling horizon merging for choosing the subsequences that will be merged. When merging two subsequences, we applied three different merging algorithms discussed in Section 3.2.
For each number of jobs we have four tables that give the results for four different combinations of two merging methods (HM and RH) and two subproblem sizes (large and small). For each instance, after applying the divide-and-merge algorithm with a specific setting on different initial solutions we chose the best solution obtained. We next calculated the percent deviation from the best known solution. The experiments results are unfold in Table 2, Table 3, Table 4 and Table 5 . Table 2 . Results for 100-job problem with hierarchical merging mode and small subsequences Table 3 . Results for 100-job problem with hierarchical merging mode and large subsequences Table 4 . Results for 100-job problem with rolling horizon merging mode and small subsequences Table 5 . Results for 100-job problem with rolling horizon merging mode and large subsequences A Novel Algorithm Based on Divide-and-Merge Strategy for Single Machine Scheduling Yong Ming WANG, Hong Li YIN Table 6 Average improvements and average deviations for 100-job problems using heuristics
The average deviations indicate that merging algorithm is the most significant factor. DS merging performs best while Greedy merging performs better than DP merging. Although the effect of subsequence size is not statistically significant large subsequences give better results than small subsequences. Merging mode and merging algorithm interaction is the most significant interaction. For both small and large subsequences DS merging performs better with RH while Greedy merging and DP merging performs better with HM. As seen from Table 2 to Table 5 , for 100-job instances, our algorithm is capable of finding results that have at most 0.8% deviation using HM with large subsequences. Our statistical results, using maximum deviation, indicate that most significant factor is subsequence size followed by the merging algorithm. Large subsequence sizes give better results and DS merging performs better than the other two algorithms.
As seen from Table 6 , ATC performs best among all construction heuristics. EDD is the next best heuristic. Randomly generated heuristics perform better than WPD and WSPT. Although percent improvement for ATC is not as good as percent improvement for other heuristics, ATC has the best percent deviation. This shows the importance of starting from good initial feasible solutions. The percent deviation values given in Table 6 are not as good as the ones in Table 2, Table 3, Table 4 and Table 5 . This indicates that there is no single heuristic that performs best for all instances and it is essential to start with a pool of initial solutions that are created by using different construction heuristics.
Conclusions and future works
As the developments of hardware, software and algorithms in the past decade, we can now solve optimization problems much faster than a decade ago. But many real-world optimization problems are still too large to be solved to optimality within a reasonable amount of computational time. The divideand-merge strategy based heuristic algorithm proposed in this paper optimizes smaller subproblems instead of the original instance with the hope of obtaining structural information on the optimal solution of the original instance. The algorithms that are used to optimize the subproblems may not be polynomial time algorithms. However, if we keep the subproblem sizes small, they will be solved very fast in practice. So, use the proposed approach, we can find better quality solution for some big NPhard problems within a reasonable amount of computational time. This is the main contribution of this paper.
The novel algorithm based on divide-and-merge strategy proposed in this paper can be used for some other scheduling and combinatorial optimization problems such as the traveling salesman problem and the bin backing problem. Extension of this algorithm to other single machine scheduling problems is easy. The merging algorithms given in this paper can easily be modified to fit to the other performance measures and restrictions. While many aspects of this algorithm are quite general and can be applied to other scheduling and combinatorial optimization problems, there are still a number of topics that must be further investigated to determine the most appropriate techniques for different problems. These topics include how to divide the problem into subproblems, how to optimize the subproblems, how to merge the optimized subproblems, and how to efficiently tune the algorithm for different problems.
