Among electrophysiological signals, Local Field Potentials (LFPs) are 8 extensively used to study brain activity, either in vivo or in vitro. LFPs are recorded 9 529 k+ channels control hippocampal synaptic inhibition and fast network oscillations', 530 Nature communications 6, 6254. 531 Fritschy, J.-M. (2008), 'Epilepsy, e/i balance and gabaa receptor plasticity', Frontiers 532 in molecular neuroscience 1, 5.
with extracellular electrodes implanted in brain tissue. They reflect intermingled 10 excitatory and inhibitory processes in neuronal assemblies. In cortical structures, 11 LFPs mainly originate from the summation of post-synaptic potentials (PSPs), 12 either excitatory (ePSPs) and inhibitory (iPSPs) generated at the level of pyramidal 13 cells. The challenging issue, addressed in this paper, is to estimate, from a single 14 extracellularly-recorded signal, both ePSP and iPSP components of the LFP. The 15 proposed method is based on a model-based reverse engineering approach in which the 16 measured LFP is fed into a physiologically-grounded neural mass model (mesoscopic 17 level) in order to estimate the synaptic activity of a sub-population of pyramidal 18 cells interacting with local GABAergic interneurons. The method was first validated 19 using simulated LFPs for which excitatory and inhibitory components are known a 20 priori and can thus serve as a ground truth. It was then evaluated on in vivo data 21 (PTZ-induced seizures, rat; PTZ-induced excitability increase, mouse; epileptiform 22 discharges, mouse) and on in clinico data (human seizures recorded with depth-23 EEG electrodes). Under these various conditions, results showed that the proposed 24 reverse engineering method provides a reliable estimation of the average excitatory 25 and inhibitory post-synaptic potentials at the origin of the measured LFPs. They also 26 indicated that the method allows for monitoring of the excitation/inhibition ratio. The 27 method has potential for multiple applications in neuroscience, typically when a time 28 tracking of local excitability changes is required. somatosensory cortex. One drawback of this method is that it requires anatomical 79 information about cell morphologies or spatial distribution of synapses. However, those 80 methods were applied on stimulus-evoked LFP responses in the rat somatosensory 81 (barrel) cortex. Therefore, one motivation for our study was to develop a method 82 that does not aim at reproducing stimulus-evoked LFPs, but rather spontaneous LFP 83 signals from healthy/epileptic tissue, which can not be achieved by the aforementioned 84 methods. 85 It is worth noting that several methods have been proposed to quantify the balance 86 between excitation and inhibition (excitation to inhibition ratio, EIR). For instance, 87 a relevant study used the slope of the power spectrum at low-frequencies (Gao et al. 88 2017) and identified that the latter was significantly associated with changes in the EIR. 89 Despite its interest in terms of understanding how excitability shapes subtle features of 90 the LFP power spectrum, this approach relies mainly of the power spectrum slope at low 91 frequencies to estimate the EIR, and then excitatory/inhibitory components which are 92 indirectly estimated through a multivariate regression model. Another study attempted 93 to relate the EIR with the transfer function of a neural mass model, (Moran et al. 94 2007), but was an approximation using a linearized version of the system equation, 95 without accounting for fine dynamics due to the hypothesis of stationarity. Our method 96 overcomes these difficulties and provides a direct access to quantified indexes such as 97 post-synaptic currents (excitatory/inhibitory, from which the EIR can be derived). 98 Therefore, applications encompass diverse areas of neuroscience, ranging from basic 99 neuroscience (tracking of excitability changes in neuronal networks) to clinics (analysis 100 of depth-EEG recordings in patients with epilepsy). The method exploits a priori knowledge about the processes (type and kinetics) 104 underlying LFP generation in order to constrain LFP decomposition. LFPs are mostly 105 composed of two sub-components (excitatory and inhibitory), and their extraction 106 is challenging since 1) reconstructing two signals from only one is by definition an 107 ill-posed problem; and 2) their frequency range is similar. In order to overcome 108 this roadblock, we used a physiologically relevant NMM as a constraint to enable 109 this decomposition process. NMM are a well-established computational class of 110 models of neuronal population activity considering synaptic interactions between the 111 neuronal assemblies involved in each LFP component: pyramidal cells (excitation) 112 and interneurons (inhibition). We then used an LFP (experimental or simulated) to 113 constrain the NMM response, and exploited this NMM to extract information contained 114 in the LFP, especially to reconstruct excitatory and inhibitory processes.
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Reconstruction of post-synaptic potentials by reverse modeling of local field potentials 4 and in the synaptic gain parameters of the transfer functions. The main difference 127 with the original Jansen-Rit's model (Jansen & Rit 1995) is therefore the absence of 128 connectivity parameters. 
τ i for 132 inhibition, leading to a set of 6 differential equations forming the full NMM: 133 y 0 (t) = y 3 (t) y 1 (t) = y 4 (t) y 2 (t) = y 5 (t) y 3 (t) = EXC · aS 1 (y 1 (t) − y 2 (t)) − 2ay 3 (t) − a 2 y 0 (t) y 4 (t) = EXC · a [p(t) + S 2 (y 0 (t))] − 2ay 4 (t) − a 2 y 1 (t) Table 1 lists the studies that were used to identify sigmoid function parameters 134 corresponding to pyramidal cells and interneurons. Since, in these studies, the pulse-to-135 wave relation was studied with respect to current, the first step was to convert the data 136 with respect to voltage. To do so, a current-to-voltage conversion was used according 
, with
(2) 2.3. Estimation of excitatory and inhibitory post-synaptic currents 143 We verified that this novel NMM could reproduce the four possible types of Reconstruction of post-synaptic potentials by reverse modeling of local field potentials 7 originality in our approach is to force the NMM state at the node of the associated block 149 diagram (see figure 1(c)), corresponding to where LFPs are generated ("LFP input"), 150 forcing other model components to use the LFP that has been injected as an input. 151 By comparing the block diagrams in figure 1(b) and 1(c), the LFP input of the reverse 152 modeling approach (figure 1(c)) corresponds to the LFP output of the NMM (figure 153 1(b)).
154
The injected LFP was first normalized to ensure that its magnitude was similar to 155 simulated LFPs. The physical unit of LFPs, as well as ePSP and iPSP, is in terms of 156 Volts, and the normalization allows not considering differences in hardware amplification 157 gain use for recording LFPs. Furthermore, the normalization was done only once for 158 the entire time course of the analyzed signal, even if the LFP was split into windows 159 afterward as explained below. The reverse modeling approach involved removing the 160 noise input (s=0) to avoid adding a stochastic component to the process, and also to 161 correctly adapt EXC and INH parameters to fit optimally the input LFP with the 162 estimated LFP. Since the model is then in an "open loop" form, the noise variance 163 would just add noise onto ePSP. The method only allows the EXC and INH parameters 164 to vary, since all other parameters relate to the intrinsic tissue properties. Therefore, 165 the dendritic average time constants (1/a and 1/b) and the sigmoid function parameters 166 (V 0e , e 0e , r e , V 0i , e 0i , and r i ) were based on the literature. In order to ensure that 167 NMM dynamics corresponds to the injected LFP, a key step consists in comparing the 168 NMM output LFP (estimated LFP computed in the reverse modeling approach) with 169 the injected LFP, and to identify NMM gain parameters maximizing the match between 170 LFP and LFP. The identified gain parameters are EXC for the excitatory loop and INH 171 for the slow inhibitory loop. This identification was performed using a gradient descent, 172 where the cost function was chosen as the root mean square (RMS) error between LFP 173 and LFP in magnitude (M RM S ) and derivative (d RM S ):
where N is the number of sample in the LFP.
177
Using both the difference in magnitude and derivative between LFP and LFP in 178 the cost function enables evaluating the similarity in magnitude, but also in tendency. 179 In the gradient descent method, both EXC and INH parameters were set to initial 180 values (in a 2D parameter space) and the estimated LFP was computed for different 181 set of parameters around the initial ones (on an ellipse where both radii were defined 182 on the 2D parameter space d 1 and d 2 ). The gradient descent algorithm ended when 183 no error lower than the current parameter set was found, and current EXC and INH 184 Reconstruction of post-synaptic potentials by reverse modeling of local field potentials 9
Goodness-of-fit 214
The method used to compute the goodness of fit between an LFP and a reconstructed 215 LFP was the zero normalized cross correlation (ZNCC (Nakhmani & Tannenbaum 216 2013)). This method provides an indication of similarity between two signals, named γ, 217 which is bound [-1;1]. This indicator is 1 when both signals are identical, -1 when one 218 signal is the opposite of the other, and is close to 0 when both signals are far from similar. 219 This indicator does not depend neither on the length of the signals nor on the amplitude 220 scales of different LFP measures (different amplifier gains for instance). Therefore, the 221 ZNCC is especially suited to compare results for different LFP time/amplitude scales. Electrophysiological recordings from N=7 mice were performed in accordance with the 232 European Community Council Directive of November 24th 1986 (86/609/EEC), and 233 were approved by the local ethics committee from the University of Rennes (agreement 234 No 7872-2017031711448150). In all cases, bipolar electrodes (tips 400 µm apart) were 235 implanted bilaterally in the hippocampus (-2 mm anteroposterior, -1.5 mm mesio-lateral, 236 -2 mm dorso-ventral from the Bregma) of C57B6j/Rj mice (80 days old). A reference 237 electrode (monopolar) was placed at the cerebellum level. Mice were made epileptic 238 following an intra-hippocampal injection of kainic acid that triggered an approx. 4-239 week epileptogenesis phase preceding the chronic epileptic phase. LFPs were sampled 240 at 2048 Hz and hardware highpass filtered (0.16 Hz cutoff frequency). Recordings were 241 made after the 4-week epileptogenesis period (chronic epilepsy stage). After protocol 242 completion, mice were euthanized using the CO2 gradient method.
243
Electrophysiological recordings in rats (N=1) were obtained from the company 244 Biotrial (http://www.biotrial.com). Ethics approval was obtained for these recordings, 245 which involved injection of convulsive PTZ doses. A single bipolar electrode was 246 implanted in the rat cortex, while a reference electrode was placed at the cerebellum 247 level. A surgically implanted wireless transmitter enabled recording throughout the 248 entire experiment without any physical manipulation of the rat, avoids movement 249 artifacts. PTZ injection was performed through perfusion at the dose of 75 mg/kg. an input for the reverse modeling approach.
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In the previous example, the same model has been used both to generate LFPs 291 and as the core for the reverse modeling approach. In order to perform a validation 292 using another model based on a different formalism, we present below the results for 293 LFPs generated with the Z 6 model ( (Kalitzin et al. 2010 ), see Methods section). We 294 generated 150 s long LFP signals, with different values of the parameter c (from -1 to 295 -0.01). Our method was applied on a 4 s windows with 1 s shift. The result is displayed 296 in figure 4 . The overall goodness-of-fit was γ=0.948, which shows an excellent agreement 297 between the generated LFPs and reconstructed LFPs. Results point at a small decrease 298
Reconstruction of post-synaptic potentials by reverse modeling of local field potentials 12 featuring qualitatively different dynamics. In addition to close replication of LFP 324 dynamics, the estimation of the excitation/inhibition ratio ( EIR) presented in figure 325 5(b), was in agreement with the expected excitability changes during the seizure time 326 course: the EIR transiently increased at the onset of the PTZ-induced seizure, and 327 then dramatically increased again during the seizure. It gradually decreased back to 328 baseline as the seizure terminated. Interestingly, a decrease in the excitation level 329 is observed during the seizure ( figure 5(b) ), which is however more modest than the 330 drastic drop in inhibition, therefore still resulting in an increased EIR. Furthermore, 331 since PSPs are computed in the NMM, they can be estimated through the proposed 332 figure 7(d) ) shortly after injection, as compared to 375 pre-injection levels. Consistently with the PTZ-induced rat seizure, the EIR increased 376 ( figure 7(d) ) due to a joint decrease of EXC and INH components, which is more 377 pronounced for the INH component than EXC. Furthermore, the EIR followed an exponential decay past the first 500 seconds after injection (the 500 s immediately 379 after injection are discarded to avoid contamination by movements of the mouse due to 380 manipulation by the experimenter), which is consistent with a pharmacokinetic response. 381 The decay curve of the EIR was fitted with an exponentially decaying curve, and the 382 time constant optimizing the fit was estimated to be 370 seconds, in agreement with 383 the PTZ pharmacokinetic time constant found in the literature (Wendling et al 3.2.4. In clinico validation of the method in epileptic patients Our method was 386 validated using intracranial recordings from N=5 epileptic patients undergoing 387 stereoencephalography (sEEG) in the context of pre-surgical evaluation. Among the 388 available recordings, we extracted a total of 47 spontaneous seizures, which featured 389 artifact-free epochs pre-and post-seizures, so that the EIR evolution could be tracked 390 over the entire seizure time course. Figure 8 presents an example of human seizure and 391 associated LFP reconstruction (figure 8(a)) along with EIR estimation ( figure 8(b) ), 392 and reconstruction of PSPs ( figure 8(c) ). LFP reconstruction is illustrated in figure 393  8(a) , with the four zoomed panels emphasizing qualitatively different portions of the 394 signal, illustrating the excellent agreement between the recorded intracranial signal 395 (black line) and the reconstructed LFP (red line), as quantified by the goodness-of-fit 396 index ranging between 0.92 and 0.98. In the seizure presented as an example in figure 397 8(a), the estimated EIR over the seizure time course (see figure 8(b)) was physiologically 398 plausible, with a drastic EIR increase during the seizure itself, with a return to pre-ictal 399 values after seizure cessation. The reconstructed post-synaptic components (figure 8(c)) 400 for each of the four panels presented in figure 8(a) also pointed at a gradual decrease in 401 the inhibition level as the seizure progresses, consistently with the in vivo PTZ-induced 402 seizure studied (figure 5). Figure 8(d) presents the group results (N=5) and compares 403 reconstructed excitation and inhibition levels during interictal and ictal epochs. The 404 estimated EIR increase during seizure was driven by a significant EXC increase (p < 405 0.001), combined with a significant INH decrease (p < 0.001). Reconstructed LFPs 406 for this database matched closely experimental LFPs, with an average goodness-of-fit 407 γ=0.893 ±0.56. 
Discussion

409
We developed a novel model-based method enabling the plausible reconstruction of 410 excitatory and inhibitory post-synaptic currents involved in LFP generation as measured 411 experimentally by intracranial electrodes. The method is based on a neural mass model, 412 since this modeling approach captures crucial physiological components such as the 413 dendritic average time constants, or wave-to-pulse sigmoid non-linear functions. While 414 obviously such models do not capture all physiological aspects (e.g., neuron orientation 415 with respect to the recording electrode as mentioned in ( Reconstruction of post-synaptic potentials by reverse modeling of local field potentials 18 and inhibitory (GABA) post-synaptic currents, which is generic and widespread among 418 cortical structures. Furthermore, this model is able to generate LFP signals with only 419 a limited number of parameters. This method was tested at several levels: from in 420 silico (using the method on LFPs generated using a NMM, providing a ground truth, 421 as well as LFPs generated with another epileptic model, the Z 6 model), to in vivo (rat 422 and mouse LFPs), and finally to in clinico (sEEG recordings in epileptic patients). In recording modality, from in vivo to in clinico, and ranging from neurophysiology to 454 diagnostic applications. In addition, the method is sensitive enough to capture subtle 455 changes in excitability, as shown in the case of the sub-convulsive PTZ dose experiment, 456 and was able to estimate successfully PTZ pharmacokinetics. 457 One limitation is that our method currently features only slow, dendrite-targeting 458 GABAergic synapses, and neglects fast soma-targeting synapses; which limits the possible frequency range of LFPs that can be reconstructed. This simplification was 460 done for three reasons. First, we aimed at providing a proof-of-concept that a method 461 based on a physiologically-based NMM can provide meaningful excitatory and inhibitory 462 components from an experimentally recorded LFP. Second, due to its very generic 463 structure, the NMM used should be general enough to analyze LFPs from any brain 464 region. Third, if a sub-population of fast GABAergic neurons was added in the model, 465 that would considerably increase the time required for parameter identification, since 466 that would involve a 3D parameter space instead of 2D. This absence of fast GABAergic 467 activity explains why the epochs where higher frequencies (beta band -13 to 30 Hz-and 468 above) were present in the LFP are more challenging to reconstruct using our approach. 469 This specific point explains why the goodness-of-fit is better in the case of HPD in mice 470 (figure 6) as compared to epochs of relatively fast activity during the rat PTZ-induced 471 seizure (figure 5): HPD are mainly characterized by slow activity, as compared to the 472 relatively fast activity occurring at the onset of seizures. Therefore, agreement between 473 reconstructed and experimentally measured LFPs is lower when higher frequencies (beta 474 range and above, i.e. > 13 Hz) are present in the signal.
475
Using our model-guided approach to unveil the time course of excitatory and 476 inhibitory post-synaptic currents is promising, especially since the algorithm provides 477 excitability tracking with a performance in real-time (Video S1 Software demo in 478 Supplementary materials): on average, 2 s of LFP sampled at 1024 Hz requires 0.7 479 s using a single core on a PC equipped with an Intel Xeon E5-2637 3.5 GHz CPU and 480 64 GB of 1866 MHz RAM. Furthermore, there is still ample room for computation time 481 optimization, since the algorithm is currently programmed in Python, which is known 482 for not being optimal in terms of computation time. The possibility to automatically 483 track neuronal excitability in real-time could be implemented on-chip, for example, in 484 a neuromodulation device, to trigger stimulation when excitability exceeds a certain 485 threshold. Another immediate application would be the monitoring of epileptic patients 486 undergoing sEEG for pre-surgical evaluation. 
