Abstract. We introduce and discuss Jones pairs. These provide a generalization and a new approach to the four-weight spin models of Bannai and Bannai. We show that each four-weight spin model determines a "dual" pair of association schemes.
Jones Pairs
The space of k × k matrices acts on itself in three distinct ways: if C ∈ M k (F), we can define endomorphisms X C , ∆ C and Y C by
If A and B are k × k matrices, we say (A, B) is a one-sided Jones pair if X A and ∆ B are invertible and
We call this the braid relation for reasons that will become clear as we proceed. In this paper we describe the basic theory of Jones pairs. We find that if A (−) exists, then (A, A (−) ) is a Jones pair if and only if A is a spin model in the sense of Jones [10] , and that invertible Jones pairs correspond to the 4-weight spin models due to Bannai and Bannai [1] . The theory we develop includes the basic theory of these spin models. Finally, we prove that each invertible Jones pair (A, B) of n × n matrices determines a dual pair of association schemes, one built from A and the other from B.
Representations of the Braid Group
The braid group B n on n strands has n − 1 generators σ 1 , . . . , σ n−1 that satisfy the relations
and, if |i − j| > 1,
We will show how we can use Jones pairs to construct a class of representations of the braid group and, in certain cases, obtain invariants of oriented links. These constructions are due to Jones [10] , who did not feel the need to write out proofs. We did, and so we record them here. Nonetheless, these proofs play no role in the sections that follow (and there will be no exam).
Let V ⊗m denote the tensor product of m copies of the n-dimensional vector space V . Let (A, B) be a pair of n × n matrices. Let e i denote the ith standard basis vector of F n and let E i,j be the matrix e i e T j . Let g 2i−1 be the element of End(V ⊗m ) obtained by applying A to the ith tensor factor of V ⊗m . We let g 2i denote the element of End(V ⊗m ) such that g 2i (e r1 ⊗ · · · ⊗ e rm ) = B ri,ri+1 (e r1 ⊗ · · · ⊗ e rm ).
We remark that (A, B) is a one-sided Jones pair if and only if the map sending σ 1 to g 1 and σ 2 to g 2 determines a representation of B 3 . Our next result is from Jones [10, Section 3.3].
Lemma. Let (A, B) be a pair of n × n matrices and let the endomorphisms g i be defined as above. If r ≥ 4 and m ≥ (r + 1)/2 , the following are equivalent. (i) (A, B) is a Jones pair.
(ii) The mapping that assigns
Proof. It suffices to show that, for each positive integer r ≥ 4, we have
if and only if (1.1) and (1.2) hold. By the definition of the action of g i , we see that the equations (2.1) are equivalent to
Therefore, we have shown that
and hence the equations (2.2) are equivalent to (1.1) and (1.2).
Although representations of the braid group are interesting in their own right, the work we have discussed is motivated by the relation with link invariants. The following lemma gives a sufficient condition for a Jones pair to yield a link invariant. (We comment on the constraints on A and B following the proof of Lemma 7.2.) 
Lemma. Let (A, B) be a Jones pair of n × n matrices such that we have
Since
we have
This proves the lemma when r is even. Next suppose r is odd. For α ∈ {1, . . . , n} r −2 , we denote by e α the vector e α1 ⊗ · · · ⊗ e α r −2 . Then the set
forms a basis of V. Since h acts as the identity on the last tensor factor of V, we can write
where h (β,k),(α,i) ∈ F are independent of j. Now we have
Given the constraints on B and B (−) , we see that the lemma holds when r is odd.
Further Properties
We develop some basic properties of one-sided Jones pairs. We begin with an alternative form of the definition. Equation (1.1) is equivalent to the condition that, for all matrices M in M k (F), Proof. The first claim follows by taking the transpose of equation (1.1), and the second by taking the inverse and noting that
Then (c) follows by conjugating (1.1) above by X D . Next, if P is a permutation matrix, then
We leave (e) as an exercise, while (f) is truly trivial.
Eigenvectors
Note that we can rewrite the braid relation in the equivalent form
A , from which we see that the endomorphisms X A and ∆ B are similar. Since 
Proof. Put M = E i,j in the second form, (3.1), of the braid relation. This yields
and hence the lemma follows from (4.1). 
from which the lemma follows.
A representation of B 3 over F is given by assigning invertible n × n matrices A 1 and A 2 over F to the generators σ 1 and σ 2 of B 3 , such that the braid condition holds:
It follows from Lemma 4.3 that if (A, B)
is a one-sided Jones pair and D j is the diagonal matrix whose rth diagonal entry is B r,j , then the pair of matrices (A, D j ) provide a representation of B 3 .
Conversely, suppose A and D are invertible matrices that provide a representation of B 3 , and that 
The Exchange Lemma
It is trivially true that, if Ae i • Be j is an eigenvector for A, then so is Be j • Ae i . Somewhat surprisingly, this yields a very useful "Exchange Lemma".
Lemma. If A, B, C and Q, R, S are elements of
Proof. The first relation holds if and only if
We have
and, therefore,
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Consequently, our first relation is equivalent to the system of equations
To complete the argument, note that
We conclude that (5.1) holds if and only if
which is equivalent to the second of the two relations in the lemma.
We note one corollary of this lemma.
Corollary. Let A and B be matrices such that A −1 and B (−) exist. Then (A, B) is a one-sided Jones pair if and only if
Proof. Apply the exchange lemma to the braid relation
This immediately yields the following:
Lemma. Let A and B be invertible and Schur invertible matrices. Then (A, B) is a one-sided Jones pair if and only if
∆ A (−) X A ∆ A = X B ∆ B T X B −1 .
Duality
Let A and B be two n × n matrices. We define N A,B to be the space of n × n matrices such that Ae i • Be j is an eigenvector for all i and j; this is an algebra under matrix multiplication. We call it the Nomura algebra of the pair (A, B). If R ∈ N A,B and S is the n × n matrix such that 
Lemma. Let (A, B) be a one-sided Jones pair and let Λ denote the operator X
Proof. For the first claim, note that
whence Λ 2 commutes with X A ∆ B and X A ∆ B X A . So Λ 2 commutes with X A and ∆ B . Next
We cannot prove that conjugation by Λ swaps N A,B and N A,B , but the following is a very useful consolation. Proof. We have
from which the first claim follows.
Since ∆ B and ∆ S commute, we see that
if and only if
i.e., if and only if X R Λ = Λ∆ S . If A −1 and B (−) exist, then Λ is invertible, whence it follows that Θ A,B is an isomorphism.
Since N A,B is commutative, we see that N A,B is a commutative algebra. We list three equivalent forms of the first part of this theorem for later use.
Corollary. If R ∈ N A,B and Θ
Proof. We have
and by using the exchange identity,
Taking the transpose of each side, we get
which yields (a). Next rewrite (6.1) as
and apply the exchange lemma to get (b). Taking the transpose of each side yields (c).
Type II Matrices
An n × n matrix A is a type II matrix if A (−) exists and
Hadamard matrices provide one important class of examples. When discussing type II matrices we will assume implicitly that n is coprime to the characteristic of our underlying field F. 
Apply both sides to I. On the left we get
and, on the right,
Since (A, B) is a one-sided Jones pair, B T 1 = β1, where β = tr(A). If B is invertible, then β = 0 and we have
The sum of the entries in the ith column of 
Applying each side to I, we find that Proof. We use Corollary 6.3(b) with A = R and B = S to get
Applying each side of this to J yields The next result is due to Jaeger, Matsumoto and Nomura [7] . We include a short new proof of it here, using the exchange lemma.
Lemma. Let A be a type II matrix. Then we have R ∈ N A if and only if
Proof. Applying Corollary 6.3(b) (with B = A (−) ) we have that
Since A is type II, we have nA −1 = A (−)T , and so (7.1) yields that S ∈ N A −1 and
Since A T is type II if A is, this lemma implies that Θ A T maps N A T into N A . If we apply the exchange lemma to the transpose of (7.1), we see that
we also find that N A T is closed under the Schur product, as well as under multiplication. Since I and J both lie in N A T , it follows that N A T is the Bose-Mesner algebra of an association scheme. Since N A is the image of N A T under Θ A T , it too is Schur-closed and is the Bose-Mesner algebra of a second association scheme.
(These schemes necessarily form a dual pair, but we do not stop to discuss this.)
Lemma. Let (A, B) be a pair of type II matrices of the same order. Suppose the diagonal of A is constant, and all row sums of B are equal. If A ∈ N A,B , then there is a scalar c such that (A, cB) is a one-sided Jones pair.
Proof. and from the exchange lemma it follows that
If we apply both sides of this equality to J, we find that
Suppose BJ = βJ. Then the left side above is equal to βI, and, therefore,
and, consequently,
This implies that
from which the result follows (with c = nαβ −1 ).
If, in the context of this lemma, we set B equal to A (−) , then N A,B is the BoseMesner algebra of an association scheme. So the assumption A ∈ N A,B implies that the diagonal of A is constant and the column sums of B are equal. Therefore, Lemma 7.4 extends Proposition 9 of Jaeger, Matsumoto and Nomura [7] . (This proposition asserts that cA is a spin model for some nonzero c if and only if A ∈ N A .)
Gauge Equivalence
We show here that each member of an invertible Jones pair almost determines the other.
If D is an invertible diagonal matrix, we call D −1 JD a dual permutation matrix. We note that if
Thus, A (−)
• C is a dual permutation matrix if and only if A and C are diagonally equivalent. The Schur inverse of a dual permutation matrix is a dual permutation matrix. (The concept of dual permutation matrix comes from Jaeger and Nomura [8] .)
Lemma. If A, C and M are Schur invertible matrices and X
A ∆ M = ∆ M X C , then C (−) • A
is a dual permutation matrix. If B, C and M are invertible matrices and ∆
Applying each side of this equality to E i,j yields
and, since C (−) exists, we get 
and, since M i,j = 0, this implies that e
so, if we multiply both sides of this by (B −1 ) j,k and sum over j, we get
This implies that each column of M is a multiple of some vector e r . Since M is invertible, no column is zero; so we also see that, for the value of i there is at most one index k such that (CB
and thus (CB −1 ) i,k = 1. Since CB −1 is invertible, we conclude that it is a permutation matrix.
Corollary. Let (A, B) be an invertible one-sided Jones pair. If (C, B) is also an invertible one-sided Jones pair, then there is an invertible diagonal matrix
D such that C = D −1 AD.
Proof. By Corollary 5.2, if (A, B) and (C, B) are invertible one-sided Jones pairs, then
and, by Lemma 8.1, this yields that C (−) • A is a dual permutation matrix. Hence, A and C are diagonally equivalent.
Corollary. Let (A, B) be an invertible one-sided Jones pair. If (A, C) is also an invertible one-sided Jones pair, then there is a permutation matrix P such that
Proof. Now we have
Hence, If (A, B) is an invertible Jones pair, then so is (A, B T ), whence it follows that B T = BP for some permutation matrix P . Since
we see that P must commute with B. If P has odd order, then there is an integer r such that P 2r = P . Suppose Q = P r . Then Q commutes with B and Q T B T = BQ. Therefore, BQ is symmetric.
(The facts that if (A, B) is an invertible Jones pair, then A T = C −1 AC for some diagonal matrix C and B T = BP for some permutation matrix P are due to Jaeger [6] , but our proofs are new, and simpler.) 4 are n × n complex matrices and D is a square root of n such that
Four-Weight Spin Models
Note that (9.3) and (9.4) are equivalent to (3a) and (3b) in [1, p. 1] respectively. The original spin models due to Jones [10] are referred to as two-weight spin models. Thus, invertible Jones pairs are equivalent to four-weight spin models. Our treatment shows that most of the theory developed in [2] and [1] holds under the weaker assumption that (A, B) is a one-sided Jones pair.
Four-weight spin models were introduced as a generalization of the generalized spin models of Kawagoe, Munemasa and Watatani [11] . In our terms, Kawagoe et al defined a generalized spin model to be an n × n type II matrix A such that (A T , √ nA (−) ) is a one-sided Jones pair. We use the exchange lemma to show that such a pair must be two-sided. (This shows that four-weight spin models are indeed a generalization of generalized spin models, as noted in Bannai and Bannai [1] 
Inverting each side of this, we find that
is a one-sided Jones pair.
Algebras and Bijections
Given a one-sided Jones pair we have a number of algebras including N A,B , N A,B and the Bose-Mesner algebra N A . In this section we study some of the relations between these.
Theorem. Let A, B and C be type II matrices with the same order. If
Similarly, applying Corollary 6.
From (10.1), we have
which, combined with (10.2), yields
By applying the exchange lemma to this we find that
10.2. Lemma. Suppose A and B are type II matrices with the same order. If
and, taking the transpose of this, we find that
Since A is type II, we have nA −T = A (−) , and we conclude that
As an example, suppose A is type II and G ∈ N A . Then by the lemma,
Theorem. Suppose A and B are type II matrices of the same order. If
Proof. If we apply Theorem 10. 
Hence, the result follows.
This result implies that
is an invertible Jones pair, then we also find that B −T N A B T = N A . In this case B T = BP for some permutation matrix P , and P T N A P = N A .
A Dual Pair of Schemes
Let A and B be type II matrices of the same order, and let W be the matrix defined by
Then it is easy to verify that W is a type II matrix; we are going to describe its Nomura algebra. 
then N W consists of the matrices
where
Proof. Suppose M , N , P and Q are n × n matrices. Then the matrix
lies in N W if and only if all of the following vectors is a set of eigenvectors for Z:
The first of these four sets of vectors is a set of eigenvectors for Z if and only if both M + N and P + Q lie in N A and
This last condition implies that M + N = P + Q; we may assume that both sums are equal to F , where 
This result shows that N W is the direct sum of two subspaces. The first consists of matrices of the form
This set of matrices is closed under multiplication and Schur multiplication (but does not contain I). The second subspace consists of the matrices
Proof. Assume A and B are n × n matrices and 1 ≤ i, j ≤ n. Then, for example,
This determines the (2, 1)-block of Θ W (Z), and the other blocks can be found in a similar way. We can now state one of the main conclusions of our paper. 
Dimension Two
We define the dimension of a Jones pair (A, B) to be the dimension of N A,B and we define the degree to be the number of distinct entries in B or, equivalently, the number of distinct eigenvalues of A. Since A ∈ N A,B , the degree is bounded above by the dimension. Since N A,B contains I and A, the dimension of a pair is at least two, unless A = I (and then B = J).
Suppose (A, B) is an invertible Jones pair of n × n matrices with dimension two, and that A is symmetric. Since dim N A = dim N A,B , we see that N A is the span of I and J; so N A is the Bose-Mesner algebra of an association scheme with one class. It follows that there are complex numbers a and b such that
Therefore, there is symmetric matrix C such that C • I = 0 and C i,j = ±1 if i = j and A = λI + γC. Furthermore, since N A,B has dimension two, the minimal polynomial of A is quadratic. Hence, the minimal polynomial of C is quadratic and, since (C 2 ) • I = (n − 1)I, there is an integer δ such that
This implies that C is the matrix of a regular two-graph. (For more information on regular two-graphs, see Seidel's two surveys in [12] , and for more on the connection with type II matrices, see [4] .) If A has quadratic minimal polynomial, then B has exactly two distinct entries and so is a linear combination of J and a (0, 1)-matrix N . In [3] , Bannai and Sawano show that N must be the incidence matrix of a symmetric design, and characterize the designs that can arise in this way. It is well known that symmetric designs on n points correspond to bipartite distance regular graphs on 2n vertices with diameter three, and it is less well known that a formal dual of such a scheme is the association scheme associated to a regular two-graph.
Finally, if (A, B) is a one-sided Jones pair and A has quadratic minimal polynomial, then the algebra generated by X A and ∆ B is a quotient of the Hecke algebra. It follows that the link invariant we obtain is a specialization of the homfly polynomial. (For this see Jones [9, Section 4] .)
