The interference channel with common information (IC-CI) consists of two transmit-receive pairs that communicate over a common noisy medium. Each transmitter has an individual message for its paired receiver, and additionally, both transmitters have a common message to deliver to both receivers. In this paper, through explicit inner and outer bounds on the capacity region, we establish the capacity region of the Gaussian IC-CI to within a bounded gap of one bit, independently of the values of all channel parameters. Using this constant-gap characterization, the generalized degrees of freedom (GDoF) region is determined. It is shown that the introduction of the common message leads to an increase in the GDoF over that achievable over the Gaussian interference channel without a common message, and hence, to an unbounded improvement in the achievable rate. A surprising feature of the capacity-within-one-bit result is that most of the available benefit (i.e., to within one bit of capacity) due to the common message is achieved through a simple and explicit coding scheme that involves independent signaling at the two transmitters so that, in effect, this scheme forgoes the opportunity for transmitter cooperation that is inherently available due to shared knowledge of the common message at both transmitters.
Independent Signaling Achieves the Capacity I. INTRODUCTION
T HE interference channel (IC) consists of two transmitreceive pairs that communicate over a common noisy medium with each transmitter sending an individual message to its paired receiver. For even this elemental network, even after decades of research, the capacity region is known only in some special cases [1] - [8] . It is remarkable also that in the general case, the rate region proposed by Han and Kobayashi in 1981 in [9] (henceforth, the HK rate region) remains the best known inner bound to date on the capacity region. 1 Fig. 1 .
The Gaussian Interference Channel with Common Information (IC-CI).
The intractability of the exact capacity characterization notwithstanding however, Etkin et al. [12] made significant progress by proving -via a simple and explicit HK scheme (that involves rate-splitting/partial interference decoding)that the corresponding rate region is within a universal gap of no more than one bit of the capacity region of the scalar Gaussian IC, regardless of the values of the channel parameters. An alternate, non-explicit, but more broadly applicable proof of this result was obtained in [8] . More recently, by obtaining explicit inner and outer bounds on the capacity region, and hence the so-called generalized degrees of freedom, Karmakar and Varanasi [13] , [14] generalized the result of [12] to the multiple-input multiple-output (MIMO) Gaussian IC with an arbitrary number of antennas at each of the four terminals.
A generalization of the IC, known as the IC with common information (henceforth referred to as the IC-CI), has also been considered in the literature (see Fig. 1 ). In the IC-CI, in addition to the two individual messages, both transmitters have a common message, which they must communicate to both receivers. The discrete memoryless (DM) IC-CI was first studied by Tan [15] to obtain inner and outer bounds to the capacity region. More recently, Jiang, Xin, and Garg [16] improved Tan's inner-bound and gave the best known achievable rate region to date. Also, the rate region of [17] is equivalent to that found in [16] . The coding scheme of [16] , referred to henceforth as the JXG scheme, is a generalization of the HK coding scheme. In particular, the JXG scheme borrows the message-splitting idea from the HK scheme, and involves splitting the individual message at each sender into the public and the private sub-messages, where the former is to be decoded by both receivers while the latter is intended only for the paired receiver. Further, these (sub-)messages are encoded using a three-level superposition coding scheme with the order of superposition being the common message first, followed by the public sub-message, and then the private submassage at the top-most level. Finally, the receivers employ joint typical decoding to extract the desired messages. The main idea of the JXG scheme is to have an identical codeword for the common message at both transmitters, which allows the transmit signals to be correlated, thus provisioning for a collaborative transmission of the common message. It is important to note that the JXG region coincides with the capacity region in some special cases such as the IC-CI with strong interference [18] , the deterministic IC-CI, a generalization of the El Gamal-Costa deterministic IC [3] , [16] , and a class of semi-deterministic IC-CI [19] .
While all the above results concern the DM IC-CI, the Gaussian version of this channel has also been explicitly studied. Indeed, the authors of [16] themselves propose a class of coding schemes for the real-valued Gaussian IC-CI by specializing their corresponding result on the DM IC-CI. This class of coding schemes is nonspecific in that it consists of uncountably many three-level Gaussian linear superposition coding schemes that are parameterized by four real numbers. As a result, it is not possible to comment on how the rate region of [16] , which is the union of rate regions achieved by each member of that class of coding schemes, relates to the capacity region. Moreover, for the real Gaussian IC-CI, an outer-bound to the capacity region has been proposed in [20] which is tighter than the one by Tan [15] . Nevertheless, it is still loose, indeed significantly so, as proved in this paper, because it can have an unbounded gap to the capacity region. Thus, in summary, the known inner and outer bounds do not provide any guarantee in general on the closeness of the achievable rates to the capacity region.
In this paper, we study the complex-valued Gaussian IC-CI, and determine its capacity region to within a gap of one bit independently of the values of the channel parameters. To establish this result, we first choose an explicit two-level Gaussian superposition coding scheme, which can be seen as being a member of the class of JXG coding schemes, and then adopt its achievable rate region as our explicit innerbound to the capacity region. Next, a new explicit outer-bound to the capacity region is proposed. The key to deriving this outer-bound is to tightly limit the benefit that can be derived by having correlated transmit signals, which we accomplish while simultaneously ensuring that the shape of the outerbound is identical to that of the inner-bound. This facilitates their easy comparison, which reveals that the gap between the two bounds is at most one bit irrespective of the channel parameters, leading to the characterization of the capacity region to within a bounded gap of one bit.
Using the above constant gap result, we determine the generalized degrees of freedom (GDoF) region, which denotes the rate of growth in the regime of high nominal SNR of the capacity region with respect to log SNR, when the ratio log SNR i log SNR = α ii and log INR i log SNR = α i j with i, j ∈ {1, 2} and j = i [12] . Focusing on the Gaussian IC-CI where α ii = 1 and α i j = α, so that the channel is symmetric with respect to two transmit-receive pairs, and defining the per-user DoF to be equal to half of the sum GDoF achievable over the channel, we plot in Fig. 2 the maximum number of DoF achievable per user with and without the common message. From this figure, it is evident that over a wide range of values of α, the presence of common message can significantly enhance the per-user DoF. In other words, an unbounded increase in the achievable rate is possible due to the presence of the common message. This result is interesting because in the cases of the multiple-access and the broadcast channels, the common message can not improve the DoF (because all available DoF at the receivers are utilized even without the common message). Indeed, our result is the first instance in which a common message provides a DoF enhancement. A heuristic explanation of this phenomenon is that in the absence of the common message, the total DoF available at the receivers can not be utilized, whereas in the presence of the common message, these unused DoF can be fully exploited to produce a DoF improvement.
Based on the forgoing discussion, it would be natural to expect that the constant gap to capacity (and GDoF-regionoptimal) coding scheme would involve sending correlated signals from the two transmitters, and hence that some form of transmitter cooperation would in fact be the key to realizing the potentially unbounded rate improvement promised due to the common message. Remarkably however, the coding scheme proposed here employs independent signaling across the transmitters, as in the case of the IC -where correlated signaling is not an option -and yet, it achieves the capacity region to within one bit. Because of the independence between the two inputs, this scheme involves only a simple and explicit two-level Gaussian superposition coding at each sender (as opposed to the nonspecific and, in general, three-level JXG superposition schemes). The key insight that is revealed in this paper is therefore that independent inputs, and hence noncooperative transmission, is optimal to within one bit of the capacity region of the Gaussian IC-CI.
The rest of the paper is organized as follows. Section II describes the Gaussian IC-CI channel model. In Section III-A, the main results of this paper on the capacity region and the GDoF region are stated. In Section III-B, we show that the common message can enhance the DoF. In Section III-C, we explain how the DoF benefit can be realized with just independent inputs through a simple example. The paper concludes with Section IV. The proofs of key results are included in Appendices A and B.
II. CHANNEL MODEL OF THE GAUSSIAN IC-CI AND DEFINITIONS
We begin with the Gaussian IC-CI channel model and definitions of the capacity and generalized degrees of freedom regions.
A. The Gaussian IC-CI
The IC-CI (shown in Fig. 1 ) consists of two transmitters, T1 and T2, and their corresponding receivers, R1 and R2, and has three messages that are to be conveyed to the receivers. In particular, each transmitter needs to communicate an individual message to its paired receiver, and additionally, both transmitters have a common message that they together need to send to both receivers. The input-output relationship for the Gaussian IC-CI is described by the following two equations:
where, at time t, Y 1 (t) ∈ C and Y 2 (t) ∈ C are respectively the signals received by R1 and R2; X 1 (t) ∈ C and X 2 (t) ∈ C are the signals transmitted by T1 and T2, respectively; Z 1 (t), Z 2 (t) ∼ CN (0, 1) are the additive Gaussian 2 noises at the two receivers and the noise realizations are assumed to be independent and identically distributed (i.i.d.) across time; h i j ∈ C represents the channel fading coefficient between the i th receiver and the j th transmitter; and we impose a power constraint of 1 on the transmit signals. Finally, the channel coefficients are taken to be deterministic, the channel matrix h 11 h 12 h 21 h 22 is, without loss of generality, taken to be full-rank and known to all terminals. The signal-to-noise ratio (SNR) and the interference-tonoise ratio (INR) corresponding to the two receivers are defined as follows:
Notation: For any vector V (t) and an n ∈ N, V n is defined as the vector with entries V (1), V (2), · · · , V (n). For instance,
) coding scheme for the Gaussian IC-CI consists of the following components:
• messages M 0 , M 1 , and M 2 , where M 1 and M 2 are the two individual messages, M 0 is the common message, all messages are independent, and M i is distributed uniformly over the set 1, 2, 3, . . . , 2 n R i of cardinality 2 n R i ; • encoding functions f 1 (·) and f 2 (·), which are used by the transmitters to generate the transmit signal so that for each i
• decoding functions g 1 (·) and g 2 (·), used by the two receivers to compute the estimates of their desired messages so thatM 0i ,M i = g i Y n i , H ; and
• probability of error P
) coding schemes such that P (n) e → 0 as n → ∞. The capacity region C(H ) is defined as the closure of the set of all achievable rate 3-tuples.
Suppose R b + denotes the set of all b-tuples of the nonnegative real numbers.
In what follows, we define C(P) = log 2 (1+ P) for a P ≥ 0. Finally, to state the capacity region of the Gaussian IC-CI to within a constant gap, we need the following definition.
III. MAIN RESULTS
In this section, we describe the main results of this paper including the key insight obtained about the DoF improvement possible with the common message.
A. The Capacity Region to Within One Bit and the GDoF Region
Here, we provide a constant-gap characterization of the capacity region and then the GDoF region. Toward this end, we first obtain an inner-bound to the capacity region C(H ) in the following lemma.
is achievable over the Gaussian IC-CI, i.e., C inner (H ) ⊆ C(H ) with the various rate-sum bounds defined through
Proof: In the JXG coding scheme of [16] , the common message is communicated to the receivers collaboratively by the two transmitters via the random variable U 0 . Each transmitter splits its individual message into two sub-messages, namely, the public sub-message, which is to be decoded by both receivers, and the private sub-message, which is to be decoded only by the intended receiver. The i th transmitter encodes its public sub-message M i, pu via random variable U i by superposing it on U 0 . Subsequently, the transmit signal X i is generated by superposing the private sub-message M i, pr on U 0 and U i . The receivers use joint typical decoding to decode the common message and the public and intended private sub-messages. The reader is referred to [16] for further details.
We make use of JXG scheme with the following choice of transmit-side random variables. For i, j ∈ {1, 2} with j = i , U 0 = 0, U i ∼ CN 0, 1 − x j i , and X i = U i + U i, pr , where U i, pr ∼ CN 0, x j i , and U 1 , U 2 , U 1, pr , U 2, pr are independent. The power split between U i and U i, pr is chosen such that the private sub-message appears at the noise floor of the unintended receiver [12] . Now, using Corollary 1 from [16] , it can be proved that the region C inner (H ) is achievable over the Gaussian IC-CI. It only remains to compute mutual information terms which is straightforward and so the details are omitted.
Remark 1 (On JXG Coding Scheme): As stated previously, JXG coding requires three-tier superposition encoding.
The receiver employs joint typical decoding. To take advantage of the presence of the common message in this scheme the two transmitters share the codebook for the common message and use the same codeword for the common message. This effectively amounts to sending correlated signals from the transmitters, which is of course not possible in the case of the IC (without the common message). In fact, this provision of having correlated transmit signals is the key point of the JXG coding scheme. With this background, our choice of coding scheme in the proof of the above lemma is intriguing.
Remark 2 (The Coding Scheme of Lemma 1): The transmitters here send independent signals, even though the presence of common message allows the transmission of correlated signals. In particular, a transmitter combines the common message with its public sub-message, treats their combination as its new public message, and then encodes disregarding the fact that a part of this new public message is known to the other transmitter as well. But, remarkably, as proved in Theorem 1, the coding scheme of Lemma 1 is capacity-optimal to within one bit.
Remark 3 (Explicit Description for the Inner-Bound): Note that in Lemma 1, we provide an explicit description for the inner-bound that is within 1 bit of the capacity region. The JXG rate region of [16, Sec. VI-A] on the other hand is specified as a union of a collection of uncountably many subsets of R 3 + , where the collection is parameterized by four numbers in the set [0, 1]. Moreover, no assurance about its distance to the capacity region is provided there. In the conference version of this paper [21] , a coding scheme was proposed in which the transmit signals were dependent and it was proved therein that its achievable rate region was within 3 bits of the capacity region.
It is also noted that while the coding scheme of Lemma 1 is capacity-optimal to within one bit, more general correlated signaling may be superior under finer metrics such as the error exponent or at low/medium SNRs where a smaller gap to the capacity region is desired.
To show that our inner-bound is within 1 bit of the capacity region, we need a uniformly tight outer-bound. The next lemma provides such an outer bound.
Lemma 2: The region C outer (H ) ⊂ R 3 + , defined as the set of all 3-tuples (R 0 , R 1 , R 2 ) that satisfy the constraints
is an outer-bound to the capacity region C(H ) of the Gaussian IC-CI, i.e., C(H ) ⊆ C outer (H ) with the various rate-sum bounds defined through
Proof: See Appendix A. Remark 4 (On the Outer-Bound of Lemma 2): The tightest outer-bound known until this work was given by [20] . However, as pointed out in the subsequent Remark 5, this outer-bound is loose even in the GDoF sense, which implies that it can have an unbounded gap to the capacity region. The new outer-bound of Lemma 2 however does not suffer from this problem. Note that the tightness of the outer-bound of Lemma 2 in the case of IC-CI depends critically on how well we limit the benefit of having correlated transmit signals (an issue that does not arise in the case of the IC). Toward this end, we visualize the transmit signal as being composed of two parts, one that encodes the common message and the other that encodes the individual message; and then argue that only the parts that encode the common message can be correlated, while parts corresponding to the individual messages necessarily have to be independent. The main challenge is to apply this idea rigorously to obtain a tight bound within a constant gap of 1 bit, and this is done in Appendix A.
The main result of this paper is stated next. Theorem 1: The inner-bound C inner (H ) is within one bit of the outer-bound C outer (H ) ∀ H . Hence, C inner (H ) is within a bounded gap of one bit to the capacity region C(H ), independently of the channel parameters.
Proof: See Appendix B. Remark 5 (On Outer-Bounds of [20] ): Four outer-bounds to the capacity region of the Gaussian IC-CI have been proposed before in [20] . However, none of these outer-bounds put any constraint on the linear combinations R 0 + 2R 1 + R 2 and R 0 + R 1 + 2R 2 . However, bounds on these linear combinations are important even in the degrees-of-freedom sense, i.e., corresponding to these, the bounds that we obtain on d 0 + 2d 1 + d 2 and d 0 + d 1 + 2d 2 in characterizing the GDoF region, can be shown to be non-redundant. To give one specific example, these bounds are active for the IC-CI with α 11 = α 12 = 1 and α 12 = α 21 = 2 3 . Remark 6 (On [22] ): Recently, following the conference version of this paper in [21] , Romero and Varanasi generalize the inner and outer bounds of Telatar and Tse [8] for a class of DM semi-deterministic ICs to the class of DM semideterministic IC-CIs in a companion paper [22] . When specialized to the Gaussian IC-CI, the result in [22] also obtains the one bit gap result. However, as in the case of [8] , the work in [22] obtains inner and outer bounds to the capacity region that are both expressed as the union of uncountably many subsets of R 3 + , where this collection of subsets is parameterized by the joint distributions of a certain set of random variables. Another shortcoming of [22] is that due to the lack of explicit characterizations of the bounds, it is difficult to obtain further insights, such as proving that the common message can lead to a DoF improvement, as is done here and in [21] .
Remark 7 (On [23] ): Note that the interference-multipleaccess channel (IMAC) of [23] is distinctly different from the IC-CI. In the IMAC, each transmitter knows only its individual message. Moreover, in the case of the IMAC, the decoding requirements are asymmetric with respect to receivers unlike in the IC-CI, i.e., one receiver needs to decode messages of both transmitters while the other decodes only one of the two messages. As a result, the bounding techniques developed in [23] for the IMAC are not applicable to the IC-CI. Again, explicit inner and outer bounds are not provided in [23] .
Next, using Theorem 1, the GDoF region of the Gaussian IC-CI is determined.
Theorem 2: For the Gaussian IC-CI, the GDoF region D(α) is given as the set of all 3-tuples (d 0 , d 1 , d 2 ) that satisfy the following constraints: d 0 , d 1 , d 2 ≥ 0 and
where the GDoF-sum bounds are defined through
with (a − b) + = max{0, a − b} for two real numbers a and b. Note here the distinction between d i and d i ; while the former denotes the DoF corresponding to M i , the latter is a function of α.
Proof: Since the inner-bound C inner (H ) is within one bit of the outer-bound C outer (H ) for any H , these two regions are tight in the sense of GDoF. Hence, the GDoF region can be computed using either one of the two bounds. We omit the details of taking limits.
Note that in the special case of d 0 = 0, i.e., in the absence of the common message, the region D(α) reduces to the well known GDoF region of the IC of [12] . Moreover, in the special case of d 1 = d 2 = 0, i.e., when the individual messages are not transmitted, the above theorem reduces to d 0 ≤ min{g 1 , g 2 }, thereby recovering the result on the DoF of the broadcast channel with just a common message.
Having determined the GDoF region, it is now possible to quantify the benefit of having the common message.
B. GDoF Benefit Due to Common Message
To simply quantify the benefit of having a common message, we focus here on the symmetric Gaussian IC-CI, where h 11 = h 22 , h 12 = h 21 , α 11 = α 22 = 1, α 12 = α 21 = α, and R 1 = R 2 and d 1 = d 2 . Since we achieve an equal number of DoF for the two individual messages in the symmetric case and the sum (d 0 + d 1 + d 2 ) represents the total DoF achieved over the channel, 1 2 
represents the per-user DoF. Hence, the quantity
denotes the maximum number of DoF achievable per user without the common message. Note that d IC (α) is given by the result of Etkin et al. [12, eq. (25) ]. Next,
represents the per user DoF with the common message. As a result, the difference
represents the improvement attainable in the per-user DoF due to the common message. Corollary 1: Over the symmetric Gaussian IC-CI, we have
Proof: It can be verified that 2d
Indeed, it can be proved that the inequality of the above corollary holds with equality. However, we do not include the details of the proof here, as the main focus of this subsection is just to demonstrate the GDoF improvement due to the common message. From the functions d IC (α) and d ICCI (α), plotted in Fig. 2 , we observe that the common message can lead to a significant improvement in per-user DoF over a wide range of values of α.
Remark 8: It is interesting that in the cases of the multipleaccess and broadcast channels, the introduction of the common message cannot result in a DoF improvement. In other words, if either the transmitter or the receivers are cooperating, then at most max(1, α) DoF can be achieved per user, and these DoF are achievable even in the absence of the common message.
C. Common Message Leads to a GDoF Improvement in the IC-CI: An Illustration
In the absence of a common message, a simple HK coding scheme is constant-gap-to-capacity (and hence GDoF) region optimal for the Gaussian IC [12] . The HK coding scheme involves message splitting and requires each receiver to decode three sub-messages, namely, the intended private and the two public sub-messages, while treating the contribution due to the unintended private sub-message as noise. However, in so doing, all available DoF are not used at the receivers. In contrast, these unused DoFs are utilized by the common message to effect a DoF improvement as we illustrate below.
Consider the symmetric Gaussian IC-CI with α = 0.6. For simplicity, we take h 11 = h 22 = √ P and h 21 = h 12 = √ P 0.6 with P → ∞. Further, at α = 0.6, d IC (0.6) = 0.6 and d ICCI (0.6) = 0.7 so that d ↑ = 0.1. We will show here that while achieving 0.6 DoF for the two individual messages, 0.2 DoF can be achieved for the common message. Moreover, we will achieve 0.4 and 0.2 DoF for the private and the public sub-messages.
Toward this end, we use a JXG coding scheme with the following choice for the transmit-side random variables: for i ∈ {1, 2},
where U 0i ∼ CN 0, P −0.2 , U i, pu ∼ CN (0, 0.5) , and U i, pr ∼ CN 0, P −0.6 and all random variables, namely, U 01 , U 1, pu , U 1, pr , U 02 , U 2, pu , and U 1, pr are independent. Here, random variables {U 01 , U 02 }, U i, pu , and U i, pr carry messages M 0 , M i, pu , and M i, pr , respectively. Since U i is set equal to the sum of the codewords for U 0i and U i, pu , this scheme treats the combination of the common message and public sub-message as the new/effective public sub-message.
Consider decoding at R1 without loss of generality (due to symmetry). Its received signal can be written as
where snr denotes the signal-to-noise ratio (SNR) of the corresponding signal. Since the ratio log snr log P has relevance in the DoF calculations, we plot the limiting value of this ratio in Fig. 3 for all messages.
The receiver R1 thus sees equivalently a multiple-access channel, where it needs to decode messages M 0 , M 1, pu , M 2, pu , and M 1, pr , while treating the interference due to M 2, pr as noise. To this end, the receiver can employ sequential decoding with successive interference cancellation with the order of decoding being and thereby, it can extract 0.2, 0.2, 0.2, and 0.4 DoF for these messages respectively (see also Fig. 3 ). In other words, R1 can achieve 0.4 + 0.2 = 0.6 DoF for its individual message and 0.2 DoF for the common message, as desired. Note here that R1 can decode the common message M 0 using just U 01 , i.e., while decoding M 0 , U 02 can be regarded as noise; but, after decoding the common message, it can subtract the contribution due to U 01 and U 02 , since they are both generated by the two transmitters based on the same message. This is the key that allows for the realization of the DoF benefit even with independent transmit signaling. Now, in the absence of common message, we can still use the same scheme outlined above but with U 01 = U 02 = 0 and it would be GDoF optimal. The signal level space of R1, in the absence of common message, is depicted in Fig. 4 from which it is apparent that the message M 1, pu in the absence of common message sees signal-to-interference-plus-noise ratio (SINR) of P 0.4 . However, we can only achieve 0.2 DoF for it because of the constraint that it has to be decodable at R2 as well (at R2, it sees SINR of only P 0.2 ). This implies that a part of the receive signal space level space of R1 remains unused in the absence of the common message. Moreover, comparing Figs. 3 and 4 , we observe that the common message produces a DoF improvement precisely by exploiting this unused portion.
IV. CONCLUSION
Explicit inner and outer bounds to the capacity region of the Gaussian IC-CI are determined and shown to be within a universal bounded gap of one bit, independently of channel parameters. Remarkably, the simple achievable scheme whose achievable rate region is the inner bound involves independent signaling at the transmitters which implies that it entirely forgoes the opportunity for transmitter cooperation that exists due to the shared knowledge of the common message at both transmitters. Nevertheless, through a characterization of the generalized degree of freedom region of the Gaussian IC-CI, it is shown that the presence of common message can lead to a very substantial improvement in the total achievable rate over that achievable over the usual interference channel without a common message, to the extent that even the degrees of freedom achievable per user increase. An intuitive explanation of this DoF improvement is provided through which it is seen that sending just individual messages over the interference channel fundamentally doesn't fully exploit the available signal level dimensions at the receivers but the transmission of a common message allows for the full use of the potential of the same physical (interference) channel.
APPENDIX A PROOF OF LEMMA 2
Recall that the capacity region of the deterministic DM IC-CI, which can be considered as a generalization of the El Gamal-Costa deterministic IC [3] , is derived in [16] . The outer-bounds in our proof are inspired by the converse argument of [16, Th. 4] in the same manner that the outer bounds for the Gaussian IC in [12] are inspired from the converse arguments of El Gamal and Costa [3, Th. 1]. However, the techniques in [16, Proof of Th. 4] must be suitably modified to account for the presence of noise. For instance, the outer-bounds here make use of different genie-aided side-information models than those considered in [16, Proof of Th. 4 ]. Furthermore, the analysis here is different from that of [12] because the transmit signals of the IC-CI can be arbitrarily correlated, unlike the case of the IC (without common message). Clearly, to derive a good outer bound, it is necessary to limit, in some sense, the correlation between the transmit messages. This is done by noting that these signals can be dependent only through the common message. In what follows, we detail how these general ideas are made to yield a tight outer-bound.
Let us first define V 1 (t) = h 21 X 1 (t) + Z 2 (t) and V 2 (t) = h 12 X 2 (t)+ Z 1 (t). The following fact is used repeatedly in this proof and hence stated here for easy reference.
Fact 1: Given M 0 and M i , X n i is deterministic for i = 1, 2. Moreover, conditioned on M 0 , the pairs (M 1 , X n 1 ) and (M 2 , X n 2 ) are independent. Given M 0 , V n i is independent of M j , X n j , and V n j for j = i . Lastly, n is a sequence such that n → 0 as n → ∞. We next prove each bound separately starting with the derivation of the bound on R 0 + R i .
Proof of R 0 + R i ≤ G i : By symmetry, it is sufficient to take i = 1.
By Fano's inequality, we have
where the last inequality follows by repeated application of the fact that conditioning reduces differential entropy. Since for a given variance, the circularly symmetric complex Gaussian distribution maximizes differential entropy, we first bound the variance of Y 1 (t) (denoted as Var(Y 1 (t))). Using the Cauchy-Schwartz inequality and the fact that arithmetic mean upperbounds geometric mean, we can show that (details are omitted)
Var (Y 1 (t)) ≤ 1 + |h 11 | 2 P 1,t + |h 12 | 2 P 2,t +|h 11 ||h 12 | 1 2 P 1,t + P 2,t .
This yields the following:
log 2 1 + |h 11 | 2 P 1,t + |h 12 | 2 P 2,t +2|h 11 ||h 12 | 1 2 P 1,t + P 2,t ≤ log 2 1 + |h 11 | 2 1 n n t =1 P 1,t + |h 12 | 2 1 n n t =1 P 2,t +2|h 11 ||h 12 | 1 n n t =1
≤ log 2 1 + |h 11 | 2 + |h 12 | 2 + 2|h 11 ||h 12 | (4)
= log 2 1 + |h 11 | + |h 12
where the inequality (3) holds due to Jensen's inequality; and inequality (4) is true because of the power constraint. Now, since n → 0 as n → ∞, we get the desired result. Proofs of R 1 ≤ D 1 and R 2 ≤ D 2 : These bounds follow from the capacity of the point-to-point Gaussian channel.
Proof of R 1 + R 2 ≤ E 1 + E 2 : Note here that this bound looks identical to the one derived by Etkin et al for the IC [12, Th. 1]. We argue below that the proof of [12, Th. 1] is applicable to the IC-CI if the receivers are assumed to know the common message. Applying Fano's inequality, we obtain (R 1 + R 2 − n ) ≤ I M 1 ; Y n 1 M 0 + I M 2 ;Y n 2 M 0 . Now, conditioned on M 0 , the transmit signals X 1 (t) and X 2 (t) are independent, and therefore, in the analysis henceforth, the IC-CI can just be regarded as the IC. Therefore, this bound can now be derived as in [12, Th. 1] . The details are omitted.
The derivation of this bound is similar to that of (5) . We only
