Abstract. Seymour's Second-Neighborhood Conjecture states that every directed graph whose underlying graph is simple has at least one vertex v such that the number of vertices of out-distance 2 from v is at least as large as the number of vertices of out-distance 1 from it. We present alternative statements of the conjecture in the language of linear algebra.
Introduction and Basic Definitions
In this paper, all directed graphs, or digraphs for short, have underlying graphs that are simple, that is, with no loops and no multiple edges. Let D be a digraph and let u and v be vertices of D. We write d(u, v) to denote the length of the shortest directed path from u to v; if no such path exists, then we put d(u, v) = ∞. Since we focus on vertices of out-distance one or two from a particular vertex v of D, we set up the following notation. We will adopt some of the notation common in linear algebra. In particular, 0 will denote a vector or a matrix consisting of all zeros, and similarly, 1 will denote a vector or a matrix consisting of all ones. The identity matrix will be denoted by I. Even though the dimensions of these matrices or vectors will not be stated explicitly, they may be easily inferred from the context.
When vectors are represented in the matrix form, they will be understood as column vectors, but to save space, they will be written as transpositions of row vectors. Let u = (u 1 , u 2 , . . . , u n ) ⊺ and let v = (v 1 , v 2 , . . . , v n ) ⊺ . When we express a numerical relation between vectors, such as u v, we mean that u i v i for all i in {1, 2, . . . , n}. The relations <, , >, and = are understood in a similar way. However, the negated relations, such as , <, , >, and = are understood in a different way. When we write, for example, u v we mean that u i > v i for at least one i in {1, 2 . . . , n}, and so for vectors with more than one component, the inequality u v is not equivalent to u > v. The same idea applies to all other negated relations.
A weight function on a digraph D is a function w :
If the vertices of D are enumerated as v 1 , v 2 , . . . , v n , then we can treat w as a vector: w = [w(v 1 ), w(v 2 ), . . . , w(v n )] ⊺ . In fact, we will often blur the distinction between the values of a weight function and the components of the vector it determines, and write w(v) instead of w(v). We will extend this notation to sets of vertices and write w(S) to mean v∈S w(v) for a subset S of V (D). In order to write SNC in terms of matrices, we define the second-neighborhood matrix of D as an n × n matrix S D whose entries are denoted by s ij and defined as follows:
otherwise.
In this paper, we have adopted main proof techniques from a paper of Fisher [2] .
Conjectures
The main purpose of this paper is to present several statements in the language of linear algebra, each of which is equivalent to SNC, in the hope that the tools of linear algebra may yield themselves to attacking the conjecture. These statements are the following: 
0.
The first major result of this paper is the following: Theorem 2.6. Conjectures 1.1, 2.1, 2.2, 2.3, 2.4, and 2.5 are equivalent.
Proving some of the equivalences is significantly harder than proving others, and, indeed, some of these statements, such as Conjectures 2.1 and 2.2 play only auxiliary roles in the arguments. The proof of this theorem will be presented in a series of propositions in future sections.
If one, and thus all, of these conjectures fail, the sets of counterexamples may, and, in fact, do differ between some of them. When we compare potential counterexamples and use words like "minimal" or "smaller", we understand them in terms of the number of arcs. The fact that the sets of minimal counterexamples to Conjectures 2.3, 2.4, and 2.5 are the same can be easily seen from the proofs of the relevant equivalences. However, we find surprising the following: Theorem 2.7. Every minimal counterexample to Conjecture 2.3 is smaller than every minimal counterexample to Conjecture 2.1.
Equivalences
We begin by addressing the equivalence of the first pair of the conjectures. We state it without proof, as it is evident. Proposition 3.1. Conjectures 1.1 and 2.1 are equivalent.
We proceed now to the equivalence of the next pair of conjectures. Suppose now that Conjecture 2.2 fails, and so there are a digraph D and a weight vector w on D are such that S D w > 0. Since the set of positive rational numbers forms a dense subset of [0, ∞), we may take a weight vector w ′ sufficiently close to w so that the components of w ′ are rational and positive, and S D w ′ > 0. By multiplying w ′ by a suitable integer, we obtain a weight vector u whose components are positive integers, and such that
We construct a digraph D * as follows. Enumerate the vertices of Our proof of the next equivalence will make use of a classical result in linear algebra, known as Farkas' Lemma, which is stated below. Proof. Suppose D is digraph on n vertices. Construct a new matrix M with n + 1 rows and 2n columns by assembling together smaller matrices, as follows:
For the remainder of the proof, we present a list of statements (1)- (9) that are equivalent to one another. It is easy to see that consecutive statements are equivalent, and we remark that the equivalence between (5) and (6) follows from Theorem 3.3.
(1) Digraph D is a counterexample to Conjecture 2.3.
(2) The following system fails for every n-dimensional vector w.
The following system fails for every n-dimensional vector u.
(4) The following system fails for every two n-dimensional vectors u and z.
(5) The following system fails for every 2n-dimensional vector x.
There is an (n + 1)-dimensional vector y that satisfies the following system.
There are an n-dimensional vector p and a scalar r that satisfy the following system.
There is an n-dimensional vector p that satisfies the following system.
Next we show that Conjectures 2.4 and 2.5 are equivalent. 
Counterexamples
In this section, we will compare the various sets of potential counterexamples to the conjectures discussed in this paper.
For each N in {2.1, 2.3, 2.4}, let X N denote the set of counterexamples to Conjecture N , and let
Intuitively, we may think of each ← − X N as the set of counterexamples to "Conjecture N stated for in-neighbors".
The first proposition comparing the above sets of counterexamples is an immediate consequence of the statements of the conjectures, so it is stated without proof.
The next proposition is almost as obvious.
Proof. Suppose D ∈ X 2.1 . It is obvious that D is also a counterexample to Conjecture 2.2, and Proposition 3.4 asserts that ← − D is a counterexample to Conjecture 2.3, as well; the conclusion follows. We use a process similar to the Gauss-Jordan elimination to turn C into the identity matrix I n . The only difference is that we work with columns instead of rows, so we do elementary column operations. If we are successful, the identity matrix I n may be expressed as C multiplied on the right by an appropriate transformation matrix T , that is, I n = CT .
To be more precise, we do the following:
(1) Start by putting i = 1 and X = (x ij ) = C.
(2) If i > n, then X is equal to I n . Exit. If during this process we get non-positive ith diagonal (that is, the algorithm exits through step (3) because x ii 0), then a non-negative, non-zero linear combination of S D w 1 , S D w 2 , . . . , S D w i is non-positive, say,
This is equivalent to S D (a 1 w 1 + a 2 w 2 + · · · + a i w i ) 0, which contradicts the fact that D ∈ X 2.3 . Therefore the procedure described above never results in the matrix X having a non-positive entry on the main diagonal, so the algorithm never exits through step (3), and always exits through step (2) instead, giving us the identity matrix I n . Note that in this process, we only add non-negative multiples of a column to other columns. This means that the elementary matrices associated with the matrix operations are all non-negative, therefore their product T is also non-negative. Let W ′ = W T , let w ′ i be the ith column of W ′ , and let e i be the ith column of I n , that is, the ith n-dimensional standard basis vector. Then W ′ is non-negative. We have
This means that S D has non-negative inverse, so D ∈ X 2.5 , as required.
Now we are ready to provide the last part of the proof of Theorem 2.6. The remainder of the paper is devoted to proving Theorem 2.7. Most of the work will be contained in the following:
Proof. Suppose, for a contradiction, that D is a minimal member of X 2.3 that also belongs to ← − X 2.1 . Since Proposition 4.2 asserts that ← − X 2.1 ⊆ X 2.3 , we also have
The minimality of D in ← − X 2.1 implies that it is strongly connected, and the fact that ← − D is a counterexample to SNC implies that the minimum in-degree of D is at least two; in fact it is at least seven (see [3] ).
Let y be an arbitrary vertex of D, let xy be an arc of D, and let
whenever v = y. If D has a directed path of length two from x to y, then a ′ (y) = a(y) − 2; otherwise a ′ (y) = a(y) − 1. We show that (2) a ′ (y) = −1 and a ′ (v) 1 for v = y.
It is not hard to see that a(v) ∈ {1, 2}; see [1] for a justification. This means that a ′ (y) ∈ {−1, 0, 1} and a ′ (v) 1 for v = y. In the case a ′ (y) = 1, we reach a contradiction with the minimality of D in ← − X 2.1 . We will show that a ′ (y) = 0 cannot occur either. Suppose, for a contradiction, that a ′ (y) = 0, and let z be a vertex in N − D ′ (y). We define a weight vector u on D ′ as follows: Since D ∈ ← − X 2.1 , it satisfies a(y) > 0, and thus, it must be that a(y) = 1, in other words, (N + (z) ). This means that D has an arc zs for every z ∈ Z ′ and every s ∈ S. Since y has the largest in-degree in D, we have Z ′ = N − (s) for every s ∈ S.
Note that y ∈ S, and if X ′ ∩ S had an element x, then we would have w ′ (N ++ (x)) < k w ′ (N + (x)), which is impossible; hence X ′ ∩ S = ∅. Similarly, Z ′ ∩ S = ∅. Therefore ({y} ∪ N − (y) ∪ N −− (y)) ∩ S = ∅. Since D is strongly connected and S is non-empty, D has a vertex t of in-distance three from y, which, clearly, is in neither X nor Z. Since all vertices in S have d in-neighbors in X ∪ Z, there is no arc in D in the form ts with s ∈ S, and so w ′ (N + (t)) = 0. But every z ∈ N −− (y) has arcs to all members of S, so w ′ (N ++ (t)) k; a contradiction.
Finally, we are ready to prove Theorem 2.7
Proof of Theorem 2.7. Suppose D is a minimal counterexample to Conjecture 2.1. Then ← − D ∈ ← − X 2.1 . Lemma 4.2 implies that ← − X 2.1 ⊆ X 2.3 , and so ← − D is also a counterexample to Conjecture 2.3. If ← − D were minimal, then Lemma 4.5 would imply that D / ∈ X 2.1 , which would be a contradiction.
