Abstract: Land cover information is necessary for a large range of environmental applications related to climate impacts and adaption, emergency response, wildlife habitat, etc. In Canada, a 2008 user survey indicated that the most practical land cover data is provided in a nationwide 30 m spatial resolution format, with an update frequency of five years. In response to this need, the Canada Centre for Remote Sensing (CCRS) has generated a 30 m land cover map of Canada for the base year 2010, as the first of a planned series of maps to be updated every five years, or more frequently. This land cover dataset is also the Canadian contribution to the 30 m spatial resolution 2010 Land Cover Map of North America, which is produced by Mexican, American and Canadian government institutions under a collaboration called the North American Land Change Monitoring System (NALCMS). This paper describes the mapping approach used for generating this land cover dataset for Canada from Thematic Mapper (TM) and Enhanced Thematic Mapper (ETM+) Landsat sensor observations. The innovative part of the mapping approach is the local optimization of the land cover classifier, which has resulted in increased spatial consistency and accuracy. Training and classifying with locally confined reference samples over a large number of partially overlapping areas (i.e., moving windows) ensures the optimization of the classifier to a local land cover distribution, and decreases the negative effect of signature extension. A weighted combination of labels, which is determined by the classifier in overlapping windows, defines the final label for each pixel. Since the approach requires extensive computation, it has been developed and deployed using the Government of Canada's High-Performance Computing Center (HPC). An accuracy assessment based on 2811 randomly distributed samples shows that land cover data produced with this new approach has achieved 76.60% accuracy with no marked spatial disparities.
Introduction
National-scale land cover and land cover change information are required for studying land-surface processes that characterize environmental, social, and economic aspects of sustainability. The International Geosphere Biosphere Programme (IGBP), the World Climate Research Programme (WCRP), and global monitoring have long articulated the science requirement for land cover information, in particular at the global level. Land cover is a fundamental earth surface attribute shaped by geologic, hydrologic, climatic, atmospheric, and land-use processes occurring at a range of space-time scales. Land cover, in turn, affects these processes through feedback mechanisms such as plant respiration, which both absorbs and releases carbon, water, oxygen, and other biochemical elements from or to the environment. Therefore, knowledge of land cover is essential for understanding earth surface processes that are relevant for land management and the preservation of natural environments that may influence ecosystem and human health [1] .
Global and continental land cover information is needed to implement various United Nations' initiatives: the Millennium Development Goals (MDG), the Framework Convention on Climate Change (FCCC), the Convention on Biological Diversity (CBD), the Convention to Combat Desertification (CCD) and the Forum on Forest (UNFF). A list of Essential Climate Variables (ECV) endorsed by the Global Climate Observing System (GCOS) and Committee on Earth Observation Satellites (CEOS) science community includes land cover as an essential terrestrial variable [2] [3] [4] . The GCOS-107 [2] report, which defines key requirements for ECV-land cover, recommends annual updates at 0.25-1 km, and five-year updates at 10-30 m spatial resolution.
In Canada, a number of national land cover products have been generated using medium and low-resolution (250 m-1 km) optical satellite data, including data acquired by the Moderate Resolution Imagining Spectroradiometer (MODIS), the Satellite Pour l'Observation de la Terre (SPOT VEGETATION), and the Advance Very High-Resolution Radiometer (AVHRR) sensors [5] [6] [7] . More recent land cover information over Canada has been generated by the Canada Centre for Remote Sensing (CCRS) under the North American Land Change Monitoring System (NALCMS) collaboration. NALCMS is a collaborative framework involving CCRS' parent organization, Natural Resources Canada (NRCan); the United States Geological Survey (USGS); and Mexican institutions including the National Institute of Statistics and Geography (INEGI), the National Forestry Commission (CONAFOR), and the National Commission for Knowledge and Use of Biodiversity (CONABIO). The collective need for a harmonized land cover monitoring system across North America's political boundaries was a motivating factor for establishing the NALCMS collaboration. The NALCMS group has used national land cover mapping efforts to assemble continental land cover and change maps for North America from MODIS observations at 250 m spatial resolution for 2005 and 2010 [8, 9] . The current NALCMS effort is to generate cross-border synchronized 30 m land cover of the North America continent for the year 2010. The 2010 baseline map will be used for generating a land cover time series following the updating approach described in Latifovic and Pouliot [10] . To ensure continuity with the existing 2005-2010 time series at 250 m, the new time series at 30 m will start from 2010, ensuring overlap that meets minimal requirements for data continuity. As with the 250 m maps, this 30 m map is being compiled from national land cover mapping efforts.
In support of creation of this circa 2010 North American Land Cover, the objective of the study was to develop a semi-automated classification approach to improve the accuracy and consistency of the new land cover map of Canada generated from Landsat Thematic Mapper (TM) and Enhanced Thematic Mapper (ETM+) observations at 30 m. Thus, this paper describes both the mapping approach with local classifier optimization, and the characteristics of the produced map.
Materials and Methods

Landsat Data and Processing
The initial data coverage of Canada includes 13,350 Landsat TM/ETM+ scenes all obtained from the United States (US) Geological Survey. Scenes spanned the 2009-2011 period, and were all acquired in July and August. The procedure to create a full coverage of Canada includes: re-projection, calibration, cloud/cloud shadow detection, compositing, and additional corrections as described by Latifovic et al. [11] . The Landsat mosaic of Canada July-August circa 2010 is shown in Figure 1 . This mosaic was used to generate the land cover dataset described in this article. In order to reduce significant phenological differences due to strong vegetation gradients, particularly south-north, a narrow acquisition window of July-August 2010 was selected. However, such a short period does not provide clear-sky coverage over Canada. A compromise was made by including two more July-August periods from adjacent years, 2009 and 2011. Selecting adjacent pixels from different years could create inconsistencies over areas where land cover changes occurred in the 2009-2011 period and adjacent pixels were selected from different years (i.e., before and after changes). To minimize this, selection criteria were adjusted to preferentially select observations from 2010 over no change areas, and from 2011 over changed areas. Overall, 10% of observations were selected from 2009, 70% were from 2010, and 20% were from 2011. For each pixel, a scene ID with the time of acquisition is provided as a separate layer. When this product is used for studies involving temporal aspects, the provided time information may need to be considered. Processing was performed using a tile system to facilitate parallel processing and enable handling and loading data into viewing tools for performing visual quality control. The tile arrangement size and naming are shown in Figure 1 . Naming follows a common row-column convention.
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Ancillary Data
In addition to satellite datasets, a number of other information sources were used to train the classification algorithm, aid the interpretation of specific land cover classes, and improve the mapping of specific classes. The main reference data sources were existing land cover datasets derived from medium resolution satellite observations (25-60 m) including: Satellite Information for Land Cover (SILC), Northern Land Cover of Canada (NLCC), Agricultural Crop Cover Classification (ACCC) and Earth Observation for Sustainable Development (EOSD), in addition to the other ancillary data listed in Table 2 . 
Land Cover Mapping
Large area land cover mapping providing accurate and spatially consistent results is not a trivial task. It requires careful consideration of the effective use of available training data combined with strategic classifier implementation, and followed by robust procedures for quality control. To facilitate land cover monitoring requirements, more sophisticated algorithms based on advances in the fields of pattern recognition and machine learning have emerged. Decision tree classifiers have often been used for land cover classification at continental to global scales. Early applications of decision trees [20] for remote sensing-based land cover classification focused on mapping using coarse resolution imagery [21] [22] [23] [24] [25] . Applications of the random forest (RF) algorithm to land cover mapping using medium and fine resolution remote sensing data are described and evaluated in [26] [27] [28] . This study used the random forest (RF) algorithm [29] as it is fast to train, can handle data of different types, and is widely proven to achieve good results with a multitude of classification problems. The conceived mapping approach involves the following steps: (1) generation of training and testing data; (2) training initial RF models and generation of a primary classification for each tile; (3) local optimization within a tile and blending between tiles; (4) mapping of urban and agriculture areas; (5) post-classification corrections; and (6) quality control. The classification legend is designed for the North American scale in two hierarchical levels using the Food and Agriculture Organization (FAO) Land Cover Classification System (LCCS). Division of the total mapping area into a system of tiles proceeded with consideration for the trade-off between processing efficiency and localization. The size of each tile is 900 km × 900 km. Another possible option, using a mapping zone approach, was not employed due to the large size and irregular shape of the desired mapping zones. The generation of robust non-parametric models such as RF requires a large quantity of training data. In this mapping effort, a large training dataset was generated following two sequential steps.
In the first step, initial training data was generated for a selected subset of tiles that capture the spatial distribution of land cover across all of the ecozones in Canada. Tiles 2-2, 2-4, 3-2, 3-4, 4-2, 4-3, 4-6, and 5-4 ( Figure 1 ) were classified using the unsupervised classification approach described in Beaubien et al. [5] , Latifovic et al. [6] . This involves unsupervised clustering and labeling, and requires considerable time, expertise in image interpretation, and knowledge of the land cover in the area of interest. In addition to the classified tiles, a number of other information sources (Table 2 ) were used to aid the selection of training and testing samples.
In the second step for each of the tiles, a RF land cover model was trained using initial tile-specific training data. RF models for tiles without specific training data were trained using samples selected from the adjacent or closest tiles. Model input included the green, red, near-infrared (NIR) and short-wave infrared (SWIR) (1.5 um) Landsat bands. This study used the Open Source Computer Vision Library (http://opencv.org) implementation of the random forest algorithm with the following values of the hyperparameters: the maximum possible depth of the tree (maxDepth = 30), the number of samples in a node to be split (MinSampleCount = 0.1%), the size of randomly selected features at each tree node that are used to find the best split(s) (ActiveVarCount = 3), and the number of trees (TC = 100). The values for maxDepth, TC, and MinSampleCount were defined by varying one parameter at a time while keeping other two fixed, and comparing the model performance with accuracy.
Once the base land cover was generated, significant quality control was carried out to ensure viable land cover sample selection. A number of additional layers were developed, such as: a north-south tree density layer based on the tree line, a growing condition layer to more consistently isolate classes 2, 11, 12, and 13 to logical geographic extents, a water body layer, and a wetland probability layer. Urban and forest fire burned area layers were also generated from auxiliary data and, used for selection of the final training dataset.
Random Forest Local Optimization and Blending
Large-scale land cover mapping is associated with a number of challenges related to limitations in signature extension i.e., increasing the spatial-temporal range over which a set of training statistics can be used to map certain land cover types without significant loss of accuracy [30] . This is particularly significant for the boreal forest, where high spatial variability in composition and structure limits the extension of spectral signatures to a few hundred kilometers [31] . A large number of samples over a limited area is required to achieve higher land cover accuracy. Furthermore, it is desirable to merge individual scenes into regional image mosaics, and then to treat these mosaics as image entities, rather than separately classify each scene [32] . For example, the USGS National Land Cover Database has delineated 66 mapping zones with respect to landform, soil, vegetation, spectral characteristic, and image footprints [33] . Separately mapping each mapping zone often results in distinct boundaries due to differences in the local optimization of the land cover classifier within the zone. Several approaches have been developed to address this problem, such as object-based edge matching [8] or membership blending [33] . To address the problems of limited signature extension, blending, and the local optimization of the land cover classifier, we develop an approach based on a large number of rectangular overlapping areas (i.e., moving windows). For each window, a RF model was trained using local reference samples. The label for each pixel was defined as a weighted combination of labels determined in overlapping windows that contain the given pixel. Decision tree classifiers are sensitive to the sample distribution; they attempt to optimize agreement with large classes. In Pouliot et al. [34] , the effect of sample distribution was found to be as high as 30% with the RF algorithm. Millard and Richardson [35] also showed RF's strong sensitivity to sample distribution. Thus, combining results from several possible sample distributions can improve accuracy, and has the added benefit of blending across discontinuities.
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Mapping of Urban and Agriculture Areas
Urban mapping was developed separately. Initially, two density-based classes of industrial and built-up lands were deciphered from road density data at 1 km and 5 km scales, Landsat reflectance and the Nightly Mosaic of the Visible Infrared Imaging Radiometer Suite (VIIRS) data. These were merged to a final urban and built-up class (class 17 in Table 3 ). For each tile, the two urban classes were sampled and used to train RF with these features as inputs. Figure 3 provides a schematic of the processing applied. Results were generally very good, except in agriculture regions where the Landsat data quality was poor. In these regions, considerable manual correction was undertaken. Roads were also rasterized to 30 m, and added to the map.
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Results
Discussion
Classification Algorithm Confidence
The posterior probability of the assigned label to each pixel is useful information for map confidence-based quality and accuracy assessment [36] . The concept of confidence-based quality assessment was first described in detail in the remote sensing literature by Strahler et al. [37] . In our study, it is based on voting the random forest trees, and it is computed as the proportion of trees that predict a certain label. The posterior probabilities can be used to quantify classification map quality in a spatially explicit fashion (Figure 6a ). This measure tends to follow accuracy; however, it is not true accuracy, because if a given pixel is not similar to any of the training data, the classifier will still assign a label and compute the posterior probability. The graph in Figure 6b shows the confidence for each land cover type computed as the average confidence of all the pixels labeled with a given class. Classes 17 and 15, urban (34%) and cropland (57%), showed the lowest confidence and necessitated imposing additional revision of the mapping approach to achieve better classifier confidence. A classifier for urban and cropland mapping was designed and trained separately with additional features, as described in Section 2.3.4. The snow (17) , water (18) , and sub-polar barrenlichen-moss (13) classes showed the highest mapping confidence (93-97%), which was anticipated considering their easily distinguishable signature. Forest classes (1, 2, 5, and 6) revealed good mapping confidence (85-91%). Other classes were between 75% and 85%, with a somewhat lower mapping confidence of 70% for the sub-polar shrubland-lichen-moss class. Overall, average classification confidence weighted by class area was 87%. The results of the map confidence-based quality analysis did not identify any additional issues. 
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Land Cover Spatial Distribution Consistency
To assess spatial consistency between tiles and the expected cover distribution for a class, the fraction of each class was depicted across Canada in a separate map layer at 300 m spatial resolution, where the pixels' values represented the percent occupied by the specific land cover class. As an example of these maps, the temperate or sub-polar needle leaf forest fraction is shown in Figure 7a , and the sub-polar or polar grassland-lichen-moss fraction is shown in Figure 7b . Such maps were generated and closely examined for each class. The examination of the fractional maps derived from final land cover data did not reveal any discontinuity between mapping tiles, which confirmed the effectiveness of the local optimization and blending procedures described in Section 2.3.3. The fractional maps were also used to assess the correctness of the spatial distribution of each land cover class using class-particular characteristics. For example, Figure 6a illustrates the extent of needleleaf forest that generally agrees with the expected class distribution (i.e., absence of the forest 
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The fraction maps were also useful in highlighting discontinuities between tiles and showing the effect of the window-based local optimization and blending methodology. Figure 8 shows the effect of blending for the mixed forest class. Often, these discontinuities can be missed when examining land cover, as less frequent classes are drowned-out relative to the dominant class in a region.
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To assess the influence of local sample selection (i.e., signature extension), the diameter of the sample-searching circle was varied from 30 km to 200 km, in 30 km increments. The study area was divided into 112 classification windows of 24 km × 24 km (Figure 9) . A local RF model was trained for each classification window using all of the samples inside the corresponding sample-searching circle. Overall, six land cover maps were produced and compared against the validation data set. Figure 9b shows an increase of the overall land cover mapping accuracy with localization of the training sample. The overall mapping accuracy changed from 67% to 81% as a function of the diameter of the sample-searching circle. Figure 9c shows the comparison between the accuracy of land cover maps produced with the model trained with all reference data (i.e., traditional random forest approach) versus that of land cover maps produced with the models trained using only local subsamples. Table 5 presents an evaluation of the statistical significance of the difference [38] between classifications accuracies produced by the traditional random forest approach and the approach using local optimization. The largest gain in accuracy was achieved when mapping land cover classes 
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The accuracy of the Land Cover Map of Canada 2010 was assessed against 2811 reference samples ( Figure 10 ) For 839 randomly selected samples (Figure 10a ), labels were determined through land cover expert interpretation using Google Earth fine resolution images and a false color composite (R-near-infrared (NIR), G-short-wave infrared (SWIR), B-red band) from Landsat ETM+ acquired in 2010. The rest of the data are ground truth data from six different regions (Figure 10b) Primary and alternate land cover labels for each reference sample were determined for minimum mapping units (MMU) of both 1 × 1 pixel and 12 × 12 pixels. For any pixel with a mixed land cover composition, an interpreter assigned a label based on the most abundant land cover type present. The assessment includes both land cover maps with 1 × 1 and 12 × 12 MMU. The error matrix in Table 6 summarizes the accuracy assessment results using only primary labels, which were tabulated by combining all of the reference samples from both datasets. It shows that 2180 out of 2811 (77.60%) samples are in agreement with land cover classifications. Commission and omission errors are specified in columns and rows. In order to report accuracy that reflects the overall land cover map, the user's and producer's accuracy were weighted by the class area for 1 × 1 and 12 × 12 MMU maps. Table 7 shows the overall average accuracy for two definitions of agreement: (1) an overall accuracy when agreement is defined as a match between the map class and either the primary or alternate reference, and (2) when agreement is defined using only the primary reference label. Primary and alternate land cover labels for each reference sample were determined for minimum mapping units (MMU) of both 1 × 1 pixel and 12 × 12 pixels. For any pixel with a mixed land cover composition, an interpreter assigned a label based on the most abundant land cover type present. The assessment includes both land cover maps with 1 × 1 and 12 × 12 MMU. The error matrix in Table 6 summarizes the accuracy assessment results using only primary labels, which were tabulated by combining all of the reference samples from both datasets. It shows that 2180 out of 2811 (77.60%) samples are in agreement with land cover classifications. Commission and omission errors are specified in columns and rows. In order to report accuracy that reflects the overall land cover map, the user's and producer's accuracy were weighted by the class area for 1 × 1 and 12 × 12 MMU maps. Table 7 shows the overall average accuracy for two definitions of agreement: (1) an overall accuracy when agreement is defined as a match between the map class and either the primary or alternate reference; and (2) when agreement is defined using only the primary reference label.
The error matrix analysis reveals anticipated sources of spectral confusion among land cover classes. Adjacent forest classes tend to be confused, for example, coniferous with mixed forest, as well as deciduous forest, shrubland, shrub-covered wetlands, and certain croplands. These classes are difficult to separate with spectral data alone, since all are primarily broadleaved deciduous. Radiometric saturation occurs at the leaf area index levels in the range of 3-5 [39] , which is typical of all three classes. Confusion also arose with the herbaceous class, which was misidentified as either low biomass croplands, or sparse conifer along the tree line consisting of open treed areas with herbaceous understory. Confusion also occurred between the herbaceous and sub-polar shrub classes due to the relatively small spectral differences between them. Finally, reference data indicated that the lichen-moss class was confused with either the herbaceous or the wetland classes, due to the prevalence of both lichen and moss in certain wetlands, and the low biomass, which characterizes both the lichen-moss and herbaceous classes. 
Conclusions
A nationally consistent map depicting the distribution of land cover with a high spatial resolution (~30 m) is an urgent requirement for various scientific, policy, and reporting purposes, and has only recently become fully feasible. Based on research carried out at the Canada Centre for Remote Sensing, this paper describes a new methodology that makes optimum use of satellite data to generate a very accurate product while minimizing the costs of a mapping program at the national scale. It relies on expert knowledge for generating initial reference data, which are used to train machine-learning algorithms operating in a high-performance computing environment that essentially enables intensive, fully automated mapping. The innovative features of the new methodology are: classifier local optimization and blending; quantitative confidence assessment based on overlapping areas and posterior probability of the assigned labels; and thoughtful involvement of the analyst at key stages of the quality assessment. Results show that the approach achieved the objective of spatial consistency and reasonable accuracy at approximately 75-80%, depending on the nature of the assessment. However, for some classes, accuracy was considered too low, and needs to be improved.
