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Abstract 
This paper considers a repetitive polling game played on an n-vertex graph G. Initially, each 
vertex is colored black or white. At each round, each vertex (simultaneously) recolors itself by 
the color of the majority of its neighborhood. A set of vertices M is said to be a dynamic 
monopoly, abbreviated dynamo, if starting the game with the vertices of M colored white, the 
system eventually reaches an all-white global state. WC study the question of how small a 
dynamic monopoly might be in various models. In a number of these models we derive tight 
bounds of fl(fi) on the minimum size of monotone dynamos, namely, ones guaranteeing that 
throughout the game, a white vertex never turns black. In addition, in a number of these models 
we derive similar tight bounds (of 0(&)) on the minimum size of 2-round dynamos, namely, 
ones that lead to the all-white state in exactly two rounds. Finally, we make some observations 
concerning the existence of small “drawing sets”, that lead to nearly-balanced final states. 0 
1998 Elsevier Science B.V. All rights reserved. 
1. Introduction 
Consider the following repetitive polling game played on a simple connected graph 
G( V, E). The game proceeds in synchronous rounds. Initially, each vertex v is colored 
by color q,(v) which may be black or white. At each round, each vertex (simultane- 
ously) looks at the current colors of vertices in its neighborhood, and adopts the more 
common color (namely, the one occurring at the majority of its neighbors) as its new 
color. 
For a more formal description, let V = {VI,. . . , un}, and denote the neighborhood of 
the vertex v (i.e., the set of vertices incident to it) by T(v). The global state of the 
system after round t is represented as a vector X, = (,q(q ), . . . ,x,(v,)), where nt( v) is 
the color at node z, after round t. The global state X,+1 is reached at round t + 1, by 
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Fig. 1. An example for a multi-round repetitive polling game 
node u computing 
&+1(u) +- MAJwu&I(W)), 
where MAJ is the majority function. 
An example for the resulting process is illustrated in Fig. 1. 
Certain variants of the above polling game were studied in the literature, in the 
context of discrete time dynamical systems. The typical problems studied in this setting 
involved the periodic behavior of the resulting sequence X,. Define the period of a 
repetitive polling process as Period(&) = min{x 1 Xt*+K =& for some t*}. Typical 
questions discussed in the literature are whether X, is periodic, and whether it may 
reach a fixed point (namely, can Period(&) be 1). In finite graphs, the system can 
have but a finite number of configurations, hence X, is clearly periodic. In fact, it is 
known [3] that for a finite graph, Period(&) is 1 or 2. This result was extended to more 
general discrete-time dynamical systems [9, lo], including general threshold functions 
and weighted graphs. For infinite structures the period-2 property is not guaranteed to 
hold, and conditions sufficient to ensure it were established in [5-71. 
In this paper we concentrate on the cases in which the system reaches a monochro- 
matic fixpoint. A set of vertices M is said to be a dynamic monopoly, abbreviated 
dynamo, if starting the game with the vertices of M colored white, the system even- 
tually reaches an all-white global state. 
The combinatorial question of bounding the size of monopolies was studied in the 
static case, where a monopoly is a set that controls the majorities of all neighborhoods 
in the graph. In our terminology, a static monopoly is a dynamo that reaches the final 
all-white configuration in (at most) a single round. Bounding the size of such monop- 
olies, in a variety of models, was the topic of [ 1, 2, 41 (see also [S]). In particular, an 
R(G) lower bound on the size of static monopolies on n-vertex graphs is proven in 
[4]. This bound is complemented by constructions of static monopolies of size O(&), 
establishing the asymptotic tightness of the lower bound. In contrast, this paper focuses 
on bounding the minimum number of vertices in a dynamic monopoly. 
The size of dynamic monopolies seems to be affected by some parameters of the 
model. In particular, two points were left obscure so far. First, we have not specified 
how ties are to be broken in the majority computation. Two plausible options would be 
to give priority to one specific color, or to give priority to the current color of the vertex 
(i.e., require strict majority in order to change the current color). Another (perhaps less 
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well-motivated) option is to give priority to pipping the current color in case of a tie. 
Let us denote these options by Prefer-White (PW), Prefer-Black (PB), Prefer-Current 
(PC) and Prefer-Flip (PF), respectively. The second parameter concerns the question 
whether the neighborhood of a vertex L‘ contains u itself or not. Let us denote these two 
options by Self-Included (SI) and Self-Not-included (SN), respectively. Combinations 
of these two parameters give rise to eight possible models, which we will denote by 
the appropriate pair. (E.g., the (PW, SI) model gives priority to white in case of ties, 
and computes the majority on the neighborhood including r’s own value.) 
Let us now state the results presented in this paper. First, it is shown that in the PW 
model (combined with either SN or SI), there exist constant size dynamos. This fact 
should be contrasted with the n(fi) lower bound on the size of static monopolies on 
n-vertex graphs, proven in [4], which is applicable in all models. 
Our next result concerns monotone dynamos. Given a monopoly M, let Mt denote 
the set of white-colored vertices after round t (with MO =M). A dynamo is said to 
be monotone if it never “loses ground”, i.e., once a vertex becomes white, it remains 
white forever. More formally, a dynamo is monotone if MI 2 Mr+i for every t > 0. 
We show that in all four SI models, as well as in the (PB, SN) and (PC, SN) models, 
every monotone dynamo is of size n(fi). The last of these results follows from the 
fact that the models (PC, SN) and (PF, SI) are equivalent, in the sense that the decisions 
made by every vertex in every round of the game are the same in both models. (All 
other model combinations are not equivalent in this strong sense, although some come 
rather close.) These lower bounds are tight given the existence of size O(&) static 
monopolies [4]. (In fact, Fig. 1 depicts a member in an infinite family of dynamic 
monopolies of size O(h).) 
Next, we look at “almost static,” or 2-round dynamos. Let T(M) denote the length 
of the game, i.e., the smallest integer T 3 0 such that Mr = V. Given a graph G, let % 
denote the collection of dynamic monopolies on G. Partition 9(G) into classes ai( 
for i > 0, where the class 9;(G) contains all the dynamic monopolies reaching the all- 
white state in exactly i steps, i.e., pi(G) = {M E 9 1 T(M) = i}. In particular, 90(G) 
contains only the set V, and 9, (G) is the class of static monopolies, so the 0(&) size 
bound holds for both. We prove that the same lower bound holds for 5?*(G) as well, 
in the PC, PB and PF models (combined with either SN or 3). Hence on a number 
of counts, the PW model separates itself from the other three alternatives. In fact, we 
conjecture that the a(J) n size lower bound holds for every dynamic monopoly in all 
models except PW. 
Finally, we make some observations concerning the existence of small “drawing 
sets”, namely, sets that are not strict monopolies, but lead to nearly-balanced final 
states (i.e., with about the same number of black and white vertices). 
2. Size bounds 
Let us first make the following straightforward observation (see Fig. 2). 
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Fig. 2. A dynamo of size 2 for the (PW, SN) model. 
Fig. 3. A non-monotone dynamo in the (PC, SI) or (PW, SI) models. 
Fig. 4. A (non-monotone) dynamo of size 3 for the (PW,Sl) model. 
Fact 2.1. In the (PW,SN) model, there exist graphs with a constant-size dynamo. 
Notice that the example of Fig. 2 is monotone. As another example, the white set 
in the initial state in Fig. 1 is a monotone dynamo. An example for a non-monotone 
dynamo (say, in the (PC, SI) or (PW, SI) models) is depicted in Fig. 3. 
A result similar to Fact 2.1 holds also for the (PW, SI) model (see Fig. 4). 
however, that here the dynamo is non-monotone; this is essential, as follows 
Theorem 2.3. 
Fact 2.2. In the (PW, SZ) model, there exist graphs with a constant-size 
monotone dynamo. 
Note, 
from 
non- 
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In contrast to the above examples of a constant-size dynamo in the (PW, SN) and 
(PW, SI) models, we conjecture that in all other model combinations (based on the 
PB, PC and PF models), any dynamo must be of size Q(A). This would yield tight 
bounds for the problem, given the existence of static monopolies of size O(h) [4]. 
Unfortunately, we are not able to prove this. We next prove this conjecture for the 
limited class of monotone dynamos, in a number of the above models. 
We first consider the SI model, where polls over T(u) take the color of z’ itself into 
account. For uniformity of treatment, we represent this fact by simply assuming the 
existence of a self-loop (namely, an edge (v,v)) attached to every vertex u. 
In what follows we will use the following definition. For 21 E V and W C V, let 
deg(v, W) denote the number of neighbors of v in W. (Note that if v E W, then the 
exact value of deg(v, W) depends upon the model used. Specifically, in the SI model 
this value is larger by one than in the SN model, due to the self-loop.) More generally, 
for WI, W2 C V, let deg( WI, WZ) = C,.,w, deg(v, WI). 
Theorem 2.3. In the SI model, for rvery n-vertex graph G, every monotone dynamo 
is of size O(,/%), and this hound is tight. 
Proof. Let M = MO be a monotone dynamo in the graph G, and let T = T(M). For 
T = 0,1 the claim is known, so assume T 22 (hence MT- 1 C MT = V). For 1 <t d T, 
denote the set of vertices whose color changes from black to white in round t by 
Al = M,\M,_ 1, Note that Al # 8 for every 1 <t < T, since otherwise the global state X, 
is a (non-monochromatic) fixpoint, contradicting the assumption that MO is a dynamo. 
Defining A0 = MO, the sets (do, Al,. . , AT) form a partition of V into disjoint sets. 
For 0 <i, j < T, let d;,j = deg(A,, Aj). Let us now make a number of observations 
on the relationships among these values. First note that in round 1, the vertices of A” 
remain white. Hence for every r E A”. 
deg(u, do)> deg(v, Al U U AT). (1) 
(Incidentally, in the PF or PB models one can deduce strict inequality here.) This 
implies that 
do,o 2 2 do+ 
j=l 
(2) 
Similarly, in round i of the game, the vertices of A 1 U . U Ai- are already white, 
and the vertices of Ai get colored white, implying that for every v E Ai, 
(3) 
hence 
l-1 
Cdi,j> 2 di,j, for every 1 <i < T. 
f=O .j=i 
(4) 
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Summing up inequality (2) and inequalities (4) for every 1 <i < T, and cancelling 
equal terms on both sides (noting that cI,,~ = dj,i for every i and j), we get that 
dO,O 2 5 di,i. (5) 
i=l 
Noting that di,i > 1 Ai1 for every 0 <i 6 T (due to the self-loops), we get that 
implying that Idol 2 fi - 1, proving the claim. 
As mentioned before, tightness of the lower bound follows immediately from the 
fact that there exist static monopolies of size O(fi) [4]. 0 
We comment that the theorem holds for each of the four models (PW, SI), (PB, SI), 
(PC, SI) and (PF, SI). Also, the following observation implies that the theorem holds 
also for the (PC, SN) model. 
Lemma 2.4. The models (PC, SN) and (PF, SZ) are equivalent. 
Proof. We need to show that the decisions made by every vertex in every round 
of the game are the same in both models. This is proved by straightforward case 
analysis. 
First, note that whenever the difference between the number of white neighbors and 
black neighbors (not including v itself) is 2 or more, the distinction between the models 
disappears. 
Now consider a situation where the difference is exactly 1, and w.1.o.g. suppose that 
there are more white neighbors. We claim that in this situation, v will color itself white 
in both models, regardless of its current color. Indeed, if u itself is colored white then 
the new color chosen by 2) will be white in both models by majority. On the other 
hand, if u is currently black then in the (PC, SN) model it will still decide on white 
by majority, whereas in the (PF, SI) model the vote ends in a tie, hence v will flip to 
white. 
Finally consider an equality among the neighbors. Then in the (PC, SN) model v will 
decide on staying with its current color by default, and in the (PF, SI) model it will 
stay with its current color since this color has the majority, hence again the decision 
is the same in both models. 0 
Corollary 2.5. In the (PC,SN) model, for every n-vertex gruph G, every monotone 
dynamo is of size R( fi). 
Finally, we show that the bound on monotone dynamos holds also for the (PB, SN) 
model. 
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Theorem 2.6. In the (PB, SN) model, for every n-vertex graph G, every monotone 
dynamo is of size Q(G). 
Proof. The proof follows the same lines as that of Theorem 2.3, with the following 
changes. First, we observe that in the PB model, inequalities (1) and (3) are strict, 
and therefore inequalities (2) and (4) can be strengthened to say 
and 
1-l 
Cd;.j> &di,j +IAil, for every 1 <i<T. 
/=o j=i 
As a result, inequality (5) can be replaced by 
implying Ido I2 >n and yielding the theorem. 0 
Facts 2.1 and 2.2 and Theorem 2.3 complete the picture for the PW model; the 
aformentioned conjecture is false for the (PW,SN) model and for the nonmonotone 
case of the (PW, SI) model, but true for the monotone case of the (PW, SI) model. 
Hence, in the remainder of this section we concentrate on the PC model. Consider the 
collection of dynamic monopolies 9(G) on a graph G. Recall that 90(G) contains 
only the set V, and that for 9,(G), the class of static monopolies, the 0(,/k) size 
lower bound was proved in [4]. The final result of this section is a proof of the same 
lower bound for monopolies in 92(G), the class of monopolies reaching the all-white 
state in two rounds. 
Theorem 2.7. In the PC, PF and PB models, for an n-vertex graph G, every dynamo 
in 932(G) is of size O(&). 
Proof. Consider a dynamo A4 E 92(G). Let M’ be the set of white nodes after a single 
round. (Note that M’ E g,(G), namely, M’ is a static monopoly.) Let X = M\M’, 
Y ==M f’ M', Z=M’\M and Q= V\(M U M’) (see Fig. 5). 
We need the following technical lemma. 
Lemma 2.8. In the PB, PC and PF models, 
1. deg(Z, Y) > deg(Z, Q) + IZI. 
2. dedQ,Z) 3 des(Q,W + IQI. 
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7 
Fig. 5. The partition of V induced by M (the dotted circle) and M’ (the dashed circle) 
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Proof. For the first claim, let us first consider the PC and PB models. In 
round, each vertex v in Z flipped its color to white, indicating that for every 
deg(v,X) + deg(u, Y) 2 deg(v, Z) + deg( v, Q) + 1. 
(The additional one is due to the fact that we are in the PC or PB model.) 
the first 
v E z, 
(6) 
After the second round, each vertex v in Z remained white, implying that for every 
VEZ, 
deg(V, Y> + deg(u,Z) 2 deg(v,X) + deg(v, Q), (7) 
Combining inequalities (6) and (7), we get that for every u E Z, 
d&v, Y>> deg(v, Q) + l/2. 
As the values of deg(v, Y) and deg(v, Q) are integral, it follows also that in fact 
deg(v, Y) > deg(v, Q) -I- 1 for every v E Z, hence summing over all v E Z, the claim 
follows. 
In the PF model, the same arguments work, except that the final additive term of 1 
is missing from the right hand side of inequality (6), but appears instead in the right 
hand side of inequality (7). The rest of the argument continues the same. 
The second claim is proved by a similar argument. We start from the observation 
that the vertices of Q remain black in the first round and flip to white in the second 
round, and therefore we have (in the PC and PB models) that for every v E Q, 
deg(v,Z) +deg(v, Q>> deg(v,X) + deg(v, Y) 
and 
deg(V,Y) +deg(v,Z)> deg(v,X) + deg(v,Q) + 1. 
The rest of the proof follows the lines of the first claim. 0 
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By similar reasoning, observe that after the first round, each vertex v in Y remained 
white, implying that deg(v,X) + deg(v, Y) 3 deg( v, 2) + deg(v, Q). Summing over all 
v E Y, it follows that 
deg(Y,X)+deg(Y,Y)>deg(Y,Z)+deg(Y,P). 
Plugging in the two inequalities of Lemma 2.8, we get 
hence 
deg(MM)> deg(XX) +2deg(Y,X) + deg(Y, Y)~IzI + 1~1 =n - 1~1. 
Consequently, 
IMl* 2 deg(M,M)>n - lMl, 
hence /MI > fi - 1, and the theorem follows. 
Note that the bound can in fact be improved by 1 for the three SN models, since 
in the SN model we have IM)* - IMJ 3 deg(M,M), hence /Ml* >n. This implies the 
same improvement for the (PF, SI) model, by Lemma 2.4. 0 
3. Small drawing sets 
Our final observation is that if we weaken the requirement imposed on the set M, 
and only ask that it manages to reach a state in which a constant fraction of the 
vertices is white, then 0( 1) sets suffice in every model. Say that M is a drawing set 
if it reaches a periodic behavior (with a single fixpoint state or two alternating states) 
in which the set of white-colored vertices in the final state(s) is of size Q(n). The 
following example yields a bipartite graph with a drawing set of size 4, in the (PC, SI) 
model. Let V=AUB where A= IJOGiGk+,Ai and B= UOgi<kBi. The sets Ai,B; are 
of sizes jAoI:=4, IAiI=2’ for 1 <i<k+ 1, and IBil=2’+’ for l<i<k. The edge set 
of the graph is built as follows. For 0 <i < k, connect every vertex of Bi with every 
vertex of A, for every O<j< k + 1 - i. (see Fig. 6.) 
Then A0 is a drawing set, with the sequence of white sets being 
i 
Ao,Bk.AoUA,,BkU~~_i,...,(jAj,iJBr-j,...IB,A,B,... 
/=O J=o 
1 
with the final states alternating between n/2 - 2 and n/2 + 2 white vertices. 
As a second example, the singleton set depicted in Fig. 7 is a drawing set in the 
(PF, SN) model. 
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Fig. 6. Each circle Ai (or B,) represents a set of vertices (whose number is marked next to it). The edge 
connecting A; with B, represents complete connections between every vertex of A, and every vertex of B,. 
A0 is a drawing set of size 4. 
Fig. 7. A singleton drawing set for the (PF,SN) model. 
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