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Abstract
In this paper, we introduce and study a new system of generalized mixed quasi-variational inclusions with (A, )-accretive
operators in q-uniformly smoothBanach spaces. By using the resolvent operator technique associatedwith (A, )-accretive operators,
we construct a new p-step iterative algorithm for solving this system of generalized mixed quasi-variational inclusions in real q-
uniformly smooth Banach spaces. We also prove the existence of solutions for the generalized mixed quasi-variational inclusions
and the convergence of iterative sequences generated by algorithm. Our results improve and generalize many known corresponding
results.
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1. Introduction
Recently, in order to study extensively variational inequalities and variational inclusions, which are providing math-
ematical models to some problems arising in optimization and control, economics and engineering science, Ding
[3], Huang and Fang [14], Fang and Huang [6], Verma [26,27], Fang and Huang [7,8], Huang and Fang [13], Fang
et al. [5] have introduced the concepts of -subdifferential operators, maximal -monotone operators, generalized
monotone operators, A-monotone operators, (H, )-monotone operators in Hilbert spaces, H-accretive operators,
generalized m-accretive mappings, (H, )-accretive operators in Banach spaces, and their resolvent operators, re-
spectively. Further, Lan [20,21] introduced a new concept of (A, )-accretive mappings, which generalizes the ex-
isting monotone or accretive operators, and deﬁned resolvent operator associated with (A, )-accretive mappings.
Moreover, by using the resolvent operators technique, many authors constructed some iterative algorithms for solv-
ing some nonlinear variational inequalities in Hilbert spaces or Banach spaces. For more detail, see, for example,
[3–8,11,13,14,16,19,21,23,26–28,30,31] and the references therein.
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On the other hand, Agarwal et al. [1] introduced a system of generalized nonlinear mixed quasi-variational inclusions
and investigated the sensitivity analysis of solutions for this system of generalized nonlinear mixed quasi-variational
inclusions in Hilbert spaces. Kazmi and Khan [18] introduced and studied a new system of variational-like inclusions
involving P--accretive operators in q-uniformly smooth Banach spaces. Peng and Zhu [25] introduced and studied a
new system of generalized mixed quasi-variational inclusions with (H, )-monotone operators which contains those
mathematical models in [24,9,12] as specials cases.
Inspired and motivated by the above results, the purpose of this paper is to introduce and study a new mathematical
model, which is called to be a system of generalizedmixed quasi-variational inclusionswith (A, )-accretive operators in
real q-uniformly smooth Banach spaces. Our mathematical model contains the mathematical models in [18,25,24,9,12]
as special cases. By using the resolvent operator technique associatedwith (A, )-accretive operators, we construct a new
p-step iterative algorithm for solving this system of generalized mixed quasi-variational inclusions in real q-uniformly
smooth Banach spaces. We also prove the existence of solutions for the generalized mixed quasi-variational inclusions
and the convergence of iterative sequences generated by algorithm. The result in this paper extends and improves some
results in [21,30,19,18,25,24,9,12,10,17].
2. Preliminaries
Let E be a real Banach space with dual space and norm denoted by E∗ and ‖ · ‖. 〈, 〉 denote the dual pair between E
and E∗. CB(E) denote the family of all the nonempty closed and bounded subsets of E, and 2E is the power set of E.
H˜ (·, ·) be the Hausdorff metric on CB(E) deﬁned by
H˜ (A,B) = max
{
sup
x∈A
d(x, B), sup
y∈B
d(A, y)
}
, ∀A,B ∈ CB(E).
The generalized duality mapping Jq : E → 2E∗ is deﬁned by
Jq(x) = {f ∗ ∈ E∗ : 〈x, f ∗〉 = ‖f ∗‖‖x‖, ‖f ∗‖ = ‖x‖q−1}, ∀x ∈ E,
where q > 1 is a constant. In particular, J2 is the usual normalized duality mapping. It is known that, in general,
Jq(x) = ‖x‖q−2J (x), for all x 	= 0, and Jq is single-valued if E∗ is strictly convex. The modulus of smoothness of E
is the function E : [0,∞) → [0,∞) deﬁned by
E(t) = sup{ 12 (‖x + y‖ + ‖x − y‖) − 1 : ‖x‖1, ‖y‖ t}.
A Banach space E is called uniformly smooth if
lim
t→0
E(t)
t
= 0.
E is called q-uniformly smooth if there exists a constant c > 0, such that
E(t)ctq, q > 1.
Note that Jq is single-valued if E is uniformly smooth.
Lemma 2.1 (Xu [29]). Let E be a real uniformly smooth Banach space. Then, E is q-uniformly smooth if and only if
there exists a constant cq > 0, such that for all x, y ∈ E,
‖x + y‖q‖x‖q + q〈 y, Jq(x)〉 + cq‖y‖q .
Deﬁnition 2.1 (Lan et al. [21]). Let E be a real q-uniformly smooth Banach space, and A : E → E,  : E ×E → E
be two single-valued mappings. A is said to be
1. -accretive if 〈A(x) − A(y), Jq((x, y))〉0;
2. strictly -accretive if A is -accretive and 〈A(x) − A(y), Jq((x, y))〉 = 0 if and only if x = y;
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3. r-strongly -accretive if there exists a constant r > 0 such that
〈A(x) − A(y), Jq((x, y))〉r‖x − y‖q, ∀x, y ∈ E.
Deﬁnition 2.2 (Lan et al. [21]). Let E be a real q-uniformly smooth Banach space and T, g : E → E be two single-
valued mappings. Then T is said to be (, )-relaxed cocoercive with respect to g if there exist constants , > 0 such
that
〈T (x) − T (y), Jq(g(x) − g(y))〉 − ‖T (x) − T (y)‖q + ‖x − y‖q, ∀x, y ∈ E.
Remark 2.1. If g = I , then T is said to be (, )-relaxed cocoercive.
Deﬁnition 2.3 (Chidume et al. [2]). LetE be a real q-uniformly smooth Banach space and  : E×E → E, g : E → E
be two single-valued mappings. Then,
1. g is said to be -Lipschitz continuous if there exists a constant > 0 such that
‖g(x) − g(y)‖‖x − y‖, ∀x, y ∈ E.
2.  is said to be -Lipschitz continuous if there exists a constant > 0 such that
‖(x, y)‖‖x − y‖, ∀x, y ∈ E.
Deﬁnition 2.4. Let E be a real q-uniformly smooth Banach space and  : E ×E → E be a single-valued mapping. A
set-valued mapping M : E ×E → 2E is said to be m-relaxed -accretive in the ﬁrst argument if there exists a constant
m> 0 such that
〈u − v, Jq((x, y))〉 − m‖x − y‖q, ∀x, y,w ∈ E, u ∈ M(x,w), v ∈ M(y,w).
Deﬁnition 2.5 (Lan [19]). Let E be a real q-uniformly smooth Banach space and  : E × E → E, A : E → E be
two single-valued mappings. Then the set-valued mapping M : E × E → 2E is said to be (A, )-accretive in the ﬁrst
argument if M is m-relaxed -accretive in the ﬁrst argument, and for each w ∈ E,
(A + M(·, w))(E) = E, ∀> 0.
Remark 2.2. If M(·, ·) = M(·),
1. If m = 0, the Deﬁnition 2.5 reduces to the deﬁnition of P--accretive operators [18], which includes -m-accretive
operators [2] and H-accretive operators [8].
2. IfE=H is a Hilbert space, Deﬁnition 2.5 reduces to the deﬁnition of G--monotone operators [30], which includes
the deﬁnition of A-monotone operators [28].
3. IfE=H is a Hilbert space, andm=0, Deﬁnition 2.5 reduces to the deﬁnition of (H, )-monotone operators [7,12],
which includes that of maximal -monotone operators [14].
Lemma 2.2 (Lan [19]). Let E be a real q-uniformly smooth Banach space,  : E × E → E be a single-valued
mapping and A : E → E be a r-strongly -accretive mapping. Let M : E × E → 2E be (A, )-accretive in the ﬁrst
argument, then for each w ∈ E, > 0, (A + M(·, w))−1 is single-valued.
Deﬁnition 2.6 (Lan [19]). Let E be a real q-uniformly smooth Banach space,  : E × E → E be a single-valued
mapping and A : E → E be a strictly -accretive single-valued mapping. Let M : E ×E → 2E be (A, )-accretive in
the ﬁrst argument, and > 0 be a constant. Then for each w ∈ E, the resolvent operator RA,
M(·,w), : E → E associated
with A, , M,  is deﬁned by
R
A,
M(·,w),(u) = (A + M(·, x))−1(u), ∀u ∈ E.
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Lemma 2.3 (Lan [19]). Let E be a real q-uniformly smooth Banach space,  : E → E be -Lipschitz continuous,
A : E → E be r-strongly -accretive, and M : E × E → 2E be (A, )-accretive in the ﬁrst argument. Then for each
w ∈ E, the resolvent operator RA,
M(·,w), is Lipschitz continuous with a constant 
q−1/(r − m), i.e.,
‖RA,
M(·,w),(u) − RA,M(·,w),(v)‖
q−1
r − m‖u − v‖, ∀u, v ∈ E,
where  ∈ (0, r/m) is a constant.
Deﬁnition 2.7. Let E1, E2, . . . , Ep be real q-uniformly smooth Banach spaces, and for each i = 1, 2, . . . , p, let
gi : Ei → Ei and Ni :∏pj=1Ej → Ei be two single-valued mappings.
1. Ni is said to be ij -Lipschitz continuous in the jth argument if there exists a constant ij > 0 such that
‖Ni(x1, . . . , xj−1, yj1, xj+1, . . . , xp) − Ni(x1, . . . , xj−1, yj2, xj+1, . . . , xp)‖ij‖yj1 − yj2‖,
∀yj1, yj2 ∈ Ej , xi ∈ Ei(i ∈ {1, 2, 3, . . . , p}, i 	= j).
2. Ni is said to be 	ij -strongly accretive with respect to gi in the jth argument if there exists a constant 	ij > 0 such
that
〈Ni(x1, . . . , xj−1, yj1, xj+1, . . . , xp) − Ni(x1, . . . , xj−1, yj2, xj+1, . . . , xp), Jq(gi(yj1) − gi(yj2))〉
	ij‖yj1 − yj2‖q, ∀yj1, yj2 ∈ Ej , xi ∈ Ei(i ∈ {1, 2, 3, . . . , p}, i 	= j).
Deﬁnition 2.8. Let E be a real q-uniformly smooth Banach space, A : E → CB(E) be a set-valued mapping. A is
said to be H˜ -Lipschitz continuous, if there exists a constant t > 0 such that
H˜ (A(x), A(y)) t‖x − y‖, ∀x, y ∈ E,
where H˜ (·, ·) denotes the Hausdorff metric on CB(E).
3. A system of generalized mixed quasi-variational inclusions and p-step iterative algorithm
In this section, we will introduce a new system of generalized mixed quasi-variational inclusions with (A, )-
accretive operators and construct some new p-step iterative algorithm for solving this system of generalized mixed
quasi-variational inclusions in q-uniformly smooth Banach spaces. In what follows, unless otherwise speciﬁed, for each
i, j = 1, 2, . . . , p, we always suppose Ei is a q-uniformly smooth Banach space, Ai , gi : Ei → Ei , i : Ei × Ei →
Ei , Fi , Gi : ∏pj=1Ej → Ei are single-valued mappings, Tji : Ej → CB(Ei) is a set-valued mappings, and
Mi : Ei × Ei → 2Ei is an (Ai, i )-accretive mapping in the ﬁrst argument. Assume that gi(Ei)
⋂
domMi(·, wi) 	=
∅, for each wi ∈ Ei . We consider the following system of generalized mixed quasi-variational inclusion problem
(in short, SGMQVIP): Find (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) such that for
each i = 1, 2, . . . , p, xi ∈ Ei, y1i ∈ T1i (x1), y2i ∈ T2i (x2), . . . , ypi ∈ Tpi(xp)and
0 ∈ Fi(x1, x2, . . . , xp) + Gi(yi1, yi2, . . . , yip) + Mi(gi(xi), xi). (3.1)
Some special cases of the SGMQVIP (3.1) are listed as follows:
1. If Mi(·, ·) = Mi(·) is an (Hi , i)-monotone mapping(i = 1, 2, ·, p), then the SGMQVIP (3.1) reduces to the
problem of ﬁnding (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) such that for each
i = 1, 2, . . . , p, xi ∈ Ei , y1i ∈ T1i (x1), y2i ∈ T2i (x2), . . . , ypi ∈ Tpi(xp) and
0 ∈ Fi(x1, x2, . . . , xp) + Gi(yi1, yi2, . . . , yip) + Mi(gi(xi)). (3.2)
Problem (3.2) was introduced and studied by Peng and Zhu [25].
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2. If p = 2, G1 = G2 ≡ 0, Mi be Pi-i-accretive in the ﬁrst argument (i = 1, 2), then the SGMQVIP (3.1) reduces to
the problem of ﬁnding (x1, x2) ∈ E1 × E2 such that,{
0 ∈ F1(x1, x2) + M1(g1(x1), x1),
0 ∈ F2(x1, x2) + M2(g2(x2), x2). (3.3)
Problem (3.3) was introduced and studied by Kazmi and Khan [18].
Lemma 3.1. For i = 1, 2, . . . , p, let i : Ei × Ei → Ei be a single-valued mapping, Ai : Ei → Ei be a r-
strongly -accretive mapping, and Mi : Ei × Ei → 2Ei is an (Ai, i )-accretive mapping in the ﬁrst argument.
Then, (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) with xi ∈ Ei , y1i ∈ T1i (x1), y2i ∈
T2i (x2), . . . , ypi ∈ Tpi(xp) (i=1, 2, . . . , p) is a solution of the SGMQVIP (3.1) if and only if for each i=1, 2, . . . , p,
gi(xi) = RAi,iMi(·,xi ),i (Ai(gi(xi)) − iFi(x1, x2, . . . , xp) − iGi(yi1, yi2, . . . , yip)), (3.4)
where RAi,i
Mi(·,xi ),i = (Ai + iMi(·, xi))−1, i > 0 is a constant.
Proof. The fact directly follows from Deﬁnition 2.6
For any given x0i ∈ Ei(i = 1, 2, . . . , p), take y01i ∈ T1i (x01 ), y02i ∈ T2i (x02 ), . . . , y0pi ∈ Tpi(x0p)(i = 1, 2, . . . , p). For
i = 1, 2, . . . , p, let
x1i = x0i − gi(x0i ) + RAi,iMi(·,x0i ),i (Ai ◦ gi(x
0
i ) − iFi(x01 , x02 , . . . , x0p) − iGi(y0i1, y0i2, . . . , y0ip)).
Since y01i ∈ T1i (x01 ), y02i ∈ T2i (x02 ), . . . , y0pi ∈ Tpi(x0p)(i = 1, 2, . . . , p), by Nadler’s theorem [22], there exist y11i ∈
T1i (x
1
1), y
1
2i ∈ T2i (x12), . . . , y1pi ∈ Tpi(x1p)(i = 1, 2, . . . , p), such that for each i = 1, 2, . . . , p,
‖y11i − y01i‖(1 + 1)H˜ (T1i (x11), T1i (x01 )),
‖y12i − y02i‖(1 + 1)H˜ (T2i (x11), T2i (x01 )),
. . .
‖y1pi − y0pi‖(1 + 1)H˜ (Tpi(x11), Tpi(x01 )).
For i = 1, 2, . . . , p, let
x2i = x1i − gi(x1i ) + RAi,iMi(·,x1i ),i (Ai ◦ gi(x
1
i ) − iFi(x11 , x12 , . . . , x1p) − iGi(y1i1, y1i2, . . . , y1ip)).
Again by Nadler’s theorem [22], there exist y21i ∈ T1i (x21 ), y22i ∈ T2i (x22 ), . . . , y2pi ∈ Tpi(x2p) (i = 1, 2, . . . , p), such
that for each i = 1, 2, . . . , p,
‖y21i − y11i‖(1 + 12 )H˜ (T1i (x21 ), T1i (x11)),
‖y22i − y12i‖(1 + 12 )H˜ (T2i (x21 ), T2i (x11)),
. . .
‖y2pi − y1pi‖(1 + 12 )H˜ (Tpi(x21 ), Tpi(x11)).
By induction, we can obtain the following p-step iterative algorithm for solving the SGMQVIP as follows:
Algorithm 3.1. For any given x0i ∈ Ei (i = 1, 2, . . . , p), we can compute the sequences xni , yn1i , yn2i , . . . , ynpi (i =
1, 2, . . . , p) by the following p-step iterative schemes such that for each i = 1, 2, . . . , p,
xn+1i = xni − gi(xni ) + RAi,iMi(·,xni ),i (Ai ◦ gi(x
n
i ) − iFi(xn1 , xn2 , . . . , xnp) − iGi(yni1, yni2, . . . , ynip)). (3.5)
yn1i ∈ T1i (xn1 ), ‖yn1i − yn−11i ‖
(
1 + 1
n
)
H˜ (T1i (x
n
1 ), T1i (x
n−1
1 )), (3.6)
168 X.P. Ding, H. Rong Feng / Journal of Computational and Applied Mathematics 220 (2008) 163–174
yn2i ∈ T2i (xn2 ), ‖yn2i − yn−12i ‖
(
1 + 1
n
)
H˜ (T2i (x
n
2 ), T2i (x
n−1
2 )), (3.7)
. . .
ynpi ∈ Tpi(xnp), ‖ynpi − yn−1pi ‖
(
1 + 1
n
)
H˜ (Tpi(x
n
p), Tpi(x
n−1
p )). (3.8)
for all n = 0, 1, 2, . . . .
Now we prove the existence of a solution of the SGMQVIP (3.1) and the convergence of Algorithm 3.1.
Theorem 3.1. For i = 1, 2, . . . , p, let i : Ei × Ei → Ei be i-Lipschitz continuous, Ai : Ei → Ei be ri-strongly
i-accretive and 
i-Lipschitz continuous, gi : Ei → Ei be (i , i )-relaxed cocoercive and si-Lipschitz continuous,
Fi :∏pk=1Ek → Ei be i-strongly accretive with respect to ĝi in the ith argument and 	ij -Lipschitz continuous in the
jth argument for j = 1, . . . , i − 1, i, i + 1, . . . , p, where ĝi : Ei → Ei is deﬁned by ĝi (xi)=Ai ◦ gi(xi)=Ai(gi(xi)),
∀xi ∈ Ei , and Gi : ∏pk=1 Ek → Eibe ij -Lipschitz continuous in the jth argument for j = 1, 2, . . . , p, Mi :
Ei ×Ei → 2Ei be (Ai, i )-accretive in the ﬁrst argument, and the set-valued mapping T1i :E1 → CB(Ei), T2i :E2 →
CB(Ei), . . . , Tpi : Ep → CB(Ei) be H˜ -Lipschitz continuous with constant l1i > 0, l2i > 0, . . . , l1i > 0, respectively.
In addition, if
‖RAi,i
Mi(·,xi1),i (zi) − R
Ai,i
Mi(·,xi2),i (zi)‖i‖xi1 − xi2‖, ∀xi1, xi2, zi ∈ Ei , (3.9)
for all i = 1, 2, . . . , p. If there exist constants 0< i < ri/mi (i = 1, 2, . . . , p) such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1 − q1 + q1sq1 + cqsq1 )1/q + 1 +
q−11
r1 − 1m1 ((

q
1s
q
1 − q11 + cqq1	q11)1/q
+∑pj=1 11j l1j ) +∑pj=2 j q−1jrj − jmj 	j1 < 1,
(1 − q2 + q2sq2 + cqsq2 )1/q + 2 +
q−12
r2 − 2m2 ((

q
2s
q
2 − q22 + cqq2	q22)1/q
+∑pj=122j l2j ) + q−11r1 − 1m1 1	12 +∑pj=3 j 
q−1
j
rj − jmj 	j2 < 1,
· · ·
1 − qp + qpsqp + cqsqp)1/q + p +
q−1p
rp − pmp ((

q
ps
q
p − qpp + cqqp	qpp)1/q
+∑pj=1ppj lpj ) +∑p−1j=1j p−1jrj − jmj 	jp < 1.
(3.10)
Then the SGMQVIP (3.1) admits a solution (x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1,
yp2, . . . , ypp) and sequences xn1 , x
n
2 , . . . , x
n
p, y
n
11, y
n
12, . . . , y
n
1p, y
n
21, y
n
22, . . . , y
n
2p, . . . , y
n
p1, y
n
p2, . . . , y
n
pp converge to
x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp, respectively, where xni , y
n
1i , y
n
2i , . . . , y
n
pi
(i = 1, 2, . . . , p) are the sequences generated by Algorithm 3.1.
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Proof. For i = 1, 2, . . . , p, let ni ≡ Ai(gi(xni )) − iFi(xn1 , xn2 , . . . , xnp) − iGi(yni1, yni2, . . . , ynip). By (3.5), Lemma
2.3 and (3.9), we have,
‖xn+1i − xni ‖ = ‖xni − gi(xni ) + RAi,iMi(·,xni ),i (Ai ◦ gi(x
n
i ) − iFi(xn1 , xn2 , . . . , xnp)
− iGi(yni1, yni2, . . . , ynip)) − [xn−1i − gi(xn−1i ) + RAi,iMi(·,xn−1i ),i (Ai ◦ gi(x
n−1
i )
− iFi(xn−11 , xn−12 , . . . , xn−1p ) − iGi(yn−1i1 , yn−1i2 , . . . , yn−1ip ))]‖
‖xni − gi(xni ) − xn−1i + gi(xn−1i )‖ + ‖RAi,iMi(·,xni ),i (
n
i ) − RAi,iMi(·,xn−1i ),i (
n−1
i )‖
‖xni − gi(xni ) − xn−1i + gi(xn−1i )‖ + ‖RAi,iMi(·,xni ),i (
n
i ) − RAi,iMi(·,xni ),i (
n−1
i )‖
+ ‖RAi,i
Mi(·,xni ),i (
n−1
i ) − RAi,iMi(·,xn−1i ),i (
n−1
i )‖
‖xni − gi(xni ) − xn−1i + gi(xn−1i )‖ +
q−1i
ri − imi ‖
n
i − n−1i ‖
+ i‖xni − xn−1i ‖, i = 1, 2, . . . , p. (3.11)
Since gi : Ei → Ei be (i , i )-relaxed cocoercive and si-Lipschitz continuous, we have
‖xni − xn−1i − [gi(xni ) − gi(xn−1i )]‖q
‖xni − xn−1i ‖q − q〈gi(xni ) − gi(xn−1i ), Jq(xni − xn−1i )〉 + cq‖gi(xni ) − gi(xn−1i )‖q
(1 − qi + qi sqi + cqsqi )‖xni − xn−1i ‖q . (3.12)
And
‖ni − n−1i ‖ = ‖Ai(gi(xni )) − iFi(xn1 , xn2 , . . . , xnp) − iGi(yni1, yni2, . . . , ynip)
− [Ai(gi(xn−1i )) − iFi(xn−11 , xn−12 , . . . , xn−1p ) − iGi(yn−1i1 , yn−1i2 , . . . , yn−1ip )]‖
‖Ai(gi(xni )) − Ai(gi(xn−1i )) − i[Fi(xn1 , . . . , xni−1, xni , xni+1, . . . , xnp)
− Fi(xn1 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)]‖
+ i‖Fi(xn1 , . . . , xni−1, xn−1i , xni+1, . . . , xnp) − Fi(xn−11 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xn−1p )‖
+ i‖Gi(yni1, yni2, . . . , ynip) − Gi(yn−1i1 , yn−1i2 , . . . , yn−1ip )‖, i = 1, 2, . . . , p. (3.13)
Since Fi :∏pk=1 Ek → Ei be i-strongly accretive with respect to ĝi in the ith argument and 	ii-Lipschitz continuous
in the ith argument, we have
‖Ai(gi(xni ))−Ai(gi(xn−1i ))−i[Fi(xn1 , . . . , xni−1, xni , xni+1, . . . , xnp)−Fi(xn1 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)]‖q
‖Ai(gi(xni )) − Ai(gi(xn−1i ))‖q − qi〈Fi(xn1 , . . . , xni−1, xni , xni+1, . . . , xnp)
− Fi(xn1 , . . . , xni−1, xn−1i , xni+1, . . . , xnp), Jq(Ai(gi(xni )) − Ai(gi(xn−1i )))〉
+ cqqi ‖Fi(xn1 , . . . , xni−1, xni , xni+1, . . . , xnp) − Fi(xn1 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)‖q
(
qi s
q
i − qii + cqqi 	qii)‖xni − xn−1i ‖q, i = 1, 2, . . . , p. (3.14)
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Since Fi :∏pk=1 Ek → Ei be 	ij -Lipschitz continuous in the jth argument for j = 1, . . . , i − 1, i + 1, . . . , p, we have,
‖Fi(xn1 , . . . , xni−1, xn−1i , xni+1, . . . , xnp) − Fi(xn−11 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xn−1p )‖
‖Fi(xn1 , xn2 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)
− Fi(xn−11 , xn2 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)‖
+ ‖Fi(xn−11 , xn2 , xn3 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)
− Fi(xn−11 , xn−12 , xn3 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)‖
+ ‖Fi(xn−11 , xn−12 , xn3 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)
− Fi(xn−11 , xn−12 , xn−13 , . . . , xni−1, xn−1i , xni+1, . . . , xnp)‖
+ · · · + ‖Fi(xn−11 , xn−12 , xn−13 , . . . , xn−1i−1 , xn−1i , xni+1, . . . , xnp)
− Fi(xn−11 , xn−12 , xn−13 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xnp)‖
+ · · · + ‖Fi(xn−11 , xn−12 , xn−13 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xnp)
− Fi(xn−11 , xn−12 , xn−13 , . . . , xn−1i−1 , xn−1i , xn−1i+1 , . . . , xn−1p )‖
	i1‖xn1 − xn−11 ‖ + 	i2‖xn2 − xn−12 ‖ + · · · + 	i,i−1‖xni−1 − xn−1i−1 ‖
+ 	i,i+1‖xni+1 − xn−1i+1 ‖ + · · · + 	ip‖xnp − xn−1p ‖
=
i−1∑
j=1
	ij‖xnj − xn−1j ‖ +
p∑
j=i+1
	ij‖xnj − xn−1j ‖, i = 1, 2, . . . , p. (3.15)
It follows from the Lipschitz continuity of Gi , the H˜ -Lipschitz continuity of Tij , (3.6), (3.7) and (3.8) that:
‖Gi(yni1, yni2, . . . , ynip) − Gi(yn−1i1 , yn−1i2 , . . . , yn−1ip )‖
‖Gi(yni1, yni2, . . . , ynip) − Gi(yn−1i1 , yni2, . . . , ynip)‖
+ ‖Gi(yn−1i1 , yni2, . . . , ynip) − Gi(yn−1i1 , yn−1i2 , . . . , ynip)‖
+ · · · + ‖Gi(yn−1i1 , yn−1i2 , . . . , ynip) − Gi(yn−1i1 , yn−1i2 , . . . , yn−1ip )‖

p∑
j=1
ij‖ynij − yn−1ij ‖
p∑
j=1
ij
(
1 + 1
n
)
H˜ (Tij (x
n
i ), Tij (x
n−1
i ))

p∑
j=1
ij
(
1 + 1
n
)
lij‖xni − xn−1i ‖, i = 1, 2, . . . , p. (3.16)
It follows from (3.11)–(3.16) that for each i = 1, 2, . . . , p,
‖xn+1i − xni ‖
⎡⎣(1 − qi + qi sqi + cqsqi )1/q + i
+ 
q−1
i
ri − imi
⎛⎝(
qi sqi − qii + cqqi 	qii)1/q + p∑
j=1
iij
(
1 + 1
n
)
lij
⎞⎠⎤⎦ ‖xni − xn−1i ‖
+
i−1∑
j=1
i	ij
q−1i
ri − imi ‖x
n
j − xn−1j ‖ +
p∑
j=i+1
i	ij
q−1i
ri − imi ‖x
n
j − xn−1j ‖. (3.17)
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Therefore,
p∑
i=1
‖xn+1i − xni ‖
p∑
i=1
⎧⎨⎩
⎡⎣(1 − qi + qi sqi + cqsqi )1/q + i
+ 
q−1
i
ri − imi
⎛⎝(
qi sqi − qii + cqqi 	qii)1/q + p∑
j=1
iij
(
1 + 1
n
)
lij
⎞⎠⎤⎦ ‖xni − xn−1i ‖
+
i−1∑
j=1
i	ij
q−1i
ri − imi ‖x
n
j − xn−1j ‖ +
p∑
j=i+1
i	ij
q−1i
ri − imi ‖x
n
j − xn−1j ‖
⎫⎬⎭
=
⎛⎝(1 − q1 + q1sq1 + cqsq1 )1/q + 1 + q−11r1 − 1m1
⎛⎝(
q1sq1 − q11 + cqq1	q11)1/q
+
p∑
j=1
11j
(
1 + 1
n
)
l1j
⎞⎠+ p∑
j=2
j
q−1j
rj − jmj 	j1
⎞⎠ ‖xn1 − xn−11 ‖
+
⎛⎝(1 − q2 + q2sq2 + cqsq2 )1/q + 2 + q−12r2 − 2m2
⎛⎝(
q2sq2 − q22 + cqq2	q22)1/q
+
p∑
j=1
22j
(
1 + 1
n
)
l2j
⎞⎠+ q−11
r1 − 1m1 1	12 +
p∑
j=3
j
q−1j
rj − jmj 	j2
⎞⎠ ‖xn2 − xn−12 ‖
+ · · · +
⎛⎝(1 − qp + qpsqp + cqsqp)1/q + p
+ 
q−1
p
rp − pmp
⎛⎝(
qpsqp − qpp + cqqp	qpp)1/q + p∑
j=1
ppj
(
1 + 1
n
)
lpj
⎞⎠
+
p−1∑
j=1
j
p−1j
rj − jmj 	jp
⎞⎠ ‖xnp − xn−1p ‖
n
(
p∑
i=1
‖xni − xn−1i ‖
)
, (3.18)
where
n = max
⎧⎨⎩(1 − q1 + q1sq1 + cqsq1 )1/q + 1 + 
q−1
1
r1 − 1m1
⎛⎝(
q1sq1 − q11 + cqq1	q11)1/q
+
p∑
j=1
11j
(
1 + 1
n
)
l1j
⎞⎠+ p∑
j=2
j
q−1j
rj − jmj 	j1, (1 − q2 + q2s
q
2 + cqsq2 )1/q
+ 2 +
q−12
r2 − 2m2
⎛⎝(
q2sq2 − q22 + cqq2	q22)1/q + p∑
j=1
22j
(
1 + 1
n
)
l2j
⎞⎠
+ 
q−1
1
r1 − 1m1 1	12 +
p∑
j=3
j
q−1j
rj − jmj 	j2, . . . , (1 − qp + qps
q
p + cqsqp)1/qv
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+ p +
q−1p
rp − pmp
⎛⎝(
qpsqp − qpp + cqqp	qpp)1/q
+
p∑
j=1
ppj
(
1 + 1
n
)
lpj
⎞⎠+ p−1∑
j=1
j
p−1j
rj − jmj 	jp
⎫⎬⎭ .
Let
 = max
⎧⎨⎩(1 − q1 + q1sq1 + cqsq1 )1/q + 1 + 
q−1
1
r1 − 1m1
⎛⎝(
q1sq1 − q11 + cqq1	q11)1/q
+
p∑
j=1
11j l1j
⎞⎠+ p∑
j=2
j
q−1j
rj − jmj 	j1, (1 − q2 + q2s
q
2 + cqsq2 )1/q
+ 2 +
q−12
r2 − 2m2
⎛⎝(
q2sq2 − q22 + cqq2	q22)1/q + p∑
j=1
22j l2j
⎞⎠
+ 
q−1
1
r1 − 1m1 1	12 +
p∑
j=3
j
q−1j
rj − jmj 	j2, . . . , (1 − qp + qps
q
p + cqsqp)1/q
+ p +
q−1p
rp − pmp
⎛⎝(
qpsqp − qpp + cqqp	qpp)1/q + p∑
j=1
ppj lpj
⎞⎠
+
p−1∑
j=1
j
p−1j
rj − jmj 	jp
⎫⎬⎭ .
Then n →  as n → ∞.
Deﬁne ‖ · ‖1 on E =∏pj=1Ep by
‖(z1, z2, . . . , zp)‖ = ‖z1‖ + ‖z2‖ + · · · + ‖zp‖, ∀(z1, z2, . . . , zp) ∈ E.
It is easy to see that (E, ‖ · ‖1) is a Banach space. Deﬁne zn+1 = (xn+11 , xn+12 , . . . , xn+1p ). Then, we have
‖zn+1 − zn‖ = ‖xn+11 − xn1‖ + ‖xn+12 − xn2‖ + · · · + ‖xn+1p − xnp‖. (3.19)
From the condition (3.10), we know that 0< < 1, and hence there exists an n0 > 0 and 0 ∈ (0, 1) such that n0
for all nn0. Therefore by (3.18) and (3.19), we have
‖zn+1 − zn‖0‖zn − zn−1‖, ∀nn0. (3.20)
It follows from (3.20) that
‖zn+1 − zn‖n−n00 ‖zn0+1 − zn0‖. (3.21)
Hence, for any mnn0, it follows that
‖xm1 − xn1‖‖zm − zn‖
m−1∑
i=n
‖zi+1 − zi‖

m−1∑
i=n
i−n00 ‖zn0+1 − zn0‖. (3.22)
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Since 0< 0 < 1, it follows from that (3.22) that ‖xm1 − xn1‖ → 0 as n → ∞, and hence {xn1 } is a Cauchy sequence in
E1. By the same argument, we also have {xni } is a Cauchy sequence in Ei(i = 2, 3, . . . , p). Thus, there exist x1 ∈ E1,
x2 ∈ E2, . . . , xp ∈ Ep such that xn1 → x1, xn2 → x2, . . . , xnp → xp as n → ∞.
Now we prove that yn1i → y1i ∈ T1i (x1), yn2i → y2i ∈ T2i (x2), . . . , ynpi → ypi ∈ Tpi(xp) (i = 1, 2, . . . , p). In fact,
it follows from the Lipschitz continuity of T1i , T2i , . . . , Tpi and (3.6)–(3.8) that for i = 1, 2, . . . , p,
‖yn1i − yn−11i ‖
(
1 + 1
n
)
l1i‖xn1 − xn−11 ‖, (3.23)
‖yn2i − yn−12i ‖
(
1 + 1
n
)
l2i‖xn2 − xn−12 ‖, (3.24)
. . .
‖ynpi − yn−1pi ‖
(
1 + 1
n
)
lpi‖xnp − xn−1p ‖. (3.25)
From (3.23)–(3.25), we know that yn1i , yn2i , . . . , ynpi(i = 1, 2, . . . , p) are also Cauchy sequences. Therefore, there exist
y1i ∈ E1, y2i ∈ E2, . . . , ypi ∈ Ep such that yn1i → y1i , yn2i → y2i , . . . , ynpi → ypi as n → ∞. Further, for
i = 1, 2, . . . , p,
d(y1i , T1i (x1))‖y1i − yn1i‖ + d(yn1i , T1i (x1))
‖y1i − yn1i‖ + H˜ (T1i (xn1 ), T1i (x1))
‖y1i − yn1i‖ + l1i‖xn1 − x1‖ → 0.
Since T1i (x1) is closed, we have y1i ∈ T1i (x1)(i = 1, 2, . . . , p). Similarly, y2i ∈ T2i (x2), . . . , ypi ∈ Tpi(xp)(i =
1, 2, . . . , p). By continuity of gi , Ai , Fi , Gi , T1i , T2i , . . . , Tpi , R
Ai,i
Mi(·,xi ),i and Algorithm 3.1, we know that x1,
x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp satisfy the following relation:
gi(xi) = RAi,iMi(·,xi ),i (Ai(gi(xi)) − iFi(x1, x2, . . . , xp) − iGi(yi1, yi2, . . . , yip)), i = 1, 2, . . . , p.
By Lemma 3.1, ( x1, x2, . . . , xp, y11, y12, . . . , y1p, y21, y22, . . . , y2p, . . . , yp1, yp2, . . . , ypp) is a solution of the SG-
MQVIP (3.1). This completes the proof. 
Example. If p = 2, E1 = E2 = H is a Hilbert space, if g1 = g2 = I (the identity mapping on H), G1 = G2 ≡ 0,
M1(x, x) = 
K(x), M2(y, y) = 
K(y) for all x, y ∈ H , where K ⊂ H is a nonempty closed and convex subset
and 
K denotes the indicator of K, if F1(x, y) = T1(y) + x − y and F2(x, y) = T2(x) + y − x for all x, y ∈ H ,
where T1, T2 : K → H and , > 0, then the SGMQVIP (3.1) reduces to the following system of nonlinear variational
inequalities (in short, SNVI) introduced and studied by Huang and Noor [15]:
Find (x, y) ∈ H × H such that{ 〈T1(y) + x − y, z − x〉0,
〈T2(x) + y − x, z − y〉0, ∀z ∈ K. (3.26)
The SNVI (3.26) is equivalent to the following projection formulas{
x = PK(y − T1(y)),
y = PK(x − T2(x)), ∀, > 0. (3.27)
For any given x0, y0 ∈ K , we can compute the sequences {xn}, {yn} by the following iterative scheme:{
xn+1 = PK(yn − T1(yn)),
yn+1 = PK(xn − T2(xn)). (3.28)
Noting that if Ti is ri-stronglymonotone and i-Lipschitz continuous (i=1, 2), and 0< < 2r1/21 and 0< < 2r2/22,
then the iterative sequence {(xn, yn)} generated by the (3.28) converge strongly to a solution (x, y) of the SNVI (3.26).
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