Abstract-In linear particle accelerators used for free-electron lasers, it is often required that the electron bunches experience the same electric field as they pass through the accelerating structures. For radio frequency (RF) pulsed mode machines, like the SwissFEL, this means that the amplitude and phase of the RF pulses feeding the structures through the waveguides should be kept constant over the pulselength. This raises an interesting problem that can be addressed by an iterative learning control (ILC) technique. This method manipulates the input waveforms iteratively, in order to generate flat amplitude and phase pulses at the output of the system. In this paper, we introduce two ILC algorithms, one with a model and one without, which have been tested on three different high-power RF subsystems, namely, the klystron, pulse compressor, and RF Gun.
I. INTRODUCTION
A LINEAR particle accelerator (Linac) is used to accelerate charged particles (electrons, protons, or ions) in a straight line by generating a high frequency alternating electric field along a series of cavities, forming an accelerator structure. In a free-electron laser (FEL), the accelerated electron beam is passed through a periodic magnet array, called undulator, causing the transverse acceleration of the electrons that results in the release of photons (see Fig. 1 ). The SwissFEL project at the Paul Scherrer Institut will develop an FEL that provides a source of very bright and short X-ray pulses enabling scientific discoveries in a wide range of disciplines, from fundamental research to applied science [1] .
The SwissFEL injector and linac radio frequency (RF) drives operate in a pulsed mode at the rate of 100 Hz, using normal conducting RF accelerating structures. The input RF pulselength is relatively short (of the order of 1-3 μs) and there is no RF digital feedback loop running within a pulse. Beam measurements can, therefore, only be used to influence subsequent pulses. Iterative learning control (ILC) is a method for controlling systems that operate in a repetitive, or trial-to-trial, mode. It was originally introduced in [2] and studied in the mid 1980s [3] . Since then, ILC has been the subject of active research [4] - [7] . In this paper, an ILC-based approach for producing flat-topped (or generally any desired shape) pulses is introduced, which modulates both the in-phase (I ) and quadrature (Q) components of the input RF signal. A different ILC approach has been previously tested on accelerating structures in [8] , which is based on the intrapulse state feedback [9] . However, since no intrapulse digital feedback is feasible in the SwissFEL machine, this method is not applicable here.
In this paper, we investigate the model-based and modelfree ILC methods and their application in RF pulse flattening of three RF subsystems, namely, the klystron, the pulse compressor, and the RF Gun [10] , [11] . Depending on the system dynamics, either of these methods can be used. However, in systems with a relatively precise model, such as the pulse compressor and the RF Gun, the model-based approach has a better performance. For the purpose of precise RF pulse-shaping, ILC methods were designed and successfully tested on the high-power RF components. In addition, we show that with an ILC algorithm the RF pulse flatness of the pulse compressor can be significantly improved (compared to the common "phase modulation" analytical method). The ILC approach to pulse shaping in linear accelerators significantly outperforms the standard methods, such as phase modulation, for generating desired RF pules shapes.
The paper is organized as follows. Section II gives an overview of the architecture of an RF station. Section III describes the control objective of the klystron pulse control and presents the system identification tasks applied on the klystron output. Sections IV and V develop the model-based and model-free ILC algorithms and their application to the RF system. Section VI introduces the pulse compressor model and dynamics. The two conventional operation modes of pulse compressors are introduced, followed by a comparison with the ILC-based method. Section VII develops the ILC approach for a standing wave structure. Finally, Section VIII concludes this paper with a summary of the results.
II. RF STATION SYSTEM
The SwissFEL C-band (5.712 GHz) linac consists of 26 RF modules. Each module is composed of a power amplifier (known as a klystron) feeding a pulse compressor and four accelerating structures as shown in Fig. 2 . The RF C-band signal is generated by a master oscillator. The waveforms of the I and Q components of the RF signal are upconverted to the carrier frequency through the vector modulator. Each discrete waveform sequence contains 2048 samples with a 1063-6536 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. sampling time of T s = 4.2 ns. The RF signal drives the klystron that delivers a high-power RF at its output. In C-band stations, a pulse compressor [labeled barrel open cavity (BOC) in Fig. 2 ] is placed after the klystron, followed by accelerating structures. The pulse compressor is a passive device used to convert a long RF pulse to a short one with a much higher peak RF magnitude [12] . The control objective is to generate flat amplitude and phase pulses at the output of each of the three RF subsystems: the klystron, pulse compressor, or RF Gun. We develop an ILC-based approach and test it on the three subsystems separately. The voltage at the output of the RF subsystem, which is of the order of 100 kV, is measured by a directional coupler with several attenuators and downconverted to the intermediate frequency 39.6 MHz. The resulting signal is then sampled at the rate of 238 MHz, followed by a non-IQ (In-phase and quadrature) demodulation algorithm to obtain discrete sequences of I and Q. For ILC studies, the measured I and Q waveforms are used to update the next I and Q inputs to the digital-to-analog converter (DAC). After a few iterations, the ILC algorithm converges and the vector modulator is then driven with the appropriate input waveforms generated by the ILC. Since the SwissFEL is under construction, the ILC studies have been tested on a full-scale test bed operating at nominal power. III. KLYSTRON OUTPUT PULSE CONTROL Fig. 3 illustrates the initial output signals of the klystron as a response to a rectangular input pulse. The colored area contributes to the energy gain of the electrons (electrons are usually fired after the filling time of the structure; the beam passage of the electrons through the structure lasts only a few nanoseconds). We refer to this region as the "flat-topped" region, where ideally the pulse should be constant in both amplitude and phase. For the klystron, usually there is no accurate first-principle model to describe the system response. The klystron output pulse shape is mainly dominated by the pulse of the high-voltage modulator that makes the system nonlinear (due to klystron saturation) and time-varying (due to the high voltage pulse shape over time). However, we use small signal models around the operating point, which is close to saturation, and a relatively short time window so that the system can be assumed to be an LTI system. To control the pulse shape, we take two iterative learning approaches, namely, model-based and model-free. The starting point of model-based controller design is to identify a model of the system. The system identification analysis, which is based on gray-box modeling, is described in the next section, followed by the ILC algorithm. 
A. System Identification
The klystron is the main nonlinear part of the RF actuation chain. The operating point is normally close to saturation with 1%-5% headroom. The actuation and measurement signals are the I and Q components of the RF signals (rather than the amplitude and phase), since the overall system is relatively linear and symmetric with respect to I and Q. For the system identification task, the I and Q input waveforms are slightly excited during the flat-topped region. To excite the system inputs, four periods (each 120 samples long) of two uncorrelated pseudorandom binary signals (PRBS) [13] are simultaneously applied to both the I and Q channels in the flat-topped region. For the identification analysis, the first period of the data is discarded and the remaining three periods of the output signal are averaged. The normalized excitation signals and the corresponding output responses are shown in Fig. 4 .
Exciting the inputs at the same time has some advantages. First, the identification is done with only one experiment. Second, the cross terms of the combined model are not overestimated. The identification is done with the subspace method using the MATLAB N4SID identification toolbox [14] to estimate the state-space model. The number of states n x is chosen empirically to achieve proper fitting without leading to overestimation. The resulting model is
where x(k) denotes the state vector of order n x = 6, w(k) is an unknown disturbance or noise, and u and y are in the I and Q coordinates 
IV. MODEL-BASED ILC
Since no intrapulse actuation is feasible, due to the short pulselength, an ILC method for RF pulse shaping is studied in which the measured I and Q trajectories are used to give an estimate of the tracking error of the desired pulse shape. The error trajectory is then used to update the DAC input I and Q trajectories for the next pulse, and this process is repeated iteratively, i.e., in a pulse-to-pulse manner. With the choice of the I and Q components of the RF signal, instead of amplitude and phase, we benefit from linearity and symmetry of the system dynamics.
Throughout this paper, we use the following lifted system representation:
where G 2N×2N is the lower-triangular Toeplitz matrix of the impulse response h(k) derived from (1), and u and y are, respectively, the supervectors of input and output generated by stacking the I and Q vectors
. . .
and N denotes the number of samples in the flat-topped region.
For the notation throughout this paper, subscript i denotes the pulse iteration counter, whereas index k captures the discrete time instants.
At i th trial, the measured output is given by
where d i is the output disturbance and n i denotes the zeromean measurement noise. Note that w = d + n in (1). The disturbance term d is estimated from the previous trial as
where we approximate the expectation operator E{y} with the averaged waveform y over ten iterations (with the same inputs), that is
where y i j values are the output trajectories of the same input u i . The idea of ILC is to iteratively update the input trajectory u i in such a way that the desired output trajectory is obtained. This process is not causal in a sense that the data from timé k > k-from the previous trials-can be used for updating u(k). The algorithm proposed here calculates the control input for the (i + 1)th iteration as the solution of an optimization problem
The optimality criterion is defined as follows [4] :
where · are the weighted norms defined by the positive definite matrices X and R. The signal y d denotes the desired output vector andŷ i+1 is the predicted output for the next iterationŷ
The desired output vector y d can be expressed in terms of the desired I and Q waveforms
where a d and ϕ d are, respectively, the desired output amplitude and phase trajectories in the flat-topped region (shaded area in Fig. 3 ), and is understood as component wise multiplication. We choose a smooth reference amplitude trajectory as follows:
where a ref is the desired amplitude at the flat-top and a 0 and k 0 are constants. A similar trajectory can be defined for the phase.
Solving (7) gives the following optimal control input for the next iteration:
Note that the weight matrices R 0 and X 0 can be trial-variant, but in order to reduce complexity we take them to be constant. As a result, the matrix inversion is calculated only once.
The input signal (both the I and Q input waveforms) is clipped to lower and upper bounds if necessary, that is
A sketch of the proof of convergence is given in the following.
A. Proof of Convergent Learning
Let us define e i := y d − y i to be the error vector at iteration i . Using (4) and (5) and the optimal control law derived in (12) leads us to the following error transition model:
where
We now calculate the covariance matrix of the error vector
The cross terms such as E{e i n T i+1 } and E{n i n T i+1 } are neglected since the noise vectors of different iterations are assumed to be uncorrelated.
We denote by C e i the covariance matrix of the error at iteration i and by C n the covariance matrix of the noise that is trial-invariant. Therefore, (15) is replaced by
The difference equation (16) can be solved directly
Note that matrix M is convergent, i.e., M 2 < 1. This can be seen from the following inequality:
Hence, the series in (17) converges absolutely (exponentially) to which is the discrete Lyapunov equation that can be solved using the standard methods.
B. Experimental Results of Model-Based ILC
As stated earlier, the control objective is to generate flattopped pulses at the klystron output. Fig. 6 presents the results of the ILC implementation on a single klystron. It shows the final RF signal waveforms after 30 iterations compared with the initial waveforms. The actuation and measurement are based on the I and Q waveforms; however, we are mostly interested in amplitude and phase due to their physical meaning. The flatness of the amplitude and phase waveforms is improved by factors of 3 and 6, respectively. The corresponding generated input waveforms are depicted in Fig. 7 . As a result of iterative pulse shaping, the modified input trajectory is different from the nominal rectangular pulse.
V. MODEL-FREE ILC
Model-free ILC methods are rarely studied in the literature, in contrast to a variety of model-based control methods. The advantage of the model-free ILC algorithm is that no system identification task is required. The model-free ILC approach has been recently introduced in [16] and developed further for multi-input, multioutput (MIMO) systems in [10] . The following expression is considered for input update of an LTI single-input, single-output system:
where u i (k) ∈ R, k ∈ {1, 2, . . . , N}, u lc denotes any linear combination of the previous input trajectories
, and α i (k) is an LTI finite impulse response filter, but trial-varying, of length N, and the symbol * denotes convolution in time. Since the system is assumed to be LTI, the prediction of y i+1 (k) (denoted byŷ) iŝ whereŷ i+1 (k) is the prediction of the output of trial i+1 to the input u i+1 (k) without using the system model, and y lc is the corresponding linear combination of the previous trials' output signals y 0 (k),
. , y i (k).
Using the lifted system representation leads (20) to the following MIMO case:
where u i is a supervector defined by
and N is the number of samples in the flat-topped region. Moreover
where U lc I and U lc Q denote the lower-triangular Toeplitz matrices of u lc I (k) and u lc Q (k), respectively. A similar expression can be derived for ŷ The optimal filterα i is determined through the following optimization problem:
where r is the weight penalizing input changes, and y d represents the desired output trajectory, which is expressed in terms of the desired I and Q trajectories
where a d and ϕ d are, respectively, the desired output amplitude and phase trajectories in the flat-topped region (shaded area in Fig. 3) . We choose the same amplitude and phase trajectories as for the model-based ILC case given in (11) .
The following choice of linear combination reduces the prediction error and allows Y lc to be of full rank at every iteration [16] :
and the linear combination matrix for the output would be
where β is a tuning parameter and U j and Y j ( j = i , i − 1, 0) are defined similar to U lc and Y lc , respectively. The solution to problem (25) can be readily calculated
Therefore, the input I and Q sequences are updated as
with defined bounds on the inputs.
A. Experimental Results of Model-Free ILC
The system is the same as described in Section III. Before running ILC, the loop phase of the RF system is set to zero, such that the I and Q channels are approximately decoupled. After the correction via ILC, the phase is free to change by adding a phase offset to the DAC. Since the klystron behaves nonlinearly close to saturation, the inputs u i are small signals around the operating point of the klystron. The algorithm begins with exciting the I and Q channels by applying small steps u I 0 and u Q 0 , respectively. The parameter β is set to 50 for this experiment.
The resulting waveforms of the model-free approach are not plotted here as they are almost indistinguishable from the model-based method. The variance of the pulse over the flat-topped region is used as a measure of flatness. Fig. 8 compares the standard deviation of the flat-topped region in model-free and model-based ILC approaches as the iteration proceeds. The iteration number "0" corresponds to the initial waveforms. The flatness has been improved by the factors of 3 and 6 for the amplitude and phase pulse, respectively. After approximately 20 iterations, the tracking error converges to the residual error which mainly comes from the pulse-topulse noise of the klystron drive chain. The residual amplitude flatness error is slightly smaller in the model-based approach; however, the phase performance is similar. 
VI. PULSE COMPRESSOR
Pulse compressors are passive devices used in linear accelerators to achieve high power levels. The SwissFEL pulse compressor (shown in Fig. 9 ) is designed based on a single BOC. In the original operation of pulse compressors, which we refer to as "phase jump" operation, the input phase is flipped by 180°, generating a reflected wave transient into the accelerating structure. This high-power transient decays slowly, giving the cavities time to build up an accelerating gradient higher than the klystron alone. However, this spiky pulse shape is not appropriate for multielectron bunch operation where it is ideally required that all electron bunches experience the same amplitude and phase in the accelerating structure to achieve the same energy profile. To solve this problem, more complicated operation modes are also proposed by reversing the phase very slowly, which is referred to as "phase modulation" [17] . With a continuously modulated phase, the BOC output peak is lowered and flattened. However, this method has only been applied in open-loop, and since it modulates only the input phase, it cannot control the shape of both the output amplitude and phase.
We present an alternative way to generate flat-topped pulses using an ILC technique that modulates both the input amplitude and phase trajectories. This section briefly presents the results of the previously published work in [11] .
A. Pulse Compressor Model
The discrete-time transfer function from the klystron output voltage to the pulse compressor voltage-expressed here as complex valued to indicate both gain and phase at the modulation frequency-is given by [17] 
where T s is the sampling time, τ is the filling time of the pulse compressor, α is a constant design parameter, and ω is the detuning frequency defined as the frequency shift between the pulse compressor resonant frequency and the RF wave frequency (ω 0 ). This frequency difference is introduced to remove the residual phase modulation as described in [17] by operating the klystron with a lower frequency than the accelerating structure. We refer to this as detuning the pulse compressor.
B. Iterative Learning Scheme
In this section, we provide a model for the RF pulse compressor and use the control techniques described in Section IV to generate the flat-topped pulse at the pulse compressor output.
We model the RF chain including the vector modulator, preamplifier, and klystron as a first-order low-pass system with a bandwidth determined by γ and a complex scalar gain K . Therefore, the total transfer function from the input to the system (DACs) to the output voltage of the BOC is modeled as follows:
Using the lifted system representation, the system equations can be formulated as
where u I , u Q , y I , and y Q ∈ R N are, respectively, the DAC I and Q waveforms and the measured I and Q waveforms at the BOC output. The matrix G IQ ∈ R N×N is the lowertriangular Toeplitz matrix of the impulse response h(k) derived from (32), that is
where N denotes the number of samples in the flat-topped region. The matrix G IQ can be split into real and imaginary parts as G IQ = G r + j G i , where G r and G i are the real matrices. Hence, the system equations are given by
Stacking the I and Q terms into supervectors, we get the following expression for the system input-output relationship: where
where d is the output disturbance. Fig. 10 illustrates the model and the BOC output measured I and Q signals. The region where the model applies is shaded, which corresponds to N samples. The iterative learning procedure of Section IV is applied here, using G in (36) as the system model, to derive similar expressions for the input update law. The experiment parameters are given in Table I . Fig. 11 shows the experimental results of the model-based ILC method after 20 iterations and the comparison with the "phase modulation" approach. The input phase trajectory in phase modulation method is numerically derived by solving a nonlinear differential equation [11] , [17] . The final input amplitude and phase trajectories are plotted in Fig. 12 . Fig. 13 illustrates the standard deviation of the amplitude and phase pulses over the flat-topped region for a different number of iterations. Comparing the performance of the two methods, i.e., open-loop phase modulation and ILC, the relative standard deviation of amplitude is reduced by 9 times and the standard deviation of phase by 12 times in the ILC-based method. In the proposed ILC-based pulse flattening, in contrast to the "phase modulation" method, the klystron amplitude is also modulated.
C. Experimental Results

VII. CONTROL OF THE RF GUN
The particle source of SwissFEL is a photocathode located in the first RF station (is referred to as the "RF Gun") [18] . In the RF Gun, the electron bunches are generated by photo emission of a short laser pulse at the photocathode that is placed in a high-field RF cavity. The timing of the laser pulse is synchronized to the RF, so that electron bunches emerge when the energizing RF field on the cathode reaches an optimum value [19] . The RF photo-injector is a 2.5 cell S-band (3 GHz) standing wave cavity (see Fig. 14) . The layout of the actuation and measurement is depicted in Fig. 15 . Since a standing wave structure is used here, the reflected power from the structure is relatively high. Thus, an RF circulator is placed between the klystron and the accelerating structure to isolate the klystron from reflected power. The RF circulator is a three-port waveguide system that dumps any reflected power from cavities into a load. In this RF station, the low-level RF system is slightly different. The sampling frequency of analog-to-digital converter and DAC is 125 MHz, and the discrete waveforms contain 1024 samples. Fig. 16 illustrates a typical rectangular pulse response of the cavities measured by the pick-up probe. The control objective is to make a flat-top in the region shown by the arrows where the electron bunches are fired.
A. Standing Wave Cavity Model
The cavity is normally modeled as a driven LC R circuit with the following differential equation [20] :
are, respectively, the output and input voltages with V (t) and U (t) as the phasors and ω 0 is the RF angular frequency and ω c is the resonant frequency of the cavity.
Since the loaded quality factor is relatively high (i.e., Q L 1) and the input varies only smoothly (i.e., U (t) ω), the first time-derivative of the inputs and the 
where τ = (2Q L /ω 0 ) denotes the cavity filling time, ω = ω 0 − ω c is the detuning frequency, and K is a complex gain factor. The parameters values are given in Table II .
B. ILC Test Results
We follow the same procedure as in Section VI-B to build the G matrix and use the analysis given in Section IV to derive ILC input update expressions. In this part, we present the ILC test results applied on the RF Gun at the SwissFEL injector test facility. Fig. 17 shows the I and Q signals measured at the pickup and the fit model derived from the first-principle model. As stated before, the model is applied only over the flat-topped region and not over the whole time window (see Fig. 10 ). The final output waveforms and the corresponding input waveforms, after 50 iterations, are plotted in Fig. 18. Fig. 19 shows the standard deviation of the output amplitude and phase waveforms over the flat-topped region as the iteration proceeds. The standard deviation of the RF amplitude converges to approximately 0.001 (normalized) and this value for the phase is 0.047°. Figs. 20 and 21 illustrate the signals at the flat-topped region for different iterations. The RF pulse flattening, in this case, comes at a cost of lowering the delivered power.
After convergence of ILC, the algorithm is stopped and the pulse-to-pulse amplitude and phase feedback loops are closed to remove slow drifts. However, since this feedback only scales and rotates the entire input trajectory, it cannot compensate for the output pulse shape variation over time. The cavity RF pulse shape may slightly vary due to temperature drifts. According to open-loop tests, the flatness of the pulse, in terms of standard deviation, does not change significantly for several minutes. 
VIII. CONCLUSION
In linear accelerators with multibunch operation modes, it is normally required that the amplitude and phase of the RF voltage that feeds the cavities remain constant over the time window in which the beams are fired, i.e., the flat-topped region of the RF pulse. This is so that beams experience the same acceleration profile and, moreover, this profile is less sensitive to different injection times between the RF pulse and the beams, since the amplitude and phase are both flat over time. In the SwissFEL machine, the RF pulselength is relatively short (of the order of 1-3 μs), which makes it infeasible to run intrapulse digital feedback loops.
In this paper, ILC studies are applied on the output of three different high-power RF subsystems, namely, the klystron, the RF pulse compressor, and the standing wave structuresthe third subsystem is located in the S-band RF Gun. The measured I and Q waveforms are used to update the next I and Q inputs to the DAC. After a few iterations, the ILC algorithm converges and the vector modulator is then driven with the appropriate input waveforms generated by the ILC. Since the SwissFEL is under construction, the ILC studies have been tested on a full-scale test bed operating at nominal power.
