The problem of the possible similarity classes of all the matrices obtained by small perturbations on some rows of a given complex square matrix is under consideration. Some necessary conditions on these similarity classes are provided. The near converse problem is also studied: under what conditions can a given collection of polynomials or partitions be the invariant factors or the Weyr characteristic of a matrix obtained by perturbing some rows of a given matrix? A complete answer is provided in some particular cases. The obtained conditions can all be derived from the previously mentioned necessary conditions. © 2008 Elsevier Inc. All rights reserved. 0024-3795/$ -see front matter (
Introduction
In this paper we consider the problem of characterizing the similarity classes of all the matrices obtained by small perturbations on some rows of a given complex square matrix. This is a sort of crossroad problem between perturbation problems and completion ones.
Matrix qualitative perturbation problems deal with the characterization of all the possible changes of the invariants for an equivalence relation. In the case of similarity of square matrices these problems were solved in [1, 4, 12] ; when the feedback equivalence of matrix pairs is considered, the solution was given in [10, 11] and for the equivalence of matrix pencils the solution can be found in [14, 11] .
In completion problems, if some invariants for an equivalence relation and a submatrix are fixed, the possibility of completing the submatrix to a matrix with these invariants is considered. This kind of problem can be found, among many other references, in [15, 17, 18, 19] .
In the last decades a new type of matrix problems has arisen, namely, problems on structured matrices (see for example [6] ) and structured perturbation (see for example [9] ). In this last reference a perturbation problem was solved when a specified set of lines of a matrix is fixed. Our problem can be considered as a structured perturbation problem since we wish to know the behavior of the similarity invariants of a complex square matrix when some rows are fixed and the remaining rows are perturbed.
Namely, we consider complex square matrices split as follows:
p+q)×(p+q) .
Our aim is to study the change of the similarity invariants of M under small additive perturbations on the last q rows. First of all, we obtain necessary conditions that the invariants of all the matrices
where [C D ] ∈ C q×(p+q) is a matrix sufficiently close to [C D] must satisfy. Conversely, if ε > 0 is a real number, we obtain necessary and sufficient conditions that some polynomials, or some integer partitions, have to satisfy in order to be the invariant factors, or the Weyr characteristic, of a (p + q) × (p + q) matrix
where
The solution to these problems when only the elements of one row are perturbed can be seen in [2] . When M is a rectangular matrix and only one row is perturbed this kind of problems have been studied, recently, in [7] .
In [3] the general square case is considered and two significant generic particular cases are solved, namely, when the pair (A, B) is completely controllable and when (A, B) is not completely controllable but a special M-invariant subspace, associated with the fixed submatrix [A, B] of M, is cyclic.
In this paper, we give the solution of the prescription problems when we perturb q rows, in the particular case when that special invariant subspace has a supplementary which is also invariant.
If we want to keep the eigenvalues of the p unperturbed rows with the same Weyr characteristic as they appear in these rows, when considering the Weyr characteristic of the whole perturbed matrix, only the underlying inverse problem has a meaning. In this case we use all the necessary conditions and we see, by means of an example, that the conditions in the previous case are too strong to solve the general problem of prescription of Weyr characteristics.
Since these problems can be seen as perturbation problems and completion ones the solutions involve three types of inequalities: the invariant factors interlacing inequalities (see [15, 17, 18] ), the majorization of the invariant factors (see [1, 4] ) or the majorization of the Weyr characteristics (see [12] ) and the weak majorization of the polynomials which appear in some polynomial paths associated with the involved matrices or the majorization of the Weyr characteristics related to the same paths. This last type of conditions is based on the weak majorization which appears in the perturbation of matrix pairs (see [10, 11, 14] ).
The paper is organized as follows: Section 2 is dedicated to notation, definitions and previous results which will take part in the main theorems in the subsequent sections; in Section 3 we define a new type of polynomial path and we prove some related results; in Section 4 we prove the theorem of necessary conditions; in Section 5 we solve the prescription problems when the special invariant subspace has a supplementary which is also invariant and in Section 6 we study the problem of the prescription of the Weyr characteristic when we want that the perturbed matrix has as Weyr characteristic for the eigenvalues of the submatrix formed by the unperturbed rows, the same partition that corresponds to these eigenvalues in the Weyr characteristic of the mentioned submatrix.
Notation, definitions and previous results
In this paper C will denote the field of complex numbers and F any arbitrary field. A partition is a finite or infinite sequence of nonincreasing nonnegative integers almost all zero, a = (a 1 , a 2 
, . . .).
We denote by (a) and |a| the length and the weight of a, respectively. That is to say, the number of components different from zero and the sum of them.
The conjugate partition of a,ā = (ā 1 ,ā 2 , . . .) is defined bȳ a k := Card{i : a i k}.
This definition also holds when the elements of the partition are not ordered. We will use the symbol ≺ to mean majorization in the Hardy-Littlewood-Pólya sense (see [13] ); that is to say, if a = (a 1 , a 2 , . . . , a n ) and
We will use the symbol ≺ ≺ to mean weak majorization:
We define a ∪ b to be the partition whose components are those of a and b arranged in nonincreasing order, and a + b will be the partition whose components are the sums of the corresponding components of a and b.
The following properties are satisfied:
Let X ∈ F m×n , with m n. We will call invariant factors of X, the invariant factors of the polynomial matrix [sI m 0] − X.
We will denote by (X) := {λ 1 , . . . , λ v } the spectrum of X, i.e, the set of the elements of the algebraic closure of the field F which are eigenvalues of the matrix X.
We will denote by s(λ i , X) the partition of λ i in the Segre characteristic of X and by w(λ i , X) the partition of λ i in the Weyr characteristic of X, i.e., the conjugate partition of s(λ i , X). If λ / ∈ (X), s(λ, X) := (0) and w(λ, X) := (0). We will denote by d(α) the degree of a polynomial α. We will call chain a sequence of polynomials ordered by means of the divisibility order.
Let γ 1 | · · · |γ m and γ 1 | · · · |γ m be monic polynomials. Let γ = (γ 1 , . . . , γ m ) and γ = (γ 1 , . . . , γ m ) be the chains formed by these polynomials. We will say that γ is majorized by γ and we will denote it by γ ≺ γ if
We will say that γ is weakly majorized by γ and we will denote it by γ ≺ ≺ γ if 
From now on the companion matrix of a monic polynomial s n − c n s n−1 − · · · − c 2 s − c 1 ∈ F[s] will be a matrix with one of the following shapes
For a given matrix pair (A, B) ∈ F p×p × F p×q , C(A, B) denotes, indifferently, the controllability matrix of (A, B) , that is to say, [B AB · · · A p−1 B] or the controllability subspace of (A, B) , that is to say, the subspace generated by the columns of the controllability matrix. This pair is said to be completely controllable if rank(C (A, B) Moreover, the controllability indices of (A, B) are defined as in page 138 of [16] and will be denoted by k 1 · · · k r 1 > k r 1 +1 = · · · = k q = 0. An alternative criterion for controllability is that all the invariant factors be equal to 1 (see for example [18] ).
We will denote by (r 1 , r 2 , . . .) the partition of the Brunovsky indices, which is the conjugate partition of the partition of the controllability indices.
Two pairs (A 1 , B 1 ) and (A 2 , B 2 ) are said to be feedback equivalent and we will denote it by
f.e.
∼ (A 2 , B 2 ) if there exist nonsingular matrices P ∈ F p×p and Q ∈ F q×q and a matrix R ∈ F q×p such that
A complete system of invariants for the feedback equivalence is the one formed by the invariant factors and the controllability indices. A canonical form for the feedback equivalence is given by the Brunovsky canonical form. This can be found in [18] among many other places. 
Lemma 2.2. Let
∈ F k i ×r 1 and e i is the ith row of I r 1 .
where N i is the companion matrix C (1) of the invariant factor
If X is a complex matrix, we will denote by X any submultiplicative matrix norm of X. Given a real number ρ > 0, B(λ i , ρ) is the open ball with center at λ i and radius ρ, and we define the ρ-neighborhood of the spectrum of X as the set
whenever the balls are pairwise disjoint. A real number ρ sufficiently small as to satisfy the previous definition will be called suitable for the matrix X.
The following lemma shows that no generality is lost if we consider that the matrix [A B], part of M which is not perturbed, is in Brunovsky canonical form. 
and α i := 1 for i < 1.
Condition (i) is known as interlacing inequalities.
In the case when B = 0 we have the following theorem.
Theorem 2.5 [19] . 
These theorems are algebraic results. We also need some perturbation results. Now we state the theorem which gives the necessary conditions that all the matrices sufficiently close to M have to satisfy. Theorem 2.8 [12, 4] . 
If we want to prescribe the invariant factors of M , as close to M as desired, the solution is given in the following theorem. This problem is known as the characterization of the closure of the similarity orbits. If we only want to prescribe the Weyr characteristic of M , we need the following result, known as underlying inverse problem, since it is a kind of inverse problem when we make small perturbations on any element of a complex square matrix. 
v, if and only if
In the study of the perturbation of a matrix pair (A, B) we have the following necessary conditions for all the pairs sufficiently close to (A, B). [10] .
Theorem 2.11
Let (A, B) ∈ C n×n × C n×m . Let (r 1 , r 2 ,
. . .) be the partition of the Brunovsky indices of (A, B). Let (A, B) = {λ 1 , . . . , λ u }, be the spectrum of (A, B). Let ρ > 0 be suitable for [A B].
There
exists ε > 0 such that if [A B ] − [A B] < ε, then the following conditions are satisfied:
(i) (A , B ) ⊂ V ρ (A, B), (ii) if μ ij ∈ (A , B ) ∩ B(λ i , ρ), j = 1, . . . , t i , i = 1, . . . , u, then t i j =1 w(μ ij , [A B ]) ≺ ≺ w(λ i , [A B]), i = 1, . . . , u, (iii) if (r 1 , r 2 ,
. . .) is the partition of the Brunovsky indices of (A , B ), then
The characterization of the closure of the feedback equivalence orbit of a pair (A , B ), as close to (A, B) as desired, that is to say, the solution to the problem of prescription of the invariant factors and the indices of Brunovsky of a pair (A , B ), is given in the following theorem.
Theorem 2.12 [14, 11] . 
. . .) be the partition of the Brunovsky indices of (A, B).

.) is its partition of Brunovsky indices if and only if
The solution to the problem of prescription of the invariant factors of a matrix M when the pair (A, B) is completely controllable is formulated in the following theorem.
Theorem 2.13 [3] . Let M ∈ C 
if and only if
Remark 2.15. Let us observe that in the case when the pair (A, B) is completely controllable, these two theorems state that perturbing the elements in the last q rows is equivalent to perturbing any element of the matrix M.
In other words, let M =
A B C
D with (A, B) controllable, then for any ε 1 > 0 there exists E ∈ C n×n such that E < ε 1 and M + E has prescribed invariant factors (respectively, prescribed Weyr characteristic) if and only if for any ε 2 > 0 there exist E 1 ∈ C q×p and E 2 ∈ C q×q such that
has prescribed invariant factors (respectively, prescribed Weyr characteristic).
From now on we will need matrices with special structures.
Definition 2.16. We say that a matrix
and all the rows of G ij are zero except, at the most, for the last one, for i, j = 1, . . . , m, i / = j .
Let us observe that this definition is due to the fact that if G is column block diagonal dominant, then sI n − G is equivalent to a matrix with the form
, where G(s) is a column diagonal dominant matrix, as defined in [18] .
In an analogous way we have the following definition.
Definition 2.17. We will say that a matrix
and all the columns of G ij are zero except, at the most, for the last one, for i, j = 1, . . . , m, i / = j .
(C, D)-polynomial path
We will begin this section by recalling the concepts of polynomial path and minimal path. See [15] . 
The following proposition establishes when a polynomial path from α to γ can be built.
Proposition 3.2. A necessary and sufficient condition for the existence of a polynomial path from
Now we are going to define the minimal path from α to γ . The following proposition shows how to obtain the minimal path from α to γ . Our aim in this section is to build special polynomial paths from α to γ , α being the invariant factors of (A, B) and γ being the invariant factors of M. For that purpose we need the following definition and lemmas.
We define the extension set of (A, B) as follows:
Lemma 3.6. Let C(A, B) be the controllability subspace of (A, B). For all
M ∈ Ext(A, B), the subspace S = C(A, B) × F q = x y ∈ F p+q |x ∈ C(A, B) is M-invariant.
Given a pair (A, B), we will denote by
its Brunovsky canonical form (see Lemma 2.2).
Lemma 3.7 [3] . There exists an invertible matrix T ∈ F (p+q)×(p+q) such that for all M ∈ Ext(A,B),
We will suppose, from now on, that C ∈ F q×p and D ∈ F q×q are given fixed matrices. Let Remark 3.8. Since at least r of the invariant factors of [sI p − A − B] are equal to 1 and the restriction of M to S has q + r invariant factors, at most q of them are different from 1. We will denote these polynomials ν 1 | · · · |ν q , that is to say, the invariant factors of E are 1, (r) . . ., 1, ν 1 , . . . , ν q .
Let us suppose that ν 1 = · · · = ν t = 1 and d(ν t+1 ) 1. The M-invariant subspace S, admits (see [8] ), with respect to the restriction of M to S, a decomposition in cyclic M-invariant subspaces, unique up to isomorphism: S = S q−t ⊕ · · · ⊕ S 1 , such that the minimal polynomial of S i is ν t+i , for i = 1, . . . , q − t. Let us take
We will denote by δ
the invariant factors of M j , for j = 0, 1, . . . , q − t. We have that
. . , p + q, but in order to go from α to γ in q steps (although in the end the interlacing relationships will be of step q − t), we have to define some new polynomials from those. We will define them in the following way: 
Proof. As we have seen in Lemma 3.7, M is similar to a matrix with the shape
N where E is a matrix of the restriction of M to S and N (the "noncontrollable part"of (A, B)), is a matrix of the quotient endomorphism. Taking into account the decomposition of S in cyclic subspaces, E is similar to a matrix G = diag(G q−t , . . . , G 1 ) where G i = 0 * I * is the companion matrix C (2) of ν t+i . That is to say, there exists an invertible matrix P ∈ F (q+r)×(q+r) such that
be the submatrix of L formed by the s j + · · · + s 1 last rows and all the columns. Let
Let us observe now that 
This matrix is equivalent, as a polynomial matrix, to ⎡
. . , t, and
and we have again η
. . , q − t, and we have also that
Lastly, it is clear that η 0 = α and η q = γ. 
A (C, D)-polynomial path from α to γ can be obtained calculating the invariant factors of the successive polynomial matrices built from the last p rows of the characteristic matrix by adding one by one the immediately upper rows. There can be more than one (C, D)-polynomial path from α to γ , for example, if ν i = ν i+1 for some i ∈ {t + 1, . . . , q − 1}, as the following example shows:
Example 3.12. Let us consider the following characteristic matrix:
It is easy to see that α = (1, 1, s, s 3 ) and γ = (1, 1, 1, s, s, s 2 , s 3 ). In this case there are three (C, D)-paths from α to γ .
If we add to the last four rows, one by one, the first three rows from bottom to top, the (C, D)-path will have the following chains of polynomials: η 0 = α, η 1 = (1, 1, 1, s 2 , s 3 ) , η 2 = (1, 1, 1, s, s 2 , s 3 ) and η 3 = γ .
If we make permutations among the three first rows and the three first columns, so that 1 appears in the second row, instead of the third, we obtain the following chains of polynomials: η 0 = α, η 1 = (1, 1, s, s, s 3 ) , η 2 = (1, 1, 1, s, s 2 , s 3 ) and η 3 = γ .
Finally, if 1 appears in the first row, by means of permutations, the chains in the corresponding (C, D)-path will be: η 0 = α, η 1 = (1, 1, s, s, s 3 ), η 2 = (1, 1, s, s, s, s 3 ) and η 3 = γ . Now, let us consider a matrix G(s q−t , . . . , s 1 )-row block diagonal dominant, and let
formed by its last s j + · · · + s 1 rows and all its columns.
Let for i = 1, . . . , p + j − 1 and j = 1, . . . , t. Now, for j = t + 1 we have that
and this matrix is equivalent to
where the number of null columns on the left is h 1 = q−t k=2 s k − (q − t − 1) and
We are going to see this in the particular case when q − t = 3. The matrix M t+1 (s) can be written in this case as ⎡
By means of row and column elementary transformations this matrix can be transformed into:
(s).
In the general case we would proceed in an analogous way. Moreover, since g 11 (s) / = 0, because it is monic, rank( M t+1 (s)) = rank( M t (s)) + 1, and as a consequencẽ
where the number of null columns on the left is h j = 
Necessary conditions
Before stating and proving the necessary condition theorem we are going to give the following result. We will consider that F = C. Ext(A, B) . For all ε > 0 there exists δ > 0 such that if M ∈ Ext(A, B) and M − M < δ, then there exist invertible matrices P , P ∈ C (p+q)×(p+q) such that P −1 M P − P −1 MP < ε, and the following conditions hold: 
Lemma 4.1. Let M ∈
which is invertible. On the one hand, if G = Q
−1
E EQ E , then G has the shape given in condition (i). On the other hand, if ε > 0 is a real number, then there exists δ 1 > 0 such that if E − E < δ 1 , then the matrix
is well defined (because Q X is invertible for X ∈ B(E, δ 1 )) and is continuous. So, for a fixed ε > 0 there exists 2 and Q E is defined as in (4.1), then
and M − M < δ then, by Lemma 3.7,
we have that
and as a consequence P −1 M P − P −1 MP < ε. Finally, we take
E F . Now it is easy to see that G has the form required in (ii).
A necessary condition theorem could be stated in the following way: (
Proof. We are going to prove that given a matrix
with G as in Lemma 4.1, and M − M < ε then M satisfies the necessary conditions. This is sufficient to prove the theorem since, by Lemma 4.1, for this ε > 0 there exists ε > 0 such that if M − M <ε then there exist invertible matrices P , P ∈ C (p+q)×(p+q) such that P −1 M P − P −1 MP < ε and
< ε and the necessary conditions hold for P −1 M P , which is a perturbation of P −1 MP . Since M is similar to P −1 MP and M is similar to P −1 M P then the necessary conditions hold for M .
So, we will suppose that M = (G q−t , . . . , G 1 ) and G i is the companion matrix C (2) . Thus, if we prove that there exists ε 2 such that (iii) holds, it will be enough to take ε := min{ε 1 , ε 2 }.
Let, for j = 1, . . . , q − t
where L j is the submatrix of L formed by the last s j + · · · + s 1 rows. The matrix M j can be identified with a pair of matrices (H j , R j ) where
Now, by Theorem 2.11, for each j = 1, . . . , .3) holds. We can also observe that, since M q−t = M, there exists i ∈ {1, 2, . . . , q − t} such that λ 0 ∈ (M j ) for j i. 
If we consider that
Condition (4.5) is equivalent to the following ones for j = 1, . . . ,
. . , p + t + j − 1, and j = t + 1, . . . , q − 1, and
which is equivalent to
In order to finish this section we are going to prove, by means of an example, that condition (iii) of Theorem 4.2 is not necessary if we substitute η h by β h for h = t + 1, . . . , q − 1.
Example 4.3.
We consider the characteristic matrix in Example 3.12 and we perturb it so as to obtain the following matrix:
, with ε sufficiently small.
It is easy to see that γ = (1, 1, 1, 1 , s − ε, s(s − ε), s 3 (s − ε)) and that the minimal path from α to γ is β = (α, β 1 , β 2 , γ ) where β 1 = (1, 1, 1, s, s 3 (s − ε) ) and β 2 = (1, 1, 1, 1, s(s −  ε), s 3 (s − ε) ).
In this case t = 0 and it is straightforward to see that:
for any (C, D)-path from α to γ . Finally we are going to see that we can not write β instead of η in condition (iii):
The minimal path from α to γ is β = (α, β 1 , β 2 , γ ) where β 1 = (1, 1, 1, s, s 3 ) and β 2 = (1, 1, 1, s, s, s 3 ). Then w(0, β 1 ) = (2, 1, 1) and w(0, β 2 ) = (3, 1, 1) . These partitions do not majorize the partitions (2, 1, 1, 1) and (2, 2, 1, 1) , respectively.
As a consequence, we conclude that condition (iii) in Theorem 4.2 is not necessary, in general, if we write β j instead of η j .
Invariant supplementary subspace
Let us consider the case when the subspace M-invariant S = C(A, B) × C q has a supplementary subspace which is also M-invariant.
As we have seen in Section 3, the matrix M is similar to a matrix of the form
The fact of S having a supplementary subspace which is also M-invariant means that in this case M is similar to a block diagonal matrix. Thus there exist an invertible matrix P and a matrix Q such that
If we take into consideration the characteristic matrix, by Remark 3.11, we have that
Remark 5.1. Let us remark that in this particular case, there exists a unique (C, D)-path and it coincides with the minimal path from α to γ .
In this case we have a very interesting lemma that we are going to state and prove now. This result will allow us to express in a more reduced way the conditions of the theorem of prescription of invariant factors. , j = 1, . . . , q and σ = (σ 1 , . . . , σ q ) .
is the minimal path from α toγ , we defineσ j := p+j i=1β
Let us suppose that the subspace S has an M-invariant supplementary subspace. The conditionσ ≺ σ holds if and only if
Proof. Let us prove that conditions (i) and (ii) are sufficient.
Let us prove that conditions (i) and (ii) are necessary.
As
By Remark 5.1, in this case, σ i = ν i , for i = 1, . . . , q, and
Without loss of generality it is possible to make the reasonings with an only eigenvalue. Let h k , for k = 1, . . . , q be some integers such that when reordering in nondecreasing order of divisibility the polynomials α i for i = 1, . . . As a consequence we have that Let us see that they are sufficient. By Lemma 2.3, without loss of generality we can consider that
By Lemma 3.7 there exists an invertible matrix T such that
As we have said at the beginning of this section, since the supplementary of S is M-invariant, there exist an invertible matrix P and a matrix Q such that 
By Theorem 2.13, taking into account Remark 2.15, there exists an invertible matrix R such that
is as small as we want. Therefore,
By means of similarity transformations, with the ones of [A 0 B 0 ], the matrix can vanish, that is to say, there exists a matrix U such that If we want to prescribe the Weyr characteristics, we need to introduce some new notation, as we can see in the following example.
Now we define
Example 5.4. Let M ∈ C (p+q)×(p+q) with p = 7 and q = 3. Let α = (1, 1, 1, 1, s, s 2 , s 2 ), γ = (1, 1, 1, 1, 1, s, s 2 , s 2 , s 2 , s 3 ) , σ = ν = (1, s 2 , s 3 ) , that is to say, (M) = {0}, v = 1, t = 1 and q − t = 2.
We look for a matrix M with three eigenvalues in a neighborhood of 0, the eigenvalue 0 and two other different from 0 (we will call them ε 1 and ε 2 , since they are going to depend on the neighborhood) and with partitions associated to these eigenvalues in the Weyr characteristic: m 11 = (3, 3, 1) , m 12 = (2) and m 13 = (1), respectively. That is to say, t 1 = 3.
The corresponding Segre characteristics will be:
The invariant factors corresponding to M will be:
If we consider the minimal path from α to γ we have that:
For these chains of polynomials β 1 and β 2 we can consider the " Segre characteristics" for 0, ε 1 and ε 2 and its corresponding conjugated partitions or " Weyr characteristics" m h 1j , for h = 0, 1, 2, 3 and j = 1, 2, 3:
Moreover, for these β we obtain the polynomials,
If we obtain the " Segre characteristics" of σ = (σ 1 , σ 2 , σ 3 ) corresponding to 0, ε 1 and ε 2 , we can also obtain the " Weyr Characteristics", w 1j , for j = 1, 2, 3:
We would proceed in the same way if there were more than one eigenvalue.
from which we can deduce that Remark 5.6. In the particular case when the subspace S has an M-invariant supplementary subspace, in the previous lemma we can substitute ν by σ and η by β.
With the previous notation we can state the underlying inverse problem. In every neighborhood of M there exists a matrix 
Proof. The conditions are necessary as a consequence of Theorem 4.2 and Lemma 2.7, tacking into account Remark 5.1. To see that they are sufficient we follow a procedure analogous to that of Theorem 5.3. Since the supplementary of S is M-invariant, by means of the same elementary transformations that appear in the previous theorem, we have that M is similar to a matrix with the shape
The invariant factors of the matrix G are σ 1 | · · · |σ q besides r ones. By Theorem 2.10 and by Lemma 5.5, taking into account Remark 5.6, we have that, as close to G as we want, there exists a matrix G such that: From now on we proceed as in Theorem 5.3 to obtain a matrix M such that (1) and (2) are satisfied.
Another particular case
As we have seen in Example 4.3, condition (iii) of Theorem 4.2 is not necessary if we write β j instead of η j . Nevertheless, in Theorem 5.7 it is possible to make such a substitution as there is only one (C, D)-path from α to γ , which is the minimal path. Now we are going to prove in a particular case that we do not need a weak majorization with the minimal path, as in Theorem 5.7, to be able to prescribe the Weyr characteristic.
Let In this particular case we cannot prescribe the invariant factors, since we need to change the eigenvalues. Thus we are going to solve only the underlying problem, which is given in the next theorem. To see that they are sufficient, by means of an invertible matrix T we obtain from the matrix M a matrix with the shape (1) and (2) hold. Finally we cannot write β instead of η in condition (ii), as we have seen in Example 4.3.
As a consequence, we conclude that conditions (i), (ii) and (iii) in Theorem 5.7 are too strong, in general.
