Abstract
Introduction
The implementation of applications that have high requirements for resources such as computational power and disk bandwidth is challenging, because it is usually necessary to rely on parallel and/or distributed resources. On the other hand, as data from sensors (e.g., microscopes, cameras, satellites, etc.) become available at an ever-increasing rate, effective applications for processing and analyzing such data are required. Although many studies have been conducted comparing the relative performance of applications using low-level parallelization and distributed computing mechanisms, not much attention has been devoted to comparing high-level frameworks, the problem we address in this paper. Our group has produced different middleware systems over the last several years, each one based on a set of different environmental and utilization assumptions. They have been shown to be powerful, flexible, and able to capture most of the common support that is necessary to write complex applications, and yet still are able to shield the developer from the intricacies of distributed and/or parallel programming. A comparison of the behavior of three of our middleware systems on the same application, with the same workload model, and executing in the same runtime environment using the same resources (machines, network, disks, etc.) will be shown to be very instructive. Such a study not only can highlight each of the systems' strengths and associated overheads, but can also be used to guide the design of better middleware systems.
In this paper we experimentally show several results: (1) Workload characterization is the single most important variable to account for in designing runtime middleware systems for high-performance computer vision applications; (2) Detecting and leveraging reuse plays an important role in increasing the throughput of the middleware system and decreasing the user's response time; (3) Coordination amongst competing threads in using I/O resources contributes considerably toward improving system performance; and (4) Deployment of auto-tuning capabilities into runtime middleware systems is paramount for ensuring high performance in varying computational environments.
The rest of this paper is organized as follows: in Section 2 we describe some of the research that has been done in developing high-level libraries and runtime systems to support parallel data analysis applications. In Section 3, we describe and contrast three middleware systems developed by our group over the past decade. In Section 4, we describe a computer vision case study application used to obtain the experimental data analyzed in this paper. In Section 5 we present an experimental comparative study. And, finally, in Section 6, we summarize our results and suggest open research issues that should be addressed in order to provide self-adaptive middleware systems.
Related Work
Over the last decade, many programming paradigms and libraries have become available to ease the process of implementing and deploying complex data analysis and visualization applications. We refer to these paradigms as the lowlevel portion of the spectrum of mechanisms for supporting the implementation of data-and/or compute-intensive applications, as they typically require a complete understanding (and also the actual programming) of the communication patterns and component interactions within the application. Examples of such efforts are PVM (Parallel Virtual Machine) [10] and the MPI (Message Passing Interface) [17] standard. At the other end (i.e., high-level) of the spectrum, middleware systems and customizable toolkits that hide some of the low-level details of writing and deploying a parallel/distributed data analysis application have also been designed and built. Examples of such toolkits are parallel I/O libraries such as Passion [18] and Panda [8] ; C++ tools such as pC++ [21] and Overture [6] ; parallelization tools and languages such as Chaos [12] , KeLP [9] , High Performance Fortran [11] , and OpenMP [15] ; and parallel visualization toolkits such as the Dv Project [13] and OpenDX [19] . In many cases, these middleware systems and toolkits rely on low-level mechanisms for handling communication and I/O, but present application templates or operators that can be customized for individual applications. These templates allow many details, such interprocess communication and I/O management, to be hidden from the application writer.
Middleware Systems for Data-and Compute-Intensive Applications
Over the past few years, our research group has developed multiple middleware systems for efficiently supporting data analysis applications. All the systems target multi-dimensional range queries with user-defined aggregation operations, which often arise in various data analysis applications. A range query specifies the data to process via a bounding box in the underlying multi-dimensional attribute space of the (input and/or output) datasets. The Active Data Repository (ADR) [2] represents the result of our first design. ADR's algorithms and runtime system target architectures that range from tightly coupled shared-memory machines to distributed-memory parallel machines with attached disks in a cluster configuration.
The realization that heterogeneous environments were becoming common both in academic as well as in commercial computing environments, and the formalization of Grid computing concepts implied a fundamental modification in how complex applications can be decomposed. These multicomponent applications can be distributed on top of resources with different physical characteristics. Each component can be seen as filtering the incoming stream of data, where each filter represents a different stage of the computation. This is the central idea behind the DataCutter (DC) framework [3] .
While DC can only process one query at a time, with other submitted queries enqueued for execution, ADR is able to process multiple queries simultaneously. ADR processes queries in batches, but must complete one query batch before starting another batch. Neither ADR nor DC implement techniques for optimizing and removing redundancies that may arise when multiple queries are presented to the system, which is one of the main features of the MultiQuery Optimization (MQO) framework [1] . MQO not only can handle multiple simultaneous queries, but also can incorporate queries into its current query execution plan as they are submitted.
We omit further architectural details of the middleware systems due to space constraints and refer the interested reader to the cited references.
Multi-Perspective Volumetric Analysis
In this section we describe the application we employed for the experimental case study described in Section 5.
Modern image analysis and computer vision systems often use multi-perspective imaging, which employs multiple cameras shooting the scene of interest from various perspectives. The basic idea is that more views deliver more information about the scene, and potentially allow recovery of 3-dimensional features with high accuracy and minimal intrusion into the scene (e.g., no markers for tracking objects or people through the scene are required). An exciting broad range of applications for such systems includes virtual view rendering, complex shape and movement analysis, multi-person tracking, virtualized reality, and smart environments [5, 7, 16, 20] .
Our Volumetric Reconstruction application is based on the VRML model of the multi-perspective Keck laboratory at the University of Maryland [4] . One minute of multiperspective video, shot in this facility, may require up to 95 GB of storage. If the desired processing of the video data cannot be performed in real time, the image data must persist in long-term storage for further off-line processing. It is still not feasible to manage and process such large quantities of image data on a single PC or workstation, because of performance issues stemming both from accessing the stored data and the computational requirements of the subsequent processing. Therefore it is imperative to store and process those sequences using a middleware system that is able to service data-and compute-intensive applications and leverage storage and processing capabilities from a parallel machine or a cluster of workstations.
Although such an application could be implemented from scratch using message passing with MPI or PVM as the underlying parallelization model, a data analysis middleware system can offer considerable savings in developer time and effort. Using such a system requires the developer to customize the middleware with several methods and/or operators that are specific to the application, thereby isolating her from ensuring correctness in dealing with the complexities of a parallel or distributed computing environment.
Algorithms for Reconstructing 3D Volume
The multi-perspective volumetric reconstruction procedure is based on visual cone intersection and the details are described in [4] . A visual cone is the portion of 3D space that a camera can see from its particular vantage point. The main idea is to efficiently build a 3D Volume (represented by an occupancy map) of the foreground object(s) in a scene by using 2D silhouette image data from all available cameras. The process assumes that the images from all the cameras are synchronized in time. The algorithm is applied to the images from all the cameras at a given point in time (a frame), although for performance reasons multiple volumes for different frames can be produced simultaneously. The reconstruction algorithm uses the 2D image data to determine the occupancy of the space bounded by a cube at a given resolution. At each step in the algorithm, if the occupancy of the cube has not yet been determined (is it completely occupied or completely unoccupied), the algorithm is invoked for each of the cube's eight sub-cubes recursively. This procedure finally produces an occupancy map, stored compactly as an octree, that approximates the space occupied by the object(s) in the full 3D space. However, since we are dealing with 3D space, we only obtain a partial occupancy map from each 2D image. Therefore, the overall algorithm must intersect all the partial octrees from all the camera images (i.e., perform visual cone intersection) to produce the complete reconstruction for a frame. The overall strategy for parallelizing the algorithm is sketched next for each of the middleware systems.
Implementing the Application
In order to implement the volumetric reconstruction application with our middleware systems, we started with a single common, source code and customized and configured the middleware systems appropriately. We now highlight the most important aspects of the customization process.
An ADR application consists of one or more clients, a front-end and a parallel back-end. The front-end interacts with clients and translates/sends user queries to the back-end. The back-end runtime system provides support for common operations such as index lookup, management of system memory, and scheduling of data retrieval and the processing operations. The parallel back-end of ADR is customized for our volumetric reconstruction application and consists of multiple processes. During the Initialization and Reduction steps for computing an output frame, ADR retrieves required image data from all available cameras and produces partial occupancy maps in parallel via the userprovided indexing and aggregation functions. Each process is responsible for computing its partial occupancy maps, represented as octrees, based on image data stored locally. Finally, ADR produces the complete 3D Volume for a frame through the Global Combine step by intersecting all partial occupancy maps across all processes via inter-process communication.
For implementing the volumetric reconstruction application with DC, as for the ADR implementation, we can produce a 3D volume for a frame in parallel. The implementation requires three filters -ImageReader, LocalCombiner, and GlobalCombiner. The ImageReader filter reads the required image data from the disk(s) where the data is stored and sends the data to the LocalCombiner filter through the filter output buffer. The LocalCombiner filter gets input image data from ImageReader filter and computes partial occupancy maps and sends them to the GlobalCombiner filter. The GlobalCombiner filter accumulates all required partial occupancy maps from the LocalCombiner filter and generates the final complete 3D space. The sequence of filters is specified in DC as a single logical pipeline, with the ImageReader output connected to the LocalCombiner input with one stream and the LocalCombiner output connected to the GlobalCombiner input with another stream.
DC supports replication of individual filters to enable data parallelism via transparent copies, while still supporting the abstraction of a single logical stream connecting a pair of filters. Data written onto the same logical stream from multiple producer filter copies is multiplexed into the stream, while data read from the stream is directed to different copies of a consumer filter either in a round-robin fashion or via a token-based, demand driven policy based on how fast filter copies are consuming the data on the stream. This DC feature enables effective dynamic scheduling of filters onto multiple machines to enable parallel execution. However, if multiple filter copies are deployed onto a single SMP machine, there can be some overhead caused by contention among the multiple consumer filter copies attempting to read from the same input stream. In the SMP machine, because reading data from the input stream is a destructive operation, the DC runtime system must lock the stream buffer before reading and returning the data requested by a filter copy from the stream. Such locking can incur substantial overhead if many filter copies are reading from the same stream.
As do the ADR and the DC implementations, the MQO implementation processes volumetric reconstruction queries in parallel through its operators, but performs the required operations in a rather different way. To produce a 3D volume with ADR or DC, all the image data specified by the range query must always be retrieved to produce the desired partial occupancy maps. If there are overlaps in the data and/or processing required across different volumetric reconstruction queries, MQO can reduce the amount of work performed to satisfy the queries, since it will only retrieve and process data for computations whose results have not been already produced and stored in MQO's semantic cache. In addition, MQO also transparently caches intermediate results that may be leveraged to evaluate future queries. In an SMP environment, MQO's query server can either run as a multithreaded application (denoted as MQO-SMP) or as an MPI-based application (denoted as MQO-MPI). These MQO variations will be described in more detail in Section 5.
A Comparative Analysis
In this section, we compare and analyze the performance of the three frameworks, supporting the execution of multiple Volumetric Reconstruction (VR) queries. The VR application has been implemented using each of the middleware systems, using much of the same source code and operators. To provide additional insights from this comparison, we have employed two quite different (but homogeneous) environments for running the middleware systems, a cluster environment and a shared memory environment.
The Workload Model and Metrics
The shared memory environment is a Solaris Sunfire 6800 with 24 processors, 72 GB of RAM and 4 ¢ A1000 RAID disk systems. In the shared memory environment, we use 17 processors for all three frameworks, 16 for the server and one that hosts the workload generator producing the queries to be processed. The second environment is a Linux cluster containing 17 Pentium III 650 MHz nodes, each with 768 MB of RAM and 320 GB of disk storage. The nodes are connected via channel-bonded Fast Ethernet (200 Mb/s).
Our test dataset is a multi-perspective sequence of 2600 frames generated by 13 synchronized color cameras, each A VR query specifies the 3D region within the overall image space to be reconstructed, a timestamp range (which represents the set of frames for which volumetric models are computed), and a reconstruction resolution (higher resolution results in a reconstruction with finer detail, up to the resolution of the images).
In our experiments, we generated 16 sets of queries, or batches. Each batch contains 50 VR queries, with different batches modeling different distributions of query interarrival times (exponential distributions with means varying from 4 to 64 in 4-second increments), simulating multiple simultaneous users/clients generating queries. The workload characteristics are shown in Table 1 .
The queries in a batch were constructed according to a synthetic workload model (since at this time we do not have enough real user traces for the application). The workload generator emulates a hypothetical situation in which users want to view a 2 to 4-second 3D instant replay (at a rate of 10 frames per second) for hot events in, for example, a basketball game. The workload generator takes as input parameters a set of "hot frames" (e.g., slam dunks during the game) that mark the interesting scenes, and the length of a "hot interval" (i.e., the number of frames in the scene), characterized by a mean and a standard deviation.
A query requests a set of reconstructions associated with frames selected according to the following algorithm. The center of the interval is drawn randomly with a uniform distribution from the set of hot frames (10 hot frames were used). The length of the interval is selected from a normal distribution (each hot frame is associated with a mean video segment length, statistically varying from 34 to 62 frames). Between the first and last frame requested by a particular query, intermediate frames can be skipped, i.e., a query may process every frame, every 2nd frame, or every 4th frame. The skip factor is randomly selected. The output volume resolution and the 3-dimensional query box were fixed (queries reconstructed the entire available volume, and the resolution corresponds to an octree of maximum depth 6), as was the dataset. We have used data from all the available cameras.
From Table 1 , we see that all of the batches have a considerable amount of locality. Between 70% and 95% of the frames in any given batch are specified by more than one query in the batch, which indicates the possibility of leveraging considerable amounts of reuse in the MQO implementation. The table also shows that the amount of load on the query server varies from very high for Batch 0, where the average query inter-arrival time is around 3.7 seconds, to very low for Batches 13, 14, and 15, where the average query inter-arrival time is as high as 60 seconds. This workload enables us to study the three middleware systems from the perspective of how well they handle workload with varying characteristics, in terms of coordinating the use of I/O and computational resources, as well as how the systems are able to leverage the locality seen in the queries.
To measure the performance of our three middleware frameworks, we considered the following metrics: Query Waiting Time (QWT), Query Execution Time (QET), and Total Query Batch Time (TotalQBT). QWT is the amount of time from the moment a query is submitted to the system until it gets scheduled for execution. That is, QWT is the query delay before actual processing begins, if the query server is busy. QET captures the elapsed time for a query to complete from the moment it gets scheduled for execution. Finally, TotalQBT captures the total execution time for one query batch. From a user standpoint, lower combined QET and QWT implies faster query turnaround time. Similarly, from the query server perspective, lower TotalQBT implies higher server throughput.
Shared Memory Environment
Each of the middleware systems can be hand-tuned by a variety of parameters. In the following experiments, we employed the best configuration found during a set of calibration trial runs. Among other issues, we were particularly careful in ensuring that all three systems used exactly the same amount of resources, (i.e., the same number of processors and disks), were built with the same compiler, and used the same libraries (i.e., ADR and MQO-MPI both were linked against the same MPI library).
In the shared memory environment, there are 32 data files that are stored in 32 different directories. ADR uses 16 different processes/processors to compute the queries. The workload generator tool was used to submit queries to the parallel back-end of ADR and receive the results. So the workload generator serves as a simplified version of the ADR front-end. The parallel back-end consists of 16 different processes that share the same code and each process is responsible for retrieving images from two data files. The process responsible for the global merging process is determined by ADR in round-robin fashion for each frame. Therefore, the work for the Global Combine step across all the partial occupancy maps is allocated uniformly across the processes. ADR uses the MPICH library for inter-process communication. We configured the low-level communication device of the MPICH library as ch shmem, which is appropriate for a single shared memory system. The often used MPICH ch p4 device does not perform as well as the shared memory device, because it employs network semantics even for processes that share physical memory in the SMP (as confirmed during our trial runs).
In the DC framework, all the VR filters are executed as application daemon (appd) threads. Since we are using only one SMP machine in this environment, we deployed only one appd. Therefore, all of the filter instances are threads belonging to a single appd process. This differentiates DC from ADR. That is, we can guarantee that ADR uses only 16 processors for back-end processing. However, in DC additional threads may be instantiated dynamically. In order to ensure that the same amount of computational resources are employed in all the VR implementations, we used the Solaris utility psrset. This command enables the creation of a fixed processor set and the binding of an application to this set, thus ensuring that no additional processors are used (note that our SMP machine has 24 pro- cessors). Therefore, we created a processor set that contains 16 processors and bound the DC appd to it. DC is configured with 2 ImageReaders, 13 LocalCombiners, 1 GlobalCombiner, and a separate Console process. This configuration proved to be the best one we could find during our trial runs. The Console acts as the workload generator, similar to the front-end in ADR. We determined that using more than two ImageReader filters decreases the overall performance of the DC implementation, because of resource contention from multiple threads attempting to read image data from the RAID disks simultaneously.
We employed two configurations of the MQO system, an SMP version and an MPI version, to see how different mechanisms for processing multiple queries can affect the overall performance of the MQO implementation. In the SMP version of the MQO framework, each query is executed as one thread (using the Pthreads library). MQO's query server is implemented as a fixed-size thread pool that interacts with clients to receive queries and return results. Usually the size of this thread pool is the number of processors available in the SMP system, i.e, that is the limit on the maximum number of queries that can be simultaneously serviced. However, we configured MQO's query server to use a 16-thread pool since we wanted to ensure that it employs the same resources as ADR and DC. The MPI version of the MQO framework was originally developed for clusters of SMPs. In MQO-SMP, all queries are executed as different threads, i.e., using inter-query paral- lelism. However, MQO-MPI evaluates one query with multiple processes, i.e., using intra-query parallelism. Therefore, in a sense, MQO-SMP is similar to DC in the SMP environment since all queries are executed as threads in a single server process. Similarly, MQO-MPI and ADR have in common the fact that they use multiple server processes to execute a query. Interestingly, we will see from the experiment results that in the SMP environment, MQO-MPI outperforms MQO-SMP in many cases.
Both versions of the MQO system employ a fixed amount of space for semantic caching. In our experiments, this amount was fixed at 1 GB. In the SMP version, there is a common pool of 1 GB and, in the MPI version, 1 GB is uniformly split among the 16 processes, i.e., each one has 64 MB for caching. The reconstructed volume for each frame in the queries in the experimental batches requires 256 KB of storage and, therefore, a 30-frame query requires 7.5 MB. It is easy to verify that 1 GB of cache space is enough to store the reconstructed volume for 4096 frames (which implies potentially caching all of the frames in our experimental dataset). This observation allows us to estimate an upper bound for the estimated decrease in batch execution time that can be achieved by either version of MQO. Looking at Table 1 , we see that for all of the batches the number of frames that undergo volumetric reconstruction is around 1500; however only about 400 of those are unique. Therefore, MQO could ideally execute a query batch in approximately 26% of the time required by either DC or ADR, since its cache space is large enough to store all reconstructed frames. Figures 1, 2 , and 3 depict the performance of the various implementations of the VR application in the SMP environment. In these charts, we see that the two variants of MQO perform better than both DC and ADR. Interestingly, as seen in Figure 1(a) , MQO-SMP has the worst performance in terms of the observed QET for batches QB0, QB1 QB2, and QB3. This is explained by how queries are processed by the query server, i.e., queries are usually assigned to a single thread and because of the small query inter-arrival time, multiple queries, in particular, the ones for which reuse can be leveraged will block, while the reusable results are computed. In other words, the system infers that reuse is possible, but the reusable result is still being computed and this triggers a wait period for all queries already in the system whose results are going to be computed based on previously reconstructed frames. As the system becomes less busy, results can be immediately reused and queries are computed more quickly. Note that MQO-SMP may assign more than one thread for a query, if there are no other waiting queries in its scheduling queue. However, this strategy only provides performance improvements if the system is not overloaded. Although, the results are not shown here due to space restrictions, we also computed the standard deviation of QET for each query batch. Because of MQO-SMP's adaptive behavior, the standard deviation for batch execution time was consistently much higher (but decreasing as the system becomes less loaded) than with the other middleware implementations. Also, ADR showed very low variability in the QET metric due to its use of asynchronous I/O operations.
For QB0, Figure 2 shows that MQO-SMP incurs the least amount of delay between the submission of a query and its scheduling for execution, since queries are assigned to as little as one processor (thread). In fact, a query may execute sequentially with other queries using other processors. The QWT slope for ADR and DC shows that those implementations are not able to keep up with the incoming queries, as the wait time increases for queries submitted later.
Analyzing the performance of the different implementations using the combined QWT and QET metrics, i.e., the Query Wait and Execution Time (QWET), provides us with a user perspective of how long it takes to actually execute the queries. This metric is particularly important in interactive systems. One interesting point is seen when Figure 1(a) is contrasted with Figure 1(b) , in particular for QB0 (i.e., when the systems are subjected to the most intense workload), MQO-SMP and MQO-MPI behave quite differently. While, MQO-SMP shows a longer QET on average, it makes up for that with a much lower QWT on average, which results in faster response time (QWET). Although that advantage does not appear consistently, even for batches QB1, QB2, and QB3, MQO-SMP is clearly superior in terms of reducing QWT as it can execute more than one query simultaneously. In Figure 1(b) , we see that both MQO systems perform much better than ADR and DC for QWET, showing the benefits of optimizing for reuse when there is locality and the systems are subjected to intense workloads. Those performance improvements are less obvious as the system becomes less busy (QB7 to QB15), although a great deal of locality exists. Another interesting result is seen in Figure 3 . When the system is under a great deal of stress (QB0 to QB4), the multi-query optimization strategies are most beneficial. The savings in resource usage observed for a query immediately translate into decreased response time for other queries in the system. It is also interesting to observe that MQO-MPI is clearly superior to MQO-SMP for those query batches. The primary reason is that MQO-SMP processes several queries at the same time. This causes internal competition for the I/O subsystem in the SMP, as low locality is exhibited for disk operations. MQO-MPI is more disciplined in that regard because only one query is being processed at a time. Another observation is that MQO-MPI is able to process QB0 in around 35% of the time required by ADR. Our previous back of the envelope calculation showed that the lower bound in terms of batch execution time is 26%. Therefore, we can estimate MQO's overhead, i.e., the functionality required to support multi-query optimization, as around 10%. Figure 3 also shows that as the system becomes less busy (QB5 to QB15), reuse does not improve MQO's performance for TotalQBT, despite the fact that it does decrease the execution time of individual queries.
Cluster Environment
In the cluster environment the input dataset was declustered across multiple local disks. We employed a declustering strategy based on Hilbert space-filling curves [14] , which has been shown to result in close to optimal workload balance for VR queries on contiguous regions in the multi-dimensional space [4] . We used 16 nodes for storing the dataset files. Each node hosted two dataset partitions, one of each of two local disks.
ADR employed a total of 17 nodes for the experiments, one for the workload generator and 16 for its parallel backend nodes, each of which stores the two data files. We used the generic ch p4 MPICH device in this environment. We measured the execution times of queries in ADR as the server-side computation time. Because ADR and MQO use MPI for interprocess communication, there is an overhead from MPI initialization time that does not exist for DC, which employs TCP/IP communication between multiple appds. To ensure a fair comparison, we inserted timing code into the ADR server code, and measured the processing time in the parallel back-end system. Since a query is executed in parallel across multiple cluster processes (one per processor), we used the maximum server-side execution time across all processes as the query execution time.
As does the ADR implementation, the DC implementation reserves one node for running its Console process. In the shared memory environment, we used only one DC appd since the application runs on single SMP machine. In the cluster environment, we deployed 16 appds across the 16 available processors, each of which is assigned one ImageReader filter and one LocalCombiner filter. Since we want to use exactly the same resources as for ADR, we placed the GlobalCombiner filter on one of the 16 processors. Hence, the DC implementation uses 16 ImageReaders, 16 LocalCombiners and 1 GlobalCombiner resulting in a total of 33 filters. To exploit effective dynamic scheduling of filters, we used DC's demand-driven policy to connect the streams between the transparent copies of the ImageReader and LocalCombiner filters. That policy ensures that the runtime system checks the status of the LocalCombiners on all nodes and directs the output of an ImageReader copy to the LocalCombiner copy with the lightest current load. Because the LocalCombiners perform the most compute-intensive tasks in the system, good load balancing of the workload across the system is imperative.
We employed the MPI version of the MQO system on the cluster. We deployed one MQO process onto each of the 16 cluster nodes used for the server, and used the remaining cluster node for the workload generator. MQO was configured with one worker thread on each node, since each node has only one processor.
The results in Figures 4 and 5 show trends that are very similar to the SMP experimental results. One interesting observation is that the multi-query optimization strategies do not help as much for total query batch time as in the SMP environment. As seen in Figure 4 (b), only QB0, QB1, QB2, and QB3 show substantial differences in performance between ADR and DC. The processors in the cluster are considerably faster than the processors in the SMP machine and the I/O workload is spread across 32 disks. Therefore, the systems do not appear to be as busy as in the SMP, which becomes evident when contrasting the SMP and cluster environment QWET experimental results. However, reuse is still important when the QET and QWET metrics are used to compare the systems.
MQO can also be configured to generate non-optimized query plans, i.e., no reuse is leveraged (but the reuse infrastructure is still in place, so some overhead still occurs). Although the results are not depicted here, they show that both ADR and DC outperform unoptimized MQO. That is, for scenarios in which there is low locality in the queries, both ADR and DC will exhibit better performance than the unoptimized MQO.
Finally, considering all the experimental evidence we have gathered, we observed that in both the SMP and cluster environments, ADR tends to outperform DC. In our experimental environments, DC incurs the overhead of data copies as data flows from one filter to the next. When we compare these two systems employing the TotalQBT metric, the difference can be substantial. It should be noted, however, that the DC architecture was designed for heterogeneous environments, where applications are functionally decomposed and different components may execute on different machines. Therefore, it is interesting to see that as far as TotalQBT is concerned, when the query server is moderately loaded, all three middleware system implementations exhibit similar throughput.
Lessons Learned
We present key points from what we have learned from the experimental study: (1) Workload characterization is very important in designing a middleware system. The impact caused by different optimizations relies primarily on variables such as the expected inter-arrival time of queries and the amount of locality in the workload; (2) Carefully scheduling and coordinating the utilization of I/O resources plays an important role in achieving good performance, as competition for resources among multiple entities (threads, processes, etc.) can decrease performance; (3) Reuse is an important optimization, but comes at a cost that can be substantial in some cases. Moderately loaded systems do not appear to substantially benefit from reuse, and when there is poor locality in the workload reuse strategies become a liability; and (4) Resource adaptation is paramount. ADR achieves adaptation by employing asynchronous I/O, DC achieves adaptation by dynamically load balancing across filter copies, and MQO adapts its query execution strategy from essentially sequential for a single query (i.e., executed within a single thread/processor) to parallel for one query (i.e., multiple threads/processors) as the overall MQO system becomes less loaded. Employing all of these resource adaptation techniques at the same time and dynamically modifying query server behavior can potentially yield greater performance at the expense of more architectural complexity.
Conclusions and Future Work
Any experimental study such as the one conducted in this paper has limitations. Although we have attempted to study the middleware systems using different workloads and runtime environments, many aspects of such a study are closely tied to the application characteristics and system configuration. Our major aim was to present trends and, based on them, suggest improvements to data analysis middleware systems. One limitation of the present study is that in both computational environments we employed, the parallel resources are homogeneous. However, when heterogeneity is an issue (and in Grid environments that is becoming prevalent), DataCutter is expected to outperform both ADR and MQO, because of its ability to adapt to the current runtime environment. We intend to address the issue of heterogeneity in resources (processor, network, etc.) in a future study.
We have shown that leveraging reuse across queries and designing middleware for multi-query scenarios can provide large performance improvements. On the other hand, there are overheads associated with such an architecture. Therefore, a system that can change its behavior based on the workload offered should be able to provide increased performance both in system throughput and in user response time. Coordination across multiple threads in performing I/O operations is also very important. With the exception of ADR, which carefully plans its I/O operations, neither DC nor MQO provide an internal mechanism for optimizing I/O operations, and performance is degraded by lack of support for I/O coordination.
We have shown that being adaptive to runtime constraints and to workload characteristics is important for an SMP environment as well as for a cluster environment. With the advance of Grid technologies, adaptation will play an even more important role for designing highperformance, truly distributed applications. We intend to investigate mechanisms for automatic and quick adaptation to changes in resource availability and user workload.
