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Abstract: Bickley [5] had suggested the use of cubic splines for the solution of general linear two-point boundary-value 
problems. It is well known since then that this method gives only order h2 uniformly convergent approximations. But 
cubic spline interpolation itself is a fourth-order process. We present a new fourth-order cubic spline method for 
second-order nonlinear two-point boundary-value problems: y ” = f( x, y, y ‘), a < x < b, q,y( a)- qy’( a) = A, 
&y(b)+ &y’(b) = B. We generate the solution at the nodal points by a fourth-order method and then use 
‘conditions of continuity’ to obtain smoothed approximations for the second derivatives of the solution needed for the 
construction of the cubic spline solution. We show that our method provides order h4 uniformly convergent 
approximations over [a, b]. The fourth order of the presented method is demonstrated computationally by two 
examples. 
Keywork Cubic spline, interpolation, nonlinear two-point boundary-value problems, finite differences. 
1. Introduction 
We consider the nonlinear second-order differential equation 
y”=f(X, y, y’), a<x<b, 
subject to the two-point boundary conditions 
a,y(a) - ‘Y~Y’(u) =A, &Y(b) +&Y’(b) = B. 
Here, - 00 c a G x < b < co, A, B are finite constants and 
ao, al, PO, PI 2 09 
cr,+a,>o, PO + PI ’ 0, (Yg + p. z=- 0. 
We assume that, for x E [a, b] and - 00 < y, z < co, 
(Al) f(x, y, z) is continuous, 
(A2) af/ay and af/az exist and are continuous, 
(A3) i3f/ay > 0 and 1 af/az 1 < W for some positive constant W. 
(14 
(lb) 
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These assure us that the boundary-value problem (1) has a unique solution (see Keller [lo]). 
However, for the discussion in the following we shall assume in addition that y E C4[ a, b], at 
least. 
The use of cubic splines for the solution of general linear two-point boundary-value problems 
was suggested by Bickley [5]. Later, Fyfe [9] analysed Bickley’s method and discussed the 
application of deferred corrections by considering again the case of linear boundary-value 
problems. It is well known since then that this method gives only order h2 uniformly convergent 
approximations. But cubic spline interpolation itself is a fourth-order process. Therefore it is 
natural to look for a method using cubic splines which provides fourth-order approximations. 
In the present paper we present a new fourth-order cubic spline method for the second-order 
two-point boundary-value problems (1). The main idea in our method is that in Step 1 we 
generate the solution y at the nodal points by a fourth-order method. These nodal values of the 
solution are then used in the ‘conditions of continuity’ in Step 2 to obtain smoothed approxima- 
tions for the second derivatives of the solution at the nodal points for construction of the cubic 
spline solution in Step 3. We analyse our present method and show that it provides order h4 
uniformly convergent approximations over [a, b]. The fourth-order of the presented method is 
demonstrated computationally by two examples. The present paper extends the results of Chawla 
and Subramanian [7] to the case of two-point boundary-value problems (1). 
We note that the smoothing Steps 2 and 3 work for any fourth-order approximation for the 
solution y at the nodal points (for instance, obtained by the fourth-order finite difference 
method of Chawla [6] or by a collocation method, cf. Example 2). However, it should be 
emphasized that these smoothing steps are only necessary when a continuous second derivative is 
needed. Moreover, it may be interesting to note that the computational costs of these two steps 
are of moderate size. 
To mention an application where this continuity of the second derivative of the approximating 
spline curve is essential, we directly quote from Rice [ll, p. 641: “There are more than aesthetic 
reasons for having continuous curvature. Suppose the curve is used in a numerically controlled 
milling machine. The program in the milling machine makes the tool follow the curved path; if 
there is a jump in the second derivative of the curve, then there must be a jump in the force 
applied to the tool. (Recall that force = mass X acceleration and acceleration is the second 
derivative of position). An attempt to make a jump change in the force may gouge the material 
being milled and ruin it.” 
Since the pioneering work of deBoor and Swartz [8], collocation methods for two-point 
boundary-value problems for higher order differential equations have been considered by various 
authors which resulted in a general purpose code called COLSYS [3,4]. In this code the method 
of spline collocation at Gaussian points is implemented using a B-spline basis and it provides 
piecewise approximations which are globally Cm-i[u, b] smooth for a system of differential 
equations of order m. Recently, an assessment of the method of collocation and the code 
COLSYS has been made by Ascher [2]. 
For the second-order two-point boundary-value problem (1) considered in the present paper, 
the collocation method will therefore provide a piecewise solution which is C’[a, b] (see [2], [3] 
and [4]). But for the second order differential equation in (1) our method provides a cubic spline 
approximation which is globally C2[u, b]. So generally the collocation approximations and the 
approximations provided by our method are not exactly the same. However, we tested our 
method on the one example (see Example 2 in Section 4) considered recently by Ascher [2] and 
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found that the numerical approximations provided by our method are comparable with those 
obtained using collocation at (two) Gaussian points. 
2. A new fourth-order cubic spline method 
For a positive integer N, 
h = (b - a)/N, 
Given the values yO,. . . , yN 
derivatives of y at the end 
let 
x,=a+kh, k=O(l)N. 
of a function y(x) at the nodes x0,. . . , xN and the values of second 
points, yi’ and yi, there exists a unique interpolating cubic spline 
S(X) with the following properties: 
(i) s(x) coincides with a polynomial of degree three on each [xi, xitl], i = O(1)N - 1, 
(ii) s(x) E C2[a, b] and 
(iii) s( xi) = y,, i = O(1)N and s”( x0) = yi’, s”( xN) = ri; see Ahlberg et al. [l]. 
This interpolating cubic spline can be given in the form: 
x - xi 
ii ) h ’ 
xi< x< xi+ly i=O(l)N - 1, (2) 
where M, =y”(xi), i = l(l)N - 
M;_, + 4Mi + AL&+, = 
These ‘conditions of continuity’ 
interior nodes. 
1, are to be found from the tridiagonal system: 
5 (.Y-I - 2Yi +Yi+l)~ i=l(l)N-1. (3) 
ensure the continuity of first derivative of the spline s(x) at the 
We next describe our present fourth-order cubic spline method. In the following we describe 
the method for the case (pi f 0 and & # 0; appropriate changes in the discussion can be made if 
(pi and/or & is zero. 
Step 1. For the two-point boundary-value problem (l), we compute the approximate solution 
at the nodal points j&, y”i, . . . , JN by a fourth-order method. These fourth-order approximations 
at the nodal points can be obtained, for example, by the fourth-order finite difference method of 
Chawla [6] or by a collocation method (cf. Example 2). 
Step 2. With j&, yi,. . . , FN, we compute M,*, . . . , M,$_l from the ‘conditions of continuity’: 
Mi5, + 4iMi* + A4,:, = -++i - 2pi +j7_,), i = l(l)N- 1, (4) 
with 
“oJo-- 1 2 a1 
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Step 3. With j$,, . . . , yN and A4,*, . . . , M$ we construct the cubic spline solution s *(x) for the 
two-point boundary-value problem (1) given, for i = O(1)N - 1, by 
s*(x) = Cxi+lex)iM* + (x-xi)3Mi~l + 
6h ’ 6h 
(5) 
Note that a cubic spline approximation s”(x) (see (7) below) can be constructed using the 
values jJ),..., j& as computed in Step 1 and it can be shown that F(x) provides a fourth-order 
approximation all over the interval. But s”‘(x) is not continuous across the nodes and, hence, the 
cubic spline approximation s”(x) 66 C2[ a, b]. However, our Step 2 ensures that s * ‘(x) is 
continuous across the nodes, and since in Step 3 our cubic spline approximation is constructed 
through interpolation of the values of s *(x) and s *‘I(x) at the nodes, it therefore follows that 
our spline approximation s*(x) E C2[a, b]. This explains the role of Steps 2 and 3 in the 
presented method. 
In the next section we show that the presented cubic spline method provides order h4 
uniformly convergent approximations over [a, b] for the solution of the nonlinear two-point 
boundary-value problem (1). Numerical illustrations demonstrating the fourth order of the 
presented method are given in Section 4. 
3. Order h4 uniform convergence of the presented cubic spline method 
Let s(x) given by (2) denote the cubic spline _using ex_act y, and y,“. Also, let s”(x) denote the 
cubic spline constructed using j&, . . . , pN and MO,. . . , MN, where 
iii =f(xi, Jl;, j;), i = O(l)N, 
j;‘= ‘YIIXI---A II B-P&% 
> 
a1 
YN = 
Pl ’ 
i=l(l)N-1. 
Then, 1(x) is given by 
Xi< x< xi+l. 
(6) 
(7) 
Let e(x) denote the error in the spline solution s*(x) for the solution y(x) of the two-point 
boundary-value problem (1) : 
e(x) =y(x) -s*(x), xE [a, b]. (8) 
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It is easy to see that we can write 
e(x) = (y(x) -s(x)) + (s(x) -J(x)) + (s”(x) -s*(x)) 
= ei(x) + en(x) + e,(x), (9) 
where e,(x) is the error due to spline interpolation, e,(x) is the error due to discretization of 
the differential equation and es(x) is the error due to smoothing of the second derivatives of the 
solution. In the following we shall estimate these errors separately. 
Since e,(x,) = ei(x,+i) = e;‘(x,) = ei’(xi+,) = 0, it is easy to see that the error due to spline 
interpolation is given by 
ei(x) = A(x - xi)(xi+r - x)[ (x,+1 - xj)2 + (x - xi)(xi+l - x)] Y’“‘(tt>? 
xi < .& -=z x;+1. 
Let 
wC4) = m;:xb 1 y’4’(x) 1. 
. . 
Then, from (10) it is easy to obtain the following result. 
(10) 
Lemma 1. Let y E C4[a, b], then 
1) e, II m 6 &h4Wc4). (11) 
(Here, and in the following, for + E C[a, b] we denote 
Next, for the error e,(x), substracting (7) from (2) we obtain for xi G x < xi+i, i = O(l)N - 1, 
e 
D 
(x-xi)3 
6h ( Mi+, - n3;+,) 
[(yi-jji) - ;h2(Mi-A&)] 
Let 
y= (Yo,..., YdT> 
M= (AI,,..., JvfN)T, 
For a vector X = (x0,. . . , x~)~, 
IIxIIco= oy$Jxil. . . 
From (12) we obtain 
f= CFW.., YN)‘> 
and A?= (A&,..., A?N)T. 
in the following we shall denote 
II eD Iloo G II Y- f IL + ih2 II ~4 - G Iloo. 
We next estimate 11 A4 - A? (loo. Using the mean-value theorem, we may write 
M-i@= U(Y- ?) + V(Y’- ?‘), 
(13) 
(14 
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forso_me U=diag{u,,...,u,}, u=diag{u,,...,u,},andwherewehaveset Y’=(y,‘, 
and r’=(Fi,... , ;A)‘. From (6) we obtain for i = l(l)N - 1, 
y,‘-j&i’- &+r -Yi-1) + $(Yi+l -Yi+l) - &(Yi-1 -Ji-l> 
= SYh2Yc3)(77i) + &(Yi+l -_K+J - &I -_LA xi < qi < xi+l. 
From (6) we also obtain for i = 0, 
A -A = k%/~I>(.% -J&b), 
and for i = N, 
A -.zJ = - (&/P,)(Y, -AV). 
Let P = ( pij) denote the ( N + 1) x ( N + 1) tridiagonal matrix given by 
Poo = (%/‘Yr)h, PNN = -(&I’&)~~ pii = O, i=l(l)N-1, 
PO1 = 03 Pii+ = P> i = l(l)N - 1, 
PNN-I = 0, Pii- = -it i=l(l)N-1. 
Let R = (0, yC3’( ql), . . . , yC3)(nN_J, O)T. Then from (15), (16) and (17) we obtain 
Y’- ?= (l/h)P(Y- f) + ;h2R, 
and from (14) we obtain 
Let 
h(M-A?) = (hU+ VP)(Y- f) + ;h3VR. 
af 
u = sup 7 ) 
o<xgb I I 
and WC3)= Lp 1 y”‘(x) I. 
a<x<b 
Then from (19) we obtain for N >, 2, 
h II M - IQ II00 < c1 (1 Y - f (loo + ih3uWC3), 
where 
q=+(b-a)u+up. 
Now (13) and (20) together give 
11 en [lm < e2 11 Y- F lloo + &h4uWC3), 
where 
c2 = 1 + ;hc,. 
. ..) 
(18) 
(19) 
(20) 
(21) 
For the rate of convergence of approximations f for the solution Y of the nonlinear two-point 
boundary-value problem (1) in Step 1, we may assume the following result. 
(23) 
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Theorem 1. Assume that y is sufficiently smooth. Then there exists a constant c* independent of h 
such that 
)I Y - ? )joo < c*h4. (22) 
From (21) and (22) we obtain the following result. 
Lemma 2. Under the assumptions of Theorem 1, 
11 eD km 6 cd4> 
where 
c3 = c*c2 + &SW? 
We next estimate (( es /loo = (I s” - s * (lm. Since tiO = M,*, i@N = M$, from (5) and (7) it can be 
shown that 
IIs”-s* Iloo < $h21)ti-M* Ilm. (24) 
Now, to estimate 11 J? - M * 11 m, let B = ( bij) denote tridiagonal matrix with 
b,,=b,,=6, bOl = b,,_, = 0, bii=4, i=l(l)N--1, 
bii+l = 1, i = l(l)N - 1. 
Also, let J = (j,,) denote the tridiagonal matrix with 
Joo = JNN=JOI =~NN-I =o, _i,, = 2, m = l(l)N - 1, 
.kmfl = -1, m = l(l)N- 1. 
Let C=6(ao, O,... ,O, GN)‘. Then the system (4) together with MC = a0 and M$ = g,,, can 
be expressed in matrix form as 
BM* = - (6/h2) JP+ C. (25) 
From (25) we obtain 
B(a-M*) = Bti+ (6/h2)J% C. (26) 
Consider the second-order discretization of the two-point boundary-value problem (1) given by 
BM+ (6/h2)JY= C+ T(h). (27) 
If T(h)=(t,(h),..., tN( h))T, then it is easy to see that 
and 
From the 
t,(h) = @40 -Go), t,(h)=+‘&-&), 
ti(h) = :h2yc4)(p,), xi < pi < xitl. 
definition of MO, Go and MN, sN it can be shown that for N > 2, 
(28) 
(29) 
IM,-n;i,l< (b-4a)2c*h2( u+ zu), (304 
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and 
(b - a)’ 
IM,-n;i,lG 4 
From (28), (29) and (30) it follows that 
II T(h) lloo G ci”h2, 
where 
(3W 
(31) 
cl *=max 
i 
3c*(b-a)2 a0 3c*(b-a)2 PO 
2 1’ 2 
Now, because of (27) we may write (26) as 
B(ti- M*) = I?(& M) + (6,‘h2)J(f- Y) + T(h). (32) 
Since B is strictly diagonally dominant, B-’ exists and 11 B-l lloo 4 :. Also, )I J Ila, = 4 and 
II B IL = 6, Together with (20), (22) and (31), from (32) we obtain 
II ti- M* Iloo < c4h2, (33) 
where 
c4=~(c~+3(b-a)c*c,+uW(3)+24c*). 
From (24) and (33) we obtain the following result. 
Lemma 3. Under the assumptions of Theorem 1, 
II s”- s* Iloo < cgh4, 
where c5 = fc,. 
(34) 
Finally, together with Lemmas 1, 2 and 3, from (9) we obtain the following result. 
Theorem 
Section 2 
nonlinear 
where 
2. Under the assumptions of Theorem 1, our present cubic spline method described in 
provides order h4 uniformly convergent approximations s * (x) for the solution y(x) of the 
two-point boundary-value problem (1); that is, 
JleJJ, <c**h4, (35) 
c** = &W’4’ + c3 + cg. 
4. Numerical illustrations 
We consider two examples to illustrate the fourth order of our cubic spline method. 
Example 1. We consider the nonlinear two-point boundary-value problem: 
Y” = ijexp(2y) + (Y’)~), 
Y(O) -Y’(O) = 1, y(1) -y’(l) = -In 2 - +, (36) 
Table 1 
N 
16 
32 
64 
128 
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o~~~_lly(x,+,,,)-s*(x,+,,*)l order 
1.48 (-6) 
9.88 (- 8) 3.91 
6.55 (- 9) 3.92 
4.26 (- 10) 3.94 
9 
with the exact solution y(x) = ln(l/(l + x)). We solved the problem (36) by the cubic spline 
method as described in Section 2. For this example, we computed the approximate solution at 
the nodal points by the fourth-order finite-difference method of Chawla [6]. We computed the 
errors in the spline approximation at the middle of the mesh points; in Table 1 we show the 
errors 
o<?F_I IY(Xi+1,*) -s*bi+1,2) 1. . 
for a few values of N and also the rate of convergence of 
results confirm the fourth order of the presented method. 
Example 2 (Ascher [2]). Consider the problem 
f’= -$f+ 8 
i i 
2 
8-x2 ’ 
Y’(O) =_J4) = 0, 
these approximations. The numerical 
(37) 
with the exact solution 
y(x) = 2 ln(7/(8 - x2)). 
We solved the problem (37) by the presented cubic spline method. For this example, we 
computed the approximate solution at the nodal points by the collocation method using two 
Gauss points as described in Ascher [2]; in Table 2 we show the corresponding errors 
Also shown in the table under the heading 2-Gauss are the corresponding results obtained by the 
collocation method in Ascher [2]. It is clear from the table that the numerical approximations 
provided by the presented method are slightly better and, as noted earlier, our approximations 
are C2[0, l] while the collocation approximations are only C’[O, 11. 
Table 2 
N Presented method 2-Gauss method [2] 
5 9.3 (-6) 1.1 (-5) 
10 6.9 (-7) 7.9(-7) 
20 4.5 (-8) 5.7 (-8) 
40 2.9 (-9) 3.9 (-9) 
80 1.8 (-10) 2.7 (-10) 
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