ABSTRACT With the ever-increasing amount and complexity of remote sensing image data, the development of large-scale image segmentation analysis algorithms has not kept pace with the need for methods that improve the final accuracy of object recognition. In particular, the development of such methods for large-scale images poses a considerable challenge. Traditional image segmentation methods are of high time complexity and low segmentation accuracy. This paper presents a new large-scale remote sensing image segmentation method that combines fuzzy region competition and the Gaussian mixture model. The new algorithm defines a non-similarity measurement for the class attribute of pixels using the Gaussian mixture model. This algorithm has the ability to perform high precision fitting of data with a statistical distribution, thereby effectively eliminating the influence of noise on the segmentation result. Moreover, fuzzy region competition is introduced to define the prior probability of the neighborhood that will be regarded as the weight of the Gaussian component. This process enhances the robustness of large-scale image segmentation. Finally, we acquire the image data from Google Earth and conduct experiments; the experimental results show that this new method has the feasibility and effectiveness and can achieve highly accurate segmentation results compared with current state-of-the-art methods.
I. INTRODUCTION
Recently, under the deployment of large-scale sensor networks, a variety of terminal devices are distributed on the various infrastructures to collect information, then the information is sent to the cloud through networks with computing [1] - [4] . After the above process, it is used for support services in different areas. Through information sensing, detection, identification, location, tracking and monitoring, human beings can control the physical world. According to this objective, we study the image segmentation for detect target in real world under cyber computing [5] - [8] . Recent research progress in image segmentation has involved the leveraging of a wide variety of applications in remote sensing, including object detection and image classification [9] , [10] . Image segmentation is used for partitioning a remote sensing image into many regions with homogeneous properties that faithfully correspond to the objects [11] . The characteristics of the pixels in the same region are similar, and the characteristics of pixels in different regions are different. Image segmentation is notorious for playing a particularly important role in image processing and computer vision. Remote sensing images contain a large amount of information; however, it is difficult to classify the detail information accurately in images [12] . Therefore, the remote sensing image segmentation issue, especially segmentation for target detection, has attracted considerable attention from many scholars.
To effectively improve the segmentation effect in remote sensing images, many approaches for segmentation have been proposed. Tuia et al. [13] proposed a method inspired in the cluster assumption that holds in most of the remote sensing data. Starting from a complete hierarchical description of the data, the proposed strategy aimed at sampling and labeling pixels in order to discover the data partitioning that best matched with the user's expected classes. Therefore, the method combines active supervised and unsupervised clustering with a smart prune-and-label strategy. Yuan et al. [14] utilized both spectral and texture information for remote sensing image segmentation. Linear filters were used to provide enhanced spatial patterns. For each pixel location, they computed combined spectral and texture features using local spectral histograms that concatenated local histograms of all input bands and regarded each feature as a linear combination of several representative features, each of which corresponds to a segment. Yi et al. [15] presented a simple scale-synthesis method that was highly flexible, allowing it to be adjusted to meet the segmentation requirements of a variety of image-analysis tasks. This method involves first dividing the whole image area into multiple regions, with each region consisting of ground objects of similar optimal segmentation scale. Next, the suboptimal segmentations of each region are synthesized to obtain the final segmentation result. However, the method was found to be not suited for complex scale images. Mylonas et al. [16] proposed an object-based classification scheme for handling remotely sensed images. The method combined the results of a supervised pixel-based classifier with the spatial information extracted from image segmentation. First, pixel-wise classification was implemented by a fuzzy output SVM classifier using the spectral and textural features of pixels. This classification resulted in a set of fuzzy membership maps. Operating on this transformed space, a Genetic Sequential Image Segmentation algorithm was next developed to partition the image into homogeneous regions. Mahesh et al. [17] evaluated the effectiveness of a new kernel-based extreme learning machine algorithm for a land cover classification using both multi-and hyperspectral remote-sensing data. The results were compared with the most widely used algorithmssupport vector machines and were found to show a good effect.
The image segmentation process is often based on hybrid models for image data modeling. This method divides the image pixels into multiple categories, with each category being known as a data combination of a certain probability distribution in hybrid model. For example, with the most commonly used Gaussian mixture model, each class has its own data mean and variance. Moreover, in further image segmentation, the mean and variance of each class will be considered to be indispensable parameters in the process of segmentation. The resulting parameter combination is optimized by a certain method, thereby completing the classification of all pixels in the image, i.e., the image segmentation is completed.
II. RELATED WORKS
Numerous elaborate methods based on partial differential equations (PDEs) are used widely in the image segmentation field. The active contour model based on variational method and horizontal set method reflects the superiority of PDE segmentation [18] . Shafiq et al. [19] proposed an edge-based active contour with an arc length penalty using level set implementation for interpreter-assisted salt dome segmentation. An edge function was designed to study the effect of varying different active contour parameters on salt dome boundary detection. Segmentation methods based on edge information are easy to converge in the edge for which the Grey value changes significantly. However, in fuzzy boundaries or a gradient area, segmentation methods will lead to evolution shaking or crossing of the border. In addition, the image noise can cause interference when attempting to precisely extract an image contour. Although it is possible to first filter an image, because of the weakened edge information, the filtered image is more difficult to subsequently process. To address this issue, an automatic selection of localized region-based active contour model based on image content and its application on brain tumor segmentation was presented [20] . Abdelsamea et al. [21] proposed a new supervised active contour model named the Self-Organizing Active Contour (SOAC) model, which combined a variational level set method with the weights of the neurons of two Self-Organizing Maps (SOMs) to process images containing regions characterized by intensity inhomogeneity. The primary contribution of the SOAC model was the development of a new active contour models energy functional optimized in such a manner that the topological structure of the underlying image intensity distribution was preserved-using the two SOMs-in a parallel-processing and local manner. The model is solved by a fast dual projection algorithm under the framework of the classical C-V (region segmentation) model, and the solution speed for global minimum value of the energy function is accelerated.
Based on the regional segmentation model, this model utilizes the continuity of the image as the curve evolution stop criterion to overcome the shortcoming of the poor segmentation effect of the image with poor contrast ratio. Simultaneously, excessive segmentation is often produced, such as dividing the image into many regions; such excessive segmentation cannot achieve the purpose and effect of image analysis. Furthermore, in the process of decision-making, the model does not contain the boundary constraints in regional framework, and segmentation results may appear noise boundary or empty. Therefore, segmentation methods involving synthesizing boundary and area information gradually has become a popular research topic [22] - [24] . For example, the fuzzy region competition algorithm based on region competition uses the fuzzy membership degree to reflect that a pixel may belong to multiple classes. The advantage of this algorithm is that it does not depend on the initialization problem, thus changing the energy function optimization problem into finding the global optimal problem at the convex set. We also notice that most of the existing algorithms adopt simple statistical information in the spatial domain, but the actual image features are relatively complicated. The simple statistical information is not adequate to completely express the images' region information. For example, Choy et al. [25] presented a multiphase fuzzy region competition model that took into account spatial and frequency information for image segmentation. In the proposed energy functional, each region was represented by a fuzzy membership function and a data fidelity term that measured the conformity of spatial and frequency data within each region to Gaussian densities, whose parameters were determined jointly with the segmentation process. Li et al. [26] proposed a multiphase fuzzy region competition model for texture image segmentation. In the functional, each region was represented by a fuzzy membership function and a probability density function that is estimated by a non-parametric kernel density estimation.
Generally, cluster methods based on a fuzzy set are effectively used for processing redundant information. To further improve the precision of the fuzzy clustering algorithm, improving the object function and defining the appropriate similarity measure is an effective approach. Because the traditional fuzzy clustering algorithms [27] - [28] use the clustering center on behalf of the class attribute, the nonsimilarity measure is generally defined as the Euclidean distance between pixels and clustering centers [29] . However, this expression method is not accurate, as it cannot effectively distinguish the distribution of the non-spherical clustering and cannot subdivide the details information. The non-similarity segmentation algorithm of Euclidean measure is sensitive to noise, and the segmentation results are easily affected by the shape density and size of the cluster (i.e., distribution and number of pixel feature in Homogeneous area); moreover, it strongly depends on the initial clustering center and thus cannot be effectively used for large scale remote sensing image segmentation. Consequently, methods based on Gaussian distribution are used for characterizing clustering, with the Gaussian distribution function used as a nonsimilarity measure [30] - [32] . However, these methods adopt the likelihood estimation method, which can easily fall into a local optimal solution and result in low segmentation accuracy. The single Gaussian distribution cannot accurately fit multi-modal data.
Therefore, it is expected that incorporating a robust parametric model for characterizing the Gaussian component into the energy functional would help to segment complex remote sensing images.
Motivated by the region competition and the recent research studies on Gaussian mixture model analysis, we propose a new large-scale remote-sensing image segmentation method by combining fuzzy region competition and the Gaussian mixture model. The new algorithm defines the nonsimilarity measurement for the class attribute of pixels by using the Gaussian mixture model. In the energy functional, the fuzzy membership functions are also introduced to measure the association degree of each pixel to all regions. The new algorithm has the ability of high precision fitting of statistical distribution data. With this advantage, the proposed algorithm can effectively eliminate the influence of noise on the segmentation result. Moreover, the fuzzy region competition is introduced to define the prior probability of the neighborhood that will be regarded as the weight of the Gaussian component. This process enhances the robustness of large-scale image segmentation. Justified by the experiments on different types of remote sensing images, the results reveal that our approach is very competitive to current state-of-the-art segmentation methods.
The remainder of this paper is organized as follows. Section II presents the related works for image segmentation over the past several years. In Section III, fuzzy region competition is assessed briefly. The contributions of fuzzy region competition with the Gaussian mixture model are elaborated in Section IV. Section V reports the experiments and performance evaluation. The study's conclusions are presented in Section VI.
III. FUZZY REGION COMPETITION
Before introducing the fuzzy region competition segmentation method, two related segmentation models should be reviewed first, namely, the Mumford-Shah Model and the Chan-Vese Model. Assume that the image segmentation problem can be explained as follows. Consider a gray-scale image I : → R, where is the image domain, which is a bounded open subset of R 2 . As we all know, the aim of image segmentation is to partition by a certain suitable measure into N regions ( i ) i=1,2,··· ,N , where j = i, i ∩ j = φ and
i is the union of boundaries of all regions, by certain suitable measure.
A. MUMFORD-SHAH MODEL
Szallasi et al. [33] proposed solving the segmentation problem by minimizing the following energy functional:
where ∇ is a gradient operator, f denotes a piecewise smooth approximate function of I , is the union of boundaries of image regions, | | expresses the total length of the arcs making up the curve, and µ > 0 and ν > 0 are fixed parameters. The first term of (1) requires that f approximates I ; the second term indicates that f does not vary significantly on each region i ; the third term requires that the boundaries should be as short as possible.
B. CHAN-VESE MODEL
The piecewise constant Mumford-Shah model based on the level set method was represented Chan and colleagues. Chan and Vese [34] proposed the following minimization method for two-phase segmentation:
where c 1 and c 2 are the average values of inside and outside the curve , respectively; ν > 0, and λ 1 , λ 2 > 0 are weights for the regularizing term and the fitting term, respectively.
In the level set method [35] , [36] , ⊂ is represented by the zero level set of a Lipschitz function φ : → R, such that
Thus the level set formulation of the Chan-Vese model is:
where H (φ) is the Heaviside function: H (φ) = 1 if φ ≥ 0 and H (φ) = 0 otherwise. The evolution equation of φ is:
where δ ε (φ) is an approximation of the Dirac function δ(φ) , and c 1 and c 2 are updated by the following formulas:
The Chan-Vese model is extended to the multiphase model that can perform 2 n -phase segmentation using n level set functions. The corresponding formula is quite complicated and is omitted here. The Chan-Vese model is essentially a variant of the Mumford-Shah model for which f is chosen to be a piecewise constant function. Observe that the minimizing process seeks the best partition of I by taking only two values, namely, c 1 and c 2 , and with one edge . The Chan-Vese model was then further extended to vector-valued and multiphase cases with promising segmentation results.
C. FUZZY REGION COMPETITION
Fuzzy methods have been applied to edge detection, image segmentation and other aspects of image processing. In the use of fuzzy classifier for image segmentation, competition is added in the selection and refining process. The fuzzy method has the advantage of being a simple model that enables easy calculation of the fuzzy classifier and obtains refined segmentation results via to the competitive process.
Song and Yuille [37] proposed minimizing the following energy:
where α i is the parameter in the probability density function P i . The first term within the braces is the length of the boundary curve ∂ i for region i . = ∪ N i=1 ∂ i represents the segmentation boundaries of the entire image. The second term is the sum of the cost for coding the intensity I into region i by the conditional probability distributions log P i (I |α i ).
A general two-phase region competition problem is to minimize the following: (9) where is partitioned into 1 
The fast dual projection method proposed by Chambolle [39] is used to solve the problem.
IV. PROPOSED SEGMENTATION METHOD
In this section, we will introduce details of the proposed segmentation method, which effectively utilizes the Gaussian mixture model and fuzzy region competition.
A. FUZZY SEGMENTATION MODEL
Let X = {x 1 , x 2 , · · · , x n } denote the large-scale remote sensing image, where j is the pixel index and n is the image pixel number. Fuzzy membership function u ij is used for describing the subordination of cluster i to pixel j. Set U = [u ij ] c×n as the fuzzy membership matrix to represent the fuzzy segmentation of image X . c is the homogeneous region number in the pre-segmentation. To determine the optimal U , the non-similarity measure between pixel and cluster must be defined. Next, an objective function is measured. Additionally, it minimizes the objective function to obtain the optimal fuzzy segmentation result. In the fuzzy region competition exponential weighting is used to denote the fuzzy degree, which lacks clear physical meaning. Therefore, the KL regularization item [40] is added into the arithmetic weight to define the objection function.
where d ij is the non-similarity measure between pixel and cluster. w ij denotes the prior probability of pixel j belonging to cluster i. The right side of the equation (11) is the KL regularization item, which is conducive to smooth the change and enhance the segmentation accuracy. 1 < λ < ∞ is the fuzzy factor used for controlling the fuzzy degree. When λ → 1, each u ij → 0. Thus, each pixel belongs to the cluster more obviously. If λ = 1, then the fuzzy cluster method is implemented as a specific algorithm. If λ → +∞, u ij → 1/c. The Gaussian mixture model is adopted to define the nonsimilarity measure of image statistical distribution as: (13) where w j = {ω ij ; i = 1, 2, . . . , c} is the prior probability vector. The clustering mean vector set is v = {ν i }.
= { i } is the set of covariance matrices. ν i and i are the mean vector and covariance matrix, respectively. The nonsimilarity measure can be defined as the negative logarithmic of the j-th component:
For a special region i in an image, the gray value is distributed independently. The value's corresponding probability distribution can be denoted as P i (I |α i ) and α i is the corresponding parameter of P i . Thus, the energy function of the object and background segmentation is:
P i must be refined. Under the estimating region parameter, there
B. SOLVING THE SEGMENTATION MODEL
Given U and V as well as the solving region parameter α i = (µ i , σ 2 i ), the energy function can be expressed as
Supposing the given region parameter α and the solving fuzzy membership function u, the energy function can be expressed as
We first derive the partial differential equation of µ i and σ i to obtain region estimationα i = (μ i ,σ 2 i ).
Algorithm 1 Proposed Method 1) Set cluster number c, fuzzy factor λ, fuzzy membership function u and v, u 1 = 1/ max(I ), v 0 = u 1 , and the terminal condition ε.
2) Use w ij
to calculate the prior probability.
3) Use (14) to obtain the non-similarity measure. 4) Use u ij and (19) to update the membership and region parameter respectively. 5) If ||U t+1 − U t || < ε, then this algorithm stops; otherwise, return step 2.
C. FUZZY MEMBERSHIP FUNCTION UPDATING
To accelerate the solution speed of energy function, a fast iteration algorithm is introduced in this part [41] . An auxiliary variable υ is adopted to realize the function regularization and guarantee data fidelity. In particular, we use υ to replace u,
where µ is a positive number. Thus, we obtain the followings:
We further obtain the following equations:
Algorithm 1 shows the detailed process of our proposed method. 
V. EXPERIMENTS AND ANALYSIS
To verify the superiority of the proposed large-scale remote sensing image segmentation method (FRCGMM) via combination of fuzzy region competition and the Gaussian mixture model, we perform experiments on remote sensing images obtained from Google earth; the experiments are implemented on a Lenovo computer, RAM 8GB, Intel(R) Core i7-3632QM, CPU 2.2GHz running a Windows 8.1 environment and MATLAB R2017a. We set c, λ and ε as 5, 0.6 and 0.1 respectively, based on the results of exhaustive experiments. The data contains 2806 aerial images from different sensors and platforms and 15 common object categories in these images. We performed many experiments on these objects in the laboratory. In this paper, we only show the test results of four images. Figure 1(a∼d) are the testing images with four object categories (large-vehicle, ship, roundabout and tennis court) considered. The size of each image is 4000×4000 pixels.
A. EVALUATION INDEX
Image segmentation results are quantitatively evaluated by a common measure, i.e., misclassification error (ME) [42] . ME regards image segmentation as a pixel classification process. It measures the percentage of background pixels that are incorrectly classified into foreground (object) pixels, and conversely, the percentage of object pixels erroneously classified into background pixels. For a two class segmentation issue, ME is defined as,
where bac 1 and for 1 denote the background and foreground of the ground truth (manual segmentation result), respectively, bac 2 and for 2 denote the background and foreground of an image segmentation result, respectively, and | · | denotes the cardinality of a set. The value of ME varies between 0 for a perfectly classified image to 1 for a totally erroneously classified one. A lower value corresponds to better segmentation accuracy
The other evolution index is RSA (region-based segmentation accuracy) [43] . RSA is denoted as
Here, P(R; A) is the segmentation accuracy, i.e. the proportion of accurate pixels in the current target block for the ideal target area. R and A are the current segment region and the target region, respectively.
Separation index (S), which uses a minimum-distance separation for partition validity, is given bellow:
Another important factor on effectiveness is running time.
We will present the detailed data in the next section.
B. COMPARISON EXPERIMENTS FOR LARGE-SCALE IMAGES
We compare FRCGMM with the state-of-the-art methods for large-scale image segmentation of SLSFRC [44] and HBFC [45] . The SLSFRC is a set with selective local and global segmentation; it selectively penalizes the level set function to be binary, and then implements regularization by using Gaussian smoothing. This approach can effectively eliminate the effect of noise. HBFC determines the initial cluster centers and generates a population of initial clustering solutions and then uses an evolutionary algorithm to search for better clustering solutions; at each iteration, the fuzzy c-means method is applied on each initial clustering solution to produce its segmentation result. First to display a better visual perception, the edge detection results are shown in figure2 with three popular methods of TRM [46] , GCA [47] , and MDPC [48] , as well as our enhanced fuzzy region competition (EFRC) for each image.
And the segmentation results are obtained as shown in figure3. From the results of the first image large-scale vehicle, we can see that the segmentation image obtained by FRCGMM is better than others because its outline is more clear, especially the quadrangle areas of the vehicles. Moreover, according to Table 1 , the values of ME of FRCGMM are slightly better than SLSFRC and HBFC. FRCGMM achieves a better segmentation effect in terms of P(R;A) and S than the other two methods. And the segmentation results are obtained as shown in figure3. From the results of the first image large-scale vehicle, we can see that the segmentation image obtained by FRCGMM is better than others because its outline is more clear, especially the quadrangle areas of the vehicles. Moreover, according to Table 1 , the values of ME of FRCGMM are slightly better than SLSFRC and HBFC. FRCGMM achieves a better segmentation effect in terms of P(R;A) and S than the other two methods.
For the second image of a ship, FRCGMM achieves the best ME and S values among all the algorithms; these values are far greater than those of the other algorithms as displayed in table 2, but its value of P(R;A) is close to those of the other methods. Therefore, FRCGMM obtains a good segmentation effect. Generally, the image of FRCGMM may be the best one showing obvious features, i.e., the beach and deck in figure3. On the image of the roundabout, FRCGMM shows better performance than other methods, and its images embody clear edges and show significant characteristics. For the outer ring and the bottom right corner, the segmentation effect of HBFC is not obvious enough. Hence, FRCGMM shows preferable segmentation effect on the background clearly and provides more clear edges. The results shown in table 3 demonstrate that the proposed method has better effect than the other methods. The similar result of the tennis court is shown in table 4.
FRCGMM reveals the best overall performance among the three methods, because it combines fuzzy region competition and the Gaussian mixture model to better balance segmentation than the other algorithms and thus achieves segmentation results that better balance the intra-class polymerization and the inter-class difference. Therefore, in most conditions we recommend the use of our proposed segmentation method.
C. COMPARISON OF RUNNING TIME
We provide the run-time of SLSFRC, HBFC and FRCGMM for the large-vehicle, ship, roundabout and tennis court as listed in figure4. Because they use different super-pixel generation methods, we do not contain the computational cost for super-pixel generation. Moreover, the average time cost of the proposed method is better than that of HBFS and SLSFRC, because the Gaussian mixture model accelerates the learning procedure. Fuzzy region competition helps reduce the computational burden of the learning procedure, and thus leads to a more efficient and convenient interactive image segmentation system. The low cost of our proposed method implies that FRCGMM is suitable for large-scale images that have a large number of super-pixels. Overall, FIGURE 4. Running time (in seconds) on the testing images. VOLUME 6, 2018 the proposed method achieves satisfactory image segmentation results with very low computational cost.
D. DISCUSSION FOR SMALL SCALE IMAGES
Although we performed segmentation experiments for largescale remote sensing images, we must explore whether this method is suitable for small-scale images. The experiments are conducted on four single object real world images with size of 400×400. The original images are exhibited in figure 5 . To save space, the visual segmentation results obtained by various methods are not listed in this paper. To ensure the fairness of the experiment, we selected another two famous methods for the small scale images of EDCS (Edge Density Contrast Stretching) [49] and SLGS (Selective Local and Global Segmentation) [50] for comparison with our proposed method. The segmentation results are shown in figure 6 for the three images. Quantitative performance comparisons of various methods are listed in table 5, table 6 and table 7 . To save space, we use the evaluation index described in section 5.1 to determine the performance. The comparison tables show that the ME value of FRCGMM is dramatically lower than those of other methods, i.e., FRCGMM has the best average segmentation accuracy. In addition, FRCGMM obtains lower S values compared to the other methods, indicating that FRCGMM has better stability. We also conducted experiments of computational time for the three methods, as listed in figure 7 . For the computational time, the differences are small, indicating that FRCGMM has a similar effect compared to the other methods.
In summary, the proposed FRCGMM effectively segments the testing images and achieves clear results, which shows the combination of fuzzy region competition and the Gaussian mixture model is beneficial to improve the accuracy and precision of image segmentation. A shortcoming of FRCGMM is that its P(R;A) values are typically closely to those of other methods for small-scale images indicating that overlapping between the resultant segmentation is unremarkable. However, the effect is considerably better. Overall, the proposed method achieves satisfactory image segmentation result
VI. CONCLUSION
To overcome the shortcomings of the fuzzy region competition method, a large scale remote sensing image segmentation method combining fuzzy region competition and the Gaussian mixture model was proposed under cyber computing. In the proposed method, non-similarity measurement for the class attribute of pixels is defined using the Gaussian mixture model. This new algorithm is able to achieve high precision fitting of statistical distribution data, thus effectively eliminating the influence of noise on the segmentation result. Moreover, the fuzzy region competition is introduced to define the prior probability of the neighborhood that is regarded as the weight of the Gaussian component. This process was found to greatly enhance the robustness of large scale image segmentation. Through adding the Gaussian mixture model, the whole image can preserve the original data coherence. The experimental results on a series of largescale remote sensing images and single-object real world images demonstrated that the proposed method significantly improves segmentation accuracy and robustness in comparison with existing transition region-based image thresholding methods, as well as other segmentation techniques. In the future, we will develop more advanced artificial intelligence algorithms to segment images and apply them to real engineering practices. 
