We introduce a class of isotropic time dependent random fields on the non-homogeneous sphere represented by a time-changed spherical Brownian motion of order ν ∈ (0, 1] with which some anisotrophies can be captured in Cosmology. This process is a time-changed rotational diffusion (TRD) or the stochastic solution to the equation involving the spherical Laplace operator and a time-fractional derivative of order ν. TRD is a diffusion on the non-homogeneous sphere and therefore, the spherical coordinates given by TRD represent the coordinates of a non-homogeneous sphere by means of which an isotopic random field is indexed. The time dependent random fields we present in this work is therefore realized through composition and can be viewed as isotropic random field on randomly varying sphere.
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Introduction and statement of main results
In recent years a growing literature has been devoted to the study of the random fields on the sphere and their statistical analysis. Many researchers have focused on the construction and characterization of random field indexed by compact manifolds such as the sphere S 2 r = {x ∈ R 3 : |x| = r}, see for example [6, 23, 24, 25] . In such papers the sphere represents a homogeneous surface in which the random field is observed. The interest in studying random fields on the sphere is especially represented by the analysis of the Cosmic Microwave Background (CMB) radiation which is currently at the core of physical and cosmological research, see for instance [10, 18] . CMB radiation is thermal radiation filling the observable universe almost uniformly [36] and is well explained as radiation associated with an early stage in the development of the universe. From a mathematical viewpoint the CMB radiation can be interpreted as a realization of an isotropic, mean-square continuous spherical random field for which a spectral representation given by means of spherical harmonics holds. Due to the Einstein cosmological principle (on sufficiently large scales, the universe looks identical everywhere in space (homogeneity) and appears the same in every direction (isotropy)) the CMB radiation is an isotropic image of the early universe [10] . Nevertheless, such a nature of the CMB radiation can be affected by anisotropies as those due to the gravitational lensing for instance. Recently, a growing attention has been drawn to highfrequency or equivalently high-resolution asymptotics for statistics based upon functionals of isotropic random fields (see for instance [5, 23] ).
Beside the interest on random fields, particular attention has been also paid, in last years, by yet other researchers in studying fractional diffusion equations. These equations are related with anomalous diffusions or diffusions in non-homogeneous media, with random fractal structures for instance [30] . Starting from the works [16, 34, 41] much effort has been made in order to introduce a rigorous mathematical approach (see for example [33] for a short survey on this results). The solutions to fractional diffusion equations are strictly related with stable densities. Indeed, the stochastic solutions we are dealing with can be realized through time-change that are inverse stable subordinators and therefore we obtain time-changed processes. A couple of recent works in this field are [29, 35] .
Let D ν t g(t) with ν ∈ (0, 1], be the Dzhrbashyan-Caputo fractional derivative of g(t) of order ν defined by its Laplace transform ∞ 0 e −st D ν t g(t)dt = s νg (s) − s ν−1 g(0) wherẽ g(s) = ∞ 0 e −st g(t)dt is the Laplace transform of g(t), and D ν t g(t) becomes the ordinary first derivative ∂g(t)/∂t for ν = 1.
Let H ν t be a stable subordinator of index ν ∈ (0, 1) with Laplace transform E exp(−sH the inverse of the stable subordinator H ν t of order ν ∈ (0, 1). L ν t has non-negative, nonstationary and non-independent increments (see [28] ). Let
be the Mittag-Leffler function. By equation (3.16) in [29] the Laplace transform of L ν t is given by E exp(−λL ν t ) = E ν (−λt ν ). (1.4) Here and in the sequel we use the fact that x ∈ S 2 r can be represented as x = (r sin ϑ cos ϕ, r sin ϑ sin ϕ, r cos ϑ).
The spherical Laplacian is defined by
Sometimes △ S 2 r is called Laplace operator on the sphere. For the sake of simplicity we will consider r = 1, that is the sphere of radius one.
Since the density of Brownian motion B x (t) on the sphere S 2 1 started at x ∈ S 2 1 solves equation ∂ u(x, t) ∂t = ∂ t u(x, t) = △ S 2 1 u(x, t), x ∈ S 2 1 , t > 0 (1.5)
we say B(t), t > 0 is a stochastic solution to (1.5) . Let x, y = cos d(x, y) be the usual inner product in R 3 . With the notation x = (sin ϑ x cos ϕ x , sin ϑ x sin ϕ x , cos ϑ x ) and y = (sin ϑ y cos ϕ y , sin ϑ y sin ϕ y , cos ϑ y ) we have cos d(x, y) = cos ϑ x cos ϑ y + sin ϑ x sin ϑ y cos(ϕ x − ϕ x ) = x, y .
Let P l , l = 0, 1, 2, · · · be the Legendre functions associated to the eigenvalue problem ∆ S 2 1 u = −µ l u. Let {R l , l ≥ 0} be the set of positive real numbers depending on the angular power spectrum (defined in section 3) of u 0 with R 0 = 1. The space H s (S 2 1 ) is a subset of L 2 (S 2 1 ) and it is defined in equation (3.10). Our interest, in this work, is to study the stochastic solution to a time-fractional Cauchy problem on S 2 1 and obtain a new random structure for the sphere by means of which the random field is indexed. Theorem 1.1. Let ν ∈ (0, 1) and s > 7/2. The unique strong solution to the fractional Cauchy problem
where B x ν (t), t > t 0 is the time-changed rotational Brownian motion on the sphere S 2 1 started at x at time t 0 . The explicit solution is written as
This theorem is an extension of the results in [29] and [20] to the spherical Laplacian on the sphere.
is called time-changed rotational Brownian motion on S 2 1 . B x 0 ν (t) is a stochastic solution to (1.6) and has non-independent, non-stationary and non-negative increments. Furthermore, for ν → 1, we get that a.s. L ν t → t which is the elementary subordinator (see [7] ). When ν = 1 the time-changed rotational Brownian motion becomes the rotational Brownian motion or Brownian motion on the sphere {B(t), t > 0.
We next consider a real-valued random field on the sphere {T (x) : x ∈ S 2 1 }. Let SO(3) be the group of rotations in R 3 that can be realized as the space of 3 × 3 real matrices A such that A ′ A = I 3 (where I 3 is the three-dimensional identity matrix) and det(A) = 1. Suppose that SO(3) acts on S 2 1 with g → gx. A random field T is said to be n-weakly isotropic if E|T (gx)| n < ∞ (n ≥ 2) for every x ∈ S 2 1 and if, for every x 1 , . . . , x n ∈ S 2 1 and every g ∈ SO(3) we have that
We consider the composition of the random field T with an independent time-changed rotational Brownian motion B x ν (t) ∈ S 2 1 , t > t 0 given by the time dependent random field
We will call {T ν t (x), t > t 0 } random field on non-homogeneous sphere as the set {B x ν (t), t > t 0 } ⊂ S 2 1 is a non-homogeneous set. In our view, the composition (1.9) can be regarded as a random field with randomly shifted index. Indeed, we can introduce the shift s t such that
(1.10) where 0 = x N is the North Pole. Thus, the time dependent random field (1.9) can be rewritten as follows
(1.11) Formula (1.11) says that the compact support of the random field T is affected by the random action of the shift (1.10).
We first obtain in Lemma 4.2 that
(is finite) where
are the coefficient of T (x) with respect to the orhonormal basis of spherical harmonics {Y lm :
. a l j m j are uncorrelated (over l) random variables, λ is the Lebesgue measure on the sphere S 2 1 and E[a l 1 0 · · · a ln0 ] is called the angular polyspectrum of order n−1 associated with the field T (See Lemma 4.2 below). The fact that E[T ν t (gx)] n < ∞ is a necessary condition for T ν t (x) to be isotropic. The next theorem presents the time-and space-covariance of (1.9) and this is our second main result in this paper. Theorem 1.2. For 0 ≤ t 0 < t 1 ≤ t 2 < ∞ and ν ∈ (0, 1] we have that:
ii) for x, y ∈ S 2 1 such that x = y,
where C l is the angular power spectrum defined in equation (4.4) and
A stochastic process X(t), t > 0 with E(X(t)) = 0 is said to have short range dependence if for fixed t > 0, ∞ h=1 E(X(t)X(t + h)) < ∞, otherwise it is said to have long-range dependence.
Corollary 1.3 (Time-covariance).
For h ≥ 0 and ν ∈ (0, 1], the (equilibrium) time covariance of the random field T ν t (x), t > t 0 is given by
(1.14)
Corollary 1.5 (Space-covariance). For x, y ∈ S 2 1 such that x = y, t > t 0 ≥ 0 and ν ∈ (0, 1], the space-covariance of the random field T ν t (x), t > t 0 is given by
Under suitable choice of the initial condition for the Cauchy problem involving the equation (1.6), for all x ∈ S 2 1 and t → t 0 we show that T ν t (x) → T (x) and therefore we obtain the driving random filed on the homogeneous sphere as expected. Indeed, for t → t 0 we get that T ν t (x) → T (x) only if the TRD has initial datum u 0 = δ. Indeed, we have that
which coincides with (4.6). 
C 0 4π where we have used the fact that E ν (0) = 1, and P 0 ( x, y ) = 1. For the density of the TRD we get that lim t→∞ u ν (x, t; x 0 , t 0 ) = 1/4π and thus, for all ν ∈ (0, 1), we get a uniformly distributed r.v. on the whole sphere. We recall that λ(S 2 1 ) = 4π. The covariance of the random field T ν ∞ (x) does not depend on the space and this means that
where {W (x), x ∈ S 2 1 } is an uniformly distributed noise on the sphere. Our third main result is Theorem 1.8. For 0 ≤ t 0 < t 1 ≤ t 2 < ∞ and ∀ g ∈ SO(3), we have that 
By simple conditioning, the independence of L ν t and B 1 (t), Theorem 1.8, and Fubini theorem we have
where
Motivations The model we present describe a random motion over a random surface. Indeed, if we write the TRD, with staring point (ϑ 0 , ϕ 0 ) at time t 0 , as follows
is a point representing a randomly moving particle over a random surface and therefore a motion on a random environment.Apart from the mathematical interest in studying timedependent random fields indexed by a random environment, we want to provide a new random field in which the anisotropies of the CMB radiation can be explained. Indeed, since the set {B x ν (t), t > t 0 } ⊂ S 2 1 is a non-homogeneous subset of the sphere, in our view, the field T ν t captures the anisotropies by which the CMB radiation is affected. Furthermore, the multiparameter process we present well explain also the observational error due to instruments and depending on the observation time. Indeed, the shift representation (1.11) can be considered as a process which well describe such observational error. As time passes, we are not observing T (x) but T (x+TRD) where the TRD is a noise depending on time. A further remarkable feature is that the new random field T ν t (x) possesses an angular power spectrum, say C l (t) (depending on time), which goes from an exponential (for ν ∈ (0, 1)) to a polynomial (for ν → 0) behaviour as the frequency l → ∞. This result plays an important role in the asymptotic theory in the high-frequency sense. If the random field is Gaussian for instance, then its dependence structure is completely identified by the angular correlation function and the angular power spectrum. For non-Gaussian fields, we need higher-order correlation functions in order to characterize the dependence structure and, in turn higher-order angular power spectra, polyspectra. The asymptotic behavior of (mpoints) higher-order moments of a random field is therefore of great interest in studying the asymptotic nature of the random field, as asymptotic Gaussianity for instance. In our case, we do not consider Gaussianity but the high-resolution analysis of T ν l,t reveals different asymptotic covariance structure for such a random field, depending on ν ∈ (0, 1) as pointed in Remark 4.6. In real data, we get more and more information (or resolution) as l increases.
Overview of the paper The plan of the work is as follows. We introduce fundamental concepts on fractional calculus in Section 2. In Section 3 we study time-changed diffusions on the sphere and establish the connection of the time-changed Brownian motion on the sphere to fractional order PDEs involving spherical Laplacian. In Section 4, we introduce random fields on the sphere and define a new multiparameter process which is the time dependent random field on spherical non-homogeneous surface.
Notations For the reader's convenience we list below some useful symbols:
• T (x) is the isotropic random field on the (homogeneous) sphere,
• H ν t is the stable subordinator with density h ν ,
• L ν t is the inverse to a stable subordinator with density l ν ,
• B x 0 (t) is the Brownian motion on the sphere (rotational Brownian motion) starting from x 0 ∈ S 2 1 at t 0 ≥ 0,
is the time-changed rotational Brownian motion (time-changed rotational diffusion, TRD) with law u ν ,
is the time dependent random field on the non-homogeneous sphere.
Furthermore,
• D ν t or ∂ ν t with ν ∈ (0, 1) is the Dzhrbashyan-Caputo fractional derivative of order ν ∈ (0, 1),
• D ν t with ν ∈ (0, 1) is the Riemann-Liouville fractional derivative of order ν ∈ (0, 1),
Inverse stable subordinators and Mittag-Leffler function
A stable subordinator H ν t , t > 0, ν ∈ (0, 1), is (see [7] ) a Lévy process with non-negative, independent and stationary increments with Laplace transform in (1.1)
The inverse stable subordinator L ν defined in (1.2) with density, say l ν , satisfies
be Riemann-Liouville fractional derivative of order ν ∈ (0, 1) defined by its Laplace transform
. According to [3, 12, 32] , represents a stochastic solution to
subject to the initial and boundary conditions
Due to the fact that H ν t , t > 0 has non-negative increments, that is non-decreasing paths, we have that L ν t is a hitting time. Furthermore, for ν → 1 we get that
almost surely ( [7] ) and therefore t is the elementary subordinator. From the relation (2.1) and the Laplace transform (1.1), after some algebra, we arrive at the Laplace transform of L ν given by (1.4).
Next we state some of the properties of the Mittag-Leffler function. Let ν ∈ (0, 1] As we can immediately check E ν (0) = 1 and (see for example [15, 37] )
Indeed, we have that
whereas,
Thus the Mittag-Leffler function is a stretched exponential with heavy tails. Furthermore, we have that (see [15, formula 2.2.53])
Dzhrbashyan-Caputo derivative of order ν ∈ (0, 1) is defined in [9] by
Formula (2.7) can be also written in terms of the Riemann-Liouville derivative as follows (see [15, 38] ) 8) and therefore, formula (2.6) takes the form
Hence in this case we say that E ν (µz ν ) is the eigenfunction of the Dzhrbashyan-Caputo derivative operator D ν z with the corresponding eigenvalue µ ∈ C.
3 Time-changed Rotational Brownian motion on the sphere
In this section we define a measurable map from the probability space (Ω, F B , P ) to the measurable space (S 2 , B(S 2 ), λ B ) which is the time-changed rotational Brownian motion B x 0 ν (t), t > t 0 , ν ∈ (0, 1] with starting point x 0 ∈ S 2 1 at time t 0 > 0. Such a process can be regarded as a time-changed rotational diffusion (TRD) or a rotational Brownian motion on the sphere S 2 1 time-changed by an inverse to a stable subordinator. Thus, the composition we deal with is written as
where B x 0 is a rotational Brownian motion starting from x 0 ∈ S 2 1 at t 0 ≥ 0 and the time-change is given by L ν t , t > 0 which is the inverse to a stable subordinator of index ν ∈ (0, 1). The TRD represents the spherical counterpart of the fractional diffusion on bounded domain driven by the fractional equation
is the Laplace operator and whose solutions can be written in terms of Wright or Fox functions ( [11, 13, 35] ) and by using time-changed Brownian motion in R n ; see for example [28, 29] . In [35] the authors presented the explicit one dimensional solutions for some particular order α of the fractional derivative. For information on fractional diffusions on unbounded domains the reader can consult, for example, the works [17, 22, 41, 39] . In [3] the fractional Cauchy problem involving an infinitely divisible generator on a finite dimensional space has been investigated while [29] studied the fractional Cauchy problem (3.1) in a bounded domain D ⊂ R n . In [29] , the authors found that (in our notation) the strong solution of (3.1) in a bounded domain D with Dirichlet boundary conditions is given by
is the first exit time of Brownian motion B from D ⊂ R n . Our aim, in this section, is to study the solution to the fractional Cauchy problem involving the spherical Laplacian operator which extends the results in [20, ?] and prove Theorem 1.1.
Remark 3.1. We say that ∆ S 2 1 u exists in the strong sense if it exists pointwise and is continuous in D.
Similarly, we say that ∂ ν t f (t) exists in the strong sense if it exists pointwise and is continuous for t ∈ [0, ∞). One sufficient condition for this is the fact f is a C 1 function on [0, ∞) with |f ′ (t)| ≤ c t γ−1 for some γ > 0. Then by (2.7), the Caputo fractional derivative ∂ ν t f (t) of f exists for every t > 0 and the derivative is continuous in t > 0.
It is well-known that ( [14] ) the solutions to the eigenvalue problem
is solved with a sequence of eigenvalues µ l = l(l + 1), l ∈ Z, l ≥ 0 with their corresponding eigenfunctions given by the spherical harmonics (here we use the fact that x ∈ S 2 1 can be represented as x = (sin ϑ cos ϕ, sin ϑ sin ϕ, cos ϑ))
3) (or linear combination of them) where
are the associated Legendre functions, and the well-known Legendre polynomials P l are defined by the Rodrigues' formula
It is important to note here that the operator considered in Theorem 3.2 in [20] for the Jacobi case (the case a = b = 0 in their notation)is different from equation (1.6) and (3.2) here. First, their fractional Pearson diffusion equation is in R whereas our equation is in S 2 1 . Second, the spherical harmonics in (3.3) are different from the eigenfunctions called Jacobi polynomials in their notation. Jacobi polynomials are the eigenfunctions corresponding to the eigenvalue problem
and it has eigenfunctions g l (x) = (−1) l 2 l l!P l (x) and corresponding eigenvalues λ l = l(l + 1).
We list some properties which will turn out to be useful further in the text: for all x ∈ S 2 1 (symmetry) we have that 4) and in spherical coordinates Y * lm (ϑ, ϕ) = Y lm (ϑ, −ϕ) where * stands for the complex conjugation; for all l 1 , l 2 , m 1 , m 2 (orthonormality) we also write the formula (A.9) as
δ m 2 m 1 are the Kronecker's delta symbols (A.8) and λ(·) is the Lebesgue measure on S 2 1 given in spherical coordinates by λ(dx) = sin ϑ dϑ dϕ for x = (sin ϑ cos ϕ, sin ϑ sin ϕ, cos ϑ);
for all x, y ∈ S 2 1 (addition formula) we have that (see page 339 in [14] for this and other properties of spherical harmonics)
where x, y = cos d(x, y) and d(x, y) is the usual spherical distance on S 2 1 . Furthermore,
and P l ( x, x ) = 1; for all x, y ∈ S 2 1 (reproducing kernel) the following holds
. The function f (see also the Peter-Weyl theorem on the sphere in [27] and the references therein) can be written as
which holds in the L 2 sense, where
We define
as the angular power spectrum of f . The angular power spectrum can be considered as a power law of index, say ̟, which can be different from zero (red spectrum for ̟ < 0 and blue spectrum for ̟ > 0) or not (white spectrum). If A l (f ) decays exponentially as l → ∞, then f is a real and analytic function and turns out to be infinitely differentiable on the sphere. In general, for s ≥ 0, we introduce the Sobolev spaces
The Sobolev space (3.10) is the closure of the set of all spherical polynomials with respect to the norm · s,2 . Furthermore, H s,2 (S 2 1 ) is a Hilbert space, with inner product
) and, for s ′ > s, we get that
We write H s (S 2 1 ) instead of H s,2 (S 2 1 ) and say that f ∈ H s (S 2 1 ) is infinitely differentiable provided that A l ≈ l −2s−θ with θ > 1 as l → ∞ (s ≥ 0) by the Sobolev embedding Theorem.
We are now ready to give the Proof of Theorem 1.1. The proof follows the main steps in the proof of Theorem 3.2 in [20] and Theorem 3.1 in [29] . Since operator ∆S 2 1 is quite different operator than those in these two papers, we give all the details of the proofs. The proof is based on the method of separation of variables. Let u(t, x) = G(t)F (x) be a solution of (1.6). Then substituting into (1.6), we get
Divide both sides by G(t)F (x) to obtain
Then we have ∂ ν t G(t) = −µG(t), t > 0 (3.12) and
By the discussion above, the eigenvalue problem (3.13) is solved by an infinite sequence of pairs {µ lm = l(l + 1), Y lm : l ≥ 0, −l ≤ m ≤ +l} where the spherical harmonics Y lm forms a complete orthonormal set in L 2 (S 2 1 ). In particular, the initial function u 0 regarded as an element of L 2 (S 2 1 ) can be represented as
By the addition formula (3.6), we can write
This is similar to the form of the solution of a Factional Jacobi diffusion that was worked in section 7.4 and 7.5 in [31] for the case a = b = 0 in their notation.
It remains to show that (3.15) solves (1.6) and satisfies the conditions of Theorem 1.1. Since u 0 ∈ H s (S 2 1 ) we know that
where C = ||u 0 || s,2 . The angular power spectrum for u ν (x, t; x 0 , t 0 ) in (3.15) is then given by
Hence for fixed t > t 0 as l → ∞, using (2.5) we can see that
Step 1. First we check that
) < ∞ uniformly in t ≥ t 0 . First we notice that From the Parseval's identity, Equation (3.18) and Equation (2.3) we get that
this proves that u ν ∈ L 2 (S 2 1 ).
Step 2. Next we show that the series (3.15) is absolutely and uniformly convergent for t > t 0 > 0. Using (2.3), (3.17), (3.6) and Cauchy-Schwartz inequality we have
since s > 0 we have s + 2 − 1/2 = s + 3/2 > 1. Hence the function in (3.15) is absolutely and uniformly convergent.
Step 3. We next show that ∂ ν t u ν (x, t; x 0 , t 0 ) exists pointwise as a continuous function. Using [19, Equation (17)]
and (3.17) and (3.7) we get
Hence by Remark 3.1, ∂ ν t u ν (x, t; x 0 , t 0 ) exists pointwise as a continuous function and is defined as a classical function.
Step 4. We show here that we can apply ∆ S 2 1 and ∂ ν t term-by-term to the series (3.15). For this we need to show that the series (3.21) is absolutely and uniformly convergent for t > t 0 > 0.
From (3.2), term by term we get
By the previous step, using (2.3), (3.7) and the Cauchy-Schwartz inequality we get
since s > 3/2 we have s − 1/2 > 1. Hence
since the two series are equal term-by-term, and since the series on the right converges absolutely. Now it is easy to check that the fractional time derivative and ∆ S 2 1 can be applied term by term in (3.15) to give
so that the PDE in (1.6) is satisfied. Thus, we conclude that u defined by (3.15) is a classical (strong) solution to (1.6).
Step 5. We show that B x (L(t)) is a stochastic solution to (1.6). The solution to ∂ t u 1 = △ S 2 1 u 1 subject to the initial condition u 0 is written as u 1 (x, t; x 0 , t 0 ) = Eu 0 (B x (t − t 0 ) − x 0 ) , x ∈ S 2 1 , t > t 0 ≥ 0 or, in terms of the convolution semigroup, as
where the strongly continuous semigroup P t on L 2 (S 2 1 ) is satisfies
is self-adjoint operator by Remark 3.34 in [27] . We define the operator
Finally, we obtain the stochastic representation of the solution. Since {Y lm } forms a complete orthonormal basis for L 2 (S 2 1 ), the semigroup
is the unique solution to (1.5) where
we can write by using Fubini Theorem together with equations (1.4) and (3.15) to get
Uniqueness follows by considering two solutions u 1 , u 2 with the same initial data, and showing that u 1 − u 2 ≡ 0. Remark 3.3. We notice that if the initial condition in (1.6) is the Dirac delta function
then, from the completeness relationship for spherical harmonics
we can write that a lm (t;
As we can check, this implies that R l ≡ 1 for all l ≥ 0 with
, for all t, t 0 > 0 and also that
Remark 3.4. We check that the transition density (1.8) integrates to unity. We recall that Y 00 (x) = 1/ √ 4π for all x ∈ S 2 1 . Furthermore, from the integral (A.9), we have that
From this and the fact that E ν (0) = 1, we obtain
which, under the hypothesis of Theorem 1.1, leads to the claim. 
The distribution (1.8) becomes
for 0 ≤ ϑ ≤ π and t > t 0 ≥ 0.
Remark 3.6. For ν → 1 we have that (see [7] ) L 1 t a.s.
→ t and therefore the inverse process L 1 t , t > 0, becomes the elementary subordinator t, t ≥ 0. On the other hand the fractional equation of the Cauchy problem (1.6), for ν = 1, takes the following form
with solution, from the classical Sturm-Liouville theory, given by
which is in accord with the property of the Mittag-Leffler function E 1 (−z) = e −z . Formula (3.26) can be also written as
where B x (t), t > 0 is the rotational Brownian motion or Brownian motion on S 2 1 started at x at t = t 0 .
Remark 3.7. For ν = 1 and u 0 = δ the following holds true
where t 0 < t 1 < t 2 and x 0 , x 1 , x 2 ∈ S 2 1 . Indeed, from (3.8) we have that
and therefore
which coincides with u ν (x 2 , t 2 ; x 0 , t 0 ) only if ν = 1 and u 0 = δ. Indeed, for ν = 1,
and, for u 0 = δ, R l ≡ 1 for all l ≥ 0. (3), we can also write
The above distribution (see for example [8] ) solves the Dirichlet problem (3.28) and is written as
The solution, sayū ν , to the problem (1.6) on the bounded domain
can be written asū
See [29] for more on fractional Cauchy problems in bounded domains.
Random fields indexed by spherical non-homogeneous surfaces 4.1 Random fields indexed by the sphere
In this section we will consider a n-weakly isotropic random field {T (x); x ∈ S 2 1 } on the sphere S 2 1 for which ET (gx) = 0, and T (gx)
here we recall that d = means equality in distribution of stochastic processes and SO(3) the special group of rotations in R 3 .
As already pointed out in Section 3, the triangular array
of spherical harmonics represents a set of eigenfunctions for the Laplacian on the sphere and an orthonormal basis for L 2 (S 2 ). Hence we can see that 2-weakly isotropic random fields admit the spectral representation
is a set of random spherical harmonics coefficients that are Fourier random coefficients and λ is the Lebesgue measure such that λ(S 2 1 ) = 4π. In formula (4.2) the symbols Y * lm stands for the complex conjugation of Y lm and convergence in (4.1) holds in the mean square sense, both with respect to L 2 (dP ) for fixed x and with respect to L 2 (dP ⊗ λ(dx)), i.e.
Under isotropy, {a lm } are zero-mean valued and uncorrelated over l and m with E |a lm | 2 = C l where C l is the angular power spectrum of the random field T . We notice that (from the isotropy of T ) C l depends only on l as shown in [6, 26] . Furthermore, for the harmonic coefficients associated with the frequency l, we have that (see formula (3.4))
and the following orthogonality property holds
. From (4.4) we immediately get that E|a lm | 2 = C l , l ≥ 0. As in (3.10), for the angular power spectrum C l we have that
for some s ≥ 0. In the light of the previous discussion, for the zero-mean n-weakly isotropic random field T we can write the following expression for the covariance function
where x, y is the angle between x and y. Indeed, from the representation (4.1), we have that
and, by taking into account formulae (4.3) and (4.4), we get that
From the addition formula (3.6) the covariance (4.6) immediately follows. By considering that P l ( x, x ) = 1, from (4.6) and (4.5) we also obtain that
Under isotropy, the harmonic coefficients a lm are zero-mean and uncorrelated over l. Furthermore, if T is Gaussian, then a lm are Gaussian and independent random coefficients (see [6] ). We will use throughout also the following fact (see [26] )
is a convolution of Clebsch-Gordan coefficients and P l 1 ,...,ln (·) is the reduced polyspectrum associated with the isotropic random field T . If n = 3 for instance, then the formula (4.9) becomes
For more information on random fields on the sphere the reader can consult the book by [27] whereas, we refer to the book by [1] for random fields and geometry.
Random fields indexed by the non-homogeneous sphere
In this section we focus on the main object of the work which is the time-changed (we mean composition of processes) random field
where B x ν (t), t > t 0 is the time-changed rotational Brownian motion starting from x at time t 0 and {T (x), x ∈ S 2 1 } is the (Gaussian) random field depicted in the previous section. We assume that T is independent from B x ν . Random field with randomly varying parameters have been also studied in the interesting work [2] . Based on the representation (4.1) of T , for the random field {T
which must be understood in the L 2 sense, that is
We recall that the TRD B x ν (t), t > t 0 is a measurable map from (Ω, F B , P) to (S 2 1 , B(S 2 1 ), λ B ). In the rest of the paper use the double summation notation whenever appropriate
Remark 4.1. Let us consider the random shift s t : x → B x ν (t), such that
where 0 = x N is the North Pole. The process (4.11) can be therefore regarded as
where the random field T is indexed by s t x and therefore under the action of s t . Formula (4.13) says that the spherical coordinate x ∈ S 2 1 is affected by some noise depending on time. As we will see further in the text, for ν → 1 we get that B 0 ν → B 0 and therefore the noise becomes the standard rotational Brownian motion. For ν ∈ (0, 1), the random environment in which T is indexed is represented by the TRD B x ν and therefore is a non-homogeneous sphere.
As expected, the properties of (4.11) are strictly related with those of T . In particular, we begin our analysis by presenting the following result concerning the higher-order moments of the composition T ν t (x).
Lemma 4.2. Let the previous setting prevail. The following holds
Proof. The claimed result follows by observing that
From the fact that (see [26] )
which does not depend on y ∈ S 2 1 as formula (4.9) entails, we obtain that 
Proof. We recall from Remark 3.3 that, for ν ∈ (0, 1],
y, x ∈ S 2 1 , t > t 0 ≥ 0, is the probability density of the TRD B x ν (t), t > t 0 . From the property (3.4) and the orthogonality of spherical harmonics (3.5), we get that
and thus
Formula (4.17) can be obtained from result (4.19) by considering the fact that
and the proof is completed.
Proposition 4.4. For x ∈ S 2 1 , t > t 0 ≥ 0 and ν ∈ (0, 1], we have that Proof. From (4.18) we write
From the fact that (see formula (A.10)) 22) we arrive at formula (4.21).
Remark 4.5. We use an alternative approach in order to show that
as already stated in Lemma 4.2.
Proof. We have that
where and, by taking into account the fact that (see for example [40] )
which is the claimed result.
In order to study the time-and space-covariance of the random field
. We assume that for given starting points x, y ∈ S 2 1 at t 0 ≥ 0, the processes B x ν (t 1 ) and B y ν (t 2 ) are independent if and only if x = y. If x = y, then B x ν (t 1 ) and B y ν (t 2 ) are two dependent copies of a time-changed rotational Brownian motion starting from x = y at t 0 .
From the representation
we can write
for some t 1 , t 2 ≥ 0 and x, y ∈ S 2 1 . Next we give
Proof of Theorem 1.2. We first consider the starting point y = x at time t 0 ≥ 0. i) Due to the fact that
for 0 ≤ t 0 < t 1 < ∞, we can write
Thus, formula (4.26) takes the form
We also have that
and this prove the first statement.
We consider the case in which x = y:
ii) From the assumption that the processes B x ν (t 1 ) and B y ν (t 2 ) are independent if and only if x = y we obtain that
where, from the formulae (4.16) and (4.17) of the Proposition 4.3, we have that
For the sake of simplicity, we write
From (4.31) and (4.32), the formula (4.26) takes the form
By taking into account the addition formula (3.6) we get that
and the claimed result immediately follows.
which is the (space/time) covariance of the lth frequency component of T ν t . Formula (1.13) can be therefore rewritten as follows
(4.34)
We are now interested in studying the high-frequency behavior of such covariance. Usually the angular power spectrum of T is assumed to be as C l = l −α g(l) where α > 2 (to ensure summability) and g(·) is a smooth function which converges to a constant as the frequency l → ∞ (for instance g(l) = G 1 (l)/G 2 (l) and G 1 , G 2 are polynomials of the same order). The important fact is that E ν has different behaviour depending on ν as we know. Let us take t 0 = 0 for the sake of simplicity. The symbols δ l where θ * 2 = α − 1 > 1 and C, D > 0 are some constant that do not depend on l or h. This means that series (4.34) converges with rate of convergence depending on ν and therefore, the lth frequency component (random filed) T ν l,t has different covariance structure as l → ∞. Also, for ν ∈ (0, 1), the time covariance decays more slowly than an exponential decay (for ν = 1).
We next give the proof of Theorem 1.8
Proof of Theorem 1.8. For ν = 1, we have a Markovian diffusion as the ChapmanKolmogorov relation (3.27) entails. Due to the Markov property we have that
for t 2 ≥ t 1 > t 0 ≥ 0 where, for all x ∈ S 2 1 , P{B x (t 0 ) ∈ dx} = 1/λ(S cos ϑ sin ϑ cos ϑ 0 sin ϑ 0 u ν (ϑ, ϕ, t; ϑ 0 , ϕ 0 , t 0 ) dϑ dϑ 0 .
By taking into account the formula (see [40] ) which means that the rotational Brownian motion has an exponential memory kernel whereas, for ν ∈ (0, 1), formula (4.36) says that the TRD has a covariance function with polynomial memory kernel, in particular Cov B (h; ν) ∼ h −ν as h → ∞. Thus, we obtain that
Cov B (h; ν) = ∞ (4.38)
and therefore the TRD has long range dependence for ν ∈ (0, 1) whereas, is the Kronecker's delta symbol.
For the integrals involving spherical harmonics we recall that .
