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Abstract The eXtended Finite Element Method (XFEM) is an approach for solv-
ing problems with non-smooth solutions, which arise from geometric features such
as cracks, holes, and material inclusions. In the XFEM, the approximate solution
is locally enriched to capture the discontinuities without requiring a mesh which
conforms to the geometric features. One drawback of the XFEM is that an ill-
conditioned system of equations results when the ratio of volumes on either side
of the interface in an element is small. Such interface configurations are often un-
avoidable, in particular for moving interface problems on fixed meshes. In general,
the ill-conditioning reduces the performance of iterative linear solvers and impedes
the convergence of solvers for nonlinear problems. This paper studies the XFEM
with a Heaviside enrichment strategy for solving problems with stationary and
moving material interfaces. A generalized formulation of the XFEM is combined
with the level set method to implicitly define the embedded interface geometry.
In order to avoid the ill-conditioning, a simple and efficient scheme based on a
geometric preconditioner and constraining degrees of freedom to zero for small in-
tersections is proposed. The geometric preconditioner is computed from the nodal
basis functions, and therefore may be constructed prior to building the system
of equations. This feature and the low-cost of constructing the preconditioning
matrix makes it well suited for nonlinear problems with fixed and moving inter-
faces. It is shown by numerical examples that the proposed preconditioning scheme
performs well for C0-continuous problems with both the stabilized Lagrange and
Nitsche methods for enforcing the continuity constraint at the interface. Numerical
examples are presented which compare the condition number and solution error
with and without the proposed preconditioning scheme. The results suggest that
the proposed preconditioning scheme leads to condition numbers similar to that
of a body-fitted mesh using the traditional finite element method without loss of
solution accuracy.
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1 Introduction
A standard tool for numerically solving problems defined by a set of partial dif-
ferential equations in many engineering disciplines is the Finite Element Method
(FEM). The solution to problems which feature embedded interfaces, such as ma-
terial inclusions or voids, is non-smooth due to strong or weak discontinuities
which occur at the interface. A strong discontinuity occurs when the solution is
discontinuous across the interface. A weak discontinuity occurs when the solution
is continuous but its spatial derivatives are discontinuous across the interface. Con-
ventionally, a finite element mesh is used which conforms to the interface in order
to approximate the non-smooth solution. However, mesh generation may lead to
robustness issues and increase the computational cost for problems with complex
geometries or moving interfaces.
A widely used alternative for solving problems with embedded interfaces is
the eXtended Finite Element Method (XFEM) [1, 2]. Local enrichment functions
are added to the standard FEM basis to represent the strong or weak solution
discontinuities. The enrichment functions are constructed based on the position
of the interface, which is implicitly defined by the level set method [3, 4]. The
XFEM does not require a mesh that conforms to the interface, which reduces
the complexity of mesh construction. This feature is particularly advantageous
for complex geometries as well as problems with moving or changing interface
configurations [5–8]. However, the XFEM can lead to ill-conditioned systems when
an intersected element(s) has a small ratio of areas bisected by the interface, as
illustrated in Fig. 1. Ill-conditioned systems are a particular issue for nonlinear
problems and iterative linear solvers [9, 10].
Γ
D1
D2
(a)
Γ
D1
D2
(b)
Fig. 1 Configuration of four quadrilateral elements which lead to a (a) well-conditioned and
(b) ill-conditioned system. The lower left element in (b) has a small ratio of areas bisected by
the interface.
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The focus of this work is on a new scheme to mitigate the ill-conditioning issue
in the XFEM. The goal is to obtain condition numbers using the XFEM that
are of the same order of magnitude as standard FEM with a conforming mesh.
Various approaches for dealing with this ill-conditioning have been proposed. A
straight-forward approach is to construct a mesh that avoids small intersections
with a uniform ratio of intersected element areas. Another approach is to move
the nodes of intersected elements in order to avoid any intersected areas less than
a specified amount [11]. However these approaches require adaptive meshing and
mesh updating strategies which typically encounter efficiency and robustness issues
for complex geometries and moving interfaces.
Other approaches involve modifications to the discretized system of equations
such that careful mesh construction or moving the nodes is not necessary. Reusken
[12] suggested constraining degrees of freedom associated with small supports to
zero. This approach improves the condition number of the system by removing the
constrained degrees of freedom. However, there is a trade-off between the accuracy
of the solution and the ill-conditioning of the system which depends on the cri-
teria for selecting the degrees of freedom to be constrained. The criteria must be
carefully chosen in order to improve the condition number without decreasing the
solution accuracy beyond an acceptable level. Preconditioning schemes have been
proposed to improve the condition number of the system matrices to be solved.
Sauerland and Fries [13] study a Jacobi preconditioner, and preconditioners based
on a Cholesky decomposition are studied by Bechet et al [9] and Menk and Bor-
das [14]. These alternative schemes are well suited for linear problems. However,
the preconditioner can be built only after the discretized system of equations is
assembled and must be reconstructed in each solution step for nonlinear problems,
even when the interface geometry remains fixed.
A third class of methods modify the enrichment function to avoid the ill-
conditioning issue. In [15], an approach for dealing with small intersections using
b-spline finite elements is introduced. Interior and exterior b-splines are defined by
the intersection size, and b-splines with a small intersection are denoted as exterior.
The degrees of freedom associated with the exterior b-splines are expressed by a
linear combination of the interior b-splines degrees of freedom. A stable XFEM
is described in [13, 16] which uses a local enrichment function constructed from a
linear interpolant of the global enrichment function in the intersected elements.
Finally, Hansbo et al [17] and Wadbro et al [18] propose to augment the weak
formulation to produce a well-conditioned system of equations independent of the
interface position. The solution for each subdomain separated by the interface
is considered, and a version of Nitsche’s method is used to enforce the interface
conditions. By adding additional volume terms to the weak formulation, the ill-
conditioning is mitigated, but the solution error at the interface is increased. While
this error decreases with mesh refinement, for a given mesh size this approach alters
the solution of the discretized system.
In this work, a preconditioning scheme is proposed for a generalized Heaviside
enrichment [19] that consists of a linear preconditioner and constraining degrees of
freedom associated with small intersections. For the proposed scheme, no special
considerations are necessary in the mesh generation, the enrichment function is not
modified, and the weak formulation is unchanged. The construction of the precon-
ditioner only requires the nodal basis functions and interface geometry; therefore,
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it may be constructed prior to building the discretized system of equations and is
well suited for nonlinear problems.
Problems with static and prescribed moving interfaces are studied, and nu-
merical examples show condition numbers for the XFEM using the proposed pre-
conditioning scheme similar to the standard FEM. The proposed approach shows
satisfactory performance for the stabilized Lagrange and Nitsche methods [20–22]
for enforcing continuity at the interface.
The remainder of this paper is organized as follows: Section 2 defines the model
problem for this work. Section 3 describes the XFEM framework, Heaviside en-
richment strategy, and interface constraint formulation. Section 4 presents the
proposed preconditioning scheme for handling small intersections. In Section 5,
three numerical examples are presented to demonstrate the key features of the
projection scheme.
2 Model Setup
Here we consider solving a stationary diffusion equation for a material with a single
inclusion, as depicted in Fig. 2. The model problem is used for the description of
the numerical method and for the first two numerical examples of Section 5. While
we focus on this model problem for describing the details of the preconditioning
scheme, the method is applicable to other problem types. In particular, the perfor-
mance of the preconditioning scheme for a transient nonlinear fluid flow problem
with moving interfaces is presented in the third numerical example in Section 5.
The domain is comprised of two non-overlapping subdomains, such that D =
D1 ∪ D2 and D1 ∩ D2 = ∅. The interface between the two subdomains is defined
as Γ = ∂D1 ∩ ∂D2. A level set function φ(x) is constructed to define the location
of Γ , such that
φ(x) < 0 if x ∈ D1
φ(x) > 0 if x ∈ D2
φ(x) = 0 if x ∈ Γ . (1)
In this work, the signed distance function is used to define the level set function,
φ(x) = ±min ‖x− xΓ ‖ , (2)
where xΓ is the interface location and ‖ · ‖ denotes the L2-distance. Considering
the particular case of diffusive heat conduction, the model problem consists of
finding the temperature distribution, u(x), such that
−∇ · (κ∇ui) = f in Di
ui = us on ∂Di ∩ ∂DD
(κ∇ui) · ni = qs on ∂Di ∩ ∂DN (3)
for i = 1, 2, where κ is the thermal conductivity tensor, f is a volumetric heat
source, and ui denotes the restriction of u to Di. The temperature distribution
us is specified on a Dirichlet boundary ∂DD, and the heat flux qs is specified on
a Neumann boundary ∂DN . The outward unit normal to Di is denoted by ni.
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Additionally, continuity of the solution and flux across the interface Γ must be
satisfied, such that
[[u]] = u1 − u2 = 0 on Γ
k1∇u1 · n1 + k2∇u2 · n2 = 0 on Γ . (4)
Without loss of generality, the materials are assumed to be isotropic, i.e. κ =
k I. The conductivity k is defined as
k(x) =
{
k1 if x ∈ D1
k2 if x ∈ D2 (5)
with constants k1 and k2.
ΓD1
D2
qs
us
∂DN
∂DD
Fig. 2 Schematic of the model diffusion problem.
3 Extended Finite Element Method
The traditional finite element method requires a mesh which conforms to the
interface to implicitly satisfy the temperature continuity and to capture the dis-
continuity in the temperature gradients at Γ . Alternatively, the extended finite
element method is used to locally capture the non-smooth solution at the inter-
face without using a mesh which conforms to Γ . In this section, we briefly outline
the particular XFEM approach used here for solving the governing equation in
(3).
The weak form of the governing equations is constructed by multiplying (3) by
a set of admissible test functions and integrating over D. The space V = H1(D)
is the Hilbert space consisting of functions with square integrable first derivatives
and V0 = {v ∈ V : v|∂DD = 0}. Let u ∈ V be the solution and v ∈ V0 be an
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admissible test function. The weak form of the model problem is stated as: Find
u ∈ V such that u = us on ∂DD and∫
D
(κ∇u) · ∇v dx−
∫
D
fv dx−
∫
∂DN
qsv ds = 0 ∀v ∈ V0 . (6)
Note that the continuity conditions were used to express the weak form in (6),
such that [[u]] = 0 at Γ and∫
Γ
(k1∇u1 · n1)v ds+
∫
Γ
(k2∇u2 · n2)v ds = 0 . (7)
In the XFEM, the traditional finite element approximation is augmented by
an enrichment function and additional degrees of freedom. The choice of enrich-
ment function affects the convergence and accuracy of the approximation, and
various types of enrichment functions have been proposed. A C0-continuous en-
richment function [23] inherently satisfies the solution continuity at Γ . As dis-
cussed in [24], the nodes of neighboring elements to intersected elements, called
blending elements, also require enriched degrees of freedom for accurate solutions.
A step enrichment function, such as a Heaviside or sign function, simplifies the
formulation since enriched nodal basis functions and blending elements are not re-
quired. However, the approximation of the weak form (6) needs to be augmented
by constraints to satisfy the temperature continuity at the interface. Both C0-
continuous and step enrichment functions can lead to a system of equations that
is ill-conditioned [25, 26].
Here, we follow the work of Terada et al [27] and adopt a generalized version
of the Heaviside enrichment strategy of Hansbo and Hansbo [28]. As recently
shown by Makhija and Maute [19], this implementation of the XFEM provides
great flexibility in discretizing a broad range of partial differential equations with
multiple phases for any choice of nodal basis functions. The remainder of this
section describes the details of the generalized Heaviside enrichment strategy and
the interface constraint formulation.
3.1 Generalized Heaviside Enrichment
Consider a finite element mesh, Th, for D consisting of elements with edges that do
not necessarily coincide with Γ . A Heaviside enrichment function is implemented
in the XFEM formulation such that the approximation to the solution for two
phases is defined as
uˆ(x) =
M∑
m=1
(
H(−φ(x))
∑
i∈I
Ni(x)u
(1)
i,m
+H(φ(x))
∑
i∈I
Ni(x)u
(2)
i,m
)
(8)
where I is the set of all nodes in Th, Ni(x) are the nodal basis functions, M is
the maximum number of enrichment levels, u
(p)
i,m is the degree of freedom at node
i for phase p ∈ {1, 2}, and H is the Heaviside function,
H(z) =
{
1 z > 0
0 z ≤ 0 . (9)
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The need for multiple enrichment levels is illustrated by the example config-
uration shown in Fig. 3. Four quadrilateral elements share a central node that
is connected to the phase 1 domain and three inclusions belonging to phase 2.
The center node requires one degree of freedom for the phase 1 solution and three
degrees of freedom in order to individually interpolate the solutions in the three
inclusions. By generalizing the Heaviside enrichment to multiple levels, accurate
solutions can be determined for neighboring intersected elements and elements
intersected more than once. The number of enrichment levels required at a sin-
gle node is determined by the number of disconnected regions of the same phase
included in the support of the nodal basis function. Note that while a maximum
number of enrichment levels is specified in (8), some enrichment levels are not
used. The degrees of freedom corresponding to the unused enrichment levels are
removed from the system of equations. Further details of this generalized enrich-
ment strategy is provided in [19].
D1
D2
Fig. 3 Example configuration requiring multiple enrichment levels at the center node.
3.2 Interface Constraint Formulation
While the continuity of the solution at the interface (4) is inherently satisfied
using a C0-continuous enrichment function, the Heaviside enrichment requires an
additional constraint to enforce the continuity. Common approaches for enforcing
an interface constraint in the XFEM include the stabilized Lagrange multiplier and
Nitsche methods [20–22]. Here, both constraint formulations are used for enforcing
continuity at the interface for the model problem.
The weak form using the stabilized Lagrange multiplier method is stated as:
Find (u, λ) ∈ (V ×W ) such that u = us on ∂DD and∫
D
(κ∇u) · ∇vdx−
∫
D
fvdx−
∫
∂DN
qsvds
−
∫
Γ
[[v]]λdΓ +
∫
Γ
µ (λ− {k∇u · n}) dΓ
− γS
∫
Γ
µ[[u]]dΓ = 0 ∀(v, µ) ∈ (V0 ×W ) , (10)
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where λ is the Lagrange multiplier, W = H−1/2(Γ ) is the space for the Lagrange
multiplier, µ is the associated test function, γS is a constraint factor, and {·} =
1
2 (·)1 + 12 (·)2 denotes the mean operator on the interface.
For Nitsche’s method, the weak form is stated as: Find u ∈ V such that u = us
on ∂DD and ∫
D
(κ∇u) · ∇vdx−
∫
D
fvdx−
∫
∂DN
qsvds
−
∫
Γ
[[v]] {k∇u · n} dΓ −
∫
Γ
{k∇v · n} [[u]]dΓ
+ γN
∫
Γ
[[v]][[u]]dΓ = 0 ∀v ∈ V0 , (11)
where γN is a constraint factor for Nitsche’s method.
3.3 Discretization
The level set function is discretized by the finite element mesh, such that
φ(x) =
∑
i∈I
Ni(x)φi , (12)
where φi is the value of the level set function at node i. In this work, the interface
position is prescribed by determining φi at each node using the signed distance
function (2). Since φ(x) is discretized by the finite element mesh, the resolution
of the inclusion geometry is dependent on Th and improves with mesh refinement.
The intersection of Γ with an element edge is identified by a sign change in φi
for a pair of edge nodes. The intersection of Γ directly through a node or an
element edge is avoided by enforcing φi 6= 0. For any node i where |φi| < φmin,
the nodal level set value is changed to φi = −φmin. For the examples in this work,
φmin = 2 · 10−9
√
Ae
pi where A
e is the element area.
Accurate integration over intersected elements is performed by partitioning
the element domain, De, for piecewise integration. In particular, we partition De
using a triangulation aligned with Γ . An illustration of the triangulation is shown
in Fig. 4 for two configurations of the interface using four elements.
We consider a uniform mesh for Th constructed with quadrilateral elements.
Bilinear nodal basis functions are used for Ni(x). For the model problem, ele-
mental Lagrange multipliers are introduced for the stabilized Lagrange multiplier
method. We choose a constant approximation of λ along the interface Γ in an in-
tersected element. This approximation for λ is chosen for convenience, as it allows
condensing the Lagrange multiplier degree of freedom at an elemental level; other
approximations of the Lagrange multiplier can be used in the formulation (10).
The third numerical example in Section 5 approximates the elemental Lagrange
multipliers by bilinear shape functions.
The system of equations is constructed by substituting the approximation (8)
into the weak form (10) or (11). The test functions for the model problem are
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(b)
Fig. 4 Triangulated partition of a four element configuration leading to a (a) well-conditioned
and (b) ill-conditioned system.
defined as v = Ni(x) and µ = 1 following the Bubnov-Galerkin method. The inte-
gration in (10) or (11) is performed over each element and assembled to construct
the system of equations. The discretized system of equations is given by
Kuˆ = f , (13)
where uˆ is the solution vector collecting the degrees of freedom u
(1)
i,m and u
(2)
i,m, and
K and f are the conduction matrix and load vector, respectively. For the case in
which (13) may be linear or nonlinear, the system residual and Jacobian may be
used with the Newton-Raphson method to solve the system. For the remainder of
this paper, we refer to the system residual, R, and Jacobian, J , defined as
R = Kuˆ− f (14)
Jij =
∂Ri
∂uj
. (15)
Note that for a linear system of equations, J = K and only one iteration in the
Newton-Raphson method is required.
4 Preconditioning Scheme
We propose a preconditioning scheme in order to transform the system of equations
into a form that is well-conditioned and suitable for solving iteratively. For the
configuration shown in Fig. 4 (b), the lower left element has a small ratio of
intersected areas. The region of influence for the degree of freedom at the lower left
node interpolating phase 2 approaches zero as the interface approaches the center
node. The region of influence for a degree of freedom is the intersection of the nodal
basis function support with the physical subdomain Di. Our aim is to mitigate the
sensitivity of the residual to the dissimilar regions of influence for the degrees of
freedom. The proposed approach consists of transforming the degrees of freedom
by a preconditioning matrix and constraining degrees of freedom associated with
small intersections to zero. The constrained degrees of freedom are removed from
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the equations when solving the system. When constraining degrees of freedom only
without using the preconditioning matrix [12], the solution accuracy decreases as
the condition number is reduced. The proposed approach solves the problem in a
transformed space and does not change the solution to the discrete problem. We
will show in Section 5 that the preconditioning scheme maintains an approximately
constant condition number without loss of solution accuracy.
A geometric preconditioner T is introduced, such that the solution in the phys-
ical space, uˆ, is obtained by
uˆ = T u˜ , (16)
where u˜ is the solution in the transformed space. The residual and Jacobian of
the system in the transformed space are defined as
R˜ = T TR
J˜ = T TJT . (17)
Note, the residual R and the Jacobian J are constructed in a standard fashion
using the XFEM. For problems with dynamically evolving interfaces, such as phase
change and multi-phase flow problems [5, 6, 29], the discretized level set field
contributes degrees of freedom to the solution vectors uˆ and u˜. In this case, the
Jacobian J˜ contains additional terms. We omit a detailed discussion of this class
of problems and focus on problems with static or prescribed interface geometries.
The purpose of the geometric preconditioner is to balance the influence for
degrees of freedom as the intersected areas approach zero. There are two issues as-
sociated with the intersected areas approaching zero. First, the partitioned element
integration, and therefore the diagonal entry of the element matrix, approaches
zero because the area of integration is small. Second, the influence of a degree of
freedom on the residual will vanish as the region of influence approaches zero.
Here, we construct a diagonal preconditioning matrix for T from the nodal
basis functions and their support in order to transform the degrees of freedom.
The proposed approach accommodates other choices for T , both diagonal and
non-diagonal. However, diagonal scaling is more computationally efficient in terms
of memory and matrix operations. The preconditioning matrix T is constructed
by integrating the nodal basis functions (TN ) or derivatives (TB) over the nodal
support. The diagonal components of the TN preconditioning matrix are defined
as
T
(p)
i,m =
(
max
e∈Ei
∫
Dep Ni(x)dx∫
De Ni(x)dx
)− 1
2
, (18)
where T
(p)
i,m corresponds to the degree of freedom u
(p)
i,m at node i, and Ei is the
set of elements connected to node i. Here, Dep denotes the element domain which
belongs to phase p. The diagonal components of the TB preconditioning matrix
are defined as
T
(p)
i,m =
(
max
e∈Ei
∫
Dep ∇Ni(x) · ∇Ni(x)dx∫
De ∇Ni(x) · ∇Ni(x)dx
)− 1
2
. (19)
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In practice, the components T
(p)
i,m are only computed at nodes connected to an
intersected element. If all elements in Ei are non-intersected, then the degrees of
freedom at node i are not transformed and T
(p)
i,m = 1.
The TN and TB geometric preconditioners both lead to scaling terms that in-
crease as the region of influence for degrees of freedom approaches zero. The region
of influence is measured by maxe∈Ei
∫
Dep Ni(x)dx and maxe∈Ei
∫
Dep ∇Ni(x) · ∇Ni(x)dx
in (18) and (19), respectively. For a given problem, the choice of the preconditioner
type can be determined by the dominating operator in the partial differential equa-
tion. Based on the construction of the system of equations, the TB preconditioning
matrix is more appropriate for diffusion dominated problems, while TN is appro-
priate for convection or reaction dominated problems.
The preconditioner T improves the condition number by balancing the influ-
ence of the degrees of freedom. However, as the preconditioner is constructed using
the nodal basis functions, the scaling terms in T do not approach ∞ at the same
rate as the region of influence approaches zero. Therefore, an ill-conditioned sys-
tem of equations may still result when the ratio of intersected areas approaches
zero. In addition to the preconditioner, we propose to constrain degrees of free-
dom to zero with small regions of influence. The criteria for selecting the degrees
of freedom to be constrained to zero is defined as
T
(p)
i,m > Ttol , (20)
where Ttol is a specified tolerance. It is shown in Section 5 that there is a wide
range for the choice of Ttol which does not impact the numerical error and condition
number. Constraining degrees of freedom to zero is needed when T
(p)
i,m >> 1. The
numerical studies in Section 5 suggest values for Ttol between 10
4 and 108.
A summary of applying the proposed preconditioning scheme to a nonlinear
problem solved by the Newton-Raphson method is outlined below:
1. Construct Th and φ.
2. Construct T using (18) or (19) and mark degrees of freedom to be constrained
by (20).
3. Obtain transformed initial guess by the inverse operation of (16).
4. Solve iteratively the problem R˜ = 0 for u˜ as follows:
(a) Reconstruct T and update degrees of freedom to be constrained.
(b) Obtain current solution by (16).
(c) Construct R and J .
(d) Obtain R˜ and J˜ by (17).
(e) Solve transformed system for ∆u˜.
(f) Update solution and check for convergence.
5. Obtain final solution, uˆ, by (16)
As shown in the implementation outline, T is constructed prior to computing
the residual and Jacobian. If the interface geometry is prescribed and independent
of the solution, then the level set field and hence T do not change in the Netwon
iterations. In this case, step 4(a) is not necessary.
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5 Numerical Examples
In this section, the performance of the preconditioning scheme is studied for three
problems. The first example illustrates the basic concept of the preconditioning
scheme when solving a diffusion problem for a two-material bar. The second ex-
ample is a diffusion problem with a circular material inclusion. For these exam-
ples, the accuracy of the solution as well as the condition number of the sys-
tems are examined with and without the proposed preconditioning scheme. The
third example is a transient flow problem with a moving rigid obstacle, mod-
eled by the incompressible Navier-Stokes equations. This example demonstrates
the applicability of the proposed scheme to nonlinear transient problems with
moving interfaces. While the examples in this paper consider 2D problems, the
extension of the proposed preconditioning scheme to 3D problems is straight-
forward.
5.1 Example 1: Two-Material Bar Diffusion
We illustrate the basic concept of the preconditioning scheme for a simple example
with an analytical solution. We consider solving the heat conduction model for the
two-material bar shown in Fig. 5. The length of the bar is L, and temperatures u1
and u2 are specified at x = 0 and x = L, respectively. The material conductivity is
k1 = 1 in D1 and k2 = 2 in D2. The position of the vertical interface is measured
from the left end and specified by r. The problem is solved using quadrilateral
elements. While the exact solution can be captured using one element, we discretize
the bar with five elements in order to vary the position of the interface across one
element. Note that while this example is useful for explaining the concept and
demonstrating the reduced condition number, it is not well suited to illustrate a
change in the accuracy of the solution due to an ill-conditioned system. Without
preconditioning, an ill-conditioned system will occur when the interface is nearly
aligned with an element edge. In the intersected element, a ratio of the area of the
phase 1 and phase 2 regions with a value less than 10−13 results in a condition
number greater than 1014.
Element 3
u1 u2
D1 D2
r
L
x1 2
3 4
Fig. 5 Problem description for Example 1.
The interface position is varied from r/L = 0.3 to r/L = 0.7 in steps of ∆r/L =
0.002. Element 3 is intersected for 0.4 < r/L < 0.6. As r/L approaches 0.4 and
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0.6, the ratio of intersected areas in element 3 becomes small. The preconditioning
scheme using the TB matrix and Ttol = 10
4 is selected for the example bar problem
using the stabilized Lagrange multiplier method with γS = k1 + k2 for enforcing
continuity at the interface.
There are four degrees of freedom for element 3 at nodes 1 to 4 which have small
regions of influence as the interface position is varied. Since the problem is one-
dimensional, we only consider nodes 1 and 2, and focus on the degrees of freedom
u
(2)
1,1 and u
(1)
2,1. The degree of freedom u
(2)
1,1 is used for interpolating the phase 2
solution in element 3, and it has a small region of influence when r/L ≈ 0.6. The
degree of freedom u
(1)
2,1 is used for interpolating the phase 1 solution in element 3,
and it has a small region of influence when r/L ≈ 0.4.
The TB values corresponding to these degrees of freedom are shown in Fig.
6(a) as the interface location varies. The T
(2)
1,1 and T
(1)
2,1 values increase as the
ratio of intersected areas in element 3 decrease. The diagonal components of J˜
corresponding to u
(2)
1,1 and u
(1)
2,1 without preconditioning (T = I) and with the
preconditioner TB are shown in Fig. 6(b). The diagonal components of J˜ with
T = TB do not reduce to zero as the ratio of intersected areas approach zero.
The jumps in J˜ii at r/L = 0.4 and r/L = 0.6 result from the stabilized Lagrange
method for enforcing continuity at the interface.
The condition number of J˜ is shown as a function of the interface position in
Fig. 7. The condition number was determined without and with the precondition-
ing scheme, denoted by T = I and T = TB , respectively. No degrees of freedom
were constrained for Ttol = ∞. The condition number is improved for T = TB
and Ttol = ∞, but is still large near r/L = 0.4 and r/L = 0.6. By imposing the
criteria for constraining degrees of freedom, the condition number at r/L = 0.4
and r/L = 0.6 is significantly reduced. The physical and transformed solutions for
the degrees of freedom u
(2)
1,1 and u
(1)
2,1 are shown in Fig. 8. The physical degrees of
freedom jump to zero when element 3 is not intersected. The influence of the pre-
conditioning for u
(2)
1,1 and u
(1)
2,1 occurs when element 3 is intersected. The projected
degrees of freedom vary to zero as the ratio of intersected areas approach zero.
5.2 Example 2: Circular Inclusion Diffusion
The second numerical example is the heat transfer problem shown in Fig. 9. The
model problem (3) is solved for a square domain D = (−10, 10) × (−10, 10) with
a centered circular inclusion of radius r. The radius is varied from r = 3 to r = 7
in steps of ∆r = 0.02. Material 1 has a conductivity k1 = 2 in D1, and material 2
has a conductivity k2 = 2 ·103 in D2. The temperature is specified as u = 0 on the
left boundary and u = 100 on the right boundary. The top and bottom edges are
adiabatic. The two methods of enforcing the solution continuity at the interface
(10) and (11) are considered with γS = k1 + k2 and γN = 10
−3(k1 + k2).
The condition number of the system of equations depends on the configuration
of the intersections and the ratio of conductivities. A high ratio of conductivities,
also considered in [30, 31], is used here to highlight the ill-conditioning issue for
this simple example problem. The ratio of intersected areas is examined for the
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Fig. 6 The diagonal components of (a) TB and (b) J˜ corresponding to the degrees of freedom
u
(2)
1,1 and u
(1)
2,1. Here J˜11 and J˜22 correspond to u
(2)
1,1 and u
(1)
2,1, respectively.
variation of the radius by determining the minimum element area ratio, defined as
Amin = min
e∈Th
De1
De2
. (21)
The variation of Amin with r is shown in Fig. 10. Note the vertical axis is reversed,
such that small intersections are indicated by the peaks. The minimum area ratios
of order 10−5 and 10−18 which occur for the variation of r lead to a high condition
number of the system.
Three studies were performed for this example. The first study shows the in-
fluence of Ttol in (20) on the condition number and solution accuracy. The sec-
ond study is a comparison of the condition number using a body-fitted mesh,
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Fig. 7 Condition number as a function of the interface position for the two-material bar. In
the inset figure, ∆r/L = 2 · 10−5 and the open circle marks the r/L value for which degrees
of freedom were constrained.
XFEM with a Jacobi preconditioner, and XFEM with the proposed precondition-
ing scheme. Finally, we study the influence of the preconditioning scheme on the
performance of an iterative solver.
To study the influence of Ttol on the condition number and solution accuracy,
the TB preconditioning matrix and the stabilized Lagrange multiplier method are
used. The value of Ttol is varied from Ttol = 10 to Ttol = 10
8. The maximum
condition number of J˜ and solution error is computed for each value of Ttol by
considering all values of r. The maximum condition number, cmax, is defined by
cmax = max
r
cond(J˜) . (22)
The accuracy of the XFEM solution is measured by integrating the L2 relative
error, such that the total error for each value of Ttol is defined by
etotal =
∫ 7
3
‖uˆ(r)− uref1(r)‖2
‖uref1(r)‖2 dr , (23)
where uref1(r) is a reference solution for radius r obtained using a body-fitted
finite element mesh with an element size of h ≈ 0.05. The influence of Ttol on
the condition number and solution error is shown in Fig. 11 with and without
the preconditioning matrix. For T = I, the preconditioning matrix is only used
for the criteria on constraining degrees of freedom in (20) and not applied when
solving the system of equations. More degrees of freedom are constrained to zero
by decreasing Ttol, and the maximum condition number is reduced for T = I.
However, the solution error increases as more degrees of freedom are constrained.
For T = TB , the condition number is reduced for each value of Ttol. The solution
error is the same for T = I and T = TB . Note that the same number of degrees
of freedom were constrained to zero for Ttol values of 10
6, 107, and 108.
The second study compares the condition number for various choices of T .
The condition number of J˜ is computed for the variation of r using XFEM with
the stabilized Lagrange and Nitsche methods. The condition number of J˜ using a
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Fig. 8 The physical (uˆ) and projected (u˜) solutions for the degrees of freedom (a) u
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1,1 and
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body-fitted mesh with an element size of h ≈ 0.5 and T = I was also computed.
A Jacobi preconditioner is implemented by defining
Tjac = diag(J)
− 1
2 . (24)
Note that Tjac is a solver preconditioner applicable to solving the linear system
and not a geometric preconditioner as used in the proposed scheme. Finally, the
condition number of J˜ is computed using the TN and TB preconditioning matrices
with Ttol = 10
8. A comparison of the condition numbers for the variation of r is
shown in Figs. 12 and 13. No degrees of freedom were constrained for T = I and
T = Tjac, which corresponds to Ttol = ∞. For T = I, the condition number
using XFEM varies with the size of the inclusion up to an order of 1020. The r
values of the high condition numbers correspond to the small intersections seen in
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Fig. 9 Problem description for Example 2.
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Fig. 10 Minimum element area ratio, Amin, for Example 2.
Fig. 10. For T = Tjac, the condition number is comparable to that of the body-
fitted FEM system for the stabilized Lagrange method (Fig. 12) but not Nitsche’s
method (Fig. 13). This suggests that the condition number is influenced by the
off-diagonal terms in J for Nitsche’s method. However, for T = TN and T = TB ,
the XFEM condition number is comparable to the body-fitted FEM system for
both stabilized Lagrange and Nitsche methods for all interface positions.
The third study examines the influence of the preconditioning scheme on the
performance of an iterative solver by solving the system of equations using the
generalized minimal residual method (GMRES) [32]. A solver preconditioner, M ,
was implemented to compare with the performance of the preconditioning scheme.
A Jacobi, Mjac, and incomplete LU with zero fill-in, Milu, were chosen as the
solver preconditioners. The number of iterations, nitr, required to satisfy ‖f −
Kuˆ‖2 < 10−6 was determined using the physical solution. The solution error was
determined as
eL2 = ‖uˆ− uref2‖2 , (25)
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Fig. 11 Influence of Ttol on the (a) maximum condition number and (b) approximation error
computed from (22)-(23) for Example 2.
where uref2 was a reference solution computed using a direct solver with T = I.
The body-fitted FEM reference solution was not used here in order to distinguish
the iterative solver error and the discretization error. Also, the reference solution
at r = 5 is not available because the direct solver fails due to the high condition
number. Therefore eL2 is not computed at r = 5. A comparison of the number
of required iterations and the solution error is shown in Figs. 14 and 15 with and
without TB and M . No degrees of freedom were constrained for T = I, denoted
by Ttol =∞.
As expected, the number of required iterations is reduced with the precon-
ditioning scheme using both the stabilized Lagrange and Nitsche methods. The
solver preconditioners reduce the number of iterations more than the projection
scheme alone. However, the Jacobi preconditioner is not robust as the solver fails
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Fig. 13 Comparison of the condition number for a varying inclusion radius using Nitsche’s
method for Example 2.
for some of the values of r. The geometric preconditioning scheme may be com-
bined with a solver preconditioner. The incomplete LU preconditioner with and
without TB has the fewest required iterations. In this case, the proposed precondi-
tioning scheme adds robustness, ensuring an almost constant number of iterations
for all interface geometries.
5.3 Example 3: Moving Cylinder in Channel Flow
In this example, a 2D transient nonlinear problem with a moving interface is
considered. A rigid cylinder immersed in a channel flow is oscillating perpendicular
to the inflow direction. The flow is modeled by the incompressible Navier-Stokes
equations, and the motion of the cylinder is prescribed by defining the level set
field as an explicit function of time. The problem setup is depicted in Fig. 16.
Note the fluid problem is modeled and solved in non-dimensional form. We study
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Fig. 14 The (a) number of iterations, (b) eL2 with no solver preconditioner, and (c) eL2 with
solver preconditioners Mjac and Milu using the stabilized Lagrange method. The open circles
in (a) mark the values of r at which the iterative solver failed to satisfy the stopping criteria.
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the stability and accuracy of the flow solution with and without the proposed
preconditioning scheme for different Ttol values for constraining degrees of freedom.
x
1.0
2.0
y
22.0
4.1
2.0
Fig. 16 Problem description for Example 3.
Along the channel inlet a parabolic inflow is prescribed. The outlet is assumed
traction-free, and stick conditions are enforced at the upper and lower channel
walls. The position of the cylinder and velocity along the cylinder surface, i.e. fluid-
solid interface, are determined from the prescribed evolution of the discretized level
set field. The flow response is simulated over 250 time steps with a non-dimensional
time step size of ∆t = 0.05. To facilitate the transient simulation of the flow field,
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we ramp up over time both the inlet conditions and the motion of the cylinder.
The velocity profiles of the cylinder and inlet flow are depicted in Fig. 17. The
Reynolds number with respect to the maximum average inlet velocity is 100.
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Fig. 17 Evolution of non-dimensional inlet and cylinder velocities.
The weak form of the incompressible Navier-Stokes equations is discretized by
four-node finite elements, i.e. the velocity and pressure fields are approximated
piecewise by bilinear, equal-order interpolations. To avoid numerical instabilities
we employ an SUPG/PSPG stabilization scheme [33]. The velocity boundary con-
dition along the fluid-solid interface is enforced by a stabilized Lagrange multiplier
formulation [34]. The Lagrange multipliers are approximated element-wise by bilin-
ear shape functions. The reader is referred to Kreissl and Maute [7] for additional
details on the XFEM implementation of the flow model. The flow solution is ad-
vanced in time with an Euler-backward time integration scheme. In each time step,
the nonlinear sub-problem is solved by the Newton-Raphson method, and a direct
solver is applied to the linearized problem. The nonlinear residual is required to
drop by only 10% in each time step.
First we discretize the channel with 6912 elements and 7105 nodes. The mesh
in the vicinity of the cylinder is uniform with a non-dimensional element size of
0.085× 0.085. Initially, 48 elements are intersected by the fluid-solid interface and
the flow field is approximated by 63, 255 degrees of freedom. As the cylinder oscil-
lates, the intersection configuration, number of intersected elements, and number
of degrees of freedom change slightly. The evolutions of the minimum ratio of el-
emental fluid area over the total elemental area and the maximum entries in the
preconditioning matrix for the TN and TB formulations are shown in Fig. 18. The
minimum area ratios of order 10−7 lead to large entries in the preconditioning
matrix. The maximum entries in TN are slightly larger than the ones in TB but
are of the same order. The evolution of both formulations is similar.
We compare the performance of the proposed preconditioning scheme against
an approach where only degrees of freedom with vanishing influence are con-
strained. We examine the evolution of the total horizontal and vertical forces
acting on the cylinder, and we consider Ttol = [10
8, 106, 104, 102, 101] for deter-
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Fig. 18 The (a) minimum elemental fluid area ratio, and (b) the maximum entry in the
preconditioning matrices TN and TB in each time step.
mining the constrained degrees of freedom. As shown in Fig. 18, the maximum
value of the preconditioning matrix is less than 108 for all time steps. Therefore
no degrees of freedom are constrained for Ttol = 10
8. For Ttol ≤ 106, the number
of constrained degrees of freedom increases as Ttol is reduced. The number of con-
strained degrees of freedom varies with time, and the maximum is shown in Table
1 when TB is applied.
Without the proposed preconditioning scheme, the transient simulation di-
verges for Ttol > 10
4. The evolutions of the total horizontal and vertical forces for
Ttol = [10
4, 102, 101] are depicted in Fig. 19. Note, the results are shown only after
50 time steps for which the influence of ramping up the inlet and cylinder veloci-
ties has sufficiently faded. The force evolutions for Ttol = 10
4 and Ttol = 10
2 are
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Ttol max constrained dofs
108 0
106 3
104 9
102 18
101 30
Table 1 Maximum number of constrained degrees of freedom.
similar. However, if Ttol is chosen too low, here Ttol = 10
1, the forces erroneously
oscillate. The proper choice of Ttol is not known a priori.
In contrast, no convergence issues were observed with the proposed precondi-
tioning scheme for both formulations of the preconditioning matrix. In Fig. 20,
the evolution of the total forces are shown using the TB preconditioning matrix.
Note, as the results for Ttol = [10
8, 106, 104] are indistinguishable, only the results
for Ttol = [10
8, 102, 101] are shown. The results for the TN preconditioning ma-
trix are nearly identical and therefore not shown. For both formulations, a similar
behavior can be observed when no preconditioner is used: if Ttol is too low the
forces erroneously oscillate with a high frequency. This behavior seems to be less
pronounced when the preconditioning matrix is used.
A direct comparison of the results obtained with and without the TB precon-
ditioning matrix are depicted in Fig. 21. Here we only compare the total force
in vertical direction for Ttol = [10
8, 104]. The results for the total force in the
horizontal direction show similar behaviors and are therefore omitted. Recall the
simulations diverge for Ttol = 10
8 when no preconditioner is used. While the results
with TB are indistinguishable for Ttol = [10
8, 104], the cross-comparison between
the force evolutions for Ttol = 10
4 shows a slight difference. This is attributed
to the different convergence behavior; the convergence of the Newton-Raphson
method is once monitored in the physical and once in the transformed space. As
a stricter convergence is enforced, the difference decreases.
The robustness provided by the preconditioning
scheme allows the problem to be solved on refined
meshes. We examine the total horizontal and vertical forces acting on the cylinder
using different mesh sizes. The considered mesh sizes and the number of initially
intersected elements are given in Table 2. The evolution of the total force for a se-
quence of refined meshes is shown in Fig. 22. For Ttol = 10
8, no degrees of freedom
were constrained for all mesh sizes. The force evolutions converge as the mesh is
refined. The high frequency oscillations present in the coarsest mesh vanish with
mesh refinement.
nodes elements intersected elements
7105 6912 48
12545 12288 64
28033 27648 92
37465 37044 120
Table 2 Mesh refinement study.
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Fig. 19 Evolution of the total force in the (a) horizontal and (b) vertical directions for different
values of Ttol when no geometric preconditioner is applied.
6 Conclusions
A simple and efficient preconditioning scheme has been proposed for Heaviside
enriched XFEM problems which transforms the discretized governing equations
into a well-conditioned form. The preconditioning scheme consists of a geomet-
ric preconditioner and constraining degrees of freedom to zero which interpolate
the solution for small areas of intersection. The geometric preconditioner is con-
structed from the nodal basis functions and the interface configuration. Therefore
the preconditioning matrix can be computed prior to constructing the system ma-
trices, making it well-suited for nonlinear problems. The ill-conditioning due to
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Fig. 20 Evolution of the total force in the (a) horizontal and (b) vertical directions for different
values of Ttol using the TB preconditioning matrix.
small element intersections is eliminated, and the condition number of the system
matrices is comparable to that of a body-fitted mesh using the traditional FEM.
We have shown that when only selecting degrees of freedom to constrain to zero
without the preconditioning matrix, there is a strong trade-off with reducing the
condition number and a loss in solution accuracy. By implementing the proposed
preconditioning scheme the condition number is reduced, and a loss in solution
accuracy only occurs if the tolerance criteria for selecting the degrees of freedom
to constrain is too small. While generic solver preconditioners help to reduce the
condition number, the proposed preconditioning scheme is robust and efficient for
solving linear and nonlinear problems. Additionally, the proposed approach per-
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Fig. 21 Comparison of the total vertical force for different values of Ttol with and without
TB .
forms well for the stabilized Lagrange and Nitsche methods for enforcing continuity
at the interface.
In this work two diagonal forms of the preconditioning matrix were studied.
Additional approaches for building the preconditioning matrix can be further ex-
plored, including diagonal and non-diagonal forms. Only 2D problems with static
and prescribed moving interfaces were considered. The extension of the proposed
preconditioning scheme to 3D problems is straight forward. The performance of
the preconditioning scheme for problems with dynamically evolving interfaces will
be investigated in future studies.
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