The implantation of nitrogen oxide sensors in diesel engines is necessary in order to track emissions at the engine exhaust line for diagnosis and control of the after-treatment devices. However, the use of models is still necessary since the sensor outputs are delayed and filtered. The present paper deals with the problem of the nitrogen oxide estimation in two parts; Part 1 deals with a control-oriented model for the nitrogen oxide estimation, while Part 2 presents data fusion of the model and the sensor to improve the estimation, which is presented in the following. The use of models for the nitrogen oxide estimation is an alternative but the drift and the ageing are still issues. In order to overcome this problem, the fusion of different signals can be carried out in a smart way by means of a Kalman filter. There exist different ways of presenting this fusion, from directly tracking the bias to updating the model parameters. For this, different algorithms are proposed in this paper with the aim of correcting the model output. Furthermore, the estimation of the actual nitrogen oxide concentration, by preventing sensor delay and filtering, is also integrated in the algorithm, which is a suitable strategy for combining nitrogen oxide sensors and models on an onboard basis.
Introduction
Because of the new emission standards, the complexity of diesel engines is increasing as well as the number of engine variables to be controlled and supervised. Regarding nitrogen oxide (NO x ) emissions control in light-duty diesel engines without selective catalyst reduction and a lean NO x trap (the standard in Euro 5 engines), 1 the engine is calibrated offline before going to market and the parameters in the electronic control unit (ECU) are tuned for fulfilling emissions limits. However the emissions are not tracked onboard, i.e. no physical sensors nor virtual sensors are installed in order to track the tailpipe emissions.
With regard to engine calibration, the emissions are usually measured in test rigs using laboratory sensors with limited dynamic capabilities, and the standard procedures are often based on steady-state measurements, with validation in slow dynamic certification cycles, such as the New European Driving Cycle (NEDC), which are not representative of real-life driving cycles. 2 Furthermore, this procedure does not ensure that the engine keeps working in the same way as when it was calibrated.
However, the upcoming dynamic certification cycles, such as the world light transient cycle or the real driving emissions cycle (not confirmed yet), are gradually changing the view of engine calibration. These cycles present sharper operating-point variations, and the dynamic measurement of emissions becomes necessary (e.g. portable emission measurement systems (PEMSs)). 3 Finally, the hardware unit-to-unit variability (the engine, the sensors, etc.), the ageing of the systems and the effects of other external variables (the temperature, the pressure, the humidity, etc.) are other factors to consider, meaning that the original calibration cannot fulfil the emission targets any longer after a certain mileage. Alternatively, these calibrations are often conservative in order to avoid engine degradation and, therefore, the fuel penalty is another issue to consider. A clear example is NO x control; the engine is forced to work with a certain NO x security margin with respect to the emission target, making the engine not as efficient as it could be. The same occurs with other emissions (particulate matter, hydrocarbons and carbon monoxide) and with the carbon dioxide (CO 2 ) emissions, even though the industry is increasing the effort in CO 2 reduction, 4 and thus fuel consumption reduction.
In order to monitor the emissions onboard, controloriented models may be used for tracking the emissions; 5, 6 see Part 1 of the paper which presents a control-oriented NO x model. The second part of the paper proposes the installation of an onboard NO x zirconia (ZrO 2 )-based sensor [7] [8] [9] at the engine exhaust in order to measure the NO x emissions and to fuse this signal with that of the NO x model. With respect to the accuracy of the NO x sensor, the ZrO 2 sensor can be calibrated by comparing the signal with that of a gas analyser which is used as a static standard. A set of steady-state tests already used in Part 1 of the paper is utilized here for sensor calibration, causing the variations in the NO x concentration to cover the measuring range of the sensor. Figure 1 illustrates the results. The mean absolute error after calibrating the NO x concentration from the ZrO 2 output results is 10.7 ppm, and the residual standard deviation is 14.77 ppm (see the paper by Galindo et al. 10 for more information).
Nevertheless, the dynamic response of the sensor is slow and delayed and cannot be used if transient accuracy is mandatory. Figure 2 compares the sensor signal z NO x with the response time x NO x of the real-time NO x model described in Part 1 of the paper, and it is clear how z NO x is delayed and filtered with respect to x NO x . According to Galindo et al., 10 who performed start-ofinjection (SOI) steps in order to cause sharp NO x variations, the response time and the delay of the sensor are both of the order of 1 s. Data fusion techniques 11, 12 combine different information sources in order to improve the accuracy of the final estimation. In this sense, control-oriented models can represent with acceptable precision the transient performance but they are not free from drift and ageing. 6, 13 In order to solve this problem, the fusion of the model signal with the sensor signal can be made in a smart way by means of a Kalman filter (KF), 14, 15 and the model output and parameters can be updated by minimizing the estimation error. 16, 17 In this work, two different possibilities for fusion of the NO x model signal and the sensor signals are proposed.
The NO x concentration is estimated by drift correction methods based on an augmented model. 18, 19 The NO x concentration is estimated by updating look-up tables representing the nominal NO x emissions by means of a computationally efficient KF-based method. 20 In this case, two separate applications are proposed: first, a single look-up table is updated online to represent the NO x emissions; second, the main table representing the nominal NO x emissions in the mean-value engine model in Part 1 of the paper is updated by means of fusing the outputs from the sensor and the model. The sensor's dynamic response should be characterized in order to reproduce a fast and actual estimation of the considered variable. However, the application of an inverse transfer function, 21 once the dynamic characteristics of the sensors are known, does not permit realtime online estimation since the sensor delay cannot be avoided, i.e. the operation is not causal. Admittedly, the sensor's dynamic model may be implemented in the fusion algorithms, making possible the tracking of the actual NO x estimation at the engine exhaust. This paper is Part 2 of a work dedicated to showing the different possibilities for onboard estimation of the NO x emissions, and it presents different adaptive filtering algorithms for estimating the NO x concentration onboard by means of fusing the outputs from a NO x sensor and a control-oriented NO x model. In addition, the updating of the NO x model is discussed. The paper is structured as follows: the second section briefly shows the experimental facility with the engine test bench and measurement equipment (reference should be made to Part 1 of the paper 2 for a more complete description); the third section briefly describes a realtime NO x model based on a look-up table structure and a number of corrections (see also Part 1 of the paper 2 for the complete description); the fourth section presents three different adaptive adaptive filtering algorithms for NO x estimation by fusing the models and the sensors, which are applied in the following sections; the fifth section presents the results of applying the algorithms (updating of look-up tables, updating of the NO x model and online observation of the actual NO x ); finally, the sixth section presents the conclusions of this work. Reference should be made to Appendix 1 for lists of the variables and abbreviations used in this paper and Appendix 2 for other information regarding the engine cycles.
Experimental facility
The experimental data are obtained from a sequential parallel turbocharged diesel engine. This engine is a 2.2 l four-cylinder common-rail type and the specifications are shown in Table 1 . The standard air cooler downstream of the compressor is replaced by a water intercooler because of the lack of forced-air flux. All after-treatment devices are removed, because they are outside the scope of the paper. A NO x sensor, which was used for calibration or comparison in Part 1 of the paper, is installed at the turbine outlet and is now required for implementing the algorithms developed in this paper. This NO x sensor is also capable of measuring the fuel-to-air ratio or the richness. The detailed description of the engine test bench is omitted; this has been given in Part 1 of the paper.
Engine cycles
The algorithms developed in this work are applied to different engine cycles which are summed up in Table 2 . Some of these cycles have already been described in Part 1 of the paper: two versions of the Federal Test Procedure 75 cycles for heavy-duty engines and called here TRAN A and TRAN B (TRAN because of transient); the NEDC; the urban Common Artemis Driving Cycle (CADC); a designed sportive driving mountain profile (SDMP). In addition to these, the rural and highway versions of the CADC are also tested (see Appendix 2) and the SDMP cycle is repeated twice with minimum variations but similar profiles.
A mean-value engine model for NO x prediction
In the first part of the paper, an engine-out NO x model was designed by considering the state vector X according to
where x NO x is the NO x model output (the actual NO x concentration), y NO x is the filtered and delayed NO x model output (for comparison with the NO x sensor) and C dyn is a dynamic factor for dealing with the incylinder temperature. The required inputs for the model are contained in the vector U which is given by 
in order to obtain a comparable signal with the NO x sensor output z NO x during dynamic tests.
x NO x indicates the raw or actual NO x concentration, which must be filtered and delayed. A delayed first-order discrete model is used according to
where a NO x is the sensor time response and t NO x is the total sensor delay (see the paper by Galindo et al. 10 for more information about sensor characterization), while z arises from the Z-transform.
The main equation of the NO x model is presented in equation (5) and consists of a single function referenced to conditions with a nominal exhaust gas recirculation (EGR) rate for calculating x NO x , which is affected by an exponential EGR Z-transform correction for dealing with the variation in the intake oxygen and additional factors C NO x and C dyn . (l 21 is the relative fuel-to-air ratio or richness.)
This structure guarantees that corrections to nominal tests are eliminated, minimizing the nominal error; the subscript 0 represents the nominal conditions. Then, the model x NO x output is calculated as
where C NO x and C dyn are used as the correction factors for the model structure. Figure 3 shows the nominal [NO x,0 ] map used for the NO x model (5) . This map is filled using an intensive design-of-experiments method consisting of 363 steady-state tests. The NO x map presents two clear areas: low-and part-load areas with EGR, and higher loads without any EGR at all. The former presents a low NO x variation due to EGR which is helping to keep the NO x concentration at lower values, while the latter presents a low or null EGR rate (with the EGR valve fully closed) so that the NO x concentraion greatly increases. Note that all elements of [NO x,0 ] are filled in order to avoid numerical problems, as indeed are areas that are not reached for the engine (beyond the full-load line).
Adaptive filtering for predicting the NO x emissions
If a model, which has sufficient capability for reproducing the transient NO x values, and a steady-state reliable (although slow) sensor are available on the engine, both sets of information can be fused, by using an extended Kalman filter (EKF) (the non-linear version of the KF), in order to obtain a reliable estimation. In this case, an NO x sensor and different alternatives for modelling are used in order to estimate the NO x concentration by means of designing three different algorithms based on the EKF.
Algorithm A. A drift correction algorithm designed
by Guardiola et al. 19 permits tracking of the bias on the output of an NO x model presented by Guardiola et al. 20 The bias is tracked online but the models are not re-calibrated. 20 3. Algorithm C. The NO x model (5) is adapted and retuned online by tracking the nominal NO x concentration. With this strategy, the nominal NO x map may be fitted by using the dynamic tests, which indeed avoids the steady-state campaign usually needed for calibration of the maps. The state-space system built for algorithm B is slightly modified in order to consider the model parameters. The SKF method is still used for updating the table. Figure 4 schematizes the three options. The objective is, on the one hand, to obtain a fast and reliable estimation of the NO x concentration (i.e. without sensor filtering) and, on the other hand, to introduce adaptive capabilities to models. The methods, although applied to the NO x concentration, can be easily implemented for other relevant variables such as the fuel-to-air ratio l 21 or the soot emissions.
Algorithm A: adaptive filtering for correcting drift
The upper plot of Figure 4 shows the scheme of a drift correction algorithm, which was well explained by Guardiola et al. 19 In general, a linear discrete statespace model is built as
where x k 2 R n x , u k 2 R n u , z k 2 R are the state-space vector, the input vector and the output vector respectively, while w k ;N 0, s 2 w À Á and v k ;N 0, s 2 v À Á are uncorrelated noise applied to the state vector and the output estimation respectively.
The NO x sensor dynamics are modelled by a firstorder filter with 10 a response time a NO x and a delay t NO x , where higher-order filters maintaining the linear structure can be easily programmed by increasing the state-space order. The discrete equation is defined at a certain time k when considering a given sample time T s and is
where x NO x (k) 2 R is the NO x model output (see Part 1) and
x NO x f (k) 2 R is the modelled sensor response. In spite of the fact that the actual sensor delay is not constant since it is influenced by the transport delay and the sensor non-linear behaviour, 23 a constant value gives acceptable results for the considered cycles. 10 The response time a NO x of the sensor is highly constant irrespective of the conditions. The model and the discussion above can be easily extended to other variables such as l 21 by just replacing NO x by l 21 when necessary. The bias u NO x (k À t NO x =T s ) 2 R between the low frequencies of the model and the sensor is tracked by augmenting the model with an extra state. Note that T s is the sampling period and u NO x is delayed to deal with the sensor delay. Therefore, the state-space model (6) becomes
where the vectors are 
Now, a steady-state KF may be designed for observingx k to givê
and K ' 2 R n x is the converged steady-state Kalman gain 19 which depends on s 2 w and s 2 v .
Algorithm B and algorithm C: adaptive filtering for updating tables Algorithm B and algorithm C in Figure 4 are basically methods for updating look-up tables, and these two algorithms correspond to two different applications for updating models. Both of these include the learning structure in a state-space model as well as the sensor model, thus providing a systematic and optimal way of manipulating models and maps by means of an observer. The topic of learning look-up tables has been treated in the papers by Guardiola et al., 20, 24 and the SKF method presented by Guardiola et al. 20 is utilized in this work for updating the look-up tables. Algorithm B updates a map for inferring the NO x concentration while algorithm C updates the main table [NO x,0 ] of the NO x model (5), but both deal with updating a reference map for the NO x concentration. The table elements are treated as states and their variation is assumed to be slow and only driven by the existing noise. The general state-space model for updating lookup tables is then
with the matrices and the noise vectors fulfilling the properties of the linear state-space model in equation (6) but now dealing with the time and state dependences, i.e. F k and H k may vary with time.
The main difference between the two approaches is that observer C also considers the dynamics and the NO x model parameters. Independently of using a single table or the NO x model, the updating procedure is the same; the problem consists in updating a two-dimensional lookup table Θ NO x 2 R n 1 3n 2 , which is scheduled here by the engine speed n and the injected fuel mass flow rate _ m f . (Note that the engine torque or the mean effective pressure can be used instead of _ m f to represent the engine load.) In the next subsections, the interpolation of the lookup table and the updating procedure are presented.
Representation and interpolation of two-dimensional maps. Mathematically, Θ NO x represents a vectorial transformation fn, _ m f g ! x NO x whose elements are [Θ ij ] and the output is computing by a two-dimensional linear interpolation according to
where vec(Á) is the vectorial transformation and q is the interpolation matrix given by
where r 2 R n 1 and c 2 R n 2 represent the grids on n and m f respectively (r represents row and c represents column). Note also how n and m f are conveniently delayed for dealing with the sensor lag.
Finally, x NO x is the map output given by
A dynamic model is applied to the model output x NO x to obtain a signal y NO x which is comparable with the sensor output z NO x and which is given by
Updating look-up tables. The state vector for the model (11) is built with vec Θ NO x ð Þand the extra state x NO x f (k) for obtaining the sensor behaviour with a first-order filter
F k is given by I is the unitary matrix and, consequently, the variance matrix Q k of the noise vector w k is
where s 2 f is the variance of the noise applied to the sensor model, while which is consistent with considering that the noise linked to the map elements is uncorrelated and constant, i.e. w k ;N 0, s 2 w À Á , and that it is the same for all elements. If there is sufficient engineering information, the variances at every element state might be considered to be different.
In the case of observer B, the output matrix
is constant and just acts as a selector of the state
x NO x f k ð Þ for comparing with sensor. However, if the table of a dedicated model is updated, H k should be arranged in order to deal with the model equation, as explained in the section on online updating of the NO x model.
Therefore, the updating problem is solved by observingx with an EKF
where K k depends on F k , H k and noise selection (s 2 w , s 2 f , s 2 v ). For this problem, the standard EKF gives the iterative solution for obtaining K k , as shown by Ho¨ckerdal et al., 17 but, because of the large amount of computational resources required and the complexity of the computing, a computationally efficient version of the KF, namely the SKF and published by Guardiola et al., 20 is implemented. The results are similar to those of the EKF but with a much lower computational effort. (The paper by Guardiola et al. 20 makes a dedicated comparison between using the SKF and using the EKF, as well as other simplified versions based on the EKF.)
Results
This section presents the results on applying the different algorithms presented above for estimation of the NO x concentration: the online updating of look-up tables, the updating of the NO x model, and the online observation of the actual NO x , i.e. by removing the sensor delay and filtering. Table 3 gives an overview of the different applications and considered scenarios (as indicated by the section titles (and the subsection titles)), with the following information. The first column gives the title of the section where the application is described, which states the scenario that depicts the application itself, namely online updating of look-up tables for estimating the NO x concentration, drift correction of l 21 , the updating of the NO x model and the online observation of the actual NO x or l 21 (i.e. by removing the sensor delay and filtering). The second column lists the designed algorithms as described in the fourth section. The third column shows the following parameters employed to make estimations using the algorithms: a look-up table for representing NO x (Θ NO x ), a signal drift u l À1 or u NO x or the main maps of the mean-value NO x model. Finally, the fourth column shows the estimation objective at every scenario, i.e. the variable whose estimation error is minimized. In the next subsection, the paper describes in detail these algorithms so that the implications of each can be understood.
Online updating of look-up tables for modelling NO x
Following the discussion given in Part 1 of the paper, a single look-up table can represent the engine's NO x concentration when the changes in both n and _ m f are sufficiently slow that they do not compromise the quasi-static hypothesis and the air path control references, namely the air mass flow rate _ m a and the boost pressure p boost , are tracked relatively quickly, as in the case of the NEDC.
In these cases, NO x can be modelled by using a single two-dimensional adaptive look-up table function of n and m f whose parameters are estimated with the updating methods. The state-space model in equation (11) is used for updating the table with algorithm B presented in Figure 4 . Table elements are estimated online while the engine is running without any special calibration procedure or test rig, beyond the availability of an onboard NO x   Table 3 . Summary of the different applications and scenarios (as indicated by the section titles (and the subsection titles)) for updating the NO x model and the estimation of NO x and l 21 , including information about the paper section where this is shown, the considered scenario, the applied adaptive algorithm, the parameter to estimate and the estimation objective. Algorithms A, B and C are described in the fourth section.
Section title (and subsection title) Algorithm Parameter Objective
Online updating of look-up tables for modelling NO x B Θ NOx x NOxf Drift correction of l 21 A u l À1 x l À1 Online updating of the NO C ½NO x, 0 x NOx sensor. The first time that the engine is running, the parameters are updated and, when the engine switches off, the stored parameters can be used for predicting the NO x concentration. When the engine is running again, the parameters keep evolving for correcting the drift and/or slowly varying effects. Furthermore, the observer built for the map updating can be utilized for having an actual NO x estimation as explained in the section on online observation of the actual NO x , i.e. avoiding filtering and delay of the sensor. With respect to the dimensions of the maps used for the adaptive estimation of NO x and according to the present authors' experience, the usual dimensions for look-up tables in production engines are between 200 and 400 parameters. The selection of the appropriate dimensions is a trade-off between the accuracy and the computational resources. An excessive density can compromise the table convergence, requiring more filtering and excitation, but a higher density of scheduling points can also improve the accuracy of the solution.
The grid used in this work for the observation is where c represents the grid for m f (mg/stroke) and r for n (r/min), building a matrix with 198 elements (11 3 18) .
Filter design. The state-space model (11) is built with the numerical values a NO x = 0:96; t NO x = 0:75s ð23Þ while the sampling frequency is 50 Hz (T s = 20 ms). The sensor parameters are fitted by performing SOI steps as in the paper by Galindo et al. 10 The state-space model output z NO x is given by the NO x sensor, while the inputs are
and the state vector x is
where Θ NO x is the table to be updated.
The filter is tuned with the values
Results with engine cycles. The SDMP is a test with sharp variations in the operating-point conditions but certification cycles, such as the NEDC, are much slower. This could compromise the global observability since higher levels of excitation are beneficial for updating.
In this cycle, the air path dynamics are sufficiently fast that _ m a and p boost are able to track the set points fixed by the engine calibration according to the engine speed and the load. In this case, the use of a look-up ] could be used for initializing Θ NO x , here the null matrix is the initial map, which is a worst-case condition.
The NEDC is run to update Θ NO x according to the reference NO x values at every operating point. After using an adaptive map and the SKF method with the calibration (26) , the results are shown in Figure 5 . There, y NO x is calculated on the basis of the Θ NO x table which was updated according to algorithm B (see equation (21) ). The NO x estimation by the adaptive map is able to reproduce the sensor output z NO x after updating the table.
In the case of a fast cycle, e.g. the SDMP, the EGR valve is closed most of the time. Therefore, the NO x concentration is a function of only n and m f when the EGR valve is closed, but keeping in mind that engine settings do not correspond to the nominal steady-state settings (since the EGR valve would not be closed)
given by
In the case of the NEDC or the CADC, the transients are much slower and the engine works closer to the nominal settings. In such case, the states are also functions of n and m f but for nominal operation of the EGR variable-geometry turbine. Possible states can now be approximated with Nevertheless, NO x estimation during the urban part is not as bad as in the highway part, where the NO x concentration is overestimated as expected (Θ NO x was fitted with nearly zero EGR conditions). However, when updating Θ NO x with the NEDC and then using the results for predicting the SDMP B cycle, shown in the upper plot of Figure 7 , the results are quite poor as a large area of the engine map is not covered and active areas present lower NO x emissions because of the EGR actuation. The prediction using Θ NO x in the urban CADC is much better even though not perfect, as the areas covered are similar. In any case, the use of adaptive maps could be useful when the operating points do not vary rapidly, since it occurs with the NEDC.
Online updating of the NO x model
The SKF can be applied to the online adaptation and/ or calibration of complex models, where a number of maps and parameters must be updated. Admittedly, a thorough study is required for ensuring observability, convergence and robustness properties and for obtaining a computationally efficient learning structure, i.e. a large number of parameters and maps should be updated and there is not a unique solution. However, some model parameters and inputs can be updated independently by means of designing an appropriate observer.
In this section, the adaptive capabilities are proved in the NO x model 25 (5) , and the state-space vector X can be augmented as
where, as well as x NO x and y NO x , a fuel-to-air ratio model x l À1 (which is used as the input for the real-time NO x model) and the drift on that signal u l À1 , the nominal NO x map Θ NO x and the model bias u NO x can also be included. (Here y NO x is included in the state-space model instead of x NO x f in order to make direct reference to the NO x model output (5) .) However, the use of an observer for l 21 if an oxygen sensor (e.g. the NO x sensor, which is able to measure l 21 ) is available is completely justified because of the NO x sensitivity to errors in the intake oxygen. 26 Furthermore, the error sources in the l 21 model have been well explained by Guardiola et al.: 19 inaccuracies Figure 8 . l 21 and NO x estimations for the TRAN B30 cycle (see Part 1 of the paper). The upper plot shows the z l À1 sensor signal, x l À1 calculated by the model andx l À1 observed by a drift augmented model. The lower plot shows the NO x estimation obtained in three ways: the z NOx sensor signal; y NOx obtained by the NO x model using x l À1 as the input; y NOx obtained by using an adaptive model withx l À1 as the l 21 input. due to drift in the estimated _ m f by the ECU and/or drift in the sensor _ m a signal. Figure 8 precisely compares the model output y NO x when the drift in x l À1 occurs. Here, the upper plot compares the richness output z l À1 given by the NO x sensor x l À1 with the model value
and the observationx l À1 by a KF, when a clear drift in x l À1 exists. 19 (The drift in x l À1 is caused by failures in the air mass flow rate or the injected fuel rate signal, which at the same time affect the EGR flow model and interpolation of the look-up tables. In these cases, the sensor signal z l À1 can be used to correct the errors in the air mass flow rate and/or the injected fuel rate signal. In this work, the error in only the x l À1 model is considered.) If the drifted signal is used to obtain the NO x concentration using the model, the output also drifts from the sensor signal as shown in the lower plot. However, if observingx l À1 by a KF, the NO x output maintains the model accuracy. Therefore, the benefits of observing l 21 by a KF are clear.
Learning algorithm for updating NO x model. At the same time, the model errors and the model ageing may be corrected online by tracking the bias as in algorithm A, or by observing the nominal [NO x,0 ] table for also improving the prediction capabilities of the model. The former is useful for the actual NO x prediction as discussed in the next subsection, while the latter is advisable for correcting the model ageing as presented in the following. The state-space vector
is built for designing an algorithm such as algorithm C (see Figure 4 ) in order to adapt the nominal NO x table to possible changes in the NO x emissions, mainly due to ageing. Nevertheless, this structure is useful not only for learning [NO x,0 ] according to
but also for fitting a table without initial knowledge. Depending on the model and the sensor uncertainties, the strategy of filter tuning can be conservative (slow corrections) or aggressive (fast corrections).
The state-space model is similar to that model (11) and also utilized for the algorithm B, but including NO x model variations and corrections around the nominal values (5) in the output matrix H k which is given by
where C mod = e Àk NOx (EGR rate3l À1 ÀEGR rate 0 3l À1 0 ) C NO x C dyn Other model maps and parameters, such as the volumetric efficiency h v used for calculating the EGR mass flow rate, can also be updated by just applying an EKF similar to that for [NO x,0 ] (with the corresponding linearization). If a full adaptive model is proposed in a way that all model parameters are affected by noise, then the learning structure lacks robustness and is difficult to use for discriminating between the observed errors of all tables, curves and coefficients. An alternative strategy is to observe a drift u and afterwards to weight the error between the model parameters by the leastsquares method or other strategies. 27 The main limitations are the lack of awareness in the error sources and the limited computational and memory resources existing in the ECU, making it inadvisable to design a strategy based on the combined updating of all model parameters and tables.
Returning to the application, Θ NO x is designed with the grid defined by equation (22) and is updated with the SKF method. Once the real-time NO x model is simulated in the engine cycles and the errors are computed, the SKF method is also used for updating the map [NO x,0 ] in the NO x model and thus improving the estimation by minimizing the model error. The updated model is simulated in those cycles and new errors are computed.
For the given application, the z NO x sensor output is converted from ppm to g/h according to while the rest of parameters are in the fourth section. The cycles are simulated with the calibration (34), and the offline NO x prediction is calculated just after finishing the cycle by using the updated [NO x,0 ] in the NO x model. The computed errors are compared with those of the original model output. In these simulations, the initial matrix is the [NO x,0 ] map fitted in Part 1 for the NO x model. Figure 9 shows the results for four different cycles, where the original and updated y NO x are compared with the sensor signal z NO x . y NO x with the original calibration presents a bias with respect to z NO x which is decreased after running the cycles with the SKF. Table 4 compares the absolute mean errors
by means of simulating the original model output and the adaptive model. The errors are minimized, achieving much better results when updating the model. These results prove the validity of the algorithm and the capabilities for updating the models.
With respect to the filter tuning, it was not optimized for obtaining the results, and a trial-and-error method was followed. Further improvements can be made by optimizing the filter tuning with statistical methods or improving the sensor model, e.g. variable delay. Nevertheless, the results show the potential of the method for updating the models with and without any initial information at all.
Online observation of the actual NO x
In the previous subsections, the algorithms were applied in order to update an NO x model by comparison with the sensor signal, and the final estimations fit the NO x sensor and not directly the actual NO x emissions, i.e. without the sensor delay and filtering. In this section, the state vector is augmented with an extra state to represent the actual NO x emissions; i.e. the NO x emissions without any filtering or delay from the sensor. The actual NO x estimation is advisable for real-time purposes, such as real-time NO x control or diagnosis, or for use in the test rig for reconstructing actual NO x emissions when a fast measurement system is not available, provided that a dynamic model of the sensor was previously identified.
One of the important problems is the causality of the solution since the sensors measure with a delayed basis, which is mainly due to the transport and hardware delay itself. In the case of the NO x sensor, this delay cannot be neglected since it is of the order of 1 s. To overcome this problem, two possibilities are designed: tracking the bias for online estimation (algorithm A) and use of a model learning structure (algorithm C). Both possibilities are based on the ageing cancellation by means of adaptive filtering and are presented in the next subsection.
Actual NO x by drift correction models. The state-space vector is built according to
where x NO x represents the actual NO x . The state-space input u k = x NO x (k À t NO x =T s ) is conveniently delayed 
However, because of the sensor delay, the biaŝ u NO x (k À t NO x =T s ) at the instant k is observed with a certain delay t NO x , while the actual NO x estimation should bê
which corresponds to a non-causal transformation since, at a given time, the delayed bias u NO x (k À t NO x =T s ) is only available and thuŝ
Actual NO x by updating look-up tables. The previous calculation might lead to important errors when sharp load transients occur. Alternatively, an adaptive map Θ NO x 2 R 2 : n, m f ! u NO x is advised for modelling drift as a function of the operating-point conditions in a similar way to that of algorithm B. This option has been well described by Guardiola et al.: 19 a map is adapted by means of a steady-state version of a KF (similar to recursive least-squares filtering) to store the bias of a l 21 model depending on the operating-point conditions. This map is interpolated to give an initial estimate for prediction of the state at every iteration. This algorithm can be applied to the NO x estimation aŝ
This is indeed the same observer as algorithm A presented in the paper with the introduction of an adaptive Θ NO x table, which is updated independently with algorithm B and is given by
For real-time estimation, the map itself is interpolated to infer u NO x , thereby avoiding the causal problem and huge integrations when the drift varies with the operating-point conditions and time. The final estimation is then calculated aŝ The state-space model for learning maps is useful not only for calibration of the map but also for realtime observation of the NO x signal. Therefore, the matrices and the state vector are augmented for introducing x NO x as
Now, the local observable matrix F o k is not constant any longer and its variation should be calculated at every iteration according to For the case of algorithm B for updating only look-up tables, C mod = 1. For the case of an algorithm such as algorithm C and for the NO x model, Figure 10 . NO x estimation obtained in three ways: the z NOx sensor measurement; online observation of sensor signal by the SKF methodx NOxf ; offline prediction y NOx j t = 100 by using the map Θ NOx, 100 . The online actual estimationx NOxf is also shown. NO x : nitrogen oxides.
which is pre-calibrated offline. Finally, H is now constant for both algorithm B and algorithm C according to
Results. The application of this decoupled strategy presents important advantages, especially when considering the filter tuning. A drift correction method permits the bias to be directly tracked and, therefore, the filter is relatively fast, while the algorithm for updating the NO x model also corrects the bias by improving the model estimation and a relatively slow correction is advisable for robustness. However, since the error in the model output is minimized, the identified bias is lower and becomes zero when the model presents no error at all. The new state-space vector might be built as
where the four elements represent the look-up table elements, the bias, the actual NO x and the sensor model estimation respectively, while w stands for wide. The model with the state-space vector (43) is observed in order to show an application example of the fast estimation of the actual NO x concentration. Figure 10 shows the results in the SDMP A cycle, by fitting the [NO x,0 ] map from the NO x model (4) with initial null values and keeping the calibration set (26) .
x NO x f represents the observation of z NO x by using the adaptive map at every iteration. The adaptive map provides a perfect fitting in about 30 s (this might be tuned in order to speed up the estimation by increasing the noise linked to the model but it is not advisable if the sensor model is not perfectly identified). Alternatively,
x NO x f j t = 100 shows the offline NO x sensor prediction using the model Θ NO x , 100 (the table is updated after running the test for 100 s) with acceptable results. Finally,x NO x is the online observation of the actual NO x by using the updating model and the identified bias. This signal is used for the online NO x tracking instead ofx NO x f .
Conclusions
In this paper, different possibilities for fusing signals from the sensors and the models are presented by means of applying adaptive filtering. In this sense, diverse adaptive algorithms based on the KF were designed in order to estimate the NO x emissions from diesel engines, and the results are promising. The application of these methods when an onboard NO x sensor is presented in a turbocharged diesel engine allow the actual NO x value to be estimated and a model to be updated on an online basis.
On the one hand, the use of look-up tables plus a delayed first-order filter for modelling the sensor behaviour is presented for estimating the NO x concentration. This simple model is able to reproduce the NO x emissions in certification cycles such as the NEDC. On the other hand, different observers are proposed for online adaptation of the NO x model presented in Part 1 of the paper: the fuel-to-air ratio observation, the online updating of the nominal [NO x,0 ] table of the model and a bias model correction.
The results show that the model bias can be observed by the online updating of the model parameters and inputs.
Finally, estimation of the actual NO x by avoiding the delay and sensor filtering is proposed by augmenting the state-space models with the actual signal. In this work, both the NO x model bias and the main map of the NO x model [NO x,0 ], which represents the nominal NO x emissions, are updated independently by using the proposed algorithms. This signal is advised for realtime control or diagnosing strategies since it represents the real NO x emissions and solves the causality problem that exists when measuring onboard, owing to sensor delays.
Even though the application to update complex models or many more parameters merits a dedicated analysis to ensure robustness and convergence of the solution, the use of these algorithms seem appropriate for this aim. 
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