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Abstract
We prove that any ℓ positive definite d × d matrices, M1, . . . ,Mℓ, of full rank, can
be simultaneously spectrally balanced in the following sense: for any k < d such that
ℓ ≤ ⌊d−1k−1⌋, there exists a matrix A satisfying
λ1(ATMiA)
Tr(ATMiA)
< 1k for all i, where λ1(M)
denotes the largest eigenvalue of a matrix M . This answers a question posed by Peres,
Popov and Sousi ([PPS13]) and completes the picture described in that paper regarding
sufficient conditions for transience of self-interacting random walks. Furthermore, in some
cases we give quantitative bounds on the transience of such walks.
1 Introduction
The main objective of this note is to address the following question, raised in [PPS13]: given a
set of ℓ symmetric bilinear positive-definite forms acting on a d-dimensional linear space, under
which basis of this space are the corresponding matrices as spectrally balanced as possible, in
the sense that the ratio between the trace and the operator norm is maximal?
For a square matrix M , denote by λi(M) the i-th eigenvalue of M in decreasing order
(counting with multiplicity) and by Tr(M) the sum of the eigenvalues of M . Recall that for any
positive definite symmetric matrix M , the operator norm ‖M‖OP (with respect to its action on
Euclidean space) coincides with λ1(M). Our main theorem reads:
Theorem 1. Let k, d, ℓ be positive integers such that d > k and ℓ ≤ ⌊d−1
k−1
⌋. Let M1, . . . ,Mℓ be
d× d positive-definite symmetric matrices of full rank. Then there exists a matrix A such that
λ1(A
TMiA)
Tr(ATMiA)
<
1
k
(1)
for all 1 ≤ i ≤ ℓ.
The bound given by this theorem is sharp in the following sense: if k, ℓ, d satisfy (k−1)ℓ ≥ d
then there exist d×d symmetric positive definite invertible matrices {Mi}ℓi=1, such that for every
d× d matrix A, there is an i ∈ [1, ℓ] that satisfies
λ1(A
TMiA)
Tr(ATMiA)
>
1
k
. (2)
∗Weizmann Institute of Science; ronen.eldan@weizmann.ac.il
†Kent State University; fedja@math.msu.edu
‡Microsoft Research; peres@microsoft.com
1
This is shown in subsection 2.1 below.
To illustrate Theorem 1, consider the case of two 3 × 3 positive definite invertible matri-
ces M1,M2. We claim that there exists a matrix A such that Tr(ATMiA) > 2‖MA‖OP for
i = 1, 2. To see this, first remark that since M1 is symmetric, we can apply a rotation to the
Mi (i.e., multiply each Mi by the rotation from the right and by its transpose from the left) to
transform M1 to a diagonal matrix. Applying a suitable diagonal matrix and another rotation,
we can transform M1 to the identity I , and M2 to a diagonal matrix M ′2 = diag(a, b, c). We
may assume that a ≥ b ≥ c > 0. Applying the diagonal matrix diag(
√
b/a, 1, 1) to I and M ′2
yields two matrices M ′′1 ,M ′′2 , such that each M ′′i has two equal eigenvalues, and one positive
eigenvalue which is smaller than or equal to these two. This proves our claim.
In [PPS13], it is demonstrated how the question addressed in Theorem 1 arises from the
topic of self-interacting random walks: Given centered measures µ1, . . . , µℓ, one can consider
a generalized random walk, where the law of each step (given the history) is one of these
measures; in each step, we choose an index 1 ≤ i ≤ ℓ using a certain adapted rule, and then
take a step distributed according to µi. More precisely, let µ1, . . . , µℓ be centered probability
measures in Rd, with finite third moments. Let {Ft} be a filtration and for each j = 1, . . . , ℓ
let {ξjt }∞t=1 be an independent sequence of random vectors with law µj , adapted to this filtration
(i.e., ξjt is Ft–measurable for every t ≥ 1). We say that {Xt} is an adaptive random walk using
the measures µ1, . . . , µk if there exists an {Ft}-adapted process {It}, such that for all t ≥ 0
Xt+1 = Xt + ξ
It
t+1 .
The following question was originally raised by I. Benjamini: Is there a simple sufficient
condition on the centered measures {µi}ℓi=1, that implies every adaptive walk using these mea-
sures is transient? In [PPS13] such a condition is given in terms of the spectrum of the corre-
sponding covariance matrices. Let Mi denote the covariance matrix of µi for each i. Then the
following statement holds.
Theorem 2. [PPS13, Theorem 1.3] Suppose that there exists a matrix A such that for all
i = 1, . . . , ℓ, one has Tr(ATMiA) > 2λ1(ATMiA). Then every adaptive random walk us-
ing µ1, . . . , µℓ, is transient.
The condition given by this theorem is not entirely satisfactory, as it is not clear when such
a matrix A exists. This loose end is tied by Theorem 1 above, yielding the immediate corollary
Corollary 3. Suppose that d > ℓ and the covariance matrices M1, . . . ,Mℓ of the centered mea-
sures µ1, . . . , µℓ are invertible. Then any adaptive random walk using µ1, . . . , µℓ is transient.
Theorem 1 actually yields a quantitative estimate on the probability of returning to a neigh-
borhood of the origin:
Theorem 4. Let k, d, ℓ be positive integers such that d > k > 1 and ℓ ≤ ⌊d−1
k−1
⌋. Let µ1, . . . , µℓ
be centered probability measures in Rd, with finite second moments and non-singular covari-
ance matrices. Then there exists ε > 0, so that for every R > 0 there is a constant CR > 0 with
the following property: Every adaptive random walk {Xt} using µ1, . . . , µℓ satisfies
P
(
∃t > T such that Xt ∈ B(0, R)
)
≤ CRT
− k−2
2
−ε, ∀T > 0.
For the proof, see Section 3.
2
2 Proof of Theorem 1
Let (Md×d, T ) be the space of d × d real matrices equipped with the standard topology T of
Rd
2
. For a matrix A ∈ Md×d, define si(A) =
√
λi(ATA), the i-th singular value of A. Next,
define
DR =
{
A ∈Md×d; s1(A) = 1 and 1 ≤
sj(A)
sj+1(A)
≤ R, ∀j ∈ [1, d− 1]
}
.
We begin by recalling the following elementary fact (see e.g., [K76])
Fact 5. The functions si(·) are continuous with respect to the topology T .
As a corollary, we have:
Corollary 6. The set DR is compact with respect to the topology T .
Proof. Consider the set D′R =
{
A ∈Md×d; 1 ≥ s1(A) ≥ . . . ≥ sd(A) ≥ R
−d
}
. It is clear that
D′R is bounded. Moreover, the two conditions s1(A) ≤ 1 and sd(A) ≥ R−d are closed condi-
tions and therefore D′R is compact. Now, by definition for every 1 ≤ j ≤ d − 1, we have that
sj+1(A) is strictly bounded away from zero and therefore the expression sj(A)sj+1(A) is continuous
in D′R. Consequently, the conditions which appear in the definition of DR are closed conditions
and the corollary follows.
Consider the functions fi : DR → R,
fi(A) =
λ1(A
TMiA)
Tr(ATMiA)
.
and
f(A) = max
1≤i≤ℓ
fi(A).
Claim 7. The functions {fi}1≤i≤ℓ and f are continuous in the domain DR.
Proof. Fact 5 and the continuity of matrix multiplication imply that the functionsA→ λ1(ATMiA)
and A→ Tr(ATMiA) are continuous.
It remains to prove that Tr(ATMiA) is bounded away from zero on DR. Fix 1 ≤ i ≤ ℓ.
Recall that Mi is of full rank. Therefore there exists a constant c > 0 such that 〈v,Miv〉 ≥ c|v|2
for all v ∈ Rd. By the definition of DR we have sd(A) ≥ R−d for all A ∈ DR. Therefore,
〈ATMiAv, v〉 = 〈MiAv,Av〉 ≥ c|Av|
2 ≥ cR−2d|v|2
and it follows that Tr(ATMiA) ≥ cR−2d.
By the compactness ofDR and the continuity of f , we deduce that the minimumminA∈D f(A)
is attained by some matrix A ∈ DR.
Next, we claim that without loss of generality, we may assume that the matrix A is sym-
metric positive definite. Indeed, using the polar decomposition theorem ([HJ12, Chapter 3]) we
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can write A = BU where B is positive semi-definite and U is an orthogonal matrix. Clearly
sj(B) = sj(A) for all j. Moreover,
λj
(
ATMiA
)
= λj
(
UTBMiBU
)
= λj(BMiB), ∀i ∈ [1, ℓ], ∀j ∈ [1, d] .
It follows that B ∈ DR and that f(B) = f(A). Therefore, by taking B in place of A, we see
that our assumption is justified.
The proof will rely on a perturbative argument: we will assume that the d×d matrixA ∈ DR
satisfies
f(A) ≥
1
k
, (3)
and deduce that there exists a small perturbation of A which lies in DR and decreases f . This
will imply that the A ∈ DR that minimizes f must satisfy f(A) < 1/k, as desired.
Our first goal is to reduce the proof to the case where A ∈ ∂DR (where ∂ denotes the
boundary with respect to the topology T ). To this end, assume that A is in the interior of DR.
Define
I = {i ∈ [1, ℓ]; fi(A) = f(A)}
and denote ℓ′ = |I| so that ℓ′ ≤ ℓ. For each i ∈ I and 1 ≤ j ≤ k − 1, let qi,j be a unit
eigenvector corresponding to λj(AMiA) chosen so that qi,j1 ⊥ qi,j2 for j1 6= j2. Let v be a unit
vector satisfying
v ⊥ qi,j, ∀i ∈ I, ∀j ∈ [1, k − 1].
Such a vector exists thanks to the assumption ℓ ≤ d−1
k−1
. Define
A(ε) = A(Id + εv ⊗ v). (4)
By definition, we have for all i ∈ I and for all j ∈ [1, k − 1] that
A(ε)TMiA(ε)qi,j
= AMiAqi,j + εA(ε)
TMiA(v ⊗ v)qi,j + ε(v ⊗ v)AMiAqi,j
= AMiAqi,j = λj(AMiA)qi,j.
which means that λ1(AMiA), . . . , λk−1(AMiA) are eigenvalues of the matrix A(ε)TMiA(ε)
for all ε ∈ R (however, those are not necessarily the largest k − 1 eigenvalues of this matrix).
Observe that since k < d, the assumption (3) implies that λk(AMiA) < λ1(AMiA) for all
i ∈ I . By continuity, this means that there exists some ε0 > 0 such that the above are in fact the
k − 1 largest eigenvalues of the matrix A(ε)TMiA(ε) as long as 0 < ε < ε0.
In other words, there exists some ε0 > 0 such that for all i ∈ I , the function λ1(A(ε)TMiA(ε))
is constant in the interval [0, ε0]. On the other hand, we have for all u ⊥ v that
〈A(ε)TMiA(ε)u, u〉 = 〈AMiA(Id + εv ⊗ v)u, (Id + εv ⊗ v)u〉 = 〈AMiAu, u〉
and
〈A(ε)TMiA(ε)v, v〉 = (1 + ε)
2〈AMiAv, v〉
which gives
Tr(A(ε)TMiA(ε)) = Tr(AMiA) + (2ε+ ε
2)〈AMiAv, v〉.
Since the matrices AMiA are non-degenerate, it follows that the expression Tr(A(ε)TMiA(ε))
is strictly increasing with respect to ε on the interval [0, ε0]. We conclude that by choosing ε
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small enough (which ensures also that A(ε) ∈ DR), one can get f(A(ε)) < f(A) thus reaching
a contradiction.
At this point we have reduced the proof to the case that A ∈ ∂DR. The argument for this
case is more delicate, as the direction of the perturbation must be chosen carefully to ensure
that the perturbed matrix remains in DR. Before we explain the idea which will allow us to do
so, we will need a few more definitions.
For η ∈ Rd and ε > 0, we define
Aη(ε) = A(Id + εη ⊗ η).
Let D ⊂ Rd be defined as
D =
{
η ∈ Rd; ∃ε0 > 0 such that
Aη(ε)
s1(Aη(ε))
∈ DR, ∀ε ∈ (0, ε0)
}
.
Finally, let Ej be the subspace corresponding to the eigenvalue λj(A).
The central tactic that will help us ensure that the perturbation of A stays inside DR will be
to consider vectors η which satisfy the following condition
|PEjη|
2 <
1
2
|PEj+1η|
2, ∀j ∈ J , (5)
where
J = {j; λj(A) = Rλj+1(A)}.
The significance of this condition will be clarified by the following lemma:
Lemma 8. Whenever (5) holds, one has η ∈ D.
Before we prove this lemma, we will need the following well-known facts regarding the
dependence of eigenvalues of Aη(ε) on ε.
Lemma 9. Let B be a positive-definite d × d matrix. For all j ∈ [1, d] write λj = λj(B) and
let Ej be the eigenspace corresponding to λj . Also, denote E0 = {0}. Let η ∈ Rd and define
B(ε) = (Id + εη ⊗ η)TB(Id + εη ⊗ η) .
Then, for every j such that Ej−1 6= Ej , we have
λj(B(ε)) = λj + 2ελj|PEjη|
2 +O(ε2) , (6)
and there exists ε0 > 0 such that for every j for which Ej−1 = Ej , we have
λj(B(ε)) = λj , ∀ε ∈ (0, ε0) .
The proof of this lemma relies on a standard eigenvalue sensitivity analysis technique. For
completeness, we provide this proof in the end of this section. As an immediate corollary, we
get:
Corollary 10. Let j ∈ [2, d]. If Ej−1 6= Ej , then
λj(Aη(ε)
TAη(ε)) = λj(A
2) + 2ελj(A
2)|PEjη|
2 +O(ε2).
Otherwise, we have
λj(Aη(ε)
TAη(ε)) = λj(A
2) .
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We can now prove Lemma 8.
Proof of Lemma 8. Define B(ε) = Aη(ε)TAη(ε). Remark that the first eigenvalue of Aη(ε)s1(Aη(ε))
is equal to 1 whenever the denominator is non-zero, and by continuity, the latter is true whenever
|ε| is smaller than some positive constant. We therefore deduce form the definition of the domain
DR that in order to prove the lemma, it is enough to show that for a fixed 1 ≤ j ≤ d − 1, there
exists ε0 > 0 such that
sj(Aη(ε))
2
sj+1(Aη(ε))2
=
λj(B(ε))
λj+1(B(ε))
≤ R2, ∀ε ∈ (0, ε0) . (7)
If λj(B(0)) < R2λj+1(B(0)), then the above holds by the continuity of eigenvalues with respect
to perturbations of the entries. Otherwise, we have Ej 6= Ej+1 and we may use Corollary 10 to
get
log(λj+1(B(ε))) ≥ log(λj+1(B(0))) + 2ε|PEj+1η|
2 − C1ε
2
for a constant C1 > 0, provided ε > 0 is small enough. Another application of the same lemma
gives
log(λj(B(ε))) ≤ log(λj(B(0))) + 2ε|PEjη|
2 + C2ε
2 <
log(λj(B(0))) + ε|PEj+1η|
2 + C2ε
2
for some constant C2 > 0 and all sufficiently small ε > 0, where in the last inequality we used
the condition (5). A combination of these two inequalities gives
log
(
λj(B(ε))
λj+1(B(ε))
)
< log
(
λj(B(0))
λj+1(B(0))
)
− ε|PEj+1η|
2 + (C1 + C2)ε
2
= R2 − ε|PEj+1η|
2 + (C1 + C2)ε
2.
By choosing ε0 small enough, the inequality (7) is established and the lemma is proved.
Next, we denote sj = sj(A) for all j ∈ [1, d], and fix an orthonormal basis w1, . . . , wd
satisfying Awj = sjwj for all j ∈ [1, d]. For a vector η ∈ Rd, define
uj = uj(η) = sj〈η, wj〉, ∀j ∈ [1, d] .
and u = u(η) = (u1(η), . . . , uj(η)). Since {wi} is a basis and sj > 0 for all j ∈ [1, d], the cor-
respondence u↔ η is a bijection. By slight abuse of notation, we will thereby allow ourselves
to interchange freely between u and η.
Claim 11. The vector η satisfies the condition (5) if the following condition is satisfied by the
vector u: ∑
k:sk=sj
u2k ≤
R2
2
∑
k:sk=sj+1
u2k, ∀j ∈ J . (8)
Proof. Fix j ∈ J . One has by definition
sj+1 =
1
R
sj
6
and therefore
||PEjη||
2 =
∑
{k;sk=sj}
〈η, wk〉
2 =
∑
k:sk=sj
s2j
R2s2j+1
〈η, wk〉
2
=
1
R2s2j+1
∑
k:sk=sj
u2k
(8)
≤
1
2
∑
k:sk=sj+1
1
s2j+1
u2k
=
1
2
∑
k:sk=sj+1
〈η, wk〉
2 =
1
2
||PEj+1η||
2.
Define a function
fu(ε) = max
i∈I
λ1(Aη(u)(ε)
TMiAη(u)(ε))
Tr(Aη(u)(ε)TMiAη(u)(ε))
.
We claim that at this point, in order to prove the theorem, it is enough to prove the existence of
a vector u ∈ Rd satisfying:
(ℵ) ∑k:sk=sj u2k ≤ R22 ∑k:sk=sj+1 u2k, ∀j ∈ J and
(i) One has fu(ε) < fu(0) in some non-degenerate interval ε ∈ (0, ε0].
To understand why this would indeed finish the proof, we recall that A is defined as the
minimizer of f over DR. Therefore, in order to get a contradiction, it is enough to construct a
matrixA′ ∈ DR such that f(A′) < f(A). If condition (ℵ) holds, then by Lemma 8 and Claim 11
we know that there exists ε0 > 0 such that P (ε) :=
Aη(u)(ε)
s1(Aη(u)(ε))
∈ DR for all ε ∈ [0, ε0]. It is thus
enough to show that f(P (ε)) < f(A) for some ε ∈ [0, ε0]. Note, however, that for every α > 0
one has f(αP (ε)) = f(P (ε)) and therefore it is enough to show that f(Aη(u)(ε)) < f(A)
for some ε ∈ [0, ε0]. By the continuity of fi with respect to the topology T , we have that
fi(Aη(u)(ε)) is continuous with respect to ε at ε = 0 and thus there exists ε1 > 0 such that for
all i /∈ I and for all ε ∈ [0, ε1] one has fi(Aη(u)(ε)) < f(A). We conclude that it is enough to
establish that there exists ε ∈ [0,min(ε0, ε1)] such that maxi∈I fi(Aη(u)(ε)) < f(A). But this
follows immediately from the condition (i).
Let us sketch the idea for proving the existence of a vector satisfying the two above condi-
tions. We will first show that there exists a constant c0 > 0 which depends only on the matrices
M1, . . . ,Mℓ (and therefore does not depend on R) such that the following holds: for any given
R > 0 and any given A ∈ DR that minimizes f(A), there exists a unit vector u˜ ∈ Rd and a
number ε0 > 0 such that
|u− u˜| < c0 ⇒ fu(ε) < fu(0), ∀ε ∈ (0, ε0) . (9)
The point u˜ will be chosen in a manner analogous to the construction described above formula
(4).
The second step will rely on the following fact (which we will see more clearly later): for
any positive constant c0 > 0 there exists a constant R > 0 such that for any unit vector u˜ ∈ Rd,
the Euclidean ball centered at u˜ with radius c0 contains a point u which satisfies the condition
(ℵ), regardless of the partition of the coordinates into the eigenspaces of A. A combination of
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this fact with the implication (9) will establish the existence of a vector satisfying both condi-
tions.
In order to prove the implication (9), we will need some additional perturbative estimates,
contained in the following lemma:
Lemma 12. There exist constants C, c > 0 depending only on M1, . . . ,Mℓ such that the fol-
lowing holds: Let R > 0 and let A ∈ DR be a positive definite matrix which minimizes f(A).
For any η ∈ Rd and u = u(η), one has
(i) For all i ∈ I and ε > 0,
Tr(Aη(ε)
TMiAη(ε)) ≥ Tr(AMiA) + cε|u|
2.
(ii) For all i ∈ I and j ∈ [1, k − 1], there exists a vector vi,j , satisfying |vi,j| < C, such that
λ1(Aη(ε)
TMiAη(ε))) = λ1(AMiA)
(
1 + ε
k−1∑
m=1
〈vi,m, u〉
2
)
+ o(ε).
Proof. For part (i) of the lemma, we simply estimate
Tr
(
Aη(ε)
TMiAη(ε)
)
= Tr
(
(Id + εη ⊗ η)AMiA(Id + εη ⊗ η)
)
≥ Tr(AMiA) + εTr
(
AMiAη ⊗ η + η ⊗ ηAMiA
)
.
Since for all v ⊥ η one has
〈(AMiAη ⊗ η + η ⊗ ηAMiA)v, v〉 = 0
we get
Tr
(
Aη(ε)
TMiAη(ε)
)
≥ Tr(AMiA) +
ε
|η|2
〈
(AMiAη ⊗ η + η ⊗ ηAMiA)η, η
〉
= Tr(AMiM) + 2ε〈Aη,MiAη〉 = Tr(AMiA) + 2ε|M
1/2
i Aη|
2
where, in the last equality, we used the non-negativity of the matrices Mi. By the assumption
that the matrices Mi are non-degenerate, there exists a constant c > 0 depending on these
matrices such that
Tr
(
Aη(ε)
TMiAη(ε)
)
> Tr(AMiA) + cε|Aη|
2
and finally by the definition of u, we have
|Aη|2 =
d∑
j=1
s2j〈η, wj〉
2 = |u|2.
This finishes the proof of (i). In order to prove part (ii) of the lemma, fix i ∈ I and let Fi be
the eigenspace corresponding to λ1(AMiA). Remark that the assumption (3) together with the
non-degeneracy of A and Mi imply that dimFi ≤ k − 1. Let qi,1, . . . , qi,ki be an orthonormal
basis for this subspace, ki ≤ k − 1. An application of Lemma 9 gives
λ1
(
Aη(ε)
TMiAη(ε))
)
= λ1(AMiA)
(
1 + ε
ki∑
m=1
〈η, qi,m〉
2
)
+ o(ε).
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By the definition of u, we have
〈η, qi,m〉 =
d∑
j=1
〈qi,m, wj〉
sj
sj〈η, wj〉 =
d∑
j=1
〈qi,m, wj〉
sj
uj = 〈vi,m, u〉
where
vi,m :=
(
〈qi,m, w1〉
s1
, . . . ,
〈qi,m, wd〉
sd
)
.
Combining the last three equations gives
λ1
(
Aη(ε)
TMiAη(ε))
)
λ1(AMiA)
(
1 + ε
ki∑
m=1
〈vi,m, u〉
2
)
+ o(ε).
In order to prove the lemma, it remains to show that for all i ∈ I and m ∈ [1, ki], the norm of
the vector vi,m is bounded by a constant which only depends on M1, . . . ,Md. To this end, fix
i ∈ I , denote γ = λ1(AMiA). We estimate for all 1 ≤ m ≤ ki,
|〈qi,m, wj〉|
sj
= γ−1
|〈AMiAqi,m, wj〉|
sj
≤
γ−1||AMi||OP
|qi,m||Awj|
sj
= γ−1‖AMi‖OP .
Recall that by definition of DR, we have ‖A‖OP = 1. Moreover, according to the assumption
(3), since the matrix AMiA is positive definite, we have
γ = λ1(AMiA) ≥
1
k
Tr(AMiA) ≥
1
k
〈MiAw1, Aw1〉
=
1
k
〈Miw1, w1〉 ≥
1
k
λd(Mi).
Consequently,
|〈qi,m, wj〉|
sj
≤ k
λ1(Mi)
λd(Mi)
.
The right hand side depends only on Mi, and therefore so does the upper bound on the norm of
the vector vi,m, as promised. The proof is complete.
In order to use the above lemma, we will define
Q(u) =
∑
i∈I
k−1∑
m=1
〈u, vi,m〉
2.
Recall that one of the assumptions of the theorem is that ℓ(k − 1) ≤ d − 1 and that |I| ≤ ℓ.
Consequently, the quadratic form Q(u) is degenerate and thus there exists a unit vector u˜ (which
is chosen to satisfy condition (9)) such that Q(u˜) = 0.
Our goal at this point is to find a constant c0 such that implication (9) holds. Fix i ∈ I and
define
Bu(ε) = Aη(u)(ε)
TMiAη(u)(ε).
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We have
λ1
(
Bu(ε)
)
Tr
(
Bu(ε)
) − λ1(Bu(0))
Tr(Bu(0))
= (10)
λ1(Bu(0))
Tr
(
Bu(ε)
) (λ1(Bu(ε))− λ1(Bu(0))
λ1(Bu(0))
−
Tr
(
Bu(ε)
)
− Tr(Bu(0))
Tr(Bu(0))
)
.
By making the assumption that c0 < 1/2, we have
|u− u˜| < c0 ⇒ |u|
2 ≥
1
2
.
An application of part (i) of Lemma 12 now gives
|u− u˜| < c0 ⇒ Tr
(
Bu(ε)
)
− Tr(Bu(0)) ≥ c1ε.
Thanks to the fact that ||A||OP ≤ 1, we have Tr(Bu(0)) < C1, where C1 only depends on Mi.
Consequently, we conclude that
|u− u˜| < c0 ⇒
Tr(Bu(ε)
)
− Tr(Bu(0))
Tr(Bu(0))
> c2ε.
(again, c2 is a constant depending only on Mi). Inspecting equation (10), we note that the
term outside the brackets on the right hand side is positive (since the matrix B(ε) is positive
definite). Consequently, in order to establish (9), it is enough to prove that there exists a constant
c0 ∈ (0, 1/2) and ε1 > 0 depending only on Mi such that
|u− u˜| < c0 ⇒
λ1
(
Bu(ε)
)
− λ1(Bu(0))
λ1(Bu(0))
≤ c2ε, ∀ε ∈ (0, ε1) .
An application of part (ii) of Lemma 12 yields
λ1
(
Bu(ε)
)
− λ1(Bu(0))
λ1(Bu(0))
= ε
k−1∑
m=1
〈u, vi,m〉
2 + o(ε).
The two above equations combined imply that it is enough to show that
|u− u˜| < c0 ⇒
k−1∑
m=1
〈u, vi,m〉
2 < c2
and since, according to the same lemma, we have |vi,m| < C, it follows that it is enough to
require that
|u− u˜|2 < C−2c2(k − 1)
−1.
By repeating this argument for all i = 1, . . . , ℓ and taking the intersection of the corresponding
neighborhoods of u˜, we conclude that (9) holds. We may conclude the above in the following:
Proposition 13. There exists a constant 0 < c0 < 1 that depends only on the matrices
M1, . . . ,Mℓ such that the following holds: for any given R > 0 and any given A ∈ DR that
minimizes f(A), there exists a unit vector u˜ ∈ Rd and a number ε0 > 0 such that for every
u ∈ Rd satisfying |u− u˜| < c0, one has
fu(ε) < fu(0), ∀ε ∈ (0, ε0) . (11)
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In order to finish the proof, we will need the following simple lemma:
Lemma 14. For any positive constant 0 < c0 < 1 there exists a constant R > 0 such that for
any unit vector u˜ ∈ Rd, the Euclidean ball centered at u˜ with radius c0 contains a point u that
satisfies ∑
1≤k≤d
u2k ≤
R2
2
min
1≤k≤d
u2k.
Proof. For v ∈ Rd we denote by B(v) the closed ball of radius c0 around v. We define two
functions g, h : Rd → R by
g(u) = min
1≤k≤d
u2k
and
h(v) = max
u∈B(v)
g(u).
Define δ = min|v|=1 h(v). It is easy to verify that h(v) is a continuous function and thus the
minimum is attained, and moreover that δ > 0. Finally, we can choose u = argmaxu∈B(u˜) g(u).
We get ∑
1≤k≤d
u2k ≤ 4d ≤
4d
δ
min
1≤k≤d
u2k.
We are finally ready to prove our theorem.
Proof of Theorem 1. Let c0 = c0(M1, . . . ,Mℓ) be the constant from Proposition 13. Let R =
R(c0) be the constant corresponding to c0 obtained by an application of Lemma 14. Let A be
the positive definite minimizer of f in DR. Proposition 13 ensures the existence of a unit vector
u˜ such that any u that satisfies |u − u˜| < c0, must also satisfy condition (i). Now, by Lemma
14, there exists a point u satisfying |u−u˜| < c0 which satisfies condition (ℵ). We have therefore
found a point u ∈ Rd which satisfies both conditions, and the proof is complete.
Proof of lemma 9. Since the matrix B is positive definite, we can write B = UTDU where U
is an orthogonal matrix and D is diagonal. Moreover, we may clearly assume that the sequence
of diagonal entries of D is the sequence λ = {λ1, . . . , λd} (hence, it is non-increasing). Next,
note that for v ∈ Rd,
(η ⊗ η)UTv = η〈Uη, v〉 = UT
(
(Uη)⊗ (Uη)
)
v
so
(Id + εη ⊗ η)UT = UT (Id + ε(Uη)⊗ (Uη))
and a similar calculation yields
U(Id + εη ⊗ η) = (Id + ε(Uη)⊗ (Uη))U.
We get,
λj
(
B(ε)
)
= λj
(
(Id + εη ⊗ η)TUTDU(Id + εη ⊗ η)
)
=
λj
(
UT (Id + εξ ⊗ ξ)TD(Id + εξ ⊗ ξ)U
)
=
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λj
(
(Id + εξ ⊗ ξ)TD(Id + εξ ⊗ ξ)
)
where ξ = Uη. Define
F (λ, ε) = det
(
(Id + εξ ⊗ ξ)TD(Id + εξ ⊗ ξ)
)
.
Let {ei}di=1 be the standard basis of Rd. We claim that
F (λ, ε) =
d∏
i=1
(
λi + 2ελi〈ξ, ei〉
2 − λ
)
+O(ε2). (12)
Indeed, we can write
F (λ, ε) = det
(
D + ε(D(ξ ⊗ ξ) + (ξ ⊗ ξ)D) + ε2ξ ⊗ ξDξ ⊗ ξ − λId
)
.
Now, when expressing the left hand side determinant as a sum of products of entries, observe
that each summand except for the principal diagonal is of the order O(ε2). Finally, observe that
(D(ξ ⊗ ξ))j,j = ((ξ ⊗ ξ)D)j,j = λj〈ξ, ej〉
2
and formula (12) follows. We will first assume that λi has multiplicity 1. Under this assumption,
by differentiating formula (12), we have
∂
∂λ
F (λ, ε)
∣∣∣∣
λ=λi,ε=0
= −
∏
1≤j≤d
j 6=i
(λj − λi) ,
and
∂
∂ε
F (λ, ε)
∣∣∣∣
λ=λi,ε=0
= 2λi〈ξ, ei〉
2
∏
1≤j≤d
j 6=i
(λj − λi) .
The inverse function theorem then gives
λi(B(ε)) = λi + 2ελi〈ξ, ei〉
2 +O(ε2).
Noting that 〈ξ, ei〉 = 〈UT ei, η〉 and that by definition of the matrix U , the vector UT ei is an
eigenvector of B corresponding to the eigenvalue λi, we conclude that 〈ξ, e1〉2 = |PEiη|2. This
finally gives
λi(B(ε)) = λi + 2ελi|PEiη|
2 +O(ε2), (13)
which is equation (6).
If Ei ⊂ η⊥, then Ei remains an eigenspace of B(ε) corresponding to the eigenvalue λi, for
all ε > 0. In this case, the lemma clearly holds.
It remains to verify the case in which the multiplicity of λi is at least 2 and Ei is not a subset
of η⊥. In this case, we define
E ′j = Ej ∩ η
⊥,
J = {j; λj has multiplicity greater than one } ,
and
E =
⊕
j∈J
E ′j.
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It is straightforward to check that the subspaces E and E⊥ are invariant under both B and η⊗η,
and consequently
B(ε) = B′(ε)⊕ B′′(ε)
where
B′(ε) = PE⊥B(ε)PE⊥, B
′′(ε) = PEB(ε)PE.
Now, by definition of the subspace E, we see that B′(ε) does not depend of ε and B′′(0) has
distinct eigenvalues. Moreover, since we assume that λi has multiplicity at least two, it follows
that Ei ∩ η⊥ has co-dimension 1 in Ei. Therefore, the multiplicity of λi as an eigenvalue of
B′′(0) is exactly 1. Let j be such that λj(B′′(0)) = λi. Then we have, by (13),
λj(B(ε)
′′) = λi + 2ελi|PFη|
2 +O(ε2)
where F is the B′′(0)-eigenspace corresponding to λj . Consequently, we have
λi0(B(ε)) = λi + 2ελi|PFη|
2 +O(ε2).
where i0 = min{K : λk(B(0)) = λi}. Finally, by the definition of E, we have F = E⊥ ∩Ei =
span{PEiη} which gives PFη = PEiη. To conclude, we have that if λi < λi−1, then
λi(B(ε)) = λi + 2ελi|PEiη|
2 +O(ε2)
and otherwise
λi(B(ε)) = λi .
The lemma is complete.
2.1 Sharpness of the bound
In order to show that Theorem 1 is sharp, we would like to prove (2). For the sake of simplicity,
we will only demonstrate this in the case that (k − 1)ℓ = d.
Fix ε < 1
d
. For 1 ≤ i ≤ ℓ, let Mi be the matrix
Mi = diag
(
(k-1)(i-1) times︷ ︸︸ ︷
ε, . . . , ε ,
(k-1) times︷ ︸︸ ︷
1, . . . , 1 ,
d-(k-1)i times︷ ︸︸ ︷
ε, . . . , ε
)
.
Let A be an arbitrary d × d matrix. Denote by v1, . . . , vn the rows of A. Since the left
hand side of equation (2) is invariant under multiplication of A by a scalar, we may assume that
max1≤j≤n |vj|
2 = 1.
Fix J so that |vJ | = maxj |vj| and for every 1 ≤ i ≤ ℓ, set
I(i) = {(k − 1)(i− 1) + 1, . . . , (k − 1)i}.
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We have
Tr(ATMiA) =
d∑
j=1
〈ej , A
TMiAej〉
=
d∑
j=1
|M1/2i Aej |
2
=
d∑
j1=1
d∑
j2=1
〈M1/2i Aej1 , ej2〉
2
=
d∑
j1=1
d∑
j2=1
〈Aej1,M
1/2
i ej2〉
2
=
d∑
j1=1

 ∑
j2∈I(i)
〈ej1 , A
T ej2〉
2 + ε
∑
j2∈[d]\I(i)
〈ej1, A
T ej2〉
2


=
∑
j∈I(i)
|vj |
2 + ε
∑
j∈[d]\I(i)
|vj|
2
≤ k − 1 + dε < k.
Now, let i0 be an integer such that J ∈ I(i0). Since |vJ | = maxj |vj| = 1, we have
λ1(A
TMi0A) ≥ 〈A
TMi0Av
T
J , v
T
J 〉 = 〈Mi0Av
T
J , Av
T
J 〉
J∈I(i0)
≥ 〈AvTJ , eJ〉
2 = |vJ |
4 = 1.
The last two inequalities give λ1(A
TMi0A)
Tr(ATMi0A)
> 1
k
.
3 Self-Interacting Random walks
The goal of this section is to establish Theorem 4. Our first ingredient for its proof will be
the following lemma, which generalizes [PPS13, Lemma 2.2]. However stated in a slightly
more general form, the proof of this lemma follows similar steps to the proof which appears in
[PPS13]. We omit it here.
Lemma 15. Let k ≥ 2, β > 0. Let Z be a mean-zero random vector in Rd with 2+ β moments,
whose respective covariance matrix M satisfies
Tr(M) > kλ1(M). (14)
Then there exist constants r0 > 0 and α > k − 2 such that if |x| ≥ r0 then
E[ϕ(x+ Z)− ϕ(x)] ≤ 0
where ϕ(x) = min(|x|−α, 1).
Proof. (sketch). Following the same lines as [PPS13, Lemma 2.2], a Taylor expansion of the
function ϕ(·) around the point x gives that
E[ϕ(x+ Z)− ϕ(x)] ≤
d∑
i=1
αx2i (λi(α + 2)−
∑d
j=1 λj)
|x|α+4
+O
(
|x|−min(α+3,α+β+2)
)
.
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The assumption (14) gives that if α− k + 2 is small enough, then for some c > 0 we have
d∑
i=1
αx2i (λi(α + 2)−
∑d
j=1 λj)
|x|α+4
≤ −cα|x|−(α+2).
Combining the last two formulas finishes the proof.
The second ingredient we need is well-known to experts. We provide the proof for com-
pleteness.
Lemma 16. Let µ1, . . . , µℓ be centered probability measures inRd, with non-singular and finite
covariance matrices. Then there exists a constant C > 0 such that if {Xt} is an adaptive
random walk using µ1, . . . , µℓ , then for every R > C, for all x ∈ Rd and for all δ > 0, we have
P
(
x+Xi ∈ B(0, R), ∀i ∈ [1, R
2+δ]
)
≤ Ce−
Rδ
C . (15)
Proof. Define c = min1≤i≤ℓTr(Mi) and K = max1≤i≤ℓ Tr(Mi). For all i ∈ [1, ℓ], let Zi be a
random variable with law µi, so that c ≤ E[|Zi|2] ≤ K for all i ∈ [1, ℓ]. Fix a constant Q > 0
whose value will be determined later on. Observe that, by Cauchy-Schwartz,
E
[
|Zi|1{|Zi|>QR}
]
≤
K
QR
, ∀i ∈ [1, ℓ] . (16)
Since E(Zi) = 0, it follows that∣∣∣E [Zi1{|Zi|≤QR}]∣∣∣ ≤ KQR, ∀i ∈ [1, ℓ] . (17)
By dominated convergence, there exists a constant R0 > 0 such that for R > R0 we have
E
[
|Zi|
2
1{|Zi|≤QR}
]
> c/2, ∀i ∈ [1, ℓ] . (18)
Given R, define Yt = Xt+1 −Xt and
Y˜t = 1{|Yt|≤QR}Yt
for all t. The conditional means
wt = E
[
Y˜t
∣∣∣Ft]
satisfy |wt| ≤ KQR by (17) and Y˜t satisfy
E
[
|Y˜t|
2
∣∣∣Ft] ≥ c/2 (19)
by (18). Next, consider the partial sums X˜t = X0 +
∑t−1
j=0 Y˜j . On the event |X˜t| ≤ R, we have
E
[
|X˜t+1|
2 − |X˜t|
2
∣∣∣Ft] = E [|Y˜t|2∣∣∣Ft]+2〈wt, X˜t〉 ≥ c/2−2|wt|R ≥ c/2− 2K
Q
= c/4 (20)
if we pick Q = 8K/c.
Fix a point x ∈ Rd and consider the stopping time
τ = inf{t; x+ X˜t /∈ B(0, R)}.
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By (20), the process St = |X˜t∧τ |2 − c(t ∧ τ)/4 is a submartingale. The optional stopping
theorem gives
0 ≤ E[Sτ∧t] = E
[
|X˜τ∧t|
2
]
− c(E[τ ∧ t])/4 ≤ (1 +Q)2R2 − cE(τ ∧ t)/4 ,
where we used the inequality |Y˜s| ≤ QR, and that for all s < τ , we have |X˜s| ≤ R. By taking
t→∞, we get
E[τ ] ≤ 4(1 +Q)2c−1R2 = Q′R2,
where Q′ = 4(1 +Q)2c−1. By Markov’s inequality
P(τ > 2Q′R2) < 1/2 .
Note that if Xt ∈ B(0, R) and Xt+1 ∈ B(0, R), then |Yt| ≤ 2R ≤ QR. Thus we conclude
that
P
(
x+Xt ∈ B(0, R), ∀t ∈ [1, 2Q
′R2]
)
≤ 1/2.
Since x was arbitrary, induction yields that for every integer k ≥ 1,
P
(
Xi ∈ B(0, R), ∀i ∈ [1, 2kQ
′R2]
)
≤ 2−k .
The proof is complete.
Proof of Theorem 4. By an application of Theorem 1, there exists a matrix A and a δ > 0 such
that
λ1(M˜i)
Tr(M˜i)
≤
1
k + δ
for all 1 ≤ i ≤ ℓ, where M˜i = ATMiA. Define Yt = AXt and observe that {Yt} is an adaptive
random walk using the measures µ˜1, . . . , µ˜ℓ, defined as the push-forward under the matrix A of
the measures µ1, . . . , µℓ. Moreover, note that the covariance matrix of µ˜i is M˜i for all i.
Let R˜ be the diameter of the ellipsoid AB(0, R). By definition, we have that
Yt /∈ B(0, R˜)⇒ Xt /∈ B(0, R). (21)
Given ε ∈ (0, 0.1), let α = (k − 2) + kε and Nt = |Yt|−α. According to Lemma 15, if ε is
sufficiently small, then there exists R1 > 0 such that
|Yt| ≥ R1 ⇒ E[Nt+1|Ft] ≤ Nt . (22)
Next, define R2 = max(R˜, R1) and r = max
(
R2, T
(1−ε/2)/2
)
. Let
τ1 = min{t; |Yt| ≥ r}.
By Lemma 16, there exist constants c, C1 > 0 which do not depend on T , such that
P(τ1 > r
2+ε) ≤ C1e
−crε.
By the definition of r and the inequality (1− ε/2)(2 + ε) ≤ 2, we infer that
P(τ1 > max(T,R
2+ε
2 )) ≤ C1e
−cT ε/4 . (23)
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Next, consider the stopping time
τ2 = inf{t ≥ τ1; |Yt| ≤ R2}
with the conventions that inf ∅ = ∞ and N∞ = 0. By (22), we see that {N(t+τ1)∧τ2} is a
supermartingale. Thus, by the optional stopping theorem and Fatou’s lemma, we have that
P(τ2 <∞) ≤ E[R
α
2Nτ2 ] ≤ E[R
α
2Nτ1 ] ≤ (R2/r)
α ≤ CT−(k−2+kε)(1−ε/2)/2 ≤ CT
−(k−2)
2
−δ
for some C, δ > 0 which do not depend on T (in the last inequality we use the assumption that
ε < 0.1). Combining this with (23) and using a union bound, gives
P
(
∃t > max(T,R2+ε2 ) such that Yt ∈ B(0, R˜)
)
≤ P
(
τ1 > max(T,R
2+ε
2 )
)
+ P(τ2 <∞)
≤ C1e
−cT ε/4 + CT
−(k−2)
2
−δ.
Since C1, C, ε, δ and R2 do not depend on T , the above implies that there exists a constant
C2 > 0 which does not depend on T such that
P
(
∃t > T such that Yt ∈ B(0, R˜)
)
< C2T
−(k−2)
2
−δ.
In view of equation (21), this gives
P (∃t > T such that Xt ∈ B(0, R)) < C2T
−(k−2)
2
−δ
and the proof is complete.
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