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We investigate optimization strategies to measure primordial non-Gaussianity with future spec-
troscopic surveys. We forecast measurements coming from the 3D galaxy power spectrum and
compute constraints on primordial non-Gaussianity parameters fNL and nNG. After studying the
dependence on those parameters upon survey specifications such as redshift range, area, number
density, we assume a reference mock survey and investigate the trade-off between number density
and area surveyed. We then define the observational requirements to reach the detection of fNL of
order 1. Our results show that while power spectrum constraints on non-Gaussianity from future
spectroscopic surveys can be competitive with current CMB limits, measurements from higher-order
statistics will be needed to reach a sub unity precision in the measurements of the non-Gaussianity
parameter fNL.
I. INTRODUCTION
A key part of our cosmological model is represented by the modeling of the physics of the primordial universe;
the standard cosmological model includes cosmological inflation, a period of exponential expansion in the very early
universe. In this model, primordial cosmological perturbations are created from quantum fluctuations during the early
period of accelerated expansion of the universe. Those perturbations formed the initial seeds for structure formation,
and because of that the clustering properties of the matter distribution in the Universe on large scales allow us to
probe the physics of that epoch.
Different models of cosmological inflation have different effects on the properties of the large-scale matter distribution
and its evolution through cosmic time; one of the discriminants between different inflationary models is represented
by the gaussianity (or deviation from it) of the probability distribution function of cosmological perturbations. For
this reason, an important goal for forthcoming cosmological experiments is to test whether initial conditions of the
probability distribution function of cosmological perturbations deviate from gaussianity; this can be done using the
CMB ([1, 2] and references therein) or the large-scale structure of the Universe (see e.g. [3–13]).
Most recently, the Planck satellite measured fNL to be 2.7 ±5.8 (68% C.L.) [14], thus constraining strongly the
amount of primordial non-Gaussianity. However, since fNL of a few is expected just from the non-linear evolution of
the gravitational potential (as e.g. the lensing-ISW contribution measured by Planck), even in the absence of hints of
primordial non-Gaussianity, it remains important to measure the value of fNL as precisely as possible in the future,
to check that our cosmological model and understanding of cosmological perturbations is correct.
In this paper, we assess the constraining power on non-Gaussianity of future spectroscopic surveys and investigate
optimization strategies that will allow to exploit those capacities to the maximum. The paper is organized as follows.
In Section II we introduce the observable effects of primordial non-Gaussianity, and in Section III we explain how we
model the power spectrum in presence of non-Gaussianity. Our technique for obtaining the constraints is introduced
in Section IV. In Section V we present the parameters of the surveys we consider and study how the non-Gaussianity
parameters depend on them. In Section VI we investigate how one could optimize those surveys in order to be more
effective in measuring non-Gaussianity parameters. Finally, in Section VII we discuss our results and present our
conclusions.
II. MEASURING NON-GAUSSIANITY WITH GALAXY SURVEYS
The simplest models for inflation give rise to a nearly Gaussian distribution of the Bardeen potential Φ at primordial
times. The most general expression of a deviation from Gaussianity at quadratic level can be expressed by a non-local
relationship between the primordial Bardeen’s potential Φ and a Gaussian auxiliary potential φ.
Deviations from Gaussian initial conditions in the so called “local type” can be parameterized by the dimensionless
parameter fNL as [15, 16]:
ΦNG = φ+ fNL
(
φ2 − 〈φ2〉) , (1)
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2where Φ denotes Bardeen’s gauge-invariant potential, which, on sub-Hubble scales reduces to the usual Newtonian
peculiar gravitational potential. Here φ is the Gaussian random field, and the second term, when fNL differs from
zero, gives the deviation from gaussianity; in this paper we refer to the so-called “local type” fNL and we use the LSS
convention (as opposed to the CMB one, where fLSSNL ∼ 1.3fCMBNL [8]).
In many scenarios the primary effect of the non-Gaussian correction results in a non-zero bispectrum, that can be
written as:
〈Φ(k1)Φ(k2)Φ(k3)〉 = (2pi)3δ3D(k1 + k2 + k3)BΦ(k1, k2, k3) . (2)
In the local type, the bispectrum B is:
BΦ(k1, k2, k3) = fNL[2PΦ(k1)PΦ(k2) + 2 perm.] , (3)
where:
〈Φ(k1)Φ(k2)〉 = (2pi)3δ3D(k1 + k2)PΦ(k1, k2) . (4)
As shown in e.g. [30], for 3D power spectrum analyses in galaxy surveys, the constraints on shapes different from the
local type are considerably weakened; for this reason, in this work we focus only on the local type.
A. Non-Gaussian bias
A non-zero fNL in Equation 1 introduces a scale-dependent modification of the large-scale halo bias; we can write
the total, non-Gaussian bias, as:
bNG(z, k) = bG(z) + ∆b(z, k) ; (5)
the difference from the usual Gaussian bias, is (see e.g. [4–8]):
∆b(z, k) = [bG(z)− 1]fNLδec 3Ω0mH
2
0
c2k2T (k)D(z)
, (6)
where bG(z) is the usual bias calculated assuming gaussian initial conditions, assumed to be scale-independent, D(z)
is the linear growth factor and δec is the critical value of the matter overdensity for ellipsoidal collapse, δec = δc
√
q ,
with q being a parameter fit with simulations [8]. Given that we will base our calculations on a survey observing
emission line galaxies, we use, for the gaussian part of the bias (see e.g. [66]):
bG(z) = 0.9 + 0.4z . (7)
B. Running of fNL
Some models of inflation, e.g. the ones with a variable speed of sound (such as Dirac-Born-Infeld models), have
been shown to predict a scale-dependent non-Gaussian parameter fNL . A constraint on this scale-dependence would
provide additional informations on the fundamental parameters of the underlying high-energy theories, such as the
number of inflationary fields and their interactions (see e.g. [17–22]).
So far the only measurement of such running has been presented in [23] (which obtained an error of ≈ 0.15); this
represents an additional handle in probing inflationary physics, so it will be of great importance to set tight constraints
on it. The running parameter nNG is expected to be of the order of unity in most inflationary models. Its signatures
in the CMB and LSS have been discussed in the literature (see e.g. [24–26]).
We consider the scenario that isolate the multi-field effects as in [27], that gives, for the non-Gaussian part of the
bias:
∆bNG(z, k,M) = f
eff
NL(M,n
(m)
NG , k∗)
(
k
k∗
)n(m)NG [
[bG(z)− 1]δec 3Ω0mH
2
0
c2k2T (k)D(z)
]
, (8)
where:
f effNL(M,n
(m)
NG , k∗) =
ξm(kp)
2pi2σ(M)2
∫ ∞
0
k21PΦ(k1)M
2
R(k1)
(
k1
k∗
)n(m)NG
. (9)
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FIG. 1: Non-Gaussian corrections to the bias, for different combinations of {fNL, nNG}. Left Panel: as a function of redshift.
Right Panel: as a function of scale.
We then use the correction suggested in [28, 29], that gives a non-Gaussian, scale-dependent bias correction as:
∆bNG(z, k) = fNLk
−n(m)NG∗
(
σαs
σ0s
)2 [
b1δec + 2
(
∂lnσαs
∂lnσ0s
− 1
)][
[bG(z)− 1]δec 3Ω0mH
2
0
c2k2T (k)D(z)
]
, (10)
where the spectral moments are defined as:
σ2ns =
∫
k2n
(2pi)3
Pφ(k)M2s(k) d3k . (11)
In this work we assume k∗ = 0.04; constraints for different values of such arbitrary fixed parameters can be easily
converted when needed.
From Figure 1 it can be seen that the largest deviation is at higher redshift, and for larger scales. It is also
interesting to notice that a positive nNG considerably reduces the effective modification due to a non-zero fNL , so
that the deviation from the gaussian bias with {fNL = 1, nNG = 0} is larger than the case {fNL = 10, nNG = 1}. In
Figure 2 we plot the cosmological volume probed at different redshifts and for different redshift bins; it is apparent
how going to higher redshift will considerably increase the volume probed and so the possibility of constraining
non-Gaussianity.
III. MODELING THE POWER SPECTRUM
The matter power spectrum depends on a variety of cosmological parameters, and for this reason its measurements
has been used (together with its Fourier transform, the correlation function) to constraint e.g. dark energy parame-
ters [31], models of gravity [32], neutrino mass [33, 34], dark matter models [35, 36], the growth of structures [37, 38],
and non-Gaussianity [10].
We define the power spectrum as:
P sg (k, µ, z) =
[
bNG(k, z) + f(z)µ
2
]2
P rm(k, z) + Pshot(z) , (12)
where the superscripts r and s indicate real and redshift-space, respectively, and the subscripts m and g stands for
matter and galaxies; the shot noise contribution is taken to be:
Pshot(z) =
1
n¯g(z)
, (13)
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FIG. 2: Cosmological volumes as a function of the area surveyed, for different redshift bins.
where the non-Gaussian bias is the one defined in Section II A. The Redshift-Space Distortion (RSD) corrections come
from the fact that the real-space position of a source in the radial direction in modified by peculiar velocities due to
local overdensities; this effect can be modeled as [41, 42]:
δs(k) =
(
1 + βµ2
)
δr(k) , (14)
where the parameter f is defined as the logarithmic derivative of the growth factor:
f =
d ln D
d ln a
, (15)
and in the ΛCDM model it can be parameterized as [51]:
f(z) = [Ωm(z)]
γ
. (16)
In principle, additional effects could need to be taken into account when performing actual data analysis. Since we
aim here at optimizing a survey for measuring non-Gaussianity, we will not take them into account but it should be
noted that a precise analysis will require them. For example, Equation 14 assumes the plane-parallel approximation.
When considering wide surveys and galaxy pairs with large angular separation, a more precise analysis involving wide-
angle and GR corrections should be used (see e.g. [31, 32, 43–47, 56–63]). However, including wide-angle corrections
in the power spectrum requires a computationally very expensive treatment and it goes beyond the scope of this
paper; their effects should not drastically modify our conclusions. On very large scales, the modeling for the power
spectrum needs to take in account General Relativity effects general relativistic corrections will be important (see
e.g. [56–61]). When computing the power spectrum using a proper GR formalism, the corrections with respect to the
newtonian case mimic a positive non-zero fNL (see e.g. [64]; this would be relevant only when fNL is very small [65]).
However [62] showed that the two effects can be disentangled using their different angular dependence. A proper GR
treatment would not change our conclusions, as we look at the precision in σfNL . Nevertheless, when performing a
real data measurement of a very large-scale survey it will be important to use a precise modeling of the large-scale
power spectrum.
The observed radial distribution of sources is in redshift-space, so in principle the N(z) should be modified to take
in account Redshift-Space Distortions [53] (this can be modeled knowing the slope of the redshift distribution, the α
5Parameter Value - fiducial
Field of view 1.5 deg
Total observing time 800 hours
Exposure time 15 mins
Overhead time 3 mins
zmax 3.0
nP (@ k = 0.1) 1.0
TABLE I: Parameters for the reference survey considered.
parameter of [9]); the radial distribution of sources is also modified by cosmic magnification [49]. These two effects
modify number of sources per bin (see also [50]), but this is a second order effect (and we are using predicted radial
distributions), so we will not include a proper treatment of that. A careful treatment of all these corrections is left
for future work.
IV. FISHER FORECAST
Given the specifications of a survey, the Fisher matrix analysis allows us to estimate the errors on the cosmological
parameters around the fiducial values (see e.g. [48, 54]). We write the Fisher Matrix for the power spectrum in the
following way:
Fαβ =
∫ zmax
zmin
dz
∫ kmax
kmin
dk
∫ +1
−1
dµ
[
n¯g(z)P (k, µ, z)
1 + n¯g(z)P (k, µ, z)
]2
Vs(z)k
2
8pi2 [P (k, µ, z)]
2
∂P (k, µ, z)
∂ϑα
∂P (k, µ, z)
∂ϑβ
Bnl , (17)
where ϑα(β) is the α(β)-th cosmological parameter, Vs is the volume of the survey and n¯g is the mean comoving
number density of galaxies. The last term accounts for the non-linearities induced by the BAO peak [55]:
Bnl = e
−k2Σ2⊥−k2µ2(Σ2||−Σ2⊥), (18)
and Σ⊥ = Σ0D, Σ|| = Σ0(1 + f)D, where Σ0 is a constant phenomenologically describing the nonlinear diffusion of
the BAO peak due to nonlinear evolution. From N-body simulations its numerical value is 12.4 h−1Mpc and seems
to depend linearly on σ8, but only weakly on k and cosmological parameters.
To perform the Fisher analysis, we parameterize our cosmology using:
P ≡ {w0, wa, ns, h, σ8, b, ωm, ωb,ΩΛ,ΩK, ng, γ, fNL, nNG}. (19)
While in a real analysis one should compute the entire Fisher Matrix of Equation 17, we don’t analyze the constraints
coming from a full Fisher analysis, as non-Gaussianity parameters are weakly correlated with the other parameters
usually analyzed in power spectrum analyses; moreover, in the full case the result will depend on the parameters
included in the analysis, the cosmological model assumed, and over which parameters to marginalize. In our case we
limit ourselves to the calculation of Fαβ , where {α, β} = {fNL, nNG}, and we assume fiducial values of {5, 0.1}, but
the results do not depend strongly on this choice.
V. SURVEY PARAMETERS
We want to study how σ(fNL) depends on survey parameters; to do that, we begin assuming a fiducial survey with
the parameters of Table I; for the redshift bins, we assume the same bins of the PFS experiment (see [66]), but we
add a high-redshift bin of 2.4 ≤ z ≤ 3.0. We assume a number density that gives nP = 1.0 at k = 0.1 in each redshift
bin. We then proceed to analyze where the best constraining power comes from in terms of redshift range, number
density and area surveyed.
For our reference survey we define:
Area =
τ
nv(t+ o)
× FoV , (20)
where τ is the total observing time, nv is the number of visits, t is the exposure time, o is the overhead of the
instrument, and ,FoV is its field of view.
6A. Redshift Range
In this section we look at how the constraints on non-Gaussianity parameters depend on the redshift range and
which z-bin has more constraining power. In Figure 3 we plot the constraining power for both fNL (left panel) and
its running nNG (right panel) for the redshift bins we consider, individually and when adding them together.
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FIG. 3: Effect of adding z-bins. The solid line shows the constraining power of individual bins, the dashed line with symbols
the cumulative effect of adding bins.
B. Source Density
Here we look at the dependence of σ(fNL, nNG) on the number density. We start from the reference survey of
Table I and we double ng in every redshift bin. The observed number density can either be increased by spending
more time surveying a region of the sky, or increasing the number of fibers of the instrument. In Figure 4 we plot the
effect of doubling nP , per individual bins and its cumulative effect when doing it for more bins. It can be seen that,
after reaching nP & 1 there is not much to gain when increasing number density (this is true also for dark energy
measurements, see e.g. [55]). This is true in the single-tracer case we analyze, while with multiple tracers, the errors
are shot noise limited, i.e. there will be a substantial improvement when going to very large number density.
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FIG. 4: Effect of doubling nP . The solid line shows the constraining power of individual bins, the dashed line with symbols
the cumulative effect of having nP = 2 for an increasing number of bins.
7C. Area
We now investigate the dependence of σ(fNL, nNG) on the area surveyed. Larger area can be achieved increasing
observing nights or the field of view, or reducing either exposure or overhead time (but maintaining number density).
In Figure 5 we show the effect on the constraining power for both parameters when increasing the area surveyed,
maintaining all the other survey parameters unchanged. We can see that, as expected, increasing the area is much
more beneficial than increasing the number density, once nP = 1 is reached. However, it should be noted that this
would require an increase in the given observing time.
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FIG. 5: Effect of increasing the area surveyed, for a survey with nP = 1, with the other parameters as in Table I.
In Figure 6 we plot the precision in the measurement when we use only high redshift bins. We consider two cases:
i) 1.6 ≤ z ≤ 2.4, and ii) 2.0 ≤ z ≤ 3.0. We compare the fiducial case with an area of 2000 deg.2 and nP = 1 with the
effect of doubling the nP or the area. As expected, there is more to gain when increasing the area. The scaling of
errors showed in this Section is a combination of the number of modes contributing to fNL in the redshift slices and
the value and redshift evolution of the number densities and their scale-dependent part of the bias. It is worth noting
that these results are valid for the non-Gaussianity parameters that we are considering here and are not in general
valid for other parameters.
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FIG. 6: High-z constraining power, and comparison of doubling the nP (dashed line) or the area (tri-dotted-dashed line); the
dotted line is the constraining power of the fiducial survey over the entire redshift range, and solid lines show the high-z bins
with fiducial parameters for σ(fNL) (left panel) and σ(nNG) (right panel).
8D. Populations Targeted
The effect of primordial non-Gaussianity depend on the value of the bias, so here we investigate how the constraints
vary when we target objects with a different bias (e.g. LRG). In this paragraph we define the bias as in Equation 7,
but with an additive parameter:
bG(z) = 0.9 + 0.4z + δb . (21)
In Figure 7 we plot the increase in constraining power of primordial non-Gaussianity parameters as a function of δb.
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To exploit the increased constraining power coming from high-redshift sources and large bias, we also investigate
the limits on non-Gaussianity parameters from a quasar survey. We assume a redshift range of 1.8 < z < 4.0 in 4
bins, 20,000 sq. deg., and a number density in a range from 0.01 to 0.1 of the nP = 1 survey used for galaxies. In
Figure 8 we present the errors on fNL and nNG parameters of such configuration, as a function of the number density.
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FIG. 8: Constraining power of a Quasar survey, for σ(fNL) (left panel) and σ(nNG) (right panel).
From Figure 7 and 8 we can appreciate how the gaussian bias plays a big role in measuring non-Gaussianity
parameters; we can then say that it would be really important to target highly biased objects.
In order to improve the constraining power by reducing the cosmic variance, it has been proposed (see e.g. [73])
to use the so-called multiple-tracers technique: one can trace multiple populations and use them as different tracers.
9The gain strongly depends on the populations targeted, their relative bias and number density, and the halo mass,
and in order to have a sensible increase in the constraining power a very high number density is required. For detailed
analyses of the advantages of this technique, see e.g. [61, 67, 70]; the multi-tracer technique has been recently used
in real data analyses in [71, 72]. In an ideal scenario one would be able to target a large number of unbiased (so
that their shot noise is almost negligible) and a population of strongly biased objects. In this case the improvement
in the error on the fNL parameter can be written as [67] [2/(nbPb)]
−1/2
, where the subscript b refers to the biased
objects. Recently [68] investigated the improvements given by the multi-tracer technique in the case of a combination
SKA-Euclid photometric surveys, while [69] studied the ability of a future survey to test multifield inflation. Their
results are in line with our findings and they highlight how the impact of the multi tracer technique depend on the
characteristics of the survey.
VI. SURVEY OPTIMIZATIONS
After studying how measurements of non-Gaussianity parameters depend on different survey characteristics, we
now investigate what is the optimal configuration in order to have the best constraints possible, given a fixed budget.
The precision in σ(fNL) depends on {A,ng, b, zˆ}, where A is the area surveyed, ng the number density, b the bias and
zˆ the redshift range. Area and number density depend on the instrument specifications, like the total observation time
of the survey τ , the exposure time t (including overhead), the number of fibers, and the field of view. The detailed
relations between these variables and the resulting observed number density are instrument-specific (analyses of that
can be found e.g. in [39, 66, 74, 75]), and in this work we look at what would be needed in order to achieve certain
precision in the measurements. Once a requirement is set, it can be achieved in different ways, e.g. one can reach a
certain number density by increasing the number of fibers or the exposure time.
In Figure 9 we show contour plots giving the constraints on fNL and nNG , as a function of area and number
density (assumed to be constant over the entire redshift range). It is apparent in both cases that once a threshold of
nP & 0.5 is reached, the gain in constraining power comes from surveying a larger area. However, for the case of fNL
, spectroscopic surveys will not be able to reach an uncertainty of 1 without the multi-tracer technique, and even in
that case it is unlikely such a survey could provide a strong detection of fNL = 1.
In the case of nNG , it will be relatively easy to bring the uncertainty below unity, but once σ(nNG) ≈ 0.2, then
improving the precision will become very difficult.
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FIG. 9: Contour plots with precisions in the measurements. Left Panel: for fNL, as a function of area and nP (as a constant
over the entire redshift range). Right Panel: for nNG, as a function of area and nP (as a constant over the entire redshift
range).
A. Future Surveys
For the future surveys considered, we take the baseline survey parameters and scale area and number density,
making the rough assumption that they are inversely proportional. This is a realistic assumption when the survey
10
is targeting one type of objects, as in the case of e.g. the PFS survey, where one does not have redshifts for all the
objects that could be detected. In this case, the trade-off is between adding new patches of the sky, or spending more
time in the same area. When observations get deeper, one starts detecting other types of objects, and in this case, the
relation between area and number density for a fixed budget becomes more complicated. For more details, see [40].
B. Combined constraints
In this section we investigate the combined constraints of {fNL, nNG}, for some configurations of the survey we
considered so far. We compute the constraints marginalizing over all the parameters that are not measuring non-
Gaussianity (in principle, deviations from the gaussian bias depend also on cosmological parameters and the model of
gravity, but here we assume ΛCDM+GR). Our final Fisher matrix is then a 2×2 matrix Fαβ , with {α, β} = {fNL, nNG}.
In Figure 10 we show the predicted combined constraints on {fNL, nNG} from some configurations of the surveys
considered. The previous plots show the constraints for the parameters taken singularly in order to see the effect of
area, z-range and number density, if e.g. one assumes no running and wants to measure fNL (or knows the value of
fNL and wants to focus on its running). The final constraints in the case of non-zero fNL plus running have to be
inferred from the plot of Figure 10, as there is a degeneracy between them.
2000 sq. deg.
5000 sq. deg.
10000 sq. deg.
20000 sq. deg.
n N
G
−1.0
−0.5
0
0.5
1.0
1.5
fNL
−5 0 5 10 15
2000 sq. deg.
5000 sq. deg.
10000 sq. deg.
20000 sq. deg.
n N
G
−0.4
−0.2
0
0.2
0.4
0.6
fNL
−2 0 2 4 6 8 10 12
FIG. 10: Forecasted constraints on the measurement of {fNL, nNG} for different configurations of galaxy surveys, when scaling
area and number density as described in the text. Left Panel: for galaxy survey alone; Right Panel: when adding a Quasar
catalog.
VII. CONCLUSIONS
We studied trade-offs of specifications for guiding survey design in order to measure non-Gaussianity signatures in
the 3D power spectrum with a precision competitive with CMB experiments. A full survey optimization investigation
would require a more detailed modeling of the surveys to be optimized. This work studies parameter dependencies
and should be used as a general guide for planning experiments aiming to measure non-Gaussianity. When designing
a survey, one has to make a choice and decide to either go deeper, have an increased number density, or survey more
area. From our calculations, we found that once the number density is somewhat around a value of nP |k=0.1 = 1,
adding more sources does not effectively improve the constraining power. On the other hand, increasing the volume
helps but not after the area is roughly half the sky; at that point, going to higher redshift will improve the precision
in the measurements of fNL and nNG.
Our results show that forthcoming spectroscopic surveys could give an error on the estimate on the non-Gaussianity
parameter σ(fNL) ≈ 3, value that could be decreased to ≈ 1 when including a quasar population at high redshift
and with large bias, when assuming no running of fNL. In the case of fNL plus running, it will be very difficult to
bring the uncertainty on fNL below ≈ 5, while for the running parameter σ(nNG) the best result will be to have an
uncertainty of ≈ 0.3. Even when adding a high-redshift quasar population, the combined constraints on {fNL, nNG}
are ≈ {3, 0.1}. For the fNL parameter, it is expected to have a detection when reaching a value of 1; our results show
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that for galaxy surveys to reach that target, it will be required to observe a high number density of objects (so to
take advantage of the multiple tracer technique) and a large area surveyed.
However, while this result can be competitive in constraining non-Gaussianity parameters, some other measurements
will probably be required to reach the precision required to adequately test the primordial universe, such as higher
order statistics of the large-scale structure of the Universe. It is also worth noting that radial modes on very large
scales (see e.g.[63]) can in principle improve constraints on non-Gaussianity parameters, so the results here presented
might be pessimistic. A more detailed investigation of the constraining power of these measurements will be presented
in a future work.
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