Summary Recent research has focused on the links between long memory and structural breaks, stressing the memory properties that may arise in models with parameter changes. In this paper, we question the implications of this result for forecasting. We contribute to this research by comparing the forecasting abilities of long memory and Markov switching models. Two approaches are employed: the Monte Carlo study and an empirical comparison, using the quarterly Consumer Price inflation rate in Portugal in the period 1968-1998. Although long memory models may capture some in-sample features of the data, we find that their forecasting performance is relatively poor when shifts occur in the series, compared to simple linear and Markov switching models.
INTRODUCTION
There has been a considerable interest in long memory and structural change in time series, as witnessed by the remarkable growth of the theoretical and empirical research on these issues over the last years. However, only recently have econometricians begun to consider the relationships between the two seemingly distinct phenomena. Indeed, Granger and Teräsvirta (1999) , Granger and Hyung (1999) , Diebold and Inoue (2001) or Gourieroux and Jasiak (2001) show analytically and via Monte Carlo that models with regime changes may exhibit long memory properties.
What are the implications of these results for forecasting? Despite 'spurious long memory' effects due to regime shifts, will an ARFIMA specification still be an effective tool for forecasting? Diebold and Inoue (2001, p. 157) suggest that '[e]ven if the "truth" is structural change, long memory may be a very convenient shorthand description, which may remain very useful for tasks such as prediction'. Thus, we investigate whether a long memory approach will be 'robust' to structural breaks in a time series, in terms of providing good forecasts for financial and macroeconomic data. Judging by the way predictions are constructed for long memory models (i.e. taking into account the information of distant lags), one may anticipate that ARFIMA models would experience difficulties in forecasting future immediate regime changes, unless the switching is transitory.
The question of the relative forecast performance of long memory and structural change models has not (to our knowledge) been addressed yet. Near-observational equivalence does not necessarily imply similar forecasting abilities. This problem may also be seen as a variant of the issue of whether to use forecasts from trend-stationary or difference-stationary models, which arises from the fact that these models are practically indistinguishable in small samples. See Clements and Hendry (2000) for a recent discussion on this issue.
We compare the univariate forecast accuracy of one type of regime switching model, the Markov Switching (MS) model, with that of fractionally integrated ARMA (ARFIMA) models. Other models with parameter shifts could have been considered (e.g. TAR, STAR or STOPBREAK models), but we stress the MS specification, since it is a widely used approach to model changes in time series. Our analysis is conducted by means of Monte Carlo simulations and empirically, by investigating the ability of the two methods to forecast the inflation rate in Portugal. It is interesting to use inflation rates for this comparison, since we may find different means and variances for different periods in these series, but we also may use long memory models to account for their persistence.
Concerning the Monte Carlo experiment, in the first set of simulations we use the empirical estimates as parameter values for the data generating process (DGP). Subsequently, we refine the experiment by extending the simulations in Clements and Hendry (1998) , including long memory and MS models and evaluating their forecast accuracy under different DGPs. Obviously, by focusing on univariate methods we are simplifying our analysis, mainly for expositional simplicity. Nevertheless, this may be viewed as a first approximation to more evolved forecasting practices, since univariate forecasts are usually taken as benchmarks for later comparisons. See Stock and Watson (1999) for a recent discussion on inflation forecasting.
In a related study, Clements and Krolzig (1998) claim that, although non-linear models (including the MS model) may be superior in capturing some features of the data, their forecast performance is not superior to more simple linear time series models. Moreover, Clements and Hendry (1998) argue that some types of linear models may be robust to structural breaks, in terms of their ability to circumvent forecast failure. These authors compared the prediction accuracy of several linear models when the DGP produced a single change in the mean.
Notwithstanding this, none of these works considered the more general linear ARFIMA model. Given the potential confusion between long memory and regime shifts that may arise in many empirical situations, it is of obvious interest to assess how long memory models behave in terms of forecasting when time series suffer regime shifts. Therefore, our paper may be viewed as the implementation of the ideas in Diebold and Inoue (2001) , inter alia, to forecasting problems and as a complement to the studies of Clements and Hendry (1998) and Clements and Krolzig (1998) .
The paper proceeds as follows. In Section 2, we briefly review modelling and forecasting with ARFIMA and Markov switching models, introducing definitions and notation, and consider why parameter shifts may cause the appearance of long memory characteristics in a given time series. Section 3 discusses empirical aspects of our example, including a forecasting exercise, complemented by Monte Carlo analysis. The next section presents the results of further Monte Carlo simulations. Finally, Section 5 provides some discussion and conclusions.
LONG MEMORY AND REGIME SWITCHING MODELS

Fractional ARIMA models
Long memory in time series econometrics has been the subject of many studies, and recent surveys of the literature may be found in Baillie (1996) . Fractional integration, as in Granger and Joyeux (1980) , for example, aims to circumvent some of the limitations of integer analysis of ARIMA models. A fractionally integrated ARMA process y t may be represented by
where d is a parameter that assumes a non-integer value in the difference operator, (1 − L) d . The fractional differencing operator is defined by the binomial expansion
The process is stationary and invertible if the roots of the autoregressive polynomial of order p,
p , and of the moving-average part of order q,
q , lie outside the unit circle, with |d| < 0.5. Obviously, the ARFIMA model generalizes the traditional ARIMA representation with integer values for d.
Long memory is usually defined in the time domain, characterized by a hyperbolically decaying autocorrelation function, with ρ y (k) = ak 2d−1 as k → ∞, or alternatively, in the frequency domain, where in the lowest frequencies the spectrum is f y (ω) ∼ cω −2d , when ω → 0. It is also noted that a process is I(d) (for d > 0) if the variance of the partial sum process S T = T t=1 y t is of order O(T 2d+1 ) as T → ∞ . The process y t exhibits long memory for d ∈ (0, 1), being covariance-stationary if d < 0.5 and still mean-reverting if d < 1. This contrasts with stationary, I(0), ARMA, or 'short memory', processes, where dependence tends to be dissipated geometrically with time, meaning that shocks have a temporary effect in the process. In its turn, I(1) processes are not mean-reverting, wherefore shocks have permanent effects. Fractional ARMA models are, thus, an intermediate and flexible form of analysing time series.
Several methods have been proposed to estimate the parameter d and the remaining parameters of the ARFIMA specification, either in the time or in the frequency domain. See Geweke and Porter-Hudak (1983, hereafter GPH) , Fox and Taqqu (1986) and Sowell (1992) , among others, and Baillie (1996) for comparisons and discussion of small sample properties.
Concerning prediction from ARFIMA processes, this is usually carried out by using an infinite autoregressive representation of (1), written as (L)y t = ε t , or
where
In terms of practical implementation, this form needs truncation after k lags, but there is no obvious way of doing it. This truncation problem will also be related to the forecast horizon considered in predictions (see Crato and Ray 1996) . From (3) it is clear that the forecasting rule will pick up the influence of distant lags, thus capturing their persistent influence. However, if a shift in the process occurs, this means that pre-shift lags will also have some weight on the prediction, which may cause some biases for post-shift horizons.
Markov switching models
The importance of non-linearities (along with structural changes) in economic series has often been debated in the literature. The discussion was further intensified since Hamilton (1989) proposed his autoregressive Markov switching model to analyse US GNP growth rate. It offers a powerful and flexible instrument to characterize macroeconomic fluctuations, by accommodating asymmetries and changes in the behaviour of economic time series. Several extensions and generalizations have been presented, see Kim and Nelson (1999) , inter alia, for a survey.
Consider, for simplicity, the first-order autoregressive Markov switching model with two regimes, MS(2)-AR(1),
where 
Furthermore, it is assumed that {s t } is independent of {ε t }. Therefore, the mean µ(s t ) and the variance σ 2 (s t ) of the innovation ε t switch between two states according to an unobserved Markov chain. It is also possible to consider a more general specification, where the dynamic components, namely the autoregressive coefficients, are allowed to depend on s t .
Estimation of the parameters of the model, θ = {µ(s t ), σ 2 (s t ), φ, p ij }, is carried out by maximizing the likelihood function of the MS-AR model. It involves recursive computation of probabilities about the unobserved regimes and obtainingθ that maximizes the log-likelihood function. This may be achieved through numerical optimization or using the EM procedure (see Hamilton 1994; Kim and Nelson 1999) .
In terms of forecasting, the MS specification allows us to obtain forecasts in an easy fashion. To construct forecasts for the regime probabilities conditional on past values of y t (Y t ), consider now the general case of an N-state Markov chain and let P denote the matrix of transition probabilities for the N states and letλ
be the vector containing the inference about the current state (the filtered probabilities). The optimal h-step-ahead of prediction for the probabilities of the unobserved state conditional on information available at date t is given byλ t+h|t =λ t P h or,
Pr(s t+h = j|s t = i) Pr(s t = i|Y t ).
On the other hand, to construct forecasts for the observed series {y t }, we calculate the conditional expectation E(y t+h|t ) as
meaning that the forecast for each regime is multiplied by the corresponding probability that the process will be in that regime and the sum of these products will form the forecast for y t+h . For the simple MS(2)-
whereμ(s t+h|t ) = 2 j=1μ j Pr(s t+h = j|Y t ). However, as the regimes become unpredictable (implying that Pr(s t |s t−1 ) = Pr(s t )), the forecasting rule will become linear, since thenμ(s t+h|t ) = µ, the unconditional mean of y t , and thus,
which means that forecasts will be, in essence, similar to those of linear models (see Clements and Krolzig 1998) . Of course, this recursion could be easily extended to more complicated models (see Hamilton 1994; Clements and Krolzig 1998) .
Long memory in markov switching models
As mentioned in the Introduction, some recent papers deal with the relationship between long memory and regime shifts, namely stochastic regime switching. These authors analysed several cases with stochastic parameter shifts, by looking at the behaviour of the autocorrelations of the processes (or by deducing the rate of growth of the variance of partial sums of the processes), showing that they may be described asymptotically as an I(d) process. The key idea behind this result is the following: as the frequency of regime switching decreases (i.e. as p 11 and p 22 approach unity in the Markov switching case), the process will closely resemble a fractionally integrated series. Moreover, the size of the parameter shifts will also be a factor to take into account because larger magnitudes of breaks will introduce more persistence in the series. This can be easily verified by considering an example with the simple two-regimes first-order autoregressive Markov switching model in (4). The corresponding population autocorrelation function at lag k is given by
where π j represents the ergodic probability of staying in regime Table 1 , it is possible to observe the following. Firstly, there is a positive relationship between the persistence of the process and the transition probabilities, as well as between the size of the shift Table 1 . Autocorrelation function of an autoregressive Markov switching-mean model. and the autoregressive parameter. Secondly, the rate of decay of the autocorrelations slows down as the latter parameters increase. 1 Even after 50 lags, the autocorrelations are non-negligible. This means that a stationary I(0) process as this Markov switching-mean model generates substantial persistence and, in certain cases (such as those of large permanent changes), may be easily confused with a random walk (see, Timmermann 2000 (Section 6); Nunes et al. 1997 .
Furthermore, accounting for shifts in the process has the effect of reducing the estimated fractional integration parameter,d, according to Bos et al. (1998) and Granger and Hyung (1999) , which indicates that spurious long memory may arise due to neglected shifts. However, Granger and Hyung (1999) argue that a 'spurious break'-type phenomenon (see Nunes et al. 1997 ) may appear when trying to estimate the number of breaks of an I(d) process with no breaks. For instance, using a Schwarz-Bayesian criterion approach to estimate the number of breaks will lead asymptotically to an infinite number of breaks being estimated, except for d = 0, where the correct number of breaks (none) is consistently estimated. Therefore, these results seem to point that the issue 'long memory vs. structural breaks' is just an intermediate form of the controversy 'unit roots vs. structural breaks'.
An interesting feature of the way optimal prediction rules are constructed from MS models is that the prediction can be decomposed into linear and non-linear contributions to the forecast. The contribution of the MS structure depends on the magnitude of the regime shifts and on the persistence of the regimes, given by p 11 + p 22 − 1 (see Clements and Krolzig 1998, pp. 70-71) . Thus, for small breaks and less persistent regimes, a forecast from an MS model will be generated in a way that will resemble a linear prediction rule. On the other hand, it is expected that an MS model will perform better when the regimes are more persistent and for larger breaks. Note, however, that these same factors that favour prediction from MS models are central for the result that an MS process will display long memory properties. Hence, this adds relevance to our study, since it is interesting to assess if the empirical similarities between the two models will continue to hold in terms of forecasting.
THE INFLATION RATE IN PORTUGAL
Empirical analysis
We use MS and ARFIMA specifications to model the empirical path of the inflation rate in Portugal, and evaluate their forecast performance in a simple out-of-sample forecast comparison. This is carried out on a data set of seasonally unadjusted quarterly observations of Consumer Price inflation for the period 1968:1-1998:4. The series is constructed by taking first-differences and logs of the CPI. It is evident from Figure 1 that the series displays seasonality and clear changes in the mean and variance. For simplicity, we will abstract from the problems posed by seasonality and work with unadjusted data, thus concentrating on the other features of the data.
2 In this period, several major events in Portugal led to changes in economic policy and substantial fluctuations in the inflation rate: oil shocks, the democratic Revolution with the subsequent loss of its colonies (1974, 1975) , two agreements with the International Monetary Fund (1978 and 1983) , the entry in the European Economic Community (in 1986) and, later, in the European Monetary System (in 1992), among others.
Indeed, prior knowledge about the economic conditions in distinct periods and observation of the series supports the hypothesis of different regimes. On the other hand, these events led to an increased persistence in the inflation rate in Portugal, when compared to other European countries. In fact, the series shows the typical behaviour of a series with long memory, with a very slow return to a low inflation regime after a large shock, so one may expect a high estimate for the order of integration. , 1968-1998. Long memory models have been successfully applied to model inflation rates in several industrialized countries. Hassler and Wolters (1995) found evidence that many inflation rates are neither I(0) nor I(1), having estimated a fractional order of integration of approximately 0.5. Bos et al. (1998) consider long memory and level shifts to explain the behaviour of US inflation rate. See, also, Ooms and Doornik (1999) for an application to US and UK inflation rates, including forecasting, as well as Baillie et al. (1996) .
In turn, MS models are particularly suitable to analyse some of the dynamic features of inflation rates, namely by capturing the apparent changes in mean and variance. Regime shifts in inflation rates have been studied utilizing a variety of specifications with MS. Garcia and Perron (1996) explored the possibility of more than two regimes in the inflation rate process. Evans and Wachtel (1993) and Kim (1994) , for example, used richer specifications of the basic MS model to study the link between inflation and uncertainty, accounting for possible changing (conditional) heteroskedasticity of inflation rates. We will not, however, consider these models in our analysis.
In Table 2 , we present some tests concerning the properties of the data. Different unit root tests (ADF, Phillips-Perron and DF-GLS as in Elliott et al. 1996) and the KPSS stationarity test are computed, and they do not agree on whether there is a unit root in the inflation rate or not. However, both types of tests are known to have their performance affected by the presence of breaks. Furthermore, when testing for structural change using the procedures defined in Andrews (1993) , there is clear evidence of breaks in the series.
On the other hand, the estimation of the order of integration d also allows us to test whether the series is I(0) or I(1). We have adopted the frequency domain estimator of Fox and Taqqu (1986) throughout the paper.
3 Looking at the estimates of d and respective standard errors (see Table 3 ), it can easily be seen that both the I(0) and I(1) hypothesis are rejected.
4 Therefore, it is difficult to clearly state how the process behaves in the considered sample period. Note thatd in the ARFIMA (0, d, 0) is less than, but close to, 0.5, which is consistent with the evidence provided in Hassler and Wolters (1995) for the inflation rates of other countries. 5 However, introducing an autoregressive component induces an increase in the estimated d.
Regarding the estimation of MS models, we present in Table 3 results for three distinct specifications: the simple MS model, the widely used MS(2)-AR(4) model and the three-regime model proposed by Garcia and Perron (1996) for the inflation rate. Each model clearly points to different means and variances within the sample period. 6 Moreover, the estimated transition probabilities are quite large, indicating that the regimes are very persistent. Therefore, it is not surprising to find evidence of long memory in the series, considering the results in Diebold and Inoue (2001) , inter alia. Figure 2 displays the regime classification (based on filtered probabilities) for each model. We see that the last period is one of low inflation and that the 2-regime models coincide in the dating of the shift (around 1986), whereas the 3-regime model interprets this switch as a change to a medium-inflation period, later followed by a low-inflation one. Turning to the forecast comparison, we undertake a simple forecasting exercise with a shorter forecasting horizon (4 periods) and a longer one (16 periods), measuring the forecast meansquared error (FMSE), as well as the forecast mean absolute error (FMAE). For comparison purposes, we consider different types and classes of models. Besides those mentioned above, we also include the random walk (RW) model and an integrated moving-average (IMA) model. The latter model was found to be one of the most robust forecasting devices by Clements and Hendry (1998) in their study. Prediction for the ARFIMAs from (3) was conducted with k = 10.
From Table 4 , we observe that no single model dominates the others, with the MS(2)-AR(4) predicting better for a 4-period forecast horizon, while the MS(3)-AR(2) does well for 16-steps forecasts. It is interesting to highlight the performance of the ARFIMA (1, d, 0) model, which ranks second for both the shorter and longer horizons. The simplest ARFIMA (0, d, 0) also works well, ranking fourth for each prediction period. Using different lags for the prediction rule of the ARFIMA models did not alter the results substantially, since the π j 's from (3) approach zero very quickly. The good performance of fractional models may be explained by the fact that the last observations, as well as those of the prediction horizon, are relatively stable, that is, it is all taking place in the same 'regime'. Curiously, the worst model was the simple MS model, perhaps meaning that extra (autoregressive) parameters are needed to account for the dynamics in the series.
In order to circumvent the specificity of these results, in the next section we design a simple Monte Carlo study by taking empirical models of the inflation rate as the DGP. Although an artificial DGP may be useful in this context, it is preferable to use more empirically meaningful estimated models, even if these only offer a poor approximation to the true DGP. This practice also permits controlling for sampling variability of a one-shot type of forecast comparison as in this section, with the empirical example.
A simple Monte Carlo experiment
For our initial results, we base our DGP on the estimated baseline MS(2) model (third column of Table 3 ) because it provides a simple, yet rough, description of the data, by estimating changes in mean and variance. Furthermore, we consider a second DGP where we restrict the break points to be those obtained from observing the filtered regime probabilities for the baseline MS model. We also consider a smaller value for the variance of the last regime, which is in accordance with what is observed in the series. This DGP is given by y t = µ t + σ t ε t , with
While DGP (12) is not truly an MS process (there is no Markov chain behind it), it may be viewed as one with fixed break points. Using GAUSS software, we generate 5000 series of 128 observations, retaining 16 observations for forecasts comparisons. The results (see Tables 5 and 6 ) are quite similar, although the forecasts errors are larger in the first case, since the break points are unknown. As expected, for both DGPs the MS model does relatively well, because it is the closest to the specified DGP. The IMA model performs slightly better, which, however, is not surprising, given the results in Clements and Hendry (1998) . As for the ARFIMA models, although they provide reasonable forecasts for shorter periods, their performance quickly deteriorates as the forecast horizon increases.
It may be argued that the previous comparison is unfair to ARFIMA models, because these models are trying to fit a different DGP model. Thus, in a second set of simulations, we take the estimated (0, d, 0) and (1, d, 0) ARFIMA models of the inflation rate in Table 3 as the DGP. The corresponding results are shown in Table 7 . Surprisingly, we observe that the simple MS model provides better predictions, followed by the (0, d, 0) and IMA models, while the ARFIMA (1, d, 0) is the worst, even when it is the true DGP. Of course, for other plausible DGPs, the results and the ranking could be different. Therefore, in the next section, we refine our empirically based analysis by considering a more complete set of the Monte Carlo experiments. 
FURTHER MONTE CARLO ANALYSIS
The results from the previous section suggest that ARFIMA models do not perform well when the true model has parameter shifts, while the simple MS model does reasonably well. More surprisingly, forecasts from the latter are superior to those from long memory models, even when the DGP is an ARFIMA. Furthermore, the idea that a linear model as the IMA may be robust to breaks, as explained in Clements and Hendry (1998) , finds echo in these simulations. However, as with all Monte Carlo experiments, there is an inevitable specificity concerning the DGPs and the obtained results. In order to compare the relative merits of long memory and MS models in a more general setting, a set of simple Monte Carlo simulations is carried out. We stress what is essential to our case, that is, magnitude and frequency of parameter switching, as discussed in the previous section. Hence, in the first stage we base our simulations on the DGP studied by Clements and Hendry (1998) . These authors compared the prediction accuracy of several linear models with a simple deterministic switching-mean DGP, having concluded that some types of linear models are robust to structural breaks, in terms of forecast failure. Thus, we extend their study by analysing how long memory models behave when time series suffer regime shifts. This is potentially interesting given the near-observational equivalence between long memory and parameter shifts. We begin by considering the simple switching-mean process
where we assume that ε t ∼ n.i.d.(0, 1) and µ t evolves as
where τ is an exogenously fixed break point. In our experiments, µ 1 is always 1, while we allow µ 2 to take on different values, in this case µ 2 ∈ {2, 5, 10}. The case µ 2 = 10 corresponds to the DGP analysed in Clements and Hendry (1998), but we also wish to consider other empirically relevant shift magnitudes. Obviously, pronounced breaks as the latter may be detected even by visual inspection, and we may expect fractional models to perform worse. However, the other cases are empirically plausible, as we have seen in the empirical example. For simplicity, the variance is kept constant and we let τ = T /2, generating T = 100 plus h = 16 random observations in each replication, where the last h observations are held back for the forecast simulation. We also specify a Markov switching DGP
where µ depends on a stationary first-order Markov chain {s t }, independent of {ε t }. The values for µ 2 are taken from {2, 5}, and in our simulations, the values of the transition probabilities are taken from ( p 11 , p 22 ) ∈ { (0.95, 0.95), (0.99, 0. 99)}. We should stress that this is the type of parameter setting under which long memory and MS specifications are likely to be confused, as explained before. For this specific DGP, we consider a sample size of 200 observations, given the persistence in the regimes we are considering, and restrict the variances to be equal in the two regimes. As in the previous section, we also simulate data from a long memory DGP, although in a more general setting. In fact, we simulate data from ARFIMA (0, d, 0) and (1, d, 0) models for a range of values of φ and d in the region of stationarity and mean-reversion, { −0.75, −0.25, 0.25, 0.75} and {−0.49, −0.25, 0.25, 0.49, 0 .75}, respectively. We tried different values for the parameters, but the results were not significantly distinct, and these values illustrate the question we are addressing.
Finally, another interesting situation that merits attention is when structural change occurs in the forecasting period. It may be of interest to see how different models are robust in terms of 'adapting' their forecasts to a change outside the sample period, especially if we wish to assess 'ex ante' forecast accuracy. In the previous cases, the models were estimated with the information about the first break. In this case, it may be that, although the forecasts are constructed without the information about the second break, some models may still be robust to the second shift. Thus, we modify the previous DGP by assuming that
which introduces a second break in the middle of the forecasting period. We focus on the empirically more plausible values for µ 2 , i.e. (2, 5). When µ 2 = 2, we let µ 3 = (1, 3) , and when µ 2 = 5, µ 3 is allowed to take the values (1, 9) .
In all experiments, the number of replications was 5000 and the criterion used for comparisons is the forecast mean-squared error. In each replication, we fit a simple Markov switching-mean model, ARFIMA (0, d, 0) and ARFIMA (1, d, 0) models, a RW and an IMA model, and compute the respective forecasts. We tried different specifications for the ARFIMA models, but in general the ones considered here worked better in terms of forecasting. Tables 8-10 show the results of the simulations for the four DGPs under study. Considering the results in Table 8 for DGP (14), we observe that the ARFIMA specifications are not, in general, robust predictors. Although their ability to forecast for shorter periods is reasonable, it rapidly deteriorates, a result that was already seen in Section 3.2. Even when the break is relatively small (µ 2 = 2), long memory models offer disappointing forecasts. This contrasts with the results for the IMA model, in that they do not depend on h. In turn, the MS approach is generally superior to the ARFIMAs, and occasionally better than the IMA, especially for shorter forecasting periods. Moreover, for larger shift magnitudes, one gets higher estimates for d, as predicted in Section 2.3. That also leads to a decrease in the predictive ability for all models, with the exception of the ARFIMA (1, d, 0) .
The above comments also apply to the MS DGP ( Table 9 ), except that in this case, forecasts from the IMA model also suffer when h increases. Furthermore, we observe that less frequent switching improves the performance of all models. Curiously, the averaged decreases slightly in this situation (see notes on Table 3 ), although the estimates are not significantly different for p ij = 0.95 and p ij = 0.99(i = j). Thus, the IMA model is still the best, while the ARFIMAs improve their relative performance in this DGP. The MS becomes relatively more inaccurate when the shift is larger, which is in contradiction to what might be expected (recall Section 2.3).
Considering the results for the long memory DGPs in Table 10 , to some extent these confirm the conclusions of Section 3.2. Overall, the ARFIMA (0, d, 0) is the most well-balanced model, but, for some regions of the parameter space and for both DGPs, the simple MS model offers the best predictions, namely when d = 0.25 and d = 0.49, which is probably the most common interval for d in empirical applications. However, when the DGP is an ARFIMA (1, d, 0) , for negative and/or high φ the MS performance worsens. On the other hand, the IMA model performed consistently well, while ARFIMA (1, d, 0) does the opposite, even when it is the true DGP. This is probably explained by the same sort of identification problem in estimating d and φ (especially when we let φ increase), which has already been documented in the literature (see, e.g. Pérez and Ruiz 2001) . We also report averages of estimated transition probabilities for the MS model, with corresponding standard deviations. It is interesting to note that, as persistence increases in the DGP (either d or φ get larger), on average a more persistent MS model is fitted. Moreover, the transition probabilities are estimated with increasing precision. This means that a type of 'spurious switching' is occurring when the true process is a long memory one.
As for the DGP in (16), an upwards shift in the mean will worsen the predictive ability of the ARFIMA models, when compared to a 'reverting' shift (see lower part of Table 8 ). In this last case, the ARFIMAs are to be preferred to the other models, but are clearly worse in the (14) and (16) with µ 2 = 2. a (0, d, 0) ( first situation. This again is not surprising, since the fractional models will incorporate pre-shift information in their predictions.
CONCLUSION
Forecasting is a difficult task, which becomes even more complicated in a rapidly changing world, where structural changes may occur. Recent studies have focused on this issue, and the aim of this paper is to provide further insight to the problem. Given that economic time series usually display high persistence and signs of structural breaks, it is natural to compare distinct modelling and forecasting methodologies, which try to address the different features of the data. By looking at the forecast performance of ARFIMA, MS and simple linear models, we tried to assess whether these approaches are flexible enough to cope with changes in parameters.
Although long memory models may capture some in-sample features of the data, we found that when shifts occur in the series we considered, their forecast performance is relatively poor when compared to MS models. It seems, therefore, that forecasting from 'spuriously' fitted long memory models does not carry any gains in terms of common forecast accuracy measures, even in parameter settings where we could expect the two types of model not to be easily distinguished. This result is related to the way that predictions are constructed for ARFIMA processes (as pointed out in Section 2.1), despite the theoretical and empirical similarities that may exist between fractional processes and series with breaks. By attributing weight to distant lags when forming forecasts, ARFIMA models will in general be slow to react to shifts in the series. On the other hand, we also found a 'spurious switching' phenomenon, where MS models may capture long memory behaviour. However, in some cases, this misspecification may be robust in terms of forecasting. Moreover, our findings, in a more general framework, are in accordance with what Clements and Hendry (1998) and Clements and Krolzig (1998) claim, that is, that simple linear time series models remain useful tools for prediction. Indeed, our experiments allow us to conclude that the IMA model is the best predictor for most of the DGPs under study.
Obviously, the results in our paper are specific to the empirical data and the Monte Carlo design we have chosen. It would be useful to look at other situations and data, for instance financial data, where both long memory and structural change models are commonly used. On the other hand, it would also be interesting to analyse how these results would carry over other forecast settings, namely multivariate forecasting. 
