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H
RESUMEN
La chufa, Cyperus sculentus, es un tube´rculo que se utiliza principalmente
para la elaboracio´n de horchata. Se cultiva en la comarca de l’Horta Nord, en
Valencia, y tiene una gran importancia socioecono´mica en la zona. La mancha
negra en los tube´rculos de chufa es una enfermedad de origen desconocido, que
produce un ennegrecimiento de la piel que conlleva a su depreciacio´n comercial,
pues un cierto porcentaje de tube´rculos deben ser desechados para su venta.
El objetivo de este trabajo es analizar si la seleccio´n de tube´rculos sin
mancha negra, para su utilizacio´n como simiente, supone una mejora en la
cosecha en cuanto a una menor incidencia de la enfermedad.
Los datos analizados proceden de un experimento en invernadero en el
que se utilizaron simientes de chufas asintoma´ticas y con manchas negras.
El ana´lisis estad´ıstico se ha realizado utilizando la metodolog´ıa Bayesiana.
Utilizamos modelos de regresio´n multinomial, estudiando su sensibilidad a la
eleccio´n de la distribucio´n previa, en concreto a la eleccio´n de los para´metros
en una distribucio´n Dirichlet. A la combinacio´n del modelo multinomial con la
distribucio´n previa Dirichlet se le conoce como modelo Dirichlet-multinomial.
En conclusio´n, se identifica que la seleccio´n de simientes asintoma´ticas pro-
duce menos tube´rculos con s´ıntomas de mancha negra. Adema´s, estos resulta-
dos son robustos en relacio´n a eleccio´n de los para´metros de las distribuciones
previas Dirichlet propuestas en la literatura como opciones objetivas o mı´nimo
informativas.
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Los primeros registros del cultivo de la chufa, Cyperus sculentus, se han
encontrado en las tumbas y sarco´fagos de las primeras dinast´ıas egipcias (Se-
rrallach, 1927). A trave´s de las palabras de Teofrasto, en el libro Historia
plantarum citado por Negbi (1992), tenemos evidencia de que la chufa era un
alimento presente en la vida de los antiguos egipcios:
“. . . en tierras arenosas, no lejos del cauce del r´ıo, crece sobre la
tierra la llamada Malniathalle, redonda de forma, sin hueso y sin
piel. Los habitantes recogen los tube´rculos y los cuecen, con lo que
se vuelven muy dulces, saborea´ndose entonces como un postre.”
Desde aquella e´poca hasta nuestros d´ıas, la chufa ha sido consumida y refe-
renciada por muchos pueblos (Dragendorff, 1898), donde la principal forma de
consumo ha sido a trave´s de una una bebida refrescante, preparada con agua,
azu´car y chufas majadas (o molidas), actualmente denominada horchata (Fi-
gura 1.1). No obstante, fue en la Edad Media cuando su cultivo se expandio´ por
el Norte de A´frica, pen´ınsula Ibe´rica y Sicilia. Dos factores fueron esenciales
para la proliferacio´n de la chufa en este per´ıodo, el primero esta´ relacionado
con la prohibicio´n del vino por la religio´n mahometana, lo que produjo que
3
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los refrescos y las bebidas no alcoho´licas tuvieran un aumento de consumo,
entre ellas, la horchata. Otro punto importante fue el descubrimiento de las
propiedades medicinales de la horchata, especialmente para combatir algunas
inflamaciones respiratorias y molestias estomacales (Cavanilles, 1797).
Figura 1.1: Chufas y horchata.
La chufa llego´ a zonas mediterra´neas y, en particular, a la actual Comunidad
Valenciana. Los registros histo´ricos del siglo XIII ya citan el consumo de una
bebida refrescante llamada llet de xufes (leche de chufas). Existen adema´s
informes sobre el cultivo de la chufa en grandes extensiones de tierra, en las
regiones de Alboraya y Alma´cera (Cavanilles, 1797), dentro de la comarca
conocida como L’Horta Nord.
Desde entonces, el cultivo de la chufa se fue extendiendo por toda esta
comarca, generando puestos de trabajo y poder econo´mico en el entorno agra-
rio. El mayor reconocimiento se obtuvo el 25 de septiembre de 1995 a trave´s
de la Denominacio´n de Origen Protegida, que protege e identifica el cultivo
de la chufa en diecise´is localidades (Albalat dels Sorells, Alboraya, Albuixech,
Alfara del Patriarca, Alma´cera, Bonrepo´s y Mirambell, Burjasot, Foyos, Go-
della, Meliana, Moncada, Paterna, Rocafort, Tabernes Blanques, Valencia y
Vinalesa).
L’Horta Nord posee condiciones o´ptimas para el cultivo de la chufa, cum-
pliendo las exigencias clima´ticas y eda´ficas para el buen desarrollo de los
tube´rculos. Adema´s, la elaboracio´n de la horchata es un factor clave para
4
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el e´xito de la chufa. La horchata, aparte de ser una bebida refrescante, con-
tribuye a una alimentacio´n saludable, tiene buenas propiedades digestivas y
astringentes, mejora la salud cardiovascular, tiene un cierto efecto probio´tico,
ayuda al aumento de la inmunidad, es estimulante, nutritiva y energe´tica y de
fa´cil digestio´n (Morell y Barber, 1983 y Luja´n y Perucho, 2003).
El cultivo de la chufa, hasta llegar a los tube´rculos utilizados para la hor-
chata es, ba´sicamente: plantacio´n, recoleccio´n, lavado, secado, limpieza y clasi-
ficacio´n. En este trabajo, nuestra atencio´n se centra en el lavado de la cosecha,
en el que las chufas pierden sus raices, se limpia su piel y se eliminan aque-
llos tube´rculos que son clasificados como inadecuados para el consumo por la
presencia de la mancha negra, que es una enfermedad que produce un enne-
grecimiento en la piel de los tube´rculos.
Los primeros casos de mancha negra en tube´rculos de chufas en la Comu-
nidad Valenciana fueron detectados en 2010. Desde entonces, su incidencia no
ha dejado de crecer, as´ı como los estudios sobre el tema. Pero lo cierto es que
au´n no se ha determinado con exactitud el origen de la mancha negra ni se
ha encontrado una solucio´n eficaz. Con la existencia de este problema en el
cultivo de las chufas, los agricultores necesitan conocer con urgencia cua´les son
los tratamientos o medidas preventivas que podr´ıan aplicar para mantener a
raya esta enfermedad.
Aunque no hay evidencias cient´ıficas sobre el efecto del uso de los tube´rculos
con mancha negra en la elaboracio´n de la horchata, e´stos se eliminan como
medida de precaucio´n, depreciando el valor comercial de la cosecha que no se
aprovecha en su totalidad.
1.2. Experimento y datos
El experimento esta´ relacionado con el impacto socioecono´mico de la chufa
en la Comunidad Valenciana y, en particular, con la finalidad de aumentar la
calidad de los productos procedentes de la chufa. En concreto, consideramos un
posible factor preventivo capaz de promover mejoras en la cosecha en cuanto
a una menor incidencia de la mancha negra en los tube´rculos.
El experimento se realizo´ en invernadero, en el Instituto Valenciano de In-
vestigaciones Agrarias (IVIA) durante 2014. Consistio´ en separar los tube´rculos
utilizados como simientes en asintoma´ticos (a partir de ahora lote asintoma´tico)
y con manchas negras (lote enfermo). Cada uno de estos lotes conten´ıan 7
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macetas (re´plicas) y en cada una de ellas se plantaron 5 simientes. En cada
maceta, y tras la cosecha, se recogieron las siguientes informaciones acerca de
los tube´rculos:
1) Nu´mero de tube´rculos sin s´ıntomas de mancha negra (asintoma´tico);
2) Nu´mero de tube´rculos con s´ıntomas leves de mancha negra (leve);
3) Nu´mero de tube´rculos con s´ıntomas graves de mancha negra (grave).
Los datos recogidos se presentan en la Tabla 1.1 y en la Figura 1.2.




















Tanto en la Tabla 1.1 como en la Figura 1.2 se puede observar un desequili-
brio a favor de los tube´rculos asintoma´ticos en el lote asintoma´tico y a favor
de los tube´rculos con s´ıntomas graves en el lote enfermo.
En este ana´lisis preliminar, tambie´n se puede apreciar un efecto positivo
(en el sentido de cosechar ma´s tube´rculos asintoma´ticos) al plantar simien-
tes asintoma´ticas. Tras este breve ana´lisis descriptivo iniciaremos la fase de
modelizacio´n, pero antes vamos a destacar los principales objetivos de este
estudio.
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Figura 1.2: Proporcio´n de tube´rculos asintoma´ticos, con s´ıntomas leves y graves
obtenidos a partir de simientes asintoma´ticas (izquierda) y con manchas negras
(derecha).
1.3. Objetivos del estudio
Este trabajo tiene dos objetivos fundamentales. El primero es de cara´cter
aplicado y esta´ dirigido a analizar si la seleccio´n de tube´rculos asintoma´ticos,
para su utilizacio´n como simiente, supone una mejora en la cosecha en cuanto
a una menor incidencia de la mancha negra en los tube´rculos. En este caso, es
fa´cil ver que, desde el punto de vista agrono´mico, los resultados descriptivos
son muy informativos.
El segundo objetivo tiene caracter´ısticas ma´s teo´ricas. En el enfoque Ba-
yesiano es muy interesante el estudio de la sensibilidad de los resultados a la
eleccio´n de la distribucio´n previa de los para´metros del modelo considerado.
En concreto, nuestro intere´s es analizar el grado de informacio´n an˜adido en la
distribucio´n posterior utilizando las principales distribuciones previas objetivas
de la literatura para el modelo Dirichlet-multinomial.
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La estad´ıstica Bayesiana se basa en la idea de que las incertidumbres pue-
den ser representadas en te´rminos matema´ticos, basados en la teor´ıa de pro-
babilidades (Ditlevsen y Madsen, 1996). En concreto, este enfoque permite
asignar probabilidades no so´lo a variables aleatorias sino a cualquier evento,
para´metro, hipo´tesis o modelo (Hoijtink et al., 2008).
La base de cualquier procedimiento Bayesiano es el teorema de Bayes
(Stuart y Ord, 1994), cuya expresio´n matema´tica esta´ dada por
P (A|B) = P (B|A)P (A)
P (B)
, (2.1)
donde A y B son los eventos de intere´s, P (A) y P (B) son las probabilidades
marginales de A y de B, P (A|B) es la probabilidad de A dado que B ha
ocurrido y P (B|A) es la probabilidad de B dado que A ha ocurrido.
En este contexto, la inferencia sobre los para´metros de un determinado
modelo se realiza a trave´s de P (A|B) (denominada distribucio´n posterior)
como consecuencia de P (B|A) (funcio´n de verosimilitud del modelo estad´ıstico
para los datos observados), P (A) (distribucio´n previa) y P (B) (verosimilitud
marginal o evidencia del modelo).
9
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Esto conduce a la teor´ıa Bayesiana como herramienta apropiada para el
uso de toda la informacio´n disponible, sea objetiva, proporcionada por los
resultados de los ana´lisis anteriores, o subjetiva, dictada por la experiencia del
investigador (Bolstad, 2007).
Hay que destacar que las te´cnicas Bayesianas ganaron popularidad con la
evolucio´n de los ordenadores en cuanto a la capacidad de procesamiento, puesto
que la construccio´n de la distribucio´n posterior, en muchos casos, involucra
integrales no anal´ıticas. Sin embargo, con el uso de simulaciones (en especial,
los me´todos de Monte Carlo via cadenas de Markov, en ingle´s MCMC) esto ya
no es un problema en la mayor´ıa de los casos, y por esta razo´n la metodolog´ıa
Bayesiana se ha diseminado a diversos campos de la estad´ıstica y otras ciencias
(Gamerman y Lopes, 2006).
2.2. Modelo Dirichlet-multinomial
Despue´s de esta breve e informal introduccio´n a la estad´ıstica Bayesiana,
iniciamos la construccio´n del modelo Dirichlet-multinomial Bayesiano a partir
de la descripcio´n de las distribuciones multinomial y Dirichlet.
Distribucio´n multinomial
Existen situaciones en las que nuestra variable de intere´s toma un nu´mero
finito de valores, a los cuales nos referimos como categor´ıas o clases. Una
opcio´n natural para analizar los datos con esta estructura son los modelos
lineales generalizados (en ingle´s GLM) con respuesta multinomial, que es una
extensio´n de los modelos binomiales para ma´s de dos categor´ıas (Nelder y
Wedderburn, 1972; McCullagh y Nelder, 1989).
Consideramos un experimento con n ensayos ide´nticos e independientes, en
el que los resultados pueden tomar J valores distintos (r1, . . . , rJ). La proba-
bilidad para cada valor rj se denota por θj, para j = 1, . . . , J , de modo que
0 < θj < 1 y
∑J
j=1 θj = 1. De esta manera, si Yj es la variable aleatoria que
describe el numero de veces que se observa el valor rj en los n ensayos, pa-
ra j = 1, . . . , J , entonces, el vector Y = (Y1, . . . , YJ)
> sigue una distribucio´n
multinomial con para´metros n y θ = (θ1, . . . , θJ)
>:
(Y|n,θ) ∼ Multinomial(n,θ) (2.2)
10
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La funcio´n de probabilidad de dicha distribucio´n viene dada por
fY(n1, . . . , nJ) =
(
n!




2 . . . θ
nJ
J , (2.3)
y las distribuciones marginales son binomiales con los para´metros n y θj, para
cada j, donde
E(Yj) = nθj, V ar(Yj) = nθj(1− θj), (2.4)
siendo nj es el nu´mero de veces que se observa el valor Rj, para j = 1, . . . , J ,
con
∑J
j=1 nj = n.
Distribucio´n Dirichlet
La distribucio´n Dirichlet es una extensio´n multivariante de la distribucio´n
beta. Se trata de una distribucio´n ampliamente utilizada en el contexto Ba-
yesiano como una distribucio´n previa conjugada para un modelo multinomial
(Connor y Mosimann, 1969; Agresti, 2013).
Sea Y = (Y1, . . . , YJ)
> un vector con J componentes, entonces diremos
que este vector sigue una distribucio´n Dirichlet de orden J ≥ 2 con vector de
para´metros α = (α1, . . . , αJ)
>, es decir,
(Y|α) ∼ Dirichlet(α) (2.5)
y su funcio´n densidad viene dada por







j , 0 < yj < 1, (2.6)
siendo α0 =
∑J
j=1 αj, Γ(t) =
∫∞
0
xt−1e−xdx la funcio´n gamma y
∑J
j=1 yj = 1.
En este caso tambie´n tenemos una distribucio´n conocida para las marginales,









El retorno de la ecuacio´n (2.6) es un vector J-dimensional, en el que los
elementos se interpretan como las probabilidades de tener las proporciones
(y1, . . . , yJ)
> (Balakrishnan y Nevzorov, 2003).
El uso de (2.6) es recurrente como una distribucio´n previa en varias mode-
lizaciones, as´ı que vale la pena destacar que su forma puede ser propia (αj > 0,
para todo j = 1, . . . , J) o impropia (αj = 0, para al menos uno de los j).
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Proceso Dirichlet-multinomial
La combinacio´n del modelo probabil´ıstico multinomial con una distribucio´n
previa Dirichlet fue propuesta por Lindley (1964) y Good (1965), generalizando
as´ı los resultados obtenidos con el modelo binomial y distribucio´n previa beta.
Una revisio´n completa de esta modelizacio´n y varias otras que involucran datos
discretos se presentan en Congdon (2005).
El modelo Dirichlet-multinomial tiene la siguiente estructura jera´rquica:
(Y1, . . . , YJ |n,θ) ∼ Multinomial(n, θ1, . . . , θJ)
(θ1, . . . , θJ |α) ∼ Dirichlet(α1, . . . , αJ), (2.8)
con funcio´n de probabilidad y densidad conjunta definidas en (2.3) y (2.6),
respectivamente. Utilizando la regla de Bayes (2.1), la distribucio´n posterior































































θ|D ∼ Dirichlet(α∗1 = n1 + α1, . . . , α∗J = nJ + αJ), (2.9)
siendo D = (n1, . . . , nJ , α1, . . . , αJ)>.
2.3. Distribuciones previas objetivas
La eleccio´n de los valores del vector de hiperpara´metros α = (α1, . . . , αJ)
>
establece el grado de informacio´n de la distribucio´n previa. Las distribuciones
previas objetivas ma´s utilizadas en la literatura son:
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Dirichlet(α1 = 0, . . . , αJ = 0): distribucio´n previa Dirichlet propuesta
por Haldane (1948) (distribucio´n previa de Haldane de ahora en adelan-
te). Aunque se trata de una distribucio´n impropia, esto no implica que
la distribucio´n posterior tambie´n lo sea, situacio´n altamente indeseable
que invalidar´ıa el proceso de estimacio´n.
Dirichlet(α1 = 1/J, . . . , αJ = 1/J): distribucio´n previa Dirichlet pro-
puesta por Perks (1947) (distribucio´n previa de Perks de ahora en adelan-
te). Es la u´nica distribucio´n previa objetiva, de entre las que analizamos
en este trabajo, que considera el nu´mero de categor´ıas, J , como hiper-
para´metro. Esta distribucio´n se utiliza tambie´n en el reciente art´ıculo de
Berger et al. (2015);
Dirichlet(α1 = 1/2, . . . , αJ = 1/2): distribucio´n previa Dirichlet propues-
ta por Jeffreys (1946; 1961) (distribucio´n previa de Jeffreys de ahora en
adelante). Utiliza uno de los procedimientos ma´s comunes para obtener
una distribucio´n previa no informativa (regla de Jeffreys) y tambie´n es
una de las distribuciones previas objetivas globales (Berger et al. 2015)
para el modelo probabil´ıstico multinomial, sin embargo, utilizando como
base teo´rica la distribucio´n previa de referencia (Bernardo, 1979);
Dirichlet(α1 = 1, . . . , αJ = 1): distribucio´n previa Dirichlet propuesta
por Bayes (1763) y Laplace (1812) (distribucio´n previa de Bayes-Laplace
de ahora en adelante). Es conocida por simplificar la distribucio´n Diri-
chlet a una constante y tambie´n puede ser tratada como una distribucio´n
uniforme.
A continuacio´n, realizaremos un estudio anal´ıtico de cada una de las dis-
tribuciones previas propuestas y co´mo se comportan sus distribuciones margi-
nales.
Distribucio´n previa de Haldane
La propuesta de Haldane (1948) para los para´metros de la distribucio´n
previa Dirichlet, define αj = 0 para todo j = 1, . . . , J , donde la distribucio´n
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La construccio´n de dicha distribucio´n puede presentar problemas compu-
tacionales, pues la distribucio´n Dirichlet (2.6) con vector de hiperpara´metros
α = 0 no esta´ definida, es decir, se trata de una distribucio´n previa impropia
expresada por
pi(θ1, . . . , θJ) ∝ 1∏J
j=1 θj
, J > 2, (2.11)
donde
∫
pi(θ)dθ =∞ (Liu et al., 2012). La Figura 2.1 muestra la forma de las
distribuciones previas marginales de Haldane.
Figura 2.1: Simulacio´n de una distribucio´n previa marginal de Haldane
Dirichlet(α1 = 0, α2 = 0, α3 = 0).
Las distribuciones marginales beta procedentes de una Dirichlet de Haldane
tienen una forma casi dicoto´mica, es decir, la densidad asociada a cada θj, j =
1, . . . , J , esta´ cerca de 0 o 1 y co´mo dicha distribucio´n incorpora la restriccio´n∑J
j=1 θj = 1, tenemos que si una componente esta´ cercana a 1, las otras estara´n
cercanas a 0.
La visualizacio´n de la distribucio´n de Haldane, a pesar de ser una distri-
bucio´n objetiva, es bastante contraria a la intuicio´n. Sin embargo, la transfor-
macio´n log-odds, logit(θj), hace que la distribucio´n sea uniforme en la recta
real (Zellner, 1996). Tambie´n podemos utilizar la distribucio´n posterior (2.10)
para demostrar que la distribucio´n previa (2.11) es no informativa (Jaynes,
2003), donde la media a posteriori viene dada por (2.7) y puede ser reescrita
como E(θj|D) = nj/n, j = 1, . . . , J . Puesto que se trata del estimador ma´ximo
veros´ımil, la distribucio´n previa realmente no esta´ agregando informacio´n al
14
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modelo (2.8). La Figura 2.2 tambie´n ilustra la simulacio´n de la distribucio´n
previa de Haldane.
Figura 2.2: Simulacio´n de la distribucio´n previa de Haldane (Dirichlet(α1 = 0, α2 =
0, α3 = 0)) (a) y su proyeccio´n en el tria´ngulo simplex (b).
La interpretacio´n de la Figura 2.2, (a) y (b), es sencilla, como los θ’s su-
man 1, cada ve´rtice del tria´ngulo indica que´ componente del vector aleatorio
Dirichlet tiene valor uno y en contraposicio´n los otros componentes son cero.
Cuando nos alejamos dicho ve´rtice el valor de su respectivo θ disminuye.
Distribucio´n previa de Perks
La distribucio´n previa de Perks (Perks, 1947) utiliza 1/J como valor para
los hyperpara´metros αj, j = 1, . . . , J , donde, recordemos, J es la dimensio´n
del vector aleatorio de la distribucio´n Dirichlet. La funcio´n de densidad de la
distribucio´n previa de Perks viene dada por:







j , J > 2. (2.12)
El aumento del nu´mero de categor´ıas J implica el aumento del denominador
de (2.12), puesto que la funcio´n gamma, para valores positivos, es una funcio´n
convexa con el punto mı´nimo aproximadamente 0.8856. Por eso, en los casos
que J es muy grande la distribucio´n previa de Perks puede tener los mismos
problemas que la distribucio´n previa de Haldane, sin embargo, en la pra´ctica
J tiene un taman˜o reducido. La distribucio´n posterior (2.9) sera´ una Dirichlet
con para´metros (nj + 1/J) para todo j = 1, . . . , J . La Figura 2.3 muestra la
forma de las distribuciones previas marginales de Perks.
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Figura 2.3: Simulacio´n de una distribucio´n previa marginal de Perks:
Dirichlet(α1 = 1/3, α2 = 1/3, α3 = 1/3).
Es fa´cil ver que esta distribucio´n marginal es asime´trica positiva y lige-
ramente bimodal. Otro punto importante es que el aumento del nu´mero de
categor´ıas J implicara´ un desplazamiento de las probabilidades centrales hacia
los extremos, como sucede en la Figura 2.1.
Otra forma de verificar el comportamiento de la distribucio´n previa de
Perks es a trave´s de la Figura 2.4, donde se presenta la simulacio´n de dicha
distribucio´n.
Figura 2.4: Simulacio´n de la distribucio´n previa de Perks (Dirichlet(α1 = 1/3, α2 =
1/3, α3 = 1/3)) (a) y su proyeccio´n en el tria´ngulo simplex (b).
A partir de las dos gra´ficas de la Figura 2.4 es posible notar que los valores
de los θ’s se concentran en los bordes de los tria´ngulos. Sin embargo, la regio´n
16
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central comienza a “llenarse”, lo que representa una mayor homogeneidad en-
tre los valores posibles para el vector θ. Esta distribucio´n previa tambie´n se
obtiene, de forma alternativa, en el art´ıculo de Berger et al. (2015).
Distribucio´n previa de Jeffreys
Sea cual sea el modelo utilizado, si se quiere seguir un enfoque Bayesiano
objetivo lo ma´s comu´n es recurrir a la distribucio´n previa de Jeffreys (Jeffreys,
1946; Jeffreys, 1961), que en el contexto de modelo multinomial, es la distribu-
cio´n Dirichlet con αj = 1/2 para todo j = 1, . . . , J . En este caso la densidad
(2.6) se convierte en







j , J > 2. (2.13)
En contraste a las distribuciones previas de Haldane y Perks, en este caso
tenemos una mayor estabilidad con respecto a posibles problemas computacio-
nales. La Figura 2.5 muestra la forma de las distribuciones previas marginales
de Jeffreys.
Figura 2.5: Simulacio´n de una distribucio´n previa marginal de Jeffreys:
Dirichlet(α1 = 1/2, α2 = 1/2, α3 = 1/2).
Se puede observar que la Figura 2.5 se asemeja a la Figura 2.3, donde
los valores ma´s probables siguen siendo los cercanos a cero, sin embargo, hay
17
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una mayor uniformidad entre la regio´n central y el l´ımite superior. La Figu-
ra 2.6 tambie´n ilustra la distribucio´n Dirichlet de Jeffreys, pero ahora con una
representacio´n conjunta.
Figura 2.6: Simulacio´n de la distribucio´n previa de Jeffreys (Dirichlet(α1 =
1/2, α2 = 1/2, α3 = 1/2)) (a) y su proyeccio´n en el tria´ngulo simplex (b).
Ana´logo a la distribucio´n previa de Perks, la Figura 2.6 muestra los tria´ngu-
los (a) y (b) rellenos casi por completo. Sin embargo, en este caso la regio´n
central es ma´s homoge´nea, con una distribucio´n ma´s equilibrada entre las posi-
bles combinaciones de los valores del vector θ. Esta distribucio´n previa tambie´n
se obtiene, de forma alternativa, en el art´ıculo de Berger et al. (2015).
Distribucio´n previa de Bayes-Laplace
La distribucio´n previa de Bayes-Laplace (Bayes, 1763 y Laplace, 1812)
es otra opcio´n bien establecida en la literatura. En este caso la distribucio´n
Dirichlet (2.6) se simplifica considerablemente con αj = 1 para todo j =
1, . . . , J , asumiendo un valor constante:
pi(θ1, . . . , θJ) = (J − 1)!, J > 2. (2.14)
Se trata por tanto de una distribucio´n uniforme. La distribucio´n posterior
(2.9) se mantiene como una Dirichlet, pero con vector de para´metros α∗ =
[(n1 + 1), . . . , (nJ + 1)]
>. La Figura 2.7 muestra la forma de las distribuciones
previas marginales de Bayes-Laplace.
La Figura 2.7 muestra una formato mono´tono decreciente entre las proba-
bilidades marginales de uno de los componentes del vector aleatorio Dirichlet.
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Figura 2.7: Simulacio´n de una distribucio´n previa marginal de Bayes-Laplace:
Dirichlet(α1 = 1, α2 = 1, α3 = 1).
Sin embargo, la restriccio´n
∑J
j=1 θj = 1 es la conexio´n entre dicha estructura
y la distribucio´n conjunta uniforme (2.14). A trave´s de la Figura 2.8 se puede
identificar ma´s fa´cilmente el comportamiento de una distribucio´n equiprobable.
Figura 2.8: Simulacio´n de la distribucio´n previa de Bayes-Laplace (Dirichlet(α1 =
1, α2 = 1, α3 = 1)) (a) y su proyeccio´n en el tria´ngulo simplex (b).
No´tese que en el caso de la Dirichlet de Bayes-Laplace, las simulaciones
presentadas en la Figura 2.8 representan una estructura homoge´nea y, conse-
cuentemente, no informativa.
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Distribucio´n previa Dirichlet informativas
Para explorar la sensibilidad en la forma de la distribucio´n (2.6) con los
cambios de sus para´metros, la Figura 2.9 muestra la distribucio´n marginal
Dirichlet para algunos casos en que los α’s asumen valores superiores a los
casos estudiados.
Figura 2.9: Simulacio´n de una distribucio´n marginal Dirichlet(α1 = 5, α2 = 5, α3 =
5) (a) y Dirichlet(α1 = 100, α2 = 100, α3 = 100) (b).
Las evidencias transmitidas desde la Figura 2.9 esta´n relacionadas con el
comportamiento informativo de la distribucio´n previa Dirichlet con valores
elevados para los para´metros. La Figura 2.9 (a) ya no tiene los extremos ma´s
densos y su rango esta´ entre 0 y 0.75 con una media de 0.3. Siguiendo el mismo
patro´n, pero con una variabilidad ma´s pequen˜a, en la Figura 2.9 (b) hay una
reducio´n dra´stica del intervalo y la media pasa a ser 0.33.
A continuacio´n esta´ representada en la Figura 2.10 la distribucio´n Dirichlet
para estos dos casos.
La Figura 2.10 refuerza la idea de una mayor precisio´n segu´n crecen posi-
tivamente los valores de los α’s y, otra vez, se puede ver que los extremos no
esta´n contenidos en la distribucio´n conjunta (o con probabilidad casi nula),
en otras palabras, la tendencia es que cada componente del vector θ asuma el
mismo valor 1/3 y 1/J para el caso general de J categor´ıas.
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Figura 2.10: Simulacio´n de las distribuciones previas Dirichlet(α1 = 5, α2 = 5, α3 =
5)) (a) y Dirichlet(α1 = 100, α2 = 100, α3 = 100)) (c) y sus proyecciones, (b) y (d)
respectivamente, en el tria´ngulo simplex.
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Despue´s de introducir algunas propuestas de distribuciones previas para
el modelo Dirichlet-multinomial, iniciaremos la modelizacio´n de los datos de
la enfermedad de la mancha negra de la chufa, presentados en el Cap´ıtulo 1.
Nuestro modelo base se describe por
(Y1ik, Y2ik, Y3ik|nik,θk) ∼ Multinomial(nik, θ1k, θ2k, θ3k)
(θ1k, θ2k, θ3k|αk) ∼ Dirichlet(α1k, α2k, α3k), (3.1)
donde Yjik es el nu´mero de tube´rculos del tipo j (j = 1: asintoma´tico, j = 2:
leve y j = 3: grave) en la maceta i (i = 1, . . . , 7: nu´mero de re´plicas) en el
lote k (k = 1: lote asintoma´tico y k = 2: lote enfermo); nik es el nu´mero
total de tube´rculos en la observacio´n i en el lote k; θjk es la probabilidad de
obtener un tube´rculo del tipo j en el lote k; y el para´metro αjk se refiere al
componente θjk del vector aleatorio Dirichlet.
La estimacio´n del modelo (3.1) se ha realizado para cada lote de forma
independiente utilizando las cuatro distribuciones previas presentadas en el
cap´ıtulo anterior. Adema´s, tambie´n se ha utilizado una distribucio´n previa
Dirichlet extremadamente informativa (αj = 100 para todo j = 1, . . . , J), pre-
sentada en las Figuras 2.9 y 2.10, para ilustrar los efectos sobre la distribucio´n
posterior.
La distribucio´n posterior de los para´metros del modelo se ha aproximado
por me´todos de Monte Carlo basados en cadenas de Markov (MCMC) a trave´s
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del software estad´ıstico WinBUGS (Lunn et al., 2000). El algoritmo MCMC
ha corrido tres cadenas de Markov con 100 000 iteraciones, con un periodo
de calentamiento (burn-in) de 10 000 iteraciones, durante el cual esperamos
que la simulacio´n converja a la distribucio´n posterior. Adema´s, con el fin de
disminuir la auto-correlacio´n en la muestra, hemos establecido un intervalo de
adelgazamiento (thinnig) de 5, es decir, so´lo guardamos 1 de cada 5 iteraciones.
A trave´s del ana´lisis gra´fico y utilizando el criterio de convergencia de
Gelman y Rubin (Gelman y Rubin, 1992), donde el estad´ıstico de contraste
esta´ cercano a 1, hemos comprobado que todas las cadenas convergieron. La
Tabla 3.1 muestra algunas medidas de las probabilidades asociadas a las ca-
tegor´ıas de tube´rculos asintoma´ticos, leves y graves procedentes de simientes
asintoma´ticas obtenida con la distribucio´n posterior del modelo con la distri-
bucio´n previa de Haldane.
Tabla 3.1: Resumen de la distribucio´n posterior de la probabilidad de cosechar
un tube´rculo asintoma´tico, leve y grave procedente de simientes asintoma´ticas
utilizando la distribucio´n previa de Haldane.
probabilidad media
desviacio´n EMC
2.5 % mediana 97.5 %
t´ıpica (×10−5)
θ11 0.698 0.010 3.30 0.678 0.698 0.717
θ21 0.228 0.009 3.16 0.210 0.228 0.247
θ31 0.074 0.006 1.86 0.063 0.074 0.086
EMC: error de Monte Carlo.
Te´ngase en cuenta que las probabilidades (θ11, θ21 y θ31) muestran que
la siembra de simientes asintoma´ticas proporciona una mayor probabilidad a
los tube´rculos asintoma´ticos (0.698), mientras que los tube´rculos con manchas
negras leve y grave tienen medias asociadas de 0.228 y 0.074, respectivamente.
Para el lote enfermo no se puede hacer inferencia, puesto que el hecho de no
tener observaciones de tube´rculos asintoma´ticos combinado con αj = 0 (para
todo j = 1, . . . , J) produce una distribucio´n posterior impropia.
Continuando con el ana´lisis, la Tabla 3.2 muestra los principales resultados
de la estimacio´n del modelo Dirichlet-multinomial con la distribucio´n previa
de Perks. O´bservese que los valores del lote asintoma´tico son sumamente
similares a los obtenidos con la distribucio´n previa de Haldane (Tabla 3.1)
y, sin embargo, en este caso la distribucio´n posterior es propia. El resultado
del lote enfermo es opuesto al del lote asintoma´tico, pues los tube´rculos
con s´ıntomas graves tienen probabilidad predominante (0.803), seguido de los
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tube´rculos con s´ıntomas leves de mancha negra (0.197) y los asintoma´ticos
(0.000).
Tabla 3.2: Resumen de la distribucio´n posterior de la probabilidad de cosechar
un tube´rculo asintoma´tico, leve y grave procedente de simientes asintoma´ticas




2.5 % mediana 97.5 %
t´ıpica (×10−5)
θ11 0.698 0.010 3.11 0.678 0.698 0.717
θ21 0.228 0.009 3.02 0.210 0.228 0.247
θ31 0.074 0.006 1.85 0.063 0.074 0.086
θ12 0.000 0.003 9.31 0.000 0.000 0.001
θ22 0.197 0.010 3.29 0.178 0.197 0.216
θ32 0.803 0.010 3.39 0.784 0.803 0.821
EMC: error de Monte Carlo.
Adema´s, hay diferencias relevantes entre cada tipo de tube´rculos en los
dos lotes analizados, que muestran que la seleccio´n de simientes asintoma´ticas
contribuye a la reduccio´n de los tube´rculos con manchas negras.
El siguiente ana´lisis se ha realizado con la distribucio´n previa de Jeffreys,
donde la Tabla 3.3 muestra un resumen de las caracter´ısticas del modelo esti-
mado.
Tabla 3.3: Resumen de la distribucio´n posterior de la probabilidad de cosechar
un tube´rculo asintoma´tico, leve y grave procedente de simientes asintoma´ticas




2.5 % mediana 97.5 %
t´ıpica (×10−5)
θ11 0.698 0.010 3.31 0.678 0.698 0.717
θ21 0.228 0.009 3.14 0.211 0.228 0.247
θ31 0.074 0.006 1.93 0.063 0.074 0.086
θ12 0.000 0.003 9.31 0.000 0.000 0.001
θ22 0.197 0.010 2.97 0.178 0.197 0.216
θ32 0.803 0.010 3.06 0.784 0.803 0.822
EMC: error de Monte Carlo.
Una vez ma´s tenemos resultados similares a los dos casos anteriores (Ta-
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blas 3.1 y 3.2) para el lote asintoma´tico, mientras que para el lote enfermo
los resultados con las distribuciones previas de Jeffreys y de Perks son equiva-
lentes.
La u´ltima estimacio´n con una distribucio´n previa objetiva se presenta en
la Tabla 3.4 a trave´s de la distribucio´n previa de Bayes-Laplace.
Tabla 3.4: Resumen de la distribucio´n posterior de la probabilidad de cosechar
un tube´rculo asintoma´tico, leve y grave procedente de simientes asintoma´ticas




2.5 % mediana 97.5 %
t´ıpica (×10−5)
θ11 0.697 0.010 3.19 0.677 0.697 0.717
θ21 0.228 0.009 3.10 0.210 0.228 0.247
θ31 0.074 0.006 1.82 0.063 0.074 0.086
θ12 0.001 0.003 9.64 0.000 0.000 0.002
θ22 0.197 0.010 3.22 0.178 0.197 0.216
θ32 0.803 0.010 3.24 0.783 0.803 0.821
EMC: error de Monte Carlo.
Ana´logamente al caso anterior, la estimacio´n del modelo multinomial (3.1)
con distribucio´n previa de Bayes-Laplace tambie´n presenta resultados casi
ide´nticos a los dos casos anteriores (Perks y Jeffreys).
Aunque las distribuciones previas objetivas analizadas tienen diferentes
caracter´ısticas matema´ticas (por ejemplo, la simetr´ıa y la uniformidad), desde
el punto de vista aplicado son casi todas equivalentes. La Figura 3.1 muestra
una visualizacio´n gra´fica de la distribucio´n posterior obtenida con cada una de
las distribuciones previas objetivas en las diferentes categor´ıas de tube´rculos y
simientes.
La Figura 3.1 ilustra de manera muy clara, mediante solapamiento, la equi-
valencia de la distribucio´n posterior con las distribuciones previas de Perks,
Jeffreys y Bayes-Laplace, y para el lote asintoma´tico tambie´n la distribucio´n
previa de Haldane. Es fa´cil ver que la diferencia entre las distribuciones pre-
vias ocurre en la Figura 3.1 (d), donde no tenemos observaciones de tube´rculos
asintoma´ticos. En este caso, utilizando la distribucio´n previa de Bayes-Laplace
tenemos ma´s probabilidades para los valores positivos, mientras que la distri-
bucio´n previa de Perks es la menos informativa (probabilidades concentradas
cerca de cero), aunque en nuestro estudio estas diferencias son poco relevantes,
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Figura 3.1: Distribucio´n posterior marginal de la probabilidad de cosechar tube´rcu-
los asintoma´ticos [(a) y (d)], con s´ıntomas leves [(b) y (e)] y graves [(c) y (f)] de
mancha negra en lotes de simientes asintoma´ticas y con manchas negras, respecti-
vamente, utilizando distribuciones previas Dirichlet objetivas.
pues la escala de valores es muy pequen˜a.
Para comparar la sensibilidad en los resultados obtenidos con estas distri-
buciones previas objetivas y una muy informativa, utilizamos una distribucio´n
previa Dirichlet(100, 100, 100) cuya densidad aparece representada en las Fi-
guras 2.9 (d) y 2.10 (d). La Tabla 3.5 muestra un resumen de los resultados
de la distribucio´n posterior con dicha distribucio´n previa informativa.
Observe que los resultados globales no se has visto afectados por la infor-
macio´n an˜adida de la distribucio´n previa informativa, que esta´ relacionada con
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Tabla 3.5: Resumen de la distribucio´n posterior de la probabilidad de cosechar
un tube´rculo asintoma´tico, leve y grave procedente de simientes asintoma´ticas
(filas superiores) y graves (filas inferiores) utilizando la distribucio´n previa in-
formativa Dirichlet(100, 100, 100).
probabilidad media
desviacio´n EMC
2.5 % mediana 97.5 %
t´ıpica (×10−5)
θ11 0.652 0.010 3.24 0.633 0.652 0.671
θ21 0.241 0.009 2.95 0.224 0.241 0.259
θ31 0.107 0.006 2.10 0.095 0.107 0.119
θ12 0.050 0.005 1.63 0.041 0.050 0.060
θ22 0.217 0.009 3.06 0.199 0.217 0.235
θ32 0.733 0.010 3.43 0.713 0.733 0.752
EMC: error de Monte Carlo.
el equilibrio entre las probabilidades, probablemente debido a que los datos (a
trave´s de la funcio´n de verosimilitud) tienen cara´cter altamente informativo.
Sin embargo, los valores medios e intervalos de credibilidad de 95 % se han
modificado: se aprecia en el lote asintoma´tico un aumento en la probabilidad
de obtener un tube´rculo con s´ıntomas graves de mancha negra y en el lote
enfermo el incremento ha sido para la probabilidad de obtener un tube´rculo
asintoma´tico.
Aunque, aparentemente, las diferencias entre este modelo y los que con-
tienen las distribuciones previas objetivas no son tan grandes, la Figura 3.2
muestra que, analizando en pequen˜a escala, las distribuciones posteriores son
extremadamente diferentes en la mayor´ıa de los casos.
En la Figura 3.2, para una visualizacio´n ma´s limpia, so´lo se ha utilizado la
posterior Dirichlet obtenida con la distribucio´n previa de Perks, pero la inter-
pretacio´n es la misma con las otras distribuciones previas objetivas (excepto
la distribucio´n previa de Haldane para el lote enfermo), como hemos visto en
la Figura 3.1.
Adema´s, podemos inferir que las distribuciones posterior de la probabilidad
de obtener tube´rculos con s´ıntomas leves de mancha negra, Figura 3.2 (b) y (e),
son las menos afectadas en ambos lotes. Sin embargo, el hecho de que la teor´ıa
Bayesiana pondere las informaciones de los datos (v´ıa verosimilitud) y de la
distribucio´n previa, hace que la inclusio´n de informacio´n en la distribucio´n
previa cambie la forma de la distribucio´n posterior, como se puede ver en las
gra´ficas de la Figura 3.2.
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Figura 3.2: Distribucio´n posterior marginal de la probabilidad de cosechar tube´rcu-
los asintoma´ticos [(a) y (d)], con s´ıntomas leves [(b) y (e)] y graves [(c) y (f)] de
mancha negra en lotes asintoma´tico y enfermo, respectivamente, utilizando la dis-
tribucio´n previa de Perks y de la distribucio´n previa Dirichlet(100, 100, 100).
Tambie´n en el aspecto comparativo, la Figura 3.3 muestra las diferencias
entre la probabilidad media posterior para cada tipo de tube´rculo en cada lote.
La Figura 3.3 deja claro el intento, mediante la informacio´n an˜adida por la
distribucio´n previa informativa, de equilibrar las probabilidades de cada tipo
de tube´rculo. Sin embargo, una vez ma´s, vale la pena destacar que el hecho
de que los datos sean muy informativos no permite que la distribucio´n previa
tenga un peso determinante en la construccio´n de la distribucio´n posterior.
El ana´lisis comparativo tambie´n se puede hacer a trave´s del ana´lisis gra´fico
de la distribucio´n posterior Dirichlet. La Figura 3.4 ilustra las diferencias pa-
ra esta distribucio´n posterior, en el lote asintoma´tico, cuando utilizamos la
29
Danilo Alvares da Silva CAPI´TULO 3. RESULTADOS Y DISCUSIO´N
Figura 3.3: Comparacio´n de la probabilidad media posterior de cosechar un
tube´rculo asintoma´tico, con s´ıntomas leves y graves de mancha negra obte-
nida a partir de la distribucio´n previa de Perks y de la distribucio´n previa
Dirichlet(100, 100, 100). Resultados de los lotes asintoma´tico y enfermo en las
gra´ficas (a) y (b), respectivamente.
distribucio´n previa de Perks o la distribucio´n previa Dirichlet(100, 100, 100).
Figura 3.4: Comparacio´n de la distribucio´n posterior Dirichlet (a) y su proyeccio´n
en el tria´ngulo simplex (b), para el lote asintoma´tico, de cosechar un tube´rculo
asintoma´tico, con s´ıntomas leves y graves de mancha negra obtenida a partir de la
distribucio´n previa de Perks y la distribucio´n previa Dirichlet(100, 100, 100).
Es fa´cil ver que las diferencias identificadas en la distribucio´n posterior
marginal (Figura 3.2) se destacan de forma integrada en la Figura 3.4. Adema´s
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de la influencia de la distribucio´n previa informativa Dirichlet(100, 100, 100) en
el intento de centralizar la distribucio´n posterior, estos gra´ficos dejan claro que
en el lote de simientes asintoma´ticas el tube´rculos con mayor probabilidad de
ser cosechado es el tube´rculo asintoma´tico (representado por θ1).
Ana´logamente, la Figura 3.5 muestra el mismo ana´lisis para el lote enfermo.
Figura 3.5: Comparacio´n de la distribucio´n posterior Dirichlet (a) y su proyec-
cio´n en el tria´ngulo simplex (b), para el lote enfermo, de cosechar un tube´rculo
asintoma´tico, con s´ıntomas leves y graves de mancha negra obtenida a partir de la
distribucio´n previa de Perks y de la distribucio´n previa Dirichlet(100, 100, 100).
Una vez ma´s las diferencias son bastante visibles entre la distribucio´n pos-
terior Dirichlet obtenida a partir de cada una de las dos distribuciones previas
analizadas. Adema´s, tambie´n podemos reforzar la idea de que al sembrar si-
mientes con manchas negras tenemos mayor propensio´n a cosechar tube´rculos
con s´ıntomas graves de mancha negra (representado por θ3).
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Desde el punto de vista agrono´mico, este estudio ha aportado fuertes evi-
dencias de que la seleccio´n de simientes asintoma´ticas es una buena decisio´n
para mejorar la produccio´n de tube´rculos de chufa comercializables y puede
considerarse como una medida preventiva inicial en la reduccio´n de tube´rculos
con mancha negra.
Desde un punto de vista estad´ıstico, hemos explorado el modelo Dirichlet-
multinomal a trave´s de las distribuciones previas objetivas – Dirichlet de Hal-
dane, de Perks, de Jeffreys y de Bayes-Laplace – que han mostrado ser equiva-
lentes en te´rminos aplicados. La excepcio´n es la distribucio´n previa de Haldane
que ha producido una distribucio´n posterior impropia en una etapa del estu-
dio. Adema´s, tambie´n se ha realizado un ana´lisis informativo para comparar
con los resultados de las distribuciones previas objetivas.
En suma, los modelos Dirichlet-multinomial Bayesianos con distribuciones
previas objetivas son adecuados para el problema propuesto y nos han permi-
tido obtener informacio´n relevante acerca de las mejoras en el cultivo de chufas
mediante seleccio´n de simientes asintoma´ticas.
L´ıneas futuras de investigacio´n
Este trabajo es un primer estudio estad´ıstico para identificar algunas ca-
racter´ısticas de las manchas negras en tube´rculos de la chufa. La estructura de
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los datos ha favorecido la exploracio´n de la sensibilidad de las distribuciones
previas Dirichlet objetivas para el modelo multinomial. Sin embargo, dada la
relevancia del tema estudiado, tanto metodolo´gico como aplicado, creemos que
ser´ıa interesante continuar el estudio y explorar algunas cuestiones interesantes
para trabajos futuros:
Incorporacio´n de covariables;
Ana´lisis de coste-efectividad de posibles tratamientos para la reduccio´n
o eliminacio´n de las manchas negras;
Inferencia predictiva en escenarios realistas;
Sensibilidad de los modelos Dirichlet-multinomial jera´rquicos.
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y[j,i,1:K] ~ dmulti(theta.per[j,1:K], N[j,i])
}
}














y[j,i,1:K] ~ dmulti(theta.jef[j,1:K], N[j,i])
}
}
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y[j,i,1:K] ~ dmulti(theta.bl[j,1:K], N[j,i])
}
}














y[j,i,1:K] ~ dmulti(theta.inf[j,1:K], N[j,i])
}
}
# Previa informativa (alpha=100)
for(j in 1:J){
theta.inf[j,1:K] ~ ddirch(alpha.inf[j,1:K])
for(l in 1:K){
alpha.inf[j,l] <- 100
}
}
}
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