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Introduction 
There exist two formulae for the exact computation of LRU Miss Rate. As early as 1971 W.F. 
King derived a formula to compute the fault probability (‘miss rate’) of LRU demand paging 
systems [King71]. And, in 1992, Flajolet et al. gave an integral formula of that probability 
[Flajolet92]. In their paper, Flajolet et al. mention that “King gave another form of that 
probability”, implying that they used a different method for counting the same thing. However, 
to our knowledge, a formal equivalence between these two formulae has never been established 
yet. In this paper we show a direct equivalence between the two by algebraic means. 
 
In both cases, hypotheses on the LRU system are the following: system is assumed to obey an 
Independent-Reference Model (IRM), i.e. cache accesses are independent of past history. 
Addresses of cache lines (or ‘pages’) are characterized by a ‘popularity’ distribution, i.e. a 
general probability law (not necessarily uniform). Finally, for readers familiar with HW design, 
the cache is fully associative (in other words, dealing with limited associativity such as in HW 
caches require the need of resorting to other models). 
 
In this short paper, we show the equivalence of the two afore-mentioned LRU Miss Rate 
formulas. Proof is based on a simple rewriting mechanism that makes use of a combinatorial 
identity on the permutations of a subset of probabilities proven in Lemma 1. 
In a final section, we give an extension to the equivalence of two other, and similar, formulas for 
the exact computation of the expected time of a partial collection in the coupon collector 
problem under a general probability law. 
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King Formula for LRU MR 
Notation 
We assume a probability law with general (non-uniform) distribution 1},..1{,
1
=∈ ∑
=
m
i
ii pmip . 
Probability law is often called ‘popularity’ of the addresses {1,..,m}. 
Original Formula 
King formula for the Miss Rate of an LRU cache of capacity j, 1<j<m is [King71] as follows 
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Miss rate is a summation over all the t-uples of size j, i.e. all the permutations of all the subsets 
of size j of the set {1, ..,m}. This Formula is also given in Fagin papers [Fagin77, Fagin78]. 
Rewriting of King Formula 
Let J be a subset of the set {1,...,m}, with j=|J|<m, we introduce the notation: 
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Noticing that ∑
∈Ji
ip is independent of the permutation of the subset J, King initial formula is 
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Flajolet Integral Formula 
Original formula 
An integral formula of the LRU Miss rate of a cache of size j is given by Flajolet et al. 
([Flojolet92] Theorem 5.1 pg. 219):  
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where [uj]f(u) denotes the coefficient of uj in the polynomial f(u). It can be re-written using 
successively variable change x=e-t , distribution of the sum, computation of uj coefficient and 
distribution of the integral: 
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We now define the following lemma which is proven in Appendix 1. It allows us to relate the 
two MR formulae using the quantity IJ defined above. 
Lemma 1 
Let J be a subset J of size j of the set {1,…,m}, 1≤j<m. It holds that: dxxI
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Rewriting of Flajolet et al. formula 
Using Lemma 1, Flajolet et al. formula is: 
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2]1[1  (obviously a cache of capacity 1 hits only for 
successive accesses to the same address) IJ notation can be extended to null set with: 1=∅I . 
Also since Miss Rate is null for a capacity j=m, it holds that 1
||0
2
=





∑ ∑
<≤ ∉mK Ki
iK pI , so MR[j] can 
also be expressed as follows: ∑ ∑
<≤ ∉






mJj Ji
iJ pI
||
2
. 
At first sight, King formula may seem more tractable than that of Flajolet et al. since the 
summation is performed on a single value j and not on a subset [0,j[ or [j,m[. However this is 
very arguable since both expressions require the enumeration of all subsets which is intractable. 
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Equivalence of King and Flajolet formulas 
Equivalence of these two formulas reduces to proving that: ∑ ∑∑ ∑
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Uniform Distribution 
Let us first reassure ourselves all this makes sense with a simple uniform distribution (pi=1/m for 
all i). Using variable change X=x1/m (i.e., mXm-1dX=dx), it follows that:  
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And Flajolet et al. on the other hand: 
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Before proving the equivalence in the general case, we first introduce the following lemma 
which is proven in Appendix 2. 
Lemma 2  
Let J be a subset of the set {1,…,m} of size j<m, and F be a numerical function. It holds that: 
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Equivalence of King and Flajolet formulas in general case 
We give the proof of equivalence for a general distribution: ∑ ∑∑ ∑
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Also note that for j=m-1:  ( ) ( )∑∑
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Application to CCP expectation of a partial collection 
Flajolet et al. Integral Formula for CCP expectation 
For a general (non-uniform) distribution 1},..1{,
1
=∈ ∑
=
m
i
ii pmip , Flajolet et al. have given a 
formula for the expected waiting time to collect j items out of m (‘partial collection’) of the 
coupon-collector problem: 
Expected time is ([Flajolet92] 13a p.216):  [ ]∑ ∏∫
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f(u).  It is obvious that 0}{ 0 =CE  and 1}{ 1 =CE . 
Let us notice that formula has a simple recurrence relation: 
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In the sequel, we denote this expression }{ jE∆ . Using Lemma 1 and IJ notation, it follows that: 
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In their paper, Flajolet et al. also give a symmetric functions expression (or a variant of it, after 
index change) 
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where PJ is the sum of the probabilities of the subset J.  
Alternative formula from Ferrante et al. 
An alternative formula for the expectation of a partial collection, noted E[Xm(k)] – equivalent of 
Flajolet E{Ck} - and based on conditional probabilities is given in Proposition 2 page 7 of paper 
[Ferrante12]. It is very similar to King Formula for the LRU miss rate calculation since it 
requires the enumeration of all the permutations of all the subsets. Expectation for a partial 
  
C.BERTHET Page 7 7/5/2016 
 
collection of size k out of m is defined as: ∑
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Again, there is a very simple recurrence relation E[Xm(k)]= E[Xm(k-1)]+E[Xk] (assuming 
E[X1]=1). 
Equivalence of Flajolet et al. E{Cj} and Ferrante&al. E[Xm(j)] 
For a uniform probability
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For j=2, whatever m≥2, equivalence is readily obtained by computation of the sums of Flajolet et 
al. symmetric functions expression: 
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More generally, identity of Flajolet et al. and Ferrante et al. relations for any j≤m can be stated 
simply by noticing that ∑
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Conclusion 
Using algebraic means we have shown the identity of two formulas for the exact computation of 
LRU miss rate and two other formulas for the expectation of a partial collection in CCP.  
Both identities make use of a combinatorial relation on the permutations of a subset proved in 
Appendix 1. 
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Appendix 1:  Proof of Lemma 1 
Let J be a subset J of size j of the set {1,…,m}, 1≤j<m. We want to prove that: 
∑∫ ∏
−−−−−−
=





−
∈
−
ofJiii
npermutatio iiiiii
iii
Ji
p
j
j
ji
pppppp
ppp
dxx
},..,{
1
0
21
21211
21
)..1)..(1)(1(
..)1(  
 
For sake of simplicity of notation, we note {1,2,…,j} the subset J.  
Identity is easily proven for j=1 and j=2 by expanding and evaluating the integrals. 
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At this point we assume the induction hypothesis holds for the two integrals, both of them being 
indexed by j. For the first integral, notice that:  
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Now, since in a subset of size j+1, there are (j+1) permutations for each permutation of a subset J 
of size j, we can enumerate all the possible positions of element j+1: 
 
∑∑






















−
++
−−
+
−−−
+
−−−−
=
+
+
++
+
+++
+
++++
+
+∪
+
+
+
ofJiii
npermutatio
jiiii
jiii
jijiii
ijii
jijijii
iiji
jijijij
iiij
jJ
ofiii
npermutatio iii
iii
j
jj
j
j
j
j
j
j
j
j
j
j
pqqqq
pppp
pqpqqq
pppp
pqpqpqq
pppp
pqpqpqp
pppp
qqq
ppp
},..,{
1
1
11
1
111
1
1111
1
}1{
},..,{ 21
21
21
221
21
211
21
21
21
121
121
121
)(..
..
..))..((
..
))..()((
..
))..()()(1(
..
..
..
 
 
Lemma 1 holds if and only if we can prove that Rj+1 and  ∑
+∪+
+
+
}1{},..,{ 121
121
121
..
..
jofJiii
npermutatio iii
iii
j
j
j
qqq
ppp
 are the same 
expression, in other words, for each permutation of J, the following holds: 




















−
++
−−
+
−−−
+
−−−−
=−
−−−−
+++
+++
++++
+
++++
)(..
1
..))..((
1
))..()((
1
))..()()(1(
1
..
1
))..()()(1(
1
111
111
1111
1
1111
21221
211
21
2121
jiiiijijiii
jijijii
jijijij
j
iiijijijij
pqqqqpqpqqq
pqpqpqq
pqpqpqp
p
qqqpqpqpqp
jjj
j
j
jj
 
Which simplifies to: 














−
++
−−
+
−−−
=−
−−−
+++
+++
+
+++
)(..
1
..))..((
1
))..()((
1
..
1
))..()((
1
111
111
1
111
21221
211
2121
jiiiijijiii
jijijii
j
iiijijiji
pqqqqpqpqqq
pqpqpqq
p
qqqpqpqpq
jjj
j
jj
 
Hence Lemma 1 holds if and only if: 
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( )))..()((..)(....
))..()((..
11111
111
121132
2121
+++++
+++
−−−++−+
=−−−−
−
jijijijiiiiij
jijijiiii
pqpqpqpqqqqqp
pqpqpqqqq
jjj
jj
 
Without loss of generality we simply note {p1,p2,..,pj} the permutation and consequently 
{q1,q2,..,qj} the intermediate variables.  
Noting X=pj+1 and with the convention that a product is equal to 1 if it is an empty product (i.e., 
the index range is empty) previous equality is equivalent to: 
∑ ∏∏∏∏
= +=
−
===




















−=−−
j
i
j
ik
k
i
k
k
j
i
i
j
i
i qXqXXqq
1 1
1
111
)()( . 
It holds if and only if the polynomial coefficients (noted [Xn] as usual) of both sides are equal 
LHSXRHSX nn ][][ =  for any n, 0≤n≤j. 
This is obviously true for n=0 since: 0
11
=− ∏∏
==
j
i
i
j
i
i qq .  
For n=1, we obtain the identity: ∑ ∏∏∏∑
= +=
−
=
≠
==




















=










−−
j
i
j
ik
k
i
k
k
j
ik
k
k
j
i
qqq
1 1
1
111
)( .  
For the general case, one obtains on the left hand side: 
( ) ∑ ∏∏
−=
⊆ ∈
+
=
−=−−=
njJ
jJ Ji
i
n
j
i
i
nn qXqXLHSX
||
},..1{
1
1
1))(]([][  
and on the right hand side: 
( )
∑ ∏∏∑ ∏∏
∑ ∏∏
= =
−
== +==
= +=
−
=




















−+



















−−=




















−+−−=
j
i
j
ik
k
i
k
k
j
i
j
ik
k
i
k
k
j
i
j
ik
k
i
k
kii
qXqqXq
qXqqXqRHS
1
1
11 11
1 1
1
1
)()(
)()(
 
The n-th coefficient of the first sum is null for index i<n and that of the second sum is null for i-
1<n hence (noting ∏
∈
=
Ji
iJ qQ and ∏
=
=
j
ik
k
j
i qQ ): 
( ) ( )∑ ∑∑ ∑
+=
−−=
−⊆=
+
−=
⊆ 



















−+




















−−=
j
ni
j
i
niJ
iJ
J
n
j
ni
j
i
niJ
iJ
J
nn QQQQRHSX
1
1||
}1,..,1{
1
||
},..,1{
11][ . 
Changing the index of the second summation (to i-1) gives: 
( ) ( )∑ ∑∑ ∑
−
=
+
−=
⊆=
+
−=
⊆ 



















−+




















−−=
1
1
||
},..,1{
1
||
},..,1{
11][
j
ni
j
i
niJ
iJ
J
n
j
ni
j
i
niJ
iJ
J
nn QQQQRHSX  
The two summations differ only by their upper bounds, thus: 
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( ) LHSXQQRHSX njj
njJ
jJ
J
nn ][1][ 1
||
},..,1{
1
=




















−= +
−=
⊆
+ ∑ since by convention jjQ 1+ is 1. 
This completes the proof of identity.                                                                                QED. 
 
Appendix 2: Proof of Lemma 2 
Let J be a subset J of size j<m of the set {1,...,m}, j<m, and F a numerical function. We want to 
prove that:                       ∑ ∑∑∑
+= ∈= ∉
−=
1||||
}){,(),(
jJ JijJ Ji
iJiFJiF  
For j=1:  ∑∑∑ ∑∑ ∑
≤<≤≤<≤=
≠
== ∉
+=










=
mijmji
m
j
m
ij
ijJ Ji
jiFjiFjiFJiF
111 1}{
}){,(}){,(}){,(),(  
.}){,(}){,(}){,(}){,(}){,(
},{1 111
∑ ∑∑ ∑∑∑
= ∈= +=≤<≤≤<≤
−=







+=+=
jiJ Jk
m
j
m
jimjimji
kJkFijFjiFijFjiF  
In the general case J={i1,i2,…ij}, sum has j+1 terms: 
 
∑∑∑∑∑∑
≤<<<≤≤<<<≤≤<<<≤≤<<<≤= ∉
++++=
mkiiimikiimiikimiiikjJ Jk jjjj
JkFJkFJkFJkFJkF
..1..1..1..1|| 21212121
),(),(..),(),(),(  
Then denoting K the set {i1,i2,…ij,k}: 
.}){,(
}){,(}){,(..}){,(}){,(),(
1||
1||1||1||
22
1||
11
||
∑ ∑
∑∑∑∑∑∑
+= ∈
+=+=+=+== ∉
−=
−+−++−+−=
jK Ki
jKjK
jj
jKjKjJ Jk
iKiF
kKkFiKiFiKiFiKiFJkF
                                                                                                                                                QED. 
