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 RESUMO 
Este trabalho consiste em analisar o cenário de um pequeno Data Center responsável pelas 
operações de um dos maiores provedores de internet da região do Vale do Taquari, 
verificando as condições de todos os seus subsistemas, onde destacam-se o elétrico, 
refrigeração e UPS, para que posteriormente seja possível propor melhorias na sua 
infraestrutura física, visando aplicar boas práticas, normas técnicas para Data Centers, meios 
que proporcionem bons índices de eficiência energética, e consequentemente diminuir seus 
custos de operação e prevenir indisponibilidades. Foi necessário que uma série de dados 
desses subsistemas fossem coletados para então medir parâmetros, tais como carga elétrica e 
temperatura, e a partir deles traçar objetivos que propiciem o atingimento dos níveis 
desejados. Em algumas situações necessitou-se coletar algumas informações de maneira 
manual, situação que obrigou a tabulação de informações, enquanto outras puderam ser 
obtidas de maneira automatizada, utilizando sensores e micro controladores que, após 
receberem uma programação adequada, permitiram extrair, interpretar e plotar dados em 
gráficos. Para obter sucesso neste objetivo, inicialmente foram abordados os principais 
tópicos de projeto de Data Centers referenciados por vários autores atuantes no meio, para 
que, baseado nessa bibliografia, fosse possível levantar informações sobre eficiência 
energética para Data Centers e posteriormente verificar meios que permitam gerir parâmetros 
de desempenho dos subsistemas do site. Posteriormente existe uma relação da teoria estudada 
com a prática realizada, obtendo-se resultados a partir de cálculos com os dados extraídos das 
análises e relacionando-os com algumas métricas, além de permitir que o cenário estudado 
seja comparado com outros estudos de caso. É através da obtenção desses resultados que são 
apontados erros e acertos, falhas e êxitos do ambiente avaliado. 
 
Palavras chave: Data Center, Projeto de Infraestrutura, Eficiência Energética. 
 ABSTRACT 
This work consists of analyzing the scenario of a small Data Center responsible for the 
operations of one of the largest internet providers in the Vale do Taquari, verifying the 
conditions of all its subsystems, where it stands out the electric, refrigeration and UPS, so that 
later it is possible to propose improvements in its physical infrastructure, aiming to apply 
good practices, technical standards for Data Centers, means that provide good indices of 
energy efficiency, and consequently decrease their operating costs and prevent unavailability. 
It was necessary that a series of data of these subsystems be collected to then measure 
parameters, such as electric charge and temperature, and from them to set goals that will 
achieve the desired levels. In some situations it was necessary to collect some information 
manually, a situation that forced the tabulation of information, while others could be obtained 
in an automated way, using sensors and micro controllers that, after receiving adequate 
programming, allowed to extract, interpret and plot data In graphics. In order to achieve this 
goal, the main data center design topics referenced by several authors working in the 
environment were initially addressed, so that, based on this bibliography, it was possible to 
gather information on energy efficiency for Data Centers and later verify means to manage 
parameters Site subsystems. Afterwards, there is a relation between the theory studied and the 
practice performed, obtaining results from calculations with the data extracted from the 
analyzes and relating them with some metrics, in addition to allowing the scenario studied to 
be compared with other case studies. It is through obtaining the results that are pointed out 
errors and correctness, failures and successes of the assessed environment. 
 
Keywords: Data Center, Infrastructure Project, Energy Efficiency. 
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1 INTRODUÇÃO 
Com a popularização dos computadores, smartphones e internet de banda larga, tanto 
fixa quanto móvel, há um aumento crescente do volume de informações e serviços 
disponíveis na internet e nas redes sociais, e o uso de aplicações e de serviços disponíveis nas 
redes de computadores torna-se imprescindível no dia a dia das pessoas e empresas. 
A rápida evolução dos sistemas computacionais, da internet e da computação em 
nuvem, tem gerado uma enorme demanda por bases de dados confiáveis e velozes e um 
elemento fundamental nesse ambiente são os centros de dados, atualmente denominados Data 
Centers. 
Nesse sentido, serviços de hospedagens e afins encontrados na internet permitem que 
mesmo empresas pequenas, sem qualquer tipo de infraestrutura, loquem espaços em 
servidores e disponibilizem suas aplicações através da rede mundial de computadores.  
Por outro lado, existem organizações que necessitam de infraestrutura própria para 
operarem os seus computadores, sistemas e afins. Em muitos casos, ter a própria estrutura 
pode dar mais agilidade e confidencialidade às informações, afinal elas ficam mais próximas 
dos interessados e não estão sob os cuidados de terceiros. 
Porém, para que isso não se torne um problema, a empresa que opera um Data Center 
próprio precisa ter condições financeiras e técnicas para mantê-lo. A inexperiência, falta de 
visão de TI, de apoio do alto escalão e de conhecimentos na área podem ser fatores decisivos 
para projetos mal elaborados e executados, que não preveem normas técnicas e boas práticas 
(MACHADO, 2016). 
Foi-se a época em que se construía uma rede sem planejamento, sem elaboração de um 
projeto formal, sem a utilização de métodos e sem engenharia (SANTOS, 2014). Conforme 
Lima (2014, p.3), “um projeto de Data Center deve considerar o valor que ele representa para 
a organização, com base na informação e no conhecimento do serviço”.  
Monitorar ativos de rede e serviços de TI é algo que vem crescendo, as organizações 
estão percebendo que é fundamental ser proativo, porém, em muitos casos, esse tipo de 
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gerência é insuficiente. Controlar informações do ambiente é mais raro, são poucas empresas 
que dispõem de meios eficientes para controlar o ambiente que aloja seus recursos vitais de 
TI, como por exemplo monitoramento de temperatura, tensão elétrica, umidade, carga de TI e 
outros. 
Outro fator que não tem sido preocupação para muitos profissionais de TI é controlar o 
nível de eficiência energética dos seus equipamentos e sistemas. Sabe-se que os Data Centers 
são em sua maioria altos consumidores de energia elétrica, pois precisam operar 24 horas por 
dia, 7 dias por semana, durante os 365 dias do ano, preferencialmente, de maneira 
ininterrupta, sendo um desafio para esse profissional encontrar um ponto de equilíbrio entre 
consumo de energia elétrica sustentável e alta disponibilidade. 
Por esses motivos, monitorar o ambiente, ter um layout adequado no posicionamento 
dos racks, um sistema de refrigeração eficiente e gerir recursos computacionais são fatores 
que podem aumentar a disponibilidade do sistema, assim como a vida útil das instalações e 
por consequência, aumentar a qualidade do serviço disponibilizado no Data Center. 
1.1 Descrição do problema e motivação 
Esta monografia procura referenciar métodos de projeto e implementações descritas 
em normas, tendo em vista que a fonte de renda da empresa estudada são os serviços 
entregues sobre os equipamentos instalados no seu Data Center.  
Com um grande tráfego de banda IP, a empresa, que solicitou ter o seu nome 
preservado, teve a infraestrutura física do seu core de rede concebida sem seguir as 
recomendações descritas por normas técnicas. A estrutura foi concebida em meados de 2001, 
muito tímida, com poucos equipamentos. Atualmente já é de vital importância e sustenta a 
conexão e serviços de milhares de clientes. 
A falta de documentação da infraestrutura já mostrou ser um problema real, 
proporcionando situações em que falhas ocasionaram desgastes no corpo técnico e prejuízos 
indiretos à empresa devido ao alto tempo de reparo. Portanto o levantamento de informações 
que não existiam antes, além de auxiliar como base para este trabalho, deixa um legado para a 
empresa, que passa a contar com uma documentação de sua infraestrutura. 
Sabe-se que o cenário corporativo exige que as organizações façam o máximo possível 
com o mínimo de recursos. O fator eficiência energética também remete redução de despesas, 
fazendo com que o custo operacional diminua, permitindo que essa economia propicie 
investimentos em projetos de melhorias e ampliações de serviços. Em um cenário onde se fala 
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em retração e cortes, surge a oportunidade de reavaliar algumas situações, propondo um 
melhor uso de recursos energéticos, reduzindo despesas operacionais.  
Por trabalhar na área de infraestrutura da empresa, por ter acesso irrestrito ao Data 
Center, conhecer a estrutura e saber da importância deste ambiente em relação à sua condição 
atual, surge deste trabalho a oportunidade de colocar em prática alguns dos conhecimentos 
adquiridos durante o curso de Engenharia da Computação.  
A principal referência normativa para fundamentar as adequações da estrutura, foi a 
Telecommunications Indsustry Association (TIA), ou Associação das Indústrias de 
Telecomunicações, relevante associação comercial que representa a indústria da informação e 
comunicação, desenvolvendo normas, iniciativas políticas e eventos. Todas as normas 
credenciadas por essa associação são supervisionadas pela American National Standards 
Institute (ANSI), ou Instituto Nacional Americano de Padrões, responsável por homologar 
normas e padrões dos mais diversos setores como o da indústria, comércio e agricultura nos 
Estados Unidos, e muito difundido através do mundo por outros institutos regionais, como no 
caso do Brasil, através da Associação Brasileira de Normas Técnicas (ABNT).  
1.2 Objetivo geral 
Este trabalho consiste em analisar o cenário de um pequeno Data Center responsável 
pelas operações de um dos maiores provedores de internet da região do Vale do Taquari, 
verificando as condições de todos os seus subsistemas, onde destacam-se o elétrico, 
refrigeração e UPS, para que posteriormente seja possível propor melhorias na sua 
infraestrutura física, visando aplicar boas práticas, normas técnicas para Data Centers, meios 
que proporcionem bons índices de eficiência energética, e consequentemente, diminuir seus 
custos de operação, prevenindo indisponibilidades. 
1.3 Objetivos específicos 
Os objetivos pontuais do projeto são: 
 Identificar a estrutura atual do ambiente onde está instalado o Data Center; 
 Avaliar e mensurar o consumo de energia atual; 
 Identificar ações que permitam reduzir o consumo de energia elétrica; 
 Sugerir melhorias na infraestrutura, principalmente na estrutura elétrica, 
sistema de refrigeração, cabeamento e layout da sala de computadores. 
 Sugerir soluções em automação e monitoramento no Data Center. 
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1.4 Organização do trabalho 
O presente trabalho está organizado em capítulos. Após esta introdução, apresenta-se o 
referencial teórico, contendo a fundamentação base relacionada ao tema proposto, utilizando 
literaturas e artigos que irão contribuir para o atingimento do objetivo do trabalho. No 
capítulo 3 aborda-se a metodologia utilizada para o desenvolvimento do projeto. O capítulo 4 
mostra a situação do cenário atual do Data Center. No capítulo 5 são realizadas coletas de 
dados que em seguida são analisadas. No capítulo 6, são apontadas possíveis oportunidades 
de melhorias a serem realizadas com base nos dados coletados e analisados e por fim, o 
capítulo 7 apresenta as considerações finais obtidas com base em todo o estudo realizado 
nessa monografia. 
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2 REVISÃO DE LITERATURA 
Esta etapa do trabalho apresenta o embasamento teórico por meio de referências 
bibliográficas, fundamentando e teorizando a temática do trabalho e dando suporte para 
elaboração das etapas posteriores do projeto. No tema Data Center são abordados conceitos de 
projeto, distribuição elétrica, climatização, cabeamento, espaços, componentes de 
infraestrutura, gerenciamento, classificações, normas técnicas, boas práticas e eficiência 
energética.  
2.1 Sobre os Data Centers 
Segundo Faccioni Filho (2016), os Data Centers vêm se tornando um elemento 
fundamental na evolução dos sistemas computacionais, da internet e da computação em 
nuvem. Devido a uma rápida evolução nesses sistemas, os conceitos de Data Center e 
infraestrutura mudaram bastante, e hoje estão consolidados em normas, cujas recomendações 
concentram orientações para que haja maior disponibilidade dos serviços nesses centros de 
dados. 
Com a popularização do computador pessoal, a criação das redes locais (LAN), da 
internet, da adoção da World Wide Web (WWW) e com o aumento do poder de 
processamento e armazenamento dos servidores, deu-se início ao modelo cliente-servidor, o 
que trouxe à tona o conceito de Data Center, com a utilização de tecnologias padronizadas. 
Com a consolidação de protocolos e padrões, a forma de construir e gerenciar um Data Center 
já foi alterada várias vezes desde o surgimento do conceito (VERAS, 2010). 
De acordo com Marin (2013), Data Centers são ambientes de missão crítica que 
abrigam equipamentos responsáveis pelo processamento e armazenamento de informações 
nos mais variados tipos de organizações, como por exemplo, empresas privadas, órgãos 
públicos, escolas, hospitais, entre outros. 
O Data Center é o sucessor do antigo Centro de Processamento de Dados (CPD), 
termo comum nas décadas de 1970 e 1980, porém com algumas diferenças. Um Data Center 
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pode conter vários servidores, ao contrário de um grande computador central (mainframe), ou 
poucos computadores de um CPD. Outra diferença é que com o avanço da informática, a 
capacidade de processamento dos modernos centros de dados é muito maior do que a dos 
antigos CPDs (ZUCCHI; AMÂNCIO, 2013). 
Diferentemente dos CPDs, cujo conceito era ter um espaço para abrigar computadores, 
os modernos Data Centers, além de abrigarem os computadores, constituem-se de salas que 
abrigam os demais equipamentos de infraestrutura, sistemas de energia e refrigeração 
dedicados, sistemas de segurança patrimonial, sistemas de monitoramento e gerência de todos 
esses itens (FACCIONI FILHO, 2016). 
Para Marin (2013), um Data Center é a estrutura como um todo, não somente o espaço 
para acomodação dos equipamentos críticos de TI (Tecnologia da Informação), incluindo 
servidores, dispositivos de redes e de armazenamento. Este espaço ocupado é denominado 
sala de computadores, ou computer room, portanto um Data Center constitui também os 
seguintes sistemas: 
 Sala de computadores (computer room); 
 Ar condicionado e controle ambiental; 
 Distribuição elétrica e UPS; 
 Automação do edifício; 
 Detecção e supressão de incêndio; 
 Segurança e controle; 
 Espaços de suporte (operação de rede), entre outros. 
Abaixo a Figura 1 representa o conceito de topologia de um Data Center baseado na 












Figura 1 – Serviços de Data Center 
 
Fonte: Elaborado pelo autor, baseado em Faccioni Filho (2016). 
 Faccioni Filho (2016) explica que a sala de computadores abriga os racks em que 
ficam instalados os computadores, servidores e outros ativos relacionados à rede e ao 
processamento de informações. O ambiente de telecomunicações acomoda equipamentos que 
permitem conectar os sistemas de computadores do Data Center com outras redes externas, 
sendo a rede da internet a mais comum delas. 
O autor afirma ainda que as salas, espaços ou ambientes destinados a energia são 
locais onde são colocados painéis e quadros de distribuição, sistemas de nobreak e UPS, 
grupo motor gerador e outros equipamentos relacionados ao fornecimento de energia elétrica. 
A sala de ar condicionado abriga o sistema de refrigeração e ventilação, além de outros 
componentes e acessórios diversos relacionados. A sala de suporte é onde se controla e 
gerencia o Data Center e seus sistemas de automação, segurança, proteção a sinistros, entre 
outros (FACCIONI FILHO, 2016). 
Com usuários e aplicações solicitando cada vez mais armazenamento de dados e 
processamento, muitos Data Centers atualmente em operação atingiram a sua capacidade 
máxima, pois já estão ativos há alguns anos, o que faz com que os profissionais de TI 
procurem novas tecnologias, além de obrigá-los a rever o planejamento e a arquitetura dos 
sites atuais (VERAS, 2010). 
Ainda para Veras (2010), os Data Centers podem ser categorizados pelo seu porte, ou 
seja, pelo seu tamanho, ou pela posse (propriedade do Data Center). Faz-se uma 
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caracterização mais ampla quando por porte, onde não se faz distinção se ele é privado ou 
operado por terceiros. Neste caso, a caracterização dá-se da seguinte maneira: 
● Data Center empresarial; 
● Data Center de médio porte; 
● Data Center local; 
● Sala de servidores; 
● Armário de servidores. 
Quando caracterizados por propriedade, surgem mais duas subcategorias (VERAS, 
2010):  
● Enterprise Data Center (EDC); 
● Internet Data Center (IDC). 
Portanto, o Data Center de uma organização é um ambiente de extrema importância, 
que deve ser planejado e classificado conforme suas características, referenciando de maneira 
ampla toda a infraestrutura do site e não somente o espaço que abriga os equipamentos 
críticos de TI. 
Abaixo são detalhadas algumas características das subcategorias dos Data Centers. 
2.1.1 Enterprise Data Centers 
Os Enterprise Data Centers (EDCs) pertencem e são operados por organizações 
privadas ou agências governamentais e têm como objetivo principal armazenar dados internos 
dessas instituições. É a modalidade mais comum de ser encontrada (VERAS, 2010). 
Segundo Furukawa (2015), os EDCs normalmente estão instalados no mesmo local 
onde a empresa ou organização está estabelecida e geralmente apresentam poucos 
componentes de redundância. 
2.1.2 Internet Data Centers 
Marin (2013) coloca que os Internet Data Centers (IDCs) normalmente possuem 
grande densidade de equipamentos críticos de TI, possuem sistemas redundantes que 
garantem a continuidade dos serviços no caso de alguma falha na infraestrutura. Possuem 
storages (equipamento para armazenamento de dados em grande quantidade) e focam na 
entrega de serviços à terceiros (clientes). 
Conforme Veras (2010), um IDC é operado e pertence a um provedor de serviços de 
telecomunicações, que tem como principal meio de comunicação a Internet. 
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Veras (2010), destaca também duas modalidades de serviços oferecidas pelos IDCs: 
collocation e hosting. 
2.1.2.1 Data Centers Collocation 
Os Data Centers do tipo collocation proporcionam a infraestrutura física pronta, como 
por exemplo espaço, instalações elétricas, sistemas de refrigeração e segurança para que seu 
cliente instale os seus equipamentos de TI, mas a responsabilidade de operação e instalação 
desses equipamentos é do cliente (FURUKAWA, 2015). As principais características desse 
tipo de Data Center são: 
 Ocupam espaços muito maiores do que os EDCs e IDCs convencionais; 
 Tem menor densidade de equipamentos na sala de computadores; 
 A segurança é um fator fortemente trabalhado nos projetos de Data Centers 
collocation, pois mais clientes podem ocupar espaços próximos, o que pode 
facilitar a ação de intrusos. 
Conforme Veras (2010), a contratação de um serviço de Data Center collocation pode 
ser flexível conforme a necessidade do serviço a ser ocupado. Para isso estabelecem-se 
contratos definindo os termos e condições, onde é colocado claramente o escopo dos serviços 
do lado locador e locatário. 
2.1.2.2 Data Centers Hosting 
De uma maneira simples, empresas de hospedagens (hosting), possuem e operam 
equipamentos de TI e, através dessa estrutura, alugam seus servidores ou espaços virtuais para 
seus clientes. Os clientes normalmente possuem uma grande variedade de opções, o que 
normalmente caracteriza uma contratação de serviços categorizados em planos (GENG, 
2015). 
Segundo Veras (2010), serviços de hosting oferecem além da infraestrutura física, 
disponibilizando também hardware, software, armazenamento e backup. É indicado para 
organizações que desejam aperfeiçoar seus recursos financeiros, pois não exige investimentos 
de manutenção das infraestruturas, tanto de instalações físicas quanto de hardware e software, 
além de contar com profissionais do provedor para serviços de suporte e manutenção. 
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2.2 Projeto da infraestrutura de um Data Center 
Os ambientes físicos de Data Centers podem ser considerados de aplicação comercial, 
porém os critérios de projeto da sua infraestrutura se diferem dos utilizados em edificações 
comerciais típicas. Portanto, deve haver diferenças no projeto de infraestrutura de um Data 
Center se comparado a uma infraestrutura de um prédio comercial (MARIN, 2013). 
Muitos especialistas, estudos e relatórios evidenciam diferentes fatores importantes 
para a decisão do local de instalação de um Data Center. Eficiência de operação e custos são 
os principais no sentido da escolha de onde construir e manter a infraestrutura. Nessa linha, 
optar por locais com fornecimento de energia de qualidade, infraestrutura de 
telecomunicações e outros, afetarão os custos (ROSSI, 2012). 
Conforme Zucchi e Amâncio (2013), um Data Center precisa ser bem planejado. O 
aumento da quantidade de computadores aumentará a quantidade de conexões, e o ambiente 
pode se tornar mais dinâmico do que se imaginava à primeira vista. Equipamentos vão se 
tornando obsoletos e surgem outros que demandam novas interfaces de conexão e novos tipos 
de ligações. Por isso, deve haver equilíbrio de conhecimento das tendências tecnológicas, 
padronização e modularidade. 
A maneira mais adequada de pensar um Data Center deve ser em termos de serviços. 
A qualidade dos dispositivos utilizados irá influenciar os níveis de serviço que serão 
entregues aos processos e às aplicações (VERAS, 2010). 
Veras (2010) coloca que a meta de um projeto de um Data Center é obter resiliência, 
ou seja, atender a demanda de maneira efetiva, tornar o negócio flexível e com isso, reduzir o 
custo de propriedade, o Total Cost of Ownership (TCO). Para atingir essa meta, devem ser 
considerados como critério os fatores desempenho, disponibilidade, escalabilidade, segurança 
e gerenciabilidade. 
Todos os dispositivos que compõem o Data Center devem utilizar esses critérios para 
o seu dimensionamento, para que definam a qualidade dos serviços a serem providos para as 
aplicações. Os serviços devem ser projetados para que funcionem em conjunto (integrados), 
atendendo assim as demandas das aplicações e, por consequência, as demandas dos processos 
organizacionais (VERAS 2010). 
Conforme Marin (2013), o foco de um projeto de infraestrutura de um Data Center 
está nos requisitos de engenharia, e não na arquitetura do site. Por serem ambientes de missão 
crítica e possuírem uma carga de TI elevada, o que gera um alto consumo energético em 
Kilowatt (kW), os requisitos são basicamente os seguintes: 
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● Distribuição elétrica; 
● Climatização; 
● Cabeamento de rede e telecomunicações; 
● Sistemas de controle do site; 
● Sistemas de segurança do site. 
Ainda segundo Marin (2013), o primeiro passo para definir os requisitos de projeto de 
um Data Center é identificar os seus níveis de disponibilidade e redundância. Essas 
características estão diretamente ligadas à topologia de implementação dos seus sistemas 
críticos. O planejamento e a seleção do local incluem os espaços para a distribuição elétrica, 
sala de baterias, ar condicionado, espaços para suporte, acomodação de racks e circulação de 
pessoas. 
Para Faccioni Filho (2016), uma visão dos componentes de um Data Center que 
devem ser considerados em um projeto pode ser dada através dos seus diversos subsistemas. 
Eles são interdependentes e formam um sistema complexo, onde a falha de qualquer um deles 
pode afetar outro subsistema, ou até mesmo paralisar todo o Data Center. Os principais 
subsistemas são: 
● Cabeamento estruturado; 
● Racks e piso elevado; 
● Gerenciamento e monitoramento; 
● Segurança, como Circuito Fechado de Televisão (CFTV) e incêndio; 
● Geradores de energia; 
● Nobreaks; 
● Ar condicionado; 
● Estrutura civil. 
Marin (2013, p.22) destaca ainda que “dada a natureza de um Data Center, pode-se 
considerar a distribuição elétrica como o sistema mais crítico do site e que merece atenção 
especial”. Os Data Centers precisam atender crescentes demandas de cargas elétricas, devido 
à alta densidade de servidores, equipamentos de armazenamento de dados e de núcleo de rede. 
Grande parte da energia consumida por esses elementos é convertida em calor, que 
deve ser retirado da sala de computadores para garantir condições seguras de operação dos 
equipamentos de TI instalados no local. Altas temperaturas na computer room podem causar 
falhas nos servidores, superaquecimento e desligamentos, causando a parada parcial ou total 
dos serviços (MARIN, 2013). 
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Também conforme Marin (2013), devido à alta densidade de conexões, o cabeamento 
estruturado é outro fator que deve receber atenção no projeto. Ele deve ser projetado de modo 
que permita conexões de alta velocidade entre os servidores e deve prever conexões em cobre 
e fibras ópticas. 
De acordo com Faccioni Filho (2016), a partir da consolidação das normas e criação 
de padrões, houve uma grande evolução na indústria da construção de infraestrutura para Data 
Centers, e criaram-se parâmetros de custos de acordo com os resultados esperados para eles 
em termos de disponibilidade ou operação. 
Os custos de um Data Center dependerão de diversos fatores, tais como a 
disponibilidade desejada, que podem variar muito conforme riscos e falhas, do seu tamanho e 
dos ativos envolvidos. Por isso existem muitos esforços de projeto para implantação e 
gerenciamento contínuo da operação. A Figura 2 apresenta uma estimativa de custos 
proporcionais dos diversos subsistemas que compõem um Data Center. 
Figura 2 – Estimativa de custos proporcionais de um Data Center 
 
Fonte: Elaborado pelo autor, baseado em Faccioni Filho (2016). 
Segundo Marin (2013), apesar de não haver normatização para métodos de projetos 
para Data Center, destacam-se dois normalmente adotados: 
● Método de projeto independente; 
● Método turn-key. 
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2.2.1 Projeto independente 
Neste método o projetista é um profissional ou uma entidade responsável 
exclusivamente pelo projeto, deixando a execução da instalação e implementação sob a 
responsabilidade de outros profissionais ou empresas, assim o usuário irá manter um contrato 
com a empresa responsável pelo projeto e outro com a empresa de execução da obra. 
(MARIN, 2013).  
2.2.2 Projeto turn-key 
No modelo turn-key uma única empresa ou entidade é responsável pelo projeto 
completo, desde arquitetura e engenharia a construção e implementação. Este modelo é 
adotado quando o fator prazo é o maior determinante para o sucesso do projeto, já que o 
contratante interage somente com uma única entidade (FURUKAWA, 2015). 
2.2.3 Projeto de construção e arquitetônico 
De acordo com Martini (2013), é pela arquitetura que se promovem as soluções e 
instalações que refletem a imagem de uma empresa de alta tecnologia. É por ela que se obtém 
um Data Center confiável, com alta disponibilidade. Na etapa de projeto deve-se considerar a 
expansão e o crescimento gradual, com objetivo de evitar gastos e perda de eficiência 
energética. 
Devido a criticidade de um Data Center, o projeto arquitetônico e sua construção 
possuem inúmeras dificuldades técnicas, o que normalmente leva a empresa contratante de 
um serviço de construção a firmar contratos com cláusulas de sigilo, para que exista garantia 
de segredo das informações de projeto (MARIANE, 2013). 
A área ocupada por um Data Center deve levar em consideração todos os subsistemas 
que serão instalados nesse espaço, tais como distribuição elétrica, espaços de suporte e sala de 
computadores (MARIN, 2013). Veras (2010) enfatiza que o projeto de construção está 
diretamente relacionado com os sistemas de energia, refrigeração, cabeamento, controles de 
umidade, temperatura, sistemas de prevenção contra incêndios, segurança física, espaço para 
racks e piso elevado. 
Conforme as normas NBR 14565:2013 e ANSI/TIA 942-A, o local de construção de 
um Data Center deve ser analisado minuciosamente, procurando garantir facilidade de 
instalação, administração e manutenção do sistema, aumentando assim a sua confiabilidade. 
São considerados locais inadequados: 
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● Próximos a rios, lagos e oceanos, por haver risco de enchentes; 
● Próximos a pistas de aeroportos, por haver potencial risco de acidentes; 
● Locais propícios a abalos sísmicos; 
● Locais com risco de desmoronamentos; 
● Imediatamente abaixo de caixas d’água ou de tubulações principais da 
edificação. 
Também conforme as normas NBR 14565:2013 e ANSI/TIA 942-A, consideram-se 
locais adequados para construção de um Data Center: 
● Condomínios comerciais específicos para Data Centers; 
● Locais próximos a acessos a estradas principais; 
● Locais com facilidade de acesso a edificação; 
● Próximos a centros de serviços e concessionárias de energia. 
Por motivo de segurança e para garantir as condições ambientais internas, o Data 
Center não pode conter janelas ou aberturas que proporcionem acessos diretos a áreas 
externas (NBR 14565:2013, 2013). 
2.2.4 Projeto elétrico 
O sistema elétrico de um Data Center tem como objetivo fornecer energia elétrica a 
todos os equipamentos de um Data Center, incluindo subsistemas que não estão diretamente 
ligados a operação em si, como alarme de incêndio e sistemas de segurança. Por padrão 
contém conjuntos de nobreaks, baterias, inversores e retificadores (TELECO, 2013). 
O projeto de um sistema elétrico de um Data Center deve considerar que os 
comprimentos dos cabos entre os alimentadores e os quadros elétricos (PDU, Power 
Distribution Unit) devem ter a menor distância possível em função de custos, geração de calor 
e ocupação da estrutura de distribuição elétrica, tais como eletrocalhas e outros caminhos 
possíveis (MARIN, 2013). 
Equipamentos ligados em paralelo, como nobreaks e geradores mecânicos dão 
redundância ao sistema elétrico e garantem o fornecimento de energia elétrica de maneira 
contínua, mesmo em caso de ocorrência de falhas ou falta de energia elétrica. O tempo de 
duração do sistema de UPS deve ser o suficiente para a partida de conexão dos geradores, ou 
acionamento do sistema redundante de energia, em caso de falta de suprimento do 
fornecimento primário (ROSSI, 2012). 
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De acordo com Chagas (2014), além de suprir temporariamente a carga elétrica através 
de baterias, os sistemas UPS tem como missão corrigir possíveis problemas na entrada de 
energia, como correção de possíveis distorções na forma de onda de tensão, variações ou 
surtos de tensão.   
Os geradores são constituídos pelo Grupo Motor Gerador (GMG), normalmente 
formados por motores à combustão (a gás, diesel ou gasolina) acoplados a um gerador de 
corrente alternada especialmente fabricado para fornecer energia estável, com baixo fator de 
interferência eletromagnética. O GMG possui também outros componentes como retificador 
de partida, sistemas de combustível e sistemas de escapamento (CHAGAS, 2014).  
Eles precisam suprir toda a carga elétrica necessária para funcionamento do site em 
caso de uma falha no fornecimento da concessionária. Além de geradores, quando existir a 
possibilidade, pode-se fornecer energia elétrica ao Data Center de maneira redundante através 
de duas concessionárias diferentes. Para isso deve haver duas entradas separadas no edifício, 
uma para cada concessionária, além de encaminhamentos distintos na instalação elétrica 
interna (MARIN, 2013). 
Conforme Marin (2013), entre os principais componentes do sistema elétrico de um 
Data Center, destacam-se: 
● Entrada do sistema elétrico; 
● Subestação; 
● Quadro elétrico primário; 
● Grupo de geradores; 
● Quadros elétricos dos geradores; 
● Painéis de distribuição elétrica; 
● Chaves de transferência automática; 
● Transformadores; 
● Sistema de UPS e baterias; 
● Sistema de aterramento. 







Figura 3 – Gerador de energia para Data Center 
 
Fonte: Aceco (2013). 
Observa-se que o GMG da Figura é dotado de vários elementos, conforme já relatado 
até o momento. 
2.2.5 Sistema de climatização e controle ambiental 
Os custos com energia elétrica para refrigeração de um Data Center variam de 40 a 
45% do custo total com energia para a total operação de um site, ficando atrás somente do 
consumo dos ativos de TI (RTI, 2014). 
O calor combinado com a sensibilidade dos sistemas eletrônicos, propõe que a 
temperatura, pureza do ar, movimentação do ar e nível de umidade fiquem limitados e sejam 
controlados (AVELAR; BEAN; NIEMANN, 2014). 
Conforme Rossi (2012), os componentes que fazem parte do sistema de climatização e 
controle ambiental são chamados de HVAC (Heating, Ventilation, and Air Conditioning - 
Aquecimento, Ventilação e Ar Condicionado) e incluem elementos de ar condicionado que 
são capazes de manter a temperatura e umidade nos patamares adequados. 
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De acordo com Marin (2013), existem várias técnicas de climatização para Data 
Centers, que incluem o uso de ar condicionado de precisão, bloqueios mecânicos para forçar a 
entrada e circulação de ar frio na computer room, utilização do ar externo sem a necessidade 
de resfriá-lo antes da sua entrada na computer room (técnica conhecida como free cooling), 
entre outros. Independente da prática usada, o controle térmico do site deve considerar os 
seguintes fatores: 
● O direcionamento do fluxo de ar é crítico; 
● O sistema de HVAC deve ser adequado e dedicado às necessidades do site; 
● Diferentes Data Centers possuem variados requisitos de climatização; 
● O sistema de ar condicionado consome em torno de 40% de sua alimentação 
elétrica para resfriar a computer room. 
Os equipamentos do sistema de ar condicionado têm como objetivo o resfriamento dos 
equipamentos da sala de computadores e não proporcionar comodidade às pessoas, portanto a 
sua eficiência é voltada na remoção do calor sensível. O sistema de resfriamento da sala de 
computadores deve ser independente dos instalados nas demais repartições, como escritórios 
por exemplo, e precisam operar 24 horas por dia, durante 7 dias por semana, 365 dias por ano, 
de maneira ininterrupta (NBR 14565:2013, 2013). 
Para que o ambiente da computer room atenda aos requisitos de climatização dos 
sistemas informatizados nela abrigados, faz-se necessário que o sistema seja de precisão. 
Muitas vezes sistemas de conforto são utilizados de maneira inapropriada para resfriar o Data 
Center, o que pode levar a paradas no sistema e um controle irregular de umidade (AVELAR; 
BEAN; NIEMANN; 2014). 
Diferente de um sistema de conforto, que tem por objetivo controlar apenas a 
temperatura de um ambiente ocupado por pessoas, um sistema de ar condicionado de precisão 
é projetado para utilização em ambientes de infraestrutura, como é o caso de um Data Center, 
onde a sua utilização é constante e a capacidade de controle da temperatura é muito mais 
precisa, além de resfriar muito mais rapidamente o ambiente e também proporcionar controles 
de umidade (MALUF; MARTINS, 2008). 
Conforme a norma NBR 14565:2013, recomenda-se que a temperatura em qualquer 
ponto no interior da sala de computadores deve estar entre 18ºC e 27ºC, enquanto a umidade 
relativa do ar deve ser de no mínimo 30% e no máximo 60%. 
Abaixo, a tabela 1 demonstra as orientações de temperatura e umidade na sala de 
computadores conforme a ASHRAE (American Society of Heating, Refrigerating and Air-
Conditioning Engineers - Sociedade Americana de Engenheiros e Climatização): 
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Tabela 1 – Especificações de temperatura e umidade 







% umidade relativa 
recomendada 
1 15 até 32 20 até 25 20 a 80 40 a 55 
Fonte: Adaptado de Rossi (2012). 
A ASHRAE classifica os Data Centers como nível 1, classe que representa ambientes 
geralmente limpos e sem odor significativo. As classes seguintes especificam condições para 
ambientes com outras características que não serão abordadas neste trabalho (ALSPACH, 
2013).  
Conforme Marin (2013), deve-se considerar que a maior carga térmica de um Data 
Center está nos equipamentos de TI, pois convertem quase 100% da potência elétrica 
consumida em calor, que posteriormente deve ser removido do ambiente. Existem 
equipamentos mais avançados no quesito dissipação de calor, porém para fins de projeto 
considera-se que 1 Watt (W) de carga elétrica do equipamento de TI gera 1W de carga 
térmica no ambiente. 
Ainda de acordo com Marin (2013), além dos equipamentos de TI, outros fatores 
como a alimentação elétrica distribuída no ambiente, a iluminação e o sistema de UPS 
também devem ser considerados na carga térmica total do Data Center pois geram calor, 
porém, com intensidades diferentes. 
Dentre os sistemas mais adotados para refrigeração de um Data Center, está na 
utilização de unidades de Computer Room Air Conditioning (CRAC), que resfria o ar por 
expansão direta, podendo adotar um conceito de corredor frio e corredor quente. Nele, os 
racks são posicionados de modo em que os ativos de TI fiquem concentrados uns de frente 
para os outros, o ar frio é enviado por baixo do piso elevado, saindo através de passagens 
instaladas no chão, resfriando os equipamentos pela parte frontal e retirando o ar quente pela 










Figura 4 – Ilustração do corredor frio e quente 
 
Fonte: Adaptado de Completo e Veras (2010). 
De acordo com Santos (2014), além do uso de unidades CRAC, outra técnica muito 
difundida para refrigerar o ambiente de um Data Center e a utilização do sistema de Computer 
Room Air Handler (CRAH), em que o resfriamento é realizado através da sopragem de ar 
sobre uma serpentina dotada de água gelada. Esta água gelada deve ser fornecida por uma 
Central de Água Gelada (CAG). Esta técnica também permite a utilização do conceito de 
corredores frios e quentes. 
Existe uma variação na configuração dos sistemas de refrigeração que insuflam ar por 
baixo do piso elevado que consiste em confinar o corredor frio, fechando o espaço dos racks 
que recebem o ar frio com paredes de acrílico ou outro material leve que permita remanejar o 
ambiente com facilidade. Além disso é necessário que se instale portas para o acesso a esse 
corredor frio, fazendo assim com que somente aquele espaço confinado receba o ar 










Figura 5 – Ilustração do sistema de confinamento do corredor frio 
 
Fonte: Adaptado de Schneider Eletric (2016). 
Há também o Free Cooling System, que utiliza o ar externo ao ambiente para refrigerar 
o Data Center. Em países com clima ideal, essa tecnologia permite uma grande economia nos 
custos com energia elétrica, tendo em vista que o ar externo é aproveitado para resfriar o 
ambiente (SANTOS, 2014). Barroso e Hölzle (2009) explicam que apesar do termo “free 
cooling”, o ar não é somente injetado no ambiente. Da mesma forma em que ocorre em um 
sistema de resfriamento de ar convencional, o free cooling deve respeitar as condições 
estabelecidas em norma para a temperatura do ambiente, logo é necessário que os parâmetros 
sejam controlados de alguma maneira para que estes limites sejam mantidos. 
2.2.6 Sistemas de cabeamento estruturado 
O sistema de Cabeamento Estruturado (CE) é uma infraestrutura única, podendo ser 
do tipo metálico ou óptico e deve atender diferentes aplicações, além de permitir flexibilidade 
de layout, fácil gerenciamento, manutenção e administração. Veras (2010), destaca que a 
função do cabeamento é transportar o sinal entre os dispositivos com o menor nível de 
degradação possível. 
Conforme Marin (2013), a topologia de distribuição do cabeamento utilizado em Data 
Centers é muito semelhante com as adotadas em edifícios comerciais, porém com outras 
nomenclaturas e algumas características diferentes. Diferentes nomenclaturas são utilizadas 
em diferentes normas técnicas, mas muitas delas se equivalem. A tabela 2 exibe um 
comparativo das terminologias utilizadas para descrever os principais elementos de um 
sistema de cabeamento estruturado em Data Centers nas normas NBR 14565 e ANSI/TIA 
942-A: 
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MDA (Área de 
distribuição principal) 
Distribuição principal, concebe o 
subsistema de backbone do Data 
Center. 
ZD (Distribuidor de 
Zona) 
HDA (Área de 
Distribuição Horizontal) 
Distribuidor de zona, concebe o 
subsistema de cabeamento horizontal 
do Data Center. 
LDP (Ponto de 
Distribuição Local) 
ZDA (Área de 
Distribuição de Zona) 
Distribuição local. 
EO (Tomada de 
equipamento) 
EDA (Área de 
distribuição de 
equipamentos) 
Tomada de equipamentos, onde 
conecta-se o equipamento do Data 
Center.  
Fonte: Adaptado de Marin (2013). 
Verifica-se que apesar do sistema de cabeamento ser um só, ele possui elementos que 
o dividem, em que cada um é responsável por uma função. 
2.2.7 Sistemas de segurança 
Conforme Marin (2013), dada a criticidade do ambiente, alto custo dos equipamentos 
e necessidade de alta disponibilidade de operação, os sistemas de automação, vigilância e 
proteção contra incêndio são fundamentais nos Data Centers. 
Nos sub tópicos abaixo, explana-se os sistemas de monitoramento e automação, 
vigilância e proteção contra incêndio. 
2.2.7.1 Monitoramento e automação 
Pelo fato de um Data Center ser um ambiente que opera praticamente sem a presença 
de pessoas no local, existe a necessidade de utilização de sistemas de monitoramento e 
automação remota da infraestrutura.  Essas ferramentas de automação e monitoramento para 
infraestrutura de Data Centers passaram a ser chamadas no mercado como sistemas de Data 
Center Infraestruture Management ou DCIM (FACCIONI FILHO, 2016). 
A gestão do Data Center passa a ser uma tarefa menos complicada com a utilização de 
ferramentas DCIM, já que ela informa dados da infraestrutura em tempo real, tais como o 
nível de utilização de determinados recursos em determinado momento, informações sobre a 
operação dos equipamentos e subsistemas, proporcionando assim a possibilidade de operar 
com um consumo energético mais eficiente (RTI, 2015). 
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De acordo com a norma ABNT NBR 14565:2013, um sistema DCIM pode conter os 
seguintes subsistemas: 
● Monitoramento de energia dos circuitos; 
● Automação dos sistemas de energia; 
● Monitoramento da qualidade do ar em todos os ambientes e nos racks; 
● Monitoramento de temperatura no ambiente e nos racks; 
● Monitoramento de vazamento e infiltração de água; 
● Monitoramento e controle de acesso nos ambientes e nos racks; 
● Monitoramento nos acessos através de imagens (CFTV); 
● Monitoramento das conexões físicas (cabos de dados e elétricos). 
Marin (2013), destaca que o monitoramento remoto deve estar ativo durante 24 horas 
por dia, 7 dias por semana, 365 dias por ano (24x7x365) para que os índices de alta 
disponibilidade sejam atingidos. Faccioni Filho (2016) explica que os serviços de DCIM 
apoiam as equipes de manutenção e gestão do Data Center, que irão tomar ações através do 
recebimento de alertas e emissão de relatórios periódicos gerados por eles. 
Figura 6 – Exemplo de distribuição de sensores de um sistema DCIM em um Data Center 
Fonte: Adaptado de Marin (2013). 
Faccionni Filho (2016) explica que o software utilizado para monitorar estes 
dispositivos deve estar dotado de algumas características, como ser baseado em web e 
compatível com diversos browsers, além de gravar as informações em um banco de dados e 
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permitir a emissão de relatórios. Os sensores do sistema (de fumaça, unidade, temperatura e 
outros) devem possuir conversores que traduzam as informações obtidas para protocolos que 
possam ser lidos pelo sistema de gerência, sendo este conversor preferencialmente para 
interfaces ethernet. 
Não somente os elementos físicos de um Data Center precisam ser monitorados, como 
também os lógicos, citando serviços e a rede como exemplos. A solução mais comum e 
simples utilizada para gerência de redes é o Simple Network Management Protocol (SNMP), 
que define um conjunto de regras utilizadas para definir as informações de gerência que 
podem ser utilizadas (LOPES, SAUVÉ e NICOLLETTI, 2002). 
2.2.7.2 Vigilância do Data Center 
De acordo com Marin (2013), o sistema de vigilância do site é dividido em dois tipos: 
um sendo a vigilância física, efetuada por pessoas (vigilantes ou seguranças) e outro por 
meios eletrônicos, principalmente sistemas de CFTV. 
Conforme Veras (2010), o sistema de vídeo deve ser provido por câmeras de boa 
resolução e a norma NBR 14565:2013 recomenda que a gravação das imagens seja feita em 
um local seguro, seja ele local ou remoto. 
Segundo Marin (2013), as câmeras do sistema de CFTV do Data Center devem ser 
projetadas para que cubram as áreas de circulação e acesso comum, espaços de serviço e 
manutenção, salas técnicas (tais como ar condicionado, telecomunicações e redes), 
elevadores, escadas e a computer room. 
Devem haver sistemas de alarme nas portas de acesso à computer room e áreas de 
suporte que restrinjam o acesso, credenciando apenas pessoas autorizadas através do uso de 
senhas, cartões de acesso ou outros meios (NBR 14565:2013). 
2.2.7.3 Proteção contra incêndio 
As paredes que separam a computer room dos demais espaços, tais como as salas de 
distribuição elétrica, sala de baterias e sala de telecomunicações devem retardar a queima em 
no mínimo uma hora em caso de incêndio. As salas abaixo e acima devem segurar a 
propagação do fogo para outras áreas do edifício por no mínimo duas horas (MARIN 2013). 
A norma NBR 14565:2013 prevê alguns requisitos na detecção e proteção contra 
incêndio, como por exemplo: 
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● Os sistemas de extinção de incêndio devem estar de acordo com os 
regulamentos do órgão governamental de cada região; 
● Utilização de sistemas com detectores de incêndio de alta sensibilidade; 
● Os sistemas de combate a incêndio devem conter dispositivos de disparo rápido 
com a utilização de gás inerte, ou seja, extinção do tipo seco; 
● Salas de UPS devem possuir pelo menos um detector de fumaça com alarme 
sonoro e extintores junto a entrada da sala; 
● Deve haver pelo menos um extintor de incêndio do tipo CO2 para cada 100 m² 
de área do Data Center. 
2.3 Normas técnicas 
Segundo a Associação Brasileira de Normas Técnicas (ABNT), normalização é 
formular e aplicar regras para solucionar ou prevenir a ocorrência de problemas, de maneira 
que se promova a economia global através da cooperação dos interessados. A tecnologia é a 
ferramenta utilizada para estabelecer essas regras, obedecendo aspectos de segurança e 
estabelecendo assim as condições que possibilitem a concepção do produto, projeto, processo, 
sistema, bem ou serviço que atendam a finalidade para qual ele foi destinado. 
Já uma norma técnica conforme a ABNT, é um documento criado por consenso e 
aprovado por um organismo reconhecido, que visa obter um alto grau de ordenação em um 
contexto, e para isso fornece regras, diretrizes e características mínimas para as atividades. 
O Instituto Nacional de Metrologia, Qualidade e Tecnologia (INMETRO), define 
norma técnica como o documento aprovado por uma instituição reconhecida, que prevê 
regras, características ou diretrizes para os processos, métodos ou produtos. 
Uma norma é de uso voluntário, ou seja, não é explicitada em leis, o que permite que 
um produto ou serviço seja comercializado no mercado sem que a norma aplicada a situação 
seja aplicada a ele (ABNT, 2014 e INMETRO, 2012). 
Conforme a ABNT (2014), uma norma técnica estabelece soluções para as partes 
interessadas para assuntos repetitivos, o que a torna uma ferramenta de disciplina dos agentes 
ativos do mercado. Elas são consideradas idôneas do mercado que se destinam, o que dá 
credibilidade aos conceitos nelas inseridos. 
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2.3.1 Normas para Data Centers 
As normas exclusivas para Data Center, ou anexos informativos de normas, propõem 
boas práticas, recomendações de projeto e instalação de Data Centers, tais como local 
adequado para instalação, requisitos elétricos, infraestrutura e outros (NBR 14565:2013, 
2013). 
A seguir, apresentam-se as principais normas relacionadas a boas práticas para Data 
Centers. 
2.3.1.1 ABNT NBR 14565:2013 
A norma ABNT NBR 14565:2013 (2013) especifica um sistema de cabeamento 
estruturado para uso em edifícios comerciais e campus, referindo-se especificamente a 
cabeamentos metálico e óptico. 
No ambiente de Data Centers, a aplicação desta norma é limitada ao cabeamento 
interno para a conexão dos equipamentos de TI e o Anexo F (informativo da norma) é a parte 
que trata especificamente de instalação de infraestrutura para Data Centers e melhores 
práticas para projeto. O seu objetivo é estabelecer um conjunto de boas práticas e 
recomendações para projetos e instalações de infraestruturas em Data Centers, como por 
exemplo especificações de localização, estrutura civil, instalação elétrica, piso elevado, 
condicionamento de ar, equipamentos e outros componentes (NBR 14565:2013, 2013). 
2.3.1.2 ISO/IEC 24764:2013 
A ISO (International Organization for Standards), juntamente com a IEC 
(International Electrotechnical Commission), cujas sedes estão situadas na cidade de 
Genebra, Suíça, possui a norma ISO/IEC 24764 que estabelece padrões para cabeamento 
genérico, que suporta uma ampla gama de serviços de comunicações para uso em um Data 
Center (ISO/IEC 24764:2010). 
2.3.1.3 ANSI/BICSI-002 
A norma BISCI-002 (Data Center Design and Implementation Best Pratices - Projeto 
de Data Center e Melhores Práticas de Implementação) fornece referências para determinar os 
requisitos de concepção de um Data Center (ANSI/BISCI-002, 2014). 
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Além de referências de concepção, essa norma também apresenta em seu anexo B um 
informativo (Reabillity and Availability - Confiabilidade e Disponibilidade) em que classifica 
a disponibilidade da infraestrutura de um Data Center (MARIN, 2013). 
2.3.1.4 ANSI/TIA 942-A 
Conforme Marin (2013), a norma ANSI/TIA 942-A é uma norma norte-americana que 
define as classificações de Data Centers em função de sua disponibilidade e redundância. Ela 
especifica os requisitos mínimos para estruturas de telecomunicação de Data Centers e salas 
de computadores, incluindo Data Centers dos tipos EDCs, IDCs. 
Veras (2010) explica que a TIA 942-A define requisitos desde a construção até a 
ativação do Data Center, mas baseia-se em um conjunto de outras normas que tratam de 
diferentes subsistemas do Data Center, tais como: 
● ASHARE: específica para refrigeração; 
● TIA/EIA 568: estabelece requisitos para um sistema de cabeamento 
estruturado; 
● TIA/EIA 569: norma que estabelece caminhos e espaços de um sistema de 
cabeamento; 
● TIA/EIA 606: trata de administração independente de aplicações; 
● TIA/EIA 607: estabelece os padrões para aterramento. 
As topologias propostas no documento foram elaboradas para serem aplicadas em 
Data Centers de qualquer tamanho (ANSI/TIA 942-A, 2012). 
2.4 Disponibilidade, redundância e classificação de Data Centers 
Um Data Center é classificado de acordo com três características: disponibilidade, 
confiabilidade e redundância. Ele deve ser instalado de forma que opere com níveis de 
disponibilidades próximos a 100%, ou seja, mesmo em caso de falhas de hardware ou 
fornecimento de energia, por exemplo, deve haver garantia de disponibilidade dos serviços 
(MARIN, 2013). 
De acordo com Barroso e Hölzl (2009), a confiabilidade de um Data Center é 
influenciada pela qualidade da organização que o opera e não apenas pelo seu projeto de 
concepção. 
Abaixo seguem algumas considerações importantes sobre os temas deste tópico. 
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2.4.1 Disponibilidade 
De acordo com Marin (2013), a disponibilidade de um sistema é o tempo em que ele 
está em operação em relação a um período em que ele deve estar em operação. A seguir, 
apresenta-se a fórmula que obtém o cálculo da disponibilidade do sistema: 
 
Exemplificando a situação, assume-se que no período de 60 dias um Data Center teve 
um tempo de parada provocado por um problema técnico (downtime) de duas horas: 
Tempo de operação esperado = 60 dias (1440 horas) 
Tempo de falha = 2 horas 
Tempo de operação = 1440-2 = 1438 
 
Abaixo a tabela 3 apresenta a porcentagem de disponibilidade versus o tempo de 
downtime por ano, dia e semana: 
Tabela 3 – Disponibilidade e equivalência em tempo parado 
Disponibilidade 
% 
Tempo de parada 
(ano) 
Tempo de parada 
(mês) 
Tempo de parada 
(semana) 
98% 7,30 dias 14,4 horas 3,36 horas 
99% 3,65 dias 7,20 horas 1,68 horas 
99,5% 1,83 dias 3,60 horas 50,4 minutos 
99,8% 17,52 horas 86,23 minutos  20,16 minutos 
99,9% 8,76 horas 43,2 minutos 10,1 minutos 
99,95% 4,38 horas 21,56 minutos 5,04 minutos 
99,99% 52,6 minutos 4,32 minutos 1,01 minuto 
99,999% 5,26 minutos 25,9 segundos 6,05 segundos 
Fonte: Adaptado de Stonner (2013). 
Para Geng (2015), não há como falar em disponibilidade sem prever métodos de 
recuperação de desastres, que podem ser causados por diversos fatores, tais como problemas 
físicos no Data Center, perda de conectividade com os servidores ou problema de energia 
elétrica. 
Conforme Marin (2013), o ideal é que a disponibilidade do Data Center seja de no 
mínimo “três noves” (99,9%), o que representa um downtime de 8,76 horas no período de um 
ano. Hartmann (2012) destaca que as paradas podem ocorrer de maneira intermitente, ou seja, 
durante o período considerado, faz-se a soma dos tempos de downtime. 
Cada “nove” acrescido em termos de porcentagem na disponibilidade do Data Center 
pode significar um aumento de dez vezes no investimento do sistema em termos de 
equipamentos, infraestrutura, softwares e serviços (MARIN 2013). 
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2.4.2 Redundância 
Conforme Geng (2015), as estruturas e equipamentos que compõem um Data Center 
inevitavelmente irão falhar, portanto é fundamental que o ele possua mecanismos que, de 
forma ordenada e oportuna, permitam que os serviços sejam reestabelecidos. 
Pontos únicos de falha devem ser eliminados para aumentar a confiabilidade do site, 
tanto dentro do Data Center quanto nas infraestruturas de apoio, como os serviços externos 
(telecomunicações e energia). A redundância deve ser abordada separadamente por 
subsistemas, ou seja, ela deve ser pensada separadamente para ar condicionado, elétrica, 
telecomunicações, serviços e outros (TIA 942-A, 2012). 
Um sistema redundante pode ser entendido como a duplicidade das partes, dos 
encaminhamentos, módulos, sistemas e demais componentes que têm como objetivo evitar o 
downtime do site devido a problemas técnicos, falhas humanas ou manutenções no ambiente 
(FURUKAWA, 2015). 
De acordo com Marin (2013), um nível elevado de redundância sugere um elemento 
redundante para cada elemento principal (1:1), enquanto uma abordagem mais moderada 
utiliza um sistema redundante para N sistemas (1:N ou N:1). Rossi (2013) descreve os 
principais níveis de redundância: 
● N: site que atende os requisitos básicos sem apresentar redundâncias; 
● N+1: tem uma unidade adicional para um ou mais subsistemas do site; 
● N+2: possui duas unidades adicionais para um ou mais subsistemas do site; 
● 2N: possui duas unidades adicionais para cada item requerido pelo site; 
● 2(N+1): possui duas unidades adicionais (N+1). 
2.4.3 Classificação 
Conforme Marin (2013), há instituições que certificam a infraestrutura de Data 
Centers com base na sua disponibilidade e níveis de redundância, assim como existem normas 
que os classificam. 
Um padrão de mercado para classificar o nível de redundância e disponibilidade dos 
Data Centers é classificá-los em camadas (Tier), cujos parâmetros são definidos pelo The 
Uptime Institute e atualmente dividem-se em quatro níveis ou 4 Tiers (NBR 14565:2013, 
2013). 
Um Data Center pode ser classificado individualmente nas suas porções de 
infraestrutura, ou seja, ele pode ser classificado como um tier 3 em seus componentes 
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elétricos, mas como um tier 2 nos componentes mecânicos. Entretanto, a sua classificação 
geral sempre será de acordo com a sua porção mais fraca (TIA 942-A, 2012). 
Abaixo algumas características de cada camada: 
2.4.3.1 Tier I – Data Center básico 
Para ser classificado como Tier I, os principais requisitos do site são (UPTIME 
INSTIUTE, 2014): 
● Conter um espaço dedicado para o ambiente de TI; 
● Ter um sistema UPS para suportar interrupções momentâneas de energia; 
● Grupo gerador para suportar interrupções de energia prolongadas; 
Um Data Center Tier I está suscetível a enfrentar paradas ocasionadas por eventos 
planejados e não planejados (NBR 14565:2013, 2013). Segundo Marin (2013), eles possuem 
apenas os sistemas necessários para suportar a carga do site, não tendo redundâncias nos 
sistemas elétricos e de ar condicionado. 
Conforme Veras (2010), os principais pontos de falha de um Data Center tier I são os 
sistemas elétricos e de telecomunicações. Problemas no fornecimento desses sistemas 
inevitavelmente causarão interrupções nos serviços providos por um site com esta 
classificação. 
Para que o Data Center esteja enquadrado nessa classificação, a disponibilidade 
durante um ano deve ser de 99,671%, representando um tempo de parada (downtime) de 28,8 
horas (VERAS, 2010). 
2.4.3.2 Tier II – Data Center com componentes redundantes 
Um Data Center com classificação Tier II possui redundância em alguns dos seus 
componentes, porém dispõe de apenas uma infraestrutura de distribuição elétrica e 
refrigeração para a carga crítica de TI. Por possuir redundância em alguns componentes, esses 
podem ser momentaneamente desativados para manutenção sem que haja parada nos serviços 
(UPTIME INSTITUTE, 2014). 
No site Tier II deve haver dois acessos de telecomunicações providos por dois 
caminhos físicos distintos. Deve haver redundância elétrica, suprindo a carga crítica de TI 
através de sistemas de geradores, porém o caminho de distribuição desse sistema redundante é 
o mesmo utilizado pelo principal (VERAS, 2010). 
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Por possuir esses sistemas de redundância, o site se torna menos suscetível a paradas 
planejadas ou não, mas por possuir apenas um caminho para a distribuição do sistema 
elétrico, manutenções devem ser planejadas previamente para evitar interrupção parcial ou 
total do Data Center (NBR 14565:2013, 2013). 
O tempo de parada de um Data Center com classificação Tier 2 é de 22 horas por ano, 
o que significa disponibilidade de 99,749% (VERAS, 2010). 
2.4.3.3 Tier III – Data Center com manutenção e operação simultânea 
Um Data Center Tier III possui vários encaminhamentos de distribuição 
independentes, além de vários componentes redundantes para atender a carga crítica de TI 
(MARIN, 2013). 
Os Data Centers com classificação Tier III devem permitir que manutenções nos 
componentes do sistema sejam feitas de forma que qualquer parte que dê suporte a um 
componente de TI possa ser desconectado sem que cause impacto no ambiente de TI. Esse 
conceito estende-se para componentes importantes, como sistema de partida do grupo de 
geradores, fontes de alimentação de equipamentos, bombas de refrigeração e outros (UPTIME 
INSTITUTE, 2014). 
Ainda haverá interrupção dos serviços caso ocorra uma catástrofe que atinja a MDA 
do site, mas o downtime do sistema é somente de 1,6 hora no ano, obtendo assim um nível de 
disponibilidade de 99,982% (VERAS, 2010). 
2.4.3.4 Tier IV – Data Center tolerante a falhas 
Um Data Center com classificação Tier IV é dotado de vários componentes 
redundantes, além de possuir vários caminhos físicos de distribuição independentes, que 
atendem simultaneamente os equipamentos críticos de TI da computer room (MARIN, 2013). 
Mesmo em caso de falhas causadas por eventos não planejados, o site deve ter 
continuidade na sua operação, sem que haja interrupção nos serviços (NBR 14565:2013, 
2013). 
Os ativos de TI devem ser redundantes, além de possuírem fontes de energias 
redundantes, devem ser alimentados eletricamente através de sistemas redundantes. Deve 
haver comutação automática para os sistemas redundantes (VERAS, 2010). 
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O site deve ser projetado para tolerar o impacto cumulativo de qualquer componente, 
sistema e caminho de distribuição sem causar impactos na computer room (UPTIME 
INSTITUTE, 2014). 
Conforme Veras (2010), a disponibilidade de um sistema Tier IV é de 99,995%, o que 
representa um downtime de apenas 0,4 hora no período de um ano. 
2.4.3.5 Comparações entre as classificações 
De acordo com a norma NBR 14565:2013 (2013), as principais diferenciações das 
classificações Tiers são as seguintes: 
● Tier I: Por não haver redundância de componentes e de caminhos de 
distribuição, em caso de falha na infraestrutura o sistema pode sofrer 
interrupção; 
● Tier II: Não há redundância nos caminhos de distribuição, mas há em alguns 
componentes, o que pode garantir continuidade dos serviços em algumas 
situações; 
● Tier III: Há redundância de caminhos de distribuição, porém a redundância fica 
desativada. Há redundância de componentes; 
● Tier IV: Os componentes e os caminhos de distribuição são redundantes, e 
todos são ativos. 
A tabela 4 resume as camadas Tiers de acordo com as características citadas: 
Tabela 4 – Resumo das classificações Tiers 
 DISPONIBILIDADE DOWNTIME CARACTERISTICAS 
TIER I 99,671% 28,8 horas Sem redundância 
TIER II 99,741% 22 horas Caminho único com componentes 
redundantes 
TIER III 99,982% 1,6 horas Múltiplos caminhos, mas somente um é 
ativo 
TIER IV 99,995% 0,4 horas Múltiplos caminhos ativos 
Fonte: Adaptado de Marin (2013) e Veras (2010). 
Logo, percebe-se que o nível de disponibilidade de um Data Center Tier I até um Tier 
IV varia, de forma que este último deve operar praticamente sem indisponibilidades para que 
possa ser considerado como tal. 
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2.5 Serviços de Data Center 
Não somente de infraestrutura faz-se um Data Center. Ela é o alicerce que suporta as 
aplicações, que por consequência sustentam os processos de negócio (VERAS, 2011). 
De acordo ainda com Veras (2010), separa-se os serviços de TI dos componentes 
externos do Data Center, como por exemplo, instalações, refrigeração, acomodação física e 
energia. A Figura 7 ilustra a segmentação dos serviços de um Data Center. 
Figura 7 – Serviços de Data Center 
 
Fonte: Adaptado de Veras (2010). 
Para que se atinja níveis de serviços desejáveis nas organizações, alguns serviços de TI 
são necessários, tais como (VERAS, 2010): 
● Serviços de rede e segurança: serviços de switch e firewall que conectam os 
componentes internos com o mundo exterior. Permitem controle da navegação 
do usuário, podendo negar acesso a algumas aplicações e gestão de 
monitoramento das atividades do usuário. Podem incluir serviços de detecção 
de intrusão e filtragem de pacotes; 
● Serviços de processamento: são os servidores, sistemas operacionais e 
processadores; 
● Serviço de armazenamento: armazenamento de dados em storages, redes de 
Storage Area Network (SAN) e dispositivos de conexão são importantes nesse 
serviço; 
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● Serviços de aplicação: permitem que servidores rodem aplicações em diversos 
sistemas operacionais, incluindo serviços de virtualização; 
● Serviços de High Availability (HA), ou alta disponibilidade e Disaster 
Recovery (DR), ou recuperação de desastres: incluem extensão da SAN, site de 
contingência e interconectividade. Também tratam das políticas, softwares e 
dispositivos de backup; 
● Serviços de automação e gerenciamento: Envolvem desde hardware até 
aspectos de automação e patches de correções de sistemas operacionais. O 
gerenciamento deve possibilitar uma operação 24 horas por dia, 7 dias por 
semana e em alguns casos deve ser executado remotamente. 
A Figura 8 mostra a relação de todos os serviços de Data Center com serviços de TI e 
infraestrutura, que por sua vez definem níveis de serviço que são percebidos pelo usuário. 
Figura 8 – Relação dos serviços de Data Center e infraestrutura 
 
Fonte: adaptado de Veras (2010). 
Ainda que infraestrutura e serviços sejam distintos, há uma relação direta das duas, 
pois a infraestrutura dá sustentação para o serviço, e este segundo pode apresentar problemas 
se o primeiro falhar. 
2.5.1 Virtualização em Data Center 
Segundo Veras (2011), pesquisas revelam que apenas 15% dos recursos dos servidores 
são utilizados, deixando o restante da capacidade computacional ociosa. Por este motivo é 
importante utilizar a virtualização. Ela desvincula as aplicações e o sistema operacional do 
hardware, agilizando a instalação e o gerenciamento de novos ambientes. 
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A utilização de virtualização cria um ambiente de alta disponibilidade porque garante 
o acesso a aplicativos a qualquer momento. Caso ocorra uma falha em um servidor, as 
máquinas virtuais podem se reiniciar e posteriormente executar em outro servidor físico, sem 
que ocorra perda de dados (RTI, 2016). 
2.6 Data Center “verde” e eficiência energética 
Veras (2010), destaca que o movimento verde está relacionado com sustentabilidade 
empresarial e a sua influência nas decisões das empresas, cujo objetivo é promover um 
desenvolvimento sustentável, de maneira que os recursos naturais não se esgotem no futuro. 
De acordo com Moretti (2010), a preocupação com a confecção de produtos 
energeticamente eficientes não é recente. Em 1992, a United States Environmental Protection 
Agency (USEPA), uma agência norte americana de proteção ambiental, criou a “Energy Star”, 
que é uma das primeiras certificações que destacam produtos de TI considerados 
energeticamente eficientes, criando incentivos para que as empresas de hardware pratiquem 
atitudes mais “verdes”. A partir de atitudes como essa, passou-se a utilizar o termo “TI 
Verde” como referência a melhores práticas para a utilização eficiente da energia. 
Em termos não somente ecológicos, mas de uma maneira geral, atualmente o consumo 
de energia é uma preocupação mundial, e com o avanço tecnológico os Data Centers tem se 
tornado os grandes consumidores de energia das corporações. Devido à grande quantidade de 
equipamentos de TI, como servidores, storages, equipamentos de redes, sistemas de 
climatização e outros, há um consumo de energia elétrica elevado nesses ambientes. 
Considerando o impacto ambiental causado por esse elevado consumo energético, tem 
surgido o conceito de green Data Center (MARIN, 2013). 
Em termos de consumo de energia elétrica de um Data Center, estima-se que 36% é 
utilizado em equipamentos de TI, e quase 50% é necessário para o sistema de refrigeração, 
tendo em vista que 100% da energia consumida por um ativo de TI é convertida em calor que 
precisa ser removido do ambiente. A Figura 9 expõe a estimativa de consumo usual em um 







Figura 9 – Consumo de energia elétrica de um DC por categoria 
 
Fonte: Adaptado de RTI (2014). 
Segundo Marin (2013), o conceito de Data Center verde não é oficial como no caso de 
outras aplicações que certificam projetos ou estruturas que atendam alguns critérios 
estabelecidos, mas é um conceito que aplica no projeto e na implementação de técnicas que 
ofereçam economia de energia e o seu uso otimizado dentro do Data Center. Mesmo que o 
conceito de Data Center verde não seja oficial, existem algumas tentativas iniciais para avaliar 
e classificar os Data Centers de acordo com o seu consumo de energia. 
Os sub tópicos a seguir demonstram algumas métricas e as medidas mais comuns 
adotadas para melhorar o desempenho energético de um site. 
2.6.1 The Green Grid e suas métricas 
De acordo com Veras (2010, p.62), “o Green Grid é um consórcio global formado em 
2007 por diversas companhias TI (incluindo Intel, Dell, VMware, AMD) com o objetivo de 
definir e propagar melhores práticas relacionadas à eficiência no consumo de energia em Data 
Centers”. Marin (2013) destaca que esta organização possui métricas que permitem que o 
gestor de TI estime o nível de eficiência do seu Data Center, além de permitir que os seus 
resultados sejam informados e comparados com os de outros Data Centers. 
2.6.1.1 PUE – Power Usage Efficiency 
Uma das maneiras de medir a eficiência do uso de energia elétrica do Data Center é 
através da métrica Power Usage Efficiency (PUE), que consiste na divisão da carga total da 
infraestrutura pela carga crítica de TI (MARIN, 2013): 
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Para exemplificar o cálculo, abaixo a tabela 5 simula o consumo de energia de um 
Data Center: 
Tabela 5 – Consumo de um Data Center 
Sistema Carga 
Equipamentos críticos de TI 500 kVA 
Climatização 700 kVA 
Iluminação 30 kVA 
Sistema de UPS 140 kVA 
Total 1370 kVA 
Fonte: Adaptado de Marin (2013). 
 
O cenário ideal apontaria para a PUE equivalendo a 1, representando que toda a 
energia injetada no Data Center estaria sendo utilizada para o funcionamento dos 
equipamentos de TI. Não há dados concretos sobre a PUE de Data Centers ativos, porém ela 
tem sido adotada como métrica padrão para controle de eficiência energética em Data 
Centers. Algumas pesquisas recentes mostram que muitos Data Centers tem o seu índice de 
PUE igual ou superior a 3, o que os tornam ineficientes (MARIN, 2013). 
2.6.1.2 DCiE – Data Center Infraestructure Efficiency 
Outro parâmetro utilizado é o Data Center infraestructure Efficienty (DCiE), definida 
como a porcentagem de eficiência, relacionando a carga de TI sobre a carga da infraestrutura 
(MARIN, 2013): 
 
Exemplificando o cálculo com os valores da tabela 5: 
 
A seguir, a tabela 6 mostra a relação do nível de eficiência com os cálculos das suas 
respectivas métricas de acordo com o The Green Grid: 
Tabela 6 – Consumo de um Data Center 
Nível de eficiência PUE DCiE 
Muito ineficiente 3,0 33% 
Ineficiente 2,5 40% 
Médio 2,0 50% 
Eficiente 1,5 67% 
Muito eficiente 1,2 83% 
Fonte: Adaptado de Cader, Pfleuger e Rawson (2008). 
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Então, conforme a tabela acima, para que um Data Center seja considerado muito 
eficiente do ponto de vista energético, 83% ou mais da sua carga deve estar direcionada para 
os ativos de TI. 
2.6.2 Métodos para aumentar a eficiência energética 
Novas técnicas de projeto e a própria evolução tecnológica implementada em 
equipamentos recentes podem trazer melhoras significativas na eficiência energética e no 
desempenho de um Data Center existente. A substituição de equipamentos com mais de 10 
anos de utilização pode representar uma economia significativa que trará um retorno em curto 
prazo do investimento (RTI, 2014). Além dos dados de consumo do equipamento fornecidos 
pelo fabricante, quando possível, é importante buscar uma referência de algum experimento 
realizado com ele (GENG, 2015). 
De acordo com Geng (2015), a utilização da virtualização combinada com a 
otimização dos recursos computacionais, como por exemplo utilizar microprocessadores 
capazes de reduzir seu consumo energético em momentos de menor demanda, são técnicas 
que podem otimizar o uso da energia elétrica. 
Por esses motivos, os maiores esforços para aumentar a eficiência energética de um 
Data Center concentram-se basicamente em buscar equipamentos de TI e sistemas de 
refrigeração mais eficientes (RTI, 2014). 
Muitos Data Centers possuem serviços e plataformas antigas que permanecem em 
operação com poucos ou as vezes sem nenhum usuário ativo. Esses sistemas devem passar 
por um plano de aposentadoria para que posam ser desligados mesmo que não sejam 
fisicamente retirados (SCHNEIDER ELETRIC, 2012). 
No quesito refrigeração, Marin (2013), destaca que estudos tem demonstrado que não 
é necessário manter baixas temperaturas dentro do site, e que o aumento de 4 ou 5ºC tem sido 




Conforme Junior (2011), a metodologia científica envolve pressupostos teóricos, 
fundamentados a um referencial em relação a ciência estudada e procedimentos, que remetem 
a pesquisas, relatórios e posteriormente a coleta, análise e interpretação de dados, organização 
de dados, elaboração de relatórios e concepção do objeto. Neste sentido, o presente capítulo 
do trabalho tem como objetivo apresentar a metodologia utilizada para atingir os objetivos 
propostos, além de apresentar algumas ferramentas que auxiliaram em algumas abordagens do 
projeto. 
Todas as regras metodológicas adotadas para conduzir o trabalho seguem o Manual da 
Univates para Trabalhos Acadêmicos (CHEMIN, 2015). 
As próximas etapas do projeto em questão consistem em, descrever a metodologia 
adotada, análise do cenário atual, coleta de dados, análise dos resultados, sugestões de 
melhorias e sugestões de implementações. Os tópicos a seguir aprofundam essas questões. 
3.1 Método de pesquisa e trabalho 
De acordo com Lakatos e Marconi (2010), o conhecimento científico se diferencia dos 
demais por lidar com fatos concretos, pois suas suposições são testadas e a veracidade 
colocada à prova através de experiências. Por este motivo é imprescindível que todo o 
levantamento teórico obtido até o momento sirva de suporte para o estudo do cenário real, 
além de ser necessário para que implementações práticas sejam feitas de maneira correta e 
adequada. 
3.1.1 Quanto à natureza 
Segundo Lakatos e Marconi (2010), o tema é o assunto que se deseja desenvolver. É 
um problema que ainda não dispõe de uma solução, que necessita ser examinado, avaliado e 
posteriormente solucionado. 
 53 
A metodologia utilizada para condução deste trabalho pode ser considerada como 
aplicada por ter como objetivo solucionar problemas através do conhecimento teórico 
adquirido (GIL, 2010). Em alguns momentos serão levantadas hipóteses que posteriormente 
serão testadas, onde suas conclusões serão apresentadas através das análises de dados. Os 
testes das hipóteses são fundamentais porque elas podem conter erros (CASTRO, 2011). 
3.1.2 Quanto aos objetivos 
Em relação a propósitos gerais, considera-se como exploratório no sentido que há o 
interesse de se familiarizar com o ambiente do problema (GIL 2010). 
Com base no objetivo da pesquisa, procura-se identificar oportunidades de melhoria na 
infraestrutura de um Data Center em operação, sendo os principais fatores a eficiência 
energética, redução do consumo de energia elétrica, melhoria nos recursos de monitoramento 
e outros na parte de infraestrutura. 
3.2 Procedimentos de pesquisa 
A seguir, explica-se os procedimentos de pesquisa utilizados no projeto. 
3.2.1 Referencial teórico 
O referencial teórico é uma espécie de diálogo científico. É através dele que foi feito o 
embasamento sobre os temas abordados, além de ser o ponto de partida para o projeto 
(JUNIOR, 2011). 
Os temas explorados foram classificados de acordo com alguns tópicos referenciados 
nas principais bibliografias dos principais autores de títulos sobre o assunto. 
3.2.2 Pesquisa documental 
Na etapa de pesquisa documental, utiliza-se de documentos e elementos portadores de 
dados (GIL, 2010). Na etapa de análise do cenário será necessário consultar informações de 
documentos da própria empresa para que se possa testar hipóteses e verificar se uma 
determinada situação pode ser considerada como um problema. 
Os documentos obtidos podem ser escritos ou de outras fontes, como fotografias, 
vídeos e outros meios (LAKATOS; MARCONI, 2010). 
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3.2.3 Coleta de dados 
Nesta etapa se aplicam as técnicas selecionadas para levantamento dos dados previstos 
(LAKATOS; MARCONI, 2010). Podem ser utilizados instrumentos mecânicos, elétricos ou 
eletrônicos (GIL, 2010). 
No contexto do trabalho, os esforços para coleta de dados estarão focados na análise 
do cenário atual em relação a disposição da infraestrutura do site e também ao seu nível de 
eficiência energética. A carga elétrica dos ativos de TI, a eficiência do sistema elétrico (UPS) 
e do sistema de ar condicionado terão destaque neste quesito. 
3.2.4 Análise de dados 
Haverá uma seção destinada a apresentação dos resultados baseado nos métodos de 
coleta empregados (GIL, 2010).  
Após obter os resultados, será feita a análise e interpretação dos dados (LAKATOS; 
MARCONI, 2010). Gil (2010) destaca que como se trata de um estudo de caso, a análise e 
interpretação dos dados devem ocorrer simultaneamente. 
Dessa forma, os dados coletados serão verificados e representados em tabelas, quadros 
e gráficos. As sugestões de melhorias serão propostas com base nos resultados obtidos nesta 
etapa do projeto. 
3.3 Resumo dos procedimentos de metodologia 
Depois de traçar a condução do trabalho em métodos, os mesmos podem ser 
verificados a seguir, de maneira resumida, na tabela 7:  
Tabela 7 – Resumo da metodologia 
Procedimento Descrição 
Referencial teórico 
Interação no assunto com base em publicações de 
especialistas na área. 
Pesquisa documental Buscar documentação acerca do cenário atual. 
Coleta de dados Coletar informações técnicas importantes do ambiente. 
Análise de dados Interpretar as informações coletadas. 
Sugestão de ações 
 
Com base nas informações interpretadas, verificar 
oportunidades de melhorias e sugerir implementações 
práticas.  
Fonte: Elaborado pelo autor (2016). 
 Tratam-se de etapas a serem seguidas no trabalho para que ele possa atingir, da melhor 
maneira possível, os resultados esperados. 
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4 ANÁLISE DO CENÁRIO ATUAL 
Este capítulo tem como objetivo analisar a situação atual do Data Center nas suas 
diversas características, baseando-se nos principais tópicos abordados nas referências 
bibliográficas do presente trabalho.  
As informações foram levantadas através de consultas a documentos cedidos pela área 
patrimonial da empresa, responsável por todas as obras civis, além da realização de visitas ao 
local para avaliação in loco da situação e durante reuniões com os funcionários responsáveis 
pelas instalações elétricas do local.  
Todas as sugestões de adequações na estrutura têm suas indicações baseadas nas 
informações verificadas neste capítulo. 
4.1 Projeto arquitetônico 
Neste tópico são verificados os principais quesitos relacionados ao projeto 
arquitetônico e construção do Data Center. A Figura 10 representa a planta baixa do prédio 














Figura 10 – Planta baixa do Data Center 
 
Fonte: Elaborado pelo autor com base em memorial descritivo (2016). 
A parte do prédio que comporta a infraestrutura total do Data Center possui 191 m² 
quando considerados os espaços de suporte, call center, almoxarifado e setores 
administrativos, porém a computer room (destacada em vermelho na Figura 10) ocupa apenas 
6,8 m² da área total construída. 
Antes de acomodar o ambiente do Data Center, a área era ocupada por uma empresa 
de manutenção de eletrodomésticos. A construção é simples e não recebeu qualquer tipo de 
preparação especial antes de receber a computer room. O piso é cerâmico e o forro de PVC. 
As portas são simples e não possuem sistema de corta fogo, o pé direito é de 3,18 metros em 
todos os ambientes, exceto na sala de computadores, onde possui apenas 2,43 metros. Outra 
exceção neste ambiente é o forro, que possui uma laje construída na altura do pé direito. As 
paredes são de tijolo maciço, rebocadas e pintadas, não possuindo tratamento especial para 
manutenção térmica do ambiente. 
4.1.1 Computer room 
A computer room está confinada em um espaço construído dentro da área do Data 
Center, possui 6,8 m² de área e abriga equipamentos de telecomunicações, servidores e 
nobreak. Nesse espaço há 3 racks, um deles destinado a acomodação dos equipamentos e 
passivos das operadoras que fornecem banda IP para o provedor. 
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No primeiro rack está instalado um storage, oito servidores, dois roteadores e quatro 
switches. No segundo rack estão equipamentos de terceiros, entre eles três roteadores, um 
switch, cinco distribuidores ópticos para acomodação das fibras e um multiplexador STM-4. 
No terceiro e último rack são sete servidores, dois roteadores, dois distribuidores ópticos, um 
conversor óptico-elétrico e uma OLT. 
Abaixo, a Figura 11 mostra o layout da computer room com base na planta baixa: 
Figura 11 – Layout da computer room 
 
Fonte: Elaborado pelo autor (2016). 
Além de sustentar os serviços oferecidos pelo provedor, como hospedagem de sites, e-
mails, armazenamento em disco, backup e outros, os diversos equipamentos de TI instalados 
na sala de computadores atendem com banda IP vários pontos de presença ativos em áreas 
remotas, que garantem a entrega do serviço até o usuário final através de repetidoras de rádio 
ou sistemas cabeados. São vários quilômetros de fibras ópticas que saem dessa estrutura e vão 







Figura 12 – Fotografia da computer room 
 
Fonte: Elaborado pelo autor (2016). 
Como pode ser verificado na Figura 12, o espaço é apertado e não permite muitas 
alterações de layout. 
4.1.2 Entrada de telecomunicações 
O Data Center não possui uma sala de telecomunicações. Atualmente estes serviços 
estão misturados com outros equipamentos, mas a estrutura de entrada deles é fundamental, 
tendo em vista que eles são vitais para a operação do provedor.  
São sete cabos ópticos contendo várias fibras que recebem serviços de operadoras 
além de cabos que fazem conexões do Data Center com serviços do provedor instalados em 










Figura 13 – Entrada dos serviços de telecomunicações do Data Center 
 
Fonte: Elaborado pelo autor (2016). 
Dos sete cabos ópticos, quatro são de serviços contratados e todos acabam 












Figura 14 – Trajeto externo de cabos ópticos 
 
Fonte: Elaborado pelo autor (2016). 
Mesmo chegando por caminhos diferentes, os cabos ópticos percorrem o mesmo 
caminho até chegar no Data Center. 
4.2 Projeto elétrico 
A fonte de energia principal do Data Center é fornecida pela concessionária local. A 
energia chega até o quadro de medição já em baixa tensão, onde entra no circuito comutador 
que recebe a fonte principal e a redundante (esta segunda vinda de um gerador a diesel). A 
partir deste ponto, a energia trifásica é levada até um quadro elétrico através de quatro fios 
condutores (um para cada fase e um para o neutro) de 20 mm cada, onde ficam ligados os 
principais disjuntores do circuito elétrico que atende o Data Center. 
O quadro de disjuntores atende o nobreak do Data Center, seu sistema de refrigeração 
e iluminação, além de outros pontos elétricos do prédio, como tomadas e iluminação das salas 
de suporte. O diâmetro dos condutores utilizados são 10 mm para cada fase de entrada do 
nobreak, 2,5 mm para os equipamentos de refrigeração do Data Center e 4 mm para as saídas 
das tomadas e iluminação. O disjuntor foi dimensionado para suportar uma corrente total de 
63 Amperes.  
O cabo elétrico da saída do nobreak vai até um segundo quadro que que sustenta a 
ligação elétrica dos elementos conectados atrás da energia estabilizada. 




Figura 15 – Quadro elétrico do Data Center 
 
Fonte: Elaborado pelo autor (2016). 
Há também um segundo quadro elétrico pensado exclusivamente para a energia 
chamada de estabilizada, que é atendido pelo sistema UPS do Data Center. Os detalhes desse 
sistema são explorados abaixo, no item 4.2.1. 
4.2.1 Sistema de UPS 
O sistema de UPS começa na saída do quadro principal, onde um disjuntor trifásico de 
25 Amperes por fase está instalado e as três fases chegam até o nobreak através de cabos de 
10 mm. Ele é composto por um nobreak modelo APC Smart-UPS RT 10000 XL com 3 
módulos de baterias adicionais e capacidade de carga de até 10 KVA. 
O equipamento possui funcionalidades de gerência através de rede, permitindo coleta 







Figura 16 – Nobreak do Data Center 
 
Fonte: Elaborado pelo autor (2016). 
A saída do nobreak é monofásica, e o sistema foi pensado de maneira que cada rack 
do Data Center pudesse ser alimentado eletricamente por circuitos isolados, ou seja, cada rack 
possui no mínimo dois filtros de linha ligados atrás de um disjuntor separado, de modo que 
algum problema no circuito desarme apenas parte do que está instalado no rack. Como a 
maioria dos ativos instalados na computer room possuem fontes redundantes, um possível 
desarmamento de um disjuntor não impactará na operação dos equipamentos. 
Um disjuntor de maior capacidade de corrente está instalado antes de disjuntores de 
menor capacidade, onde ficam os filtros de linha. Para que isso fosse possível, o cabo 
monofásico de saída do nobreak foi emendado, de modo que a fase está dividida em um 




Figura 17 – Quadro elétrico da rede estabilizada 
 
Fonte: Elaborado pelo autor (2016). 
O mesmo cabo monofásico entra em um barramento de 3 disjuntores, garantindo um 
sistema segmentado na computer room. 
4.2.2 Grupo motor gerador 
O sistema elétrico é composto também por um grupo motor gerador, que é acionado 
caso ocorra alguma falha na distribuição de energia elétrica da concessionária. Este gerador 
não é dedicado para o Data Center, nem exclusivo do provedor de internet. O provedor está 
instalado em um prédio junto com outras empresas do grupo, que também usufruem da 
utilização do gerador. Por este fator, é importantíssimo que os responsáveis pelo setor elétrico 
estejam constantemente atualizados com relação a carga total do site. 
O equipamento possui capacidade de carga de até 250 KVA, mas por uma questão de 
segurança, o setor de manutenção elétrico mantém ligado apenas 80% dessa carga. 
Durante um evento de falta de energia elétrica, o circuito comutador automaticamente 
chaveia para o gerador, que liga e começa a operar com total eficiência após 
aproximadamente dois minutos. Na Figura 18 é mostrado o circuito comutador: 
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Figura 18 – Circuito comutador das fontes de energia 
 
Fonte: Elaborado pelo autor (2016). 
A capacidade de manter o sistema energizado com 80% da carga total suportada pelo 
gerador é de aproximadamente 12 horas, sem que haja necessidade de reabastecimento. 
O diagrama completo do projeto elétrico do Data Center está representado a seguir na 
Figura 19. 
Figura 19 – Diagrama elétrico do Data Center 
 
Fonte: Elaborado pelo autor (2016). 
Mesmo o sistema não sendo dedicado, há uma boa autonomia em caso de falta de 
energia elétrica da concessionária. 
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4.3 Sistema de climatização 
O ambiente da computer room possui dois equipamentos de ar condicionado do tipo 
Split instalados com o objetivo de manter a temperatura em um nível que não prejudique a 
operação dos equipamentos de TI. Cada equipamento possui uma unidade interna 
(evaporadora) e outra externa (condensadora) conectadas por uma tubulação que provê a 
passagem do gás refrigerador e um dreno de retorno, que escoa a água da unidade interna. 
Todo o ar frio é insuflado para o ambiente através das próprias unidades evaporadoras 
e, devido ao posicionamento dos racks, todo o ar frio passa pela parte de trás dos 
equipamentos de TI. Não há unidades coletoras de ar quente. 
Figura 20 – Posicionamento do sistema de climatização na computer room 
 
Fonte: Elaborado pelo autor (2016). 
A operação dos dois equipamentos instalados no ambiente é alternada de maneira 
manual. Enquanto um equipamento está refrigerando o ambiente, o segundo está desligado. 
Diariamente, a pessoa da área técnica encarregada pelo plantão realiza a troca do equipamento 
para minimizar a possibilidade de problemas originados por um longo tempo de atividade, 
além de garantir que os dois equipamentos estejam sempre funcionais. Abaixo a tabela 8 




Tabela 8 – Comparativo dos dois equipamentos de refrigeração 
 Equipamento 1 Equipamento 2 
Marca/Modelo Komeco KOS30QC – G2 Komeco KOS 30 QC 3LX 
Capacidade (W) 8200 8790 
Potência (W) 3010 2852 
Corrente (A) 13,7 12,96 
 Fonte: Elaborado pelo autor (2016). 
O setup da temperatura dos equipamentos sempre é de 22ºC e um termostato verifica a 
temperatura do ambiente. O único monitoramento da temperatura é através de inspeção 
visual, ou seja, somente quando alguém se aproxima do termostato e faz a checagem dela. 
Junto ao termostato está instalado um equipamento discador, que envia chamadas via celular 
para uma lista de pessoas de maneira recorrente, até que alguém atenda, caso a temperatura 
medida por ele ultrapasse 27ºC. Ao atender, o equipamento envia um alerta sonoro na 
chamada telefônica. Abaixo as Figuras 21 e 22 demonstram o sistema:  
Figura 21 – Setup de temperatura do equipamento de ar condicionado 
 
Fonte: Elaborado pelo autor (2016). 
Figura 22 – Termostato acoplado ao alarme discador 
 
Fonte: Elaborado pelo autor (2016). 
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Quando o alerta sonoro é enviado, a equipe deve atuar prontamente, pois a temperatura 
no ambiente sobe rapidamente quando não há um sistema de refrigeração em funcionamento. 
Como o alerta é enviado a 27ºC, se a situação não for verificada rapidamente, a alta 
temperatura pode ocasionar defeitos nos equipamentos de TI instalados no Data Center. 
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5 COLETA E ANÁLISE DE DADOS 
Além de analisar o cenário a nível de infraestrutura física, alguns dados foram 
coletados para que fosse possível mensurar o quanto de energia é consumido pelo conjunto de 
equipamentos de TI, sistema de refrigeração e iluminação, para que posteriormente possam 
ser identificadas melhorias nestes sistemas. 
Em alguns casos os procedimentos para coleta de dados foram manuais, através da 
utilização de ferramentas adequadas, de cálculos realizados com base em informações 
técnicas dos equipamentos ou através da utilização de protocolos de gerência e ajuda de 
sensores, que juntamente com o software Zabbix, proporcionaram a possibilidade de um 
melhor tratamento dessas informações. 
Os dados coletados e os procedimentos serão detalhados nos tópicos a seguir. 
5.1 Dados do sistema elétrico 
Para poder determinar a carga de cada um dos agentes consumidores de energia 
elétrica, a etapa de coleta de dados do sistema elétrico foi dividida de acordo com a ilustração 
da Figura 23. 
Figura 23 – Diagrama de coleta de dados 
 
Fonte: Elaborado pelo autor (2016). 
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Como os dados não puderam ser obtidos de maneira automatizada, todas as coletas do 
sistema trifásico de entrada (logo após o relógio de medição da concessionária) foram 
realizadas no quadro de disjuntores, cuja denominação é 380 VCA. As identificações estão 
designadas de acordo com as informações da tabela 9. 
Tabela 9 – Identificação dos disjuntores do 380 VCA 
ID Disjuntor Descrição Seção do fio (mm) 
D2 Split 2 2,5 
D3 Split 1 2,5 
D6 Nobreak 10 
D7 Almoxarifado 6 
D8 Iluminação + tomadas 4 
D9 Iluminação + tomadas 4 
Fonte: Elaborado pelo autor (2016). 
A instalação física de cada disjuntor está identificada na Figura 24. 
Figura 24 – Identificação dos disjuntores do 380 VCA 
 
Fonte: Elaborado pelo autor (2016). 
De acordo com Chagas (2014), mesmo que a cobrança da energia elétrica seja feita em 
Watts (W), o dimensionamento das cargas do sistema deve ser feito em VoltAmpere (VA). A 
diferenciação destas duas medidas é que VA é a carga aparente do sistema, enquanto W é a 
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carga real. A carga em W leva em consideração o fator de potência de um equipamento (como 
lâmpada, motores, fontes de alimentação e etc...). O fator de potência nem sempre é preciso, 
portanto neste trabalho, quando utilizado, ele será aproximado de acordo com os sistemas que 
serão observados. As equações utilizadas são as seguintes: 
 VA em sistemas trifásicos: √3 × I(A) × V(V) 
 VA em sistemas monofásicos: I(A) × V(V) 
 W em sistemas trifásicos: √3 × PF × I(A) × V(V) 
 W em sistemas monofásicos: PF × I(A) × V(V) 
Onde I é a corrente em Amperes, V é a voltagem fase-neutro em Volts e PF é o fator 
de potência do equipamento observado. 
5.1.1 Consumo elétrico total do sistema 
O consumo elétrico de todo o sistema foi baseado em medições realizadas nas três 
fazes da entrada do sistema elétrico que alimenta o Data Center para que com isso a 
quantidade de KiloWatts consumidos no período de um mês fosse estimada. 
Como a carga elétrica total é constante, ou seja, os equipamentos utilizados seguem 
uma rotina, foram realizadas medições no quadro elétrico geral em diferentes horários e assim 
constatar a corrente total do circuito. A seguir, a Figura 25 ilustra a carga de processamento 
em Giga bits por segundo (Gbps) do principal roteador do sistema: 
Figura 25 – Processamento em Gbps do roteador de borda do sistema 
 
Fonte: Elaborado pelo autor (2016). 
Como é possível verificar na imagem acima, o processamento possui um perfil 
definido, o que possibilita ter uma estimativa das cargas de cada subsistema do Data Center 
através de amostragens, como carga da refrigeração e da alimentação do sistema de UPS. 
Abaixo a tabela 10 detalha a medição de corrente realizada. 
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Tabela 10 – Medições de corrente na entrada de energia trifásica do Data Center 
Data Hora Fase 1 Fase 2 Fase 3 Total 
23/08/2016 07:50 6,0 14,0 5,0 25,0A 
23/08/2016 13:18 7,0 12,0 5,0 24,0A 
24/08/2016 11:20 6,8 13,0 6,2 26,0A 
25/08/2016 12:10 6,9 6,6 6,0 19,5A 
26/08/2016 11:20 6,8 12,7 6,4 25,9A 
26/08/2016 18:30 6,0 6,7 6,0 18,7A 
27/08/2016 07:50 6,7 13,5 6,0 26,2A 
29/08/2016 18:15 7,0 6,7 6,0 19,7A 
30/08/2016 18:10 7,1 13,6 6,0 26,7A 
31/08/2016 11:00 7,0 6,7 6,2 19,9A 
31/08/2016 18:20 6,0 14,3 6,0 26,3A 
01/09/2016 18:15 7,0 6,5 6,0 19,5A 
02/09/2016 11:20 7,0 14,0 6,2 27,2A 
02/09/2016 18:30 6,0 6,3 6,0 18,3A 
03/09/2016 07:50 6,7 13,5 6,0 26,2A 
03/09/2016 12:10 6,9 6,7 6,0 19,6A 
03/09/2016 14:20 6,9 13,1 6,0 26,0A 
06/09/2016 14:00 7,0 6,3 6,4 19,7A 
06/09/2016 18:10 6,9 14,0 6,0 26,9A 
08/09/2016 10:50 7,1 14,0 6,2 27,3A 
Fonte: Elaborado pelo autor (2016). 
Todas as medições no quadro especificadas na tabela acima foram realizadas com um 
alicate amperímetro, cujas especificações estão disponíveis no (Anexo A) deste trabalho. A 
carga total do Data Center será obtida através da soma de todas as cargas do sistema, e as 
medições realizadas no quadro geral servem para comprovar a consistência das medições, 
pois a soma de todas as cargas deve se aproximar do total obtido nessas medições. O 
resultado encontrado foi: 
 Média da corrente: 23,43A; 
 Média da tensão: 220V; 
 Carga: 8928,02VA. 
A seguir a Figura 26 exemplifica o procedimento de medição da corrente elétrica na 








Figura 26 – Procedimento de medição das correntes das fases elétricas 
 
Fonte: Elaborado pelo autor (2016). 
Por uma questão de acessibilidade, as medições nas fases de entrada foram realizadas 
na canaleta e não logo acima do disjuntor, pois o espaço é limitado, o que implica em riscos 
de segurança, já que o circuito esta energizado. 
Todas as medições realizadas manualmente com o alicate amperímetro estão 
disponíveis no Apêndice A deste trabalho. 
5.1.2 Consumo elétrico dos ativos de TI 
A carga de TI foi coletada com base nas informações fornecidas pelo nobreak. 
Durante as medições realizadas manualmente e apontadas no item anterior, o nobreak foi 
acessado remotamente via navegador de internet e os dados de potência foram coletados. A 







Figura 27 – Carga dos ativos de TI retiradas do nobreak 
 
Fonte: Elaborado pelo autor (2016). 
O software não informa a carga em valores absolutos, somente em porcentagem, o que 
fez necessário que estes fossem calculados. A tensão e corrente elétrica foram incluídas na 
gerência de rede do provedor, de maneira que fossem monitoradas via protocolo SNMP. As 
Figuras 28 e 29 mostram os gráficos gerados pelo software de monitoramento Zabbix. 
Figura 28 – Gráfico de corrente de saída retirada do nobreak 
 
Fonte: Elaborado pelo autor (2016). 
Figura 29 – Gráfico de tensão de saída retirada do nobreak 
 
Fonte: Elaborado pelo autor (2016). 
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De acordo com o manual de instruções, o nobreak é capaz de suportar uma carga de 
até 10 KVA (KiloVolt Ampere), os valores absolutos podem ser representados da seguinte 
forma: 
 Média da corrente de saída: 16,05A; 
 Média da tensão de saída: 217,05V; 
 Carga: 3479,31VA; 
Essa carga representa que o sistema de UPS opera com 34,79% da carga máxima 
suportada e o cálculo mostra-se coerente com os dados informados pelo software do 
dispositivo, que mostrou 37% de carga aparente quando a corrente foi de 16,87A, conforme 
pôde ser observado anteriormente na Figura 27. 
5.1.3 Perda na conversão do sistema UPS 
A perda do sistema de UPS foi considerada calculando a potência de entrada do 
nobreak subtraída pela potência de saída. A seguir a tabela 11 mostra os valores obtidos nas 
medições de corrente de entrada. 
Tabela 11 – Medições de corrente na entrada de energia do nobreak 
Data Hora Fase 1 Fase 2 Fase 3 Total 
23/08/2016 07:50 5,9 4,5 6,0 16,4 A 
23/08/2016 13:18 5,5 4,5 6,0 16,0 A 
24/08/2016 11:20 5,5 4,6 5,8 15,9 A 
25/08/2016 12:10 5,5 4,0 5,5 15,0 A 
26/08/2016 11:20 5,7 4,5 5,6 15,8 A 
26/08/2016 18:30 5,5 4,6 5,5 15,6 A 
27/08/2016 07:50 5,8 4,5 5,7 16,0 A 
29/08/2016 18:15 5,5 4,4 5,8 15,7 A 
30/08/2016 18:10 5,4 4,0 5,5 14,9 A 
31/08/2016 11:00 5,5 4,5 5,5 15,5 A 
31/08/2016 18:20 5,4 4,0 5,3 14,7 A 
01/09/2016 18:15 5,5 4,5 5,8 15,8 A 
02/09/2016 11:20 5,3 4,5 5,6 15,4 A 
02/09/2016 18:30 5,0 4,3 5,4 14,7 A 
03/09/2016 07:50 5,6 4,4 5,5 15,5 A 
03/09/2016 12:10 5,3 4,8 5,2 15,3 A 
03/09/2016 14:20 5,4 4,3 5,6 15,3 A 
06/09/2016 14:00 5,4 4,2 5,5 15,1 A 
06/09/2016 18:10 5,5 4,8 5,2 15,5 A 
08/09/2016 10:50 5,6 4,5 5,7 15,8 A 
Fonte: Elaborado pelo autor (2016). 
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A tensão de entrada do nobreak é trifásica, e de acordo com o manual há um elemento 
que transforma a tensão trifásica em monofásica. Quando os dados chegam até os sensores do 
equipamento a tensão já é monofásica e a corrente não é informada, portanto os cálculos 
foram feitos de maneira manual, com base em medições de corrente realizadas no quadro de 
disjuntores na saída para o nobreak. 
Com os dados coletados, pode-se calcular a perda do sistema UPS da seguinte 
maneira: 
 Corrente média do sistema de entrada: 15,495A; 
 Tensão média do sistema: 220V; 
 Carga de entrada: 5904,38VA; 
 Diferença de entrada e saída: 2425,07VA; 
 Perda do sistema UPS aproximada em 41,07%. 
5.1.4 Consumo do sistema de refrigeração 
Juntamente com as demais medições, as correntes nos disjuntores dos equipamentos 
de ar condicionado foram verificadas, obtendo-se os coletados abaixo na tabela 12: 
Tabela 12 – Medições de corrente nos disjuntores dos refrigeradores de ar 
Data Hora Split 1 Split 2 
23/08/2016 07:50 0,0 10,8 
23/08/2016 13:18 8,2 0,0 
24/08/2016 11:20 9,2 0,0 
25/08/2016 12:10 0,2 0,0 
26/08/2016 11:20 8,9 0,0 
26/08/2016 18:30 0,2 0,0 
27/08/2016 07:50 0,0 10,0 
29/08/2016 18:15 0,2 0,0 
30/08/2016 18:10 0,0 11,5 
31/08/2016 11:00 0,2 0,0 
31/08/2016 18:20 9,0 0,0 
01/09/2016 18:15 0,2 0,0 
02/09/2016 11:20 9,2 0,0 
02/09/2016 18:30 0,2 0,0 
03/09/2016 07:50 0,0 10,9 
03/09/2016 12:10 0,2 0,0 
03/09/2016 14:20 9,2 0,0 
06/09/2016 14:00 0,0 0,2 
06/09/2016 18:10 0,0 11,5 
08/09/2016 10:50 8,6 0,0 
Fonte: Elaborado pelo autor (2016). 
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 Em todos os casos verificados, apenas um equipamento Split estava operando, motivo 
pelo qual constata-se que em alguns momentos um dos equipamentos está com corrente 
elétrica em zero ampere. 
 Outro detalhe importante constatado é que, em algumas medições, o equipamento de 
ar condicionado praticamente não estava gerando corrente elétrica, o que sugere que, naquele 
momento, apenas a unidade evaporadora estava atuando. 
 Com esses dados, foi possível estimar com a metodologia adotada até o momento a 
carga do sistema de refrigeração: 
 Corrente média do sistema de refrigeração: 5,93A; 
 Tensão média do sistema: 220V; 
 Carga: 1304,6VA. 
5.1.5 Consumo dos demais espaços 
No quadro de disjuntores também estão conectados mais espaços próximos ao Data 
Center, entre eles a sala de NOC, área de suporte e o setor de almoxarifado. É importante 
destacar que devido a uma reestruturação administrativa da empresa, desde o mês de maio de 
2016, somente o almoxarifado (conectado no D7) está operando neste local, ou seja, os 
demais espaços estão temporariamente desativados e atualmente praticamente não impactam 
no consumo geral do circuito.  
Alguns disjuntores foram desligados, permanecendo apenas o D8 e D9 ativos, 
circuitos onde estão conectadas algumas tomadas, o sistema de iluminação e um refrigerador 
(geladeira), utilizado por técnicos de campo. Eventualmente alguns notebooks também são 
conectados nas tomadas para recarregar as baterias. 
 Para avaliação da carga desses espaços, foi adotado o mesmo procedimento de 
medição dos demais, verificando a corrente elétrica na saída dos disjuntores em diferentes 
períodos, podendo assim constatar o seu impacto no sistema. Todas as medições realizadas 








Tabela 13 – Consumo dos demais espaços 
Data Hora D7 D8 D9 Total 
23/08/2016 07:50 0,4 0,2 3,0 3,6 A 
23/08/2016 13:18 0,4 0,2 3,4 4,0 A 
24/08/2016 11:20 1,5 0,6 3,0 5,1 A 
25/08/2016 12:10 0,4 0,2 3,0 3,6 A 
26/08/2016 11:20 1,5 0,6 3,0 5,1 A 
26/08/2016 18:30 0,2 0,2 2,8 3,2 A 
27/08/2016 07:50 0,2 0,2 3,0 3,4 A 
29/08/2016 18:15 0,2 0,2 3,2 3,6 A 
30/08/2016 18:10 0,2 0,3 4,0 4,5 A 
31/08/2016 11:00 1,6 1,0 3,0 5,6 A 
31/08/2016 18:20 0,2 0,5 2,8 3,5 A 
01/09/2016 18:15 0,2 0,2 3,2 3,6 A 
02/09/2016 11:20 1,5 1,0 3,0 5,5 A 
02/09/2016 18:30 0,2 0,2 2,8 3,2 A 
03/09/2016 07:50 0,2 0,8 3,0 4,0 A 
03/09/2016 12:10 0,2 0,2 3,0 3,4 A 
03/09/2016 14:20 1,5 0,8 3,0 5,3 A 
06/09/2016 14:00 1,5 0,8 3,8 6,1 A 
06/09/2016 18:10 0,2 0,2 4,0 4,4 A 
08/09/2016 10:50 2,0 0,6 2,0 4,6 A 
Fonte: Elaborado pelo autor (2016). 
Após coletar e organizar os dados, foi possível constatar que os demais sistemas do 
Data Center representam a seguinte carga: 
 Tensão considerada para cada fase do sistema: 220V; 
 Média das correntes: 4,265A; 
 Carga: 938,3VA. 
5.1.5.1 Consumo do sistema de iluminação 
O sistema de iluminação está conectado junto aos disjuntores das tomadas e a sua 
carga já é considerada nas medições realizadas no item anterior deste trabalho. Como o Data 
Center está isolado do ambiente de trabalho, as lâmpadas ficam desligadas e são acesas 
apenas na presença de alguém. Por ter pouca circulação, esse sistema é considerado 
insignificante em termos de consumo de energia elétrica. 
5.1.6 Resumo comparativo de consumo dos sistemas 
Após agrupar as medições dos sistemas de refrigeração, espaços administrativos e de 
suporte, carga de TI e perda na conversão do sistema de UPS, foi possível verificar o quanto 
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cada sistema representa no montante da carga do site. A tabela 14 coloca a carga em VA de 
cada sistema lado a lado. 
Tabela 14 – Comparativo das cargas aparentes do site 
 Carga em VA % da carga 
Sistema de climatização 1304,60 16,01 
Administrativo/Suporte 938,30 11,52 
Carga crítica de TI 3479,31 42,71 
UPS/Baterias 2425,08 29,77 
Fonte: Elaborado pelo autor (2016). 
Após estes cálculos, pode-se chegar à conclusão de que os valores obtidos estão bem 
desalinhados com os encontrados por diversos autores, como por exemplo no gráfico obtido 
na Figura 7 deste trabalho. Abaixo, a Figura 30 coloca os dados obtidos em forma de gráfico: 
Figura 30 – Gráfico de potência aparente do site por categoria 
 
Fonte: Elaborado pelo autor (2016). 
É nítido que o fator mais crítico é a perda do sistema de UPS, que se mostra muito 
ineficiente, representando 30% de toda a carga. 
5.1.7 Cálculo de eficiência energética do Data Center 
Verificada a intensidade da carga de cada subsistema do Data Center, é possível 
determinar o seu nível de eficiência. Com o cálculo das métricas, é possível que o gestor 
verifique o nível de eficiência do Data Center, podendo assim contribuir com a redução do 
consumo de energia, utilização de matéria prima, e emissão de dióxido de carbono. 
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Essas atitudes possibilitam que seja criada uma sustentabilidade empresarial, cujo 
objetivo é dar continuidade nos aspectos sociais, econômicos e ambientais da sociedade 
humana (POLENTINI, 2016). 
Para avaliar o nível de eficiência do Data Center, foram utilizadas as métricas PUE e 
DCiE, já mencionadas no item 2.5.1 deste trabalho. A seguir, apresentam-se os cálculos: 




Portanto, os números representam que o Data Center possui um índice de 2,34 na PUE 
e 42,7% na DCiE. Esses valores apontam que o nível de eficiência é médio.  
Esses indicadores mostram que o Data Center analisado possui um nível de eficiência 
entre médio e ineficiente. A partir disso, é possível realizar comparações com outros cenários. 
A nível de região, Fracalossi (2015) e Vogel (2015) analisaram os cenários dos Data 
Centers da Univates e Unimed Vales do Taquari e Rio Pardo, respectivamente, e obtiveram os 
índices de PUE e DCiE, cujos dados são comparados com este estudo de caso abaixo na 
Figura 31: 
Figura 31 – Comparativo de eficiência energética com outros Data Centers da região 
 
Fonte: Elaborado pelo autor com base em Fracalossi (2015) e Vogel (2015). 
Através desse comparativo pode-se concluir que os três sites estão desalinhados em 
termos de eficiência energética. Enquanto a Unimed beira a eficiência, o Data Center 
analisado neste trabalho surge em um nível intermediário, já o da Univates mostra-se 
ineficiente. 
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5.2 Dados do sistema de refrigeração 
Além de analisar o consumo de energia elétrico do sistema de refrigeração, o seu 
desempenho foi avaliado para que fosse verificado se os equipamentos do Data Center estão 
sendo refrigerados da maneira adequada. Resolveu-se fazer esta análise em função do layout 
da computer room mostrar-se desordenado em relação as bibliografias, principalmente por 
não adotar conceitos de corredor frio e corredor quente, além de insuflar o ar frio na parte de 
trás dos equipamentos, local por onde seus coolers retiram o calor gerado pelo aquecimento 
dos circuitos elétricos. Para obter essa resposta foi criado um plano de monitoramento da 
temperatura, ilustrado abaixo na Figura 32. 
Figura 32 – Plano de monitoramento da temperatura do Data Center 
 
Fonte: Elaborado pelo autor (2016). 
Para realizar esse monitoramento, foi utilizado um sensor de temperatura LM35 
(Anexo B) ligado a um Arduino UNO (Anexo C). O sensor é alimentado com 5 Volts por 
uma saída do Arduino e então envia um sinal para ele, que por sua vez está programado para 
interpretar este sinal, e o envia para um PC. Neste caso, por uma questão de conveniência e 
praticidade, o computador utilizado foi um servidor já ativo no Data Center. 
Foi criado um script para tratar os dados recebidos no servidor, a leitura do Arduino é 
gravada em um arquivo e este é acessado pelo software de gerência Zabbix via Secure Shell 
(SSH). 
Nos próximos tópicos cada etapa será brevemente detalhada. 
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5.2.1 Montagem do circuito 
O conjunto sensor com Arduino foi pensado de modo que o sensor fosse ligado em um 
pino de entrada analógica. A seguir a Figura 33 mostra o projeto do esquema de ligação do 
sensor. 
Figura 33 – Esquema de ligação do sensor ao Arduino 
 
Fonte: Elaborado pelo autor (2016). 
Os pinos 5V e GND conectam o sensor a tensão de 5 Volts e terra. Já o sinal do sensor 
foi ligado no pino A5. 
Esse formato de montagem garante que o sensor faça a leitura da temperatura externa, 
envie-a para o Arduino, que processará a informação, enviará para o computador, que gravará 
o dado tratado em forma de arquivo, para finalmente ser consultado pelo software de 
gerência.  
5.2.2 Programação do Arduino 
Pela plataforma ser extremamente didática, não houve problemas para realizar a 
programação do circuito. O Arduino dispõe de linguagem própria, com sintaxe muito parecida 
com a de outras populares, como o C por exemplo. Toda a documentação está disponível on-
line e várias bibliotecas podem ser incluídas facilmente na IDE de programação. 
Abaixo, a listagem 1, está disponível o código utilizado para coletar a informação do 
sensor de temperatura e envio para o PC: 
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Listagem 1 – Configuração da placa para monitoramento de temperatura 
1 #include <LiquidCrystal.h> 
2 #define LM35 A5 
3 LiquidCrystal lcd (8, 9, 4, 5, 6, 7); 
4 unsigned long tempo; 
5 double temperatura; 
6 void setup() { 
7     Serial.begin(9600);    { 
8     analogReference(DEFAULT);   
9     lcd.begin(16, 2); 
10 } 
11 void loop() { 
12   lcd.setCursor(0, 0); 
13   lcd.print("Temperatura:"); 
14   if (millis() - tempo >=1000) { 
15     temperatura = (analogRead(LM35) *5.0 / 1023.0) * 100.0;   
16     Serial.println(temperatura);   
17     lcd.setCursor(0, 1); 
18     lcd.print(temperatura); 
19     lcd.print(" C"); 
20     tempo = millis(); 
21   } else { 
22     if (tempo > millis()) { 
23       tempo = 0; 
24     } 
25   } 
26 }   
Fonte: Elaborado pelo autor (2016). 
5.2.3 Instalação do circuito 
Após ter a placa programada e testada, ela foi instalada junto ao ambiente da computer 
room. Por uma questão de espaço, ele foi colocado no último rack sobre uma bandeja, da 






Figura 34 – Sistema de coleta de temperatura instalado 
 
Fonte: Elaborado pelo autor (2016). 
Para que a temperatura também pudesse ser visualizada in loco foi acoplado ao 
Arduino um shield LCD, que é um módulo com encaixe perfeito nos pinos do micro 
controlador, sendo assim de fácil montagem e configuração.  
Como neste caso o material foi instalado somente para se atingir os objetivos dessa 
monografia, não foram realizadas soldas, ou seja, os fios apenas foram conectados ao 
controlador e ao sensor, este segundo com ajuda de uma mini protoboard, para que tudo 
pudesse ser reaproveitado futuramente em outros trabalhos. 
5.2.4 Configuração na gerência 
Após receber os dados do sensor, foi pensado de que maneira essas informações 
poderiam ser enviados para o software de gerência. A primeira tentativa foi através da 
utilização do protocolo SNMP, onde os dados seriam colocados em um Identificador de 
Objeto (OID), e então coletados pelo gerente. Porém ocorreram problemas nas coletas dessas 
informações utilizando um OID, e outra forma precisou ser pensada. 
Pensou-se então em fazer a coleta diretamente por SSH, lendo a porta serial e 
gravando a informação recebida em um arquivo, que será lido pelo software de gerência. Para 








Listagem 2 – Script de coleta da porta serial e gravação em arquivo 
1 #/bin/bash 
2  
3 cat /dev/ttyACM0 > /tmp/tempteste & 
4 sleep 4 
5 VAR=`ps -ef |grep cat |grep tty |cut -c10-14` 
6  
7 kill $VAR 
8  
9 cat /tmp/tempteste |sed -n 3p > /home/suporte/temp 
10  
11 chmod 777 /home/suporte/temp 
Fonte: Elaborado pelo autor (2016). 
O procedimento de gravação em arquivo precisou ser realizado em duas etapas pois 
quando iniciada a leitura da serial, a primeira informação chegava desordenada em alguns 
momentos, tornando a informação inválida, conforme pode ser verificado na Figura 35. 
Figura 35 – Leitura da porta serial 
 
Fonte: Elaborado pelo autor (2016). 
Portanto observou-se que a terceira linha sempre trazia a informação válida, o que 
levou a gravar uma série de dados em um arquivo temporário, onde a terceira linha era 
gravada em um arquivo definitivo e as demais informações descartadas. A seguir, pode-se 







Figura 36 – Conteúdo final do arquivo contendo a temperatura 
 
Fonte: Elaborado pelo autor (2016). 
Logo após realizar a configuração do script para geração dos arquivos, foi realizada a 
configuração do Zabbix, procedimento ilustrado na Figura 37. 
Figura 37 – Configuração da verificação da temperatura no Zabbix 
 
Fonte: Elaborado pelo autor (2016). 
Como o PC utilizado para realizar a leitura da temperatura é um servidor em produção 
no ambiente do Data Center, as informações de endereço IP do host e senha foram ocultadas. 
5.2.5 Homologação 
Para garantir a consistência da informação recebida do sensor, os dados coletados 
foram comparados através de inspeção visual com o sensor já atuante no Data Center. A 
temperatura do sensor mais antigo sempre ficou próxima do novo sensor instalado, como 








Figura 38 – Homologação do sensor de temperatura 
 
Fonte: Elaborado pelo autor (2016). 
Como os sensores estavam dispostos em locais diferentes no Data Center, sempre 
houve uma pequena diferença na temperatura registrada por eles. 
No Zabbix foi configurado um gatilho que gera um alerta quando a temperatura lida 
ultrapassar 27 graus. Curiosamente, logo após a instalação do sistema, um dos equipamentos 
de ar condicionado falhou e o sistema alertou, como é possível verificar na Figura 39: 
Figura 39 – Gráfico acusando alerta de alta temperatura 
 
Fonte: Elaborado pelo autor (2016). 
Após esse evento o sistema foi considerado como funcional. 
5.2.6 Monitoramento da temperatura 
Na última etapa, a temperatura do ambiente foi comparada com a dos ativos. De 
acordo com o que foi estudado no referencial teórico deste trabalho, sabe-se que apenas a 
informação da temperatura do ambiente pode não representar se o sistema é eficiente ou não, 
 87 
tendo em vista que o que precisa ser refrigerado é o equipamento e não o ambiente. As vezes 
tem-se a ideia de que um Data Center precisa ser um local frio, mas na verdade o sistema de 
resfriamento deve considerar os equipamentos. Em um conceito de corredores frios e quentes, 
percebe-se que parte da computer room recebe o ar frio, enquanto a outra parte fica com 
temperaturas maiores. 
Abaixo é demonstrado o gráfico de temperatura do ambiente coletado através do 
sistema ligado ao Arduino no período de 16/09/2016 até 30/09/2016: 
Figura 40 – Gráfico de temperatura do ambiente 
 
Fonte: Elaborado pelo autor (2016). 
Durante esse período o sensor coletou do ambiente a temperatura mínima de 19,55ºC e 
máxima de 23,95ºC. A temperatura varia bruscamente quando ocorrem as trocas dos 
equipamentos de ar condicionado, fator que deve ser considerado, pois alguns equipamentos 
podem sofrer problemas com variações bruscas de temperatura. 
Dessa forma, analisou-se a temperatura da Central Processing Unit – Unidade de 
Processamento Central (CPU) de equipamentos com hardware semelhantes, mas 
posicionados em locais diferentes do Data Center. Na Figura 41 é possível verificar o gráfico 
de temperatura do equipamento posicionado mais próximo da saída de ar: 
Figura 41 –Temperatura da CPU de roteador próximo a saída de ar 
 
Fonte: Elaborado pelo autor (2016). 
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Neste equipamento, a temperatura máxima da CPU foi de 40ºC e a mínima de 34ºC.  
Por fim, a temperatura de um roteador mais distante da saída de ar foi analisada, como é 
possível verificar na Figura 42: 
Figura 42 –Temperatura da CPU de roteador distante da saída de ar 
 
Fonte: Elaborado pelo autor (2016). 
Com essa análise foi possível comprovar que o insuflamento de ar no Data Center não 
é homogêneo, levando em consideração dois equipamentos com especificações e funções 
semelhantes, porém posicionados em locais diferentes. O equipamento distante da saída de ar 
registrou temperaturas de 55 a 56ºC na CPU, o que mostra que há uma diferença grande no 
recebimento de ar para refrigeração dos equipamentos. 
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6 MEDIDAS ADOTADAS E SUGESTÕES DE MELHORIAS 
Após analisar o Data Center, coletar dados e interpretá-los, foi possível concluir que 
algumas medidas precisam ser adotadas para adequar a estrutura de acordo com o que é 
recomendado por normas e boas práticas.  
Sabe-se que aplicar uma norma técnica em um determinado ambiente não garante, por 
si só, o sucesso de sua operação, mas garante a utilização de técnicas, cuja eficácia está 
comprovada através de estudos e testes práticos realizados. Por esse motivo, o atual capítulo 
tem como objetivo apresentar algumas sugestões que, se aplicadas, podem otimizar vários 
fatores, dentre eles diminuir a possibilidade de indisponibilidades, aumentar a vida útil das 
instalações e por consequência aumentar a qualidade dos serviços prestados além de 
contribuir para uma utilização mais eficiente de energia elétrica do site, reduzindo assim 
despesas operacionais. 
As medidas foram separadas em dois grupos: medidas de melhorias na infraestrutura e 
medidas para redução de consumo de energia elétrica. 
6.1 Medidas de melhorias na infraestrutura 
As medidas que apontam melhorias na parte da infraestrutura têm como principal 
objetivo aprimorar os serviços oferecidos no ambiente. Elas não garantirão redução de 
despesas a curto prazo, e na maioria dos casos, necessitam de investimentos para que sejam 
colocadas em prática, porém a longo prazo, os benefícios gerados podem trazer reduções de 
custo indiretas. 
A seguir, os próximos itens tratam de aprofundar cada oportunidade de melhoria 
identificada no quesito infraestrutura. 
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6.1.1 Reavaliação do espaço da computer room 
A medida fundamental e base para a aplicação de outras é a revisão do espaço ocupado 
pela computer room do site, cuja área atual é de apenas 6,8 m². Esse espaço mostra-se 
insuficiente para proporcionar futuras ampliações, sendo que é impossível acomodar mais 
equipamentos no espaço. Os três racks atuais instalados lado a lado não permitem que um 
quarto seja colocado, pois impediria que houvesse movimentações no ambiente, tornando 
impraticável a operação do Data Center.  
Analisando a planta baixa do local, é possível constatar que a antessala, junto a 
computer room possui um espaço consideravelmente mais adequado. Com 5 por 5,12 metros, 
o espaço total é de 25,6 m², o que o torna bem mais atrativo e com mais possibilidades de 
arranjo no ambiente. Considerando que a computer room pudesse ocupar todo o espaço, um 
novo layout é proposto, onde, além de possibilitar ampliações no ambiente, também é 
possível ocupar um espaço somente para a entrada de serviços. Abaixo é possível verificar a 
proposta de alteração do espaço na Figura 43. 
Figura 43 – Ajustes de layout na computer room 
 
Fonte: Elaborado pelo autor (2016). 
Na imagem acima, sugere-se remover duas paredes (contornadas em vermelho) e 
acrescentar o espaço contornado em azul. Nessa nova disposição, um espaço de 4,14 m² fica 
dedicado para sala de telecomunicações, espaço para uso de acomodação dos equipamentos 
de terceiros, impedindo assim que esses prestadores de serviços acessem o ambiente de 
equipamentos internos. O restante do ambiente ainda terá 21,46 m² de área dedicada para a 
instalação de racks e equipamentos do Data Center. 
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Dessa forma, considerando a demanda atual e já projetando um crescimento da 
estrutura, a disposição dentro da Entrada de Telecom e da Sala de computadores ficaria de 
acordo com o que é mostrado abaixo, na Figura 44. 
Figura 44 – Nova disposição de equipamentos na computer room 
 
Fonte: Elaborado pelo autor (2016) 
Assim o projeto considera que todo o ar frio é insuflado pelo meio da computer room. 
Os dois equipamentos de ar condicionado devem estar conectados a um duto, para que o ar de 
ambos possa ser injetado no ambiente pelo mesmo caminho, fazendo assim com que esse 
resfriamento chegue na frente dos racks e o ar quente saia pela parte de trás deles. O projeto 
prevê a instalação de um quarto rack, este apenas para passivos, para evitar o manuseio 
diretamente nas interfaces ativas dos equipamentos. Um rack para passivos (patch panels e 
cabeamento) cria uma hierarquia no cabeamento, fator fundamental para ter um isolamento 
das estruturas, facilitando manutenções. 
De uma maneira resumida, o espaço desenhado em verde projeta a área disponível 
para a instalação de novos racks, as setas azuis representam as saídas dos dutos de ar frio e a 
as setas vermelhas projetam a saída de ar quente dos equipamentos. 
Um fator determinante para aprovação ou reprovação dessa disposição é o fato de ser 
necessário confinar o ar condicionado em dutos. Embora muitas empresas de manutenção 
desses equipamentos fornecerem meios adaptados, a maioria dos fabricantes não recomendam 
tais adaptações, e sugerem a utilização de equipamentos próprios para dutos (com fabricação 
original para utilização nesse tipo de ambiente). 
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Outro fator que deve ser avaliado criteriosamente, é o fato de efetuar uma reforma na 
estrutura do ambiente com os sistemas operando. Inevitavelmente, em algum momento seria 
necessário que os equipamentos fossem desligados para que houvesse um rearranjo dos seus 
posicionamentos. Além de ter que ser tomado um cuidado adicional na remoção das paredes, 
que gerariam poeira, podendo danificar equipamentos. 
6.1.2 Melhorias nas entradas de telecom 
O espaço dedicado para acomodação dos equipamentos de telecomunicações 
provenientes de prestadores de serviço (terceiros) já foi projetado no tópico anterior, mas 
como já foi verificado, todos esses circuitos possuem sua entrada no mesmo poste externo. 
Por isso, fez-se necessário reavaliar o trajeto percorrido por esses cabos, onde constatou-se 
que eles possuem uma razoável extensão em comum, como pode ser verificado na Figura 45. 
Figura 45 – Nova disposição de equipamentos na computer room 
 
Fonte: Elaborado pelo autor (2016) 
Pelo fato de ter sido observado que, das quatro fibras que chegam até o Data Center, 
duas são trazidas por um lado e duas por outro, é prudente que seja criada uma segunda 
entrada, sugerindo que dois cabos acessem o ambiente através dela. 
Essa medida impede que um evento externo, como um acidente ou a queda de um 
poste interrompa as quatro comunicações externas do provedor. O fator mais complicativo é 
que essas manobras envolveriam mão de obra de terceiros, e se tratando de grandes 
operadoras de telecomunicações, demandas como essa tornam-se muito burocráticas. 
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6.1.3 Monitoramento, controle de acesso e combate a incêndio 
Até o início do presente trabalho, não havia qualquer tipo de monitoramento no 
ambiente referente a itens de infraestrutura. Toda a planta de gerência e administração nesse 
quesito era desconsiderada, e apenas haviam monitoramento de serviços, tais como 
disponibilidade de roteadores, monitoramento de tráfego de rede e servidores (serviços WEB, 
e-mail, servidor de arquivos e etc.). 
A partir do momento em que se começou a olhar mais para infraestrutura, constatou-se 
a necessidade de monitorar alguns recursos que já podiam ser monitorados através do sistema 
de UPS, mas que não eram porque não existia um olhar mais criterioso nesse quesito. 
6.1.3.1 Monitoramento do sistema elétrico 
A utilização do sistema de UPS para medir as cargas calculadas neste trabalho 
permitiu que fosse deixado um legado do monitoramento do sistema elétrico estabilizado. A 
tensão de entrada, tensão de saída e corrente de saída permaneceram monitoradas e agora 
emitem alarmes via e-mail e SMS caso algum parâmetro fique fora do patamar estabelecido. 
Os parâmetros foram definidos de acordo com o patamar de operação indicado pelo 
fabricante do nobreak, considerando ainda uma margem de segurança, para que os alertas não 
fossem emitidos apenas quando algum deles já estivesse muito próximo do limiar que possa 
causar algum dano nos equipamentos ou até prejudicar a operação do site. A seguir, é possível 
verificar esses parâmetros na tabela 15. 
Tabela 15 – Limites dos parâmetros de UPS monitorados 
  Limite considerado Limite do fabricante 
Tensão de entrada alta 230 Volts 280 Volts 
Tensão de entrada baixa 200 Volts 160 Volts 
Tensão de saída alta 225 Volts 240 Volts 
Tensão de saída baixa 210 Volts 208 Volts 
Corrente de saída alta 20 Amperes 45 Amperes 
Fonte: Elaborado pelo autor baseado no manual APC Smart (2016). 
Na Figura 46 é possível verificar a tela dos gatilhos, que enviarão alertas caso algum 






Figura 46 – Lista de triggers configuradas no Zabbix 
 
Fonte: Elaborado pelo autor (2016). 
Através desse monitoramento já foi possível constatar problemas na saída do sistema 
UPS, onde a tensão de saída chegou a 234 Volts, parâmetro muito próximo ao limite de 
operação de muitos equipamentos eletrônicos, que é de 240 Volts, conforme é possível 
verificar na Figura 47. 
Figura 47 – Tensão de saída elevada 
 
Fonte: Elaborado pelo autor (2016). 
Caso a variação se prolongasse por mais tempo, possivelmente alguns equipamentos 
apresentariam defeito e a disponibilidades dos serviços seriam afetadas. 
6.1.3.1 Monitoramento de temperatura e umidade 
Um sistema de monitoramento da temperatura e umidade definitivo deve ser 
implantado no Data Center. O sistema montado para medições com um Arduino teve que ser 
removido porque o material era emprestado, mas no período que esteve ativo mostrou-se útil, 
pois proporcionou maior gerência sobrea a temperatura. 
A instalação dos sensores de temperatura deve ser feita na parte frontal e traseira do 
rack, para que seja possível monitorar a temperatura do corredor frio e do corredor quente. Os 
sensores de umidade devem estar instalados no teto do Data Center, tanto no lado do corredor 
frio quanto no lado do corredor quente. 
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6.1.3.2 Controle de acesso e CFTV 
Por ser um ambiente crítico, o Data Center precisa ter o seu acesso controlado de 
modo o que restrinja a pessoas que possuam vínculo direto com a operação dos sistemas. As 
demais, como eventuais prestadores terceirizados, outros funcionários (que não atuam no 
Data Center ou em seus serviços) ou visitantes não podem ter acesso ao local sem que um 
responsável os autorize, ou de preferência, os acompanhe.  
O maior exemplo da importância de uma restrição no acesso ao Data Center pode ser 
constatado no dia 15/09/2016, quando um eletricista contratado para realizar adequações no 
prédio acessou o local sem acompanhamento e utilizou uma furadeira dentro da computer 
room. Nessa situação, o ato não ocasionou problemas imediatos, mas como pode ser 
verificado na Figura 48, resíduos do furo foram parar dentro de equipamentos, que 
obrigatoriamente deverão ser desligados em uma janela de manutenção pois precisam ser 
removidos. 
Figura 48 – Resíduos em equipamento proveniente de falta de controle de acesso 
 
Fonte: Elaborado pelo autor (2016). 
Além disso, um segundo problema poderia ter sido causado, pois o equipamento 
utilizado para fazer o furo na parede foi conectado em uma tomada energizada pelo sistema de 
UPS, que caso estivesse operando próximo ao limite de sua carga, poderia ter ocasionado 






Figura 49 – Alta corrente no UPS proveniente de falta de controle de acesso 
 
Fonte: Elaborado pelo autor (2016). 
Portanto, para garantir a segurança dos equipamentos e integridade de informações, a 
combinação de alguns elementos pode tornar o ambiente imune ao tipo de falha já detectado. 
A sugestão mais prática é aliar uma fechadura eletrônica, cujo acesso é liberado apenas com 
senha ou passagem de um cartão magnético, com um sensor na porta, além da instalação de 
câmeras, promovendo assim a possibilidade de ter um total controle acerca da presença na 
computer room. 
6.1.3.3 Sistema de combate a incêndio 
Os sistemas de combate a incêndio em Data Centers são importantes para preservar 
equipamentos, informações e vidas.  
Nesse trabalho, foi verificado que o ambiente em análise não possui sistemas de 
proteção contra incêndios. A única ferramenta útil para uma situação era um extintor de 
incêndio, que é periodicamente verificado e mantido pelo setor de segurança do trabalho da 
empresa. 
Recentemente, no dia 10/10/2016, visando iniciar uma adequação com relação a essa 
situação, foi instalado um equipamento detector de fumaça, capaz de identificar princípio de 
incêndio, que se verificado, aciona um alerta sonoro. Para aprimorar a proteção, é necessário 
implementar um sistema de supressão, que atua na extinção do fogo. O sistema FM-200 tem 
se mostrado eficiente nesse sentido, pois garante a extinção do incêndio e não prejudica os 
equipamentos, ao contrário de alguns sistemas de supressão com água. 
Além disso, a instalação de portas corta-fogo impede a passagem de chamas de um 
ambiente para o outro. Na sugestão de layout proposta nesse trabalho, a instalação de uma 
porta na entrada da sala de telecomunicações e outra da sala de telecomunicações até a 
computer room serviriam como isolantes entre os ambientes e retardariam chamas em caso de 
incêndio em um dos ambientes. 
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6.1.4 Melhorias no sistema de iluminação 
Como espera-se que o ambiente não fique iluminado por um tempo considerável, não 
foram levantados dados próprios do sistema de iluminação do Data Center. Mas como 
atualmente pessoas distintas acessam o ambiente, podem ocorrer situações onde lâmpadas são 
esquecidas de serem desligadas, sem que um dos administradores do local fique sabendo. 
Normalmente, 6 lâmpadas fluorescentes de 20 Watts ficam acessas, o que pode 
representar um desperdício de aproximadamente R$ 200,00 por ano (considerando a tarifa do 
mês de setembro de 2016), caso elas fiquem acessas durante 6 dias por mês.  
6.2 Otimizações e reduções no sistema elétrico 
De uma forma geral, a estrutura elétrica do sistema está composta adequadamente, 
distribuída internamente de maneira modular, ou seja, com o uso de unidades separadas (cada 
rack tem um disjuntor), além de ter um nível de eficiência energética considerado médio. 
De acordo com o que foi verificado até o momento, o principal fator a ser revisto é a 
conversão do sistema de UPS. Os cálculos realizados através das coletas de dados apontam 
que o nobreak entrega o sistema elétrico estabilizado na computer room com uma perda de 
40% de energia na relação de entrada e saída, além de representar 30% do consumo de 
energia elétrica total do Data Center. 
É altamente recomendado que se faça uma manutenção no sistema de UPS para revisar 
o transformador e as baterias internas, pois de acordo com o manual do equipamento, a perda 
deve ser de aproximadamente 10%. Caso a perda na conversão do sistema de UPS consiga ser 
revertida para 10%, a economia mensal de energia pode chegar a 30% em relação ao que foi 
verificado nos meses de agosto e setembro. 
Outro fator importante é analisar a possibilidade de aumentar o número de servidores 
virtualizados, agregando serviços em menos hardware. Em uma medida simples, que não 
exigiu grandes esforços de rearranjos no âmbito dos serviços ativos, foi desligado um switch 
do Data Center, onde os serviços que estavam nele ativos foram agregados em um outro 
equipamento que estava ocioso. Essa medida já representou a queda de um Ampere na carga 






Figura 50 – Queda de carga após remoção de equipamento de TI 
 
Fonte: Elaborado pelo autor (2016). 
Dos equipamentos de maior consumo de energia, atualmente são 15 servidores, 1 
storage, 4 switches e 7 roteadores. Os servidores em sua maioria não possuem hardware de 
ponta, ou seja, possivelmente poderiam ser reavaliados para que serviços fossem agregados 
em menos máquinas físicas, consequentemente aumentando o número de máquinas virtuais. 
Como o objetivo deste trabalho não é avaliar a capacidade de hardware do Data Center, não 
foi feito um estudo detalhado em cima das possibilidades nesse quesito, porém em uma 
simulação simples, caso a carga de TI fosse reduzida a 10 Amperes, a economia de energia 
dos ativos chegaria em aproximadamente 37%, o que no total, representaria 18% de 
economia. 
6.3 Melhorias no sistema de climatização 
Mesmo atendendo alguns requisitos determinados em norma, como operar 
ininterruptamente, possuir um sistema de climatização dedicado independente de escritórios e 
outros setores e possuir duas máquinas com rodízio de utilização, o sistema de refrigeração do 
Data Center em questão tem sido alvo constante de avaliações dentro da empresa. 
Desde o início desse trabalho, não foram identificados eventos catastróficos, mas 
ocorreram situações em que uma das máquinas parou, e foi necessária intervenção manual 
para que o sistema voltasse a operar. Em outras oportunidades, aconteceram situações em que 
esse tipo de problema era constante, inclusive as duas máquinas instaladas atualmente são 
razoavelmente novas. Não há registros documentados, mas desde que o ambiente está em 
operação, as máquinas de ar condicionado do Data Center já foram substituídas várias vezes. 
Acredita-se que, como o sistema atual é voltado para o conforto, a sua utilização de forma 
ininterrupta acaba o desgastando, exigindo periódicas substituições das máquinas. 
Nas oportunidades em que ocorreram problemas, os sintomas manifestados são 
semelhantes. Normalmente inicia-se com problemas de resfriamento, onde a temperatura do 
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ambiente eleva-se e é necessário intervenção manual para que o segundo equipamento seja 
acionado. Muitas vezes quando esse problema ocorre, há condensação, ocasionando gotejo na 
saída de ar. 
Portanto, mesmo estando de acordo em alguns quesitos, sugere-se algumas melhorias 
no sistema de refrigeração. 
6.3.1 Automação de partida e revezamento das máquinas 
Na etapa de análise e coleta de dados, foi identificado que uma das máquinas de ar 
condicionado é mais eficiente, porque aciona com menos frequência a sua unidade 
condensadora e também utiliza menos carga elétrica quando esta é ligada. Portanto, utilizar a 
condensadora 1 durante um período maior pode reduzir o consumo de energia elétrica. 
De acordo com os dados que foram levantados, utilizando como base o mês de 
setembro, a condensadora 1 tem 205,5 horas de operação contra 197,2 horas de condensadora 
2, mas mesmo assim, ela consome menos carga, pois quando está ligada, a corrente elétrica 
produzida pelo equipamento 1 é menor do que a corrente do equipamento 2. O levantamento 
completo dessa análise está disponível no (Apêndice B). 
Para tal, foi realizado um cálculo, onde chegou-se à conclusão que, passando a operar 
a condensadora 1 por 15,5 horas pode haver uma redução de até 2,57% no consumo de 
energia elétrica do sistema de refrigeração. Como o processo de troca é manual, não há como 
estender esse revezamento, pois essas quantidades de horas se encaixam no sistema de escala 
de plantões da empresa. 
Como não há automação desse rodízio, os plantões do turno da manhã e da noite 
realizam a troca, mas algumas vezes há falhas no processo, e ela é esquecida. 
Além de contribuir para que a o rodízio não seja esquecido, um sistema automático 
poderia efetuar trocas ainda maiores. Ampliando a operação da condensadora 1 para 18 horas 
diárias, a economia de energia no sistema de refrigeração poderia chegar a 8%, porém neste 
caso deve haver atenção quanto a estabilidade do equipamento, pois essa quantidade de horas 
poderia sobrecarrega-lo. No (Apêndice C) é possível verificar de maneira completa o cálculo 
das simulações de revezamento dos equipamentos de ar condicionado. 
Outro quesito muito importante, é que em caso de falhas no equipamento operante, o 
sistema de automação poderia acionar o redundante, não necessitando mais de intervenções 
manuais. 
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6.3.2 Outras possibilidades de melhorias na refrigeração 
Algumas medidas já propostas nesse trabalho, como por exemplo adaptar o layout da 
computer room para adotar corredores frios e quentes, tomando precauções para retirar o ar 
quente do ambiente e não somente inserir ar frio, além de insuflar o ar frio através de dutos, 
com uma melhor uniformidade do ar, já são fatores que otimizariam o sistema de refrigeração. 
Não somente em termos de eficiência energética, mas também melhorariam a qualidade da 
refrigeração, aumentando a vida útil das instalações. 
Outra otimização, que neste caso acaba remetendo a mudança de layout do Data 
Center, é reduzir a mistura do ar frio e quente. Isso permite que o equipamento de ar 
condicionado possa operar com temperaturas de insuflamento de ar mais elevadas. No arranjo 
atual o ar frio é injetado no ambiente diretamente na saída de ar quente dos equipamentos, 
provocando total mistura de ar frio e quente. Para um melhor entendimento dessa situação, a 
Figura 51 demonstra o fenômeno. 
Figura 51 – Ilustração da mistura de ar quente e frio 
 
Fonte: Adaptado de Lange (2014). 
Também é possível operar o Data Center com limites de temperaturas mais elevados. 
Atualmente é previsto em norma manter a estrutura em até 27ºC sem mudar requerimentos de 
garantia. Quanto maior a temperatura de operação do Data Center, menor o consumo de 
energia. 
A troca do sistema de ar de conforto por um sistema de precisão é uma medida que 
pode reduzir o consumo de energia elétrica e aumentar a confiabilidade do site. Normalmente 
sendo quatro vezes mais caro do que um sistema de conforto, um sistema de precisão pode 
representar menos gastos em manutenção, menor risco de falhas e maior eficiência.  
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6.3.3 Free cooling 
O free cooling pode se tornar uma opção de sistema de refrigeração. Cada vez mais ele 
vem sendo adotado como alternativa em projetos de pequenos sites. Pelo fato de utilizar o ar 
externo para refrigerar o ambiente do Data Center, é natural pensar que esse tipo de sistema 
vá funcionar com um bom nível de rendimento apenas em locais cujas temperaturas são 
baixas, porém essa afirmativa não é verdadeira. 
Claro que o clima é um fator importante no rendimento de um sistema de free cooling, 
mas existem algumas opções no mercado que utilizam o sistema indireto, onde há auxílio de 
resfriamento mecânico e trocas de calor, e o aproveitamento do ar externo, por consequência, 
reduzindo o consumo de energia elétrica. Projetos de Data Centers modulares em contêineres 
vem adotando como padrão esse tipo de sistema de refrigeração, inclusive no Brasil. De 
acordo com matéria publicada na revista RTI – Redes, Telecom e Instalações no mês de julho 
de 2012, há Data Centers operando com esses sistemas em desertos e os índices de PUE ficam 
próximos de 1,15. 
Portanto, foi realizada uma análise para verificar o clima da região e posteriormente 
observar se é possível adotar nela um sistema de free cooling em Data Centers. Os dados 
climáticos foram obtidos através do Centro de Informações Hidrometeorológicas (CIH) da 
Univates, que gentilmente repassou os dados coletados pela estação meteorológica do centro 
universitário a cada 30 minutos, desde o ano de 2004. Contudo, para fins de pesquisa, foram 
consideradas as temperaturas dos últimos 6 anos. 
Como os dados foram obtidos a cada 30 minutos, considerou-se intervalos a cada 
variação de 1ºC. Por exemplo: foi verificado quantas leituras a estação realizou entre 1 e 
1,9ºC e essa quantidade de leituras foi multiplicada por 30, considerando esse resultado o 
tempo total em minutos que a temperatura do ano ocorreu entre 1 e 1,9ºC em um determinado 










Figura 52 – Método de classificação de temperaturas 
 
Fonte: elaborado pelo autor (2016). 
 Alguns fatores como material utilizado na construção do Data Center, layout, carga de 
TI e outros, irão interferir juntamente com o clima, na temperatura do corredor frio. Marin 
(2013) coloca um estudo de caso baseado em uma solução de free cooling, cujas temperaturas 
no corredor frio podem ser configuradas para 23,8ºC e 26,7ºC, obtendo a seguinte relação. 
Tabela 16 – Relação entre temperaturas externas e internas em sistema de free cooling 
Temperatura externa  Temperatura corredor frio Requisitos adicionais 
Até 19ºC 23,8ºC Nenhum 
Entre 19º e 23,8ºC 23,8ºC Climatização evaporativa 
Acima de 23,8ºC 23,8ºC Climatização suplementar 
Até 21,8ºC 26,7ºC Nenhum 
Entre 21,8º e 26,7ºC 26,7ºC Climatização evaporativa 
Acima de 26,7ºC 26,7ºC Climatização suplementar 
Fonte: Elaborado pelo autor baseado em Marin (2013). 
Com base na tabela acima, as temperaturas coletadas na cidade de Lajeado entre o ano 
de 2010 e 2015 foram classificadas considerando essas duas possibilidades de setup. O 











% de ocorrência Requisito de adicionais 
Até 19ºC 23,8ºC 39,71 Nenhum 
Entre 19º e 23ºC 23,8ºC 26,30 Climatização evaporativa 
Acima de 23ºC 23,8ºC 33,99 Climatização suplementar 
Até 21ºC 26,7ºC 52,44 Nenhum 
Entre 21º e 26ºC 26,7ºC 29,16 Climatização evaporativa 
Acima de 26ºC 26,7ºC 18,40 Climatização suplementar 
Fonte: Elaborado pelo autor baseado em Marin (2013) e CIH Univates (2016). 
As informações analisadas mostram que nos dois setups há necessidade de um sistema 
de refrigeração complementar, porque o sistema de free cooling “puro” supriria a demanda 
apenas durante metade do período verificado. Então um sistema de free cooling indireto pode 
ser viabilizado. 
Mesmo assim, o clima analisado mostra-se tecnicamente viável nos dois setups para 
implementação de um sistema baseado em free cooling. A seguir, a Figura 53 mostra em 
forma de porcentagem um gráfico com as ocorrências em que cada requisito de climatização 
seria acionado no período de 2010 até 2015: 
Figura 53 – Porcentagem de utilização de um sistema free cooling em Lajeado 
 
Fonte: Elaborado pelo autor baseado em Marin (2013) e CIH Univates (2016). 
Então, de acordo com a imagem, fica claro que independente do setup adotado, o 
tempo de utilização de free cooling mostra-se superior a refrigeração mecânica. 
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6.3.3.1 Free cooling indireto de dois estágios 
Nesse sistema de refrigeração, há uma unidade CRAC no Data Center equipada com 
um trocador de calor adicional. O CRAC é conectado por canos de água até a saída de ar 
externo.  
Durante períodos frios, o ar externo é capaz de refrigerar a água do CRAC. Assim, o 
compressor não é utilizado e a operação do sistema é em modo free cooling. Em períodos de 
altas temperaturas, o suprimento de ar externo não é suficiente para refrigerar o ambiente, 
então há utilização de um sistema mecânico. Já em períodos de temperatura moderada, o 
sistema opera em modo misto, ou seja, se há elevação de temperatura de modo que a troca do 
ar externo com o interno não é o suficiente, a operação mecânica atua para equilibrar o 
ambiente. 
A Figura 54 dá uma breve noção acerca do funcionamento de um sistema de free 
cooling indireto de dois estágios. 
Figura 54 – Free cooling indireto com CRAC integrado 
 
Fonte: Ztulz (2015). 
Esse tipo de sistema costuma oferecer alta eficiência energética, é independente da 
qualidade do ar externo, independente da umidade externa do ar e possui backup com 
refrigeração mecânica integrado. 
6.4 Resumo investimentos versus economia obtida 
Após analisar uma série de oportunidades de melhorias na estrutura do Data Center, 
várias tentativas de orçamentos foram realizadas junto a fornecedores de soluções idênticas ou 
muito próximas das sugeridas até o momento.  
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Sabe-se que a obtenção de soluções de alto nível pode envolver investimentos 
elevados, por isso é imprescindível buscar um equilíbrio. 
Em 2014, a empresa buscou uma consultoria externa para realizar um trabalho muito 
semelhante ao que está sendo feito nessa monografia, onde as mesmas questões colocadas até 
o momento foram levantadas e orçadas. Naquela oportunidade, o orçamento repassado por 
essa empresa de consultoria foi de aproximadamente R$ 900.000,00 incluindo as 
implementações e o projeto. Na época optou-se por não dar andamento ao projeto. 
Assim, depois de sugerir essas diversas medidas, procurou-se realizar um 
levantamento de custos de algumas, caso fossem implementadas. Vários fornecedores foram 
procurados, mas nem todos responderam as solicitações. Outros responderam, mas por 
possuírem soluções muito customizadas, não informaram valores sem antes conhecer o 
ambiente in loco.  
Na tabela 18, faz-se um comparativo onde são colocados os custos de algumas 
implementações e as possibilidades de economias geradas. 
Tabela 18 – Possibilidades de implementações, custos e economia de energia 
Medida Custo (R$) % de economia 
Mudança de layout 7.000,00  
Mudança na entrada de telecom 1.000,00  
Porta corta-fogo 1.000,00  
Fechaduras para controle de acesso 2.000,00  
Sensores de temperatura e umidade 700,00  
Câmeras 1.000,00  
Sensores de presença 50,00  
Manutenção nobreak 2.000,00 Até 25,5% 
Revezamento automático de ar 
condicionado 
500,00 Até 1,3% 
Diminuição da carga de TI  Até 34,0% 
Sistema de refrigeração de precisão 100.000,00  
Fonte: Elaborado pelo autor. 
Algumas medidas não apresentam economia de energia nem redução de custos diretas, 
mas suas implementações certamente influenciarão no desempenho do Data Center, 
aumentando a disponibilidade dos serviços, segurança e consequentemente impactarão no 
resultado da empresa.  
As medidas que representam economia de energia, estão baseadas nos itens já 
apresentados neste trabalho, como reduzir a perda de conversão de UPS para 10% realizando 
uma manutenção no nobreak, utilizar com maior frequência o equipamento de ar 
condicionado 1 e reduzir a carga de TI, otimizando o número de equipamentos, desligando 
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alguns que estão ociosos e maximizando o uso de virtualização. Nessa projeção, foi 
considerado que a carga de TI pudesse ser reduzida de 15,49 para 10 Amperes. 
Caso todas as medidas fossem implementadas simultaneamente, a redução da carga de 
energia seria ainda maior, conforme é mostrado na tabela 19: 
Tabela 19 – Projeção de carga elétrica após melhorias 
Sistema Projeção de carga (VA) % de carga 
Refrigeração 1.200,23 26,33 
Adm/suporte 938,30 20,58 
Carga de TI 2.200,00 48,26 
Conversão UPS 220,00 4,80 
TOTAL 4.558,53  
Fonte: Elaborado pelo autor. 
Assim, é possível verificar que, se adotadas, algumas medidas podem reduzir a carga 
elétrica do site em até 55,9%, saindo de 8147,29VA para 4.558,53VA, trazendo um rearranjo 
do que cada subsistema representa no consumo elétrico geral. A Figura 55 traz um 
comparativo da carga atual com a projeção realizada caso algumas medidas sugeridas fossem 
adotadas. A simulação completa do cenário está disponível no Apêndice E deste trabalho. 
Figura 55 – Comparação da carga atual com a projetada após adoção de medidas 
 
Fonte: Elaborado pelo autor. 
Utilizando um fator de potência geral de 0,8 (fator indicado no manual de instruções 
do nobreak) e considerando a tarifa de energia elétrica de R$ 0,36kWh mais 50% de tributos 
(valores praticados pela concessionária de energia no mês de setembro de 2016), a carga atual 
do site representou um custo aproximado de R$ 3.500,00 com energia elétrica em setembro. 
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Com os mesmos parâmetros, caso fossem adotadas as medidas, este custo poderia ser 
reduzido à R$ 2.000,00, representando uma economia de R$ 1.500,00 por mês. 
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7 CONSIDERAÇÕES FINAIS 
A proposta desse trabalho foi identificar oportunidades de melhorias na infraestrutura 
de um pequeno Data Center no Vale do Taquari, sugerindo medidas que otimizassem o uso de 
energia elétrica para que suas despesas operacionais diminuíssem e indicando a 
implementação de várias melhorias baseadas em normas técnicas e boas práticas, 
aprimorando os serviços disponibilizados no site. Ao final, foi possível evidenciar que os 
objetivos foram alcançados. 
Após analisar o espaço ocupado pela computer room, verifica-se que o mesmo se 
encontra inadequado, porque não proporciona qualquer alteração, tendo em vista que a área 
dele é muito pequena. É prudente que a medida de alteração do layout seja considerada para 
que outras possam ser adotadas futuramente. 
Com a realização desse estudo, foi possível mensurar o atual consumo de energia do 
Data Center e de cada subsistema, e uma série de ações puderam ser propostas, algumas delas 
inclusive não necessitam de grandes investimentos para que sejam colocadas em práticas. 
Também chamou atenção que, mesmo que a eficiência energética do ambiente nunca tenha 
sido aprimorada, o cálculo da PUE e DCiE mostram que o nível de eficiência do site é 
considerado razoável. 
Constatou-se que o sistema de UPS apresenta índices completamente inapropriados se 
comparados com os encontrados em outras pesquisas, sugerindo ações com um olhar mais 
atento para esse sistema. O custo da sua perda pode representar a possibilidade da compra de 
um equipamento novo dentro de um período de aproximadamente um ano, o que justifica 
plenamente que essa situação seja adequada para que se reduza a pelo menos 10% de perda. 
O sistema de refrigeração mostrou-se menos impactante do que se sugere para um 
Data Center, e neste caso ele é prejudicado pelo layout da computer room, já que o 
insuflamento do ar frio é feito na parte traseira dos racks, onde os coolers dos ativos de TI 
retiram o ar quente dos seus componentes. Por este motivo não há isonomia na distribuição do 
 109 
ar frio, onde equipamentos com as mesmas características, mas posicionados em locais 
distintos apresentam grande diferença na temperatura de suas CPUs. 
Um revezamento mais eficiente, automatizado e que coloque o equipamento de ar 
condicionado 1 para operar durante um período mais prolongado pode representar economia 
de energia imediata. Esta ação, além de impedir esquecimentos na troca do equipamento, 
também garante mais segurança aos ativos de TI, assegurando o acionamento do segundo 
refrigerador caso ocorra alguma falha.  
Ainda no quesito refrigeração, o Vale do Taquari desponta como uma grande opção 
para a utilização de Data Centers baseado em sistemas de free cooling. O clima de Lajeado 
sugere que, em determinados setups de temperatura, o sistema pode se mostrar eficiente e 
praticamente autônomo por 50% do seu tempo de operação. 
Os ativos de TI também foram identificados como importantes consumidores de 
energia elétrica do Data Center, e a redução de um único ativo já provou o quanto eles podem 
impactar na carga elétrica do site. Neste sentido, mesmo não sendo foco do trabalho, a 
utilização de ambientes virtualizados mostra-se eficiente porque permite agregar servidores 
sem que seja necessário a instalação de mais hardware físico. 
No quesito infraestrutura, projetos que envolvem estruturas de alto nível mostram-se 
caras e provavelmente inadequadas para Data Centers de pequeno porte. Para esses casos, 
projetos que buscam um olhar estritamente técnico possivelmente estão fadados a fracassar, 
pois o investimento necessário para colocá-los em prática são altos e podem não retornar. Este 
estudo de caso comprova que os ativos de TI e os softwares que o compõe estão cada vez 
mais robustos e com capacidade de operar em ambientes menos controlados, sendo que o 
maior problema está na falta de documentação e conhecimento do espaço do que 
propriamente na sua infraestrutura. 
Foram procurados vários fornecedores de sistemas de refrigeração de precisão, 
sistemas profissionais de combate a incêndio, conjuntos de soluções para controle de acesso, 
mas muitos deles não responderam as solicitações. A dificuldade em conseguir orçamentos e 
propostas de grandes fabricantes já é uma comprovação de que o olhar destes não é para as 
estruturas pequenas, e que suas soluções são focadas em grandes estruturas. 
É importante que medidas de controle de acesso sejam implementadas, mesmo que 
mais simplórias. Neste trabalho, provou-se que a falta desse controle pode causar problemas 
sérios. 
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Todo o projeto e a documentação fica como legado para a empresa, e caso ela opte por 
repensar a sua estrutura de Data Center, grande parte do levantamento está concluído após o 
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Apêndice A – Medições de corrente nos quadros elétricos 
 
Medições de corrente realizadas nos quadros elétricos do Data Center. 
Data Hora 




Fase 1 Fase 2 Fase 3 Total Fase 1 Fase 2 Fase 3 Total Almoxarifado Ilum + tomadas Ilum + tomadas Ar 2 (Porta) Ar 1 (Parede) 
23/08/2016 07:50 6,00 14,00 5,00 25,00 5,90 4,50 6,00 16,40 0,40 0,20 3,00 3,60 10,80 0,00 10,80 
23/08/2016 13:18 7,00 12,00 5,00 24,00 5,50 4,50 6,00 16,00 0,40 0,20 3,40 4,00 0,00 8,20 8,20 
24/08/2016 11:20 6,80 13,00 6,20 26,00 5,50 4,60 5,80 15,90 1,50 0,60 3,00 5,10 0,00 9,20 9,20 
25/08/2016 12:10 6,90 6,60 6,00 19,50 5,50 4,00 5,50 15,00 0,40 0,20 3,00 3,60 0,00 0,20 0,20 
26/08/2016 11:20 6,80 12,70 6,40 25,90 5,70 4,50 5,60 15,80 1,50 0,60 3,00 5,10 0,00 8,90 8,90 
26/08/2016 18:30 6,00 6,70 6,00 18,70 5,50 4,60 5,50 15,60 0,20 0,20 2,80 3,20 0,00 0,20 0,20 
27/08/2016 07:50 6,70 13,50 6,00 26,20 5,80 4,50 5,70 16,00 0,20 0,20 3,00 3,40 10,00 0,00 10,00 
29/08/2016 18:15 7,00 6,70 6,00 19,70 5,50 4,40 5,80 15,70 0,20 0,20 3,20 3,60 0,00 0,20 0,20 
30/08/2016 18:10 7,10 13,60 6,00 26,70 5,40 4,00 5,50 14,90 0,20 0,30 4,00 4,50 11,50 0,00 11,50 
31/08/2016 11:00 7,00 6,70 6,20 19,90 5,50 4,50 5,50 15,50 1,60 1,00 3,00 5,60 0,00 0,20 0,20 
31/08/2016 18:20 6,00 14,30 6,00 26,30 5,40 4,00 5,30 14,70 0,20 0,50 2,80 3,50 0,00 9,00 9,00 
01/09/2016 18:15 7,00 6,50 6,00 19,50 5,50 4,50 5,80 15,80 0,20 0,20 3,20 3,60 0,00 0,20 0,20 
02/09/2016 11:20 7,00 14,00 6,20 27,20 5,30 4,50 5,60 15,40 1,50 1,00 3,00 5,50 0,00 9,20 9,20 
02/09/2016 18:30 6,00 6,30 6,00 18,30 5,00 4,30 5,40 14,70 0,20 0,20 2,80 3,20 0,00 0,20 0,20 
03/09/2016 07:50 6,70 13,50 6,00 26,20 5,60 4,40 5,50 15,50 0,20 0,80 3,00 4,00 10,90 0,00 10,90 
03/09/2016 12:10 6,90 6,70 6,00 19,60 5,30 4,80 5,20 15,30 0,20 0,20 3,00 3,40 0,00 0,20 0,20 
03/09/2016 14:20 6,90 13,10 6,00 26,00 5,40 4,30 5,60 15,30 1,50 0,80 3,00 5,30 0,00 9,20 9,20 
06/09/2016 14:00 7,00 6,30 6,40 19,70 5,40 4,20 5,50 15,10 1,50 0,80 3,80 6,10 0,20 0,00 0,20 
06/09/2016 18:10 6,90 14,00 6,00 26,90 5,50 4,80 5,20 15,50 0,20 0,20 4,00 4,40 11,50 0,00 11,50 
08/09/2016 10:50 7,10 14,00 6,20 27,30 5,60 4,50 5,70 15,80 2,00 0,60 2,00 4,60 0,00 8,60 8,60 
Média geral (A) 23,43 15,50 4,27 5,93 
Tensão em (V) 220 220 220 220 
Potência aparente (VA) 8928,03 5904,39 938,30 1304,60 
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Apêndice B – Comparativo dos equipamentos de ar condicionado 
 
Medições realizadas para quantificar o tempo de funcionamento da unidade condensadora dos equipamentos de ar condicionado. A cada 
partida do motor identificada, o tempo de alta corrente foi cronometrado. Sempre que a corrente baixava, o tempo de inatividade também 
foi cronometrado. 
Data Hora 
Ar 2 (Porta, D2) Ar 1 (Parede, D3) 
Tempo ligado (min) Tempo desligado (min) Corrente (A) Tempo ligado (min) Tempo desligado (min) Corrente (A) 
29/08/2016 18:19 
      04:00 00:00 9,2 
      00:00 03:00 0,2 
      03:39 00:00 9,2 
      00:00 02:56 0,2 
31/08/2016 10:58 
04:00 00:00 12,5       
00:00 02:48 0,2       
03:00 00:00 12,5       
00:00 02:55 0,2       
01/09/2016 15:39 
      00:00 02:48 0,2 
      05:30 00:00 9,2 
      00:00 02:44 0,2 
      02:48 00:00 9,2 
02/09/2016 18:30 
      03:48 00:00 8,5 
      00:00 03:56 0,2 
      03:54 00:00 8,5 
      00:00 03:00 0,2 
03/09/2016 16:33 
      00:00 04:33 0,2 




Ar 2 (Porta, D2) Ar 1 (Parede, D3) 
Tempo ligado (min) Tempo desligado (min) Corrente (A) Tempo ligado (min) Tempo desligado (min) Corrente (A) 
06/09/2016 18:23 
00:00 02:57 0,2       
06:16 00:00 11,5       
08/09/2016 16:25 
00:00 02:58 0,2       
04:02 00:00 12,35       
00:00 02:54 0,2       
03:32 00:00 12,05       
08/09/2016 16:25 
00:00 02:58 0,2       
04:08 00:00 12,1       
00:00 02:55 0,2       
04:02 00:00 12       
TOTAL 29:00:00 20:25:00 12,14 27:51:00 22:57:00 9 
Comparativo dos refrigeradores 
Ar 2 (Porta, D2) Ar 1 (Parede, D3) 
Tempo total Tempo motor % motor Corrente média Tempo total Tempo motor % motor Corrente média 










Apêndice C – Simulações de revezamento dos refrigeradores 
 
Nesta planilha foram realizadas simulações de carga de energia gerada por cada unidade do sistema de refrigeração. 
  
Simulação 1 - mês setembro Simulação 2 - mês setembro Simulação 3 - mês setembro 
Condensadora 1 Condensadora 2 Condensadora 1 Condensadora 2 Condensadora 1 Condensadora 2 
Dias uteis 20 20 20 20 20 20 
Feriados/FDS 10 10 10 10 10 10 
Horas 1 260 220 310 170 360 120 
Horas 2 120 120 120 120 180 60 
Total horas 380 340 430 290 540 180 
Horas motor 205,2 197,2 232,2 168,2 291,6 104,4 
Carga*horas 406296,00 526805,71 459756,00 449334,29 577368,00 278897,14 
Total Carga 933101,71 909090,29 856265,14 
Total Carga instantânea 1295,97 1262,63 1189,26 
Carga reduzida N/A 24011,43 76836,57 










Apêndice D – Simulações de revezamento dos refrigeradores 
Organização da ocorrência de cada temperatura em minutos registrada pela estação 






















1 a 2 ºC 0 
2 a 3 ºC 420 
3 a 4 ºC 720 
4 a 5 ºC 1920 
5 a 6 ºC 2190 
6 a 7 ºC 2850 
7 a 8 ºC 4800 
8 a 9 ºC 6150 
9 a 10 ºC 7710 
10 a 11 ºC 8850 
11 a 12 ºC 12630 
12 a 13 ºC 13740 
13 a 14 ºC 22800 
14 a 15 ºC 22560 
15 a 16 ºC 28140 
16 a 17 ºC 32700 
17 a 18 ºC 33450 
18 a 19 ºC 34200 
19 a 20 ºC 31500 
128280 24,4469 
free cooling            
+ refrigeração 
mecânica 
20 a 21 ºC 31560 
21 a 22 ºC 33270 
141750 27,014 
free cooling            
+ refrigeração 
mecânica 
22 a 23 ºC 31950 




24 a 25 ºC 25680 
25 a 26 ºC 19890 




27 a 28 ºC 15750 
28 a 29 ºC 14010 
29 a 30 ºC 9900 
30 a 31 ºC 8310 
31 a 32 ºC 5760 
32 a 33 ºC 4290 
33 a 34 ºC 2820 
34 a 35 ºC 2490 
35 a 36 ºC 1470 
36 a 37 ºC 840 
37 a 38 ºC 480 
38 a 39 ºC 390 
39 a 40 ºC 0 






















0 a 1 ºC 180 
1 a 2 ºC 720 
2 a 3 ºC 1200 
3 a 4 ºC 1800 
4 a 5 ºC 2250 
5 a 6 ºC 2460 
6 a 7 ºC 2250 
7 a 8 ºC 4860 
8 a 9 ºC 6900 
9 a 10 ºC 10200 
10 a 11 ºC 11850 
11 a 12 ºC 13770 
12 a 13 ºC 17520 
13 a 14 ºC 21780 
14 a 15 ºC 19560 
15 a 16 ºC 26130 
16 a 17 ºC 26550 
17 a 18 ºC 32100 
18 a 19 ºC 30930 
19 a 20 ºC 31470 
133200 25,34680596 
free cooling            
+ refrigeração 
mecânica 
20 a 21 ºC 33660 
21 a 22 ºC 36000 
144840 27,562 
free cooling            
+ refrigeração 
mecânica 
22 a 23 ºC 32070 




24 a 25 ºC 27240 
25 a 26 ºC 20340 




27 a 28 ºC 14820 
28 a 29 ºC 13260 
29 a 30 ºC 9690 
30 a 31 ºC 7170 
31 a 32 ºC 6900 
32 a 33 ºC 4200 
33 a 34 ºC 3210 
34 a 35 ºC 2610 
35 a 36 ºC 1590 
36 a 37 ºC 600 
37 a 38 ºC 360 
38 a 39 ºC 30 
39 a 40 ºC 90 























0 a 1 ºC 360 
1 a 2 ºC 450 
2 a 3 ºC 480 
3 a 4 ºC 690 
4 a 5 ºC 660 
5 a 6 ºC 1860 
6 a 7 ºC 3120 
7 a 8 ºC 4980 
8 a 9 ºC 6360 
9 a 10 ºC 8730 
10 a 11 ºC 6930 
11 a 12 ºC 9870 
12 a 13 ºC 12090 
13 a 14 ºC 13080 
14 a 15 ºC 14880 
15 a 16 ºC 16680 
16 a 17 ºC 18600 
17 a 18 ºC 21300 
18 a 19 ºC 24900 
19 a 20 ºC 25170 
112650 24,20707 
free cooling            
+ refrigeração 
mecânica 
20 a 21 ºC 28320 
21 a 22 ºC 28800 
133050 28,59 
free cooling            
+ refrigeração 
mecânica 
22 a 23 ºC 30360 




24 a 25 ºC 25500 
25 a 26 ºC 22230 




27 a 28 ºC 18420 
28 a 29 ºC 17040 
29 a 30 ºC 13170 
30 a 31 ºC 10050 
31 a 32 ºC 7980 
32 a 33 ºC 6060 
33 a 34 ºC 5700 
34 a 35 ºC 4230 
35 a 36 ºC 3360 
36 a 37 ºC 1740 
37 a 38 ºC 1170 
38 a 39 ºC 810 
39 a 40 ºC 180 

























0 a 1 ºC 0 
1 a 2 ºC 240 
2 a 3 ºC 210 
3 a 4 ºC 540 
4 a 5 ºC 990 
5 a 6 ºC 1710 
6 a 7 ºC 3360 
7 a 8 ºC 5910 
8 a 9 ºC 6990 
9 a 10 ºC 10380 
10 a 11 ºC 11400 
11 a 12 ºC 15510 
12 a 13 ºC 16140 
13 a 14 ºC 17190 
14 a 15 ºC 19140 
15 a 16 ºC 23790 
16 a 17 ºC 26700 
17 a 18 ºC 29430 
18 a 19 ºC 32040 
19 a 20 ºC 32790 
138930 26,420584 
free cooling            
+ refrigeração 
mecânica 
20 a 21 ºC 33780 




free cooling            
+ refrigeração 
mecânica 
22 a 23 ºC 33930 




24 a 25 ºC 25320 
25 a 26 ºC 21480 






27 a 28 ºC 17430 
28 a 29 ºC 12570 
29 a 30 ºC 11040 
30 a 31 ºC 9150 
31 a 32 ºC 6390 
32 a 33 ºC 5070 
33 a 34 ºC 3210 
34 a 35 ºC 1740 
35 a 36 ºC 1470 
36 a 37 ºC 870 
37 a 38 ºC 360 
38 a 39 ºC 360 
39 a 40 ºC 360 

























0 a 1 ºC 0 
1 a 2 ºC 0 
2 a 3 ºC 150 
3 a 4 ºC 150 
4 a 5 ºC 720 
5 a 6 ºC 1620 
6 a 7 ºC 1590 
7 a 8 ºC 2490 
8 a 9 ºC 4290 
9 a 10 ºC 5820 
10 a 11 ºC 7440 
11 a 12 ºC 7500 
12 a 13 ºC 9390 
13 a 14 ºC 13500 
14 a 15 ºC 18120 
15 a 16 ºC 22170 
16 a 17 ºC 25290 
17 a 18 ºC 34110 
18 a 19 ºC 30960 
19 a 20 ºC 34980 
144480 27,7276 
free cooling            
+ refrigeração 
mecânica 
20 a 21 ºC 32100 
21 a 22 ºC 39090 
162360 31,1589614 
free cooling            
+ refrigeração 
mecânica 
22 a 23 ºC 38310 




24 a 25 ºC 29280 
25 a 26 ºC 22530 




27 a 28 ºC 19920 
28 a 29 ºC 13980 
29 a 30 ºC 12870 
30 a 31 ºC 8250 
31 a 32 ºC 7440 
32 a 33 ºC 5910 
33 a 34 ºC 3300 
34 a 35 ºC 3210 
35 a 36 ºC 2760 
36 a 37 ºC 2550 
37 a 38 ºC 2460 
38 a 39 ºC 1650 
39 a 40 ºC 330 

























0 a 1 ºC 0 
1 a 2 ºC 0 
2 a 3 ºC 0 
3 a 4 ºC 0 
4 a 5 ºC 150 
5 a 6 ºC 990 
6 a 7 ºC 1530 
7 a 8 ºC 1020 
8 a 9 ºC 1650 
9 a 10 ºC 4530 
10 a 11 ºC 5370 
11 a 12 ºC 7440 
12 a 13 ºC 9270 
13 a 14 ºC 11790 
14 a 15 ºC 18180 
15 a 16 ºC 23580 
16 a 17 ºC 26370 
17 a 18 ºC 35280 
18 a 19 ºC 36360 
19 a 20 ºC 40350 
154350 29,45554474 
free cooling            
+ refrigeração 
mecânica 
20 a 21 ºC 37320 
21 a 22 ºC 40170 
170040 32,45 
free cooling            
+ refrigeração 
mecânica 
22 a 23 ºC 36510 




24 a 25 ºC 33150 
25 a 26 ºC 23400 




27 a 28 ºC 16770 
28 a 29 ºC 14610 
29 a 30 ºC 12120 
30 a 31 ºC 10230 
31 a 32 ºC 6780 
32 a 33 ºC 4590 
33 a 34 ºC 2940 
34 a 35 ºC 1920 
35 a 36 ºC 630 
36 a 37 ºC 300 
37 a 38 ºC 60 
38 a 39 ºC 90 
39 a 40 ºC 30 

























0 a 1 ºC 540 
1 a 2 ºC 1410 
2 a 3 ºC 2460 
3 a 4 ºC 3900 
4 a 5 ºC 6690 
5 a 6 ºC 10830 
6 a 7 ºC 14700 
7 a 8 ºC 24060 
8 a 9 ºC 32340 
9 a 10 ºC 47370 
10 a 11 ºC 51840 
11 a 12 ºC 66720 
12 a 13 ºC 78150 
13 a 14 ºC 100140 
14 a 15 ºC 112440 
15 a 16 ºC 140490 
16 a 17 ºC 156210 
17 a 18 ºC 185670 
18 a 19 ºC 189390 
19 a 20 ºC 196260 
811890 26,30 
free cooling            
+ refrigeração 
mecânica 
20 a 21 ºC 196740 
21 a 22 ºC 215760 
899970 29,16 
free cooling            
+ refrigeração 
mecânica 
22 a 23 ºC 203130 




24 a 25 ºC 166170 
25 a 26 ºC 129870 




27 a 28 ºC 103110 
28 a 29 ºC 85470 
29 a 30 ºC 68790 
30 a 31 ºC 53160 
31 a 32 ºC 41250 
32 a 33 ºC 30120 
33 a 34 ºC 21180 
34 a 35 ºC 16200 
35 a 36 ºC 11280 
36 a 37 ºC 6900 
37 a 38 ºC 4890 
38 a 39 ºC 3330 
39 a 40 ºC 990 





Apêndice E – Projeção de carga após adição de medidas 
 
Tabela que projeta a carga elétrica do site após adoção de medidas otimizadoras nos sistemas de refrigeração, UPS e carga de TI. 
Projeção de carga após adoção de medidas 
  
Ajuste conversão UPS Ajuste refrigeração Ajuste Carga de TI Todas as medidas 
Carga (VA) % Carga (VA) % Carga (VA) % Carga (VA) % 
Refrigeração 1304,60 21,49 1200,23 14,92 1304,60 24,51 1200,23 26,33 
Adm/Suporte 938,30 15,46 938,30 11,67 938,30 17,63 938,30 20,58 
Carga TI 3479,31 57,32 3479,31 43,26 2200,00 41,33 2200,00 48,26 
Conversão UPS 347,93 5,73 2425,08 30,15 880,00 16,53 220 4,83 
Total 6070,14   8042,92   5322,90   4558,53   















Anexo C – Especificações técnicas do sensor LM35 
 
 
