Abstract-Residential sector is the biggest potential field of reducing peak demand through demand response (DR) in smart grid. Heating, ventilating, and air conditioning (HVAC) is the largest residential electricity user in house. Therefore, controlling the operation of HVAC is an effective method to implement DR in residential sector. The algorithms proposed in literature are single objective optimization algorithms that only minimize the electricity cost and could not quantify the user's comfort level. To tackle this problem, this paper proposes a comfort level indicator, builds a multi-objective scheduling model, and presents a multi-objective optimal control algorithm for HVAC based on particle swarm optimization (PSO). The algorithm controls the operation of HVAC according to electricity price, outdoor temperature forecast, and user preferences to minimize the electricity cost and maximize the user comfort level simultaneously. The proposed algorithm is verified by simulations, and the results demonstrate that it can decrease the electricity cost significantly and maintain the user comfort level effectively.
I. INTRODUCTION
EMAND response (DR) is an effective method to lower peak-to-average ratio of power demand, improve utilization of power assets, and enhance reliability of power system. It has been successfully applied in industrial and commercial sectors. However, it is difficult to implement DR in residential sector because of the lack of corresponding technologies and incentives in conventional power grid environment.
In recent years, the developments of smart grid have offered technical support for implementing DR in residential sector. Meanwhile, the dynamic electricity price gives the residential electricity users an incentive to adopt DR. According to the Federal Energy Regulation Commission, residential sector is the biggest potential field of reducing peak demand through DR in smart grid [1] . Through home energy management systems (HEMS) installed at houses, residential users can implement DR and control the operation of their power loads, storage devices, and distributed generations.
Heating, ventilating, and air conditioning (HVAC) is the largest residential electricity user consuming 22.3% of residential power [2] . In addition, under extreme weather conditions, the simultaneously running of a large number of HVAC makes the peak demand increase significantly and the stability of power system decrease. On the other hand, houses have the ability of storing energy. To some extent, the operation of HVAC can be scheduled to avoid the peak hours. Therefore, studying the optimal control algorithms for HVAC in smart grid is very significant for implementing DR in residential sector.
For this reason, UC Berkeley built a test bed named "BRITE" to control the room temperature and implement a control strategy based on learning-based model-predictive control to save energy, while still maintaining a comfortable room temperature [3] . In [4] , a GA-based optimization approach together with a two-point estimate method is developed to control HVAC, according to the output of renewable generation, for minimizing cost and increasing efficiency. [5] presents an optimal control algorithm for residential temperature regulation based on the concepts from system identification, model-predictive control, and genetic algorithm. [6] introduces a sequential quadratic programming method for the chiller operation in HVAC system to minimize the electricity usage cost in the presence of real time pricing.
For the moment, most algorithms proposed in the literature, including the aforementioned algorithms, are single objective optimization algorithms that minimize the cost of electricity usage, while maintaining room temperature in the predefined range. These algorithms don't quantitatively consider users' temperature comfort level requirements during the operation of HVAC. To the best of the authors' knowledge, optimal control algorithm for HVAC that simultaneously optimize electricity cost and comfort level has not been well documented in the previous literature. This paper proposes a multi-objective optimal control algorithm for HVAC based on multi-objective particle swarm optimization (MOPSO), which simultaneously optimizes users' electricity usage cost and comfort level in the presence of day-ahead price.
The rest of this paper is organized as follows. Section II describes the new operation mode of HVAC in smart grid. Section III presents the multi-objective optimal scheduling model for HVAC. Section IV describes the design of the multi-objective optimal control algorithm for HVAC based on MOPSO. Section V provides a detailed case study and compares the simulation results with that of the conventional constant temperature control algorithm. Section VI concludes
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II. NEW OPERATION MODE OF HVAC IN SMART GRID
This paper assumes that each home participated in DR program in smart grid has a HEMS as shown in Fig. 1 . Smart meter is the interface between HEMS and smart grid. The two-way energy flow and information flow exchange is achieved through the smart meter. User receives electricity price and DR control signals published by utilities through the smart meter. The electricity price used in this paper is day-ahead price, i.e., utilities publish electricity price to users one day ahead.
Fig. 1. Diagram of HEMS in smart grid
Each home appliance and the smart meter communicate with a controller over a home area network. The controller is the heart of HEMS, and the algorithm proposed in this paper runs on it. The controller connects with the Internet by asymmetric digital subscriber line (ADSL) and gets weather information including outdoor temperature of future period from numerical weather forecast websites. The controller is also the user interface of HEMS, through which users set parameters and configure the system.
In smart grid, HVAC is a load of HEMS and its operation is controlled by HEMS. According to outdoor temperature forecast, electricity price, and user temperature comfort level requirement, HEMS controls the operation of HVAC to simultaneously meet user's economy and comfort level requirements. Take the cooling mode as example, under the control of HEMS, HVAC can consume more energy to precool house when the electricity price is low to reduce the electricity consumption of high price hours and overall electricity usage cost.
III. MULTI-OBJECTIVE OPTIMAL SCHEDULING MODEL FOR HVAC

A. HVAC Model
Under the operation of HVAC, the relationship between indoor temperature and outdoor temperature, energy consumption of HVAC can be described by energy consumption model [7] as shown in (1). ε , η and A denote the factor of inertia, coefficient of performance, and thermal conductivity, respectively and their detailed meanings can be found in [7] . When HVAC is working in cooling mode, the notation " − " of " ± " in (1) is chosen, otherwise the notation " + " is chosen. This paper assumes that the HVAC is in cooling mode.
B. Electricity Cost
Under the day-ahead pricing, the overall electricity cost is not only related to the overall amount of electricity consumption, but also is affected by the electricity consumption period selection. From (1), we can say that the electricity consumption in a time slot and the outdoor temperature in that time slot are closely related. The algorithm proposed in this paper controls the operation of HVAC according to day-ahead electricity price and outdoor temperature forecast. In practice, the forecast error is inevitable; therefore a practical HVAC scheduling model must consider the uncertainty introduced by outdoor temperature forecast. The uncertainty comes from the stochastic nature of atmospheric processes, the weather model's imperfect initial conditions, and modeling errors [8] . In this paper, it is assumed that the forecast error follows a normal distribution [8] , and the mean and standard deviation of the distribution can be derived from historical data. The specific outdoor temperature forecast algorithms are out of the scope of this paper, so we assumed that the mean and standard deviation are 0 and 0.5, respectively.
The whole scheduling period is denoted by T , and it is divided evenly into n time slots with the length of each slot isτ , i.e. 
In order to capture the uncertainty of the outdoor temperature predictions, Monte Carlo simulations [9] are performed to generate , and its realization probability is , sce f i P . The sum of all scenarios' realization probabilities is 1.
Considering the uncertainty of outdoor temperature forecast, the overall electricity usage cost of HVAC of the whole period T is formulated as (2). 
C. Comfort Level
In order to quantify user's comfort level, this paper introduces a comfort level indicator. Its definition is based on the assumption that when the indoor temperature is equal to the temperature that user set, the user is most comfortable. If the indoor temperature deviates from the set value set T to a certain extent, the user's comfort level will be decreased, and it is decreased more as the deviation become greater. Take HVAC working in cooling mode as example, the comfort level indicator is defined as (3) .
where t d is determined by (4). T denote the maximum and minimum indoor temperature values that user can be tolerant of, respectively. This constraint is described by (5) .
In order to ensure the safety of HVAC, the electricity consumption in each time slot t q should not exceed the maximum allowed limit max q as described by (6) . max 0 t≤ ≤ (6) Finally, the multi-objective optimal scheduling model for HVAC in smart grid environment is formulated as (7) .
In this model, the decision variable is the indoor temperature 1 2 , ,...,
. Finding an efficient algorithm to solve this model is another key point of this paper. 
IV. ALGORITHM DESIGN
A. MOPSO Algorithm
Conventional methods for solving multi-objective optimization problems convert multi-objective optimization problems into single-objection optimization problems by weighted methods. Algorithms run one time, and only one solution can be obtained under the specific weight vector. These algorithms are inefficient, and the solutions are sensitive to weight vector and objective order [11] . Multi-objective evolutionary optimization algorithms don't need to determine objective weights, and they can get a Pareto optimal solution set of the target problem using their strong global search abilities. They have become a research focus in the field of multi-objective optimization.
Particle swarm optimization (PSO) is originally proposed by Kennedy and Eberhart to solve single-objective optimization problems, and it is a kind of stochastic search algorithms. Due to its simplicity, strong global search ability, and robustness, PSO has been explored in depth, and many improved PSO algorithms have been proposed in documents and applied in engineering optimization fields [12] , [13] . The flow chart of the MOPSO algorithm used in this paper to solve the model built in section III is shown in Fig. 2 . Step 2: Calculate the objective values of particles according to (2) and (3) (7) is a constraint multi-objective optimization problem, the constraint handling technique named "superiority of feasible solution" [14] is used to deal with constraints. From (8), we can say that the constraint described by (5) is satisfied naturally. The overall constraint violation of particle i , ( ) i v X , is calculated using (9). 
After calculating all particles' overall constraint violations, these values are normalized using (10) , and the normalized constraint violation of particle i is denoted by ( )
where
Step 3: Update each particle's electricity cost indicator and comfort level indicator using (11) and (13), respectively.
where f pop P is the set of feasible particles, and max ac C is determined by (12) .
where M is a constant positive figure that is big enough, e.g., 10000.
where max eg D is determined by (14) .
Step 4 Up to now, the initialization is completed. The algorithm enters its main loop.
First, it should be determined whether the maximum iteration number max K has been reached or not. If yes, the algorithm is terminated, and the particles in the external archive are output as the Pareto optimal solutions of the model defined by (7) . Otherwise, the following operations are continued.
If the particles in the external archive are more than two, the crowding distance [14] value of each particle is computed using (15) [15] , and these particles are sorted in descending order according to their crowding distance values. 
where A, B, and C denote three optimal individuals on the Pareto front, and A, C are the two immediate neighbors of B that is before and after it, respectively. Functions
The weight value used for updating particles' velocity vectors is computed using (16) .
Then, the following operations are performed on each particle in the population pop P . S1: Randomly select the global best guide for particle i from a specified top portion (e.g. 10%) of the sorted external archive. (17) and (18), respectively.
where c 1 =c 2 =2 are two learning factors, and r 1 、r 2 are two random uniform distribution stochastic variables within [0,1]. 
)]
] Calculate each objective's weight that is used in the comprehensive evaluation process from the decision information matrix using entropy method [17] . The entropy of each objective is calculated using (21). ( )
Step 3: Calculate the overall satisfaction degree value of each Pareto optimal solution using (23). 
C. Multi-objective Optimal Control Algorithm for HVAC
The multi-objective optimal control algorithm for HVAC proposed in this paper that simultaneously optimizes electricity cost indicator and comfort level indicator is described as follows.
Step 
Step 2: Generate a set of stochastic scenarios of outdoor temperature using Monte Carlo simulations, and reduce the generated scenarios by scenario reduction technique. Finally, sce f N stochastic scenarios are obtained.
Step 3 Step 4: Solve the multi-objective scheduling model defined by (7) using the MOPSO algorithm that is described in section IV-A, and get a set of Pareto optimal solutions.
Step 5: Select the best compromise solution from the Pareto optimal solution set using the multi-objective decision method described in section IV-B, and get the best indoor temperature setting vector
controlling.
Step 6: Control HVAC according to * in T .
V. CASE STUDY AND SIMULATION
In order to demonstrate the effectiveness of the control algorithm for HVAC proposed in this paper, simulations were performed intensively. The simulation programs are coded using C language in the environment of Microsoft Visual Studio 2008. All simulations were run on a Windows 7(32 bit) Intel ® Core™ i7-3540M@3.00GHz computer with an 8.00 GB memory.
A. Input Data and Parameter Setting
In the case study, it was assumed that the HVAC was in cooling mode, 1d T = (i.e. 24 hours), 1 h τ = and 24 n = . The day-ahead electricity price used in the case study is shown in Fig. 3 . The outdoor temperature forecast is shown in Fig. 4 . 
B. Simulation Results and Analysis
According to the outdoor temperature forecast values and the forecast error's probability distribution function, one thousand stochastic scenarios of outdoor temperature forecast were generated using Monte Carlo simulations. After scenario reduction, ten scenarios of them were kept. The final obtained stochastic scenarios are shown in Fig. 5 . When the execution of the MOPSO algorithm was completed, a Pareto front, as shown in Fig.6 , of the model defined by (7) was obtained using the given parameter setting and input data. The best compromise solution was selected from the Pareto optimal solution set by multi-objective decision. The HVAC was controlled by the best compromise solution. The overall electricity usage, overall electricity cost indicator and comfort level indicator are listed in Tab.1. For comparison, the simulation results of traditional constant temperature mode (i.e., the HVAC control mode used in conventional grid, which controls the operation of HVAC according to the outdoor temperature to keep the indoor temperature constant and doesn't consider the electricity price) are listed in Tab.1, too.
As shown in Table I , compared with those of the traditional constant temperature control mode, the electricity consumption and electricity cost of the multi-objective optimal control mode proposed in this paper are reduced 6.54% and 18.71%, respectively. The reason is that when control HVAC, the multi-objective optimal algorithm considered the electricity price, increases the electricity consumption of low price period to precool house, and reduces the electricity consumption of high price period using the house's energy reservation capability. However, the comfort level of the multi-objective optimal mode is decreased slightly. Given the achievement of electricity cost reduction, this sacrifice is worth it.
Under the control of multi-objective optimal control algorithm, the indoor temperature curve is as shown in Fig. 7 . From this figure, it is can be seen that the indoor temperature at each time slot is within min max , in in T T ⎡ ⎤ ⎣ ⎦ ; therefore, the constraint (5) is satisfied. In addition, the indoor temperature is closely related with the electricity price. The corresponding electricity consumption curves of the multi-objective optimal mode and traditional constant temperature mode in the same stochastic scenario (e.g. scenario 5) are shown in Fig. 8 .
As shown in Fig. 8 , the electricity consumption of constant temperature mode follows closely the change of outdoor temperature, regardless of the electricity price. However, the multi-objective optimal control algorithm takes user's economy requirement, comfort level requirement, and electricity price into consideration to consume more electricity in low price period and reduces the electricity consumption of high price period. For example, the electricity consumption of multi-objective optimal control mode is more than that of traditional constant temperature mode between 3:00~10:00 when the electricity price is low; however, it consumes less electricity than constant temperature mode between 11:00~18:00 when the electricity price is high. This paper first describes the new running mode of residential HVAC in smart grid environment. A novel comfort level indicator that quantitatively represents user's comfort level is introduced, and a multi-objective scheduling model of HVAC is built. To solve this model, a MOPSO algorithm is proposed. Finally, the paper presents a multi-objective optimal control algorithm for HVAC in smart grid. The algorithm can simultaneously optimize electricity cost and comfort level. The algorithm proposed in this paper provides a new method to implement DR in residential sector in smart grid.
