Abstract: An accurate knowledge of the beam sizes at collision points is of vital interest for several important aspects of collider's operation. No device is usually available to provide direct information and one relies on the scaling of beam size measurements performed elsewhere, using an acquired knowledge of amplitude functions. This paper reviews two methods often used to establish E* at the collision point, appraises their performances (with numerical applications to the LEP) and proposes an additional procedure to get ten times more accurate results.
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1. Introduction
Most colliders do not have detectors at collision points to directly measure the beam sizes, despite of their importance for the optimization of machine luminosity, for the interpretation of beambeam effects, for the normalization of cross-sections, etc. The best estimates for u : , are obtained from beam sizes ux,z measured elsewhere in the machine (with a wire scanner or with a synchrotron radiation telescope) and scaled to the collision point by use of the betratron amplitude functions:
Among the factors in Equ. 1, E :
is the most difficult to establish with accurac;. In this paper three measuring procedures are examined and qualified for their achievements. The first one, described in para. 2, relies on measuring the amplitude of coherent oscillations at a close by monitor, and gives good results in the defocussing plane only. In a second procedure the Q-shift is measured which results from a known variation of strength in one of the insertion quads (see para. 3 ) . The accuracy of this well known method is severly limited for practical reasons. Therefore a refined procedure, involving antisymmetric perturbations of both insertion quads, is analysed in para. 4 and leads to far more accurate values for (focussing plane).
2. Determination of B* from a measurement of coherent oscillation amplitude
Beam position monitors can be used to settle the local amplitude functions in a procedure where coherent oscillations of a known amplitude are measured for different phases, thus eliminating the closed orbit. The monitors closer to the collision point must be used, in order to avoid uncertainties in modelling the amplitude function to the collision point. In the absence of beam-beam force the amplitude function B(s) in the drift space inbetween the insertion quads can be expressed in terms of its minimum value E, , , and of an asymmetry parameter c:
The two Equs. 2 can be solved for c and E , , and since 0" = E , + c2/Bm (see Fig. 1 )-one gets, after some algebraic manipulations
I. f? Table 1 illustrates the case of LEP where
With the assumption that B(P) can be measured to 1 %, the smallest controlable value for the beta difference is n c c6q> = 42 0(9)/100.
The result is very surprising: in the focussing plane the relative error is increased by nearly an order of magnitude, just because the symmetry of the amplitude function around the crossing point cannot be guarantied! In practice the numerical application given above is of academic interest because no position monitor exists on the inside the LEP insertion quads. But a similar derivation can be done for BPMs located beyond the quads (see Appendix A) and the resulting accuracy on is even worse [I] .
by quadrupole gradient perturbation When a small change of strength Ak is applied to one of the insertion quads the resulting Q-shift is given to first order by [21 or 
with L the magnetic length of the quad. In most cases this measurement is not accurate in the defocussing plane due to the small induced Q-shift and will be disregarded in the following discussion. Let us apply it in the focussing plane to either quad and obtain two independent values called E+ and 6-. We are now back to the problem of para. 2 of computing E*. is used for computing the best performances shown in Table 2 . Other relevant parameters are 141: P = 3.7 m, L = 2 m, k = 0.1646 mW2, for the insertion with nominal E;*( = 1 . 1 5 m and E$ = 7 cm. values of the unbalance parameter n = E+ -Echosen arbitrarily but always larger than the measuring accuracy <An> = 3.1 m obtained from Equ. 7.
In Table 2 the different lines correspond-to 
In Equ. 10, Qo has disappeared and the second order terms vanish so that the linear expression holds up to third order in Ak and provides for an accurate determination of n. Simulations made with MAD [3] have shown that the linearity is preserved up to Ak i 5 Therefore using antisymmetric perturbations leads through Equ. 10 to values of rl 20 times more precise than achieved in para. 3 since now reads:
This result can be used to get a much higher accuracy in the determination of E :
given by
Equ. B6, when the value of F is obtained by the traditional method of para. 3 and the value of n is given by Equ. 10.
The accuracies on E :
got by both methods are shown in Fig. 2 Since we have E1 = E,,,, a1 = 0 and yl = l/Bm, we can write the betas at the two BPU's as: Note that on either side one gets
The difference and the sum of the average betas measured on both quadrupoles can be expressed, using EqU. B2 and Equ. B3 : 
