The fuzzy Potts model arises by taking the q-state Potts model, and then identifying r of the Potts spins with the fuzzy spin 0, and the remaining q ? r Potts spins with the fuzzy spin 1. Here we extend a result of L. Chayes by showing that the fuzzy Potts model has positive correlations. We also give an application to the percolation-theoretic behavior of the Potts model on Z 2 .
Introduction
The q-state Potts model on a nite graph G = (V; E) is a random assignment of f1; : : : ; qg-valued spins to the vertices of G. The Gibbs measure G q; for the q-state Potts model on G at inverse temperature 0, is the measure on f1; : : : ; qg V which to each 2 f1; : : : ; qg V assigns probability (1)
Here hx; yi denotes the edge connecting x; y 2 V , I A is the indicator function of the event A, and Z G q; is a normalizing constant making G q; a probability measure. This model is much-studied in probability theory and statistical mechanics; see e.g. 11], 14], 12] and the references therein. The case q = 1 is clearly trivial, so we will assume that q 2. The case q = 2 is known as the Ising model. The (r +s)-state fuzzy Potts model is obtained by taking the q-state Potts model with q = r+s, and then identifying r of the Potts spins with a single fuzzy spin denoted 0, and the remaining s Potts spins with another fuzzy spin denoted 1. A more precise description is as follows. Fix 0 and integers r; s 1, set q = r + s, and pick a f1; : : : ; qg V -valued random object X according to the Gibbs measure G q; . Then take Y to be the f0; 1g V -valued random object obtained from X by setting Y (x) = ( 0 if X(x) 2 f1; : : : ; rg 1 if X(x) 2 fr + 1; : : : ; qg (2) for each x 2 V . We write G r;s; for the induced probability measure on f0; 1g V , and call it the fuzzy Potts measure with parameters r, s and . 
It is well known that has positive correlations if it is monotone and assigns positive probability to all elements of f0; 1g T . This is essentially the FKG inequality; see e.g. 12] for a formulation (and a proof) which ts the present situation. We are now ready for the main result. Theorem 1.3 For any nite graph G, any 0 and any integers r; s 1, we have that the fuzzy Potts measure G r;s; is monotone. In particular, G r;s; has positive correlations.
The Ising case r = s = 1 goes back to Fortuin, Kasteleyn and Ginibre 9]. Chayes 3] extended this to r = 1 and arbitrary s. Our proof for arbitrary r and s is a re nement of Chayes' method, which involves the use of the Fortuin{Kasteleyn random-cluster representation 8] of the Potts model.
To argue that our result is not a trivial consequence of that of Chayes, we note that there exist q-state models with the property that identifying one of the states with 0 and the remaining q ? 1 states with 1 gives positive correlations, while identifying r 2 f2; : : : ; q ? 2g of the states with 0 and the others with 1 does not. To see this, consider the probability measure on = fNorth; East; South; Westg 2 which is simply uniform distribution over the subset of obtained by disallowing con gurations in which North sits next to South or East sits next to West. For a subset S of fNorth; East; South; Westg, let S be the probability measure on f0; 1g 2 obtained from by identifying states in S with 0 and the others with 1. It is easy to check that S has positive correlations if S consists of a single spin, but not if S = fEast; Westg.
The proof of Theorem 1.3 is given in the next section. In Section 3, we apply the result to obtain some conclusions about the percolation-theoretic behavior of the Potts model on the square lattice Z 2 .
Proof of main result
A key ingredient in our proof of Theorem 1.3 is the use of the (Fortuin{Kasteleyn) random-cluster model, which has turned out in the past decade to be an immensely useful tool for studying the Potts model. The random-cluster model involves a random assignment of 0's and 1's to the edges of G. The value 0 (resp. 1) is interpreted as the absence (resp. presence) of an edge. For p 2 0; 1], q > 0 and a nite graph G = (V; E), the random-cluster measure G p;q for G with parameters p and q is the probability measure on f0; 1g E which to each 2 f0; 1g E assigns probability q k ( The relation between random-cluster and Potts models is best understood in terms of the following coupling P 0 , which was implicit in the work of Swendsen and Wang 17], and made explicit by Edwards and Sokal 6]. Fix 0 and an integer q 2, and set p = 1 ? e ?2 . Let P be the product probability measure on f1; : : : ; qg V f0; 1g E corresponding to letting each vertex independently pick its spin uniformly from f1; : : : ; qg, and each edge independently take value 0 or 1 with respective probabilities 1 ? p and p. Let A be the event that each edge hx; yi linking two vertices with di erent spins, takes value 0. Finally, let P 0 be the probability measure on f1; : : : ; qg V f0; 1g E which arises by conditioning P on the event A. Then the spin marginal of P 0 equals G q; , and the edge marginal equals G p;q . This follows from a direct counting argument.
Consequently, a spin con guration X 2 f1; : : : ; qg V distributed according to the Gibbs measure G q; can be obtained as follows. First pick an edge con guration W 2 f0; 1g E according to the random-cluster measure G p;q , and then obtain X from W by assigning independent spins, uniformly distributed on f1; : : : ; qg, to the connected components of Y . To calculate R fg d G r;s; , we take the con guration of Potts spins to be generated from the random-cluster model according to the procedure described above. Let be the 2 we have the desired correlation inequality.
2
We now proceed with the more involved task of proving the full statement of Theorem Proof: Fix x, y and as in the proposition, and set V 0 = fz 2 V n fx; yg : (z) = 0g and V 1 = fz 2 V n fx; yg : (z) = 1g. Let B be the event that X(z) 2 f1; : : : ; rg for all z 2 V 0 and X(z) 2 fr + 1; : : : ; qg for all z 2 V 1 . Let P 00 be the probability measure on f1; : : : ; qg V f0; 1g E obtained by conditioning P 0 on the event B. The spin marginal of P 00 (i.e. the projection of P 00 on f1; : : : ; qg V ) is then equal to the measure 00 obtained by conditioning G q; on B. Note that the assertion of the proposition is the same as saying that 00 (X(x) 2 fr + 1; : : : ; qg; X(y) 2 fr + 1; : : : ; qg) 00 (X(x) 2 fr + 1; : : : ; qg) 00 (X(y) 2 fr + 1; : : : ; qg) (4) so this is what we proceed to show. We consider separately the cases when x and y are linked by an edge in G (Case 2) and when they are not (Case 1). Consider rst Case 1. Upon noting that P 00 alternatively can be described as P conditioned on the event (A \ B), we can calculate the projection 00 of P 00 on f0; 1g E by counting, for each 2 f0; 1g E , the number of elements of f1; : : : ; qg V that can be paired with to produce a spin-edge con guration in (A \ B). We get that 00 , to each 2 f0; 1g E , assigns probability
Here Z 00 is a normalizing constant, k 0 ( ) (resp. k 1 ( )) is the number of connected components intersecting V 0 (resp. V 1 ), k x ( ) is 1 if x is in a singleton connected component and 0 otherwise, k y ( ) is de ned analogously, and D is the event that no connected component in intersects both V 0 and V 1 .
The coupling P 00 shows that a spin con guration X 2 f1; : : : ; qg V with distribution 00 can be obtained as follows. First pick an edge con guration W 2 f0; 1g E according to 00 , and then obtain X from W by assigning independent spins to the connected components of W, in such a way that the spin of a connected component C is taken according to uniform distribution on 8 > < > : (6) To this end, let us investigate the single-edge conditional probabilities in 00 . Partition E into seven sets E 0 , E 1 , E 01 , E 0x , E 0y , E 1x , E 1y as follows. E 0 (resp. E 1 ) is the set of edges connecting two vertices in V 0 (resp. V 1 ). E 01 is the set of edges with one endpoint in V 0 and the other in V 1 . E 0x contains those edges which have x as one endpoint and the other in V 0 , and E 0y , E 1x , E 1y are de ned analogously. Since all edges in E 01 are absent with 00 -probability 1, we view 00 as a probability measure on f0; 1g EnE 01 rather than on f0; 1g E . A direct application of (5) We see that 00 is far from being monotone in the sense of De nition 1.2. However, an inspection of the above single-edge conditional probabilities show that these have the following monotonicity-like property. For e 2 (E 0 E 0x E 0y ) the conditional probability 00 (W (e) = 1 j W(E n feg) = ) increases as edges in (E 0 E 0x E 0y ) are added and edges in (E 1 E 1x E 1y ) are deleted, whereas for e 2 (E 1 E 1x E 1y ), the same conditional probability increases as edges in (E 1 and write~ 00 for the distribution ofW , then~ 00 is monotone in the sense of De nition 1.2. We wish to apply the FKG inequality to deduce that~ 00 has positive correlations. Some care is needed, because~ 00 does not assign positive probability to all 2 f0; 1g EnE 01 . On the other hand,~ 00 is irreducible in the sense that for any ; 0 2 f0; 1g EnE 01 , we can move from to 0 via successive single-edge ips without passing through con gurations with zero~ 00 -probability. This property is in fact enough, in conjunction with monotonicity, to be able to apply the FKG inequality (see 12]). Hence~ 00 has positive correlations.
To conclude Case 1, note that f x (W ) and f y (W ) are increasing functions of the auxiliary con gurationW , so that the positive correlations property of~ 00 implies (6).
We continue with Case 2, where x and y are linked by an edge hx; yi in G. If hx; yi is removed from G, then we are back in Case 
Reinserting the edge hx; yi into G has two e ects on the above expressions. First, the normalizing constant in G r;s; changes, but this has no in uence on the inequality due to cancellation. Second, G r;s; ( ) is multiplied with exp(2 ) for all such that (x) = (y). But all such appear on the left hand side of (7), so the inequality remains, and Case 2 is taken care of.
This concludes the proof of Theorem 1.3. The result (and the proof) goes through in the somewhat greater generality where the interaction in the underlying Potts model may be of di erent strength at di erent edges; this amounts to having a positive constant J xy in each term of the sum in (1). The corresponding random-cluster representation then has di erent values of p for di erent edges. In fact, Chayes 3] formulated his proof for r = 1 in that generality.
Another direction of generalization is the following. The fuzzy Potts model with parameters r, s and can be obtained directly from the random-cluster model with parameters p = 1 ?e ?2 and q = r + s instead of going through the Potts model. To do this, one rst picks an edge con guration according to the random-cluster measure G p;q , and then assigns spin 0 or 1 independently to each connected component with respective probabilities r q and s q . This procedure does not require r and s to be integers, and by taking them to be positive reals rather than just integers we obtain the fractional fuzzy Potts model. Our proof of Theorem 1.3 works also in this setting, as long as r 1 and s 1. We do not expect the fractional fuzzy Potts model to have any simple description as a hidden Markov random eld, but the model may still be of some mathematical interest; some motivation for this is given at the end of the next section. In the uniqueness regime, we write simply q; for the unique Gibbs measure.
We are interested in percolation-theoretic properties of these Gibbs measures. A subset S of f1; : : : ; qg is said to percolate in the Gibbs measure if assigns positive probability to the existence of an in nite self-avoiding path in Z 2 all of whose vertices take spin values in S. Coniglio et al. 5 ] considered the Ising case q = 2, and characterized the Gibbs multiplicity regime in terms of percolation as follows: In the uniqueness regime, neither of the two spins percolate in 2; , whereas in the nonuniqueness regime, spin 1 (but not spin 2) percolates in 1 2; . Chayes 3] Suppose now for contradiction that 0's do percolate in r;s; . Since r q 2 , we have r s, and since q; is symmetric under permutations of f1; : : : ; qg, we have that the set of 0's is stochastically dominated by the set of 1's in r;s;q . Hence 1's percolate as well, so in order to get the desired contradiction we just need to verify that r;s; satis es properties (i){(iii) above. Properties (i) and (ii) are immediate from the corresponding properties of q; , which are well known and easy to check. To see that r;s; also satis es (iii), we recall that q; arises as a weak limit of measures 
It would be interesting to gain a better understanding of how r c (q; ) behaves as a function of on 0; c ). It is not clear whether it should be increasing or decreasing (or neither). For su ciently close to 0, one may argue as in the nal section of 2] to deduce that r spins su ce (resp. do not su ce) if r q > p c (resp. r q < p c ), where p c is the critical value for independent site percolation on Z 2 . The value of p c is believed to be around 0:59, and the currently best rigorous bounds are 0:556 < p c < 0:680, due to van den Berg and Ermakov 1] and Wierman 19] . The upper bound thus barely fails to show that r = 2 su ces to percolate when q = 3 and is small. Is r = 2 su cient for percolation throughout 0; c ) when q = 3? More generally, is r = q ? 1 su cient throughout 0; c )?
As with the case of nite graphs, we can again consider also the fractional fuzzy Potts model. For < c , the fractional fuzzy Potts measure r;s; is obtained by picking an edge con guration for Z 2 according to the (unique) in nite-volume randomcluster measure p;q with q = r + s and p = 1 ? e ?2 (see 13]), and then assigning i.i.d. spins (0 or 1 with respective probabilities r q and s q ) to the connected components.
