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In this paper, we discuss the Lipschitz equivalence of a class of general Sierpinski carpets
in which all non-trivial connected components are line segments. We deﬁne a bijection
between two link-separated sets with same type by pairing off the basic sets using the
indexing by the corresponding symbol space and get a suﬃcient condition that two general
Sierpinski carpets are Lipschitz equivalent. Several examples will be given to illustrate our
idea.
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1. Introduction
Two compact metric spaces (X1,ρ1) and (X2,ρ2) are said to be Lipschitz equivalent (denoted by X1  X2), if there exists
a bijection f from X1 to X2 and a constant C > 0 such that for all u, v ∈ X1, we have
C−1ρ1(u, v) ρ2
(
f (u), f (v)
)
 Cρ1(u, v).
It is well known that X1  X2 implies dimH X1 = dimH X2, though the converse is not true, where dimH denotes the
Hausdorff dimension.
Given an integer n 2 and set A to be the matrix
A = diag(n,n) =
(
n 0
0 n
)
,
the unique non-empty compact subset T (A, D) of R2 such that
T (A, D) =
N⋃
i=1
(
A−1
(
T (A, D) + di
))
will be called a general Sierpinski carpet throughout this paper, where 1  N  n2 and D = {d1,d2, . . . ,dN } is a subset of
{0,1, . . . ,n − 1} × {0,1, . . . ,n − 1}.
The topic of Lipschitz equivalence between self-similar sets is interesting [2–6,11–17]. In [3], David and Semmes asked
the Lipschitz equivalence of Ahlfors-regular sets generated by different rules like Moran structure. Falconer and Marsh
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lent. In [6], Wen and Xi constructed two self-similar circles with the same Hausdorff dimension but not Lipschitz equivalent.
The {1,3,5}–{1,4,5} sets with overlapping in R1 were studied in [11]. Furthermore, for the totally disconnected general
Sierpinski carpets, Xi and Xiong [17] have proved:
Theorem1.1. Let D1, D2 be subsets of {0,1, . . . ,n−1}2 such that the corresponding general Sierpinski carpets T (A, D1) and T (A, D2)
are totally disconnected. Then T (A, D1)  T (A, D2) if and only if #D1 = #D2 , where #D denotes the cardinality of D.
However, the topological structures of general Sierpinski carpets with non-trivial connected components are more com-
plicated than the totally disconnected case. In the previous studies [8,10,11,13–17], graph-directed system is a powerful
tool. However, for self-similar sets with non-trivial components, this technique fails. The problem of Lipschitz equivalence
of self-similar sets with non-trivial components is widely open.
In this paper, we will study the Lipschitz equivalence of a class of general Sierpinski carpets with some non-trivial
connected components. Instead of the graph-directed system, we will deﬁne a bijection between two link-separated (LS)
sets with same type by pairing off the basic sets using the indexing by the corresponding symbol space, and then get the
following theorem, where the deﬁnitions of LS sets and notation T A(n,n2,n3, . . . ,nM) are introduced in Section 2.
Theorem 1.2. For any two LS sets E and F in T A(n,n2,n3, . . . ,nM) with n n1  · · · nM , we have E  F .
Remark 1.3. For the McMullen–Bedford general Sierpinski carpets [1,9] with n = m, in which A = diag(n,m) and D ⊆
{0,1, . . . ,n − 1} × {0,1, . . . ,m− 1}, we also have the result similar to Theorem 1.2.
The rest of this paper is organized as follows. In Section 2, some basic facts and known concepts needed in our discussion
are described. The proof of Theorem 1.2 is given in Section 3. In Section 4, as an application of Theorem 1.2, we classify the
Lipschitz equivalence of general Sierpinski carpets with n = 3 and #D = 4.
2. Some basic facts and concepts
Let { f i}Ni=1 be a family of contractive maps on R2, which we call an iterated function system (IFS). By [7], there exists
a unique non-empty compact set T—called invariant set or attractor of the IFS { f i}Ni=1—such that T =
⋃N
i=1 f i(T ). Here, we
also call T is generated by the IFS { f i}Ni=1, or { f i} is a generating function system of T . If each f i is a contractive self-similar
map, then T is called a self-similar set. If f i(T )∩ f j(T ) = ∅ for all i = j, the invariant set is said to be dust-like [5]. A dust-like
invariant set must be totally disconnected, though the converse is not true. A family { f i}Ni=1 is said to satisfy the open set
condition if there exists a non-empty bounded open set O ⊆ X such that ⋃Ni=1 f i(O ) ⊆ O with disjoint union on the left
side.
Let D = {d1,d2, . . . ,dN } ⊂ {0,1, . . . ,n−1}2, Σ = {1,2, . . . ,N}, Σ0 = ∅ (empty word), Σk = {1,2, . . . ,N}k , Σ∗ =⋃∞k=0 Σk ,
Σ∞ = {1,2, . . . ,N}∞ . For any σ = σ1σ2 . . . ∈ Σ∞ , deﬁne σ |k = σ1σ2 . . . σk . For any σ = σ1σ2 . . . σk ∈ Σk , deﬁne fσ = fσ1 ◦
fσ2 ◦ · · · ◦ fσk , Eσ = fσ (E) for any set E . If σ = σ1σ2 . . . σm ∈ Σm, τ = τ1τ2 . . . τk ∈ Σk , we write σ ∗ τ = σ1 . . . σmτ1 . . . τk .
For di ∈ D ⊂ {0,1, . . . ,n − 1}2 let
f i(x) = n−1(x+ di), x ∈ R2.
Let σ ∈ Σ , deﬁne dσ = (d(1)σ ,d(2)σ ) ∈ D . For any x = (x1, x2) ∈ T , we have
(x1, x2) =
∞∑
k=1
n−kdσk =
( ∞∑
k=1
d(1)σk
nk
,
∞∑
k=1
d(2)σk
nk
)
,
where σk ∈ Σ for any k, which will be called T -expression of x. Clearly, x ∈ T maybe has more than one T -expressions. We
will refer to σ1σ2 . . . with respect to T -expression of x as the Σ − code of x throughout this paper.
Put Q = [0,1]2 and T = T (A, D).
Deﬁnition 2.1. Let σ ,τ ∈ Σm with 0 <m ∈ Z. We call σ and τ are directly linked if there exists Ω := Ω(σ ,τ ) ⊆ Σ such
that for any k 0, the set⋃
υ∈{σ ,τ }
⋃
ω∈Ωk
fυ∗ω(Q )
is connected.
Deﬁnition 2.2 (Linking relation). We say that σ ,τ ∈ Σm have a linking relation if there exist τ0 = σ , τ1, . . . , τk = τ such that
τi and τi+1 are directly linked for any 0 i < k.
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[σ ] = {τ ∈ Σm: σ and τ have a linking relation}.
And we call
⋃
τ∈[σ ] fτ (Q ) an m-order connected-block.
Deﬁnition 2.3. Let σ ,τ ∈ Σm . If for any k 0 and any υ,ω ∈ Σk , fυ∗σ (T )∩ fω∗τ (T ) = ∅, then we call fσ (T ) and fτ (T ) are
completely separated.
Since the linking relation deﬁned by Deﬁnition 2.2 is an equivalence relation, we can suppose Σ is divided into some
equivalence classes: {[s1], [s2], . . . , [sM ]} by the linking relation. If for any i = j (1 i, j  M) and for any u ∈ [si], v ∈ [s j],
fu(T ) and f v (T ) are completely separated, we call the corresponding general Sierpinski carpet T a link-separated (LS) set.
The symbol T = TA(n1,n2, . . . ,nM) denotes a family of LS sets such that if T ∈ T, then Σ can be, by the linking relation
deﬁned by Deﬁnition 2.2, divided into these equivalence classes {[s1], [s2], . . . , [sM ]} with #[s j] = n j , 1  j  M , and n1 
n2  · · · nM . We say E and F are of the same type if they belong to the same T.
Example 2.1. Let A = diag(3,3), D1 = {(0,0), (1,0), (2,0), (2,2)} and D2 = {(0,0), (1,0), (2,0), (0,2), (2,2)}. Then T1 =
T (A, D1) is but T2 = T (A, D2) is not a LS set.
Proof. One can easily check that T1 belongs to TA(3,1) so T1 is a LS set. And T2 is not since f4(T2) and f5(T2) are not
completely separated. In fact, for T2, f14(T2) and f25(T2) touch at boundaries. 
3. Proof of Theorem 1.2
Let diam X = sup{d(x, y): x, y ∈ X} stand for the diameter of X ⊆ R2, where d(x, y) denotes the Euclidean distance of
the two points x and y. The distance between two sets X, Y ⊆ R2 is deﬁned to be d(X, Y ) = inf{d(x, y): x ∈ X, y ∈ Y }.
Now, recall that TA(n,n2, . . . ,nM) is the collection of LS sets T =⋃Ni=1 f i(T ), where f i(x) = n−1(x + di), di ∈ {0,1, . . . ,
n − 1}2, Σ = {1,2, . . . ,N} can be, by the linking relation deﬁned by Deﬁnition 2.2, divided into these equivalence classes
{[s1], [s2], . . . , [sM ]} with #[s1] = n, #[s j] = n j (2  j  M), and n  n2  · · ·  nM . Firstly, we have the following Proposi-
tion 3.1 for any LS set T ∈ TA(n,n2,n3, . . . ,nN ) by the similarity of set T .
Proposition 3.1. For any T ∈ TA(n,n2, . . . ,nM) with n  n1  · · ·  nM , every non-trivial connected component of T is a line seg-
ment. Furthermore, x ∈ T has at most two T -expressions.
Proof. The ﬁrst assertion is obvious. So, here we only show that x ∈ T has at most two T -expressions. Suppose there exists
a point x ∈ T which has at least three T -expressions. Then there exist σ (i) = σ (i)1 σ (i)2 . . . ∈ Σ∞ , i = 1,2,3 and integer k0
such that
x =
∑
k1
n−kd
σ
(i)
k
= lim
k→+∞
fσ (i)|k(0,0),
and σ (i)k = τ (i) for k > k0, i = 1,2,3, where τ (i) , i = 1,2,3 are pairwise different. Since every non-trivial connected compo-
nent of T is a line segment and for any k,
x ∈
3⋂
i=1
fσ (i)|k(T ) = ∅,
we have {τ (i)}3i=1 ⊂ [s] with s ∈ Σ and 	[s] = n, which implies that the centers of fτ (i) (Q )’s are collinear by the deﬁnition
LS-set.
Notice that any T -expressions of y ∈ Q is also an n-ary expression of y and a point y has two n-ary expressions or four
if y has at least two n-ary expressions. Hence x has four n-ary expressions. Then the (k0 + 1)-th terms of the four n-ary
expressions of x belong to V = {(0,0), (0,n−1), (n−1,0), (n−1,n−1)}. So {dτ (i) } ⊂ V . Thus the centers of fτ (i) (Q )’s aren’t
collinear. It follows a contradiction. 
In the following, we will show that E  F for any E, F ∈ TA(n,n2, . . . ,nM), which yields Theorem 1.2. With loss of
generality, for any E, F ∈ TA(n,n2, . . . ,nM), we assume
[s1] = {1,2, . . . ,n},
[s2] = {n+ 1, . . . ,n + n2},
...
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and for any u, v ∈ [si], u < v if and only if du < dv , where du < dv means that d(1)u < d(1)v or d(1)u = d(1)v and d(2)u < d(2)v .
Write
E =
N⋃
i=1
f i(E), F =
N⋃
i=1
f ′i (F ),
where
f i(x) = n−1(x+ di), f ′i (x) = n−1
(
x+ d′i
)
,
with di,d′i ∈ {0,1, . . . ,n− 1}2.
Proposition 3.2. Let σ ∈ Σm with m 1. Suppose that⋃τ∈[σ ] fτ (Q ) is an m-order connected-block, then so is⋃τ∈[σ ] f ′τ (Q ).
Proof. By the deﬁnition of TA(n,n2, . . . ,nM), we know that the conclusion holds for m = 1. In the following, with loss of
generality, we only show that the conclusion holds for m = 2, and assume n > n2 > · · · > nM (under the assumption, for any
σ ,τ ∈ Σm , it is easy to see that Ω = [s1] = {1,2, . . . ,n}, which Ω occurs in Deﬁnition 2.1). Let ω ∈ Σ2, ⋃τ∈[ω] fτ (Q ) be a
2-order connected-block. Then there exist 1 i  M such that for any τ = τ1τ2 ∈ [ω], τ1 ∈ [si]. Thereby, τ2 ∈ Ω . Otherwise,
if there exist τ = τ1τ2, σ = σ1σ2 ∈ [ω] such that τ2 ∈ Ω , σ2 /∈ Ω , then σ and τ don’t have the linking relation, since for
any u ∈ [si], v ∈ [s j] (i = j), fu(T ) and f v (T ) are completely separated. However, for any σ ,τ ∈ [ω], σ and τ have a linking
relation. This is a contradiction. Therefore, we have
[ω] = {τ1τ2: τ1 ∈ [s j], τ2 ∈ {1,2, . . . ,n}}.
Thus
⋃
τ∈[ω] f ′τ (Q ) is also 2-order connected-block, since the conclusion holds for m = 1. This completes the proof. 
Set g : E → F ,
g(x) =
∞∑
k=1
n−kd′σk ,
for any x=∑∞k=1 n−kdσk ∈ E . The following Proposition 3.3 shows that g is well deﬁned.
Proposition 3.3. The map g is well deﬁned and a bijection.
Proof. Note that if g is well deﬁned, then it is obviously that g is a bijection. Therefore, we only need to show that g
is well deﬁned, which is to show if x has several Σ-codes, then they will determine a same point in F . For any x ∈ E ,
by Proposition 3.1, x has at most two Σ-codes, and if x has two Σ-codes, then x lie in some line segment belonging
to E , and there exist Ω ∈ {[si]: 	[si] = n, 1  i  M}, σ1 . . . σm ∈ Σm and imin < i  imax such that σ1 . . . σmiiminimin . . . ,
σ1 . . . σm(i − 1)imaximax . . . are the two Σ-codes of x, where
imin =min
i∈Ω
i, imax =max
i∈Ω
i.
Since the invariant set of { f ′σ1...σmi}i∈Ω is a line segment, we have
m∑
k=1
n−kd′σk + n−kd′i +
∞∑
k=m+2
n−kd′imin =
m∑
k=1
n−kd′σk + n−kd′i−1 +
∞∑
k=m+2
n−kd′imax ,
which implies that g is well deﬁned. 
Proof of Theorem 1.2. Suppose P1, P2 ∈ E and P1 = P2. Let σ = σ1σ2 . . . (resp. τ = τ1τ2 . . .) be a Σ-code of P1 (resp. P2).
Then σ = σ1σ2 . . . , τ = τ1τ2 . . . are also the Σ-codes of g(P1) and g(P2). Let m be the largest integer such that σ |m = τ |m,
then we have P1, P2 ∈ Eσ |m ⊂ Qσ |m . In the following, we shall distinguish two cases as follows.
Case 1. If P1 ∈ Eσ |m+1, P2 ∈ Eτ |m+1 and Eσ |m+1 ∩ Eτ |m+1 = ∅.
Since P1 = P2, we let k0 >m + 1 be smallest integer such that P1 ∈ Eσ |k0 , P2 ∈ Eτ |k0 and Eσ |k0 ∩ Eτ |k0 = ∅. So, by the
minimality of k0, we know P1 ∈ Eσ |k0−1, P2 ∈ Eτ |k0−1 and Eσ |k0−1 ∩ Eτ |k0−1 = ∅. Hence
d(P1, P2) diam(Eσ1...σk0−1 ∪ Eτ1...τk0−1) 2n−(k0−1) diam Q = 2
√
2n · n−k0 . (3.1)
On the other hand, since for all of σ ∈ Σ∗ with #[σ ] 2, ⋃τ∈[σ ] fτ (Q ) only have one of two forms as shown in Fig. 1
by above discussion (we notice that each of other forms is just an isometric transformation of either of two forms), we can
obtain some simple observations as follows:
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⋃
τ∈[σ ] fτ (Q ).
(I) σ |(k0 − 1) and τ |(k0 − 1) are directly linked;
(II) fσ |k0−1(Q ) ∩ fτ |k0−1(Q ) is a line segment with length 1/(k0 − 1) or a singleton.
By the minimality of k0, if fσ |k0−1(Q ) ∩ fτ |k0−1(Q ) is a line segment, then we have
d(P1, P2) n−(k0−1) min
(u,v)
d
(
Eu, Ev + (1,0)
)
, (3.2)
where the minimum is taking over all the pairs (u, v) satisfying Eu ∩(Ev +(1,0)) = ∅ with u, v ∈ Σ . And if fσ |k0−1([0,1]2)∩
fτ |k0−1([0,1]2) is a singleton, we have
d(P1, P2) n−(k0−1) min
(u,v)
d
(
Eu, Ev + (1,1)
)
, (3.3)
where the minimum is taking over all the pairs (u, v) satisfying Eu ∩ (Ev + (1,1)) = ∅ with u, v ∈ Σ . Since the two values
min(u,v) d(Eu, Ev + (1,0)) and min(u,v) d(Eu, Ev + (1,1)) of right sides of Eqs. (3.2) and (3.3) are two positive numbers
depending only on E , therefore, by (3.1), there exists a constant c1 > 0 depending only on E such that
c−11 n
−k0  d(P1, P2) c1n−k0 .
By the deﬁnition of g , we know that
g(P1), g(P2) ∈ Fσ |m,
g(P1) ∈ Fσ |m+1, g(P2) ∈ Fτ |m+1,
and when Fσ |m+1 ∩ Fτ |m+1 = ∅, k0 is also the smallest integer such that g(P1) ∈ Fσ |k0 , g(P2) ∈ Fτ |k0 and Fσ |k0 ∩ Fτ |k0 = ∅.
By using a similar discussion as above, we know that there exists a constant c2 > 0 depending only on F such that
c−12 n
−k0  d
(
g(P1), g(P2)
)
 c2n−k0 .
It follows that c−11 c
−1
2 d(P1, P2) d(g(P1), g(P2)) c1c2d(P1, P2).
Case 2. If P1 ∈ (E)σ |m+1, P2 ∈ (E)τ |m+1 and (E)σ |m+1 ∩ (E)τ |m+1 = ∅.
Since both P1 and P2 are in the set Eσ |m , we have
d(P1, P2) diam Eσ |m 
√
2n−m.
On the other hand, by the maximality of m, we have
d(P1, P2) d(Eσ |m+1, Eτ |m+1) n−m min
(u,v)
d(Eu, Ev),
where the minimum is taking over all the pairs (u, v) satisfying Eu ∩ Ev = ∅ with u, v ∈ Σ . So there exists a constant c3 > 0
depending only on E such that
c−13 n
−m  d(P1, P2) c3n−m.
Similarly, there exists a constant c4 > 0 depending only on F such that
c−14 n
−m  d
(
g(P1), g(P2)
)
 c4n−m,
which follows that c−13 c
−1
4 d(P1, P2) d(g(P1), g(P2)) c3c4d(P1, P2).
Put c =max{c1c2, c3c4}, and then we complete the proof. 
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Proof. Suppose T1  T2, then s := dimH T1 = dimH T2. Since T1, T2 are with the open set condition, we have (n + P )n−s =
(n + q)n−s , which implies p = q. Conversely, it is obvious by Theorem 1.2. 
4. Some examples
Set A = diag(3,3) and I = {0,1,2}. Let T = T (A, D) ⊆ R2 denote the general Sierpinski carpet generated by { f i(x) =
A−1(x+di)}4i=1, where D = {di ∈ I × I: 1 i  4}. Let S = {T (A, D): D ⊆ I × I and #D = 4}. In this section, as an application
of Theorem 1.2, we will show that #(S/ ) = 2.
We call fσ ([0,1]2) a k-th order basic square of T , where σ ∈ Σk . Divide the unit square [0,1]2 into nine equal parts
with side length 1/3. Let mij = 1 if the small square with the lower left corner coordinate ((i − 1)/3, ( j − 1)/3) is a ﬁrst
order basic square, otherwise let mij = 0, then we call the matrix M = (mij) the label matrix of the set T .
If there exists an isometric transformation ψ such that T1 = ψ(T2) for T1, T2 ∈ S, we say that they have an isometric
relation ∼. If T ∈ S, the equivalence class of T (denoted [T ]) is
[T ] = {T ′ ∈ S: T ∼ T ′}.
The quotient class of S by ∼ is denoted S/ ∼. The two following propositions are easy to be checked.
Proposition 4.1. Suppose if T1, T2 ∈ S with T1 ∼ T2 , then T1  T2 .
Proposition 4.2. #(S/ ∼) = 20.
Denote the 20 equivalence classes in S/ ∼ by [T1], [T2], . . . , [T20], where Ti takes the following Mi as its label matrix:
M1 =
(0 0 0
1 0 0
1 1 1
)
, M2 =
(0 0 0
0 1 0
1 1 1
)
, M3 =
(1 0 0
0 0 0
1 1 1
)
, M4 =
(0 1 0
0 0 0
1 1 1
)
,
M5 =
(0 0 1
0 1 0
1 1 0
)
, M6 =
(0 0 1
0 1 0
1 0 1
)
, M7 =
(0 0 0
1 1 0
1 1 0
)
, M8 =
(0 0 0
1 0 1
1 1 0
)
,
M9 =
(0 0 0
0 1 1
1 1 0
)
, M10 =
(1 1 0
0 0 0
1 1 0
)
, M11 =
(1 0 1
0 0 0
1 1 0
)
, M12 =
(0 1 1
0 0 0
1 1 0
)
,
M13 =
(1 0 1
0 0 0
1 0 1
)
, M14 =
(0 0 1
1 0 0
1 1 0
)
, M15 =
(1 0 0
0 0 1
1 1 0
)
, M16 =
(0 1 0
0 0 1
1 1 0
)
,
M17 =
(0 0 1
0 0 1
1 1 0
)
, M18 =
(1 0 0
0 1 1
1 0 0
)
, M19 =
(0 1 0
0 1 1
1 0 0
)
, M20 =
(0 1 0
1 0 1
0 1 0
)
.
Proposition 4.3. T1, T2, . . . , T6 are not totally disconnected.
Proof. With loss of generality, we only show T1 is not totally disconnected. Let
F = { f i(x) = A−1(x+ di)}3i=1 (di = (i − 1,0), i = 1,2,3).
Then the attractor {(x,0): 0 x 1} of F is a subset of T1. So T1 is not totally disconnected. 
Proposition 4.4. T7, T8, . . . , T20 are totally disconnected.
Proof. We divide our discussion into the following two cases:
Case 1. T8, T17 are totally disconnected.
Here we will show T17 (see Fig. 2), is a dust-like graph-directed set, so T17 is totally disconnected. The proof of T8 being
totally disconnected is similar. The idea of studying graph-directed structures of self-similar sets appeared in [11] and [10],
where they deal with self-similar sets with overlaps. Let (T17)1 = T17, (T17)2 = T17 ∪ (T17 + (1,1)), we have
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(T17)2 +
(
1
3
,0
))
,
(T17)2 =
(
1
3
(T17)2 +
(
1
3
,0
))
∪
(
1
3
(T17)2 +
(
2
3
,
2
3
))
∪
(
1
3
(T17)2 +
(
4
3
,1
))
∪
(
1
3
(T17)1
)
∪
(
1
3
(T17)1 +
(
5
3
,
5
3
))
.
It is easy to see that {(T17)1, (T17)2} are dust-like graph-directed sets.
Case 2. Ti (i = 8,17) are totally disconnected.
One can check this conclusion by iterating ﬁnite times [0,1]2 by Ti ’s generating functions. For example, we iterating
[0,1]2 three times by T18’s generating function, we can ﬁnd T18 (see Fig. 3) is dust-like, thereby T18 is totally disconnected.
This completes the proof. 
Theorem 4.5. Let the S, be deﬁned as above, then #(S/ ) = 2.
Proof. The result is a straight conclusion of Propositions 4.1–4.4, Theorem 1.1 and Corollary 3.4. 
Remark 4.6. The Lipschiz equivalence of some general Sierpinski carpets in S can also be further veriﬁed by the following
Theorem 4.7. However, we may notice that it’s scope of application is very ﬁnite.
Theorem 4.7. Let B be an invertible 2× 2 matrix. Then T (A, D)  T (A, BD).
Proof. Set φ : T (A, D) → R2,
φ(x) = Bx, for x ∈ T (A, D).
Since B is an invertible matrix, therefore φ(x) is a homeomorphism mapping from T (A, D) onto φ(T (A, D)). And since A
is a quantity matrix, we have
BT (A, D) = B
{ ∞∑
k=1
A−kdk: dk ∈ D
}
=
{ ∞∑
k=1
B A−kdk: dk ∈ D
}
=
{ ∞∑
k=1
A−kBdk: dk ∈ D
}
=
{ ∞∑
k=1
A−kd′k: d
′
k ∈ BD
}
= T (A, BD).
Thus T (A, D)  T (A, BD). 
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Fig. 6. T8. Fig. 7. T13.
Example 4.8. Let A = diag(3,3), D1 = {(0,0), (1,0), (2,0), (0,1)}, D2 = {(0,0), (1,0), (2,0), (1,1)} and Ti = T (A, Di), i =
1,2 (see Figs. 4, 5). Then BD1 = D2, where B =
( 1 1
0 1
)
, so T1  T2 by Theorem 4.7.
The next example shows that the condition D1 = BD2 in Theorem 4.7 is not necessary.
Example 4.9. From M8 and M13, we know T8  T13 by Theorem 4.5 (see Figs. 6, 7). But there does not exist any 2 × 2
invertible matrix B such that BD8 = D13, since
D8 =
{
(0,0), (1,0), (0,1), (2,1)
}
, D13 =
{
(0,0), (2,0), (0,2), (2,2)
}
.
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