This paper considers a class of constrained optimization problems with a possibly nonconvex non-Lipschitz objective and a certain ellipsoidal constraint. Such a problem has a wide range of applications in data science. The objective induces the sparsity of solutions and the constraint presents the noise tolerance condition for data fitting. While the penalty method is a common approach for constrained optimization, there is little theory and algorithms concerning exact penalization for problems with nonconvex non-Lipschitz objectives. In this paper, we study the existence of exact penalty parameters for this problem regarding local minimizers, stationary points and ǫ-minimizers under suitable assumptions. Moreover, we propose a penalty method whose subproblems are solved via a proximal gradient method, with an update scheme for the penalty parameters. We also prove the convergence of the algorithm to a KKT point of the constrained problem. Preliminary numerical results show the efficiency of the penalty method for finding sparse solutions.
Introduction
We consider the following constrained optimization problem:
where A ∈ IR m×n has full row rank, b ∈ IR m , σ > 0 is a noise tolerance and φ is a nonnegative continuous function inducing sparsity. We assume that φ is strictly monotone in the sense that φ(s) > φ(t) whenever s > t ≥ 0, and is symmetric in the sense that φ(s) = φ(−s) for all t, s ∈ IR. Moreover, we assume that φ(0) = 0. We emphasize that φ, and hence Φ, is neither necessarily convex nor locally Lipschitz continuous. Finally, to avoid triviality, we suppose that the feasible region is nonempty and b > σ so that the origin does not belong to the feasible region; here · denotes the Euclidean norm.
Problem ( This corresponds to the noiseless case where the data b does not contain noise. When the data b contains noise, problem (1.1) with σ > 0, which is the case we consider in this paper, can be used to find a sparse solution. Another common approach for finding a sparse solution in the noisy scenario is to solve the following regularization model where λ > 0 is called a regularization parameter. Problems (1.1) and (1.3) have been extensively studied in the last decades [3-6, 8-16, 18, 20, 21] . Both problems are used for finding sparse solutions of systems of linear equations with noisy data. When Φ is convex and σ > 0, it is well known that there exists aλ > 0 so that any global minimizer of (1.1) is a global minimizer of (1.3) with λ =λ, a number depending on the data (A, b, σ). This relates (1.1) and (1.3) in the convex case. However, when Φ is nonconvex, for certain data (A, b, σ), there does not exist a λ so that problems (1.1) and (1.3) have a common global or local minimizer, as we show in the following example. for some a > 0 and γ ∈ (0, 1). It is clear that t * = (1 − γ)a is the global minimizer of (1.4) . Suppose that φ is twice continuously differentiable at t * . Then it is easy to check from the first-order optimality condition that t * is a stationary point of min t λ(t − a) 2 + φ(t) (1.5) only when λ = φ ′ (t * )/(2γa), which is nonnegative since φ is monotone. Next, the second derivative of the objective of (1.5) with λ = φ ′ (t * )/(2γa) at t * is given by 2λ + φ ′′ (t * ) = φ ′ (t * ) γa + φ ′′ (t * ) .
( 1.6) If this quantity is negative, then t * cannot be a local minimizer of (1.5) even for λ = φ ′ (t * )/(2γa), and consequently, t * cannot be a local minimizer of (1.5) for any λ > 0. Some concrete examples of φ and a such that (1.6) is negative are given below, where the φ's are building blocks for widely used nonconvex regularization functions.
1. bridge penalty φ(t) = |t| p for 0 < p < 1 [13, 14] .
For any a > 0, (1.6) equals p(t * ) p−2 (p − 2 + 1/γ). Hence, (1.6) is negative if p < 2 − 1/γ. Since p has to be positive, this can happen when γ > 1/(2 − p); 2. fraction penalty φ(t) = α|t|/(1 + α|t|) for α > 0 [11] . For any a > 0, a direct computation shows that (1.6) equals (α/γa) (1 + αt * ) −3 [1 + (1 − 3γ)αa], which is negative when 1 + (1 − 3γ)αa < 0. Since a and α are both positive, this can happen when γ > (1 + αa)/(3αa); 3. logistic penalty φ(t) = log(1 + α|t|) for α > 0 [16] .
For any a > 0, (1.6) equals (α/γa) (1 + αt * ) −2 [1 + (1 − 2γ)αa], which is negative if 1 + (1 − 2γ)αa < 0. Since a and α are both positive, this can happen when γ > (1 + αa)/(2αa).
Example 1.1 shows that the negativity of φ ′′ prevents us from building a relationship between (1.1) and (1.3) regarding global or local minimizers. In general, we cannot always find a λ such that the intersection of the sets of global (local) minimizers of (1.1) and (1.3) is nonempty, when φ is monotone and concave for positive numbers, which includes the smoothly clipped absolute deviation (SCAD) [9] , minimax concave penalty (MCP) [21] and hard thresholding penalty function [8] .
As seen from above, problem (1.3) is generally not an exact penalty formulation for (1.1). Though the exact penalty formulation for optimization problems with Lipschitz objective has been well studied (see, for example, [17] ), there is little theory and development for the problems with nonconvex non-Lipschitz objectives such as problem (1.1). In order to obtain an exact penalty formulation for (1.1), we consider in this paper the following penalty problem min
for some λ > 0. Under some suitable assumptions, we establish that (i) any local minimizer of problem (1.1) is also that of problem (1.7), provided that λ ≥ λ * for some λ * > 0;
(ii) any global minimizer of problem (1.1) is an ǫ-global minimizer of problem (1.7), provided that λ ≥ λ * for some λ * > 0;
(iii) the projection of any global minimizer of problem (1.7) onto {x : Ax − b ≤ σ} produces an ǫ-global minimizer of problem (1.1), provided that λ ≥ λ * for some λ * > 0.
Therefore, problem (1.7) is an exact penalty formulation for (1.1). An approximate solution of problem (1.1) can be obtained by solving (1.7) with λ = λ * if an exact penalty parameter λ * is known. The value of such λ * is, however, generally unknown. Due to this fact, we propose a penalty method for solving (1.1) in which a sequence of subproblems in the form of (1.7) are solved. We show that any accumulation point of the sequence generated by this method is a KKT point of (1.1). We then compare our method solving (1.1) with Φ(x) = n i=1 |x i | 1 2 against the SPGL1 [1] , which solves (1.1) with Φ(x) = x 1 , for finding sparse solutions. Our numerical results demonstrate that our method usually produces solutions that are sparser than those found by the SPGL1.
The rest of the paper is organized as follows. We present notation and preliminary materials in Section 2. In Section 3, we discuss the first-order optimality conditions for problems (1.1) and (1.7). In Section 4, we study the existence of exact penalty parameters regarding local minimizers and ǫ-minimizers. In Section 5, we propose a penalty method for solving problem (1.1) with an update scheme for the penalty parameters and establish its convergence. In Section 6, we conduct numerical experiments to test the performance of our method. Concluding remarks are given in Section 7.
Notation and preliminaries
We use IR and IR n to denote the set of real numbers and the n-dimensional Euclidean space. For any x ∈ IR n , let x i denote the ith entry of x, and Diag(x) denote the diagonal matrix whose ith diagonal entry is x i , respectively. We denote the Euclidean norm of x by x and the p quasi-norm by
p , for any 0 < p < 1. Moreover, we let |x| p denote the vector whose ith entry is |x i | p . Given an index set I ⊆ {1, . . . , n}, letĪ denote the complement of I. For any vector x, we write x I ∈ IR |I| to denote the restriction of x onto I. We also denote by A I the matrix formed from A by picking the columns corresponding to I. The feasible set of (1.1) is denoted by S, i.e., S = {x : Ax − b ≤ σ}. We let P S (x) denote the unique projection of x ∈ IR n onto S. For any x ∈ S, the normal cone at x ∈ S is defined as
For any closed set D, we let dist(x, D) = inf y∈D x − y denote the distance from x to D, and conv(D) denote the convex hull of the set D. Finally, we let B(a; r) denote the closed ball of radius r centered at a, i.e., B(a; r) = {x ∈ IR n : x − a ≤ r}. We recall from [18, Definition 8.3 ] that for a continuous function f (not necessarily locally Lipschitz), the subdifferential and horizon subdifferential are defined respectively as
where λ k ↓ 0 means λ k > 0 and λ k → 0. The definition of ∂f (x) above was constructed so that we have the following robustness property:
Moreover, if f is convex, the above definition of subdifferential coincides with the classical subdifferential in convex analysis [18, Proposition 8.12] . Furthermore, for a continuously differentiable f , we simply have ∂f (x) = {∇f (x)}, where ∇f (x) is the gradient of f at x [18, Exercise 8.8(b)]. We also use ∂ x i f (x) to denote the subdifferential with respect to the variable x i . Finally, we note that for the separable function Φ(x) = n i=1 φ(x i ), we have from [18, Proposition 10.5] that
For the convenience of the readers, we also state our blanket assumption on φ mentioned at the beginning of the introduction explicitly here for easy reference.
Lemma 2.2. Let 0 < p < 1. For any nonnegative numbers s and t, it holds that
Proof. Without loss of generality, we may assume that s ≥ t. Consider h(r) := 1 − r p − (1 − r) p for r ∈ [0, 1]. Notice that this function is differentiable in (0, 1). Moreover,
which is negative in (0, 
First-order optimality conditions
In this section we discuss the first-order optimality conditions for problems (1.1) and (1.7).
We first look at the model (1.7). Since the objective is a sum of a locally Lipschitz continuous function and the continuous function Φ, it follows from [18, Theorem 10.1] and [18, Exercise 10.10 ] that at any locally optimal solutionx of (1.7), we have
For the first subdifferential, we have the following explicit expression
This motivates the following definition.
Definition 3.1 (First-order stationary point of (1.7)). We say that x * is a first-order stationary point of (1.7) if (3.1) is satisfied with x * in place ofx.
In the special case where φ(t) = |t| p , it is easy to check that ∂φ(t) = {p sign(t) |t| p−1 } whenever t = 0 and ∂φ(0) = IR. Thus, x * is a first-order stationary point of (1.7) if and
with I = {i :
This is because the inclusion (3.1) is trivial for i / ∈ I. Using the definition of I, it is not hard to see that (3.3) is further equivalent to
with the same ν defined above. We next turn to the KKT points of (1.1). We recall from [18, Theorem 8.15] at any locally optimal solutionx of (1.1), we have 0 ∈ N S (x) + ∂Φ(x), (3.5) assuming the following constraint qualification holds:
In view of the strict monotonicity assumption on φ and the fact that 0 / ∈ S, we must have Ax − b = σ at any local minimizer. Since A is surjective so that there exists x ⋄ with Ax ⋄ − b < σ, it follows that N S (x) = {µA T (Ax − b) : µ ≥ 0} = {0}. Hence, the condition (3.5) is equivalent to 0 ∈ {µA
Definition 3.2 (KKT point of (1.1)). We say that x * is a KKT point of (1.1) if Ax * − b = σ and (3.7) is satisfied with x * in place ofx.
Remark 3.1. Note that our definition of KKT point is different from the usual definition of KKT points in that we only consider points that lie on the boundary of the feasible set. This is reasonable for our problem since only these points are candidates for local minimizers of (1.1), under our assumption on Φ.
In the special case where φ(t) = |t| p , similarly as above, one can see that an x * satisfying Ax * − b = σ is a KKT point of (1.1) if and only if there exists a µ ≥ 0 so that
with I = {i : x * i = 0}. This condition is further equivalent to
On the other hand, it is not hard to check from the definition that
From the definition of I, this constraint qualification can be equivalently formulated as
It is easy to see that any first-order stationary point of (1.7) on the boundary of S is a KKT point of (1.1). Conversely, we show below that any KKT point of (1.1) is a first-order stationary point of (1.7) for some λ > 0.
Theorem 3.1. Any KKT point x * of problem (1.1) is a first-order stationary point of problem (1.7) for some λ > 0.
Proof. Suppose that x * is a KKT point of problem (1.1). Then Ax * − b = σ and x = x * satisfies (3.7) for some µ ≥ 0. We divide the proof into two separate cases.
Case 1) µ = 0. In view of (3.2) and Ax * − b = σ, one can see thatx = x * satisfies (3.1) for any λ > 0.
Case 2) µ > 0. Using (3.2) and Ax * − b = σ, we observe thatx = x * satisfies (3.1) for any λ ≥ µ/2.
Exact Penalization
In this section, we study various exact penalization results concerning the problems (1.1) and (1.7).
When φ is locally Lipschitz continuous
We first consider the case where φ is locally Lipschitz continuous. This covers a lot of regularization functions used in practice, including many difference-of-convex functions; see, for example, [12, 20] .
Our first result concerns local minimizers of the models (1.1) and (1.7).
Theorem 4.1 (Local minimizers).
Suppose that φ is locally Lipschitz continuous and x * is a local minimizer of (1.1). Then there exists a λ * > 0 such that x * is a local minimizer of (1.7) whenever λ ≥ λ * .
Proof. From the local optimality of x * for (1.1) and [2, Proposition 6.3.2], we see that there exists an L > 0 such that x * is locally optimal for
Moreover, the L can be any number that is larger than the (local) Lipschitz continuity modulus of Φ. Next, from Lemma 2.1, we see that there exists a C > 0 so that for all x, we have
Let λ ≥ CL. Then using the local optimality of x * for (4.1) and the fact that dist(x * , S) = C( Ax * − b 2 − σ 2 ) + = 0, we see further that for all x sufficiently close to x * ,
Thus, x * is a local minimizer of (1.7) for any λ ≥ CL. When φ and hence Φ is indeed globally Lipschitz continuous, we have the following result regarding the global minimizers of the models (1.1) and (1.7).
Theorem 4.2 (Global minimizers).
Suppose that φ is globally Lipschitz continuous. Then there exists a λ * > 0 such that if x * is a global minimizer of (1.1), then x * is a global minimizer of (1.7) whenever λ ≥ λ * . Conversely, if x * is a global minimizer of (1.7) for some λ > λ * , then x * is a global minimizer of (1.1).
Proof. The first statement can be proved similarly as Theorem 4.1 by using [7, Proposition 2.4.3] in place of [2, Proposition 6.3.2] , and the statement holds with λ * = CL, where C is given in Lemma 2.1 and L is the globally Lipschitz continuity modulus of Φ.
Conversely, let λ > λ * = CL and x * be a global minimizer of (1.7). Then we have
where the last inequality follows from Lemma 2.1. This shows that ( Ax * − b 2 − σ 2 ) + = 0 and thus x * is feasible for (1.1). From this we conclude immediately that x * is a global minimizer of (1.1). 
When φ is not locally Lipschitz continuous at 0
We suppose that φ is not locally Lipschitz continuous at 0. However, we assume the following:
Assumption 4.1. The function φ is locally Lipschitz continuous everywhere except at 0. Moreover, for any L > 0, there exists an ǫ > 0 such that whenever |t| < ǫ, we have
It is not hard to show that the widely used penalty function x p p , for 0 < p < 1, satisfies this assumption.
Theorem 4.3 (Local minimizers).
Suppose that x * is a local minimizer of (1.1) with a φ satisfying Assumption 4.1. Then there exists a λ * > 0 such that x * is a local minimizer of (1.7) whenever λ ≥ λ * .
Proof. Let I denote the support of x * , i.e., I := {i : x * i = 0}. Since x * is a local minimizer of (1.1), it follows that x * I is a local minimizer of the following optimization problem: min
From Theorem 4.1, there exists a λ * > 0 so that for any λ ≥ λ * , there is a neighborhood U I of 0 such that
. Moreover, we may assume U I is bounded without loss of generality.
We now show that x * is a local minimizer of (1.7) with λ ≥ λ * . Fix any ǫ > 0 and any λ ≥ λ * . Consider the (bounded) neighborhood U := U I × (−ǫ, ǫ) n−|I| of 0 and let M be the globally Lipschitz continuity modulus of the function
where the first inequality follows from the Lipschitz continuity of f λ with modulus M and (4.3) with L = M , and the last inequality follows from the local optimality of x * I . This shows that x * is locally optimal for (1.7) with λ ≥ λ * , and completes the proof.
We next comment on the magnitude of the nonzero entries of a first-order stationary point x * of (1.7). To this end, suppose that F λ (x * ) ≤ F λ (x ⋄ ) for some x ⋄ . Note from (3.1) that there exists 0 ≤ ν ≤ 1 so that at any i with x * i = 0, we have for some ξ i ∈ ∂φ(x * i ),
Consequently, 5) where the fourth inequality follows from the nonnegativity of Φ, and the last inequality follows from the choice of x ⋄ . A concrete lower bound can be derived for some specific φ. For example, consider φ(t) = |t| p for p ∈ (0, 1). Then we have from (4.5) that for x * i = 0,
(4.6) Since local minimizers of (1.1) are in particular first-order stationary points of (1.7) for some λ * > 0 according to Theorem 4.3, the above discussion also gives a lower bound on the magnitude of the nonzero entries of the local minimizers of (1.1).
Remark 4.1. In the recent paper [6] , the authors derived a lower bound on the magnitudes of the nonzero entries of any first-order stationary pointx of (1.3), with φ(t) = |t| p for some 0 < p < 1. Their lower bound is given by [6, Theorem 2.3] . This lower bound is similar to (4.6) except that F λ (x ⋄ )+λσ 2 is replaced by H λ (x). Notice that when x ⋄ =x, we always have F λ (x ⋄ ) + λσ 2 ≥ H λ (x ⋄ ), and these two values are the same if Ax ⋄ − b ≥ σ. In particular, when x ⋄ =x = 0, the guaranteed lower bounds for both models are the same and are given by
We next study ǫ-minimizers of (1.1) and (1.7), which are defined as follows.
Definition 4.1. Let ǫ > 0.
1. We say that x ǫ is an ǫ-minimizer of (1.1), if x ǫ is feasible for (1.1) and Φ(x ǫ ) ≤ inf x∈S Φ(x) + ǫ.
2. We say that x ǫ is an ǫ-minimizer of (1.7), if
In order to establish results concerning ǫ-minimizers, we also need the following definition. Definition 4.2. We say that a globally Lipschitz function Ψ with a Lipschitz continuity
As a concrete example of such an approximation, consider the case where φ(t) = |t| p for some 0 < p < 1. We can consider the following smoothing function of |t|:
otherwise.
Notice that for a fixed µ > 0, the minimum and maximum values of ψ(t, µ) − |t| are attained at |t| ≥ µ and t = 0, respectively. Let
Then we have from the above discussion and Lemma 2.2 that
Moreover, for a fixed µ > 0, the function Ψ(·, µ) is continuously differentiable. The maximum value of |(ψ(t, µ) p ) ′ | is attained at t = µ, and hence we have
The inequalities (4.7) and (4.8) show that Ψ(·, µ) is a (
From the definition of an (L, ǫ)-approximation Ψ, it is easy to show that any global minimizer of min
is an ǫ-minimizer of (1.1). Conversely, any global minimizer x * of (1.1) is an ǫ-minimizer of (4.9). Our next result concerns the global minimizers of (1.1) and the ǫ-minimizers of (1.7).
Theorem 4.4 (ǫ-minimizers). Suppose that Φ admits an (L, ǫ/2)-approximation Ψ.
Then for any global minimizer x * of (1.1), there exists a λ * > 0 so that x * is an ǫ-minimizer of (1.7) whenever λ ≥ λ * , i.e.,
Proof. From the definition of an (L, ǫ/2)-approximation, we see that any global minimizer x * of (1.1) is an ǫ/2-minimizer of (4.9). Moreover, since Ψ is globally Lipschitz with modulus at most L, we have for any x ∈ IR n that
whereL is any number greater than or equal to L and the second inequality follows from the ǫ/2-optimality of x * for (4.9). This shows that x * is an ǫ/2-minimizer of the optimization problem min
Using Lemma 2.1 and proceeding as in (4.2), we conclude further that x * is an ǫ/2-minimizer of min
Using this and the fact that 0 ≤ Ψ(x) − Φ(x) ≤ ǫ/2 for all x, we have for all x,
i.e., (4.10) holds with λ * = CL. So far we have shown that if x * is locally or globally optimal for (1.1), then it is also optimal in some sense for (1.7), when λ is sufficiently large. Conversely, it is clear that if x * is optimal (locally or being an ǫ-minimizer) for (1.7) for some λ > 0, and x * is also feasible for (1.1), then it is also optimal for (1.1). Our next result studies the case when x * is not necessarily feasible for (1.1).
Theorem 4.5 (ǫ-minimizers feasible for (1.1)). Suppose that φ is Hölder continuous for some 0 < p < 1, i.e., there exists a K > 0 such that |φ(s) − φ(t)| ≤ K|s − t| p for any s, t ∈ IR. Take any ǫ > 0 and fix anyx ∈ S. Consider any
with C chosen as in Lemma 2.1. Then for any global minimizer x λ of (1.7), the projection P S (x λ ) is an ǫ-minimizer of (1.1).
Proof. We first note from the global optimality of x λ that F λ (x λ ) ≤ F λ (x), from which we immediately obtain that
Next, for the projection P S (x λ ), we have
where the first inequality follows from the assumption on Hölder continuity, the second one holds due to the concavity of the function t → t p 2 for nonnegative t, the third inequality follows from Lemma 2.1 while the last one follows from (4.11). On the other hand, let x be a globally optimal solution of (1.1). Then we must have F λ (x λ ) ≤ F λ (x) from the optimality of x λ for (1.7). From this we see immediately that
Combining this with (4.12), we obtain further that
from our choice of λ. This shows that P S (x λ ) is an ǫ-minimizer of (1.1). From Lemma 2.2, it is easy to see that t → |t| p , 0 < p < 1, is Hölder continuous with K = 1. Thus, we have the following immediate corollary when Φ(x) = x p p , 0 < p < 1.
Corollary 4.1. Suppose that φ(t) = |t| p for some 0 < p < 1. Take any ǫ > 0 and fix anỹ x ∈ S. Consider any
Algorithm
In this section we propose a penalty method for solving problem (1.1). We make the following assumption on Φ.
Assumption 5.1. The function Φ has bounded level sets. Moreover, the condition 0 ∈ ∂Φ(x) implies Ax − b ≥ σ.
The first part of the assumption is typical in guaranteeing the sequence generated from an algorithm is bounded. The second statement in the assumption means that the regularization function Φ has been properly chosen so that (1.1) does not have stationary points that lie in the interior of S. This assumption is reasonable for sparse recovery problems where many typical regularization functions, including the bridge penalty, the fraction penalty and the logistic penalty discussed in Example 1.1, have the origin as the unique stationary point, which does not lie in S.
Based on our previous discussions, an ǫ-minimizer of (1.1) can be obtained by finding a globally optimal solution of (1.7) for a sufficiently large λ. Though an upper bound for such a λ is estimated in Section 4.2, it may be computationally inefficient to solve (1.7) once by choosing λ as this upper bound. Instead, it is natural to solve a sequence of problems in the form of (1.7) in which λ gradually increases. This scheme is commonly used in the classical penalty method. Also, notice that the first part of the objective of (1.7) is nonsmooth. For an efficient implementation, we solve a sequence of smooth counterparts of (1.7) in the form of
for some λ, µ > 0, where
It is not hard to show that
To solve (5.1), we consider an adaptation of the nonmonotone proximal gradient (NPG) method proposed in [19] . In [19] , the NPG method was applied to a class of unconstrained problems in the form of min
where f and P are finite-valued functions in IR n , and moreover, f is differentiable in IR n and its gradient is globally Lipschitz continuous in IR n . Though the objective of (5.1) is in the same form as that of (5.6), we observe from (5.5) that ∇f λ,µ is not globally Lipschitz continuous in IR n . Thus, the convergence analysis for the NPG method in [19] does not apply directly for our problem (5.1). Despite this fact, we are fortunately able to establish in Appendix A convergence of the NPG method for a more general class of problems satisfying Assumption A.1. We next show that the NPG method is applicable to solve (5.1) by verifying Assumption A.1 for f = f λ,µ and P (·) = Φ(·), and then discuss convergence of the method when applied to solving (5.1).
First, it is easy to see that Assumption A.1 (i) holds with φ * = 0. Let x 0 ∈ IR n be arbitrarily chosen. It follows from (5.2) that f λ,µ (x) ≥ 0, which implies that
The above set is bounded by Assumption 5.1. Hence, Assumption A.1 (ii) holds for any B(0; r 1 ) containing the level set in (5.7). It remains to verify Assumption A.1 (iii). Indeed, let r 2 > r 1 be arbitrarily chosen. Using (5.3), (5.4) and (5.5), we have that for any x, y ∈ B(0; r 2 ),
and hence Assumption A.1 (iii) holds with
Therefore, the NPG method can be suitably applied to solving problem (5.1). We next establish a convergence result for the NPG method applied to problem (5.1).
Theorem 5.1. Given any x 0 ∈ IR n , let {x k } be the sequence generated by the NPG method applied to problem (5.1) with a Φ satisfying Assumption 5.1. There hold:
(ii) Any accumulation point x * of {x k } is a first-order stationary point of problem (5.1), that is, it satisfies 0 ∈ ∇f λ,µ (x
Proof. (i) It follows from (5.7) and Proposition A.1 (i) with f = f λ,µ and
and hence {x k } is bounded. 
Suppose that x * is an accumulation point of {x k }. Then there exists a subsequence K such that {x k } K → x * . Upon taking limits as k ∈ K → ∞ on both sides of the above inclusion and using Theorem A.1 and (2.1), we see that (5.8) holds.
We are now ready to present a penalty method for solving problem (1.1).
Penalty method for problem (1.1):
Let x feas be an arbitrary feasible point of problem (1.1). Choose x 0 ∈ IR n , λ 0 > 0, µ 0 > 0, ǫ 0 > 0, ρ > 1 and θ ∈ (0, 1) arbitrarily. Set k = 0 and x 0,0 = x 0 .
, set x k,0 = x feas . Apply the NPG method with x k,0 as the initial point to find an approximate solution x k to problem (5.1) with λ = λ k and µ = µ k satisfying
3) Set k ← k + 1 and go to step 1).
end Remark 5.1. By virtue of Theorem 5.1, an x k satisfying (5.9) can be found by the NPG method within a finite number of iterations. Therefore, the sequence {x k } is well defined.
We next establish some convergence results for the above penalty method for solving problem (1.1).
Theorem 5.2. Let {x k } be generated by the above penalty method for solving problem (1.1) with a Φ satisfying Assumption 5.1. There hold:
(ii) Any accumulation point x * of {x k } is a feasible point of problem (1.1), and moreover, Ax * − b = σ holds.
(iii) Suppose that {x k } K → x * for some subsequence K and that the constraint qualification (3.6) holds at x * . Then x * is a KKT point of problem (1.1).
Proof. (i) By Proposition A.1, we know that
). In addition, from step 1) of the above penalty method, one has
. Using this relation along with (5.2) and the fact Ax feas − b ≤ σ, one can have
Hence, {x k } is bounded since Φ has bounded level sets.
(ii) Let x * be an accumulation point of {x k }. Then there exists a subsequence (5.2) and the definition of F λ,µ , we have
It then follows that
Taking limits on both sides of this inequality as k ∈ K → ∞, one has ( Ax * − b 2 − σ 2 ) + ≤ 0. Hence x * is a feasible point of problem (1.1). We next show that Ax * − b = σ. Suppose for contradiction that it does not hold. Then one has Ax * − b < σ. Hence, Ax k − b < σ for all sufficiently large k ∈ K. Using this relation, (5.3) and (5.5), we have ∇f λ k ,µ k (x k ) = 0 for all sufficiently large k ∈ K, which together with (5.9) implies that dist(0, ∂Φ(x k )) ≤ ǫ k when k ∈ K is sufficiently large. In other words, there exists a ξ k ∈ ∂Φ(x k ) with ξ k ≤ ǫ k . Passing to the limit and using (2.1), we conclude that 0 ∈ ∂Φ(x * ). It follows from Assumption 5.1 that Ax * − b ≥ σ. This is a contradiction to Ax * − b < σ. Hence, Ax * − b = σ holds.
(iii) Observe from (5.
It follows from (5.5) and (5.9) that there exists a ξ k ∈ ∂Φ(x k ) with
Dividing both sides of (5.10) by h ′
, taking limits as k ∈ K → ∞, and using ǫ k → 0 and the definition of the horizon subdifferential, we see that
We have thus obtained a contradiction to (3.6) . Hence, {h ′
for all k, one has π * ≥ 0. Taking limits on both sides of (5.10) as k ∈ K → ∞ and invoking (2.1), one can see that 0 ∈ 2π
This together with Ax * − b = σ shows that x * is a KKT point of (1.1).
Remark 5.2. As a consequence of Theorem 5.2, the above penalty method can find a point x ǫ within a finite number of iterations that satisfies
for some π ǫ ≥ 0.
Numerical simulations
In this section, we test our penalty method for solving (1.1) with Φ(x) = n i=1 |x i | p , p = 1/2. Moreover, we compare our approach against the solver SPGL1 [1] (Version 1.8), which solves (1.1) with Φ(x) = x 1 in order to find a sparse vector in S. All codes are written in MATLAB, and the experiments were performed in MATLAB version R2014a on a cluster with 32 processors (2.9 GHz each) and 252G RAM.
For our penalty method, we set x 0 = e, the vector of all ones, λ 0 = µ 0 = ǫ 0 = 1, ρ = 2 and θ = 1/ρ. We also set x feas = A † b, which we take as an input to the algorithm and does not count this computation in our CPU time below. For the NPG method for solving the unconstrained subproblem (5.1) at λ = λ k and µ = µ k , we set L min = 1, τ = 2, c = 10 −4 , M = 4, L 0 0 = 1 and, for any l ≥ 1,
The NPG method is terminated (at the lth inner iteration) when
Note that the first condition above means the first-order optimality condition (3.8) is approximately satisfied. The penalty method itself is terminated when
with the ǫ k+1 in step 2) of the penalty method updated as max{θǫ k , 10 −6 } (instead of θǫ k ) in our implementation. For the solver SPGL1, we use its default settings. We consider randomly generated instances. First, we generate a matrixÃ ∈ IR K×N with i.i.d. standard Gaussian entries. The matrix A is then constructed so that its rows form an orthonormal basis for the row space ofÃ. Next, we generate a vector v ∈ IR T with i.i.d. standard Gaussian entries. We choose an index set I of size T at random and define a vectorx ∈ IR N by settingx I = v andxĪ = 0. The measurement b is then set to be Ax + δξ for some δ > 0, with each entry of ξ following again the standard Gaussian distribution. Finally, we set σ = δ ξ so that the resulting feasible set will contain the sparse vectorx. 1 We set (K, N, T ) = (120i, 512i, 20i) for each i = 12, 14, ..., 30 and generate 10 random instances for each such (K, N, T ) as described above. The computational results, averaged over the 10 instances, are reported in Tables 1, 2 and 3, which present results for δ = 10 −2 , 5 × 10 −3 and 10 −3 , respectively. For both methods, we report the number of iterations 2 (iter), the number of nonzero entries (nnz) in the approximate solution x obtained, computed using the MATLAB function nnz, the residual (res) at x given by ( Ax − b 2 − σ 2 ) + , and the CPU time in seconds. We also report the λ k at termination of our penalty method. One can observe from the tables that while the penalty method is in general slower than the SPGL1, the penalty method solving (1.1) usually gives solutions that are sparser than those obtained by SPGL1 while with smaller residuals. 
A Convergence of a nonmonotone proximal gradient method
In this appendix, we consider an algorithm for solving the following optimization problem
where f and P satisfy the following assumptions:
Assumption A.1. (i) f and P are continuous functions in IR n with inf
(ii) There exist some x 0 ∈ IR n and r 1 > 0 such that
(iii) f is Lipschitz continuously differentiable on B(0; r 2 ) for some r 2 > r 1 , that is, there exists an L f > 0 such that
The algorithm we consider is a nonmonotone proximal gradient method, presented as follows. 
is satisfied, then go to step 2).
1c) Set L k ← τ L k and go to step 1a).
and go to step 1).
end Although an algorithm similar to the NPG method has been analyzed in [19] , the analysis there relies on the assumption that ∇f is globally Lipschitz continuous in IR n . In our Assumption A.1, ∇f is, however, not necessarily globally Lipschitz and thus the analysis in [19] does not apply directly to problem (A.1). We next show that the NPG method is still convergent for problem (A.1) under Assumption A.1. (i) x k is well defined and F (x k ) ≤ F (x 0 ) for all k ≥ 0;
(ii)L k is well defined and satisfiesL k < τL for all k ≥ 0.
(iii) For each k ≥ 0, the inner termination criterion (A.4) is satisfied after at most logL − log L min log τ + 2 inner iterations.
Proof. For convenience, whenever x k is well defined, set
By (A.7), one can then observe that
Hence, we obtain that
We now prove statements (i) and (ii) by induction. Indeed, for k = 0, we know that x 0 ∈ S(x 0 ), which along with Assumption A.1 (i) yields x 0 ∈ B(0; r 1 ). Using this relation, (A.6) and (A.8) with k = 0, one can have
In view of this inequality and (A.5), it is not hard to verify that
which together with x 0 ∈ B(0; r 1 ) implies that
Using this relation, x 0 ∈ B(0; r 1 ) and (A.2), we have
It follows from this relation and (A.7) that for all L ≥ L,
where the second inequality follows from (A.7). Using this relation and the definition of L, one can immediately observe that
This shows that (A.4) must be satisfied after finitely many inner iterations. Moreover, from the definition ofL 0 , we must haveL 0 /τ <L. It then follows thatL 0 < τL and hence statement (ii) holds for k = 0. We also see from (A.9) that F (x 1 ) = F (x 1 (L 0 )) ≤ F (x 0 ). Hence, statement (i) also holds. We now suppose that statements (i) and (ii) hold for all k ≤ K for some K ≥ 0. It remains to show that they also hold for k = K + 1. Indeed, using the induction hypothesis x K ∈ S(x 0 ) and Assumption A.1 (i), we know that x K ∈ B(0; r 1 ). In view of this relation and a similar argument as for k = 0, one can show that statement (ii) holds for k = K + 1.
By the induction hypothesis, we know that F (x k ) ≤ F (x 0 ) for all k ≤ K. Using this relation and (A.4) with k = K + 1, one can conclude that F (x K+1 ) ≤ F (x 0 ) and hence statement (i) holds for k = K + 1. This completes the induction.
Let n k denote the total number of inner iterations executed at the kth outer iteration. One can observe that
which together with statement (ii) yields
and hence statement (iii) holds.
We end our discussion with a convergence result for the NPG method, which can be proved similarly as in [19, Lemma 4] .
Theorem A.1. Let x k be the approximate solution generated at the end of the kth iteration. Under Assumption A.1, there holds x k+1 − x k → 0 as k → ∞.
