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Abstract
In the quantum state tomography, which is the task of estimating the
unknown quantum state on a Hilbert space from measurement data, the
standard Bayesian technique is often used. As is well known in Bayesian
statistics, it is a nontrivial problem to define a noninformative prior in gen-
eral statistical models. Although some definitions for statistical models of
mixed states are given by straightforward extension of classical results, there
is no counterpart for those of pure states. Recently the author proposed a
conceptual extension of the famous reference prior by Bemardo and defined
noninformative priors for statistical models of pure states. While the formal
extension of the reference prior corresponds to the prior maximizing the von
Neumann entropy, our proposed prior is shown to maximize the limit of the




( ) ( Robert[27]
$)$ .
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$p_{\theta}$ ) $x\sim p(x|\theta)$
$\theta$ $k$ Borel $\Theta\subseteq R^{k}$
$\mathcal{X}=\{x_{1}, \ldots, x_{k}\}$




$( \int\pi(\theta)d\theta=1, \pi(\theta)\geq 0.)$ ( Lebesgue $d\theta$








$= \int p_{\pi}(x)D(\pi(\theta|x)||\pi(\theta))dx$ (2)
( Cover and Thomas[11] )






















$E[-\log q(x)-(-\log p_{\theta}(x))]=D(p_{\theta}||q)(\geq 0)$




$-\log p_{\pi}(x),$ $p_{\pi}(x)$ $:= \int p_{\theta}(x)\pi(\theta)d\theta$
$D(p_{\theta}||p_{\pi})= \min_{q(x)}\int D(p_{\theta}||q)\pi(\theta)d\theta$
[1].
— $\log p_{\pi}(x)$ $\pi$
$\sup_{\pi}I(\pi)=\sup\inf_{q}\int D(p_{\theta}||q)\pi(\theta)d\theta$
$= \inf_{q}\sup_{\pi}\int D(p_{\theta}||q)\pi(\theta)d\theta$














and Chuang [23] )
$\rho$
$\rho=Udiag(\lambda_{1}, \lambda_{2}, \ldots)U^{*}$ $\sum_{j}\lambda_{j}=$
$1,$ $\lambda_{j}\geq 0$
$D(\rho||\sigma):=R\rho(\log\rho-\log\sigma)$ .
$\rho=Udiag(p_{1},p_{2}, \ldots)U^{*},$ $\sigma=Udiag(q_{1}, q_{2}, \ldots)U^{*}$
$D(\rho_{1}||\rho_{2})\geq 0$ $D(\rho_{1}||\rho_{2})=0\Leftrightarrow\rho_{1}=\rho_{2}$ (
) Ohya and Petz [24]
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Paris et al. [25]




















$|\varphi(s, t)\rangle:=U(s, t)|\varphi_{0}\rangle, U(s, t)=e^{-i(sA+tB)},$
$A,$ $B$ observable $(s, t),$ $(s’, t’)$
$|\varphi(s, t)\rangle,$ $|\varphi(s’, t’)\rangle$ $s,t$











































$S(\rho_{\pi})=\log d,$ $d=\dim \mathcal{H}$
[30].















(Tsallis entropy $0$ )
$S(\rho)$ $T(\rho)$
$e^{-T(\rho)}= \Vert\rho\Vert=\max_{\varphi\in \mathcal{H}:||\varphi||=1}\langle\varphi|\rho|\varphi\rangle$
$T(\rho)$ Renyi entropy Renyi entropy
$T(\rho)$
$T(\rho\otimes\sigma)=T(\rho)+T(\sigma)$ ,
$T(\lambda\rho+(1-\lambda)\sigma)\leq\lambda T(\rho)+(1-\lambda)T(\sigma), 0\leq\forall\lambda\leq 1$
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( ) $\mathcal{M}=\{\rho_{\theta}:\theta\in\Theta\subseteq R^{k}\}\subset$
$S(\mathcal{H})$ ( $\Theta$ Borel )
$\forall\pi,$ $\xi\in \mathcal{P}(\Theta)$ ,




$\rho_{\pi}\preceq\rho_{\xi}, \forall\xi\in \mathcal{P}(\Theta)$ .
$\pi$ MDP prior reference prior
majorize
$\rho_{\pi}$ MDP prior reference prior
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