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Abstract
In this paper, we study generalized constant ratio surfaces in the Eu-
clidean 4-space. We also obtain a classifications of constant slope surfaces.
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1 Introduction
It is well-known that the position function is the simplest geometrical object as-
sociated with a submanifold in a Euclidean space. Because of this reason, many
problems related with understanding geometry of submanifolds with a given
restriction on their position vectors have been studied by many mathematicians
so far.
In this direction, the notion of constant ratio submanifolds in Euclidean
spaces firstly introduced by B.-Y. Chen in [3]. Let M be a submanifold iso-
metrically immersed in Em, there is a natural orthogonal decomposition of the
position vector x at each point on M; namely
x = xT + x⊥ (1)
where xT and x⊥ denote the tangential and normal components of x, respec-
tively. A submanifold of Euclidean space is said to be of constant ratio if the
ratio of the lengths of the tangential and normal components of its position
vector is constant. Complete classification of constant ratio hypersurfaces in
Euclidean spaces was obtained in [3] (see also [1]). In addition, constant ratio
space-like submanifolds in pseudo-Euclidean space have been completely classi-
fied in [5]. On the other hand, the submanifold M is said to be a T -constant
(respectively, N -constant) submanifold if xT (respectively, x⊥) has constant
length. B. Y. Chen studied T -constant and N -constant submanifolds in semi-
Euclidean spaces in [4].
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Another important class of submanifolds is constant slope (CS) hypersur-
faces defined by M. I. Munteanu in [15]. When the codimension of M is 1, it is
said to be a CS hypersurface if its position vector x makes a constant angle with
its unit normal vector field, N . In this case N is parallel, one can generalize
this definition to higher codimensions as following:
Definition 1.1. Let Mn be a submanifold in a semi-Euclidean space Em with
the position vector x. M is said to be a constant slope submanifold if there exists
a parallel normal vector field N which makes constant angle with x.
In [15], constant slope surfaces (CSS) in E3 have been studied and this study
moved into the Minkowski 3-space in [8, 10]. First of two main purposes of this
article is to study constant slope surfaces in the Euclidean 4-space E4.
Constant slope (CS) hypersurfaces posses an interesting property: The tan-
gential component xT of the position vector onto the tangent plane of the surface
M is a principal direction (see [15]). As we will describe in Sect. 3, the tan-
gential component of the position vector of a CSS is a principal direction of all
of its shape operators (See Corollary 3.4). As a generalization of the concept
of constant slope surfaces, in [11], Fu and Munteanu studied surfaces in the
Euclidean 3-space with the property that the tangential component of the po-
sition vector remains a principal direction but without the restriction of being
constant of the angle function. They preferred to use generalized constant ra-
tio surfaces (shortly, GCR surfaces), in order to point out the connection with
the CR surfaces defined by Chen (See Sect. 4). Recently in [12, 18] the com-
pleted classification of GCR surfaces in Minkowski 3-spaces has been obtained.
Also in [11] and [12, 18], all flat and constant mean curvature GCR surfaces,
respectively, in E3 and E3
1
were classified.
Before we proceed to the other definition that we would like to give, we want
to mention about class A immersions into the product spaces Qnc ×R, where Q
n
c
denotes the Riemannian space form with dimension n and sectional curvatures
c = ±1. An immersion f : Mn → Qnc × R is said to belong class A if the
tangential part of ∂t is principal directions of all shape operators of f , [14]. The
notion of A immersions generalize constant principle direction (CPD) surfaces
in Q2c×R into higher codimesions (See [6, 7, 16, 13] for CPD surfaces). By using
a similar idea, one can give the definition of GCR submanifolds as following:
Definition 1.2. Let Mn be a submanifold in Em and x be its position vector.
M is said to be a generalized constant ratio (GCR) submanifold if the tangential
part xT of x is one of principal directions of all shape operators of M .
As we mention in Sect. 4, GCR submanifolds defined as above satisfy some
geometrical properties being similar to GCR surfaces in 3-dimesional semi-
Euclidean spaces. Furthermore, we would like to add that R. Tojiero and B.
Mendoza the definition of the class−A of the spaces is used in the case of codi-
mension being larger than one. By using this definition given in [14, 16], a
submanifold of Euclidean and semi-Euclidean spaces is called a GCR subman-
ifold if the tangential component of the position vector of that submanifold is
a principal direction of all shape operators. The other aim of this article is to
understand GCR surfaces in the Euclidean 4-space E4.
This paper is organized as follows. In Sect. 2, we introduce the notation that
we will use and give a brief summary of basic definitons in theory of submanifolds
2
in Euclidean spaces. In Sect. 3, we obtain the complete classification of CSS in
the Euclidean 4-space. In last section, we obtain the complete classification of
GCR surfaces in the Euclidean 4-space.
2 Basic notation and definitions
Let Em denote the Euclidean m-space with the canonical Euclidean metric ten-
sor given by
g˜ = 〈 , 〉 =
m∑
i=1
dx2i ,
where (x1, x2, . . . , xm) is a rectangular coordinate system in E
m.
Consider an n-dimensional Riemannian submanifold of the space Em. We
denote Levi-Civita connections of Em and M by ∇˜ and ∇, respectively. The
Gauss and Weingarten formulas are given, respectively, by
∇˜XY = ∇XY + h(X,Y ), (2)
∇˜Xξ = −Sξ(X) +DXξ, (3)
whenever X,Y are tangent and ξ is normal vector field on M , where h, D
and S are the second fundamental form, the normal connection and the shape
operator of M , respectively. It is well-known that the shape operator and the
second fundamental form are related by
〈h(X,Y ), ξ〉 = 〈SξX,Y 〉 .
The Gauss and Codazzi equations are given, respectively, by
〈R(X,Y )Z,W 〉 = 〈h(Y, Z), h(X,W )〉 − 〈h(X,Z), h(Y,W )〉, (4)
〈RD(X,Y )ξ, η〉 = 〈[Sξ, Sη]X,Y 〉, (5)
(∇Xh)(Y, Z) = (∇Y h)(X,Z), (6)
whenever X,Y, Z,W are tangent to M , where R, RD are the curvature tensors
associated with connections ∇ and D, respectively. We note that ∇¯h is defined
by
(∇Xh)(Y, Z) = DXh(Y, Z)− h(∇XY, Z)− h(Y,∇XZ).
A submanifold M is said to have flat normal bundle if RD = 0 identically.
The mean curvature vector field H of the surface M is defined as
H =
1
2
trh. (7)
If M is a surface, i.e, n = 2, then the Gaussian curvature K of the surface M2
is defined as
K =
R(X,Y,X, Y )
Q(X,Y )
, (8)
if X and Y are chosen so that Q(X,Y ) = 〈X,X〉〈Y, Y 〉 − 〈X,Y 〉2 does not
vanish.
3
3 Classifications of Constant Slope Surfaces in
E
4
In this section, we would like to study constant slope surfaces in the Euclidean
4-space. First, we would like to present an example of CSS in E4.
Example 3.1. Let Π be a hyperplane E4 with the unit normal c0. Assume that
c2 = c2(t) be a curve lying on S
2(r2) = S3(1) ∩ Π such that 0 < r ≤ 1. Then,
the surface M is given by
x(s, t) = s cos (tan θ ln s) c0 + s sin (tan θ ln s) c2(t) (9)
for a constant θ. By a direct computation, one can see that x can be decomposed
as
x(s, t) = s cos2 θ∂s + s sin θe3 (10)
for the unit normal vector field e3 given by
e3 = sin(u˜)c0 − cos(u˜)c2(t), (11)
where theta = ˆ(x, e3) and u˜(s) = θ + u(s). Furthermore, e3 is parallel. Hence,
M is CSS.
Now, assume that M is a constant slope surface in E4 and let x : Ω→M be
its position vector, where Ω is an open subset of R2. We define a non-negative,
smooth function µ by µ2 = 〈x, x〉. Let e3 be the unit parallel vector field such
that 〈x, e3〉 = sin θ, for a constant θ. In this case, (1) turns into
x = µ cos θe1 + µ sin θe3, (12)
for a unit tangent vector field e1. Let e2 and e4 be a unit vector field and a unit
normal vector field, satisfying 〈e1, e2〉 = 0 and 〈e3, e4〉 = 0, respectively. Since
the codimension is 2, e4 is also parallel. Moreover, having parallel frame field
of the normal space of M implies RD = 0 (See [2]).
Remark 3.2. IfM is a surface lying on a hyperplane Π of E4, thenM is obviously
a CSS with θ = 0 and in this case e3 can be taken as the unit normal of Π. On
the other hand, if Π lies on a sphere S3(r−2) of radius r, thenM is again a CSS.
However, this time we have θ = π/2 and e3 = x/r. One can easily observe the
converse of these facts: in the case θ = 0 and θ = π/2 also implies x(Ω) ⊂ Π
and x(Ω) ⊂ S3(r−2), respectively. In the remaining of this section, we exclude
these trivial cases and assume θ ∈ (0, π/2).
We note that the definition of µ directly implies
e1(µ) = cos θ, (13)
e2(µ) = 0. (14)
By a further computation considering (12) and the last two equations, we obtain
the following lemma, where we put Seβ = Sβ and h
β
ij = 〈h(ei, ej), eβ〉.
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Lemma 3.3. The Levi-Civita connection ∇ and the second fundemental form
of M are given by
∇e1e1 = 0, ∇e1e2 = 0, (15a)
∇e2e1 =
1 + µh3
22
sin θ
µ cos θ
e2, ∇e2e2 = −
1 + µh3
22
sin θ
µ cos θ
e1,(15b)
h(e1, e1) = −
(sin θ
µ
)
e3, h(e1, e2) = 0, h(e2, e2) = h
3
22e3 + h
4
22e4. (15c)
and the matrix representations of shape operator S of M with respect to {e1, e2}
are
S3 =
(
−
(
sin θ
µ
)
0
0 h3
22
)
, S4 =
(
0 0
0 h422
)
(16)
and h4
22
, h3
22
satisfy
e1(h
3
22
) =
1 + µh322 sin θ
µ cos θ
(h3
11
− h3
22
), (17a)
e1(h
4
22
) = −
1 + µh322 sin θ
µ cos θ
h4
22
, (17b)
Proof. By considering (12), ∇˜Xx = X and the normal vector field e3 being
parallel, one can get
X = X(µ) cos θe1+µ cos θ
(
∇Xe1+h(e1, X)
)
+X(µ) sin θe3−µ sin θS3X (18)
whenever X is tangent to M . By considering (13) and taking X = e1 in (18),
we obtain (15a) together with
h311 = −
(sin θ
µ
)
, (19)
h411 = 0
which yields (16). While considering (14), (18) for X = e2 gives
∇e2e1 =
1 + µh3
22
sin θ
µ cos θ
e2, ∇e2e1 = −
1 + µh3
22
sin θ
µ cos θ
e1, h
3
12
= 0, h4
12
= 0.
Thus, we have (15b) and (15c). (17a) and (17b) follow from the Codazzi equa-
tion (6) for X = e1, Y = Z = e2.
We immediately have the following observation
Corollary 3.4. If M is a CSS in E4, then the tangential component of its shape
operator is one of principal directions of all shape operators of M .
We will use the following lemma.
Lemma 3.5. There exists a local coordinate system (s, t) defined in a neighbor-
hood Np of a point p ∈M at which θ /∈
{
0,
π
2
}
such that the induced metric of
M is
g =
1
cos2 θ
ds2 +m2dt2 (20)
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for a smooth function m satisfying
e1(m)−
1 + µh3
22
sin θ
µ cos θ
m = 0. (21)
Furthermore, the vector fields e1, e2 described as above become e1 = cos θ∂s,
e2 =
1
m
∂t in Np.
Proof. We have [e1, e2] = −
1 + µh3
22
sin θ
µ cos θ
e2 because of (15). Thus, ifm is a non-
vanishing smooth function onM satisfying (21), then we have
[
1
cos θ
e1,me2
]
=
0. Therefore, there exists a local coordinate system (s, t) such that e1 = cos θ∂s
and e2 =
1
m
∂t. Thus, the induced metric of M is given as in (20).
Now, we are ready to obtain the classification theorem.
Theorem 3.6. A constant slope surface M in E4 is locally congruent to the
surface described in Example 3.1
Proof. In order to proof the necessary condition, we assume that M is an ori-
ented CSS with the isometric immersion x : M → E4 satisfying 〈x, x〉 = µ2.
Since M is a CSS, x can be decomposed as given in (12). Let {e1, e2; e3, e4} be
the local orthonormal frame field described as before in Lemma 3.3, the coeffi-
cients of the second fundamental form ofM and (s, t) a local coordinate system
are given as in Lemma 3.5.
Thus, we have
e1 = cos θxs, e2 =
1
m
xt. (22)
By considering these equations, we see that (13) and (14) become
µs = 1, µt = 0 (23)
which imply µ = s+ c. Up to an appropriated translation on s, we may assume
c = 0. Consequently, (17a), (17b) and (21) turn into, respectively
s2 cos2 θ
(
h322
)
s
+
(
sin θ + sh322
) (
1 + sh322 sin θ
)
= 0, (24)
s cos2 θ(h4
22
)s +
(
1 + sh3
22
sin θ
)
h4
22
= 0, (25)
s cos2 θms −m
(
1 + sh3
22
sin θ
)
= 0. (26)
If we put h3
22
=
σ
s
, then the equation (24) reduces to
s cos2 θσs = − sin θ
(
1 + 2σ sin θ + σ2
)
. (27)
By solving (27) and considering θ is a non-zero constant, we directly obtain the
function h322 as
h3
22
(s, t) =
1
s
(cos θ tan (Φ(t)− u(s))− sin θ) , (28)
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where we put u(s) = tan θ ln s and Φ is a smooth function depending on the
parameter t. Substituting (28) into (25) and (26), respectively, we obtain
h422(s, t) = s sec (Φ(t)− u(s)) ̺(t), (29)
m(s, t) = s cos (Φ(t)− u(s)) ̺(t), (30)
for a non-zero smooth function ̺ depending only on t. On the other hand,
considering the first equation given in (22) into (12), we get
x = s cos2 θxs + s sin θe3. (31)
By taking consider the first equation given in (15c) in the Weingarten formula
(3) and also as the unit normal vector e3 is parallel, thus the last equation
become
s2 cos2 θxss − s cos
2 θxs + x = 0. (32)
Solving this PDE, we find that the position vector x can be expressed as follow-
ing
x(s, t) = s cosuc1(t) + s sinuc2(t), (33)
where both c1 and c2 are two vector-valued functions depending only on t in E
4
and also u(s) = tan θ ln s. Now, we would like show the obtained surface in (33)
becomes a CSS given in (9). For this reason, we have to show c1(t) becomes c0
being a constant vector.
Assume that c′
1
6= 0. Now, we have from (33),
xs =
1
cos θ
[cos(u˜)c1(t) + sin(u˜)c2(t)] , (34)
xt = s cosuc
′
1(t) + s sinuc
′
2(t), (35)
where u˜ = u˜(s) = θ + u(s). On the other hand, one can consider (34) in
〈xs, xs〉 = sec2 θ defined in the metric tensor (20), so we get
cos2 u˜ 〈c1(t), c1(t)〉+ sin
2 u˜ 〈c2(t), c2(t)〉+ sin 2u˜ 〈c1(t), c2(t)〉 = 1,
which implies that
〈c1(t), c1(t)〉 = 〈c2(t), c2(t)〉 = 1, 〈c1(t), c2(t)〉 = 0. (36)
Indeed, at this point the condition 〈x, x〉 = s2 is satisfied. Moreover, from the
orthogonality of the expressions given in (34) and (35), we obtain
〈c′
1
(t), c2(t)〉 = 〈c1(t), c
′
2
(t)〉 = 0. (37)
Finally (30) and (35) considering in 〈xt, xt〉 = m2, we get
〈c′
1
(t), c′
1
(t)〉 = ̺2(t) cos2Φ(t), (38a)
〈c′2(t), c
′
2(t)〉 = ̺
2(t) sin2Φ(t), (38b)
〈c′1(t), c
′
2(t)〉 = ̺
2(t) sin Φ(t) cosΦ(t). (38c)
Now, let {X1, X2, X3, X4} be an orthonormal base on E4 such that
X1 = c2(t), X2 = c1(t), X3 =
c′2(t)
̺(t) sinΦ(t)
, (39a)
〈X4, X4〉 = 1 and 〈X4, Xi〉 = 0, i = 1, 2, 3. (39b)
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Here, two vector c1(t) and c2(t) satisfy the conditions given in (36), (37) and
(38). Note that, since c′
1
is also the another vector in E4, so we can write this
vector as a linear combination of the orthonormal base given in (39). Thus by
considering (36), (37) and (38), we get
c′1 = cotΦ(t)c
′
2. (40)
By using (40) into (35), we get
xt = s secΦ(t) cos
(
Φ(t)− u(s)
)
c′
1
. (41)
Note that by computing the Weingarten formula (3) for e4, one can get directly
∇˜∂se4 = 0, ∇˜∂te4 = −h
4
22∂t. (42)
By considering (29) and (41) into the last equation, we get (e4)t = −s2̺(t) secΦ(t)c1′(t).
Finally, by considering the Schwarz equality ∂s∂te4 = ∂t∂se4, one can get c
′
1
= 0.
But that is contradiction. Thus, c1(t) becomes c0 being a constant vector and
the expression (33) becomes a CSS given in (9). Consequently, by considering
(9) and u(s) = tan θ ln s into (31) we get (11). One can easily check the equation
(10) by considering these equations (22) and (11) into (12). Thus the necessity is
proved. The proof of sufficient condition follows from a direct computation.
4 Classifications of Generalized Constant Ratio
Surfaces in E4
In this section, we obtain a classification of GCR surfaces. First, we would like
to present an example of GCR surface in E4.
Example 4.1. Let Π be a hyperplane of E4 with the unit normal ϕ0. Assume
that ψ = ψ(t) be a curve lying on S2(r2) = S3(1) ∩ Π such that 0 < r ≤ 1.
Consider the surface M given by
x(s, t) = s cosuϕ0 + s sinuψ(t) (43)
for a smooth function u = u(s). Then, x can be decompossed
x(s, t) = s cos2 θ∂s + s sin θe3. (44)
Here, the unit parallel normal vector e3 is given by
e3 = sin(θ˜)ϕ0 − cos(θ˜)ψ(t), (45)
for a smooth function θ˜ = θ(s) + u(s) such that the angle function θ is between
x and e3, satifying
tan θ = su′. (46)
Furthermore, a direct computation yields that ∂s is a principal direction of all
shape operators of M . Hence, M is GCR.
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LetM be a generalized constant ratio surface in E4, x its position vector and
we put 〈x, x〉 = µ2 for a non-negative function µ. We define a tangent vector
field e1 and a normal vector e3 by
x = µ cos θe1 + µ sin θe3, (47)
for a function θ. Let e2 and e4 be a unit tangent vector field and a unit normal
vector field, satisfying 〈e1, e2〉 = 0 and 〈e3, e4〉 = 0, respectively. Note that µ
satisfies (13) and (14). We will consider the case De3 = 0.
Remark 4.2. If θ is constant on an open subset U ofM , then U is CSS. Since the
local classifications of constant slope surfaces given in Theorem 3.6, we assume
that ∇θ does not vanish at any point of M .
By a simple computation considering (47) and the last two equations, we
obtain the following lemma.
Lemma 4.3. The Levi-Civita connection ∇ of M is given by
∇e1e1 = ∇e1e2 = 0, (48a)
∇e2e1 =
1 + µh3
22
sin θ
µ cos θ
e2, ∇e2e2 = −
1 + µh3
22
sin θ
µ cos θ
e1. (48b)
and the matrix representations of shape operator S of M with respect to {e1, e2}
are
S3 =
(
−
(
e1(θ) +
sin θ
µ
)
0
0 h3
22
)
, S4 =
(
0 0
0 h422
)
(49)
for the coefficients of second fundemental form of M satisfying
e1(h
3
22) =
1 + µh322 sin θ
µ cos θ
(h311 − h
3
22), (50a)
e1(h
4
22) = −
1 + µh322 sin θ
µ cos θ
h422, (50b)
h311 = −
(
e1(θ) +
sin θ
µ
)
, h411 = 0, h
3
12 = 0 h
4
12 = 0. (50c)
Furthermore, the angle function θ satisfies
e2(θ) = 0. (51)
Proof. By considering (47), ∇˜Xx = X and the normal vector field e3 being
parallel, one can get
X = X(µ cos θ)e1 + µ(cos θ∇Xe1 + cos θh(e1, X))− µ sin θS3X +X(µ sin θ)e3
(52)
whenever X is tangent to M . By considering (13), (52) becomes for X = e1
h3
11
= −
(
e1(θ) +
sin θ
µ
)
, (53)
∇e1e1 = 0, ∇e1e2 = 0,
h4
11
= 0.
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While considering (14), (52) gives for X = e2
e2(θ) = 0, (54)
∇e2e1 =
1 + µh322 sin θ
µ cos θ
e2, ∇e2e1 = −
1 + µh322 sin θ
µ cos θ
e1, h
3
12 = 0, h
4
12 = 0,
where e2 is the other principal direction of M corresponding with the prin-
cipal curvature h3
22
. Thus, we have (48) and (50c) and (51) and the second
fundamental form of M becomes
h(e1, e1) = −
(
e1(θ) +
sin θ
µ
)
e3, h(e1, e2) = 0, h(e2, e2) = h
3
22
e3 + h
4
22
e4.
(55)
By considering the Codazzi equation, we obtain (50a) and (50b).
Next, we would like to prove the following lemma.
Lemma 4.4. There exists a local coordinate system (s, t) defined in a neighbor-
hood Np of p such that the induced metric of M is
g =
1
cos θ2
ds2 +m2dt2 (56)
for a smooth function m satisfying
e1(m)−
1 + µh3
22
sin θ
µ cos θ
m = 0. (57)
Here θ is a smooth function. Furthermore, the vector fields e1, e2 described above
become e1 = cos θ∂s, e2 =
1
m
∂t in Np.
Proof. We have [e1, e2] = −
1 + µh3
22
sin θ
µ cos θ
e2 because of (48). Thus, ifm is a non-
vanishing smooth function onM satisfying (57), then we have
[
1
cos θ
e1,me2
]
=
0. Therefore, there exists a local coordinate system (s, t) such that e1 = cos θ∂s
and e2 =
1
m
∂t. Thus, the induced metric of M is as given in (56).
Now, we are ready to obtain the classification theorem.
Theorem 4.5. Let x :M → E4 be a surface decomposed as in (47) and assume
that e3 is parallel. If M is GCR surface, M is locally congruent to a surface
given in Example 4.1.
Proof. In order to proof the necessary condition, we assume that M is an
oriented GCR surface with the isometric immersion x : M → E4 satisfying
〈x, x〉 = µ2. Since M is a GCR, x can be decomposed as given in (47). Let
{e1, e2; e3, e4} be the local orthonormal frame field described as before in Lemma
4.3, h3
11
, h3
22
and h4
22
be the principal curvatures of M and (s, t) a local coordi-
nate system given in Lemma 4.4. Note that (54) implies θ = θ(s). Moreover,
we have
e1 = cos θxs. (58)
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Thus (13) and (14) become
µs = 1, µt = 0 (59)
Solving (59) one gets µ = s + c0. Up to an appropriated translation on s, we
may choose c0 = 0. Consequently (50a), (50b) and (57) turn into, respectively
s2 cos2 θ
(
h3
22
)
s
+
(
s cos θθ′ + sin θ + sh3
22
) (
1 + sh3
22
sin θ
)
= 0, (60)
s cos2 θ(h422)s +
(
1 + sh322 sin θ
)
h422 = 0, (61)
s cos2 θms −m
(
1 + sh322 sin θ
)
= 0. (62)
If we put
h322(s, t) =
σ cos θ − sin θ
s
, (63)
then the equation (60) reduces to
s cos θσs = − sin θ
(
1 + σ2
)
. (64)
Note that the solution of equation (64) is
σ(s, t) = tan(u(s)− Φ(t))
where a smooth function u satisfying (46) and a smooth function Φ = Φ(t) on
M . Hence, the function h3
22
becomes
h3
22
(s, t) =
1
s
(cos θ tan (Φ(t)− u(s))− sin θ) . (65)
Considering µ = s and substituting (65) into (61) and (62), respectively
h4
22
(s, t) = s sec (Φ(t)− u(s)) ̺(t), (66)
m(s, t) = s cos (Φ(t)− u(s)) ̺(t), (67)
for a non-zero smooth function ̺ depending only t. Considering these equa-
tions in (48), one can obtain the Levi-Civita connection on M as regards local
coordinates (s, t) on M
∇∂s∂s = tan θθ
′∂s, ∇∂s∂t =
ms
m
∂t, ∇∂t∂t =
(
−mms cos
2 θ
)
∂s+
mt
m
∂t.
The first equation given in (55) with considering (58) and the first equation
above applying into the Gauss formula, we have
xss = tan θθ
′xs −
(
secθθ′ + secθ
tan θ
s
)
e3. (68)
By considering the decomposition (47) into account and reordering (68), we get
s2 cos2 θ sin θxss −
(
s2 cos θθ′ + s cos2 θ sin θ
)
xs + (sin θ + s cos θθ
′)x = 0. (69)
Putting x = Ψ(s, t) · s, the previous equation turns into
s2 cos2 θ sin θΨss +
(
s cos2 θ sin θ − s2 cos θθ′
)
Ψs + sin
3 θΨ = 0. (70)
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Considering (46), the PDE (70) can be rewritten as
Ψuu +Ψ = 0.
Solving this equation, we find that the position vector x can be expressed as
x(s, t) = s (cosuϕ(t) + sinuψ(t)) , (71)
where both ϕ and ψ are vector-valued functions depending only on t in E4.
Now, we would like show the obtained surface in (71) becomes a GCR surface
given in (43). So, we have to show ϕ = ϕ0 is a constant vector.
Assume that ϕ′ 6= 0. Denote, for the sake of simplicity, by θ˜ = θ˜(s) = θ(s)+u(s).
By considering (71) in the metric tensor (56), one can get
cos2(θ˜) 〈ϕ(t), ϕ(t)〉 + sin2(θ˜) 〈ψ(t), ψ(t)〉 + sin 2(θ˜) 〈ϕ(t), ψ(t)〉 = 1,
which implies that
〈ϕ(t), ϕ(t)〉 = 〈ψ(t), ψ(t)〉 = 1, 〈ϕ(t), ψ(t)〉 = 0. (72)
Moreover, we have
〈ϕ′(t), ϕ′(t)〉 = ̺2(t) cos2Φ(t), (73a)
〈ψ′(t), ψ′(t)〉 = ̺2(t) sin2Φ(t), (73b)
〈ϕ′(t), ψ′(t)〉 = ̺2(t) sinΦ(t) cosΦ(t), (73c)
〈ϕ′(t), ψ(t)〉 = 〈ϕ(t), ψ′(t)〉 = 0. (73d)
Let {X1, X2, X3, X4} be an orthonormal base on E4 such that
X1 = ψ(t), X2 = ϕ(t), X3 =
ψ′(t)
̺(t) sinΦ(t)
, (74a)
〈X4, X4〉 = 1 and 〈X4, Xi〉 = 0, i = 1, 2, 3. (74b)
Since ϕ′ is also the another vector in E4, so we can write as a linear combination
of the orthonormal base given in (74). Thus by considering (73a) and (73c), we
get
ϕ′ = cotΦ(t)ψ′. (75)
On the other hand, from (71) we have
xt = s cosuϕ
′ + s sinuψ′.
By using (75) into the last equation, we get
xt =
(
s cosu+ s sinu tanΦ(t)
)
ϕ′. (76)
Note that by using the Weingarten formula (3), one can get directly
∇˜∂te4 = −h
4
22∂t. (77)
By considering (66) and (76) into the last equation, we get ϕ′ = 0. But that
is contradiction. Thus, ϕ = ϕ0 and (71) becomes a GCR surface given in (43).
Consequently, by considering (43) and (58) into (47) and because of µ = s we
get
e3 = sin(θ˜)ϕ0 − cos(θ˜)ψ(t) (78)
where θ˜(s) = θ(s) + u(s) and ϕ0 is a constant vector on S
3(1) in E4. One can
easily check the equation (44) by considering these equations (58) and (78) into
(47). The proof of sufficient condition follows from a direct computation.
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