Abstract-An online robot self-calibration method based on an inertial measurement unit (IMU) and a position sensor is presented in this paper. In this method, a position marker and an IMU are required to be rigidly attached to the robot tool to obtain the position of the manipulator from the position sensor and the orientation of the manipulator from the IMU in real time. An efficient approach that incorporates a Kalman filter (KF) and a particle filter to estimate the position and orientation of the manipulator is proposed in this paper. The use of these pose (orientation and position) estimation methods improves the reliability and accuracy of pose measurements. Finally, an extended KF is used to estimate the kinematic parameter errors. The primary advantage of this method over existing automated self-calibration methods is that it does not involve complex steps, such as camera calibration, corner detection, and laser alignment, which makes the proposed robot calibration procedure more autonomous in a dynamic manufacturing environment. Moreover, the reduction of complex steps improves the accuracy of calibration. Experimental studies on a GOOGOL GRB3016 robot show that the proposed method has better accuracy, convenience, and effectiveness.
I. INTRODUCTION
T HE ACTUAL kinematic parameters of a robot differ from its nominal values because of manufacturing and assembly tolerance. These differences are referred to as kinematic errors. Kinematic errors would result in errors in a robot if nominal kinematics is used to estimate the poses of the robot. Cost restriction aside, kinematic calibration is an effective method to improve the absolute accuracy of robots. Calibration tasks nowadays employ many measurement techniques, such as coordinate measuring machines, laser tracking interferometer systems, and expensive customized fixtures [1] . These systems are very expensive, complex, and have a low working volume. A system employed in a dynamic environment is expected to perform self-calibration or calibration without any expensive external calibration apparatus or elaborate setup. G. Du is with the School of Mechanical and Automotive Engineering, South China University of Technology, Guangzhou 510006, China (e-mail: medgl@scut.edu.cn).
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Self-calibration techniques can be classified into two types, i.e., the redundant sensor approach and the motion constraint approach. The redundant sensor approach involves attaching one or more redundant rotary sensors to the proper passive joints of the manipulator to increase the degree of sensitivity over the degrees of freedom (DOFs) [2] , [3] . However, these methods have limitations. One limitation is that some kinematic parameters are not orthogonally independent of the error models. In the motion constraint approach, the mobility of the resultant system is made lower than its inherent degree of sensitivity by fixing one or more passive joints or by partially constraining the manipulator's DOF to perform the calibration algorithm [4] . The method in [5] lowered the mobility of a serial manipulator tool and performed self-calibration only using the inherent joint sensors in the manipulator. This idea was extended to calibrate a robot system with a hand-mounted instrumented stereo camera [6] . However, the position and/or orientation of the tool on the platform cannot be calibrated in this method, and some parameter errors related to the locked passive joints may become unobservable in the calibration algorithm because of mobility constraints. Traditional vision-based methods [7] utilized to calibrate a robot require the precise measurement of 3-D fixtures in a reference coordinate system. The procedure is inconvenient, time consuming, and may not be feasible for some applications. Self-calibration methods [8] , [9] assume that the camera is rigidly attached to the robot tool. The virtual closed kinematic chain method uses a laser to create a virtual closed kinematic chain with seven DOFs to calibrate kinematic parameters [10] . The method in [11] used magnetic motion to capture robot data and estimate kinematic parameters. The method in [12] and the method in [13] used a vision-based measuring device and a pose measurement device for kinematic calibration, respectively. The method in [14] employed a continuous data capture method with a ball bar gauge and a coupling probe to estimate kinematic parameters. However, these approaches have a limitation, i.e., calibration is performed offline. The optimization technique is based on the measured positions of the tool. Parameter errors are minimized in the measured space; however, the errors increase in a very different space. Moreover, the parameter error changes with load variations. When the robot is used in high-temperature or high-pressure environments, the shapes of the robot links are easy to change. Therefore, online calibration is an indispensable method to rectify kinematic parameters.
An original online robot calibration, which makes use of an inertial measurement unit (IMU) and a position sensor to measure robot poses, is proposed in this paper (see Fig. 1 ). In the proposed method, an IMU and a position marker are rigidly attached to the robot tool (see Fig. 2 ) to measure the robot's poses in real time. An IMU contains three modules, i.e., a magnetometer, gyroscopes, and an accelerometer. The magnetometer measures the orientation. The gyroscopes measure the angular velocities, and the accelerometer measures the acceleration. A particle filter (PF) and a Kalman filter (KF) are combined in this method to estimate the pose, reduce noise, and improve accuracy. A PF combines the orientation and the angular velocities to estimate the orientation of the robot tool. A KF combines the acceleration and the location to estimate the position of the robot tool. Finally, an extended KF (EKF) is employed to estimate the differential errors of the individual kinematic parameters from the estimated position and orientation of the robot tool. Unlike existing self-calibration methods, the proposed method does not require special complex steps, such as camera calibration, corner detection, or laser measurement. Moreover, our method does not require the robot to make special motions for obtaining measurements, which makes our method more efficient.
The remainder of this paper is organized as follows. Section II provides the kinematic modeling of the serial robot. In Section III, the position estimation with a KF is detailed. Section IV presents the orientation estimation using a PF. A parameter identification algorithm using an EKF is proposed in Section V. The experimental results are shown in Section VI, and the conclusions are presented in Section VII.
II. KINEMATIC MODELING
The robot joint coordinate is related to the pose of the robot tool in a kinematic robot model. A kinematic robot model should meet the following rules of kinematic parameter identification [15] : completeness, continuity, and minimalism. The standard Denavit-Hartenberg (D-H) [16] convention is often used to describe robot kinematics. The error models of the D-H convention are not continuous in robots that possess parallel joint axes.
The robot tool's position and orientation are defined according to the controller conventions in the D-H convention. Through consecutive homogeneous transformations from the base coordinate to the robot tool coordinate, the kinematic equation can be defined as
is the translation matrix from the i − 1 coordinate to the i coordinate, and N is the number of joints (or joint coordinates).
T is the parameter vector of the robot links, and v T i is the vector of link i, which includes the link errors as follows:
where v i is the nominal value vector of joint i, and Δv i is the ith link parameter error. The exact kinematic equations are
where
T is the link parameter error vector. When the joint variables are considered, then we have
T is a vector of joint variables.
n × N is a function of u and Δv. The position measurement of the robot tool is set as absolute because the kinematic parameters, including the position and the orientation, are relative to the base frame of the robot. This study considers the joint angles of the home position to be θ 1, 2,...,N = (0, 0, . . . , 0). The position and orientation of the robot tool relative to the local frame are calibrated with offline measurement tools.
III. POSITION ESTIMATION

A. Position Estimation Using KF
The measurement noise and the process noise are assumed to be zero-mean Gaussian in the KF [17] , [18] . In applications, a fixed frame connected to a building is utilized to determine the location of the object. An IMU contains an accelerometer and gyroscopes. The acceleration and angular velocity of the object are measured with respect to the IMU frame. However, the angular velocity of the Earth cannot be measured by a gyroscope because the sensor noise is greater than the angular velocity. The angular velocity of the Earth, the gravitational force, and the Coriolis force are measured with an accelerometer. The Coriolis force, which is the result of the rotation of the Earth, is omitted in indoor applications as the cross product of the object's velocity, and the Earth's angular velocity is smaller than the accelerometer noise in an IMU. Therefore, the normal assumption is that the acceleration and the angular velocity are measured by the accelerometer and the gyroscope in the same body frame [19] , [20] .
The measurements from the accelerometer should be transformed from the body frame to the local frame for using the IMU measurement in determining acceleration. The vector of local gravity should be then compensated. The velocity and the position are estimated with the KF for each particle orientation (as detailed in Section VI). The acceleration of the object is written as
where f V represents the velocity in the local frame, and f b C is defined in [20] .
b A represents the acceleration measurement in the body frame.
f g is the local gravity vector. The IMU acceleration in the local frame can be expressed aṡ
where |g l | is the magnitude of the local gravity vector, c i is the component of f b C, and (A kx , A ky , A kz ) are the acceleration measurement components. Through the position (P kx , P ky , P kz ) with respect to the local frame, the velocity components (V kx , V ky , V kz ) in each axis in the local frame can be defined as
Since the position estimated by the KF is used to assign weights to each particle, the KF state at time t k of the ith particle is
The system transition matrix Φ i k at time t k of the ith particle is
The gravity vector is considered a deterministic input because it can be predetermined. The z-axis is set as the opposite of the local down for the local frame. The matrix for the system input can be presented as
Accelerometers and position sensors are employed to measure the acceleration and the position components. Therefore, the measurement matrix can be written as 
IV. ORIENTATION ESTIMATION
A. FQA
The factored quaternion algorithm (FQA) presented in [21] , which is based on gravity and magnetic field measurements, is adopted to estimate the orientation of the rigid body. This algorithm is only applicable to static or slow-moving rigid bodies. However, the KF fusion algorithm using angular rate information can make the FQA adapt to estimate the orientation of dynamic bodies (slow moving or fast moving) in situations with relatively large linear acceleration.
The sensor module, i.e., a strap-down IMU, is attached to the robot tool whose orientation (roll, pitch, and yaw) is to be determined. The IMU sensor consists of a three-axis accelerometer, two two-axis gyroscopes, and a three-axis magnetometer. Three frames are defined, i.e., body frame x b y b z b , sensor frame x s y s z s , and Earth-fixed frame x e y e z e . Sensor frame x s y s z s corresponds to the axes of three orthogonally mounted accelerometers/magnetometers. Body frame x b y b z b is assumed to coincide with sensor frame x s y s z s because the sensor is rigidly attached to the robot tool. Earth-fixed frame x e y e z e follows the North-East-Down convention, where x e points North, y e points East, and z e points downward. The IMU measures its own orientation (roll, pitch, and yaw). The rotation φ around the x e -axis represents roll. The rotation θ around the y e -axis represents pitch, and the rotation ψ around the z e -axis represents yaw. According to Euler's theorem [19] , [22] on finite rotations, the conversion from Euler angles to quaternions is
B. Orientation Estimation Using PF
The posterior with a finite number of state samples that have corresponding normalized weights can be approximated with the PF, which is a state estimator [20] . At time t k , the approximation of the posterior density can be expressed as
where δ(·) is the Dirac delta function, N is the number of samples, ω i k is the normalized weight of the ith particle at time t k , and x i k is the ith state particle at time t k . The position and orientation states are estimated by the IMU and the position sensors through the KF/PF method. The PF, with measurements from the gyroscope, is used to estimate the orientation. Each particle orientation has four states (
since the orientation is represented by a unit quaternion and satisfies the following condition [23] :
where q0 Based on the angular velocity measurements, the quaternion components of each particle at time t k+1 can be computed as follows:
where ω axis, k is the angular velocity component, and t is the sampling time. The rotation matrix f b C i k of the ith particle from the body frame to the local frame at time t k is demonstrated in [20] .
In (5), the rotation matrix is used to multiply acceleration measurements b A to calculate the acceleration of the object with respect to the local frame. The acceleration of the object is calculated by the local gravity vector with respect to the local frame. When a large error is present in the rotation matrix, the acceleration fV in the fixed frame is calculated with a large position error. The accumulated differences between the estimated and calculated positions of the ith particle are used to assign weights to each particle via the KF. The position differences are defined as 
V. PARAMETER IDENTIFICATION
A. Jacobian Formulation
Kinematic identification is the process of identifying the kinematic model parameters of a robot manipulator by providing a set of robot tool pose measurements and the corresponding joint variable. The objective of a kinematic identification algorithm is to minimize the difference between the computed and measured poses [9] .
The objective of kinematic identification is to compute parameter vector v * = v + Δv, which minimizes the discrepancy between the computed and measured poses as follows:
A is the function of poseT , and B is the measured function of joint variable u. If the measurement system provides the orientation and position measurements, six measurement equations can be formulated from each pose. From (4), we have
where C is the discrepancy function of the pose components of ΔT . By introducing the Jacobian matrix, we have
When using (20) and (21), we have
Equation (20) can be rewritten as
The least squares estimation (LSE) method [24] , [25] is a fast and computationally efficient identification algorithm that can be used to solve nonlinear equation (23) . However, LSE is sensitive to noise. Thus, the EKF is used in this study to fit the data for the nonlinear model.
B. Estimating Parameter Errors With EKF
Initially, the poses of the robot tool are measured by the IMU and the position sensor. The EKF is used as an optimization algorithm [26] , [27] , and the Jacobian matrices are used to estimate the kinematic errors of the D-H parameters from the measured pose values because uncertainty exists in the measurements [4] .
Since there are 4N parameters for N revolute joints and four parameters for the transformation from the sensors to the tool, the number of total parameters to be considered is 4(N + 1). Therefore, predicted state x is 4(N + 1) of the D-H parameters in the EKF's prediction step. State x and covariance matrix P can be obtained as follows:
where Q k is the covariance matrix of the system noise at the kth iteration. In the observation step of the EKF, Jacobian matrix J, measurement residual y, and residual covariance S are calculated as follows:
where m k and R k are the measured pose value and the covariance matrix of the measurement noise at the kth iteration, respectively. k+1|k represents a prior estimate, and k+1|k+1 represents a post estimate. In the update step, the state covariance matrix is updated by optimal Kalman gain K as follows:
where I is the identity matrix. Once the updating procedure is completed, the norm values of the state vector are calculated for every iteration. The EKF is reduced to the Newton-Raphson method when Q and R are set to zero.
VI. EXPERIMENTAL RESULTS
A. Experiment Environment
A GOOGOL GRB3016 robot was used in this experiment to verify the proposed method. The robot can self-calibrate online in its working status. The nominal robot link parameters are Fig. 3 . Skeleton of the GOOGOL GRB3016 robot with coordinate frames in the home position. shown in Table I . Fig. 3 shows the skeleton of the GOOGOL GRB3016 robot with all its coordinate frames and geometric features. The matrices R and Q for the KF can be determined by the adaptive method described in [28] and [29] . The matrices R and Q for the EKF can be calculated through the method in [30] .
The GOOGOL GRB3016 robot with six DOFs requires 24 geometric parameters to be modeled. Each 3-D robot pose provides six model equations, as indicated by (19) . Therefore, a unique computation of the 24 parameters requires a minimum of four pose measurements. Adding more pose measurements will decrease the number of calibration errors. However, calibration errors tend to be stable with the increase in pose measurements because they are limited by measurement accuracy, which is in turn affected by noise. Two experiments were designed to verify the proposed method. In the first experiment, a total of 100 poses were measured to verify the effectiveness of the proposed algorithm. The first 50 poses were used as the calibration set, and the last 50 poses were used as the testing set. The calibration set contains poses that cover a large range of the workspace. The pose error can be expressed as a position error as follows:
where Δx, Δy, and Δz are the differential components of the position error.
In the second experiment, the proposed method was compared with laser-based manipulator calibration [4] , vision-based robot calibration [8] , and a virtual closed kinematic chain [10] . The steel plate had 16 holes, and 16 peg-into-hole tests were performed with each method. The peg was a cylinder with a radius of 7.5 mm and a length of 150 mm. The radius of the hole was 8 mm. The size of the steel plate was 300 mm × 500 mm. One IMU (Xsens MTi-100 IMU) and one position sen- sor were rigidly attached to the robot tool to measure the pose of the robot tool. The noise density of the gyroscopes was 0.01 deg/s/ √ Hz and that of the magnetometer was 200 μG √ Hz. Both the position sensor and the IMU can be sampled at 100 Hz. The IMU and the position marker, being lightweight and small, were used to determine the poses of the tool related to the local fixed frame. Fig. 1 shows the positions of the tool, the tool frame, and the local fixed frame. The system collects static sensor data after the robot executes a command to improve accuracy.
The robot had different kinematic parameter errors in different positions. The system performed robot calibration before the peg was inserted into each hole to improve accuracy. The 3-D position errors between the peg and the hole were proposed to evaluate the calibration accuracy. A calibrated camera with picture elements of 1280 (H) × 960 (V) was used to measure the 3-D position errors. When the system was initiated, the camera measured the coordinates of the center of the hole with respect to the camera coordinate system. Once the peg was inserted into a hole, the camera measured the depth and TABLE IV  THREE-DIMENSIONAL ERRORS OF THE 16 HOLES FOR THE FOUR METHODS (IN MILLIMETERS) direction of insertion by detecting the edge of the peg. The system then calculated the center of the peg with respect to the camera coordinate system. Assuming that (x o , y o , z o ) and (x t , y t , z t ) are the centers of the peg and the hole, respectively (see Fig. 5 ), 3-D position error Δe 3D can be written as Table II shows the pose errors between the measured and theoretical poses of the robot tool. Errors include the mean error, the standard deviation, and the maximum error. Without any calibration procedure, the mean errors for the calibration and testing sets are higher than 3.26 mm, with a maximum error of 9.01 mm. Table II presents the comparison of the proposed EKF and LSE. The mean errors of the calibration and testing sets for LSE are 0.37 and 0.51 mm, respectively. The mean error value for the EKF is less than 0.2 mm. The results of the calibration and testing sets confirm that the proposed algorithm of the EKF exhibits better performance compared with that of LSE. In addition, the pose errors of the calibration set are smaller than those of the testing set. Therefore, the calibration set should include poses that cover the entire workspace as much as possible. Fig. 4 shows the estimated D-H parameter error values of the robot tool when the calibration set is used in the EKF. Fig. 4 shows that the EKF quickly converged to the stable error values. Table III shows the error values of the kinematic parameters estimated with the EKF and LSE. In the proposed method, a unique computation of the 24 kinematic parameters requires four pose measurements. The results presented in Fig. 5 show that the manipulation error gradually decreased with the increase in pose measurements for the EKF and LSE. The results show that LSE is worse than the EKF in terms of estimation; therefore, only the EKF is applied in the second experiment.
B. Result Analysis
In the experiments, every algorithm will execute the automatic calibration program before each peg-into-hole test in order to recognize the optimal parameters of the current position. For the six-DOF robot, the total parameters to be considered are 4 × 6 + 5 for the method in [4] , 4 × (6 + 1) for the method in [8] , 4 × 6 + 3 for the method in [10] , and 4 × (6 + 1) for our method. For the convenience of accuracy comparison, the experiments collected 30 pose measurements for each algorithm in each test. The 3-D errors of the 16 peg-into-hole tests of these four methods are listed in Table IV . The mean errors of the method in [4] , the method in [8] , the method in [10] , and our method are 0.1550, 0.3419, 0.1594, and 0.1338 mm, respectively. This indicates that the calibration accuracy of our algorithm is better than that of the other three methods.
The proposed method is mainly superior for its quick data measurement. The testing time of the four methods is represented in Fig. 6 . The average testing times of the method in [4] , the method in [8] , the method in [10] , and our method are 6.008, 7.759, 15.32, and 2.491 s, respectively. Since our algorithm requires no specific movement (e.g., directing at a chessboard or targeting a point) to collect data, the system can collect the measurements when the robot is moving toward the target holes. Moreover, the proposed method can precisely estimate the parameter from twelve pose measurements. In fact, the proposed method can accomplish one peg-into-hole test for less than 1 s.
VII. CONCLUSION
A multisensor-based online autonomous calibration method for serial robots has been proposed in this paper. In this approach, an IMU and a position sensor are rigidly attached to a robot tool to automatically estimate the robot's poses during manipulation. An efficient approach that incorporates a KF and a PF to estimate the poses of the robot tool was presented. Kinematic identification was performed with the EKF after the robot poses were estimated. The entire procedure of robot calibration was automatic and did not involve manual intervention. The results of the experiments indicate the accuracy, convenience, and effectiveness of the presented approach.
In the future, subsequent works will continue to study other kinematical modeling approaches to make our algorithm applicable to other robots. The kinematic modeling and pose estimation will be improved by using relative position and orientation so that the robot can start from an arbitrary home position. Moreover, an approach that can accurately estimate robot poses without stopping the robot will be researched so that robot calibration can be more efficient with dynamic pose measurements.
