Abstract. We first generalize classical Auslander-Reiten duality for isolated singularities to cover singularities with a one-dimensional singular locus. We then define the notion of CT modules for non-isolated singularities and we show that these are intimately related to noncommutative crepant resolutions (NCCRs). When R has isolated singularities, CT modules recover the classical notion of cluster tilting modules but in general the two concepts differ. Then, wanting to generalize the notion of NCCRs to cover partial resolutions of Spec R, in the main body of this paper we introduce a theory of modifying and maximal modifying modules for three-dimensional Gorenstein rings R. Under mild assumptions all the corresponding endomorphism algebras of the maximal modifying modules are shown to be derived equivalent. We then develop a theory of mutation for modifying modules which is similar but different to mutations arising in cluster tilting theory. The behavior of our mutation strongly depends on whether a certain factor algebra is artinian -when it is not artinian our mutation may be the identity.
1. Introduction 1.1. Motivation and History. One of the basic results in representation theory of commutative algebras is Auslander-Reiten (=AR) duality for isolated singularities, which gives us many important consequences, e.g. the existence of almost split sequences and the Calabi-Yau property of the stable categories of Cohen-Macaulay (=CM) modules over Gorenstein isolated singularities. One of the aims of this paper is to establish AR duality for singularities with one dimensional singular loci. As an application, the stable
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categories of CM modules over Gorenstein singularities with one dimensional singular loci enjoy a generalized Calabi-Yau property. This is a starting point of our reseach to apply the methods of cluster tilting in representation theory to study singularities. One of the highlights of representation theory of commutative algebras is AR theory of simple surface singularities. They have only finitely many indecomposable CM modules, and the Auslander algebras (i.e. the endomorphism algebras of the direct sums of all indecomposable CM modules) enjoy many nice properties. If we consider singularities of dimension greater than two, then there are very few representation-finite singularities, and their Auslander algebras do not satisfy such nice properties. The reason is that the categories of CM modules do not behave nicely in the sense that the homological properties of simple functors corresponding to free modules are very hard to control. Motivated to obtain the correct category on which higher AR theory should be performed, in [Iya07] the first author introduced the notion of a maximal n-orthogonal subcategory and maximal n-orthogonal module for the category mod Λ, later renamed cluster tilting subcategories and cluster tilting modules respectively. Just as classical AR theory on mod Λ was moved to AR theory on CM Λ following the work of Auslander on the McKay correspondence for surfaces Λ [Aus86] , this suggests that in the case of a higher dimensional CM singularity R we should apply the definition of a maximal n-orthogonal subcategory/modules to CM R and hope that this provides a suitable framework for tackling higher-dimensional geometric problems. Strong evidence for this is provided when R is a three dimensional normal isolated Gorenstein singularity, since in this case it is known that such objects have an int imate relationship with Van den Bergh's noncommutative crepant resolutions (NCCRs) [IR08, 8.13] . Requiring R to be isolated is absolutely crucial to this relationship (by normality the singularities are automatically isolated in the surfaces case); from an algebraic perspective this perhaps should not be surprising since AR theory only works well for isolated singularities. It turns out that the study of maximal n-orthogonal modules in CM R is not well-suited to non-isolated singularities since the Ext vanishing condition is far too strong; the question arises as to what subcategories of CM R should play the role of the maximal n-orthogonal subcategories above.
Although in this paper we answer this question, in fact we say much more. Philosophically, the point is that we are asking ourselves the wrong question. The restriction to studying maximal orthogonal modules is unsatisfactory since crepant resolutions need not exist (even for 3-folds) and so we develop a theory which can deal with singularities in the crepant partial resolutions. Since the endomorphism rings of maximal orthogonal modules have finite global dimension, these will not do the job for us.
We introduce the notion of maximal modifying modules (see 1.11 below) which intuitively we think of as corresponding to shadows of maximal crepant partial resolutions. Geometrically this level always exists, but only sometimes will it be smooth. View regards to this viewpoint maximal modifying modules are a more natural class of objects to work with compared to noncommutative crepant resolutions; we should thus always work in this level of generality and simply view the case when the geometry is smooth as being a happy coincidence. Pushing this philosophy further, everything that we are currently able to do with NCCRs we should be able to do with maximal modifying modules, and this motivates much of the work in this paper.
In fact in many regards restricting our attention to only studying maximal crepant partial resolutions misses much of the picture and so we should (and do) work even more generally. When one wants to flop curves between varieties with canonical singularities which are not terminal this does not take place on the maximal level but we should still be able to understand this homologically. This motivates our definition and the study of modifying modules (see 1.11 below). Viewing our modifying modules M as conjectural shadows of partial resolutions we should thus be able to track the birational transformations between the geometrical spaces by using some kind of homological transformation between the corresponding modifying modules. This leads us to develop a theory of mutation for modifying modules, which we do in Section 6.
For the algebraists, we remark that in moving from isolated to non-isolated singularities we must give up the idea of rigidity and so our theory of mutation loses some of the fundamental features from the world of clusters, such as the unique exchange property.
Certain aspects remain however; for example mutating twice at the same vertex always returns us to the original position and furthermore our mutation induces canonical derived equivalences between the corresponding endomorphism rings. We believe that it is precisely the lack of unique exchange together with the induced derived equivalences that provides the level of freedom which is required if the theory is to match (and in fact imply) what is occurring geometrically.
Although in this paper we are principally interested in the geometrical and commutative algebraic statements, the proofs of our theorems require a slightly more general noncommutative setting. For this reason we deal with noncommutative d-CY − algebras Λ (see §2.4) as a generalization of commutative Gorenstein d-dimensional rings. By doing this we increase the technical difficulty, but we emphasize that we are unable to prove the purely commutative statements without passing to the noncommutative world.
We now describe our results rigorously, and in more detail.
1.2. Auslander-Reiten Duality for Non-Isolated Singularities. Throughout this subsection let R be an equi-codimensional (see 1.2 below) CM ring of dimension d with a canonical module ω R . Recall that for a non-local CM ring R, a finitely generated R-module ω R is called a canonical module if (ω R ) m is a canonical R m -module for all m ∈ Max R [BH, 3.3.16] . In this case (ω R ) p is a canonical R p -module for all p ∈ Spec R since canonical modules localize for local CM rings [BH, 3.3.5] .
We denote CM R to be the category of CM R-modules (see §2.1), CMR to be the stable category and CMR to be the costable category. The AR translation is defined to be
When R is an isolated singularity one of the fundamental properties of the category CM R is the existence of Auslander-Reiten duality [Aus78, 8.8 ] [AR] , namely
where D is the Matlis dual (see §3). We generalize this to mildly non-isolated singularities by proving the following theorem: 
for all X, Y ∈ CM R, where for an R-module M we denote fl M to be the largest finite length R-submodule of M .
In fact we prove 3.1 in the setting of noncommutative R-orders (see §3 for precise details). In the above and throughout this paper, for many of the global-local arguments to work we often have to add the following mild technical assumption.
Definition 1.2. A commutative ring R is equi-codimensional if all its maximal ideals have the same height.
Although technical, such rings are very common; for example all affine domains are equi-codimensional [Ei95, 13.4 ]. Since our main applications are three-dimensional normal affine domains, in practice this adds no restrictions to what we want to do. We will use the following well-known property [Mat, 17.3(i) , 17.4(ii)]: Lemma 1.3. Let R be an equi-codimensional CM ring, and let p ∈ Spec R. Then
The above generalized Auslander-Reiten duality implies the following generalized 2-Calabi-Yau property of the triangulated category CMR.
Note that 1.4(2) also holds for arbitrary dimension (see 2.8) . This symmetry in the Hom groups gives us the technical tool we require to move successfully from the cluster tilting level to the maximal modification level below, and is entirely analogous to the symmetry given by [CB, Lemma 1] as used in the work of Geiss-Leclerc-Schröer [GLS] .
1.3. Maximal Modifications and NCCRs. Here we introduce our main definitions, namely modifying, maximal modifying and CT modules, and then survey our main results.
Throughout, an R-algebra is called module finite if it is a finitely generated R-module. Recall [Aus78, Aus84, CR90] : Definition 1.5. Let R be a CM ring and let Λ be a module finite R-algebra. We say
In the definition of non-singular R-order above, gl.dim Λ p = dim R p means that gl.dim Λ p takes the smallest possible value. In fact for an R-order Λ we always have
Throughout this paper we denote (−) * := Hom R (−, R) : mod R → mod R and we say that X ∈ mod R is reflexive if the natural map X → X * * is an isomorphism. We denote ref R to be the category of reflexive R-modules. By Serre, when R is a normal domain the category ref R is closed under both kernels and extensions.
We show in 2.14 that under very mild assumptions the condition in 1.5(2) can in fact be checked at only maximal ideals, and we show in 2.19 that 1.6 is equivalent to the definition of NCCR due to Van den Bergh [V04b] when R is a Gorenstein normal domain. Recall the following: Definition 1.7. Let A be a ring. We say that an A-module M is a generator if M contains A as a summand.
Motivated by wanting a characterization of the reflexive generators which give NCCRs, we define:
Clearly a CT module is always a generator and cogenerator (i.e. it contains both R and ω R as summands). We show in 5.16 that this recovers the established notion of maximal 1-orthogonal modules when R is 3-dimensional and has isolated singularities. The following result is shown in [Iya07, 2.5] under the assumption that G is a small subgroup of GL(d, k) and S G is an isolated singularity. We can drop both assumptions under our definition of CT modules: However R need not have a NCCR so we must weaken the notion of CT module and allow for our endomorphism rings to have infinite global dimension. We do so as follows: 
If N is a MM module, we call End R (N ) a maximal modification algebra.
When R is 3-dimensional with isolated singularities we show in 5.16 that modifying modules recover the established notion of rigid modules, whereas MM modules recover the notion of maximal rigid modules. However, other than pointing out this relationship (in §5.2), throughout we never assume that R has isolated singularities.
We prove that when R has a NCCR the maximal modifying modules in fact characterize NCCRs: The point is that R need not have a NCCR and our definition of maximal modification algebra is strictly more general. Throughout this paper we freely use the notion of a tilting module which we always assume has projective dimension less than or equal to one: Definition 1.13. Let Λ be a ring. Then T ∈ mod Λ is called a tilting module if proj.dim Λ T ≤ 1, Ext 1 Λ (T, T ) = 0 and further there exists an exact sequence
Our next result details the relationship between modifying and maximal modifying modules on the level of derived categories. 
where F = RHom(T, −) and U is a certain triangulated subcategory of D(Mod End R (M )). (2) If further N is maximal modifying then the above functor F is an equivalence.
Recall that two rings A and B are said to be derived equivalent if D(Mod End R (N )) ≈ D(Mod End R (M )) [R89] . Theorem 1.14 now immediately gives the following, which we view as the noncommutative analogue of a result of Chen [C02] . 1.4. Mutation of Modifications. Let R be a normal, Gorenstein, three-dimensional, equi-codimensional ring. We introduce categorical mutations as a method of producing modifying modules from a given one. Recall: Definition 1.18. For R-modules M and N , we say that a morphism f : N 0 → M is a right add N -approximation if N 0 ∈ add N and further
is exact. Dually we define a left add N -approximation. Now for a given modifying module M , and
Note that the above a and b are surjective if N is a generator. In what follows we denote the kernels by
and call these exchange sequences. Under fairly weak assumptions it turns out that left mutation is the same as right mutation. If 0 = add N ⊆ add M then we define [N ] to be the two-sided ideal of End R (M ) consisting of morphisms M → M which factor through a member of add N . Our first main theorem is the following: 
Note that when R is finitely generated over a field k, Λ N is artinian if and only if it is finite dimensional over k (see 6.7). We emphasize that in our proofs, the homological algebra always splits into two cases depending on whether or not Λ N is artinian. The above 1.21 covers the case when Λ N is artinian, whereas the case when Λ N is not artinian is a little more tricky. Nevertheless for maximal modifying modules the picture remains remarkably clear, provided that R is complete local and we mutate at only one indecomposable summand at a time: 
We note that as in the above setup with R a Gorenstein normal 3-fold, a special case of 1.21 and 1.22 is, by 1.12, when End R (M ) is an arbitrary NCCR. Thus the above allows us to mutate any NCCR at any vertex, in particular the NCCR may be given by a quiver with relations where the quiver has both loops and 2-cycles. This situation happens very frequently in the study of one-dimensional fibres, where this form of mutation seems to have geometrical consequences.
We also point out that our mutation is a property of the algebra and not just the quiver. Under certain assumptions the quiver of the mutation is given geometrically in terms of some form of reconstruction, but note that in this level of generality a simple combinatorial rule (à la Fomin-Zelevinsky mutation) is too optimistic a hope. We do not mention quivers with potentials since we deal with algebras which in general may have infinite global dimension and so may have many more relations than arrows.
1.5. Conventions. We now state our conventions. All modules will be left modules, so for a ring A we denote mod A to be the category of finitely generated left A-modules. Throughout when composing maps f g will mean f then g, similarly for quivers ab will mean a then b. Note that with this convention Hom R (M, X) is a End R (M )-module and
op -module. For M ∈ mod A we denote add M to be the full subcategory consisting of summands of finite direct sums of copies of M and we denote proj A := add A to be the category of finitely generated projective A-modules. Throughout we will always use the letter R to denote some kind of commutative noetherian ring. We always strive to work in the global setting, so we write (R, m) if R is local.
Preliminaries
2.1. Depth and CM Modules. Here we record the preliminaries we shall need in subsequent sections, especially some global-local arguments that will be used extensively. For a commutative noetherian local ring (R, m) and M ∈ mod R recall that the depth of M is defined to be depth R M := inf{i ≥ 0 : Ext i R (R/m, M ) = 0}, which coincides with the maximal length of a M -regular sequence. Keeping the assumption that (R, m) is local we say that M ∈ mod R is maximal Cohen-Macaulay (or simply, CM ) if depth R M = dim R. This definition generalizes to the non-local case as follows: if R is an arbitrary commutative noetherian ring we say that M ∈ mod R is CM if M p is CM for all prime ideals p in R, and we say that R is a CM ring if R is a CM R-module.
It is often convenient to lift the CM property to noncommutative rings, which we do as follows: Definition 2.1. Let Λ be a module-finite R-algebra, then we call M ∈ mod Λ a CM Λ-module if it is CM when viewed as an R-module. We denote the category of CM Λ-modules by CM Λ.
To enable us to bring the concept of positive depth to non-local rings, the following is convenient: Definition 2.2. Let R be commutative, M ∈ mod R. We denote fl M to be the unique maximal finite length R-submodule of M .
It is clear that fl M exists because of the noetherian property of M ; when (R, m) is local fl M = {x ∈ M : ∃ r ∈ N with m r x = 0}. The following is well-known.
Proof.
so the result follows from the depth lemma.
In particular if depth R ≥ 2 then reflexive R-modules always have depth ≥ 2.
Proof. Since X is reflexive as an R-module we can find an exact sequence 0 → X → P → Q with P, Q ∈ add R and so on localizing we see that X p is a second syzygy for all primes p. Consequently if p has height ≤ 2 then X p is a second syzygy for the CM ring R p which has dim R p ≤ 2 and so X p ∈ CM R p .
Reflexive Equivalence and Symmetric Algebras.
Here we introduce and fix notation for reflexive modules and symmetric algebras. All the material in this subsection can be found in [IR08] . Recall from the introduction (1.16) our convention on the definition of reflexive modules. Recall also that if Λ is a module finite R-algebra, we say M ∈ ref Λ is called a height one progenerator (respectively, height one projective) if M p is a progenerator (respectively, projective) over Λ p for all p ∈ Spec R with ht p ≤ 1.
In this paper, when the underlying commutative ring R is a normal domain the following reflexive equivalence is crucial:
If further R is a normal domain, then the following assertions hold. (2) is very easy; see [IR08, 2.4 (1)]. (3) If p is a height one prime then by 2.4 M p ∈ CM R p . But R is normal so R p is regular; thus M p is free. (4) follows by (3) and [RV89] (see also [IR08, 2.4(2) 
The following lemma is convenient and will be used extensively.
Lemma 2.6. Let R be a 3-dimensional, equi-codimensional CM ring and let Λ be a module finite R-algebra. If X ∈ mod Λ and Y ∈ ref Λ then Definition 2.7. Let Λ be a module-finite R-algebra where R is an arbitrary commutative ring. We call Λ a symmetric R-algebra if
We have the following well-known observation.
Lemma 2.8. Let R be a normal domain and Λ be a symmetric R-algebra. Then there is a functorial isomorphism
Proof. For the convenience of the reader, we give a detailed proof here. We have a natural map f :
Since Y is height one projective, f p and (f * ) p are isomorphisms for any prime p of height at most one. Thus f * is an isomorphism since R is normal. Thus we have
as required.
This immediately gives the following result, which implies that symmetric algebras are closed under reflexive equivalence.
2.3. Non-Singular and Gorenstein Orders. Recall from 1.5 the definition of a nonsingular R-order. By definition the localization of a non-singular R-order is again a non-singular R order -we shall see in 2.14 that in most situations we may check whether an algebra is a non-singular R-order by checking only at the maximal ideals.
For some examples of non-singular R-orders, recall that for a ring Λ and a finite group G together with a group homomorphism G → Aut k−alg (Λ), we define the skew group ring Λ#G as follows [Aus86, Yos90]: As a set, it is a free Λ-module with the basis G. The multiplication is given by
for any s, s ′ ∈ S and g, g ′ ∈ G. This gives us a lot of examples of non-singular orders by the following result.
Lemma 2.10. Let R be a CM ring containing a field k. Let Λ be a non-singular R-order, let G be a finite group together with a group homomorphism G → Aut k−alg (Λ) and suppose |G| = 0 in k. Then Λ#G is a non-singular R-order.
Proof. Since Λ#G is a direct sum of copies of Λ as an R-module and Λ ∈ CM R, we have
for all g ∈ G, f ∈ Hom Λ (X, Y ) and x ∈ X. Clearly we have a functorial isomorphism
G is an exact functor since kG is semisimple. Thus we have a functorial isomorphism
for all X, Y ∈ mod Λ#G and i ≥ 0. In particular, gl.dim Λ#G ≤ gl.dim Λ holds, and we have the assertion. Lemma 2.11. Non-singular R-orders are closed under Morita equivalence.
Proof. Suppose Λ is a non-singular R-order and Γ is Morita equivalent to Λ. Then Λ p is Morita equivalent to Γ p for all primes p. Thus since global dimension passes across Morita equivalence we have gl.dim Γ p = gl.dim Λ p = dim R p for all primes p. To see why the CM property passes across the Morita equivalence let P denote the progenerator in mod Λ such that Γ ∼ = End Λ (P ). Since P is a summand of Λ n for some n we know that Γ is a summand of End Λ (Λ n ) = M n (Λ) as an R-module. Since Λ is CM, so is Γ.
Recall from the introduction ( §1.2) the definition of a canonical module ω R for a non-local CM ring R. If Λ is an R-order we have an exact duality
and so the Λ-module ω Λ := Hom R (Λ, ω R ) is an injective cogenerator in the category CM Λ.
It is clear that if Λ is a Gorenstein R-order then Λ p is a Gorenstein R p -order for all p ∈ Spec R. Moreover one can show that Λ is Gorenstein ⇐⇒ add Λ = add ω Λ ⇐⇒ Λ op is Gorenstein by using 4.11 and reducing to the complete local case. If Λ is 3-CY − (see §2.4) we shall see in 2.17 that Λ is a Gorenstein order. When R is local, Gorenstein R-orders Λ are especially important since we have the following Auslander-Buchsbaum type equailty, which in particular says that the Λ-modules which are CM as R-modules are precisely the projective Λ-modules. Lemma 2.13. Let (R, m) be a local CM ring with a canonical module ω R and let Λ be a Gorenstein R-order. Then for any X ∈ mod Λ with proj.dim Λ X < ∞,
Proof. Let X be a Λ-module with proj.dim Λ X < ∞. (i) We will show that if X ∈ CM Λ then X is projective. We know that Ext
(ii) Let n = proj.dim X and t = depth X. Take a minimal projective resolution
By the depth lemma necessarily t ≥ d−n. On the other hand by the depth lemma we have
The following result is well-known to experts [Aus84] .
Proposition 2.14. Let Λ be an R-order where R is a CM ring with a canonical module ω R . Then the following are equivalent:
d-CY
− Algebras. Throughout this paper we shall freely use the notion of d-CY and d-CY − as in [IR08, §3] : let R be a commutative noetherian ring with dim R = d and let Λ be a module-finite R-algebra. For any X ∈ mod Λ denote by E(X) the injective hull of X, and put E := ⊕ m∈Max R E(R/m). This gives rise to Matlis duality D := Hom R (−, E) (see for example [O76, §1] ). Matlis duality always gives a duality from the category of finite length R-modules to itself. This is true without assuming that R is (semi-)local because any finite length R-module is the finite direct sum of finite length R m -modules for maximal ideals m, so the statement follows from that for the local setting [BH, 3.2.12 ].
Definition 2.15. For n ∈ Z we call Λ n-CY if there is a functorial isomorphism
We know [IR08, 3.1 (7)] that Λ is n-CY if and only if it is n-CY − and gl.dim Λ < ∞. The next two results can be found in [IR08] ; we include both here since we use them extensively.
and only if R is Gorenstein and equi-codimensional with
From this, for brevity we often say 'R is d-CY − ' instead of saying 'R is Gorenstein and equi-codimensional with dim R = d'.
Proposition 2.17. Let R be d-CY
− and let Λ be a module-finite R-algebra. Then
Proof. The first statement is [IR08, 3.3(1) ]. For the second, suppose Λ is d-CY − then since it is locally symmetric we have Λ m ∼ = Hom Rm (Λ m , R m ) = Hom R (Λ, R) m is a projective Λ mmodule for all m ∈ Max R. Hence Hom R (Λ, R) is a projective Λ-module, as required.
The following picture for d-CY − rings R may help the reader navigate the terminology introduced above.
The following non-local result is also useful.
Proof. Throughout we shall use the definition of NCCR in the introduction (1.6) due to its suitability for global-local arguments. We note that it is equivalent to the definition given by Van den Bergh:
− hence by 2.17 Λ is a Gorenstein order, with gl.dim Λ < ∞. By 2.14 Λ is non-singular.
Auslander-Reiten Duality for Non-Isolated Singularities
Let R be a d-dimensional, equi-codimensional CM ring with a canonical module ω R , and let Λ be an R-order. We denote CMΛ to be the stable category of CM Λ-modules and CMΛ to be the costable category. We have AR translation
If further R is an isolated singularity then by Auslander-Reiten duality there is a functorial isomorphism
where D is the Matlis dual (as in §2.4). However, in what follows we do not assume that R is an isolated singularity.
If Λ is an R-order as above we define Sing Λ := {p ∈ Spec R : Λ p is singular} to be the singular locus of Λ. Our main theorem is the following:
For normal 3-folds, the key consequence is 3.8(2). In fact 3.1 immediately follows from the more general 3.2 below. Recall for X ∈ mod Λ that NP(X) := {p ∈ Spec R : X p is non-projective} and CM 1 Λ := {X ∈ CM Λ : dim NP(X) ≤ 1}.
Theorem 3.2. Let R be a d-dimensional, equi-codimensional CM ring with a canonical module ω R . Let Λ be an R-order. Then there exists a functorial isomorphism
The proof of 3.2 requires the next four easy lemmas. For a finitely generated Rmodule M , denote E R (M ) to be the injective hull of M .
Proof. Let f : X → Y be any map and X ′ := Im f . Then X ′ ⊂ Y is a finitely generated submodule such that Ass X ′ ⊂ Supp X ∩ Ass Y . Thus Ass X ′ = ∅ and so since X ′ is finitely generated, X ′ = 0.
(1) The former assertion is [Lam, 3.77] , and the latter assertion is [BH, 3.2.5] .
(2) This is [BH, 3.2.7(a) ].
In what follows we often write E(M ) instead of E R (M ).
Proof. Assume p = q. Then q / ∈ Supp R/p and we have Supp R/p ∩ Ass E(R/q) = ∅ by 3.4(2). Thus we have Hom R (R/p, E(R/q)) = 0 by 3.3.
If p = q then by change of rings
where the last equality is just [BH, 3.2.7(b) ].
Lemma 3.6. Let R be a commutative noetherian ring and X be a finitely generated Rmodule. Then we have a bijection between finite length submodules of X and finite length factor modules of DX, which is given by Y → DY .
Proof. Matlis duality D = Hom R (−, E) with E = ⊕ m∈Max R E(R/m) gives a duality from the category of finite length modules to itself. Thus the assertion is valid if X has finite length, and in general the map is well-defined and injective. We only have to show the surjectivity. Let Z be a finite length factor module of DX. For the ideal I := Ann R Z, we have that R/I is a finite length R-module. Now X ′ := Hom R (R/I, X) is a finite length submodule of X, and we have
Thus Z is a factor module of DX ′ from our choice of I. Since X ′ has finite length, there exists a finite length submodule Y of X ′ (hence of X) such that DY = Z.
We are now ready to prove 3.2:
Proof. Denote T := Tr X. Consider the minimal R-injective resolution 
op -modules, which we split into short exact sequences as
By the assumption that X ∈ CM 1 Λ, for all primes p such that dim R/p > 1, we have X p ∈ proj Λ p and so T p ∈ proj Λ op p . Thus for all such primes and any j > 0, we have Tor [CE99] (where I is an injective R-module) the above exact sequences reduce to
Thus there is an exact sequence
where the left hand isomorphism follows from the well-known fact that Tor Yos90] , and the right hand isomorphism from
We claim that Im ψ has finite length. We know that Im ψ is noetherian. If Im ψ has infinite length then there exists an infinite sequence . . . ։ Y 3 ։ Y 2 ։ Y 1 of finite length factor modules of Im ψ. By 3.6, we have an infinite ascending chain of submodules of Hom Λ (X, Y ), a contradiction. Hence Im ψ has finite length.
We now claim that fl Hom R (Tor When R has only isolated singularities the above reduces to classical AuslanderReiten duality. If moreover R is a 3-CY − ring with isolated singularities (i.e. R is a Gorenstein 3-dimensional equi-codimensional ring with isolated singularities), AR duality implies that the category CMR is 2-CY. We now apply 3.1 to possibly non-isolated 3-CY − rings to obtain some analogue of this 2-CY property (see 3.8(1) below). The following lemma is well-known:
Proof. We have Ω 2 Tr(−) ∼ = Hom Λ (−, Λ). Since R is Gorenstein and Λ is symmetric, we have
Corollary 3.8. Let R be 3-CY − and let Λ be a symmetric R-order with dim Sing Λ ≤ 1.
Immediate from (1) and 2.6.
Note that 3.8(2) also holds in greater generality by 2.8, but does not hold in the more general setting of CM rings.
Modifying and Maximal Modifying Modules
Motivated by the fact that Spec R need not have a crepant resolution, we want to be able to control infinite global dimension algebras and hence partial resolutions of singularities. We begin with our main definition. 
Proof. (1) If M is a modifying generator then End
(2) Conversely suppose that M is a MM module which is CM. We have End Λ (Λ) ∈ CM R by 2.17. Further R is now Gorenstein (by 2.16) and Λ is locally symmetric (by 2.17), thus since M ∈ CM R we have
Hence End Λ (M ⊕ Λ) ∈ CM R and so since M is maximal necessarily Λ ∈ add M . Leading up to our next proposition (4.6) we require three useful technical lemmas: 
Proof. Note first that since N is reflexive and M ∈ CM Λ we have L ∈ CM Λ by the depth lemma. From the exact sequence
with Hom Λ (M, M 0 ) ∈ CM R we see, using 2.3 and the depth lemma, that Hom Λ (M, L) ∈ CM R. By 2.8 Hom Λ (L, M ) ∈ CM R. Since End Λ (M ) ∈ CM R by assumption, it suffices to show that End Λ (L) ∈ CM R. By 2.6 we only need to show that fl Ext 1 Λ (L, L) = 0. Consider now the following exact commutative diagram 
Now we are ready to prove the following crucial result (c.f. 5.13 later). 
(2)⇒(1) Suppose N is reflexive with End R (M ⊕ N ) ∈ CM R. Then FN ∈ CM R. We have proj.dim Λ FN ≤ 1 since N is a modifying module and so there is an exact sequence 0 → FM 1 → FM 0 → FN → 0 by assumption. Since Λ is a Gorenstein R-order it follows that FN is a projective Λ-module by using localization and Auslander-Buchsbaum 2.13. Hence N ∈ add M .
The following version of the Bongartz completion is convenient for us. Recall from the introduction that throughout this paper when we say tilting module we mean a tilting module of projective dimension ≤ 1 (see 1.13).
Proof. By 2.5 T := Hom R (M, N ) and Λ are both reflexive. Thus since R is normal we can invoke [IR08, 2.8 ] to deduce that there exists an X ∈ ref Λ such that T ⊕ X is tilting. Again by 2. Proof. (1) Denote Λ := End R (M ), let N be a modifying module and denote T := Hom R (M, N ). Note first that proj.dim Λ T ≤ 1 by 4.6 and also Λ is a Gorenstein Rorder by 2.17 and 2.18.
Since projective dimension localizes proj.dim Λp T p ≤ 1 for all primes p with ht p = 2 and further for these primes T p ∈ CM R p by 2.3. Since Λ p is a Gorenstein R porder, Auslander-Buchsbaum (2.13) implies that T p is a projective Λ p -module and so Ext 
where the top row is exact. Hence the bottom row is exact. Since (−) (2) is an immediate consequence.
In the build-up to our next main results 4.14 and 4.15 we require four technical results (4.10, 4.11, 4.12 and 4.13) which ensure that membership of add M can be shown locally and on the derived level: 
−→ M induces a surjection
is surjective we may lift id M to obtain a splitting for g and hence M is a summand of N ⊕n .
where ψ 0 exists since g is an approximation and ψ 1 exists since f ⊕n is an approximation. Consequently ψ 1 f ⊕n g = aψ 0 g = abϕ = ϕ and so ϕ is the image of ψ 1 under the map Hom R (M, M ⊕mn ) → End R (M ). Thus the map is surjective.
Proposition 4.11. Let R be a commutative ring, M, N ∈ mod R. Then the following are equivalent: Proof. Say A is derived equivalent to B via a tilting complex T , then since ext groups localize (respectively, complete), T p and T p both have no self-extensions. Further A can be reached from T using sums, summands and cones of T , so using the localizations (respectively, completions) of these triangles we conclude that A p can be reached from T p and also A p can be reached from T p . Thus T p is a tilting A p complex and T p is a tilting A p complex.
Proposition 4.13. Let Λ be a module finite R-algebra and let e be an idempotent of Λ. If eΛe is derived equivalent to Λ, then Λ ∈ add Λe ⊆ mod Λ, i.e. Λe is a progenerator of Λ.
Proof. By 4.11 we need to show that Λ p ∈ add Λ p e for all p ∈ Spec R. There is a derived equivalence between e Λ p e and Λ p by 4.12. Since the derived equivalence gives an isomorphism between Grothendieck groups of perfect derived categories, the number of isomorphism classes of indecomposable projective e Λ p e-modules is equal to that of Λ p . Thus any indecomposable projective Λ p -module appears in Λ p e as a summand, so we have Λ p ∈ add Λ p e. 
Proof. By 2.18 End R (M ) is 3-CY
− hence so is End R (N ) and thus End R (N ) ∈ CM R again by 2.18. Hence N is a modifying module. Suppose that X ∈ ref R satisfies End R (N ⊕X) ∈ CM R. Now 4.8(1) implies that Hom R (M, N ⊕ X) is a partial tilting End R (M ) module. By Bongartz completion 4.7 we may find L ∈ ref R such that Hom R (M, N ⊕ X ⊕ L) is a tilting module and so End R (N ) and End R (N ⊕ X ⊕ L) := Λ are derived equivalent since they are both derived equivalent to End R (M ). By 4.13 Recall from 1.5(3) we say that an R-order Λ has isolated singularities if gl.dim Λ p = dim R p for all non-maximal primes p of R.
Remark 4.17. It is unclear in what generality every maximal modification algebra End R (M ) has isolated singularities. In many cases this is true -for example if R is itself an isolated singularity this holds, as it does whenever M is CT by 5.5. Also, if R is Gorenstein,
, then provided X has at worst isolated singularities (e.g. if X is a 3-fold with terminal singularities) then End R (M ) has isolated singularities too. This is a direct consequence of the fact that in this case the singular derived category has finite dimensional Hom-spaces. Also note that if R is normal 3-CY − then the existence of a MM algebra End R (M ) with isolated singularities implies that R p has at worst ADE singularities for all primes p of height 2 by a result of Auslander (see [IW08, 2.13] ). Finally note that it follows immediately from 4.9 (and 4.12) that i f R is normal 3-CY − and there is one MM algebra End R (M ) with isolated singularities then necessary all MM algebras End R (N ) have isolated singularities.
The above remark suggests the following conjecture.
Conjecture 4.18. Let R be a normal 3-CY − ring with rational singularities. Then (1) R always has a MM module M (which may be R).
(2) For all such M , End R (M ) has isolated singularities. This is closely related to a conjecture of Van den Bergh regarding the equivalence of the existence of crepant and noncommutative crepant resolutions when R is a rational normal Gorenstein 3-fold. We remark that given the assumption on rational singularities, any proof is likely to be geometric.
Relationship between CT modules, NCCRs and MM modules
In this section we define CT modules for non-isolated singularities and we show that they are a special case of the MM modules introduced in §4. In §5.2 we show that all these notions recover the established ones when R is an isolated singularity.
When R is a normal 3-CY − domain, below we prove the implications in the following picture which summarizes the relationship between CT modules, NCCRs and MM modules:
CT modules modules giving NCCRs MM modules modifying modules First we have the following, which is true in arbitrary dimension:
. By 2.14 we have Hom R (M, X) ∈ proj Γ. By 2.5(4) X ∈ add M as required.
5.1. CT Modules on Non-Isolated Singularities.
Definition 5.2. Let R be a d-dimensional CM ring with a canonical module ω R . We call M ∈ CM R a CT module if
We have the following easy observations. 
Since R ∈ add M by (1), we have N ∈ CM R. Hence since M is a CT module, necessarily N ∈ add M . Not every MM module is CT, however in the case when R has a CT module (which implies R has a NCCR by 5.12(3) below, which in turn implies by [V04b] that R has a crepant resolution) we give a rather remarkable relationship between CT modules, MM modules and NCCRs in 5.14 at the end of this subsection.
If R is a CM ring with a canonical module ω R we denote the duality (−) ∨ := Hom R (−, ω R ). We shall see shortly that if M or M ∨ is a generator then we may test the above CT condition on one side (see 5.5 below), but before we do this we need the following easy observation.
Lemma 5.4. Let R be a CM ring with a canonical module
and so End R (M ∨ ) is also a non-singular R-order. Moreover R ∨ = ω R and ω ∨ R = R so by the symmetry of this situation we need only prove the 'only if' part. Thus assume that R ∈ add M . In this case since Hom R (M, ω R ) = M ∨ ∈ CM R, by 2.14 Hom R (M, ω R ) is a projective End R (M )-module and thus ω R ∈ add M by 2.5(1).
We reach one of our main characterizations of CT modules. Note that if R is 3-CY − then by 2.8 the left-right symmetry in the definition of CT modules is immediate, however the following argument works in a little more generality:
In particular CT modules are precisely the CM generators which give NCCRs.
Proof. (2)⇒(3). R ∈ add M by assumption. By (2) necessarily End R (M ) ∈ CM R. Now let Y ∈ mod End R (M ) and consider a projective resolution
Localizing the above and counting depths we see that
To obtain the reverse inclusion assume that X ∈ CM R with Hom R (M, X) ∈ CM R, then since End R (M ) is a non-singular R-order Hom R (M, X) is a projective End R (M ) module by 2.14. This implies that X ∈ add M by 2.5(1). (2) ′ ⇐⇒ (3) ′ We have a duality (−) ∨ : CM R → CM R thus apply ( In particular by the above we have (2) ⇐⇒ (2) ′ . Since we clearly have (1) ⇐⇒ (2)+(2) ′ , the proof is completed.
Note that the last assertion in 5.5 is improved when R is a 3-CY − normal domain in 5.14(3). From the definition it is not entirely clear that CT is a local property:
with a canonical module ω R Then M is a CT R-module if and only if M p is a CT R p -module for all primes p. Thus CT is a local property.
Proof. By 5.5 M is a CT R-module if and only if R ∈ add M and End R (M ) is a nonsingular R-order. By 4.11 this is equivalent to that R p ∈ add M p and End Rp (M p ) = End R (M ) p is a non-singular R p -order for all p ∈ Spec R. Again by 5.5 this is equivalent to that M p is a CT R p -module for all p ∈ Spec R. (1) If G is generated by pseudo-reflections, then S G is a polynomial ring (resp. a formal power series ring) in d variables.
(2) This is due to Auslander [Aus86, Yos90] (see [IT] for a detailed proof).
This immediately gives us a rich source of CT modules:
Theorem 5.8. Let k be a field of characteristic zero, and let S be the polynomial ring
Proof. Since G is small End R (S) ∼ = S#G by 5.7(2). Thus by 2.10 End R (S) is a nonsingular R-order and so consequently S is a CT R-module by 5.5.
We can say more in the complete local setting. The following result is shown in [Iya07, 2.5] under the assumption that G is a small subgroup of GL(d, k) and S G is an isolated singularity. We can drop both assumptions under our definition of CT modules. In the proof, we need the following easy lemma. We denote the maximal ideal of S by n. Let V := n/n 2 . This is a k-vector space with a basis x 1 , . . . , x d . We naturally regard V as a subspace of S. Clearly we have gn = n and gn 2 = n 2 for any g ∈ G. Thus we have an induced action of G on the k-vector space V . For each g ∈ G, we denote by g ′ ∈ Aut k (V ) the induced action. For all g ∈ G and all i with 1 ≤ i ≤ d, we have
For all i with 1 ≤ i ≤ d we define
then we have y i − x i ∈ n 2 . Hence S is the formal power series ring k[[y 1 , . . . , y d ]] with variables y 1 , . . . , y d .
Since
Thus for all h ∈ G and all i with 1 ≤ i ≤ d,
ky i , as required. Now we are ready to prove 5.9. We use induction on |G|. Denote the kernel of G → Aut k−alg (S) by K, then since R = S G = S G/K we can assume that the action is faithful. By 5.10, we can assume that G is a subgroup of GL(d, k) . If G is small, then we have End R (S) ≃ S#G by 5.7 (2) . Since S#G is a non-singular R-order by 2.10, we have the assertion by 5.5.
Assume that G is not small. Let H be the subgroup of G generated by pseudoreflections and let T := S H . Then H is a normal subgroup of G and there exists a group homomorphism G/H → Aut k−alg (T ) such that R = T G/H . By 5.7(1), T is isomorphic to a formal power series ring of d variables. Thus S is a free T -module of finite rank. By induction T is a CT R-module. Thus S is also a CT R-module, since it is a direct sum of copies of T .
As another source of CT modules, we have:
Example 5.11. Let Y f → X = Spec R be a projective birational morphism such that Rf * O Y = O X and every fibre has dimension ≤ 1, where R is a 3-dimensional normal Gorenstein affine ring R . Then provided Y is smooth and crepant there exists a NCCR End R (M ) [V04a, 3.2.10 ] in which M is CM containing R as a summand. By 5.5 M is a CT module.
We now show that for R normal 3-CY − , the existence of a CT module is equivalent to the existence of a NCCR. Note that (2) Proof. Notice that any reflexive generator M which gives a NCCR is CM since R is a summand of M and further M ∼ = Hom R (R, M ) is a summand of End R (M ) ∈ CM R as an R-module.
(1) By 5.5 CT modules are precisely the CM generators which give NCCRs. The assertion follows from the above remark. (2) The latter equivalence was shown in 5.5. We only have to show (⇒) of the former assertion. By [IR08, 8.9(4) ] if R has a NCCR then there exists a reflexive generator which give a NCCR. This is CM by the above remark.
Below is another characterization of CT modules. Compare this to the previous 4.6. Proposition 5.13. Assume R is a 3-CY − normal domain and let M ∈ CM R with R ∈ add M . Then the following are equivalent (1) M is a CT module. (2) End R (M ) ∈ CM R and further for all X ∈ CM R there exists an exact sequence
Proof. (1)⇒(2). Fix X ∈ CM R. Since R is 3-CY − , we have an exact sequence 0 → X → P 0 → P 1 with each P i ∈ add R. Applying Hom R (M, −) to this sequence shows that proj.dim EndR(M) Hom R (M, X) ≤ 1 since we know that gl.dim End R (M ) = 3 by 5.5. Consequently we may take a projective resolution 0 → Hom
This complex is itself exact since M is a generator. (2)⇒(1). Denote Γ = End R (M ). By 2.18 and 2.17 Γ is a Gorenstein R-order. By 5.5 we only have to show that add M = {X ∈ CM R : Hom R (M, X) ∈ CM R}. The assumption End R (M ) ∈ CM R shows that the inclusion ⊆ holds so let X ∈ CM R be such that Hom R (M, X) ∈ CM R. By assumption we may find implies that proj.dim Γm Hom R (M, X) m = 0 for all m ∈ Max R and hence Hom R (M, X) is a projective Γ-module. Since M is a generator, X ∈ add M .
Provided an NCCR exists, the following shows the precise relationship between MM modules, CT modules and NCCRs. Note that 5.14(2) says that CT modules are really a special case of MM modules.
Proposition 5.14. Let R be a 3-CY − normal domain, and assume that R has a NCCR (equivalently, by 5.12, a CT module) . Then 
Modifying Modules on Isolated
Singularities. In this subsection we relate our work to that of the more common notions of rigid, maximal rigid and maximal 1-orthogonal modules, and show that when R is an isolated singularity our new definitions of modifying, maximal modifying and CT modules recover the old ones.
Recall
is rigid and furthermore it is maximal with respect to this property, namely if there exists Proof. This is well-known [Aus78, Yos90] . 
Mutations of Modifying Modules
6.1. General Definitions and First Properties. Mutation is a technique used to obtain new modifying, maximal modifying and CT modules from a given one. Many of our arguments work in the full generality of modifying modules athough sometimes it is necessary to restrict to the maximal modifying level to apply certain arguments. Throughout this section R will be a normal 3-CY − ring, M will be a modifying module with N such that 0 = add N ⊆ add M . Note that N may or may not be decomposable. Given this, we define left and right mutation as in 1.19 in the introduction; we have exact sequences
where a is a right add N -approximation and b is a right add N * -approximation. Thus N 0 , N 1 ∈ add N and we have exact sequences
In general right and left mutation are not the same, although in some cases we will see that µ N = ν N (6.14). Note it is certainly possible that µ N (M ) = ν N (M ) = M and so the mutation is trivial; a concrete example is given by taking y, z] and N = R. Firstly, we note that mutation is unique up to additive closure. This can be improved when R is complete local. 
we see that 
In particular c is a left add N -approximation.
are exact, inducing exact sequences
(1) Denote Λ := End R (N ) and F := Hom R (N, −). Then (6.G) is
But by 2.18 Λ is 3-CY
− and thus a Gorenstein R-order. Since FM ∈ CM Λ it follows that Ext 1 Λ (FM, Λ) = 0 and hence we have a commutative diagram of complexes 0
in which the top row is exact. It follows that the bottom row is exact. 
in which the top row is exact. Hence the bottom row (i.e. (6.L)) is exact. The proof that (6.M) is exact is identical. Now since (−) * : ref R → ref R is a duality, the sequences (6.N), (6.O), (6.P) and (6.Q) are identical with (6.J), (6.G), (6.K) and (6.H) respectively. Thus they are exact. Proof. This is an immediate consequence of 6.3.
The following is standard in the theory of tilting mutation [RS91] .
Lemma 6.5. Let Λ be a ring, let Q be a projective Λ-module and consider an exact sequence
Proof. For the convenience of the reader we give a complete proof here. It is clear that proj.dim Λ (Q ⊕ Cok f ) ≤ 1 and it generates the derived category. We need only check that Ext Remark 6.7. Note that if R is finitely generated over a field k then Λ N is artinian if and only if dim k Λ N < ∞. Thus if the reader is willing to work over C, they may replace the condition Λ N is artinian by dim C Λ N < ∞ throughout. ∈ add M * and so K 0 / ∈ add M . This implies add µ M1 (M ) = add M . (2) Using the derived equivalence in 6.6(1) together with 2.18 twice we deduce that End R (µ N (M )) ∈ CM R, i.e. µ N (M ) is a modifying module. Alternatively just use 6.2. (2a) follows from 4.14. (2b) follows from (2a) and 5.14(1). (2c) follows from (2b) and 5.14 (2) . (1) ′ Since the exact sequence in the proof of 6.6(2) cannot split, K * 1 / ∈ add M . (2) ′ Is identical to (2) .
Remark 6.9. It is natural to ask under what circumstances the hypothesis Λ N is artinian in 6.6, 6.8 holds. In the situation of 5.11 the answer seems to be related to the contractibility of the corresponding curves; we will come back to this question in future work.
One case where Λ N is always artinian is when R has isolated singularities: (3) If R is isolated then by (1) dim R Λ N = 0 and so Λ N is supported only at a finite number of maximal ideals. Hence Λ N has finite length and so Λ N is artinian. (4) Notice that Λ is 3-CY − by 2.18. Hence the assertion follows from [IR08, 5.5(3) ] for 3-CY algebras, which is also valid for 3-CY − algebras under the assumption that proj.dim Λ Λ N < ∞.
We now show that mutation does not change the factor algebra Λ N . Suppose M is modifying and N is such that 0 = add N ⊆ add M , and consider an exchange sequence
We know by definition that a is a right add N -approximation, and by (6.J) that c is a left add N -approximation.
Since Λ N is by definition End R (M ) factored out by the ideal of all morphisms M → M which factor through a module in add N , in light of the universal property of the map a, this ideal is the just the ideal I a of all morphisms M → M which factor as xa where x is some morphism M → N 0 . Thus Λ N = End R (M )/I a .
On the other hand taking the choice µ N (M ) = K 0 ⊕ N coming from the above exchange sequence, Λ ′ N is by definition End R (µ N (M )) = End R (K 0 ⊕ N ) factored out by the ideal of all morphisms K 0 ⊕ N → K 0 ⊕ N which factor through a module in add N . Clearly this is just End R (K 0 ) factored out by those morphisms which factor through add N . In light of the universal property of the map c, Λ Finally, α is injective. To see this suppose α(f 1 + I a ) = α(f 2 + I a ) then there exists y : N 0 → K 0 such that h f1 − h f2 = cy. Hence c(yc − g f1 + g f2 ) = 0 and so since by (6.J)
The remainder is trivially true in the case when Λ i is not artinian (by 6.13), thus we may assume that Λ i is artinian. Now
where K is the kernel of a minimal left add M Mi -approximation of C * 1 . But by a similar version of (6.M) and (6.P) we know K = M i . Thus (3) follows. (4) is contained in 6.8 and (5) is 6.6(2). 
where K 2 is the kernel of the above map which (by counting ranks) has rank 2. On the level of quivers of the endomorphism rings, this induces the mutation 
K2
Due to the relations in the algebra End R (µ 2 (M )) (which we suppress), the mutation at M 1 and M 3 in the new quiver are trivial, thus in End R (µ 2 (M )) the only vertex we can mutate at is K 2 , which gives us back our original M . By the symmetry of the situation we obtain the mutation graph
We remark that mutating at any of the decomposable modules
gives a trivial mutation.
