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I 
 
摘要 
近年来，我国教育事业进入高速发展时期，各所高校在办学规模、招生数量
以及教学队伍都在日益扩大，加上高校在办学模式方面逐渐多元化与个性化，使
得教学管理难度也随之增加，而传统的教学管理模式已经难以满足学校发展的需
求，因此迫切地需要提高教学管理水平与效率。随着信息技术的不断发展和普及，
高校信息化建设也在稳步前行，并取得非常显著的效果。正是由于高校信息化建
设不断地深入与普及，使得学校积累了大量的相关数据，只有能够充分地挖掘与
分析这些海量数据所包含的价值，才能进一步提高教学管理水平与效率。而数据
挖掘技术就是一种有效的方法，能够充分地挖掘与分析隐藏在数据背后的信息，
并为教学管理提供决策支持。 
本文首先分析了我国目前高校扩招的大背景下相关教学管理系统在数据深
度分析方面的缺失，提出将数据挖掘技术应用于其中，以便从大量的、混杂的、
看似毫无关联的教育数据中，提取出潜在的和有价值的信息。论文的主要内容包
括： 
1、介绍了数据挖掘的定义、数据挖掘的五种常用方法：关联规则、决策树、
遗传算法、聚类分析和神经网络方法，并分析了五种方法的优缺点及各自的适用
范围，详细介绍了数据挖掘的 5个过程，即问题理解、数据准备、挖掘算法选择、
建立模型和评估、挖掘结果解释，以及数据挖掘的分类及应用领域； 
2、着重阐述关联规则的相关理论，并对 Apriori 算法进行改进以提高其效
率，并在此基础上构建基于关联规则的成绩分析模型，分析了学生英语成绩与六
级考试成绩的潜在关系，指导高校的英语教学工作顺利、高效地开展； 
3、阐述了决策树的相关理论，并使用基于误差评估的剪纸策略、Boosting
迭代建模技术以及属性值缺失的自动处理方法对 C5.0 决策树算法进行改进，在
此基础上构建了基于决策树的就业分析模型，为指导学生的职业规划提高决策支
持； 
4、分析和阐述了聚类分析的相关理论，并针对 k-means 算法的不足之处进
行改进，将聚类算法与遗传算法相结合，结合难度和区分度这两个试卷评价指标
来构建分析模型，分析当前试卷存在的问题以及改进方向。 
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II 
 
从海量的数据中挖掘与分析有价值的信息，对学校安排教学任务、指导就业
规划提供支持，可促进学校的教学管理水平与效率提升。 
 
关键字：教务管理；数据挖掘；决策支持
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Abstract 
In recent years, China's education industry has entered the high-speed 
development period, every college school size, the number of admissions and teaching 
teams are growing in, plus the university in terms of school system gradually 
diversified and personalized, so that also increases the difficulty of teaching 
management while traditional teaching management model has been difficult to meet 
the needs of school development, there is an urgent need to improve the teaching 
management level and efficiency. As information technology continues to evolve, the 
information construction at college has developed steadily and reached some 
significant achievements. Moreover, a large amount of data has been accumulated in 
the teaching management while the traditional analysis methods can’t meet the 
requirement. Data mining technology is an effective method to fully tap the hidden 
information in the data and analysis behind and provide decision support for teaching 
management. 
This dissertation analyzes the missing of depth data analysis in teaching 
management system under the current enrollment at colleges. Then data mining 
technology is proposed to applied for analyzing of the educate data and extracted 
potential and valuable information for teaching decision support. The main contents 
include: 
1. We introduce the definition of data mining, five common methods of data 
mining which includes association rules, decision trees, genetic algorithms, cluster 
analysis and neural network, as well as analyze the advantages and disadvantages of 
the five methods. And we also describe the process data mining which includes  
problem understanding, data preparation, mining algorithm selection, modeling and 
assessment, mining interpretation of results; 
2. We focus on the theory of association rules and Apriori algorithm. We also 
improve the efficiency of Apriori algorithm, and build a score analysis model based 
on the improved algorithm. Thus we analyze the potential relationship between 
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student achievement and six English test scores and provide some suggests for the 
English teaching; 
3. We elaborate the theory of decision trees and C5.0 algorithm. Then error 
assessment based paper-cut policy, Boosting iterative modeling techniques as well as 
automatic processing of loss of property values are proposed for improving the C5.0 
algorithm. Based on the improved algorithm, an employment analysis model is built 
and revealed the students’ employment intentions; 
4. We analyze and elaborate the theory of cluster analysis, and make 
improvements for the inadequacies of k-means algorithm based on genetic algorithm. 
Then we build a paper quality analysis model from the difficulty and discrimination. 
Moreover, we analyze of the current problems and provide the improvement direction. 
The data mining techniques is applied into teaching management and help extract 
valuable information from the large-scale data. Based on the analysis result, we 
provide sufficient guidance for teaching decision support and enhance the school's 
teaching management level. 
 
Keywords: Teaching Management; Data Mining; Decision Support 
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第一章 引言 
1 
 
第一章 引言 
高校不断扩大招生规模并逐步实行学分制，所以有很多教学工作变得需要创
新，学校需要想出更有效更方便快捷的方法来适应。同时在高科技互联网时代，
如何充分利用相关技术来提高高校教学管理亟需研究和解决。 
1.1 研究背景与意义 
1.1.1 研究背景 
自 1999 年高校首次扩招以来，基本上扩招的速度都在 30%的增幅以上。以
XX学校为例，2006 年在校生人数，包括本科和研究生，还不到 7000 人，到 2013
年，直接增至 18000 人，增长幅度达到了 2.57 倍。高校学生人数增加，一方面
代表着我国高等教育的普及率提升，国民文化素质会有显著提升，另一方面也带
来很多问题，包括学生培养水平达不到要求、毕业生不能找到好的工作等等[1]。
传统的教学管理方式已经不能满足现实需要，整个教学管理工作急需改革[2]。 
我国数据挖掘技术的发展还不到二十年的时间，在教学管理领域的应用研究
很少见[3]。一般的高校都建立了自身的师生数据库，包括学生和老师的基本信息，
同时也陆续建立学生成绩系统，但是仅限于期末老师导入成绩和学生查询自己的
成绩。XX学校在国内算是较早实现现代管理的高校，早在 2004年就自主开发了
教务管理系统，由最开始的成绩查询板块慢慢扩充，现在包括了缴费、选课、教
学评价、等级考试自主报名、毕业审核等等[4]。自 2004 年开始上线使用教务管
理系统以来，教学管理效率被大大提升，省去了很多繁杂的数据处理工作，但是
教学管理效果提升不明显。学校数据库由于学生基数大，且每年都在递增，因而
收集到的数据量非常大，学生各科历史成绩记录和各等级考试如四、六级英语考
试成绩记录数以十万计，但是这些数据仅仅起到了储存、查询等功能，高校和相
关教务管理还没有进行过进一步的分析，不能从数据库大量的数据中挖掘潜在的
信息、关联关系以及内在规律[6][7]。对于这些未被开发的且又具有高价值的数据，
亟需寻找合适的方法来处理与分析，为高校教学管理提供决策支持。 
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