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Abstract
This research applies data mining techniques to give a picture of the interaction of
performance variables such as between stock-outs and store attributes, and stock-outs and
other variables including store sales, income and demographic data, as well as various
aspects of inventory management data. This research uses three data mining techniques:
multiple ordinary-least-squares (OLS) regression, logistic regression and data clustering.
The first part of the research evaluates how the effect of stock-outs at the distribution
center (DC) level impacts the downstream sales at the store-level. Using multiple
regression techniques, it was observed that stock-outs at the distribution center level have a
detrimental impact on the sales at the retail store level.
The second part of the project focuses on understanding the relationships of store
stock-out performance to various drivers. The variables that were determined to be drivers
of store performance include income level of the area, demographic profile, years the store
has been in operation, day of the week delivery from distribution center, distance of store
from the distribution center and average inventory-on-hand. Using data clustering
techniques, worse performing and good performing clusters of stores were identified. The
two worse performing clusters were 'Low-Income, Newer' stores and 'Newer, Further
from DC' stores. The three good performing clusters were 'High-Income, High-Inventory'
stores, 'Closer to DC, Older' Stores and 'High-Income, Smaller' stores.
Thesis Supervisor: Dr. Chris Caplice
Title: Executive Director, Masters of Engineering in Logistics Program
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1 Introduction
RetailerCo I is currently a VMI (vendor managed inventory) account with Unilever Home
& Personal Care (HPC) business. Unilever has 150 active SKUs that are carried in 8200
RetailerCo stores in the United States. RetailerCo operates 9 distribution centers (DCs) in
the United States and Unilever has 5 distribution centers in the US. The replenishment of
items is from Unilever DC to RetailerCo DC, and then to the individual RetailerCo
General Stores. At times, due to supply chain issues, a particular SKU will be out-of-stock
at a RetailerCo store which causes lost revenue potential for both RetailerCo and Unilever.
According to Unilever, the out-of-stock rate for the retail industry stands around 6-10%
and its stock-out percentages are in line with the industry rate.
This research project uses data mining techniques to explore the data that is
available through the VMI partner. The data available from the VMI partner is point of
sale, inventory management, and store profile data. Demographic data, such as income
levels in areas and population characteristics, which is available from the census bureau is
also used. By using data mining techniques, we will distinguish performance variability
from store to store and determine the drivers of stock-out that are causing it. RetailerCo
stores comprise around $200 million of business annually for Unilever, and Unilever
expects that a 2-3% improvement in in-stock performance will generate a benefit of more
than $1 million.
Section 2, "Literature Review" surveys previous works on the drivers and impact of
stock-outs. Section 3, "Methodology" explains the three different data mining techniques
that have been utilized. It also gives the data sources used for the research and the method
1 Name has been disguised for confidentiality purposes
developed to measure stock-out for the purpose of my research. Section 4, "Impact of
Stock-outs at the Distribution Center" deals with the data analysis to determine the impact
of stock-out at the distribution center level and the modeling results. Section 5, "Data
Mining to Determine Drivers of Stock-out" gives the data mining techniques used to
determine the drivers of stock-outs. In this section, the results of the models that have been
developed are given and the results have been discussed. Finally, section 6,
"Recommendation and Future Research", goes on to provide the managerial insights,
recommendations and the future research opportunities that exist in the area of data mining
and stock-out performance.
2 Literature Review
Data mining has not been fully utilized in supply chain management and specifically for
determining the drivers of stock-out in retail performance. In this section I will discuss the
research and studies that comprise the body of literature concerning retail stock-outs, its
drivers and impacts.
2.1 Data Mining and its Applications
Data mining involves finding patterns in large datasets, and it does so in an open-ended
fashion, without putting strict limits on the business question being addressed (that
inference would require). Classical statistics places emphasis on inference (determining
whether or not a pattern or interesting result might have happened by chance). Data
mining, on the other hand, is a clean slate approach to determine relationships and impacts
among different business variables (Shmueli, 2007). Data mining has evolved with the
growth of the data itself. With large corporations keeping and storing huge amount of data,
there is an immense potential to utilize all the data and use sophisticated data mining
techniques which have not been used before due to constraints on storage or computing
power. Many of the exploratory and analytical techniques used in data mining would not
be possible without today's computational power.
There are several techniques of data mining: Regression modeling, logistic
regression, discriminant analysis, neural networks and cluster analysis are some of the data
mining techniques which are used in different areas of decision sciences. While some of
these techniques are better for developing predictive models, some of them are more
effective in developing exploratory models where the impact of different business drivers
can be ascertained on the outcome. Ordinary-least-squares (OLS) Regression and logistic
regression are both good candidates for building predictive models as well as models
which can explain the inter-relationships of business drivers. Data clustering is a technique
to form groups or clusters of similar records based on several measurements made on these
records (Shmueli, 2007).
2.2 Stock-outs and their Impact
Discussions of inventory usually revolve around the classical sawtooth inventory model
which has been summarized by Tersine (1998). This model describes how inventory levels
fluctuate as inventory is received and consumed. It is also used to illustrate the concepts of
a stock-out, cycle stock and safety stock, backordering, and how all stock-outs are the
result of some variation in product supply, demand or a combination of both.
A stock-out for a retailer is defined as an event where a retailer experiences a demand for
an item that is not available in inventory. Stock-out situations are detrimental for both
manufacturers and the retailers. The real cost of stock-out is difficult to measure because it
differs as a function of consumer response to the stock-out. According to Gruen, Corsten
and Bharadwaj (2002), in case of a stock-out, the consumer may decide to:
* Substitute the item,
* Delay the purchase of the item,
* Leave the store and either forgo the purchase or search for the item somewhere
else, or
* Do not purchase the item again (lost sales).
A stock-out situation leads to a consumer response which results in either loss of
sale to a manufacturer or a retailer or both. Studies on the consumer response to stock-out
situations show an increasing willingness of consumers to seek the out-of-stock items at an
alternative outlet. Figure 1 gives the breakdown of the consumer response to the out-of-
stock situation.
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Figure 1: Consumer response to out-of-stock situation (Source: Retail Out-of-Stocks: A
Worldwide Examination of Causes, Rates, and Consumer Responses.)
A study conducted by the Grocery Manufacturer's of North America determined
that in case of stock-outs retailers lose the sale 41% of the time while suppliers lose sale
28% of the time. So, there are uneven impacts of stock-outs which can influence how
much it costs to each party in terms of stock-outs.
By item at
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Retailing is becoming increasingly competitive and with decreasing margins.
Therefore, it is of paramount importance for retailers and manufacturers to ensure that the
right product is available at the right time at the right place. At the same time, the number
of products in the stores is increasing which makes the management of inventory more
complex. According to Food Marketing Institute (FMI) statistics, the number of SKUs in
2001 in an average grocery store was nearly 25,000. This makes the task of keeping
products in stock and available very difficult and something that has to be coordinated
among different channels. Stores implementing management systems such as Efficient
Consumer Response 2 (ECR) and Quick response3 (QR) have shown less instances of
stock-outs (Gruen, Corsten and Bharadwaj, 2002). Also, bigger stores, like Wal-Mart, by
virtue of their power over suppliers are able to offer better service levels. Therefore,
managing stock-out levels will increasingly become a source of strategic advantage
because product availability by competing retailers will be lesser. According to Gruen,
Corsten and Bharadwaj (2002) research has indicated that by lowering stock-outs, retailers
can increase earnings by up to 5 percent.
The fist stock-out study conducted nearly 40 years ago reported stock-out rates at
12.3 percent (Progressive Grocer 1968). Recent studies, however, report a stock-out rate
between 7 to 10 percent (Anderson Consulting 1996, Gruen, et al. 2002, Roland Berger
2003). Statistics compiled by Grocery Manufacturers of America (GMA) on 661 stores in
2 Efficient Consumer Response (ECR) is characterized by the emergence of new principles of collaborative
management along the supply chain by which companies can serve consumers better, faster and at a less cost
by working together with trading partners.
Quick Response (QR) also known as rapid response was developed in the 1980s. The basic idea of QR is to
let the clients tell the whole channel what to make and what to distribute and then to make it fast.
29 countries, point at the worldwide average of stock-out levels are around 8.3%, although
this percentage varies geographically as shown in the Figure 2.
Figure 2: Percentage of Out-of-stock (OOS) for different regions across the world (Source:
Retail Out-of-Stocks: A Worldwide Examination of Causes, Rates, and Consumer
Responses.)
If a store is consistently out-of-stock, it may have a detrimental affect on the
customer base; either by consumers who experience stock-out or by word-of-mouth and
negative publicity from other who have frequently experienced it.
2.3 Root causes of Stock-outs
Stock-outs can be caused due to business practices or inefficiencies in store operations,
distribution center, retailer headquarter or supplier. According to Corsten and Gruen
(2003) causes of stock-outs include:
* Product purchasing frequencies,
* Large number of SKUs,
* Bad Point-of-sale data and data inaccuracies,
* Forecasting issues and ordering problems,
* Insufficient staffing or busy staff,
* Backroom issues, and congested backrooms,
* Receiving errors and inaccurate records,
* Shelf replenishment infrequency and late or no shelving,
* Shrinkage of the product caused by damage or theft,
* Ordering practices of distribution center (no order, late order or wrong backorders),
* Promotion and pricing decisions at retailer headquarters,
* Transportation, receiving and storage practices at distribution centers, and
* Longer lead time issues for replenishment from DC.
The table for root-causes of stock-outs at the level of store, DC, retailer headquarter and
supplier is given in Appendix A. Figure 3 shows the reasons for out-of-stocks into the
major categories, the biggest one being store ordering.
Other Cause, 4%
Figure 3: Figure showing causes of out-of-stock (Source: Retail Out-of-Stocks: A Worldwide
Examination of Causes, Rates, and Consumer Responses.)
'Store Ordering' issues (34 percent) mean that the retailer may have ordered too
little or too late so that the distribution center could not deliver before the retail store ran
out of the item. 'Store Forecasting' issues (13 percent) mean that the retailer may have
forecasted the demand for an SKU below the actual demand and ordered an insufficient
supply. Often promotional items are forecasted with great inaccuracies and can cause items
to run out on shelf. 'Store Shelving' issues (25 percent) are mostly due to replenishment
practices within the store. The product could be in the store in the backroom, or some other
area of the store but it not available on the shelf once the customer wants it. 'Distribution
Center' issues (10 percent) are the replenishment issues that occur upstream of the retail
store. The distribution center may have insufficient inventory to meet the demand of the
store and causes delays in getting the required items to the stores. 'Retail HQ' issues (14
percent) are caused due to planning and management problems which can include
Retail HQ
ore Ordering,
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Store
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Distribul
Center, 1
Store Shelving,
25%
inadequate shelf-space allocation and lack of communication between the retailer
warehouse and headquarters.
Based on the statistics given above in the figure, about 70 to 75 percent of stock-
outs are a direct result of retail store practices, which include forecasting, ordering and
store shelving. Also, almost half (47 percent) of stock-outs occur from store ordering and
forecasting processes. According to Angerer (2005), inaccurate point-of-sale and inventory
data in automatic shelf replenishment (ASR) systems can generate inaccurate forecasts and
orders as well.
3 Methodology
My research uses three data mining techniques to determine the drivers of stock-out and to
differentiate retail stores by level of performance. This section describes the three data
mining techniques: Multiple regression, Logistic regression, and Data clustering.
After section on data gathering and measurement of stock-outs, each sub-section below
explains the suitability of the techniques used to the stock-out issue being considered.
3.1 Data gathering
The pre-requisite for data mining is to get all the relevant data from the available sources
and setup the data accordingly for data analysis to be performed. The primary source of
data in my research was point-of-sale (POS data) as well as data from the inventory system
of RetailerCo. I utilized the following four sources of data for my research: Point-of-Sale
and inventory data available through Verisign/Retailsolutions, Store characteristics data
provided by Unilever, Latitude/Longitude information to calculate mileages, and US
Census bureau decennial census data (2000) to derive demographic variables such as
population characteristics, income etc.
I selected 8 high-moving SKUs to conduct the analysis and point-of-sale data was
extracted for these high velocity items for one full year. The data is at a high level of
granularity and it comprised of more than 6 million data points. To process data of this
size, the statistical package of SAS was utilized.
Store characteristics data like square-footage, the number of years the stores are in
operation, the DC serving the store, the zip-code in which the store is located and the day
of the week that the store gets replenishment from the distribution center was obtained
from Unilever.
In addition to the store characteristics data, I obtained the geographical latitude and
longitude data for the zip-codes and used the great circle mileage calculation to determine
the distance between the stores and the distribution centers.
The final piece of the data was to get income and demographic characteristics of the
areas in which the stores were located. US Census Bureau data was downloaded from the
website and processed. Stores where certain SKUs did not have any sale for extended
periods of time were filtered and a minimum threshold of sale of 1000 items for the year
was used to filter out any stores with intermittent or low demand patterns. This reduced the
list of stores to 4046 where the 8 SKUs were having consistent sale for the full year, as
well as the overall demand was above the minimum threshold. Finally, all the sources of
data were merged together to form one dataset.
3.2 Measurement of Stock-out
The biggest challenge in data collection was to obtain data on the stock-outs for the SKUs,
as the retail out-of-stock is one of the most confusing metrics in the retail industry (Retail
Solutions, 2008). According to Daniel and Corsten (2007), three different kinds of stock-
out measurements could be used: (1) audit of physical inventory, (2) analysis of point-of-
sale (POS) data and (3) user of perpetual inventory data.
In the ideal world, the data on inventory levels could indicate stock-outs. For example,
when the inventory level for a particular SKU at a store is zero it would imply a stock-out
situation. However, the inventory data in the system is not an accurate reflection of what is
available on the shelf, for reasons such as:
* Item is available in the backroom but is not being replenished on the shelf,
* Shrinkage (stealing or damage) of the item which would cause discrepancy
between system data and actual item availability, and
* Bad retail practices, especially due to checkout counter practices which would
register a sale for a similar item yet a different SKU
The correct picture of shelf-availability and hence, the stock-out data can be obtained if
a store audit is conducted and that data is made available. Audit data, however, can be
expensive to maintain and companies do not keep it proactively and even if the audit is
done, it is for select SKUs for a short period of time.
Due to the challenges in obtaining accurate and meaningful stock-out data through
audits, the stock-out metric I developed was based on point-of-sale data. For the high-
moving SKU items, a consistent loss of sale for a particular interval of time was used as a
proxy to indicate a stock-out situation. I conducted the analysis on the sensitivity of the
interval of time and discussed with supply chain staff at Unilever. This interval was
selected as a two-week time period, i.e., if the SKU has no sale for two consecutive weeks,
it would comprise as one stock-out event. Figure 4, for illustrative purposes, gives the sale
pattern at store 00839 and SKU 02930455 which is used to identify the conditions of
stock-out. The graph clearly identifies stock-out conditions during weeks 20-21, and 25-
26.
Point-of-sale data and stock-ont for Store 00839 and SKU 02930455
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Figure 4: Sales at an SKU/store level which are used to measure stock-outs.
3.3 Multiple Regression
Regression analysis using ordinary-least-squares (OLS) is a technique used for modeling
of numerical data and relies on the use of a dependant variable (outcome, response
variable) and one or more independent variables (input variables, explanatory variables).
In the case of my analysis, the dependent variable is the number of stock-outs aggregated
by store for one year for which the data is collected. The data selected for this case has
been limited to only 8 high-moving SKUs for one year time period. Since it is point-of-sale
data, the size of the data for 8 SKUs is around 3 million data points. The statistics package
of SAS is utilized to handle data of this size, pre-process and summarize it and then
perform regression analysis on more than 20 different attributes.
For regression analysis, each observation is the number of stock-out events for one
store across the 8 SKUs and is the dependent variable. This reduces the dataset for
20
regression to more than 4000 observations, each comprising one store and the stock-outs
for each of the store has been aggregated. The figure below gives the distribution of the
stock-outs for all of the stores. The number of annual stock-outs per store is with a mean of
6.5, median of 6.0 and standard deviation of 4.1.
Histogram Distribution for aggregate stock-out per store
for 8 SKUs
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Figure 5: Distribution of stock-outs for all stores.
For regression analysis, the assumption is that in the population of interest the
following mathematical relationship holds:
(1)
where, /30,/31, ....j3p are the coefficients and e is the "noise" or unexplained part and Y is the
dependent variable. The data, which is a sample of the population, is then used to estimate
the coefficients and variability of the noise. The approximate model can be written as:
(2)
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The objectives behind fitting a regression model that relates a quantitative response
with the explanatory variables are, determining the relationship between the response and
predictor/explanatory variables, and to predict the outcomes of new cases. The objective of
my research will be to understand the relationships between the variables rather than to
predict the outcomes of new cases. As an indicator of the goodness of fit, R 2 was used,
which is similar to R2 but is adjusted for the number of independent variables in the model.
The closer R 2 is to 1, the more variability is explained by the model and the more likely
the model can predict the outcome.
The measure of stock-out for each store is given by:
SStockoutik , V k
i j
where, i is SKUs for which stock-out has to be measured, n is total number of SKUs, j is
week number for which stock-out has to be measured, m is total number of weeks for
which stock-outs have to be measured, for store k.
The formulation for the multiple regression analysis, incorporating all possible
explanatory variables for which data is available, will be:
Z Stockoutijk =f(average inventory-on-hand, day of week for store delivery,
ii
store demographic variables, population income variables, store layout, distance
from store to the distribution center, DC serving the store, years since store has
been in operation) (3)
Regression analysis will be performed on the stock-out metric for each store (response
variable) and all the possible explanatory variables to determine the significant drivers
impacting stock-outs.
3.4 Logistic Regression Analysis
Logistic regression analysis or logit analysis is essentially a regression model that is
tailored to fit a categorical variable (in the form of 1 or 0). The independent variables in
this case could be either ordinal or categorical. The regression parameters in logit analysis
are obtained using maximum likelihood method instead of ordinary-least-squares.
The general form of logit model is given below, for k explanatory variables and
i=l,...,j individuals:
log[ Pi I = a+/x +f 2Xi 2 +.. +I Xik, (4)
where pi is the probability that yi = 1. The expression on the left-hand side is usually
referred to as the logit or log-odds.
The model above, can be solved for pi to obtain:
1
P = (5)1 +exp(-a'- lAxil -- 2Xi 2 ...- k ik(5)
This equation has the property that no matter what values are substituted for, ''s
and the x's, pi will always be between 0 and 1.
Logistic regression analysis can be used to model the occurrence of a stock-out.
The categorical variable 1 for stock-out will be used to represent the occurrence of a stock-
out at the store, SKU and week level. The event 0 will be used to represent no stock-out.
Hence, we can develop a logistic regression model that will predict the occurrence of
stock-outs for the 8 high volume SKUs for more than 4000 RetailerCo stores for a period
spanning 50 weeks.
The stock-out response variable to be modeled is given as:
Stockoutijk 
,
where, i is store out of the 4046 RetailerCo stores, j is SKU out of the 8 high moving
SKUs, and k is week in the year for which the analysis will be carried out.
StockoutUk will be either 1 or 0 depending on whether that particular store had a
stock-out (1 condition) for that particular store for that SKU for that week. If there is no
stock-out the value for the variable will be 0.
The stock-outs for the 8 high moving SKUs for the stores are given by the week of
the year in the figure below. The average number of stock-outs per week was 995, with
median of 935 and standard deviation of 219.
Stock-out instances by week for 8 SKUs for 4046 stores
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Figure 6: Stock-out instances by week for 8 high-moving SKUs.
II II
I
I
I
I
I
1
I
I
! !1 1
I
1
I
I -I 1 I 1 1 l~~ ~ l l
. . . . . . . . . . . .1 T I lilllll I
Figure 6: Stock-out 
instances by week 
for 8 high-moving 
SKUs.
The independent variables will be similar to the ones used for multiple regression
except that the inventory levels will be corresponding to the same level of granularity as
the response variable, i.e. per store, per SKU per week.
Stockoutijk = f (average inventory-on-hand for SKU for the week, day of week for
store delivery, store demographic variables, population income variables, store
layout, distance from store to the distribution center, DC serving the store, years
since store has been in operation) (6)
3.5 Cluster Analysis
Cluster analysis is a data mining technique that has been used to form groups or clusters of
similar records based on several different attributes of these records (Shmueli, 2007). The
main purpose is to form the clusters of records which are similar to each other. These
clusters with similar attributes can then be analyzed for consistent patterns and to develop
insights. Cluster analysis can be applied to huge amounts of data with a lot of different
attributes and there are powerful software tools available with data clustering algorithms.
There are two general types of clustering algorithms for a dataset of n records,
hierarchical methods and non-hierarchical methods (Shmueli, 2007). The difference
between hierarchical and non-hierarchical methods is given in Table 1 below.
-lierarclhical
methods
Non-hierarchical
methods
Hierarchical method are either Agglomerative or divisive.
Agglomerative methods begin with n clusters and sequentially
merge similar clusters until a single cluster is left. Divisive
methods work in the opposite direction, starting with one cluster.
These methods use a pre-specified number of clusters and the
algorithm assigns records to each cluster. These methods are
usually less computationally intensive and are preferred over
large datasets. One of the examples of non-hierarchical methods
is the k-means algorithm.
Table 1: Table giving the difference between hierarchical and non-hierarchical methods of
data clustering.
For the purpose of data clustering, k-means algorithm will be used within the
research. This method starts with specifying a desired number of clusters, k, and to assign
each record to one of the k clusters so as to minimize the measure of dispersion within the
clusters. The goal is to divide the sample into the pre-specified number k of non-
overlapping clusters so that clusters are as homogeneous as possible with respect to the
measurements used.
Forming of the clusters requires distances to be measured from each record to the
cluster centroid. A common measure of within-cluster dispersion is the sum of the
distances (or sum of squared Euclidean distances) of records from their cluster centroid.
The whole problem of allocating records to clusters can be formulated as an optimization
problem utilizing integer programming, but generally heuristic methods are used that
II Ir
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produce good solutions. The k-means algorithm is one such method and it entails the
following steps:
* User chooses k to start with the initial clusters
* At each step, each record is reassigned to the cluster with the closest centroid.
* The centroids for each cluster are recomputed that gained or lost a records and the
step above is repeated.
* The algorithm is stopped when moving any more records between clusters
increases cluster dispersion.
There are commercially available software that have data mining algorithms. For this
research project, 'XLMiner' will be used which is an add-on to Microsoft Excel and has k-
means algorithm to perform data clustering.
4 Impact of Stock-out at the Distribution Center
In this section, regression models are developed which predict the impact on the sales at
the retail stores by stock-outs at the distribution center level. Models are developed at the
aggregate level as well as calibrated on the individual category of products. Finally, the
results and insights obtained from the analysis are discussed.
4.1 Regression Modeling to determine Impact of Stock-out at the
Distribution center
If a store generates a demand for a stock-keeping unit (SKU) and it is not available at the
distribution center to be shipped to the store in time, this creates a stock-out situation at the
distribution center. This may or may not have a detrimental downstream impact at the
retail store level. In this section, data analysis is carried out to determine the impact of this
stock-out situation at the distribution center level. The total dollar amount of the item
(Units x Price per unit) is denoted by Xout and represents the magnitude of the stock-out at
the distribution center in dollar terms. If there is minimal downstream impact on store level
stock-outs and eventually sales, then inventory levels at the distribution center can be kept
at minimum level achieving cost savings.
I used regression analysis techniques to model the downstream impact of stock-outs
at the distribution center level. For the purpose of data analysis, I used one year of sales
data from the stores and also the stock-out data from distribution centers. In addition, the
promotion calendar was used to identify the months for which sales promotions were
carried out. To determine the impact of downstream stock-outs we used the following
mathematical formulation:
Daily Sales = a*(Daily average annual sales) + /3*(Xout) + y*(Promotion Dummy
variable * daily average annual sales) (7)
A no-intercept model was chosen because it provided a better fit for the data.
Results and Conclusion
Regression models were calibrated at the aggregate level and the following individual
category levels: Beauty care, Home Cleaning, Candy and snacks, and Food. Results from
the individual models as well as the aggregate model were similar in portraying the impact
of the Xout on the store sales. The results from the aggregate model are given in Table 2.
Aggregate Category Rp = 0.961
Variables Coefficients P-value Lower 95% Upper 95%
Average Sales 0.966 0.000 0.983 1.009
Xout -0.099 0.015 -0.180 -0.019
Promotion Sales 0.062 0.000 0.029 0.095
Table 2: Regression model on aggregate basis
The aggregate model shows that a 1 dollar stock-out at the distribution center
results in a 9.9 cents loss of sales at the store level. Similarly, a promotional event boosts
the sales by 6.1 percent from the average level, all other things being equal.
Similar regressions were performed on the individual category of items as well.
The table below gives the regression results for the 'Beauty-Care' category.
Beauty-Care Category Raj = 0.971
Variables Coefficients P-value Lower 95% Upper 95%
Average Sales 0.996 0.000 0.983 1.008
Xout -0.023 0.707 -0.144 0.098
Promotion Sales 0.029 0.035 0.002 0.057
Table 3: Regression model for category 'Beauty-Care'
The coefficient for Xout variable in the beauty-care category is not significant (with
a p-value of 0.707). The beauty care category model predicts that a 1 dollar stock-out at the
distribution center level would have a downstream impact on sales of 2.3 cents. Also,
promotional events among the beauty care products generate additional sales of 2.9
percent.
Home-Cleaning Category Rj = 0.939
Variables Coefficients P-value Lower 95% Upper 95%
Average Sales 0.993 0.000 0.941 1.045
Xout -0.117 0.262 -0.324 0.089
Promotion Sales 0.144 0.077 -0.016 0.304
Table 4: Regression model for category 'Home Cleaning'
Results from regression modeling for Home-cleaning category are given in Table 4.
The stock-out at the distribution center causes a downstream impact of 11.7 cents in sales
for each dollar stock-out at the distribution center. The promotion effect is a boost in 14.4
percent of sales. The coefficient of Xout in this model is not significant with a p-value of
0.262.
Candy and Snacks Category R' = 0.947
Variables Coefficients P-value Lower 95% Upper 95%
Average Sales 1.001 0.000 0.982 1.020
Xout -0.154 0.628 -0.790 0.482
Table 5: Regression model for category 'Candy and Snacks'
The coefficient for Xout variable in the 'Candy and Sancks' model did not turn out
to be significant. For category of candy and snacks there is a downstream impact of 15.4
cents for each dollar in stock-out at the distribution center level. For this particular
category there was no promotional events in one year of data analyzed, hence the impact of
promotions was not included.
The final category analyzed was for food, and the results for the food model are
given in Table 6.
Food Category R4d = 0.939
Variable Coefficients P-value Lower 95% Upper 95%
Average Sales 0.989 0.000 0.932 1.046
Promotion Sales 0.199 0.105 -0.042 0.442
Table 6: Regression model for category 'Food'
From the regression results of the aggregate as well as the individual category
models, we see that the stock-out at the distribution center does have a detrimental impact
at the downstream store sales. However, in the individual category models the coefficient
for the Xout variable is not significant at the 95 percent confidence level. The other impact
we see in these models is that the promotion events are causing the sales to go up by a
magnitude which is different across the individual categories.
5 Data mining to Determine Drivers of Stock-out
This section summarizes the data analysis that has been performed using data mining
techniques and the results and conclusions that have been obtained. Regression analysis
and logit modeling techniques were used to determine the drivers of stock-out at the store
level. Finally, data clustering approach was used to cluster together stores having similar
attributes and store performance in terms of stock-outs. Analysis was performed on the
good performance and the worst performance store clusters to determine what potential
attributes would have caused that behavior.
5.1 Drivers of Stock-out - Using Multiple OLS Regression
Regression analysis was carried out on the 8 high moving SKUs over one year history to
determine the drivers of stock-outs. Before the modeling effort was done, correlation
analysis was carried out on all the data attributes to determine the degree of correlation
existing among them. While building predictive models, the effect of correlation among
the variables does not affect the accuracy of the model but for explanatory models it is
important to isolate variables which are highly correlated in order not to get any
misleading indicators. The detailed correlation matrix for all the variables is given in
Appendix B. The variables which were having a high correlation (above 0.5) are
summarized below:
* Stock-outs had a high correlation of 0.51 with inventory turns
* The correlation between Average inventory-on-hand (IOH) and Demand per week
was 0.651
* Correlation between Inventory turns and Demand per week was -0.735
* Correlation between stores opened for 2 to 5 years and with a front-to-back layout
was 0.579
After analysis of the correlation data, multiple regression models were built predicting the
dependant variable of stock-out. More than 30 models were calibrated using different
combination of variables to maximize the R2 while at the same time coming up with a
model that satisfies all the criteria for statistical significance. The final model that was
chosen out of all the iterations is given in Table 7.
Regression model predicting drivers of Stock-out R' = 0.711
Category Variables Coefficients P-value Lower Upper
95% 95%
Inventory Average Inventory-on-hand (IOH) 0.112 0.000 0.086 0.138
Low-income area 2.376 0.000 1.974 2.778
Demographics Medium-income area 1.634 0.000 1.293 1.975
African-American population 0.694 0.006 0.191 1.198
Mon store-delivery 1.253 0.000 0.783 1.723
Tue store-delivery 1.101 0.000 0.683 1.519
Delivery Wed store-delivery 1.584 0.000 1.125 2.044
Thu store-delivery 1.233 0.000 0.756 1.712
Fri store-delivery 1.255 0.000 0.785 1.726
Store - Low square-footage 1.642 0.000 1.269 2.015
Store - Medium square-footage 1.622 0.000 1.318 1.927
Store Attributes Distance store-DC > 200 miles 1.205 0.000 0.883 1.528
Store opened less than 1 year 3.942 0.000 2.282 5.602
Store opened 1-2 years 1.545 0.000 0.783 2.307
Store opened 2-5 years 1.103 0.000 0.735 1.472
Table 7: Regression model giving the drivers of stock-out
The final regression model was selected based on high R2j and also the model as a
whole and the individual co-efficients were all significant at the 95 percent confidence
level. The detailed output of this regression model is given in Appendix B. Variables that
were not included in the final model are given below, along with the reasons why they
were not included:
Inventory turns: Including inventory turns instead of average inventory-on-hand
(IOH) did not work out because a number of variables in the model turned
insignificant at the 95 percent confidence level once it was included. Hence,
inventory turns variable was excluded from the final model.
* Demand per store: Demand variable had a very high correlation (0.65) with the
Average IOH, and hence was not included in the model.
* DC dummy variables: Including the DC variables such as Alachua, Scottsville,
Fulton etc. indicating which DC the store was being replenished from did not
improve the R2 of the model and caused some of the variables to become
insignificant at the 95 percent confidence level. Therefore, the DC variables were
not included in the final model.
* Store layout variables: Store layout variables (Racetrack, FTP, Market, Flipped and
traditional) were not included in the final model as well because after including
these variables, the coefficients were not significant at the 95 percent confidence
level.
Results and Conclusion
Based on the interpretation of the final regression model we can draw the following
insights about the stock-out performance of stores:
Income of the area (Low-income, medium-income, high-income): Low income
areas were categorized where the average annual income was less than 30,000 (25t
percentile) and medium income areas with income between 30,000 and 46,000.
Areas with average annual income higher than 46,000 (75 t percentile) was
categorized as high income areas. Average income of the area in which the stores
are located is a significant explanatory variable for the stock-outs at the store-level.
If a store is located in a low income area it has on average 2.37 more stock-outs per
week (for the 8 high moving SKUs) than a store located in a high income area.
Similarly, a store located in a medium income area on average has 1.63 stock-outs
per week more than a store located in a high income area.
* Demographic variables (African-American areas): If a store is located in a pre-
dominantly African-American neighborhood (greater than 50 percent of the
population) it will have higher chances of stock-outs. The empirical results show
that on average the retail stores in that region will have 0.69 stock-outs per week
more than a store which is not in an African-American neighborhood. The African-
American and Low-income variables are positively correlated by 0.28, and because
of this these neighborhoods will have more low-income areas as well.
* Store size (Low sq-footage, Medium sq-footage, High sq-footage): The final model
shows that store size has an impact on the average stock-outs. Stores were
categorized in three size categories: Low sq-footage (less than 7300 sq-ft), medium
sq-footage (7300 - 9500 sq-ft) and high sq-footage (greater than 9500 sq ft). If a
store has a smaller square footage it will have an average of 1.64 stock-outs per
week more than a store which has a high sq-footage. Similarly, if a store has a
medium square footage it will have 1.2 stock-outs per week more than a store
which has a high square footage, all else being equal.
* Distance of storefrom distribution center (greater than 200 miles): Distance of
store from the distribution center came out to be a significant explanatory variable.
If the distance of the store from the distribution center is greater than 200 miles,
that store will have on the average 1.2 more stock-outs than a store within 200
miles of the distribution center. Greater distance from the distribution center would
pose more logistical challenges in store replenishment and cause worse stock-out
performance.
* Number of years the store has been in operation (Less than I year, 1-2 years, 2-5
years, >5 years): Age of the store is another determinant of the stock-out
performance of the store. The newer a store is, the higher stock-outs it tends to
have. If a store has been opened for less than a year, it will have 3.94 stock-outs
more than a store which is in operation for more than 5 years. Similarly, a store
which has been in operation for 1 to 2 years will have 1.54 more stock-outs and a
store which has been in operation for 2 to 5 years will have 1.1 more stock-outs
than a store which has been operating for more than 5 years.
Demand variability in newer stores could be a possible reason for better
stock-out performance of older stores. To determine this, I analyzed the coefficient
of variation of demand for the stores by the number of years they have been in
operations. It is concluded from the graph below that demand variability is not very
different based on the age of the stores, and the contributing factors could be the
management and store practices which causes higher stock-outs for new stores.
Newer stores will have less experienced store managers and staff and this could
potentially cause higher stock-outs due to shelf-replenishment issues.
Co-efficient of variation for Demand for Stores
Figure 7: Demand variability for stores by number of years the stores have been in
operation.
Day of the week delivery: Day of the week delivery does not predict a significant
pattern for delivery days which would cause higher stock-outs. Although from the
model coefficients itself, Wed delivery is the one which causes the maximum
stock-outs relative to other days' delivery and Sunday delivery has the minimum
stock-outs.
5.2 Drivers of Stock-out - Using Logistic Regression
Logistic regression was performed over one year history at a store/SKU/week level. The
correlation analysis was used as a guide for including the variables in the logit models, so
that independent variables with significant correlation are not included in the model.
Including highly correlated variables in the model could reduce explanatory power of the
model and can give biased insight into the impact of the independent variables. The
dependent variable was a binary stock-out variable (1 or 0) - 1 being if there was a stock-
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out for the particular SKU for that week for the store, and 0 being if there was no stock-
out. The pre-processed volume of the data was around 1.5 million data points on which
logistic regression was performed using SAS software.
More than 15 logit models were calibrated with different combination of variables
to come up with the best model. In logit models, the likelihood ratio is used as the criterion
for a good model and also all the variables are checked for statistical significance. The
final model that I obtained is given below in Table 8.
Logit model predicting drivers of Stock-out Likelihood Ratio = 2933
Category Variables Coefficients P-value Lower Upper
95% 95%
Intercept -2.872 0.000 -2.942 -2.802
Inventory Average Inv-on-hand (IOH) -0.043 0.000 -0.047 -0.039
Demographics Low-income area 0.124 0.000 0.102 0.146
African-American population 0.342 0.000 0.311 0.376
Store - Low square-footage -0.051 0.000 -0.078 -0.021
Store - Medium square-footage -0.035 0.004 -0.059 -0.011
Distance store-DC > 200 miles 0.206 0.000 0.184 0.228
Store Attributes Store opened less than 1 year 1.652 0.000 1.563 1.741
Store opened 1-2 years 0.191 0.000 0.134 0.248
Store opened 2-5 years 0.085 0.000 0.059 0.111
Store layout-Racetrack -0.363 0.000 -0.435 -0.291
Store layout-Market -0.315 0.000 -0.436 -0.194
Table 8: Logistic Regression model giving the drivers of stock-out
Some of the variables were not included in the final model due to the reasons given
below:
* Inventory turns: Including inventory turns in the model instead of average
inventory-on-hand (IOH) changed some of the other variables as insignificant, and
was not included.
* Demand per store: Demand had a high correlation with average IOH and since
inventory-on-hand was included, demand was not included in the model.
* Day of the week delivery: Including day of the week delivery caused two of the
variables (Wed and Fri) to be not significant at the 95 percent confidence level.
Therefore, day of the week delivery variables were not included in the model.
* Income and store layout variables: Variable for medium income and store layout
variables FTB (front-to-back) and flipped were not significant at the 95 percent
confidence level and were not included. The final model included the categorical
variable of low income.
The interpretation of the logistic regression coefficients is, however, a bit more
complicated than an ordinary-least-squares (OLS) regression. It is useful to give the odds
ratio estimates for the parameters which give an insight into the sensitivity of the model.
For example, the odds ratio estimate for the categorical variable Low-Income is 1.132
(which is exponent of 0.1244). The odd ratio estimate predicts how the probability of
stock-out will change given a change in one of the independent variables. For Low-income
variable, if the store is in a low income area, the probability of stock-out would be 1.132
times (or 13.2 percent) higher than if the store were not in a low income area. The odds
ratio estimates for the coefficients of the logistic regression model are given in Table 9.
Odds Ratio estimates for logit coefficients
Category Variables Point Lower Upper
Estimate 95% 95%
Inventory Average Inv-on-hand (IOH) 0.958 0.954 0.962
Low-income area 1.132 1.108 1.157
Demographics African-American population 1.408 1.365 1.455
Store low square-footage 0.951 0.924 0.978
Store Medium square-footage 0.966 0.943 0.989
Distance store-DC > 200 miles 1.229 1.202 1.256
Store Attributes Store opened less than 1 year 5.218 4.782 5.695
Store opened 1-2 years 1.210 1.144 1.280
Store opened 2-5 years 1.089 1.061 1.117
Store layout-Racetrack 0.696 0.648 0.746
Store layout-Market 0.730 0.648 0.822
Table 9: Odds ratio estimates for logistic regression model.
Results and Conclusion
Based on the odds ratio estimates of the logistic regression model, we can obtain the
following insights about the drivers of stock-out for retail stores:
Average Inventory-on-Hand (IOH): The model predicts that the probability of
stock-outs becomes lower if the average inventory-on-hand (IOH) increases. For
every one unit increase in the average inventory-on-hand, the probability of stock-
out becomes 0.958 (or a 4.2 percent reduction) of the prior probability. If the
average IOH increases by 5 units, then the probability of stock-out becomes 0.806
(or 19.3 percent lower) than before. This result is intuitive, because more inventory
on hand will provide a higher buffer/safety stock against stock-outs. However,
there are cost implications of raising the inventory levels in the supply chain as
well.
* Income of the area (Low-income area): If the store is in a low income area, the
probability of stock-out would be 1.132 times higher than if it were not in a low-
income area. Low income areas could have less experienced store management and
staff which can cause worse stock-out performance.
* Demographic variables (African-American area): The model predicts that if a store
is in a pre-dominantly African-American neighborhood it will have a higher chance
of stock-outs, and these finding are in line with the previous modeling effort with
multiple regressions at the store-level. The model predicts that the probability of a
stock-out will increase by 14 percent if the store is in an African-American
neighborhood.
* Store size (Low sq- footage, Medium sq-footage, High sq-footage): The logit model
predicts that store size has an impact on the probability of stock-out. If a store has
low square-footage, the probability of stock-out is 0.951 times (or 4.9 percent less)
than the probability if the store had a high square-footage. Similarly, if a store has
medium square-footage, the probability of stock-out is 0.966 times (or 3.4 percent
less) than the probability if the store had a high square-footage. In a study
conducted by Angerer (2005), it was discovered that bigger stores having larger
backrooms typically face more challenges in terms of stock-out performance due to
replenishment issues. The graph below highlights the impact of backroom size on
out-of-stock (OOS) levels. The results from the logit model obtained depict a
similar trend with store size as well.
Figure 8: Impact of backroom size on stock-out levels. (Source: The Impact of
Automatic Store Replenishment Systems on Retail. Alfred Angerer, 2005)
* Distance of store from distribution center (greater than 200 miles): The model
predicts that if that if the distance of the store from the distribution center was
greater than 200 miles, the probability of stock-out will be higher. In empirical
terms, if the store is more than 200 miles from distribution center, the probability of
stock-out will be 1.229 times (or 22.9 percent higher) than if the store was less than
200 miles from the distribution center. This insight is intuitive as well, because the
further the store is from the distribution center it will face greater logistical
challenges in replenishment.
* Number of years the store has been in operation (Less than I year, 1-2 years, 2-5
years, >5 years): Number of years the store has been in operation is another
determinant of the stock-out performance of the store. The model gives the insight
that newer stores have higher probability of stock-out. According to the logit odds
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ratio estimates, if a store has been opened for less than a year, its probability of
stock-out will be 5.218 times higher than if the store had been in operation for more
than 5 years. For stores that have been in operation for 1-2 years and 2-5 years, the
probability of stock-out is 1.210 and 1.089 times higher respectively, than if the
store had been in operation for 5 years or more. The model gives the insight that
stores which have been in operation for less than one year are particularly
susceptible to bad performance and higher stock-outs.
Store Layouts: The model gives some insight into store layouts. It predicts that if a
store has Racetrack4 layout, the probability of stock-out is 0.696 (or 30.4%
reduction) times the probability if it was traditional, front-to-back or flipped layout.
This could be due to the ease of shelf-replenishment in the race-track layout where
the aisles are visible to store staff and stock-out situations could be handled more
effectively. Similarly, if the store has a market layout, the probability of stock-out
is 0.73 times (or 27% less) the probability of stock-out if it was traditional, front-to-
back (FTB) or flipped layout.
5.3 Data Clustering Approach
There are two primary data clustering mechanisms in data mining: hierarchical clustering
and non-hierarchical clustering. For my research, I have primarily used non-hierarchical
clustering techniques using k-means algorithm. Although I also used hierarchical data
clustering in the research and the approach was giving similar results to the non-
hierarchical methods. K-means algorithm is a fast and efficient means of clustering data
4 'Racetrack' layout is a newer layout for RetailerCo with merchandise arranged in a racetrack fashion with
aisles of different heights for better product visibility.
and was used for the purpose of my research. The overall approach was to form clusters
which would have similar attributes in terms of store characteristics and stock-out
performance and then further analyze the good or bad store clusters to determine the
common attributes among these clusters.
The first step in data clustering is to normalize the data by bringing the data from
different attributes on a common scale so that they can be comparable to each other.
Normalization is accomplished by subtracting the mean from the data point and dividing
by the standard deviation to convert it into standard z-score (x - /). After the data
normalization was completed on 16 different attributes and 4046 stores, k-means algorithm
was used to perform data clustering. Data clustering was done using different number of
clusters to achieve the best possible clustering scenario which had distinct clusters of good
and bad performance stores. I started the clustering exercise with 2 clusters and gradually
increased the number of clusters. Once the number of clusters was small, there were no
distinct clusters which had measurements of stock-outs lower or higher than average which
could be classified as good or worse performing clusters. As I increased the number of
clusters, I was able to obtain some clusters which were different from the rest of the
population in terms of stock-out performance. Through this iterative process, I selected the
final clustering scheme which had 10 clusters in it.
The final clustering scheme is given in Table 10, with the number of stores falling
in each cluster. The table also gives the average distance in cluster which is the average
Euclidean distance from the centroid of each cluster to each data point in the cluster. The
smaller this measure is, the tighter the data cluster would be.
Cluster no. No of Stores Percent Stores Average Distance in cluster
Cluster-1 952 23.5% 1.851
Cluster-2 254 6.3% 1.958
Cluster-3 31 0.8% 5.580
Cluster-4 141 3.5% 1.952
Cluster-5 424 10.5% 2.084
Cluster-6 353 8.7% 2.016
Cluster-7 854 20.8% 1.610
Cluster-8 219 5.4% 1.721
Cluster-9 389 9.6% 2.354
Cluster-10 443 10.9% 2.051
Table 10: Data clustering summary for 10-clusters.
After forming data clusters based on the data attributes, statistics on store stock-out
performance were calculated. Figure 9 gives the average stock-outs for all the stores and
compares it against the average stock-outs for the individual clusters formed.
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Figure 9: Stock-out performance of all stores vs. clusters of stores
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Cluster no. No of Average Stock-out relative to
Stores average of all stores
Good performance Clusters:
Cluster-5 424 64% lower
Cluster-4 141 59% lower
Cluster-8 219 54% lower
Worst performance Clusters:
Cluster-9 389 62% higher
Cluster-10 443 72% higher
Table 11: Stock-out performance of good and worst performance clusters relative to average
for all the stores.
Cluster-5, Cluster-4 and Cluster-8 can be categorized as the store clusters having
better stock-out performance on average and Cluster-9 and Cluster-10 can be categorized
as the cluster of worst-performing stores. These clusters have been formed not just on the
basis of stock-outs but the rest of the store attributes including day of delivery,
demographic variables, income in area, distance metric from store to distribution center,
square footage of stores, number of years store has been in operation and layout of the
store.
Results and Conclusion
After segregating stores into good and worst performance clusters, further analysis was
carried out on Cluster-9, Cluster-10 (worst performing clusters) and Cluster-5, Cluster-4
and Cluster-8 (good performance clusters) to gain further insight into the drivers of better
or worse than average stock-out performance.
Worst-Performing Store Clusters:
Store Clusters 9 and 10 were analyzed to determine the drivers which are causing a higher
stock-out for these stores. Table 12 gives the different attributes of Cluster-9 and Cluster-
10 compared to the overall statistics for the whole population. T-tests were performed at
99 percent confidence level to determine if the cluster mean for a particular attribute was
different than the population mean for that attribute. In Table 12, the attributes and P-value
of clusters which are bolded indicate that at 99% confidence level the cluster mean for the
particular attribute is different from the population (all stores) mean. This would help
establish which attributes of the cluster are the differentiating factors from the overall
population of stores which is causing bad stock-out performance.
Cluster Attribute
Average IOH
Average Income
African-American
Mon-delivery
Tue-delivery
Wed-delivery
Thu-delivery
Fri-delivery
Sun-delivery
Square-footage
Stores-Years in operation
Distance > 200 miles
Layout: Racetrack
Layout: Front-to-back
Layout: Market
Layout: Flipped
Layout: Traditional
Av. for all
stores
16.5
37,011
8.0%
14.9%
25.5%
16.2%
13.9%
15.2%
14.2%
8,705
11.21
21.0%
2.4%
23.3%
1.0%
3.8%
69.5%
Cluster-9
(Low-Income, Newer)
16.8
31,068
12.3%
11.1%
19.8%
19.5%
17.2%
15.2%
17.2%
11,496
9.05
22.9%
5.9%
22.1%
4.1%
4.1%
63.7%
T-test P-value
(2-tailed)
0.055
0.000
0.012
0.024
0.007
0.116
0.100
0.975
0.131
0.000
0.000
0.407
0.004
0.102
0.002
0.752
0.024
(Newer, further from
DC)
15.1
39,940
3.6%
43.6%
4.5%
16.5%
10.4%
11.7%
13.3%
8,177
8.28
56.9%
2.9%
37.0%
0.2%
5.4%
54.0%
t-Test P-value
(2-tailed)
0.000
0.000
0.000
0.000
0.000
0.897
0.022
0.033
0.600
0.000
0.000
0.000
0.521
0.000
0.003
0.144
0.000
Table 12: Comparison of attributes of worst performing clusters vs. overall store population
Cluster-10
Based on the statistics compiled in Table 12, the following conclusions can be drawn
regarding the worst performing clusters:
" Low-Income, Newer (Cluster 9): These stores comprise 9.6 percent of the total
population of the 4046 stores studied. Predominantly this cluster has stores where
the average income is lower than the average for all of the stores, the stores are
newer than the average and also these stores on average have very higher square
footage. Bigger stores can have larger stock-rooms which as research studies have
indicated could cause replenishment problems and higher stock-outs. Additionally,
the stores in this cluster have fewer deliveries on Tuesday from the distribution
center than the overall population of stores. Newer stores tend to have worse stock-
out performance as seen in the previous modeling results as well, and with the
combination of lower income areas these stores are under-performing. Also, in this
cluster the percentage of stores in African-American areas is higher than average.
The bigger square footage of the stores also causes some issues with timely
replenishment and the newer management of store and its practices which causes
potentially higher stock-outs.
* Newer, Further from DC (Cluster 10): This cluster comprises of 10.9 percent of
the stores in the population. This cluster mainly comprises of stores in high-income
areas, stores that are newer in terms of operations and a staggering majority (56.9
percent) of them is more than 200 miles from the distribution center. The store size
in this cluster is smaller than average and there is a disproportionately higher
amount of stores in front-to-back layout. Also, a majority of these stores are
replenished on Mondays. Higher distance from the DC and being newer stores
seems to be one of the primary drivers of the high stock-outs in this cluster.
Monday delivery appears to cause some detrimental impact to stock-out
performance in this cluster as well. One of the potential reasons could be that all
stores that are more than 200 miles are replenished on Mondays but the correlation
between Monday-delivery and 'DC distance greater than 200 miles' is -0.01 as seen
from the correlation matrix, which does not support it.
There are certain similarities between Cluster-9 and Cluster-10, but at the same time they
are different on certain attributes as well. Table 13 summarizes the similarities and
differences between the 'Low-Income, Newer Stores' (Cluster-9) and 'Newer, Further from
DC' (Cluster-10) stores. The signs (1 and 1) indicate whether the average for the cluster is
higher or lower than the average for the whole population of stores (based on the t-statistic
test at 99 percent confidence level).
Average IOH
Average Income
African-American Population
Mon Delivery
Tue Delivery
Square footage
Store-Years in operation
Distance from DC > 200 miles
Layout - front-to-back
4,
4,
t
4,
T1
4,
4,
4,
4,
Table 13: Table showing the similarities and differences between Cluster-9 and Cluster-10
based on the t-statistic test.
Both of these clusters have newer stores which are responsible for higher stock-
outs, but one of the clusters has stores in low-income areas and the other has stores in high-
income areas. Also, Cluster-9 has bigger square-footage stores and Cluster-10 has smaller
square-footage stores. One of the important things to note is that these attributes do not act
in isolation rather it's a combination of these attributes which makes a cluster bad
performance or good performance. Cluster-10 has majority of deliveries on Monday
whereas for Cluster-9, Monday deliveries are on average the same as the rest of the
population. In Cluster-10, one of the biggest driver also seems to be the distance of the
stores from the distribution center as 56.9 percent of stores in this cluster are located
greater than 200 miles from the distribution center.
Wors Perorilili ClutersChi· er- Chrter-I (
I·
Good Performance Clusters:
Cluster-5, Cluster-4 and Cluster-8 were analyzed further to gain insight into the
characteristics of stores falling in these clusters. Table 14 gives the attributes of these
clusters compared to the average for all the stores analyzed. In the table, the attributes and
P-value of clusters which are bolded, indicate that at 99% confidence level the cluster
mean for the particular attribute is different from the population (all stores) mean.
Cluster Attribute
Average IOH
Average Income
African-American
Mon-delivery
Tue-delivery
Wed-delivery
Thu-delivery
Fri-delivery
Sun-delivery
Square-footage
Stores-Years in operation
Distance > 200 miles
Layout: Racetrack
Layout: Front-to-back
Layout: Market
Layout: Flipped
Layout: Traditional
Av. for
all stores
16.5
37,011
8.0%
14.9%
25.5%
16.2%
13.9%
15.2%
14.2%
8,705
11.21
21%
2.4%
23.3%
1.0%
3.8%
69.5%
Cluster-5
(High-Income,
High-Inventory
Stores)
20.1
40,850
6.1%
14.2%
15.8%
13.7%
9.2%
37.0%
10.1%
8,870
9.62
22.2%
2.1%
22.6%
1.1%
7.1%
67.0%
t-Test P-
value (2-
tailed)
0.000
0.000
0.126
0.693
0.000
0.148
0.635
0.000
0.009
0.099
0.000
0.591
0.711
0.747
0.694
0.011
0.289
Cluster-4
(Closer to DC,
Older Stores)
16.2
36,176
2.1 %
12.7%
14.1%
7.8%
9.2%
41.1%
14.1%
10,198
23.9
8.5%
3.5%
9.2%
1.4%
1.4%
84.3%
t-Test P-
value (2-
tailed)
0.021
0.239
0.000
0.468
0.000
0.000
0.123
0.000
0.992
0.000
0.000
0.000
0.468
0.000
0.654
0.025
0.000
(High-Income,
Smaller Stores)
15.4
42,421
0.9%
6.8%
5.0%
13.2%
59.8%
3.1 %
11.8%
7,676
9.98
18.7%
0.9%
23.2%
0.0%
4.5%
71.2%
Table 14: Comparison of attributes of good performance clusters vs. overall store population.
t-Test P-
value (2-
tailed)
0.000
0.000
0.000
0.000
0.000
0.207
0.000
0.000
0.301
0.000
0.001
0.395
0.031
0.988
0.000
0.587
0.588
Cluster-8
Based on the statistics compiled in Table 14, the following conclusions can be drawn
regarding the good performing clusters:
* High-Income, High Inventory (Cluster 5): This cluster comprises of 10.5 percent
of the 4046 stores. This cluster is comprised of stores in high income areas, and the
average inventory-on-hand is higher than other stores. These stores also are newer
than the rest of the population and for a high proportion of them the delivery from
DC takes place on a Friday. The explanation for better store performance with
Friday delivery could be that the stores are replenished right before the weekend
rush and are better equipped inventory-wise. Also, carrying more inventory levels,
though expensive, would lower the stock-out levels.
* Closer to DC, Older Stores (Cluster 4): This cluster has 3.5 percent of all the stores
in the population. The stores in this cluster have been in operation for much longer
than the rest of the stores and a small percentage of them are further from the
distribution center (DC) by more than 200 miles. Majority of these stores are also
delivered from the DC on Friday. Also, these stores are bigger in size than the
average stores and are located in areas which are not predominantly African-
American. A majority of these stores have traditional store layout as well, but the
correlation between traditional stores and stores which are older than 5 years is
0.68. The combination of having older stores with potentially more experienced
management and better store practices, which are closer to the DC and in areas with
less African-American population has worked favorably for these stores along with
the fact that their replenishment is done on Fridays before the weekend rush.
* High-Income, Smaller Stores (Cluster 8): This cluster comprised of 5.4 percent of
the 4046 stores. This cluster primarily comprised of stores in high income areas and
they are smaller in size than average. Smaller stores generally have less backroom
space which has shown better replenishment practices and lower stock-outs. The
stores in this cluster also have low African-American population (low income and
African-American areas has a correlation of 0.28), and had stores with majority of
deliveries from distribution centers done on Thursday. These stores were newer and
carried lesser inventory-on-hand on average as well. Average income of the area in
which these stores are located is $42,421 which is fairly higher than the average of
$37,011 which is contributing to the good stock-out performance. Store deliveries
on Thursdays could also have a positive impact, as the stores would have been
replenished right before the weekend rush.
Table 15 below summarizes the similarities and differences between the High-Income,
High-Inventory (Cluster-5), Closter to DC, Older Stores (Cluster-4) and High-Income,
Smaller Stores (Cluster-8) stores. The signs (T and 1) indicate whether the average for the
cluster is higher or lower than the average for the whole population of stores (based on the
t-statistic test at 99 percent confidence level).
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Average IOH
Average Income
African-American Population
Fri or Thu delivery from DC
Square footage
Distance from DC > 200 miles
Store-Years in operation
I1
4,
I1
I,
I
4,
I1
Table 15: Table showing the similarities and differences between Cluster-5, Cluster-4 and
Cluster-8 based on the t-statistic test.
Looking at the similarities and differences between the three good performance
clusters, all the stores are having the replenishment from distribution center on either
Friday or Thursday which seems to have a positive impact on the stock-out performance.
Two of the three clusters (Cluters-5 and Cluster-8) are having higher than average income
in the areas in which the stores are located, and also Cluster-4 and Cluster-8 have stores
located in substantially lower African-American population areas.
6 Recommendations and Future Research
This section summarizes the results from the individual data mining techniques and gives
the managerial insights obtained from them. It also gives the recommendations based on
the insights as well as states research opportunities for future.
6.1 Managerial Insights
The insights developed from the data mining research are a result of a clean-slate approach
to determine the drivers of out-of-stock. This approach which is intensely data-driven does
not bring in any preconceived notions into the picture and formulates results based on the
data modeling.
Based on the results of OLS regression, logistic regression and data clustering the
following insights can be summarized regarding the drivers of out-of-stock:
Number of years store has been in operation:
Number of years that store has been in operation is a significant driver of the store
performance, as seen in all three data mining approaches. Stores which are newer tend to
have more stock-outs on average than store that are established for a longer time period. It
can be seen through multiple OLS regression and logistic regression that stores that have
been in operation for more than 5 years have lower stock-outs than newer stores. The
stores which are in operation for less than a year have disproportionately higher number of
stock-outs. The probability of stock-out for stores opened for less than a year is more than
5 times for stores which have operated for more than 5 years, as pointed by logistic
regression. Stores which are relatively new have newer management and staff and their
store processes are not established as well causing higher stock-outs.
Distance of store from Distribution Center:
Stores that are located further from the distribution center (greater than 200 miles) have
shown worse stock-out performance. The results were consistent across the three data
mining techniques of OLS regression, logistic regression and data clustering. According to
logistic regression model, the probability of stock-out for stores greater than 200 miles
from DC will be 22.9 percent higher than stores which are within 200 miles of DC.
Income of areas:
Income of the area in which the store is located has correlation with the stock-out
performance. Stores located in lower income areas have higher stock-outs as compared to
stores located in higher income areas. This trend was consistently seen across the different
data mining techniques that were used to study the stock-out performance.
African-American Neighborhoods:
The stock-out performance of stores that are located in the African-American
neighborhoods is worse than the stores that are located in non African-American
neighborhoods. None of the stores for RetailerCo were located in predominantly Latin or
Asian population areas, so only the impact of African-American population could be
considered. A high correlation (0.28) between low-income areas and African-American
neighborhoods could be one of the underlying reasons.
Average Inventory-on-hand (IOH):
Through the logistic regression modeling results, higher inventory-on-hand (IOH) was
causing better stock-out performance for stores. This result is intuitive as well, as higher
inventory would provide a buffer against stock-outs, though will have negative cost
implications in terms of inventory holding costs. In the clustering results, there was
Cluster-8 which has slightly lower inventory-on-hand than average and was categorized as
good performance cluster, which could have been due to the positive impact of it being in a
high income area.
Store Size:
Logistic regression results pointed out that smaller store sizes tend to have lesser stock-
outs. This could be due to the reason that smaller stores would have smaller backrooms
and more streamlined replenishment. However, in the multiple regression and data
clustering approaches the results showed sometimes that bigger stores tend to have better
store performance in terms of stock-outs.
Delivery day from Distribution Center:
The data clustering approach showed that Thursday or Friday store delivery from the
distribution center might have some benefits to it in terms of lower stock-out performance
of stores. Also, Monday delivery was causing higher stock-outs for one of the bad
performance clusters.
Store Layout:
Store layout has not come across as a consistent driver of store performance across the
three data mining techniques. However, the models developed show that Racetrack and
Market layouts have better stock-out performance and front-to-back (FTB) has worse
stock-out performance for stores. Certain layouts like Racetrack provide a better aisle
visibility and could cause better shelf replenishment resulting in lower stock-outs.
Downstream impact of Stock-out at the DC level:
Other than the insights regarding drivers of stock-out performance, data analysis and
modeling was carried out to determine the relationship between the stock-outs at the
distribution center and downstream impact at the store level. The models that were
developed through this exercise gave an insight that stock-outs at the distribution center
level have an adverse impact on sales at the store level. For example, the aggregate model
developed predicts a loss of sale of 9.9 cents for every one dollar Xout (Number of items
out-of-stock x Unit price) at the distribution center level. The models developed at the
individual category level predicted minimum impact at the Beauty-Care category (2.3
cents) and maximum impact at the Candy-and-Snacks category (15.4 cents) for every
dollar of Xout at the distribution center level. Though, there is a negative implication of
stock-outs at the DC level but this is a trade-off decision between the lost of sales at stores
vs. the extra inventory holding costs at DC.
6.2 Recommendations
Based on the insights developed in the previous section, the management of Unilever and
RetailerCo should focus on the following aspects:
* Focus on performance of new stores: New stores have consistently shown bad
stock-out performance as revealed though the data analysis. Research studies
conducted by Angerer (2005) point that the great variability among stock-out rates
could be due to retailers not having well defined processes. Therefore, the quality
of store operations highly depend on store manager capabilities.
A best practices study should be conducted among the older, established stores and
'Store Operations Manual' focusing on shelving practices, inventory counts and
backroom organization should be developed which should be used to train the staff
and management of newer stores. This would help enable that the newer stores are
up to speed in the least possible time after opening and have lower stock-outs
instances. Stores which have been open for less than a year have the highest
incidence of stock-outs and should be the prime focus of training and
standardization program.
* Training programs for stores in Low-Income/African-American areas: Stores in
low-income areas, or stores in pre-dominantly African-American neighborhoods
have shown worse stock-out performance as well. RetailerCo should focus on
training programs for the management and staff of these stores to ensure that
standard store replenishment, inventory ordering and check-out procedures are in
place. It should also conduct Failure Mode and Effects Analysis (FMEA) to isolate
and determine the main causes of stock-outs in these stores.
* Distance of stores from Distribution center: Whenever possible, retail stores
should be located within 200 miles distance of the distribution center. Distance
further than this causes worse stock-out performance of the stores as well as would
cause more cost in terms of transportation. This should guide future network design
for the distribution centers and stores.
* Data accuracy in shelf replenishment systems: Although not covered specifically
within the scope of this research, but Automated Shelf Replenishment (ASR)
systems rely heavily on the accuracy of point-of-sale and inventory data.
Management should focus on improving the accuracy of the data which would
improve the forecasting and ordering process of the stores resulting in lesser stock-
outs.
* Store Layout: Though all type of store layout do not always correspond to good or
worse stock-out performance, but some of the insights gained from data-mining
point out that front-to-back (FTB) can have more stock-outs than rest of the
layouts. Market layout and Racetrack layout have on average better stock-out
performance, and if there are no significant cost implications these layouts should
be adopted.
6.3 Future Research
To further determine the drivers of stock-outs in low-income areas or areas with certain
demographic characteristics, data should be collected on the management and staff of the
store with respect to the experience and education levels, and utilized in the modeling
effort.
Future research in the area of data mining and determining the drivers of stock-out
performance should focus on the impact of data and forecasting on the stock-out
performance of stores. Forecasting is one of the critical areas in supply chain management
and better forecasting techniques and models could help improve the in-stock performance
of stores. This can be seen in figure 3 (Chapter 2) that store ordering and forecasting
comprises 47 percent of the reasons on stock-out situations on a world-wide basis.
Data is also one critical component of the forecasting system and bad data is
always responsible for bad forecasts, in line with the GIGO (garbage-in, garbage-out)
principle. Efforts to measure the data accuracy in the system should be done through store
audits, and correlations should be performed between better data accuracy and stock-out
performance of stores. This might give further insight into the drivers of why newer stores
or store where management practices are questionable are having bad stock-out
performance compared to other stores. Availability of store audit data for longer periods of
time for high-moving SKUs will also be useful, as it can be used in the data mining
exercise instead of a derived definition of stock-out through point-of-sale data.
Another research opportunity will be to develop demand forecasting models based
on the data available through the vendor-managed-inventory (VMI) partner. These
forecasting models would help better coordination of supply and demand between the
channel partners and eventually improve the stock-out performance of the retailer,
benefiting both Unilever and RetailerCo.
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Appendix A
STORE
* Incongruence between shelf * Data (bad POS data, * Staffing (insufficient or busy
capacity and replenishment inaccurate records) staff)
frequency * Forecasting (inaccurate * Backroom (congested)
* Product purchasing forecasting, long cycles). * Receiving (receiving errors,
frequencies * Inventory (inaccurate inaccurate records)
* Large number of SKUs in inventory or book- * Shelf replenishment
assortment stocks) (infrequent, late or no shelfing)
* Ordering (no order, late * Planogram (bad execution and
order, wrong order, compliance)
backorders) * Shrinkage (damage, theft)
DISTRIBUTION CENTER
* Data (bad data, * Transportation (shipping,
inaccurate records) loading)
* Forecasting (inaccurate * Receiving (loading errors,
forecast) inaccurate records)
* Inventory (inaccurate * Storage (put away/break pack)
inventory or book- * Replenishment (infrequent, late
stocks) or no replenishment)
* Ordering (no order, late * Lead times (long and
order, wrong order, infrequent)
backorders) * Shrinkage
WHOLESALER/RETAILER HEADQUARTERS
* Assortment (new or * Data (bad data, * Availability (shortage)
discontinued item) inaccurate records)
* Data and communication * Forecasting (inaccurate
* Planogram design and forecasting)
implementation (shelf * Inventory (inaccurate
allocation) forecast)
* Promotions and pricing * Ordering (no order, late
decisions order, wrong order,
* Advertising and display backorders)
planning
* Store layout/service levels
SUPPLIER
* Assortment (new or * Data (bad data, * Availability (packaging, new
discontinued item) inaccurate records) materials and ingredients)
* Data and communication * Forecasting inaccuracy
* Promotions and pricing * Inventory (inaccurate
decisions inventory or book-
* Advertising and display stocks)
planning * Ordering (no order, late
order, wrong order,
backorders)
Table: Root causes of stock-outs (Source: Retail Out-of-Stocks: A Worldwide Examination of
Causes, Rates, and Consumer Responses).
Appendix B
Regression output for aggregate model
SUMMARY OUTPUT
Regression Statistics
Multiple R 0.9811534
R Square 0.962662
Adjusted R Square 0.9616
Standard Error 847.66894
Observations 1015
ANOVA
df SS MS F wignificance F
Regression 3 1.875E+10 6.249E+09 8697.2468 0
Residual 1012 727165146 718542.63
Total 1015 1.948E+10
Coefficients tandard Err t Stat P-value Lower 95% Upper 95% ower 95.09.Upper 95.0%
Intercept 0 #N/A #N/A #N/A #N/A #N/A #N/A #N/A
AVG-SALE (daily) 0.9960181 0.0067325 147.94209 0 0.98280689 1.00922935 0.9828069 1.00922935
XOUT (daily) -0.099991 0.0408817 -2.4458564 0.0146203 -0.1802134 -0.0197682 -0.180213 -0.0197682
Promosales 0.0617571 0.0167213 3.6933238 0.0002332 0.02894475 0.09456945 0.0289448 0.09456945
Regression output for Beauty-Care Model
SUMMARY OUTPUT
Regression Statistics
Multiple R 0.9865461
R Square 0.9732731
Adjusted R Square 0.9719596
Standard Error 600.67697
Observations 805
ANOVA
df SS MS F iignificance F
Regression 3 1.054E+10 3.513E+09 9735.0887 0
Residual 802 289371888 360812.83
Total 805 1.083E+10
Coefficients randard Erro t Stat P-value Lower 95% Upper 95% Lower 95.0%Upper 95.0%
Intercept 0 #N/A #N/A #N/A #N/A #N/A #N/A #N/A
AVG-SALE (daily) 0.996079 0.0064774 153.77849 0 0.9833644 1.0087936 0.9833644 1.0087936
XOUT (daily) -0.023151 0.0614734 -0.3765943 0.7065748 -0.1438183 0.0975172 -0.1438183 0.0975172
Promosales 0.0293072 0.0138832 2.1109839 0.0350826 0.0020555 0.0565589 0.0020555 0.0565589
Regression Output for 'Home Cleaning' Model
SUMMARY OUTPUT
Regression Statistics
Multiple R 0.9739224
R Square 0.9485249
Adjusted R Square 0.9369149
Standard Error 1877.9365
Observations 98
ANOVA
df SS MS F ;ignificance F
Regression 3 6.174E+09 2.058E+09 583.51786 1.321E-60
Residual 95 335031314 3526645.4
Total 98 6.509E+09
Coefficients 'andard Erro t Stat P-value Lower 95% Upper 95% ,ower 95.0%Jpper 95.0%
Intercept 0 #N/A #N/A #N/A #N/A #N/A #N/A #N/A
AVG-SALE (daily) 0.9932821 0.0261856 37.932353 3.488E-59 0.941297 1.0452671 0.941297 1.0452671
XOUT (daily) -0.117473 0.1041884 -1.127509 0.2623671 -0.324314 0.0893668 -0.324314 0.0893668
Promosales 0.1438994 0.0805819 1.7857531 0.0773301 -0.016076 0.3038748 -0.016076 0.3038748
Regression Output for 'Candy and Snacks' Model
SUMMARY OUTPUT
Regression Statistics
Multiple R 0.9983763
R Square 0.9967552
Adjusted R Square 0.9466741
Standard Error 33.815241
Observations 42
ANOVA
df SS MS F Uignificance F
Regression 3 14050328 4683442.7 6143.721 4.5E-51
Residual 40 45738.822 1143.4706
Total 43 14096067
Coefficients andard Errc t Stat P-value Lower 95% Upper 95% 'sower 95.0%ipper 95.0%
Intercept 0 #N/A #N/A #N/A #N/A #N/A #N/A #N/A
AVG-SALE (daily) 1.0015831 0.0095869 104.47368 2.229E-50 0.9822071 1.020959 0.9822071 1.020959
XOUT (daily) -0.15365 0.3148672 -0.487984 0.6282254 -0.790021 0.4827202 -0.790021 0.4827202
Promosales 0 0 65535 #NUM! 0 0 0 0
Regression Output for Food Model
SUM MARY OUTPUT
Regression Statistics
Multiple R 0.9776157
R Square 0.9557325
Adjusted R Square 0.9386133
Standard Error 1241.9192
Observations 63
ANOVA
df SS MS F 'ignificance F
Regression 2 2.031E+09 1.016E+09 658.49239 1.502E-41
Residual 61 94084160 1542363.3
Total 63 2.125E+09
Coefficients andard Errc t Stat P-value Lower 95% Upper 95% ,ower 95.0TUpper 95.0%
Intercept 0 #N/A #N/A #N/A #N/A #N/A #N/A #N/A
AVG-SALE(daily) 0.9890753 0.0283713 34.861878 5.473E-42 0.9323434 1.0458071 0.9323434 1.0458071
Promosales 0.1996158 0.1212749 1.645978 0.1049116 -0.042888 0.4421198 -0.042888 0.4421198
Multiple Regression Output for stock-out model (SAS Output)
Dependent Variable: c2
Number of Observations Read 4046
Number of Observations Used 4046
NOTE: No intercept in model. R-Square is redefined.
Analysis of Variance
Sum of Mean
Source DF Squares Square F Value Pr > F
Model 15 169552 11303 660.19 <.0001
Error 4031 69016 17.12141
Uncorrected Total 4046 238568
Root MSE 4.13780 R-Square 0.7107
Dependent Mean 6.51804 Adj R-Sq 0.7096
Coeff Var 63.48229
Parameter Estimates
Parameter Standard
Variable DF Estimate Error t Value Pr > Itl
avgioh 1 0.11210 0.01288 8.71 <.0001
LO_Income 1 2.37616 0.20094 11.83 <.0001
MED_Income 1 1.63417 0.17050 9.58 <.0001
AF_AM 1 0.69405 0.25183 2.76 0.0059
Mon 1 1.25304 0.23522 5.33 <.0001
Tue 1 1.10127 0.20902 5.27 <.0001
Wed 1 1.58442 0.22969 6.90 <.0001
Thu 1 1.23385 0.23902 5.16 <.0001
Fri 1 1.25574 0.23537 5.34 <.0001
LOsqft 1 1.64213 0.18626 8.82 <.0001
MED_sqft 1 1.62259 0.15245 10.64 <.0001
Distance_gt200 1 1.20535 0.16111 7.48 <.0001
Y01 1 3.94183 0.83031 4.75 <.0001
Y12 1 1.54464 0.38106 4.05 <.0001
Y25 1 1.10347 0.18452 5.98 <.0001
Logistic Regression Model for stock-out (SAS Output)
Model Information
Data Set WORK.FINAL
Response Variable sout
Number of Response Levels 2
Model binary logit
Optimization Technique Fisher's scoring
Number of Observations Read 1549792
Number of Observations Used 1549792
Response Profile
Ordered
Value
1
2
Total
sout Frequency
0 1502985
1 46807
Probability modeled is sout=1.
Model Convergence Status
Convergence criterion (GCONV=1E-8) satisfied.
Model Fit Statistics
Criterion
AIC
SC
-2 Log L
Intercept
Only
419822.20
419834.46
419820.20
Intercept
and
Covariates
416910.95
417057.99
416886.95
Testing Global Null Hypothesis: BETA=O
Test
Likelihood Ratio
Score
Wald
Chi-Square
2933.2527
3851.3052
3518.7291
DF Pr > ChiSq
<.0001
<.0001
<.0001
Analysis of Maximum Likelihood Estimates
Standard Wald
DF Estimate Error Chi-Square
-2.8723
-0.0430
0.0349
0.00198
6756.3331
472.1697
Parameter
Intercept
avgioh
Pr > ChiSq
<.0001
<.0001
LO_Income 1 0.1244 0.0110 127.7259 <.0001
AF AM 1 0.3432 0.0163 443.8481 <.0001
LO_sqft 1 -8.8585 0.0146 12.0144 0.0005
MED_sqft 1 -0.0347 0.0121 8.2341 0.0041
Distance_gt200 1 0.2058 0.0111 344.2978 <.0001
Y01 1 1.6522 0.0446 1373.4473 <.0001
Y12 1 0.1909 0.0287 44.1685 <.0001
Y25 1 0.0850 0.0131 42.1187 <.0001
RCTRACK 1 -0.3631 0.0360 101.5518 <.0001
MARKET 1 -0.3149 0.0606 27.0251 <.0001
Odds Ratio Estimates
Point 95% Wald
Effect Estimate Confidence Limits
avgioh 0.958 0.954 0.962
LO_Income 1.132 1.108 1.157
AF_AM 1.409 1.365 1.455
LO_sqft 0.951 0.924 0.978
MED__sqft 0.966 0.943 0.989
Distance_gt200 1.229 1.202 1.256
Y81 5.218 4.782 5.695
Y12 1.210 1.144 1.280
Y25 1.089 1.061 1.117
RCTRACK 0.696 0.648 0.746
MARKET 0.730 0.648 0.822
Association of Predicted Probabilities and Observed Responses
Percent Concordant 49.0 Somers' D 0.101
Percent Discordant 38.9 Gamma 0.115
Percent Tied 12.2 Tau-a 0.006
Pairs 70350218895 c 0.550
Output of Data Clustering 'K-Means' Algorithm (XL Miner)
Date: 23-Mar-2008 I Ver:
22:19:19 3.2.2.EXLMiner : k-Means Clustering
IDoS Cluster Centers Data Summ.
Predicted Clusters Handom tarts
Inputs
Input data '
# Records in the input data 4046
Input variables normalized No
# Selected Variables 16
RCTRA MARKE FLIPPE Distance
Selected variables Istkout lavgioh IINCOMEIAF AMIMon ITue IWed IThu Fri ISQFT IYEARS CK F TB  T D gt
PamSelected variables s/Option
# C lusters 10
Start Option Random Start
# Starts 1
Seed 12345
# Iterations 15
Show data summary Yes
Show distance from each cluster IYes
Random Starts Summary
1Best Start->
0.5922
0.1141
1,0737"
2.266
2.2413
0.1309
3.1353
7.75904
3.90714
3.40224
0.22872
4.0866(
6.80664
5.3281
7.03657
7.99638
0.79322
6.00282
3.34005
8.26136
7.14763
0.86245
0.24232
0.18692
0.43037
0.70861
0.38456
0.07312
0.57059
0.7577
0.848E
0.79f
0.5534
0.1824
0.996m
0.22E
0.53x
0841
0.807
0.122
0.383
0.557
0.462
0.768
0.876
0.131
0.955
0.962
0.221
0.673
0.27
0.595
0.389
0.174
0.882
0.1095
0.26271
0.429
0.518
0.9650.85521
0.0497
9.853
9.744
11
5.091
0.892
7.865
7.OE
0.736E
5.5955
2.061
3.169g
0.6302
4.756
6.161
0.048
0.446
0.064
0.18
0.9053
0.7596
0.3487
0.0324
0.5701
0.873
0.2507
0.5706
0.3817
0.0394
0.145
0.438
0.4068
0.6116
0.1579
0.5105
0.809 0.7223
0.9043 0.433
0.0519 0.9747
0.8605 0.3054
0.9475 0.354
0.0651 0.6453
0.2254 0.9242
1A., 'Z'A
Cluster centers
Cluster-1 0.36502 -0.0272 0.64782 0 0 1 0 0 0 -0.349 -0.298 0 0 0 0 0
Cluster-2 -0.373908 0.657 -1.0568 1 0 0 0 0 0 -0.31 -0.388 0 0 0 0 0
Cluster-3 -1.605453 9.9748 0.01267 0 1 0 0 0 0 6.2953 -0.945 0 0 0 0 0
Cluster-4 -1.359144 -0.752 -0.1005 0 0 0 0 0 1 0.9373 1.609 0 0 0 0 0
Cluster-5 -1.359144 0.9373 -0.0571 0 0 0 0 0 1 -0.099 -0.303 0 0 0 0 0
Cluster-6 -0.373908 -0.9086 -0.7318 0 0 0 1 0 0 -0.253 2.37 0 0 0 0 0
Cluster-7 -0.620217 -0.3239 -0.8712 0 0 0 0 0 0 -0.555 -0.313 0 0 0 0 0
Cluster-8 -1.359144 -0.6076 0.07307 0 0 0 0 1 0 -0.707 -0.303 0 0 0 0 0
Cluster-9 0.857638 0.0195 -0.6671 0 0 0 0 0 0 1.3882 -0.296 0 0 0 0 0
Cluster-- 0.857638 -0.5245 0.537291 0 1 0 0 0 0 -0.003 -0.308 0 0 0 0 1
Cluster-1 0 2.4351 12.2836 3.36896 2.54209 3.5151 2.1 2.402 2.448 1.9032
Cluster-2 2.435058 0 11.6369 3.37817 2.02489 3.4878 1.457 2.452 2.443 2.9248
Cluster-3 12.28365 11.637 0 12.3437 11.1823 13.281 12.5 12.79 11.45 12.556
Cluster-4 3.368961 3.3782 12.3437 0 2.75417 2.3218 2.871 2.9 3.265 3.5959
Cluster-5 2,542095 2.0249 11.1823 2.75417 0 3.742 2.002 2.185 3.056 3.227
Cluster-6 3.515111 3.4878 13.2812 2.32178 3.74201 0 2.951 3.326 3.631 3.6754
Cluster-7 2.099791 1.4572 12.4959 2.87111 2.00191 2.9511 0 1.594 2.474 2.5522
Cluster-8 2.401734 2.4519 12.7866 2.9001 2.18477 3.3258 1.594 0 3.353 2.9381
Cluster-9 2.447683 2.4426 11.4515 3.26535 3.05625 3.6311 2.474 3.353 0 2.3837
Cluster-10 1.903166 2.9248 12.5559 3.59585 3.22703 3.6754 2.552 2.938 2.384 0
Data summary
Cluster-1
Cluster-2
Cluster-3
Cluster-4
Cluster-5
Cluster-6
Cluster-7
Cluster-8
Cluster-9
Cluster-lO
Overall
952
254
31
141
424
353
840
219
389
443
4046
1.8519
1.9587
5.5828
1.9521
2.0843
2.0163
1.6102
1.7218
2.3549
2.0519
1.9424
Elapsed Time
Oeral (sOcs) 22.
Correlation Matrix for all the variables using for multiple and logistic regression
Stocko vgioh vturn andp, Inco )jIncF_AA Mon Tue Wed Thu Fri _sq EDs nceg CHUA SVIL LTON SVLLRION IAN BOS MOR YO1 Y12 Y25 TRA( FTB ARK PPEi
Stockout 1.00
avgioh -0.22 1.00
Invturns 0.51 -0.05 1.00
Demandperwk -0.46 0.65 -0.73 1.00
LO Income 0.10 -0.01 0.03 -0.03 1.00
MED Income -0.05 -0.02 0.01 -0.03 -0.68 1.00
AF_AM 0.08 0.14 -0.10 0.16 0.28 -0.18 1.00
Mon 0.00 0.01 0.00 0.00 0.00 0.01 0.00 1.00
Tue -0.04 0.01 -0.02 0.02 0.01 -0.03 0.01 -0.24 1.00
Wed 0.03 -0.01 0.02 -0.02 -0.01 0.01 -0.04 -0.18 -0.26 1.00
Thu 0.00 -0.02 0.00 0.00 -0.01 0.02 -0.01 -0.17 -0.24 -0.18 1.00
Fri 0.00 0.05 0.00 0.03 0.01 -0.01 0.03 -0.18 -0.25 -0.19 -0.17 1.00
LO_sqft -0.02 -0.10 -0.02 -0.05 -0.05 0.01 -0.04 -0.02 0.02 0.01 0.01 -0.02 1.00
MEDsqft 0.06 -0.09 0.02 -0.06 0.01 -0.02 0.03 0.00 0.00 -0.01 -0.01 0.01 -0.59 1.00
Distance_gt200 0.12 0.05 0.01 0.03 0.04 -0.03 -0.03 -0.01 -0.02 0.03 0.01 0.00 -0.02 0.02 1.00
ALACHUADC 0.05 0.03 0.00 0.01 0.02 0.03 0.04 0.02 0.00 0.001-0.01 -0.01 0.00,-0.03 0.02 1.00
SCOTTSVILLE D -0.06 0.01 0.04 -0.02 0.04 -0.02 -0.05 0.01 -0.01 0.01 -0.01 -0.01 -0.06 0.02 -0.11 -0.13 1.00
FULTONDC -0.01 -0.08 0.02 -0.07 -0.04 0.06 -0.07 -0.02 0.00 -0.01 0.00 0.04 0.01 -0.01 0.08 -0.11 -0.11 1.00
JONESVILLEDC 0.00 0.02 0.00 0.02 -0.07 0.04 0.07 0.02 -0.01 0.00 -0.02 0.01 -0.04 0.04 -0.14 -0.13 -0.13 -0.11 1.00
MARION DC -0.06 0.01 -0.06 0.04 -0.13 0.06 -0.05 -0.01 0.02 0.00 0.02 -0.03 0.03 -0.03 -0.13 -0 .09 -0.10 -0.08 -0.10 1.00
INDIANOLA 0.12 0.01 0.07 -0.05 0.17 -0.12 0.16 -0.01 -0.02 0.01 0.01 0.03 -0.08 0.03 0.06 -0.12 -0.12 -0.10 -0.12 -0.09 1.00
SOUTH BOSTON -0.06 0.05 -0.04 0.07 -0.06 0.02 0.07 -0.01 -0.01 0.00 0.00 0.01 0.09 -0.02 -0.03 -0.14 -0.14 -0.12 -0.14 -0.10 -0.13 1.00
ARDMOREDC 0.12 -0.01 0.00 -0.01 0.09 -0.12 -0.07 0.00 0.00 0.02 -0.02 0.00 -0.05 0.04 0.29 -0.12 -0.13 -0.11 -0.13 -0.10 -0.12 -0.14 1.00
Y01 0.10 0.08 0.09 -0.02 0.02 -0.03 0.04 0.01 0.00 0.01 -0.02 0.00 -0.04 0.02 0.03 -0.01 -0.03 -0.02 -0.01 0.00  0 0 0.00 0.05 1.00
Y12 0.06 0.09 0.12 -0.03 0.00 0.00 0.06 -0.01 -0.02 0.01 0.01 0.02 -0.08 0.06 0.02 0.02 0.00 -0.05 0.00 -0.01 0.05 -0.04 0.01 -0.01 1.00
Y25 0.10 0.10 0.17 -0.06 -0.02 -0.01 0.03 0.04 -0.07 0.01 0.00 0.02 -0.12 0.12 0.10 0.03 -0.01 -0.09 -(101 -0.02 0.04 0.00 0.04 0.18 -0.08 1.00
RCTRACK 0.06 0.01 0.04 -0.02 0.05 -0.04 0.05 -0.01 -0.02 0.02 -0.01 0.01 -0.08 0.07 0.03 -0.03 0.05 -0.02 -0.02 -0.03 0.05 -0.01 0.03 0.35 0.34 0.03 1.00
FTB 0.10 -0.01 0.11 -0.07 0.00 -0.01 0.05 0.04 -0.07 0.01 0.02 0.00 -0.08 0.14 0.13 0.01 -0.02 -0.07 -0.02 -0.03 0.05 -0.03 0.05 -0.04 0.12 0.58 -0.09 1.00
MARKET -0.05 0.26 0.12 0.07 0.00 -0.01 -0.01 0.00 -0.01 0.00 0.00 0.02 -0.05 -0.11 -0.03 0.02 0.11 -0.01 0.00 -0.03 -0.02 -0.02-0.03 0.09 0.11 0.12 -0.02 -0.05 1.00
FLIPPED -0.01 0.03 -0.01 0.03 -0.03 0.00 0.02 0.00 -0.03-0.01 0.02 0.02 -0.03 -0.01 0.01 0.02 -0.01 0.00 0.00 0.00 -0.02 0.02 -0(.05-0.02 -0.04 0.14 -0.03 -0.11 -0.02 1.00
t-Test Output for Cluster 9
Cluster 9
t-Test: Two-Sample Assuming Unequal Va t-Test: Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Unequal Var t-Test: Two-Sample Assuming Un,
IOH INCOME AM-AM MON
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 16.77354 16.5329 Mean 31067.77 37011.57 Mean 0.123393 0.080326 Mean 0.11054 0.148542
Variance 5.88769 8.028711 Variance 41965059 1.04E+08 Variance 0.108446 0.073892 Variance 0.098574 0.126508
Observatio 389 4046 Observatio 389 4046 Observatio 389 4046 Observatio 389 4046
Hypothesiz 0 Hypothesiz 0 Hypothesiz 0 Hypothesiz 0
df 496 df 592 df 440 df 489
t Stat 1.839149 t Stat -16.25729 t Stat 2.498815 t Stat -2.252338
P(T<=t) on 0.033245 P(T<=t) on 1.04E-49 P(T<=t) on 0.006412 P(T<=t) on 0.012372
t Critical or 2.333889 t Critical on 2.332663 t Critical on 2.334853 t Critical on 2.333998
P(Tc<t) twv 0.066491 P(T<=t) twc 2.09E-49 P(T<=t) twt 0.012825 P(T<=t) twt 0.024744
t Critical tw 2.585778 t Critical tw 2.58416 t Critical tw 2.587049 t Critical tw 2.585921
t-Test: Two-Sample Assuming Unequal Va t-Test Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Unequal Var t-Test: Two-Sample Assuming Un
TUE WED THU FRI
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.197943 0.255314 Mean 0.195373 0.162383 Mean 0.172237 0.139397 Mean 0.151671 0.152249
Variance 0.159171 0.190176 Variance 0.157607 0.136048 Variance 0.142939 0.119995 Variance 0.128998 0.129101
Observatio 389 4046 Observatio 389 4046 Observatio 389 4046 Observatio 389 4046
Hypothesiz 0 Hypothesiz 0 Hypothesiz 0 Hypothesiz 0
df 482 df 455 df 453 df 466
t Stat -2.686077 t Stat 1.574918 t Stat 1.647945 t Stat -0.030325
P(T<=t) on 0.00374 P(T<=t) on. 0.057985 P(T<=t) on. 0.050029 P(T<=t) on 0.48791
tCritical or 2.334109 t Critical on 2.334571 t Critical on 2.334608 t Critical on 2.334377
P(T<=t) two 0.007479 P(T<=t) twc 0.11597 P(T<=t) twe 0.100057 P(T<=t) twc 0.975821
t Critical tw 2.586068 t Critical tw 2.586678 t Critical tw 2.586726 t Critical tw 2.5886421
t-Test: Two-Sample Assuming Unequal Va t-Test: Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Unequal Var t-Test: Two-Sample Assuming Un,
SOFT YEARS IN OP DISTANCE GT 200 RACETRACK
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 11496.06 8705.98 Mean 9.058844 11.2147 Mean 0.228792 0.210331 Mean 0.059126 0.023974
Variance 15941930 7636120 Variance 31.56968 66.64207 Variance 0.176901 0.166133 Variance 0.055773 0.023405
Observatio 389 4046 Observatio 389 4046 Observatio 389 4046 Observatio 389 4046
Hypothesiz 0 Hypothesiz 0 Hypothesiz 0 Hypothesiz 0
df 424 df 559 df 461 df 420
t Stat 13.4755 t Stat -6.899754 t Stat 0.829056 t Stat 2.878179
P(T<=t) on 5.32E-35 P(T<=t) on 7.08E-12 P(T<=t) on 0.203751 P(T<=t) on 0.002102
t Critical or 2.335175 t Critical on 2.333037 t Critical on 2.334464 t Critical on 2.335259
P(T<=t) twr 1.06E-34 P(T<=t) tw( 1.42E-11 P(T<--t) twt 0.407502 P(T<=t) twc 0.004204
t Critical tw 2.587474 t Critical tw 2.584653 t Critical tw 2.586536 t Critical tw 2.587586
t-Test: Two-Sample Assuming Unequal Va t-Test: Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Unequal Var t-Test: Two-Sample Assuming Un,
FTB MARKET FLIPPED TRADITIONAL
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.403423 0.233317 Mean 0.041131 0.009639 Mean 0.041131 0.037815 Mean 0.637532 0.695255
Variance 9.005466 0.178924 Variance 0.039541 0.009549 Variance 0.039541 0.036394 Variance 0.23168 0.211928
Observatio 835 4046 Observatio 389 4046 Observatlo 389 4046 Observatio 389 4046
Hypothesiz 0 Hypothesiz 0 Hypothesiz 0 Hypothesiz 0
df 841 df 406 df 459 df 459
t Stat 1.634643 t Stat 3.087925 t Stat 0.315246 t Stat -2.267623
P(T<=t) on. 0.051249 P(T<=t) on, 0.001077 P(T<=t) on. 0.376359 P(T<=t) on 0.011908
t Critical or 2.33079 t Critical on 2.335568 t Critical on 2.334499 t Critical on 2.334499
P(T<-t) tw 0.102498 P(T<=t) twc 0.002154 P(T<=-t) tw 0.752718 P(T<=t) tw( 0.023816
t Critical tw 2.581688 t Critical tw 2.587993 t Critical tw 2.586583 t Critical tw 2.586583
t-Test: Two-Sample Assuming Unequal Variances
SUN
Cluster Population
Mean 0.172237 0.142116
Variance 0.142939 0.121949
Observatio 389 4046
Hypothesiz 0
df 454
t Stat 1.510596
P(T<=t) on. 0.065794
t Critical or 2.334589
P(T<=t) two 0.131587
t Critical tw 2.586702
t-Test Output for Cluster 10
Cluster 10
t-Test: Two-Sample Assuming Unequal Va t-Test: Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Unequal Var t-Test Two-Sample Assuming Un,
IOH INCOME AF-AM MON
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 15.16595 16.5329 Mean 39939.78 37011.57 Mean 0.036117 0.080326 Mean 0.435666 0.148542
Variance 1.982524 8.028711 Variance 82669316 1.04E+08 Variance 0.034892 0.073892 Variance 0.246417 0.126508
Observatio 443 4046 Observatio 443 4046 Observatio 443 4046 Observatio 443 4046
Hypothesiz 0 Hypothesiz 0 Hypothesiz 0 Hypothesiz 0
df 902 df 571 df 667 df 493
t Stat -17.00791 t Stat 6.353655 t Stat -4.488146 t Stat 11.84569
P(T<=t) on 8.85E-57 P(T<=t) on 2.15E-10 P(T<=t) on 4.23E-06 P(T<=t) on 5.82E-29
t Critical or 2.330489 t Critical on 2.332896 t Critical or 2.331952 t Critical on 2.333935
P(T<=t) twt 1.77E-56 P(T<=t) twi 4.3E-10 P(T<=t) tw 8.46E-06 P(T<=t) tw( 1.16E-28
t Critical tw 2.581291 t Critical tw 2.584467 t Critical tw 2.58322 t Critical tw 2.585838
t-Test Two-Sample Assuming Unequal Va t-Test: Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Unequal Var t-Test Two-Sample Assuming Un.
TUE WED THU FRI
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.045147 0.255314 Mean 0.164786 0.162383 Mean 0.103837 0.139397 Mean 0.117381 0.152249
Variance 0.043206 0.190176 Variance 0.137943 0.136048 Variance 0.093266 0.119995 Variance 0.103837 0.129101
Observatio 443 4046 Observatio 443 4046 Observatio 443 4046 Observatio 443 4046
Hypothesiz 0 Hypothesiz 0 Hypothesiz 0 Hypothesiz 0
df 947 df 542 df 574 df 569
t Stat -17.48155 t Stat 0.129369 t Stat -2.294446 t Stat -2.13665
P(T<=t) on 8.02E-60 P(T<=t) on 0.448557 P(T<=t) on 0.011063 P(T<=t) on 0.016526
t Critical or 2.330292 t Critical on 2.333248 t Critical or 2.332862 t Critical on 2.332919
P(T<=t) twm 1.6E-59 P(T<=t) tw 0.897114 P(T<=--t) twi 0.022125 P(T<=t) twM 0.033052
t Critical tw 2.581031 t Critical tw 2.584931 t Critical tw 2.584422 t Critical tw 2.584497
t-Test: Two-Sample Assuming Unequal Va t-Test: Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Unequal Var t-Test Two-Sample Assuming Un,
SOFT YEARS IN OP DISTANCE GT 200 RACETRACK
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 8179.779 8705.98 Mean 8.285117 11.2147 Mean 0.568849 0.210331 Mean 0.029345 0.023974
Variance 1312120 7636120 Variance 23.40092 66.64207 Variance 0.245815 0.166133 Variance 0.028549 0.023405
Observatio 443 4046 Observatio 443 4046 Observatio 443 4046 Observatio 443 4046
Hypothesiz 0 Hypothesiz 0 Hypothesiz 0 Hypothesiz 0
df 1134 df 753 df 510 df 524
t Stat -7.556411 t Stat -11.12896 t Stat 14.6861 t Stat 0.64092
P(T<=t) on 4.26E-14 P(T<=t) on 4.84E-27 P(T<=t) on 2.81E-41 P(T<=t) on, 0260927
t Critical or 2.329641 t Critical on 2.33131 t Critical or 2.333682 t Critical on 2.333485
P(T<=t) twi 8.51E-14 P(T<=t) twM 9.69E-27 P(T<=t) twm 5.62E-41 P(T<=t) tw 0.521855
t Critical tw 2.580172 t Critical tw 2.582374 t Critical tw 2.585504 t Critical tw 2.585244
t-Test: Two-Sample Assuming Unequal Va t-Test: Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Unequal Var t-Test: Two-Sample Assuming Un,
FTB MARKET FLIPPED TRADITIONAL
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.370203 0.233317 Mean 0.002257 0.009639 Mean 0.054176 0.037815 Mean 0.544018 0.695255
Variance 0.23368 0.178924 Variance 0.002257 0.009549 Variance 0.051357 0.036394 Variance 0.248624 0.211928
Observatio 443 4046 Observatio 443 4046 Observatio 443 4046 Observatio 443 4046
Hypothesiz 0 Hypothesiz 0 Hypothesiz 0 Hypothesiz 0
df 519 df 925 df 513 df 528
t Stat 5.724918 t Stat -2.703476 t Stat 1.463807 t Stat -6.105364
P(T<=t) on 8.76E-09 P(T<=t) on. 0.003494 P(T<=t) on 0.07193 P(T<=t) on 9.94E-10
t Critical or 2.333554 t Critical on 2.330386 t Critical or 2.333639 t Critical on 2.333431
P(T<=t) tw' 1.75E-08 P(T<=t) tw' 0.006988 P(T<=t) tw 0.143859 P(T<=t)w tw 1.99E-09
t Critical tw 2.585335 t Critical tw 2.581155 t Critical tw 2.585447 t Critical tw 2.585173
t-Test: Two-Sample Assuming Unequal Variances
SUN
Cluster Population
Mean 0.133183 0.142116
Variance 0.115706 0.121949
Observatio 443 4046
Hypothesiz 0
df 549
t Stat -0.523356
P(T<=t) on. 0.300469
t Critical or 2.333159
P(T<=t) twt 0.600938
t Critical tw 2.584814
t-Test Output for Cluster 5
Cluster 5
t-Test: Two-Sample Assuming Unequal Varianc t-Test: Two-Sample Assuming Unequal Varia t-Test: Two-Sample Assuming Unequal Varit-Test: Two-Sample Assuming Un.
IOH Income TUE THU
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 20.08207 16.5329 Mean 40849.72 37011.57 Mean 0.158019 0.255314 Mean 0.183315 0.139397
Variance 8.603241 8.028711 Variance 65694803 1.04E+08 Variance 0.133363 0.190176 Variance 3.636925 0.119995
Observations 424 4046 Observations 424 4046 Observatio 424 4046 Observatio 426 4046
Hypothesized Iv 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 509 df 574 df 558 df 428
t Stat 23.7803 t Stat 9.028321 t Stat -5.116966 t Stat 0.474486
P(T<=t) one-tail 6.36E-85 P(T<=t) one-i 1.31 E-18 P(T<=t) on. 2.14E-07 P(T<=t) on 0.317698
t Critical one-tai 2.333696 t Critical one- 2.332862 t Critical or 2.333049 t Critical or 2.335092
P(T<=t) two-tail 1.27E-84 P(T<=t) two-t 2.63E-18 P(T<=t) twr 4.28E-07 P(T<=t) to 0.635396
t Critical two-tail 2.585523 t Critical two-f 2.584422 t Critical tw 2.584669 t Critical tw 2.587365
t-Test: Two-Sample Assuming Unequal Varianc t-Test: Two-Sample Assuming Unequal Variait-Test: Two-Sample Assuming Unequal Vari; t-Test: Two-Sample Assuming Un,
MON AFAM WED FRI
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.141509 0.148542 Mean 0.061321 0.080326 Mean 0.136792 0.162383 Mean 0.370283 0.152249
Variance 0.121772 0.126508 Variance 0.057697 0.073892 Variance 0.118359 0.136048 Variance 0.233725 0.129101
Observations 424 4046 Observations 424 4046 Observatio 424 4046 Observatio 424 4046
Hypothesized IV 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 519 df 543 df 530 df 473
t Stat -0.394066 t Stat -1.529819 t Stat -1.446961 t stat 9.028911
P(T<=t) one-tail 0.346847 P(T<--t) one-t 0.063322 P(T<--t) on, 0.07425 P(T<-t) on 2.2E-18
t Critical one-tai 2.333554 t Critical one- 2.333235 t Critical or 2.333404 t Critical or 2.334257
P(T<=t) two-tail 0.693694 P(T<=t) two-t 0.126644 P(T<=t) tw( 0.148499 P(T<=t) to 4.4E-18
t Critical two-tail 2.585335 t Critical two-1 2.584914 t Critical tw 2.585137 t Critical tw 2.586263
t-Test: Two-Sample Assuming Unequal Varianc t-Test: Two-Sample Assuming Unequal Varia t-Test: Two-Sample Assuming Unequal Var t-Test: Two-Sample Assuming Un.
Distance GT 200 RACETRACK FTB FLIPPED
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.221698 0.210331 Mean 0.021226 0.023974 Mean 0.226415 0.233317 Mean 0.070755 0.037815
Variance 0.172956 0.166133 Variance 0.020825 0.023405 Variance 0.175565 0.178924 Variance 0.065904 0.036394
Observations 424 4046 Observations 424 4046 Observatio 424 4046 Observatio 424 4046
Hypothesized IV 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 512 df 528 df 518 df 473
t Stat 0.536452 t Stat -0.37086 t Stat -0.322395 t Stat 2.568793
P(T<=t) one-tail 0.295939 P(T<=t) one-t 0.355445 P(T<=t) on 0.373642 P(T<--t) on 0.005255
t Critical one-tai 2.333653 t Critical one- 2.333431 t Critical or 2.333568 t Critical or 2.334257
P(T<t) two-tail 0.591879 P(T<=t) two-t 0.71089 P(T<--t) twc 0.747283 P(T<=t) t_ 0.010511
t Critical two-tail 2.585466 t Critical two-I 2.585173 t Critical tw 2.5865354 t Critical tw 2.586263
t-Test: Two-Sample Assuming Unequal Varianc 1t-Test: Two-Sample Assuming Unequal Varia t-Test: Two-Sample Assuming Unequal Varit-Test: Two-Sample Assuming Un.
SOFT YEARS TRADITIONAL SUN
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 8870.868 8705.98 Mean 9.621575 11.2147 Mean 0.669811 0.695255 Mean 0.101415 0.142116
Variance 3432660 7636120 Variance 27.52504 66.64207 Variance 0.221687 0.211928 Variance 0.091346 0.121949
Observations 424 4046 Observations 424 4046 Observatio 424 4046 Observatio 424 4046
Hypothesized IV 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 640 df 660 df 511 df 549
t Stat 1.650267 t Stat -5.584272 t Stat -1.060848 t Stat -2.597202
P(T<=t) one-tail 0.049689 P(T<=t) one-1 1.72E-08 P(T<=t) on. 0.14463 P(T<=t) on 0.004825
t Critical one-tai 2.332188 t Critical one- 2.332011 t Critical or 2.333667 t Critical or 2.333159
P(T<=t) two-tail 0.099379 P(T<=t) two-t 3.43E-08 P(T<=t) tw 0.28926 P(T<=t) tw 0.009651
t Critical two-tail 2.583533 t Critical two-I 2.583299 t Critical tw 2.5854865 t Critical tw 2.584814
t-Test: Two-Sample Assuming Unequal Variances
MARKET
Cluster Population
Mean 0.011792 0.009639
Variance 0.011681 0.009549
Observations 424 4046
Hypothesized FI 0
df 498
t Stat 0.393733
P(T<=t) one-tail 0.346974
t Critical one-tai 2.333859
P(T<=t) two-tail 0.693947
t Critical two-tail 2.585738
t-Test Output for Cluster 4
Cluster 4
t-Test: Two-Sample Assuming Unequal Varianct-Test: Two-Sample Assuming Unequal Variat-Test: Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Un,
IOH Income AFAM MON
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 16.1639 16.5329 Mean 36176.7 37011.57 Mean 0.021277 0.080326 Mean 0.12766 0.148542
Variance 3.287096 8.028711 Variance 66733905 1.04E+08 Variance 0.020973 0.073892 Variance 0.112158 0.126508
Observations 141 4046 Observations 141 4046 Observatio 141 4046 Observatio 141 4046
Hypothesized Ni 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 165 df 156 df 176 df 151
t Stat -2.319998 t Stat -1.181765 t Stat -4.569328 t Stat -0.72627
P(T<=t) one-tail 0.010783 P(T<=t) one-I 0.119549 P(T<=--t) on. 4.59E-06 P(T<=t) on 0.234399
tCritical one-tai 2.34916 t Critical one- 2.350489 t Critical or 2.347722 t Critical or 2.351297
P(T<=t) two-tail 0.021566 P(T<=t) two-t 0.239097 P(T<--t) twt 9.18E-06 P(T<--t) twi 0.468797
t Critical two-tail 2.605954 t Critical two-1 2.607712 t Critical tw 2.604052 t Critical tw 2.60878
t-Test: Two-Sample Assuming Unequal Varianc t-Test: Two-Sample Assuming Unequal Varia t-Test: Two-Sample Assuming Unequal Vari; t-Test: Two-Sample Assuming Un.
TUE WED THU FRI
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.141844 0.255314 Mean 0.078014 0.162383 Mean 0.099291 0.139397 Mean 0.411348 0.152249
Variance 0.122594 0.190176 Variance 0.072442 0.136048 Variance 0.090071 0.119995 Variance 0.24387 0.129101
Observations 141 4046 Observations 141 4046 Observatio 141 4046 Observatio 141 4046
Hypothesized IV 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 156 df 159 df 153 df 145
t Stat -3.748206 t Stat -3.606026 t Stat -1.551221 t Stat 6.173411
P(T<=t) one-tail 0.000125 P(T<=t) one-t 0.000208 P(T<=--t) on. 0.061457 P(T<--t) on 3.18E-09
t Critical one-tai 2.350489 t Critical one- 2.350029 t Critical or 2.350967 t Critical or 2.35234
P(T<=t) two-tail 0.00025 P(T<=t) two-t 0.000416 P(T<--t) tw 0.122915 P(T<=t) twi 6.36E-09
t Critical two-tail 2.607712 t Critical two-1 2.607103 t Critical tw 2.608344 t Critical tw 2.610161
t-Test: Two-Sample Assuming Unequal Varianc t-Test: Two-Sample Assuming Unequal Varia t-Test: Two-Sample Assuming Unequal Vari t-Test: Two-Sample Assuming Un.
SOFT YEARS DISTANCEGT200 RACETRACK
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 10198.79 8705.98 Mean 23.92645 11.2147 Mean 0.085106 0.210331 Mean 0.035461 0.023974
Variance 3312873 7636120 Variance 31.12562 66.64207 Variance 0.078419 0.166133 Variance 0.034448 0.023405
Observations 141 4046 Observations 141 4046 Observatio 141 4046 Observatio 141 4046
Hypothesized IV 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 163 df 162 df 161 df 147
t Stat 9.369866 t Stat 26.09936 t Stat -5.124134 t Stat 0.726344
P(T<=t) one-tail 2.93E-17 P(T<=t) one-t 3.25E-60 P(T<--t) on. 4.23E-07 P(T<=t) on 0.234392
t Critical one-tai 2.349442 t Critical one- 2.349586 t Critical or 2.349732 t Critical or 2.351983
P(T<=t) two-tail 5.85E-17 P(T<=t) two-t 6.51E-60 P(T<=t) twi 8.47E-07 P(T<--t) tw 0.468783
t Critical two-tail 2.606328 t Critical two-1 2.606518 t Critical tw 2.606711 t Critical tw 2.609688
t-Test: Two-Sample Assuming Unequal Varianc t-Test: Two-Sample Assuming Unequal Variast-Test: Two-Sample Assuming Unequal Var' t-Test: Two-Sample Assuming Un.
FTB MARKET FLIPPED TRADITIONAL
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.092199 0.233317 Mean 0.014184 0.009639 Mean 0.014184 0.037815 Mean 0.843972 0.695255
Variance 0.084296 0.178924 Variance 0.014083 0.009549 Variance 0.014083 0.036394 Variance 0.132624 0.211928
Observations 141 4046 Observations 141 4046 Observatio 141 4046 Observatio 141 4046
Hypothesized IV 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 161 df 147 df 166 df 166
t Stat -5.56921 t Stat 0.449518 t Stat -2.264711 t Stat 4.71945
P(T<=t) one-tail 5.26E-08 P(T<=t) one-t 0.32686 P(T<=t) on, 0.012412 P(T<=t) on 2.61E-06
t Critical one-tai 2.349732 t Critical one- 2.351983 t Critical or 2.349021 t Critical or 2.350489
P(T<=t) two-tail 1.05E-07 P(T<=t) two-t 0.65372 P(T<--t) twt 0.024824 P(T<=t) twi 5.22E-06
tCritical two-tail 2.606711 t Critical two-i 2.609688 t1 Critical tw 2.60577 t1 Critical tw 2.607712
t-Test: Two-Sample Assuming Unequal Variances
SUN
Cluster Populalon
Mean 0.141844 0.142116
Variance 0.122594 0.121949
Observations 141 4046
Hypothesized IV 0
df 150
t Stat -0.009059
P(T<t) one-tail 0.496392
t Critical one-tai 2.351465
P(T<=t) two-tail 0.992784
t Critical two-tail 2.609003
t-Test Output for Cluster 8
Cluster8
t-Test: Two-Sample Assuming Unequal Varianc t-Test Two-Sample Assuming Unequal Varia t-Test: Two-Sample Assuming Unequal Vard t-Test: Two-Sample Assuming Un.
IOH Income AFAM Mon
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 15.46202 16.5329 Mean 42421.99 37011.57 Mean 0.009132 0.080326 Mean 0.068493 0.148542
Variance 1.63835 8.028711 Variance 48913830 1.04E+08 Variance 0.009091 0.073892 Variance 0.064095 0.126508
Observations 219 4046 Observations 219 4046 Observatio 219 4046 Observatio 219 4046
Hypothesized N 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 348 df 271 dt 447 df 267
t Stat -11.00703 t Stat 10.83949 t Stat -9.208574 t Stat -4.447581
P(T<=t) one-tail 1.11E-24 P(T<=t) one-t 2.79E-23 P(T<=t) on. 6.44E-19 P(T<=t) on 6.38E-06
t Critical one-tai 2.337111 t Critical one- 2.340186 t Critical or 2.334719 t Critical or 2.340395
P(T<.t) two-tail 2.22E-24 P(T<=t) two-t 5.58E-23 P(T<--t) tw 1.29E-18 P(T<mt) twF 1.28E-05
tCritical two-tail 2.590031 t Critical two-1 2.594092 t Critical tw 2.588873 t Critical tw 2.594368
t-Test: Two-Sample Assuming Unequal Varianct-Test: Two-Sample Assuming Unequal Varia t-Test: Two-Sample Assuming Unequal Varit-Test: Two-Sample Assuming Un,
TUE WED THU FRI
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.050228 0.255314 Mean 0.13242 0.162383 Mean 0.598174 0.139397 Mean 0.031963 0.152249
Variance 0.047924 0.190176 Variance 0.115412 0.136048 Variance 0.241465 0.119995 Variance 0.031084 0.129101
Observations 219 4046 Observations 219 4046 Observatio 219 4046 Observatio 219 4046
Hypothesized N 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 321 df 247 df 230 df 326
t Stat -12.57849 t Stat -1.265446 t Stat 13.6343 t Stat -9.122943
P(T<=t) one-tail 4.51E-30 P(T<--t) one-t 0.103452 P(T<-t) on. 1.02E-31 P(T<=t) on 3.88E-18
t Critical one-tai 2.338021 t Critical one- 2.34154 t Critical or 2.34267 t Critical or 2.337841
P(T<=t) two-tail 9.01E-30 P(T<--t) two-t 0.206904 P(T<--t) tw 2.04E-31 P(T<at) tw' 7.76E-18
t Critical two-tail 2.591232 t Critical two-1 2.59588 t Critical tw 2.597374 t Critical tw 2.590994
t-Test: Two-Sample Assuming Unequal Varianct-Test: Two-Sample Assuming Unequal Varia. t-Test: Two-Sample Assuming Unequal Varit-Test: Two-Sample Assuming Un,
SOFT YEARS DISTANCEGT200 Racetrack
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 7676.932 8705.98 Mean 9.981673 11.2147 Mean 0.187215 0.210331 Mean 0.009132 0.023974
Variance 1307281 7636120 Variance 23.8994 66.64207 Variance 0.152863 0.166133 Variance 0.009091 0.023405
Observations 219 4046 Observations 219 4046 Observatio 219 4046 Observatio 219 4046
Hypothesized V 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 376 df 288 df 244 df 283
t Stat -11.6096 t Stat -3.479164 t Stat -0.850319 t Stal -2.158169
P(T<=t) one-tail 3.86E-27 P(T<=t) one-I 0.00029 P(T<--t) on. 0.197991 P(T<ct) on 0.015878
t Critical one-tai 2.336306 t Critical one- 2.339365 t Critical or 2.341727 t Critical or 2.339596
P(T<=t) two-tail 7.71E-27 P(T<=--t) two-t 0.000581 P(T<=t) twi 0.395982 P(T<=t) tw 0.031756
t Critical two-tail 2.588968 t Critical two-1 2.593008 t Critical tw 2.596128 t Critical tw 2.593313
t-Test: Two-Sample Assuming Unequal Varianc t-Test: Two-Sample Assuming Unequal Variait-Test: Two-Sample Assuming Unequal Varit-Test: Two-Sample Assuming Un.
FTB MARKET FLIPPED TRADITIONAL
Cluster Population Cluster Population Cluster Population Cluster Population
Mean 0.232877 0.233317 Mean 0 0.009639 Mean 0.045662 0.037815 Mean 0.712329 0.695255
Variance 0.179465 0.178924 Variance 0 0.009549 Variance 0.043777 0.036394 Variance 0.206866 0.211928
Observations 219 4046 Observations 219 4046 Observatio 219 4046 Observatio 219 4046
Hypothesized IV 0 Hypothesized 0 Hypothesiz 0 Hypothesiz 0
df 242 df 4045 df 238 df 243
t Stat -0.014977 t Stat -6.27454 t Stat 0.54293 t Stat 0.542007
P(T<=t) one-tail 0.494032 P(T<=t) one-I 1.94E-10 P(T<-t) on 0.293843 P(T<=t) on 0.294155
t Critical one-tal 2.341855 t Critical one- 2.32727 t Critical or 2.342118 t Critical or 2.341791
P(T<=t) two-tail 0.988063 P(T<--t) two-t 3.88E-10 P(T<--t) twi 0.587686 P(T<=t) twi 0.58831
t Critical two-tail 2.596297 t Critical two-I 2.577045 t Critical tw 2.596644 t Critical tw 2.596212
t-Test: Two-Sample Assuming Unequal Variances
SUN
Cluster Population
Mean 0.118721 0.142116
Variance 0.105107 0.121949
Observations 219 4046
Hypothesized IV 0
df 246
t Stat -1.035832
P(T<=t) one-tail 0.150649
t Critical one-tai 2.341602
P(T<=t) two-tail 0.301298
t Critical two-tail 2.595962
