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Abstract
There lies a latent danger in utilizing some known mathematical results in ecol-
ogy. Some results do not apply to the problem at hand. We identify one such trend.
Based on a couple of theorems in mathematical statistics, Link (2013) cautions ecolo-
gists about the inappropriateness of using the discrete uniform prior in their analysis
under certain conditions and instead recommends the routine use of the scale prior
during analysis. This recommendation is been absorbed immediately and widely
among ecologists. In this study, we consider the two fundamental capture-recapture
models used widely in ecology, M0 and Mh, and derive conditions for posterior pro-
priety by examining the behavior of the right tail of the posterior distributions of
animal population size N in a Bayesian analysis. We demonstrate that both these
likelihoods are far more efficient than the ones considered in Link (2013). We argue
that no particularly prescriptive approach should be adopted by ecologists in regard
to choosing priors of the fear of posterior impropriety. Instead, we recommend the
efficient construction of likelihoods for the problem and data on hand, choosing pri-
ors based existing knowledge of a parameter of interest and encourage examining
posterior propriety by asymptotic arguments as demonstrated in this study.
1 Introduction
Mathematics has played a crucial role in the development of concepts in ecology over the
past 50 years. However, as noted earlier by May (2004), there lies a latent danger in
utilizing some known mathematical results in the life sciences. This can happen because
as a closed form of study, the rules defined by mathematics lead to impenetrable results.
The tightness of these results can sometimes impart a fear on practicing biologists if the
applicability of such mathematical results are not critically assessed against the problem
at hand. As a result some of these mathematical results may sometimes mislead, rather
than lead, empiricists, and is not desirable. Here, we identify one such instance.
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In this study we take up a specific example in statistical ecology of a recently published
study by Link (2013). In this study, Link (2013) discusses certain oddities of using the
discrete uniform prior (∝ 1) in the Bayesian data analysis of the estimation of animal
abundance N . Link (2013) discusses how, under certain conditions, the discrete uniform
prior yields an improper posterior distribution of N and also shows how this prior can
lead to “Bayesian stupefaction” - an counter-intuitive process where an increase in data
or samples leads to poorer knowledge. Based on these oddities, Link (2013) recommends
ecologists to routinely use the scale prior (∝ 1/N) over the discrete uniform prior (∝ 1) in
the Bayesian analysis of such abundance estimation problems, to avoid these oddities.
Following this recommendation, several studies henceforth have immediately adopted
new practices. To name a few: Augustine et al. (2014) have utilised this recommendation
in attempting to find ways of removing biases associated with behavioural responses in
hair snare mark-recapture surveys, Bonner and Schofield (2014) utilise this recommenda-
tion while exploring the use of Monte Carlo integration within MCMC in mark-recapture
problems, Broms et al. (2015) utilise it in estimating Hill numbers for biodiversity studies,
Conn et al. (2015) whets the use of the scale prior in constructing spatiotemporal statis-
tical models for abundance estimation cautioning against impropriety of the posteriors,
and, Gerber and Parmenter (2015) use the recommendation in evaluating spatial capture-
recapture estimators in known small mammal densities. We worry, however, whether all
of these studies have critically assessed whether the findings of Link (2013) apply to their
particular problems or not.
The basis for the recommendations made in Link (2013) lay in theorems developed in
two mathematical papers describing certain features of specific versions of the binomial (see
Kahn, 1987) and multinomial (see York and Madigan, 1992) likelihoods, respectively. The
mathematical results from these studies, specifically about conditions on the prior causing
improper posterior distributions, form the basis for the conclusions of Link (2013). Impro-
priety of a posterior distribution means that the posterior distribution does not integrate
to one and this causes problems in interpreting posteriors. However, the likelihoods used
in Kahn (1987) and York and Madigan (1992) are rarely used in the abundance estimation
problems in ecology. Hence, we are concerned that the recommendation made by Link
(2013) may not be relevant to some of the applications discussed above.
Here we take up two basic capture-recapture models that are used widely in ecology,M0
and Mh (Otis et al., 1978), and assess, independently, the particular concern of posterior
propriety of the parameter of central interest to us, animal abundance N . In specific, we:
1. Compare and contrast the Kahn (1987) likelihood with the M0 likelihood.
2. Compare and contrast the York and Madigan (1992) likelihood with a specific version
of the Mh model likelihood.
3. Derive two novel theorems of propriety for the M0 and Mh likelihoods, respectively,
by examining the asymptotic (when N is large) behavior of these functions. For
such an examination, we employ the Big-O notation, that is widely used in computer
science and complexity theory (Knuth, 1976).
4. Discuss the broader relevance of these theorems to practicing ecologists.
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2 Methods
The arguments of propriety posed by Link (2013) are based on two fundamental theorems
derived in Kahn (1987) and York and Madigan (1992), respectively. In essence, the con-
ditions of propriety discussed in Kahn (1987), which is based on a version of the binomial
model, find simple extensions to York and Madigan (1992), which is based on a version
of the multinomial model. Rather than going into the details and investigating particular
aspects of Link (2013) note, we directly consider the models utilized in Kahn (1987) and
York and Madigan (1992), respectively, discuss their relevance to ecology (particularly in
light of models developed in the animal abundance estimation literature) and develop our
arguments from thereon.
2.1 Comparing models of Kahn (1987) and the classicalM0 model
Let N be the total number of animals in the study that we are interested to estimate and
let p be the capture probability of each of these animals on any of K sampling occasions.
In the development of Kahn (1987) we have, N1, N2, . . . NK as iid binomial (N, p) random
variables. If the observations are n1, n2, . . . nK , then the likelihood is
L(N, p; {nj}) ∝ p[
∑K
j=1 nj ] × (1− p)[KN−
∑K
j=1 nj ] ×
K∏
j=1
N !
(N − nj)! , (1)
since the probability of the observations n1, n2, . . . nK is given by
P (n1, n2, . . . , nK |N, p) = p[
∑K
j=1 nj ] × (1− p)[KN−
∑K
j=1 nj ] ×
K∏
j=1
N !
nj!(N − nj)!
= pn. × (1− p)[KN−n.] ×
K∏
j=1
N !
nj !(N − nj)! . (2)
where n. =
∑K
j=1 nj and nj is the number of captures on occasion j.
Now consider the capture-recapture M0 model where again we have only two parame-
ters, p and N just as above. Let
yij =
{
1 if animal i is captured on occasion j;
0 otherwise.
Here {yij} (1 ≤ i ≤ N , 1 ≤ j ≤ K) is the capture-recapture history of all the animals. We
further assume that MK+1 distinct animals are captured at least once, so that N −MK+1
animals exhibit a string of 0s as their capture histories. The joint probability distribution
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of the entire capture-recapture history takes the form
P ({yij}|N, p) =
(
N
MK+1
)
(1− p)K(N−MK+1)
MK+1∏
i=1
K∏
j=1
pyij (1− p)1−yij
=
N !
[N −MK+1]![MK+1]! (1− p)
K(N−MK+1)
K∏
j=1
pnj(1− p)MK+1−nj
=
N !
[N −MK+1]![MK+1]!p
n.(1− p)KN−n., (3)
where n. =
∑K
j=1 nj and nj =
∑MK+1
i=1 yij is the number of captures on occasion j.
From the two likelihoods (2 and 3 estimating (N, p)) we observe that the powers associ-
ated with p and 1− p between the two models is exactly the same. So, qualitatively, pˆ and
Nˆ can be estimated in the same way. That is, by substituting the expression pˆ = n./KN ,
which is just the number of captures divided by the number of opportunities for capture,
into the likelihood function and simply maximizing with respect to N . This yields the
MLE Nˆ for population size - the parameter we are mainly interested in.
However, there exists a difference in the structure of the combinatorial terms. In the
M0 model of Otis et al. (1978), we are paying particular attention to the total number
of individuals observed in the study (MK+1), which is ignored in (2) of the Kahn (1987)
model. The idea is that as K increases, MK+1 also increases and this will continue until
MK+1 = N after which the increase in K will not matter. With the same idea, the
cumulative probability, P = 1 − (1 − p)K which is the probability of an individual being
caught at least once, increases as K increases, leading ultimately to the situation that when
P = 1, MK+1 = N . This additional piece of information about the individuals captured
MK+1, is lost in (2).
Owing to such differences in the model structure itself, we may presume that the likeli-
hood construction in Kahn (1987) simply does not efficiently make use of all the information
that might be available in data as standard capture-recapture models (Otis et al., 1978;
Williams et al., 2002) do, or even for that matter, the basic M0 model. Therefore, we
may argue that when such an inefficient likelihood with parameter identifiability issues,
such as (2), is used, we may naturally expect a greater influence of the choice of the prior
distribution in determining posteriors during a Bayesian analysis.
2.2 Comparing the conditions for propriety in the Kahn (1987)
model relative to the M0 model
Both the models (2) and (3) aim at estimating N and p from specifically obtained data. A
Bayesian analysis of this problem will involve specifying priors for N and p. The question
we are interested in, and brought to light by Link (2013), is when a particular prior
model is specified for p, what should be the prior model we should specify for N , so
that the posterior distribution for N is proper. In particular, we are interested to find
propriety conditions of the posterior, given a specific prior model on p - for example, an a
priori belief of Unif(0, 1) ≡ Beta(1, 1) model. More generally, we can simply define this
as pi1(p) = Beta(a, b), where a and b are the shape parameters of the beta distribution
that will describe our a priori belief around the parameter p before the conduct of the
experiment.
From the theorem derived in Kahn (1987), if we were to conduct a Bayesian analysis on
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model (2) by imposing a prior structure of pi1(p) = Beta(1, 1), simultaneously, with a dis-
crete uniform prior on N (pi2(N) ∝ 1), then we would obtain impropriety in the posterior
distribution of N . Instead, if we choose the scale prior for N (pi2(N) ∝ 1/N), we obtain
a proper posterior distribution for N (Link, 2013). Due to this particular situation, Link
(2013) recommends ecologists to routinely utilise the scale prior over the discrete uniform
prior to avoid such resulting impropriety in the posterior distributions. We therefore ask
whether such a blanket rule should apply in all situations. We therefore begin by investi-
gating the conditions for posterior propriety of N on the M0 model - one of the most basic
abundance estimation models in the capture-recapture literature (Otis et al., 1978).
2.2.1 Establishing conditions of posterior propriety of N for Model M0
Big-O Notation It is often useful to talk about the rate at which some mathematical
function changes as its argument grows (or shrinks), without worrying much about the
detailed form. In mathematics, this is what the notations O(.) lets us do. This notation
enable us to assess the asymptotic behavior of functions in mathematics. Since the evalua-
tion of posterior propriety requires such assessments, we use the Big-O notation for specific
problems of interest to us here. There is also the little-o notation, but we do not need it
here. This broad approach is widely used in understanding the efficiency of computer
algorithms and in complexity theory (Knuth, 1976). For example, if we have a function
T (m) = 5m3 + 4m2 +m + 12, we can say that the function ‘T (m) grows by an order of
m3’, since the first term dominates over the other terms asymptotically. We would write
this down as T (m) = O(m3).
In our problem here, we note that integrability of a density over nonnegative integers
(and existence of its moments) will depend on its behavior in the right tail. That means,
in essence, we are studying the asymptotic behavior of the posterior functions of N , when
N → ∞. We use the Big-O notation here to indicate the rates of growth (or decline) of
these functions as N →∞. For propriety, what we want is that as N →∞, the posterior
function must decline, and at a rate faster than O(1/N). Because O(1/N) again indicates
impropriety by the same argument that the scale prior (∝ 1/N) is improper (Link, 2013).
For this reason, when the posterior is O(1/Nd), where d > 1, the function implies propriety.
Thus, we arrive at the following theorem for the M0 model.
Theorem 1: (for the M0 model). For the Bayesian analysis of model (3), consider the
joint prior density pi(p,N) = pi1(p)pi2(N) where pi1(p) is the density of Beta(a,b). Then
the posterior distribution of N is proper if and only if n. −MK+1 + a > 1 for the discrete
uniform prior pi2(N) ∝ 1; and it is proper if and only if n. −MK+1 + a > 0 for the scale
prior, pi2(N) ∝ 1/N .
Proof. We prove the above theorem by showing that pi (N |{yij}) = pi2(N)O
(
N−(n.−MK+1+a)
)
for model (3).
See Appendix (6.1) for the detailed proof of this Theorem.
2.3 Comparing the conditions for propriety in the York and Madigan
(1992) model relative to the Mh model
Drawing upon the same arguments provided above, we can similarly compare the likeli-
hood of the York and Madigan (1992) model with theMh model used in capture-recapture
literature Otis et al. (1978). In simple terms, York and Madigan (1992) merely extend the
arguments of Kahn (1987) from the binomial model to the multinomial model. Just as the
beta distribution forms the natural choice of priors for the constant detection probability
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parameter p in a binomial problem, the Dirichlet distribution forms the natural choice of
a prior for the vector p in a multinomial distribution.
Accordingly, York and Madigan (1992) arrive at two propositions for arriving at the
propriety of the posterior of N for given prior conditions. They show that when the prior
pi(N) ∝ 1, then the posterior pi(N |D) is proper if and only if δ > 1/(k − 1), where k is
the number of cells in the Dirichlet prior, δ is the parameter for each cell in the Dirichlet
distribution and D are data. They also show that when the prior pi(N) ∝ 1/N , then the
posterior pi(N |D) is proper for any δ > 0. This result leads Link (2013) to conclude that
the scale prior must be routinely used owing to its ability to impose fewer conditions for
propriety.
It does, therefore, become relevant to ask whether the York and Madigan (1992) mod-
els apply directly to abundance estimation models that we use often in ecology. With
this motivation, we try and establish the comparison between a specific version of the
Mh capture-recapture model Otis et al. (1978), that is widely used in ecology, and the
York and Madigan (1992) model.
The Mh model is more complicated relative to the M0 model. The model is parame-
terized with N capture probabilities p1, . . . pN as well as the population size, N , for a total
of N +1 parameters. This leads to a large number of parameters, and as a result, initially,
Burnham and Overton (1978) considered alternatives for ML estimation for this model.
Here the approach was to treat the vector of capture probabilities {pi} as a random sample
of size N from some probability distribution F (p) defined on the interval [0, 1]. The corre-
sponding statistical model can be described in terms of the number fj of animals caught
on exactly j occasions.
P (f1, . . . , fK |F ) = N !
[
∏K
j=1 fj !](N −MK+1)!
pi
N−MK+1
0
K∏
j=1
pi
fj
j (4)
where,
pij =
∫ 1
0
K!
(K − j)!j!p
j(1− p)K−jdF (p).
Here, the cell probability pij can be viewed as the average probability that an individual
is caught exactly j times. And F (p) can be any class of probability distributions, and
naturally can be the beta distribution.
York and Madigan (1992) develop the posterior, after integrating out the probability
measure θ, as
P (N |D) ∝ P (D|N)P (N)
∝ Γ(N + 1)
Γ(N − n + 1) ×
Γ(N − n + δ)
Γ(N + kδ)
P (N). (5)
As described earlier, K is the number of cells of the Dirichlet prior (K = 2 for the
binomial case) and δ is the parameter for each cell of the Dirichlet distribution. And n is
the number of cases or successes actually observed. Once again of particular interest to us is
the observation that (5) does not contain an explicit structure on p, F (p), that is present in
(4). Without this structure the problem will involve a lot of nuisance parameters. However,
York and Madigan (1992) were motivated to develop a variety of ways to establish complex
relationships between administrative lists which would eventually determine the number
of parameters in the model. This complication analogously translates to investigating
complex relationships amongst the K sampling occasions in a standard capture-recapture
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sampling situation (Otis et al., 1978). This complication does not appear much in capture-
recapture literature, but that is not to say it is not relevant in ecology. But, that is not
the focus of our study here. Our aim, instead, is to encourage a careful, independent,
evaluation of posterior propriety of parameters when specific statistical models are used by
ecologists to solve their problems. In that context, we can intuitively expect that the Mh
models discussed in the capture-recapture literature (Williams et al., 2002; Amstrup et al.,
2005) may not demand stringent conditions to yield proper posteriors.
2.3.1 Establishing the posterior propriety conditions for the Mh model
Instead of utilizing the model (4) that, in some ways, captures only summary information
from the data, we will consider the complete data likelihood. The complete data likelihood
is also adopted by others (see Bonner and Schofield, 2014; King et al., 2015) for different
reasons.
P ({yij}|N, {p}) = N !
[MK+1]![N −MK+1]!
MK+1∏
i=1
pyi.i (1− pi)K−yi.
×

 N∏
i=MK+1+1
(1− pi)K

 , (6)
where yi. =
∑K
j=1 yij. As is normally done, we assume that pi are randomly drawn from a
Beta(α, β) population. Then (6) leads to
P ({yij}|N,α, β)
=
N !
[MK+1]![N −MK+1]!
∫
[0,1]N
MK+1∏
i=1
pyi.i (1− pi)K−yi.

 N∏
i=MK+1+1
(1− pi)K


×
N∏
i=1
(
Γ(α+ β)
Γ(α)Γ(β)
pα−1i (1− pi)β−1
)
d{p}
=
N !
[MK+1]![N −MK+1]!
N−MK+1∏
i=1
Γ(α + β)
Γ(α)Γ(β)
Γ(α + yi.)Γ(β +K − yi.)
Γ(α+ β +K)
×

 N∏
i=MK+1+1
Γ(α+ β)
Γ(α)Γ(β)
Γ(α)Γ(β +K)
Γ(α + β +K)


=
N !
[MK+1]![N −MK+1]!
( ∏K−1
j=0 (β + j)∏K−1
j=0 (α+ β + j)
)N−MK+1
×
MK+1∏
i=1
(∏yi.−1
j=0 (α + j)
∏K−yi.−1
j=0 (β + j)∏K−1
j=0 (α+ β + j)
)
. (7)
Thus, we can arrive at another theorem for the model (7).
Theorem 2. (for the Mh model) For the Bayesian analysis of model (7), consider the
joint prior density pi(α, β,N) = pi1(α, β)pi2(N) where, under pi1, α and β are independent
Gamma random variables with shape parameters a > 0 and b > 0 respectively and a
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common scale parameter c. Then the posterior distribution of N is proper if a > 1 for the
discrete uniform prior pi2(N) ∝ 1; and it is proper if a > 0 for the scale prior, pi2(N) ∝ 1/N .
Proof. We prove the above theorem by showing that pi(N |{yij}) = pi2(N)O(N−a) for
model (7). See Appendix (6.2) for a detailed proof of this theorem.
3 Conclusions
Let us impose a constraint that the prior for p comes from a Beta(1, 1) ≡ Unif(0, 1)
because this forms the basis of the arguments discussed in Link (2013). So, a = 1. From the
theorem for theM0 model, we conclude that if the number of recaptures r = n.+MK+1 ≥ 1,
then the posterior distribution forN is proper when the prior distribution forN is a discrete
uniform prior (∝ 1). Similarly, the posterior for N is proper when the prior distribution
for N is a scale prior (∝ 1/N) as long as the number of recaptures r ≥ 0. The result should
not be very surprising even to those who remain oblivious to issues concerning posterior
propriety. Heuristically speaking, information for the parameter p comes from some form
of replication in capture-recapture experiments. Since, the prior for p is already set to
Beta(1, 1), all the information from the data for p has to come from the recaptures r of
individuals in the study. Obviously, if we do not have any recaptures, when r = 0, then we
clearly have a problem of identifiability between N and p due to lack of information. Hence,
when the discrete uniform prior is used for N , when prior for p is Beta(1, 1) and r = 0,
the resulting posterior for N is bound to be improper simply due to this identifiability
issue. However, we can still ensure propriety when a scale prior is used for N even when
r = 0. But, it is to be noted, however, that the choice of a scale prior for N does not in
any way imply that the posterior for N is now any more informative than in the discrete
prior choice for N , because information for p has to still come from recaptures (to inform
the likelihood) or from another source (which would change the prior for p).
Similarly, the version of theMh model considered in this study involves drawing pi from
a random Beta(α, β) population. Under the joint prior pi1(α, β), α and β are independent
Gamma random variables with shape parameters a > 0 and b > 0 with a common scale
parameter. Here, the posterior distribution of N is proper if a > 1 for the discrete uniform
prior pi2(N) ∝ 1. This argument relates to the discussion made above for the M0 case.
However, it is difficult to describe this argument heuristically. What we can infer though
is that when a ≤ 1 for the discrete uniform case, we will observe a large accumulation
of probability mass at values very close to 0, and very little heterogeneity in capture
probability p. And when there is little or no heterogeneity at all, and the capture rates are
very low (owing to a large probability mass very close to 0), we may once again visualize
a case of parameter redundancy during estimation. As with arguments made for the M0
case above, by invoking the scale prior for N , a value of a > 0 is sufficient enough to yield
proper posteriors for N . But once again, posterior propriety of N does not mean that the
posterior is any more informative. It is interesting to note that b does not appear in the
condition, and indeed it might be possible to arrive at propriety conditions involving b. But
we note that when a increases, it implies that the average p increases, and consequently
informs us that MK+1 approaches N . In that case, while the heterogeneity model may not
be an efficient model for estimation, relative to the M0 model, there is perhaps no specific
concern of posterior impropriety.
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4 Discussion
Link (2013) brings up two very important issues for practitioners of Bayesian data analysis.
The study makes a persuasive case for the need of ensuring propriety in the posterior distri-
bution of a parameter of ecological interest. The study also recognizes an important oddity
that occurs when the choice of the prior sometimes provides illogical inference, particularly
by demonstrating a case of how ‘stupefaction’ can occur even while we accumulate more
data in the scientific experiment. We concede that both of these data analytical issues
merit serious attention.
We note that Link (2013) makes a recommendation that the scale prior (∝ 1/N) should
be routinely favoured over discrete uniform prior (∝ 1) owing to the fact that the discrete
uniform prior can sometimes lead to the oddities discussed above. However, more generally,
we are concerned about any such blanket application of a rule in the practice of Bayesian
inference. While the concerns raised by Link (2013) are exemplified by the choice of the
binomial likelihood, combined with the choice of priors in the study, we argue that such
likelihoods are rarely used in ecology, and, in fact, even some of the most basic likelihood
constructions of statistical ecologists, say the M0 or the Mh models (Otis et al., 1978), are
efficient enough that such problems of propriety do not appear.
In this study, we make use of the Big-O notation to examine the asymptotic behavior
of the likelihood functions of theM0, and a specific version of theMh model (see Methods),
respectively. The two theorems we derive corresponding to the two likelihoods show that it
takes miniscule quanta of data (virtually one data point in theM0 case) to ensure posterior
propriety when either the scale prior or the discrete uniform prior is used in conjunction
with the M0 and Mh likelihood models, respectively. And as such, the two models do not
warrant any routine application of one prior over the other.
Indeed the cases of both the scale prior and discrete uniform prior come into the argu-
ments when we adopt the reference prior approach to finding truly ‘objective’ and unin-
formative priors (Berger et al., 2012) during Bayesian data analysis. Intuitively speaking,
the reference prior theory calls for choosing priors, based on specific likelihoods using
information-theoretical concepts, so that the analysis is maximally dominated by the data.
Accordingly, such a basis will contradict the suggestion of a blanket application as advised
in Link (2013). As such, it may be misleading to suggest that there may be a ‘correct’
prior that ecologists should always use.
In addition, applying such a summary rule to ecological problems may even pose some
dangers in inference as seen in the applications discussed by Link (2013). We discuss some
of those issues here.
1. Discussing the particular relevance to data augmentation problems in ecology, Link
(2013) warns of a major problem arising when the discrete uniform prior is chosen.
In such problems, a large number of zero-inflated capture histories are included in
the analysis (Royle and Dorazio, 2008; Royle et al., 2013, see). This large set, M , is
a large support of probability mass for the inferential problem of estimating N , such
that N < M . Ideally it has to be ∞, but owing to computational limitations it is
taken to be large enough so that it is impossible to have the estimate of the parameter
of interest to be larger than this value. But given that this value of M set by the
data analyst is of a finite value in Markov Chain Monte Carlo (MCMC) analyses, we
do not see the connection between data augmentation and posterior impropriety. We
do acknowledge, however, that when impropriety of the posterior exists, every unit
increase in the value of M should perhaps increase the value of the posterior mean
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in such MCMC analysis.
2. Based on mathematical results obtained in Kahn (1987) and York and Madigan
(1992), Link (2013) relates the practical problem on hand (analysis of snow shoe
hare data) to the problems posed in Kahn (1987) and York and Madigan (1992).
In doing so, Link (2013) converts what is a 3-parameter problem into a 7-parameter
problem using the Dirichlet’s prior. The conclusion there was that posterior forN was
most likely improper because the conditions described in York and Madigan (1992)
were not satisfied after conversion. This approach to determine posterior propriety
is not convincing.
3. We note that a blanket application of a scale prior for all situations can cause certain
inferential problems. For example, if the dominating part of the probability mass on
the prior distribution corresponds to the region of the maximum likelihood estimate,
we should have a posterior distribution that will reduce the uncertainty to a larger
extent than shown by the data. In fact, we believe that is the effect seen in the
data analysis of snow shoe hares in Link (2013). In the re-analysis of the snowshoe
hare data, Link (2013) demonstrates that when the data augmentation parameter
M is extended from 200 to 1000, the analysis of the capture-recapture data with
a scale prior had a far reduced posterior standard deviation compared to the same
analysis with a discrete uniform prior. Link (2013) concludes that this was indicative
of impropriety. This may have been the case. But we do not see evidence of it, since
changes in posterior mean of N was not assessed against increases inM . Instead, the
reduction in the posterior standard deviation may be occuring due to the setting of
M itself because the posterior mean of N (which is the parameter of interest in that
problem) lies at a value of≈ 100 which is 0.1×M = 0.1×1000, and the scale prior has
a large probability mass at 0.1, because the model used is N |ψ,M ∼ Binomial[M,ψ],
where ψ is the probability of an individual being a member of the real population.
While submit that Link (2013) is provided only as cautionary note. However, the
uptake of the recommendation of the routine use of scale prior has been quite immedi-
ate and extensive (see Introduction) without much contest or appropriate justification,
but see Villa and Walker (2014); Link (2014). We are of the opinion that much depends
on the likelihoods used to confront the data. The likelihoods used by Kahn (1987) and
York and Madigan (1992) are very inefficient likelihoods and most of the problems lie
here. We believe that statistical ecologists have developed far more efficient likelihoods
(Williams et al., 2002). Consequently, the issues of impropriety should rarely be a matter
of serious concern if the sources of information from data is used to carefully build the
likelihoods along with well defined sampling situations . We do not look further into the
issue of ‘Bayesian stupefaction’ discussed in Link (2013). However, this oddity implies a
fundamentally faulty approach of Bayesian inference, but it perhaps relates close to the
efficiencies of likelihoods we have discussed in conjunction with quanta of data available
for analysis.
We suggest future research to focus on developing efficient likelihoods, and when neces-
sary, use assessments of posterior propriety by studying the asymptotic behavior of func-
tions as we demonstrate using the Big-O notation. More broadly, however, we caution
against the direct uptake of mathematical results into ecology without suitable modifica-
tions or critical assessment. Our views echoes some earlier views on the uses of mathematics
in ecology (May, 2004).
10
5 Acknowledgements
We thank Indian Statistical Institute and Wildlife Conservation Society, New York for
supporting this study. We thank Femke Broekhuis for asking questions about posterior
propriety that motivated us to look at this problem.
References
Amstrup, S. C., T. L. McDonald, and B. F. J. Manly, editors, 2005. Handbook of Capture-
Recapture Analysis. Princeton University Press, U.S.A.
Augustine, B. C., C. A. Tredick, and S. J. Bonner, 2014. Accounting for behavioural
response to capture when estimating population size from hair snare studies with missing
data. Methods in Ecology and Evolution 5:1154–1161.
Berger, J. O., J. M. Bernardo, and D. Sun, 2012. Objective priors for discrete parameter
spaces. Journal of the American Statistical Association 107:636–648.
Bonner, S. and M. Schofield, 2014. Mc (mc) mc: exploring monte carlo integration within
mcmc for mark–recapture models with individual covariates. Methods in Ecology and
Evolution 5:1305–1315.
Broms, K. M., M. B. Hooten, and R. M. Fitzpatrick, 2015. Accounting for imperfect
detection in hill numbers for biodiversity studies. Methods in Ecology and Evolution
6:99–108.
Burnham, K. P. and W. S. Overton, 1978. Estimation of the size of a closed population
when capture probabilities vary among animals. Biometrika 65:625–633.
Conn, P. B., D. S. Johnson, J. M. V. Hoef, M. B. Hooten, J. M. London, and P. L. Boveng,
2015. Using spatiotemporal statistical models to estimate animal abundance and infer
ecological dynamics from survey counts. Ecological Monographs 85:235–252.
Gerber, B. D. and R. R. Parmenter, 2015. Spatial capture–recapture model performance
with known small-mammal densities. Ecological Applications 25:695–705.
Kahn, W. D., 1987. A cautionary note for bayesian estimation of the binomial parameter
n. The American Statistician 41:38–40.
King, R., B. T. McClintock, D. Kidney, and D. Borchers, 2015. Capture-recapture
abundance estimation using a semi-complete data likelihood approach. arXiv preprint
arXiv:1508.06313 .
Knuth, D. E., 1976. Big omicron and big omega and big theta. ACM Sigact News 8:18–24.
Link, W. A., 2013. A cautionary note on the discrete uniform prior for the binomial n.
Ecology 94:2173–2179.
Link, W. A., 2014. A cautionary note on the discrete uniform prior for the binomial n:
reply. Ecology 95:2677–2679.
May, R. M., 2004. Uses and abuses of mathematics in biology. Science 303:790–793.
11
Otis, D. L., K. P. Burnham, G. C. White, and D. R. Anderson, 1978. Statistical inference
from capture data on closed animal populations. Wildlife Monographs 62:3–135.
Royle, J. A., R. B. Chandler, K. D. Gazenski, and T. A. Graves, 2013. Spatial capture-
recapture models for jointly estimating population density and landscape connectivity.
Ecology 94:287–294.
Royle, J. A. and R. M. Dorazio, 2008. Hierarchical modeling and inference in ecology: the
analysis of data from populations, metapopulations and communities. Academic Press,
San Diego, CA, USA.
Villa, C. and S. G. Walker, 2014. A cautionary note on the discrete uniform prior for the
binomial n: comment. Ecology 95:2674–2677.
Williams, B. K., J. D. Nichols, and M. J. Conroy, 2002. Analysis and management of
animal populations: modeling, estimation, and decision making. Academic Press, San
Diego, CA, USA.
York, J. C. and D. Madigan, 1992. Bayesian methods for estimating the size of a closed
population. Technical Report 234, Department of Statistics, University of Washington,
Seattle, USA.
12
6 Appendices
6.1 Proof of Theorem for M0 model.
Theorem 1. For the Bayesian analysis of model (3), consider the joint prior density
pi(p,N) = pi1(p)pi2(N) where pi1(p) is the density of Beta(a,b). Then the posterior distribu-
tion of N is proper if and only if n.−MK+1+a > 1 for the discrete uniform prior pi2(N) ∝ 1;
and it is proper if and only if n. −MK+1 + a > 0 for the scale prior, pi2(N) ∝ 1/N .
Proof. Integrating out p from the joint posterior density of (3), we get
pi(N |{yij}) ∝ pi2(N)
∫ 1
0
N !
[N −MK+1]!p
n.(1− p)KN−n.pi1(p) dp
∝ pi2(N) N !
[N −MK+1]!
∫ 1
0
pn.(1− p)KN−n.pa−1(1− p)b−1 dp
= pi2(N)
N !
[N −MK+1]!
∫ 1
0
pn.+a−1(1− p)KN−n.+b−1 dp
∝ pi2(N) N !
[N −MK+1]!
Γ(n.+ a)Γ(KN − n.+ b)
Γ(KN + a+ b)
∝ pi2(N) N !
[N −MK+1]!
Γ(KN − n. + b)
Γ(KN + a + b)
. (8)
Note that the propriety of the posterior of N depends on the asymptotic behavior of
the second term (everything else but prior for N) in (8) above. We recall two results here:
(i) Γ(α + 1) = αΓ(α) for any α > 0.
(ii) Stirling’s approximation: As α→∞,
√
2pi exp(−α)αα−1/2
Γ(α)
→ 1.
Intuitively, we would expect that the number of recaptures, say r = n.−MK+1, carries
important information in the M0 model. Then
N !
[N −MK+1]!
Γ(KN − n.+ b)
Γ(KN + a + b)
=
N !
[N −MK+1]!
Γ(KN −MK+1 − r + b)
Γ(KN + a+ b)
=
N(N − 1) · · · (N −MK+1 + 1)
(KN − 1 + a + b)(KN − 2 + a+ b) · · · (KN −MK+1 − r + a+ b)
× Γ(KN −MK+1 − r + b)
Γ(KN −MK+1 − r + a + b) .
Consider the first factor above. Its numerator has MK+1 terms involving N . The
denominator hasMK+1+r terms involving KN . This excess of r terms in the denominator
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makes this factor asymptotically O(N−r). Now consider the second factor.
Γ(KN −MK+1 − r + b)
Γ(KN −MK+1 − r + a+ b)
∼ exp(−(KN −MK+1 − r + b))
exp(−(KN −MK+1 − r + a+ b))
(KN −MK+1 − r + b)KN−MK+1−r+b−1/2
(KN −MK+1 − r + a + b)KN−MK+1−r+a+b−1/2
= exp(a)
(
KN −MK+1 − r + b
KN −MK+1 − r + a + b
)KN−MK+1−r+b−1/2
(KN −MK+1 − r + a + b)−a
= exp(a)
(
1− a
KN −MK+1 − r + b− 1/2
KN −MK+1 − r + b− 1/2
KN −MK+1 − r + a+ b
)KN−MK+1−r+b−1/2
×(KN −MK+1 − r + a+ b)−a
∼ exp(a) exp(−a)O(N−a).
Thus we have that
pi(N |{yij}) = pi2(N)O(N−(r+a))
= pi2(N)O(N
−(n.−MK+1+a)). (9)
Therefore, from (9), the determination of propriety will depend on the product of the
prior pi2(N) and Big-O evaluation of the likelihood, O
(
N−(n.−MK+1+a)
)
. If d = n.−MK+1+
a, then for a discrete uniform prior (∝ 1), we will need c > 1 for propriety and for a scale
prior (∝ 1/N), we will need d > 0 for propriety, and thus the proof.
6.2 Proof for Theorem for Mh model.
Theorem 2. For the Bayesian analysis of model (7), consider the joint prior density
pi(α, β,N) = pi1(α, β)pi2(N) where, under pi1, α and β are independent Gamma random
variables with shape parameters a > 0 and b > 0 respectively and a common scale param-
eter c. Then the posterior distribution of N is proper if a > 1 for the discrete uniform
prior pi2(N) ∝ 1; and it is proper if a > 0 for the scale prior, pi2(N) ∝ 1/N .
Proof. Since
pi(N,α, β|{yij})
∝ pi2(N)pi1(α, β)P ({yij}|N,α, β)
∝ pi2(N)pi1(α, β) N !
[MK+1]![N −MK+1]!
( ∏K−1
j=0 (β + j)∏K−1
j=0 (α+ β + j)
)N−MK+1
×
MK+1∏
i=1
(∏yi.−1
j=0 (α+ j)
∏K−yi.−1
j=0 (β + j)∏K−1
j=0 (α + β + j)
)
,
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we have that
pi(N |{yij}) =
∫
pi(N,α, β|{yij}) dα dβ
∝ pi2(N)
∫
∞
0
∫
∞
0
pi1(α, β)P ({yij}|N,α, β) dαdβ
∝ pi2(N) N !
[N −MK+1]!E
[( ∏K−1j=0 (β + j)∏K−1
j=0 (α + β + j)
)N−MK+1
×
MK+1∏
i=1
(∏yi.−1
j=0 (α + j)
∏K−yi.−1
j=0 (β + j)∏K−1
j=0 (α + β + j)
)]
,
where the expectation above is with respect to the joint prior distribution pi1 of (α, β).
Once again, as we investigated the propriety conditions with respect to M0 model, it is
sufficient to investigate the asymptotic behavior of this expectation (relative to the other
factors involving N in the posterior density) as N →∞ to determine the propriety of the
posterior distribution of N . For this, we note that
(
K−1∏
j=0
β + j
α + β + j
)N−MK+1
=
(
β
α + β
)N−MK+1 (K−1∏
j=1
β + j
α + β + j
)N−MK+1
≤
(
β
α + β
)N−MK+1
,
and also
MK+1∏
i=1
(∏yi.−1
j=0 (α + j)
∏K−yi.−1
j=0 (β + j)∏K−1
j=0 (α + β + j)
)
=
MK+1∏
i=1
(
yi.−1∏
j=0
α+ j
α + β + j
K−yi.−1∏
j=0
β +K − yi. − 1− j
α + β +K − 1− j
)
=
(
MK+1∏
i=1
α
α + β
)
MK+1∏
i=1
(
yi.−1∏
j=1
α + j
α + β + j
K−yi.−1∏
j=0
β +K − yi. − 1− j
α + β +K − 1− j
)
≤
(
α
α+ β
)MK+1
.
Therefore,
E
[( ∏K−1j=0 (β + j)∏K−1
j=0 (α + β + j)
)N−MK+1 MK+1∏
i=1
(∏yi.−1
j=0 (α + j)
∏K−yi.−1
j=0 (β + j)∏K−1
j=0 (α + β + j)
)]
≤ E[( β
α + β
)N−MK+1 ( α
α + β
)MK+1]
= E
[
(1−X)N−MK+1XMK+1],
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where X = α/(α+ β) ∼ Beta(a, b). Hence,
E
[( β
α + β
)N−MK+1 ( α
α+ β
)MK+1]
=
Γ(a+ b)
Γ(a)Γ(b)
Γ(MK+1 + a)Γ(N −MK+1 + b)
Γ(N + a + b)
= O(N−(MK+1+a))
using an argument similar to that in the proof of Theorem 1. Therefore,
pi(N |{yij}) ∝ pi2(N) N !
[N −MK+1]!O(N
−(MK+1+a))
= pi2(N)O(N
−a).
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