Récurrence de Poincaré pour les observations by Rousseau, Jerome
Re´currence de Poincare´ pour les observations
Jerome Rousseau
To cite this version:
Jerome Rousseau. Re´currence de Poincare´ pour les observations. Mathe´matiques [math]. Uni-
versite´ de Bretagne occidentale - Brest, 2010. Franc¸ais. <tel-00530589>
HAL Id: tel-00530589
https://tel.archives-ouvertes.fr/tel-00530589
Submitted on 29 Oct 2010
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Thèse de Doctorat de Mathématiques
présentée à
l’Université de Bretagne Occidentale
(Ecole doctorale SICMA)
par
Jérôme Rousseau
Récurrence de Poincaré
pour les observations
Thèse soutenue le 24 septembre 2010 devant le jury composé de :
Président : François Ledrappier Directeur de recherches à l’Université Paris VI
Rapporteurs : Jean-René Chazottes Chargé de recherches à l’Ecole Polytechnique
Hans Henrik Rugh Professeur à l’Université de Cergy-Pontoise
Examinateurs : Yves Derriennic Professeur émérite à l’Université de Brest
Quansheng Liu Professeur à l’Université de Bretagne Sud
Françoise Pène Maître de conférence à l’Université de Brest
Habilitée à diriger des recherches
Serge Troubetzkoy Professeur à l’Université de la Méditerranée
Directeur de thèse : Benoît Saussol Professeur à l’Université de Brest
Remerciements
Mes premiers remerciements vont bien sur à Benoît Saussol pour avoir dirigé cette
thèse, pour sa disponibilité (sa porte toujours ouverte me permettant de le déranger
à tout instant), pour m’avoir fait découvrir et aimer la récurrence de Poincaré, pour
toute l’aide et les conseils qu’il a su m’apporter pendant cette thèse. Grâce à lui, ce
fut un plaisir de travailler à Brest pendant ces 3 ans avec lui et je lui exprime donc
toute ma reconnaissance.
Je remercie Jean-René Chazottes pour avoir accepté d’être rapporteur, pour
m’avoir aidé à améliorer cette thèse mais aussi pour m’avoir permis de présenter
mes travaux à Eindhoven.
Je remercie Hans Henrik Rugh pour avoir rapporté cette thèse avec attention et
pour avoir accepté de faire partie de mon jury.
Je remercie Yves Derriennic, François Ledrappier, Quansheng Liu, Françoise
Pène et Serge Troubetzkoy pour avoir accepté de faire partie de mon jury.
Un remerciement tout particulier à Renaud Leplaideur qui m’a permis de tra-
vailler au Brésil (mais aussi de rencontrer Vanessa).
Je voudrais aussi remercier Paulo Varandas avec qui j’ai pu travailler pendant
1 mois à l’UFBA, mais aussi Armando Castro, Diego Catalano et Vilton Pinheiro
pour les discussions mathématiques et pour leur accueil chaleureux.
Je tiens à remercier toutes les personnes qui ont contribué de manière plus ou
moins directe à l’avancement de cette thèse, par ordre alphabétique : Miguel Abadi,
José Alves, Yves Coudène, Jean-Marc Derrien, João Lopes Dias, Pedro Duarte,
Stefano Galatolo, Katrin Gelfert, Stefano Luzzatto, Philippe Marie, Krerley Oliveira,
Sandro Vaienti, Yun Zhao.
Je remercie aussi le laboratoire de mathématiques de Brest pour son accueil et
en particulier Annick Nicolle pour avoir facilité tous les problèmes administratifs.
Eu quero agredecer a minha linda pata ronquinha pelo apoio, o carinho e todas
as ﬂores que ela me ofereceu e tambem a Monsieur Pato pelo apoio aquatico.
Je remercie bien sur ma famille pour m’avoir supporter toutes ces années mais
surtout pour avoir relu avec attention ma thèse (même s’ils ont laissé passer de
nombreuses erreurs mathématiques), Thomas et Marthoud pour leur boogie-woogie,
Camille pour ses conseils avisés, Oli pour toutes les discussions mathématiques mais
aussi pour sa connaissance parfaite de la vie carioca, Jérémie pour m’avoir supporté
en co-bureau pendant 3 ans et répondu à mes innombrables questions, Nicolas qui
avec l’aide de Julien a amené un peu de détente dans ce bureau, Laurent qui a essayé
de répondre à mes questions de géométrie mais a surtout su égayer (souvent avec
Nicolas) les longues soirées nocturnes de l’hiver breton, Aurélien pour ses brioches,
iii
pour tous les ﬁchiers tex qu’il m’a oﬀert mais aussi pour la très bonne publicité qu’il
m’a fait de Brest, tous les autres amis de Brest à qui je pense mais que je ne citerai
pas et ﬁnalement à Emiliano pour nous avoir accompagné tous les midi.
iv
Sommaire
Introduction 1
1 Systèmes dynamiques et théorie ergodique 7
1.1 Théorie ergodique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Décroissance des corrélations super-polynomiale . . . . . . . . . . . . 12
1.3 Récurrence de Poincaré moderne . . . . . . . . . . . . . . . . . . . . 15
2 Dimensions et Mesures 23
2.1 Dimensions de Hausdorﬀ, de packing et locales . . . . . . . . . . . . . 24
2.1.1 Dimension de Hausdorﬀ . . . . . . . . . . . . . . . . . . . . . 24
2.1.2 Dimension de packing . . . . . . . . . . . . . . . . . . . . . . 25
2.1.3 Dimensions locales . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Existence de la dimension locale . . . . . . . . . . . . . . . . . . . . . 29
2.3 Mesures faiblement diamétralement régulières . . . . . . . . . . . . . 35
3 Récurrence de Poincaré pour les observations 39
3.1 Borne supérieure du taux de récurrence pour les systèmes dynamiques 40
3.2 Taux de récurrence et dimension dans les systèmes mélangeant rapi-
dement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Sur la nécessité des taux de récurrence non-instantanés . . . . . . . . 48
4 Récurrence pour les systèmes dynamiques aléatoires 51
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Systèmes dynamiques aléatoires et temps de retour . . . . . . . . . . 53
4.3 Récurrence aléatoire à réalisation ﬁxée . . . . . . . . . . . . . . . . . 56
4.4 Récurrence aléatoire moyennée . . . . . . . . . . . . . . . . . . . . . . 59
4.5 Preuves des théorèmes . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.6 Applications aux automorphismes aléatoires du tore . . . . . . . . . . 64
4.7 Applications aux perturbations aléatoires . . . . . . . . . . . . . . . . 66
5 Récurrence de Poincaré pour les observations de flots 69
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2 Récurrence pour les observations de ﬂots . . . . . . . . . . . . . . . . 72
5.3 Récurrence pour les observations via les ﬂots suspendus . . . . . . . . 75
5.4 Observations du ﬂot géodésique . . . . . . . . . . . . . . . . . . . . . 80
5.5 Observations de ﬂots suspendus . . . . . . . . . . . . . . . . . . . . . 83
v
SOMMAIRE
5.5.1 Projection sur X . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.5.2 Projection sur le temps . . . . . . . . . . . . . . . . . . . . . . 84
5.5.3 Projection mixte . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.6 Majoration des taux de récurrence . . . . . . . . . . . . . . . . . . . . 85
5.7 Minoration des taux de récurrence . . . . . . . . . . . . . . . . . . . . 88
Conclusion 95
vi
Introduction
L’un des théorèmes fondamentaux à l’origine des systèmes dynamiques et de la
théorie ergodique est le Théorème de Récurrence de Poincaré. Ce théorème nous dit
que l’orbite de presque tout point reviendra aussi près que l’on veut de son point de
départ. De même, pour un système ergodique, l’orbite de presque tout point visitera
tous les ensembles de mesure strictement positive. Malheureusement, ce théorème
ne nous donne aucune indication sur le temps nécessaire à un point pour revenir
dans un voisinage de son état initial (le temps de retour) ou sur le temps nécessaire
à un point pour visiter un autre ensemble (le temps d’entrée). Un raﬃnement de
ce théorème fut donné par Kač [62] qui prouva que pour un système dynamique
ergodique, dans un ensemble de mesure positive, la moyenne des temps de retour
dans cet ensemble est égale à l’inverse de la mesure de l’ensemble. Par la suite,
de nombreux travaux (dont nous donnerons un aperçu par la suite) ont étudié les
propriétés des temps de retour (e.g. [26, 76, 18, 5, 30, 32, 40, 61, 79]) et des temps
d’entrée (e.g. [58, 51, 49, 52, 67]).
Néanmoins, le célèbre paradoxe de Zermelo nous montre que le Théorème de
Récurrence de Poincaré peut avoir des implications n’ayant aucun sens physique.
En eﬀet, imaginons une boîte fermée, séparée en deux par une cloison et telle que
l’un des côtés de la boîte soit rempli de gaz. Lorsque l’on enlève la cloison, le gaz va
se répandre dans toute la boîte. D’après le théorème de récurrence de Poincaré, le
système doit revenir aussi proche que l’on veut de son état initial, le gaz doit donc
revenir d’un côté de la boîte. En faisant l’expérience personne ne verra jamais toutes
les molécules revenir d’un côté de la boîte au même moment (le temps nécessaire
étant en fait supérieur à la durée de vie de la galaxie). Cependant, si l’on se focalise
sur un petit nombre de ces molécules (subissant toujours l’action d’un grand nombre
de molécules), on pourra observer le retour de ce petit nombre de molécules d’un
côté de la boîte après un temps raisonnable.
De même, lorsqu’on étudie un système dynamique de grande dimension, il est
possible que l’on ne connaisse qu’une partie ou que certaines quantités du système.
Cela peut être dû à la diﬃculté d’étudier un système dynamique de grande dimension
mais aussi au manque d’intérêt d’une description trop détaillée. Dans cette thèse,
nous nous intéresserons donc aux observations de systèmes dynamiques.
Récemment, Ott et York ont proposé un formalisme platonique des systèmes
dynamiques [77]. La réalité, le système dynamique (X, T, µ), est seulement connue à
travers une mesure ou une observation du système, c’est-à-dire une fonction déﬁnie
surX et (typiquement) à valeurs dans un espace de dimension plus petite. Le résultat
de Boshernitzan [26] sur la récurrence de Poincaré entre dans ce cadre : soient
Introduction
(X, T, µ) un système dynamique et une observation f de X dans un espace métrique
(Y, d). Alors dès que la mesure de Hausdorﬀ α-dimensionnelle est σ-ﬁnie sur Y on a
lim inf
n→∞
n1/αd (f(x), f(T nx)) <∞ pour µ-presque tout x. (0.1)
Le but de cette thèse est de prouver un raﬃnement de (0.1) et une généralisation
de [18, 88] pour les taux de récurrence pour les observations et d’ensuite étudier la
récurrence dans le cadre des ﬂots.
Quelques résultats sur la récurrence de Poincaré
Comme nous l’avons vu précédemment, le Théorème de Récurrence de Poincaré
ne nous donne que des informations de nature qualitative. Deux questions essentielles
se posent donc : quel est le temps nécessaire à un point pour revenir dans un voisinage
de son état initial et avec quelle fréquence le point va-t-il visiter cet ensemble ?
La réponse à cette deuxième question est donnée par le Théorème Ergodique de
Birkhoﬀ [25]. Ainsi, pour un système dynamique ergodique (X,A, T, µ), le temps de
séjour moyen de l’orbite d’un point x ∈ X dans un ensemble A ∈ A est égal à la
mesure de A pour µ-presque tout x, i.e.
lim
n→+∞
card{1 ≤ k ≤ n : T kx ∈ A}
n
= µ(A).
De même, par le Théorème de Birkhoﬀ, en notant τ (n)A (x) le n-ième temps de retour
de x dans A, on a pour µ-presque tout x ∈ A
lim
n→+∞
τ
(n)
A (x)
n
=
1
µ(A)
. (0.2)
Comme nous l’avons vu précédemment, pour la première question, une réponse
partielle fut donnée par Kač qui prouva que la moyenne des temps de retour dans
un ensemble est égale à l’inverse de la mesure de l’ensemble.
On peut aussi se demander avec quel taux l’orbite d’un point va revenir dans
un voisinage de plus en plus petit de son point de départ. Ainsi Ornstein et Weiss
[76] ont prouvé que pour un système dynamique ergodique (X, T, µ) , si ξ est une
partition de X alors pour presque tout point le temps nécessaire pour revenir dans
l’élément de la partition dynamique ξn contenant x est de l’ordre de enh, où h est
l’entropie du système relativement à la partition ξ (on pourra aussi voir [46] pour
une restriction aux temps où les itérés de x visitent un ensemble ﬁxé et par exemple
[94] pour des retours dans des boules de Bowen).
Au même moment, Boshernitzan [26] prouvait la formule (0.1).
Par la suite, Barreira et Saussol [18] ont prouvé que pour µ-presque tout point
x ∈ X, le temps de retour de x dans une boule de centre x et de rayon r, τB(x,r)(x),
ne croît pas plus vite que r−dµ(x) quand r tend vers 0, où dµ(x) est la dimension locale
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de la mesure µ au point x. Pour les systèmes mélangeant rapidement d’entropie non
nulle, Saussol [88] montra qu’en fait µ-presque partout
τB(x,r)(x) ∼
r→0
r−dµ(x). (0.3)
On notera que cela avait été prouvé dans le cas d’applications de l’intervalle mo-
notones par morceaux [90]. Les mêmes résultats ont été obtenus pour les temps
d’entrée par Galatolo [50, 51].
Dans d’autres travaux, la distribution des temps de retour et des temps d’entrée
a été étudiée (e.g. les études de Coelho [37] et de Abadi et Galves [2] mais aussi
l’un des premiers travaux sur cette question par Collet, Galves et Schmitt [40]). On
déﬁnit la distribution des temps d’entrée normalisés par
F entA (t) = µ
({
x ∈ X : τA(x) >
t
µ(A)
})
et la distribution des temps de retour normalisés par
F retA (t) = µ
({
x ∈ A : τA(x) >
t
µ(A)
})
.
Ces travaux étudient donc la convergence en loi des temps d’entrée et de retour
normalisés lorsque µ(A) → 0 pour des ensembles A appartenant à des classes d’en-
sembles particulières (par exemple des cylindres d’une partition). Haydn, Lacroix et
Vaienti [58] ont montré que la limite (lorsque µ(A)→ 0) de la distribution des temps
de retour existe si et seulement si la limite de la distribution des temps d’entrées
existe. De plus, les temps de retour sont exponentiellement distribués si et seulement
si les temps d’entrées sont exponentiellement distribués. Une telle distribution a été
prouvée pour diverses classes de systèmes dynamiques (pour des ensembles A bien
choisis) : les diﬀéomorphismes vériﬁant l’axiome A [60], des chaines de Markov [81],
certaines applications rationnelles [57], les applications uniformément dilatantes de
l’intervalle [38]. Pour les systèmes non uniformément hyperboliques, Hirata, Saussol
et Vaienti [61] ont montré une distribution exponentielle des temps de retour dans
les cylindres sous certaines hypothèses (voir aussi Collet [39] pour des applications
de l’intervalle avec points critiques et Bruin et Vaienti [31] pour des applications
unimodales). De plus, Bruin, Saussol, Troubetzkoy et Vaienti [30] ont démontré que
la distribution des temps de retour d’une application est égale à la distribution des
temps de retour de l’application de premier retour. On notera aussi que si l’on ne
regarde la convergence que le long de sous-suites, alors on peut obtenir une conver-
gence vers n’importe quelle loi [67]. Freitas, Freitas et Todd [49] ont aussi relié la
distribution des temps d’entrée à la théorie des valeurs extrêmes.
Dans [4], Afraimovich a introduit le temps de retour d’un sous-ensemble A ⊂ X,
noté τ(A), qui est déﬁni comme le plus petit temps de retour des points de A, i.e.
τ(A) = infx∈A τA(x). Saussol, Troubetzkoy et Vaienti [90] ont démontré que si ξ
est une partition ﬁnie ou dénombrable telle que l’entropie du système par rapport
à ξ soit strictement positive alors τ(ξn(x)), le temps de retour de l’élément de la
partition dynamique ξn(x), croît plus vite que n pour µ-presque tout x ∈ X (on
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pourra aussi voir [5]). Pour certains systèmes dynamiques d’entropie non nulle, ils
ont aussi démontré [91] que pour presque tout x, le temps de retour de la boule
B(x, r) croît plus vite que r−1/Λ et ne croît pas plus vite que r−1/λ, où 1
Λ
= 1
Λuµ
− 1
Λsµ
,
i.e. la diﬀérence entre l’inverse du plus grand exposant de Lyapunov et l’inverse du
plus petit exposant de Lyapunov, et où 1
λ
= 1
λuµ
− 1
λsµ
, i.e. la diﬀérence entre l’inverse
du plus petit exposant de Lyapunov positif et l’inverse du plus grand exposant de
Lyapunov négatif. Pour les temps de retour de sous-ensembles, certains systèmes
faiblement ψ-mélangeant vériﬁent un principe des grandes déviations [3, 59].
Au vu de l’équation (0.2), on peut se demander comment ﬂuctue le n-ième temps
de retour autour de n
µ(A)
, c’est-à-dire essayer de montrer un principe des grandes
déviations pour les temps de retour. Pour les diﬀéomorphismes vériﬁant l’axiome A
et lorsque µ est un état d’équilibre d’un potentiel Hölder, sous certaines conditions
sur l’ensemble A, Chazottes et Leplaideur [32] puis Leplaideur et Saussol [70] ont
donc prouvé l’existence d’une fonction ΦA tel que pour tout u ≥ 1µ(A) ,
lim
n→+∞
1
n
log µ
({
τ
(n)
A
n
≥ u
})
= ΦA(u)
et pour tout 0 ≤ u ≤ 1
µ(A)
,
lim
n→+∞
1
n
logµ
({
τ
(n)
A
n
≤ u
})
= ΦA(u).
Pour la récurrence de Poincaré en temps continu, Barreira et Saussol [18] ont
montré que pour un ﬂot suspendu au dessus d’un diﬀéomorphisme d’Anosov et tel
que la mesure soit un état d’équilibre d’un potentiel Hölder, le temps de retour de
ν-presque tout point y dans B(y, r) se comporte comme r−dimH ν+1 (des résultats
similaires ont été prouvés pour les temps d’entrée des ﬂots de type Lorenz par
Galatolo et Paciﬁco [52]). Récemment, Pène et Saussol ont étudié le ﬂot billiard [79]
dans le plan avec des obstacles périodiques, ils ont montré que, presque partout, le
temps de retour pour le ﬂot d’un point (p, v) dans la boule B((p, v), r) est exponentiel
en 1
r2
et que le temps de retour de la position d’un point dans B(p, r), i.e. le temps de
retour de la projection du ﬂot sur le billiard, est exponentiel en 1
r
presque partout.
Présentation synthétique des travaux réalisés
Dans ce travail, nous utilisons des éléments de théorie ergodique, de probabili-
tés, de géométrie et aussi de théorie géométrique de la mesure. Tout d’abord nous
rappelons des notions générales de systèmes dynamiques et de théorie ergodique, et
en particulier nous nous attardons sur les théorèmes de récurrence quantitatifs.
Ensuite, dans le Chapitre 2 nous rappelons des notions de théorie de la dimen-
sion et dans un résultat original nous étudions l’existence de la dimension locale de
la mesure image lorsque la mesure est absolument continue par rapport à la me-
sure de Lebesgue. Nous prouvons que si f : RM → RN est une fonction C∞ et si
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µ est une mesure absolument continue sur RM , df∗µ(f(x)) existe et appartient à
{0, 1, ...,min{M,N}} µ-presque partout. Plus précisément, df∗µ(f(x)) = rang dxf
pour µ-presque tout x ∈ RM .
Dans le Chapitre 3, en suivant les idées expliquées dans la première partie de
l’introduction, pour un système dynamique (X,A, T, µ) nous étudions la récurrence
de Poincaré pour les observations. L’observation du système dynamique est faite à
travers une observation mesurable, c’est-à-dire une fonction mesurable f : X → RN .
Nous nous intéressons au temps nécessaire à l’observation de l’orbite d’un point
pour revenir près de l’observation de ce point. C’est la raison pour laquelle nous
introduisons le temps de retour pour l’observation
τ fr (x) := inf
{
k > 0 : d(f(T kx), f(x)) < r
}
.
Sous des hypothèses d’apériodicité que nous ne mentionnerons pas ici, on relie le
comportement asymptotique du temps de retour pour l’observation à la mesure de
l’ensemble f−1B(f(x), r) = {y ∈ X : d(f(x), f(y)) < r}. On rappelle que la dimen-
sion locale de la mesure image est une fonction df∗µ telle que µ(f
−1B(f(x), r)) ∼
r→0
rdf∗µ(f(x)) (lorsque cette fonction n’existe pas on déﬁnira les dimensions locales infé-
rieures et supérieures).
Si le système dynamique a une décroissance des corrélations super-polynomiale
et si f est Lipschitz, on prouve que pour µ-presque tout x ∈ X
τ fr (x) ∼
r→0
r−df∗µ(f(x)).
Sans l’hypothèse sur la décroissance des corrélations, nous prouvons que τ fr (x) ne
croît pas plus vite que r−df∗µ(f(x)).
Grâce à ces résultats sur les observations de systèmes dynamiques, nous étudions,
dans le Chapitre 4, la récurrence pour les systèmes dynamiques aléatoires. Soit T
un système dynamique aléatoire sur X de composante aléatoire (Ω,B(Ω), ϑ,P) tel
que la mesure P⊗ µ soit invariante pour le produit gauche (skew-product) associé.
Pour x ∈ X et ω ∈ Ω, on déﬁnit le temps de retour aléatoire
τωr (x) := inf {k > 0 : d(Tϑk−1ω ◦ · · · ◦ Tωx, x) < r}
et le temps de retour aléatoire moyenné
Tr(x) :=
∫
Ω
τωr (x)dP(ω).
Comme précédemment, nous relions les comportements de ces temps de retour au
comportement de la mesure de la boule de centre x et de rayon r. Plus précisément,
la dimension locale, notée dµ(x), est telle que pour r assez petit µ(B(x, r)) ∼ rdµ(x).
Sous des hypothèses d’apériodicité aléatoire et si le système dynamique a une dé-
croissance des corrélations super-polynomiale, nous prouvons que pour P⊗µ-presque
tout (ω, x) ∈ Ω×X
τωr (x) ∼
r→0
r−dµ(x)
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et pour µ-presque tout x ∈ X
Tr(x) ∼
r→0
r−dµ(x).
Nous soulignons que sans l’hypothèse de mélange rapide nous prouvons que τωr (x) ne
croît pas plus vite que r−dµ(x) pour P⊗µ-presque tout (ω, x) ∈ Ω×X et que Tr(x)
ne croît pas plus vite que r−dµ(x) pour µ-presque tout x ∈ X. Nous appliquerons
ces résultats aux automorphismes aléatoires du tore et aux petites perturbations
aléatoires.
Finalement, dans le Chapitre 5, nous étudions la récurrence de Poincaré pour les
observations de ﬂots. Comme précédemment, nous nous intéressons au comporte-
ment asymptotique du temps de retour de l’observation d’un ﬂot (où l’observation
est faite par une fonction f :M → RN), c’est-à-dire pour un ﬂot continu Ψ sur une
variété M on étudie le comportement quand r → 0 de
τ fr (x) = inf{t > ρr(f(x)) : d (f(Ψt(x)), f(x)) < r}
où ρr est une "fonction de fuite" qui doit être déﬁnie proprement. Si ν est une mesure
invariante pour le ﬂot, nous montrons que lorsque r → 0, τ fr (x) ne croît pas plus
vite que r−d
f
ν (x)+α(f(x)) où α(f(x)) := limr→0
log ρr(f(x))
log r
.
Supposons de plus que Ψ soit un ﬂot métriquement isomorphe à un ﬂot suspendu
Φ sur une application T avec toit φ tel que le système (X, T, µ) a une décroissance
des corrélations super-polynomiale. Notons g l’isomorphisme reliant ces deux ﬂots.
Soit Y := {(x, s) ∈ X ×R : 0 ≤ s ≤ φ(x)} et tel que les points (x, φ(x)) et (Tx, 0)
soient identiﬁés pour tout x ∈ X. Soit pi : Y → X la projection de Y dans X,
c’est-à-dire pi(x, s) = x.
Alors, sous des hypothèses d’apériodicité, le comportement asymptotique de
τ fr (x) est relié à celui de la mesure de l’ensemble Pr(x) = pi(f ◦ g)
−1B(f(x), r).
S’il existe une fonction df,gµ (x) telle que µ(Pr(x)) ∼
r→0
rd
f,g
µ (x), alors nous prouvons
que lorsque r → 0, τ fr (x) croît au moins comme r
−df,gµ (x) pour µ-presque tout x ∈M .
Nous soulignons que lorsque f = id, on peut prouver qu’il y a une égalité entre
dfν(x) − α(f(x)) et d
f,g
µ (x) pour une certaine "fonction de fuite" α. Alors, si toutes
les hypothèses précédentes sont vériﬁées (ce qui est le cas, par exemple, pour les ﬂots
d’Anosov avec ν un état d’équilibre d’un potentiel Hölder, c’est-à-dire une mesure
maximisant la pression) on obtient que
τ idr (x) ∼
r→0
r−dν(x)+1.
Un autre exemple intéressant est le cas du ﬂot géodésique déﬁni sur T 1M , avec
M une variété riemannienne compacte à courbure strictement négative, et où l’ob-
servation f est l’observation de la position sur la variété M , c’est-à-dire f est la
projection de T 1M sur M . Si ν est un état d’équilibre d’un potentiel Hölder, alors
pour ν-presque tout (p, v) ∈ T 1M
τ fr (p, v) ∼
r→0
r−df∗ν(p)+1.
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Chapitre 1. Systèmes dynamiques et théorie ergodique
Dans ce chapitre, nous donnerons tout d’abord les déﬁnitions essentielles à l’étude
des systèmes dynamiques. En particulier, nous parlerons de mélange rapide et de
certaines applications vériﬁant cette propriété.
Par la suite, nous rappellerons des résultats classiques sur la récurrence qui seront
la base de nos travaux sur la récurrence de Poincaré pour les observations.
1.1 Théorie ergodique
Soit X un espace et A une σ-algèbre de X. Soit une application T : X → X
mesurable, non nécessairement inversible.
Définition 1.1. Une mesure de probabilité µ sur X est une mesure invariante pour
T si
µ(T−1A) = µ(A) pour tout A ∈ A.
Nous pouvons déﬁnir maintenant l’objet de notre étude : les systèmes dyna-
miques.
Définition 1.2. Un quadruplet (X,A, T, µ) est appelé un système dynamique si X
est un ensemble, A une σ-algèbre de X, T une application de X dans X et µ une
mesure de probabilité invariante pour T .
On peut remarquer qu’une mesure de probabilité µ sur X peut être invariante
pour plusieurs applications diﬀérentes. Par exemple, la mesure de Lebesgue sur S1
est invariante pour l’application Tx = 2x et pour l’application Tx = x + α avec
α ∈ R. Réciproquement, pour un même espace X et une même application T ,
il peut exister plusieurs mesures invariantes, par exemple pour le cercle X = S1,
l’application Tx = 2x admet la mesure de Lebesgue comme mesure invariante mais
la mesure de Dirac δ0 est aussi invariante pour T .
Définition 1.3. Soit (X,A, T, µ) un système dynamique, la mesure µ est dite ergo-
dique si pour tout ensemble A ∈ A vériﬁant T−1A = A alors µ(A) = 0 ou µ(A) = 1.
La propriété d’ergodicité d’une mesure peut être vue comme une propriété de
non-décomposabilité de cette mesure. En eﬀet, si A est un ensemble invariant (c’est-
à-dire tel que T−1A = A) et tel que µ(A) ∈ (0, 1), alors l’ensemble B = Ac est aussi
un ensemble invariant de mesure appartenant à (0, 1). Mais alors, les points de A
ne visiteront jamais B (sous l’action de T ) et les points de B ne visiteront jamais
A, on a donc en fait deux systèmes dynamiques distincts.
La mesure de Lebesgue sur S1 est ergodique pour Tx = 2x mais aussi pour
les rotations irrationnelles Tx = x + α avec α ∈ R\Q mais ces deux applications
génèrent des dynamiques diﬀérentes. En eﬀet, pour une rotation irrationnelle, deux
points proches vont rester à la même distance sous l’action de T et ceci pour tous
les itérés de T , alors que pour Tx = 2x deux points proches vont s’éloigner à une
vitesse exponentielle pour ﬁnalement sembler ne jamais avoir été proches dans le
passé. Le mélange est une des notions permettant de distinguer ces deux types de
comportement :
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Définition 1.4. Soit (X,A, T, µ) un système dynamique, la mesure µ est dite mé-
langeante si
lim
n→+∞
µ(A ∩ T−nB) = µ(A)µ(B) pour tout A,B ∈ A.
On peut interpréter le mélange selon deux points de vue. D’un point de vue
géométrique, lorsque la mesure est mélangeante, l’ensemble T−nB va se disperser
uniformément (par rapport à la mesure µ) sur l’espace X quand n tend vers l’inﬁni.
D’un point de vue probabiliste, si la mesure est mélangeante alors, asymptotique-
ment, les ensembles A et T−nB vont devenir indépendants.
On notera que toute mesure mélangeante est ergodique. Nous pouvons remarquer
que la mesure de Lebesgue µ sur S1 est mélangeante pour Tx = 2x alors qu’elle n’est
jamais mélangeante pour Tx = x+ α (quel que soit α ∈ R).
On peut aussi déﬁnir le mélange en termes de fonctions et non en termes d’en-
sembles :
Proposition 1.5. Soit (X,A, T, µ) un système dynamique, la mesure µ est mélan-
geante si et seulement si pour toutes fonctions φ, ψ ∈ L2(X,R) on a
lim
n→+∞
∫
X
φ(x)ψ(T nx)dµ(x) =
∫
X
φ(x)dµ(x)
∫
X
ψ(x)dµ(x).
Lorsque la mesure est mélangeante, la vitesse à laquelle la suite précédente va
converger vers sa limite dépend du système étudié mais aussi des fonctions φ et ψ.
Nous rappelons donc la notion de décroissance des corrélations :
Définition 1.6 (Décroissance des corrélations). Soit B un espace vectoriel normé.
Soit Φ : N → R une fonction telle que Φ(n) →
n→∞
0. On dit que le système dyna-
mique (X,A, T, µ) a une décroissance des corrélations de vitesse Φ par rapport aux
observables de B si∣∣∣∣
∫
φ ◦ T nψdµ−
∫
φdµ
∫
ψdµ
∣∣∣∣ ≤ ‖φ‖B‖ψ‖BΦ(n)
pour toutes fonctions φ : X → R et ψ : X → R appartenant à B et où ‖ ‖B est la
norme de B.
Remarque 1.7. Dans de nombreux cas, on a intérêt à travailler avec deux espaces
vectoriels normés diﬀérents pour les fonctions ψ et φ, mais, dans notre travail, la
distinction ne sera pas utile.
En particulier, nous allons travailler sur des systèmes dynamiques mélangeant
rapidement :
Définition 1.8 (Décroissance des corrélations super-polynomiale). Un système dy-
namique (X,A, T, µ) à une décroissance des corrélations super-polynomiale pour les
observables d’un espace vectoriel normé B si la vitesse de la décroissance des corré-
lations Φ vériﬁe
lim
n→+∞
npΦ(n) = 0 pour tout p ∈ N.
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Lorsque la vitesse de la décroissance des corrélations Φ est de la forme Φ(n) = e−n
(donc super-polynomiale), on parle de décroissance des corrélations exponentielle.
Il est important de noter que le choix de l’espace B est essentiel, la décroissance
pouvant être rapide pour un espace et arbitrairement lente pour un autre espace.
Par la suite lorsque nous parlerons de décroissance des corrélations super-polynomiale,
nous la supposerons pour les observables Lipschitz. En eﬀet, on peut obtenir la dé-
croissance des corrélations super-polynomiale pour les observables Lipschitz à partir
de celle pour les observables Hölder ou Ck :
Proposition 1.9. Soit k ∈ N∗. Si X est une variété bornée et si la décroissance
des corrélations est super polynomiale pour les observables de Ck(X,R) alors la
décroissance des corrélations est super-polynomiale pour les observables Lipschitz.
Proposition 1.10. Si X est une variété bornée et si la décroissance des corréla-
tions est super polynomiale pour les observables Hölder alors la décroissance des
corrélations est super-polynomiale pour les observables Lipschitz.
Preuve. Cette proposition provient de la Proposition 1.9 et du fait que la norme
Hölder est dominée par la norme Ck (lorsque le diamètre de X est ﬁni).
La Proposition 1.9 est simplement une conséquence du lemme suivant (qui fait
partie d’un travail en préparation non présent dans cette thèse [53]) :
Lemme 1.11. Si l’espace X est une variété bornée et si le système a une décrois-
sance des corrélations par rapport aux observables Ck de vitesse Φ(n) alors le sys-
tème a une décroissance des corrélations pour les observables Lipschitz de vitesse
Φ(n)
1
2k−1 .
Preuve. Soit f et g des observables Lipschitz telles que
∫
fdµ =
∫
gdµ = 0 et X
une sous-variété bornée de Rd. Nous allons maintenant eﬀectuer une régularisation
par convolution. On considère donc la fonction ρ ∈ C∞(Rd), ρ ≥ 0 à support dans
B(0, 1) (la boule de centre 0 et de rayon 1) et telle que
∫
ρdx = 1. Soit ε > 0.
Considérons ensuite la fonction ρε(x) = ε−dρ(xε ). Cette fonction est à support dans
B(0, ε) et vériﬁe
∫
ρεdx = 1. Pour un multi-indice α = (α1, ..., αd) ∈ Nd, on remarque
que
Dαρε = ε
−dDα
(
ρ
(x
ε
))
= ε−dε−|α| (Dαρ)
(x
ε
)
et ainsi
‖Dαρε‖L1 =
∫
|Dαρε|dx = ε
−|α|
∫
|Dαρ|dx.
Considérons fε déﬁnie par
fε(x) = f ∗ ρε(x) =
∫
f(y)ρε(x− y)dy
et gε = g ∗ ρε, où "∗" est le produit de convolution par rapport à la mesure de
Lebesgue sur Rd. Nous rappelons que, d’après le Théorème de Rademacher (e.g. [47]),
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les dérivées d’une fonction Lipschitz sont déﬁnies presque partout et sont bornées
presque partout par la constante de Lipschitz de la fonction. Ainsi on obtient que
Dαfε(x) =
∫
Dxif(y) D
α−eiρε(x− y)dy ≤ ‖Dxif‖L∞‖D
α−eiρε‖L1
où Dxif(y) est la dérivée de f dans la direction ei telle que αi > 0 et α − ei =
(α1, ., αi − 1, ., αd). Cela nous donne
‖fε‖Ck ≤ ‖Dxif‖L∞ sup
|α|≤k
‖(Dα−eiρε)‖L1
≤ ‖Dxif‖L∞ sup
|α|≤k
ε−|α−ei|
∫
|Dα−ei(ρ)|dx
≤ ‖Dxif‖L∞ε
−k+1
(
sup
|α|≤k
∫
|Dα−eiρ|dx
)
≤ Cε−k+1 ‖f‖Lip
où C est une constante dépendant de la fonction ρ. De plus, ||f − fε||∞ ≤ ε ||f ||Lip
et ||g − gε||∞ ≤ ε ||g||Lip. Nous noterons ‖.‖1 la norme L1 par rapport à la mesure
µ. Maintenant nous pouvons estimer la vitesse de décroissance des corrélations de f
et g par leurs fonctions régularisées :∣∣∣∣
∫
f ◦ T ngdµ
∣∣∣∣
≤
∣∣∣∣
∫
(f ◦ T n + fε ◦ T
n − fε ◦ T
n) (g + gε − gε)dµ
∣∣∣∣
≤
∫
|(f ◦ T n − fε ◦ T
n) (g − gε)| dµ+
∫
|(f ◦ T n − fε ◦ T
n) (gε)| dµ
+
∫
|(fε ◦ T
n) (g − gε)|dµ+
∫
|(fε ◦ T
n) (gε)|dµ
≤ ε2 ||f ||Lip ||g||Lip + ε ||f ||Lip ||g||1 + ε ||f ||1 ||g||Lip + ‖fε‖Ck‖gε‖CkΦ(n)
≤ ε2 ||f ||Lip ||g||Lip + ε ||f ||Lip ||g||1 + ε ||f ||1 ||g||Lip + Cε
−2k+2 ‖f‖Lip‖g‖Lip Φ(n)
≤ ||f ||Lip ||g||Lip(ε
2 + 2ε (1 + diam(X)) + Cε−2k+2Φ(n)).
car ||f ||1 ≤ ‖f‖Lip(1+ diam(X)). Finalement, si l’on choisit ε(n) = (Φ(n))
1
2k−1 alors
((Φ(n))
1
2k−1 )−2k+2Φ(n) = (Φ(n))
1
2k−1 et ainsi∣∣∣∣
∫
f ◦ T ngdµ
∣∣∣∣ ≤ ||f ||Lip ||g||Lip(C1(Φ(n)) 22k−1 + C2(Φ(n)) 12k−1 + C3(Φ(n)) 12k−1)
A partir de maintenant, lorsque nous noterons que la décroissance des corréla-
tions est super-polynomiale, cela indiquera qu’elle est super-polynomiale par rapport
aux observables Lipschitz.
Donnons maintenant quelques exemples de systèmes dynamiques ayant une dé-
croissance des corrélations super-polynomiale (en général, la décroissance sera ex-
ponentielle).
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1.2 Décroissance des corrélations super-polynomiale
Un exemple bien connu et fondamental dans la théorie des systèmes dynamiques
est celui des sous-shifts de type ﬁni :
Fixons un entier N ≥ 2. L’ensemble S = {0, 1, . . . , N −1} est appelé un alphabet et
on peut déﬁnir l’ensemble des suites à valeurs dans S, Ω = SN (on notera qu’il est
aussi possible de déﬁnir des suites indexées par Z) . Le décalage à gauche (plein) ou
shift gauche σ est déﬁni sur Ω par :
σ : Ω −→ Ω
ω = (ωi)i∈N −→ σω = (ωi+1)i∈N
On rappelle la déﬁnition des cylindres :
[ω0 . . . ωk] := {x = (xn)n∈N ∈ Ω : xn = ωn pour tout 0 ≤ n ≤ k}.
Fixons 0 < β < 1. On munit Ω de la distance d suivante, pour ω = (ωn)n∈N ∈ Ω et
ω′ = (ω′n)n∈N ∈ Ω :
d(ω, ω′) = βk où k = min{n ∈ N : ωn 6= ω′n}.
On déﬁnit maintenant les sous-shifts de type ﬁni :
Définition 1.12 (Sous-shift de type ﬁni). Soit A une matrice N ×N à coeﬃcients
dans {0, 1} (appelée matrice de transition, de Markov, d’admissibilité ou de compa-
tibilité). Le sous-shift de type ﬁni σA, déﬁni par la matrice de transition A, est la
restriction du shift plein à l’ensemble ΩA où :
ΩA = {ω = (ωn)n∈N : Aωnωn+1 = 1, ∀n ∈ N}.
On se restreindra aux cas où la matrice A est irréductible et apériodique (c’est-
à-dire qu’il existe k ∈ N tel que Ak n’a que des coeﬃcients strictement positifs). On
peut déﬁnir les mesures de Markov sur les espace Ω et ΩA :
Définition 1.13 (Mesure de Markov). Soit P une matrice N × N stochastique
(∀1 ≤ i ≤ N , on a
∑N
j=1 Pij = 1) munie d’un vecteur de probabilité stationnaire
p ∈ RN (pour tout 1 ≤ i ≤ N on a pi ≥ 0,
∑N
i=1 pi = 1 et de plus pP = p). La
mesure de Markov µ associée à (P, p) est déﬁnie sur Ω par :
µ([ω0 . . . ωk]) = pω0Pω0ω1 . . . Pωk−1ωk
et µ([ω0]) = pω0. C’est une mesure de probabilité sur Ω invariante pour σ.
On dira que la matrice P est compatible avec le sous-shift de type ﬁni σA si
Pij = 0 équivaut à Aij = 0. Dans ce cas µ est une mesure invariante pour σA dans
ΩA.
Sous certaines hypothèses sur la matrice P , on obtient un mélange rapide :
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Théorème 1.14 (e.g. [13]). Soit µ une mesure de Markov associée à (P, p) où
P est compatible avec le sous-shift de type ﬁni σA. Alors le système dynamique
(ΩA,A, σA, µ) a une décroissance des corrélations exponentielle.
Intéressons-nous maintenant à des systèmes plus géométriques. Prenons M une
variété riemannienne lisse et compacte et A sa σ-algèbre de Borel.
Définition 1.15. Une application f :M → M est dite uniformément dilatante s’il
existe une constante C > 0 et une constante λ > 0 telles que pour tout x ∈M , pour
tout v ∈ TxM et pour tout n ∈ N on a
‖Dxf
n(v)‖ ≥ Ceλn‖v‖.
Théorème 1.16 (Sinai [92], Ruelle [85], Bowen [28]). Soit f :M →M une applica-
tion uniformément dilatante C2. Alors il existe une mesure invariante µ absolument
continue telle que le système dynamique (M,A, f, µ) a une décroissance des corré-
lations exponentielle.
Ainsi, par exemple, la mesure de Lebesgue sur S1 est mélangeante pour l’appli-
cation Tx = 2x et la décroissance des corrélations est exponentielle. Pour le cas des
systèmes non-uniformément dilatants on pourra voir [72] par exemple.
Ensuite, on peut montrer une décroissance des corrélations super-polynomiale
pour certains systèmes (les systèmes hyperboliques) où il y a une dilatation dans
une direction (le sous-espace instable) mais aussi une contraction dans une autre
direction (le sous-espace stable).
Définition 1.17. Un diﬀéomorphisme f : M → M de classe C1 est dit uniformé-
ment hyperbolique surM (ou est appelé un diﬀéomorphisme d’Anosov) s’il existe une
constante 0 < λ < 1, une constante C > 0 et une décomposition du ﬁbré tangent :
TM = Eu ⊕Es (i.e. ∀x ∈M,TxM = E
u
x + E
s
x)
où Eu et Es sont des sous-ﬁbrés Df -invariants (i.e. DxfEux = E
u
f(x) et DxfE
s
x =
Esf(x)) tels que pour tout x ∈M et pour tout n ∈ N
‖Dfn|Esx‖ ≤ Cλ
n et ‖Df−n|Eux‖ ≥ Cλ
n.
Pour une grande variété de systèmes, si la mesure invariante que l’on considère
est un état d’équilibre d’un potentiel Hölder, alors la décroissance des corrélations est
super-polynomiale. Pour introduire cette notion nous devons tout d’abord rappeler
la déﬁnition de l’entropie d’un système dynamique :
Définition 1.18 (Entropie). Soit (M,A, f, µ) un système dynamique. On déﬁnit
tout d’abord l’entropie d’une partition ﬁnie ξ de M :
Hµ(ξ) = −
∑
E∈ξ
µ(E) logµ(E).
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Si ζ et ξ sont deux partitions alors on note ζ ∨ ξ = {C ∩ E : C ∈ ζ et E ∈ ξ}.
L’entropie métrique de f relativement à la partition ξ est déﬁnie par :
hµ(f, ξ) = lim
n→+∞
1
n
Hµ(ξ ∨ f
−1ξ ∨ · · · ∨ f−n+1ξ).
Finalement, l’entropie du système dynamique (M,A, f, µ) est déﬁnie par
hµ(f) = sup hµ(f, ξ)
où le supremum est pris sur toutes les partitions ﬁnies ξ de M .
On peut maintenant introduire les états d’équilibre :
Définition 1.19 (Etat d’équilibre d’un potentiel ψ). Soit f :M → M une applica-
tion continue. Soit ψ :M → R une fonction continue, appelée potentiel. Une mesure
de probabilité µψ invariante par f est appelé un état d’équilibre du potentiel ψ si elle
réalise le supremum suivant :
hµψ(f)+
∫
ψdµψ = sup
{
hµ(f) +
∫
ψdµ | µ mesure de probabilité invariante par T
}
.
Ainsi, pour les diﬀéomorphisme d’Anosov, on a
Théorème 1.20 (Sinai [92], Ruelle [85], Bowen [28]). Soit f : M → M un diﬀéo-
morphisme d’Anosov et µ un état d’équilibre d’un potentiel Hölder, alors le système
dynamique (M,A, f, µ) a une décroissance des corrélations exponentielle.
Il existe une classe plus large de systèmes pour lesquels on peut obtenir une
décroissance des corrélations exponentielles :
Définition 1.21. Un diﬀéormorphisme f :M →M satisfait l’Axiome A si les deux
propriétés suivantes sont vériﬁées :
1. L’ensemble non-errant de f , Ω(f), est un ensemble hyperbolique.
2. L’ensemble des points périodiques de f est dense dans Ω(f).
Nous rappelons que l’ensemble non-errant est déﬁni par
Ω(f) :=
{
x ∈M : pour tout voisinage V de x, ∃n ∈ N, f−nV ∩ V 6= ∅
}
.
Un ensemble f -invariant Λ ⊂ M est dit hyperbolique s’il existe une constante 0 <
λ < 1, une constante C > 0 et une décomposition du ﬁbré tangent restreint à Λ :
TΛM = E
u ⊕ Es (i.e. ∀x ∈ Λ, TxM = E
u
x + E
s
x)
où Eu et Es sont des sous-ﬁbrés Df -invariants (DxfEux = E
u
f(x) et DxfE
s
x = E
s
f(x))
tels que pour tout x ∈ Λ et pour tout n ∈ N
‖Dfn|Esx‖ ≤ Cλ
n et ‖Df−n|Eux‖ ≥ Cλ
n.
Pour de tels systèmes, on peut montrer
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Théorème 1.22 (Sinai [92], Ruelle [85], Bowen [28]). Soit f : M → M un diﬀéo-
morphisme satisfaisant l’Axiome A et µ un état d’équilibre d’un potentiel Hölder,
alors le système (M,A, f, µ) a une décroissance des corrélations exponentielle.
Pour ﬁnir, nous donnons une liste non-exhaustive d’exemples de systèmes dyna-
miques où il existe une mesure telle que la décroissance des corrélations soit super-
polynomiale (on pourra consulter par exemple le livre de Baladi pour plus de détails
[13] ou l’état de l’art de Luzzatto [72]) :
– l’application de Poincaré pour les billiards de Sinai dispersifs [33, 96, 15, 35] ;
– les applications quadratiques [95, 64] ;
– certaines applications de Hénon [22] ;
– les applications hyperboliques par morceaux [34] ;
– certains diﬀéomorphismes partiellement hyperboliques [41, 9] ;
– les applications de Alves-Viana [6, 55] ;
– certaines applications multimodales du cercle [54] ;
– certaines applications méromorphes [43] ;
– certaines applications ayant une structure produit faiblement hyperboliques
[56] ;
– certaines applications ayant une inﬁnité de points critiques [8].
Il est important de noter que dans la plupart de ces systèmes, la décroissance des
corrélations est exponentielle. On remarquera tout de même que, pour les applica-
tions de Alves-Viana, il a été démontré que la décroissance des corrélations est en
O(e−c
√
n) (super-polynomiale mais non exponentielle).
Maintenant, nous allons nous focaliser sur une propriété particulière des systèmes
dynamiques, la récurrence.
1.3 Récurrence de Poincaré moderne
Henri Poincaré est l’un des fondateurs de la théorie des systèmes dynamiques. En
particulier, l’un des théorèmes fondamentaux est le théorème qui porte aujourd’hui
son nom : le Théorème de Récurrence de Poincaré. Par ce théorème, démontré dans
son célèbre mémoire de 1890 Sur le problème des trois corps et les équations de
la dynamique [82], Poincaré prouve que "si on laisse de côté certaines trajectoires
exceptionnelles, dont la réalisation est inﬁniment peu probable, on peut démontrer
que le système repassera une inﬁnité de fois aussi près que l’on voudra de sa position
initiale" (on pourra voir, dans le livre d’Oxtoby [78], une analyse intéressante sur le
théorème original et sur comment Poincaré a anticipé la théorie de la mesure et des
catégories au sens de Baire). Ce théorème est à la base de nombreux travaux sur la
récurrence dont nous essayerons de donner un aperçu dans cette partie.
Théorème 1.23 (Théorème de Récurrence de Poincaré). Soit (X,A, T, µ) un sys-
tème dynamique. Soit A un ensemble de A. Alors µ-presque tout point appartenant
à A revient dans A en un temps ﬁni, c’est-à-dire que pour presque tout x ∈ A, il
existe n ∈ N∗ tel que T nx ∈ A.
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Preuve. Soit K l’ensemble des points de A qui ne reviennent jamais dans A. Nous
allons démontrer que µ(K) = 0.
Nous remarquons tout d’abord que x appartient à K si x ∈ A et si T nx ∈ Ac
pour tout n ≥ 1. Ainsi,
K = A
⋂(+∞⋂
i=1
T−iAc
)
et K ∈ A. Supposons qu’il existe m ∈ N et n ∈ N avec m > n tels que T−nK ∩
T−mK 6= ∅. Comme
T−nK ∩ T−mK = T−n(K ∩ T−(m−n)K) 6= ∅,
l’ensemble K ∩ T−(m−n)K est lui aussi non vide. Ainsi, il existe z ∈ K ∩ T−(m−n)K.
Comme z ∈ K, on a par deﬁnition de K que z ∈ A et comme T (m−n)z ∈ K, on a
aussi que T (m−n)z ∈ A. On vient donc de trouver un élément z ∈ K qui revient dans
A ce qui est impossible par déﬁnition de K.
Ainsi, pour tout m ∈ N et n ∈ N avec m 6= n on a T−nK ∩ T−mK = ∅.
Finalement, on obtient que
1 ≥ µ
(
+∞⋃
n=1
T−nK
)
=
+∞∑
n=1
µ(T−nK)
=
+∞∑
n=1
µ(K),
ce qui implique que µ(K) = 0 et démontre le théorème.
Ce théorème nous dit que presque tout point de A reviendra au moins une fois
dans A après un temps ﬁni (en réalité, il revient une inﬁnité de fois) mais il ne nous
donne aucune information sur le temps nécessaire pour revenir dans A. On peut
donc s’intéresser au temps de retour dans A :
Définition 1.24. Soit (X,A, T, µ) un système dynamique. Soit A un ensemble de
A. Soit x ∈ A. On déﬁnit le premier temps de retour de x dans A :
τA(x) := inf{n > 0 : T
nx ∈ A}.
Un résultat plus précis que le Théorème de Récurrence de Poincaré est le Théo-
rème de Kač (plus généralement appelé Lemme de Kač) qui prouve que dans le
cas où la mesure est ergodique, la moyenne du temps de retour dans A est égale à
l’inverse de la mesure de A.
Théorème 1.25 (Théorème de Kač [62]). Soit (X,A, T, µ) un système dynamique
tel que µ soit ergodique. Soit A un ensemble de A de mesure positive alors
1
µ(A)
∫
A
τA(x)dµ =
1
µ(A)
.
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Il existe de nombreuses preuves diﬀérentes de ce théorème, nous avons choisi ici
une preuve simple, utilisant le théorème de Birkhoﬀ, d’autres preuves sont présentes
dans [36] et aussi dans la thèse de Saussol [87].
Preuve. Par le théorème de récurrence de Poincaré, on sait que τA(x) < +∞ pour
presque tout x ∈ A. On peut donc déﬁnir la transformation de premier retour
TA : A→ A presque partout sur A par :
TA(x) = T
τA(x)(x).
Il est important de noter que le système (A, TA, µA) est un système dynamique et
que µA est une mesure ergodique. Soit x ∈ A et L ∈ N, on étudie l’orbite de x par
TA :
x, TA(x), ..., T
l
A(x), ..., T
L
A (x).
Posons
N =
L−1∑
l=0
τA(T
l
A(x)). (1.1)
On peut remarquer que N est le temps que met l’orbite de x pour revenir exactement
L fois dans A. On a donc
N∑
n=1
1A(T
n(x)) = L. (1.2)
Maintenant, en appliquant le Théorème de Birkhoﬀ au système dynamique (A, TA, µA),
et la mesure µA étant ergodique, on a, µA-presque partout :
lim
L→+∞
1
L
L−1∑
l=0
τA(T
l
A(x)) =
∫
A
τA(x)dµA.
Ainsi, on obtient
∫
A
τA(x)dµA = lim
L→+∞
1
L
L−1∑
l=0
τA(T
l
A(x))
= lim
N→+∞
N∑N
n=1 1A(T
n(x))
d’après (1.2) et (1.1)
=
1∫
X
1Adµ
d’après le Théorème de Birkhoﬀ
=
1
µ(A)
et le lemme est démontré.
Il existe en fait une version du Lemme de Kač valable lorsque la mesure n’est
pas ergodique et faisant intervenir les temps d’entrée (on pourra voir par exemple
[89] pour la preuve) :
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Proposition 1.26. Soit (X,A, T, µ) un système dynamique. Soit A un ensemble de
A de mesure positive alors
1
µ(A)
∫
A
τA(x)dµ = µ ({x ∈ X : inf{n > 0 : T
nx ∈ A} < +∞})
= µ
(
+∞⋃
j=1
T−jA
)
.
Une question naturelle se pose, en choisissant autour d’un point un voisinage de
plus en plus petit quel va être le comportement asymptotique du temps de retour de
ce point dans son voisinage. Autrement dit, avec quel taux un point va revenir dans
un voisinage de plus en plus petit. Deux résultats sur ce problème furent démontrés à
la même époque par Ornstein-Weiss [76] et Boshernitzan [26]. Le résultat d’Ornstein-
Weiss relie le temps de retour dans les partitions dynamiques à l’entropie du système
dynamique relativement à cette partition :
Théorème 1.27 (Ornstein-Weiss). Soit (X,A, T, µ) un système dynamique tel que
µ soit ergodique. Soit ξ une partition ﬁnie de X. Alors pour µ-presque tout x ∈ X,
on a
lim
n→+∞
1
n
log τn(x, ξ) = hµ(T, ξ)
où τn(x, ξ) = inf{k > 0 : T kx ∈ ξn(x)} avec la partition raﬃnée ξn := ξ ∨ T−1ξ ∨
· · · ∨ T−n+1ξ (et on rappelle que si ξ est une partition, on note ξ(x) l’élément de la
partition contenant x).
Boshernitzan [26] quant à lui prouva un résultat quantitatif reliant les temps de
retour dans des boules de rayon de plus en plus petit à la mesure de Hausdorﬀ du
système (pour plus de détails sur la mesure de Hausdorﬀ nous renvoyons au Cha-
pitre 2). Nous noterons que le théorème de Boshernitzan peut être essentiellement
reformulé en termes de taux de récurrence des temps de retour dans les boules (voir
[18]).
Théorème 1.28 (Boshernitzan). Soit (X,A, T, µ, d) un système dynamique mé-
trique. On suppose que, pour α > 0, la mesure de Hausdorﬀ α-dimensionnelle est
σ-ﬁnie sur X. Alors pour presque tout x ∈ X, on a
lim inf
n→+∞
{
nβd(x, T n(x))
}
< +∞ où β =
1
α
.
Si, de plus, Hα(X) = 0, alors pour presque tout x ∈ X,
lim inf
n→+∞
{
nβd(x, T n(x))
}
= 0.
En suivant l’idée de Boshernitzan, Barreira et Saussol [18] ont étudié le compor-
tement asymptotique du temps de retour dans une boule dont le rayon tend vers 0 et
ont montré qu’il était lié aux dimensions locales de la mesure invariante (des détails
sur ces dimensions sont donnés dans le Chapitre 2). Pour cela, nous déﬁnissons les
taux de récurrence :
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Définition 1.29. Pour x ∈ X et r > 0, on déﬁnit le temps de retour de x dans la
boule de centre x et de rayon r (notée B(x, r)) :
τr(x) := inf
{
k > 0 : T kx ∈ B (x, r)
}
.
On déﬁnit ensuite les taux de récurrence inférieur et supérieur :
R(x) := lim inf
r→0
log τr(x)
− log r
R(x) := lim sup
r→0
log τr(x)
− log r
.
Lorsque R(x) = R(x) on notera R(x) la valeur de la limite.
Nous mettons en avant que le résultat suivant est valable pour n’importe quel
système dynamique :
Théorème 1.30 (Barreira-Saussol [18]). Soit (X,A, µ, T ) un système dynamique
tel que X ⊂ RN pour un certain N . Alors
R(x) ≤ lim
r→0
log µ(B(x, r))
log r
=: dµ(x) et R(x) ≤ lim
r→0
log µ(B(x, r))
log r
=: dµ(x)
pour µ-presque tout x ∈ X.
Il est intéressant de noter que cette inégalité peut être stricte, dans le cas où, par
exemple, T est l’identité. Un autre exemple plus intéressant où l’inégalité est stricte
est celui de certaines rotations irrationnelles du cercle (présenté dans [18] et pour
une étude plus complète avec des calculs numériques on pourra voir [36]) :
Exemple 1.31. Considérons la rotation du cercle par un nombre irrationnel α bien
approximable par les nombres rationnels. Plus précisément, on choisit α /∈ Q tel que
δ(α) > 1 où
δ(α) = sup
{
δ ≥ 1 :
∣∣∣∣α− pq
∣∣∣∣ < 1q1+δ pour une inﬁnité de pq ∈ Q
}
.
On étudie donc l’application T :
T : S1 −→ S1
x 7−→ x+ α.
On remarque tout d’abord que la mesure de Lebesgue Leb est une mesure de pro-
babilité invariante par T et de plus pour tout x ∈ S1
lim
r→0
logLeb(B(x, r))
log r
= lim
r→0
logLeb(B(x, r))
log r
= 1. (1.3)
Soit δ > 1 tel que δ < δ(α). Prenons maintenant une suite croissante d’entiers
positifs (qn)n∈N telle que pour tout n ∈ N on a |qnα − pn| < 1/qδn pour un certain
pn ∈ Z. On a donc pour tout x ∈ S1
τ1/qδn(x) = inf{k > 0 : T
kx ∈ B(x,
1
qδn
)}
= inf{k > 0 : kα(mod 1) <
1
qδn
}
≤ qn par déﬁnition de qn.
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Ainsi, pour tout x ∈ S1
R(x) = lim
r→0
log τr(x)
− log r
≤ lim
n→+∞
log τ1/qδn(x)
log qδn
≤
1
δ
< 1.
Dans cet exemple on a donc démontré que pour tout x ∈ S1
R(x) < lim
r→0
log µ(B(x, r))
log r
.
En fait, on peut calculer exactement les taux de récurrence et démontrer que pour
tout x ∈ S1 :
R(x) =
1
δ(α)
et R(x) = 1.
Tout d’abord on peut remarquer que pour r > 0, la fonction τr(x) ne dépend pas
de x, on notera donc τr cette fonction et on notera R et R la valeur des taux de
récurrence. Dans le calcul précédent, en faisant tendre δ vers δ(α), on obtient que :
R ≤
1
δ(α)
.
Montrons maintenant l’inégalité opposée. Soit ε > 0, posons δ = δ(α) + ε. Par
déﬁnition de δ(α) et comme δ > δ(α), il existe k0 ∈ N tel que pour tout k > k0 on a
‖kα‖ ≥
1
kδ
où pour q ∈ Z
‖qα‖ := min {|qα− p| : p ∈ Z} .
Notons que α étant irrationnel, ‖qα‖ 6= 0 pour tout q ∈ Z∗. Choisissons N > k0
assez grand pour avoir 1
Nδ
< infk=1,..,k0{‖kα‖}. Finalement, pour tout n ≥ N , on a
τ 1
nδ
≥ n,
ce qui implique
R = lim
n→+∞
log τ 1
nδ
log nδ
≥ lim
n→+∞
logn
lognδ
=
1
δ
=
1
δ(α) + ε
et ceci étant vrai pour tout ε > 0 on obtient que R ≥ 1
δ(α)
. Le Théorème 1.30 et
l’équation (1.3) nous donnent immédiatement que R ≤ 1, il ne reste donc plus qu’à
démontrer que R ≥ 1. Pour cela nous rappelons quelques notions et inégalités sur
les fractions continuées [65]. Soit 0 < α < 1 un nombre irrationnel, il existe une
suite (an)n∈N d’entiers strictement positifs telle que α admette un développement en
fraction continuée, c’est-à-dire telle que α s’écrit sous la forme
α =
1
a1 +
1
a2+
1
a3+...
.
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De plus il existe une suite (qn)n∈N∗ et une suite (pn)n∈N∗ telles que pn et qn soient
premiers entre eux pour tout n ∈ N et telles que pour tout n ∈ N :
pn
qn
=
1
a1 +
1
...+ 1
an
.
Ces suites vériﬁent plusieurs propriétés, nous ne citerons que les trois que nous allons
utiliser [65] :
(a) La suite (qn)n est strictement croissante.
(b) Pour tout n ∈ N∗,
1
qn+1 + qn
< ‖qnα‖.
(c) Pour tout n ∈ N∗ et pour tout 1 ≤ j ≤ qn+1, ‖jθ‖ ≥ ‖qnα‖.
Nous pouvons maintenant montrer que R ≥ 1. Soit (kn)n∈N∗ la suite (croissante et
de limite inﬁnie) vériﬁant pour tout n ∈ N∗
e−kn ≤ ‖qnα‖ ≤ e−kn+1.
D’après la propriété (c) précédente, pour tout 1 ≤ j ≤ qn+1, ‖jθ‖ ≥ ‖qnθ‖ et donc
‖jθ‖ ≥ e−kn . On obtient donc
τe−kn ≥ qn+1.
Comme, d’après la propriété (b) précédente, 1
qn+1+qn
< ‖qnα‖ ≤ e
−kn+1 et comme,
d’après la propriété (a), 1
eqn+1
< 1
qn+1+qn
, on a
τe−kn ≥ qn+1 ≥ e
kn−2.
Ainsi,
R ≥ lim
n→+∞
log τe−kn
log ekn
≥ lim
n→+∞
log ekn−2
log ekn
= 1.
Ainsi, cet exemple nous montre que pour obtenir une égalité entre les taux de
récurrence et les dimensions locales des hypothèses supplémentaires sur le système
sont nécessaires. Barreira et Saussol ont donc démontré que si X est un ensemble
hyperbolique localement maximal d’un diﬀeomorphisme C1+ε sur une variété lisse
compacte et que si la mesure est un état d’équilibre ergodique d’un potentiel Hölder
alors il y a égalité entre les taux de récurrence et les dimensions locales de la mesure
invariante. Ce résultat fut amélioré par Saussol [88] qui prouva que si le système
mélange rapidement alors l’égalité est vériﬁée :
Théorème 1.32 (Saussol [88]). Soit (X,A, µ, T ) un système dynamique tel que
X ⊂ RN pour un certain N . Si l’entropie hµ(T ) > 0, si T est Lipschitz et si la
décroissance des corrélations est super-polynomiale, alors
R(x) = lim
r→0
log µ(B(x, r))
log r
et R(x) = lim
r→0
logµ(B(x, r))
log r
pour µ-presque tout x ∈ X.
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Dans une généralisation de ce théorème (voir Chapitre 3), nous montrerons qu’il
n’est pas nécessaire que T soit Lipschitz ni que l’entropie du système soit strictement
positive.
Les membres de droite des égalités précédentes sont connus sous le nom de di-
mensions locales de la mesure µ, nous allons donc maintenant étudier diﬀérentes
notions de dimensions et donner un théorème d’existence de la dimension locale.
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Dans l’étude des systèmes dynamiques, les dimensions fractales apparaissent dans
l’étude de la récurrence de Poincaré. Nous déﬁnirons donc diﬀérentes dimensions et
en particulier nous étudierons l’existence de la dimension locale des mesures images.
Finalement, nous rappellerons la notion de mesure faiblement diamétralement
régulière et un résultat sur l’existence de ces mesures.
2.1 Dimensions de Hausdorff, de packing et locales
Dans cette section, nous rappelons les notions de dimensions de Hausdorﬀ, di-
mensions de "packing" (cette dimension est aussi appelé dimension de Tricot [93]
mais nous utiliserons ici l’anglicisme packing), dimensions locales (pointwise dimen-
sions) et leurs liens (voir [48] pour plus de détails).
2.1.1 Dimension de Hausdorff
Soit (X, d) un espace métrique. Soit U un sous-ensemble non-vide de X, son
diamètre est déﬁni par
diam U := sup {d(x, y) : x, y ∈ U} .
Etant donné δ > 0, une collection {Ui}i∈I est un δ-recouvrement dénombrable d’un
ensemble E si I est dénombrable, E ⊂ ∪i∈IUi et pour tout i ∈ I, 0 < diam Ui ≤ δ.
Soit E un sous-ensemble de X et s ≥ 0, pour δ > 0, on déﬁnit :
Hsδ(E) = inf
{∑
i∈I
(diam Ui)
s : {Ui}i∈I est un δ-recouvrement dénombrable de E
}
.
(2.1)
On déﬁnit ensuite la mesure extérieure de Hausdorﬀ s-dimensionnelle de E
Hs(E) = lim
δ→0
Hsδ(E). (2.2)
Il existe un unique t tel que Hs(E) = ∞ si s < t et Hs(E) = 0 si s > t appelé la
dimension de Hausdorﬀ de E i.e.
dimH E = inf {s : H
s(E) <∞} = sup {s : Hs(E) > 0} . (2.3)
Si µ est une mesure de probabilité sur X, on déﬁnit la dimension de Hausdorﬀ de µ
dimH µ = inf {dimH Y : µ(Y
c) = 0} . (2.4)
Remarque 2.1. Nous prévenons le lecteur que même si cette déﬁnition de la dimen-
sion de Hausdorﬀ d’une mesure diﬀère de celle donnée par Falconer [48], c’est elle
qui est la plus utilisée en théorie ergodique.
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2.1.2 Dimension de packing
Etant donné ε > 0, la collection {B(xi, ri)}i∈I est appelée un ε-packing de E si
I est un ensemble ﬁni ou dénombrable, pour tout i ∈ I on a xi ∈ E, ri ≤ ε et les
boules sont disjointes. Pour s ≥ 0, on déﬁnit
Psε (E) = sup
{∑
i∈I
(ri)
s : {B(xi, ri)}i∈I est un ε-packing de E
}
et
Ps0(E) = lim
ε→0
Psε (E).
On peut ensuite introduire la mesure de packing s-dimensionnelle
Ps(E) = inf
{ ∞∑
i=1
Ps0(Ei) : E ⊂
∞⋃
i=1
Ei
}
(2.5)
et la dimension de packing de E est déﬁnie de la même manière que la dimension
de Hausdorﬀ
dimP E = inf {s : P
s(E) <∞} = sup {s : Ps(E) > 0} . (2.6)
Pour une mesure de probabilité µ, on a aussi une dimension de packing de µ
dimP µ = inf {dimP Y : µ(Y
c) = 0} . (2.7)
Nous utiliserons les deux propriétés suivantes des dimensions de Haussdorﬀ et de pa-
cking (dans cette proposition, la notation "dim" indique que la propriété est vériﬁée
pour la dimension de Hausdorﬀ mais aussi pour celle de packing) :
Proposition 2.2. 1. Si f : E → Rm est une fonction Lipschitz alors
dim f(E) ≤ dimE.
2. Pour toute collection dénombrable d’ensemble {Ei}i∈N,
dim
⋃
i∈N
Ei = sup
i∈N
dimEi.
2.1.3 Dimensions locales
Les dimensions locales inférieure et supérieure d’une mesure de probabilité Bo-
rélienne µ sur X au point x ∈ X sont déﬁnies par
dµ(x) = lim
r→0
logµ (B (x, r))
log r
et dµ(x) = lim
r→0
log µ (B (x, r))
log r
.
Définition 2.3. Une mesure de probabilité µ est exacte dimensionnelle s’il existe
une constante dµ ∈ R telle que
dµ(·) = dµ(·) = dµ µ-presque partout.
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Il est bien connu que dans ce cas beaucoup de notion de dimensions coïncident.
En particulier, la dimension de Hausdorﬀ dimH µ vériﬁe
Proposition 2.4. Si µ est exacte dimensionnelle alors
dµ(·) = dimH µ presque partout.
Cette proposition est une conséquence de la proposition suivante qui montre le
lien entre dimensions de Hausdorﬀ, de packing et dimensions locales :
Proposition 2.5. Supposons que X ⊂ RN pour un certain N , alors
dimH µ = ess-sup dµ (2.8)
et
dimP µ = ess-sup dµ. (2.9)
Nous ne démontrerons que la propriété (2.9) qui est moins présente dans la
littérature mais nous donnerons les idées essentielles pour pouvoir démontrer la
propriété (2.8). Par la suite, nous ne démontrerons que les propriétés en rapport
avec la dimension de packing. Ces démonstrations sont basées sur le lemme suivant
que nous démontrerons plus loin.
Lemme 2.6. Soit A ⊂ RN un ensemble de Borel et soit µ une mesure ﬁnie.
1. Si dµ(x) ≥ s pour tout x ∈ A et si µ(A) > 0 alors dimH A ≥ s.
2. Si dµ(x) ≤ s pour tout x ∈ A alors dimH A ≤ s.
3. Si dµ(x) ≥ s pour tout x ∈ A et si µ(A) > 0 alors dimP A ≥ s.
4. Si dµ(x) ≤ s pour tout x ∈ A alors dimP A ≤ s.
Preuve de la Proposition 2.5. Montrons tout d’abord que dimP µ ≥ ess-sup dµ. Soit
γ < ess-sup dµ, par déﬁnition du supremum essentiel, il existe un ensemble Eγ de
mesure strictement positive et tel que dµ ≥ γ sur Eγ . Soit E tel que µ(Ec) = 0.
D’après le lemme précédent comme µ(E ∩ Eγ) > 0 on obtient
dimP E ≥ dimP (E ∩Eγ) ≥ γ.
Ceci étant vrai pour tout ensemble E tel que µ(Ec) = 0, par déﬁnition de la dimen-
sion de packing d’une mesure on a
dimP µ ≥ γ
pour tout γ < ess-sup dµ et donc
dimP µ ≥ ess-sup dµ.
Montrons maintenant que dimP µ ≤ ess-sup dµ. Par déﬁnition du supremum es-
sentiel, il existe un ensemble E tel que µ(Ec) = 0 et tel que pour tout x ∈ E,
dµ(x) ≤ ess-sup dµ. Ainsi, la déﬁnition de la dimension de packing d’une mesure et
le point 4. du lemme précédent nous donne
dimP µ ≤ dimP E ≤ ess-sup dµ.
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Pour démontrer le Lemme 2.6 nous utiliserons le lemme suivant :
Lemme 2.7. Soit A ⊂ RN un ensemble borélien, soit µ une mesure borélienne ﬁnie
sur RN et soit 0 < s < +∞.
1. Si lim
r→0
µ(B(x,r))
rs
≤ c pour tout x ∈ A alors Hs(A) ≥ µ(A)
c
.
2. Si lim
r→0
µ(B(x,r))
rs
≥ c pour tout x ∈ A alors Hs(A) ≤ 2
sµ(A)
c
.
3. Si lim
r→0
µ(B(x,r))
rs
≤ c pour tout x ∈ A alors Ps(A) ≥ µ(A)
2c5s
.
4. Si lim
r→0
µ(B(x,r))
rs
≥ c pour tout x ∈ A alors Ps(A) ≤ 2µ(A)
c
.
Preuve. Montrons tout d’abord l’assertion 3. Supposons que limr→0
µ(B(x,r))
rs
≤ c pour
tout x ∈ A. Soit A˜ ⊂ A et soit ε > 0. Pour tout x ∈ A˜, il existe 0 < rx < ε5 tel que
µ(B(x,5rx))
(5rx)s
≤ 2c. Comme A˜ ⊂
⋃
x∈A˜B(x, rx), d’après le lemme de recouvrement de
Vitali, il existe une sous-famille {B(xi, rxi)}i∈I avec I au plus dénombrable telle que
les {B(xi, rxi)}i∈I soient disjointes et telle que
⋃
x∈A˜B(x, rx) ⊂
⋃
i∈J{B(xi, 5rxi)}i∈I .
Ainsi, comme
A˜ ⊂
⋃
i∈J
{B(xi, 5rxi)}i∈I
on a
µ(A˜) ≤
∑
i∈I
µ(B(xi, 5rxi))
≤ 2c5s
∑
i∈I
rsxi
≤ 2c5sPsε/5(A˜).
Finalement, comme ceci est vrai pour tout ε > 0, on obtient que
Ps0(A˜) ≥
µ(A˜)
2c5s
. (2.10)
Soit {Ai}i∈N une famille d’ensembles telle que A ⊂
⋃
i∈N Ai. On a
µ(A) = µ(
⋃
i∈N
(Ai ∩ A))
≤
∑
i∈N
µ(Ai ∩A)
≤
∑
i∈N
2c5sPs0(Ai ∩ A) d’après (2.10)
≤ 2c5s
∑
i∈N
Ps0(Ai) d’après la déﬁnition de P
s
0 .
Ceci étant vrai pour toute famille {Ai}i∈N, on obtient par déﬁnition de la mesure de
packing
Ps(A) ≥
µ(A)
2c5s
.
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Montrons maintenant le point 4. Supposons que limr→0
µ(B(x,r))
rs
≥ c pour tout x ∈ A.
Soit δ > 0. On déﬁnit l’ensemble Aδ :
Aδ :=
{
x ∈ A : ∀0 < r < δ , µ(B(x, r)) ≥
c
2
rs
}
.
Soit 0 < ε < δ. Par déﬁnition, on a :
Psε (Aδ) = sup
{∑
i∈I
(ri)
s : {B(xi, ri)}i∈I est un ε-packing de Aδ
}
≤ sup
{
2
c
∑
i∈I
µ(B(xi, ri) : {B(xi, ri)}i∈I est un ε-packing de Aδ
}
≤
2
c
µ(Aδ).
Ainsi, on obtient
Ps0(Aδ) ≤
2
c
µ(Aδ)
et par déﬁnition de la mesure de packing s-dimensionnelle et de Aδ
Ps(Aδ) ≤ P
s
0(Aδ) ≤
2
c
µ(Aδ) ≤
2
c
µ(A).
Comme Ps est une mesure et par déﬁnition de Aδ, on a
Ps(A) ≤ Ps
( ⋃
n∈N∗
A 1
n
)
= lim
n→+∞
Ps
(
A 1
n
)
≤
2
c
µ(A).
Nous pouvons maintenant démontrer le Lemme 2.6 :
Preuve du Lemme 2.6. Soit A un ensemble de mesure strictement positive. Suppo-
sons que pour tout x ∈ A on a dµ(x) ≥ s, i.e. limr→0
log µ(B(x,r))
log r
≥ s. Ainsi, pour tout
x ∈ A et pour tout ε > 0, il existe (rn)n∈N telle que limn→+∞ rn = 0 et telle que
pour tout n ∈ N
log µ(B(x, rn))
log rn
≥ s− ε.
On a donc pour tout n ∈ N
µ(B(x, rn))
rs−2εn
≤ rεn.
Ainsi, pour tout x ∈ A et pour tout ε > 0 on obtient
limr→0
µ(B(x, r))
rs−2ε
= 0,
c’est-à-dire, pour tout δ > 0
limr→0
µ(B(x, r))
rs−2ε
< δ.
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D’après le point 3 du Lemme 2.7, pour tout ε > 0 et pout tout δ > 0, Ps−2ε(A) ≥
µ(A)
2δ5s−2ε
> 0 car µ(A) > 0. Et donc par déﬁnition de la dimension de packing, on a
dimP A ≥ s.
Montrons maintenant le point 4. Supposons que pour tout x ∈ A on a dµ(x) ≤ s,
i.e. limr→0
log µ(B(x,r))
log r
≤ s. Ainsi, pour tout x ∈ A et pour tout ε > 0, il existe R > 0
tel que pour tout 0 < r < R on a
log µ(B(x, r))
log r
≤ s+ ε,
d’où
µ(B(x, r))
rs+2ε
≥ r−ε.
Ainsi, pour tout x ∈ A et pour tout ε > 0
limr→0
µ(B(x, r))
rs+2ε
= lim
r→0
µ(B(x, r))
rs+2ε
= +∞,
c’est-à-dire, pour tout C > 0
limr→0
µ(B(x, r))
rs+2ε
> C.
D’après le point 4 du Lemme 2.7, pour tout ε > 0 et pout tout C > 0, Ps+2ε(A) ≤
2µ(A)
C
. Et donc par déﬁnition de la dimension de packing, on a dimP A ≤ s.
2.2 Existence de la dimension locale
Nous donnons maintenant un théorème d’existence de la dimension locale lorsque
notre mesure est une mesure image.
Considérons donc une fonction f : X → Y avec X et Y deux espaces métriques
(par la suite nous appelerons f une observation) et une mesure de probabilitité µ
sur X. La mesure image f∗µ(.) := µ(f−1(.)) est une mesure de probabilité sur Y et
on déﬁnit les dimensions locales inferieures et supérieures pour l’observation f par
rapport à µ en un point x ∈ X par
dfµ(x) = df∗µ(f(x)) et d
f
µ(x) = df∗µ(f(x)).
Quand elles sont égales, on notera dfµ(x) cette valeur.
Théorème 2.8. Soit f : RM → RN une fonction C∞ et soit µ une mesure ab-
solument continue sur RM . Alors, dfµ existe et appartient à {0, 1, ...,min{M,N}}
µ-presque partout. Plus précisément, dfµ(x) = rang dxf pour µ-presque tout x ∈ R
M .
Ce résultat est non trivial dans le sens où la mesure image f∗µ peut être compli-
quée et contre-intuitive. En dimension un, il existe f ∈ C∞(R,R) telle que f({f ′ =
0}) soit un ensemble non dénombrable de dimension 0 et telle que f∗(Leb|{f ′=0}) soit
une mesure non nulle et non atomique :
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Exemple 2.9. Considérons l’intervalle [0, 1] et construisons tout d’abord un ensemble
de Cantor de mesure de Lebesgue positive, ensuite nous construirons une fonction
C∞ dont la dérivée s’annule sur cet ensemble de Cantor. On applique un procédé
itératif pour construire cet ensemble de Cantor que l’on notera C. Soit (λn)n∈N déﬁnie
par λn = 52n(n+1)2π2 pour tout n ∈ N. On utilise le même procédé de construction que
celui de l’ensemble triadique de Cantor sauf que les intervalles supprimés à l’étape n
sont de longueur λn. Soit I l’ensemble des intervalles fermés de [0, 1] et J l’ensemble
des sous-ensembles de [0, 1]. Pour tout n ∈ N, on déﬁnit l’application Fn : I → J
suivante :
Fn([a, b]) = [a, b] \
]
a +
b− a
2
−
λn
2
, a +
b− a
2
+
λn
2
[
.
On construit donc par récurrence une suite d’ensemble (Cn)n∈N :{
C0 = F0([0, 1])
Cn+1 =
⋃
I∈Cn
Fn+1(I) ∀n ∈ N
∗
où l’union précédente est faite sur tous les intervalles I de Cn. Ainsi, à l’étape n
du processus on enlève 2n intervalles {Ink }
2n
k=1 de longueur λn et l’on nommera x
n
k le
centre de Ink . Finalement, notre ensemble de Cantor est construit comme suit :
C =
⋂
n∈N
Cn.
Voici une illustration de cette construction :
0 1
-ﬀ
I01
x01
-ﬀ
I11
x11
-ﬀ
I12
x12
I21 I
2
2 I
2
3 I
2
4
r
r
r
Construction de C
On peut calculer la mesure de Lebesgue de C :
Leb(C) = 1−
∑
n∈N
2nλn = 1−
∑
n∈N
2n
5
2n(n+ 1)2pi2
=
1
6
> 0.
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Construisons maintenant notre fonction f . Considérons tout d’abord la fonction
h ∈ C∞([0, 1],R) suivante :
h(x) =
{
0 si x = 0 ou 1
exp
(
−1
1−(1−2x)2
)
si x ∈ (0, 1).
Cette fonction sera la base de la construction de la fonction f . Pour n ∈ N, on déﬁnit
gn : [0, 1]→ R la fonction suivante :
gn(x) :=
2n∑
k=1
1
n!
1Ink (x)h
(
1
λn
(x− (xk −
λn
2
))
)
et g : [0, 1]→ R la fonction construite par :
g(x) :=
∑
n∈N
gn(x).
La fonction g est donc une fonction construite par un procédé itératif basé sur la
construction de l’ensemble de Cantor précédente : on commence par la fonction
nulle sur [0, 1], ensuite pour chaque n ∈ N, dans chaque intervalle Ink on placera une
fonction h contractée (en hauteur d’un facteur 1/n! et en longueur d’un facteur λn).
Voici les premières étapes de la construction :
Out[19]=
0.2 0.4 0.6 0.8 1.0
0.05
0.10
0.15
0.20
0.25
0.30
0.35
Out[18]=
0.2 0.4 0.6 0.8 1.0
0.05
0.10
0.15
0.20
0.25
0.30
0.35
Out[38]=
0.2 0.4 0.6 0.8 1.0
0.05
0.10
0.15
0.20
0.25
0.30
0.35
Graphe de g0 Graphe de g0 + g1 Graphe de g0 + g1 + g2
On peut vériﬁer facilement que la fonction g est une fonction C∞. Nous pouvons
donc maintenant construire notre fonction f :
f : [0, 1] −→ R
x −→ f(x) =
∫ x
0
g(t)dt.
Nous avons donc construit une fonction f ∈ C∞([0, 1],R) strictement croissante (sa
dérivée g est positive et ne s’annule que sur C qui est un ensemble d’intérieur vide).
f est donc une bijection de [0, 1] dans [0, f(1)]. Ainsi, l’ensemble f({f ′ = 0}) est
homéomorphe à l’ensemble de Cantor C, c’est donc un ensemble non dénombrable
et d’après le Théorème 2.8 il est de dimension 0. De plus, f∗(Leb|C) est une mesure
non nulle (car f∗(Leb|C)([0, f(1)]) = Leb(C) > 0) et non atomique (car f est une
bijection et que Leb|C est une mesure non atomique).
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Nous soulignons que le Théorème 2.8 s’applique à toute fonction C∞ et pas
seulement à des fonctions génériques. Cela est essentiel dans les applications où
nous sommes intéressés par des observations particulières.
Bates et Moreira [21] ont démontré une généralisation du Théorème de Morse-
Sard pour les mesures de Hausdorﬀ. Malheureusement, d’après (2.8), cela n’est pas
suﬃsant pour obtenir une borne supérieure pour la dimension locale supérieure.
La généralisation suivante de la décomposition de Morse est un ingrédient clef de
leur preuve. Etant donné une fonction diﬀérentiable f de RM dans RN , pour κ ∈
{0, 1, ...,min{M,N}}, on déﬁnit Cκ := {x ∈ RM : rank(dxf) = κ}.
Lemme 2.10 ([21]). Soit f ∈ Ck(RM ,RN) avec k ≥ 2. Soit κ ≤M un entier. Soit
η > 0. Il existe une décomposition {Ai}i∈N de Cκ telle que pour tout i ∈ N il existe
deux sous-espaces E ′i et E
′′
i qui satisfont R
M = E ′i ⊕E
′′
i , dimE
′
i ≤ κ et si S ⊂ R
M :
diam (f(S ∩Ai)) ≤ (‖f |Ai‖C1 + η) diam(piE′iS) + η(diamS)
k. (2.11)
Nous utiliserons cette décomposition pour démontrer un résultat analogue pour
la dimension de packing.
Lemme 2.11. Si f ∈ C∞(RM ,RN) alors la dimension de packing de l’ensemble
critique vériﬁe
dimP f(Cκ) ≤ κ.
Preuve. Soit k ≥ 2, f étant de classe C∞, f est aussi de classe Ck. Soit {Ai}i∈N
la décomposition de Cκ donnée par le Lemme 2.10 avec η = 1. Soit K ⊂ RM un
ensemble compact. Soit i ∈ N. Soit di une distance sur RM telle que pour x ∈ RM et
y ∈ RM , di(x, y) = d(piE′ix, piE′iy) + d(piE′′i x, piE′′i y). Soient ε > 0 et {B(f(xj), rj)}j∈J
un ε-packing de f(Ai ∩K). Soient j ∈ J et l ∈ J . En choisissant S := {xj , xl} dans
(2.11) on obtient
rj + rl ≤ di(f(xj), f(xl)) = diam(f(S ∩Ai))
≤ Cd(piE′ixj , piE′ixl) +
(
d(piE′ixj , piE′ixl) + d(piE′′i xj , piE′′i xl)
)k
où C := ‖f‖C1 + 1. Ainsi,
– soit Cd(piE′ixj , piE′ixl) ≥
1
2
(rj + rl),
– soit Cd(piE′ixj , piE′ixl) ≤
1
2
(rj + rl) et alors
(
d(piE′ixj , piE′ixl) + d(piE′′i xj , piE′′i xl)
)k
≥
1
2
(rj + rl).
En prenant ε assez petit pour avoir ε
C
≤ (1− 2−1/k)ε1/k on obtient
1
2C
(rj + rl) ≤
(
1− 2−1/k
)(1
2
(rj + rl)
)1/k
et ainsi
d(piE′′i xj , piE′′i xl) ≥
(
1
2
)1/k (
1
2
(rj + rl)
)1/k
.
32
2.2. Existence de la dimension locale
Pour j ∈ J , on déﬁnit Sj = BE′i(piE′ixj ,
1
4C
rj)×BE′′i (piE′′i xj ,
1
2
(
1
4
rj
)1/k
) ⊂ E ′i×E
′′
i . Si
l 6= j, comme
– soit d(piE′ixj , piE′ixl) ≥
1
2C
(rj + rl) >
1
4C
rj +
1
4C
rl
– soit d(piE′′i xj , piE′′i xl) ≥
(
1
4
(rj + rl)
)1/k
> 1
2
(
1
4
rj
)1/k
+ 1
2
(
1
4
rl
)1/k
on a Sj ∩ Sl = ∅.
Il existe une constante δi telle que
diamSj ≤ δiε
1/k.
Les rectangles Sj sont disjoints et ont une intersection avec K non vide, ainsi∑
j∈J
Vol(Sj) ≤ Vol(K +B(0, δiε
1/k)). (2.12)
Soit p = dimE ′i ≤ κ. Il existe une constante γi telle que le volume de chaque Sj soit
égal à
Vol(Sj) = γi
(
1
4C
rj
)p
×
[
1
2
(
1
4
rj
)1/k]M−p
.
Ceci implique, en utilisant (2.12), que∑
j∈J
(rj)
p+(M−p)/k ≤ c(i, k,K) <∞
où c(i, k,K) est une constante ﬁnie dépendant de i,k et K.
Maintenant, par déﬁnition de la packing mesure s-dimensionnelle (2.5) on obtient :
PM/k+p(1−1/k)(f(Ai ∩K)) ≤ c(i, k,K) <∞.
Ainsi
dimP f(Ai ∩K) ≤
M
k
+ p(1−
1
k
) ≤
M
k
+ κ.
Finalement, en choisissant une suite de compacts Kn telle que RM = ∪n∈NKn, on
a :
dimP f(Cκ) = dimP f(
⋃
i,n∈N
Ai ∩Kn)
= dimP
⋃
i,n
f(Ai ∩Kn)
= sup
i,n
dimP f(Ai ∩Kn) voir Proposition 2.2
≤
M
k
+ κ.
Comme k peut être choisi arbitrairement grand, on a
dimP f(Cκ) ≤ κ. (2.13)
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Nous allons prouver le Théorème 2.8 sur RM avec µ une mesure absolument
continue par rapport à la mesure de Lebesgue λ, i.e. pour tout ensemble mesurable
A ⊂ RM
λ(A) = 0 =⇒ µ(A) = 0.
Preuve du Théorème 2.8. Soit κ ∈ {0, ...,min{M,N}}.
1. Si A ⊂ Cκ et µ(A) > 0 alors dimH f∗(µ|A) ≥ κ :
En eﬀet, soit B ⊂ Cκ avec µ(B) > 0, comme µ est absolument continue, λ(B) > 0.
Il existe un ouvert V tel que λ(B ∩ V ) > 0 et pi : RN → Rκ une application linéaire
telle que dxpi ◦ f soit de rang maximal κ pour tout x ∈ V . fκ := pi ◦ f vériﬁe donc
que Jfκ 6= 0 pour tout x ∈ V (où J est le Jacobien i.e. Jfκ =
√
det(dxfκ)(dxfκ)t).
Comme pi est Lipschitz, d’après la Proposition 2.2, on sait que :
dimH pi(f(B)) ≤ dimH f(B). (2.14)
D’après la formule de la coaire (e.g. [47], en fait on aurait pu travailler directement
avec f en utilisant [75]) :∫
B
Jfκdλ =
∫
fκ(B)
HM−κ
(
B ∩ f−1κ ({y})
)
dλκ(y) (2.15)
où λκ est la mesure de Lebesgue sur Rκ. Comme λ(B ∩ V ) > 0 et Jfκ(x) 6= 0 pour
tout x ∈ B∩V , le membre de gauche de (2.15) n’est pas nul, il en est donc de même
pour le membre de droite. Ainsi λκ(fκ(B)) > 0 et donc dimH fκ(B) ≥ κ ce qui nous
donne d’après (2.14) :
κ ≤ dimH f(B). (2.16)
Soit A ⊂ Cκ tel que µ(A) > 0. On rappelle que
dimH f∗(µ|A) := inf{dimH Y : (f∗(µ|A))(Y c) = 0}. (2.17)
Soit Y tel que (f∗(µ|A))(Y c) = 0. Comme f (A ∩ f−1(Y )) ⊂ Y on a
dimH Y ≥ dimH f
(
A ∩ f−1(Y )
)
.
De plus, comme µ(f−1(Y ) ∩ A) = µ(A) > 0 et f−1(Y ) ∩ A ⊂ Cκ, on peut choisir
B = f−1(Y ) ∩ A et d’après (2.16) :
dimH Y ≥ dimH f
(
A ∩ f−1(Y )
)
≥ κ
et donc
dimH f∗(µ|A) ≥ κ. (2.18)
On pose ν := f∗µ et νκ := f∗(µ|Cκ).
2. Montrons que dν = κ νκ-presque partout :
• Tout d’abord, comme νκ est supportée sur f(Cκ), d’après le Lemme 2.11 on a
dimP νκ ≤ dimP f(Cκ) ≤ κ.
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Comme la dimension de packing vériﬁe la relation (2.9) on a
dνκ(x) ≤ κ pour νκ-presque tout x ∈ R
N .
Comme pour tout x ∈ RN et tout ε > 0, ν (B(x, ε)) ≥ νκ (B(x, ε)), on obtient
dν(x) ≤ dνκ(x)
et donc
dν(x) ≤ κ pour νκ-presque tout x ∈ R
N . (2.19)
• Soit K ⊂ RN un sous-ensemble compact. Soit ρ < κ. Soit Z := {dν ≤ ρ} ∩
K. Si νκ(Z) > 0 alors µ(Cκ ∩ f−1(Z)) > 0, et donc d’après (2.18) on obtient
dimH f∗(µ|Cκ∩f−1(Z)) ≥ κ. D’après (2.17) et comme f∗(µ|Cκ∩f−1(Z))(Z
c) = 0, on a
dimH Z ≥ κ.
Par ailleurs, par déﬁnition de dν , ∀x ∈ Z, ∃Jx ⊂ (0,+∞) avec 0 ∈ Jx, tel que ∀r ∈
Jx, ν (B(x, r)) ≥ rρ. Soit δ > 0. On remarque que {B(x, r) , x ∈ Z , r ∈ Jx ∩ [0, δ]}
recouvre Z donc, d’après le Théorème de recouvrement de Besicovitch, il existe un
sous recouvrement {B(xi, ri)}i∈I avec I dénombrable etm0 une constante dépendant
seulement de N tels que Z ⊂ ∪i∈IB(xi, ri) et la multiplicité du recouvrement est
bornée par m0. D’après la déﬁnition (2.1)
Hρδ(Z) ≤
∑
i∈I
rρi ≤
∑
i∈I
ν (B(xi, ri)) ≤ m0ν(K +B(0, δ)).
Ce qui implique que dimH Z ≤ ρ. Mais ceci étant en contradiction avec le fait que
dimH Z ≥ κ, on a que pour tout ρ < κ et pour tout compact K, νκ({dν ≤ ρ}∩K) =
0. Ainsi
dν(x) ≥ κ pour νκ-presque tout x ∈ R
N . (2.20)
3. Conclusion : En utilisant (2.19) et (2.20) on obtient que dν = κ νκ-presque par-
tout. Et le théorème est démontré en utilisant que RM = C0∪C1∪...∪Cmin{M,N}.
2.3 Mesures faiblement diamétralement régulières
Nous expliquons ici la notion de mesure faiblement diamétralement régulière et
nous donnons une propriété essentielle que nous utiliserons plusieurs fois tout au
long de notre travail en suivant les idées de [18].
Définition 2.12. Une mesure µ est une mesure diamétralement régulière (ou mesure
doublante) s’il existe une constante η > 1 et une constante c > 0 telles que pour tout
x ∈ X et pour tout r > 0 on a µ (B (x, ηr)) ≤ cµ (B (x, r)).
Par exemple, les états d’équilibre d’un potentiel Hölder pour les sous-shifts de
type ﬁni ou pour les applications dilatantes conformes sont des mesures diamétra-
lement régulières. Pour obtenir une propriété vériﬁée par une classe beaucoup plus
large de mesures nous devons aﬀaiblir la déﬁnition précédente, c’est pourquoi on
introduit les mesures faiblement diamétralement régulières.
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Définition 2.13. Une mesure µ est faiblement diamétralement régulière (fdr) sur
l’ensemble Z ⊂ X s’il existe η > 1 et si pour µ-presque tout x ∈ Z et tout ε > 0, il
existe δ > 0 tel que si r < δ alors
µ (B (x, ηr)) ≤ µ (B (x, r)) r−ε. (2.21)
Il existe en fait une déﬁnition équivalente plus forte que nous utiliserons par la
suite :
Proposition 2.14. Une mesure µ est faiblement diamétralement régulière sur l’en-
semble Z ⊂ X si et seulement si pour tout η > 1, pour µ-presque tout x ∈ Z et tout
ε > 0, il existe δ > 0 tel que si r < δ alors µ (B (x, ηr)) ≤ µ (B (x, r)) r−ε.
Preuve. Supposons qu’il existe η > 1 tel que pour µ-presque tout x ∈ Z et tout
ε > 0, il existe δ > 0 tel que si r < δ alors µ (B (x, ηr)) ≤ µ (B (x, r)) r−ε. Montrons
que pour tout α > 1, pour µ-presque tout x ∈ Z et tout ε1 > 0, il existe δ1 > 0 tel
que si r < δ1 alors µ (B (x, αr)) ≤ µ (B (x, r)) r−ε1.
Soient α > 1 et ε1 > 0. Si α ≤ η alors pour µ-presque tout x ∈ Z, comme µ est
fdr, on a pour r suﬃsamment petit
µ (B(x, αr)) ≤ µ (B(x, ηr))
≤ µ (B (x, r)) r−ε1.
Maintenant, si α > η, il existe n ∈ N∗ tel ηn ≤ α < ηn+1. Soient x ∈ Z et ε = ε1
n+1
tels que pour r < δ l’equation (2.21) soit vériﬁée. Alors, si r < δ
ηn
µ (B(x, αr)) ≤ µ
(
B(x, ηn+1r)
)
≤ µ (B (x, r)) r−(n+1)ε
≤ µ (B (x, r)) r−ε1.
Et ainsi la proposition est démontrée.
Voici maintenant une propriété essentielle des mesures boréliennes (prouvée dans
[18]) :
Lemme 2.15. Toute mesure borélienne de probabilité sur RN est faiblement diamé-
tralement régulière.
Preuve. Soit µ une mesure borélienne de probabilité sur RN . Nous allons démontrer
que pour µ-presque tout x ∈ RN on a
µ(B(x, 2−n)) ≤ n2µ(B(x, 2−n−1)) (2.22)
pour tout n ∈ N suﬃsamment grand. Montrons que si cela est vériﬁé alors µ est
faiblement diamétralement régulière avec η = 2. Soit ε > 0. Soit x ∈ RN et n ∈ N
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suﬃsamment grand pour que (2.22) soit vériﬁée et pour que n2(n− 1)2 ≤ 2εn. Soit
0 < r < 2−n−1, il existe m ≥ n+ 1 tel que 2−m−1 ≤ r < 2−m. On a donc
µ(B(x, 2r)) ≤ µ(B(x, 2−m+1)) car 2r < 2−m+1
≤ m2(m− 1)2µ(B(x, 2−m−1)) d’après (2.22)
≤ m2(m− 1)2µ(B(x, r)) car 2−m−1 ≤ r
≤ 2εmµ(B(x, r)) car m > n et n2(n− 1)2 ≤ 2εn
≤ r−εµ(B(x, r)) car r < 2−m
et ainsi µ est faiblement diamétralement régulière.
Démontrons donc (2.22). Soient n ∈ N et α > 0, on déﬁnit
A(n) :=
{
x ∈ RN : µ(B(x, 2−n) > n2µ(B(x, 2−n−1)
}
.
Nous rappelons ici la notion d’ensemble maximal r-séparé :
Définition 2.16. Etant donné r > 0, un ensemble dénombrable E ⊂ F est un
ensemble maximal r-separé pour F si
1. B(x, r
2
) ∩B(y, r
2
) = ∅ pour tous x, y ∈ E distincts.
2. µ(F \
⋃
x∈E
B(x, r)) = 0.
Soit E ⊂ A(n) un ensemble maximal 2−n−1-séparé pour A(n). On a
µ(A(n)) ≤
∑
x∈E
µ(B(x, 2−n−1)) ≤
∑
x∈E
1
n2
µ(B(x, 2−n)).
Comme E est un ensemble 2n−1-séparé, il existe une constante C dépendant uni-
quement de la dimension N telle que E puisse être décomposé en un nombre ﬁni
d’ensembles maximaux 2−n+1-séparés. Plus exactement, la constante C est donnée
par
C = max
r>0
max
x∈RN
max
G(x,r)
Card G(x, r)
où les G(r, x) sont les ensembles maximaux 2r-séparés de B(x, 4r). Cette constante
correspond au nombre maximal de boules disjointes de rayon r dont l’intersection
avec une même boule de rayon 4r est non vide. Il existe donc C ensembles Ei
maximaux 2−n+1-séparés tels que E = ∪Ci=1Ei. Ainsi
µ(A(n)) ≤
C∑
i=1
∑
x∈Ei
1
n2
µ(B(x, 2−n)) ≤
C
n2
.
On a donc ∑
n∈N∗
µ(A(n)) < +∞.
D’après le Lemme de Borel-Cantelli, pour µ-presque tout x ∈ RN , il existe n1(x) ∈
N∗ tel que pour tout n > n1(x), x /∈ A(n), c’est-à-dire, l’equation (2.22) est vériﬁée
et donc le lemme est démontré.
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Chapitre 3. Récurrence de Poincaré pour les observations
Un système dynamique de grandes dimensions est souvent étudié par les expéri-
mentalistes à travers une certaine "mesure" ou un "relevé" d’un relativement petit
nombre de diﬀérentes quantités, appelées observations. En suivant cette idée et dans
la continuité du travail de Boshernitzan, pour un système préservant la mesure, nous
étudions la récurrence de Poincaré pour les observations (on pourra aussi voir le livre
de Aaronson [1] pour une version du théorème de récurrence de Poincaré pour les
observations). Nous faisons le lien entre les temps de retour pour les observations et
les dimensions locales de l’image de la mesure invariante. Nous prouvons que lorsque
la décroissance des corrélations est super-polynomiale, les taux de récurrence pour
les observations et les dimensions locales de la mesure image sont égaux.
Ce chapitre est basé sur l’article [84], Poincaré recurrence for observations, écrit
avec Benoît Saussol et à paraître dans les Transactions de la Société Américaine de
Mathématiques.
3.1 Borne supérieure du taux de récurrence pour
les systèmes dynamiques
Soit (X,A, µ, T ) un système dynamique tel que X est un espace métrique et
que A est sa σ-algèbre de Borel et soit Y un espace métrique. Soit f : X → Y
une fonction, appelée observation (nous serons plus spéciﬁques sur les espaces X et
Y par la suite). On introduit le temps de retour pour l’observation et ses taux de
récurrence associés.
Définition 3.1. Soit f : X → Y une fonction mesurable, on déﬁnit pour x ∈ X le
temps de retour pour l’observation f :
τ fr (x) := inf
{
k ∈ N∗ : f(T kx) ∈ B (f(x), r)
}
où B(f(x), r) est la boule centrée en f(x) et de rayon r. On déﬁnit ensuite les taux
de récurrence pour l’observation inférieur et supérieur :
Rfi (x) := lim inf
r→0
log τ fr (x)
− log r
R
f
i (x) := lim sup
r→0
log τ fr (x)
− log r
.
On déﬁnit aussi pour p ∈ N le temps de retour p-non-instantané pour l’observation :
τ fr,p(x) := inf
{
k > p : f(T kx) ∈ B (f(x), r)
}
.
Ensuite, on déﬁnit les taux de récurrence inférieur et supérieur non-instantanés pour
l’observation :
Rf (x) := lim
p→∞
lim inf
r→0
log τ fr,p(x)
− log r
R
f
(x) := lim
p→∞
lim sup
r→0
log τ fr,p(x)
− log r
.
Lorsque Rf (x) = R
f
(x) on notera Rf(x) la valeur de la limite.
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On notera que dans les déﬁnitions des taux de récurrence inférieur et supérieur
non-instantanés pour l’observation, nous prenons la limite quand p tend vers l’inﬁni.
En eﬀet, nous verrons dans la preuve du Théorème 3.2 (plus précisément à l’équa-
tion (3.5)) que cette limite existe (car toute suite croissante majorée converge).
On rappelle la déﬁnition des dimensions locales inférieure et supérieure pour
l’observation f par rapport à la mesure µ en un point x ∈ X
dfµ(x) = df∗µ(f(x)) et d
f
µ(x) = df∗µ(f(x)).
Théorème 3.2. Soit (X,A, T, µ) un système dynamique. Considérons une obser-
vation mesurable f : X → Y = RN . Alors
Rf (x) ≤ dfµ(x) et R
f
(x) ≤ d
f
µ(x)
pour µ-presque tout x ∈ X.
Ce résultat est satisfaisant car il est vériﬁé pour tous les systèmes dynamiques et
toutes les observations. De plus, sous des hypothèses qui apparaissent naturellement,
on montrera que l’égalité est vériﬁée. Néanmoins, ces inégalités peuvent être strictes,
un exemple trivial est celui où T est l’application identité.
Remarque 3.3. En choisissant comme observation f la fonction identité nous retrou-
vons le Théorème 1.30.
Nous donnons maintenant une première application, à savoir la récurrence dans
les systèmes dynamiques aléatoires. Une étude plus vaste de ces systèmes est conduite
dans le Chapitre 4.
Exemple 3.4. Soit (Ω,F , θ,P) un système dynamique et Y ⊂ RN un ensemble bo-
rélien. La famille (Fω)ω∈Ω est appelée une transformation aléatoire, où pour tout
ω, Fω est une application de Y dans Y tel que l’application (w, y) → Fω(y) soit
F × B(RN)-mesurable. L’application T : X = Ω × Y → X deﬁnie par T (ω, y) =
(θω, Fω(y)) est appelée un skew-product. Soit MP(X, T ) l’ensemble des mesures de
probabilité T -invariante ayant pour marginale P sur Ω. Pour tout µ ∈MP(X, T ), le
Théorème 3.2 s’applique avec f la projection sur Y , et nous donne une borne supé-
rieure pour le temps nécessaire à une orbite aléatoire typique Fθkω ◦ ... ◦Fθω ◦Fω(y)
pour revenir proche de son point de départ y.
La stratégie de base de la preuve du Théorème 3.2 provient de [18].
Preuve du Théorème 3.2. Comme toutes les mesures de probabilité sont faiblement
diamétralement régulières sur RN (voir Lemme 2.15), la mesure f∗µ est faiblement
diamétralement régulière. On peut remarquer que la fonction δ(f(·), ε, η) dans la
déﬁnition 2.13 est mesurable pour tout ε et η ﬁxés. Fixons ε > 0 et η = 4. On
choisit δ > 0 assez petit pour avoir µ(G) > µ(X)− ε = 1− ε où
G := {x ∈ X : δ(f(x), ε, η) > δ} .
Pour tout r > 0, λ > 0, p ∈ N et x ∈ X on déﬁnit l’ensemble
Ar,x :=
{
y ∈ X : f(y) ∈ B (f(x), 4r) , τ f4r,p(y, x) ≥ λ
−1f∗µ (B (f(x), 4r))
−1
}
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où τ f4r,p(y, x) := inf
{
k > p : d
(
f(T ky), f(x)
)
< 4r
}
pour y ∈ f−1B(f(x), 4r). Par
l’inégalité de Markov on obtient :
µ(Ar,x) ≤ λf∗µ (B (f(x), 4r))
∫
f−1B(f(x),4r)
τ f4r,p(y, x) dµ(y). (3.1)
Puisque τ f4r,p(y, x) est majoré par le p-ième temps de retour de y dans l’ensemble
f−1B(f(x), 4r), le lemme de Kač nous donne :∫
f−1B(f(x),4r)
τ f4r,p(y, x) dµ(y) ≤ p. (3.2)
En utilisant (3.1) et (3.2), on a :
µ(Ar,x) ≤ pλf∗µ (B (f(x), 4r)) . (3.3)
Si d(f(x), f(y)) < 2r alors
τ f4r,p(y, x)f∗µ (B (f(x), 4r)) ≥ τ
f
6r,p(y)f∗µ (B (f(y), 2r)) . (3.4)
Soit C ⊂ G tel que (f(x))x∈C est un ensemble maximal 2r-separé pour f(G) (voir
Déﬁnition 2.16).
Dε(r) := µ
({
y ∈ G : τ f6r,p(y)f∗µ (B (f(y), 2r)) ≥ r
−2ε
})
≤
∑
x∈C
µ
({
y ∈ f−1B (f(x), 2r) : τ f6r,p(y)f∗µ (B (f(y), 2r)) ≥ r
−2ε
})
≤
∑
x∈C
µ(Ar,x) d’après (3.4)
≤ p r2ε
∑
x∈C
f∗µ (B(f(x), 4r)) avec λ = r2ε dans (3.3)
≤ p rε
∑
x∈C
f∗µ (B(f(x), r)) car f∗µ est fdr et η = 4
≤ p rε d’après la déﬁnition de C.
Finalement : ∑
n,e−n<δ
Dε(e
−n) =
∑
n>− log δ
Dε(e
−n) ≤ p
∑
n
e−εn <∞.
Ainsi, d’après le lemme de Borel-Cantelli, pour µ-presque tout x ∈ G
τ f6e−n,p(x)f∗µ
(
B
(
f(x), 2e−n
))
≤ e2εn
pour tout n suﬃsamment grand. D’où
log τ f6e−n,p(x)
n
≤ 2ε+
log f∗µ(B(f(x), 2e−n))
−n
. (3.5)
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En remarquant que pour tout a > 0 on a :
dfµ(x) = lim
n→∞
log f∗µ (B (f(x), ae−n))
−n
et d
f
µ(x) = lim
n→∞
log f∗µ (B (f(x), ae−n))
−n
Rf(x) = lim
p→∞
lim inf
n→∞
log τ fae−n,p(x)
n
et R
f
(x) = lim
p→∞
lim sup
n→∞
log τ fae−n,p(x)
n
et comme ε peut être choisi arbitrairement petit, le théorème est obtenu en prenant
la limite inférieure ou la limite supérieure quand n tend vers l’inﬁni et la limite
quand p tend vers l’inﬁni dans (3.5).
Comme nous l’avons vu dans le Chapitre 1, pour obtenir des égalités entre taux
de récurrence et dimensions locales, des propriétés supplémentaires sur le système
sont nécessaires. Nous allons donc étudier la récurrence pour des observations de
systèmes mélangeant rapidement.
3.2 Taux de récurrence et dimension dans les sys-
tèmes mélangeant rapidement
On introduit maintenant la décroissance des corrélations pour les observations :
Définition 3.5. Soit f : X → Y une observation lipschitzienne. (X,A, T, µ) a une
décroissance des corrélations pour l’observation f super-polynomiale si, pour toutes
fonctions lipschitziennes φ, ψ de Y dans R et pour tout n ∈ N∗, on a :∣∣∣∣
∫
X
φ ◦ f(T nx)ψ ◦ f(x)dµ(x)−
∫
X
φ ◦ fdµ
∫
X
ψ ◦ fdµ
∣∣∣∣ ≤ ‖φ ◦ f‖‖ψ ◦ f‖θn
avec limn→∞ npθn = 0 pour tout p > 0 et où ‖.‖ est la norme Lipschitz.
On peut en déduire la proposition suivante :
Proposition 3.6. Soit f : X → Y une observation Lipschitz. Si (X,A, T, µ) a une
décroissance des corrélations super-polynomiale alors (X,A, T, µ) a une décroissance
des corrélations super-polynomiale pour l’observation f .
Preuve. La preuve est immédiate en remarquant que si f est Lipschitz alors ψ ◦ f
est Lipschitz pour toute fonction ψ Lipschitz.
Le résultat principal de ce chapitre est le suivant :
Théorème 3.7. Considérons une observation Lipschitz f : X → Y = RN . Soit
(X,A, T, µ) un système dynamique ayant une décroissance des corrélations pour
l’observation f super-polynomiale. Alors on a
Rf(x) = dfµ(x) et R
f
(x) = d
f
µ(x)
pour µ-presque tout x tel que dfµ(x) > 0.
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En prenant pour f la fonction identité, on retrouve le Théorème 1.32 sous de
plus faibles hypothèses. L’hypothèse principale de notre théorème sur la décroissance
des corrélations est satisfaite dans une classe de systèmes ayant un comportement
hyperbolique (e.g. [96, 34, 13] et Section 1.2).
Corollaire 3.8. Considérons une observation lipschitzienne f : X → Y = RN .
Soit (X,A, T, µ) un système dynamique avec une décroissance des corrélations pour
l’observation f super-polynomiale. Alors, si f∗µ est exacte dimensionnelle, on a
Rf(x) = R
f
(x) = dimH f∗µ pour µ-presque tout x ∈ X.
Remarque 3.9. On a l’équivalence suivante
f∗µ est exacte dimensionnelle
⇐⇒
∃d, dfµ(x) = d
f
µ(x) = d pour µ-presque tout x ∈ X.
Preuve du Corollaire 3.8. Si dimH f∗µ = 0, alors la conclusion provient du Théo-
rème 3.2 et de la Proposition 2.4. Dans le cas général, le résultat est juste une
combinaison du Théorème 3.7 et de la Proposition 2.4.
Le Théorème 3.7 ne s’applique pas aux points où dfµ(x) = 0. Lorsque d
f
µ(x)
est aussi égale à 0, ce n’est pas une restriction car le Théoème 3.2 s’applique et
nous donne R
f
(x) = Rf(x) = 0. Néanmoins, la question reste en suspens quand
d
f
µ(x) 6= d
f
µ(x) = 0 sur un ensemble de mesure positive. En eﬀet, les hypothèses du
Théorème 3.7 ne sont pas assez fortes pour assurer l’existence de la dimension locale
pour l’observation presque partout. Le Théorème 2.8 nous garantit cette existence
pour une large classe de systèmes et ainsi :
Corollaire 3.10. Soit f : RM → RN une observation lipschitzienne de classe C∞.
Soit T : X ⊂ RM → X une application préservant une mesure de probabilité abso-
lument continue avec une décroissance des corrélations pour l’observation f super-
polynomiale. Alors, Rf existe et appartient à {0, 1, ...,min{M,N}} presque partout.
Plus précisément, Rf(x) = rang dxf pour µ-presque tout x ∈ X.
Preuve du Corollaire 3.10. On applique le Théorème 3.7 et le Théorème 2.8 quand
dfµ > 0. Quand d
f
µ = 0, on utilise le Théorème 3.2.
Remarque 3.11. D’après la Proposition 3.6, les 3 résultats précédents sont valables
lorsque le système dynamique (X,A, T, µ) a une décroissance des corrélations super-
polynomiale.
Malgré certaines similarités avec [88], nous soulignons que la preuve du Théo-
rème 3.7 est relativement diﬀérente. En particulier nous ne faisons aucune hypothèse
sur l’entropie du système.
44
3.2. Taux de récurrence et dimension dans les systèmes mélangeant
rapidement
Soient a > 0, b > 0, c > 0 et ρ > 0. Soit Xa := {x ∈ X , d
f
µ(x) > a}. Nous
posons
G1 =
{
x ∈ Xa : ∀r ≤ ρ, f∗µ
(
B
(
f(x),
r
2
))
≤ ra
}
G2 =
{
x ∈ Xa : ∀r ≤ ρ, f∗µ
(
B
(
f(x),
r
2
))
≥ rN+b
}
G3 =
{
x ∈ Xa : ∀r ≤ ρ, f∗µ
(
B
(
f(x),
r
2
))
≥ f∗µ (B (f(x), 4r)) rc
}
.
On remarque que G(a, b, c, ρ) := G1 ∩G2 ∩G3 vériﬁe
µ(G(a, b, c, ρ)) −→
ρ→0
µ(Xa). (3.6)
En eﬀet, par déﬁnition de dfµ, on a µ(G1) → µ(Xa). De plus, comme d
f
µ ≤ N
µ−presque partout, µ(G2) → µ(Xa), et comme f∗µ est faiblement diamétralement
régulière, µ(G3)→ µ(Xa).
Lemme 3.12. Sous les hypothèses du Théorème 3.7, pour tout x ∈ G(a, b, c, ρ),
pour tout n ∈ N∗ et pour tout r ≤ ρ on a
µ
(
f−1B(f(x), r) ∩ T−nf−1B(f(x), 2r)
)
≤
L2
r2
θn + r
−2cf∗µ
(
B
(
f(x),
r
2
))2
.
Preuve. Soit ηr : [0,+∞) → R une fonction 1r -Lipschitz telle que 1[0,r] ≤ ηr ≤
1[0,2r]. Posons ψx,r(z) = ηr (d(f(x), z)). ψx,r est clairement 1r -Lipschitz. En utilisant
l’hypothése sur la décroissance des correlations pour l’observation f de (X, T, µ), on
obtient
µ
(
f−1B(f(x), r) ∩ T−nf−1B(f(x), 2r)
)
≤
∫
X
ψx,r(f(y))ψx,2r(f(T
ny))dµ(y)
≤ ‖ψx,r ◦ f‖‖ψx,2r ◦ f‖θn +
∫
X
ψx,r(f(y))dµ(y)
∫
X
ψx,2r(f(y))dµ(y)
≤
L2
r2
θn + f∗µ(B(f(x), 2r))f∗µ(B(f(x), 4r))
≤
L2
r2
θn + r
−2cf∗µ
(
B
(
f(x),
r
2
))2
.
Lemme 3.13. Sous les hypothèses du Théorème 3.7,
Rf(x) > 0 pour µ-presque tout x tel que dfµ(x) > 0.
Preuve. Soit X+ := {d
f
µ > 0}. Soit 1 > ε > 0 et soit a > 0 tel que µ(X+) ≥ µ(Xa) >
µ(X+)− ε.
On ﬁxe b > 0, c = a
4
et pour ρ > 0 on considère l’ensemble G = G(a, b, c, ρ)
déﬁni au-dessus.
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Soit n0 ∈ N tel que ∀n ≥ n0 on a εn = 1n4/a < ρ. Pour n ≥ n0 on déﬁnit
An := {x ∈ X : f(T
nx) ∈ B (f(x), εn)} .
Pour tout x ∈ G on a
f−1B (f(x), εn) ∩ An ⊂ f−1B (f(x), εn) ∩ T−nf−1B (f(x), 2εn) .
D’après le Lemme 3.12 et par déﬁnition de G on a
µ
(
f−1B (f(x), εn) ∩ An
)
≤
L2
ε2n
θn + ε
−2c
n f∗µ(B(f(x),
εn
2
))2
≤ f∗µ
(
B
(
f(x),
εn
2
)) [
L2(εn)
−2−N−bθn + εa/2n
]
.
Soit B ⊂ G tel que (f(x))x∈B est un ensemble maximal εn-separé pour f(G). Comme
la collection (f−1B (f(x), εn))x∈B recouvre G, on a :
µ (G ∩ An) ≤
∑
x∈B
µ
(
f−1B (f(x), εn) ∩ An
)
≤
∑
x∈B
f∗µ
(
B
(
f(x),
εn
2
)) [
L2(εn)
−2−N−bθn + εa/2n
]
≤ L2(εn)
−2−N−bθn + εa/2n .
Puisque
∑
n∈N∗ ε
a/2
n =
∑
n∈N∗
1
n2
<∞ et puisque la décroissance des corrélations est
super-polynomiale, on obtient∑
n∈N∗
µ (G ∩ An) < +∞. (3.7)
Par le Lemme de Borel-Cantelli et en utilisant (3.6), pour µ-presque tout x ∈ Xa,
il existe n1(x) tel que pour tout n ≥ n1(x), f(T nx) /∈ B
(
f(x), 1
n4/a
)
. Ainsi, pour
µ-presque tout x ∈ Xa, pour p ≥ n1(x) et n ≥ n1(x),
τ f 1
n4/a
,p
(x) > n (3.8)
ce qui nous donne
Rf(x) = lim
p→∞
lim inf
r→0
log τ fr,p(x)
− log r
= lim
p→∞
lim inf
n→+∞
log τ f 1
n4/a
,p
(x)
− log 1
n4/a
≥ lim
n→+∞
log n
log n4/a
=
a
4
> 0.
Comme on peut choisir ε arbitrairement petit, le lemme est démontré.
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Lemme 3.14. Soient a > 0, δ > 0 et 1 > ε > 0. Pour µ-presque tout x ∈ Xa, il
existe r(x) > 0 tel que pour tout r ∈]0, r(x)[ et pour tout entier n ∈ [r−δ, f∗µ (B(f(x), r))
−1+ε],
on a d (f(T nx), f(x)) ≥ r.
Preuve. Soit 1 > ε > 0. On ﬁxe b > 0, c = aε
4
et pour ρ > 0 on considère l’ensemble
G = G(a, b, c, ρ). Soit δ > 0 et r ≤ ρ, on déﬁnit :
Aε(r) :=
{
y ∈ X : ∃n ∈ [r−δ, f∗µ (B(f(y), 3r))
−1+ε] tel que d (f(T ny), f(y)) < r
}
.
Pour tout x ∈ G on a :
f−1B(f(x), r) ∩Aε(r)
=
{
y : f(y) ∈ B(f(x), r), ∃n ∈ [r−δ, f∗µ (B(f(y), 3r))
−1+ε], d(f(T ny), f(y)) < r
}
⊂
{
y : f(y) ∈ B(f(x), r), ∃n ∈ [r−δ, f∗µ (B(f(x), 2r))
−1+ε], d(f(T ny), f(x)) < 2r
}
=
⋃
r−δ≤n≤f∗µ(B(f(x),2r))−1+ε
f−1B(f(x), r) ∩ T−nf−1B(f(x), 2r).
Soit k > 1 tel que δ(k − 1) − 2 ≥ N + 2b et ρ > 0 tel que n ≥ ρ−δ implique
(k − 1)(n + 1)−k ≥ θn (ce qui est possible par déﬁnition de θn). En posant Ir =
[r−δ, f∗µ (B(f(x), 2r))
−1+ε] ∩N, on a d’après le Lemme 3.12
µ
(
f−1B(f(x), r) ∩Aε(r)
)
≤
∑
n∈Ir
[
L2
r2
θn + r
−2cf∗µ(B(f(x),
r
2
))2
]
≤ L2rδ(k−1)−2 + r−2cf∗µ(B(f(x),
r
2
))1+ε
≤ L2rN+2b + r
aε
2 f∗µ(B(f(x),
r
2
)) par déﬁnition G
≤ f∗µ(B(f(x),
r
2
))
(
L2rb + r
aε
2
)
.
Soit B ⊂ G tel que (f(x))x∈B est un ensemble maximal r-separé pour f(G). Comme
la collection (f−1B (f(x), r))x∈B recouvre G, on a :
µ (G ∩Aε(r)) ≤
∑
x∈B
µ
(
f−1B (f(x), r) ∩Aε(r)
)
≤
∑
x∈B
f∗µ
(
B
(
f(x),
r
2
)) (
L2rb + r
aε
2
)
≤ L2rb + raε/2.
Alors ∑
k∈N
µ
(
G ∩Aε(e
−k)
)
< +∞
et donc par le Lemme de Borel-Cantelli, pour µ-presque tout y ∈ G, il existe n1(y)
tel que pour tout k ≥ n1(y), y /∈ Aε(e−k). Ainsi pour r suﬃsamment petit, il
existe k ∈ N tel que e−k−1 < r ≤ e−k ≤ e−n1(y). De plus, comme eδk ≤ r−δ et
comme 3e−k < 3er, il n’existe aucun entier n ∈ [r−δ, f∗µ (B(f(y), 3er))
−1+ε] tel que
d(f(T ny), f(y)) < r. Comme f∗µ est faiblement diamétralement régulière, le facteur
3e n’est pas important et le lemme est démontré.
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Preuve du Théorème 3.7. Soit ζ > 0. Comme, d’après le Lemme 3.13, Rf(x) > 0
pour µ-presque tout x ∈ X+ = {d
f
µ > 0}, il existe a > 0 tel que
µ(X+) ≥ µ({R
f > a}) > µ(X+)− ζ.
Pour tout x ∈ {Rf > a}, pour p suﬃsamment grand et r suﬃsamment petit, on a
τ fr,p(x) ≥ r
−a.
Grâce au Lemme 3.14 avec δ = a et ε > 0, pour µ-presque tout x ∈ {Rf > a}, si r
est suﬃsamment petit et p suﬃsamment grand, alors τ fr,p(x) ≥ f∗µ (B(f(x), r))
−1+ε.
Ainsi Rf ≥ (1 − ε)dfµ et R
f
≥ (1 − ε)d
f
µ µ-presque partout sur {R
f > a}. Le
théorème est démontré en choisissant ε > 0 arbitrairement petit et ensuite ζ > 0
arbitrairement petit.
3.3 Sur la nécessité des taux de récurrence non-
instantanés
Dans cette partie, nous exposons un exemple simple qui illustre l’utilité des temps
de retour non-instantanés.
Soit Ω := {0, 1}N et σ le shift sur Ω. Fixons un nombre α ∈ R 1-approximable
(e.g. [44] pour une perspective intéressante) i.e. δ(α) = 1 où
δ(α) = sup
{
δ ≥ 1 :
∣∣∣∣α− pq
∣∣∣∣ < 1q1+δ pour une inﬁnité de pq ∈ Q
}
.
Soit ν une mesure de probabilité invariante ergodique sur Ω. Fixons un ensemble
mesurable A ⊂ Ω tel que 1 > ν(A) > 0 et soit :
ϕ(ω) =
{
0 si ω /∈ A
α si ω ∈ A.
(3.9)
Soit T1 le tore 1-dimensionnel et déﬁnissons sur X := Ω×T1 l’application suivante :
T : X −→ X
(ω, y) 7−→ (σω, y + ϕ(ω)).
Soit Leb la mesure de Lebesgue sur T1. La mesure de probabilité µ := ν ⊗ Leb
est T -invariante. On étudie ensuite le taux de récurrence du système (X, T, µ) pour
l’observation f donnée par la projection sur la seconde variable i.e.
f : X → T1
(ω, y) → y.
Tout d’abord, nous avons un premier résultat évident sur la mesure image : comme
f∗µ = Leb et comme la dimension locale de la mesure de Lebesgue vaut un, la
mesure f∗µ est exacte dimensionnelle et vériﬁe
∀x ∈ X, dfµ(x) = 1. (3.10)
48
3.3. Sur la nécessité des taux de récurrence non-instantanés
Proposition 3.15. Rfi 6= d
f
µ sur un ensemble de mesure positive. Plus précisément
∀x = (ω, y) ∈ Ω\A× T1, Rfi (x) = 0.
Preuve. Soient ω ∈ Ω\A et y ∈ T1, on a
f (T (ω, y)) = f (σω, y) car ω /∈ A
= y
= f (ω, y) .
Ainsi pour tout r > 0, τ fr (x) = 1 et donc R
f
i (x) = 0.
Nous avons donc besoin d’introduire les temps de retour non-instantanés pour
éviter ce genre de problème.
Proposition 3.16. Rf = dfµ sur un ensemble de mesure pleine.
Preuve. Pour k ∈ N et ω ∈ Ω, soit qk(ω) :=
∑k−1
i=0 1A(σ
iω). Soit ε > 0 ﬁxé. Pour
x = (ω, y) et n ∈ N, on a
τ f 1
n1+ε
,p
(x) = inf
{
k > p : f(T kx) ∈ B
(
f(x),
1
n1+ε
)}
= inf
{
k > p : y + αqk(ω) ∈ B
(
y,
1
n1+ε
)}
= inf
{
k > p : ‖αqk(ω)‖ ≤
1
n1+ε
}
(3.11)
où pour q ∈ Z
‖qα‖ := min {|qα− p| : p ∈ Z} .
Grâce au choix de α, il existe k0 ∈ N tel que pour tout k ≥ k0, on a ‖kα‖ ≥ 1k1+ε .
En prenant n ≥ k0 on obtient
mn,ε := inf
{
q > k0 : ‖qα‖ ≤
1
n1+ε
}
≥ n. (3.12)
Comme ν est ergodique, le Théorème de récurrence de Poincaré nous donne pour
ν-presque tout ω ∈ Ω
qk(ω) −→
k→∞
+∞. (3.13)
Ainsi, pour ν-presque tout ω ∈ Ω, on peut choisir p suﬃsamment grand tel que
p ≥ k0 et qp(ω) ≥ k0. Si k ∈ N vériﬁe p ≤ k < mn,ε, alors k0 ≤ qp(ω) ≤ qk(ω) ≤
k < mn,ε et donc ‖αqk(ω)‖ > 1n1+ε . Comme cela est vrai pour tout k ∈ [p, ...,mn,ε]
on obtient donc τ f 1
n1+ε
,p
(x) ≥ mn,ε ≥ n. Finalement, si p ≥ mn,ε, on a forcément
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τ f 1
n1+ε
,p
(x) ≥ mn,ε ≥ n. Ainsi, pour µ-presque tout x = (ω, y) ∈ X, on a
Rf (x) = lim
p→∞
lim inf
n→+∞
log τ f 1
n1+ε
,p
(x)
− log 1
n1+ε
≥ lim inf
n→+∞
logmn,ε
− log 1
n1+ε
≥ lim
n→∞
logn
log n1+ε
=
1
1 + ε
.
Cela étant vériﬁé pour tout ε > 0, on obtient
Rf(x) ≥ 1.
La conclusion provient du Théorème 3.2 et de l’équation (3.10).
Remarque 3.17. Nous soulignons que cet exemple remplit les conditions du Corol-
laire 3.8 quand, par exemple, ν est une mesure de Gibbs [45].
Finalement, nous soulignons que dans cet exemple l’application T est un skew-
product associé à un système dynamique aléatoire. Notre étude sur la récurrence de
Poincaré pour les observations nous permet donc de pouvoir étudier la récurrence
pour les systèmes dynamiques aléatoires, ce que nous allons traiter dans le chapitre
suivant.
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Chapitre 4. Récurrence pour les systemes dynamiques aléatoires
Dans cette partie nous abordons le problème de la récurrence dans les systèmes
dynamiques aléatoires. L’étude qui suit résulte d’un travail en collaboration avec
Philippe Marie [73], Recurrence for random dynamical systems, à paraître dans
Discrete and Continuous Dynamical Systems.
Nous allons déﬁnir des notions de temps de retour pour les systèmes aléatoires
et prouver que sous une hypothèse de mélange le taux aléatoire de récurrence du
système est égal à la dimension locale de la mesure stationnaire. Nous donnerons
aussi plusieurs exemples, les automorphismes aléatoires du tore et les perturbations
aléatoires.
4.1 Introduction
Ces dernières années, de nombreuses études ont été menées sur la récurrence
dans les systèmes dynamiques déterministes (e.g. [18, 26, 88]) et sur les systèmes
dynamiques aléatoires (e.g. [63, 66, 71, 74]). Nous allons maintenant lier ces deux
notions, ce qui, malgré le succès de ces deux théories n’a pas encore été fait. Nous
posons en particulier les déﬁnitions et les premiers résultats nécessaires pour décrire
le comportement récurrent dans le cas aléatoire. Nous allons considérer des systèmes
dynamiques aléatoires engendrés par une famille d’applications {Tω}ω∈Ω d’un espace
X dans lui même pour lesquels il existe une mesure stationnaire µ. Nous allons intro-
duire de nouvelles quantités qui sont les analogues aléatoires de celles généralement
utilisées dans la théorie ergodique déterministe, en particulier des notions de temps
de retour et de taux de récurrence.
L’évolution d’un système dynamique aléatoire généré par des transformations
aléatoires i.i.d. est la suivante : on considère une famille de transformations {Tλ}λ∈Λ
déﬁnies sur une variété riemannienne compacte X et une mesure de probabilité P sur
un espace métrique Λ. Soit (λn)n≥0 un processus stochastiques i.i.d. de distribution
commune P, l’évolution aléatoire d’un état initial x ∈ X est générée par la réalisation
de ce processus λ := (λ0, λ1, . . . , λn, . . .) ∈ ΛN tel que pour tout n ≥ 0 :
xλn := Tλn−1 ◦ · · · ◦ Tλ0x.
L’ensemble {xλn}
∞
n=0 ⊂ X est appelé orbite aléatoire de x associée à la réalisation λ ∈
ΛN. En fait, nous ne demandons pas que le processus (λn)n≥0 soit indépendant, nous
utilisons une hypothèse plus faible que nous expliquerons ensuite et qui nous permet
de travailler avec une classe plus large de systèmes dynamiques aléatoires. Nous nous
concentrons sur les systèmes pour lesquels il existe une mesure stationnaire. Dans le
cas i.i.d. une mesure stationnaire est une mesure de probabilité µ sur X telle que :
µ(A) =
∫
Λ
µ(T−1λ A)dP(λ)
pour tout borélien A de X. Comme nous l’avons déjà expliqué, la mesure µ joue le
rôle de la mesure invariante, il est alors naturel d’aborder l’étude quantitative de la
récurrence aléatoire vis à vis de cette mesure et de voir si les résultats déterministes
sont toujours vrais. Il y a deux façons d’étudier le comportement d’un système
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dynamique aléatoire, le premier consiste à ﬁxer une réalisation du bruit et à décrire
le comportement de l’orbite ainsi déﬁnie, le second consiste à étudier le système dans
son ensemble, en incluant le bruit au même titre que l’état initial x. La première
étude est une étude statistique concentrée sur l’espace des phases X, alors que la
seconde est une étude statistique globale, à la fois sur l’espace de la composante
aléatoire Ω et sur l’espace des états du système X. Dans la littérature, le premier
point de vue est appelé quenched (ou à réalisation ﬁxée), le second, annealed (ou
moyenné). Dans l’esprit de la théorie ergodique, le cas annealed permet une meilleure
compréhension globale du système. Le premier temps de retour annealed, que l’on
appellera aussi moyenné est déﬁni par :
TB(x) :=
∫
Ω
inf{n > 0 : Tϑn−1ω ◦ . . . ◦ Tωx ∈ B}dP(ω).
Cette quantité nous apparaît comme la meilleure à étudier pour obtenir des résul-
tats quantitatifs pertinents sur le comportement récurrent des systèmes dynamiques
aléatoires. Nous justiﬁerons le choix de ces déﬁnitions en appliquant les résultats
déterministes tels que le théorème de Poincaré ou le lemme de Kač, à la représen-
tation du système aléatoire par le skew-product. Ceci nous permettra, entre autres
choses, de se rendre compte que le premier temps de retour moyenné apparaît de
façon naturelle dans cette étude.
Ensuite, en utilisant les résultats du Chapitre 3 nous établirons un lien entre
les temps de retour aléatoires et la dimension locale de la mesure stationnaire du
système, ce qui constitue une première étape dans l’étude de la récurrence des dy-
namiques non-déterministes.
Finalement nous donnerons des exemples. Tout d’abord deux exemples de sys-
tèmes aléatoires déﬁnis par des automorphismes du tore : le premier sera un système
non i.i.d où les applications sont choisies aléatoirement suivant un processus de Mar-
kov, le second utilisera des automorphismes hyperboliques, choisis de façon indépen-
dante. Nous considérerons ensuite le cas où le système dynamique aléatoire déﬁnit
une petite perturbation stochastique d’une dynamique initiale dans deux cas traités
par Baladi et Young [14] : les applications dilatantes du cercle et les applications
dilatantes par morceaux de l’intervalle.
4.2 Systèmes dynamiques aléatoires et temps de re-
tour
Nous allons tout d’abord rappeler certaines généralités sur les systèmes dyna-
miques aléatoires. Soient Ω un espace métrique muni de sa σ-algèbre de Borel B(Ω)
et (Ω,B(Ω),P) un espace de probabilité représentant l’espace de l’aléa. Soit ϑ une
application préservant la mesure P, représentant l’évolution temporelle de l’aléa. Ω
indexe une famille d’applications {Tω}ω∈Ω d’une variété riemannienne compacte X
dans elle-même.
Définition 4.1. Un système dynamique aléatoire T sur X de composante aléatoire
(Ω,B(Ω), ϑ,P) est généré par les applications Tω, l’application (ω, x) → Tωx doit
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être mesurable et vériﬁer la propriété du cocycle :
T n+mω = T
n
ϑmω ◦ T
m
ω .
Chaque réalisation ω ∈ Ω de la composante aléatoire du système déﬁnit une loi
d’évolution aléatoire, sous l’action de laquelle l’évolution d’un état initial x ∈ X est
donnée par son orbite aléatoire, déﬁnie par l’ensemble {xωn}, où pour chaque n ∈ N :
xωn := Tϑn−1ω ◦ · · · ◦ Tωx := T
n
ω x.
Une représentation utile de tels systèmes est celle donnée par l’application suivante :
S : Ω×X −→ Ω×X
(ω, x) 7−→ (ϑω, Tωx).
Définition 4.2. On appelle S le skew-product associé au système dynamique aléa-
toire T .
Comme Sn(ω, x) = (ϑnω, T nωx), on peut voir directement que pour un couple
(ω, x) ∈ Ω×X ﬁxé , l’itération du skew-product va générer sur sa seconde coordonnée
l’orbite aléatoire de x associée à la réalisation ω. Ceci nous amène naturellement à
considérer les mesures invariantes du skew-product pour étudier le comportement du
système dynamique aléatoire. Prenons donc une mesure de probabilité ν invariante
pour S et déﬁnissons la projection canonique sur Ω :
piΩ : Ω×X → Ω
(ω, x) 7→ ω.
Ainsi, puisque S∗ν = ν nous devons avoir ϑ∗((piΩ)∗ν) = (piΩ)∗ν et donc la mesure
marginale de ν sur (Ω,B(Ω)) doit être invariante pour la dynamique ϑ. Dans notre
situation, l’aléa étant donné a priori [10], il convient de se limiter aux mesures
invariantes qui vériﬁent (piΩ)∗ν = P.
Définition 4.3. Une mesure de probabilité ν est invariante pour le système dyna-
mique aléatoire T si :
(i) S∗ν = ν
(ii) (piΩ)∗ν = P.
A partir de maintenant, nous étudierons les systèmes dynamiques aléatoires dont
la mesure invariante du skew-product est une mesure produit ν = P⊗ µ. Ce cas est
assez général car il inclut le cas où les applications sont choisies indépendamment et
avec la même distribution P. On retrouve cette situation en posant P = PN, ϑ = σ,
le shift gauche déﬁni sur Ω = ΛN et Tω = Tλ0 pour ω = (λ0, λ1, ..., λn, ...) dans la
déﬁnition du skew-product.
Définition 4.4. Une mesure µ est dite stationnaire pour le système dynamique
aléatoire si la mesure ν = P⊗ µ est invariante pour le skew-product.
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Ce vocabulaire vient du fait que les applications aléatoires i.i.d. génèrent un
processus de Markov, c’est-à-dire, une orbite aléatoire est un processus de Markov
dont la transition de probabilité est donnée par :
P (x,B) = P{ω ∈ Ω : Tωx ∈ B}. (4.1)
Une vaste littérature est consacrée à cette étude de processus de Markov, voir par
exemple [23, 24, 42]. Cette propriété des orbites aléatoires est d’un grand intérêt
pour cette étude d’un point de vue probabiliste. On peut remarquer que, sous de
faibles hypothèses, pour les systèmes dynamiques aléatoires i.i.d. de telles mesures
existent toujours (par exemple si Tω est continue pour tout ω ∈ Ω [66]).
Proposition 4.5. Si T = (M, {Tλ}λ∈Λ, σ,P) est un système dynamique aléatoire
i.i.d., alors une mesure de probabilité µ est stationnaire si et seulement si pour tout
borélien B elle vériﬁe (voir [10] par exemple) :∫
Λ
(Tλ)∗µ(B)dP(λ) = µ(B).
C’est-à-dire qu’une mesure stationnaire est une mesure qui est invariante en
moyenne sur la composante aléatoire.
Ainsi, l’étude du système dynamique déterministe (Ω × X,S,P ⊗ µ) va nous
fournir de nombreuses informations sur le comportement des orbites aléatoires.
Introduisons le concept de temps de retour aléatoire. On considère X une va-
riété riemannienne compacte. Puisque (Ω×X,S,P⊗ µ) est un système dynamique
déterministe, nous pouvons déﬁnir le premier temps de retour dans un borélien
A×B ⊂ Ω×X pour (ω, x) ∈ A× B par :
τSA×B(ω, x) = inf{k > 0 : S
k(ω, x) ∈ A× B}.
En choisissant A = Ω nous remarquons que Sn(ω, x) ∈ Ω × B si et seulement si
T nω x ∈ B. Ce qui conduit naturellement à la déﬁnition suivante :
Définition 4.6. Pour ω ∈ Ω ﬁxé le premier temps de retour aléatoire (quenched)
dans un sous-ensemble mesurable B ⊂ X de l’orbite aléatoire partant de x ∈ B
associé à la réalisation ω est :
τωB(x) = τ
S
Ω×B(ω, x)
= inf{k > 0 : Tϑk−1ω ◦ · · · ◦ Tωx ∈ B}.
Remarquons que le théorème de récurrence de Poincaré appliqué au skew-product
assure que cette quantité est ﬁnie presque partout.
Supposons que X est muni d’une métrique d. Pour ω ∈ Ω, nous nous intéressons
au comportement quand r → 0 du temps de retour d’un point x ∈ X dans la boule
ouverte B(x, r) associé à une réalisation ω déﬁni par :
τωr (x) := inf {k > 0 : Tϑk−1ω ◦ ... ◦ Tωx ∈ B(x, r)}
= inf {k > 0 : d(Tϑk−1ω ◦ ... ◦ Tωx, x) < r} .
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Définition 4.7. Le système aléatoire T sur X d’aléa (Ω,B(Ω), ϑ,P) muni d’une
mesure stationnaire µ est dit aléatoirement-apériodique si :
P⊗ µ ({(ω, x) ∈ Ω×X : ∃n ∈ N, Tϑn−1ω ◦ . . . ◦ Tωx = x}) = 0.
Pour éviter certains problèmes avec le premier temps de retour pour les systèmes
qui ne sont pas aléatoirement-apériodiques, nous avons besoin d’introduire les temps
de retour non-instantanés :
Définition 4.8. Soit r > 0.
– Pour x ∈ X, ω ∈ Ω et p ∈ N nous déﬁnissons le p-ième temps de retour
non-instantané associé à la réalisation ω par :
τωr,p(x) := inf {k > p : d(Tϑkω ◦ ... ◦ Tωx, x) < r} ,
– les taux de récurrence inférieur et supérieur associés :
Rω(x) := lim
p→∞
lim inf
r→0
log τωr,p(x)
− log r
et R
ω
(x) := lim
p→∞
lim sup
r→0
log τωr,p(x)
− log r
.
Exemple 4.9. Dans la Section 3.3 du Chapitre 3 nous avons illustré la nécessité des
temps de retour non-instantanés. Cet exemple peut en fait être vu comme un système
dynamique aléatoire, nous rappelons ici une version simpliﬁée de cet exemple du
point de vu des systèmes dynamiques aléatoires. Considérons T0 = Rα la rotation
irrationnelle du cercle d’angle α et T1 l’application identité déﬁnie sur le cercle et
construisons le système dynamique aléatoire consistant à choisir à chaque étape T0
ou T1 de façon équiprobable, i.e. P (0) = P (1) = 12 et de façon indépendante. Alors ce
système n’est pas aléatoirement apériodique et P{ω ∈ Ω : τωr (x) = 1} = P (1) =
1
2
pour tout r > 0. Ainsi, à chaque itéré, la moitié des points ne bougent pas (soit un
2n-ième des points au bout de n étapes). Cependant, presque tous les points ﬁniront
par être soumis à la rotation et leur dynamique deviendra intéressante pourvu que
l’on attende suﬃsamment longtemps.
4.3 Récurrence aléatoire à réalisation fixée
Théorème 4.10. Soit T un système dynamique aléatoire sur X d’aléa (Ω,B(Ω), ϑ,P)
muni d’une mesure stationnaire µ. Pour P⊗ µ-presque tout (ω, x) ∈ Ω×X
Rω(x) ≤ dµ(x) et R
ω
(x) ≤ dµ(x).
Preuve. Nous montrons ce théorème en utilisant le Théorème 3.2, appliqué au sys-
tème (Ω×X,B(Ω×X), S,P⊗ µ) et à l’observation "projection" f déﬁnie par :
f : Ω×X −→ X
(ω, x) 7−→ x.
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Alors, pour tout (ω, x) ∈ Ω×X, tout r > 0 et tout p ∈ N nous avons les correspon-
dances suivantes avec le Chapitre 3. Pour le temps de retour :
τ fr,p(ω, x) = τ
ω
r,p(x)
pour la mesure image :
f∗(P⊗ µ) = µ
et pour les dimensions ponctuelles de l’observation :
df
P⊗µ(x) = dµ(x) et d
f
P⊗µ(x) = dµ(x).
Ce théorème reste vrai pour le premier temps de retour :
Corollaire 4.11. Soit T un système dynamique aléatoire sur X d’aléa (Ω,B(Ω), ϑ,P)
muni d’une mesure stationnaire µ. Pour P⊗ µ-presque tout (ω, x) ∈ Ω×X
lim inf
r→0
log τωr (x)
− log r
≤ dµ(x) et lim sup
r→0
log τωr (x)
− log r
(x) ≤ dµ(x).
Preuve. Puisque pour tout (ω, x) ∈ Ω × X, tout r > 0 et tout p ∈ N nous avons
τωr (x) ≤ τ
ω
r,p(x) alors,
lim inf
r→0
log τωr (x)
− log r
≤ Rω(x) et lim sup
r→0
log τωr (x)
− log r
(x) ≤ R
ω
(x).
Il suﬃt d’appliquer le Théorème 4.10 pour conclure.
Même si ces inégalités peuvent être strictes, nous nous intéressons aux cas où les
égalités sont satisfaites. Pour cela nous allons avoir besoin d’une hypothèse supplé-
mentaire.
Définition 4.12. Le système aléatoire muni d’une mesure stationnaire µ a une
décroissance super-polynomiale des corrélations si pour tout n ∈ N∗ et ψ, ϕ fonctions
Lipschitz de X dans R :∣∣∣∣
∫
X
∫
Ω
ψ(Tϑnω ◦ . . . ◦ Tωx)ϕ(x)dP(ω)dµ(x)−
∫
X
ψdµ
∫
X
ϕdµ
∣∣∣∣ ≤ ‖ψ‖‖ϕ‖θn
avec limn→∞ npθn = 0 pour tout p > 0 et où ‖.‖ est la norme de Lipschitz.
Il est important de noter le lien entre la décroissance des corrélations pour le
système dynamique aléatoire et la décroissance des corrélations pour l’observation
"projection" du skew-product :
Remarque 4.13. Soit l’observation f déﬁnie par :
f : Ω×X −→ X
(ω, x) 7−→ x.
Alors les deux assertions suivantes sont équivalentes :
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(i) Le système dynamique aléatoire T sur X d’aléa (Ω,B(Ω), ϑ,P) muni d’une
mesure stationnaire µ a une décroissance des corrélations super-polynomiale.
(ii) Le système dynamique (Ω × X,B(Ω × X), S,P ⊗ µ) a une décroissance des
corrélations pour l’observation f super-polynomiale.
Théorème 4.14. Soit T un système dynamique aléatoire sur X d’aléa (Ω,B(Ω), ϑ,P)
muni d’une mesure stationnaire µ dont la décroissance des corrélations est super-
polynomiale alors :
Rω(x) = dµ(x) et R
ω
(x) = dµ(x)
pour P⊗ µ-presque tout (ω, x) ∈ Ω×X tel que dµ(x) > 0.
Preuve. Comme précédemment la preuve est directe en utilisant le Théorème 3.8
appliqué à (Ω×X,B(Ω×X), S,P⊗ µ) avec l’observation f déﬁnie par :
f : Ω×X −→ X
(ω, x) 7−→ x
et en utilisant la Remarque 4.13 sur la décroissance des corrélations.
La proposition suivante établit que dans le cas d’un système aléatoirement apé-
riodique, il n’est pas nécessaire de considérer les temps de retour non-instantanés.
Proposition 4.15. Si le système est aléatoirement-apériodique alors pour P ⊗ µ-
presque tout (ω, x) et pour tout p, τωr,p(x) = τ
ω
r (x) pour r assez petit (dépendant de
x et de ω).
Preuve. Puisque le système est aléatoirement apériodique, pour P⊗ µ-presque tout
(ω, x) ∈ Ω×X et pour tout k > 0, d(Tϑk−1ω ◦ . . .◦Tωx, x) > 0 et ainsi τωr (x) →
r→0
+∞.
Donc, pour tout p > 0, il existe r(p, x, ω) tel que quel que soit r ≤ r(p, x, ω), nous
avons τωr (x) > p. Ainsi,
∀r ≤ r(p, x, ω), inf{k > 0 : d(T kωx, x) < r} = inf{k > p : d(T
k
ωx, x) < r}.
En conséquence, nos théorèmes s’appliquent pour le premier temps de retour :
Corollaire 4.16. Soit T un système dynamique aléatoire sur X d’aléa (Ω,B(Ω), ϑ,P)
muni d’une mesure stationnaire µ, aléatoirement-apériodique et dont la décroissance
des corrélations est super-polynomiale, alors :
lim inf
r→0
log τωr (x)
− log r
= dµ(x) et lim sup
r→0
log τωr (x)
− log r
= dµ(x)
pour P⊗ µ-presque tout (ω, x) ∈ Ω×X tel que dµ(x) > 0.
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4.4 Récurrence aléatoire moyennée
Supposons que le système aléatoire est ergodique, alors nous pouvons appliquer
le lemme de Kač au skew-product et obtenir :∫
Ω×B
τSΩ×B(ω, x) dP⊗ µ(ω, x) =
∫
Ω×B
τωB(x) dP⊗ µ(ω, x)
=
∫
B
∫
Ω
τωB(x) dP(ω)dµ(x)
= 1. (4.2)
ce qui est une raison pour étudier la quantité :∫
Ω
τωB(x) dP(ω).
Celle-ci apparaît donc naturellement et inclut la composante aléatoire du système
dans sa totalité, alors que, comme nous l’avons précisé en introduction, le temps de
retour quenched traite des orbites réalisation par réalisation vis à vis du bruit. Cette
quantité est d’autant plus naturelle que les quantités moyennées apparaissent à de
nombreuses reprises dans l’étude des systèmes i.i.d (par exemple pour les opérateurs
de transfert ou d’évolution et pour les mesures stationnaires).
Définition 4.17. Soit B un borélien de X. Le premier temps de retour aléatoire
(moyenné ou annealed) pour un point x ∈ B dans le borélien B est :
TB(x) =
∫
Ω
τωB(x) dP(ω).
Avec cette déﬁnition et (4.2), nous obtenons :
Lemme 4.18. (Lemme de Kač aléatoire) Si le système aléatoire est ergodique pour
la mesure stationnaire µ, alors :∫
B
TB(x)dµ(x) = 1.
Comme précédemment nous nous intéressons au comportement du temps de
retour de x dans B(x, r) lorsque r → 0, ce qui nous amène à poser :
Définition 4.19. Soient r > 0 et p ∈ N. Le p-ième temps de retour non-instantané
aléatoire est :
Tr,p(x) :=
∫
Ω
τωr,p(x)dP(ω).
Lorsque p = 0, nous notons ce temps de retour Tr(x). Les taux de récurrence non-
instantanés aléatoires sont alors :
R(x) := lim
p→∞
lim inf
r→0
logTr,p(x)
− log r
R(x) := lim
p→∞
lim sup
r→0
logTr,p(x)
− log r
.
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Nous posons maintenant nos principaux résultats :
Théorème 4.20. Soit T un système dynamique aléatoire sur X d’aléa (Ω,B(Ω), ϑ,P)
muni d’une mesure stationnaire µ. Pour µ-presque tout x ∈ X :
R(x) ≤ dµ(x) et R(x) ≤ dµ(x).
Ces inégalités restent vraies pour le premier temps de retour en remarquant
comme plus haut que pour tout x ∈ X et tout p ∈ N, Tr(x) ≤ Tr,p(x). En utilisant
le Théorème 4.20, on a :
Corollaire 4.21. Soit T un système dynamique aléatoire sur X d’aléa (Ω,B(Ω), ϑ,P)
muni d’une mesure stationnaire µ. Pour µ-presque tout x ∈ X :
lim inf
r→0
logTr(x)
log r
≤ dµ(x) et lim sup
r→0
logTr(x)
log r
≤ dµ(x).
Théorème 4.22. Soit T un système dynamique aléatoire sur X d’aléa (Ω,B(Ω), ϑ,P)
muni d’une mesure stationnaire µ. Si de plus le système aléatoire a une décroissance
super-polynomiale des corrélations alors :
R(x) = dµ(x) et R(x) = dµ(x)
pour µ-presque tout x tel que dµ(x) > 0.
Comme pour le cas quenched, le cas non-périodique permet d’obtenir l’égalité
pour le premier temps de retour :
Proposition 4.23. Si le système a une décroissance super-polynomiale des corréla-
tions et est aléatoirement apériodique, alors :
lim inf
r→0
logTr(x)
log r
= dµ(x) et lim sup
r→0
logTr(x)
log r
= dµ(x)
pour µ-presque tout x tel que dµ(x) > 0.
On donnera la preuve de cette proposition dans la suite.
4.5 Preuves des théorèmes
Preuve du théorème 4.20. D’après le Lemme 2.15 nous savons que pour tout d ∈ N∗,
toute mesure de probabilité est faiblement diamétralement régulière sur Rd et donc
la mesure µ est fdr sur X. Dans la déﬁnition de fdr, soulignons que la fonction
δ(·, ε, η) peut être rendue mesurable pour tous ε et η. Fixons ε > 0 et η = 4. On
choisit δ > 0 assez petit pour que µ(Xδ) > µ(X)− ε = 1− ε où :
Xδ := {x ∈ X : δ(x, ε, η) > δ} .
Dans le but d’utiliser le lemme de Borel-Cantelli, nous prouvons d’abord le lemme
suivant :
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Lemme 4.24. Pour tout p ∈ N,
∑
n∈N
µ(Aε(e
−n)) <∞ où pour r > 0 :
Aε(r) :=
{
y ∈ Xδ : T6r,p(y)µ (B (y, 2r)) ≥ r
−2ε} .
Preuve du Lemme 4.24. Soient p ∈ N, r > 0 et C ⊂ Xδ un ensemble 2r-séparé
maximal pour Xδ.
µ(Aε(r)) = µ
({
y ∈ Xδ : T6r,p(y)µ (B (y, 2r)) ≥ r
−2ε})
≤
∑
x∈C
µ
({
y ∈ B (x, 2r) : T6r,p(y)µ (B (y, 2r)) ≥ r
−2ε}) . (4.3)
Pour y ∈ B(x, 4r), nous déﬁnissons :
τω4r,p(y, x) := inf {k > p : d(Tϑkω ◦ · · · ◦ Tωy, x) < 4r}
et :
T4r,p(y, x) :=
∫
Ω
τω4r,p(y, x)dP(ω).
Si d(x, y) < 2r, pour tout ω ∈ Ω nous avons :
τω4r,p(y, x) ≥ τ
ω
6r,p(y)
et alors :
T4r,p(y, x)µ (B (x, 4r)) ≥ T6r,p(y)µ (B (y, 2r)) . (4.4)
Donc pour tout x ∈ C
µ
({
y ∈ B (x, 2r) : T6r,p(y)µ (B (y, 2r)) ≥ r
−2ε}) ≤ µ(Dr,x) (4.5)
où
Dr,x :=
{
y ∈ B (x, 4r) : T4r,p(y, x)µ (B (x, 4r)) ≥ r
−2ε} .
L’inégalité de Markov donne :
µ(Dr,x) ≤ r
2εµ (B (x, 4r))
∫
B(x,4r)
T4r,p(y, x) dµ(y) (4.6)
= r2εµ (B (x, 4r))
∫
B(x,4r)×Ω
τω4r,p(y, x) dµ(y)dP(ω). (4.7)
Puisque τω4r,p(y, x) est borné par le p-ième temps de retour de (y, ω) dans B(x, 4r)×Ω,
nous concluons par le lemme de Kač que :∫
B(x,4r)×Ω
τω4r,p(y, x) dµ(y)dP(ω)≤ p. (4.8)
En utilisant (4.6) et (4.8), nous avons :
µ(Dr,x) ≤ pr
2εµ (B (x, 4r)) . (4.9)
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Soit :
µ(Aε(r)) ≤
∑
x∈C
µ(Dr,x) par (4.3) et (4.5)
≤ p r2ε
∑
x∈C
µ (B(x, 4r)) par (4.9)
≤ p rε
∑
x∈C
µ (B(x, r)) puisque µ est fdr,
≤ p rε par déﬁnition de C.
Finalement : ∑
n,e−n<δ
µ(Aε(e
−n)) =
∑
n>− log δ
µ(Aε(e
−n)) ≤ p
∑
n
e−εn <∞.
Alors grâce au lemme de Borel-Cantelli, pourµ-presque tout x ∈ Xδ
T6e−n,p(x)µ
(
B(x, 2e−n)
)
≤ e2εn
pour tout n assez grand. Alors :
logT6e−n,p(x)
n
≤ 2ε+
log µ(B(x, 2e−n))
−n
. (4.10)
On peut facilement prouver que pour a > 0 nous avons :
dµ(x) = lim inf
n→∞
logµ (B (x, ae−n))
−n
et dµ(x) = lim sup
n→∞
logµ (B (x, ae−n))
−n
R(x) = lim
p→∞
lim inf
n→∞
logTae−n,p(x)
n
et R(x) = lim
p→∞
lim sup
n→∞
logTae−n,p(x)
n
en prenant les limites inférieure et supérieure puis la limite sur p dans (4.10) nous
avons ce que nous voulons puisque ε peut être choisi arbitrairement petit.
Preuve du théorème 4.22. Soit x ∈ X tel que Rω(x) ≥ dµ(x) > 0 pour P-presque
tout ω ∈ Ω, l’existence d’un tel x est assuré par le Théorème 4.14. Soit 0 < ε < 1,
d’après la preuve du Théorème 3.8, nous savons que pour P-presque tout ω ∈ Ω il
existe N ∈ N tel que pour tout p > N , lim
r→0
µ(B(x, r))1−ετωr,p(x) = +∞, c’est-à-dire :
P(
{
ω ∈ Ω : ∃N ∈ N, ∀p > N, lim inf
r→0
µ(B(x, r))1−ετωr,p(x) = +∞
}
) = P(Ω) = 1.
(4.11)
Notons :
Ω˜(N) :=
{
ω ∈ Ω : ∀p > N, lim inf
r→0
µ(B(x, r))1−ετωr,p(x) = +∞
}
.
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Il existe N1 ∈ N tel que P(Ω˜(N1)) > 0, sinon P(∪N∈NΩ˜(N)) ≤
∑
N∈N P(Ω˜(N)) = 0
ce qui contredirait le fait que :
1 = P(
⋃
N∈N
Ω˜(N))
= P(
{
ω ∈ Ω : ∃N ∈ N, ∀p > N, lim inf
r→0
µ(B(x, r))1−ετωr,p(x) = +∞
}
).
Soit p > N1, nous avons alors :∫
Ω˜
lim inf
r→0
µ(B(x, r))1−ετωr,p(x)dP(ω) = +∞. (4.12)
De plus le lemme de Fatou nous donne :
+∞ =
∫
Ω˜
lim inf
r→0
µ(B(x, r))1−ετωr,p(x)dP(ω) ≤
∫
Ω
lim inf
r→0
µ(B(x, r))1−ετωr,p(x)dP(ω)
≤ lim inf
r→0
∫
Ω
µ(B(x, r))1−ετωr,p(x)dP(ω)
= lim inf
r→0
µ(B(x, r))1−εTr,p(x).
On obtient donc :
lim inf
r→0
µ(B(x, r))1−εTr,p(x) = lim sup
r→0
µ(B(x, r))1−εTr,p(x) = +∞.
Finalement pour p > N1 etM > 0, il existe R > 0 tel que pour r < R, µ(B(x, r))1−ετΩr,p(x) ≥
M et donc :
(1− ε)
logµ(B(x, r))
log r
≤
M
log r
−
log τΩr,p(x)
log r
ce qui conduit à :
R(x) ≥ (1− ε)dµ(x) et R(x) ≥ (1− ε)dµ(x).
et puisque ces inégalités sont vraies pour tout 0 < ε < 1 :
R(x) ≥ dµ(x) et R(x) ≥ dµ(x). (4.13)
Par le théorème 4.14, l’équation (4.13) est satisfaite pour µ-presque tout x tel que
dµ(x) > 0 et on conclut grâce au théorème 4.20.
Preuve de la Proposition 4.23. Soit x ∈ X tel que
lim inf
r→0
log τωr (x)
− log r
≥ dµ(x) > 0
pour P-presque tout ω ∈ Ω ; l’existence d’un tel x est assurée par le Corollaire 4.16.
Soit 0 < ε < 1, pour P-presque tout ω ∈ Ω nous avons :
lim inf
r→0
µ(B(x, r))1−ετωr (x) = +∞
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et donc ∫
Ω
lim inf
r→0
µ(B(x, r))1−ετωr (x)dP(ω) = +∞. (4.14)
Le lemme de Fatou nous donne
+∞ =
∫
Ω
lim inf
r→0
µ(B(x, r))1−ετωr (x)dP(ω) ≤ lim inf
r→0
∫
Ω
µ(B(x, r))1−ετωr (x)dP(ω)
= lim inf
r→0
µ(B(x, r))1−εTr(x).
Et nous obtenons
lim inf
r→0
µ(B(x, r))1−εTr(x) = lim sup
r→0
µ(B(x, r))1−εTr(x) = +∞.
Donc, il existe R > 0 tel que pour tout r < R nous avons µ(B(x, r))1−εTr(x) ≥ M
il suit donc que
(1− ε)
logµ(B(x, r))
log r
≤
M
log r
−
logTr(x)
log r
et
lim inf
r→0
logTr(x)
log r
≥ (1− ε)dµ(x) et lim sup
r→0
logTr(x)
log r
≥ (1− ε)dµ(x).
Ces inégalités étant satisfaites pour ε arbitrairement petit, nous avons
lim inf
r→0
logTr(x)
log r
≥ dµ(x) et lim sup
r→0
logTr(x)
log r
≥ dµ(x). (4.15)
Donc (4.15) est satisfaite pour µ-presque tout x tel que dµ(x) > 0 d’après le Corol-
laire 4.16. Le Corollaire 4.21 nous donne le résultat.
Nous donnons maintenant plusieurs exemples.
4.6 Applications aux automorphismes aléatoires du
tore
1. Applications linéaires aléatoires non-i.i.d :
Soit X = T1 le tore unidimensionnel. On considère deux applications linéaires
qui préserve la mesure de Lebesgue Leb sur X.
T1 : X −→ X et T2 : X −→ X
x 7−→ 2x x 7−→ 3x.
L’orbite aléatoire est construite en choisissant l’une de ces deux applications
suivant un processus de Markov de matrice de transition :
A =
(
1/2 1/2
1/3 2/3
)
.
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En fait, ce système dynamique aléatoire peut être représenté par le skew-
product suivant :
S : Ω×X −→ Ω×X
(ω, x) 7−→ (ϑ(ω), Tωx)
avec Ω = [0, 1], Tω = T1 si ω ∈ [0, 2/5), Tω = T2 si ω ∈ [2/5, 1] où ϑ est
l’application linéaire par morceaux suivante :
ϑ(ω) =


2ω si ω ∈ [0, 1/5[
3ω − 1/5 si ω ∈ [1/5, 2/5[
2ω − 4/5 si ω ∈ [2/5, 3/5[
3ω/2− 1/2 si ω ∈ [3/5, 1].
Puisque ϑ préserve la mesure de Lebesgue P = Leb, le skew-product S est
Leb ⊗ Leb-invariant et donc la mesure de Lebesgue Leb est stationnaire pour
ce système aléatoire. On peut voir que S a une décroissance exponentielle
des corrélations (conjugué à un shift) [13], et donc les théorèmes 4.14 et 4.22
s’appliquent. Il est facile de voir que ce système est aléatoirement-apériodique
et donc pour Leb ⊗ Leb-presque tout (ω, x) ∈ [0, 1]× T1 :
lim
r→0
log τωr (x)
− log r
= 1
et pour Leb-presque tout x ∈ T1 :
lim
r→0
logTr(x)
− log r
= 1.
2. Automorphismes hyperboliques aléatoires du Tore :
Soit X = T2, rappelons qu’un automorphisme hyperbolique du tore est une
application A : T2 → T2 agissant par la matrice A, x 7→ Ax (mod 1), où
les entrées de la matrice A sont des entiers. Les valeurs propres de A sont
de module diﬀérent de 1 et detA = ±1. Nous nous restreignons au cas où les
entrées sont positives même s’il est toujours possible de considérer des cas plus
généraux sous une hypothèse d’invariance d’un cône [12]. Soient Ω = {0, 1}N
et ϑ = σ le shift à gauche sur Ω.
On considère A0,A1 deux automorphismes hyperboliques aux entrées positives.
A0 sera choisi avec une probabilité q et A1 avec une probabilité 1 − q, i.e.
P = PN avec P (0) = q et P (1) = 1 − q. Alors il est prouvé dans [12] que la
mesure de Lebesgue est stationnaire et que la décroissance des corrélations se
fait exponentiellement vite pour des observables Lipschitz (voir [12]) f et g
telles que :
∫
T2
f(x)dx =
∫
T2
g(x)dx = 0.
Proposition 4.25. Le système est aléatoirement-apériodique.
Preuve. Pour tout ω ∈ Ω ﬁxé et n ∈ N∗, la matrice M correspondant à Anω =
Aωn . . . Aω2Aω1 (i.e, A
n
ωx =Mx mod 1) a des entrées positives. Le théorème de
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Perron-Frobenius assure que M a une valeur propre simple λ > 0 qui est la plus
grande et puisque | detM | = 1, λ > 1. Donc, Anω est aussi un automorphisme
hyperbolique du tore. Par [83], nous avons pour tout n ∈ N∗ :
Card{x ∈ T2 : Anωx = x} < +∞
et donc :
Leb({x ∈ T2 : ∃n ∈ N∗ , Anωx = x}) = 0.
Alors, ce système vériﬁe :
P⊗ Leb({(ω, x) ∈ {0, 1}N × T2 : ∃n ∈ N∗ , Anωx = x}) = 0.
Donc la Proposition 4.25 et le Corollaire 4.16 donnent pour P ⊗ Leb-presque
tout (ω, x) ∈ {0, 1}N × T2
lim
r→0
log τωr (x)
− log r
= 2
et la Proposition 4.23 donne pour Leb-presque tout x ∈ T2
lim
r→0
logTr(x)
− log r
= 2.
4.7 Applications aux perturbations aléatoires
Les perturbations aléatoires sont un cas particulier de systèmes dynamiques aléa-
toires, dans ce cas toutes les applications sont choisies arbitrairement proches d’une
application initiale ﬁxée. Plus précisément, on considère une application mesurable
T : X → X qui joue le rôle de la dynamique initiale, et on ajoute un petit bruit
pendant son évolution, modélisé par un système dynamique aléatoire. Pour tout
ε > 0 petit, nous considérons l’espace de probabilité (Λε,B(Λε), Pε) (représentant
le niveau du bruit) où Λε est un espace métrique et B(Λε) sa σ-algèbre de Borel.
Ensuite, nous considérons la famille d’applications {Tλ}λ∈Λε qui seront ε-proches de
T dans un sens C0 (que nous expliquerons par la suite) pour ε assez petit. Dans
ce cadre : Ω = ΛNε , P = P
N
ε , ϑ = σ le shift à gauche sur Ω et Tω = Tλ1 pour tout
ω = (λ1, λ2, . . . ) ∈ Ω. On utilisera l’application suivante :
Φε : Λε ×X −→ X
(λ, x) 7−→ Tλ(x)
telle que pour tout x ∈ X, Φε(., x) est mesurable et il existe λ∗ ∈ Λε tel que
Φε(λ
∗, x) = T (x) pour tout x ∈ X. Soit (Φεx)∗Pε la mesure de probabilité déﬁnie par
(Φεx)∗Pε(A) := Pε{λ ∈ Λε : Tλx ∈ A}.
On peut remarquer que c’est exactement la famille de probabilités de transition
déﬁnissant le processus de Markov associé dans le cas des applications aléatoires
(voir (4.1)). On suppose que (Φεx)∗Pε vériﬁe les hypothèses suivantes :
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(RT1) Pour tout x ∈ X, (Φεx)∗Pε est absolument continue par rapport à la mesure
de Lebesgue pour tout ε assez petit.
(RT2) Pour tout x ∈ X, supp(Φεx)∗Pε ⊂ Bε(Tx) pour tout ε assez petit.
Ces hypothèses nous dispensent d’utiliser la notion de temps de retour non-
instantané :
Proposition 4.26. Sous l’hypothèse (RT1), le système est aléatoirement-apériodique.
Preuve. Prouvons que pour tout x ∈ X
PNε ({ω = (λ1, λ2, ...) ∈ Λ
N
ε : ∃n ∈ N
∗ , T nω x = x}) = 0
où T nω = Tλn ◦ · · · ◦ Tλ2 ◦ Tλ1 .
Soient x ∈ X et A ⊂ X avec Leb(A) = 0. Puisque (Φεx)∗Pε est absolument
continue, nous avons (Φεx)∗Pε(A) = Pε({λ1 ∈ Λε : Tλ1x ∈ A}) = 0. De plus :
(Φεx)
2
∗P
2
ε (A) := P
2
ε ({(λ1, λ2) ∈ Λ
2
ε : Tλ2Tλ1x ∈ A}) = 0.
Car :
(Φεx)
2
∗P
2
ε (A) =
∫
Λε
(ΦεTλ1x
)∗Pε(A)dPε(λ1)
et Tλ1x ∈ X pour tout λ1 ∈ Λε, (RT1) donne (Φ
ε
Tλ1x
)∗Pε(A) = 0 pour tout λ1 ∈ Λε.
En utilisant cette idée et une simple récurrence, pour tout n ∈ N∗ :
(Φεx)
n
∗P
n
ε (A) := P
n
ε ({(λ1, . . . , λn) ∈ Λ
n
ε : Tλn . . . Tλ1x ∈ A}) = 0. (4.16)
Finalement :
PNε ({ω ∈ Λ
N
ε : ∃n ∈ N
∗ , T nωx = x}) = P
N
ε (
⋃
n∈N∗
{ω ∈ ΛNε : T
n
ωx = x})
≤
∑
n∈N∗
PNε ({ω ∈ Λ
N
ε : T
n
ω x = x})
≤
∑
n∈N∗
P nε ({(λ1, . . . , λn) ∈ Λ
n
ε : Tλn . . . Tλ1x = x})
≤
∑
n∈N∗
P nε ({(λ1, . . . , λn) ∈ Λ
n
ε : Tλn . . . Tλ1x ∈ {x}})︸ ︷︷ ︸
=0 par (4.16)
≤ 0.
1. Petites perturbations aléatoires d’une application du cercle :
Soient X = S1 et T une transformation Cr (2 ≤ r <∞) dilatante de S1. Nous
perturbons cette application par un bruit additif, c’est-à-dire : Tλx = Tx+ λ
où λ est une variable aléatoire distribuée suivant une densité supportée sur
(−ε,+ε). Alors il est bien connu (on pourra voir l’article de Baladi-Young par
exemple [14]) que le système dynamique aléatoire ainsi déﬁni admet une me-
sure stationnaire absolument continue µ dont la densité est Cr−1 et dont les
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corrélations décroissent exponentiellement vite pour les observables Cr−1. Re-
marquons qu’il est possible de passer des observables Cr−1 aux observables Lip-
schitz par de simples arguments d’approximation comme nous l’avons prouvé
dans le Chapitre 1. Alors d’après le Théorème 4.14 et la Proposition 4.26, pour
P⊗ µ-presque tout (ω, x) ∈ (−ε, ε)N × S1 nous avons :
lim
r→0
log τωr (x)
− log r
= 1
et d’après le Théorème 4.22, pour µ-presque tout x ∈ S1 :
lim
r→0
logTr(x)
− log r
= 1.
2. Petites perturbations aléatoires des applications dilatantes par mor-
ceaux de l’intervalle :
Soient X = [0, 1] et T une application C2 dilatante par morceaux sans periodic
turning point (voir [14]) 1, alors pour la même perturbation par un bruit additif
que dans l’exemple précédent Baladi et Young [14] ont prouvé l’existence (et la
stabilité) d’une mesure stationnaire absolument continue µ et la décroissance
exponentielle des corrélations pour des observables à variations bornées, et
donc pour les Lipschitz. On obtient alors que pour P⊗µ-presque tout (ω, x) ∈
(−ε, ε)N × [0, 1] :
lim
r→0
log τωr (x)
− log r
= 1
et que pour µ-presque tout x ∈ [0, 1] :
lim
r→0
logTr(x)
− log r
= 1.
1Remarquons que ces résultats sont aussi valables pour des dynamiques dont la dérivée est
uniformément plus grande que 2, ce qui permet d’éviter cette hypothèse sur les turning points [63].
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Chapitre 5. Récurrence de Poincaré pour les observations de flots
Après avoir étudié la récurrence de Poincaré pour les systèmes dynamiques à
temps discrets, une question naturelle se pose : ces résultats peuvent-ils s’étendre
au cas continu ? Pouvons-nous relier les temps de retour pour les ﬂots avec les
dimensions de la mesure invariante ? Dans un cadre plus général, est-il possible
d’étudier la récurrence pour une observation d’un ﬂot ? Nous allons donc étudier,
dans cette partie, la récurrence pour les ﬂots et les observations de ﬂots, en particulier
nous donnerons des résultats pour le ﬂot géodésique.
5.1 Introduction
Soit M une variété riemannienne compacte munie de sa distance induite d. Soit
Ψ un ﬂot sur M . Soit ν une mesure de probabilité sur M invariante pour le ﬂot Ψ.
Comme dans les chapitres précédents, nous nous intéressons à la récurrence, nous
introduisons donc la notion de temps de retour et de taux de récurrence pour les
ﬂots :
Définition 5.1. On déﬁnit pour x ∈M le temps de retour du ﬂot Ψ :
τΨr (x) := inf{t > ηr(x) : Ψt(x) ∈ B(x, r)}
où B(x, r) est la boule de centre x et de rayon r et ηr(x) est le premier temps de
sortie de la boule B(x, r), c’est-à-dire ηr(x) = inf{t > 0,Ψtx /∈ B(x, r)}. On déﬁnit
aussi les taux de récurrence inférieur et supérieur :
RΨ(x) := lim inf
r→0
log τΨr (x)
− log r
et R
Ψ
(x) := lim sup
r→0
log τΨr (x)
− log r
.
On va donc montrer que ces taux de récurrence sont liés aux dimensions locales
de la mesure invariante. Nous démontrerons tout d’abord un théorème valable pour
tous les ﬂots :
Théorème 5.2. Soit Ψ un ﬂot diﬀérentiable sur M .Si ν est Ψ-invariante alors pour
ν-presque tout x ∈M non ﬁxe
RΨ(x) ≤ dν(x)− 1 et R
Ψ
(x) ≤ dν(x)− 1.
Pour obtenir une égalité entre les taux de récurrence et les dimensions nous avons
besoin de plus d’hypothèses sur le système :
Théorème 5.3. Soit Ψ un ﬂot d’Anosov sur M . Si ν est un état d’équilibre d’un
potentiel Hölder alors
RΨ(x) = dν(x)− 1 et R
Ψ
(x) = dν(x)− 1
pour ν-presque tout x ∈M .
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L’existence de la dimension locale de la mesure invariante pour les ﬂots hyperbo-
liques est encore une question ouverte. En eﬀet, alors que pour les diﬀéomorphismes
hyperboliques l’existence de la dimension locale a été prouvée [69, 16] et qu’il existe
une formule explicite pour la calculer [19], pour les ﬂots hyperboliques l’existence
n’a été prouvée que dans le cas conforme [80, 20].
Le théorème précédent s’applique par exemple au ﬂot géodésique sur une variété
lisse à courbure strictement négative. Le ﬂot géodésique étant déﬁni sur le ﬁbré
unitaire tangent T 1M , on peut aussi s’intéresser à une observation particulière de
ce ﬂot : la position sur la variété M . Soit Π la projection canonique
Π : T 1M −→ M
(p, v) 7−→ p.
On étudiera les temps de retour pour la projection canonique dans la variété M :
τΨ,Πr (p, v) := inf{t > r : Π(Ψt(p, v)) ∈ B(p, r)}.
Le ﬂot Ψ étant le ﬂot géodésique sur T 1M , le premier temps de sortie de la projection
du ﬂot sur la variété de la boule B(p, r) est égal à r pour r assez petit. Nous
déﬁnissons maintenant les taux de récurrence pour la projection canonique :
RΨ,Π(p, v) := lim inf
r→0
log τΨ,Πr (p, v)
− log r
et R
Ψ,Π
(p, v) := lim sup
r→0
log τΨ,Πr (p, v)
− log r
.
Théorème 5.4. Soit Ψ le ﬂot géodésique déﬁni sur T 1M et ν une mesure invariante
pour Ψ. Alors pour ν-presque tout (p, v) ∈ T 1M
RΨ,Π(p, v) ≤ dΠ∗ν(p)− 1 et R
Ψ,Π
(p, v) ≤ dΠ∗ν(p)− 1.
De plus, si M a une courbure strictement négative et si ν est un état d’équilibre pour
un potentiel Hölder alors
RΨ,Π(p, v) = dΠ∗ν(p)− 1 et R
Ψ,Π
= dΠ∗ν(p)− 1
pour ν-presque tout (p, v) ∈ T 1M non multiple tel que dΠ∗ν(p) > 1.
Le ﬂot géodésique préservant la mesure de Lebesgue sur T 1M , nous pouvons
appliquer le Théorème 5.3 et le Théorème 5.4 pour obtenir le résultat remarquable
suivant :
Corollaire 5.5. SoitM une variété de dimension n à courbure strictement négative.
Soit Ψ le ﬂot géodésique déﬁni sur T 1M . Alors pour presque tout (p, v) ∈ T 1M
RΨ(p, v) = 2n− 2
et
RΨ,Π(p, v) = n− 1.
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5.2 Récurrence pour les observations de flots
Nous rappelons ici certaines généralités de théorie des systèmes dynamiques pour
les ﬂots. Soit M une variété riemannienne munie de sa distance induite d. Un ﬂot Ψ
sur M est une fonction déﬁnie de R×M dans M :
Ψ : R×M −→ M
(t, x) 7−→ Ψt(x)
telle que pour tout x ∈ M , Ψ0(x) = x et ∀x ∈ M , ∀(s, t) ∈ R × R, Ψt+s(x) =
Ψt(Ψs(x)).
Soit B(M) la σ-algèbre de Borel de M et soit ν une mesure de probabilité sur
M .
Définition 5.6. On dit que la mesure ν est invariante pour le ﬂot Ψ si
ν(Ψ−1t (A)) = ν(A) ∀t ∈ R, ∀A ∈ B(M).
Soit N ∈ N. Comme dans le Chapitre 3, nous sommes intéressés par les obser-
vations de systèmes dynamiques, on considère donc une observation f : M → RN .
Nous allons étudier la récurrence pour l’observation du ﬂot Ψ. Pour cela, nous avons
tout d’abord besoin d’introduire la notion de fonction de fuite :
Définition 5.7. Une fonction ρ est appelée fonction de fuite si pour tout 1 > ξ1 > 0,
pour tout ξ2 > 1, pour tout ε > 0, pour f⋆ν-presque tout z1 ∈ RN , il existe ζ > 0 tel
que si r < ζ, alors pour f⋆ν-presque tout z2 ∈ B(z1,min{(1− ξ1)r, (ξ2 − 1)r}) on a
rερξ1r(z2) ≤ ρr(z1) ≤ ρξ2r(z2)r
−ε.
Nous donnons maintenant quelques exemples de fonctions de fuite :
1. Pour α ∈ [0, 1],
ρr(z) = r
α| log r|.
2. Si ν est une mesure sur M ,
ρr(z) =
1
f⋆ν(B(z, r))
∫
f−1B(z,r)
inf
{
t > 0,Ψty /∈ f
−1B(z, r)
}
dν(y).
3. Si ν est une mesure sur M ,
ρr(z) =
| log r|
f⋆ν(B(z, r))
∫
f−1B(z,r)
inf
{
t > 0,Ψty /∈ f
−1B(z, r)
}
dν(y).
4. Si ν est une mesure sur M ,
ρr(f(x)) := ess-sup
y∈f−1B(f(x),r)
{
inf
{
t > 0 : Ψty /∈ f
−1B(f(x), r)
}}
.
Nous introduisons donc la notion de temps de retour et de taux de récurrence pour
l’observation du ﬂot :
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Définition 5.8. Soit f : M → RN une fonction mesurable et ρ une fonction de
fuite, on déﬁnit pour x ∈ M le temps de retour pour l’observation du ﬂot Ψ par
rapport à ρ
τΨ,fr,ρ (x) := inf{t > ρr(f(x)) : f(Ψt(x)) ∈ B(f(x), r)}
où B(f(x), r) dénote la boule de centre f(x) et de rayon r. On déﬁnit aussi les taux
de récurrence inférieur et supérieur pour l’observation du ﬂot Ψ par rapport à ρ
RΨ,fρ (x) := lim inf
r→0
log τΨ,fr,ρ (x)
− log r
et R
Ψ,f
ρ (x) := lim sup
r→0
log τΨ,fr,ρ (x)
− log r
.
Soit p ∈ N. On peut aussi introduire le temps de retour p-non-instantané pour
l’observation du ﬂot Ψ
τΨ,f,⋆r,p (x) = inf{t > p : f(Ψt(x)) ∈ B(f(x), r)}
et les taux de récurrence non-instantanés inférieur et supérieur pour l’observation
du ﬂot Ψ
RΨ,f⋆ (x) = lim
p→+∞
lim inf
r→0
log τΨ,f,⋆r,p (x)
− log r
et R
Ψ,f
⋆ (x) = lim
p→+∞
lim sup
r→0
log τΨ,f,⋆r,p (x)
− log r
.
Il est important de souligner que ces taux de récurrence peuvent être identiques :
Proposition 5.9. Soit ρ une fonction de fuite. Si pour x ∈ M , RΨ,fρ (x) > 0 alors
pour toute autre fonction de fuite ρ′ telle que ρ′r(f(x)) ≥ ρr(f(x)) pour tout r suﬃ-
samment petit et telle que limr→0
log ρ′r(f(x))
log r
≥ 0 alors on a
RΨ,fρ (x) = R
Ψ,f
ρ′ (x) = R
Ψ,f
⋆ (x)
et
R
Ψ,f
ρ (x) = R
Ψ,f
ρ′ (x) = R
Ψ,f
⋆ (x).
Preuve. Il suﬃt de remarquer que si pour x ∈ M , RΨ,fρ (x) > 0 alors il existe a > 0
tel que pour tout r > 0 suﬃsamment petit on a
τΨ,fr,ρ (x) ≥ r
−a.
Nous avons vu précédemment que pour les systèmes dynamiques discrets, les
taux de récurrence sont liés aux dimensions locales de la mesure invariante et que
les taux de récurrence pour l’observation sont liés aux dimensions locales de la me-
sure image. Dans le cas des ﬂots, les taux de récurrence pour l’observation du ﬂot
sont liés aux dimensions locales de la mesure image mais cette fois-ci de manière
intrinsèque car ils dépendent aussi de la fonction de fuite. L’idée est donc de trouver
la meilleure fonction de fuite, c’est-à-dire une fonction de fuite ayant un comporte-
ment asymptotique le plus lent possible mais tout de même assez rapide pour que
presque partout le temps de sortie de l’observation du ﬂot de B(f(x), r) soit infé-
rieur à la fonction de fuite à partir d’un certain rayon. Ainsi, le premier théorème
sur la récurrence pour les observations de ﬂots est le suivant (il sera démontré dans
la Section 5.6) :
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Théorème 5.10. Soit Ψ un ﬂot sur M . Soit f une observation mesurable de M
dans RN et soit ρ une fonction de fuite. Si Ψ est ν-invariante alors pour ν-presque
tout x ∈M
RΨ,fρ (x) ≤ lim inf
r→0
(
log f⋆ν (B (f(x), r))
log r
−
log ρr(f(x))
log r
)
et
R
Ψ,f
ρ (x) ≤ lim sup
r→0
(
log f⋆ν (B (f(x), r))
log r
−
log ρr(f(x))
log r
)
.
Nous soulignons que nous ne pouvons pas obtenir ce résultat en utilisant l’ap-
plication de temps 1, i.e. Tx = Ψ1(x), qui nous donne un résultat non-optimal. En
eﬀet, en utilisant les résultats du Chapitre 3 avec l’application de temps 1, on obtient
que pour ν-presque tout x ∈M
RΨ,fρ (x) ≤ df⋆ν(f(x)) et R
Ψ,f
ρ (x) ≤ df⋆ν(f(x)).
Ce résultat est optimal quand
lim
r→0
log ρr(f(x))
log r
= 0
mais ce cas est dégénéré comme nous pourrons le voir dans la Section 5.5 où nous
donnerons des exemples.
Il est intéressant de noter que, lorsque l’observation est l’application identité,
on obtient le résultat suivant énoncé dans l’introduction (Théorème 5.2), pour les
points qui ne sont pas des points ﬁxes (il existe t ∈ R tel que Ψtx 6= x) :
Corollaire 5.11. Soit Ψ un ﬂot diﬀérentiable sur M . Si ν est Ψ-invariante alors
pour ν-presque tout x ∈M non ﬁxe
RΨ(x) ≤ dν(x)− 1 et R
Ψ
(x) ≤ dν(x)− 1.
Preuve. En utilisant le Théorème 5.10 avec f l’observation identité :
f :M −→ M
x 7−→ x
et en prenant comme fonction de fuite la fonction ρ suivante :
ρr :M −→ R
x 7−→ ρr(x) = r| log r|
on obtient que
RΨ,fρ (x) ≤ dν(x)− 1 et R
Ψ,f
ρ (x) ≤ dν(x)− 1.
Il nous reste donc à montrer que RΨ(x) ≤ RΨ,fρ (x) et que R
Ψ
(x) ≤ R
Ψ,f
ρ (x). Pour
cela, il suﬃt de montrer que pour presque tout x ∈ M , pour r assez petit on a
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τΨr (x) ≤ τ
Ψ
r,ρ(x). D’après le Théorème des boîtes de ﬂots [11], le ﬂot étant diﬀé-
rentiable, autour d’un point non ﬁxe il existe un voisinage U , une constante γ et
un temps T tel que pour tout z ∈ U et pour tout 0 < t < T , d(z,Ψtz) ≥ γz.
Ainsi, pour tout x ∈ M non ﬁxe, il existe r1(x) > 0 tel que pour tout 0 < r < r1,
inf{t > 0,Ψtx /∈ B(x, r)} ≤ r| log r| et ainsi τΨr (x) ≤ τ
Ψ
r,ρ(x).
Comme dans les chapitres précédents, pour obtenir une minoration des taux
de récurrence, nous avons besoin d’hypothèses plus ﬁnes sur le système. Pour les
ﬂots une hypothèse sur la vitesse de mélange ne serait pas optimale, en eﬀet il
est possible de construire des ﬂots satisfaisant l’Axiome A ayant une décroissance
des corrélations arbitrairement lente (e.g. [86]). Ainsi, nous allons utiliser les ﬂots
suspendus et l’hypothèse sur la vitesse de mélange portera sur le mélange de la
dynamique sur la base.
5.3 Récurrence pour les observations via les flots
suspendus
A partir de maintenant nous supposerons que la variété M est compacte.
Pour obtenir une estimation inférieure des taux de récurrence, nous allons tra-
vailler avec les ﬂots suspendus dont nous rappelons quelques notions essentielles.
Soit (X,A, T, µ) un système dynamique muni d’une distance d. Soit φ : X →
(0,+∞) une fonction mesurable et intégrable. Considérons l’espace
Y := {(u, s) ∈ X ×R : 0 ≤ s ≤ φ(u)}
où les points (u, φ(u)) et (Tu, 0) sont identiﬁés pour tout u ∈ X. Cet espace est
appelé l’espace sous la fonction φ. Le ﬂot suspendu ou le ﬂot spécial sur (X,A, T, µ)
avec toit φ est le ﬂot Φ qui agit sur Y par la transformation suivante
Φt(u, s) = (u, s+ t) ∀(u, s, t) ∈ X ×R
+ ×R+.
Voici une illustration du ﬂot suspendu :
A
A
A
(u, s)u
(u, φ(u))
(Tu, 0)
(Tu, φ(Tu))
(T 2u, 0)
0
s
X
Φt(u, s)
u
u
u
u
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La distance sur Y est la distance de Bowen-Walters (voir [29] par exemple). On
rappelle que la mesure νµ, déﬁnie par µ ⊗ Leb sur Y et normalisée, est invariante
par le ﬂot Φ. En général, les ﬂots et les ﬂots suspendus sont reliés :
Théorème 5.12 ([7]). Tout ﬂot Ψ sans point ﬁxe est métriquement isomorphe à
un ﬂot spécial Φ.
Plus précisément, pour un ﬂot Ψ sur M avec une mesure invariante ν, il existe
un ﬂot suspendu Φ sur T avec toit φ et mesure invariante νµ tel que : il existe un
sous-ensemble M ′ de M tel que ν(M ′) = 1, un ensemble Y ′ de Y tel que νµ(Y ′) = 1
et une fonction g : Y →M bijective de Y ′ dans M ′, telle que pour tout t ≥ 0 :
Ψt ◦ g = g ◦ Φt et Ψt ◦ g
−1 = g−1 ◦ Φt
et telle que pour tout sous-ensemble mesurable A ⊂ M et tout sous-ensemble me-
surable B ⊂ Y :
ν(A) = νµ(g
−1A) et νµ(B) = ν(g(B)).
Nous soulignons que pour les ﬂots hyperboliques, on peut choisir la distance sur X
telle que la fonction g soit Lipschitz.
Dans notre étude de la récurrence pour les ﬂots suspendus, il apparait que les taux
de récurrence sont minorés par de nouvelles quantités, nous devons donc introduire la
notion de dimension locale de projection du ﬂot suspendu associé pour l’observation
f :
Définition 5.13. Soit Ψ un ﬂot déﬁni sur M et métriquement isomorphe à un
ﬂot suspendu Φ sur (X,A, T, µ) avec toit φ. Soit Y l’espace sous la fonction φ et
soit g : Y → M l’isomorphisme reliant Ψ et Φ. On déﬁnit les dimensions locales
inférieure et supérieure de projection du ﬂot suspendu associé pour l’observation f
en un point x ∈M :
df,gµ (x) = lim
r→0
log µ (pi(f ◦ g)−1B(f(x), r))
log r
et
d
f,g
µ (x) = lim
r→0
log µ (pi(f ◦ g)−1B(f(x), r))
log r
où pi : Y → X est la projection sur X, i.e. ∀(u, t) ∈ Y , pi(u, t) = u.
Même si ces dimensions ne sont pas identiques aux dimensions locales de la
mesure image, dans certains cas nous pouvons les relier (voir Section 5.4 sur le ﬂot
géodésique par exemple). De plus, ces dimensions apparaissent naturellement dans
notre étude. En eﬀet, lorsque f est l’application identité, c’est-à-dire lorsqu’il n’y
a pas d’observation, pour un ﬂot suspendu le temps de retour d’un point (x, s) ∈
A×B ⊂ Y est minoré par le temps de retour de x dans A sous l’action de T et est
majoré par le même temps de retour plus une constante (dépendant uniquement de
la fonction de toit φ). Dans l’article [18], cette idée avait été utilisée pour prouver
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que le comportement asymptotique du temps de retour pour un ﬂot suspendu d’un
point (x, s) dans B((x, s), r) est égale au comportement asymptotique du temps de
retour de x dans B(x, r), sous l’action de T , qui est lui-même relié au comportement
asymptotique de la mesure de B(x, r). Lorsque l’on fait une observation, modélisée
par la fonction f , le temps de retour de f(x, s) dans un ensemble C correspond
au temps de retour de (x, s) dans f−1C sous l’action du ﬂot suspendu. Il est donc
naturel d’essayer de relier le temps de retour de (x, s) dans f−1C à la mesure de la
projection sur X de l’ensemble f−1C. Pour plus de détails, on pourra regarder les
démonstrations des lemmes 5.30 et 5.31.
Notre second résultat principal pour les temps de retour d’observation de ﬂot est
le suivant :
Théorème 5.14. Soit Ψ un ﬂot de M dans M , ν-invariant et métriquement iso-
morphe à un ﬂot suspendu Φ sur T tel que T a une décroissance des corrélations
super-polynomiale. Supposons que l’isomorphisme g reliant ces deux ﬂots soit Lip-
schitz. Soit f une observation Lipschitz de M dans RN . Alors
RΨ,f⋆ (x) ≥ d
f,g
µ (x) et R
Ψ,f
⋆ (x) ≥ d
f,g
µ (x)
pour ν-presque tout x ∈M tel que df,gµ (x) > 0.
Remarque 5.15. Il est important de noter que les hypothèses sur le ﬂot Ψ sont
vériﬁées lorsque par exemple le ﬂot Ψ est Anosov et lorsque la mesure µ est un état
d’équilibre d’un potentiel Hölder.
Nous rappelons la déﬁnition d’un ﬂot d’Anosov :
Définition 5.16. Un ﬂot diﬀerentiable Ψt : M → M est appelé un ﬂot d’Anosov
(ou un ﬂot uniformément hyperbolique) s’il existe une constante 0 < λ < 1, une
constante C > 0 et une décomposition du ﬁbré tangent :
TM = Eu ⊕ E0 ⊕Es (i.e. ∀x ∈M,TxM = E
s
x + E
0
x + E
u
x)
où E0x est généré par le vecteur
d
dt
(Ψtx)|t=0, Eu et Es sont des sous-ﬁbrés Dψt-
invariants pour tout t ∈ R (c’est-à-dire DxΨtEux = E
u
Ψtx et DxΨtE
s
x = E
s
Ψtx pour
tout t ∈ R) tels que pour tout x ∈M et pour tout t > 0
‖dxΨtv‖ ≤ Cλ
t‖v‖ pour tout v ∈ Esx
et
‖dxΨ−tv‖ ≤ Cλt‖v‖ pour tout v ∈ Eux .
Lorsque l’observation est l’application identité, on obtient une égalité entre les
taux de récurrence et les dimensions (et pour les ﬂots d’Anosov on va retrouver le
Théorème 5.3) :
Corollaire 5.17. Soit Ψ un ﬂot diﬀérentiable de M , ν-invariant et métriquement
isomorphe à un ﬂot suspendu Φ sur T tel que T a un décroissance des corréla-
tions super-polynomiale. Supposons que l’isomorphisme g reliant ces deux ﬂots soit
Lipschitz. Alors
RΨ(x) = dν(x)− 1 et R
Ψ
(x) = dν(x)− 1
pour ν-presque tout x ∈M qui n’est pas périodique et tel que dν(x) > 1.
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Pour les ﬂots C1 d’entropie strictement positive (pour les ﬂots, l’entropie corres-
pondra à l’entropie de l’application de temps 1, i.e. hν(Ψ) = hν(Ψ1)), la dimension
inférieure de la mesure vériﬁe une condition supplémentaire :
Lemme 5.18. Soit Ψ un ﬂot C1 sur M et soit ν une mesure invariante telle que
hν(Ψ) > 0. Alors pour ν-presque tout x ∈M
dν(x) > 1.
Preuve. Soit ε > 0. Pour tout x ∈M , considérons une sous-variété Nx de dimension
dimM − 1 et transverse au ﬂot Ψ. Considérons maintenant la famille de boules
{Dδ(x)}ε/2≤δ≤ε de Nx, de centre x et de diamètre δ. En utilisant la construction du
Lemme 5 de [18], on peut montrer qu’il existe δ0 ∈ [ε/2, ε] tel que Dδ0(x) vériﬁe
pour tout r > 0 suﬃsamment petit :
µ ({y ∈ Nx : d(y, ∂Dδ0(x)) < r}) ≤ cr (5.1)
où c est une constante ne dépendant que de ε et de x et où µ est la mesure induite par
ν sur Dε(x). Notons D(x) l’ensemble Dδ0(x). Considérons maintenant les cylindres
C(x) =
⋃
0≤t<εΨtD(x). Les cylindres C(x) recouvrant M , on peut en extraire un
sous-recouvrement ﬁni
⋃
i∈I Ci. Soit Z =
⋃
i∈I Di où Di est le disque associé au
cylindre Ci pour i ∈ I.
On peut déﬁnir la fonction de transfert ς : Z → R+ par
ς(x) = min{t > 0 : Ψtx ∈ Z},
et l’application de transfert T : Z → Z par
Tx = Ψς(x)x.
Nous remarquons que si Di ∩ T−1Dj 6= ∅ alors T |Di∩T−1Dj est L-Lipschitz (Ψt étant
C1 sur M). µ étant la mesure invariante par T induite par la mesure ν, comme
hν(Ψ) > 0 on a aussi que hµ(T ) > 0.
Soit ξ une partition de Z plus ﬁne que {Di ∩ T−1Dj}i,j∈I , de diamètre arbitrai-
rement petit et vériﬁant pour tout 0 < r < diam ξ
µ(x ∈ Z : d(x, ∂ξ) < r) ≤ c1r (5.2)
où c1 est une constante positive dépendant uniquement du diamètre de ξ (la construc-
tion de cette partition provient de [18] et de (5.1)). Considérons l’ensemble An =
{x ∈ Z : d(T nx, ∂ξ) < e−n}, on a donc d’après (5.2) que pour tout n suﬃsamment
grand µ(An) ≤ c1e−n. Ainsi
∑
n∈N µ(An) < +∞ et d’après le lemme de Borel-
Cantelli, on a que pour µ-presque tout x qui appartient à Z, il existe c(x) > 0 tel
que pour tout n ∈ N, d(T nx, ∂ξ) > c(x)e−n. Cela nous donne, que pour µ-presque
tout x ∈ Z et pour tout n ∈ N
BZ(x, c(x)L
−ne−n) ⊂ ξn(x).
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Finalement, on peut observer que pour tout x ∈ Z, t et r suﬃsamment petit, en
posant y = Ψtx on a
BM(y, r) ⊂
⋃
|s|<r
Ψt+s(BZ(x, L1r))
où L1 = sup0≤s<r{constante de Lipschitz de Ψ−s}. Ainsi, pour µ-presque tout x,
pour tout t suﬃsamment petit et y = Ψtx, en posant rn = c(x)L
−1
1 L
−ne−n pour
tout n suﬃsamment grand on a
ν(BM(y, rn)) ≤ 2rnµ(BZ(x, c(x)L
−ne−n))
≤ 2rnµ(ξn(x)).
Si le diamètre de ξ est assez petit alors hµ(T, ξ) >
hµ(T )
2
> 0 et pour n suﬃsamment
grand µ(ξn) ≤ e−nhµ(T )/2 et ainsi
dν(y) ≥ 1 +
hµ(T )
2(1 + logL)
> 1.
Finalement, en prenant ε arbitrairement petit, on obtient que pour ν-presque tout
y ∈M
dν(y) > 1.
Remarque 5.19. En utilisant des inégalités plus ﬁnes que dans la preuve précédente,
on obtiendrait vraisemblablement que pour ν-presque tout x ∈M
dν(x) ≥ 1 + hν(Ψ)
(
1
Λu(x)
−
1
Λs(x)
)
où Λu(x) est le plus grand exposant de Lyapunov du ﬂot et Λs(x) le plus petit
exposant de Lyapunov.
Nous avons maintenant tous les éléments pour démontrer le Théorème 5.3 :
Preuve du Théorème 5.3. Ce théorème est une conséquence du Corollaire 5.17 et
du Lemme 5.18. En eﬀet, un ﬂot d’Anosov est métriquement isomorphe à un ﬂot
hyperbolique symbolique (la base du ﬂot est un système dynamique symbolique
hyperbolique) [27]. Comme ν est un état d’équilibre pour un potentiel Hölder, µ est
aussi un état d’équilibre pour le système dynamique (X,A, T ), la décroissance des
corrélations est donc super-polynomiale et de plus, l’entropie est strictement positive.
On remarque aussi que la distance sur X peut être choisie telle que l’isomorphisme
reliant les deux ﬂots soit Lipschitz.
Finalement, pour un ﬂot d’Anosov, le nombre d’orbites périodiques est dénom-
brable et ainsi la mesure étant un état d’équilibre l’ensemble des points périodiques
est de mesure nulle.
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Nous soulignons que ce résultat est une généralisation du théorème de [18] sur
les ﬂots suspendus. En fait, le Théorème 5.14 provient du théorème suivant sur les
ﬂots suspendus :
Théorème 5.20. Soit (X,A, µ, T ) un système dynamique avec une décroissance
des corrélations super-polynomiale et Φ le ﬂot suspendu sur T avec fonction de toit
φ. Soit f˜ = f ◦ g une fonction Lipschitz. Alors, on a
RΨ,f˜⋆ (y) ≥ d
f,g
µ (g(y)) et R
Ψ,f˜
⋆ (y) ≥ d
f,g
µ (g(y))
pour µ⊗ Leb-presque tout y ∈ Y tel que df,gµ (g(y)) > 0.
A partir de maintenant et sans perte de généralité, nous supposerons que
∫
X
φdµ =
1 et ainsi la mesure invariante du ﬂot suspendu sera νµ = µ⊗ Leb.
5.4 Observations du flot géodésique
Soit (M,h) une variété riemannienne compacte C∞, i.e. M est une variété com-
pacte C∞ et h est une métrique Riemannienne C∞ sur M . La métrique h induit
une distance d sur M . Nous supposerons que l’espace métrique (M, d) est complet.
M est donc géodésiquement complet d’après le Théorème de Hopf-Rinow. Soit T 1M
le ﬁbré unitaire tangent de (M,h), i.e. un point (p, v) ∈ T 1M si p ∈ M et si v est
un vecteur unitaire tangent à M en p. Etant donné (p, v) ∈ T 1M , γ(p,v) : R → M
dénote la géodésique de conditions initiales γ(p,v)(0) = p et γ˙(p,v)(0) = v. On peut
donc maintenant déﬁnir le ﬂot géodésique Ψt : T 1M → T 1M qui est donné par
Ψt(p, v) = (γ(p,v)(t), γ˙(p,v)(t)). Soit Π la projection canonique
Π : T 1M −→ M
(p, v) 7−→ p.
On rappelle que pour tout (p, v) ∈ T 1M si t > 0 est suﬃsamment petit
d(Π(p, v),Π(Ψt(p, v))) = t. (5.3)
Soit ν une mesure de probabilité invariante pour le ﬂot géodésique.
Théorème 5.21. Soit Ψ le ﬂot géodésique déﬁni sur T 1M . Alors pour ν-presque
tout (p, v) ∈ T 1M
RΨ(p, v) ≤ dν(p, v)− 1 et R
Ψ
(p, v) ≤ dν(p, v)− 1.
De plus, si M a une courbure strictement négative et si ν est un état d’équilibre pour
un potentiel Hölder alors
RΨ(p, v) = dν(p, v)− 1 et R
Ψ
= dν(p, v)− 1
pour ν-presque tout (p, v) ∈ T 1M .
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Preuve. La première partie du théorème se prouve de manière identique au Corol-
laire 5.11 en utilisant (5.3).
Pour la deuxième partie du théorème, comme M a une courbure négative, Ψ est
un ﬂot d’Anosov et est métriquement isomorphe à un ﬂot suspendu symbolique (la
base du ﬂot est un système dynamique symbolique) [27]. De plus, la distance sur X
peut être choisie telle que l’isomorphisme reliant les deux ﬂots soit Lipschitz. Comme
ν est un état d’équilibre pour un potentiel Hölder, µ est aussi un état d’équilibre
pour le système dynamique (X,A, T ) et la décroissance des corrélations est super-
polynomiale. On peut donc appliquer le Corollaire 5.17 et le Lemme 5.18 (l’entropie
du ﬂot étant strictement positive).
On peut maintenant s’intéresser au temps de retour de la position sur la variété
M , c’est-à-dire aux temps de retour de la projection du ﬂot sur la variété :
Théorème 5.22. Pour ν-presque tout (p, v) ∈ T 1M
RΨ,Π(p, v) ≤ dΠ∗ν(p)− 1 et R
Ψ,Π
(p, v) ≤ dΠ∗ν(p)− 1.
Remarque 5.23. Le résultat de ce théorème est encore vériﬁé lorsque la variété M
n’est pas compacte et que ν est une mesure de probabilité.
Preuve du Théorème 5.22. Le résultat provient du Théorème 5.10 en utilisant la
fonction de fuite ρr(p) = r. En fait, il est important de noter que d’après (5.3) on a
pour r assez petit
inf{t > 0 : Π(Ψt(p, v)) /∈ B(p, r)} = r.
Définition 5.24. On dira qu’un point (p, v) ∈ T 1M est multiple s’il existe t > 0 tel
que Π(Ψt(p, v)) = p.
Théorème 5.25. Si M a une courbure négative et si ν est un état d’équilibre pour
un potentiel Hölder alors
RΨ,Π(p, v) = dΠ∗ν(p)− 1 et R
Ψ,Π
(p, v) = dΠ∗ν(p)− 1
pour ν-presque tout (p, v) ∈ T 1M non multiple tel que dΠ∗ν(p) > 1.
Remarque 5.26. Pour chaque point p ∈ M il existe un nombre dénombrable de
v ∈ T 1pM tel (p, v) soit multiple. On peut donc se demander si lorsque la mesure ν
est un état d’équilibre d’un potentiel Hölder, l’ensemble des points multiples est un
ensemble de mesure nulle.
En utilisant un résultat de Ledrappier-Lindenstrauss [68] on obtient le corollaire
suivant :
Corollaire 5.27. Si M est une surface riemannienne compacte à courbure stricte-
ment négative, si ν est un état d’équilibre d’un potentiel Hölder tel que dimH ν > 2
alors
RΨ,Π(p, v) = 1
pour ν-presque tout (p, v) ∈ T 1M non multiple.
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Preuve. Pour cela, il suﬃt d’utiliser le Théorème 5.25 et le Théorème 1.1. de [68].
Preuve du Théorème 5.25. Nous avons déjà remarqué dans la preuve du Théorème
5.21 que comme M a une courbure strictement négative, Ψ est métriquement iso-
morphe à un ﬂot suspendu symbolique et que la distance sur X peut être choisie
telle que l’isomorphisme (que nous noterons g) reliant les deux ﬂots soit Lipschitz.
De plus, ν étant un état d’équilibre pour un potentiel Hölder, µ est aussi un état
d’équilibre pour le système dynamique (X,A, T ) et la décroissance des corrélations
est super-polynomiale. La suite de la preuve de ce théorème est basée sur le lemme
suivant (que nous démontrerons par la suite) :
Lemme 5.28. Pour tout (p, v) ∈ T 1M
dΠ,gµ (p, v) = dΠ∗ν(p)− 1
et
d
Π,g
µ (p, v) = dΠ∗ν(p)− 1.
Comme M est une variété compacte et comme le ﬂot est le ﬂot géodésique
sur T 1M , il existe β > 0 tel que pour tout t ≤ β et pour tout (x, u) ∈ T 1M ,
d(Π(x, u),Π(Ψt(x, u))) = t. Alors, pour tout r assez petit, τΨ,Πr (p, v) ≥ β et donc
pour ν-presque tout (p, v) ∈ T 1M qui n’est pas multiple, τΨ,Πr (p, v) → +∞ quand
r → 0. Soit k ∈ N∗. Alors pour tout point (p, v) non multiple il existe r(k, p, v) > 0
tel que pour tout 0 < r < r(k, p, v), τΨ,Πr (p, v) > k ce qui implique que τ
Ψ,Π
r (p, v) =
τΨ,Π,⋆r,k (p, v). On obtient donc
RΨ,Π(p, v) = RΨ,Π⋆ (p, v) et R
Ψ,Π
(p, v) = R
Ψ,Π
⋆ (p, v). (5.4)
Ainsi, le Théorème est prouvé par (5.4), le Théorème 5.10, le Théorème 5.20 et le
Lemme 5.28.
Nous prouvons maintenant le lemme essentiel utilisé dans la preuve précédente.
Preuve du Lemme 5.28. Soit (p, v) ∈ T 1M . Soit r > 0.
ν
(
Π−1B(p, r)
)
= µ⊗ Leb(g−1
(
Π−1B(p, r)
)
)
=
∫
X
∫ φ(x)
0
1Π−1B(p,r)(g(x, t))dt dµ(x)
Comme Ψ est le ﬂot géodésique sur T 1M et comme M est compacte, il existe β > 0
tel que pour tout t ≤ β et pour tout (p, u) ∈ T 1M , d(Π(p, u),Π(Ψt(p, u))) = t. Soit
x ∈ X tel qu’il existe t ∈ (0, φ(x)) vériﬁant g(x, t) ∈ Π−1B(p, r) alors si r < β
2
,pour
tout s ∈ [2r, β] on a g(x, t+ s) /∈ Π−1B(p, r). En eﬀet,
g(x, t+ s) = g(Φs(x, t)) = Ψs(g(x, t))
et donc
d(p,Π(g(x, t+ s))) ≥ d(Π(g(x, t)),Π(g(x, t+ s)))− d(p,Π(g(x, t)))
≥ d(Π(g(x, t)),Π(Ψsg(x, t)))− r
≥ s− r ≥ 2r − r = r.
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Ainsi,
ν
(
Π−1B(p, r)
)
≤
supx φ(x)
β
2rµ
(
pi(Π ◦ g)−1B(p, r)
)
. (5.5)
De plus, on peut remarquer que
ν
(
Π−1B(p, 2r)
)
=
∫
X
∫ φ(x)
0
1Π−1B(p,2r)(g(x, t))dt dµ(x)
≥
∫
π(Π◦g)−1B(p,r)
∫ φ(x)
0
1Π−1B(p,2r)(g(x, t))dt dµ(x).
Soit x ∈ pi(Π◦g)−1B(p, r), il existe donc t ∈ (0, φ(x)) tel que (x, t) ∈ (Π◦g)−1B(p, r).
Ainsi, si r est suﬃsamment petit
d(Π(g(x, t+ r)), p) ≤ d(Π(g(x, t+ r)),Π(g(x, t))) + d(Π(g(x, t)), p)
≤ d(Π(Ψr(g(x, t))),Π(g(x, t))) + r
≤ r + r = 2r
ce qui nous donne
ν
(
Π−1B(p, 2r)
)
≥ rµ(pi(Π ◦ g)−1B(p, r)). (5.6)
En utilisant (5.5) et (5.6), on obtient
dΠ∗ν(p) = lim
r→0
log ν (Π−1B(p, r))
log r
= lim
r→0
log µ (pi(Π ◦ g)−1B(p, r))
log r
+ 1 = dΠ,gµ (p, v) + 1
et
dΠ∗ν(p) = lim
r→0
log ν (Π−1B(p, r))
log r
= lim
r→0
log µ (pi(Π ◦ g)−1B(p, r))
log r
+ 1 = d
Π,g
µ (p, v) + 1.
5.5 Observations de flots suspendus
Nous donnons maintenant quelques exemples d’observations d’un ﬂot suspendu
où nous pouvons calculer les diﬀérentes dimensions et appliquer nos théorèmes. Dans
ces exemples, nous verrons l’importance du choix de la fonction de fuite.
Soit (X,A, T, µ) un système dynamique muni d’une distance d et ayant une
décroissance des corrélations super-polynomiale. On considère le ﬂot suspendu Φ
sur T avec fonction de toit 1.
5.5.1 Projection sur X
Choisissons tout d’abord l’observation f comme la projection sur X :
f : Y −→ X
(x, s) 7−→ x.
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Ainsi, pour tout (x, s) ∈ Y on a
df⋆(µ⊗Leb)(f(x, s)) = dµ(x) et df⋆(µ⊗Leb)(f(x, s)) = dµ(x)
et
df,idµ (x, s) = dµ(x) et d
f,id
µ (x, s) = dµ(x).
En choisissant la fonction de fuite ρr = | log r|, et en comparant τΦ,fr,ρ et τ
Φ,f,⋆
r,p , le
Théorème 5.10 et le Théorème 5.14 nous donnent que pour µ ⊗ Leb-presque tout
(x, s) ∈ Y
RΦ,fρ (x, s) = R
Φ,f
⋆ (x, s) = dµ(x) et R
Φ,f
ρ (x, s) = R
Φ,f
⋆ (x, s) = dµ(x)
pour µ⊗ Leb-presque tout (x, s) ∈ Y tel que dµ(x) > 0.
Nous soulignons qu’avec cette observation on ne s’intéresse en fait qu’au temps
de retour d’un point x ∈ X sous l’action de T et on peut remarquer que l’on obtient
le Théorème 1.32 pour les systèmes dynamiques discrets.
Il est important de noter que, dans ce cas, pour obtenir un résultat non trivial (si
ce n’est optimal) la fonction de fuite doit être choisie avec précaution. En eﬀet, si la
fonction de fuite est ρr(x) = r pour tout x par exemple, on obtient immédiatement
que τΦ,fr,ρ (x, s) = r pour tout (x, s) ∈ Y et pour r suﬃsamment petit. Cela vient du
fait que f−1B(f(x, s), r) = B(x, r)×[0, 1] et donc le premier temps de sortie de cette
ensemble par Φt(x, s) ne dépend pas de r mais uniquement de (x, s). Dans ce cas,
on ne peut donc pas obtenir d’égalité entre les taux de récurrence et les dimensions.
5.5.2 Projection sur le temps
Prenons maintenant pour l’observation f la projection sur le temps :
f : Y −→ X
(x, s) 7−→ s.
Alors, pour tout (x, s) ∈ Y on a
df⋆(µ⊗Leb)(f(x, s)) = 1 et df⋆(µ⊗Leb)(f(x, s)) = 1
En choisissant la fonction de fuite ρr(s) = 2r (qui correspond par exemple au supre-
mum essentiel des temps de sortie de f−1B(f(x, s), r)) on obtient que pour µ⊗Leb-
presque tout (x, s) ∈ Y
RΦ,fρ (x, s) = R
Φ,f
⋆ (x, s) = R
Φ,f
ρ (x, s) = R
Φ,f
⋆ (x, s) = 0.
On peut tout de même remarquer que dans ce cas aussi on peut calculer les dimen-
sions de projection pour l’observation f :
df,idµ (x, s) = 0 et d
f,id
µ (x, s) = 0.
Cet exemple et l’exemple précédent nous montre que pour chaque ﬂot et chaque
observation, nous devons choisir une fonction de fuite dépendant de ces paramètres.
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On peut donc se demander s’il existe une unique fonction de fuite nous donnant
un résultat optimal pour tous les ﬂots. On pourra remarquer que pour les deux
exemples précédents, en prenant la fonction de fuite
ρr(f(y)) =
| log r|
f∗(µ⊗ Leb)(B(f(y))
∫
Y
inf{t > 0 : f(Φt(y)) /∈ B(f(y), r)}dµ⊗ Leb(y),
(5.7)
on obtient des résultats optimaux.
5.5.3 Projection mixte
Supposons maintenant que l’espace X est un espace produit, c’est-à-dire qu’il
existe deux espaces X1 et X2 tels que X = X1 ×X2. Soit f l’observation suivante :
f : Y −→ X1 × [0, 1)
(x1, x2, s) 7−→ (x1, s).
Ainsi, pour tout (x1, x2, s) ∈ Y on a
df,idµ (x1, x2, s) = lim
r→0
log µ(B(x1, r)×X2)
log r
et
d
f,id
µ (x1, x2, s) = lim
r→0
log µ(B(x1, r)×X2)
log r
De plus, on peut montrer facilement que
df⋆µ⊗Leb(f(x1, x2, s)) = d
f,id
µ (x1, x2, s) + 1
et
df⋆µ⊗Leb(f(x1, x2, s)) = d
f,id
µ (x1, x2, s) + 1.
Ainsi, en prenant pour fonction de fuite ρr(x1, s) = r| log r| (qui est en fait la fonction
de fuite déﬁnie par (5.7)) et en prenant en compte la Proposition 5.9, on peut
montrer, en utilisant le Théorème 5.10 et le Théorème 5.14, que pour µ ⊗ Leb-
presque tout (x1, x2, s) ∈ Y tel que R
Φ,f
ρ (x1, x2, s) > 0 on a
RΦ,fρ (x1, x2, s) = R
Φ,f
⋆ (x1, x2, s) = d
f,id
µ (x1, x2, s)
et
R
Φ,f
ρ (x1, x2, s) = R
Φ,f
⋆ (x1, x2, s) = d
f,id
µ (x1, x2, s)
dès que df,idµ (x1, x2, s) > 0.
5.6 Majoration des taux de récurrence
Nous allons maintenant démontrer le Théorème 5.10 :
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Preuve. D’après le Lemme 2.15 toute mesure de probabilité est faiblement diamé-
tralement régulière sur Rd (pour d ∈ N∗ quelconque) et ainsi la mesure f∗ν est
faiblement diamétralement régulière sur RN . On peut remarquer que dans la déﬁ-
nition de mesure faiblement diamétralement régulière et dans la Déﬁnition 5.7, les
fonctions δ(f(·), ε, η) et ζ(f(.), ε, ξ1, ξ2) sont mesurables pour tout ε, η, ξ1 et ξ2.
Fixons ε > 0, η = 4, ξ1 = 34 et ξ2 =
5
4
. On choisit δ > 0 assez petit pour avoir :
ν(Mδ) > ν(M)− ε = 1− ε
où Mδ := {x ∈M : δ(f(x), ε, η) > δ et ζ(f(x), ε, ξ1, ξ2) > δ}. Pour δ > r > 0 on
déﬁnit
Aε(r) :=
{
y ∈Mδ : τ
Ψ,f
3r,α(y)ν (B(f(y), r))
1
ρ5r(f(y))
≥ r−4ε
}
.
Soit C ⊂ Mδ tel que (f(x))x∈C est un ensemble maximal r-separé pour f(Mδ). On
a
ν(Aε(r)) ≤
∑
x∈C
ν
{
y ∈ f−1B(f(x), r) : τΨ,f3r,α(y)ν
(
f−1B(f(y), r)
) 1
ρ5r(f(y))
≥ r−4ε
}
.
Pour y ∈ f−1B(f(x), 2r) on déﬁnit
τΨ,f2r,α(y, x) = inf
{
t > ρ4r(f(x))r
−ε : f(Ψty) ∈ B(f(x), 2r)
}
.
Si y ∈ f−1B(f(x), r), comme ρ4r(f(x))r−ε ≥ ρ3r(f(y)) et comme B(f(x), 2r) ⊂
B(f(y), 3r), on a
τΨ,f2r,α(y, x) ≥ τ
Ψ,f
3r,α(y).
De plus
ν
(
f−1B(f(y), r)
)
≤ ν
(
f−1B(f(x), 2r)
)
et
ρ4r(f(x))r
ε ≤ ρ5r(f(y))
ce qui nous donne
ν(Aε(r))
≤
∑
x∈C
ν
{
y ∈ f−1B(f(x), r) : τΨ,f2r,α(y, x)ν
(
f−1B(f(x), 2r)
) 1
ρ4r(f(x))rε
≥ r−4ε
}
.
Ensuite, d’après l’inégalité de Markov
ν(Aε(r)) ≤
∑
x∈C
r3ε
ρ4r(f(x))
ν
(
f−1B(f(x), 2r)
) ∫
f−1B(f(x),2r)
τΨ,f2r,α(y, x)dν(y). (5.8)
On dénote Dr l’ensemble f−1B(f(x), 2r). On déﬁnit l’application Tr de M dans M
par
Tr :M −→ M
y 7−→ Ψr(y)
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et le temps de retour non-instantané pour y ∈ Dr
τTrDr(y) := inf{n >
ρ4r(f(x))r
−ε
r
: T nr y ∈ Dr}.
Comme ce temps de retour est inférieur au ρ4r(f(x))r
−ε
r
-ième temps de retour de y
dans Dr, le Lemme de Kač nous donne∫
Dr
τTrDr(y)dν(y) ≤
ρ4r(f(x))r
−ε
r
.
De plus, pour y ∈ Dr on observe que
τΨ,f2r,α(y, x) ≤ rτ
Tr
Dr
(y)
et donc on obtient ∫
f−1B(f(x),2r)
τΨ,f2r,α(y, x)dν(y) ≤ ρ4r(f(x))r
−ε. (5.9)
En utilisant (5.8) et (5.9), on a
ν(Aε(r)) ≤
∑
x∈C
r2εν
(
f−1B(f(x), 2r)
)
.
Comme la mesure f∗ν est faiblement diamétralement régulière et par déﬁnition de
C on obtient
ν(Aε(r)) ≤
∑
x∈C
r2εr−εν
(
f−1B
(
f(x),
r
2
))
≤ rε.
Finalement, comme ∑
n∈N
ν(Aε(e
−n)) < +∞
d’après le Lemme de Borel-Cantelli, pour ν-presque tout x ∈ Mδ, il existe N(x) ∈ N
tel que pour tout n > N(x)
τΨ,f3e−n,α(x)ν
(
f−1B(f(x), e−n)
)
≤ e4εnρ5e−n(f(x))
et ainsi
log τΨ,f3e−n,α(x)
n
≤
log ν (f−1B(f(x), e−n))
−n
−
log ρ5e−n(f(x))
−n
+ 4ε. (5.10)
Comme on peut prouver facilement que pour a > 0
RΨ,fρ (x) = lim inf
n→+∞
log τΨ,fae−n,ρ(x)
n
, R
Ψ,f
ρ (x) = lim sup
n→+∞
log τΨ,fae−n,ρ(x)
n
,
lim
r→0
log ν (f−1B(f(x), r))
log r
−
log ρr(f(x))
log r
= lim
n→+∞
log ν (f−1B(f(x), e−n))
−n
−
log ρ5e−n(f(x))
−n
,
lim
r→0
log ν (f−1B(f(x), r))
log r
−
log ρr(f(x))
log r
= lim
n→+∞
log ν (f−1B(f(x), e−n))
−n
−
log ρ5e−n(f(x))
−n
,
et comme ε peut être choisi arbitrairement petit, le théorème est prouvé en prenant
la limite inférieure et la limite supérieure quand n→ +∞ dans (5.10).
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5.7 Minoration des taux de récurrence
Dans cette section, nous allons prouver le Théorème 5.14, en prouvant dans un
premier temps le Théorème 5.20.
La fonction f˜ étant Lipschitz, nous noterons L˜ sa constante de Lipschitz. Soient
a > 0, b > 0, β > 0 et ρ > 0. Soit Ya := {y ∈ Y , d
f,g
µ (g(y)) > a}. On pose
G1 =
{
y ∈ Ya : ∀r ≤ ρ, µ
(
pif˜−1B
(
f˜(y), r
))
≤ ra
}
G2 =
{
y = (x, s) ∈ Ya : ∀r ≤ ρ, µ
(
B
(
x,
r
2
))
≥ rN+b
}
G3 =
{
y = (x, s) ∈ Ya : ∀r ≤ ρ, µ
(
B
(
x,
r
2
))
≥ µ (B (x, 2r)) rβ
}
.
On peut remarquer que G(a, b, β, ρ) := G1 ∩G2 ∩G3 vériﬁe
µ⊗ Leb(G(a, b, β, ρ)) −→
ρ→0
µ⊗ Leb(Ya). (5.11)
En eﬀet, par déﬁnition de df,gµ , on a µ⊗ Leb(G1) → µ⊗ Leb(Ya). De plus, comme
dµ ≤ N µ-presque partout, µ⊗ Leb(G2) → µ⊗ Leb(Ya), et comme la mesure µ est
faiblement diamétralement régulière, µ⊗ Leb(G3)→ µ⊗ Leb(Ya).
Soit α > 0, on déﬁnit
Y (α, a) = {y = (x, s) ∈ Ya : α < s < φ(x)− α}.
On considère maintenant l’ensemble G = G(a, b, β, ρ)∩Y (α, a). En suivant les idées
de Pène et Saussol [79] pour les temps de retour dans les billiards, on utilisera un
recouvrement spécial de Y . Comme X est compact, il existe, pour r > suﬃsamment
petit, un sous-ensemble ﬁni E = (mi)i∈I ⊂ X et une suite ﬁnie (sij)(i,j)∈I×J ⊂ R tels
que {Pij(r) := {Φs(B(mi, r)× {sij}), 0 ≤ s ≤ r}}(i,j)∈I×J vériﬁe
1. (mi, sij) ∈ G pour tout (i, j) ∈ I × J ;
2. G ⊂
⋃
(i,j)∈I×J
Pij(r) ;
3. B(mi1 ,
r
2
) ∩B(mi2 ,
r
2
) = ∅ pour tout i1 6= i2 ;
4. sij ∈ (0, φ(mi)) pour tout i, j ;
5. Y (α, a) ⊂
⋃
i,j
Pij(r) ⊂ Y (
α
2
, a) ;
6. Pij( r2) ∩ Pkl(
r
2
) = ∅ pour tout (i, j) 6= (k, l).
Soit r ≤ ρ, on déﬁnit :
Af˜r (y) =
{
x ∈ X : ∃t ∈ [0, φ(x)[ , Φt(x, 0) ∈ f˜
−1B(f˜(y), r)
}
.
Lemme 5.29. Sous les hypothèses du Théorème 5.20, pour tout (x, s) ∈ Y , pour
tout n ∈ N, pour tout K > 0 et pour tout r > 0 on a
µ
(
B(x, r) ∩ T−nAf˜Kr(x, s)
)
≤
L˜c
K
1
r2
θn + µ (B(x, 2r))µ
(
Af˜2Kr(x, s)
)
où c est une constante strictement positive dépendant uniquement des diﬀérentes
métriques.
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Preuve. Soient (x, s) ∈ Y et r > 0. Soient hx,r et h′(x,s),r déﬁnies comme suit
hx,r : X −→ R
u −→ h(u) = max
{
0, 1− 1
r
d(u,B(x, r))
}
et
h′(x,s),r : X −→ R
u −→ sup
t∈[0,φ(u)[
max
{
0, 1− 1
Kr
d(B(f˜(x, s), Kr), f˜(u, t))
}
.
hx,r est 1r -Lipschitz et h
′
(x,s),r est L˜cKr -Lipschitz avec c la constante donnée par la
Proposition 17 de [17]. De plus, on a 1B(x,r) ≤ hx,r ≤ 1B(x,2r) et 1Af˜Kr(x,s)
≤ h′(x,s),r ≤
1
Af˜
2Kr(x,s)
. Comme la décroissance des corrélations de (X, T, µ) est super-polynomiale,
on obtient
µ
(
B(x, r) ∩ T−nAf˜Kr(x, s)
)
≤
∫
X
hx,r(u)h
′
(x,s),r(T
nu)dµ(u)
≤ ‖hx,r‖‖h
′
(x,s),r‖θn +
∫
X
hx,rdµ
∫
X
h′(x,s),rdµ
≤
L˜c
K
1
r2
θn + µ (B(x, 2r))µ
(
Af˜2Kr(x, s)
)
.
Lemme 5.30. Sous les hypothèses du Théorème 5.20,
RΦ,f˜⋆ (y) > 0 pour µ⊗ Leb-presque tout y tel que d
f,g
µ (g(y)) > 0.
Preuve. Soit Y+ := {d
f,g
µ (g(y)) > 0}. Soit 1 > ε > 0 et soit a > 0 tels que
µ⊗ Leb(Y+) ≥ µ⊗ Leb(Ya) > µ⊗ Leb(Y+)− ε. Soit α > 0. On ﬁxe b > 0, β = a2 et
pour ρ > 0 on considère l’ensemble G = G(a, b, β, ρ)∩Y (α, a) deﬁni précédemment.
Soit n0 ∈ N tel que ∀n ≥ n0, on a εn = 1n4/a < ρ et on déﬁnit
Hn := {y = (x, s) ∈ Y (α, a) : T
nx ∈ Af˜rn(y)}.
Considérons l’ensemble {Pij(rn)}(i,j)∈I×J déﬁni précédemment. Alors,
µ⊗ Leb(G ∩Hn) ≤
∑
(i,j)∈I×J
µ⊗ Leb
(
(x, s) ∈ Pij(rn) : T
nx ∈ Af˜rn(x, s)
)
≤
∑
(i,j)∈I×J
µ⊗ Leb
(
(x, s) ∈ Pij(rn) : T
nx ∈ Af˜
(1+2L˜c)rn
(mi, sij)
)
.
La déﬁnition de Pij(rn) nous donne pour tout (i, j) ∈ I × J
µ⊗ Leb
(
(x, s) ∈ Pij(rn) : T
nx ∈ Af˜
(1+2L˜c)rn
(mi, sij)
)
= µ⊗ Leb
(
(x, s) ∈ B(mi, rn)× [sij , sij + rn] : T
nx ∈ Af˜
(1+2L˜c)rn
(mi, sij)
)
= rnµ
(
x ∈ B(mi, rn) : T
nx ∈ Af˜
(1+2L˜c)rn
(mi, sij)
)
. (5.12)
89
Chapitre 5. Récurrence de Poincaré pour les observations de flots
Ainsi, d’après le Lemme 5.29 et (5.12), on obtient
µ⊗ Leb(G ∩Hn)
≤
∑
(i,j)∈I×J
rn
[
L˜c
2L˜c+ 1
1
r2n
θn + µ (B(mi, 2rn))µ
(
Af˜
2(1+2L˜c)rn
(mi, sij)
)]
.
Par déﬁnition de G on a
µ⊗ Leb(G ∩Hn)
≤
∑
(i,j)∈I×J
[
L˜c
2L˜c+ 1
r−N−b−1n θn + r
1−β
n (2(1 + 2L˜c)rn)
a
]
µ
(
B(mi,
rn
2
)
)
et par déﬁnition de Pij
µ⊗ Leb(G ∩Hn) ≤ ‖φ‖
[
L˜c
2L˜c+ 1
r−N−b−2n θn + r
−β
n (2(1 + 2L˜c)rn)
a
]
.
Comme
∑
n∈N∗ r
a−β
n =
∑
n∈N∗
1
n2
< +∞ et comme la décroissance des corrélations
est super-polynomiale, on a :∑
n∈N∗
µ⊗ Leb(G ∩Hn) < +∞.
D’après le Lemme de Borel-Cantelli et en utilisant (5.11), on a que pour µ⊗ Leb-
presque tout y = (x, s) ∈ Y (α, a), il existe n1(y) tel que pour tout n ≥ n1(y),
T nx /∈ Af˜ 1
n4/a
, i.e. pour tout n ≥ n1(y) et pour tout t ∈ [0, φ(T nx)[, f˜(T nx, t) /∈
B(f˜(x, s), 1
n4/a
). Ainsi, pour µ⊗ Leb-presque tout y ∈ Y (α, a), pour tout p ≥ n1(y)
et pour tout n ≥ n1(y)
τΦ,f˜ ,⋆1
n4/a
,p
(x, s) > n (5.13)
ce qui nous donne
RΦ,f˜⋆ (y) = lim
p→+∞
lim inf
r→0
log τΦ,f˜ ,⋆r,p (y)
− log r
= lim
p→+∞
lim inf
n→+∞
log τΦ,f˜ ,⋆1
n4/a
,p
(y)
− log 1
n4/a
≥ lim
p→+∞
lim
n→+∞
logn
log n4/a
=
a
4
> 0.
Comme on peut choisir α et ε arbitrairement petits, le lemme est démontré.
Lemme 5.31. Soient a > 0, δ > 0 et 1 > ε > 0. Pour µ⊗ Leb-presque tout
y ∈ Ya := {d
f,g
µ (g(y)) > a}, il existe r(y) > 0 tel que pour tout r ∈]0, r(y)[ et pour
tout t ∈
[
r−δ, µ
(
pif˜−1B(f˜(y), (2L˜c+ 1)er)
)−1+ε]
, on a d(f˜(Φty), f˜(y)) ≥ r.
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Preuve. Soit α > 0. Soit 1 > ε > 0. On ﬁxe b > 0, β = aε
2
et pour ρ > 0 on considère
l’ensemble G = G(a, b, β, ρ) ∩ Y (α, a). Soient δ > 0 et r ≤ ρ, on déﬁnit :
Cε(r) :=
{
w ∈ Y : ∃t ∈
[
r−δ, µ
(
pif˜−1B(f˜(w), (6L˜c+ 2)r)
)−1+ε]
tel que d(f˜(Φtw), f˜(w)) < r
}
.
Pour x ∈ G et s > 0, on pose Br,s(x) := B(x, r) × [s, s + r] et en posant Ir =[
⌊r−δ⌋, µ
(
pif˜−1B(f˜(x, s), (4L˜c+ 2)r)
)−1+ε]
∩N on peut montrer que l’on a :
Br,s(x) ∩ Cε(r) ⊂
⋃
Ir
B(x, r) ∩ T−nAf˜
(2L˜c+1)r
(x, s)× [s, s+ r]. (5.14)
En eﬀet, choisissons un élément w de Br,s(x) ∩ Cε(r). Par déﬁnition cela veut dire
que w ∈ Br,s(x) et qu’il existe t ∈ [r−δ, µ({pif˜−1B(f˜(w), (6L˜c + 2)r)})−1+ε] tel que
d(f˜(Φtw), f˜(w)) < r.
Mais en remarquant que B(f˜(x, s), (4L˜c+ 2)r) ⊂ B(f˜(w), (6L˜c+ 2)r), le temps
t précédent est inférieur à µ({pif˜−1B(f˜(x, s), (4L˜c+ 2)r)})−1+ε.
Maintenant, pour se ramener au fait que nous travaillons avec un ﬂot suspendu
sur une application T , on notera w = (v, u) et l’on peut subdiviser notre intervalle
dans lequel le t existe en des intervalles de temps de longueur 1 et ayant pour borne
des entiers.
Ainsi, si (v, u) ∈ Br,s(x) alors il existe un entier n ∈ Ir et il existe un temps
t ∈ [0, φ(T nv)[ tel que l’on a d(f˜(T nv, t)), f˜(v, u)) < r.
En remarquant que f˜ est Lipschitz et que (v, u) ∈ Br,s(x), on peut voir que pour
le n et le t précédent on a aussi que d(f˜(T nv, t)), f˜(x, s)) < (2L˜c + 1)r mais cela
implique que v ∈ T−nAf˜
(2L˜c+1)r
(x, s) et ainsi on obtient l’équation (5.14).
Soit k > 1 tel que δ(k − 1)− 1 ≥ N + 2b et soit ρ > 0 tel que n ≥ ρ−δ implique
(k − 1)(n + 1)−k ≥ θn (ce qui est possible par déﬁnition de θn). On a d’après le
Lemme 5.29
µ⊗ Leb (Br,s(x) ∩ Cε(r))
≤ r
∑
n∈Ir
[
L˜c
(2L˜c+ 1)r2
θn + µ (B(x, 2r))µ
(
Af˜
2(2L˜c+1)r
(x, s)
)]
≤
L˜c
(2L˜c+ 1)
rδ(k−1)−1 + rµ(B(x), 2r))µ
(
Af˜
2(2L˜c+1)r
(x, s)
)ε
et par déﬁnition de G
µ⊗ Leb (Br,s(x) ∩ Cε(r)) ≤
L˜c
(2L˜c+ 1)
rN+2b + (4L˜c+ 2)aεr1+
aε
2 µ(B(x,
r
2
))
≤ µ(B(x,
r
2
))
(
L˜c
2L˜c+ 1
rb + (4L˜c+ 2)aεr1+
aε
2
)
.
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Considérons l’ensemble {Pij(r)}(i,j)∈I×J déﬁni précédemment. On a
µ⊗ Leb(G ∩ Cε(r)) ≤
∑
(i,j)∈I×J
µ⊗ Leb(Cε(r) ∩ Pij(r))
≤
∑
(i,j)∈I×J
µ(B(mi,
r
2
))
(
L˜c
2L˜c+ 1
rb + (4L˜c + 2)aεr1+
aε
2
)
≤
∑
j∈J
(
L˜c
2L˜c+ 1
rb + (4L˜c+ 2)aεr1+
aε
2
)
≤
‖φ‖
r
(
L˜c
2L˜c+ 1
rb + (4L˜c+ 2)aεr1+
aε
2
)
≤
L˜c
2L˜c+ 1
rb−1 + (4L˜c+ 2)aεr
aε
2 .
Ensuite, en choisissant b = 1, on obtient∑
k∈N
µ⊗ Leb(G ∩ Cε(e
−k)) < +∞.
et ainsi, par le Lemme de Borel-Cantelli, pour µ⊗ Leb-presque tout y ∈ G, il existe
n1(y) tel que pour tout k ≥ n1(y), y /∈ Cε(e−k). D’où, pour r suﬃsamment petit,
il existe k ∈ N tel que e−k−1 < r ≤ e−k ≤ e−n1(y). De plus, comme eδk ≤ r−δ et (2L˜c+
1)e−k < (2L˜c+1)er, il n’existe aucun entier t ∈ [r−δ, µ
(
pif˜−1B(f˜(y), (2L˜c+ 1)er)
)−1+ε
]
tel que d(f˜(Φty), f˜(y)) ≥ r. Le lemme est prouvé en choisissant α arbitrairement
petit.
Preuve du Théorème 5.20. Soit ζ > 0. Comme RΦ,f˜⋆ (y) > 0 pour µ⊗ Leb-presque
tout y ∈ Y+ = {d
f,g
µ (g(y)) > 0} d’après le Lemme 5.30, il existe a > 0 tel
que µ⊗ Leb(Y+) ≥ µ⊗ Leb({R
Φ,f˜
⋆ (y) > a}) > µ⊗ Leb(Y+) − ζ . Pour tout y ∈
{RΦ,f˜⋆ (y) > a} , pour p suﬃsamment grand et r suﬃsamment petit, on a
τΦ,f˜ ,⋆r,p (y) ≥ r
−a.
Grâce au Lemme 5.31 en prenant δ = a et ε > 0, pour µ⊗ Leb-presque tout
y ∈ {RΦ,f˜⋆ (y) > a}, si r est suﬃsamment petit et p suﬃsamment grand, alors
τΦ,f˜ ,⋆r,p (y) ≥ µ
(
pif˜−1B(f˜(y), (2L˜c+ 1)er)
)−1+ε
. Ainsi, RΦ,f˜⋆ (y) ≥ (1− ε)d
f,g
µ (g(y)) et
R
Φ,f˜
⋆ (y) ≥ (1−ε)d
f,g
µ (g(y)) µ⊗ Leb-presque partout sur {R
Φ,f˜
⋆ (y) > a}. Le théorème
est démontré en choisissant ε > 0 arbitrairement petit et ensuite ζ > 0 arbitraire-
ment petit.
Preuve du Théorème 5.14. Il existe Yg ⊂ Y tel que µ ⊗ Leb(Yg) = ν(g(Yg)) = 1 et
tel que g est bijective sur Yg. Ainsi pour ν-presque tout x ∈ M , il existe y ∈ Yg tel
que x = g(y) et en remarquant que
RΨ,f⋆ (x) = R
Ψ,f˜
⋆ (y)
92
5.7. Minoration des taux de récurrence
et que
R
Ψ,f
⋆ (x) = R
Φ,f˜
⋆ (y),
le théorème est démontré d’après le Théorème 5.20.
Preuve Du Corollaire 5.17. Soit x ∈M un point non ﬁxe. Nous avons déjà vu dans
la preuve du Corollaire 5.11, que d’après le théorème des boîtes de ﬂots, il existe un
voisinage U de x, β > 0, γ1 > 0 et γ2 > 0 tels que pour tout 0 < t ≤ β et pour tout
z ∈ U , γ2t ≥ d(z,Ψt(z)) ≥ γ1t. Soit
β
2
> r > 0 et tel que B(x, r) ⊂ U .
ν (B(x, r)) = µ⊗ Leb(g−1B(x, r))
=
∫
X
∫ φ(u)
0
1B(x,r)(g(u, t))dt dµ(u)
Soit u ∈ X tel qu’il existe t ∈ (0, φ(u)) vériﬁant g(u, t) ∈ B(x, r) alors comme r < β
2
,
pour tout s ∈ [ 2r
γ1
, β] on a g(u, t+ s) /∈ B(x, r). En eﬀet,
g(u, t+ s) = g(Φs(u, t)) = Ψs(g(u, t))
et donc
d(x, g(u, t+ s)) ≥ d(g(u, t), g(u, t+ s))− d(x, g(u, t))
≥ d(g(u, t),Ψsg(u, t))− r
≥ γ1s− r ≥ 2r − r = r.
Ainsi,
ν (B(x, r)) ≤ 2r
supu φ(u)
γ1
µ
(
pig−1B(x, r)
)
. (5.15)
De plus, on observe que
ν (B(x, 2r)) =
∫
X
∫ φ(u)
0
1B(x,2r)(g(u, t))dt dµ(u)
≥
∫
πg−1B(x,r)
∫ φ(u)
0
1B(x,2r)(g(u, t))dt dµ(u).
Soit u ∈ pig−1B(x, r), il existe donc t ∈ (0, φ(u)) tel que (u, t) ∈ g−1B(x, r). Alors,
si r est assez petit
d(g(u, t+
r
γ2
), x) ≤ d(g(u, t+
r
γ2
), g(u, t)) + d(g(u, t), x)
≤ d(Ψ r
γ2
(g(u, t)), g(u, t)) + r
≤ r + r = 2r
ce qui nous donne
ν (B(x, 2r)) ≥
r
γ2
µ(pig−1B(x, r)). (5.16)
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En utilisant (5.15) et (5.16), on obtient
dν(x) = lim
r→0
log ν (B(x, r))
log r
= lim
r→0
logµ (pig−1B(x, r))
log r
+ 1 = did,gµ (x) + 1 (5.17)
et
dν(x) = lim
r→0
log ν (B(x, r))
log r
= lim
r→0
logµ (pig−1B(x, r))
log r
+ 1 = d
id,g
µ (x) + 1. (5.18)
Comme pour tout t ≤ β et pour tout y ∈ M , d(y,Ψt(y)) ≥ γt. Alors, pour tout r
assez petit, τΨr (x) ≥ γβ et donc pour ν-presque tout x ∈M qui n’est pas périodique,
τΨr (x) → +∞ quand r → 0. Soit p ∈ N
∗. Alors pour tout point x non périodique il
existe r(p, x) > 0 tel que pour tout 0 < r < r(p, x), τΨr (x) > p ce qui implique que
τΨr (x) = τ
Ψ,id,⋆
r,p (x). On obtient donc
RΨ(x) = RΨ,id⋆ (x) et R
Ψ
(x) = R
Ψ,id
⋆ (x). (5.19)
Finalement, le corollaire est prouvé par (5.17), (5.18), (5.19), Corollaire 5.11 et
Théorème 5.14.
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Conclusion
Lors de ce travail sur la récurrence pour les observations de systèmes dyna-
miques, nous avons relié le comportement asymptotique du temps de retour pour
une observation à la dimension de la mesure image. En particulier, pour des sys-
tèmes mélangeant rapidement, nous avons démontré une égalité entre les taux de
récurrence non-instantanés pour l’observation et les dimensions locales de la mesure
image. Par la suite, ces résultats nous ont permis d’étudier la récurrence pour les sys-
tèmes dynamiques aléatoires et de démontrer une égalité entre les taux de récurrence
(quenched et annealed) et les dimensions locales de la mesure stationnaire lorsque le
système mélange super-polynomialement. Dans le cas des ﬂots, nous avons obtenu,
pour les taux de récurrence, une borne supérieure dépendant de la mesure image
et de la fonction de fuite initialement considérée. Lorsque le ﬂot est métriquement
isomorphe à un ﬂot suspendu dont la dynamique sur la base mélange rapidement,
nous avons démontré l’existence d’une borne inférieure pour les taux de récurrence.
Il est apparu de nombreuses questions tout au long de cette étude.
Tout d’abord, l’hypothèse principale pour obtenir une égalité entre les taux de
récurrence et les dimensions locales de la mesure image est une décroissance des
corrélations super-polynomiale. Néanmoins, pour certains systèmes non-mélangeant,
on peut obtenir une égalité (par exemple pour une rotation irrationnelle du cercle
avec un irrationnel 1-approximable (voir Exemple 1.31)). On peut donc s’interroger
sur l’existence d’une méthode permettant de calculer les taux de récurrence sans
utiliser la décroissance des corrélations super-polynomiale.
Pour les systèmes dynamiques aléatoires, nous avons supposé l’existence d’une
mesure stationnaire. Il est donc naturel de se demander si, lorsque la mesure station-
naire n’existe pas, on peut toujours obtenir une égalité entre les taux de récurrence
moyennés et les dimensions de la préimage de la mesure invariante pour le skew-
product. Au moins, cela est-t-il vériﬁé lorsque les "sample" mesures sont toutes
absolument continues par rapport à une même mesure.
Les travaux sur la dimension de la mesure image sont d’un grand intérêt, par
exemple, lorsque la fonction est une projection (pour le ﬂot géodésique on pourra
voir [68]). Malheureusement, la plupart des résultats portent sur la dimension de
Hausdorﬀ et non sur les dimensions locales (qui nous permettent de calculer les taux
de récurrence). De plus, en connaissant les dimensions locales de la mesure image on
peut retrouver la dimension de Hausdorﬀ de la mesure image. C’est pourquoi une
étude en profondeur des dimensions locales est nécessaire.
Nos résultats sont vériﬁés pour les points tels que dfµ(x) > 0. Comprendre la
dynamique et étudier la récurrence pour les systèmes tels que la dimension locale
Conclusion
inférieure est zéro et tels que la dimension locale supérieure est strictement positive
parait donc essentiel.
De plus, dans le Théorème 2.8 nous avons démontré l’existence de la dimension
locale de la mesure image lorsque la mesure est absolument continue par rapport à la
mesure de Lebesgue. Il serait intéressant d’étendre ce théorème à d’autres mesures,
par exemple des états d’équilibre d’un potentiel Hölder, au moins pour les cas où
l’observation f est une projection.
Pour la récurrence pour l’observation de ﬂots, on peut se demander s’il existe une
fonction de fuite telle que l’on puisse obtenir une égalité entre les taux de récurrence
pour l’observation par rapport à cette fonction de fuite et les dimensions locales de
projection du ﬂot suspendu associé pour l’observation.
Finalement, dans la continuité de ce travail, il faudrait développer les résultats
présents dans cette thèse pour les systèmes tels que la mesure invariante est seule-
ment σ-ﬁnie.
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Récurrence de Poincaré pour les observations
Résumé : Un système dynamique de grandes dimensions est souvent étudié par les expérimentalistes
à travers une certaine "mesure" ou un "relevé" d’un relativement petit nombre de différentes quantités,
appelées observations. En suivant cette idée et dans la continuité du travail de Boshernitzan, pour les
systèmes dynamiques, les systèmes dynamiques aléatoires et les flots, nous étudions la récurrence de
Poincaré pour les observations. Lors de ce travail, nous avons relié le comportement asymptotique du
temps de retour pour une observation aux dimensions locales de l’image de la mesure invariante.
En particulier, dans le Chapitre 3, pour des systèmes mélangeant rapidement, nous avons démontré
une égalité entre les taux de récurrence non-instantanés pour l’observation et les dimensions locales de la
mesure image.
Par la suite, ces résultats nous ont permis d’étudier, dans le Chapitre 4, la récurrence pour les systèmes
dynamiques aléatoires et de démontrer une égalité entre les taux de récurrence (quenched et annealed) et
les dimensions locales de la mesure stationnaire lorsque le système mélange super-polynomialement.
Finalement, dans le Chapitre 5, nous étudions le cas des flots. Nous avons obtenu, pour les taux de
récurrence, une borne supérieure dépendant de la mesure image et de la fonction de fuite initialement
considérée. Lorsque le flot est métriquement isomorphe à un flot suspendu dont la dynamique sur la base
mélange rapidement, nous avons démontré l’existence d’une borne inférieure pour les taux de récurrence.
Mots clés : Récurrence de Poincaré, théorie de la dimension, décroissance des corrélations, systèmes
dynamiques aléatoires, flots, flot géodésique.
Poincaré recurrence for observations
Abstract : A high dimensional dynamical system is often studied by experimentalists through the
measurement of a relatively low number of different quantities, called an observation. Following this idea
and in the continuity of Boshernitzan’s work, for dynamical system, random dynamical systems and flows,
we study Poincaré recurrence for the observation. The link between the asymptotic behaviour of return
time for the observation and the pointwise dimensions of the image of the invariant measure is considered.
In Chapter 3, we prove that when the decay of correlations is super polynomial, the non-instantaneous
recurrence rates for the observations and the pointwise dimensions relative to the push-forward measure
are equal.
Then, these results allow us to study, in Chapter 4, Poincaré recurrence for random dynamical systems
and to prove that, for rapidly mixing system, the recurrence rates (quenched and annealed) are equal to
the local dimensions of the stationary measure.
Finally, in Chapter 5, we focus on flows. We obtain, for the recurrence rates, an upper bound depending
on the push-forward measure but also on the escape function. When the flow is metrically isomorphic to
a suspension flow for which the dynamic on the base is rapidly mixing, we prove the existence of a lower
bound for the recurrence rate.
Key words : Poincaré recurrence, dimension theory, decay of correlations, random dynamical systems,
flows, geodesic flow.
