High transverse field µSR (HTF-µSR) experiments typically lead to a rather large data sets, since it is necessary to follow the high frequencies present in the positron decay histograms. The analysis of these data sets can be very time consuming, usually due to the limited computational power of the hardware. To overcome the limited computing resources rotating reference frame transformation (RRF) is often used to reduce the data sets that need to be handled. This comes at a price typically the µSR community is not aware of: (i) due to the RRF transformation the fitting parameter estimate is of poorer precision, i.e. more extended expensive beamtime is needed. (ii) RRF introduces systematic errors which hampers the statistical interpretation of χ 2 or the maximum log-likelihood. We will briefly discuss these issues in a non-exhaustive practical way. The only and single purpose of the RRF transformation is the sluggish computer power. Therefore during this work GPU (Graphical Processing Units) based fitting was developed which allows to perform real-time full data analysis without RRF. GPUs have become increasingly popular in scientific computing in recent years. Due to their highly parallel architecture they provide the opportunity to accelerate many applications with considerably less costs than upgrading the CPU computational power. With the emergence of frameworks such as CUDA and OpenCL these devices have become more easily programmable. During this work GPU support was added to Musrfit-a data analysis framework for µSR experiments. The new fitting algorithm uses CUDA or OpenCL to offload the most time consuming parts of the calculations to Nvidia or AMD GPUs. Using the current CPU implementation in Musrfit parameter fitting can take hours for certain data sets while the GPU version can allow to perform real-time data analysis on the same data sets. This work describes the challenges that arise in adding the GPU support to Musrfit as well as results obtained using the GPU version. The speedups using the GPU were measured comparing to the CPU implementation. Two different GPUs were used for the comparison -high end Nvidia Tesla K40c GPU designed for HPC applications and AMD Radeon R9 390x GPU designed for gaming industry.
Introduction
With the development of frameworks such as CUDA and OpenCL the use of graphical processing units (GPUs) in scientific applications is increasing. The parallel architecture of these devices allows them to significantly speed up applications who can take advantage of this massive parallelism. During this work we have added the GPU support to µSR data analysis tool Musrfit.
Rotating reference frame transformations
Time differential µSR data sets are recorded by histogramming the time difference between the implantation time of a muon (typically µ + ) and the detection time of its positron according the decay µ + → e + + ν e +ν µ . For high-transverse field µSR this is typically resulting in large data sets, e.g. the HAL-9500 instrument at PSI has currently 16 positron detectors with 409600 histogram entries each. Even for present-day computers the fitting of such large data sets is extremely time consuming, and a quarter century ago this would been overwhelming difficult. Therefore, in 1990, T.M. Riseman and J.H. Brewer proposed a method [1] to deal with such large data sets, commonly called the Rotating Reference Frame (RRF) transformation. It tries to mimic as close as possible frequency mixing as implemented in NMR spectrometers, however as will be outlined only in an imperfect manner. The positron count is given by:
where
0 gives the scale of the positron count of the detector j, N ( j) bkg is the corresponding uncorrelated background, τ µ the muon life time, and the asymmetry function, A ( j) (t), contains the relevant physical parameters of the µSR experiment. In order to apply the RRF transformation, in a first step the asymmetry, A ( j) (t), needs to be extracted from the data sets. This can be done by forming the asymmetry between different detectors [1, 2] or directly on the level of single histograms [2] . Both methods do have their flaws. Problems with the asymmetry forming RRF: (i) The background N ( j) bkg needs to be determined precisely, which is not always possible. (ii) Even though the geometrical phase between detectors is typically well enough defined, the time zero, t 0 determination at high magnetic fields (≡ high muon precision frequency in a transverse field experiment) is not. This can lead to a substantial uncertainty of the effective detector phase, e.g. at B = 9T the uncertainty in t 0 by a single channel (∆t ≃ 0.025 ns for HAL-9500) results in a phase shift of γ µ B∆t · (180/π) = 1. [2]) which is a challenge and will lead to systematic errors. Either of these approaches will lead to an effective asymmetry A ( j) eff (t). In the next step the RRF asymmetry will be formed by
which is
where F is the Fourier transform operator. In order to get rid of the high-frequency term (⋆), RRF packing is applied. As outlined in Ref. [3] there is an optimal RRF packing. The RRF packing in itself is a non-trivial dispersive low-pass filter and hence doesn't belong to the class of linear phase FIR filters [4] . Therefore the RRF packing by itself will lead to line shape distortions. Taking all precautions possible, the systematic errors sneaking in due to imperfect knowledge can lead to spurious components in the RRF asymmetry as shown Fig. 1 . Shown is the averaged amplitude Fourier transform of A rrf of a simulated data set with an asymmetry as defined in Eq.(6). The sharp line labeled as "ghost line" is an artifact due to the imperfections of the RRF algorithms. It is immediately obvious that this will hamper the statistical interpretation of χ 2 and will also inevitably have an impact on the parameter estimate. In order to illustrate the effects on the parameter estimate, we simulated high-transverse field data sets with two lines and Gaussian line shape. The parameters are given in the caption of Fig. 2 . The left panel of Fig. 2 shows the average amplitude Fourier transform together with the maximum log-likelihood estimated theory function. The right panel of Fig. 2 shows the fit estimates of frequency/field B 2 of the broad line. It is presented as B fit 2 /B 2 − 1 in units of ppm, where B fit 2 is the estimated value, and B 2 the "real" value. The abscissa is given as (ω − ω rrf )/γ µ and labeled with "RRF Freq". The values at zero are fit estimates without RRF transformation, where "mlh" and "χ 2 " are the maximum log-likelihood and χ 2 estimates. The other values are RRF transformed fit estimates. Obviously the "mlh" and "χ 2 " labeled values have a substantial smaller error bar. The scattering of the RRF estimates is due to the deficiencies of the RRF transformation sketched above. This already shows that especially the maximum log-likelihood are yielding much better results. This is also true for the other fit-parameters not presented here. A factor of 2 in the parameter estimate means a factor of 4 in measuring time. Assume that this simulated data set would represent a Knight-shift measurement. The µ + Knight-shifts in many materials [5] are of the order of the RRF scattering found here, and will at best lead to substantial systematic errors.
Further difficulties with the RRF transformation are only briefly mentioned here: what is the proper RRF frequency? Does the parameter estimate depend on the chosen RRF frequency? Where to set the RRF frequency if multiple lines are present? If the RRF frequency is set too close to the center frequency of a broad line, back-folding issues can arise. In the case of muonium formation there is an issue with the sense of precision for some of the observable frequencies.
All these findings suggest the the RRF transformation might be a valuable tool for online analysis, and in the past there was no other way to deal with large data sets of high transverse field µSR data. With the emergence of modern computer technologies, especially hardware accelerators like GPU's, FPGA's, and others, a straight brute force approach is applicable as will be described in the next sections. Gaussian depolarization rate, an applied field of B = 7.0T, an asymmetry of A 0 ≃ 0.25, N 0 ≃ 1000 (1/µs), and an uncorrelated background of N bkg ≃ 4 (1/µs). The sign '≃' is used since for each of the detector set the last three properties where slightly varied. Black presents the fit function whereas red depicts the Fourier transform of the RRF transformed data set. Note: the deviation of background noise from the theory originates from the averaging of the 16 detector sets. Since the amplitude Fourier (= √ Power Spectrum) is positive definite, the noise is not canceling but summing. Notice the sharp line labeled as "ghost line".
Musrfit
Musrfit is a C++ software built for analysis of µSR experiment data [6] . It is built to ease the use of the Minuit2 [7] library, which allows to perform multi-parameter minimization of a user defined function. Musrfit allows the user to define all the necessary input parameters and functions for Minuit2 in a scripting manner.
Musrfit performs the parameter fitting by minimizing the χ 2 function:
where ⃗ P is the parameter set that needs to be determined, d j n are the measured data points of the j th positron detector, N j (t, ⃗ P j ) is the theory function describing the data and it is defined by the user, and d j n,err is the estimated error of d j n . Musrfit also allows to perform the fitting by maximizing the log-likelihood function:
This leads to much better estimate of ⃗ P for data sets with rather limited statistics. Musrfit calculates the values of equations 4 or 5, but the minimization/maximization process is performed by Minuit2 library.
Musrfit and GPU
The most time consuming part of the parameter fitting is the calculation of χ 2 and L values. Musrfit can parallelize these calculations over multiple CPU cores using OpenMP, but offloading these calculations to the GPUs provides a significant boost to the performance of the fits.
In order to integrate new hardware architectures in Musrfit, the Dynamic Kernel Scheduler (DKS) [8] was used. DKS is built to provide a software layer between existing applications and hardware accelerators, such as GPUs. All the device specific code, that is needed to calculate χ 2 and L values on the GPU, was developed in DKS using CUDA and OpenCL, and Musrfit receives a simple interface to invoke these calculations. DKS uses CUDA to allow Musrfit to target Nvidia GPUs and OpenCL to enable AMD GPU support. The whole process of how Musrfit interacts with DKS and Minuit2 to perform a parameter fit is illustrated in figure 3 . DKS allows Musrfit to communicate with the GPU and perform memory allocation/deallocation on the device, data transfer between the host memory and the device and schedule task execution, such as χ 2 calculation. For parameter fitting data movement between host and the device is very limited, since data set doesn't change during the calculations only one large data transfer is required at the beginning of the fit. During the fit small data transfers are invoked to send the new parameter set to the GPU and receive the new χ 2 or L values.
One of the most important features of Musrfit is the ability for the user to define the theory function in the input file. This means that the full code, that needs to be executed on the GPU is not known until user starts the simulation. To handle this run-time compilation is used. After Musrfit parses the input file, to get the user defined function and passes a string with C++ mathematical expression to DKS. Using this expression DKS creates the final CUDA or OpenCL kernel and compiles the GPU program.
Musrfit speedups with GPUs
To test the performance of Musrfit accelerated with the GPUs a typical muon polarization function to determine the magnetic shift of a para-/diamagnetic material was chosen [9] . It is given by:
where j is the number of detectors (16 detectors are used in this example). A j 0 is the asymmetry of each positron detector, σ is the depolarization rate of the muon spin ensemble, γ µ is the gyromagnetic ratio of the muon, B is the magnetic induction at the muon stopping site, t is the time, and ϕ j is the phase of the initial muon spin in respect to the positron
The tests were performed on two different systems, first system used two Intel Xeon E5-2609 v2 CPUs, each equipped with 4 cores running at 2.5GHz, and a Nvidia Tesla K40c GPU, containing 2880 Cuda cores running at 745 MHz. The second system was equipped with Intel Xeon E5620 CPU with 4 cores running at 2.4GHz, and a AMD Radeon R9 390x GPU with 2816 stream processing units running at 1050MHz. The performance of one core from Intel Xeon E5-2609 v2 CPU was taken as the baseline to compare the speedup. The OpenMP and OpenCL tests on the Intel machine were performed using 8 cores of the Intel Xeon E5-2609 v2 CPU. The results of the tests are shown in table I. The results of these tests show that for the chosen test function the time needed for the parameter fitting can be decreased by around ×30 ... when GPU is used, compared to multi CPU implementation. Such a performance improvement would allow to perform experimental data analysis in real time.
Conclusions
During this work GPU support has been added to the µSR experimental data analysis tool Musrfit. The use of GPUs allows to speed up parameter fitting in Musrfit by a factor of 40 compared to a multi CPU implementation. Using CUDA and OpenCL GPUs from multiple vendors can be targeted to speed up simulations. The demonstrated speedups allow to perform almost real time data analysis using a single workstation or desktop computer equipped with a GPU.
