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Abstract—This paper presents a framework that uses ear images 
for human identification. The framework makes use of Principal 
Component Analysis (PCA) for ear image feature extraction and 
Multilayer Feed Forward Neural Network for classification. 
Framework are proposed to improve recognition accuracy of 
human identification. The framework was tested on an ear image 
database to evaluate its reliability and recognition accuracy. The 
experimental results showed that our framework achieved higher 
stable recognition accuracy and over-performed other existing 
methods. The recognition accuracy stability and computation time 
with respect to different image sizes and factors were investigated 
thoroughly as well in the experiments. 
Keywords- Human Identification, Principal Component 
Analysis, Neural Network, Ear Image, Pattern Recognition. 
I.  INTRODUCTION  
       Human identification using biometric features has been 
researched extensively in recent years. Currently, there exist 
many systems that use iris and face features for human 
identification. However, using these biometric features for 
human identification has some drawbacks. For instance, using 
iris biometric features requires high resolution cameras and 
costs are usually very high. Therefore, this kind of system is 
only for some specific agencies rather than for public use. 
Similarly, face images have many factors, glasses and human 
emotions, which might affect the recognition accuracy. On the 
other hand, less attention was paid to using ears as a biometric 
feature for human identification. Actually, as the visible parts 
of a human body, ears have some distinct characteristics that 
could be used for human identification. As early as 1890, the 
French criminologist Alphonse Bertillon [1] showed that an ear 
has a stable structure that does not change with the age. Even 
the ears of “identical twins” differ in some aspects. 
Furthermore, ear shapes are not be affected by any emotion or 
health factors. The work of using ears as a biometric feature for 
human identification can be traced back to 1989 when Iannareli 
[2] used the components of ear features to identify people. He 
calculated the distances between the parts of 10000 ears, and 
used these calculation results to distinguish individuals. 
Rahman et al. [3] extracted features from an ear image by 
measuring geometric relations between predetermined points 
(lengths, angles). The geometrical structures observed from 
pixel value distances were used for object recognition, and 
89% recognition accuracy was achieved in their work. Moreno 
et al. [4] conducted two experiments with neural network 
classifiers, where the by performing edge detection. In the first 
experiment, seven known feature points of the outer ear were 
extracted to form a feature vector. In the second experiment, a 
“morphology vector” was formed from intersection points 
between horizontal cuts, vertical cuts, and diagonal cuts. 43% 
recognition accuracy was reported for the classification 
technique that used feature points, and 83% recognition 
accuracy was reported for the ear morphology approach with a 
neural network classifier. Yan et al. [5] applied the same 
approach to a range of images achieving 55.3% recognition 
accuracy. Burge et al. [6] applied graph matching techniques 
to a Voroni diagram of curves that were extracted from the 
Canny edge map, and obtained 73% recognition accuracy. 
Saleh [7] used PCA for ear image feature extraction and 
dimension reduction, and nearest neighbor as a classifier for 
recognition. 94% recognition accuracy for ear images was 
reported in Saleh’s work. It can be seen from the previous 
research that ear image based human recognition has to solve 
two fundamental problems: one is how to effectively extract 
ear image features, and another one is how to precisely 
recognize the persons from the extracted ear features. In this 
research, we propose a new framework that uses PCA for 
feature extraction and Artificial Neural Network (ANN), 
especially the Multilayer Feed Forward Neural Network, for 
recognition/identification. In addition, the framework also 
contains other components that perform data preprocessing, 
normalization and training functions. The structure of the 
proposed framework is shown in figure 1: 
 
 
Figure 1.   Proposed Framework Structure 
The experiments on real ear image databases showed the 
effectiveness and efficiency of the proposed framework with 
higher identification accuracy. The paper is organized to cover 
each component of the framework. Section II presents the 
methods of ear image pre-processing for filtering noises in the 
images. Section III gives a PCA based method for extraction 
features from ear images. In section IV, we provide details 
about the components of the identification system, as well as 
the corresponding algorithms, that are based on an artificial 
neural network. Section V presents the recognition 
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experimental results on a real ear image database and 
discussions on the results. In Section VI, we also evaluate the 
proposed framework against some particular evaluation criteria 
of any biometric systems. Finally, conclusions of this research 
and future work are given in Section VII. 
II. EAR IMAGE  PROCESSING 
To make the framework work for the images in a database, 
it is necessary to resize all the images to a uniform size in terms 
of pixels as the image feature extraction in the framework is 
based on a matrix model (see next section). Meanwhile, the 
image resizing is to reduce the computational time as much as 
possible in the framework performance, and keep the image 
resolutions that can be recognized by the people at the same 
time. For example, the images could be resized to 30×55 
pixels, i.e. 30 pixels in width and 55 pixels in height for each 
image, which was based on our experiments. The image pixels 
are then converted into the values in a grey scale. Usually 
digital images contain various types of noise that should be 
filtered. In this work, we adopted commonly used Median 
Filtering method (MF) [12] to reduce noises in the images, 
particularly the “salt and pepper” noises. Salt and pepper noise 
is a form of noise typically seen on ear images. It represents 
itself as randomly occurring white and black pixels. MF is 
effective in reducing this type of noise without blurring the 
sharp edges of the image. For the completeness of the work, we 
provide the steps of the median filtering method as follows In 
this work, the 2D median filtering method is adopted. Firstly, a 
window which is a symmetric shape with the size of m×n is 
defined, where m and n are the number of pixels in horizontal 
and vertical directions respectively, and the value of m×n is 
odd. Then, for each pixel in the image, its neighbor is defined 
as a window within which the pixel is centered. The 
neighboring pixel values are then sorted in numerical order. 
Finally, the median pixel value is picked as the value of the 
pixel at the centre. Figure 2 shows how the median filtering 
method works, where m = n = 3 and the window size is 9. The 
median filtering method is applied to each ear image before the 
image is entered into the framework. 
 
Figure 2.  Median Filtering Method 
III. PCA BASED FEATURE EXTRACTION 
In the framework, an ear image is modeled as a vector. The 
dimension of the vector is the number of pixels of the image. 
Actually, an image can be considered as a matrix of pixels, 
within which each matrix entry represents the intensity of a 
pixel. When modeling an image as a vector, all the rows of the 
image matrix are combined one by one in order from the first 
row to the last row to form a vector. For all the ear images in a 
data set, a global matrix F is constructed within which each 
column that is actually a vector represents an image in the data 
set. As all the ear images had been pre-processed before they 
were entered into the framework, the dimension of each matrix 
column is therefore the same. Now, we suppose the number of 
images in the data set is m, the number of pixels of each image 
is n. Therefore, the matrix F is an n×m matrix, i.e.   
 
Where fij is the intensity of image i at pixel j, and  
 
(i=1,…,m, j=1,…,n). In other words, each Fi  represents 
an image in the database. It can be seen that the dimension of 
the global matrix F is very high, even if we have pre-proposed 
the images by resizing the image sizes as small as possible. In 
real applications, the analysis of high-dimensional data sets is 
often a complex task. The process of feature extraction may be 
regarded as a reduction in dimensionality which causes some 
variables to be more meaningful than others. These more 
important variables may be thought of as features. If those 
variables of lesser importance can be ignored then the desired 
reduction dimensionality is achieved [13]. PCA is a well-
known technique that provides a means by which the 
importance of variables is evaluated statistically while the 
dimensionality can be reduced [14]. The details are as follows: 
Step 1. Construct the covariance matrix from the global matrix 
F. A covariance matrix is usually used to indicate the relation 
between given variables. The covariance between two images 
Fiand Fj is calculated by the following formula: 
                                                                                   (1) 
Where fik and fij are elements of Fi and Fj respectively, and  
and are the means of image Fi and Fj respectively. The 
covariance matrix for all images in the data set is then an m×m 
matrix C 
 
Where        
Step 2. Calculate eigenvalues and eigenvectors of the 
covariance matrix C. All the eigenvectors are then ordered by 
their corresponding eigenvalues from the highest to the lowest. 
The eigenvector order shows the order of eigenvector 
significance. The less significant components (i.e. those with 
less eigenvalues) can then be ignored and the remaining 
eigenvectors represent the principal components of the data. 
Although some information is lost, this processing keeps the 
main features of data representation. How to determine the 
significant/principal components is another issue. We will 
discuss this issue from the experimental results, where a 
different number of ordered eigenvectors were evaluated to see 
their impact on the recognition accuracy, and the number of 
chosen eigenvectors was determined randomly and located in 
three specific ranges, i.e. lower, middle and higher number of 
eigenvectors.  Here, we suppose the number of significant 
eigenvalues of the matrix C is p, i.e. the eigenvalues are 
1
λ ,…, pλ , and 1 2 pλ λ λ≥ ≥ ≥ . Usually p m≤ . The 
corresponding eigenvectors are 
1 , ..., pv v , i.e. 
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The corresponding eigenvector matrix is an m×p matrix V, 
i.e. 
 
Step 3. Derive the new data set. We denote the mean-adjusted 
global matrix F as F ′ , which is also an n×m matrix, i.e.  
 
 
Where 
Using Turk and Pentland's trick [8], we get another 
eigenvector matrix E as follow: 
                                                                                      (2)          
The final dataset FD, which is a matrix whose columns 
represent all the images in the data set, is derived as follow: 
                                                                                  (3) 
Where ( )T
n p
E × is the transpose of the matrix n pE × .  It can 
be seen from the above final dataset that all the images in the 
data set are now represented by the principal components (i.e. 
significant eigenvectors). Since p m≤ and m n<< in real 
applications, the final data set also significantly reduce the 
dimensionality of the original data set while the main features 
of the original data set are kept. 
IV. (ANN) BASED IMAGE IDENTFICATION 
Our proposed image identification system is built on a 
Multilayer Feed Forward Neural Network (MLFFNN) [9]. For 
each layer, there are two types of transfer function: one is 
hyperbolic tangent sigmoid transfer (tansig) which selects the 
values that are within [-1 1], another one is the linear transfer 
function (pureline) which returns the values that were passed to 
it. The number of tansig neurons of each layer equals the 
number of persons to which the images are to be identified. 
Based on this neural network structure, the image identification 
algorithm can be described as the steps in figure 3. We present 
the details of these steps in the following paragraphs. The raw 
images are firstly preprocessed for eliminating noises and then 
divided into training and test data sets. The PCA based feature 
extraction algorithm is then applied to get the principal 
components of each data set, which are represented as two 
matrices P and P1 respectively with lower dimensions. The 
details of these steps have been presented in the previous 
sections. Before training a neural network, it is necessary to 
construct a target matrix T whose entry values indicate which 
images belong to which persons. The target matrix is 
constructed as follows Suppose the number of images in the 
training data set is m,  the   number  of  people to  whom  these 
images belong is n, and the number of pixels of each image in 
the matrix P is p. Therefore, P is a p?m matrix and T is an 
n?m matrix where: 
 
  
 
Figure 3.    Image Identification Steps 
 
The training data set matrix P and the corresponding target 
matrix T are then normalized before they are used to train a 
neural network as the tansig transfer function within the neural 
network requires the input values to be within the range of [-1, 
1]. The normalization, which is represented as a function 
premnmx, takes these two matrix P and T as the inputs and 
produces the corresponding normalized matrix PN and TN 
whose values all fall in the range of [-1, 1]. Meanwhile the 
values (i.e. minp, maxp, mint and maxt) that will be used in the 
later processes are also generated from this normalization 
process. The values minp and maxp are the minimum and 
maximum values of the input matrix P respectively, while the 
values mint and maxt are the minimum and maximum values 
of the target matrix T. The values minp and maxp are to be 
used in neural network construction, while the values mint and 
maxt are to be used for neural network training.  The neural 
network training can be conducted using the normalized 
matrices PN and TN, i.e. network = train(net, PN, TN). The 
network net to be trained is constructed using the standard 
method which takes the number of neurons, transfer and 
training functions as well as the number of input vectors as 
inputs. More details can be found in [10]. The purpose of the 
training is to make sure the new network which is adjusted 
throughout the training process minimizes the Mean Square 
Error (MSE) that is defined as follow:  
                         (4)                                                            
 
Where m  is the number of images in the data set, e(k) is the 
error, a(k) is the row index of maximum value of image k in the 
network output matrix whose columns represent the images, 
and t(k) is the row index of value 1 for image k in the target 
2 2
1 1
1 1
( ) ( ( ) ( ))
m m
k k
mse e k t k a k
m m= =
= = − 
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matrix. In a real training process, the training will be stopped as 
long as one of the following two conditions is satisfied: 
1) mse < , where  is a small tolerance value (e.g. 0.001); 
2) the number of attempts (e.g. 50) to reach the desired mse. 
     After the network is trained, the test data set P1 is input 
to simulate the network, i.e. TestMatrix = sim(network, P1). 
The simulation results are stored in the matrix TestMatrix 
which is then de-normalized via a function (e.g. postmnmx) to 
produce the final network output results TestResult = 
postmnmx(TestMatrix, mint, maxt). The de-normalization also 
converts the scaled network outputs which are within the range 
[-1, 1] back into the original scale. The final image 
identification results are interpreted by the TestResult matrix. 
Actually, if the row index of the maximum value of an image 
(i.e. a column in the TestResult matrix) equals the row index of 
value 1 of the image in the target matrix which is derived from 
the training data set P, then the image (i.e. the person) is 
correctly identified. For example, suppose the TestResult and 
target matrices are as follows, and the number of persons the 
images belong to is n. Each column in the matrices represents 
an image. 
 
 
      If the maximum values of the first and last columns in the 
TestResult matrix are 0.3747 and 0.3917 respectively, it can be 
seen that image 1 (i.e. the first column in both matrices) is not 
correctly identified as the row index of the maximum value of 
the first image in the TestResult matrix (i.e. row index = n) 
does not equal the row index of the value 1 of the first image in 
the target matrix (row index = 1). However, the last image is 
correctly identified as both row indexes are equal (i.e. both 
indexes are n). 
V.  EXPERIMENTAL RESULTS 
We used a real ear image database [15] for our 
identification/recognition experiments. The ear image database 
was created by a computer vision research laboratory at the 
University of Notre Dame. All ear images in the database have 
a resolution of 384?288 pixels and 256 gray scales. 85 ear-
images related to 17 persons were used (each person had 5 ear 
images). All the images were taken under uniform diffuse 
lighting with slight changes in the head position. Then all 
images were cropped and rotated for uniformity (to a 
height:width ratio of 1.6), and slightly brightened (gamma = 
1.5 approx.).  The proposed recognition framework was 
evaluated against two criteria: Computational Time and 
Recognition Accuracy. Computational time means the neural 
network training time using the training images. Recognition 
Accuracy means the percentage that the neural network is able 
to correctly identify persons from their ear-images. The 
Recognition Accuracy is defined as follows. In the experiment, 
each subject/person had 5 images which would be divided into 
a training set and a test set in test iterations. In each test 
iteration of the experiment, one image was picked up for each 
person as a test image from the ear-images that person had in 
the database, and put into a TEST matrix. The remaining 
images of each person were then put into a TRAINING matrix 
for neural network training. In our experiment, the number of 
ear images (columns) in each TEST matrix was 17 which was 
the number of persons in the experiment. The images in the 
TEST matrices, as well as the TRAINING matrices, for 
different test iterations were different. The number of test 
iterations was the number of all the possible combination of the 
test sets/matrices and training sets/matrices.  
                                                 (5)              
Where Nc is the number of correctly recognized images, and Nt 
is the total number of images in the TEST set (matrix). 
Suppose the number of iterations is q, the Recognition 
Accuracy (RA) is then defined as: 
                          
1
1 q
ii
R A A c c u r a c y
q =
= 
       (6)                                             
To evaluate the effectiveness and efficiency of the framework, 
we also chose different number of training images for each 
person, and different number of principal vectors 
(eigenvectors) in the experiment, which led to different 
experimental cases presented in Table I. For each experiment 
case, three particular numbers of eigenvectors were chosen 
randomly for feature extraction of the data set. On the other 
hand, these three numbers were chosen from three specific 
ranges (i.e. low, middle and high) of the eigenvector number 
used in the experiment. The maximum number of eigenvectors 
in each sample of data set was specified by Np × Ni, where Np 
was the number of persons in the data set, and Ni was the 
number of image each person had in the data set. The 
experimental results on different cases are presented in Table I. 
TABLE I.  RESULTS ON DIFFERENET EAR IMAGE CASES 
 
The experimental results showed that our framework could 
achieve high recognition accuracy, especially the 96.1% 
recognition accuracy with 94.05 sec. computational time. 
Compared with existing methods that depend on the 
geometrical relations between the ear parts, such as those 
proposed by Rahman et al.[3] , Iannarelli [2], Burg et al.[6], 
and Ping et al.[5], our framework achieved higher recognition 
accuracy while they achieved 89%, 69%, 73% and 67.5% 
recognition accuracies respectively on the same data set. The 
experimental results in Table I also showed how the number of 
training images chosen for each person and the number of 
eigenvectors affected the Recognition Accuracy and 
Computational Time. It can be seen from Table I that the more 
images being chosen for training, the higher recognition 
accuracy were achieved while the more computational was 
taken. Therefore, to obtain the maximum recognition accuracy, 
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the maximum number of training images should be used as 
shown in figure 4: 
 
Figure 4.  Relationship between recognition accuracy and the number of ear 
training images 
    It was also observed from Table I that generally the accuracy 
increment was strongly related to the proper increment of the 
eigenvector numbers at the cost of more computational time. 
This relationship was reasonable as the proper number of 
eigenvectors was the number of proper features (distinctive 
features) that were used in the recognition process. When the 
proper number of eigenvectors increased, the number of the 
distinctive features also increased, and the number of features 
that were learnt by the neural network to recognize the images 
increased as well. This led to the increment of the recognition 
accuracy. The reason why we said “proper increment” in the 
above observation was that simply increasing the number of 
eigenvectors in some cases could not increase the recognition 
accuracy although the computational time was increased, such 
as the case Exp.2 in Table I, where the number of eigenvectors 
was increased from 23 to 33, the computational time was 
increased from 58.25 to 72.60 seconds, but the recognition 
accuracy was not increased. In real applications, it is most 
likely that the image sizes are changed regularly for recognition 
purposes. Therefore, the stability of the framework’s 
recognition accuracy is important to applications. To evaluate 
the accuracy stability, as well as the computation time, of our 
framework, we also did experiments with different image sizes 
while taking other factors into consideration such as the 
number of eigen-vectors and training images. We changed the 
image sizes in three ways: i) changed the image sizes in width 
direction; ii) changed the image sizes in height direction; and 
iii) changed the image sizes in both width and height 
directions. The experimental results of accuracies and 
computation time with different sizes, different number of 
eigen vectors and training images are presented in tables II-VII. 
TABLE II.  RESULTS WITH IMAGE WIDTH SIZES CHANGED (LOWER 
NUMBERS OF EIGEN-VECTORS AND TRAINING IMAGES) 
 
TABLE III.  RESULTS WITH IMAGE WIDTH SIZES CHANGED (HIGHER 
NUMBERS OF EIGEN-VECTORS AND TRAINING IMAGES) 
 
TABLE IV.   RESULTS WITH IMAGE HEIGHT SIZES CHANGED(LOWER 
NUMBERS OF EIGEN-VECTORS AND TRAINING IMAGES) 
 
TABLE V.  RESULTS WITH IMAGE HEIGHT SIZES CHANGED (HIGHER 
NUMBERS OF EIGEN-VECTORS AND TRAINING IMAGES) 
 
TABLE VI.   RESULTS WITH BOTH IMAGE WIDTH AND HEIGHT SIZES 
CHANGED(LOWER NUMBERS OF EIGEN-VECTORS AND TRAINING IMAGES) 
 
TABLE VII.   RESULTS WITH BOTH IMAGE WIDTH AND HEIGHT SIZES 
CHANGED(HIEGER NUMBERS OF EIGEN-VECTORS AND TRAINING IMAGES) 
It was observed from the experimental results in the above 
tables that the accuracies were sensitive to the lower number of 
eigen-vectors and training images, e.g. the standard deviations 
of the accuracies were more than 15. However, once a proper 
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number of eigen-vectors and training images were selected, our 
framework was stable in recognition accuracy and not sensitive 
(relatively) to image sizes, e.g. the standard deviations of the 
accuracies were less than 2 with 43 eigen-vectors and 4 
training images. It was also observed that the computational 
time largely depended on the number of eigen-vectors, training 
images rather than the image sizes (e.g. for most cases in the 
experiment the standard deviations of computational time were 
more than 20). Generally, more computational time was spent 
for the cases where image sizes in both width and height 
directions were changed, which met common sense. The 
experiments suggested that if the computational time was not 
the main concern in applications and a proper number of eigen-
vectors and training images were selected, the framework was 
effective in terms of recognition accuracy stability. 
VI. EVALUATION 
Most of the geometric methods used in a recognition 
system usually did not achieve reliable results, because if any 
mistake occurred in the measurements of the geometric 
relations between the parts of ear, it would produce an error in 
classification, which threats the whole recognition accuracy of 
the system. Furthermore, all of these measurements require 
more computational time, which should be avoided in any 
recognition system especially when large image databases are 
used. A recognition system is also evaluated according to some 
specific criteria many of which were suggested by Sinha et al. 
[11] to all the computer vision researchers. These criteria are 
taken into consideration when doing some comparisons 
between the human being behavior and an automated biometric 
system in terms of the recognition ability. Some of these 
criteria, as well as the evaluation of our framework according 
to these criteria, are presented as follows: 
1) "Human can recognize familiar images in very low 
resolution images" [11]. Our work presents a recognition 
framework that was evaluated on a real ear image database 
which had similar features (more than 50%). Some of these 
images were not in good quality, and had noises such as small 
spots of pepper, so noise filtering is implemented within the 
framework. Our framework used median filtering approach 
which enabled the system to achieve 96.1% of recognition 
accuracy in low resolution images. 
2) "Illumination changes influence generalizations" [11]. 
illuminations, their intensity pixels would change according to 
the lighting degree, and PCA based feature extraction would be 
affected as well. This is because PCA is used for extracting 
principal features from intensity pixels of images. Therefore 
any high variation in illumination would affect negatively the 
recognition accuracy. 
3) "The important configural relationships appear to be 
independent across the width and height dimensions" [11]. 
PCA is used in our work to extract features from images such 
as human-ear images. This method deals with images whose 
dimensions must be fixed for all the concerned images so that 
the principal vectors (i.e. eigenvectors) can be obtained. So the 
dimensions of all used images should be unified by the 
recognition system to guarantee that feature extraction process 
can be conducted. However, these sizes do not affect the 
recognition accuracy. 
VII. CONCLUSION AND FUTURE WORK 
This paper presents a human identification framework 
using ear biometrics. The framework combines noise filtering, 
PCA based feature extraction and neural network based 
recognition together. Furthermore the proposed framework was 
built on a (MFFNN) This simplicity in its architecture enables 
the framework to reduce the computational time. The 
evaluations showed that the framework achieved higher 
recognition accuracy with less computational time when it was 
applied to the ear image domain which lacks many different 
features that a face image possesses (e.g. eyes, nose, mouth, 
etc.). The proposed framework also showed strong stability, 
reliability, and applicability to real applications. Future work 
may include improving the recognition accuracy by combining 
fussy logic with neural network. Some other special cases, such 
as ear images with ear rings or partly covered by hairs, are to 
be investigated as well in our future work. 
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