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a b s t r a c t
In this paper we investigate the application of score-based likelihood ratio techniques to the problem of
detecting whether two time-stamped event streams were generated by the same source or by two
different sources. We develop score functions for event data streams by building on ideas from the
statistical modeling of marked point processes, focusing in particular on the coefficient of segregation
and mingling index. The methodology is applied to a data set consisting of logs of computer activity over
a 7-day period from 28 different individuals. Experimental results on known same-source and known
different-source data sets indicate that the proposed scores have significant discriminative power in this
context. The paper concludes with a discussion of the potential benefits and challenges that may arise
from the application of statistical analysis to user-event data in digital forensics.
© 2017 The Author(s). Published by Elsevier Ltd. on behalf of DFRWS. This is an open access article under
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Introduction
Event histories recording user activities are routinely logged on
devices such as computers and mobile phones. For a particular user
these logs typically consist of a list of events where each event
consists of a timestamp and some metadata associated with the
event. For example, with popular Web browsers (such as Chrome,
Internet Explorer, and Firefox) a variety of events related to user
actions are logged on the local device. Examples of such actions
include content downloads, URL requests, search history, and so on.
Log files of user activity are also often accessible via cloud storage,
for example for user events related to email activity, social media
activity (such as Facebook and Twitter), and remote file storage and
editing.
As digital devices become more prevalent, these types of user
event histories are encountered with increasing regularity during
forensic investigations. As an example, an investigator might be
trying to determine if two event histories, corresponding to
different usernames, were in fact generated by the same individual.
The primary contribution of this paper is the development of
quantitative likelihood ratio techniques for forensic analysis of
user-generated time-series in the form of event data. In particular
we investigate score-based likelihood ratio methods in the context
of determining whether two event histories are related, e.g.,
whether or not they were generated by the same individual. We
focus in this paper on events that correspond to URL requests
generated in a browserdhowever, the methodology we propose is
broadly applicable to event data in general.
We begin by discussing related work, both in digital forensics as
well as in score-based likelihood ratio methodologies and appli-
cations. We then discuss the theoretical foundations of the likeli-
hood ratio and motivate the score-based likelihood ratio in the
context of digital forensics. We then introduce relevant ideas from
marked point processes, a statistical framework that has beenwidely
used to analyze spatial point data, which we apply here to
sequential event data streams. In particular we focus on the use of
segregation and mingling indices as the basis for our score func-
tions, and we describe how these techniques can be applied to
evaluating the likelihood that two event streamswere generated by
the same source (or individual). We apply this methodology to a
data set of event histories for 28 individuals, focusing on user ac-
tivity related to social media. The results indicate that score func-
tions based on marked point processes can have significant
discriminative power for event-based data sets. In the final section
of the paper we discuss both the promise and challenges involved
in developing statistical analysis methods for event histories in the
context of forensic investigations.
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Related work
We will discuss two general threads of related work in this
section: (i) methods for exploring and analyzing user event his-
tories in the context of digital forensics and (ii) likelihood-ratio
techniques for evaluating whether two samples originated from
the same source. There has been relatively little overlap of these
two topics in prior work, with a few exceptions (e.g., Ishihara, 2011;
Overill and Silomon, 2010).
Analysis of user-event logs
In digital forensics there is significant interest in the develop-
ment of tools that can assist in the investigation of user-generated
event logs from computers and mobile devices (Casey, 2011;
Roussev, 2016). These event logs may be stored locally on the de-
vice (Oh et al., 2011; Pereira, 2009) or (increasingly) in cloud stor-
age (Roussev and McCulley, 2016). To help investigators better
understand and explore these large data sets there has been a va-
riety of work in recent years on techniques for visualization and
analysis of such logs. Examples include interactive timeline analysis
(e.g., Buchholz and Falk, 2005), exploring data theft using file
copying timestamps (Grier, 2011), visualization of email histories
(Koven et al., 2016), analyzing session to session similarities of
Internet usage (Gresty et al., 2016), and linking user sessions via
network traffic information (Kirchler et al., 2016). Beyond the field
of digital forensics, in areas such as machine learning and data
mining, a variety of general purpose event mining and analysis
algorithms and tools have also been developed for exploration of
event data, using techniques such as automated summarization
(e.g., Kiernan and Terzi, 2009) and social network analysis (e.g.,
Eagle et al., 2009). In general, however, much of this prior work on
event data is oriented towards data exploration, rather than on the
development of statistical methodologies to answer specific ques-
tions in a digital forensics setting.
Score-based likelihood ratios in forensics
Although not commonly employed in digital forensics, likeli-
hood ratio techniques have seen a great deal of attention in fo-
rensics as a whole. In forensic analysis a common question is
whether two (or more) samples of interest come from the same
source or not. Likelihood ratio (LR) methods provide a probabilistic
framework for assessing the relative likelihood of the two
competing hypotheses (same-source or different-source) given
observed evidence. LR methods have been widely accepted in the
practice of forensic science, particularly in DNA analysis (Foreman
et al., 2003). In other areas such as glass fragment analysis
(Aitken and Lucy, 2004), speaker recognition (Gonzalez-Rodriguez
et al., 2006), fingerprint analysis (Neumann et al., 2007), hand-
writing analysis (Schlapbach and Bunke, 2007), and analysis of
illicit drugs (Bolck et al., 2015), the use and application of LR
techniques is still an area of ongoing research and investigation.
In the direct LR approach the probabilities (or likelihood) of the
observed measurements (under some appropriate distributional
model) are computed under both hypotheses being considered.
Score-based LR methods differ to the direct approach in that they
focus on distributions of similarities (or dissimilarities) between
samples. These similarities are often one-dimensional, which can
be easier to work with compared to modeling the often high-
dimensional observations in the direct LR approach. The two ap-
proaches, score-based LR and direct LR, provide different tradeoffs
in terms of flexibility and robustness (e.g., see Bolck et al. (2015) for
a discussion of this tradeoff in the context of forensic analysis of
chemical profiles of drugs). In this paper we focus on the score-
based LR approach. This is motivated by the fact that the type of
data we are analyzing, namely event time series, can be difficult to
model directly (in terms of making appropriate distributional as-
sumptions), making the score-based approach appealing and more
directly applicable in this context.
The likelihood ratio
In the discussion below on likelihood ratios we will generally
follow the notation of Bolck et al. (2015). The LR is the ratio of two
conditional probabilities, where each probability corresponds to
the strength of evidence under a particular hypothesis. The evi-
dence, E, corresponds to observed data and can take different forms
such as measurements related to DNA, fingerprints, or user-event
streams. Let E ¼ {X,Y} where X is a set of observations (measured
“features”) for a reference sample from a known source (i.e., a
sample from a suspect), and Y is a set of observations of the same
features as X for a sample from an unidentified source (i.e., a sample
recovered from the crime scene).
The likelihood ratio is the ratio of the probability of observing
the evidence E under two competing hypotheses. The first hy-
pothesis is that the samples come from the same source, Hs. The
second hypothesis is that the samples come from different sources,












The likelihood ratio serves the purpose of updating the a priori
odds to form the a posteriori odds (i.e., the ratio of the probability of
the hypothesis Hs to the probability of the hypothesis Hd after
observing the evidence E) by comparing the probability of
observing the evidence if the samples are from the same source
versus different sources. In practice a forensic examiner may pre-
sent a likelihood ratio involving a specific type of evidence to either
the judge or jury, who then update their personal prior odds. This
process is repeated formultiple forms of evidence until the decision
maker can formulate their posterior odds to arrive at a final judg-
ment. In this paper we focus specifically on the likelihood ratio in
Equation (1) above, and in particular on statistical models and
estimation techniques related to PrðEjHsÞ and PrðEjHdÞ.
In practice we are often working with evidence E in the form of
continuous measurements, requiring the use of probability density
functions f (rather than probabilities Pr) to define the likelihood
ratio:
LR ¼ f ðEjHsÞ
f ðEjHdÞ
¼ f ðX; Y jHsÞ
f ðX;Y jHdÞ
(2)
The likelihood ratio in Equation (2) is sometimes referred to as a
feature-based likelihood ratio, where f is the joint density of the
multivariate feature vectors X and Y. As mentioned earlier, esti-
mating high-dimensional joint densities tends to be unreliable
when the dimensionality of the data (the number of features in X
and Y) is large. In particular, the number of observations required to
reliably estimate a joint density to a required degree of accuracy
tends to increase exponentially as a function of dimensionality (e.g.,
Scott, 1992).
One technique to sidestep this issue is to compute a function D
of the observed samples X and Y and estimate the probability
density function of D(X,Y), where D(X,Y) is typically a one-
dimensional scalar-valued function of X and Y. This estimation
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can be performed using samples from a set of observational units
(i.e., a reference data set D) assumed to be a representative sample
from the population of all possible sources. The function D is often
referred to as a score function. It measures the similarity (or
dissimilarity) of the two sets of observed features X and Y. Replacing






where we explicitly condition on the two data sets Ds (same-
source) and Dd (different-source) used to construct the empirical
densities in the numerator and denominator. The two conditioning
sets are formed by restricting the reference data D to samples
known to be from the same source and different sources, respec-
tively. If D is a univariate function, then its density f is also uni-
variate and relatively easy to estimate via any of a variety of
standard parametric or non-parametric methods.
In order to compute the score-based likelihood ratio for a
particular piece of evidence, we need to choose a function D(X,Y)
that can assess the similarity of the two samples, where herewe are
interested in samples X and Y that are in the form of time-stamped
events. In the next section we will discuss how to compute simi-
larity functions D(X,Y) for such data using ideas from the marked
point process literature.
Given conditioning sets Ds and Dd we can construct empirical
estimates of the densities for D under the two competing hypoth-
eses Hs and Hd, respectively. With these empirical distributions, and
given two samples X and Y, we can compute the value of each of the
density functions f evaluated at D(X,Y) to obtain f ðDðX;YÞjHs;DsÞ
and f ðDðX;YÞjHd;DdÞ. Finally we compute their ratio to get the
score-based likelihood ratio SLRD as in Equation (3). Fig. 1 provides
an illustrative example of computing a SLR in this manner.
Score-based likelihood ratios can be used to quantify the
strength of evidence in the following way: if SLRD > 1 we favor the
hypothesis that the samples originated from the same source.
Conversely, if SLRD < 1 we favor the hypothesis that the samples
came from different sources. If the score-based likelihood ratio is
equal to or close to 1, we say that the results are inconclusive. The
further SLRD is from 1, the more confidence we have in our
conclusion.
Marked point processes
To define a score-based likelihood ratio in the context of event
data we need to define a similarity score D(X,Y) for two observed
streams of events X and Y. We do this using techniques from the
modeling of marked point processes. These techniques are typically
applied to problems involving statistical analysis of spatial point
datadhere we adapt them for temporal event data.
In the discussion belowwe generally follow the notation of Illian
et al. (2008) who define a marked point processM as a sequence of
randommarked points,M ¼ {(tn,m(tn))}, wherem(tn) is the mark of
point tn2ℝd. The dimension d is associated with different physical
interpretations (e.g., d¼ 2 for spatial data). In this paper, we restrict
our focus to the one-dimensional temporal case (d ¼ 1), so that the
points tn are simply timestamps, where 0  tn < tnþ1 for all n. In
practice we can only observe a finite window of time, and therefore
we have a finite number of observations n.
In general the marks m(tn) can be either quantitative (contin-
uous) or qualitative (categorical, discrete) and describe a particular
characteristic of the objects represented by the points. The partic-
ular methodology used for analyzing marks depends on their
typeddifferent techniques are used for analyzing quantitative
versus qualitativemarks. Herewe focus our attention on qualitative
marks. If only two types of points are considered, denoted x and y,
we call the process bivariate.
In the setting of digital forensics and user-event streams, we
consider the following setup. Each user's event stream is dichoto-
mized by the mark, or type of event, and represented as a bivariate
marked point process in the temporal dimension. As an example, in
the data we consider later in the paper, the first mark corresponds
to Facebook-related browser events and the second mark corre-
sponds to all other non-Facebook events in the browser.
Let {Xi,Yi} denote the ith user's bivariate process where
Xi ¼ {tij:m(tij) ¼ x for j ¼ 1,…,ni} is defined as the sub-process of
events of mark x. Similarly, define Yi as the sub-process of events of
mark y. Thus, the ith user has ni observed events where tij2ℝþ and
mðtijÞ2fx; yg are the time and mark of the ith user's jth event,
respectively. Fig. 2 illustrates an example of a particular user's
bivariate marked point process (this is a subset of the data that we
will describe in detail later in the paper).
Illian et al. (2008) discuss a number of techniques to charac-
terize the point distribution, while taking into account the marks,
in a bivariate process. They make a distinction between first-order
characteristics, indices, and higher order characteristics. The first-
order characteristics consist of simple measures related to the
points (i.e., the intensity l, or the mean number of points per unit
time) and the marks (i.e., the mark probabilities px and py, or the
relative frequencies of each mark). Along with indices, which are
neighborhood-based measurements, these characteristics describe
the basic properties of the marks and points in a bivariate process.
Higher order characteristics consider both the variability of the
point distribution and the variability of marks and describe corre-
lations among marks and points. These characteristics can describe
longer-range dependencies in an event process, but are susceptible
to certain assumptions (i.e., stationarity) that are not appropriate
for the data analyzed in this paper.
Fig. 1. Illustration of the densities of the score function D under the hypotheses that
the samples are from the same source (Hs, dashed line) and that the samples are from
different sources (Hd, solid line). The score-based likelihood ratio SLRD is the ratio of
the density functions f evaluated at D(X,Y).
Fig. 2. Illustration of a bivariate marked point process in the temporal dimension for
the first day of observation of user 10 in our data set. The lowest row (a mixture of red
crosses and black points) is the bivariate process {X10,Y10}. The two rows above it
represent the sub-processes of the event stream dichotomized by type: X10 (black dots
of mark x, or Facebook browser events) and Y10 (red crosses of mark y, or non-Facebook
browser events). (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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We focus on using two particular indices as score functions to
compute likelihood ratios: the coefficient of segregation and the
mingling index. Both of these indices rely on the notion of a refer-
ence point, which is a term related to the somewhat complicated
statistical concept of the Palm distribution (Hanisch, 1984). For
practical purposes, we define the reference point as an arbitrarily
selected point in the process.
Coefficient of segregation
Pielou's coefficient of segregation (Pielou, 1977) is a function of
(a) the ratio of the observed probability that the reference point and
its nearest neighbor have different marks to (b) the same proba-
bility for independent marks,1 defined by
DSðXi;YiÞ ¼ SðXi; YiÞ ¼ 1
pxy þ pyx
pxp,y þ pyp,x (4)
where pxy (or pyx) is the joint probability that the reference point
has mark x and its nearest neighbor has mark y (or vice-versa), px
and py are the mark probabilities, and p,x (or p,y) is the probability
that the nearest neighbor has mark x (or y) irrespective of the mark
of the reference point. These probabilities are estimated based on
empirical relative frequencies of the appropriate events as
observed in the data. Here {Xi,Yi} represents the ith individual's
bivariate event process as defined earlier.
The coefficient of segregation always takes values in [1, 1]. If
the reference point and its nearest neighbor always have the same
mark, then pxy ¼ pyx ¼ 0 and S(Xi,Yi) ¼ 1. This corresponds to
repulsion or clustering of points by their mark (i.e., points of type x
always occur near each other and never near points of type y and
vice-versa). If the reference point and its nearest neighbor always
have different marks, then pxx ¼ pyy ¼ 0 which implies that px ¼ pyx
and py ¼ pxy so S(Xi,Yi) < 0 with a minimum of 1 if px ¼ py ¼ 1/2.
This is the opposite of clustering, indicating that points of different
marks are attracted to one another.
Mingling index
The mingling index is also based on local neighborhoods of the
reference point. It compares the mark of the reference point to
those of its k nearest neighbors, and is calculated by





















where z[(tij) denotes the [th nearest neighbor of the point tij. Thus,
Mk(Xi,Yi) describes the mean fraction of points among the k nearest
neighbors with a mark different than that of the reference point.
Themingling index can be thought of as a characterization of the
mixture of marks and takes on values in [0, 1]. If the reference point
and its k nearest neighbors tend to have the same mark, then
Mk(Xi,Yi) has a small value and the process can be viewed as
segregated (repulsion between points of different marks). In the
opposite case, the mingling index has a large value and the process
can be viewed as mixed (attraction).
In this paper we considered only the nearest neighbor so that
k ¼ 1. Since the process is bivariate, we can estimate M1(Xi,Yi) via
the joint probabilities pxy and pyx used in the estimation of the
coefficient of segregation.
Data
The data considered in this paper comes from an in situ obser-
vational study conducted at a large US university in the spring of
2013 (Wang et al., 2015). In total 48 undergraduate students with
Windows computers voluntarily participated in the study for a
seven day period. Browser activities (such as URL requests) were
automatically logged over a period of 7 days for each student.
Participants were instructed to continue using their devices as
normal while being logged.
The event logs from each student were dichotomized by their
mark, or event type. The first mark corresponds to a Facebook event
(i.e., any web browser activity occurring on facebook.com including
any clicks or posts). The second mark corresponds to any non-
Facebook event (i.e., any web browser activity not occurring on
the aforementioned domain). We dichotomized the data in this
manner to reflect the following type of situation: an individual
deletes all browser-based social media activity from a device of
interest in a criminal investigation in order to disassociate himself
or herself from that device. The forensic examiner recovers the
browser logs from that device (e.g., Oh et al., 2011) as well as the
Facebook logs stored in the cloud for the individual under inves-
tigation (e.g., Roussev and McCulley, 2016). In this hypothetical
situation the examiner thenwants to determine the likelihood that
both the cloud-based Facebook events and the device-based non-
Facebook events were generated by the same individual.
The event logs from students were included in our analysis if
they had at least 50 events of each type, to ensure that we would
have enough data to accurately estimate the segregation and
mingling score functions. Of the 48 students originally recorded,
only 28 met the inclusion criteria. These students generated 66,966
log records, with 9500 (14.2%) Facebook and 57,466 (85.8%) non-
Facebook browser events.
For the purposes of this study the data was de-identified by
using an anonymized ID for each student. The resulting data set was
in the form of < anonymous ID, timestamp, mark > triples, where
mark indicated whether the browser event was related to Facebook
or not. The resulting bivariate marked point processes for each
student, with marks corresponding to event type, are illustrated in
Fig. A.1.
Methodology
As discussed earlier, we use indices from marked point process
theory to define the score function D for comparing event streams.
This score function is used in turn to generate likelihood ratios that
quantify the strength of evidence for or against the hypothesis that
the events came from the same source, Hs, relative to the hypoth-
esis that they came from different sources, Hd.
The event streams discussed in Section Data can be thought of as
coming from the reference sample and the unidentified sample in
the following manner:
 the reference sample X is a point process of Facebook-only
browsing events, obtained from the cloud, and
 the unidentified sample Y is a point process of non-Facebook
web browsing events, obtained from a device of interest.
The score-based likelihood ratio of Equation (3) is then the ratio
of (i) the likelihood of observing the score function evaluated with
the Facebook and non-Facebook events under the hypothesis that
they were generated by the same source to (ii) the same likelihood
under the hypothesis that theywere generated by different sources.
For some intuition behind choosing the coefficient of segrega-
tion and mingling index as score functions, consider the first day of
1 The notion of independent marks in the denominator of Equation (4) simply
refers to being able factor the joint probabilities pxy and pyx into the product of their
marginals, so that under this assumption pxy ¼ pxp,y and pyx ¼ pyp,x.
C. Galbraith, P. Smyth / Digital Investigation 22 (2017) S106eS114 S109
observed data from two users depicted in Fig. 3. Clearly, these event
streams are bursty in nature with periods of high activity followed
by periods of little to no activity. It is also clear that within a
particular user's event data (i.e., from the same source) that the
Facebook and non-Facebook web browsing events tend to overlap
in time, with Facebook events interleaved into the browsing ac-
tivity. However, when comparing one user's sub-processes to those
from the other user, we see little overlap and the bursts of events
tend not to coincide with one another.
This suggests the coefficient of segregation between sub-
processes generated by the same individual will tend to be lower
than that of sub-processes from different individuals. Each user's
events will tend to cluster together, so that when comparing event
streams between different users the coefficient of segregation will
be driven towards its maximum at one. Conversely, the mingling
index between sub-processes generated by the same individual
will tend to higher than that of sub-processes generated by
different individuals. When comparing event streams between
users, there is very little overlap so the mingling index is driven
down towards its minimum at zero. These observations suggest
that our score functions should have useful discriminative prop-
erties when applied to user-event data.
Evaluation of known same-source streams
To test the validity of our method in quantifying the strength of
evidence, we estimated score-based likelihood ratios for both the
coefficient of segregation, S, and the mingling index of the first
nearest neighbor, M1. We estimated these ratios for known same-
source streams (i.e., both event streams known to be generated
by the same user) via
SLRD ¼
bf ðDðXi; YiÞjHs;DsÞbf ðDðXi; YiÞjHd;DdÞ (6)
where D can be either the coefficient of segregation or mingling
index measured from the ith user's data via Equations (4) or (5),
respectively. We denote these ratios SLRS and SLRM1 . As discussed in
the Likelihood Ratio Section, score-based likelihood ratios greater
(or less) than one tend to favor the hypothesis that the samples X
and Y came from the same (or different) source.
Note that the probability density function f in Equation (3) has
been replaced with bf in Equation (6). This represents the estimated
empirical distribution, i.e., as estimated from data. The estimation
of this density function can be done via a variety of parametric or
non-parametric methods. In this paper we use kernel density es-
timates (KDEs) to obtain the distributions in both the numerator
and denominator of Equation (6). KDEs are often used in forensic
likelihood ratio analysis to avoid making parametric assumptions
about the underlying distributions (e.g., Aitken and Lucy, 2004).
Additional details about the KDEmethod used for the results in this
paper are provided in Appendix B.
The reference data set D is composed of multiple bivariate point
processes corresponding to pairwise combinations of the N ¼ 28
users' sub-processes (i.e., events from users restricted by type). It
was used to create the conditioning setsDs andDd by imposing the
restrictions that the events come from the same user or different
users, respectively. To prevent overfitting to the training data, we
removed all sub-processes from the ith user when estimating the
densities in Equation (6), in a manner that mimics leave-one-out
cross validation. See Appendix C.1 for more details and notation
on creating the conditioning sets.
Evaluation of known different-source streams
To ensure that our method can also correctly quantify the
strength of evidence for event streams generated by different
sources, we repeated the previous experiment using known
different-source streams (i.e., the Facebook stream from user i and
the non-Facebook stream from user j) via
SLRD ¼
bf DXi;YjHs;Dsbf DXi; YjHd;Dd (7)
where the notation and estimation methods from the previous
section hold for all variables except the conditioning setsDs andDd,
which are subsets of Ds and Dd discussed above. Ds is the set of
same-source sub-processes excluding users i and j. Dd is the set of
pairwise combinations of event streams from different users
excluding all combinations with an event stream from either user i
or j. See Appendix C.2 for more details.
Results
In this section we report on the evaluation experiments
described in the Methodology.
Density functions for scores
Fig. 4 shows the empirical densities for each of the coefficient of
segregation and the mingling index. The densities shown in these
plots were estimated with all available data, so that the same-
source density used all 28 pairs of user data in Ds and the
different-source density used all N(N1) ¼ 756 pairwise combi-
nations of sub-processes from different users in Dd.2 While there is
some overlap in the same- and different-source densities for both
score functions, it is clear that the majority of the probability mass
does not occur in the same region. This suggests that the score-
based likelihood ratios will be able to accurately quantify the
weight of evidence in favor of (or against) the hypothesis that the
streams are from the same source.
Evaluation of known same-source streams
We first evaluated our approach for the case when the event
streams are known to be from the same source, i.e., we are
computing likelihood ratios for the scores D(Xi,Yi). Fig. 5 shows the
value of SLRM1 versus SLRS (logarithmic scale) computed with
Equation (6) for the 28 pairs of same-source web browsing event
streams. The threshold value of one (or zero on the log scale) is
Fig. 3. Bivariate marked point processes for the first day of observation on users 10
and 15. The sub-processes Xi and Yi denote Facebook and non-Facebook web browsing
events, respectively.
2 For illustrative purposes, the data from all users was used to estimate the
empirical densities in Equations (6) and (7) and to generate the plots depicted in
Fig. 4. The data sets Ds and Dd used to construct these plots differ from those
discussed in Sections Methodology, Evaluation of known same-source streams,
Evaluation of known different-source streams and Appendix C.
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shown by the dashed lines. Table 1 presents the counts of the
number of bivariate processes whose score-based likelihood ratios
lie on either side of the threshold. It should be noted that there
were 11 processes with at least one infinite value for SLRS or SLRM1.
This occurs when the likelihood of the score function evaluated at
D(Xi,Yi) under the hypothesis that the event streams came from
different sources is numerically zero and indicates very strong
support for the hypothesis that the event streams originated from
the same source.
It is clear that the coefficient of segregation was more discrim-
inative than the mingling index, with SLRS correctly quantifying the
weight of evidence in 26 of the 28 (93%) known same-source pairs.
SLRM1 was only able to correctly quantify 21 (75%) such pairs, all of
which were also captured by SLRS.
Of particular interest are the two bivariate processes (i.e., event
streams for two users) for which both score-based likelihood ratios
fail to support the same-source hypothesis, i.e., the likelihood ratios
of both scores are less than one. These cases exhibit a unifying
traitdthey fall in the first quantile of the number of Facebook web
browsing events per user (they each have less than 132 events of
this type, compared to the median of 220 events per user). The
sparse nature of their Facebook event data increases the coefficient
of segregation and decreases the mingling index. A brief look at
Fig. 4 explains why the likelihood ratios are less than the threshold
values. Their score values fall in the right tail of Fig. 4a and the left
tail of Fig. 4b where the same-source density is lower than the
different-source density.
Evaluation of known different-source streams
We then evaluated our approach when the event streams are
known to be from different sources, i.e., we are computing likeli-
hood ratios for the scores D(Xi,Yj). Fig. 6 shows the value of SLRM1
versus SLRS (logarithmic scale) computed with Equation (7) for the
756 pairwise combinations of different-source web browsing event
streams. The threshold value of one (or zero on the log scale) is
shown by the dashed lines. Table 2 presents the counts of the
Fig. 4. Empirical distribution of the score functions under each hypothesis. Same-source density (Hs, dashed line) and different-source density (Hd, solid line) approximated via
kernel density estimates with Gaussian kernels. Note that data from all of the users was used here for illustrative purposesdthe densities depicted here differ from those used to
evaluate our method (which used leave-one-out cross-validation). (a) Coefficient of segregation with bandwidths of 0.110 (Hs) and 0.025 (Hd). (b) Mingling index with k ¼ 1 and
bandwidths of 0.065 (Hs) and 0.009 (Hd).
Fig. 5. Scatterplot of SLRD, D2{S,M1}, for the 28 pairs of same-source web browsing
event streams calculated via Equation (6) on logarithmic scale. Note the break in each
axis to show the 11 processes with at least one infinite value for SLRS or SLRM1 .
Table 1
Counts of themeasurement of the strength of evidence in known same-source pairs.
Positives (þ, SLRD > 1) and negatives (, SLRD < 1) indicate that SLRD favored the
hypothesis that the streams are from the same source or different sources, respec-
tively. SLRS incorrectly quantified 2 of the 28 (7%) known matches.
SLRM1 Total
 þ
SLRS  2 0 2
þ 5 21 26
Total 7 21 28
Fig. 6. Scatterplot of SLRD, D2{S,M1}, for the 756 pairwise combinations of different-
source web browsing event streams calculated via Equation (7) on logarithmic scale.
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number of bivariate processes whose score-based likelihood ratios
lie on either side of the threshold.
Similar to the evaluation of known same-source event streams,
the coefficient of segregation was more discriminative than the
mingling index, with SLRS correctly quantifying the weight of evi-
dence in 744 of the 756 (98%) known different-source pairs. SLRM1
was only able to correctly quantify 710 (94%) such pairs. If we use
the criterion that we reject the same-source hypothesis when
either SLRS or SLRM1 are below the threshold value of one, the
method supports the correct hypothesis for all 756 (100%) known
different-source pairs.
Discussion
Drawing on previous work in the domains of forensics and
statistics, we have illustrated that score-based likelihood ratios
based on marked point process indices have the potential to
perform well in terms of discriminating known same- and
different-source event streams from web browsing event data. The
results support our earlier hypothesis, namely that the coefficient
of segregation and the mingling index can be effective as discrim-
inative score functions for user-event data.
We can combine the results of the two experiments above to
obtain estimates of empirical true- and false-positive rates for our
proposed method when applied to this type of data. The results
indicate that using the coefficient of segregation as the score
function, SLRS, was more discriminative than using the mingling
index, SLRM1 . When using SLRS, with a threshold of one, we obtain
true and false positive rates of 92.9% and 1.6%, respectively (these
numbers are computed by combining the results in Tables 1 and 2).
If we use the less-accurate SLRM1 we get true and false positive rates
of 75% and 6.1%, respectively. If we restrict ourselves to only cases
where both of the score-based likelihood ratios agree (i.e., both
either exceed or are below one), we obtain true and false positive
rates of 75% and 7.7%, respectively.
Caution must be taken when quantifying the strength of evi-
dence using these score-based likelihood ratios. The choice of
threshold is somewhat arbitrary (for example, one could choose
values only greater than 1 þ u and less than 1  g instead of the
hard threshold of 1 to favorHs andHd, respectively). Also, the choice
of which score-based likelihood ratio to use is somewhat arbitrary
(for example, should we choose one, the other, or both? should we
multiply them together?). Finally, note that the values reported
here were obtained only for one specific data set and need not
necessarily generalize to other data sets or different types of
marked point processes. Despite these cautions, the results overall
show considerable promise as a starting point for likelihood ratio
analysis of user-event data.
Directions for future work
Further investigation is needed before score functions using
marked point processes are well-understood enough to compute
likelihood ratios that can be used in real-world forensic
investigations. Such investigations should include both theoretical
and empirical validation (e.g., see Meuwly et al., 2016).
An important priority for future work should be the calibration
of the empirical density functions used in Equations (3), (6) and
(7). The sensitivity and robustness of the method with respect to
sample size (both the total number of users sampled and the
number of events per user) needs further investigation. In our
experimental results the score-based likelihood ratio failed to
quantify the evidence in favor of the correct hypothesis (that the
streams were from the same source) for two event streams with
relatively little data. This suggests that the methodology will be
less able to discriminate same-source and different-source hy-
potheses as the data becomes more sparse within streams. A
potentially useful avenue for further investigation of this effect
would be via simulation studies on the relationship between
sparsity of user event data and the detectability of same-source
event streams.
Another avenue for investigation in the context of calibration
is the modeling of the empirical densities for the score functions,
particularly for bandwidth selection in kernel density estimation
(KDE). The value of the bandwidth in a KDE influences how
smooth a density estimate is: larger values lead to smoother es-
timates with fatter tails, while smaller values lead to more
“spiky” estimates with less probability mass in the tails. Thus, for
example, smaller bandwidths will tend to lead to more extreme
values for the likelihood ratios. In the results in this paper, we
used a standard automated bandwidth selection technique. For
our data sets this was certainly a reasonable and practical choice,
but more generally further investigation is merited on the topic of
the overall effect of bandwidth on the LR values when using
KDEs.
Another topic worthy of further investigation relates to how the
reference data set D and, consequently, the conditioning sets Ds
and Dd are constructed for this methodology. Obtaining a repre-
sentative sample of user-event streams from the population of in-
terest could be a difficult task due to both privacy concerns and the
proprietary nature of certain types of data. As an extreme case,
consider a situation in which there are no background samples
fromwhich to construct these sets. Say we only have one reference
sample X and one unidentified sample Y. The question then be-
comes how do we construct a reference data set to use in esti-
mating the empirical densities. One potential direction to pursue
would be to generate reference data sets via controlled simulations
and use simulation-based techniques for likelihood-ratio
construction.
Finally, while indices based on neighborhood characteristics are
likely to be useful on overlapping event streams (as was the case in
this paper), indices based on inter-event times could detect certain
types of non-overlapping dependence patterns, e.g., when events of
one mark tend to occur within a specific range of times before or
after events of the other mark. This would further the applicability
of the methods described here.
Conclusion
Analysis of user-generated event data is increasingly important
in forensic investigation of digital evidence. However, few meth-
odologies or tools have been developed to date that use statistical
techniques, such as likelihood-ratio methods, for analysis of such
data. In this paper we have taken a step towards the development
of such techniques, focusing on the problem of investigating
whether two event streams were generated by the same source or
by different sources. We proposed an approach for generating
similarity scores between event streams based on segregation and
mingling indices, which are borrowed from statistical models of
Table 2
Counts of the measurement of the strength of evidence in known different-source
pairs. Positives (þ, SLRD > 1) and negatives (, SLRD < 1) indicate that SLRD




SLRS  698 46 744
þ 12 0 12
Total 710 46 756
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marked point processes. Experimental results, based on analysis of
real-world browser event streams from 28 individuals, indicate
that the proposed methodology provides a useful starting point for
discriminating between same-source and different-source pairs.
Potential future directions that can build on these results include
development of accurate calibration methods, analysis of sensi-
tivity and robustness of the methodology, characterization of the
properties of a broader range scores and indices, and additional
experimental validation of the methods using both simulated and
real-world data sets.
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Appendix A. Data
See Fig. A.1 for a visualization of the event streams from the 28
students.
Appendix B. Kernel density estimation
Kernel density estimation (KDE) is a common choice for the
non-parametric estimation of a probability density function f. The
kernel function K is usually defined as any symmetric density
function that satisfies the following conditions.
1. K integrates to unity:
R
KðxÞdx ¼ 1
2. K has mean zero:
R
xKðxÞdx ¼ 0
3. K has finite variance: 0<
R
x2KðxÞdx<∞
Common examples of kernel functions include the Gaussian (or
Normal) and Epanechnikov kernels.
Assume that we have a collection of n points X ¼ {X1,…,Xn}.
Given a kernel function K and a bandwidth h > 0, a kernel density
estimator is defined as











Thus the estimated density is the average of the kernel
centered at the observation Xi and scaled by h across all n obser-
vations. KDEs are essentially a local smoothing method. In the case
where K is a point mass, the kernel density estimator is simply a
histogram.
The choice of the kernel itself is not as important as the selection
of the bandwidth h. As h decreases, the height of the peak at each
observation increases resulting in undersmoothing. As h increases,
the height of the peak at each observation decreases and proba-
bility mass is pushed away from the observation resulting in
oversmoothing.
In this paper, we used a Gaussian kernel and automatic band-
width selection via the “rule of thumb” from Scott (1992). All kernel
density estimation was done with the density function in the R
package stats (R Core Team, 2016).
Appendix C. Reference data set composition
The reference data set D is composed of multiple bivariate point
processes corresponding to combinations of users' event streams,
and is defined as D ¼ ffXi;Yjg : i; j2f1;…;Ngg where N ¼ 28 is the
total number of users.
Fig. A.1. Web browsing data observed over 7 days from 28 students at a large U.S. university in the spring of 2013. Each line corresponds to data from one student with black dots on
the line indicating his or her Facebook browser events and red dots immediately below the line representing non-Facebook browser events. Note that all events shown above are
relative to the first day of observation for each student.
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Appendix C.1. Known same-source streams
The set D was used to create the conditioning sets Ds and
Dd by imposing some restrictions. The set of event streams
coming from the same source excluding user i is Ds ¼
ffXj;Yjg : j2f1;…;Ng; jsig, so that the probability density in the
numerator of Equation (6) is estimated with the scores from the
other N1 ¼ 27 users' bivariate processes. The set of event
streams coming from different sources excluding user i is
Dd ¼ ffXj;Ykg : j; k2f1;…;Ng; jsksig, so that the denominator of
Equation (6) is estimated with the scores from the other
(N1)(N2) ¼ 27  26 pairwise combinations of the remaining
users' sub-processes.
Appendix C.2. Known different-source streams
The conditioning sets for this experiment are subsets of those
described above, so that Ds3Ds and Dd3Dd. Here, the set of event
streams coming from the same source excludes both users i and j,
and is denoted Ds ¼ ffXk;Ykg : k2f1;…;Ng; ksisjg. In this
manner the probability density in the numerator of Equation (7) is
estimated with the scores from the other N2 ¼ 26 users' bivariate
processes. The set of event streams coming from different
sources excludes all bivariate processes containing a sub-
process from either user i or j, and is denoted
Dd ¼ ffXk;Y[g : k; [2f1;…;Ng; ks[sisjg, so that the denomina-
tor of Equation (7) is estimated with the scores from the other
(N2)(N3) ¼ 26  25 pairwise combinations of the remaining
users' sub-processes.
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