1
Basic Setting
: r i,j ∈ R, i = 1 . . . λ, j ∈ N} → R + be Borel-measurable, and let n ∈ R d fulfils
with [] i standing for the i-th component. Denote B(R + ) the Borel σ-algebra on R + , and consider a system of d-dimensional i.i.d. random vectors (M i,j t ) i=1...λ j,t∈N , a system of random variables (Σ t ) ∞ t=0 and systems of d-dimensional random vectors (X t ) t∈N0 , (Y i t ) i=1...λ t∈N such that: (i) X 0 and Σ 0 are independent of each other, as well as of (M i,j t ) i=1...λ t,j∈N ,
(ii) for t ∈ N,
(iii) for t ∈ N, i = 1 . . . λ,
where j t,i (δ) = min{j : n ⊤ M i,j t < δ}, δ > 0, (5) (iv) for t ∈ N,
Then: a) Y i t , t ∈ N, i = 1 . . . λ is called i-th individual or i-th feasible solution in generation t, with movement M i,jt,i t and step size Σ t . b) X t , t ∈ N is called the best solution among the population of size λ in generation t.
Then no matter what distribution the movements M i,j t , i = 1 . . . λ, j, t ∈ N have, the following holds:
1. (D t , Σ t ) t∈N is a homogeneous Markov chain; 2. if Σ t = σ ∈ R + a.s. for t ∈ N (e.g., if Σ 0 has a degenerate distribution with Σ 0 = σ a.s., and η is identity), even (D t ) t∈N is a homogeneous Markov chain,
Proof. Due to (3)-(7), (D t , Σ t ) t∈N can be considered as an R + × R + -valued random process. The fact that (M i,j t ) i=1...λ j,t∈N are i.i.d. implies that also (n ⊤ M i,j t ) i=1...λ t,j∈N and (η((M i,j t+1 ) i=1...λ j∈N )) t∈N are i.i.d., and for each δ > 0:
which together with (8) implies that also (D t ) t∈N is a homogeneous Markov chain. ⊓ ⊔ Proposition 2. Denote µ + the Lebesgue measure on (R + , B(R + )), H the distribution function corresponding to the first two dimensions of the random vectors M i,j t , j, t ∈ N, i = 1 . . . λ, and H δ and H ⋆ δ for δ > 0 the distribution functions corresponding to the first two dimensions of the random vectors M 
Then the following holds:
1. The distribution functions H δ and H ⋆ δ are for each δ > 0 absolutely continuous, and their densities are, respectively,
2. The transition probability kernel of (D t ) t∈N , defined
is with respect to its first argument δ continuous on R + . 3. (D t ) t∈N is µ + -irreducible and aperiodic. 4. If the following two additional conditions are fulfilled:
then (∃α n > 0) such that for α ∈ (0, α n ) is (D t ) t∈N V α −geometrically ergodic and positive Harris recurrent.
Proof. 1. Due to (10) and the strict positivity of h,
no matter which δ > 0 is considered. Let now δ > 0, A ∈ B(R 2 ). Then for t ∈ N, i = 1 . . . λ,
Consequently, H δ is absolutely continuous, with density 
This entails the inequality
Because the leftmost part and the rightmost part of the inequality (21) have the same limit for (ǫ 1 , ǫ 2 ) ǫ1,ǫ2>0 −→ (0, 0), this is also the limit of the middle part,
which means that H ⋆ δ is absolutely continuous with density given by (14). 2. For δ, δ ′ > 0, denote L δ,δ ′ a layer between the hyperplanes delimiting the half-spaces L δ and L δ ′ . More precisely
Let now δ > 0. The absolute continuity of H together with (10) imply
Consequently,
.
Due to the continuity of h and absolute continuity of H,
together with (25) allowing to apply the dominated convergence theorem, which yields
In addition, (13) and (25) imply
Together with (27) and with the absolute continuity of H, this inequality
which combined with (25) and (26) allows to again apply the dominated convergence theorem, this time yielding
In a way analogous to (28), from (14) and (25) follows:
Let c δ :
Taking into account the Borel-measurability of c δ , the absolute continuity of H and the fact that, due to (13)-(15),
(30)-(31) already imply, for A ∈ B(R + ) the desired continuity of the transition probability kernel with respect to δ, 
thus also P ((∃k ∈ N) D t+k ) ∈ A|D t = δ) > 0, which proves the µ +irreducibility of (D t ) t∈N . The aperiodicity of the chain will be proved by contradiction. Let δ ∈ R + , D ⊂ B(R + ) be a cycle of (D t ) t∈N , and ∆ ∈ D be such that δ ∈ ∆. Then ∆ is absorbing, and therefore full with respect to µ + 
Let now δ > 0. Due to (13), (14), (18) and the bound on f ,
which together with (15) and (33) implies
From (13), (14) and(32), and from the continuity of f follows
which combined with (37) allows to apply the dominant convergence theorem, yielding
Taking into account (33) implies continuity of T (Dt) t∈N f in δ, which in combination with (38) means that T (Dt) t∈N transforms bounded continuous functions into bounded continuous functions, proving that (D t ) t∈N is weak Feller. Further, a consequence of the weak Feller property of (D t ) t∈N , of its µ +irreducibility, and of the fact that the support of µ + has non-empty interior, is that all compacts in R + are petite sets ([3], Proposition 6.2.8). In particular, each set (0, β] with β > 0 is petite. Until now, we made no use of the additional conditions (16) and (17). First, from (13), (14), (16), (18) and the dominated convergence theorem follows for α ∈ (0, ε),
whereas due to (17), it is possible to introduce
From (13), (14) and (18) for x ∈ R 2 follows
and
which combined with the finite 1st moment of H allows to apply the dominated convergence theorem, yielding
This together with (44) entails the existence of β > 0 such that
For α ∈ R + , define the function ∆V α on R + by
Then for δ > 0, (4), (6), (7) and (12) lead to
In particular for 0 < δ ≤ β from (13), (14), (16) and (18) follows for α ∈ (0, ε)
On the other hand, for δ > β and α ∈ (0, ε), (13), (14), (16), (43) and (48) lead to
which together with lim α→0 α ∞ k=2
Hence, putting α ∈ (0, min{α 0 , ε}) into (52) yields
Let α n = min{α 0 , ε, 3}. Then combining (51) and (56) leads for α ∈ (0, α n ) to (ii) n ⊤ M i,j t has a 1-dimensional Gaussian distribution, thus all its moments are finite and the moment-generating function E exp(αn ⊤ M i,j t ) is finite for all α ∈ R. From this, the finiteness of E exp(|αn ⊤ M i,j t |) follows due to the symmetry of the Gaussian density, the finiteness of k-th moments of |n ⊤ M i,j t | is for k even already equivalent to the finiteness of k-th moments of n ⊤ M i,j t , and for k odd is a consequence of the inequality 
Investigation of Movement Distributions by Means of Copulas
To get a deeper understanding of the influence that the distribution of the movements has at the resulting Markov chain, it is advantageous to decompose that distribution into its marginals and the copula combining them. In this section, we express the density h of the movements distribution using such a decomposition. We will pay a separate attention to the particularly well transparent structure of Archimedean copulas. The results, formulated below in Proposition 3, are essentially an application of two important theorems of the copula theory (first of them being the famous Sklar's theorem [4] that established the relationship between multivariate distributions and copulas).
Theorem 1. Sklar [4] Let m ∈ N and F 1 . . . F m be distribution functions of one-dimensional random variables. For i = 1 . . . m, let val F i denote the value set of F i and F − i the pseudoinverse of
Then there exists an m-dimensional distribution function F such that F 1 . . . F m are marginals of F if and only if there exists an m-dimensional copula C, i.e., a distribution function on [0, 1] m with uniform marginals, fulfilling
In the positive case, C is uniquely determined on the set val F 1 × · · · × val F m , and is given by 
2. If C is Archimedean, i.e., C = C ψ according to (64) with some Archimedean generator ψ, then it is sufficient to replace (ii) and (iii), respectively, with (ii') ψ is at least 4-monotone.
Proof.
To prove (65), the relationships
are combined with (61) and c(u) = ∂ 2 C ∂[u]1∂[u]2 (u), making use of the assumption that h 1 , h 2 and c are continuous.
To prove (66), the relationships (67) are combined with (64) and (65), making use of the assumption that h 1 , h 2 and c are continuous, and of the fact that if y = ψ(t), where t = ψ −1 (u 1 ) + ψ −1 (u 2 ), then
. 
with ϑ ∈ [1, +∞). From (69) follows that
and that the sign of ψ (k) is opposite to the sign of ψ (k−1) for k ≥ 2. Thus ψ is completely monotone and using (64), ψ indeed defines a copula,
Such copulas are called Gumbel copulas [6] . The particular choice ϑ = 1 yields the product copula,
which describes the independence of marginals because due to (61),
To investigate movement distributions, any of (65) or (66) lead to the following expression for the density h needed in Proposition 2. 
. (74) 
