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1 Introduction
A weight is a positive L1loc function. Muckenhoupt proved in [17] that for
1 < p < ∞ the maximal function is bounded on Lpω iff the weight ω belongs
to the class Ap, where
ω ∈ Ap iff Qp(ω) := sup
B
〈ω〉B〈ω−1/(p−1)〉p−1B <∞.
Here the notation 〈·〉B denotes the average over the ball B and the supremum
runs over all balls B. Hunt, Muckenhoupt, Wheeden proved in [8] that the Ap
condition also characterizes the boundedness of the Hilbert transform
Hf(x) =
1
π
∫ f(y)
x− ydy
in Lpω. The extension of this theory to general Caldero´n-Zygmund operators
was done by Coifman and Fefferman in [1].
One often sees the restriction to p = 2 when working with weights. It stems
from the availability of a theory of extrapolation initiated by Rubio de Francia
[27].
Quantitative norm estimates for these operators in dependence on Qp(ω) or
Q2(ω) in particular, have attracted considerable interest. The linear and op-
timal bound in terms of the classical A2 characteristic Q2(ω) has been es-
tablished for the Hilbert transform by one of the authors in [21] and then in
[22] for the higher dimensional case and Riesz transforms. In [2] it has been
observed that linear, sharp estimates in the case p = 2 for operators such
as Riesz transforms or Haar multipliers extrapolate via Rubio de Francia’s
theorem to optimal constants for other p. The same upper estimates hold for
all Caldero´n-Zygmund operators, which was first shown in [9]. See also [11].
This remarkable result has been reproven by Lerner [16] using a completely
different approach. The bound depends upon the dimension in all these proofs.
The focus in this note is on the Riesz vector in weighted spaces L2ω and the
norm dependence on dimension as well as quantities related to Q2(ω). We
are interested in a version of A2 (and Ap) which is particularly well-suited
for working with the Riesz transforms in Rn, where we exploit the intimate
connection of Riesz transforms and harmonic functions. Namely, we use the
Poisson-A2 class with characteristic Q˜2(ω), which considers Poisson averages
instead of box averages in the definition of A2. This allows us to obtain a
bound free of dimension for the Riesz vector ~R:
‖~R‖L2ω→L2ω . Q˜2(ω).
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The Poisson-A2 characteristic arises naturally from the viewpoint of martin-
gales driven by space-time Brownian motion as in Gundy-Varopoulos [6]: the
Riesz transforms of a function can be written as conditional expectation of a
simple transformation of a martingale associated to the function. The Poisson-
A2 class is adapted to the stochastic process considered (see [12]) and for this
reason, we can find a simple, structural proof that is independent of dimension.
Our argument is deterministic, using transference principle through Bellman
functions, where convexity is replaced by harmonicity. This was also the ap-
proach in [18] as well as [25] for the weighted Hilbert transform and [5] for
unweighted Riesz transforms.
Interestingly, one-dimensional Poisson extensions of weights made a reappear-
ance in the works concerned with the famous two-weight problem for the
Hilbert transform, see [13], [14] and [10]. It enjoys its interpretation as a
‘tamed’ Hilbert transform, a feature that appears to be lost in higher dimen-
sions. In the one-dimensional case, we see a quadratic relation between the
Poisson characteristic and the classical characteristic, but the classes them-
selves are the same. Interestingly, these different A2 classes are not identical
when the dimension is larger. We will show examples of A2 weights whose
Poisson integral diverges when the dimension is at least two. Such weights be-
long to A2 but not to Poisson-A2. This shows that the Poisson characteristic
used on a pair of weights such as for the two-weight problems, is not neces-
sary in higher dimension. This is one of several obstacles when considering the
two-weight question for the Riesz transforms, that is currently under investi-
gation. We mention the recent advance [15] where the Poisson characteristic
is modified.
To see sharpness, the Buckley examples can be used for any 1 < p < 2.
This is in a contrast to the classical case, where they work directly for 1 <
p ≤ 2 and one then uses duality to reach the remaining p. So, in the Poisson
case, there remains a gap at p = 2. Previous texts claiming otherwise use a
reference that contains an arithmetic error. The authors are indebted to the
anonymous referee for finding this mistake. It has lead to an interesting detour
to show sharpness at the exponent 2, through a martingale representation of
the Hilbert transform and a martingale extrapolation theorem, whose proof
(very similar to the known proof for sublinear operator) we sketch.
3
2 Notation
The Riesz transforms Rk in R
n are the component operators of the Riesz
vector ~R, defined on the Schwartz class by
ˆ(Rkf)(ξ) = i
ξk
‖ξ‖ fˆ(ξ).
We consider the space L2ω, where ω is a positive scalar valued L
1
loc function,
called a weight. More specifically, the space L2ω(R
n;C) consists of all measur-
able functions f : Rn → C so that the quantity
‖f‖ω :=
(∫
Rn
|f(x)|2ω(x)dx
)1/2
is finite, where dx denotes the Lebesgue measure on Rn. For the space of vector
valued functions L2ω(R
n;Cn), we replace | · | by the ℓ2 norm ‖ · ‖.
We are concerned with a special class of weights, called Poisson-A2. We say
ω ∈ A˜2 if
Q˜2(ω) := sup
(x,t)∈Rn×R+
Pt(ω)(x)Pt(ω
−1)(x) <∞ (1)
where Pt denotes the Poisson extension operator into the upper half space
defined by
Pt = e
−tA
where we define A :=
√−∆ and where ∆ is the Laplacian in Rn. The scalar
Riesz transforms can be written as
Rk = ∂k ◦ A−1.
The Poisson kernel has the form
Pt(y) = cn
t
(t2 + |y|2)n+12
where cn is its normalizing factor. The extension operator becomes
Ptf(x) =
∫
Rn
f(y)Pt(x− y)dy.
3 Main results
The main purpose of this text is to provide the dimensionless estimate:
4
Theorem 3.1 There exists a constant c that does not depend on the dimen-
sion n or on the weight ω so that for all weights ω ∈ A˜2 the Riesz vector as an
operator in weighted space L2ω → L2ω has operator norm ‖~R‖L2ω→L2ω ≤ cQ˜2(ω).
The estimate is sharp in the following sense: there exists no function Φ :
[1,∞[→ R+ so that Φ(x)x → 0 when x → ∞ with ‖~R‖L2ω→L2ω ≤ cΦ(Q˜2(ω)) for
all weights ω ∈ A˜2 and all n.
A similar estimate holds for other exponents 1 < p < ∞ and is optimal as
well. It can be found in section 6.
We also investigate the relationship between different Muckenhoupt classes.
Notably, their relation changes with dimension:
Theorem 3.2 Poisson-A2 and classical A2 only define the same classes of
weights when the dimension is one: A˜2 = A2 if and only if n = 1. Otherwise
A˜2 is properly included in A2.
In our method of proof, the dimensionless estimate in Theorem 3.1 requires
us to prove a vector valued version of a theorem by Wittwer (see section 6 for
p 6= 2.)
Theorem 3.3 Let H be a separable Hilbert space and ~f : R → H. For each
I in the dyadic collection D, let σI denote any unitary transformation on H
and hI a Haar function. The vector valued operator
~Tσf =
∑
I∈D
σI(~f, hI)hI
has operator norm uniformly bounded by cQ2(ω).
In section 8 we also prove a sharp extrapolation theorem in the martingale
setting for filtered spaces with continuous index.
4 The dimension-free estimate
Since
‖~R‖L2ω(Rn;C)→L2ω(Rn;Cn) = ‖ω1/2 ~Rω−1/2‖L2(Rn;C)→L2(Rn;Cn)
where the outer multiplication by ω1/2 is a scalar multiplication. We can esti-
mate ‖~R‖L2ω→L2ω via L2 duality. It is sufficient to estimate
|(~g, ω1/2 ~Rω−1/2f)| ≤ cQ˜2(ω)‖f‖‖~g‖
for test functions (smooth and compactly supported) f,~g, where f is scalar
valued and ~g vector valued. Or (considering ω−1/2f instead of f and ω1/2~g
5
instead of ~g):
|(~g, ~Rf)| ≤ cQ˜2(ω)‖~g‖ω−1‖f‖ω.
To prove this estimate, we prove the following theorem:
Theorem 4.1 For test functions f,~g and ω ∈ A˜2 we have the following esti-
mate:
|(~g, ~Rf)| ≤ cQ˜2(ω)(‖~g‖2ω−1 + ‖f‖2ω); (2)
here c does not depend on f,~g, n, k or ω.
Considering λf and λ−1~g for appropriate λ, with the considerations above
yields Theorem 3.1.
Before we turn to the proof of Theorem 4.1, let us formulate several useful
lemmata.
4.1 Several useful Lemmata
The following is a well known fact. It is, for example, stated in [6].
Lemma 4.2
(~g, ~Rf) = −4
∫ ∞
0
(
d
dt
Pt~g,∇Ptf)tdt.
The proof using semigroups is very simple and concise, so we include it for the
convenience of the reader. Instead of using semigroups, the same result can be
obtained by the use of the Fourier transform.
Proof. Observe that F (0) =
∫∞
0 F
′′(t)tdt for sufficiently fast decaying F . So
(g, Rkf) = (P0g, P0Rkf) =
∫ ∞
0
d2
dt2
(Ptg, PtRkf) tdt.
The right hand side becomes
∫ ∞
0
(
(
d2
dt2
Ptg, PtRkf) + 2(
d
dt
Ptg,
d
dt
PtRkf) + (Ptg,
d2
dt2
PtRkf)
)
tdt.
Now we use the fact that d
dt
Pt = −APt and d2dt2Pt = A2Pt and symmetry of A
to see that the above equals
4
∫ ∞
0
(APtg, APtRkf)tdt.
6
Observing that A commutes with Pt and ∂k, that Rk = ∂k ◦ A−1, and using
d
dt
Pt = −APt, we obtain
(g, Rkf) = −4
∫ ∞
0
(
d
dt
Ptg, ∂kPtf)tdt.
For function f and vector function ~g this becomes
(~g, ~Rf) = −4
∫ ∞
0
(
d
dt
Pt~g,∇Ptf)tdt.
QED
Our final estimate is based on a sharp weighted estimate for a dyadic model
operator in one dimension that we now describe. Let D = {2k[n;n+1) : n, k ∈
Z} denote the standard dyadic grid in R. Let for I ∈ D denote I± ∈ D the
respective right and left halves of the interval I. Then, hI = |I|−1/2(χI+−χI−)
form the Haar basis normalized in L2. Let σ denote a sequence σI = ±1. By
Tσ we mean
Tσf =
∑
I∈D
σI(f, hI)hI .
Wittwer’s estimate from [28], is
sup
σ
‖Tσ‖L2ω→L2ω ≤ cQ2(ω)
with c independent of the weight. This estimate allows one to claim the ex-
istence of a Bellman function such as in [24], however only for the case of
real-valued functions. In the vector-valued case, we will need Theorem 3.3,
which in turn implies the existence of a Bellman function adapted to vector-
valued functions arising in our problem:
Lemma 4.3 For any Q > 1 let D be a subset of R× R× C× Cn × R× R
DQ = {(X,Y,x,y, r, s) : |x|2 < Xs, ‖y‖2 < Yr, 1 < rs < Q}.
For any compact K ⊂ DQ there exists an infinitely differentiable function
BK,Q defined in a small neighborhood of K that still lies inside DQ so that the
following estimates hold in K.
0 ≤ BK,Q ≤ cQ(X+Y), (3)
− d2BK,Q ≥ 2 |dx| ‖dy‖. (4)
The last inequality describes an operator inequality where the left hand side
is the negative Hessian of B. Notice that one of the variables, namely y, is
vector-valued.
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Proof. (of Theorem 3.3) To prove this estimate, first observe that the estimate
for all choices of σI is proved by duality if we show the estimate
1
|J |
∑
I∈D(J)
‖(~f, hI)‖‖(~g, hI)‖ 6 cQ2(ω)〈‖~f‖2ω〉1/2J 〈‖~g‖2ω−1〉1/2J .
One splits the estimate into the classical four sums. Let for a weight ν denote
hνI the disbalanced Haar functions, forming an orthonormal basis in L
2(ν).
Here hI = α
ν
Ih
ν
I + ρ
ν
IχI |I|−1/2, where one calculates
ρνI =
〈ν〉I+ − 〈ν〉I−
〈ν〉I and α
ν
I =
〈ν〉1/2I+ 〈ν〉1/2I−
〈ν〉1/2I
and so obtains four sums
I =
1
|J |
∑
I∈D(J)
|αw−1I ||αωI |‖(~fω, hω
−1
I )ω−1‖‖(~gω−1, hωI )ω‖
II =
1
|J |
∑
I∈D(J)
|αω−1I ||ρωI |‖(~fω, hω
−1
I )ω−1‖‖(~g, χI |I|−1/2)‖
III =
1
|J |
∑
I∈D(J)
|αωI ||ρω
−1
I |‖(~f, χI |I|−1/2)‖‖(~gω−1, hωI )ω‖
IV =
1
|J |
∑
I∈D(J)
|ρωI ||ρω
−1
I |‖(~f, χI |I|−1/2)‖‖(~g, χI |I|−1/2)‖.
Sum I . Q2(ω)
1/2〈‖~f‖2ω〉1/2J 〈‖~g‖2ω−1〉1/2J is estimated via Cauchy Schwarz
and by using that we have an orthonormal basis in the weighted spaces,
and |αω−1I ||αωI | . Q2(ω)1/2. Sums II and III are similar. We estimate II .
〈‖~f‖2ω〉1/2J
(
1
|J |
∑
I∈D(J) |αω−1I |2|ρωI |2‖(~g, χI |I|−1/2)‖2
)1/2
. The second part in-
volves use of a Carleson embedding theorem for vector functions:
1
|K|
∑
J∈D(K)
aJ〈ω〉2J . 〈ω〉K ∀K ⇒
1
|J |
∑
I∈D(J)
aI‖(~g, χI |I|−1)‖2 . 〈‖~gω−1/2‖2〉J
applied to aI = |I||αw−1I |2|ρωI |2. The testing condition on the left hand side is
a scalar estimate and was shown in [28]. To see the proof of the implication
above, one estimates ‖(~g, χI |I|−1)‖ ≤ 〈‖~g‖〉I and uses the scalar weighted
Carleson embedding theorem, see [19] p. 911. Sum IV can be handled in
the same way as the short cut in [26] p. 7 using the maximal function after
estimating ‖(~g, χI |I|−1)‖ ≤ (‖~gω−1‖ω, χI |I|−1) and similar for f . QED
Proof. (of Lemma 4.3) Using Theorem 3.3, by duality and localising, one ob-
tains an inequality of the form
1
|J |
∑
I∈D(J)
‖(~f, hI)‖‖(~g, hI)‖ ≤ cQ2(ω)〈‖~f‖2ω〉1/2J 〈‖~g‖2ω−1〉1/2J .
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By setting up an extremal problem in the same way as in [24] p. 294 (scalar
weigted) or [23] p. 320 (vector, unweighted) one obtains the existence of a
Bellman function with variables X = 〈‖~f‖2ω〉,Y = 〈‖~g‖2ω−1〉,x = 〈~f〉,y =
〈~g〉, r = 〈ω〉, s = 〈ω−1〉. Replacing in [24] p. 294 x2 by ‖x‖2 and y2 by ‖y‖2 in
the description of the domain, one obtains the Bellman function as claimed
in Lemma 4.3, where the scalar parameter x stands for the vector parameter
(x, 0, . . . , 0). QED
The estimate (4) on the Hessian is not quite enough for us. We will need the
following form of a Lemma that has been proven in [5] and generalised in [3],
the so-called ‘ellipse lemma’.
Lemma 4.4 Let m, l, k ∈ N. Denote d = m+ l+k. For arbitrary u ∈ Rm+l+k
write u = um⊕ul⊕uk, where ui ∈ Ri for i = m, l, k. Let rm = ‖um‖, rl = ‖ul‖.
Suppose the matrix A ∈ Rd×d is such that
(Au, u) ≥ 2rmrl
for all u ∈ Rd. Then there exists τ > 0 so that
(Au, u) ≥ τr2m + τ−1r2l
for all u ∈ Rd.
We will be using this lemma for m = 2, l = 2n and k = 4.
4.2 Proof of the dimension-free estimate
Recall the inequality of Theorem 4.1. We want to show for test functions f
and g and ω ∈ A˜2:
|(~g, ~Rf)| ≤ cQ˜2(ω)(‖~g‖2ω−1 + ‖f‖2ω).
For a fixed non-constant weight ω we let Q = (1 + ε)Q˜2(ω). This gives rise to
the set DQ. We define
bK,Q(x, t) = BK,Q(v(x, t))
where
v(x, t) =
(
Pt(|f |2ω), Pt(‖~g‖2ω−1), Pt(f), Pt(~g), Pt(ω), Pt(ω−1)
)
(x)
Here K is a compact subset of DQ to be chosen later.
Note that the vector v ∈ DQ for any choice of (x, t). This is ensured by
Q = Q˜2(ω) and several applications of Jensen’s inequality. Notice also that the
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vector v takes compacts inside the interior of Rn+1+ to compacts K inside DQ
for fixed f,~g, ω. By elementary application of the chain rule (using harmonicity
of the components of v) one shows that
∆x,tb(x, t) =
n∑
i=1
(d2B(v)
∂
∂xi
v,
∂
∂xi
v) + (d2B(v)
∂
∂t
v,
∂
∂t
v).
Here ∆x,t is the full Laplacian in the upper half space
∆x,t =
n∑
i=1
∂2xi + ∂
2
t .
Notice that condition (4) in Lemma 4.3 means that at any v = (X,Y,x,y, r, s)
in K ⊂ DQ, for any u = (u1, . . . , u6) ∈ R×R×C×Cn ×R×R, we have the
inequality
(−d2BK,Q(v)u, u) ≥ 2 |u3| ‖u4‖.
In our situation, f,~g, ω and Q are fixed, but we have varyingK, x, t. So Lemma
4.4 guarantees the existence of τx,t,K so that
(−d2B(v) ∂
∂xi
v,
∂
∂xi
v) ≥ τx,t,K | ∂
∂xi
Ptf |2 + τ−1x,t,K‖
∂
∂xi
Pt~g‖2
for all i and
(−d2B(v) ∂
∂t
v,
∂
∂t
v) ≥ τx,t,K | ∂
∂t
Ptf |2 + τ−1x,t,K‖
∂
∂t
Pt~g‖2.
So
−∆x,tbK,Q(x, t)
≥ τx,t,K
(
n∑
i=1
| ∂
∂xi
Ptf |2 + | ∂
∂t
Ptf |2
)
+τ−1x,t,K
(
n∑
i=1
‖ ∂
∂xi
Pt~g‖2 + ‖ ∂
∂t
Pt~g‖2
)
≥ 2
(
n∑
i=1
| ∂
∂xi
Ptf |2 + | ∂
∂t
Ptf |2
)1/2 ( n∑
i=1
‖ ∂
∂xi
Pt~g‖2 + ‖ ∂
∂t
Pt~g‖2
)1/2
≥ 2
(
n∑
i=1
| ∂
∂xi
Ptf |2
)1/2
‖ ∂
∂t
Pt~g‖
=2‖∇Ptf‖‖ ∂
∂t
Pt~g‖
Using Lemma 4.2, and the estimate for the Laplacian we just proved, we have:
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|(~g, ~Rf)|
≤ 4
∫ ∞
0
|( ∂
∂t
Pt~g,∇Ptf)|tdt
≤ 4
∫ ∞
0
∫
Rn
‖ ∂
∂t
Pt~g‖‖∇Ptf‖dxtdt
≤ 2
∫ ∞
0
∫
Rn
−∆x,tbK,Q(x, t)dxtdt.
It remains to see that
−
∫ ∞
0
∫
Rn
∆x,tbK,Q(x, t)dxtdt ≤ CQ˜2(‖f‖2ω + ‖~g‖2ω−1) (5)
with C independent of n. In order to obtain this last estimate, we will apply
Green’s formula as well as some properties of our Bellman function. We are
going to pass through values of the function b.
Recall the statement of Green’s formula:
Theorem 4.5
∫
Ω
(f(x)∆g(x)− g(x)∆f(x)) dA(x) =
∫
∂Ω
(
f(t)
∂g
∂n
(t)− g(t)∂f
∂n
(t)
)
dS(t)
where n is the outward normal and dS the surface measure on ∂Ω.
In order to be accurate, we are obliged to take care of a few technicalities first.
Let TR be a cylinder with square base in upper half space [−R,R]n × [0, 2R].
For R not too small, the point (0, 1) lies inside TR. Let TR,ǫ = TR + (0, ǫ). For
any interior point (ξ, τ), let GR,ǫ[(x, t), (ξ, τ)] be its Green’s function, meaning
that
∆x,tG
R,ǫ[(x, t), (ξ, τ)] = −δ(ξ,τ) and GR,ǫ = 0 on ∂TR,ǫ.
Notice that RT1,0 = TR,ǫ − (0, ǫ) and the Green’s functions relate as follows:
Lemma 4.6 The Green’s function has the following scaling property:
Rn−1GR,ǫ[(x, t), (ξ, τ)] = G1,0[(R−1(x, t− ǫ), R−1(ξ, τ − ǫ))]. (6)
Proof. By uniqueness it suffices to see thatR−(n−1)G1,0[R−1(x, t−ǫ), R−1(ξ, τ−
ǫ)] is indeed the Green function for the region TR,ǫ at the point (ξ, τ). It is
clear that it equals zero on ∂TR,ǫ. Furthermore for any test function f we have
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∫ ∫
TR,ǫ
∆x,tR
−(n−1)G1,0[R−1(x, t− ǫ), R−1(ξ, τ − ǫ)]f(x, t)dxdt
=
∫ ∫
T1,0
∆y,sG
1,0[(y, s), R−1(ξ, τ − ǫ)]f(Ry,Rs+ ε)dyds
= −f(ξ, τ)
We did a substitution (x, t) = (Ry,Rs + ǫ). Note that there is a R−2 factor
arising from the switch of ∆x,t to ∆y,s and a R
n+1 factor arising from the
determinant. QED
Recall that the vector v maps each TR,ǫ into a compact K = KR,ǫ ⊂ DQ.
For technical reasons we have to exhaust the upper half space by compacts
denoted by M . For that, first fix any compact set M in the open upper half
space and consider R large enough and ǫ small enough so that M ⊂ TR,ǫ.
Let us start to use the size estimate of our Bellman function to obtain an
estimate of the function value bK,Q(0, R + ǫ) from above:
bK,Q(0, R + ǫ)
≤CQ˜2
(
PR+ǫ(|f |2ω)(0) + PR+ǫ(‖~g‖2ω−1)(0)
)
= cnCQ˜2
∫
Rn
|f |2(y)ω(y) R + ǫ
((R+ ǫ)2 + |y|2)n+12 dy
+cnCQ˜2
∫
Rn
‖~g‖2(y)ω−1(y) R + ǫ
((R+ ǫ)2 + |y|2)n+12 dy
≤ cn(R + ǫ)−nCQ˜2(‖f‖2ω + ‖~g‖2ω−1).
For an estimate from below, Green’s formula applied to our situation gives:
bK,Q(0, R + ǫ)
=−
∫ ∫
TR,ǫ
GR,ǫ((x, t), (0, R+ ǫ))∆x,tbK,Q(x, t)dxdt
−
∫
∂TR,ǫ
bK,Q(x, t)
∂GR,ǫ((x, t), (0, R + ǫ))
∂n
dxdt
+
∫
∂TR,ǫ
GR,ǫ((x, t), (0, R + ǫ))
∂bK,Q((x, t))
∂n
dxdt
The first boundary term is negative because b is non-negative and the outward
normal of the Green’s function is negative on the boundary of TR,ǫ. The second
boundary term vanishes because GR,ǫ = 0 on the boundary. So we have the
following estimate:
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bK,Q(0, R + ǫ)
≥−
∫ ∫
TR,ǫ
GR,ǫ((x, t), (0, R+ ǫ))∆x,tbK,Q(x, t)dxdt.
≥−
∫ ∫
M
GR,ǫ((x, t), (0, R + ǫ))∆x,tbK,Q(x, t)dxdt.
since −∆b ≥ 0 and where we recall that M ⊂ TR,ǫ. We continue the estimate
using the scaling properties of the Green functions (6).
bK,Q(0, R + ǫ)≥−
∫ ∫
M
R−(n−1)G1,0(R−1(x, t− ǫ), (0, 1))∆x,tb(x, t)dxdt.
Since G1,0((R−1x, 0), (0, 1)) = 0 we have
bK,Q(0, R + ǫ)
≥−
∫ ∫
M
R−(n−1)
{
G1,0((R−1x,R−1(t− ǫ), (0, 1))−
G1,0((R−1x, 0), (0, 1))
}
∆x,tb(x, t)dxdt
=−
∫ ∫
M
R−(n−1)
∂G1,0
∂t
(R−1x, τ)R−1(t− ǫ)∆x,tbK,Q(x, t)dxdt
=−
∫ ∫
M
R−n
∂G1,0
∂t
(R−1x, τ)∆x,tbK,Q(x, t)dx(t− ǫ)dt,
where 0 ≤ τ ≤ R−1(t − ǫ). Pulling this all together with the estimate from
above,
−
∫ ∫
M
R−n
∂G1,0
∂t
(R−1x, τ)∆x,tbK,Q(x, t)dx(t− ε)dt
≤ bK,Q(0, R+ ǫ) ≤ cn(R + ǫ)−nCQ˜2(‖f‖2ω + ‖~g‖2ω−1),
hence
−
∫ ∫
M
∂G1,0
∂t
(R−1x, τ)∆x,tbK,Q(x, t)dx(t− ǫ)dt ≤ cnCQ˜2(‖f‖2ω + ‖~g‖2ω−1)
uniformly with respect to R and ǫ, for all givenM . When R goes to infinity, the
normal derivative ∂G
1,0
∂t
(R−1x, τ) tends to ∂G
1,0
∂t
(0, 0) uniformly with respect to
(x, t) ∈ M . But we know that the normal derivative ∂G1,0
∂t
(0, 0) is exactly the
normalizing factor cn of the Poisson kernel. Letting R go to infinity and ε go
to zero yields for all compact M of the upper half space:
−
∫ ∫
M
∆x,tbK,Q(x, t)dxtdt ≤ CQ˜2(‖f‖2ω + ‖~g‖2ω−1).
Finally, lettingM exhaust the upper half space establishes (5). This concludes
the proof of Theorem 4.1 and therefore the proof of the main Theorem 3.1.
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5 The comparison of classical and Poisson characteristic.
In this section we prove Theorem 3.2. We provide an example that demon-
strates that A˜2 6= A2 if n > 1. For the case n = 1, it is known that the two
classes are the same. In fact, for n = 1 the estimates
Q2(ω) . Q˜2(ω) . Q2(ω)
2
are proven in [7] and this estimate is sharp. For the lower estimate the cork
screw point is used (see also below) and for the upper estimate one splits the
arising Poisson integrals into dyadic rings and uses the doubling property of
the A2 weight repeatedly.
If n > 1 however, an easy example shows that the Poisson integral of a simple
power weight diverges, although the weight belongs to classical A2. Consider
ωα(x) = |x|α. It is well known and straightforward to check that ωα ∈ A2 if
and only if |α| < n. Also Q2(ωα) ∼ 1n2−α2 . We show that the Poisson integral
Ptωα(0) diverges for α > 1. Indeed,
Pt(ωα)(0)
∼
∫
Rn
t
(t2 + |x|2)n+12 |x|
αdx
= |S|
∫ ∞
0
t
(t2 + r2)
n+1
2
rα+n−1dr
≥ |S|
∞∑
k=1
∫ 2kt
2k−1t
t
(t2 + r2)
n+1
2
rα+n−1dr
& |S|
∞∑
k=1
2k−1t
t
(t2 + 22kt2)
n+1
2
(2k−1t)α+n−1
& tα|S|2−α−n−1
∞∑
k=1
2(α−1)k
We see that this sum converges if and only if α − 1 < 0. If n ≥ 2 we have
ωα ∈ A2 if and only if |α| < n so we can easily pick a valid α for which the
above sum diverges.
Thus not every weight in A2 is in A˜2. The converse is still true, though. Let
ω ∈ A˜2, and let B be a ball with center a and radius r. Then for y ∈ B,
|a− y| < r, and so
1
rn
≤ 2 (n+1)2 r
(r2 + |a− y|2)n+12
and so
〈ω〉B .
∫
B
r ω(y)
(r2 + |a− y|2)n+12 dy . Pr(ω)(a),
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and similarly for 〈ω−1〉B. Thus Q2(ω) . Q˜2(ω). This concludes the proof of
Theorem 3.2
6 Remarks on Lpω
When defining the appropriate Poisson-Ap class A˜p consisting of those weights
so that
Q˜p(ω) := sup
(x,t)∈Rn×R+
Pt(ω)(x)(Pt(ω
−1/(p−1))(x))p−1 <∞, (7)
our dimension-free estimate holds for 1 < p <∞:
Theorem 6.1 There exists a constant cp that does not depend on the dimen-
sion n or on the weight ω so that for all weights ω ∈ A˜p the Riesz vector as an
operator in weighted space Lpω → Lpω has operator norm ‖~R‖Lpω→Lpω ≤ cpQ˜rpp (ω)
with rp = 1 when p ≥ 2 and rp = 1/(p− 1) for 1 < p < 2.
We make some remarks about the proof.
In [2] a sharp extrapolation theorem was proven, that can be seen to hold
for vector valued operators. In particular, it supplies us with an Lp version
of Wittwer’s estimate [28] in dimension 1 and more importantly the vector
analog Lemma 3.3 in terms of the classical Ap characteristic:
sup
σ
‖~Tσ‖Lpω→Lpω ≤ cpQp(ω)rp
where rp is as in Theorem 6.1. One derives from this estimate a Bellman
function for the Lp case with slightly different variables. The corresponding
scalar Bellman function is stated in [24] p. 299, from which one can deduce
the variables in the vector case by replacing xp by ‖x‖p and yp′ by ‖y‖p′. The
remaining part of the argument is identical to the case p = 2. The resulting
estimate is dimensionless and the powers of the respective characteristic of
the weight is inherited from the dyadic case. As before, the classical dyadic
characteristic that matches a dyadic martingale is replaced by the Poisson
characteristic for space time Brownian motion.
7 Sharpness for p 6= 2
In this section, we show that the estimates claimed in Theorem 6.1 are optimal
in the sense that for every 1 < p <∞ there exists no function Φp : [1,∞[→ R+
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so that Φp(x)
xrp
→ 0 when x→∞ with ‖~R‖Lpω→Lpω ≤ cpΦp(Q˜p(ω)) for all weights
ω ∈ A˜p and all n ∈ N.
One sees that for n = 1, |α| < 1, α 6= 0
∫
R
1
(1 + |x|2) |x|
αdx=2
∫ ∞
1
1
(1 + x2)
xαdx+ 2
∫ 1
0
1
(1 + x2)
xαdx
≤ 2
∫ ∞
1
xα−2dx+ 2
∫ 1
0
xαdx
=− 2
α− 1 +
2
α + 1
.
Similarly
∫
R
1
(1+|x|2)
|x|αdx ≥ − 1
α−1
+ 1
α+1
. Let p < 2 and 0 < s < 1. Choose
Buckley’s example ωs(x) = |x|(p−1)(1−s) and its conjugate weight σs(x) =
ω−1/(p−1)s = |x|−1+s. So the above estimate is valid for these exponents since
(p− 1)(1− s) < 1. Also −1 + s > −1 and so one can calculate
P1(ωs)(0) ≤ 2
2− p+ ps− s +
2
p− ps+ s
P1(ω
− 1
p−1
s )(0) ≤ 2
2− s +
2
s
.
When p < 2 one has for s→ 0 that P1(ωs)(0) ∼ 1 and that P1(ω−1/(p−1)s )(0) .
1
s
. So
P1(ωs)(0)P1
(
ω
− 1
p−1
s
)p−1
(0) .
1
sp−1
.
But for p < 2 one can see that the same estimate
Pt(ωs)(a)Pt
(
ω
− 1
p−1
s
)p−1
(a) .
1
sp−1
holds when t 6= 1 and |a| > 0. Indeed, when t 6= 1 one adjusts the calculation
to the scale t and the above product is independent of t. One then shows that
the quantity is decreasing in |a|. So
Q˜p(|x|(p−1)(1−s)) . s1−p.
Now take fs(x) = x
s−1χ]0,1]. One estimates for x > 2 thanks to the support of
fs and the decay of the kernel of H that
Hfs(x) ≃
∫ 1
0
1
x− tfs(t)dt &
1
x
∫ 1
0
fs(t)dt =
1
sx
.
Then
‖Hfs‖pLpωs &
1
sp
∫ ∞
2
x(p−1)(1−s)−pdx &
−1
sp(1− p)s &
1
sp+1
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and
‖fs‖pLpωs =
∫ 1
0
xp(s−1)x(p−1)(1−s)dx =
∫ 1
0
xs−1dx =
1
s
.
So
Q˜p(ωs)
1
p−1‖fs‖Lpωs . s
−1− 1
p and ‖Hfs‖Lpωs & s
−1− 1
p .
Letting s→ 0 shows that the estimate is optimal for 1 < p < 2. The range of
p > 2 is seen by duality (Lpω)
∗ = Lp
′
ω1−p′
and the fact that H is self adjoint up
to a sign. We detail the argument: let ωs = |x|s−1 then Pt(ωs) and Pt
(
ω
−1
p−1
s
)
converge for p > 2 and Q˜p′(ω
1−p′
s ) = Q˜p(ωs)
1
p−1 . Assume there exists Φ growing
slower than linear so that for some p > 2 we have ‖H‖Lpωs . Φ(Q˜p(ωs)).
Then ‖H∗‖(Lpωs )∗ . Φ(Q˜p(ωs)) and thus with vs = ω1−p
′
s we have ‖H‖Lp′vs .
Φ(Q˜p′(vs)
p−1) with p′ < 2. This contradicts the sharpness already seen for this
range of exponents with weights vs ∈ A˜p′ .
One can see that for p = 2 we have P1(ωs)(0) &
1
s
, indeed P1(ωs)(0) ≥
1
2−p+ps−s
+ 1
p−ps+s
and that the example provided above does not give sharpness
at the critical exponent p = 2. We get to this exponent through extrapolation
in a martingale setting.
8 Martingale Extrapolation
In the following we have a filtered probability space with the usual assump-
tions: the filtration is right continuous and F0 contains all F null sets. Let
w be a positive, uniformly integrable martingale, called a weight. Let X and
Y be adapted right continuous martingales. Throughout, we may identify
martingales with their closures, for example w∞ with w by the assumption of
uniform integrability of w. The AFp characteristic in this setting is
QFp (w) = [w]AFp = sup
τ
‖wτσp−1τ ‖∞
where τ adapted stopping times and σ the conjugate weight so that σpw = σ.
The case that will interest us is just two dimensional Brownian motion (or
rather: background noise) with its induced filtration.
The theorem below is referred to as extrapolation theorem and appeared in its
sharp form in [2] for a pair of functions f and Tf with T a sublinear operator
and in the case of classical weight characteristics
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sup
Q
1
|Q|
∫
Q
w
1
|Q|
∫
Q
w−1
with the supremum over all cubes in Euclidean space without underlying fil-
trations. Our statement below involves martingales and filtered probability
spaces - we take special care of the quantifiers that appear since we plan
to use extrapolation for a lower estimate to recover sharpness in the critical
exponent p = 2.
Theorem 8.1 Given a filtered probability space as described above. Let 1 <
p < ∞ and w ∈ AFp . Let martingales X, Y ∈ Lpw. Suppose 1 < r < ∞
and suppose ∀A > 1, ∃Nr(A) > 0 increasing such that for triples X, Y, ρ with
Y,X ∈ Lrρ and QFr (ρ) = [ρ]AFr 6 A
‖Y ‖Lrρ 6 Nr(A)‖X‖Lrρ .
Then for any 1 < p <∞ there exists Np(B) > 0 such that if QFp (w) = [w]AFp 6
B there holds
‖Y ‖Lpw 6 Np(B)‖X‖Lpw .
With C∗(p) denoting the numeric part of the estimate in the weighted Lp maxi-
mal estimate, in particular if p > r then Np(B) 6 2
1/rNr(2C
∗(p′)(p−r)/(p−1)B).
If p < r then Np(B) 6 2
(r−1)/rNr
(
2r−1(C∗(p)p−rB)
r−1
p−1
)
.
Remark 8.2 The extrapolation theorem also holds of course for filtered spaces
with discrete time.
In the classical setting, Buckley’s sharp estimate for the weighted Hardy-
Littlewood maximal function
‖M‖Lpw→Lpw . Qp(w)
p′
p
appeared in the proof of the extrapolation theorem. Here, it is replaced by a
weighted Doob inequality:
‖X∗‖Lpw . [w]
p′
p
AFp
‖X‖Lpw .
For this estimate, see for example [20] if one is satisfied with continuous in
space processes. Consider [4] if jumps are desired. The latter also gives an
estimate of the implied constant C∗(p) = p
p′
p−1
.
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The rest of the modifications are minor for readers acquainted with basic
probability theory. We will pass back and forth between martingales, say Mt
and their closures M∞. This is possible due to the assumption of uniform
integrability on the weight w or it is clear from the context that we are dealing
with a right continuous submartingale with supt E(|Mt|) < ∞ so that the
martingale convergence theorem applies. Sometimes apply the convergence
theorem to the submartingale Nt = |Mt|s and thus obtain a closure N∞ and
M∞. To compute martingale L
p norms, we may now work with their closures.
Since the integrability assumptions on the martingales X, Y will be essential
to our argument of our lower estimate, we sketch the proof of the extrapolation
theorem briefly. Just as in [2] we need the following lemma:
Lemma 8.3 Let 1 < p <∞ and let w ∈ AFp .
(1) Let 1 < r < p < ∞ and pose s = (p/r)′ = p/(p − r). Then for every
non-negative u ∈ Lsw there exists v ∈ Lsw such that almost everywhere
u(x) 6 v(x) and ‖v‖Lsw 6 2‖u‖Lsw and with martingale vw = (vw)t we
have [vw]AFr . [w]AFp with the implied constant depending only on p, r.
(2) Let 1 < p < r and pose s = p/(r − p). Then for every non-negative
u ∈ Lsw there exists v ∈ Lsw such that almost everywhere u(x) 6 v(x)
and ‖v‖Lsw 6 2r−1‖u‖Lsw and [v−1w]AFr . [w]
r−1
p−1
AFp
with the implied constant
depending only on p, r.
Proof. Let us consider S(u)s = (w−1(us/p
′
w)∗)p
′
. Observe in a straightforward
manner, using the maximal estimate
‖S(u)‖Lsw 6 C∗(p′)p
′/s[w1−p
′
]
p/p′·p′/s
AF
p′
‖u‖Lsw = [w]p
′/s
AFp
‖u‖Lsw (8)
where we used that [w1−p
′
]AF
p′
= [w]
p′/p
AFp
. We also show that (uw, S(u)w) belongs
to AFr with characteristic bounded by [w]
1−p′/s
AFp
. The last statement concerns
martingales (uw)t and ((S(u)w)
−1/(r−1))t. Let τ be a stopping time. There
holds
(uw)τ((S(u)w)
−1/(r−1))r−1τ
= (uwp
′/sw1−p
′/s)τ (((u
s/p′w)∗)−p
′/s(r−1)w−1/(p−1))r−1τ
6 (us/p
′
w)p
′/s
τ (w)
1−p′/s
τ (u
s/p′w)−p
′/s
τ (w
−1/(p−1))r−1τ
= ((w)τ(w
−1/(p−1))p−1τ )
1−p′/s.
In the second line we used Ho¨lder inequality for the first term and for the
second term that for any stopping time τ almost everywhere (us/p
′
w)τ 6
(us/p
′
w)∗ while observing that the exponent −p′/s(r− 1) < 0, in combination
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with elementary property of conditional expectation. The last line uses r−1 =
(p− 1)(1− p′/s). Taking supremum over all stopping times gives the estimate
[uv, S(u)w]AFr 6 [w]
1−p′/s
AFp
. (9)
For part a) we let v =
∑∞
n=0
Sn(u)
2n‖S‖n
. Observe S(v) 6 2‖S‖(v − u) 6 2‖S‖v.
Use this observation and the AFr estimate (9) and the above norm estimate
(8) of ‖S‖ to obtain
(vw)τ((vw)
−1/(r−1))r−1τ 6 2‖S‖(vw)τ((S(v)w)−1/(r−1))r−1τ
6 2C∗(p′)p
′/s[w]AFp .
For part b) use duality, see [2] for details. QED
We pass to the proof of the extrapolation theorem for martingales
Proof. Assume first 1 < r < p. Identify Y with its closure.
‖Y ‖rLpw = ‖|Y |r‖Ls′(w) = sup
u>0:‖u‖Lsw=1
∫
|Y |ruwdP.
Take v as constructed in Lemma 8.3 and obtain
∫
|Y |ruwdP6
∫
|Y |rvwdP
6Nr([vw]AFr )
r
∫
|X|rvwr/pw1−r/pdP
6Nr([vw]AFr )
r
(∫
|X|pwdP
)r/p (∫
vswdP
)1/s
6 2Nr([vw]AFr )
r‖X‖rLpw .
Thanks to the estimate on [vw]AFr and Nr increasing we have the desired
estimate after taking supremum in admissible u. Note that in particular X, Y
belong to Lrvw for all admissible u and their so constructed v. The case 1 <
p < r is similar, see [2] with similar changes as above to the setting here. QED
9 The probabilistic Hilbert transform and Ap–characteristic
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Let 1 < p < 2. Choose fs and ωs as above. We have seen that ‖Hfs‖Lpωs &
s−1−1/p and that ‖fs‖Lpωs . s−1/p and Qp(ωs)1/(p−1) . s−1.
We wish to recast those estimates in a probabilistic setting for suitable mar-
tingales, so as to be able to use the extrapolation result stated above. Recall
the probabilistic interpretation of the Hilbert transform following Gundy–
Varopoulos [6].
Let f(x) defined on R. Let f˜(x, y) its harmonic extension in the upper–half
space R2+. Let Wt := (xt, yt), t 6 0, the so-called background noise built in [6].
These paths are based on 2–dimensional Brownian motion, starting at infinity
at time t = −∞ and hitting the boundary of the upper–half space at time
t = 0, i.e. W0 = (x0, 0) for some random x0 ∈ R. Then M f˜t := f˜(Wt) is a
martingale and Itoˆ formula writes for all t 6 0,
M f˜t := f˜(Wt) =
∫ t
−∞
∇f˜(Ws−) · dWs.
We have similarly, setting g := Hf , that M g˜t := g˜(Wt) is a martingale, and
for all t 6 0,
g˜(Wt) =
∫ t
−∞
∇g˜(Ws−) · dWs
=
∫ t
−∞
∇⊥f˜(Ws−) · dWs,
where ∇g˜ = ∇⊥f˜ are the Cauchy–Riemann relations, with ∇⊥ := (−∂y , ∂x).
Notice that in the Hilbert transform case, conditioning by arrival point is not
needed (as it is in the case of Riesz transform). Therefore the probabilistic
interpretation of the Hilbert transform does not involve a projection operator.
9.1 Ap characteristics in R
n+1
+
Let w > 0, σ = w−1/(p−1) > 0, and w˜, σ˜ their harmonic extensions. Set
Q˜p(w) := sup
x,y∈R2+
w˜(x, y)σ˜(x, y)(p−1).
Introduce the two martingales w˜t := w˜(Wt) and σ˜t := σ˜(Wt) and set
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QFp (w) := sup
τ
ess sup
ω
w˜τ σ˜
(p−1)
τ
where the supremum is over all adapted stopping times τ and an L∞ norm
arises in ω ∈ Ω. We want to prove that Q˜p(w) = QFp (w). From the definitions
it is clear that Q˜p(w) > Q
F
p (w). Rewrite now
Q˜p(w) := sup
y∈R+
{sup
x∈R
w˜(x, y)σ˜(x, y)(p−1)}.
For any given y > 0, setting τy = inf{s : ys = y}, the translation invariance
of the background noise ensures that Wτy = (xτy , y) is a random variable with
density proportionally to the Lebesgue measure on the line R× {y}, hence
sup
x∈R
w˜(x, y)σ˜(x, y)(p−1) 6 ess sup
ω
w˜τy σ˜
(p−1)
τy .
Letting y span R+ yields the result.
10 Sharpness at p = 2
We proceed by contradiction. Let us assume that
‖Hf‖L2w 6 N2(Q˜2(w))‖f‖L2w (10)
for all weights in A˜2 and all admissible f with a function N2 growing sublinear
at infinity. Choose p with 1 < p < 2. Choose s, with 0 < s < 1 and introduce
as before the Buckley weight ωs = |x|(p−1)(1−s), the function fs(x) := xs−1χ[0,1]
and its Hilbert transform gs = Hfs. We have seen that ωs ∈ Ap, Hfs and fs ∈
Lpωs .
Introduce now the corresponding martingales X(s) :=M f˜st , Y
(s) := M g˜st , (ω˜s)t.
Observe ‖X(s)‖Lpωs = ‖fs‖Lpωs , ‖Y (s)‖Lpωs = ‖Hfs‖Lpωs and Q˜p(ωs) = QFp (ωs).
Therefore extrapolation (see also the remark at the end of the proof) provides
us with a sequence of AF2 weights ρs where X
(s) and Y (s) belong to L2ρs that
will allow us to extrapolate to p. Thanks to the martingale equivalent of (10)
we have in particular ‖Y (s)‖L2ρs 6 N2(QF2 (ρs))‖X(s)‖L2ρs . Extrapolating to p
we obtain
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‖Y (s)‖Lpωs 6 21/2N2(2(C∗(p)p−2QFp (ωs))1/(p−1))‖X(s)‖Lpωs .
Coming back to the deterministic setting, this is exactly
‖Hfs‖Lpωs . N2((Q˜p(ωs))1/(p−1))‖fs‖Lpωs . (11)
However for p < 2, we have obtained in section 7 the quantitative estimates
Q˜p(ωs)
1/(p−1) . s−1, ‖fs‖Lpωs . s−1/p and ‖Hfs‖Lpωs & s−1−1/p. When s → 0,
this contradicts the estimate (11) above since we assumed sublinearity for N2.
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