Abstract. We discuss the use of differential sampling method to image local perturbations in anisotropic periodic layers, extending earlier works on the isotropic case. We study in particular the new interior transmission problem that is associated with the inverse problem when only a single Floquet-Bloch mode is used. We prove Fredholm properties of this problem under similar assumptions as for classical interior transmission problems. The result of the analysis is then exploited to design an indicator function for the local perturbation. The resulting numerical algorithm is validated for two dimensional numerical experiments with synthetic data.
Introduction
We are interested in the imaging problem where one would like to identify the geometry of a local perturbation in a periodic media. We use multistatic measurements of scattered waves at a fixed frequency. This problem is related to applications in nondestructive testing of periodic structures which are of growing interest with the developments of sophisticated nano-structures like metamaterials, nanograss, etc. In these applications, often, the healthy periodic structure has complicated geometry and therefore one would like to avoid modeling issues associated with this background. It is therefore desirable to use an imaging method that does not rely on the Green function associated with the periodic background and directly provide an indicator function for the defect geometry. This is for example the case of the differential sampling method that was introduced in [12] , [16] , [9] . Our main objective here is to complement this literature by addressing the important case of possibly anisotropic background or defects.
The imaging method developed in [16] is based on the generalized linear sampling method which was first introduced in [3] , [5] (see also [8] ). Sampling methods have been applied to the imaging of many periodic structure, see [1] , [2] , [7] , [10] , [13] , [14] , [15] for a sample of work. These works assume that the background Green function is computable. In the case of our problem we do not make use of this Green function. The main idea in the case of periodic background is to compare imaging functional associated with the arXiv:1811.03460v1 [math.NA] 7 Nov 2018 full data with the imaging functional associated with single Floquet-Bloch data. The latter plays the role of data associated with a periodic background formed by the real background and the defect repeated periodically. This why our method can be compared to sampling methods using differential measurements as introduced in [4] . Indeed in our case a single set of measurements is needed.
The main ingredient in our analysis of the differential sampling method is the study of the new interior transmission problem that appear in the analysis of the single Floquet-Bloch mode sampling method. This problem couples the classical interior transmission problem with scattering problems associated with the other FloquetBloch modes. We prove Fredholm property of this problem using the T-coercivity approach [6] and careful estimates on the exponential decay for wave solutions with imaginary wave numbers. As for classical interior transmission problems, the analysis of the anisotropic case is different from the isotropic case since the functional spaces are different. Our theoretical results only apply to the case where the Floquet-Bloch transform is reduced to a finite discrete sum. This corresponds to the case where the problem with defect is also a periodic problem with a different (larger) periodicity than the periodic background.
Comparing sampling solutions associated with the periodic Green functions one can design an indicator function of the defect geometry as in [16] . The resulting algorithm is in fact independent from the assumption made in the analysis on the periodicity of the problem with defect mentioned earlier.
The numerical indicator function is tested and validated against synthetic data. We discuss in particular the cases where the defects are inside one of the background inhomogeneous components and the case where it is not.
The paper is organized as follows. We first introduce the direct scattering problem for anisotropic periodic layers and some key results on the varaitional formultion and radiation conditions. The inverse problem is introduced in Section 3 and the classical generalized sampling method is analysed for this problem. We consider in Section 4 the inverse problem associated with a single Floquet-Bloch mode and introduce the new interior transmission problem that shows up for the analysis of the method. Section 5 is dedicated to the analysis of this new problem with the help of the T-coercivity approach. The last section is dedicated to the numerical algorithm that allows us to identify the geometry of the defect and some validating numerical results.
The Direct Scattering Problem
The scattering problem we are considering can be formulated in 
and where k > 0 is the wave number. We denote by D the support of A − I and n − 1 which is assumed to be such that
for all ξ ∈ C d and some constant a 0 > 0. We further assume that the index of refraction
and · denotes the floor function. We also shall use the notation a := |a 1 · a 2 · · · a d−1 |. By the definition of Ω m , we also have Ω m = Ω 0 + mL. Without loss of generality we assume that the local perturbation ω is located in only one period, say Ω 0 (i.e m = 0). We call D p the support of A p − I and n p − 1. This implies D = D p ∪ ω and note that A = I and n = 1 outside D.
We consider down-to-up or up-to-down incident plane waves of the form
where
where Q and p are the contrasts defined by Q := A − I and p := n − 1, I is the 3 × 3 identity matrix. To ensure that the scattered wave is outgoing, we impose as a radiation condition the Rayleigh expansion
where the Rayleigh coefficients u s ± ( ) are given by
We shall use the notation 
More generally for a given f = (
together with the Rayleigh radiation condition (4). Then we make the following assumption: Assumption 1. The parameters A, n and the wave-number k > 0 are such that (7) with A, n and with A, n replaced by A p , n p are both well-posed for all f = (
We remark that the solution w ∈ H 1 # (Θ h ) of (7) can be extended to a function in Θ satisfying ∇ · A∇w + k 2 nw = −∇ · Qf 1 − k 2 pf 2 in R d , using the Rayleigh expansion (4). We denote by G M (x) the M L− periodic Green function satisfying ∆G M + k 2 G M = −δ 0 in Θ and the Rayleigh radiation condition. Then w has the representation
Let z ∈ R d be an arbitrary point, we set Φ(·; z) = G M (· − z) and recall that it can be expressed as
For latter use, we denote by Φ ± (·; z) := { Φ ± ( ; z)} ∈Z d−1 the Rayleigh sequences of Φ(·, z), where the Rayleigh coefficient Φ ± ( ; z) is given by
3. The Inverse Problem
As described above we have two choices of interrogating waves. If we use down-to-up (scaled) incident plane waves u i,+ (x; j) defined by (2), then our measurements (data for the inverse problem) are given by the Rayleigh sequences
whereas if we use up-to-down (scaled) incident plane waves u i,− (x; j) defined by (2) then our measurements are given the Rayleigh sequences
These measurements define the so-called near field (or data) operator which is used to derive the indicator function of the defect. More specifically, let us consider the (Herglotz) operators H ± :
Then H ± is compact, injective (will be proved later) and its adjoint (
where ϕ
Let us denote by H
where { w ± ( )} ∈Z d−1 is the Rayleigh sequence of w ∈ H 1 # (Θ h ) the solution of (7). We now define the sampling operators N ± :
By linearity of the operators G ± and H ± we also get an equivalent definition of N ± directly in terms of measurements as
Let us introduce the operator T : (16) with w being the solution of (7). We then have the following:
Lemma 3.1. The operators G ± defined by (13) can be factorized as
Then, by definition of the Rayleigh coefficients and combining with the representation of G M in (9) and the writing of w as in (8) we have
Observing that
we then have
which proves the lemma.
The following properties of G ± and and H ± are crucial to our inversion method. To state them, we must recall the standard interior transmission problem:
for given (g, h) ∈ H 1/2 (∂D) × H −1/2 (∂D) where ν denotes the outward normal on ∂D and ∂u/∂ν A denotes the co-normal derivative, i.e
Values of k for which this problem with g = 0 and h = 0 has non-trivial solution are referred to as transmission eigenvalues. For our purpose we shall assume that this problem is well posed. Up-to-date results on this problem can be found in [8, Chapter 3] where in particular one finds sufficient solvability conditions. In the sequel we make the following assumption.
Assumption 2. ∂D ∩ ∂Ω 0 = ∅ and the refractive indexes A, n and the wave number k > 0 are such that (17) has a unique solution.
Some key properties of the introduced operators
We still keep the assumption (that is not essential but simplifies some of the arguments, and justifies the use of N + or N − and not both of them)
In order to avoid repetitions and since the main novelty is in the study of the case of single Floquet Bloch mode, we hereafter indicate without proofs the main properties of the operators H ± , G ± and T . These properties can be proved in very similar way as in [] and following the adaptations for periodic probels as in []. We will prove similar properties for the case of single Floquet-Bloch mode operators and the reader can easily adapt those proofs to the easier case here The first step towards the justification of the sampling methods is the characterization of the closure of the range of H ± .
Lemma 3.2. The operator H ± is compact and injective. Let
Assume that Assumptions 1 and 2 hold. Then the operator (13) is injective with dense range.
Proof. The compactness and the injectivity of the operators H ± and the operators G ± directly follow from Lemma 3.3 and Lemma 3.5 in [12] .
Let q be a fixed parameter in Z d−1 M , we denote by Φ q (·; z) the outgoing fundamental solution that verifies
and which is αuasi-periodic with period L with
The Rayleigh coefficients Φ
We now prove one of the main ingredients for the justification of the inversion methods discussed below.
Proof. We now prove that Φ ± (·; z) belongs to R(G ± ) if and only if z ∈ D. We first observe that Φ
as being the solution to (17) with
We then define w by
Due to (22), we have that w ∈ H 1 #,loc (Ω M ) and satisfies (7) . Hence
. This implies that w = Φ(·; z) in {x ∈ Θ, ±x d ≥ h} where w is the solution to (7) . By the unique continuation principle we deduce that 
and k is not a transmission eigenvalue. Then −Re T = T 0 + T 1 , where T 0 (respectively −T 0 ) is self-adjoint and coercive and
and w ϕ be solution to (7) associated with f = ϕ. By definition of the operator T we have
where T ± be the Dirichlet-to-Neumann operators defined in (6) . Therefore, substituting (25) into (24) we end up with:
Thanks to the non-negative sign of the imaginary part of T ± and the assumption Im (n) ≥ 0 we deduce that
which is indeed a selfadjoint and coercive operator. Using (26) one then deduces that
is compact by the H 2 regularity outside D of w ϕ and the Rellich compact embedding theorem. Observe that we used that the operator is restricted to H inc (D) to infer compactness of the terms involving ϕ 2 in the expression of (−T + T 0 )(ϕ).
For the case Q negative definite on D we first observe that (24) and (25) also lead to
which is also selfadjoint and coercive. Using (27) one deduces using the same arguments as in the previous case that
In the case k is not a transmission eigenvalue, the injectivity of T + is implied for instance by Assumption 2 and the factorization
This implies, using the factorization G + = (H + ) * T that w ϕ + (j) = 0 for all j ∈ Z and therefore w ϕ = 0 in Θ \ D (by unique continuation principle). With ϕ = (∇f, f ) ∈ H inc (D) and f verifying ∆f + k 2 f = 0 in D we get that u := f + w ϕ and v := f satisfying the interior transmission problem (17) with ϕ = ψ = 0. We then deduce that u = v = 0. This proves the injectivity of the operator T.
Another main ingredient is a symmetric factorization of an appropriate operator given in terms of N ± . To this end, for a generic operator F : H → H, where H is a Hilbert space, with adjoint F * we define
where Re (F) :
(F − (F) * ). We then have the following:
Theorem 3.5. Assume that the hypothesis of Lemma 3.4 hold true. Then we have the following factorization
where T :
For latter use, we assume that each period of D p is composed by J ∈ N disconnected components and the defect ω may contain or have non-empty intersection with at least one component (recall that ω assume to be located in Ω 0 ). For convenience, we now introduce some additional notations. We denote by O the union of the components of D p ∩ Ω 0 that have nonempty intersection with ω, and by O c its complement in D p ∩ Ω 0 , i.e the union of all the components of D p ∩ Ω 0 that do not intersect ω. 
The Near Field Operator for a Single Floquet-Bloch Mode
Our goal is to derive an imaging method that resolves only ω without knowing or recovering D p . This leads us to introducing the sampling operator for a single FloquetBloch mode whose analysis will bring up a new interior transmission problem. We start with the definition of a quasi-periodic function.
, with respect to the first d − 1 variables (briefly denoted as ξ−quasi-periodic with period L) if:
We then define the operator I q :
We remark that I * q (a) = a q , where I * q :
is the dual of the operator I q . The single Floquet-Bloch mode Herglotz operator H ± q :
and the single Floquet-Bloch mode near field (or data) operator N ± q :
We remark that H ± q a is an α q −quasi-periodic function with period L. The sequence N ± q a corresponds to the Fourier coefficients of the α q −quasi-periodic component of the scattered field in the decomposition (41). This operator is then somehow associated with α q −quasi-periodicity. One immediately sees from the factorization N ± = (H ± ) * T H ± that the following factorization holds.
For later use we also define the operator G
where the operator T is defined by (16) .
The operator H ± q is injective and
v| Dp is α q −quasi-periodic .
Proof. H ± q is injective since H ± is injective and I q is injective. We now prove that
From the expansion of Φ q (x) as in (20) and using the same calculations as in the proof of Lemma 3.1 we have that u ± (j) = 0 for all j = q + M and u
Therefore u has all Rayleigh coefficients equal 0, which implies that u = 0, for ± x d > h.
We now observe that for all y ∈ D, ∆Φ q (·; y) + k 2 Φ q (·; y) = 0 in the complement of D p . This implies that ∆u + k
Using a unique continuation argument we infer that
by the regularity of volume potentials. We now consider two cases:
This proves that f = 0, which yields the injectivity of (H
Since ϕ| Dp and Φ q are α q −quasiperiodic functions with period L, we then have for x ∈ D p ∩ Ω m .
Let us set for x ∈ ω + mL, m ∈ Z
f m (x) := e iαq·mL ϕ(x − mL).
Using the α q −quasi-periodicity of Φ q , we have for x ∈ ω + mL,
Moreover, in this case ∆Φ q (·; y)+k 2 Φ q (·; y) = −δ y in ω+mL and ∆Φ q (·; y)+k
We now define the function 
This proves the injectivity of (H ± ) * on H q inc (D) and hence proves the Lemma.
We now see that ϕ(j;
Splitting index j by module M as j = q + M , for q ∈ Z d−1 M and ∈ Z, and then arranging the previous sum of w, we obtain a finite sum with respect to q,
can be decomposed where w q is α q −quasi-periodic with period L. Moreover, by the orthogonality of the Fourier basic {ϕ(j; ·)} j∈Z , we have that
where w q ± (j) the Rayleigh sequence of w q defined in (5) . Coming back to the definition of G ± q , we see that G ± q (f ) is a Rayleigh sequence of w ± (j) at all indices j = q+M , ∈ Z, where w is solution of (7). Seeing also the line above that theses coefficients come from the Rayleigh sequence of w q where w q is one of the component of w using the decomposition (41), which is α q − quasi periodic. Let ϕ := (ϕ 1 , ϕ 2 ) = (∇f, f ) ∈ H q inc (D), we then introduce the α q −quasi-periodic function ϕ := (∇ f , f ) where f is given by
then f and f (respectively ϕ and ϕ) coincide in D. Therefore equation (7) with data
Using the decomposition (41) for w, and that fact that n p and A p are periodic, ϕ is α q −quasi-periodic and n − n p and A − A p are compactly supported in one period Ω 0 , equation (44) becomes
Denoting by w := w − w q , the previous equation is equivalent to
where w q solution of (45) and w q + w is solution of (7).
Central to the analysis of the sampling method for a single Floquet-Bloch mode q is the following new interior transmission problem.
Definition 4.3 (The new interior transmission problem). Find
with the kernel Φ(x, y) :=
and Φ(n p ; ·) is the M L-periodic outgoing fundamental solution that verifies
and where ν denotes the unit normal on ∂Λ outward to Λ.
The analysis requires that this problem is well posed. We make this as an assumption here and we shall provide in the following section sufficient conditions on the coefficients A p and n p that ensure this assumption. Proof. Assume that ϕ = (∇f, f ) ∈ H q inc (D) such that G q (ϕ) = 0. Let w be solution of (7) with data ϕ. From (46) we have that the Rayleigh sequence of w q vanishes, where w q is the α q −quasi-periodic component obtained from the decomposition of w as in (41), and verifies
where f is defined in (43). By unique continuation argument as at the beginning of the proof of Lemma 4.2 we deduce that
This deduces that
We also observe that f verifies
By the α q -quasi-periodicity of w q and f , it is sufficient to prove that f = 0 in Ω 0 . In the domain O c , n = n p , A = A p and O c ∩ Λ = ∅. Then w q and f verifies
Combine with (51), we then obtain that (
and verifies equation (17) with the homogeneous boundary condition. Therefore, Assumption 2 implies that w q + f = f = 0 in O c . This is equivalent to
We now prove that f = 0 in Λ. We first express the quantity w − w q in terms of f using the property that f = 0 outside Λ. To this end, recalling that f = f in D, we can write (7) in terms of f as
and then have
Using the facts that f = 0 and n = n p in O c p , i.e. n p = n = 1 in Λ p \ D we have
From (52), we deduce that for all θ ∈ H 1 (Λ) such that ∇ · A p ∇θ + k 2 n p θ = 0 we have
implying from (50) that
This is equivalent to
Remark that for x / ∈ Λ, ∇ · A p ∇Φ(n p ; x − y) + k 2 n p Φ(n p ; x − y) = 0 for all y ∈ Λ. Applying (60) to θ(y) := Φ(n p ; x − y) we have
Combined with f = 0 outside Λ p , we then conclude from (57) that
Next we define
We observe that ∇ · A p ∇ w + k 2 n p w = 0 in Λ. We now keep w and w q as above and let w := w q + w in Λ which obviously verifies
By Assumption 1 we have, from uniqueness of solutions to the ML-periodic scattering problem, that w = w in Λ. This proves in particular that w = w − w q in Λ. Noticing that
we then can reformulate (63) as
Combining (64) and (52) we see that the couple u := w q + f and f verifies the homogeneous version of the new interior transmission problem (47). Assumption 3 now implies that f = 0 in Λ, which proves the injectivity of G q .
The introduction of this new interior transmission problem is also motivated by the following lemma that will play a central role in the differential imaging functional introduced later. 
Then w ∈ H 1 loc (Θ) and verifies equation (7) with 
(ii) We consider now the case z ∈ Λ p : We first treat the case
be the α q -quasi-periodic extension of (u Λ , v Λ ), the solution of the new interior transmission problem in Definition 4.3 with g := Φ q (·; z))| ∂Λ and h =: ∂Φ q (·; z))/∂ν A | ∂Λ . We then define
inc (D) and w q ∈ H 1 loc (Θ) satisfies the scattering problem (45) with data f . Furthermore, w defined such as w := w q + S k (f ) in Λ and w := w q in D \ Λ is solution to (7) with data f . Therefore G
, which is possible by the previous step since z − mL ∈ Λ, then
To conclude the proof we now investigate the case z /
, then using the same unique continuation argument as in the proof of Lemma 4.4 we obtain w q = Φ q in Θ \ D p where w q is defined by (41) with w being the solution of (7) with f = v. This gives a contradiction since w q is locally
Definition 4.6. Values of k ∈ C for which the homogenous problem (4.3) with ϕ = ψ = 0, are called new transmission eigenvalues.
The Analysis of the New Interior Transmission Problem
We are interested in this section by the analysis of the new interior transmission problem as formulated in (4.3). We prove that under some reasonable conditions on the material properties and contrasts, this problem is of Fredholm type and the set of new transmission eigenvalues is discrete without finite accumulation point. We start with proving the following technical lemma:
Lemma 5.1. There exists θ > 0 and C > 0 and κ 0 independent from κ such that
for all f ∈ H 1 (Λ) and κ ≥ κ 0 .
Proof. Denoting w := S iκ (f ) and f the extension of f as α q −quasi-periodic in Λ p , we have that
where Φ(n p ; ·) denotes here the M L − periodic fundamental solution defined in (49) associated with k = iκ. Let us denote further by
and
Then w = w 1 + w 2 . We next define Σ := {x − y, x ∈ Λ, y ∈ Λ p \ Λ}, and d max ∈ R : d max > sup{|z|, z ∈ Σ} and remark from Assumption 2 that ∀x ∈ Λ, ∀y ∈ Λ p \Λ, |x−y|
where B(0, d) is a ball of radii d and centered at the origin. An application of the Cauchy-Schwarz inequality, the Fubini theorem and relation (68) implies
Since f = f in Λ, f is quasi-periodic and n p is periodic in Λ p , then
where C := (|M | − 1) sup Λ |1 − n p |. Following the same line as in the proof of Lemma 4.1 in [9] using the fact that A p and n p are positive definite we have that
for some constants C 0 > 0 and θ > 0. Thus,
with C = C 0 (|M | − 1) sup Λ |1 − n p . We now estimate w 1 H 1 (Λ) through f . By the property of convolution, we first write (66) equivalently as
Using the Cauchy-Schwarz inequality and the Fubini theorem we get again
.
We further have that
This implies using the Cauchy-Schwarz and the Fubini inequalities that
From (73) and (76) we obtain that
. We now prove the exponential decaying of
. However, by (70) we already have the exponential decaying of ∇Φ(n p ; ·)
. So it leads to estimate that
for some constants C > 0 and κ > 0. Recall that Φ(n p ; x) satisfies
Taking the partial derivative of equation (78) with respect to x for all = 1, . . . , d, we obtain
We denote by
. From (79) we have
(80) We observe that the H −1 (B) norm of the right hand side is exponentially small with respect to κ for any bounded domain not containing the origin. Therefore, as in the proof of the exponential decay for Φ(n p ; ()·), multiplying (80) with χ Φ (n p , ·) with χ a C ∞ cutoff function that vanishes in a neighborhood of the origin and is 1 in B, one can prove that
for some possibly different positive constants C and θ but which are independent for κ. This ensure (from (76)) that, there exists a constantC > 0 such that
which end of the proof.
We now turn our attention to the analysis of the new interior transmission problem in Definition 4.3. To further simplify notation, we set λ := −k 2 ∈ C,
With these notations, the problem we need to solve reads:
for given (g, h) ∈ H 1/2 (∂Λ) × H −1/2 (∂Λ). Let us consider the Hilbert space
For a given g ∈ H 1/2 (Λ) we first construct a lifting function u 0 ∈ H 1 (Λ) such that u 0 = g. We then write the interior transmission problem (83) equivalently in a variational form as follows:
Let us define the bounded sesquilinear forms a λ (·, ·) by (86) and the bounded antilinear functional L :
Letting A : H(Λ) → H(Λ) be the bounded linear operator defined by means of the Riesz representation theorem
and ∈ H(Λ) the Riesz representative of L defined by
the interior transmission problem becomes find (u − u 0 , f ) ∈ H(Λ) satisfying
Hence if is sufficient to prove that A κ is invertible for some κ > 0 and A λ − A κ is compact in order to conclude that A λ is a Fredholm operator of index zero. Analytic Fredholm theory then implies that the set of new transmission eigenvalues is discrete without finite accumulation points. We assume that there exists a δ-neighborhood N of the boundary ∂Λ in Λ i.e.
N := {x ∈ Λ : dist(x, ∂Λ) < δ} such that Im (A) = 0 and Im (n) = 0 in N and either 0 < a 0 < a < 1, 0 < n 0 < n < 1 or a > 1, n > 1 where
Let us start with the case when a 0 < a * < 1. For later use, we introduce χ ∈ C ∞ (Λ) a cut off function such that 0 ≤ χ ≤ 1 is supported in N and equals to one in a neighborhood of the boundary.
Lemma 5.2. Assume that A and n are real valued in N and either 0 < a 0 < a < 1, 0 < n 0 < n < 1 or a > 1, n > 1. Then, for sufficient large κ > 0, the operator A κ is invertible.
Proof. We shall prove first the case 0 < a 0 < a < 1, 0 < n 0 < n < 1. Using the T −coercivity approach [6] , we first define the isomorphism T :
(Note that T is an isomorphism since T 2 = I). We then consider the sesquilinear form a
To prove the lemma, it is sufficient to prove that a Let us denote by c 0 (κ) :
Furthermore, using Young's inequality, we can write
for arbitrary constants α > 0, β > 0 and γ > 0. Substituting (92), (93) and (94) into (89), we now obtain
Taking α, β, and η such that a 0 < α < 1, n 0 < η < 1 and β + α < 1 we then get
for some constants γ i , i = 1, . . . , 5 that are positive and independent from κ. Since c 0 (κ) and c 1 (κ) go to 0 as κ → ∞ one then easily obtains the coercivity of a T κ for large enough κ. This finishes the proof of the case 0 < a 0 < a < 1, 0 < n 0 < n < 1. The proof of the case a > 1, n > 1 follows the same lines using the isomorphism
Lemma 5.3. For any complex numbers λ and κ, the operator
Proof. Taking the difference a λ − a κ we have
The compactness of A λ −A κ then easily follows from the continuity of
As a consequence of the two previous lemma and analytic Fredholm theory we get the following result on new transmission eigenvalues. Note that this theorem provides sufficient conditions under which Assumption 3 hold. 
with N
e. are minimizing sequences) 
is the solution of problem (17) with g = Φ(x; z) and h = ∂Φ(x; z)/∂ν on ∂D.
(ii) z ∈ D p if and only if lim
is the solution of problem (17) with g = Φ q (·; z) and h = ∂Φ q (·; z)/∂ν on ∂D.
where h z is defined by
where (u z , v z ) is the solution of problem (17) with g = Φ q (·; z) and h = ∂Φ q (·; z)/∂ν on ∂D and ( u z , v z ) is α q -quasi-periodic extension of the solution (u, f ) of the new interior transmission problem in Definition (4.3) with g = Φ q (·; z) and h = ∂Φ q (·; z)/∂ν on ∂Λ.
We then consider the following imaging functional that characterizes Λ,
where for a and b in
Based on Lemma 6.1, we can show in the following Theorem that the functional I 
we have Proof. The proof of Theorem 6.2 follows the same line as Theorem 5.2 in [9] .
We recall that exactly the same can be shown for down-to-up incident field, by simply replacing the upper index + with −. It is also possible to handle the case with noisy data, and we refer the reader to [12] and [16] for more detailed discussion.
Numerical Experiments
We conclude by showing several numerical examples to test our differential imaging algorithm. We limit ourselves to examples in R 2 . The data is computed with both downto-up and up-to-down plane-waves by solving the forward scattering problem based on the spectral discretization scheme of the volume integral formulation of the problem presented in [11] . Let us denote by
the set of indices for the incident waves (which is also the set of indices for measured Rayleigh coefficients). The values of all parameters used in our experiments will be indicated below. The discrete version of the operators N ± are given by the N inc × N inc matrixes N ± := u s ± ( ; j)
Random noise is added to the data. More specifically, we in our computations we use In the three first examples, we consider the periodic background D p , in which each cell consists of two circular components, namely the discs with radii r 1 , r 2 specified below. The physical parameters are set as k = 3.5π/3.14; A p = I, n p = 2 inside the discs, and A p = I, n p = 1 otherwise. (104) Letting λ := 2π/k be the wavelength, the geometrical parameters are set as the period length L = πλ, half width of the layer h = 1.5λ, r 1 = 0.3λ, and r 2 = 0.4λ. The reconstructions are displayed by plotting the indicator function I δ (z).
Example 1.
In the first example, we consider the perturbation ω to be a disc of radius r ω = 0.25λ with material properties A = 3I, n = 1, and located in the component of radii r 2 (see Figure 2 -left). The reconstruction using the indicator function I δ (z) is represented in Figure 2 -right. We can see in this example that we reconstruct periodic copies of the background component that contain the defect as predicted by the theory. We also observe numerically that the values of the indicator function are very different in the period that contain the defect. This means that, although not indicated by the theory, we numerically can determine the period that contains the defect. Example 2. In the second example, we consider the perturbation ω as in Example 1 but now located such that ω has nonempty intersection with D p but not included in D p (see Figure 3 -left). We consider the refractive index of the defect which now is inhomogeneous. In particular, the refractive index of the defect is A = 3I in ω ∩ D p and A = 2I in ω \ D p . The reconstruction is represented in Figure 3 -right. We have the same conclusion and we additionally better see the part that lies outside the background components. Example 3. This example shows that when the defect has no intersection with the periodic background, the indicator function I δ (z) allows to reconstruct the true defect including its true location in the periodic medium. Here the defect is a disc of r ω = 0.25λ with A = 2I. As a conclusion we observe that our numerical examples validate the theoretical prediction provided by Theorem 6.2 and produce similar reconstructions as in the case A = 1 treated in [9, 12] . The case when the defect is entirely included in a component of the periodic background is theoretically ambiguous in the sense that the cell where the defect is embedded in cannot be determined accurately. However, we numerically observed that also in this case, one is able to detect the location of the period that contains the defect.
