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more, the time autocorrelation function of the energy of each packet does
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1 Introduction
In 1954 Fermi, Pasta and Ulam, being interested in the problem of the founda-
tions of statistical mechanics, started the study of the energy exchanges among
the normal modes of a nonlinear chain of particles with nearest neighbor inter-
action. In the present paper we prove a result bounding the variation of the
energy of packets of normal modes for times of the order β1−a, with a > 0, where
β > 0 is the inverse temperature of the chain. The bound holds for initial data
in a set of large Gibbs measure. We also prove that the time autocorrelation
function of each packet remains significantly away from zero at least for times
of order β. As far as we know this is the first rigorous result on energy exchange
among packets of modes of the FPU model in the thermodynamic limit.
The FPU model has been the object of a huge number of studies (see e.g.
[13] for a report and [15, 5, 3] for some numerical works strictly related to the
present one), and many techniques have been used in order to give significant
analytical predictions about the dynamics of the chain. We recall in particular
the averaging type results of [24, 2], the results on the dynamics of solitary
waves of [9, 10, 11, 12, 17, 21, 22], and the results of [1] on the Toda chain
(which should be usable for studying the FPU dynamics). However all known
results cover only the case of small total energy, so that they are unable to deal
with the thermodynamic limit (with finite specific energy) which is the relevant
one for foundations of statistical mechanics.
A technique allowing one to deal with the thermodynamic limit was intro-
duced in [4, 6] (see also [7, 16]); this is the technique that we extend here to deal
with the FPU system. We recall that the idea of those papers was to consider a
“resonant” linear combination Φ0 :=
∑
k gkEk of the energies Ek of the normal
modes of the linearized system and to construct a modification Φ := Φ0 + Φ1
whose Poisson bracket with the Hamiltonian has a zero of high order at the
origin. Then one uses methods from statistical mechanics in order to estimate
the ratio between the standard deviation of Φ˙ and that of Φ. Finally one can
use standard probabilistic techniques to deduce the result on the variation in
time of Φ (and of Φ0), and of their time autocorrelation functions.
In order to apply such ideas to the FPU system we have to tackle two kinds
of difficulties, which we think should appear also in typical models of crystal
dynamics. The first one is related to the fact that low temperature FPU is a
perturbation of a linear system presenting a continuum of frequencies, so that
the problem of small denominators (which was absent in [6]) occurs here in a
new way.1 This problem is here overcome exploiting two properties, the first
one is that, due to the translational invariance of the interactions, there occurs
a selection of the coefficients actually appearing in the interaction, which in
turn implies a selection rule on the small denominators. The second property is
that if one stops the construction at order three, then the small denominators
always appear with a numerator which depends on the coefficients gk defining
1Small denominators appear also in [4, 7], where however the frequencies occur essentially
as iid random variables.
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Φ0. Thus, with an appropriate choice of g, the numerators are made to vanish
exactly when the denominators do. Surprisingly enough, such a procedure only
imposes a constraint on the behavior of gk as k → 0 (see Theorem 1 below)
and thus one has a great freedom in the choice of the adiabatic invariants. The
fact that at order four more complicated small denominators appear constitutes
an obstruction to a naive extension of the present result to longer time scales.
We recall that numerical computations (see e.g. [3]) suggest that some stability
properties should hold also for longer time scales, so we think that our result is
not optimal. However we have no idea on how to get longer times, neither we
know whether the problem of going to higher order is only technical or not.
The second difficulty tackled here is related to the fact that the normal modes
of the unperturbed system (linearized FPU) are the Fourier modes, while the
measure presents in a simple way if it is written in the space of the particles. So
we have to work quite a lot in order to perform, in an efficient way, the averages
of the quantities of interest.
The paper is organized as follows: in Sect. 2 we give a precise statement
of our results; in Sect. 3 we prove the result on the adiabatic invariance of the
energies of packets of normal modes; such a section is split into two subsections:
in the first one we give the proof of the main theorem using the result of the
main technical Lemma 1 which is proved in the subsequent subsection. In Sect.
4 we prove Lemma 3 which gives the characterization of the allowed functions
g. Finally, in the Appendix A we give a the proof of a more or less standard
auxiliary Lemma useful for the computation of averages.
2 Stability estimate for the FPU model
The Hamiltonian of the FPU–system with fixed end points can be written, in
suitably rescaled variables, as
H = H0 +H1 +H2 (1)
where
H0
def
=
N∑
j=0
(
p2j
2
+
(qj+1 − qj)2
2
)
,
H1
def
=
1
3
N∑
j=0
(qj+1 − qj)3
H2
def
=
A
4
N∑
j=0
(qj+1 − qj)4 ,
and p = (p1, . . . , pN ), q = (q1, . . . , qN ) are canonically conjugated variables in
the phase spaceM≡ R2N , p0 = pN+1 = q0 = qN+1 = 0, and A > 0 is a positive
parameter.
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We endow the phase space by the Gibbs measure at inverse temperature β,
namely
dµ(p, q)
def
=
e−βH(p,q)
Z(β)
dnpdnq ; (2)
as usual Z(β) is the partition function, i.e. the normalization constant such that
the measure ofM equals 1. Given a function F on the phase space, we will use
this measure to compute its average 〈F 〉, its L2-norm ‖F‖ and its variance σ2F
defined by
〈F 〉 def=
∫
M
Fdµ , (3)
‖F‖2 def=
∫
M
|F |2dµ , (4)
σ2F
def
= ‖F − 〈F 〉‖2 . (5)
We define also the correlation of two dynamical variables F,G by
CF,G := 〈FG〉 − 〈F 〉〈G〉
and the time autocorrelation of a dynamical variable by
CF (t) := CF,F (t) , (6)
where F (t) := F ◦ gt and gt is the flow of the FPU system.
The unperturbed Hamiltonian H0 can be put in diagonal form by passing to
the normal modes of oscillation. The coordinates of the normal modes, denoted
by pˆ = (pˆ1, . . . , pˆN ) and qˆ = (qˆ1, . . . , qˆN ) are obtained through the canonical
change of variables
pj =
√
2
N + 1
N∑
k=1
pˆk sin
(
pijk
N + 1
)
,
qj =
√
2
N + 1
N∑
k=1
qˆk sin
(
pijk
N + 1
)
.
In such variables, H0 takes the form
H0 =
N∑
k=1
pˆ2k + ω
2
kqˆ
2
k
2
=
N∑
k=1
Ek ,
where we have defined the energies of the normal modes
Ek
def
=
pˆ2k + ω
2
kqˆ
2
k
2
and the corresponding frequencies ωk = 2 sin
(
pik
2(N+1)
)
.
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Remark 1. As one can expect from the equipartition theorem, it will turn out
that ‖H1‖ / ‖H0‖ ∼ β−1/2. This will allow to consider the FPU system at low
temperature as a small perturbation of H0, the perturbation parameter being
β−1/2.
Let g ∈ C2([0, 1],R+) be a twice differentiable function; as anticipated above,
we are interested in the time evolution of quantities of the form
Φ0
def
=
N∑
k=1
g
(
k
N + 1
)
Ek .
In the following we will sometimes denote gk
def
= g(k/(N + 1)); furthermore we
define ω(x) := 2 sin(pix/2) so that ω(k/(N + 1)) = ωk.
Our main result is the following theorem, which will be proved in the rest of
the paper.
Theorem 1 Let g ∈ C2([0, 1];R+) be a function fulfilling g′(0) = 0. Define
Φ0
def
=
∑
k g(k/(N + 1))Ek, then there exist constants β
∗ > 0, N∗ > 0 and
C > 0 s.t., for any β > β∗ and for any N > N∗, there exists a polynomial of
third order Φ1 with the property that Φ
def
= Φ0 + Φ1 fulfills
‖Φ˙‖
σΦ
≤ C
β
h . (7)
σΦ1/σΦ0 < Ch/
√
β , (8)
where
h
def
=
g(0) + supx∈[0,1] |g′′(x)|+ 1∫ 1
0
g2(x)dx
. (9)
Remark 2. In the perturbative construction the assumptions on g are used
to control the small denominators. Actually the small denominators always
appear with a corresponding numerator. It turns out that such a numerator
vanish exactly at the same points where the denominators vanish. Indeed the
quantity that one actually meets is
h1(ν)
def
= max
τi=±1
sup
x,y∈[0,1]
∣∣∣∣ τ1ν(x) + τ2ν(y) + τ3ν(z(x, y))τ1ω(x) + τ2ω(y) + τ3ω(z(x, y))
∣∣∣∣ , (10)
(11)
where
ν(x)
def
= ω(x)g(x) , z = z(x, y)
def
=
{
x+ y if x+ y ≤ 1
2− x− y if x+ y > 1 .
In Lemma 3, it will be proved that under our assumptions h1(ν) is bounded.
It is worth to point out some consequences of the main theorem:
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Corollary 1 Under the hypotheses of Theorem 1, there exists C1 s.t.
CΦ0(t)
σ2Φ0
≥ 1
2
, ∀|t| ≤ β
C1
. (12)
Proof. One starts by observing that, in virtue of Theorem 3 of [6], (7) implies
that
CΦ(t) ≥ σ2Φ
(
1− C
2h2
2β2
t2
)
, (13)
whereas applying Schwartz inequality one gets∣∣σ2Φ − σ2Φ0∣∣ = ∣∣σ2Φ1 + 2〈(Φ1 − 〈Φ1〉); (Φ0 − 〈Φ0〉)∣∣ ≤ σ2Φ1 + 2σΦ1σΦ0 .
On the other hand (cf. also Theorem 1 of [20]) one also has
|CΦ(t)−CΦ0(t)| = |CΦ1(t)|+ 2
∣∣〈Φ0; Φ1 ◦ gt〉∣∣ ≤ σ2Φ1 + 2σΦ1σΦ0 .
Since (8) provides the upper bound
σ2Φ1 + 2σΦ1σΦ0 ≤ σ2Φ0
(
C2h2
β
+ 2
Ch√
β
)
, (14)
the thesis follows. Q.E.D
We have also the following corollary concerning the probability P that the
time change of Φ0 is large:
Corollary 2 Under the hypotheses of Theorem 1, there exists C2 s.t. ∀ 0 ≤ a ≤
1/2 one has
P
(
|Φ0(t)− Φ0| ≥ σΦ0
βa/2
)
≤ C2
βa
, ∀|t| ≤ β1−a , (15)
where, as above, Φ0(t) = Φ0 ◦ gt.
Proof. The proof is easily obtained by using the relations
σ2Φ0(t)−Φ0 = 2
(
σ2Φ0 −CΦ0(t)
) ≤ 2σ2Φ0 (C1h2√β + C1h22β2 t2
)
, (16)
where in the upper bound use is made of (13), (14). Then one applies the
Chebyshev inequality to Φ0(t)− Φ0, which gives, for any λ > 0:
P (|Φ0(t)− Φ0| ≥ λσΦ0) = P
(
|Φ0(t)− Φ0| ≥ λσΦ0
σΦ0(t)−Φ0
σΦ0(t)−Φ0
)
≤
σ2Φ0(t)−Φ0
λ2σ2Φ0
.
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By choosing λ = β−a/2 and inserting relation (16) the thesis is proved. Q.E.D
Remark 3. Following [15] it is also possible to bound the probability that
the time average and the time variance of Φ0(t) − Φ0 are not small. Here, for
simplicity we choose to state just the previous Corollary.
Of course one can repeat the argument for different choices of the function
g. Having in mind to partition the modes into packets, each one composed by
adjacent modes, one partitions the interval [0, 1] of the variable k/(N + 1) in
K sub-intervals. So one can define K different functions g(1), g(2), ..., g(K), for
example with disjoint support, each one fulfilling the assumptions of Theorem
1, so that the quantities Φ
(l)
0
def
=
∑
k g
(l)
k Ek are adiabatic invariants. Precisely
one has
Corollary 3 Assume that ∀l = 1, ...,K, the function g(l) fulfills the assump-
tions of Theorem 1. Then there exists C3 (which depends on K, but not on N)
s.t. ∀ 0 ≤ a ≤ 1/2 one has
P
(
∃ l : |Φ(l)0 (t)− Φ(l)0 | ≥
σ
Φ
(l)
0
βa/2
)
≤ C3
βa
, ∀|t| ≤ β1−a . (17)
Remark 4. The proof of Corollary 3 is straightforward, but one gets a constant
C3 which depends on K. We expect that the corollary should be true also
with a constant independent of K, provided the functions g(l) are chosen in an
appropriate way. However we did not investigate such a point.
We give now an explicit example of a possible choice of the form of the
packets whose energy is approximately conserved according to Corollary 3: fix
a positive function g˜ : R→ R+ fulfilling
g˜(0) = 1 , g˜(x) = g˜(−x) , supp g˜ =
[
−1
2
,
1
2
]
, (18)
and define
g(1)(x) := g˜
(
K
2
x
)
, g(l)(x) := g˜(Kx− l − 1) , l = 2, ...,K (19)
then the corresponding approximate integrals are Φ
(l)
0 =
∑N
k=1 g
(l)
(
k
N+1
)
Ek.
We remark that as N increases the result holds for fixed number K of packets.
On the contrary, the number of modes contained in each packet increases in a
way proportional to N .
3 Proof of Theorem 1
3.1 The proof
In this section we give the proof of Theorem 1 using the results of the main
technical Lemma 1, which will be proved in the subsequent subsection.
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The proof consists in performing the first step of the formal construction of
an integral of motion which is a perturbation of Φ0, and in estimating its time
derivative. Define Φ = Φ0 +Φ1, with Φ1 a polynomial of order three determined
by the condition that {Φ, H} is of order four, where {., .} denotes the Poisson
bracket. Then Φ1 must fulfill the equation
{H0,Φ1} = −{H1,Φ0} . (20)
The formal construction is standard (see, for instance [14]), but the estimate
of the remainder requires a special care and is the main difficulty we have to
address here.
To start with we pass to the complex coordinates
ξk =
pˆk + iωkqˆk√
2
, ηk =
pˆk − iωkqˆk√
2
,
such that {ξk, ηk} = iωk and H0 =
∑
k ξkηk. Then the nonlinearity is a linear
combination of monomials of the form
Ξsτ,k
def
= ξ
(1+τ1)/2
k1
η
(1−τ1)/2
k1
. . . ξ
(1+τs)/2
ks
η
(1−τs)/2
ks
, s ≥ 3
where
τ = (τ1, ..., τs) , τl = ±1 , k = (k1, ..., ks) , kl = 1, ..., N ; (21)
furthermore, the index k is such that
bτ˜ · ke = 0 , where bne def= n mod[2(N + 1)] , (22)
for some
τ˜ = (τ˜1, ..., τ˜s) , τ˜l = ±1 . (23)
In the following we will use denote by Is the set of the indexes (τ, τ˜ , k) of the
form (21), (23). Finally, for i ∈ Z we will denote
δi =
{
1 if i = 0
0 otherwise
.
Definition 1. We say that f ∈ Ps if it has the form
f =
1
(N + 1)(s−2)/2
∑
(τ,τ˜ ,k)∈Is
fτ,τ˜
(
k1
N + 1
, . . . ,
ks
N + 1
)
Ξsτ,kδbτ˜ ·ke , (24)
where fτ : [0, 1]
s → C are continuous functions.
This is the class of polynomials which will enter the perturbative construc-
tion.
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We define in Ps the norm
‖f‖+ def= max
(τ,τ˜ ,k)∈Is
∣∣∣∣fτ,τ˜ ( k1N + 1 , . . . , ksN + 1
)∣∣∣∣ δbτ˜ ·ke . (25)
The variance of a dynamical variable in Ps is related to the above defined
norm by the following lemma which is the main technical lemma of the paper
and whose proof is deferred to subsection 3.2.
Lemma 1 For any integer2 s ≥ 2 there exist N0 > 0 and C such that, for any
N > N0, and any f ∈ Ps one has
σ2f ≤ N
C
βs
‖f‖2+ .
The norm of the Poisson brackets of two variables is controlled by the following
lemma whose simple proof is omitted.
Lemma 2 If f ∈ Ps, g ∈ Pr, then {f, g} ∈ Pr+s−2. Moreover, one has
‖{f, g}‖+ ≤ 24 max(s, r) ‖f‖+ ‖g‖+ .
In order to find a solution of equation (20), we express H1 in complex coor-
dinates, namely
H1 =
i
6
√
1
N + 1
N∑
k1,k2,k3=1
(ξk1 − ηk1) (ξk2 − ηk2) (ξk3 − ηk3)
× (3δk1+k2−k3 + δk1+k2+k3−2(N+1))
so that H1 ∈ P3 (one can similarly check that H2 ∈ P4). Then, by using the
properties of Poisson brackets and the fact that Φ0 =
∑
k(νk/ωk)ξkηk, where
νk = ν(k/N + 1) ν(x) = g(x)ω(x), one can check that a formal solution of (20)
is given by the expression
Φ1 =
i
3
√
1
N + 1
∑
τi=±1
ki=1,...,N
τ1τ2τ3
τ1νk1 + τ2νk2 + τ3νk3
τ1ωk1 + τ2ωk2 + τ3ωk3
Ξ3τ,k
× (3δk1+k2−k3 + δk1+k2+k3−2(N+1)) .
(26)
In order to show that Φ1 is well defined we have to show that the fraction in
(26) is bounded. This is the content of the following lemma. We recall that the
supremum of the above fraction is denoted by h1(ν) (cf. eq. (10)).
2In the present paper we use the lemma only with s = 3, 4, however we decided to prove
the lemma in the general case because the consideration of the cases s = 3, 4 only would not
lead to significant simplifications of the proof.
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Lemma 3 Let g(x) ∈ C2([0, 1],R) fulfill g′(0) = 0; set ν(x) def= g(x)ω(x), c0 def=
g(0), c2
def
= supx∈[0,1] |g′′(x)|. Then there exists a constant C > 0, independent
of g, such that one has
h1(ν) ≤ C(c0 + c2) .
Moreover, if g′(0) 6= 0, h1(ν) is not bounded.
The proof of this lemma is postponed to Sect. 4.
Proof of Theorem 1. We bound the numerator of the fraction at the l.h.s. of
(7) by using Lemma 2 and Lemma 1 (notice that H0,Φ0 ∈ P2):
‖Φ˙‖ = ‖{Φ1, H1 +H2}+ {Φ0, H2}‖ ≤
√
N
C0
β2
(h1(ν) + 1) ,
for some C0 > 0. Concerning the denominator of (7), we write
σΦ ≥ σΦ0 − σΦ1 (27)
and we estimate σΦ0 from below using σΦ0 ≥ σF with F def=
∑
k(νk/ωk)pˆ
2
k/2,
where the last inequality is due to the stochastic independence of pˆk and qˆk.
Thus one has
σ2F =
1
2β
∑
k
(
νk
ωk
)2
≥ N
4β
∫ 1
0
(
ν(x)
ω(x)
)2
dx , (28)
where the last estimate is obtained through Euler summation formula, which
in turn can be applied in virtue of the regularity hypotheses on ν(x)/ω(x).
Moreover, notice that as a consequence one has h = h(ν) < ∞. On the other
hand, one can apply Lemma 1 and get
σΦ1 ≤
√
N
C1
β3/2
h1(ν) ,
for some C1 > 0. This, together with (28), proves formula (8). Furthermore,
making use again of (28) and inserting it in (27), formula (7) is proved too.
Q.E.D
3.2 Proof of Lemma 1
The proof consists in some steps, the first of which is the choice of suitable coor-
dinates in which the integrals with respect to Gibbs measure become tractable.
The rest of the proof consists of a careful analysis of the expression obtained
through the integration.
Concerning the choice of coordinates, first we go back to the variables pˆ, qˆ,
then the integration over the pˆ′s is easy (they are iid Gaussian variables with zero
average). The integration with respect to the qˆ variables is more complicated.
In order to do it we use the fact that the Hamiltonian is a simple function of
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rj
def
= qj+1 − qj , for j = 0, . . . , N . In fact, the potential part of the Hamiltonian
can be written as
N∑
j=0
V (rj) with V (r)
def
=
r2
2
+
1
3
r3 +
A
4
r4 ,
so that the configurational part of the probability measure is factorized in terms
of the variables rj , which are independently distributed, apart from the con-
straint
∑
j rj = qN+1− q0 = 0 (this implies that they are exchangeable random
variables as defined e.g. in [8]). The situation is similar to that of the micro-
canonical ensemble for the perfect gas, in which the energies of the particles are
independently distributed, except for the constraint that their sum is fixed. In
such a case one can compute mean values and variances of sensible observables
in the canonical ensemble, in which all energies are independent, and then esti-
mate the error introduced. For this reason, we will use the mixed coordinates
pˆ, r, and adopt the methods developed in the frame of statistical mechanics to
deal with the integration over the r’s (see [18]). The corresponding lemma3 (see
Lemma 4 below) is more or less standard, however, we were not able to find an
adapted statement in literature,so we give its proof in Appendix A.
Lemma 4 There exist K,N0 > 0 such that, for any multi–index k, j with length
n and m, respectively, and any N > N0, one has∣∣〈rkrl〉 − 〈rk〉〈rl〉∣∣ ≤ Kn+m√n!m!β−(n+m)/2 . (29)
Moreover, if the sets of sites supp k and supp l are disjoint, one has∣∣〈rkrl〉 − 〈rk〉〈rl〉∣∣ ≤ 1
N
Kn+m
√
n!m!β−(n+m)/2 . (30)
The variance of f ∈ Ps, can be written as
σ2f =
1
(N + 1)s−2
∑
(τ,τ˜,k)∈Is
(τ′,τ˜′,k′)∈Is
fτ,τ˜
(
k1
N + 1
, . . . ,
ks
N + 1
)
fτ ′,τ˜ ′
(
k′1
N + 1
, . . . ,
k′s
N + 1
)
× (〈Ξsτ,kΞsτ ′,k′〉 − 〈Ξsτ,k〉〈Ξsτ ′,k′〉)
× δbτ˜ ·keδbτ˜ ′·k′e
(31)
Introducing the coordinates pˆ, qˆ, each term of the second line of (31) gives
rise to at most 22s terms of the form
〈rˆk1 ...rˆks1 rˆk′1 ...rˆk′s′1 〉〈pˆks1+1 ...pˆks pˆk′s′1+1 ...pˆk′s〉 (32)
− 〈rˆk1 ...rˆks1 〉〈rˆk′1 ...rˆk′s′1 〉〈pˆks1+1 ...pˆks〉〈pˆk′s′1+1 ...pˆk′s〉 ,
3In its statement, we adopt the multi–index notation: k = (k0, . . . , kN ) and j =
(j0, . . . , jN ) are vectors of nonnegative integers, with the norm defined by |k| = k0 + . . .+kN .
So, rk = rk00 · . . . · rkNN . Moreover, supp k denotes the set of sites i for which ki 6= 0.
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where rˆk
def
= ωkqˆk.
The main step of the proof consists in computing a representation formula
for the quantity
Aˆk,k′
def
= a〈rˆk1 · · · rˆks1 rˆk′1 · · · rˆk′s′1 〉 − b〈rˆk1 · · · rˆks1 〉〈rˆk′1 · · · rˆk′s′1 〉 , (33)
where a, b are complex constants.
We start by establishing some notation. We will denote
S
def
= s1 + s
′
1 , L ≡ (L1, ..., LS) def= (l1, ..., ls1 , l′1...., l′s′1)
K ≡ (K1, ...,KS) def= (k1, ..., ks1 , k′1...., k′s′1) .
Inserting the definition of the Fourier coefficients, one has
rˆk =
√
2
N + 1
N∑
l=0
rl cos
[
pi
N + 1
(
l +
1
2
)
k
]
, (34)
in (33) one gets
Aˆk,k′ ≡ AˆK = 2
S/2
(N + 1)S/2
×
∑
L1,...,LS
AL cos
[
pi
N + 1
(
L1 +
1
2
)
K1
]
. . . cos
[
pi
N + 1
(
LS +
1
2
)
KS
]
(35)
where
AL
def
= a〈rl1 · · · rls1 rl′1 · · · rl′s′1 〉 − b〈rl1 · · · rls1 〉〈rl′1 · · · rl′s′1 〉 . (36)
In order to compute AˆK we proceed by reducing iteratively the number of
variables to be summed. We will start by summing over LS . At each step one
gets that the quantity to be summed is the linear combination of quantities of
the form (35) with coefficients enjoying a suitable property which is the same
fulfilled by averages of exchangeable variables.
Precisely, let S be an integer and we consider the sequences BL1,...,LS of com-
plex numbers with the property that , if one fixes S−1 indexes, say L1, ..., LS−1,
then BL1,...,LS has the same value for all values of the remaining index, say LS ,
s.t.
LS 6= L1 and LS 6= L2 and ... and LS 6= LS−1 .
Definition 2. We will denote by B˜K1,...,KS ≡ B˜K the rescaled Fourier trans-
form of one of these sequences, precisely
B˜K
def
=
∑
L1,...,LS−S1
BL1,...,LS−S1 (37)
× cos
[
pi
N + 1
(
L1 +
1
2
)
K1
]
. . . cos
[
pi
N + 1
(
LS−S1 +
1
2
)
KS
]
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where BL1,...,LS−S1 has the property just described.
The main remark needed in order to start the induction is contained in the
following Lemma.
Lemma 5 The following formula holds:
B˜K =(N + 1)δbKSeB˜0K1,K2,...,KS−1
+ B˜1K1+KS ,K2,...,KS−1 + B˜
1
K1−KS ,K2,...,KS−1
+ ...+ B˜S−1K1,K2,...,KS−1+KS + B˜S−1K1,K2,...,KS−1−KS ,
(38)
where the B˜j are obtained through (37) from the sequences
B0L1,...,LS−1
def
= BL1...LS
∣∣
LS 6=L1,...,LS 6=LS−1 , (39)
BjL1,...,LS−1
def
=
BL1,...,LS−1,Lj −BL1...LS
∣∣
LS 6=L1,...,LS 6=LS−1
2
. (40)
Proof. It is a computation which exploits the formula
N∑
L=0
cos
[
pi
N + 1
(
L+
1
2
)
k
]
= (N + 1)δbke . (41)
In order to use it we rewrite B˜K by separating the sum over LS , namely
B˜K =
∑
L1,...,LS−1
cos
[
pi
N + 1
(
L1 +
1
2
)
K1
]
. . . cos
[
pi
N + 1
(
LS−1 +
1
2
)
KS−1
]
×
BL1...LS ∣∣LS 6=L1,...,LS 6=LS−1 ∑
Ls:LS 6=L1,...,LS 6=LS−1
cos
[
pi
N + 1
(
LS +
1
2
)
KS
]
+BL1,...,LS−1,L1 cos
[
pi
N + 1
(
L1 +
1
2
)
KS
]
+ ...
+BL1,...,LS−1,LS−1 cos
[
pi
N + 1
(
LS−1 +
1
2
)
KS
]}
but the curly bracket is equal to
BL
∣∣
LS 6=L1,...,LS 6=LS−1
N∑
LS=0
cos
[
pi
N + 1
(
LS +
1
2
)
KS
]
+
(
BL1,...,LS−1,L1 −BL
∣∣
LS 6=L1,...,LS 6=LS−1
)
cos
[
pi
N + 1
(
L1 +
1
2
)
KS
]
+ ...
+
(
BL1,...,LS−1,LS−1 −BL
∣∣
LS 6=L1,...,LS 6=LS−1
)
cos
[
pi
N + 1
(
LS−1 +
1
2
)
KS
]
= BL
∣∣
LS 6=L1,...,LS 6=LS−1δbKse(N + 1) +
S−1∑
j=1
BjL1,...,LS−1 cos
[
pi
N + 1
(
Lj +
1
2
)
KS
]
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where
BjL1,...,LS−1
def
= BL1,...,LS−1,Lj −BL
∣∣
LS 6=L1,...,LS 6=LS−1 . (42)
In order to conclude the proof insert such a formula in the expression for B˜K
and remark that except for the term containing the δ, all the other addenda
contain the expression
cos
[
pi
N + 1
(
Lj +
1
2
)
KS
]
cos
[
pi
N + 1
(
Lj +
1
2
)
Kj
]
=
1
2
{
cos
[
pi
N + 1
(
Lj +
1
2
)
(KS +Kj)
]
+ cos
[
pi
N + 1
(
Lj +
1
2
)
(KS −Kj)
]}
so that the thesis follows. Q.E.D
With formula (38) at hand we can iterate the construction in order to get
the general structure of the terms involving AˆK .
Actually, in order to get the proof of Lemma 1, we need quite precise infor-
mation on the structure of AˆK . To this end we still need some more preliminary
definitions.
Having fixed a positive integer S, we consider vectors τ ≡ (τ1, ..., τS), with
τj ∈ {−1, 0, 1}. The set of such vectors will often be denoted by ZS3 .
Definition 3. A collection τ (1), ..., τ (S1), S1 ≤ S of vectors of τ (i) ∈ ZS3 will be
said to be S-admissible, or simply admissible, if the following properties hold
1) the supports supp(τ (i)) are disjoint.
2)
⋃S1
i=1supp(τ
(i)) = {1, ..., S}.
We are now ready for the main lemma of this section. It gives the represen-
tation formula for the A’s.
Lemma 6 AˆK is the sum of a number independent of N of addenda, each one
of the form
Bτ
[
S1∏
i=1
δbτ(i)·Ke
]
(N + 1)S1−S/2 , S1 ≤ S (43)
where τ = (τ (1), ..., τ (S1)) is an S- admissible collection of vectors.
Furthermore, Bτ is a linear combination of the quantities AL (cf. eq. (36)),
such that the indexes L assume only those values s.t. the following property
holds [
I ∈ supp(τ (i)) , J ∈ supp(τ (j)) , i 6= j
]
=⇒ LI 6= LJ . (44)
The number of terms in the linear combination is bounded independently of N ,
the coefficients are bounded uniformly with respect to N .
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Proof. The proof is obtained by applying iteratively Lemma 5. We claim that,
after R steps of decomposition, B˜K turns out to be the sum of terms of the form
B˜K·τ(1),...,K·τ(S−R)
[
(N + 1)S1
S1∏
i=1
δbK·τ(S−R+i)e
]
, (45)
with S1 ≤ R ≤ S ,
where τ ≡ (τ (1), ..., τ (S+S1−R)) is an admissible collection and the B’s fulfill a
variant of the selection property (44). Precisely, define
τ¯
def
= (τ (1) + ...+ τ (S−R), τ (S−R+1), ..., τ (S−R+S1)),
then B fulfills (44) with respect to such a collection of vectors (which is S-
admissible).
We prove (45) by induction on R. The formula is true for R = 0 with S1 = 0.
We assume it is true for R and we prove it for R+ 1.
Applying (38) to (45), such a quantity turns out to be the sum of
B˜0K·τ(1),...,K·τ(S−R−1)
[
(N + 1)S1+1
S1+1∏
i=1
δbK·τ(S−R+i)e
]
, (46)
and of the quantities
B˜jK·τ(1),...,K·τ(j)+K·τS−R,...,K·τ(S−R−1)
[
(N + 1)S1
S1∏
i=1
δbK·τ(S−R+i)e
]
, (47)
so also at step R+ 1 we have the wanted representation. Still we have to verify
that the new τ ’s form an admissible collection and that the involved coefficients
AL fulfill the selection rule (44).
We start by the τ ’s in the term (46). In this term the collection of the τ ’s
coincides with the previous one, so it is still an admissible collection.
We come to the selection rule on B0. The new collection τ¯ is
(τ (1) + ...+ τ (S−R−1), τ (S−R+1), ..., τ (S−R−1+S1)) ,
so that one is adding a further restriction on the values of the indexes of the
AL’s entering in B
0, namely that LS−R (and thus also the indexes labeled by
supp(τ (S−R))) must be different from the other indexes. But, by formula (39)
one has
B0L1,...,LS−R−1 = BL
∣∣
LS−R 6=L1,...,LS−R 6=LS−R−1 ,
and therefore the selection rule is fulfilled.
We come to (47). In this term the elements of the collection of the τ ’s are
the same as before except for the fact that τS−R is missing and that τ (j) is
substituted by
τ (j)± def= τ (j) ± τ (S−R) .
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By the properties of the supports one has thus
supp(τ (j)±) = supp(τ (j)) ∪ supp(τ (S−R)) , (48)
from which one immediately sees that properties 1) and 2) of definition 3.2 are
fulfilled also by the new collection.
Concerning the selection property for B, we just notice that the new collec-
tion τ¯ coincides with the old one, and therefore the new B’s automatically fulfill
the needed property. Q.E.D
We have now to insert the averages of the pˆ’s. To get a useful formula we
have to analyze quite in detail the corresponding terms.
First remark that a possible expression of 〈pˆk1 ...pˆks〉 is constructed as follows:
consider the distinct partitions of 1, ..., s into subsets composed by an even
number of elements. Let Σs ≡ (Σs1, ...,Σss1) be one of these partitions (of course
s1 ≤ s/2), denote `J def= #ΣsJ , and let j(J)1 , ..., j(J)`J ∈ ΣsJ be the elements of ΣsJ ,
then to the partition Σs we associate the quantity
DΣs
def
=
[
s1∏
J=1
〈pˆ`J1 〉
]
2s/2βs/2 =
s1∏
J=1
(`J − 1)!! (49)
and one has
〈pˆk1 ...pˆks〉 =
1
2s/2βs/2
∑
Σs
DΣsδ
Σs
k1,...,ks , (50)
δΣ
s
k1,...,ks
def
=
{
1 if k
j
(J)
1
= ... = k
j
(J)
`J
∀J
0 otherwise
,
where, of course the sum is over all the distinct partitions described above.
Remark 5. Defining k(J) ≡ (k(J)1 , ..., k(J)s ) with k(J)j(J)i = 1 for i = 1, ..., `J and
zero otherwise, one has
δΣk 6= 0 ⇐⇒ k =
s1∑
J=1
nJk
(J) , (51)
for some integers nJ . This means that for every fixed partition Σ, the subspace
of vectors in Zs such that δΣk 6= 0 has dimension s1 ≤ s/2, where the equality is
attained only if `J = 2, ∀J .
For this reason the partitions for which `J = 2 for all J ’s will play a special
role. In such a case one can write
δΣ
s
k =
s/2∏
i=1
δk·τ(i) ,
where τ = {τ (i)}s/2i=1 is an s-admissible collections s.t. each of the τ (i)’s has only
one component equal to 1 and one component equal to −1.
16
We will denote by T s the set of the s-admissible collections with such a
property.
We will denote by Ss4 the set of partitions Σs such that `J ≥ 4 for at least
one J .
In order to obtain a useful expression for the covariance we consider T s+s′
and decompose it as
T s+s′ = T s ⊕ T s′ = T s ∪ T s′ ∪ T s,s′ , (52)
where T s,s′ is composed by the (s + s′)-admissible collections s.t. at least
one of the vectors τ (i) has one non vanishing component in the T s and one
nonvanishing component in T s′ .
Lemma 7 The following formula holds
a〈pˆk1 · · · pˆks pˆk′1 · · · pˆk′s′ 〉 − b〈pˆk1 · · · pˆks〉〈pˆk′1 · · · pˆk′s′ 〉
=
1
(2β)
s+s′
2
 ∑
τ∈T s
τ′∈T s′
(a− b)
s/2∏
i=1
δk·τ(i)
s′/2∏
i=1
δk·τ ′(i)

+a
∑
τ∈T s,s′
(s+s′)/2∏
i=1
δK·τ(i) +
∑
Σs+s′∈Ss+s′4
EΣs+s′ δ
Σs+s
′
K

where K = (k, k′) and EΣs+s′ is a (possibly vanishing) constant fulfilling
|EΣs+s′ | ≤ C(|a|+ |b|).
The proof is a simple computation which is omitted.
We have now at hand the tools that enable us to estimate σf . In the forth-
coming formulas we will use the following notations: S1 ≤ s1 + s′1 is an integer
and
k = (k1, ..., ks) , k
′ = (k′1, ..., k
′
s)
k(1) = (k1, ..., ks1) , k
(2) = (ks1+1, ..., ks)
k
′(1) = (k′1, ..., k
′
s′1
) , k
′(2) = (k′s′1+1, ..., k
′
s)
K = (k1, ..., ks, k
′
1, ..., k
′
s) ,
K(1) = (k1, ..., ks1 , k
′
1, ..., k
′
s′1
) , K(2) = (ks1+1, ..., ks, k
′
s′1+1
, ..., k′s) ,
finally s2 := s− s1 and s′2 := s− s′1.
First remark that, due to Lemma 6 and (50) one has that σ2f is estimated
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by the sum of finitely many terms of the form
C
(N + 1)s−2
‖f‖2+
∑
(k,k′)∈Z2s
δbτ˜ ·keδbτ˜ ′·k′e[
〈pˆks1+1 · · · pˆks pˆk′s′1+1 · · · pˆk′s〉〈rl1 ....rls1 rl′1 ...rl′s1 〉
−〈pˆks1+1 · · · pˆks〉〈pˆk′s′1+1 · · · pˆk′s〉〈rl1 ....rls1 〉〈rl′1 ...rl′s1 〉
]
×
(
S1∏
i=1
δbτ(i)·K(1)e(N + 1)
)
1
(N + 1)(s1+s
′
1)/2
(53)
where l1, ..., ls1 , l
′
1, ..., l
′
s′1
fulfills the selection rule (44) with respect to the par-
tition τ (i).
According to Lemma 7 one has that (53) can be written as
Σ1 + Σ2 + Σ3 ,
where
Σ1 :=
C
(N + 1)s−2
‖f‖2+
∑
(k,k′)∈Z2s
δbτ˜ ·keδbτ˜ ′·k′e
1
(2β)
s2+s
′
2
2
(54)
∑
τ′∈T s2
τ′′∈T s
′
2
(
〈rl1 ....rls1 rl′1 ...rl′s1 〉 − 〈rl1 ....rls1 〉〈rl′1 ...rl′s1 〉
)s2/2∏
i=1
δk(2)·τ ′(i)
s′2/2∏
i=1
δk(2)·τ ′′ (i)

(55)
×
(
S1∏
i=1
δbτ(i)·K(1)e(N + 1)
)
1
(N + 1)(s1+s
′
1)/2
(56)
Σ2 :=
C
(N + 1)s−2
‖f‖2+
∑
(k,k′)∈Z2s
δbτ˜ ·keδbτ˜ ′·k′e
1
(2β)
s2+s
′
2
2
(57)
〈rl1 ....rls1 rl′1 ...rl′s1 〉
∑
τ ′∈T s,s′
(s2+s
′
2)/2∏
i=1
δK(2)·τ ′(i) (58)
×
(
S1∏
i=1
δbτ ′(i)·K(1)e(N + 1)
)
1
(N + 1)(s1+s
′
1)/2
(59)
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Σ3 :=
C
(N + 1)s−2
‖f‖2+
∑
(k,k′)∈Z2s
δbτ˜ ·keδbτ˜ ′·k′e
1
(2β)
s2+s
′
2
2
(60)
∑
Σs2+s
′
2∈Ss2+s
′
2
4
E
Σs2+s
′
2
δΣ
s2+s
′
2
K(2) (61)
×
(
S1∏
i=1
δbτ(i)·K(1)e(N + 1)
)
1
(N + 1)(s1+s
′
1)/2
(62)
where the indexes l1, ..., ls1 , l
′
1, ..., l
′
s′1
fulfills the selection rule (44) with respect
to the collection τ .
Lemma 8 The following estimate holds
|Σ3| ≤
C(N + 1) ‖f‖2+
βs
(63)
Proof. For this computation we can neglect the delta’s in (60). Every δ in (62)
reduces by 1 the effective dimension of the lattice over which K(1) runs. Thus,
the effective dimension of such a lattice is s1 + s
′
1 − S1 ≥ 0. By remark 3.2,
K(2) runs over a lattice of dimension at most (s− s1 + s− s′1)/2− 1. Thus, the
number of nonvanishing terms is at most of order
(N + 1)∧
(
s+
s1 + s
′
1
2
− S1 − 1
)
,
while, counting the powers of (N+1), one has that each term has size controlled
by a constant times
‖f‖2+
βs
(N + 1)∧
(
S1 − s1 + s
′
1
2
− s+ 2
)
,
so that the result follows. Q.E.D
We have now to understand when it can happen that the deltas coming from
the zero momentum conditions are not independent of the other deltas (more
precisely the corresponding τ vectors). This is analyzed by the forthcoming
Lemma 9.
Write Z2s = Zs⊕Zs and denote by P1 the projection on the first factor and
by P2 the projection on the second one. Then the following Lemma holds.
Lemma 9 Let τ (i) be a (2s)-admissible collection of vectors and let τ˜ ∈ Z2s3 be a
vector with support equal to (1, ..., s), namely s.t. τ˜i 6= 0 ∀i = 1, ..., s and τ˜i = 0
∀i = s+1, ..., 2s. Assume that there exists ı¯ s.t. P1τ (ı¯) 6= 0 and P2τ (ı¯) 6= 0, then
τ˜ is linear independent of the vectors τ (i).
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Proof. Consider the equation
cτ˜ +
∑
i
ciτ
(i) = 0 ;
applying P1 and P2 one gets
cP1τ˜ +
∑
i
ciP1τ
(i) = 0 , (64)∑
i
ciP2τ
(i) = 0 . (65)
Since the supports of the τ (i)’s are disjoint, (65) implies ci = 0 for all i’s s.t.
P2τ
(i) 6= 0. In particular one has cı¯ = 0. There exists a component of P1τ (ı¯)
which is different from zero. Assume for definiteness that it is the first one. It
follows that all the other vectors τ (i) have first component equal to zero. Thus,
taking the first component of (64) one gets
cτ˜1 + cı¯τ
(¯i)
1 = cτ˜1 = 0 =⇒ c = 0 ,
which is the claimed independence. Q.E.D
In particular it follows that, in the expression of Σ2, at least one of the τ˜ ’s
is independent of all the other τ ’s. Thus the Following Lemma holds
Lemma 10 The following estimate holds
|Σ2| ≤
C(N + 1) ‖f‖2+
βs
(66)
Proof. Every δ reduces by 1 the effective dimension of the lattice over which K
runs, provided the corresponding vectors τ are independent. In the considered
case the effective dimension is at most
2s− (S1 + s− (s1 + s′1)/2),
thus, counting the powers of (N + 1) as in the proof of Lemma 8 one gets the
result. Q.E.D
To estimate Σ1 one has also to consider the dependent case. This is contained
in the proof of the following Lemma.
Lemma 11 The following estimate holds
|Σ1| ≤
C(N + 1) ‖f‖2+
βs
(67)
Proof. The case in which the τ ′s are independent is dealt with as in the proof
of Lemma 10. Consider now the case in which they are dependent. In such a
case, all the elements of τ do not mix k and k′, by the selection rule (44), it
follows that the indexes l1, ..., ls1 are all different of the indexes l
′
1, ..., l
′
s′1
, thus
the covariance in (55) can be estimated using eq. (30), which adds a power of
N at the denominator. Thus the result follows also in this case. Q.E.D
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4 Proof of Lemma 3
As both ν and ω are bounded from above, h1(ν) can diverge only when the de-
nominator at the r.h.s. of (10) vanishes. We prove that, under the assumptions
of the theorem, the numerator vanishes at the same points and the ratio stays
bounded.
First, remark that the hypotheses on g and the explicit form of ω(x) =
2 sin(pix/2) imply that ν has derivative bounded by K
def
= 2c2 +pi(c0 + c2/2). In
turn, this implies also that the numerator is bounded by 3K.
Consider now the case in which z = x+y. When τ1 = τ2 = τ3, the inequality
sin(pix/2) ≥ x implies that the denominator is bigger than 3x. Using ν(x) ≤ Kx
one has that the ratio which defines h1 is bounded by K.
When τ1 = −τ2 = τ3, using the fact that ω is a non–decreasing function one
can bound the denominator from below by x; in turn, using |ν(x+ y)− ν(y)| ≤
Kx one has that the numerator is smaller than 2Kx, so that the ratio is smaller
than 2K. The same upper bound holds when −τ1 = τ2 = τ3.
The case τ1 = τ2 = −τ3 is more complicated. We rewrite the numerator of
(10) as a function of g(x) and get
ν(x) + ν(y)− ν(x+ y) =c0 [ω(x) + ω(y)− ω(x+ y)]
+ f(x) + f(y)− f(x+ y)
where we have put f(x)
def
= ω(x)(g(x) − c0). Due to its definition and to the
hypothesis g′(0) = 0, f(x) has a zero of third order at 0. Suppose, without loss
of generality, that y ≤ x, then there exists a constant C, such that one has
|f(x)− f(x+ y)| ≤ Cc2x2y , |f(y)| ≤ Cc2y3 ≤ Cc2x2y .
On the other hand, for the denominator one has
ω(x) + ω(y)− ω(x+ y) ≥ 2 sin(piy/2)(1− cos(pix/2)) ≥ x2y , (68)
where in the first inequality use is made of the addition formulas for the sine,
in the second of the inequalities sin(pix/2) ≥ x and cos(pix/2) ≤ 1−x2/2. Thus
we have ∣∣∣∣ ν(x) + ν(y)− ν(x+ y)ω(x) + ω(y)− ω(x+ y)
∣∣∣∣ ≤ C(c0 + c2) ,
with a suitable redefinition of the constant C. A similar arguments, exchanging
upper with lower bounds, shows that if g′(0) 6= 0 the ratio defining h1(ν) is
unbounded thus proving the last statement of the theorem.
Consider now the case of z = 2− x− y. Here, when τ1 = τ2 = τ3 everything
is trivial, because at least one among x, y and z is greater than 2/3, so that the
denominator is larger than 2 sin(pi/3) =
√
3. There remains the case in which
one sign is different from the others: as the role of x, y and z is symmetric, we
consider only the possibility τ1 = τ2 = −τ3. Since ω(2− α) = ω(α), one has
ω(x) + ω(y)− ω(2− x− y) = ω(x) + ω(y)− ω(y + z) ,
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so that we can bound from below the denominator making use of inequality
(68); assuming again without loss of generality that y ≤ x. In the present case,
however, one has x+ y = 2− z ≥ 1, so that x ≥ 1/2 and we get
ω(x) + ω(y)− ω(2− x− y) ≥ y
4
.
The numerator is bounded according to
|ν(x)− ν(2− x− y)| ≤ K|2(1− x)− y| ≤ 3Ky , |ν(y)| ≤ Ky ,
where we used the inequality x ≥ 1 − y. This suffices to bound uniformly the
considered ratio also in this case, and thus to complete the proof. Q.E.D
A Proof of Lemma 4
As already stated, the main tool needed in the proof of this lemma is an esti-
mate of the error introduced by the fact that the mean values of interest are
computed with respect to the measure in which all r’s are independent, rather
than with respect to the measure in which they are conditioned to have vanish-
ing sum. Indeed, if the r’s are independent, estimates (29) and (30) are trivial
consequences of the properties of Gaussian integration (the r.h.s. of (30) even
vanishes). The estimates of the error, as first pointed out by Khinchin (see [18]),
can be obtained by using a local central limit theorem.
We begin by considering the extended configuration space Γ, which coincides
with RN+1 endowed with the probability measure µγ with density
ρN+1γ (r0, . . . , rN )
def
=
1
(qγ(β))
N+1
N∏
j=0
exp (−γrj − βV (rj)) , (69)
in which the normalization constant is defined by
qγ(β)
def
=
∫ ∞
−∞
exp (−γr − βV (r)) dr .
Denoting by
Σx
def
=
r ∈ Γ : R def= ∑
j
rj = x
 , (70)
the configuration space for our dynamical system corresponds to Σ0. Moreover,
the probability measure induced on it by the Gibbs measure is exactly the
measure µγ with density (69) and γ = 0, conditioned on Σ0. This means that,
if M is a subset of Σ0, one has
P(M) = µ0(M |Σ0) .
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This suggests the introduction of the structure function ΩN+1(x), defined by
ΩN+1(x)
def
=
d
dx
∫
∑
ri≤x
e−β
∑
V (ri)dr0 . . . drN =
=
∫
e−β
∑
V (xi−xi−1)dx1 . . . dxN , x0 = 0 , xN+1 = x ,
which is the probability density in Γ that R has value x, if the r’s are distributed
with the measure µ0. Notice that Z(β) = ΩN+1(0), which will be used below.
Now the idea is that, since the variable ri are independently distributed,
one can use some kind of central limit theorem to expand ΩN as a simple
function around zero for largeN , so that the conditioned measure becomes easily
tractable. Indeed, as first pointed out by Crame´r, this can be accomplished, if
one considers the conjugate distribution
U
(γ)
N (x) =
1
ΦN (γ)
e−γxΩN (x) , (71)
where ΦN (γ) = (qγ(β))
N , which corresponds to the probability distribution
of the sum of independently distributed random variables distributed with the
density ρNγ introduced above by (69). In fact, while the central limit theorem
gives no direct information on ΩN (x), for x near 0 (because the mean value of x
is very far from zero), such information can be obtained by applying the central
limit theorem to U
(γ)
N (x), if one chooses a value of γ, call it θ, such that
4∫
xU
(θ)
N (x)dx = 0 .
Then the central limit theorem can be locally applied to U
(θ)
N (x) near zero and
then translated into a property of ΩN (x) by inverting (71).
We will use the following local version of the central limit theorem, in which
the conjugate distribution is approximated as a function of the functions qj(x)
defined as
qj(x) =
1√
2pi
e−x
2/2
∑
Hj+2s(x)
j∏
m=1
1
km!
(
γm+2
(m+ 2)!bm+2
)km
,
where Hm(x) are Hermite polynomials, γm is the m-th cumulant of u
(θ)(x) and b
its standard deviation, while the sum should be taken over all the non-negative
4Notice that the integral equation
0 =
∫ ∞
−∞
xU
(θ)
N (x) dx =
N∑
j=1
1
qθ(β)
(∫ +∞
−∞
r exp (−θr − βV (r)) dr
)
⇒
∫ +∞
−∞
r exp (−θr − βV (r)) dr = 0 .
(72)
admits a unique solution for all β > 0 so that qθ(β) is well defined. It is then obvious that θ
depends on β but not on N , so that qθ(β) is a function of β only. Furthermore, since we are
interested in the large-β regime, we point out that limβ→∞ θ = −α.
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integer solutions (k1, . . . , kj) of the equalities k1 + 2k2 + . . . + jkj = j, and
s = k1 + k2 + . . . kj .
Theorem 2 (Local central limit, Theorem VII.15 of [23]) There exist C,N0, β0 >
0 such that, for N > N0, β > β0, one has∣∣∣∣∣∣U (θ)N (x)− 1√2piNb2 exp
(
− x
2
2Nb2
)
−
2∑
j=1
qj(x/(
√
Nb))
N (j+1)/2b
∣∣∣∣∣∣ ≤ 1N3/2b , (73)
uniformly in x.
From this theorem we can infer (cf. [19], Corollary 1.4 of Appendix 2) an es-
timate on the deviation of the expectations taken with respect to the Gibbs
measure from that taken with respect to the measure µθ ≡ µγ
∣∣
γ=θ
. We denote
the expectation of f with respect to the Gibbs measure by 〈f〉, while that with
respect to µθ by 〈f〉θ. Moreover, given a vector j = (j0, . . . , jN ) ∈ {0, 1}N+1
and a vector r ∈ Γ, we denote by r˜ ∈ R|j| the collection ri, i ∈ suppj.
Corollary 4 Fix β¯ > 0 and let f(r˜) : R|j| → R have a finite second order
moment with respect to µθ, uniformly for all β > β¯. Then there exist C, N0
and β0 such that, for all N > N0, β > β0, one has
|〈f〉 − 〈f〉θ| ≤ C |j|
N
√
〈f2〉θ − 〈f〉2θ
Proof. We denote J
def
= |j| and, for the sake of simplicity, we assume supp j =
{1, ..., J}; the general case is dealt with exactly in the same way. The average
〈f〉 can be written as follows
〈f〉 =
∫
RN+1
f(r˜)
exp
(
− β∑V (xi − xi−1))
Z(β)
dx1 . . . dxN
=
∫
Γ˜
f(r˜)
ΩN+1−J(−w)
ΩN+1(0)
dv˜ ,
where w
def
=
∑J
i=0 ri, and Γ˜ ≡ RN+1−J is endowed with the measure with volume
element dv˜
def
=
∏J
i=0 e
−βV (ri)dri, while ΩN+1−J is the structure function for the
system in which the first J relative distances ri are subtracted.
Now the ratio ΩN+1−J(−w)/ΩN+1(0) can be expressed in terms of U (θ)N+1(x),
by a simple inversion of (71), as
ΩN+1−J(−w)
ΩN+1(0)
=
U
(θ)
N+1−J(−w)
U
(θ)
N+1(0)
e−θw
qθ(β)J
,
where use has been made of the explicit form of ΦN (θ). So, the difference
|〈f〉 − 〈f〉θ| may be written as∣∣∣∣∣
∫
γ˜
dv˜
e−θw
qθ(β)J
f(r˜)
(
U
(θ)
N+1−J(−w)
U
(θ)
N+1(0)
− 1
)∣∣∣∣∣ . (74)
24
Using the relations∫
γ˜
dv˜
e−θw
qθ(β)J
U
(θ)
N+1−J(−w)
U
(θ)
N+1(0)
= 〈1〉 = 1 = 〈1〉θ =
∫
γ˜
dv˜
e−θw
qθ(β)J
one can rewrite the difference |〈f〉 − 〈f〉θ| as follows
|〈f〉 − 〈f〉θ| =
∣∣∣∣∣
∫
γ˜
dv˜
e−θw
qθ(β)J
(f(r˜)− 〈f〉θ)
(
U
(θ)
N+1−J(−w)
U
(θ)
N+1(0)
− 1
)∣∣∣∣∣ . (75)
Noting that |e−x2 − 1| ≤ x2 and qj(x) ≤ cj(β0), we obtain from Theorem 2
that ∣∣∣∣∣U
(θ)
N+1−J(−w)
U
(θ)
N+1(0)
− 1
∣∣∣∣∣ ≤ K(N0, β0) JN
(
1 +
w2
Jb2
)
,
for N large enough. By Schwartz inequality the thesis follows. Q.E.D
In order to conclude the proof of Lemma 4 it is now sufficient to apply
corollary 4 to the functions of interest, making use of the properties of Gaussian
integration to estimate 〈·〉θ.
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