










































III. This  dissertation/thesis  does  not  contain  other  persons’  data,  pictures,  graphs  or  other 
information, unless specifically acknowledged as being sourced from other persons. 
IV. This  dissertation/thesis  does  not  contain  other  persons’  writing,  unless  specifically 
acknowledged as being sourced from other researchers. Where other written sources have 
been quoted, then: 
a. Their words have been  re‐written but  the general  information attributed  to  them 
has been referenced; 
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Steganography  is classified as  the art of hiding  information.  In a digital context,  this  refers  to our 
ability  to hide  secret messages within  innocent digital cover data. The digital domain offers many 
opportunities  for  possible  cover mediums,  such  as  cloud  based  hiding  (saving  secret  information 
within the internet and its structure), image based hiding, video and audio based hiding, text based 
documents as well as the potential of hiding within any set of compressed data.  




The  dissertation  presents  a  newly  developed  system  that  is  designed  to  counter  act  the  current 
weakness  in  the  YASS  JPEG  based  steganographic  system.  By  introducing  two  new  levels  of 
randomization to  the embedding process, the proposed system offers security benefits over YASS. 
The  introduction  of  randomization  to  the  B‐block  sizes  as well  as  the  E‐block  sizes  used  in  the 
embedding process aids in increasing security and the potential for new, larger E‐block sizes also aids 
in providing an increased set of candidate coefficients to be used for embedding. 
The  dissertation  also  introduces  a  new  embedding  scheme which  focuses  on  hiding  in medium 
frequency  coefficients.  By  hiding  in  these  medium  frequency  coefficients,  we  allow  for  more 
aggressive embedding without risking more visual distortion but trade this off with a risk of higher 
error rates due to compression losses. 
Finally,  the  dissertation  presents  simulation  aimed  at  testing  the  proposed  system  performance 
compared to other JPEG based steganographic systems with similar embedding properties. We show 




























































































































































been around  for quite  some  time. The core concept of hiding  information can be  traced back  for 
hundreds of years and early examples of its use can be found throughout history. 






The  first option  the  two have  is  to  simply  talk about  their plans openly  in  front of  their parents. 
Although  this  is  a  rather  simple  approach,  it  leaves  very  little  in  the way  of  surprise,  since  their 
parents will be fully aware of their plans. A second option for the two could  involve them running 
out the room and making their plans out of their parents view. Although this provides Alice and Bob 
with  the  secrecy  they  require,  their  constant  disappearance will  raise  a  lot  of  suspicion.  A  third 





At  this point, Alice and Bob  still have a problem. On  the one hand  they  require a communication 
channel  that  allows  them  to  freely  communicate  while  not  raising  the  suspicion  of  anyone 
monitoring their communications. Steganography offers Alice and Bob with a solution. 
Now  if Alice and Bob both  share a passion  for drawing,  their  talent provides  them with a perfect 
carrier for their secret plans. They can easily  incorporate their plans  into drawings and share these 
images  with  each  other,  all  the  while;  their  parents  will  simply  see  the  two  sharing  their  art 




without  raising  suspicion.  This  is  achieved  by  embedding  the  secret  message  into  an  innocent 
looking  carrier  object,  normally  referred  to  as  a  Cover‐Object.  These  cover‐objects  need  to  be 
innocent in the context of the channel they are being sent through, for example, if Alice and Bob had 










Before  the  advent  of  the  telephone,  digital  technologies  or  the  internet,  communication  was 
referred  to  as  physical  in  nature.  If  two  people  wished  to  communicate,  they  would  need  to 
physically stand  in front of each other, or share an object that needed to be physically transported 
between  the  two parties.  Examples  such  as  letters, paintings, or photos  all  required  that  a  third 




painting  subtle detail  into complicated  scenes were used as a  steganographic approach during an 
age where technology was limited and communication was slow and laboured. 




Since  the  internet  represents  such a huge  collection of  communication  channels and networks,  it 





as  carriers  for  hidden  information.  The  only  problem  with  using  emails  as  covers  for  secret 
communication  is  the  fact  that  emails,  by  nature,  are  private  items.  Emails  sent  between  two 
parties,  especially  on  a  regular  basis  require  an  established  relationship  to  avoid  suspicion,  and 
therefore,  present  a  slight  problem  for  anyone  wishing  to  use  them  to  communicate  secret 
information with a stranger. 
























on web  sites  are  compressed. Uncompressed  images  tend  to  only  exist when  the  image  is  first 
captured  by  the  camera,  and  are  rarely  found  uploaded  on  the  internet.  Taking  this  into 
consideration, we note  that  it  is  important  to research and develop a steganographic system  than 
can take advantage of how images are compressed and saved. It should also of course be relatively 
immune  to  the  compression  process  so  as  to  survive  the  compression  and  consequent  de‐
compression with as little damage as possible. 
The  JPEG  compression  standard  is  a widely  used  and  extremely  popular  compression  algorithm. 
Referring  back  to  the  statistics  published  by  Facebook,  all  images  uploaded  to  their  servers  are 
compressed using  the  JPEG  standard. This alone  suggests  that a huge  set of  images  found on  the 
internet are compressed using the JPEG compression standard and therefore, given the standard’s 
popularity,  it would  be  best  to  investigate  JPEG  based  steganographic  systems  and  research  the 
effects of the compression algorithm on hidden information. 
1.3 Research Problem Statement 
The  initial  aim  of  this  dissertation  is  to  study  the  currently  available  research  in  the  field  of 








The aim of the research being to  investigate  image based steganographic systems, the approach  is 
broken down into four clear phases: 
1. The  first  stage  in  the  research  process  is  to  develop  an  understanding  of  the  science  of 








research process. These solutions shall be then  incorporated  into a new JPEG based  image 
steganographic  system. This new  system  can build upon a  currently available  system  that 

















systems  and  attempt  to present  any performance  enhancements  achieved by  the 
new system as compared to the older systems. 
4. The  fourth  and  final  stage  in  the  research  process  is  to  determine  the  success  of  the 
developed steganographic system based on the aims presented at the start of this section. 
We  shall  determine  if  the  goal  of  improving  the  embedding  capacity  was  achieved  by 
reviewing  the comparisons made during  the  third  stage of  the  research process. We  shall 




the science  from ancient  times up  till systems currently  in use. The chapter also  includes a  formal 
definition  of  the  science,  expanding  on  its  properties  as  well  as  the  different  approaches  to 
classifying  steganographic  systems.  The  chapter  concludes  with  a  discussion  of  the  differences 
between a steganographic system and a cryptographic system. 
Chapter 3  is a  survey of  the development of  image based  steganographic  systems with an aim of 
introducing  current  JPEG  based  steganographic  systems.  These  systems  are  introduced  and  their 
1‐5 
 
motivations  and  processes  explained.  We  then  introduce  currently  available  mechanisms  for 
detecting these systems and present their weaknesses. 
Chapter 4 details the development of the newly proposed system. It highlights major improvements 
developed to  improve the system’s randomness as well as  increase  its security. We then present a 
completely  new  embedding  scheme  that  aims  to  trade  off  the  possibility  for  higher  errors  for 
increased  embedding  capacity  and  security. We  detail  every  stage  in  the  development  process 
presenting clear motivation for each stage. 
Chapter  5  presents  a  performance  analysis  of  the  new  system.  We  investigate  the  blocking 
performance of the new system as well as similar systems. We then investigate the embedding and 
error  rates  of  the  new  system  along  with  similar  steganographic  systems.  We  compare  the 
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context of  the digital domain, has been  around  for quite  some  time.  The  core  concept of hiding 
information can be  traced back  for hundreds of years and early examples of  its use can be  found 
throughout  history.  This  section  will  introduce  two  distinct  phases  in  steganographic  system 
development, namely Physical Steganography and Digital Steganography.  
2.1.1 Physical Steganography 













Looking  closer  to  current  times,  during  World  War  2,  many  examples  have  surfaced  of 
steganography in use. A famous example is the use of microdots by espionage agents that contained 
secret  information  in  a  space no bigger  than  a period produced by  typewriters.  These microdots 
were mostly embedded  into paper and normally covered by an adhesive. Another famous example 
of steganography used during times of war comes from the Cold War, where in 1968 the crew of the 
USS Pueblo was held prisoner by North Korea and managed  to  communicate using  sign  language 








With  the  advent  of  computers  and more  importantly  the massive  growth  of  the  internet,  digital 
steganography has advanced rapidly. In general one can say that  information can be hidden  in any 







examples of hiding within  images are by  concealing  information  in  the  transformation domain of 








1984) stated  the problem  in  terms of communication  in a prison.  In his  formulation,  two  inmates, 
Alice and Bob, are  trying  to hatch an escape plan. The only way  they can communicate with each 
other is through a public channel, which is carefully monitored by the warden of the prison, Ward. If 
Ward  detects  any  encrypted messages  or  codes,  he will  throw  both  Alice  and  Bob  into  solitary 
confinement. The problem of steganography is then: how can Alice and Bob cook up an escape plan 


















• Security:    refers  to  the  difficulty  an  eavesdropper would  have  in  detecting  or  accessing  the 
hidden information. 
• Robustness:  refers  to  the  amount of modification  the  stego‐object  can withstand before  the 
hidden information is destroyed or rendered unusable. 
 
Figure  2‐2  shows  a  classification  of  Information Hiding  (Anderson  R.J  and  Pitzman  B.  1996).  In  a 
general sense, Information Hiding can be divided into four main categories, namely Covert channels, 
Steganography, Anonymity  and  Copyright marking. Of  the  four mentioned  above,  Steganography 
and Copyright marking are very closely related.  
 
Figure 2-2: A classification of Information Hiding (Anderson R.J and Pitzman B. 1996) 
Steganography  is  the  art of hiding  information  in  such  a way  as  to  supply  covert  communication 
between  two  parties  without  a  possible  attacker  ever  being  aware  of  the  communication’s 
existence. A successful attack would first require that an attacker be able to detect the existence of 
this communication. 









stego‐object  is  normally  referred  to  as  the marked  object. Different  types  of marks  can  be  used 
depending on the application. 
Fragile watermarks are destroyed as  soon as  the object  is modified  too much, helping  to protect 
against  the doctoring of  the object, while Robust marks have  the property  that  it  is  infeasible  to 
remove them or make them useless without destroying the object at  the same time. Authors also 
make a distinction between various types of robust marks. Fingerprints are likened to hidden serial 







from ever discovering  the very existence of  the message. Therefore one can say a stego‐system  is 
perfectly  secure  if  no  decision  rule  exists  that  can  perform  better  than  a  random  guess  at 
determining  whether  some  image  might  contain  an  embedded  message  or  not.  As  with 
Cryptography,  the  counterpart  to  Steganography  is  known  as  Steganalysis which  has  the  goal  of 
detecting hidden messages (Zeng W. et al 2006). 
Before  presenting  a  formal  definition  of  Steganography,  the  following  notions  should  be  noted 
(Anderson R.J and Pitzman B. 1996): 
• Cover‐object, c:  the  innocent object  in which we wish  to embed our data. Objects  include 
text and images. 
• Message, m: this represents the embedded data we wish to secure.  It  is also called stego‐
message. 
• Stego‐object, s: The cover object, once the message has been embedded. 
• Stego‐key,  k:  The  secret  shared  between  sender  and  receiver  to  embed  and  retrieve  the 
message. 
 
Similar  to  Cryptography,  Steganography  is  divided  into  two  separate  processes,  the  Embedding 
process  (analogous  to  encryption)  and  the  Retrieving  process  (analogous  to  decryption).  The 
embedding function E is a function that maps the triplet; cover‐object c, message m and stego‐key k 
to a stego‐object s. 
, ,     .       2.1  
The retrieving function D is a mapping from s to m using the stego‐key k. 
,     .                          2.2  
2‐5 
 
In some stego‐systems  the original cover‐object c may be used as  input  for  the  function D, but  in 
that case it can be assumed that k = c||k’ where k’ is the secret key. 
This process pair give  rise  to what  is known as a secret key steganographic system defined as  the 
quintuple  , , , , , where C is the set of possible cover‐objects, M is the set of messages 
with | | | |, K the set of secret keys,  :    and  :    with the property 
that 
, , ,   ,       2.3                          
    ,         .    2000 . 
2.2.2 Properties of a Steganographic system 
As  mentioned  earlier,  most  information  hiding  techniques  have  three,  mainly  conflicting, 
requirements: namely Capacity, Security and Robustness. In the case of Steganography, Capacity and 
Security are the primary concerns along with a new requirement called the system’s Transparency. 
In most practical  steganographic  schemes,  the embedding process  should produce a  stego‐object 




Let C be the set of cover‐objects. A function  : 0,1  is called a transparency function on C, if 
given  ,  
  , 1  ,          2.4  ,   
        , , 1. 
Taking this definition:  , , , 1  for all  ,   and  . 
Since messages  can  be  embedded  in  different  types  of  cover‐objects,  such  as  images  and  text 
documents, there are different ways to practically test transparency. 
Transparency in the image domain between cover‐images and stego‐images is often computed using 
the  peak  signal‐to‐noise  ratio  (PSNR).  Such  a measure  is  totally  objective  and  often  it  does  not 
properly model the “human transparency perception”. In the audio domain, PSNR is also commonly 
used  to  compute  a  transparency  function.    Another measure  is  the  Objective  Difference  Grade 
(ODG). ODG is a neural network model of a subjective measure (Katzenbeisser S. et al 2000). 
The Capacity of a stego‐system measures the amount of  information that can be embedded  in the 







use  but  with  an  increase  on  capacity,  there  is  almost  always  a  decrease  in  transparency 
(Katzenbeisser S. et al 2000) hence these are competing design requirements.  











Passive Attacks:  the  aim  of  these  kinds  of  attacks  is  not  to modify  the  stego‐object  but 
rather only detect  the presence of an embedded message within  the  stego‐object. These 
attacks represent the main threat to steganographic systems. 
Active Attacks:  these  attacks  aim  at  actively  determining  the  contents  embedded  into  a 


















Let    be  a  Steganography  system,    the  probability  distribution  of  cover‐objects  and    the 
probability distribution of the stego‐objects.   is called  ‐secure against passive attackers if 





embed  . The sender selects one   at random and computes    . The resulting 





object  they  use  in  their  implementation.  Cover‐objects  can  range  from  text  to  images  and  even 
video and audio can all be used as cover‐medium for embedding messages. 
Another way to differentiate between techniques is based on the modification applied to the cover‐
























Note:  The  cover‐object,  c  can  be  represented  by  a  sequence  of  numbers    of  length   
, … , .   values  can be binary  (bits)  {0, 1} or bytes  [0,256]. The  stego‐object,  s  is also a 
sequence      of  length  .  As  before  the  stego‐key will  be  denoted  as  k.  Finally,  the message 








Finally, we  note  that  LSB  substitution,  although  results  in  a  high  capacity  level  as well  as  a  high 







Figure 2-3: Embedding Process for LSB substitution 
(Katzenbeisser S. et al 2000) 
For 1 to  do 
        
End for 
For    1 to   do 
Compute index  where to store ith  
message bit 
       
End for
Figure 2-4: Retrieving process for LSB substitution 
(Katzenbeisser S. et al 2000) 
For   1 to  do 
Compute index  where the ith 
message bit is stored 














technologies  provide  communications  with  low  probability  of  interception  and  anti‐jamming 
properties. 
SS  technologies  applied  to  embedding  schemes  provide  good  robustness  due  to  the  difficulty  of 
removing  the  spread  signal.  Currently  there  are  two  variants  of  SS  that  are  used  in  information 
hiding related applications, they are: 




A  general  framework  for  spread  spectrum  Steganography was presented by  Smith  and Comiskey 
(Smith J.R et al 1996): 
          
          
, … ,  
  ,  1   ,            





















Such methods are 1‐bit steganographic schemes  in  the sense  that only one bit can be embedded. 
However, they can be easily extended to embed   bits once the cover‐object is divided into   
disjoint blocks  , … , . 
The extraction function is the following hypothesis‐testing function: 
 1                                      
0                                                                                                     
 
The problem with using such a function  is with how to construct  it. We know that  if there exists a 
function    which  depends  on  the  cover‐block    and  the  distribution  of    (for  the 
unmodified  )  is known, we will be able  to  test  if   exceeds a  specific value and  then  if  the 
block    has  been  modified.  The  main  problem  is  thus  finding  a  good  test  statistic  . 
(Katzenbeisser S. et al 2000) 
2.3.5 Distortion techniques 
These  techniques  store  information  by  distorting  the  signal  and measure  the  deviation  from  the 
original  cover‐object  in  the  extraction  process.  Such  techniques  need  the  cover‐object  in  the 
extraction process.  Text  steganography  is often based on distortion  techniques, below  are  a  few 
examples of types of Text steganography. 
• Line‐space  encoding:  the  line  position  in  the  document  is moved  up  in  order  to  encode 
1 and not changed if  0. 
• Word‐space  encoding:  horizontal  spaces  between  selected  words  of  the  cover‐text  are 
altered. Right align concerns! 
 
In most  cases  of  distortion  based  text  steganography,  retyping  any  stego‐text  will  remove  the 





Cover  generation methods  generate  an  object  only  for  the  purpose  of  being  a  cover  for  secret 
communication. One of  the most popular cover generation methods can be  traced back  to World 
War  I, when  the Germans  communicated  covertly using what  is  known  as  a null‐cipher  (Kahn D. 
1996).   A null‐cipher  is a set of predetermined characters and words, along with an accompanying 
set of rules which are used to read the hidden message. The rules were generally of the type, “Read 
every  third  letter  in  every  other word.”  These  null‐ciphers  therefore  required  the  generation  of 
cover‐text  that  would  allow  for  a  particular message  to  be  hidden.    An  obvious  problem  with 
generating cover‐text  in this fashion  is that  in most cases  it  is rather hard to generate a cover‐text, 
using the predetermined set of words, that doesn’t raise suspicion. 
Another cover generation method  is known as mimic  functions. Mimic  functions  (Wayner P. 1992) 
can be used  to hide  the  identity of a message by changing  its statistical profile  in a way so  that  it 
matches  the  profile  of  an  innocent  looking  cover‐text.  The  final  stego‐text  traditionally  has  a 
statistical profile  that  fits  the original  cover‐text,  thus not  raising  any  suspicion.  Since  stego‐texts 
generated using mimic functions have a profile identical to the normal text, mimic functions tend to 
be  very  resilient against  statistical attacks.  Since mimic  functions effectively produce meaningless 
sequences  of  characters  or  words,  they  tend  to  be  very  suspicious  and  thus  require  further 




These  functions  use  a  huge  dictionary  and  embed  data  by  using  synonym  substitution  on  the 









































Although  both  aim  to  achieve  the  same  general  goal,  each  approaches  this  goal with  a different 
approach  in mind. This section  is a discussion of the two sciences  in general terms with a focus of 
highlighting the major differences between the two sciences. 
As  mentioned  before,  steganography  is  informally  defined  as  the  art  and  science  of  hiding 
information.  In  general  this  is  achieved  by  hiding  our  secret  information  in  an  innocent  looking 
cover‐object,  whether  it  is  text,  images  or  anything  else  for  that  matter.  The  clear  focus  of 
steganography is therefore to hide our secret information in such a way as to not raise the suspicion 
of anyone monitoring the communication.  
With  this  in mind,  one  can  say  that  the  aim  of  steganography  is  the  securing  of  communication 
between two parties by insuring that a third party will never detect that the communication is taking 
place.  
Similarly, cryptography has  the aim of securing a communication between  two parties by  insuring 
that  a  third  party  will  never  understand  the  meaning  of  the  communication.  This  implies  that 
although the goal of cryptography  is to conceal the meaning of what  is being sent, the presence of 
the  communication  is  still  present.  In  other words, when  two  parties  communicate  and  rely  on 












This  chapter presented  the historical developments of  the  science of  steganography as  it evolved 
through  the  ages. Before  the  digital  age,  steganographic  systems  focused  on  the  use  of  physical 
communication  systems  to  allow  for  covert  communication.  Examples  such  as  microdots  and 
invisible ink represented the start of modern steganography.  
With  computers  growing  in  popularity  and  the  massive  expansion  of  the  internet,  digital 
steganography became  the  focus of study.   We  introduced  the concept of utilizing digital content, 
such as images, videos and even the cloud itself as a cover for covert communication. 
We  followed  by  introducing  the  concept  of  a  steganographic  system  and  introduced  the  key 
components making up a stego‐system, namely: the embedded message, referred to as the stego‐
message;  the cover‐object,  representing  the object  in which our  stego‐message  is embedded;  the 
stego‐object, the object corresponding to the cover‐object with our stego‐message embedded; and 
finally the stego‐key, a shared secret key between the sender and receiver that is used to embed and 
decode  the  stego‐message.  Following  the  breakdown  of  a  stego‐system, we  introduced  a  formal 
definition of a stego‐system by introducing the quintuple  , , , , .  
We continued by  introducing  the properties of a  stego‐system, defining  the concepts of Capacity, 
Robustness,  Security  and  Transparency.  Every  stego‐system  is  defined  by  the  amount  of  data  it 
allows a user  to embed within a cover‐object,  the capacity of  the  system;  it  is also defined by  its 




well  as  explaining  the  core  differences  between  a  cryptographic  system  and  a  steganographic 
system.  
The  chapter  to  follow  presents  a  review  of  all  currently  developed  image  based  steganographic 








introduces  the Discrete Cosine Transformation  (DCT) process as well as  the Quantization process, 
both used in the JPEG compression scheme. These two processes are used heavily in all JPEG based 
image hiding techniques and thus are presented to refresh the reader’s understanding. The second 




used to store  images on computers and on the  internet and due to  its rather high compression to 
quality  ratio,  images  can be  compressed  to  factions of  their original  size with  little  loss of overall 
image quality. 
In  the author’s opinion,  it could be argued  that one of  the dominating  forces  in  the boom of  the 
Internet could be the JPEG compression system. Its relative simplicity and huge saving in image size 
allow  for  the use of  images on bandwidth  restricted networks and enabled  the  internet  to  come 
alive with the colours and sights of photos and  images. Although newer compression systems have 
been  developed  since  the  first  creation  of  the  JPEG  standard,  it  is  virtually  impossible  to  find  a 




explanation, we shall present a simple  image and work  through  the DCT process and quantization 
process as though we were performing a JPEG compression on the image. 
Although  images are  traditionally  represented as Red‐Green‐Blue  (RGB)  images,  the  JPEG process 
requires that we convert any colour image from the RGB domain to what is known as  ’  colour 
space.  This  represents  images  as  ’,  the  luminance  or  brightness  of  pixels,  and and  ;  the 










Figure 3-1: Example Image (greyscale) 
 
Figure 3-2: 8 by 8 pixel crop from original image (Left: Visual presentation of pixels. Right: Pixel values) 
















































Figure 3-3:  Example 8 by 8 pixel block before 2D Discrete Cosine Transform is performed 
 









reasonable  image  quality  is  retained.  The  DCT  process  results  in  coefficients  that  represent  the 
magnitudes of the different frequency components.  
Through many  tests and general observations  is was determined  that  the human eye  is  far more 
sensitive to high frequency changes in images but that changes in low frequency components had a 
greater overall effect on surrounding pixel detail and colour. It was then decided in the standard that 





diagonal. The  reason  for  the  lack of  symmetry  shown  in  Figure 3‐5  is due  to  the  average energy 
distribution of a normal  image not being perfectly  symmetric  (Konrad M. et al 2009). This  lack of 
symmetry was discovered through the sampling of hundreds of thousands of JPEG grids from normal 
images and their energy distribution being notably symmetric but not perfectly so (Konrad M. et al 
2009).  Therefore  the  value  of  each  quantization  component  in  the  quantization  matrix  is  not 
symmetric, i.e.  1,2 2,1 . 
 
Figure 3-5: Quantization Matrix as defined in the original JPEG standard 
With  an understanding of  the Quantization matrix, we  can now  look  at  the quantization process 
















This  section  introduces  some  of  the  more  famous  and  popular,  image  based  steganographic 
schemes. It covers the dominant literature on steganography and steganalysis discovered during the 
course of  this project.  It  then concentrates on  JPEG based stenographic schemes  in particular and 
provides an in‐depth survey of the steganalysis techniques used to detect and attack them. 
3.2.1 Simple Hiding 
One  the earliest  image base  information hiding  schemes  is  the  simple  scheme of embedding  the 
hidden message in the image by merely setting the least significant bit (LSB) of each pixel to match 





















Figure 3-8: Example of hiding using the Simple Hiding Scheme 
The simple hiding scheme, although simple and straightforward to implement, has a few draw backs. 
The first major issue with the scheme is its lack of robustness. If an image was to be compressed or 
filtered  in any way, any  information hidden within the  image will not survive the process. Another 
issue  is  the  introduction of  visual distortion  at high embed‐rates  resulting  in  the  embedded data 
bleeding through the cover. Figure 3‐9 shows an example of this “bleeding” where the image of the 
cat  is embedded more aggressively  in  the  image of the  tree. A  final  issue to note  is that since  the 
embedded  information  is embedded  sequentially,  there  is no need  for a  shared  secret  stego‐key. 













Although  the  simple hiding  scheme  is useful  for hiding data within  images,  its  lack of  robustness 





Created by Derek Upharm,  JSteg aims  to  solve  the  robustness problem of  the  simpler embedding 




the robustness  issue of  the simple hiding scheme but also manages  to remove  the concern of  the 

















































2 /  Γ v/2
,      3.7  
where Γ is the Euler Gamma function. 
By  calculating  p,  an  attacker  not  only  has  the  ability  to  detect  the  presence  of  sequentially 
embedded  data but  also  the  length of  the  embedded data.  This makes  JSteg  extremely  insecure 
since  it  is  effortlessly  detectable.  That  said,  it  did  present  a  brilliant  stepping  stone  for  the 
development of JPEG based steganographic systems and started a new type of science.  
3.2.3 OutGuess 0.1 










OutGuess 0.1  improves upon JSteg  in two  important ways. The first  introduces a secret shared key 




However,  it  is possible  to extend  the  ‐test  to become more  sensitive  to  local distortions  in an 
image. Instead of sampling the entire image searching for a distortion, we use a constant sample size 
but  slide  the position of where  the  samples are  taken over  the  image’s entire  range. The biggest 
issue with this extended  ‐test  is how to determine an appropriate sample size to be used  in the 




embedding step, one could completely defeat  the extended  ‐test  (Provos N. 2001).  It was  later 
suggested by  Siwei  Lyu and Hany  Farid  that an approach based on discrimination of  two  classes, 
namely  stego‐images and non‐stego  images would allow  for better detection of pseudo‐randomly 
hiding encrypted data  (Lyu S. et al 2002). This  represents  the  first mention of a blind steganalysis 
approached in literature and is detailed later in the chapter. 
3.2.4 F5 




result of the new embedding strategy,  there  is no relation between  fixed pairs of DCT coefficients 
and thus a  ‐test or even the extend  ‐test cannot detect F5. 
The above mentioned Matrix encoding  computes an appropriate  (1, 2 1,  Hamming  code by 
calculating  the message block size k  from  the message  length and  the number of nonzero non‐DC 






















“F5 uses  the decoding  function   and  the Hamming distance d. With matrix  encoding, 
embedding and k‐bit message  into any n‐bit code word changing  it at most by one bit.  In 
other words, we can find a suitable code word  for every code word   and every message 
word m so that   and  , 1. Given a code word   and message word m, we 
calculate  the  difference        and  get  the  new  code word  as”  (Provos N.  et  al 
2003) 
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DCT  coefficient  to  embed  any  data  bits.  Blockiness  is  also  used  to  attack  OutGuess  0.1 
algorithm  as  detailed  in  (Fridrich  J.  et  al  2002).  Since  F5  uses  these  8x8  JPEG  grids, 
accordingly  it  is expected  that  it will  suffer  from  the discontinuity at  the boundaries. This 
makes it possible to use blockiness as a measure to attack F5 (Fridrich J. et al 2002).  






authors selected a statistical parameter  β  that  is correlated to the number of coefficients 
changed due to embedding the message.  β  represents the modification rate that indicates 
if F5 has modified an image. 




The  following  explains  how  the  authors  of  (Fridrich  J.  et  al  2002)  succeeded  to  break  F5.  In  the 
explanation we use the same assumptions and symbols used in (Fridrich J. et al 2002). 
Let: 
  , 0,1, …  be  the  total number of AC  coefficients  in  the original  cover‐image with 
absolute values equal to d after the image has been compressed inside the F5 algorithm. 
  be  the  total number of AC DCT  coefficients  corresponding  to  the  frequency  (k,  l), 
8,1 ≤≤ lk in the histogram of the cover‐image, whose absolute value is equal to d.   
  be  the  total  number  of  AC  coefficients  in  the  histogram  of  the  stego‐image  with 
absolute values equal to d after the image has been compressed inside the F5 algorithm. 
  be  the  total number of AC DCT  coefficients  corresponding  to  the  frequency  (k,  l), 
8,1 ≤≤ lk  in the histogram of the stego‐image, whose absolute value is equal to d. 
The total number of non‐zero AC coefficient (P) is given, accordingly, by the equation:  




















β   from  the  cover‐image  histogram.  They  found  that  the  best  value  of    β   is  the  value  that 
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Note:  (Fridrich  J. et al 2002) used  0 ,  1   in  the histogram because  the experience  the  largest 
change during embedding. 
We then calculate the final value of  β  as an average value over a number of selected values of the 
frequency (k, l), mainly:  )}2,2(),1,2(),2,1{(),( ∈lk  
The authors used  β  to estimate the secret embedded message.  
3.2.5 Yet Another Steganographic System (YASS) 
YASS,  a  scheme proposed by  (Solanki  K.  et  al  2007)  aims  to  solve  the weakness of  current  JPEG 
schemes  to blind  steganalysis methods.  This method  is based on  embedding data  in  randomized 
locations so as to disable the self‐calibration process popularly used by blind steganalysis schemes. 
Before discussing  the  embedding  strategy  involved with  YASS, we present  the definition of Blind 
Steganalysis  and  the  goals  of  such  systems.  Following  these  definitions  we  present  the  YASS 
embedding strategy and review how the designers of YASS combat blind steganalysis.  
3.2.5.1 Blind Steganalysis 
Blind Steganalysis algorithms bank on  the  fact  that  steganographic  techniques  that use matching, 
restoring or modelling  can  result  in matching marginal  statistics but  such  techniques  cannot  stop 













“1.  Self‐calibration  mechanism:  A  Calibration  process  is  used  by  the  blind  steganalysis 
schemes  to  estimate  the  statistics  of  the  cover  image  from  the  stego  image.  For  JPEG 
steganography,  this  is  typically achieved by decompressing  the  stego  image  to  the  spatial 
domain  followed by cropping  the  image by a  few pixels on each side and compressing  the 
image again using the same compression parameters. 
2.  Features  capturing  cover memory: Most  steganographic  schemes  hide  data  on  a  per‐
symbol basis, and typically do not explicitly compensate or preserve statistical dependencies. 
Hence,  features  that  capture  higher  dimensional  dependencies  in  the  cover  symbols  are 
crucial  in  detecting  the  embedding  changes.  Cover memory  has  been  shown  to  be  very 
important to steganalysis (Sullivan K. et al 2006), and is incorporated into the feature vector 
in several ways, e.g. (Fu D. et al 2006, Shi Y.Q. et al 1974). 
3. Powerful machine  learning: Use of  powerful machine  learning  techniques and  training 
with  several  thousand  images  ensures  that  even  the  slightest  statistical  variation  in  the 
features is learned by the machine.” 
The  above  discussions  lead  to  the  following  conclusion:  to  avoid  blind  steganalysis  the 
steganographer may use one (or all) of the following approaches: 
• To  find and use steganographic algorithms  that must embed  information  into cover  images  in 
such a way that the embedding process does not result in significantly perturbed image features. 





the  cover  image  as  much  as  possible  such  that  the  steganalyst  cannot  derive  any  reliable 
statistics  from  the  stego‐image. This approach was  tested by Kharrazi et al  (Kharrazi M. et al 
2006) and proved its effectiveness.  
2. Randomized hiding: This technique is based on disabling the capabilities of the steganalyst from 
estimating  the  cover  statistics.  Randomizing  the  embedding  approach  can  achieve  that.  The 
spatial  location  of  hiding,  the  choice  of  transform  domain,  the  quantization  matrix  and 
embedding method are some examples of parameters that may be randomized. 
Recently  steganographic  techniques  operating  in  the Matching  Pursuit  (MP)  domain  have  been 
proposed  (Cancelli G.  et  al 2006)  as  a possible way  to  reduce  the detectability of  a  stego object 
against blind steganalysis. The MP approach banks on the fact that blind steganalysis does consider 
the semantic contents of  the host message, accordingly,  it  is expected  that embedding  the stego‐
message at a higher semantic level will tend to improve the un‐detectability. The use of such an idea 














b. Every resulting DCT coefficient  is divided by  its corresponding quantization number 
determined from a predefined quantization matrix,  , normally referred to as the 
hiding quality factor. No rounding is performed as this point. 
c. A segment of the encoded message  is now embedded  into the 19  lower frequency 
AC coefficients using Quantization Index Modulation (QIM). All coefficients that have 
been quantized to zero are skipped. 

















Original Pixel Intensity value
DCT coefficients
DC coefficient
DCT coefficients changed due to embedding
Unchanged AC coefficients
AC coefficients quantized to zero  
Figure 3-13: YASS embedding Algorithm 
A further modification to the YASS embedding algorithm was  introduced by the authors of (Solanki 
K.  et  al  2007)  in  a  bid  to  increase  the  embedding  capacity  of  the  system  as  a  whole.  These 
modifications include (Sarkar A. et al 2008): 
1. The  inclusion of multiple     used during the embedding stage. The     used during the 
quantizing  of  each  E  block  is  selected  randomly  from  a  list  of  available    or  selected 






its use  in OutGuess 0.1 and F5,  this key allows  for more  randomization  to be  introduced  into  the 




The embedding  strategy, aiming  to combat detection by blind  steganalysis, manages  to  introduce 
the two feature sets detailed above. By introducing the random location of the E blocks and with the 
introduction  of  the  modifications,  a  higher  embed  rate,  YASS  achieves  the  two  suggested 
approaches to defeating blind attacks. 
3.2.5.4 Analysis of possible weaknesses of YASS 












YASS uses  the QIM  technique  to hide  the message.  If  the data bit  to be hidden  is m, and  the DCT 






Using  the above equations,  it  is clear  that any un‐rounded coefficient  that has value  in  the  range 
Δ<<Δ− x will be  rounded  into zero. This means  that using QIM  for modulating  the coefficients 







neighbouring B blocks.  This means  that  the probability of  identifying  the host  E block within  a B 









reviewed  their  embedding  procedures  as  well  as  looking  at  possible  ways  of  detecting  those 
systems. The  first, and most basic of  the Steganographic  schemes was  the Simple Hiding  scheme. 
This scheme looked towards hiding stego‐messages into the LSB of pixel data within the image. This 
scheme  was  not  restricted  to  using  the  LSB  of  pixel  data  but  as  presented,  more  aggressive 
embedding results  in clear visual distortion of the cover‐image raising suspicion. This simple hiding 
scheme has a major advantage over other image based schemes as, providing embedding aggression 
is kept  low but every LSB present  in the  image  is effected, no statistical model can be created that 
can  model  the  original  cover‐image  statistic  since  the  image’s  complete  feature  set  has  been 
effected (Kharrazi M. et al 2006) by the embedding process.  
The next  scheme discussed was  JSteg,  the  first  JPEG based Steganographic  scheme. Although  the 
move to embed stego‐messages in the frequency domain resulted in stego‐images that showed little 
distortion,  JSteg’s  lack  of  a  secret  stego‐key  and  its  sequential  embedding  strategy  resulted  in  a 
rather insecure system. OutGuess 0.1 aimed to address JSteg’s shortcomings by introducing a shared 
secret stego‐key, used as a seed to a PRNG, resulting  in a pseudo‐random embedding scheme that 
combated  JSteg’s weakness  to  the  ‐test. Ultimately  though,  an  extended  ‐test was  devised 
(Provos N. et al 2003) that is capable of detecting OutGuess 0.1 embedding. 
Since  the concept of LSB embedding used  in previous  JPEG based Steganographic systems directly 
aided in detecting these systems, Andreas Westfeld (Westfeld A. 2001) proposed the steganographic 





statistical model of  the cover‐image based on only  the  features of  the  stego‐image allows  for  the 
creation a  threshold marker  that could be used as a baseline  for  testing  for  the present of stego‐
information. 
Finally we presented  the  newly  created  “Yet Another  Steganographic  System”  (YASS)  framework. 
This system is a framework that allows for embedding of steganographic messages in such a way as 
to remain undetectable to blind steganalysis systems. The introduction of Big blocks (B‐blocks) that 
offset  embedding  from  the  JPEG  8  by  8  compression  grid  that was  used  in  previous  JPEG  based 
schemes and the  introduction of the pseudo‐randomly placed Embedding blocks (E‐blocks) allowed 
for a higher level of diffusion throughout the image resulting in current, blind steganalysis methods 
having  no  better  than  a  guessing  chance  to  detect  the  presences  of  steganographic  material. 
Through  some  smart  analysis  on  YASS’s  embedding  strategy  and  the  effect  of  QIM  as  the 







The proposed Steganographic system presented  in  this chapter  represents an evolution of design. 
Originally based on the YASS framework presented  in Chapter 3, this proposed system titled Multi‐
Block,  has  evolved  through  three  distinct  phases,  each  working  towards  solving  the  inherent 
weakness of YASS as discussed in Chapter 3 as well as aiming to improve aspects of the framework 





The  second  section  in  this  chapter  focuses  on  addressing  the  embedding  issues  of  the  YASS 
framework and presents a solution to YASS’s embedding problem. The final section summarises the 






























Figure 4-1: Cropping the B Block to find E Block in YASS 
This simple example illustrates one of the two major issues with the YASS framework. Although the 














Figure 4-2: Suggested Randomization of B-blocks 
The  first  important  aspect  to note  about  the  suggested  randomization of  the B‐blocks  is  that  an 
attacker gains no information on the system as a whole by detecting one of the B‐block sizes. With 
YASS, successfully detecting a single B‐block would result  in the attacker being able to  localize and 
later affect E‐blocks much easier. The pseudo‐random nature of  the  suggested  randomization will 
require  the attacker  to perform  this  cropping based attack  iteratively,  for every  single block used 
therefore an attacker will have a much harder time in breaking the system as a whole. 
Let  us  consider  the  average  time  required  to  detect  an  E‐block  using  the  cropping  attack.  The 
assumption  here  is  that  the  attacker  has  just  guessed  the  correct  B‐block  size  for  the  YASS 
framework used  in embedding and  is now  trying  to detect  if any  information hiding E‐blocks are 
present within the B‐block. 
Figure 4‐3 shows a graphical representation of the YASS blocking scheme. We first note that the size 
of  the  E‐blocks  is  E  =  8.  This  E‐block  size  is  a  requirement  of  the  YASS  framework  and  shall  be 
extended later in this chapter. For now, we also note that b can be defined as follows: 












Figure 4-3: Graphically Relation between b and e 
We can now note that for a given B‐block of size b, there are a total of   possible locations for an E‐
block of  size 8. We also note  that  since  the  location of an E‐block  is determined by a PRNG,  the 
probability of an E‐block starting in location   of all possible   locations is, 
1
,   1,2,3, … ,  
i.e. the probability of an E‐block starting at any of the   positions is the same. 
With  this  information, we  can now  look at T,  the average  time  required by an attacker  to detect 
whether or not there is an information hiding E‐block within a YASS B‐block. 
Let   be  the average amount of  time  to analyse an 8 by 8 E‐block and determine whether or not 
information has been hidden within it. Therefore we have: 






















    .    4.1  
This  result  shows  that  an  attacker of  YASS will be  faced with  an  average  calculation  time  that  is 
proportional  to  the  square  of  the  number  of  possible  B‐block  sizes.  Now,  introducing  the 




Let   be  the average  time  required  to determine whether a B‐block may  contain an  information 
hiding E‐block within it. Therefore we have  , the average time required to determine the correct B‐
block size. We now have: 
1. . 2. . . . , 
  ,                   8.   




 ,    1,2,3, … , 1 
Where n is the total number of possible B‐block sizes. Take note that since a B‐block can take on any 
value within a range, we have that 9 8. Therefore we note that the b can take up  1 














            4.1    
















The average  time  required  to determine  the  location of  the E‐blocks within a B‐block was  shown 
previously to be of order   (4.1). We also showed that the order of complexity for determining 
the B‐block size as well as the location of the E‐block size was of an order higher, i.e.   (4.2). We 







Figure 4-4: Graphical Relationship between b and E for randomized E-block size 
Before we start we note  that an E‐block of size  , Figure 4‐4, within a B‐block of size   has a size 
which satisfies the following inequality: 








Let   be  the average  time  required  to  test  if an E‐block  is present within a B‐block of size  . We 
therefore define  , the average time required to find the correct E‐block size within a B‐block. We 
now have: 




,   0,1,2,3, … 
Where   defines possible range of E‐block size, i.e.    8.  
1
 , 



















With  this  result,  we  have  that      .  since  from  (4.2)    was  shown  to  be  . 
Therefore we have that      . 
Given  these  results,  we  have  shown  that  our  proposed  system  has  not  only  added  layers  of 











With the analysis  in the previous section, we now present  the  full blocking algorithm employed  in 
out proposed system. 
 
Figure 4-5: Example of proposed blocking 
The blocking algorithm is as follows: 
1. The image in its spatial domain is divided into   B‐blocks, where   is determined by a 
PRNG with the shared stego‐key as seed such that   is within a set range. 




3. Finally, using a PRNG, we determine a location for the   E‐block within its parent   
B‐block. 
Figure 4‐5 shows an example of our proposed blocking algorithm as applied  to a sample of pixels. 




















The  attacker  is  now  faced with  trying  to  detect  if  any  information  is  hidden within  an  innocent 






        2066 . 






The  attacker  can now  run  the optimum blocking  algorithm using  this estimated  average blocking 
numbers and given the nature of the algorithm, he would have a very good estimate of the expected 




Obviously  this  approach  above  can  be  used  to  estimate  the  number  of  blocks  generated  by  the 
proposed system as well as determine an estimate of the numbers of each B‐block size generated, 
but one should note that since the blocks are placed in the order of their generation, rather than a 
position  to maximize  the  space used, we note  that an attacker  is  still  tasked with  regenerating a 





process. With  this  more  random  approach  to  determining  locations  where  information  can  be 
hidden, we now focus on improving the embedding strategy used in the hopes of improving on YASS 
by achieving the following goals: 











































quantization  of  the  resulting  DCT  coefficients.  In  the  YASS  framework,  this  stage  utilized  the 
quantization matrix from the JPEG compression standard since the E‐blocks were the correct size (8 
by 8 coefficients). With our proposed extension  to  increase  the  size of  the E‐blocks, we  require a 
new  technique  to  perform  this  quantization  since  the  grid  size  of  the  resulting  E‐blocks  has  the 
potential to be greater than 8 by 8.  
Figure  4‐7  shows  the  resulting  E‐block  after  the  2D  DCT  process  has  been  performed.  At  this 
junction, we are faced with quantizing the DCT Coefficients.   We have the options of still using the 8 
by  8  quantization  matrix  detailed  in  the  YASS  framework,  but  when  needed,  using  padding 





Figure 4-7: Proposed Quantization Methods 
The biggest  issue with using this method  is the discontinuities created when quantizing an E‐block 
greater than 8 by 8. In Figure 4‐7, we can clearly see that high frequency coefficients in the E‐block 








embedding  and  for  another  coefficient,  one  which  was  not  suitable  for  embedding,  suddenly 





Figure 4-8: Example of neighbouring Coefficients that are quantized at the wrong step value 
Since  this  method  of  blocking  an  E‐block  to  perform  individual  8  by  8  quantization  results  in 
unwanted behaviour, our proposed system will need a new approach towards quantization. Instead 





As  mentioned  in  Chapter  3,  the  purpose  of  the  quantization  stage  in  the  JPEG  standard  is  to 
introduce redundancies that can be  later dropped to decrease the amount of  information required 
to represent the  image. The Quantization matrix  is designed to compress the magnitudes of higher 
frequency  components much more  than  lower  frequency  components.  This  is  achieved  by  using 
bigger quantization steps for high frequency components as opposed to the smaller steps used for 
low frequency components. 
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Figure 4-11: JPEG Standard Quantization Matrix 
For  the purpose of  the proposed  system,  the  symmetry modelled  in Figure 4‐10 aids  in  supplying 





uniform  linear  steps  to  fill  in  the  remaining  elements  along  the main  diagonal.  Once  the main 































Since  the goal of  Steganography  is  to  communicate  in  such a way  so as  to  raise  least amount of 













Figure 4-14: Example of a human eye’s ability to see high frequency change 
This  then  of  course  raises  the  question  of why  the  JPEG  compression  algorithm  quantises most 
heavily  in  the high  frequency coefficients  if  this  is where humans see changes so well. The simple 






high  frequency coefficients  is  far  from advisable. That  said hiding  in  lower  frequency components 
does also have its draw backs. 
Embedding  in  low  frequency  coefficients  at  this  point  seems  like  a  rather  attractive  proposition. 
With a high probability of surviving any potential subsequent compression that may occur, it would 
make the most sense to embed in this region of the frequency spectrum.  Unfortunately, there is a 
trade  off  one must  consider when  deciding  to  embed  in  low  frequency  coefficients.  Take,  as  an 
example, the image shown in Figure 4‐15. 
The original  image  is shown on top. The first stage, much  like the proposed system  is to crop an E‐
block,  in  this case, a simple 8 by 8 block will do. This crop  is  show on  the  left, below  the original 
image. Once  the  crop  is  complete,  the 2D DCT  is applied  to  red  spectrum and  then quantized as 












Figure 4-15: Example of effects of lowest frequency embedding 
4.2.3.2 Compression Effects 
As  mentioned  earlier,  in  most  cases,  images  are  commonly  compressed  before  entering  a 
communication channel. This  is normally due  to  the  limitations of  the bandwidth available on  the 
channel and thus the need to compress to save some of that bandwidth. Faced with this, one must 
be careful as to where the stego‐message is embedded.  
Since  the  JPEG  compression  standard  is widely  used  to  compress  and  store  images,  it  is  safe  to 
assume that there is a very good chance the stego‐image will undergo compression via this system. 
As  mentioned  above,  the  JPEG  compression  strategy  relies  on  quantizing  higher  frequency 

































coefficients may  result  in  large  errors  in  the  hidden message  due  to  the  likelihood  of  the  high 
frequency components being compressed out of the image. 





Figure 4-18: Possible masking paths (YASS or Proposed system) 
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The  YASS  framework,  as  shown  in  Figure  4‐18,  selects  the  19  lowest  frequency  coefficients  and 














3. Allow  for  the selection of a high number of candidate coefficients  to  increase embedding 
capacity. 
To address these three issues we introduce an important parameter to the proposed system, namely 








as compared  to higher  frequency coefficients, and medium  frequency  coefficients have  less of an 
effect  on  visual  distortion  than  lower  frequency  coefficients  and  are  thus  prime  candidates  for 
selection. 
However,  as  the  aggression  level  increases, we  are  faced with  the decision of which direction  to 
increase the search area so as to look for more candidate coefficients. If we increase equally in the 
direction of  low and high frequency components, we note that we  increase the risk of  introducing 
more errors due to compression as well increase the visual effects due to embedding.  
Since an increase in aggression implies a greater risk of detection, we make a choice to increase the 





that  any  increase  in  the  embedding  capacity will  be  negated  by  the  increase  in  potential  errors 
generated due to compression.  
Increasing the search area into the lower frequency coefficients on the other hand has a much more 
positive  affect.  Although  the  likelihood  of  some  visual  distortion  occurring  due  to  aggressive 
embedding,  this  trade‐off will be well worth  the  risk due  to  the  increase of  capacity,  since  lower 
frequency coefficients are not affected by normal compression. 
We  therefore  propose  a masking  strategy  that  increases  the masking  area  with  an  increase  in 
aggression  level  such  at  it  always  favours  lower  frequency  coefficients.  An  example  of  such  a 
proposal is shown in Figure 4‐19.  
 
Figure 4-19: Example of aggression level selection regions 
We  now  note  that  to  address  the  second  issue mentioned  at  the  start  of  this  section,  namely, 
allowing for the control of embedding aggression, there is a need to compromise on the first issue, 
namely, avoiding low frequency and high frequency coefficients. This is an obvious trade off that will 




The  use  of  the  Aggression  level  control  allows  for  user  controlled  embedding  capacity.  This  is 
something  that  the  YASS  framework  did  not  allow  for  and  is  new  to  the  proposed  system.  The 
concept of embedding in medium frequency coefficients is also new. Previously, the YASS framework 
only focused on embedding in the lowest frequency coefficients and did not try to optimise for a fair 
















note  that since we are embedding  in a  region which  trades off visual distortion with compression 
losses, we need an error handling technique that can provide good recovery, even with high bit error 




error handling fails to recover   the data, a smaller piece of the stego‐message  is  lost and not all of 
the  message.  Once  the  stego‐message  is  blocked,  each  block  is  coded  into  its  representative 
codeword  and  it  is  this  code word  that  shall  be  embedded  into  the  candidate  coefficients  in  a 
particular region. 
The YASS  framework utilized  the QIM embedding method as detailed  in Chapter 3. As mentioned, 
this embedding strategy results in an increase of zero coefficients after the embedding process. This 
increase  in  zero  coefficients  resulted  in  a  statistical  attack  that  allowed  attackers  to  detect 
embedding  with  an  8  by  8  grid  (Solanki  K.  et  al  2008). We  therefore  avoid  using  QIM  as  the 
embedding procedure to avoid this disadvantage of the YASS framework. 
Another option is to utilize the matrix embedding used in F5, but as shown in Chapter 3, this will also 
result  in  an  attacker  being  able  to  detect  the  embedding  process  through  statistical  attacks. 
Therefore  we  suggest  a  new  embedding  scheme  that  will  allow  for  data  to  be  embedded  into 
candidate coefficients without resulting in an increase in generated zero coefficients. 
For  the  purpose  of  our  system  we  utilize  the  Random  ±  ternary  modulation.  This  embedding 
technique will allow us to embed in medium frequency candidate coefficients as well as maintain the 
average number of zero coefficients  in the region. This solves the problem  introduced by the QIM 
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We  note  that  although  the  scheme  allows  for  embedding  in  coefficients  that  are  equal  to  zero, 
changes to those coefficients may have a very noticeable effect on the cover‐image, especially if the 
coefficients being  changed are of  low  frequency. We also note  that  coefficients with an absolute 
value of one will have a 0.5 probability of being changed to a zero, once again having the potential of 








Figure 4-20: Selection and embedding within masked region 














Figure 4-21: Returning Masked region after embedding 
Once  the masked  region  has  been  returned  to  the  E‐block,  the  next  process  is  to  reverse  the 
quantization  step  that was performed previously. To perform  this  step, we  simple  regenerate  the 
quantization  matrix  for  an        E‐block  and  instead  of  dividing  each  coefficient  by  its 


















Figure 4-22: Reversing Quantization 
Once we have reversed the quantization stage, the next step  in the reversal process  is to perform 



































                ,  
                      ,  
                      , 
                     . 
      , ,     . 
We first encode   into a sequence of code words by using: 
,               . 
We also perform a blocking algorithm on  the  cover‐image  to generate a  sequence of E‐blocks by 
using: 
, ,           . 
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We  now  define  the  embedding  process  for  a  given  into  a  given   
follows: 
  





The  function   defines  the quantizing process where each DCT coefficient  in   , , ,  is 
divided by  the corresponding quantization element  ,  and where    refers  to  the quality  factor 
used  during  the  quantization  process.    is  simply  a  scalar  value  that  is  used  to  control  the 
quantization step used during quantization. The greater the value of   the smaller the quantization 
step  and  vice  versa.  The  result  of  the  quantization  function  is  the        quantized  DCT  block 
referred to as  .  






by the function  is controlled by the aggression  level,  , which  is a scale variable from 1 to 10, and 
represents how  aggressive  an  embedding  is  required.  The  larger  the  value of  ,  the  greater  the 
region selected by the mask.  
Once  the masked  region has been determined,  the next process  in  the embedding process  is  the 
selection of  the candidate coefficients and  the actual embedding of  the  stego‐message block. We 
therefore have the following function: 
,  
The    function performs  two  steps. The  first of  these  steps  is  the  selection of all candidate 
















which  performs  the        inverse  two  dimensional  discrete  cosine  transform,  to  return  the 
embedded E‐block from the frequency domain to the spatial domain.  
, , , 
which  returns  the  spatial  domain  E‐block  to  the  cover‐image  to  generate  the  stego‐image.  This 
embedding  cycle  is  repeated  until  either  all  the  E‐blocks  available  in    are  used  or  all  the 
message blocks in   are embedded into the cover‐image. 
We therefore define the general embedding and decoding functions from the proposed system as: 
, , , , , 
, , , . 
The proposed system  introduced  five major  improvements over  the original YASS  framework. The 
first  two major  improvements were  the  introduction of  randomisation  to  the B‐block and E‐block 
sizes. These randomisations were shown to increase the average attack time by a factor of one, for 
the Hybrid system  (only B‐block size  randomization) and by an order of  two  for  the  full proposed 
system. This increase of order in the average attack time suggests a major increase in the security of 
the proposed system versus the original YASS framework.  
The  next  major  improvement  is  the  introduction  of  the  Masking  process.  Originally  the  YASS 
framework would  simply embed message blocks  into  the 19  lowest  frequency coefficients. But as 
shown earlier  in the chapter, this may result  in obvious visual distortion and  the proposed system 
avoids this by utilizing the different masking function. 
Instead  of  selecting  the  19  lowest  frequency  coefficients,  the  proposed  system  aims  to  embed 
information  in  the medium  frequency  coefficients  generated using  the 2D DCT. By  embedding  in 
these medium  frequency coefficients we  limit the embedding process’s effect on the cover‐image, 
all  the while  limiting  the effects of possible  compression errors  that maybe  introduced when  the 
stego‐image enters a compressed channel. 
This  change  in  frequency  location allowed  for  the  introduction of  the  fourth major  improvement, 
namely the ability to control the embedding capacity. By utilizing the aggression level, the user can 












improvements  to  the  embedding  capacity  as well  as  look  at  the  effects  of  compression  on  the 
performance of  the  system. The  chapter  then  focuses on  the  security of  the proposed  system by 
analyzing the results of a visual distortion survey run to test if visual distortion is detectable at high 











The  performance  analysis  is  divided  into  five main  sections. We  first  look  at  the  blocking  rates 




in  Chapter  2. We  then  present  a  visual  distortion  survey  run  on  a  randomly  selected  group  of 
University  staff  and  students  to  test MULTI’s  ability  to  avoid  suspicion of  an  average  viewer. We 
finally  conclude  the  performance  analysis  by  running MULTI  against  a  set  of  blind  steganalysis 
systems, as used originally to determine the performance of the YASS framework. 
5.1 Blocking Comparison 




average  generates  the  same,  if  not more, B‐blocks  that  can  be  used  for  embedding  as  the  YASS 
framework. The original YASS framework was implemented and used to generate a set of B‐blocks in 
a 500 by 500 pixel image. This process was repeated for B‐block sizes ranging from 9 to 16. Once the 






Figure 5-1: Comparison of B-block Generation between YASS and MULTI 




With  a  B‐block  size  of  12  for  YASS  and  a  B‐block  range  of  9‐13  for MULTI, we  notice  that  both 
systems share a very similar blocking rate. From this point on, if the same embedding scheme is used 
for both YASS and MULTI, MULTI would  result  in a higher embedding  capacity,  since  it generates 
more blocks that can be used to embed in. 
In Chapter 4, it was stated that a PRNG would be used in the generating of the B‐block size sequence 









































































a clearer  indication of the  increase of randomization  introduced due to E‐block size randomization 
within the MULTI system. 
 
Figure 5-3: E-block size distribution for MULTI systems 






an E‐block of size 8  is  the same as selecting one of size 9;  therefore we expect  that half of  the B‐
































Based  on  the  theory mentioned  in  Chapter  4, we  expect  the  E‐blocks  generated  throughout  the 
image  to have a certain, set, probability. We note  that  the probability of generating an E‐block of 
size 8,   : 
, 






































































































































Table  5‐1  shows  a  comparison  of  the  expected,  theoretical  E‐block  distribution  ratio  and  the 
distribution  ratio achieved when  the MULTI  system was  implemented and  simulated. We can  see 
that although not perfectly matched,  the  implemented PRNG achieves  the goal of  randomizing E‐
block generation in the expected way. 











the  B‐blocks  are  placed  in  order  of  generation  and  not  in  any  optimized manner.  This  approach 
























MULTI  will  use  a  range  of  9‐13.  The  selection  of  these  two  parameters  results  in  each  system 










The  reason  for  selecting  this  database  is  due  to  the  fact  that  the  images  included  within  the 
database  covers a wide  range of  sample  images. These  range  from  simple  scenes, with very  little 
high frequency components, to very complex scenes with higher frequency components. The variety 




1. Each  system will be allowed  to perform embedding as defined  in Chapter 3  for YASS and 
Chapter 4  for HYBRID  and MULTI.  To determine  the maximum  embedding  rate,  the  total 
number of candidate coefficients  in each E‐block generated  in the cover  image  is counted. 
This number  is then averaged to give an  indication of each system’s embedding rate per E‐
block.  
2. For each E‐block generated  in the cover‐image, the worst case message  is embedded  in to 






The LSB of  the newly extracted coefficients are compared  to  the coefficients saved before 








range of     that optimizes the frameworks performance based on (Solanki K. et al 2008). Since  in 
the case of YASS    controls the number of potential candidate coefficients available in an E‐block 
we expect  that by keeping      constant  throughout  the  test,  the embedding  rate per E‐block  for 




Table 5-2: Embedding Rate per E-block for YASS (bits per E-block)  
Compression Quality   Embedding Quality   
  100  80  75  60 
60  16.79  14.97  12.55  9.91 
70  16.79  14.97  12.55  9.91 
80  16.79  14.97  12.55  9.91 
90  16.79  14.97  12.55  9.91 




note  that  the  embedding  rate  per  E‐block  for  YASS  decreases  as  the  embedding  quality  factor 
decreases. This  is due  to more  candidate  coefficients being quantized  to  zero as  the quantization 
steps  increase. We  also  note  that  the  embedding  rate  of  the  framework  is  independent  of  the 
compression quality factor, since compression happens after embedding takes place and thus has no 
effect on the availability of candidate coefficients. 




Table 5-3: Error rate per E-block for YASS (bits per E-block) 
Compression Quality   Embedding Quality   
  100  80  75  60 
60  10.85  9.03  6.48  4.01 
70  10.43  8.61  6.13  3.74 
80  9.47  7.76  5.47  3.32 
90  8.04  6.57  4.61  2.78 
100  6.76  5.52  3.87  2.33 
  
 
Table  5‐3  shows  the  error  rate  per  E‐block  for  YASS  in  bits  per  E‐block. We  notice  that  as  the 
compression quality  is  lowered,  the expected  increase  in error rate  is observed. This  is due  to  the 
fact  that as  the compression quality  factor decreases,  the  image undergoes harsher compression. 
This  results  in  errors  in  even  low  frequency  coefficients  which  in  turn  corrupts  the  embedded 
message. 
From the results shown in  







extremes.  Figure 5‐7 and  Figure 5‐8  represent  those extremes, namely  the best  case embedding, 
which  results  in  the  best  possible  overall  embedding  rate  and  the worst  case  embedding, which 
results in the lowest possible embedding rate. 






Figure 5-7: Embedding Rate versus Error Rate for YASS at   100 
Figure  5‐8 on  the other  hand  shows  the worst  possible  configuration  for  the  framework. With  a 
compression quality  factor of 60, we  find  that peak error rate  increases  from 6.75  to 10.84, or an 



































If  the Embedding Capacity results  in a  ratio of one or greater,  i.e.    1,  this 
implies that the information embedded into the cover‐image is greater than the net change in cover‐
image size. 
Taking  the  best  case  scenario  for  YASS,  100,  we  calculate  the  highest  embedding 
capacity for the framework using a set of 500 by 500 pixel images. We therefore have: 







































Clear Visual Distortion due to 
embedding at high embed rates with 
high compression
YASS Visual Distortion Example (Qa = 60, Qh = 100)
 
Figure 5-9: Example of Visual Distortion due to embedding with YASS 
Figure 5‐9 shows an example of visual distortion that can occur when embedding data using YASS. In 
this case a 500 by 500 pixel  image  is used as cover  for very aggressive embedding. An embedding 
quality  factor of  100 was used, but  to demonstrate  the presence of  errors,  a  compression 
quality factor of  60 was used. Due to this combination, clear visual distortion occurs, although 
















Table 5-4: Embedding Rate per E-block for HYBRID (bits per E-block) 
  
Table 5‐4 presents the embedding rate  in bits per E‐block for the HYBRID system. We note that as 
mentioned, the embedding rate  is  independent of the compression quality factor used, but  is very 
much dependent on the level of aggression chosen.  
As the aggression level of the HYBRID system is increased, we notice a steady increase in the bits per 
E‐block. The peak embedding  rate of about 49 bits per E‐block  represents embedding  in  just over 














  1  2  3  4  5  6  7  8 
60  1.97  5.89  11.70  19.38  25.09  28.84  30.71  30.71 
70  1.97  5.88  11.70  19.38  25.09  28.85  30.71  30.71 
80  1.97  5.88  11.69  19.37  25.07  28.83  30.69  30.69 
90  1.94  5.81  11.54  19.12  24.75  28.45  30.28  30.28 
100  1.84  5.50  10.94  18.13  23.49  27.02  28.78  28.78 
  








  1  2  3  4  5  6  7  8 
60  3.37  9.92  19.41  31.67  40.63  46.41  48.84  48.84 
70  3.37  9.92  19.41  31.67  40.63  46.41  48.84  48.84 
80  3.37  9.92  19.41  31.67  40.63  46.41  48.84  48.84 
90  3.37  9.92  19.41  31.67  40.63  46.41  48.84  48.84 
















all  aggression  levels  at  this  compression  quality.  The  increase  in  error  is  due  to  the  harsher 
compression  occurring  at  such  low  compression  qualities  and  since  most  data  is  saved  within 
medium frequency coefficients, the higher error rates were expected. 
 

























Figure 5-11: Embedding Rate versus Error Rate for HYBRID at   60 
 
We now determine  the embedding  capacity  for  the HYBRID  scheme by using a  set of 500 by 500 
pixel  images  and  selecting  the  best  possible  embedding  strategy  for  HYBRID,  i.e. 
  100    8,  













the  cover‐image.  Having  such  a  high  embedding  capacity  allows  for  larger message  embedding 
































Figure 5-12: Example of embedding with HYBRID 
 
5.2.4 MULTI Performance 
The MULTI  system  represents  the  full  proposal  of  this  thesis.  It  introduces  two  extra  layers  of 
randomization  to  the  YASS  framework  as well  as  a  new  embedding  scheme  to  allow  for  higher 
embedding  rates  without  risking  much  visual  distortion.  The  HYBRID  scheme  discussed  in  the 
previous  section  was  developed  during  the  design  of  the  MULTI  system,  focusing  only  in  the 
randomization of the bigger B‐blocks and the introduction of the new embedding scheme. 
MULTI now introduces the second layer of randomization, namely the randomization of the E‐blocks. 














  1  2  3  4  5  6  7  8  9  10 
60  3.68  10.30  19.93 32.41 44.19  53.31 59.13 62.11  63.51  64.05
70  3.68  10.30  19.93 32.41 44.19  53.31 59.13 62.11  63.51  64.05
80  3.68  10.30  19.93 32.41 44.19  53.31 59.13 62.11  63.51  64.05
90  3.68  10.30  19.93 32.41 44.19  53.31 59.13 62.11  63.51  64.05









since  their  E‐blocks  are  restricted  to  8  by  8  pixels.  Therefore  both  systems  have  at  most  64 
coefficients, one of which is the DC coefficient. Therefore the theoretical maximum for each of those 
schemes  is 63 bit per  E‐block.  Since MULTI  allows  for  a  range of  E‐block  sizes, we note  that  the 
average E‐block size is now greater than 8 by 8 and thus allows for more candidate coefficients. 
This presents the first major advantage of introducing the randomization of E‐block size. We are now 
able  to  embed more  data  into  an  E‐block  on  average  than  there  are  coefficients  in  the  other 
systems’ E‐blocks. We also note  that  the aggression  level once again provides  the user with much 
greater  control  over  how much  information  they wish  to  embed  into  the  cover‐image. Using  an 
aggression level of 1, the MULTI system allows users to embed up to 3 bits per E‐block. 
 This massive  increase  in embedding rate comes at a price. Table 5‐7 presents the error rate per E‐








  1  2  3  4  5  6  7  8  9  10 
60  2.15  6.08  11.95  19.69  27.12  32.95  36.85  38.84  39.78  40.14
70  2.15  6.08  11.94  19.69  27.12  32.96  36.85  38.83  39.77  40.13
80  2.15  6.08  11.94  19.69  27.12  32.95  36.83  38.81  39.75  40.11
90  2.12  6.01  11.78  19.43  26.75  32.50  36.32  38.27  39.20  39.55




Similarly,  as  the  compression  quality  factor  is  decreased,  the  stego‐image  is  compressed more 
harshly with progressively lower frequency coefficients being dropped during the compression. This 
in turn results  in an  increase  in error. We note a peak error rate of 40 bits per E‐block when 
60    10.  
When comparing  the  increase of  the error  rate due  to compression quality, we notice  that  for an 
aggression level of 10, the error rate changes from 37.5 to 40.1. This represents an increase of 7 %. 
We notice  that  this  increase of 7%  is  seen  for each aggression  level as  the compression quality  is 
decreased. 








Figure 5-13: Embedding Rate versus Error Rate for MULTI at   100 
Figure  5‐14  on  the  other  hand  represents  the  worst  case  embedding  strategy.  Selecting  a 
compression  quality  factor  of  60, we  find  that  the  error  rate  increases.    Once  again,  this 
increase  in error  is due  to  the harsher compression  that occurs when  the  stego‐image enters  the 



























Figure 5-14: Embedding Rate versus Error Rate for MULTI at   60 
We now calculate the embedding capacity of the MULTI system by once again using a set of 500 by 
500 pixel images and embed using the most optimum embedding strategy,   100    10,  















without  risking  suspicion  due  to  file  size  increase. Much  like  the  HYBRID  scheme,  this  is  a  very 
desirable feature of the MULTI system. 
Finally, Figure 5‐15 presents a 500 by 500 pixel image that demonstrates the embedding of a worst 
case message  using  the MULTI  system.  To maximize  visual  distortion, we  utilized  the worst  case 
embedding strategy, i.e.   60    10. Once again, this example shows the benefits of the 
new embedding scheme. 


































As mentioned before,  the HYBRID  scheme  is a  stepping  stone  in  the path of developing  the  final 
MULTI system. It utilizes the randomization of B‐blocks used in the MULTI system while keeping the 
8 by 8 E‐block size used by  the YASS  framework.  It also  incorporates  the new embedding  scheme 
designed for the MULTI system.  
As mentioned at the start of the performance analysis, we set the B‐block size for YASS equal to B = 
12 and set  the  range  for HYBRID  to 9‐13. This meant  that both systems generate about  the same 
number of B‐blocks on average per  image and since the E‐block size  is the same for both YASS and 
HYBRID, these two systems have the same number of coefficients to work with per E‐block and thus 
the embedding  rates are affected by  the  scheme used  for embedding  rather  than  the number of 









improvement.  Although  the  increase  is  substantial,  the  important  factor  to  note  is  that  HYBRID 
achieves an embedding capacity of greater than one. Unlike YASS which increases the file size by five 
bits per bit  embedded,  embedding using HYBRID does not  rapidly  increase  the  stego‐image’s  file 
size.  





in  medium  frequency  coefficients,  a  trade‐off  was  being  made  between  risking  losses  due  to 





error  rate, but  this was expected when you  consider  the  region  in which HYBRID embeds data  is 
heavily compressed at lower compression quality factors.  
In order  to make a  fair  comparison,  it  is not enough  to  look  to  the error  rate, but we must also 
consider the gain in the embedding rate 
5.2.5.1.3 Embedding Rate 






bits per E‐block. This  represented an  increase of 2.91  times  from YASS  to HYBRID. An  interesting 
observation  to make  at  this  point  is  that  although  the  error  rate  increased  by  2.83  times,  the 














10.85      , 
At this error rate we note that the embedding rate for YASS is: 
16.79      , 
We can therefore calculate the net difference between the embedding rate and error rate: 
      16.79 10.85 5.94      . 




11.7      , 
At this error rate results in an embedding rate of: 
19.41      , 
We now find the net difference for the HYBRID system: 
      19.41 11.7 7.71      . 
With  the  two net differences, we can now compare  the  two systems. The comparison shows  that 
HYBRID has a net improvement of: 







focus of  the  section. Although we  showed  that  the HYBRID  scheme achieves a higher embedding 
capacity  than  YASS,  it  does  not  represent  the  full  system.  MULTI  not  only  incorporates  all  of 


































MULTI  is 9 by 9, which generates  just over 26% more coefficients than the 8 by 8 E‐blocks used  in 
YASS and HYBRID. 
This  increase  of  the  number  of  coefficients  that  can  be  used  for  hiding  explains  the  reason  that 
MULTI achieves a peak embedding rate of 64.05bits per E‐block as compared to YASS’s 16.8 bits per 
E‐block. This represents an  increase of 3.8 times from YASS to MULTI. This  increase  is compares to 
YASS almost in the same fashion as HYBRID’s did. Although there is a huge increase in the error rate, 










16.79      , 
We can therefore calculate the net difference between the embedding rate and error rate: 
      16.79 10.85 5.94      . 
We now select a worst case error rate for HYBRID that matches that of YASS as closely as possible. 
11.95      , 
At this error rate results in an embedding rate of: 
19.926      , 
We now find the net difference for the HYBRID system: 




 7.976 5.94 2.036      .   
Therefore, given a  similar error  rate  to YASS, MULTI generates 2 bits more per E‐block  that YASS. 
This shows the MULTI system has a higher throughput of useful bits than YASS. When you consider 
the system as a whole, we note that MULTI’s design allows for the generation of more B‐blocks than 
YASS and  thus more E‐blocks  to allow  for higher embedding. And when  the embedding scheme  is 
considered, the newly developed MULTI system out performs YASS.  
5.3 Peak Signal to Noise Ratio 
As mentioned  in Chapter 2, a possible way of detecting visual distortion  is  through  the use of  the 
Peak Signal to Noise Ratio (PSNR). This is a ratio of the maximum possible power of a signal and the 
power of  the noise  that can be  injected  into  the signal due  to  the channel.  In  the case of  images, 
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To give an  idea of the expected PSNR values, Table 5‐8 presents a  list of PSNR values for different 




Table 5-8: PSNR values for different Compression Quality Factors 
  Compression Quality Factor 
  60  65  70  75  80  85  90  95  100 













Table 5-9: PSNR results for sample image at different compression quality factors 
   Compression Quality Factor 
   60  65  70  75  80  85  90  95  100 
PSNR (dB)  37.24  37.69  38.09  38.65  40.70  42.71  43.76  46.28  49.31 
 




Figure 5-17: Edited Sample Image 
Looking at Table 5‐9 we see that the PSNR value obtained by the generated  image  is very close to 
the value obtained with a compression quality factor of 85. Figure 5‐18 shows the two  images side 
by side. It  is clear that the PSNR value  in this case misrepresents the distortion  in the  images since 





Figure 5-18: Two Images with the same PSNR with relation to the original Sample Image 
Due to this discrepancy, the PSNR performance for YASS, HYBRID and MULTI shall not be presented. 
5.4 Visual Distortion Survey 
Since  the  PSNR  did  not  provide  a  reliable mechanism  to  test  for  visual  distortion  in  images, we 
needed to design a different approach to testing the visual distortion that may be generated by the 










To maintain  independence  from  the sample group, we do not present  them with any  information 








master and PhD students  to professors,  final year art students, some of  the cleaning and security 
staff on campus as well as general undergraduate students from around the university. 
Each member of the test group was presented with a set of ten images randomly selected from the 
Zurich Natural  Image Database. Of  these  ten  images,  five were  randomly  selected and a message 
embedded  into them using the MULTI system. At that point the test subject  is asked to determine 
which  images had signs of visual distortion and which showed no evidence of tampering. This was 
accomplished  by  the  test  subject  awarding  a  value  of  one  (“1”)  to  an  image  they  felt  contained 
distortion of  some  kind and a  zero  to  images  they  felt were untouched. A mark was awarded  to 
every correct classification of the images.  







 Table 5-10: Example Result from Survey (A.C = Actual Classification, TS.C = Test Subject Classification, M = 





















A.C  N  M  M  N  M  M  N  M  N  M 
TS.C  1  0  0  0  1  1  0  0  1  1 
Marks  0  1  0  1  1  1  1  0  0  1 
Total for test                    6 
 
We note that by awarding a mark for correctly classifying both the untouched and distorted images 
we  remove  the  possibility  of  a  test  subject  doing  well  by  simply  guessing  that  each  image  is 
distorted. For example, if marks were only awarded for correctly classifying distorted images, a test 
subject guessing that all ten images are distorted would achieve a mark of 5 out of 5, but in reality, 
the  test  subject  simply picked one of  the  two  answers  and  stuck with  it  throughout  the  test. By 
awarding marks for classifying both types of  images, this particular test subject’s score would be 5 
out of 10, indicating that he was most likely guessing his way through the test. 
When  selecting  the message  to  be  used  in  the  embedding  procedure, we  used  the worst  case 
message; the case which represented a message that would require that each candidate coefficient 
be affected in the embedding procedure. This maximized the effect of the embedding to really give 
an  indication of MULTI’s performance. To achieve  this, an aggression  level of 8 was selected. This 
resulted in a very high embedding capacity while not embedding too aggressively to the point where 
it was obvious that embedding was occurring.  







indicating  a  very  high  classification  rate.  This  rate was  achieved  only  four  times  throughout  the 





Figure 5-19: Histogram of Results from Visual Distortion Survey 
A person presented with an image and asked to determine if the image contains any distortion has a 


































Let   represent  the event of an  image containing no stego material and  an event of an  image 
containing stego material. On the other hand, we denote   as the event of detecting an image that 
contains  no  stego material  and  similarly    the  event  of  detecting  an  image  that  contains  stego 
material.  We therefore formally define   as: 
1 , 









  , |       | . 
We note that for a dataset of  images where we have the same number of stego‐images as well as 
plan cover‐images, the assumption   always holds.  
We  define    as  the  False  Positive  rate.  This  represents  the  probability  of  the  detector 
misinterpreting a plain cover‐image as an image containing stego material. We also define  as the 
False  Negative  rate.  This  represents  the  detector missing  the  occurrence  of  a  stego‐image  and 
interprets it as a plain cover‐image. 
Since a uniform detector can classify  images as either always stego or always cover,  for a dataset 
containing  an  equal  number  of  both  classes,  it will  achieve  a  .  Therefore we  consider  our 
steganographic system as secure if a blind steganalysis detector achieves a  , with a   0.6 
still  considered  secure.  Clearly  as  the  detectability  of  the  system  increases,      tends  towards  a 
maximum of 1. 
Before we test the detectability of the MULTI system, we require a baseline of performance for the 
YASS  framework. As  detailed  in  (Solanki  K.  et  al  2007),  the  original  YASS was  tested  against  the 
following six steganalysis systems: 
1. Farid:  72‐dimensional  feature  vector  based on moments  in  the wavelet  domain  (Farid H. 
2006). 
2. PF‐23: Pevny and Fridrich’s 23‐dimensional DCT feature vector (Pevny T. et al 2006). 
3. PF‐274: Pevny and Fridrich’s 274‐dimensional  feature vector  that merges Markov and DCT 
features (Pevny T. et al 2007). 
4. DCT hist.: Histogram of DCT coefficients from a low‐frequency band (Solanki K. et al 2006). 








(Solanki  K.  et  al  2008),  a  value  of  B=9  and  B=14 was  selected  to  allow  testing  in  two  different 
situations.  When  B=9,  it  represents  the  highest  possible  density  of  hidden  information  since 
generated E‐blocks are at most two pixels apart. On the other hand, for B=14, it represents a rather 
low embedding density since E‐block have the potential to be separated by larger distances. 
The second parameter  for selection  is the quality  factor used during the hiding procedure.   can 
take up any value one requires, but as mentioned previously and in (Solanki K. et al 2007), the YASS 
framework operates at  its peak when  , where once again   represents  the compression 
quality factor.  

















We  also  need  to  select  a  suitable  aggression  level  to  be  used  during  the  test.  Since  the  same 












50  50 Farid 0.51 0.51 
50  75 Farid 0.53 0.51 
75  75 Farid 0.52 0.50 
50  50 PF‐23 0.55 0.54 
50  75 PF‐23 0.58 0.6 
75  75 PF‐23 0.53 0.52 
50  50 PF‐274 0.59 0.54 
50  75 PF‐274 0.77 0.65 
75  75 PF‐274 0.59 0.54 
50  50 DCT‐hist 0.54 0.53 
50  75 DCT‐hist 0.64 0.53 
75  75 DCT‐hist 0.54 0.53 
50  50 Xuan‐39 0.54 0.51 
50  75 Xuan‐39 0.63 0.52 
75  75 Xuan‐39 0.52 0.52 
50  50 Chen‐324 0.57 0.54 
50  75 Chen‐324 0.75 0.53 
















5  50  PF‐274 0.52 0.53 
5  75  PF‐274 0.55 0.5 
5  50  Chen‐324 0.51 0.51 


















8  50  PF‐274 0.55 0.57 
8  75  PF‐274 0.6 0.54 
8  50  Chen‐324 0.57 0.58 











This chapter presented a performance analysis  for  the proposed MULTI  system. The  focus was  to 









The  second  improvement made  to  the MULTI  system was  the  introduction  of  a  second  layer  of 
randomization, namely the randomization of the E‐block size. By allowing the E‐blocks to vary in size, 
we showed that it generated distribution of E‐blocks results in an average E‐block size of just over 9 
for  a  B‐block  range  of  9‐13.  This  represented  a  26%  increase  of  candidate  coefficients  over  the 
original YASS E‐block size, which aids greatly in improving the overall embedding capacity of the new 
MULTI system. 





data  into cover without grossly  increasing  the  resulting  stego‐image’s  size. Although  this  is a very 
5‐33 
 
desirable feature of MULTI, by achieves this  increase  in capacity  it also  increases the error rate the 
system needs to handle. With a peak error rate of  just over 40 bits per E‐block, this represented a 





YASS’s error  rate, MULTI could embed 2 bits more per E‐block  than YASS, showing  the MULTI has 
indeed increased on the embedding capacity of YASS. 
The chapter then focused on presenting a security analysis to compare YASS and MULTI’s ability to 
avoid suspicion. The  first method used was  the Peak Signal  to Noise Ratio, or PSNR. Although  this 
method  can be used as a method of determining  image degradation,  for example as a means of 

















schemes  failed  in detecting MULTI. Where  the PF‐274 managed  to achieve a maximum detection 
rate of 0.77 for YASS, it managed a detection rate of only 0.55 for MULTI under the same aggression 
levels.  Similarly, where  Chn‐324 managed  a  peak  detection  rate  of  0.75  for  YASS,  it managed  a 
detection rate of only 0.53 for MULTI. 








with   9,   75 and   75, and manages  a  similar  rate of 0.6  for MULTI with  a B‐block 
range of 9‐13, an aggression level of 8 and a   75.  
With the two systems embedding with their parameters set to those mentioned above we find that 
YASS  achieves  an  error  rate  of  6  bits  per  E‐block  and  an  embedding  rate  of  12  bits  per  E‐block, 
resulting in a throughput of 6 useful bits per E‐block. On the other hand, the MULTI system achieves 
an error rate of 38.8 bits per E‐block and an embedding rate of 62 bits per E‐block. This results in a 
throughput of 23 useful bits per E‐block. Therefore at a similar  level of detectability, we  find  that 
MULTI clearly out performs YASS. 




MULTI also managed  to  improve upon YASS’s  security by avoid human detection as well as blind 
steganalysis at a comparable aggression  level with YASS. We also find that at an  increased capacity 





The science of Steganography  is still relatively young  in a digital context. Currently there  is a  lot of 
research being done on the study of stego‐systems and with the popularity of the internet; most of 














the open nature of  social networks,  it  is expected  that people will view profiles of  strangers. This 
property of social networks allows for the sharing of information between two parties without either 
having  to establish a previous  relationship. Combining  these  two properties motivate  the need  to 
research image based steganography and more importantly, JPEG based steganography. 
The  first  part  of  the  dissertation  investigated  the  history  of  steganography  and  presented  an 
overview of the evolution of steganography from physical based to digital based steganography. We 
then  introduced  the  current  science of  the  subject  since no  formal  theoretical base has yet been 
developed for the science due to relative infancy. We define the notion of a ε‐secure steganographic 
system and detailed  the properties of any  steganographic  system,  regardless of  cover‐object. We 
then introduced a formal method for classifying steganographic objects based on the process used in 
the embedding of the hidden message.  
The  second  part  of  the  dissertation  surveyed  the  development  of  image  based  steganographic 
systems with a focus of systems that embedded in JPEG compressed images. Since JPEG is one of the 
most popular  compression algorithms  currently used on  images, most  images  stored on websites 




The  third  part  of  the  dissertation  introduced  the  design  of  a  novel  JPEG  based  steganographic 
system  built  on  the  YASS  framework.  This  MULTI  system  introduces  two  added  layers  of 









allows  the user of  the  stego‐system  to determine  the  size of  the embedding  region. This masking 




the  simpler  Random  ±  ternary modulation.  It  is  expected  that  using  this  scheme  to  embed  into 
candidate  coefficients will  avoid QIM’s  problem  of  increasing  the  number  of  zero  coefficients  as 
noted in Chapter 4. 
The  final  and  arguably  the most  important  addition made  by  the new  embedding  scheme  is  the 
introduction  of  embedding  in  medium  frequency  coefficients.  The  YASS  framework  previously 
embedded  in  the 19  lowest  frequency  coefficients, DC  coefficient not  included, which  resulted  in 
clear visual distortion at higher embedding rates as demonstrated in Chapter 4. But using this novel 
technique of hiding in medium frequency coefficients, we traded off visual distortion with the risk of 






and  formalization  of  a  theoretical  basis  for  the  science.  We  also  presented  a  formal 
classification of different steganographic techniques. 
• A detailed survey of currently available image based steganographic systems with a focus of 
JPEG  based  systems.  A  detailed  discussion  of  the  motivation  of  each  system  was  also 
included as well as an overview of weakness inherit within each system. 
• The  development  of  a  new  JPEG  based  steganographic  system  that  built  upon  the  YASS 
framework  but  introduced measures  to  counter  its  original weakness  and  improve  upon 
both security and embedding capacity. 
• A detail analysis of  the effects of  compression on embedding  in DCT  coefficients and  the 







Future work  related  to  JPEG  based  steganography  and  Image  based  steganography  includes  the 
following: 
• An  investigation  into  the effects of  the quantization matrix used  in  the embedding phase 
with the aim of determining its effects on the systems overall error rates. 
• The  performance  of  the  MULTI  and  HYBRID  systems  against  other  types  of  image 






the  reduction of error  rates during  the embedding process. This occurs due  to  the  stego‐
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1  0  0  0  1  1  0  1  0  1  0  4 
2  1  1  1  0  0  0  1  0  0  1  5 
3  1  1  0  1  1  0  0  0  1  0  5 
4  0  0  1  1  0  1  1  0  1  0  5 
5  0  1  0  0  0  1  1  1  0  0  4 
6  1  0  1  1  1  0  1  1  0  1  7 
7  0  0  0  0  1  1  1  1  0  1  5 
8  1  1  1  1  1  1  0  1  1  0  8 
9  0  0  1  1  1  1  0  0  1  0  5 
10  0  1  1  0  1  0  1  0  1  1  6 
11  1  0  0  0  1  0  0  0  1  1  4 
12  1  0  1  0  1  1  1  0  1  0  6 
13  1  0  0  1  0  0  1  0  1  1  5 
14  1  1  0  0  0  1  0  1  1  1  6 
15  1  0  0  0  1  1  1  0  0  1  5 
16  0  1  1  0  1  0  0  1  1  0  5 
17  1  0  1  0  1  1  1  1  1  1  8 
18  1  0  1  0  0  0  1  1  1  1  6 
19  0  0  1  1  0  1  0  0  0  0  3 
20  0  0  1  1  1  1  0  0  1  0  5 
21  0  1  1  1  0  0  0  1  1  0  5 
22  1  1  1  0  0  1  1  1  0  0  6 
23  1  1  0  0  1  1  1  0  1  1  7 
24  0  1  1  0  1  0  1  0  0  1  5 
25  1  1  1  0  0  1  0  0  0  1  5 
26  1  1  0  1  0  0  1  1  1  0  6 
27  0  0  1  0  0  0  0  0  1  1  3 
28  0  1  0  0  1  1  1  1  1  1  7 
29  1  1  1  0  1  1  0  1  0  0  6 
9‐2 
 
30  0  1  0  0  1  1  0  0  1  0  4 
31  0  0  0  1  1  1  1  0  1  1  6 
32  0  1  1  0  1  0  1  1  1  0  6 
33  0  1  1  1  1  1  1  0  1  0  7 
34  0  0  0  1  0  0  1  0  0  0  2 
35  1  1  0  1  0  0  1  0  1  1  6 
36  1  1  1  0  0  1  0  1  1  1  7 
37  0  1  0  0  0  1  0  0  1  0  3 
38  0  0  0  1  0  1  0  0  1  1  4 
39  0  0  0  0  1  1  1  0  0  1  4 
40  1  0  1  1  1  1  1  1  1  0  8 
41  1  0  0  0  1  1  0  0  1  1  5 
42  0  1  1  0  0  0  0  0  1  0  3 
43  1  1  1  0  0  0  0  0  1  0  4 
44  1  1  0  1  0  1  1  1  0  0  6 
45  0  0  1  1  0  1  0  1  0  1  5 
46  1  0  1  0  0  0  0  0  0  0  2 
47  0  1  1  1  0  0  1  1  0  1  6 
48  0  1  0  0  0  0  0  0  0  1  2 
49  1  0  0  0  0  1  1  0  0  1  4 
50  1  0  1  0  0  1  1  1  1  1  7 
51  0  1  0  1  1  1  0  1  1  0  6 
52  1  1  0  1  0  1  0  1  0  0  5 
53  1  0  1  1  0  0  1  1  0  0  5 
54  1  0  1  0  0  0  1  0  0  0  3 
55  0  1  0  0  0  1  0  0  1  0  3 
56  0  1  1  1  0  0  1  1  1  1  7 
57  0  0  0  0  0  1  0  1  1  1  4 
58  1  1  1  1  0  1  1  0  1  1  8 
59  0  0  1  1  0  0  0  0  0  0  2 
60  1  0  1  0  1  0  0  0  0  0  3 
61  0  0  0  0  0  1  0  0  0  0  1 
62  0  0  1  0  1  0  1  1  1  0  5 
63  1  1  0  0  0  0  1  1  0  0  4 
9‐3 
 
64  1  0  0  1  1  1  1  0  1  1  7 
65  1  0  1  1  0  0  0  0  1  0  4 
66  1  0  1  0  1  1  1  0  0  0  5 
67  0  0  0  0  1  0  0  1  1  1  4 
68  1  1  0  1  0  1  1  0  1  1  7 
69  0  0  1  0  1  0  0  1  0  0  3 
70  1  1  1  1  0  1  0  0  1  0  6 
71  1  0  0  0  1  0  1  1  1  1  6 
72  1  1  0  0  1  1  1  1  1  0  7 
73  1  1  1  1  1  1  0  0  0  0  6 
74  1  1  1  1  0  0  1  0  1  0  6 
75  1  1  0  0  0  1  1  1  1  1  7 
76  1  0  0  1  1  0  1  1  1  1  7 
77  1  1  0  0  1  1  1  1  0  1  7 
78  0  1  1  0  1  0  1  1  1  0  6 
79  1  0  0  1  1  1  1  1  0  0  6 
80  0  1  0  0  0  0  0  0  0  1  2 
81  1  0  1  0  0  0  1  0  1  0  4 
82  0  1  0  1  0  0  1  1  1  0  5 
83  0  1  1  0  1  1  0  1  0  0  5 
84  1  1  1  0  1  1  0  1  0  1  7 
85  1  1  1  0  1  0  1  0  1  1  7 
86  0  1  1  0  1  0  1  0  1  1  6 
87  0  1  0  0  1  1  0  0  0  0  3 
88  0  1  1  1  0  0  0  1  0  0  4 
89  0  0  0  0  0  0  0  0  0  0  0 
90  0  0  1  0  1  1  0  0  1  0  4 
47  48  49  36  44  48  49  40  54  40 
 
