The goal of this study is to explore how fault-proneness of open source software (OSS) could be explained in terms of internal quality attributes and maintenance process metrics. We reviewed earlier studies and performed a multiple case study of eight Java-based projects based on data available in the Source Forge repository. Overall, we studied 342 releases of those systems. As is usual, software quality was regarded as a set of internal and external quality attributes. A total of 76 internal quality attributes were measured from the source code of the selected systems via the tool SoftCalc. Two external quality attributes contributing to fault-proneness were in turn obtained from the Source Forge Issue Tracking System. The framework for assessing the maintenance process was adopted from our previous studies. Its distinguishing feature is that it takes into account the peculiarities of OSS development. We included 23 maintenance process metrics to this study. Relationships between the metrics under study were identified by means of correlation analysis, multiple regression analysis and factor analysis. The obtained results give an interesting insight into interpretation of the earlier results of other researchers, regarding especially their generalizability. The strengths of our study include the following: 1) we studied a greater number of metrics than most of the related studies, 2) we studied a greater number of OSS-systems than most of the studies, and 3) we focused on the fault-proneness of modern Java-based systems and investigated them as an aggregated sample.
INTRODUCTION
Software quality is becoming increasingly important for modern society; software faults and other quality problems can have severe consequences. The problems are caused by inadequate quality management, the human factor and other reasons in all stages of the software development process and in particular in the maintenance stage. Revealing the causes of quality problems is extremely important from the practical viewpoint, but there is still a gap in the research in this area. The majority of the existing studies focus either on software quality or on the software maintenance process alone. Most of them do not study the relationships between those two aspects.
The aim of this study is to explore how external quality attributes contributing to fault-proneness of open source software (OSS) can be explained in terms of internal quality attributes and maintenance process metrics (maintenance being a phase of the OSS life cycle).
We understand an attribute as a measurable physical or abstract property of an entity [1] . A quality attribute is a management-oriented attribute of software that contributes to its quality [1] . Software quality is a collection of quality attributes, such as portability, efficiency, reliability, *Address correspondence to this author at the Department of Computer Science and Information Systems, University of Jyväskylä, P.O. Box 35, 40014 Jyväskylä, Finland; Fax: +358142603011; E-mail: markku.j.sakkinen@cs.jyu.fi functionality, usability, maintainability and testability [2, 3] . Internal quality attributes are those that can be measured purely in terms of the software product itself, i.e., by examining the software product on its own, separately from its behaviour [4] . External quality attributes are those that can be measured only with respect to how the software product relates to its environment. Here the behaviour of the software product is important rather than the product itself [4] . Faultproneness is sometimes defined e.g. as the probability that an artifact contains a fault [5] . We will give a detailed definition of this attribute later in the paper.
Software maintenance is the modification of a software product after delivery to correct faults, to improve performance or other attributes or to adapt the product to a modified environment [1] . There are four types of software maintenance, i.e. corrective, adaptive, perfective and preventive. The corrective maintenance includes diagnosis and correction of errors. The adaptive maintenance includes modifications of a software product to properly interface it with a changing environment. The perfective maintenance covers enhancements of a software product to add new capabilities or modify existing functions. Finally, the preventive maintenance consists of changes which are made to improve future maintainability of the software system. Source code or some of its parts may be reengineered to achieve this. Various reverse engineering techniques may be applied to improve the safety of making changes to source code related to all four types of maintenance. In our study we have focused on small and medium-sized OSS projects. The maintenance process activities performed in those projects are related mostly to corrective and perfective types of maintenance.
We chose the maintenance process as our target because of its importance. From the 1970s to the 1990s the costs of maintenance ranged from 49% [6] to 75% [7] of the total software costs. Nowadays the proportion of costs caused by system maintenance and evolution may in some cases be more than 90% [8] , and about 75% of the maintenance costs are caused by enhancements, i.e., adaptive and perfective maintenance [9] [10] [11] . Although those numbers represent closed source software (CSS), there is no doubt that maintenance issues are very important for OSS as well.
There were three main reasons for choosing OSS as the target of our study: 1) Importance of OSS -Open source has gained a strong position, e.g., in some countries the Linux operating system is prescribed for governmental organizations. 2) Lack of studying OSS. There is relatively little previous research on OSS, as compared to conventional proprietary software. It is a particularly open question how OSS project activities influence OSS quality. 3) Potential for studying OSS. There exists a huge amount of source code and related documents that can be studied.
Today many OSS projects are becoming more organized efforts as companies initiate and lead them to gain business advantages. Full-time company employees often participate in managing and developing these projects [12] . For instance, the office suite OpenOffice [13] and the integrated Java development environment Netbeans [14] are successful OSS projects carried out by Sun Microsystems. OpenOffice is a case in which a parallel version of an originally proprietary software product (StarOffice, recently renamed to Oracle Open Office) has been released to the OSS domain; and there are many others. In such cases, the initial implementation and early evolution of the software has probably conformed to the normal process of the company. We have therefore chosen for our study only 'pure' OSSs, i.e. systems which have been developed by an open source community without significant participation of any company.
In this study we use an enhanced version of the research method used in our previous studies [15, 16] . Firstly, we raise a number of hypotheses based on a literature review. Those hypotheses concern specific metrics and quality attributes to be analyzed. Secondly, we test the relations between the metrics under study by means of statistical methods. We use a combination of correlation analysis and multiple regression analysis.
The rest of the paper is organized as follows. Firstly, we give an in-depth analysis of the research background in Section 2. The research objectives and methods used are presented in Section 3. Section 4 presents the results of the study. In Section 5 we discuss the results and the limitations of the study. Finally, Section 6 summarizes the paper and suggests some issues for future research. The acronyms that are used for several metrics in this paper are explained in Appendix A.
RELATED WORKS
This section reviews the studies that are the most relevant ones to this paper. Firstly, we summarize those studies that discuss the relationships between various internal quality attributes and fault-proneness, either in OSS or CSS. Secondly, we provide an overview of the major studies about the peculiarities of the OSS maintenance process, including papers relevant to fault-proneness. Thirdly, we summarize the main characteristics of all these studies in Table 1 .
Relationships between Internal Quality Attributes and Fault-Proneness

Open Source Software Systems
Briand et al. [17] carried out a case study on quality factors of object-oriented design based on an analysis of the open multi-agent system development environment LALO. They found out that a number of metrics from the Chidamber and Kemerer (CK) metrics suite [18] were statistically related to the fault-proneness of classes. Later Briand et al. performed a replication of this study [19] . The results differed in some aspects, including the relations between DIT, NOC and fault-proneness of classes. In both studies logistic regression analysis was used.
Ferenc et al. [20] used their framework called Columbus to calculate the object-oriented metrics that were identified earlier by Briand et al. [21] and Basili et al. [22] to be indicators of fault-proneness. Their case study was carried out on seven releases of Mozilla. In general, the results supported those of Briand et al. [21] and Basili et al. [22] . However, in contrast to those previous studies, here NOC did not change significantly over time and LCOM got worse (i.e., increased) over time.
Gyimóthy et al. [23] carried out an empirical validation of eight object-oriented metrics for fault prediction of the OSS project Mozilla. The authors used such methods as logistic and linear regression, decision trees and neural networks. The results indicated strong statistically significant correlations between most of the CK metrics and fault-proneness.
Li et al. [24] attempted to find out predictors (i.e. metrics available before release) for field defects (i.e. customerreported software problems requiring developer intervention to resolve) of OSS by scrutinizing nine releases of OpenBSD. The collected predictors included 101 product metrics, 22 development metrics, 9 deployment and usage metrics and 7 software and hardware configuration metrics. Those metrics were collected from request tracking systems, concurrent versioning system (CVS) and mailing lists, as well as by measuring source code using a set of special tools such as Campwood SourceMonitor. They were evaluated by means of statistical methods. Many internal quality attributes were identified as good predictors of defects in terms of Spearman's and Kendall's rank coefficients, e.g. Total Number of Methods, Number of Public Methods, and Number of Inline Comments.
Zhou and Leung [25] analyzed the relationships between the CK metrics suite augmented with SLOC and faultproneness, taking into account the severity of faults. Their study was conducted on a public domain data set from the NASA Metrics Data Program. That data was collected from a storage management system implemented in C++. Zhou and Leung classified the severity ratings for each defect. Three types of predicting models were used in the study: high-severity fault model, low-severity fault model and ungraded-severity fault model. As analysis methods the authors used univariate and multivariate logistic regression. The re-sults indicate a great number of strong correlations between the CK metrics and high, low and ungraded severity faults.
Olague et al. [26] empirically validated three objectoriented metrics suites for their ability to predict software fault-proneness: CK, Brito e Abreu's [27] MOOD metrics suite and Bansiya and Davis' [28] QMOOD metrics suite. The case study was carried out on six releases of the Mozilla Rhino OSS project implemented in Java. All the metrics were collected by means of a special tool -Software System Markup Language tool chain developed by the authors. The univariate binary logistic regression and collinearity analysis were used to determine the relations between the metrics under study. The results of that study indicated that some of the CK metrics and the QMOOD metrics are consistent predictors of class error-proneness.
Closed Source Software Systems
Khoshgoftaar and Munson [29] studied three available sets of data, i.e. 1) Lennselius' [30] data set, which is based on an analysis of a software project in the telecommunication domain, 2) Harrison and Cook's [31] data set, which is based on an analysis of a number of modules from a me-dium-sized C-based project, and 3) Akiyama's [32] data set. The authors concluded that complexity metrics such as McCabe's Cyclomatic Complexity correlated highly with software errors and fault-proneness. However, they warned that this high correlation by itself was an unreliable indicator of the predictive quality of models based on those complexity metrics, because the correlations indicated also multicollinearity between the metrics.
Basili et al. [22] analyzed eight medium-sized systems developed by students in C++. They examined the effect of the CK metrics suite on fault-proneness of classes by means of logistic regression analysis. Most of the CK metrics were identified as explaining factors of fault-proneness of classes.
Fenton and Ohlsson [33] analyzed two major releases of a large legacy project in switching telecommunication systems. They raised and tested a number of hypotheses. Six of them were related to the ability of size and complexity metrics to predict software faults. The complexity metrics were collected automatically from the design documents using a special tool ERIMET. For testing the hypotheses they used Alberg diagrams to evaluate the independent variables' ability to rank the dependent variable, and scatter plots. The Relationships between internal quality attributes and software faults -the case of OSS 2b: Relationships between internal quality attributes and software faults -the case of CSS 3: Relationships between software maintenance process and fault proneness study found no strict evidence that size and complexity metrics are good predictors of fault-proneness of modules.
El Emam et al. [34] used object-oriented design metrics to construct prediction models for identification of faulty classes. The study used data collected from one version of a commercial Java application to construct a prediction model. The analyzed metrics included DIT and NOC from the CK suite and several coupling metrics proposed by Briand et al. distinguishing the types of relationships among classes, different types of interactions and the locus of impact of the interaction. The statistical modeling technique used was logistic regression analysis. The results indicated that an inheritance metric (in terms of DIT and NOC) and an export coupling metric were strongly associated with faultproneness.
Ostrand et al. [35] developed a negative binomial regression model to predict the expected number of faults in each file of the next release of a system. The prediction is based on the code of the file in the current release, and the fault and modification history of the file from previous releases. The model was applied to two large industrial software systems with 17 and 9 releases respectively. The predictor variables of the model included e.g. the logarithm of the number of lines of code and the file's change status. The constructed model was capable of successfully identifying the most fault-prone files in multiple releases of the studied software systems.
OSS Maintenance Process
Lehman et al. [36] studied software evolution and maintenance on a long time perspective. Although their study was conducted on CSS, their results and insights are relevant to OSS researchers as a point of comparison.
Vixie [37] claimed that in the case of OSSs such activities as requirements definition, unit and system testing and support are not carried out in a manner similar to traditional software engineering. Vixie also stressed that quality assurance activities are unorganized, but extensive field testing helps to improve quality. This fact is well known as Raymond's principle: "given enough eyeballs, every bug is shallow" [38, 2] .
The most comprehensive study of OSS maintenance was conducted by Koru and Tian [12] , who studied the maintenance process of OSS from the viewpoint of defect handling. They did not analyze the software, but sent a questionnaire to persons working in OSS projects. They received answers from 119 individuals (largely either developers or testers) who contributed to 52 medium and large OSS projects. The researchers found out various aspects of defect handling in OSS development and maintenance, including reasons for defect reporting, subjects of defect reports, reporting of preand post-release defects, initial employment of defect database systems, consistency of defect recording, and completeness of defect reports.
Koponen [39] developed a framework for evaluation of OSS maintenance process based on several quantitative attributes: software type, intended audience, number of opened defects, number of source code changes, etc. The framework was validated by five case studies.
Lintula et al. [40] analyzed the maintenance processes of four medium-sized OSS systems from the viewpoint of de-fect reporting, user support and feature requesting. It was found out that in those projects discussion forums were very active. A reason for this can be that a large number of users can respond faster to user requests than a limited number of developers.
Koponen and Hotti [40] studied the maintenance processes of two large open source software projects, Apache HTTP server and Mozilla web browser. They came to the conclusion that most of those processes, e.g. problem and modification analysis, modification implementation and modification review and acceptance, were similar to the common vision of the maintenance process defined in the standards ISO/IEC 12207 [42] and ISO/IEC 14764 [43, 44] . However, the study also revealed a number of differences between the standards and the OSS maintenance process. For example, instead of Migration activities in OSS projects there is Release management, which consists of pre-release testing, packaging and release announcement tasks. The latter findings are in line with Vixie's [37] claims.
Relationships between Maintenance Process and Fault-Proneness
Hassan and Holt [45] proposed a framework to identify the ten most susceptible subsystems (i.e. directories) of the source code to have a fault. The study was based on an analysis of six large OSS projects. The results indicate that the following four heuristics should be applied by OSS maintainers to define their top-ten list of susceptible directories: 1) most frequently modified, 2) most recently modified, 3) most frequently fixed, and 4) most recently fixed subsystems.
The case study of Li et al. [24] (presented already in Section 2.1.1) provides a number of results also on the relations between fault-proneness and maintenance process metrics. Several metrics accounting for maintenance support (in terms of numbers of messages in various mailing lists) were identified as good predictors of defects by rank correlation analysis.
Summary
The studies discussed in the previous subsections are summarized in Table 1 in a chronological order. The current paper appears as the last one in the table. Information related to the following aspects is shown: 1) focus areas of the study, 2) analyzed software products, and 3) metrics used. As can be seen from the table, this study has the following advantages over others: 1) it covers two areas that have not much yet been discussed in conjunction with each other; 2) it is based on a greater (or equal) number of analyzed software products than the previous studies except that of Koru and Tian [12] ; and 3) it is based on a substantially greater number of metrics than the other studies except that of Li et al. [24] .
RESEARCH OBJECTIVES AND METHODS
Research Objectives
Our main research objective is to explore if and how selected external quality attributes representing fault-proneness can be explained quantitatively by maintenance process metrics and internal quality attributes for OSS. We studied these relations quantitatively based on a set of metrics.
We chose to measure fault-proneness by the two metrics Rate of Bug Reports (RBR) and Average Bug Priority Level (ABPL). The applied maintenance process metrics are adopted from our previous studies [15, 16] and are presented in Appendix B, 
Analyzed Software
In the choice of OSS systems for analysis, we applied six main criteria: 1) They should cover different kinds of applications, to eliminate commonalities that might be valid only for OSS of some specific kind. 2) They should have a common implementation language, so that differences between languages would not affect the results. For current OSS, Java was the first choice. 3) Each project should have a reasonable number of releases, and the numbers should preferably be nearly the same. 4) The projects should be relatively popular (in terms of number of downloads per month) and active during their lifetime so far (average project activity). 5) They should be of medium size, especially concerning source code. Very large OSS projects would be tackled in a possible later study. 6) For each project, at least the source code and relatively detailed information about bugs and feature requests should be available in a repository.
Based on those criteria, we selected the following eight Java-based projects and analyzed their all releases: 1) J -text editor [47] ;
2) Art of Illusion -full-featured 3D modeling, rendering, and animation studio [48] ;
3) jEdit -programmer's text editor [ [54] . Table 2 shows the main information about the selected projects. We were able to fulfil the criteria otherwise, but there is a rather large variation in the number of releases (criterion 3). The chosen projects cover various domains, including text and programming editors and multimedia and gaming applications. They all are available in the online Source Forge Issue Tracking System (SFITS) [55] . SFITS contains information on various kinds of bugs and feature requests related to specific releases of OSS products.
Software size is given in Table 2 in terms of maximum and average (over releases) Number of Source Lines in All (NSL, in thousands of lines) and average Number of Modules (NM). The development time is considered to be the time between the release dates of the first and last OSS versions available. The maturity of each project is estimated on the 6point scale used on the Source Forge website (1 -Planning, 2 -Pre-Alpha, 3 -Alpha, 4 -Beta, 5 -Production/Stable, 6 -Mature). Of course, this scale is more or less subjective, since the OSS developers have to estimate the maturity level of their projects based on spent effort, added features, etc. However, no better metric is available. The number of downloads (average over the lifetime) is extracted from the corresponding project website in the Source Forge OSS repository.
Hypotheses
The approach of the paper is 1) to raise a number of hypotheses about the relations between the metrics under study, based on earlier research, 2) to test those hypotheses against the empirical results obtained from analysis of the selected OSS projects, and 3) to raise further hypotheses based on those results. The focus of this section is the first set of hypotheses.
We divided our hypotheses in two groups according to the objectives of our study, i.e. 1) hypotheses concerning the relations between internal quality attributes and faultproneness (Subsection 2.1.1) and 2) hypotheses concerning the relations between maintenance process metrics and faultproneness (Subsection 2.1.2). Note that when we talk about a positive correlation in a hypothesis, we implicitly assume that the correlation is statistically significant. Some metrics used in the papers reviewed in Section 2 differ from those used here. Therefore we define our hypotheses in more general terms. The metrics used in the previous studies and in our study can be considered as operationalizations of the more abstract concepts used in the hypotheses.
It should be noted that some of the hypotheses are based on results from CSS studies. We used them when there were no OSS studies that treated the same issues.
Hypotheses about the Relations between the Internal Quality Attributes and Fault-Proneness
We raised the following hypotheses concerning the relations of the internal quality attributes and fault-proneness based on the literature review:
H1: Software size correlates positively with faultproneness. Based on Briand et al. [21] , Zhou and Leung [25] , Khoshgoftaar and Munson [29] and Ostrand et al. [35] -but not supported by Fenton and Ohlsson [33] .
H2:
The number of methods correlates positively with fault-proneness. Based on Li et al. [24] and Olague et al. [26] .
H3:
The number of decisions correlates positively with fault-proneness. Based on Khoshgoftaar and Munson [29] but not supported by Fenton and Ohlsson [33] . 
Hypotheses about the Relations between the Maintenance Process Metrics and Fault-Proneness
We raised the following hypotheses concerning the relations of the maintenance process metrics and faultproneness, based on the literature review:
H7: The number of system modifications correlates positively with fault-proneness. Based on Hassan and Holt [45] .
H8: The number of system fixes correlates positively with fault-proneness. Based on Hassan and Holt [45] .
H9:
The number of messages in the mailing list correlates positively with fault-proneness. Based on Li et al. [24] .
Testing the Hypotheses
We tested the hypotheses on the operationalization metrics used in this study by means of correlation analysis and multiple regression analysis. We considered a hypothesis to be supported if the correlation analysis showed a relatively strong and statistically significant correlation between the metrics in question.
Research Methods
In our study we used an approach adopted from the studies of Ostrand et al. [35] and Anderson and Felici [56] . According to it the relations between the metrics under study can be revealed from a substantial set of software releases available for measuring and analysis.
Approach to Measure the Internal Quality Attributes
We measured the internal software characteristics with the static analysis tool SoftCalc and its module JavaAnal dedicated to assessing Java source code [57, 58] . SoftCalc is listed among the efficient Computer-Assisted Software Measurement and Evaluation Tools (CAME tools) supporting different phases of the software development process [59] and has been used in our previous studies [15, 16] . In total we measured 76 internal quality attributes, which can be divided into the following categories: 1) basic internal quality attributes, e.g. Number of Source Lines in All (NSL), Number of Modules (NM) and Number of Comment Lines (NCL), and 2) complexity metrics, e.g. Data Complexity Chapin Metric (DCCM) and Interface Complexity Henry Metric (ICHM).
Approach to Measure the External Quality Attributes
We define fault-proneness informally as the rate of new faults (bugs) found as the software is being used and maintained, weighted by their severities. For this purpose we use two external quality attributes: Rate of Bug Reports (RBR) and Average Bug Priority Level (ABPL). Our single metric for fault-proneness is simply the product of RBR and ABPL, but calculating them separately first yields more information.
RBR is the inverse of the more common metric Mean Time to Bug Report (MTTBR), but more convenient because it is always finite. Note further that MTTBR is not the same as the metric Mean Time To Failure (MTTF), which is commonly used to measure reliability. The point is that RBR counts every different fault only once, when it is first reported, while MTTF counts all failures of the software caused by all faults.
We calculated RBR as the total number of bugs reported for a specific OSS release divided by the life time of the corresponding release. The total number of bugs for a specific release was calculated from the information available in SFITS by taking into account the dates of the releases. The accuracy of measurement was sufficient, since 1) manual review of SFITS revealed that most of the bugs reported after the release of a newer software version (i+1) were related to that release rather than to the previous one (i), and 2) the bugs posted after the release of a newer software version (i+1) and related to the previous version (i) are likely to be valid also for the newer version (i+1).
The metric Average Bug Priority Level (ABPL) is the arithmetic average of the priority levels of all bugs reported for a specific release. The priority of each bug is estimated from the subjective viewpoint of developers on a 10-point scale, where 1 is the lowest priority level and 10 the highest one. The information about bug severity levels was obtained from SFITS. We inspected bug reports, and the severity levels of the bugs seemed correct; thus we regard ABPL as a reliable metric. There were some releases with no bug reports, and we took 0 as their ABPL. This choice has no effect on the product ABPL × RBR, because RBR is then 0.
The priority scale is only an ordinal scale, and the highest priority levels are usually regarded as significantly more important than the lower ones. ABPL is therefore not an optimal metric. Instead of it and RBR we could have computed the rate of bugs of each level separately, but that would have made the results more difficult to process further and to assess intuitively.
Approach to Measure the Maintenance Process
In this study we used the approach presented in our previous work [15] , as summarized in Appendix B, to measure the maintenance process. The conventional standards and evaluation models for maintenance process, such as ISO/IEC 12207 [42] , ISO/IEC 14764 [43] and IEEE 1219 [60] , have been defined with closed-source software in mind. Many metrics defined in these standards, e.g. metrics related to documentation and testing, are not often used by OSS developers. It is thus hardly possible to evaluate OSS based on the ISO/IEC metrics. In turn, as noted earlier, the main disadvantage of Koponen and Hotti [41] is that the authors do not propose any particular metrics for the maintenance process that would be suitable for many OSS developers.
Our approach is based both on the ISO/IEC [42] and IEEE [60] standards and on the study of Koponen and Hotti [41] . We defined a set of substitutes for ISO/IEC and IEEE metrics, as listed in Appendix B. The original metrics and their substitutes are mapped to each other by groups. For instance, ROB, ROFR, ABPL and AFRPL are substitutes to the corresponding ISO metrics related to the 'Implementation phase'. Some substitutes, e.g. TNB, are used in several groups. We regard the complexity metrics as internal quality attributes in this study, but some of them could also be treated as maintenance process metrics. The detailed information about all the substitutes and the grounds for choosing them can be found in paper [15] .
A significant advantage of our approach is that it can be easily and fruitfully applied to many OSS projects, since it is based on "primitive" metrics measured by a majority (according to our observations) of OSS practitioners. In turn, a limitation of our approach is that we do not take into account the human factor of the maintenance process, i.e., metrics characterizing OSS developers and OSS communities.
Statistical Methods Used
We intended to use a combination of correlation analysis and multiple regression analysis to find out quantitative relations between the metrics under study. We treated the two external quality attributes as dependent variables and the others as explaining variables. This does not necessarily imply causal relationships, but it seems safe to assume that the external quality attributes are affected by the other metrics more than vice versa.
The analyses were first carried out on the releases of one project at a time, as we had done in our previous studies. After considering the results (Subsection 4.1.1) we decided to analyze the "grand sample" consisting of all releases from all the studied OSS projects in order to get more generalizable results. All analyses were performed using the statistical software package Statistica 8.
The correlation analysis was used to identify significant relations between the studied metrics. Following a common recommendation [61] , we decided to regard only those explaining variables as interesting that had statistically significant (p <= 0.05) and moderate or strong (|r| >= 0.5) correlations with the dependent variable. The multiple regression analysis would then have been performed, using for each dependent variable only those explaining variables that were interesting for it.
It turned out that all interesting explaining variables were very strongly collinear (see Subsection 4.1.2), and thus multiple regression analysis was not meaningful. Khoshgoftaar and Munson [29] had run to the same situation in their study, and performed factor analysis instead. We decided to follow their example.
RESULTS
We classify our results into two groups corresponding to the goals of our study. Firstly, we provide the results about relations between internal quality attributes and faultproneness. Secondly, we present the results about relations between maintenance process metrics and fault-proneness. In the rest of the section we explain whether our results support or do not support the hypotheses raised earlier (Section 3.3). As explained earlier (Subsection 3.4.2) we model faultproneness with the two metrics ABPL and RBR.
Relations between the Internal Quality Attributes and Fault-Proneness
Correlation Analysis
We calculated the correlations first for each individual OSS project. They turned out to be very different for different projects. Only 20 out of the 76 quality attributes (QAs) had non-conflicting statistically significant correlations with ABPL or RBR in more than one project. All correlations of those attributes are presented in Appendix D (Tables D-1, D-2, D-3, D-4) . Even the most consistent correlation that between ABPL and Number of Loop Statements (NLS) is valid only for four of the eight projects If we consider only interesting (see Subsection 3.4.4) correlations, none of them is valid for more than two projects.
Regarding ABPL, it has interesting correlations with all except 5 QAs in jEdit. It has statistically significant correlations with almost all QAs also in Buddi and KoLmafia, but most of them are weak (|r| < 0.5). For two QAs (NCI and NNML) the correlations in jEdit and KoLmafia are in conflict. Art of Illusion and Jaxe each have one statistically significant but weak correlation, and in the remaining three projects there are no such correlations with ABPL.
Regarding RBR, it also has interesting correlations with all except the same 5 QAs as ABPL in jEdit. Almost all the same correlations are valid also in J. In Art of Illusion there are almost as many statistically significant correlations, but they are mostly weak. Interestingly, none of those correlations has the same sign as in jEdit and J. RBR has statistically significant correlations with only three QAs in KoLmafia and with two in Buddi; all these are weak. In the remaining three projects there are no such correlations.
From the analysis of the grand sample we obtained interesting correlations between the external quality attribute ABPL and the following internal quality attributes: NSL, NCD, NDS, NDVI, NDP, NFR and NLiS ( Table 3 ). The descriptive statistics for each of the above metrics by itself are provided in Appendix C (Table C-1, Figs. C-1, C-2) . The single-correlation coefficients of the explaining variables with the dependent variable varied from 0.506 to 0.537 ( Table 3) .
As can be seen from Table D-2, on the project level the correlations of the above QAs are statistically significant only in two or three of the studied OSS projects. For five of them, the correlations in jEdit are stronger than in the grand sample, and those in Buddi and KoLmafia mostly weaker (but statistically significant). However, for NCD and NLiS the correlations in jEdit are low and not significant, but those in Buddi and KoLmafia significant (although rather low).
In the grand sample there were no interesting correlations between RBR and any quality attribute; the strongest one was between RBR and Data Flow Complexity Elshoff Metric (DFCEM, r = 0.197) As noted in Subsection 3.4.2, the composite metric ABPL×RBR is a better indicator of faultproneness than the two initial metrics. Therefore we computed also its correlations with the internal quality attributes, but those were very low. The strongest correlations were found with DFCEM (r = 0.194, p = 0.000), and Data Complexity Chapin Metric (DCCM, r = 0.171, p = 0.002). On the project level the correlations between ABPL×RBR and other internal quality attributes were slightly higher, but statistically significant only for some OSSs, e.g. jEdit (Appendix D, Tables D-5, D-6).
Regression Analysis
We proceeded in our analysis on the grand sample. Because RBR and ABPL×RBR had no significant correlations with any internal quality attributes, further analysis was meaningful only for ABPL.
We computed next the pairwise correlations between the identified seven attributes ( Table 3) , and they were very high (minimum 0.772, maximum 0.992 and mean 0.901, Appendix F, Table F1 ). Thus, the regression coefficients produced by multiple regression analysis would not have been meaningful. We performed it nevertheless to get the multiple-correlation coefficient R, and it was 0.597. The coefficient of multiple determination, R 2 is thus 0.357; the adjusted R 2 , which takes into account the number of degrees of freedom, is 0.343. This indicates that 34.3% of the variability of ABPL can be explained by the seven explaining variables The coefficient of single determination (r 2 ) of the best predictor NDS (Number of Data Structures) alone is 0.288, which means that the multiple-regression model explains only 5.5% of the variability of ABPL over single regression with NDS.Thus, multiple regression did not give as much additional information as we had hoped; the main reason for that is that the explaining variables are highly collinear.
Factor Analysis
It is obvious that the seven explaining variables in Table  3 either can be taken to represent the size of the software, or at least tend to grow with size. On the other hand, it is also obvious that many other things beside those measured in this study have significant effects on fault-proneness. Therefore, we could not expect any other strong factor than size to appear in factor analysis. To detect possible weaker factors we included also those quality attributes with 0.3 < |r| < 0.5. This lead to 41 variables for the factor analysis (Appendix G).
As expected, there came out one very strong factor, on which all variables except one had loadings from !0.577 to −0.992, and which can be regarded as size (Appendix G, Tables G1, G2). The exceptional variable was LCHM (Language Complexity Halstead Metric), whose loading was 0.443. The second factor was already much weaker; its loadings were rather symmetrically distributed around 0, only 11 larger than 0.3 in absolute value, and the maximum absolute value was 0.706. The third factor was still weaker, and considering the large number of variables in proportion to the sample size (335) we decided to ignore it.
The results of the factor analysis indicate that there can be at least one other underlying, orthogonal factor behind the studied internal quality attributes, in addition to size. However, it is not easy to name this factor or have an intuitive understanding of it.
Relationships between the Maintenance Process Metrics and Fault-Proneness
Correlation Analysis
As in Subsection 4.1.1, we calculated the correlations first for each individual OSS project, and they were quite different for different projects. In all projects except J and Art of Illusion some correlations could not be computed because the variance of the explaining variable was 0. Table E -2) had statistically significant correlations with three of the four metrics in jEdit and Jaxe, with two metrics in J and Buddi, and none in the remaining four projects.
ABPL (Appendix E,
RBR (Appendix E,
The composite metric ABPL×RBR had statistically significant medium-sized correlations with a number of internal quality attributes for the OSSs jEdit and Art of Illusion (Appendix D, Tables D-5, D-6). However, the signs of those correlations are not consistent, i.e. positive in the case of jEdit and negative in the case of Art of Illusion.
The correlation analysis of the grand sample did not yield interesting (strong or medium-strong and statistically significant) correlations between the maintenance process metrics and external quality attributes. The strongest obtained correlations were between ABPL and Rate of Unassigned Bugs (RUB, r = 0.329, p = 0.000(**)) and Rate of Unassigned Feature Requests (RUFR, r = 0.306, p = 0.000). With respect to the composite metric ABPL×RBR the correlations were even weaker (Appendix E, Table E3 ). The strongest correla- Table 3 tion was found between ABPL×RBR and RUB (r = 0.197, p = 0.000(***)).
. Correlations between Average Bug Priority Level (ABPL) and Internal Quality Attributes
Regression Analysis
Since most of the obtained correlations between the maintenance process metrics and fault-proneness were very low, it was meaningless to carry out regression analysis for those metrics.
Factor Analysis
Similarly, most of the obtained correlations between the maintenance process metrics and fault-proneness were very low. Thus it did not make sense to carry out factor analysis for those metrics.
Relation of the Results to the Hypotheses
In this section we analyze the results of our study with respect to the raised hypotheses (Section 3.3). The results are presented according to the initial groups of hypotheses. Like earlier in the paper, we consider those correlations to be interesting that are moderate or strong and also statistically significant. Table 3) , but ABPL alone does not really represent fault-proneness. Thus the hypothesis is at most weakly supported.
Hypotheses about the Relations between the Internal Quality Attributes and Fault-Proneness
H2: Amount of methods correlates positively with faultproneness. We used two operationalization metrics related to methods, i.e. Number of Methods Declared (NMD) and Number of Methods Inherited (NMI). Neither one of those metrics had interesting correlations with fault-proneness. Thus the hypothesis is not supported.
H3: Amount of decisions correlates positively with faultproneness. We used two operationalization metrics related to decisions, i.e. Decisional Complexity McClure Metric (DCMM) and Control Flow Complexity McCabe Metric
(CFCMM). There were no interesting correlations between the metrics DCMM and CFCMM and fault-proneness. Thus the hypothesis is not supported.
H4: Inheritance correlates positively with fault-proneness.
We used three operationalization metrics related to inheritance, i.e. Number of Classes Inherited (NCI), Number of Methods Inherited (NMI) and Number of Data Variables Inherited (NDVI). The external quality attribute ABPL correlated strongly positively with NDVI (r = 0.509, p = 0.000(***)). However, there is no significant correlation with ABPL×RBR. The hypothesis is thus at most weakly supported.
H5: Lexical or textual complexity of software correlates positively with fault-proneness. We used one operationalization metric related to lexical complexity, i.e. Language Complexity Halstead Metric (LCHM). There were no interesting correlations between LCHM and external quality attributes. Thus the hypothesis is not supported.
H6: Amount of nesting correlates positively with faultproneness. We have used one operationalization metric related to nesting, i.e. Number of Nesting Levels Maximum (NNLM). There were no interesting correlations between the metric NNLM and external quality attributes. Thus the hypothesis is not supported.
As explained earlier (Subsection 3.4.4), we performed the statistical analyses also on each individual OSS separately. There are more statistically significant correlations on that level, but none of them is valid for more than four of the eight studied OSS projects (Appendix D).
Hypotheses about the Relations between the Maintenance Process Metrics and Fault-Proneness
H7: Number of system modifications correlates positively with fault-proneness. We used two operationalization metrics related to system modifications, i.e. Number of Closed Feature Requests (NCFR) and Number of Closed Bugs (NCB). We did not obtain any interesting correlations between those metrics and external quality attributes. Thus the hypothesis is not supported.
H8: Number of system fixes correlates positively with fault-proneness. We used one operationalization metric related to system fixes, i.e. Number of Closed Bugs (NCB). We did not obtain any interesting correlations between the metric NCB and external quality attributes. Thus the hypothesis is not supported.
H9:
Number of messages in the mailing list correlates positively with fault-proneness. We used two operationalization metrics related to mailing lists, i.e. Number of Messages in the Open Discussion Forum (NMODF) and Number of Messages in the Help Forum (NMHF). We did not obtain any interesting correlations between those metrics and external quality attributes. Thus the hypothesis is not supported.
On the level of individual OSSs, there are more statistically significant correlations (Appendix E).
Results not directly related to the hypotheses
As Table 3 shows, we identified a number of relations between the internal quality attributes and fault-proneness that go beyond the initial set of hypotheses. In particular, we found medium-strong statistically significant correlations between each of the following internal quality attributes and 
DISCUSSION
Why were Most Previous Research Results not Confirmed?
The positive correlations between various internal quality attributes and metrics of fault-proneness that were found in most previous studies are intuitively very plausible. Those QAs largely measure the size and complexity of software, which are generally believed to affect fault-proneness. Therefore, we took these correlations as our hypotheses H1 -H6.
There was much less previous research on the relationships between maintenance process metrics and faultproneness. However, the positive correlations found in two studies seemed plausible, and so we took them as our hypotheses H7-H9.
We used two rather orthogonal metrics for faultproneness: Average Bug Priority Level (ABPL) and Rate of Bug Reports (RBR). We considered these to be the best metrics available for all the studied OSS systems, and their product the best single metric to represent fault-proneness. Previous studies had used somewhat different metrics for this. Likewise, different concrete metrics had been used for many internal quality attributes in the previous studies.
A striking observation from our results is that the correlations are highly different among the eight projects. Indeed, jEdit is the only one where both ABPL and RBR have consistently significant and at least medium-strong positive correlations with almost all QAs. In J this is the case only for RBR. In Buddi and KoLmafia ABPL has significant but weaker positive correlations with almost all QAs. In Art of Illusion the results for RBR are directly opposite to the hypotheses: almost all correlations are negative, statistically significant and medium-strong or nearly so. In the remaining three projects there is only one significant correlation altogether.
The picture about the correlations between faultproneness and maintenance process metrics is similar. Unfortunately, all four of those metrics were available from only two projects, and only one of them from one project (Appendix E, Tables E-1 and E-2) . Observations like this were not even possible in the earlier metric-based studies, because each of them focused on some specific software products or on a set of releases of the same product. Our decision to choose a set of highly dissimilar software products proved to be fruitful: our study suggests that some of the results of the earlier studies may not be widely generalizable. However, with the one exception mentioned above, our results were not directly opposite to them.
Our results on the "grand sample", where all releases of all projects were treated as a single set, suggest the low generalizability of the results from the earlier studies. Seven of the nine hypotheses were not supported at all, and the two others (H1 and H4) at most marginally: there were statistically significant correlations only between ABPL and some QAs.
OSS Maintenance Process
The SFITS contains information about bugs which resembles the defect handling patterns revealed by Koru and Tian [12] . Therefore our approach to measure the OSS maintenance process based on the data extractable from the SFITS can be regarded as a further step towards a practical usage of those defect handling patterns.
In our study we followed Koponen and Hotti [41] , who claimed that the approach for measuring the maintenance process presented in ISO/IEC 12207 [42] and ISO/IEC 14764 [43] is applicable also to OSS. A limitation of their study is that they did not analyze experimental data. We have not encountered any crucial obstacles in implementing the above standards for OSS. Our approach entails collecting those maintenance process metrics that are easily extractable from real OSS projects. Although our approach was derived from the standards and the approach of Koponen and Hotti, the metrics used in those standards have been just linked to the metrics used in our study. However, it would be wise to carry out a strict validation of our approach against the ISO standard. It could be achieved e.g. by gathering and analyzing software maintenance process metrics (Appendix B, Table B-1) from closed source software development projects and comparing those results with the results of this study.
Our framework to measure the OSS maintenance process can be considered complementary to the framework of Koponen [39] . Both frameworks use many similar metrics, e.g. those that are related to the numbers of bugs of different types. Some of the attributes considered by Koponen, e.g. type of defect management system and intended audience, have not been taken into consideration in our framework, since they were not available in SFITS.
By collecting the metrics related to the maintenance process of the studied OSSs we found out that in all projects the number of messages in the open discussion forums was high. This confirms the results of Lintula et al. [40] .
A distinguishing feature of our approach to measure the OSS maintenance process is its simplicity and usage of the data that has been gathered and used in real OSS projects. Usually OSS developers have collected only quite primitive information, which is not used or is used restrictedly by the available advanced and sophisticated frameworks, such as IEEE 1219 [60] and Boehm [62] .
Further Research Avenues
We have studied a rather diverse set of eight OSS projects. It would be highly interesting to continue on that track and study an even larger and more diverse set of projects. Probably there would appear some further patterns of the relationships between quality attributes and fault-proneness within a single project. We might find some common factors that would explain (partially) why a project follows a certain pattern. It is also possible that in such a very large sample there would be some significant correlations that did not appear in our "grand sample".
SUMMARY AND CONCLUSIONS
This has been an empirical multiple case study. We have explored to what extent and how fault-proneness could be explained by means of internal quality attributes and maintenance process metrics. We first conducted a literature survey as a basis for taking into account the main findings of other researchers. Next we analyzed eight OSS systems and their 342 releases.
Software quality was measured in terms of 76 internal quality attributes, using the static analysis tool SoftCalc. There were 23 maintenance process metrics obtained from Source Forge Issue Tracking System (SFITS). Faultproneness was measured in terms of Rate of Bug Reports (RBR) and Average Bug Priority Level (ABPL). That data was also obtained from SFITS.
We investigated the relationships between the metrics under study by the combination of correlation analysis, regression analysis and factor analysis where appropriate. Nine hypotheses based on the results of the reviewed studies were raised.
Firstly, we applied a bottom-up approach; i.e. strong correlations between the metrics under study were identified at the level of individual OSS projects. Such correlations, supporting the hypotheses, emerged for only two or three of the eight projects. Most correlations were weak and statistically insignificant.
Secondly, we applied a top-down approach; i.e. strong correlations between the metrics under study were identified at the level of the grand sample consisting of all versions of all projects. At this level we obtained only medium-strong statistically significant correlations between ABPL and some of the internal quality attributes. These results supported two hypotheses at most weakly, and the other seven hypotheses were not supported at all. The results of correlation analysis revealed a strong multicollinearity between the metrics obtained from the analysis of the grand sample. Consequently it was not possible to apply multiple regression analysis to gain a fine-grained insight into the obtained correlations, as we had intended. However, the results of the conducted factor analysis revealed that the studied metrics can be interpreted in terms of two factors, one of which represents system size.
We noted additionally that the correlations valid for individual OSS projects became insignificant at the level of the grand sample. Conversely, the few correlations valid in the grand sample were insignificant at the level of the individual projects.
Most of the earlier studies in this area are based on only relatively small sets of OSS systems and releases despite the fact that OSS projects are very diverse and heterogeneous. The main conclusion to be drawn from our study is that the results of those earlier studies might not be well generalizable beyond their initial research settings due to their relatively limited nature.
APPENDIX A: ACRONYMS USED IN THE PAPER
The acronyms used in the main part of the paper are related to the primary focus of the paper, i.e. internal, external quality attributes and maintenance process metrics. The acronyms are provided in the alphabetical order. Also definitions are provided for those items, whose meaning is not necessarily intuitively clear. 
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