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Abstract—In recent years, 3-D imaging by means of polarimet-
ric synthetic aperture radar (SAR) sensors has become a field of
intensive research. In SAR tomography, the vertical reflectivity
function for every azimuth–range pixel is usually recovered by
processing data collected using a defined repeat-pass acquisition
geometry. The most common approach is to generate a synthetic
aperture in the elevation direction through imaging from a large
number of parallel tracks. This imaging technique is appealing,
since it is very simple. However, it has the drawback that large
temporal baselines can severely affect the reconstruction. In an
attempt to reduce the number of parallel tracks, we propose a
new approach that exploits structural correlations between neigh-
boring azimuth–range pixels and/or polarimetric channels. As a
matter of fact, this can be done under the framework of distributed
compressed sensing (CS) (DCS), which stems from CS theory,
thus also exploiting sparsity in the tomographic signal. Finally,
results demonstrating the potential of the DCS methodology will
be validated by using fully polarimetric L-band data acquired by
the E-SAR sensor of the German Aerospace Center (DLR).
Index Terms—Compressed sensing (CS), distributed com-
pressed sensing (DCS), polarimetry, synthetic aperture radar
(SAR) tomography.
I. INTRODUCTION
POLARIMETRIC synthetic aperture radar (SAR) tomogra-phy allows us to recover the vertical reflectivity function
of an area of interest and offers an additional dimension to
describe the electromagnetic behavior of illuminated objects.
Thus, it also enables us to characterize the physical properties of
targets, such as their dielectric constants, shapes, and conduc-
tivities. Due to its simplicity, a popular approach is to generate
a synthetic aperture in the elevation direction through imaging
in repeat-pass mode from a large number of parallel tracks [1].
Unfortunately, this technique is an expensive task and can be
severely affected by temporal decorrelation.
In the past years, a number of attempts have been made to
reduce the number of required passes and go beyond the limits
imposed by the synthetic elevation aperture Δb (see Fig. 1).
For instance, the authors in [2] estimated the minimum number
of tracks based on subspace methods. In addition, in [3]–[5],
compressed sensing (CS) inversion techniques for SAR to-
mography were successfully applied, achieving high-resolution
3-D imaging. Nevertheless, these last results exploited sparsity
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Fig. 1. Tomographic sensing operation using parallel passes (not to scale).
Every pixel of each SAR image is a projection of the reflectivity along s.
The range resolution is indicated by ρr , whereas the extension of the elevation
aperture is indicated by Δb.
for a specific azimuth–range position and only for a single
polarimetric channel.
The contribution of this letter is to extend this CS concept and
take advantage of the possible intersignal structural correlations
between neighboring azimuth–range pixels as well as between
polarimetric channels. For this purpose, we make use of dis-
tributed compressed sensing (DCS) theory, which generalizes
the concept of a signal being sparse to the concept of an en-
semble of signals being jointly sparse. Specifically, we demon-
strate how to apply a block-sparse signal model that has been
thoroughly studied and can be found in the literature [6]–[9].
One of the crowning achievements of this model is that it allows
for a further reduction of the number of measurements (passes)
needed for reconstruction.
The remainder of this letter is organized as follows. Section II
formulates the tomographic sensing problem from a single-
signal perspective and regards it as an instance of CS.
Section III reformulates the tomographic sensing problem from
a multisignal perspective and builds on DCS ideas. Addition-
ally, Section IV presents experimental results obtained using
fully polarimetric L-band data acquired by one of the air-
borne sensors of the German Aerospace Center (DLR), namely,
E-SAR. Lastly, Section V concludes this letter and provides an
outlook for future work.
II. SINGLE-SIGNAL APPROACH
A. Problem Formulation
We are interested in sensing and reconstructing three
3-D complex reflectivity functions ghh(x, r, s), gvv(x, r, s),
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and ghv(x, r, s) (one per polarimetric channel) of a specific
area, where x, r, and s are the azimuth, range, and elevation
coordinates, respectively. For a specific azimuth–range posi-
tion, the discretized signals along s, with 1 ≤ s ≤ Δs, will be
denoted with the corresponding column vectors ghh, gvv, and
ghv ∈ CΔs. Additionally, the tomographic acquisition in the hh
channel using m parallel tracks (Fig. 1) will be expressed as
bhh = Φghh + yhh (1)
where bhh ∈ Cm is a stack of pixels taken from m focused and
coregistered SAR images. The matrix Φ ∈ Cm×Δs is the so-
called steering matrix which accounts for the phase rotations
due to the distance traveled by the microwave pulses from
the sensor to the targets distributed along s and back to the
sensor [2]. Furthermore, yhh ∈ Cm is an additive noise term.
Expressions for the vv and hv channels are analogous.
Throughout this letter, k˜ will represent a vector or matrix
of variables to be determined that approximate k. Finally, the
support of a vector w is defined as supp w = {j, wj = 0}.
B. Compressed Sensing
CS is a sampling paradigm that allows us to capture a signal
of interest at a rate significantly below the Nyquist one. In fact,
it enables us to go beyond the Shannon limit by exploiting
sparse representations [10]–[13]. In particular, a signal f ∈ Cn
is said to be K sparse in an orthonormal basis Ψ ∈ Cn×n if
its projection α = Ψf ∈ Cn has at most K nonzero elements.
In turn, we have f = Ψ∗α. Thus, CS proposes measuring such
a signal f by collecting m linear measurements of the form
b = Af + y or b = AΨ∗α+ y ∈ Cm, where A ∈ Cm×n is a
sensing matrix with m smaller than n and y ∈ Cm is a noise
term. Also, we define Θ = AΨ∗ ∈ Cm×n, so that b = Θα+ y.
In addition, the matrix Θ obeys the restricted isometry prop-
erty (RIP) of order K if there exists a constant δK ∈ (0, 1)
such that
(1− δK)‖α‖22 ≤ ‖Θα‖22 ≤ (1 + δK)‖α‖22 (2)
holds for all K-sparse signals α. This property essentially
requires that every set of at most K columns approximately
behaves like an orthonormal system [14], [15].
The theory asserts that if Θ satisfies the RIP of order 2K with
δ2K <
√
2− 1, then we can recover α from the measurements
b by L1 norm minimization
min
α˜
‖α˜‖1 subject to ‖Θα˜− b‖2 ≤ ε (3)
and the solution α˜ obeys
‖α˜− α‖2 ≤ C0‖α− αK‖1/
√
K + C1ε (4)
for some constant C0 and C1, where αK is the signal α with
all but the largest K components set to zero and ε is an upper
bound on the noise level [16], [17]. In other words, this means
that the largest K nonzero elements are recovered in their
correct location and that the error is proportional to the rest of
the nonzero elements and the noise level. Finally, we recover f˜
by computing f˜ = Ψ∗α˜.
From (1), we can let n = Δs, b = bhh, A = Φ, Ψ = I , and
α = ghh. It is worth mentioning that this last identity matrix im-
plies sparsity in the space domain. Consequently, (3) becomes
min
g˜hh
‖g˜hh‖1 subject to ‖Φg˜hh − bhh‖2 ≤ ε. (5)
Expressions for the vv and hv channels are analogous.
As argued in [3], Φ behaves approximately like a partial
Fourier matrix. Therefore, if we construct Φ by taking m =
O(K log4 Δs) rows at random from the Fourier basis (which
translates into using random baselines), then Φ will satisfy
δ2K <
√
2− 1 with large probability [14], [18].
III. MULTISIGNAL APPROACH
A. Problem Formulation
As a step further, we propose reconstructing the three com-
plex functions ghh(x, r, s), gvv(x, r, s), and ghv(x, r, s) in a
jointly manner. For this purpose, we take a small discretized
subset of the space domain, i.e., a window of size Δx,Δr,Δs,
so that 1 ≤ x ≤ Δx, 1 ≤ r ≤ Δr, and 1 ≤ s ≤ Δs, and rep-
resent the reflectivity functions as an ensemble of P = ΔxΔr
signals along s, i.e., ghh(p, s), gvv(p, s), and ghv(p, s) with 1 ≤
p ≤ P . Also, these signals will be denoted with the correspond-
ing column vectors ghhp, gvvp, and ghvp ∈ CΔs. Additionally,
the tomographic acquisition in the hh channel using m parallel
tracks (Fig. 1) will be jointly expressed as
Bhh = Φ̂Ghh + Yhh (6)
where
Bhh =
⎡
⎢⎢⎢⎢⎣
bhh1
bhh2
bhh3
.
.
.
bhhP
⎤
⎥⎥⎥⎥⎦ (7)
Φ̂Ghh =
⎡
⎢⎢⎢⎢⎣
Φ1 0 0 · · · 0
0 Φ2 0 · · · 0
0 0 Φ3 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · ΦP
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
ghh1
ghh2
ghh3
.
.
.
ghhP
⎤
⎥⎥⎥⎥⎦ . (8)
The vector Bhh ∈ CmP is composed of P column vectors
bhhp ∈ Cm, each of which is a stack of pixels taken from
m focused and coregistered SAR images. The matrix Φ̂ ∈
C
mP×ΔsP contains P steering matrices Φp ∈ Cm×Δs in its
main diagonal blocks. Furthermore, Ghh ∈ CΔsP is made up of
the P column vectors ghhp ∈ CΔs mentioned previously, and
Yhh ∈ CmP is an additive noise term. Again, expressions for
the vv and hv channels are analogous.
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B. Distributed Compressed Sensing
The DCS theory generalizes the concept of a signal being
sparse in a basis to the concept of an ensemble of signals
being jointly sparse [6]. With this in mind, we can suppose
that all P signals throughout polarimetric channels share, ap-
proximately, the same sparse support in the space domain but
have different nonzero coefficients. This makes sense, as we are
expecting backscatter from the same structure within a small
azimuth–range window [19]. From (6), it follows that⎡
⎣BhhBvv
Bhv
⎤
⎦ =
⎡
⎣ Φ̂ 0 00 Φ̂ 0
0 0 Φ̂
⎤
⎦
⎡
⎣GhhGvv
Ghv
⎤
⎦+
⎡
⎣YhhYvv
Yhv
⎤
⎦ (9)
or, in compact form, B = Φ̂allG+ Y . Next, let us construct
H ∈ CΔs×3P by concatenating the signals ghhp, gvvp, and ghvp
(column vectors), with 1 ≤ p ≤ P , side by side as follows:
H = [Hhh Hvv Hhv] (10)
where
Hhh = [ghh1 ghh2 · · · ghhP ] (11)
Hvv = [gvv1 gvv2 · · · gvvP ] (12)
Hhv = [ghv1 ghv2 · · · ghvP ]. (13)
Thus, we can focus in all channels simultaneously by mixed
L2,1 minimization
min
H˜
‖H˜‖2,1 subject to ‖Φ̂allG˜−B‖F ≤ ε (14)
where ‖ · ‖F is the Frobenius matrix norm and ‖ · ‖2,1 is the
mixed norm (sum of the L2 norms of the rows of a matrix).
As observed in [7]–[9], the L2,1 norm promotes sparsity along
columns (elevation direction), while minimizing the energy
along rows (azimuth, range, and/or different polarizations). As
a result, the solution will be an ensemble of signals with signif-
icant common support, which allows for polarimetric analyses.
In fact, if we did not perform the optimization in this joint
fashion, a failure to correctly identify the location of a scatterer
in a specific channel would result in the columns of H˜ being
unaligned. Thus, it could become extremely cumbersome to
determine the polarimetric signature at a specific height.
In order to make computations easier, we may want to
rephase every element of B, so that all pixels share a flat earth
phase component based on the distance to the center of the
window of size Δx, Δr. In such a case
Φ = Φ1 = Φ2 = Φ3 = · · · = ΦP . (15)
As a matter of fact, the authors in [7] carried out an average
case analysis to prove that the probability of recovery failure
decays exponentially in the number of columns of H . This
improvement can be understood from the fact that a mixed norm
regularization rules out many of the possible subspaces where
our solution might lie, thereby reducing the degrees of freedom
in the optimization.
Fig. 2. Polarimetric SAR image of the test site near Dornstetten, Germany
(R: |HH − V V |/√2; G: √2|HV |; B: |HH + V V |/√2). The targets of
interest are located within the yellow square at a range distance indicated by
the red line along azimuth.
Fig. 3. Zoom-in on two corner reflectors in layover that fall in the same
resolution cell.
IV. EXPERIMENTAL RESULTS
In order to demonstrate the potential of the outlined ap-
proach, we used a stack of 21 focused and coregistered SAR
images in the Pauli basis obtained by processing fully polari-
metric L-band data. These data were acquired by the E-SAR
airborne sensor of DLR during a campaign near Dornstetten,
Germany, in 2006. Fig. 2 shows the single-look amplitude
image of this area. The flights were performed at approximately
the same altitude with horizontal baselines of about 20 m. The
center frequency used was 1.3 GHz, and the nominal altitude
above ground was about 3200 m. The resolutions were 0.66 and
2.07 m in azimuth and range, respectively [2].
In particular, we took a specific azimuth–range position, i.e.,
a single look, at a range distance of 4524 m (indicated by the
red line in Fig. 2). The targets of interest were two corner
reflectors placed one above the other in a layover geometry [2]
(see the yellow square in Fig. 2 and the close-up in Fig. 3). The
vertical distance between their phase centers was about 3.5 m.
As shown in Fig. 4(a) and (d), we conducted two experiments
by selecting five regular and seven irregular tracks, respectively.
Fig. 4(b) and (e) show the normalized backscattered power
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Fig. 4. Baseline distribution and normalized elevation profiles of two corner reflectors in layover using three polarizations (R: 20 log10 |HH − V V |/
√
2;
G: 20 log10
√
2|HV |; B: 20 log10 |HH + V V |/
√
2): (a) Five regular passes, (b) SSA results using five passes, (c) MSA results using five passes, (d) seven
irregular passes, (e) SSA results using seven passes, and (f) MSA results using seven passes.
Fig. 5. Comparison between the SSA and the MSA (88 m by 40 m) using five passes and a 3-by-3 window. Two corner reflectors in layover and some grass.
(a) Average intensities per polarimetric channel (SSA), (b) average span (SSA), (c) saturated average span (SSA), (d) average intensities per polarimetric channel
(MSA), (e) average span (MSA), and (f) saturated average span (MSA).
per polarimetric channel in the elevation direction obtained
by processing the signals individually according to the single-
signal approach (SSA). Additionally, Fig. 4(c) and (f) show the
jointly processed profiles found by means of the multisignal
approach (MSA). Noticeably, unlike the SSA, the MSA allows
for a correct identification of the support throughout polariza-
tions. Then, once the positions of the nonzero elements have
been identified, an accurate complex reflectivity can be readily
retrieved by the method of least squares [5]. Experimentally,
we have found that, even when dealing with irregular baseline
distributions, we can still find the support, albeit at the expense
of more passes. In this case, we needed at least two more
baselines.
Next, we used again five tracks at a range distance of 4524 m,
as shown in Fig. 4(a) and the red line in Fig. 2, respectively.
Then, we selected 200 contiguous azimuth positions where we
expected to have ground contributions, affected by speckle, and
the two corner reflectors. As a result, we obtained tomographic
slices in the azimuth and elevation directions of dimensions
88 m by 40 m, respectively. Unlike the experiments mentioned
previously, this time, we took a 3-by-3 window so as to ex-
ploit the homogeneity of adjacent pixels. In this respect, we
emphasize that the benefit for the two corner reflectors actually
arises out of multiple polarizations and not from multiple
looks. However, we expect an overall improvement, as this
slice is mainly composed of distributed scatterers. In Fig. 5(a)
and (b), we processed the tomograms individually for every
azimuth–range position and for each polarimetric channel as
defined by the SSA. In Fig. 5(a), the average intensities are
shown per polarimetric channel. In Fig. 5(b), we added the
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resulting average intensities together at a specific elevation for
all polarimetric channels, thus obtaining an average span. Anal-
ogously, in Fig. 5(d) and (e), we did the processing according to
the MSA for all azimuth–range positions and polarimetric chan-
nels jointly. Clearly, in Fig. 5(d), the colors are aligned, whereas
in Fig. 5(a), they are not. Hence, the polarimetric signature
can be easily retrieved. Also, Fig. 5(c) and (f) correspond to
Fig. 5(b) and (e), respectively, but have been saturated to reveal
possible artifacts. Evidently, in Fig. 5(f), far fewer spurious
spikes can be observed.
Lastly, we would like to mention that, in order to solve (5)
and (14), we used CVX, a package for specifying and solving
convex programs [20].
V. CONCLUSION
The DCS approach to polarimetric SAR tomography makes
it possible to significantly reduce the number of required
tracks. In effect, even though the elevation profiles for each
azimuth–range pixel are separately encoded, joint recovery of
ensembles of polarimetric reflectivity functions allows exploit-
ing their shared information.
In addition, the methods outlined allow for a robust po-
larimetric analysis of sparse solutions. Also, the focusing of
deterministic as well as distributed targets shows a substantial
improvement, which manifests in far fewer artifacts.
As discussed in Section II-B, compressed sensing proposes a
sampling scheme based on irregular random baselines. Also, it
is well known that, when a sufficiently large number of tracks
are available, there is almost no difference between regular
sampling and irregular sampling [5]. However, experimentally,
we have observed that, when dealing with few passes, we
can achieve better reconstruction by using small approximately
regular baselines.
Future work will focus on including additional regular-
izations for targets that might not be sparse in the space
domain, such as forests. As a matter of fact, elevation
profiles are still extremely simple as compared with the
behavior of the reflectivity function along azimuth and
range. Hence, we are likely to find other sparsifying bases,
which may allow for analysis in the presence of volumetric
scattering.
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