Abstract-A waveform channel is considered where the transmitted signal is corrupted by Wiener phase noise and additive white Gaussian noise. A discrete-time channel model that takes into account the effect of filtering on the phase noise is developed. The model is based on a multi-sample receiver, i.e., an integrateand-dump filter whose output is sampled at a rate higher than the signaling rate. It is shown that, at high Signal-to-Noise Ratio (SNR), the multi-sample receiver achieves a rate that grows logarithmically with the SNR if the number of samples per symbol (oversampling factor) grows with the cubic root of the SNR. Moreover, the pre-log factor is at least 1/2 and can be achieved by amplitude modulation. Numerical simulations are used to compute lower bounds on the information rates achieved by the multi-sample receiver. The simulations show that oversampling is beneficial for both strong and weak phase noise at high SNR. In fact, the information rates are sometimes substantially larger than when using commonly-used approximate discretetime models. Finally, for an approximate discrete-time model of the multi-sample receiver, the capacity pre-log at high SNR is at least 3/4 if the number of samples per symbol grows with the square root of the SNR. The analysis shows that phase modulation achieves a pre-log of at least 1/4 while amplitude modulation achieves a pre-log of 1/2. This is strictly greater than the capacity pre-log of the (approximate) discrete-time Wiener phase noise channel with only one sample per symbol, which is 1/2.
I. INTRODUCTION
Phase noise arises due to the instability of oscillators [1] in communication systems such as satellite communication [2] , microwave links [3] or optical fiber communication [4] . The statistical characterization of the phase noise depends on the application. In systems with phase-locked loops (PLL), the residual phase noise follows a Tikhonov distribution [5] . In Digital Video Broadcasting DVB-S2, an example of a satellite communication system, the phase noise process is modeled by the sum of the outputs of two infinite-impulse response filters driven by the same white Gaussian noise process [2] . In optical
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fiber communication, the phase noise in laser oscillators is modeled by a Wiener process [4] .
A commonly studied discrete-time channel model is
where {Y k } are the output symbols, {X k } are the input symbols, {Θ k } is the phase noise process and {Z k } is additive white Gaussian noise (AWGN). For example, Katz and Shamai [6] studied the model (1) when {Θ k } is independent and identically distributed (i.i.d.) according to p Θ (·), when Θ is uniformly distributed (called a non-coherent AWGN channel) and when Θ has a Tikhonov (or von Mises) distribution (called a partially-coherent AWGN channel). The i.i.d. Tikhonov phase noise models the residual phase error in systems with phasetracking devices, e.g., phase-locked loops (PLL) and ideal interleavers/deinterleavers. Katz and Shamai [6] characterized some properties of the capacity-achieving distribution. Tight lower bounds on the capacities of memoryless non-coherent and partially coherent AWGN channels were computed by solving an optimization problem numerically in [6] and [7] , respectively. Lapidoth studied in [8] a phase noise channel (1) at high SNR. He considered both memoryless phase noise and phase noise with memory. He showed that the capacity grows logarithmically with the SNR with a pre-log factor 1/2, where the pre-log is due to amplitude modulation only. The phase modulation contributes a bounded number of bits only. Dauwels and Loeliger [9] proposed a particle filtering method to compute information rates for discrete-time continuousstate channels with memory and applied the method to (1) for Wiener phase noise and auto-regressive-moving-average (ARMA) phase noise. Barletta, Magarini and Spalvieri [10] computed lower bounds on information rates for (1) with Wiener phase noise by using the auxiliary channel technique proposed in [11] and they computed upper bounds in [12] . They also developed a lower bound based on Kalman filtering in [13] . Barbieri and Colavolpe [14] computed lower bounds with an auxiliary channel slightly different from [10] . Capacity bounds are developed for a multi-input multi-output (MIMO) extension of the discrete-time model (1) in [15] , [16] . A far less-studied model is the continuous-time model for phase noise channels, also called a waveform phase noise channel, see Fig. 1 . The received waveform r(t) is r(t) = x(t) e jθ(t) + n(t), for t ∈ R
where x(t) is the transmitted waveform while n(t) and θ(t) are additive noise and phase noise, respectively. Continuoustime white phase noise was recently considered in [17, Section IV.C] and [18] , [19] . We study the waveform channel (2) with Wiener phase noise. A detailed description of the channel is given in Sec. II. This model is reasonable, for example, for optical fiber communication with low to intermediate power and laser phase noise, see [20] - [22] . Since the sampling of a continuous-time Wiener process yields a discrete-time Wiener process (Gaussian random walk), it is tempting to use the model (1) with {Θ} as a discrete-time Wiener process. However, this ignores the effect of filtering prior to sampling. It was pointed out in [20] that "even coherent systems relying on amplitude modulation (phase noise is obviously a problem in systems employing phase modulation) will suffer some degradation due to the presence of phase noise". This is because the filtering converts phase fluctuations to amplitude variations. It is worth mentioning that filtering is necessary before sampling to limit the variance of the noise samples. The model (1) thus does not fit the channel (2) and it is not obvious whether a pre-log 1/2 is achievable. The model that takes the effect of filtering into account is
where {H k } is a fading process. The model (3) falls in the class of non-coherent fading channels, i.e., the transmitter and receiver have knowledge of the distribution of the fading process {H k }, but have no knowledge of its realization. For such channels, Lapidoth and Moser showed in [23] that, at high SNR, the capacity grows double-logarithmically with the SNR, when the process {H k } is stationary, ergodic, and regular.
Rather than using a filter and sampling its output at the symbol rate, we use a multi-sample receiver, i.e., a filter whose output is sampled many times per symbol. We show that this receiver achieves a rate that grows logarithmically with the SNR if the number of samples per symbol grows with the cubic root of the SNR. Furthermore, we show that a pre-log of 1/2 is achievable through amplitude modulation. We also show for an approximate multi-sample model that phase modulation contributes 1/4 to the pre-log factor at high SNR, if the oversampling factor grows with the square root of SNR. We corroborate the results of the high-SNR analysis with numerical simulations at finite SNR. This paper collects and extends results presented in [24] - [26] .
Benefits of oversampling were reported for other problems. For example, in some digital storage systems, it was shown by numerical simulations that oversampling can increase the information rate [27] . In a low-pass-filter-and-limiter (nonlinear) channel, it was found that oversampling (with a factor of 2) offers a higher information rate [28] . It was demonstrated in [29] that doubling the sampling rate recovers some of the loss in capacity incurred on the bandlimited Gaussian channel with a one-bit output quantizer. For non-coherent block fading channels, it was shown in [30] that by doubling the sampling rate the information rate grows logarithmically at high SNR with a pre-log 1 − 1/N rather than 1 − Q/N which is the pre-log achieved by sampling at symbol rate (N is the length of the fading block and Q is the rank of the covariance matrix of the discrete-time channel gains within each block). This paper is organized as follows. The continuous-time model is described in Sec. II and the discrete-time models of the matched filter receiver and the multi-sample receiver are described in Sec. III. We derive a lower bound on the capacity in Sec. IV based on amplitude modulation and show that the pre-log factor is at least 1/2 if the oversampling factor grows with the cubic root of the SNR. We develop algorithms to compute tight lower bounds on the information rates of a multi-sample receiver in Sec. V. In Sec. VI, we report the results of numerical simulations which demonstrate the importance of increasing the oversampling factor with the SNR to achieve higher rates. We derive a lower bound on the rate achieved by phase modulation for an approximate multi-sample discrete-time model in Sec. VII and we show that phase modulation contributes at least 1/4 to the pre-log factor, resulting in an overall pre-log factor of 3/4 when both amplitude and phase modulation are used. This is achieved by using an oversampling factor tha grows with the square root of the SNR. In Sec. VIII, we summarize our results and mention some open problems. Finally, we conclude with Sec. IX.
II. WAVEFORM PHASE NOISE CHANNEL
We use the following notation: j = √ −1 , * denotes the complex conjugate, δ D is the Dirac delta function, ⌈·⌉ is the ceiling operator. We use X k as a shorthand for (X 1 , X 2 , . . . , X k ). Suppose the transmit-waveform is x(t) and the receiver observes
where n(t) is a realization of a white circularly-symmetric complex Gaussian process N (t) with
The phase θ(t) is a realization of a Wiener process Θ(t):
where Θ(0) is uniform on [−π, π) and W (t) is a real Gaussian process with
The processes N (t) and Θ(t) are independent of each other and independent of the input. N 0 = 2σ 2 N is the single-sided power spectral density of the additive noise. We define U (t) ≡ exp(jΘ(t)). The auto-correlation function of U (t) is g(t)
x(t) {x m } and the power spectral density of U (t) is
The spectrum is said to have a Lorentzian shape. We have β = f FWHM = 2f HWHM where f FWHM is the full-width at halfmaximum and f HWHM is the half-width at half-maximum. Let T be the transmission interval, then the transmitted waveforms must satisfy the power constraint
where X(t) is a random process whose realization is x(t).
III. DISCRETE-TIME MODELS

A. Transmitter
Let (x 1 , x 2 , . . . , x b ) be the codeword sent by the transmitter. Suppose the transmitter uses a unit-energy pulse g(t) whose time support is [0, T s ] where T s is the symbol interval (see Fig. 2 ). The waveform sent by the transmitter is
B. Matched Filter Receiver
The received signal r(t) is fed to a matched filter and the output y(t) of the filter is sampled at symbol rate (also called Baud rate) as illustrated in Fig. 3 . The k-th output sample is
where k = 1, . . . , b, ⋆ denotes convolution and n k is the part of the output due to the additive noise. Therefore, we have the discrete-time model
where
The transmitter and receiver know the distribution of the fading process {H k } but have no knowledge of its realization. For this model, Lapidoth and Moser showed in [23] that, at high SNR, the capacity grows double-logarithmically with the SNR when the process {H k } is stationary, ergodic, and regular. A commonly-used approximation for
which yields the approximate discrete-time model
C. Multi-sample Receiver
Consider next a multi-sample receiver (see Fig. 4 ). Let L be the number of samples per symbol (L ≥ 1) and define the sample interval as
The received waveform r(t) is filtered using an integrator over a sample interval to give the output signal
The signal y(t) is a realization of a random process Y (t) that is sampled at t = k∆, k = 1, . . . , n = bL. Hence, we have the discrete-time model in which the k-th output sample is
and
The process {N k } is an i.i.d. circularly-symmetric complex Gaussian process with
is the Kronecker delta. The process {Θ k } is the discrete-time Wiener process:
for k = 2, . . . , n, where Θ 1 is uniform on [−π, π) and {W k } is an i.i.d. real Gaussian process with mean 0 and E[|W k | 2 ] = 2πβ∆, i.e., the probability density function (pdf) of
and σ 2 W = 2πβ∆. The random variable (W k mod 2π) is a wrapped Gaussian and its pdf is
Moreover, {F k } and {W k } are independent of {N k } but not independent of each other. Equations (10) and (11) imply the power constraint
The signal-to-noise ratio SNR is defined as
IV. HIGH SNR
In this section, we study rectangular pulses, i.e., we consider
It follows that F k in (19) becomes
The process {F k } is i.i.d. (see Appendix A.1). For the kth input symbol, we have L outputs, so it is convenient to group the L samples per symbol in one vector
We use Y k as a shorthand for (Y 1 , Y 2 , . . . , Y k ). The capacity of a point-to-point channel is given by
where the supremum is over all joint distributions of the input symbols satisfying the power constraint. For a given input distribution, the achievable rate R is
We define X A ≡ |X| and Φ X ≡ ∠X where ∠ denotes the phase angle (also called the argument) of a complex number. We decompose the mutual information using the chain rule into two parts:
Define
It follows from (33)- (36) that
The first term represents the contribution of the amplitude modulation while the second term represents the contribution of the phase modulation.
A. Amplitude Modulation
Consider first the contribution of amplitude modulation.
Step (a) follows from the chain rule of mutual information, (b) follows from the independence of X A,1 , X A,2 , . . . , X A,n , (c) holds because conditioning does not increase entropy, and (d) follows from the data processing inequality. Since X b A is identically distributed, then V b is also identically distributed and we have, for k ≥ 2,
In the rest of this section, we consider only one symbol (k = 1) and drop the time index. Moreover, we set T s = 1 for simplicity. By combining (39) and (18), we have
where G, Z 1 and Z 0 are defined as
The second-order statistics of Z 1 and Z 0 are (see Appendix A.
2)
By using the Auxiliary-Channel Lower Bound Theorem in [11, Sec . VI], we have
where q V |XA (v|x A ) is an arbitrary auxiliary channel and
where p XA (·) is the true input pdf, i.e., q V (·) is the output pdf obtained by connecting the true input source to the auxiliary channel. Note that E[·] is the expectation according to the true distribution of X A and V . We point out that any auxiliary channel gives a valid lower bound; the "closer" the auxiliary channel is to the true channel, the tighter the lower bound. We choose the auxiliary channel
whereG,Z 1 andZ 0 are defined as
We make a few remarks to motivate our choice of the auxiliary channel:
• G converges to 1 (in mean square) as L → ∞ (see (219) in Appendix A.4).
• Since N ℓ is circularly-symmetric complex Gaussian, then e jΦX e jΘ ℓ N * ℓ is also circularly-symmetric complex Gaussian with the same variance of N ℓ . It follows thatZ 1 is Gaussian since it is a linear combination of Gaussian random variables. More specifically, the random variablẽ Z 1 is Gaussian with mean zero and variance σ 2 N /2. In addition, Z 1 converges toZ 1 (in mean square) as L → ∞. This can be shown by computing (using steps similar to (192) in Appendix A.2)
and using (215) in Appendix A.3 to get
• Z 0 converges to σ 2 N (in mean square) as L → ∞. This follows directly by taking the limit of Var(Z 0 ) given in (45):
In summary, the conditional distribution q V |XA of the auxiliary channel is
It follows that
By using (41), we have
and hence, by using (45), we have
where we also used (see Appendix A.2)
Substituting (58) into (56) and using
It is convenient to define X P ≡ X 2 A . We choose the input distribution
where 0 < P min < P and λ = P − P min , so that
It follows from (47) and (61) that
The inequality (63) follows from the non-negativity of the integrand. By combining (55), (64), (65) and making the change of variables x = x P ∆, we have
where we used equation (140) in Appendix A of [31] :
Therefore, we have
where (a) holds because the logarithmic function is monotonic and
, and (b) holds because
The monotonicity of the logarithmic function and (63) yield
where the last inequality follows from (68). It follows from (46) , (60) and (70) that
If P min = P/2, then λ = P − P min = P/2 and we have
where (a) follows by the change of variables u = x/λ, and (b) holds because log(u) ≤ u − 1 for all u > 0. Substituting into (71), we obtain
By combining (35), (38), (40) and (74), we have
Suppose L grows with SNR such that
Since ∆ = 1/L, then we have
which implies
This can be shown by writing
then computing
by using (see (220) and (221) in Appendix A.4)
The main result of this section is summarized in following theorem.
is exponentially distributed with mean P/2, i.e., |X k | 2 is distributed according to p XP where
The lower bound is achieved by the double-filtering 1 receiver structure shown in Fig. 5 .
As a result, the capacity pre-log satisfies
which follows from Theorem 1 and C(SNR) ≥ I(X; Y) ≥ I(X A ; Y). The capacity thus grows logarithmically at high SNR with a pre-log factor of at least 1/2.
Remarks
• There is a wide literature on the design of receivers for the channel model (1) with discrete-time Wiener phase noise, e.g., see [32] , [33] , [34] , [14] and references therein. One may want to use these designs, which raises the following question: "when is it justified to approximate the non-coherent fading model (3) with the discrete-time phase noise model (1)?" Our result suggests that this approximation may be justified when the phase variation is small over one symbol interval (i.e., when the phase noise linewidth is small compared to the symbol rate) and also the SNR is low to moderate. Note that the SNR at which the high-SNR asymptotics start to manifest themselves depends on the application.
• The authors of [21] treated on-off keying transmission in the presence of Wiener phase noise by using a doublefiltering receiver, which is composed of an intermediate frequency (IF) filter, followed by an envelope detector (square-law device) and then a post-detection filter. They showed that by optimizing the IF receiver bandwidth the double-filtering receiver outperforms the single-filtering (matched filter) receiver. Furthermore, they showed via computer simulation that the optimum IF bandwidth increases with the SNR. This is similar to our result in the sense that we require the number of samples per symbol to increase with the SNR in order to achieve a rate that grows logarithmically with the SNR.
• Dallal and Shamai [35] derived an upper bound on the error probability of (a variant of) the double filtering receiver for systems employing noncoherent demodulation, such as frequency shift keying (FSK), on-off keying (OOK) and pulse-position modulation (PPM). Relevant analysis can be found in [36] , [37] and references therein.
The analysis in such papers typically involves moments of filtered Wiener phase noise. Dallal and Shamai [38] 1 We borrow the term "double-filtering" from [20] .
examined coding schemes that do not use double filtering receivers. More specifically, the suggested coding scheme in [38] is a concatenated code with differential modulation and differential detection of binary phase-shift keying (BPSK) signals. They studied binary convolutional codes with a rate-1/L repetition code as the inner code. They also studied dual convolutional codes and Reed-Solomon block codes as outer codes with either simplex (maximal length) or bi-orthogonal (first-order Reed-Muller and Hadamard codes) as inner codes.
• One can achieve a pre-log of 1/2 with L less than ⌈β √ SNR⌉. For instance, suppose we use the auxiliary channel (48) with the sameZ 1 andZ 0 defined in (50) and (51), respectively, but setG = E[G] rather thanG = 1 as in (49) . By using steps similar to the steps used to derive (75), we obtain
Now choose
Since ∆ = 1/L, it follows that
Moreover, we have (see Appendix A.3)
Hence, we have
This means that a pre-log of 1/2 is achieved if the oversampling factor L grows with the cubic root of SNR.
V. RATE COMPUTATION AT FINITE SNR
In this section, we develop algorithms to compute the information rate numerically. We change the notation in this section as follows: we denote the input symbols with a subscript "symb", i.e., the input codeword is (X symb,1 , X symb,2 , . . . , X symb,b ) and we use X k to denote the kth input sample which is defined by
We write (18) as
The information rate I(X; Y ) is defined as where the last equality follows from the definitions (90) and (31) . One difficulty in evaluating (92) is that the joint distribution of {F k } and {W k } is not available in closed form. Even the distribution of F k is not available in closed form (there is an approximation for small linewidth, see (16) in [21] ). However, we can numerically compute tight lower bounds on I(X; Y ) by using the auxiliary-channel technique described in (46) and (47) . That is, we have
where q Y |X (·|·) is an arbitrary auxiliary channel and
where p X is the true distribution of X. The distribution q Y (·) is the output distribution obtained by connecting the true input source to the auxiliary channel. Using this result, we can compute a lower bound on I(X; Y ) by using the following algorithm [11] : 1) Sample a long sequence (x n , y n ) according to the true joint distribution of X n and Y n ; 2) Compute q Y n |X n (y n |x n ) and
where p X n is the true distribution of X n ; 3) Estimate I(X; Y ) using
Auxiliary Channel I: Consider the auxiliary channel
where {Θ k } and {N k } are defined in Sec. III-C and X k is defined by (90). The channel output Ψ is the same as Y in (91) except that F k is replaced by 1 or more generally with g ((k mod L)∆). The channel is described by the conditional distribution
with
The channel p Ψ n |X n has continuous states θ n , which makes step 2 of the algorithm computationally infeasible.
Auxiliary Channel II: We use the following auxiliary channel for the numerical simulations:
which has the conditional probability
where S is a finite set and
Next, we describe our choice of S and Q(·|·). We partition [−π, π) into S intervals with equal lengths and pick the mid points of these intervals to be the elements of S, i.e., we have
The state transition probability Q(·|·) is chosen similar to [10] and [12] :
where R(s) = [s − π/S, s + π/S), i.e., R(s) is the interval whose midpoint is s. The larger S and L are, the better the auxiliary channel (102) approximates the actual channel (91). We remark that the auxiliary channel gives a valid lower bound on I(X; Y ) even for small S and L. S1  S2  S3  S4  S5  S6  S7  S8  S9   Υ1  Υ2  Υ3  Υ4  Υ5  Υ6  Υ7  Υ8  Υ9   X1  X2  X3  X4  X5  X6  X7 X8 X9 Fig. 6 . Bayesian network for X n , S n , Υ n for n = 9.
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Fig. 7. Bayesian network for X n , S n , Υ n for n = 9 and L = 3.
A. Computing The Conditional Probability
Suppose the input X n has the distribution p X n . A Bayesian network for X n , S n , Υ n is shown in Fig. 6 . The probability p Υ n |X n (y n |x n ) can be computed using
where we recursively compute
with the initial value ρ 0 (s) = 1/|S|.
Step (a) is a marginalization, (b) follows from Bayes' rule and the definition of ρ k in (109), while (110) follows from the structure of Fig. 6 . We remark that (110) is the same as with independent X 1 , . . . , X n , e.g., see equation (9) 
B. Computing The Marginal Probability
Define X m ≡ (X (m−1)L+1 , X (m−1)L+2 , . . . , X (m−1)L+L ). Suppose the input symbols are i.i.d. and X m ∈ X where X is a finite set. Therefore, p X n has the form
A Bayesian network for X n , S n , Υ n is shown in Fig. 7 . The probability p Υ n (y n ) can be computed using
with the initial value ψ 0 (s) = 1/|S|. The set X L is
We remark that |X L | = |X | and not |X | L . Next, we define
for s,s ∈ S andx ∈ X L . Computing χ m,L (s,s,x) is similar to computing ρ n (see (110)). Intuitively, this is because a block of L samples in Fig. 7 has a structure similar to Fig. 6 . More precisely, χ m,L (s,s,x) can be computed recursively by using
with the initial value
Therefore, computing p Υ n (y n ) involves two levels of recursion: 1) recursion over the symbols as described by (113) and 2) recursion over the samples within a symbol as described by (116).
VI. NUMERICAL SIMULATIONS
We use two pulses with a symbol-interval time support:
• A unit-energy square pulse
• A unit-energy cosine-squared pulse
The first step of the algorithm is to sample a long sequence according to the true joint distribution of X n and Y n . To generate samples according to the original channel (91), we must accurately represent digitally the continuoustime waveform (4) . We use a simulation oversampling rate L sim = 1024 samples/symbol. After the filter (17) , the receiver has L samples/symbol distributed according to (91). Next, to choose a proper sequence length, we follow the approach suggested in [11] : for a candidate length, run the algorithm about 10 times (each with a new random seed) and check whether all estimates of the information rate agree up to the desired accuracy. We used b = 10 4 unless otherwise stated. For efficient implementation of (110), p Ψ|X,Θ (·|·, ·) can be factored out of the summation to yield:
Moreover, since Q(·|·) can be represented by a circulant matrix due to symmetry, ρ ′ k (·) can be computed efficiently using the Fast Fourier Transform (FFT). Similarly, the computation of (116) can be done efficiently by factoring out p Ψ|X,Θ (·|·, ·) and by using the FFT.
A. Excessively Large Linewidth
Suppose f HWHM T s = 0.125 and the input symbols are independently and uniformly distributed (i.u.d.) 16-QAM. Fig.  8 shows an estimate of I(X; Y ) for a square transmit-pulse, i.e., g(t) = g 1 (t − T s /2) and an L-sample receiver with L = 4, 8, 16 and S = 16, 32, 64. The curves with S = 64 are indistinguishable from the curves with S = 32 over the entire SNR range for all values of L, and hence S = 32 is adequate up to 25 dB. Even S = 16 is adequate up to 20 dB. The important trend in Fig. 8 is that higher oversampling rate L is needed at high SNR to extract all the information from the received signal. For example, L = 4 suffices up to SNR ∼ 10 dB, L = 8 suffices up to SNR ∼ 15 dB but L ≥ 16 is needed beyond that. It was pointed out in [11] that the lower bounds can be interpreted as the information rates achieved by mismatched decoding. For example, I(X; Y ) for L = 8 and S ≥ 32 in Fig. 8 is essentially the information rate achieved by a multi-sample (8-sample) receiver that uses maximum-likelihood decoding for the simplified channel (97) when it is operated in the original channel (91). Fig. 9 shows an estimate of I(X; Y ) for a cosine-squared transmit-pulse, i.e., g(t) = g 2 (t − T s /2) and an L-sample receiver at L = 4, 8, 16 and S = 16, 32, 64. We find that S = 32 suffices up to ∼ 25 dB. We see in Fig. 9 the same trend in Fig. 8 : higher L is needed at higher SNR. Comparing  Fig. 8 with Fig. 9 indicates that the square pulse is better than the cosine-squared pulse for the same oversampling rate L. It might seem strange the the cosine-squared pulse curves are substantially lower than the square pulse curves despite taking into account the pulse shape in the auxiliary channel model, see (102) and (90). One obtains insight on this effect with the following Gedankenexperiment. Suppose we use a pulse that is narrow and peaky in time. Then an integrate-and-dump receiver with oversampling puts out essentially only one useful sample per symbol. One may as well, therefore, use only one sample per symbol.
B. Large Linewidth
As the linewidth decreases, the benefit of oversampling at the receiver becomes apparent only at higher SNR. We conclude from Fig. 8-10 that the required L depends on 1) the linewidth f FWHM of the phase noise; 2) the pulse g(t); and 3) the SNR.
C. Comparison With Other Models
We compare the discrete-time model of the multi-sample receiver with other discrete-time models. The simulation parameters for our model (GK) are b = 10 4 , L = 16 (with L sim = 1024) and S = 64 for 16-QAM (S = 128 was too computationally intensive) and S = 128 for QPSK.
In Fig. 11 , we show curves for the Baud-rate model used in [14] and [9] - [13] . The model is (1) where the phase noise is a Wiener process whose noise increments have variance γ 2 . We set γ 2 = 2πβT s . The simulation parameters for the Baud-rate model are b = 10 5 and S = 128. We also show curves for the Martalò-Tripodi-Raheli (MTR) model [39] in Fig. 11 . For the sake of comparison, we adapt the model in [39] from a square-root raised-cosine pulse to a square pulse and write the "matched" filter output {V m } as
where m = 1, . . . , b and Ψ k is defined in (97). The auxiliary channel is
where the process {Z m } is an i.i.d. circularly-symmetric complex Gaussian process with mean 0 and E[|Z m | 2 ] = σ 2 N T s while the process {Θ m } is a first-order Markov process (not a Wiener process) with a time-invariant transition probability, i.e., for k ≥ 2 and all θ k , θ k−1 ∈ [−π, π), we have p Θ k |Θ k−1 (θ k |θ k−1 ) = p Θ2|Θ1 (θ k |θ k−1 ). Furthermore, the phase space is quantized to a finite number S of states and the transition probabilities are estimated by means of simulation. The probabilities are then used to compute a lower bound on the information rate. The simulation parameters for the MTR model are b = 10 5 , L = 16 and S = 128. We see that the Baud-rate and MTR models saturate at a rate well below the rate achieved by the multi-sample receiver. Moreover, the multi-sample receiver achieves the full 4 bits/symbol and 2 bits/symbol of 16-QAM and QPSK, respectively, at high SNR.
VII. HIGH SNR REVISITED
In this section, we focus on the contribution of phase modulation to capacity. However, solving the problem for the model given by (18) seems difficult. The model we adopt in this section does not include the effect of filtering modeled by {F k }. More specifically, the kth output of the simplified approximate model is
where X k is kth input symbol and {Θ k } and {N k } are the same processes defined in Sec. III-C. First, we show in Sec. VII-A that phase modulation achieves an information rate with a pre-log of 1/2 in an AWGN channel. Even though this result is already known (e.g., see [40] , [41] or [17] ), the technique used in the proof is useful, as we will see. We show in Sec. VII-B that the contribution of phase modulation to the pre-log is at least 1/4 for the approximate model in (124).
A. Phase Modulation in AWGN Channels
We develop a lower bound on the information rate achieved by phase modulation on an AWGN channel which shows that phase modulation achieves a pre-log of 1/2 at high SNR. Let R be a fixed positive real number. Consider the channel whose output Y is
where φ X ∈ [−π, π) is the input and Z is a circularlysymmetric complex Gaussian random variable with mean 0 and variance 1. Define Φ Y ≡ ∠Y . The conditional probability p ΦY |ΦX is given by [42] 
where erfc(·) is the complementary error function
Lemma 2: Fix R > 0. For the channel Y described by (125), we have
where Φ is a random variable with the probability density function p Φ given by (127). Proof: From symmetry (see Lemma 12), we have
where ( and finally (e) follows by direct integration. We bound the integral in (132) as follows
where erf(·) is the error function defined as
Step (a) follows from cos 2 φ e −R 2 sin
(see Lemma 15) , (b) follows by using the definition of erf(·) and [43, 3. 321 (5)]:
and (c) holds because erf(·) ≤ 1 and the last term is nonnegative. Substituting back in (132) yields
where the last inequality follows from the relations erf (πR/2) = 1 − erfc (πR/2) and erfc (πR/2) ≤ e
(see [44, eq (5)]). Therefore, we have Lemma 16) . We conclude that
We remark that
because the integrand is odd. Therefore, it follows from the symmetry (see Lemma 12) and (140) that
Lemma 3: Fix R > 0. Let Y be the channel described by (125). If the channel input Φ X is uniformly distributed over [−π, π), then we have
Proof: Define
where I 0 (·) is the modified Bessel function of the first kind of order zero and α > 0. This distribution is known as Tikhonov (or von Mises) distribution [45] . Define
The mutual information between the input phase Φ X and the output phase Φ Y is
where (a) follows from the auxiliary-channel lower bound theorem in [11, Sec. VI], (b) follows from (145) and (143) and (c) follows from [46, Lemma 2]
By combining (146) and (129), we have
Therefore, setting α = R 2 yields
B. Phase Modulation in Phase Noise Channels
In this section, we study the contribution of the phase modulation to the capacity of the channel (124) at high SNR. We assume that T s = 1 and σ 2 N = 1 for simplicity. By using the chain rule, we have
whereỸ k is a deterministic function of (Y n , X n A , Φ k−1 X ). Inequality (a) follows from the non-negativity of mutual information and (b) follows from the data processing inequality.
At high SNR, we use some intuition to choose a reasonable processing of (Y n , X 2) Since {Θ k } is a first-order Markov process, the most recent past input symbol X k−1 and the most recent output sample Y (k−1)L are the most useful for estimating
3) Given the current input amplitude |X k | and the estimate of Θ (k−1)L , the first sample Y (k−1)L+1 in Y k is the most useful for decoding Φ X,k because the following samples become increasingly corrupted by the phase noise. We scale Y (k−1)L+1 to normalize the variance of the additive noise and write
To summarize, we choosẽ
It follows from (155), (151) and (153) that
whereÑ k andZ k−1 are statistically independent and
The notation (158) means that, conditioned on {|X k−1 | = |x k−1 |},Z k−1 is a Gaussian random variable with mean 0 and
Furthermore, define
The last equality holds because X 1 , . . . , X n are statistically independent and Φ X,k is independent of X A,k with a uniform distribution on [−π, π). We have
where (a) follows from the data processing inequality, (b) follows by extending the result of the auxiliary-channel lower bound theorem in [11, Sec. VI], (c) follows from (160) and (161), (d) follows from (147) and the last inequality holds because
for SNR∆ > 2, as we will show. Define
Step (a) follows from (156) while step (b) follows from the trigonometric relation cos(A + B) = cos(A) cos(B) − sin(A) sin(B) and that (125) with R = |x k | √ ∆, and therefore we have from Lemma 2 that
Equations (166) and (168) imply that we do not need to compute E sin(W (k−1)L+1 + Φ S,k−1 ) . We have
because W (k−1)L+1 and Φ S,k−1 are independent. Since W (k−1)L+1 is Gaussian with mean 0 and variance σ 2 W = 2πβ∆, the characteristic function of
and by using the linearity of expectation, we have
where ℜ[·] and ℑ[·] denote the real and imaginary parts, respectively. Given
By using Lemma 2, we have
It follows from (169), (171), (172) and (173) that
By combining (166), (167), (168) (174), we have (for P ∆ > 2)
where (a) holds because |X k | 2 ≥ P/2 and |X k−1 | 2 ≥ P/2, while (b) follows from e −σ 2 W /2 ≤ 1 and the non-negativity of 4/(P ∆) 2 and (c) follows from e −x ≥ 1 − x. It follows from (150), (159) and (162) that
Setting α = SNR∆ (the signal-to-noise ratio in one sample) gives
Choosing L = ⌈β √ SNR⌉ as in (76) and using ∆ = 1/L, we have
Therefore, by taking the limit of SNR tending to infinity, we have
The last equation implies that phase modulation contributes 1/4 to the pre-log of the information rate. We remark that, since the lower bound (177) is valid for any α > 0, one can optimize over α to get the tightest lower bound as follows For L = β √ SNR , we have from (179) and (181)
We find that the optimum α (the α that gives the tightest lower bound) does not yield a pre-log better than that of α = SNR∆.
The main result of this section is summarized in Theorem 4.
Theorem 4: Consider the discrete-time model in (124). If L = ⌈β √ SNR⌉ and the input X n is i.i.d. with arg(X k ) independent of |X k | for k = 1, . . . , n such that arg(X k ) is uniformly distributed over [−π, π) and (|X k | 2 − P/2) is exponentially distributed with mean P/2, then
Moreover, (184) and (183) are achieved by the receiver structure shown in Fig. 12 .
The proof of (183) is similar to the proof in Sec. IV-A for the full model and hence the proof is omitted.
2 As a corollary of Theorem 4, the capacity pre-log for the approximate model (124) satisfies
The corollary follows from Theorem 4 by using C(SNR) ≥ I(X; Y) = I(X A ; Y) + I(Φ X ; Y|X A ). This shows that the capacity grows logarithmically at high SNR with a pre-log factor of at least 3/4. It is worth pointing out that the phase modulation pre-log of 1/4 requires only 2 samples per symbol for which the time (18) (1/2) log SNR [24] ≥ (1/4) log SNR [48] resolution, 1/∆, grows as the square root of the SNR. It is interesting to contemplate whether another receiver, e.g., a non-coherent receiver, can achieve the maximum amplitude modulation pre-log of 1/2 but requires only 1 sample per symbol. If so, one would need only 3 samples per symbol to achieve a pre-log of 3/4.
VIII. SUMMARY AND OPEN PROBLEMS
The known results at high SNR are summarized in Tables  I and II. The conjecture in Table I is based on our belief that {H k } in (14) is stationary, ergodic and regular, i.e., its "present" cannot be predicted precisely from its "past" [47] . If this is true, it follows that the capacity grows doublelogarithmically with SNR according to Lapidoth and Moser [23] . For the model without filtering, it is not known whether phase modulation with oversampling can achieve a pre-log greater than 1/4. For the model with filtering, Barletta and Kramer [48] recently showed that phase modulation with oversampling also achieves a pre-log of at least 1/4; we do not know if more is possible. It is worth mentioning that the results in [24] and [26] were obtained by letting the number of samples L per symbols grow with SNR:
However, this is not necessarily the optimum (minimum) oversampling factor to achieve the aforementioned pre-logs. For the model with filtering, we indeed showed in Sec. IV that a pre-log of 1/2 can be achieved using
but it is not clear whether this is optimal. For the model without filtering, Barletta and Kramer [49] showed that if
where 0 < α ≤ 1, then the capacity pre-log is at most (1 + α)/2 which implies that L ∝ √ SNR is optimal for achieving a pre-log of 3/4. The impact of oversampling on the capacity of non-Wiener phase noise channels, or multiinput multi-output (MIMO) phase noise channels, are also interesting open problems.
IX. CONCLUSION
We studied a waveform channel impaired by Wiener phase noise and AWGN. A discrete-time channel model based on filtering and oversampling was derived. The model accounts for the filtering effects on the phase noise. It is shown that, at high SNR, the multi-sample receiver achieves rates that grow logarithmically with SNR with at least a 1/2 pre-log factor, if the number of samples per symbol grows with the cubic root of the SNR. In addition, we computed via numerical simulations lower bounds on the information rates achieved by the multi-sample receiver. We observed that the required oversampling rate depends on the linewidth of the phase noise, the shape of the transmit-pulse and the signal-to-noise ratio. The results demonstrate that multi-sample receivers increase the information rate for both strong and weak phase noise at high SNR. We compared our results with the results obtained by using other discrete-time models. Finally, we showed for an approximate discrete-time model of the multi-sample receiver that phase modulation achieves a pre-log of at least 1/4 while amplitude modulation achieves a pre-log of 1/2, if the number of samples per symbol grows with the square root of the SNR. Thus, we demonstrated that the overall capacity prelog is 3/4 which is greater than the capacity pre-log of the (approximate) discrete-time Wiener phase noise channel with only one sample per symbol. 
Property 5: The Wiener process has independent increments, i.e., increments over disjoint time intervals are independent. Property 6: An increment Θ(t 2 ) − Θ(t 1 ) is Gaussian with
• The process {F k } Remark 7: The process {F k } is an i.i.d. process (if the pulse is rectangular). Proof: The independence follows from Property 5 and because functions of independent random variables are also independent. The identical distribution property follows from the rectangular pulse shape 3 and that the integrations are over increments of a Wiener process with equal length.
Step (a) follows from the definition (43), (b) follows because {N k } is independent of Φ X , {Θ k } and {F k }, and (c) follows from (21) .
Step (a) follows from the definition (43), (b) follows by using the relation
, (c) follows from the linearity of the expectation, (d) follows because {N k } is independent of Φ X , {Θ k } and {F k }, (e) follows from (22) and (23), and (f ) follows from (42) .
Step (a) follows from the definition (44) and (b) follows from (22) .
where (a) holds because {N k } is i.i.d. and (b) follows from Remark 9.
Step (a) follows from the definitions (43) and (44), (b) follows because {N k } is independent of Φ X , {Θ k } and {F k }, (c) follows from the independence of N ℓ and N k for k = ℓ and (21), i.e., E[N *
Follows by using (195) and (191).
Step (a) follows from the definitions (42) and (43), (b) follows because {N k } is independent of Φ X , {Θ k } and {F k }, (c) follows from (21) .
Follows by using (196) and (191).
Appendix A.3
Using the definition in (30), we have
Step (a) follows from the linearity of expectation, (b) follows by using the characteristic function of a Gaussian random variable [52] , (c) follows from (189), and (d) follows from the transformation of variables t 1 = u 1 ∆ and t 2 = u 2 ∆ . We define
Finally, we have
by using (197) and the following lemma. Lemma 11:
Proof: Follows by direct integration.
• Details for computing E[|F 1 | 4 ] We remark that a formula for computing moments of filtered Wiener phase noise (specifically, E[|F 1 | 2k ] where k is a positive integer) is found in [53] . We proceed to compute E[
The variable Ψ(t) is Gaussian. Using the definition (30), we have
where the last equality follows by using the characteristic function of a Gaussian random variable. The set T can be partitioned into 24 subsets based on the order of t 1 , t 2 , t 3 and t 4 . However, because of the symmetry, we have
where the sets T 1 and T 2 are
In other words, we need to compute the integral over two subsets only rather than 24 subsets. For t ∈ T 1 , we have
where (a) follows because Θ(t 4 ) − Θ(t 3 ) and Θ(t 2 ) − Θ(t 1 ) are increments of a Wiener process over disjoint time intervals and hence they are independent (see Property 5) while (b) follows from Property 6. We compute the first integral 
For t ∈ T 2 , we can rewrite Ψ(t) as Ψ(t) = (Θ(t 4 ) − Θ(t 2 )) + 2(Θ(t 2 ) − Θ(t 3 )) + (Θ(t 3 ) − Θ(t 1 )) and hence, we have
Var (Ψ(t)) = 2πβ(t 4 − 3t 3 + 3t 2 − t 1 ).
Step (a) follows because Θ(t 4 ) − Θ(t 2 ), Θ(t 2 ) − Θ(t 3 ) and Θ(t 3 ) − Θ(t 1 ) are increments of a Wiener process over disjoint time intervals and hence they are independent (see Property 5) while (b) follows from Property 6. Next, we compute the second integral 
Appendix A.4
• Moments of G We have
where we used the definition of G in (42) and that F 1 , . . . , F L are identically distributed (see Remark 7) . Moreover, we have
where we used the definition of G in (42) 
• Limits Recall from (16) 
APPENDIX B
• Lemma 12: Suppose Φ X and Φ Y are real-valued circular 4 random variables [45] . Suppose p ΦY |ΦX (·|·) is a conditional probability density such that p ΦY |ΦX (φ y |φ x ) = p Φ (φ y − φ x ) and p Φ (·) is periodic with a period 2π. Then, for any bounded function f (·) that is periodic with a period 2π, we have
This implies that E [f (Φ Y − Φ X )] does not depend on the distribution of Φ X . Proof: First, we remark that the pdf of a circular random variable is defined on the whole real line and is normalized over any interval of length 2π [45, Ch.3] , e.g., we have 
4 Circular random variables are random variables defined on a circle, i.e., random angles and should not be confused with circularly-symmetric random variables.
We proceed to the proof. 
• Lemma 14: sin t ≤ t for t ≥ 0. Proof: Since 1 − cos z ≥ 0, then for t ≥ 0 we have
which implies that (for t ≥ 0)
• Lemma 15: Let a ≥ 0. Then for t ≥ 0, we have 
Proof: The trigonometric identity cos 2 t + sin 2 t = 1 and sin t ≤ t (Lemma 14) imply that
Since the exponential function is monotone, we further have 
By combining the two inequalities, we obtain 
