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ABSTRACT
Facial action unit (AU) intensity is an index to describe all visually
discernible facial movements. Most existing methods learn intensity
estimator with limited AU data, while they lack of generalization
ability out of the dataset. In this paper, we present a framework to
predict the facial parameters (including identity parameters and
AU parameters) based on a bone-driven face model (BDFM) under
different views. The proposed framework consists of a feature ex-
tractor, a generator, and a facial parameter regressor. The regressor
can fit the physical meaning parameters of the BDFM from a single
face image with the help of the generator, which maps the facial
parameters to the game-face images as a differentiable renderer. Be-
sides, identity loss, loopback loss, and adversarial loss can improve
the regressive results. Quantitative evaluations are performed on
two public databases BP4D and DISFA, which demonstrates that the
proposed method can achieve comparable or better performance
than the state-of-the-art methods. WhatâĂŹs more, the qualitative
results also demonstrate the validity of our method in the wild.
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1 INTRODUCTION
Facial expression analysis is a research hotspot in computer vision
and computer graphics. It can be useful in many applications, such
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Figure 1: Visual results of our method. First row: face im-
ages with different expressions and different views; Second
row: 3D characters generated with the predicted facial pa-
rameters, which are learned from the face images. Original
photos in the first row are courtesy of Carrie Prejean, piotr
marcinski, Emilia Clarke and Sin, respectively.
as human-robot interaction, social interaction analysis, and medical
treatments. Facial expression analysis includes many research tasks:
AU intensity estimation, 3D face reconstruction, facial expression
recognition, facial action unit detection and so on. Among them,
the AU intensity estimation [9] is the most challenging task, which
aims to estimate anatomically meaningful parameters (i.e., muscle
movements). Ekman and Friesen [9] develop a Facial Action Coding
System (FACS) to characterize human expressions, which refers to
a set of facial muscle movements that correspond to a displayed
emotion. Nearly any anatomically possible facial expression can be
coded by a combination of AUs. The difficulty of the AU intensity
estimation steams from both the fine-grained analysis and meaning-
ful parameters separated from different individuals. That is to say,
the different individuals can dramatically increase variances of face
images even when they have the same expression. Besides, pose
also brings a challenge. Recently, some AU intensity estimation
methods [21, 33, 47, 54–57, 60] require a large set of labeled training
corpus, whether it is a fully supervised method or weakly super-
vised method. However, AU annotation requires strong domain
expertise, resulting in very high time-and-labor costs to construct
an extensive database.
3D face reconstruction is used to estimate a personalized human
face model from a single photo. Recently, it is expanded to describe
facial shapes and expressions. Many representative methods model
the human face by estimating the coefficients of the 3D Morphable
Models (3DMM) [3] or the 3D Based Face Model [30]. The 3D
models are obtained from scan databases of limited size so that the
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faces are constrained to lie in a low-dimensional subspace. Whereas,
some algorithms do not generalize well beyond the restricted low-
dimensional subspace of the 3DMM.
The bone-driven face model we adopted and used in the existing
works [36, 39] is a character face rendering model of the game Jus-
tice1. Meanwhile, similar face models are popularly used in many
role-playing games (RPGs) (e.g., “Grand Theft Auto V", “Dark Souls
III" and “A Dream of Jianghu") . The facial parameters of the BDFM
are the facial component offsets to the base face and have explicit
physical meanings. The “base face" is created by rendering a frontal
emotionless face image, with the identity parameters set to 0.5. The
identity parameters create a neutral face for an identity-specific face
shape by controlling the attributes of facial components, including
position, orientation, and scale. The offsets relative to the neutral
face are baked to AU parameters, which can drive the facial muscle
movement. The AU parameters can express almost all the AUs in
FACS. They train a generator to make the bone-driven face model
differentiable, and the facial reconstruction is formulated as an
optimization problem. The iterative optimization process updates
the facial parameters by minimizing the distance of the generated
image and the input photo. However, the method has some limi-
tations, including robustness and processing speed. Besides, the
bone-driven face model has other additional challenges that some
identity parameters corresponding images are meaningless and
identity parameters tangle with AU parameters in some cases.
To solve the above problems, we present a trainable method to
learn a facial parameter regressor G with the help of a feature ex-
tractor Fseд , a generator and a face recognition network Fr eд . We
can train an end-to-end framework by using the rendered images
to supervise the facial parameters fitting under the self-supervised
paradigm. The inference speed is improved by two orders of magni-
tude than the optimization method. The overview of the proposed
framework is shown in Fig. 2. The feature extractor Fseд extracts the
shape-sensitive features. The facial parameter regressor is exploited
to fit the facial parameters from the facial representation instead of
the raw pixel image. The generator imitates the rendering process
of game engines and makes the rendering process differentiable as
introduced by previous methods [36, 39].
In the training phase, the network parameters of all networks
are fixed except for the facial parameter regressor. The total loss
function consists of five parts: facial content loss, identity loss, pa-
rameter loss, adversarial loss, and loopback loss.We utilize the facial
content loss to measure the pixel-wise distance between the input
face image and image generated with the predicted face parameters.
The identity loss of the face recognition network Fr eд can constrain
the facial parameter regressor to match the identity features. The
parameter loss and the adversarial loss are adopted to constrain the
sparsity and disentanglement of the facial parameters, respectively.
The loopback loss ensures the facial parameters regressor correctly
interpret its output.
Our contributions are summarized as the following: 1) The first
unsupervised method that estimates AU intensity from a single
natural image without the AU annotations. 2) A pre-trained deep
model that maps the facial parameters to a 3D character is incor-
porated into the framework to realize a differentiable framework.
1https://n.163.com/
3) Meanwhile, a disentangling mechanism is proposed to learn
the mapping between the natural image and the facial parameters.
4) The proposed method achieves real-time prediction and SOTA
performance.
2 RELATEDWORKS
Learning to Regress 3D Face Models. Most methods [4, 7, 10,
18, 40, 42, 50] learn the coefficients of the 3D morphable model
(3DMM) [3] to fit the input face image. Some previous approaches
[4, 10] fit the 3DMM from a single face image by solving an op-
timization problem. However, these methods require expensive
computation; moreover, they are sensitive to initialization. Deep
learning methods [7, 18, 40, 42, 50] show the ability in regressing
the 3DMM coefficients from a face image. However, these methods
require an extensive collection of annotated training data, which is
limited by 3D scan databases. One solution is to generate synthetic
training data by sampling randomly from the 3DMM and rendering
the corresponding faces [32]. Whereas, a deep network trained
on purely synthetic data may present poorly due to the data is in
limited condition. Other methods obtain the training data with an
iterative optimization method, where the final optimized results are
set as ground truth. However, the performance of those methods is
always limited by the expressiveness of the iterative optimization
method and the accuracy of the fitting process. For example, Tran
et al. [42] propose a deep ResNet to regress the same 3DMM coeffi-
cients for different photos of the same subject. Due to the lack of
training data, some unsupervised learning method are developed.
For instance, Sanyal et al. [35] use RingNet to learn the 3D face
shape. The RingNet leverages multiple images of a subject to train
the model, which encourages the face shape to be similar when the
identity is the same and different for different people. MOFA [41]
contains a convolutional encoder network and an expert-designed
generative model. The generative model is used to render the face
with the 3DMM coefficients. Genova et al. [11] utilize the differen-
tiable rasterizer to form neutral-expression face images. Inspired by
the unsupervised learning methods, our approach can regress the
meaningful facial parameters based on the differentiable rendering
convolutional network without annotated data.
Supervised AU Intensity Estimation. Up to now, most of the
works on automated AU analysis focus on AU detection. However,
AU detection is a binary classification problem, so the methods
can not estimate the AU intensity. AU intensity estimation is a
more challenging task than AU detection and is a relatively new
problem in the field. Recently, few works try to address it. Many
[17, 19, 20, 28, 34] of these works independently estimate the AU
intensity without considering the relationships among AUs. Consid-
ering the relationships, many researchers exploit the probabilistic
graphical models [21, 33, 47]. Walecki et al. [47] use Copula Ordi-
nal Regression (COR) to estimate the intensities of multiple AUs.
Kaltwang et al. [21] exploit a latent tree model by conducting a
graph-edits for representing the joint distribution of targets and
features. Besides, temporal continuous is used in hidden Markov
model [25] and continuous conditional neural fields (CCNF) [2]. Re-
cently, several deep learning methods are proposed for AU intensity
estimation, including CNN [12], CNN-IT [46] and 2DC [23]. These
supervised learning methods require a large amount of annotated
Base 
face
𝓛𝑐𝑡
𝓛𝑖𝑑
𝓛𝑙𝑝
Feature 
extractor
Facial 
parameter 
regressor
𝓛𝑎𝑑𝑣
generator
Generated images
Feature 
extractor
Base id
Base AU
Facial 
parameter 
regressor
（f𝑔𝑏 , 𝑇）
𝑥𝑎𝑢
′
𝑥𝑖𝑑
′
𝑥𝑏𝑖𝑑
𝑥𝑏𝑎𝑢
𝑦𝑔𝑏𝑖
′
𝑦𝑔𝑏𝑒
′
Figure 2: The learning framework for regressingmeaningful facial parameters. The framework consists of four components: a
feature extractor, a facial parameter regressor, a generator and a facial identity recognition network (not shown in the figure).
The feature extractor is used to extract the facial features (fдb ,T ). The facial parameter regressor is utilized to regress the
facial parameters from the facial features. The generator is a differentiable renderer for mapping the facial parameters to the
rendered image. In the training phase, only the network parameters of the facial parameter regressor are learnable, and they
are updated by computing multiple losses with the generated images. The different colored lines mean the different flows.
Only the part of the purple background is used in the predicting phase. Original image courtesy of MMI dataset.
images for training. However, annotating AU intensity is very diffi-
cult, which requires strong domain expertise. So it is expensive and
laborious to construct an extensive database. With existing limited
AU annotation data, supervise methods have two shortcomings:
overfitting on the training set and limited AU expressions. However,
our approach can estimate the AU intensity without AU annotated
data and extend the number of estimable AU.
Weakly Supervised AU Intensity Estimation. A few weakly
supervised methods [54–57, 60] use partially labeled images to
train AU intensity estimation models. Zhao et al. [60] exploit the
ordinal information to train a regressor with labeled and unlabeled
frames among an expression sequence. Zhang et al. [54] propose a
knowledge-based deep convolutional neural network for AU inten-
sity estimation with peak and valley frames in training sequences.
BORMIR [57] formulates the AU intensity estimation as a multi-
instance regression problem with weakly labeled sequences. Zhang
et al. [55] present a patch-based deep model consisting of a feature
fusion module and a label fusion module. Zhang et al. [56] joint
learn representation and intensity estimator to achieve an optimal
solution with multiple types of human knowledge. However, these
methods still require high-quality annotated training corpus. And
the human-defined knowledge restricts the space of anatomically
plausible AUs. Differently, our method requires neither a large scale
of data nor restricts the space of AUs. It can still accurately regress
multiple AUs with the help of the differentiable renderer.
2.1 Method
We expand an encoder-decoder architecture that permits learning
of the meaningful facial parameters (Fig. 2). The training framework
consists of four sub-networks: a feature extractor Fseд , a facial pa-
rameters regressive network R, a facial generative network G, and
a face recognition network Fr eд . The deep features extracted by the
feature extractor are the input of the facial parameters regressive
network, which regresses the facial parameters. The facial genera-
tive network is a differentiable renderer, which renders expressive
face images with the facial parameters under varying pose. The
rendered face image is the input of the face recognition network
and the feature extractor, which supervises the training of the facial
parameters regressor. Only the facial parameter regressor’s parame-
ters are updated in the training phase, while the pre-trained feature
extractor is fixed.
2.2 Generator
In the role-playing games, the parameterized physical model (the
bone-driven face 3D model) is usually adopted to render a 3D char-
acter image. Each parameter of the parameterizedmodel can control
the facial component offset. However, the parameterized physical
model is not differentiable. To make the whole framework differ-
entiable, we train a generator to imitate the render process with
the paired facial parameters and the rendered images. The gener-
ator G : yд −→ Iyд maps a set of meaningful facial parameters
to a rendered image. The facial parameter yд is a 269-dimensional
vector with the head pose h ∈ R1×2, AU parameters yau ∈ R1×23,
and identity parameters yid ∈ R1×244. The identity parameter yid
contains the continuous 208-dimensional parameters and a discrete
parameter, which represents 36 styles of the brown. The rendered
image is generated with the bone-driven face 3D model. In other
words, it is the ground truth Iyд ∈ RH×W ×3. While, the generated
image I ′yд is generated with a deep model (generator). Our genera-
tor G(yд) consists of eight transposed convolution layers, which
is similar to the generator of DCGAN [31]. We use instance nor-
malization [43] instead of batch normalization [16] for improving
training stability in the generator, which is also used in GENet [39].
We aim to minimize the difference between the rendered image and
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Figure 3: (a) The AU parameter regressive network. The re-
gressive network consists of a feature fusion block, a convo-
lution layer, two attention blocks and two fully connected
(FC) layers. (b) The details of the attention block.
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means
element-wise product. SE-block is similar to the squeeze and
excitation block in SENet [15] and it is applied to an FC layer.
the generated one in the raw pixel space. We adopt a content loss
(Lapp ) and a perceptual loss (Lper ) between the rendered image
Iyд and the predicted one I ′yд = G(yд). The losses are defined as:
Lapp (yд) = Eyд∼u(yд )[∥Iyд − I ′yд ∥1], (1)
Lper (yд) = Eyд∼u(yд )[∥F (I ′yд ) − F (Iyд )∥2]. (2)
The two losses are combined to learn the generator G as:
LG(yд) = Lapp (yд) + λLper (yд), (3)
where yд is the facial parameters sampled from a uniform distri-
bution u(yд). F denotes the relu2_2, relu3_3, relu4_3 feature maps
in VGG16 [38], which is pre-trained on the image recognition task.
The λ is the balance parameter.
2.3 Feature Extractor
It’s noticed that there is a large domain gap between the generated
image and the real input image. To effectively measure the distance
of the two images, we adopt a facial segmentation network as the
feature extractor Fseд for extracting the face features, which has
been proved effective in GENet [39]. Specifically, The feature extrac-
tor Fseд is based on the pretrained BiSeNet [51]2 in our framework.
I is the input face image or the generated one, which is aligned
via five facial landmarks using affine transformation, including left
eye, right eye, nose, left mouth corner, and right mouth corner.
2https://github.com/zllrunning/face-parsing.PyTorch
The facial landmarks are obtained by OpenFace [1]. The feature
fдb extracted from the feature fusion module is used to describe
the global information. And the latter three layers feature maps of
ResNet18 [14] are extracted to describe the local information in the
context path of BiSeNet. The feature extractor is defined as:
fдb ,T = Fseд(I ), (4)
where T is the set of the feature maps with weights.
Furthermore, an attention mechanism is deployed in the feature
maps of the last three layers. It allows the feature maps to focus
on different regions of the face. The output probability maps of the
facial segmentation network serve as the attentionmasks, which are
represented as the pixel-wise weights A in Eqn. (5). For example,
the first layer’s feature map is sensitive to the browns, and the
element-wise sum of the browns’ probability maps is multiplied
to the feature map of the first layer. Suppose C is the set of the
feature maps. The facial representation T is the set of multiple
layers’ output features, and one of them can be defined as:
Ti = βiAi (I )Ci (I ), (5)
where β represents the weight of each feature map Ci . Specifically,
the facial representation T consists of five components, including
eyes Te , nose Tn , mouth Tm , face Tf and brown Tb . The features
of eyes and browns are extracted from the first layer. The features
of the second layer are sensitive to the nose and mouth. The facial
silhouette is extracted from the feature of the third layer.
2.4 Facial Parameter Regressor
The straightforward idea is that regressing all the facial parameters
together through a fully connected layer. However, each group of
parameters has a strong meaning and responds to different features.
The discovery has also been observed in multi-task learning work
[59]. Intuitively speaking, the head pose is not sensitive to local
features since it is fundamentally independent of facial identity
and subtle facial expressions. Whereas, for identity, both local and
global features are necessary to distinguish the different persons.
The local and global features describe the shape of the four sense
organs (including browns, eyes, nose, and mouth) and the overall
facial silhouette, respectively. Similarly, expression describing re-
quires fine-grained features, such as mouth raised, pout and eye
closed. Therefore, we regress the facial parameters by different deep
features, which are extracted from the feature extractor (BiSeNet).
The feature fдb is used to regress the head pose. The facial repre-
sentation (Te ,Tn ,Tm ,Tf ) is utilized to fit the continuous identity
parameters and AU parameters. The Tb is used to regress the dis-
crete identity parameters. The predicted facial parameters y′ is
defined as follows:
y′ = R(fдb ,T ) = R(Fseд(I )), (6)
where I is the input face photo.
Specifically, the facial parameters regressor is separated into
four sub-regressive networks: the head pose regressive network,
the continuous identity parameters regressive network, the discrete
identity parameters regressive network and the AU parameters
regressive network. The four networks have similar network archi-
tecture, which is shown in Fig. 3. A sub-regressive network contains
a feature fusion block, a convolution layer, two attention blocks, and
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Figure 4: Qualitative comparison with other methods. The results are shown in the same viewpoint. The results of DCLM [52],
3DFFA [61] and FEN [6] are from original paper. The first three images are courtesy of FEN [6] in the first row. The last three
original images are courtesy of Hector Elizondo, Jason Bateman, and Justin Bartha.
two fully connected (FC) layers. We first append a global average
pooling layer for different feature maps to resize the feature maps
to the same size. And then concatenate the output features, called
“feature fusion". A convolution layer is performed with stride=2,
followed by batch normalization. The detail of the attention block
is shown in Fig. 3 (b). Similar to the squeeze and excitation block
in SENet [15], we apply it to an FC layer, called “SE-block".
2.5 Losses
We propose a novel loss function that jointly regresses the head
pose, identity parameters, and AU parameters. The loss function is
conceptually straightforward and enables unsupervised training of
our network. It combines five terms:
L = Lct +widLid +wprLpr +wlpLlp +wadvLadv , (7)
where, Lct measures the pixel-wise distance of the facial represen-
tation from a pre-trained facial feature extractor, Lid preserves the
identity information on the real images, Lpr is utilized to learn the
sparse facial parameters, Llp ensures the network can correctly
interpret the generated one, and Ladv regularizes the predicted
identity parameters.
Facial Content Loss. To constrain the facial shape’s similarity
between the “generated" result and the real input image, we define
a facial content loss by computing the pixel-wise distance based
on the facial representation T , which is introduced in Sec. 2.3. The
facial content loss Lct is defined as:
Lct = ∥Tд −Tr ∥1, (8)
where Tд and Tr denote the facial representations of the generated
and the real facial image, respectively.
Identity Loss. To effectively disentangle the identity and AU
parameters, we add the identity loss to measure the similarity be-
tween the input image and the emotionless generated one. The
facial recognition network Fr eд named LightCNN-29v2 [49]3 is
adopted to extract 256-d face embedding as the identity representa-
tion. The cosine similarity [48] of two images is set as the identity
3https://github.com/AlfredXiangWu/LightCNN
Figure 5: Retargeting from faces to other 3D characters. The first row is the input images and the last three rows represent the
results of transferring the head pose and AU parameters to other 3D characters. Original images courtesy of Yin Zhu, Emilia
Clarke, pobhble 3ykn, Stephen Joshua Sondheim, Jackson, Barack Obam, HHFQ [22], and Jackie Lin (ours), respectively.
loss, which is defined as:
Lid = 1 − cos(mдbe ,mr ) = 1 − cos(Fr eд(Iyдbe ), Fr eд(I )), (9)
wheremдbe andmr are the identity embeddings of the emotionless
generated image Iyдbe (is known as the generated image with “base
AU") and the real input image I from the facial recognition network,
respectively. The “base AU" represents all the AU parameters setting
to 0.02.
Parameter Loss. To the best of our knowledge, there exists the
mutual exclusion of AUs in various facial expressions. For example,
jaw left and jaw right, smile and lip stretcher can not occur at the
same time. The same rule is applied to identity parameters. For an
input image, we hope the predicted parameters are as sparsely as
possible. The reason is that the dense parameters and the sparse
parameters could have the same facial expression. For example, jaw
left 0.5 can be generated by (turning right: 0.4, turning left: 0.9).
Meanwhile, it can also be generated by (turning right: 0, turning
left: 0.5). So, some parameters can counteract the inverse facial
parameters. The parameter lossLpr is adopted to enforce a sparsity
constraint, which is defined as follows:
Lpr = ∥h′ − hb ∥22 + α ∥x ′id − xbid ∥22 + β ∥x ′au − xbau ∥22 , (10)
where, h′, x ′id and x
′
au denote the predicted head pose, identity
and AU parameters, respectively. hb , xbid and xbau denote the
frontal head pose, base identity parameters and emotionless AU
parameters, which are set to 0.5, 0.5 and 0.02, respectively. α and β
are the balance parameters.
Loopback Loss. The true facial parameters of the real face im-
ages are unknown for unsupervised training. However, for the gen-
erated images, the true facial parameters are known. Inspired by
the unsupervised 3D face reconstruction method proposed by Gen-
ova et al. [11], we introduce the “loopback" loss, which constrains
the consistency between the GT parameters and the predicted pa-
rameters of the image generated with the GT parameters. In the
training stage, the extracted representations of the generated im-
ages Iдbe and Iдbi are fed into the facial parameter regressor to get
the parameters y′дbe and y
′
дbi . Iдbe and Iдbi denote the generated
images replaced by base AU and base identity. yдbe and yдbi are
the facial parameter ground truths with base AU or base identity.
So, yдbe = (xbau ,x ′id ) and yдbi = (x ′au ,xbid ). The loopback loss is
defined as follows:
Llp = ∥yдbe − y′дbe ∥1 + λle ∥yдbi − y′дbi ∥1
= ∥yдbe − R(Fseд(Iдbe )∥1 + λle ∥yдbi − R(Fseд(Iдbi )∥1,
(11)
where λle is the balance parameter.
Adversarial Loss. The bone-driven face model’s identity pa-
rameters describe a large-scale 3D space where some points don’t
exist in the real world. To solve the problem, we adopt the adver-
sarial loss to encourage the generated image indistinguishable from
the “base face" in the mouth region. It makes the AU parameters to
response for the facial muscle movement. And the identity parame-
ters keep the facial outline and the position of the four sense organs.
The “base face" Ib is created by rendering a frontal emotionless face
image with the identity parameters setting to 0.5. The facial rep-
resentation of the “base face" is represented to Tbm in the mouth
Table 1: The Intra-Class Correlation (ICC) and Mean Absolute Error (MAE) on BP4D and DISFA. Bold numbers indicate the
best performance. Underline numbers indicate the second best. (*) indicates results taken from the reference. ↑ means the
higher, the better. ↓means the lower, the better.
Database BP4D DISFA
AU 06 10 12 14 17 Avg 01 02 04 05 06 09 12 15 17 20 25 26 Avg
ICC
KBSS [54]* .76 .73 .84 .45 .45 .65 .23 .11 .48 .25 .50 .25 .71 .22 .25 .06 .83 .41 .36
↑
KJRE [56]* .71 .61 .87 .39 .42 .60 .27 .35 .25 .33 .51 .31 .67 .14 .17 .20 .74 .25 .35
LBA [13]* .71 .64 .81 .23 .50 .58 .04 .06 .39 .01 .41 .12 .73 .13 .27 .10 .82 .43 .29
2DC [23]* .76 .71 .85 .45 .53 .66 .70 .55 .69 .05 .59 .57 .88 .32 .10 .08 .90 .50 .50
CFLF [55]* .77 .70 .83 .41 .60 .66 .26 .19 .46 .35 .52 .36 .71 .18 .34 .21 .81 .51 .41
GENet [39]* .69 .85 .73 .63 .53 .68 .66 .67 .73 .71 .60 .59 .60 .66 .58 .45 .80 .70 .64
Ours .67 .62 .67 .62 .53 .62 .64 .74 .59 .67 .63 .58 .55 .61 .49 .50 .71 .66 .61
MAE
KBSS [54] * .74 .77 .69 .99 .90 .82 .48 .49 .57 .08 .26 .22 .33 .15 .44 .22 .43 .36 .34
↓
KJRE [56]* .82 .95 .64 1.08 .85 .87 1.0 .92 1.9 .70 .79 .87 .77 .60 .80 .72 .96 .94 .91
LBA [13]* .64 .80 .56 1.10 .62 .74 .43 .29 .51 .10 .30 .19 .30 .11 .31 .14 .40 .38 .29
2DC [23]* .87 .84 .92 .67 .73 .81 .57 .62 .73 .51 .66 .55 .50 .52 .78 .42 .61 .74 .61
CFLF [55]* .62 .83 .62 1.00 .63 .74 .33 .28 .61 .13 .35 .28 .43 .18 .29 .16 .53 .40 .33
GENet [39]* .45 .60 .37 .40 .27 .42 .36 .33 .38 .14 .34 .36 .57 .18 .42 .26 .27 .32 .33
Ours .44 .31 .45 .48 .36 .41 .40 .21 .39 .16 .28 .30 .51 .15 .32 .19 .25 .26 .29
region. Iдbe is the emotionless generated image. Tдbem represents
the facial representation of the input images Iдbe in the mouth
region. It is one group of the facial representationT extracted from
the feature extractor Fseд in the mouth region. The adversarial loss
is defined as:
Ladv = ∥Tдbem − Tbm ∥1 = ∥Fseд(Iдbe ) − Fseд(Ib )∥1. (12)
3 EXPERIMENTS
3.1 Datasets
We combine multiple datasets as a training set to accurately predict
the facial parameters. Facewarehouse [5] and MMI [29, 44] are rich
datasets for expressions. DISFA [26, 27] and the Binghamton 4D
(BP4D) [45, 53, 58] are the two largest expression databases for AU
intensity estimation. Among them, DISFA contains 27 subjects, and
the AU intensity of 12 AUs (1, 2, 4, 5, 6, 9, 12, 15, 17, 20, 25, 26)
are annotated. We use 18 subjects for training and 9 subjects for
testing. BP4D contains 41 subjects, and 5 AU intensity (6, 10, 12, 14,
17) are annotated. We use 21 subjects for training and 20 subjects
for testing. The extended cohn-kanade dataset (CK+) [24] contains
123 objects. 100 objects are used for training. Due to the datasets
are all frontal face images, so we augment them to multiple poses
with the same identity and expression by the high-fidelity pose
and expression normalization (HPEN) [62]. Besides, the expression
distribution is nonuniform in the datasets. So we augment the data
through warping the images according to 68 key points.
3.2 Training Set
Wefirst train the facial generator with 80, 000 paired samples, which
are constituted of the facial parameters and the corresponding
rendered images. And then we fixed the network parameters of
the proposed framework except for the facial parameter regressor.
We set wid = 0.1,wpr = 0.1,wlp = 0.1 and wadv = 0.1 in our
framework. α and β are set to 0.1 and 0.01. λle is set to 1.
3.3 Compared with Other Methods
Qualitative results.We compare our method with several 3D face
reconstruction methods, including DCLM [52], 3DFFA [61] and FEN
[6]. Fig. 4 provides rendered results with the same head pose for CK+
and EmotiW-17 [8]. The second row shows the rendered results
of the facial parameters estimated by our method. The other three
methods are based on 3DMM and their results are from the paper
[6]. These rendered images support that our qualitative results have
better appearance than other methods. To evaluate our method’s
efficiency, we also show more estimation results and retarget facial
motion to other 3D characters in Fig. 5. The input images are from
the EmotionNet dataset and MS-SFN [7]. The 3D characters have
the same meaningful AU parameters with the bone-driven face
model. The results demonstrate that this approach can effectively
disentangle facial parameters.
Quantitative results. In this section, the DISFA and BP4D are
adopted to quantitatively evaluate the effectiveness of our method.
Intra-Class Correlation (ICC(3,1) [37]) and Mean Absolute Error
(MAE) are calculated to evaluate the AU intensity estimation meth-
ods between the ground truth and the predicted one. We compare
our method with several popular supervised learning methods, in-
cluding ResNet18 [14], CCNN-IT [46] and CNN [12]. CNN [12]
is composed of three convolutional layers and a fully connected
layer. CCNN-IT [46] takes advantage of CNNs and data augmen-
tation. ResNet18 is introduced in [14]. These supervised methods
require annotated AU intensity of each frame in sequences while
ours does not need the AU annotations. Our method achieves better
performance on both metrics (Table 2).
We also compare the proposed method with several state-of-
the-art weakly-supervised learning methods (KBSS [54], KJRE [56]
and CFLF [55]), a semi-supervised learning method (LBA [13]) , a
supervised method (2DC [23]) and an unsupervised method (GENet
[39]). LBA [13] estimates unlabeled samples with the assumption
that samples with similar labels have similar latent features. CFLF
Input No content
With landmark
Full framework
Figure 6: Ablation test showing the appearance by remov-
ing facial content loss (“no content") or using landmark
loss (“with landmark") to replace. Column 1 corresponds to
the input and column 2 corresponds to the results of our
method, which is called “full framework". The facial content
loss is very important for keeping the results in the space
of human faces. The facial landmark network can not cap-
ture the details of the facial appearance. Original images are
courtesy of Barack Obama and Antonio Villaraigosa.
[55] uses the context-aware feature and label to train a patch-based
deepmodel. 2DC [13] uses a semi-parametric VAE framework, while
KBSS [54] and KJRE [56] exploit domain knowledge to train a deep
model. Note that KBSS, KJRE, CFLF, LBA and 2DC need labeled
data to train their models. GENet [39] updates the facial parameters
by iterative optimization process. It takes 2 seconds to predict one
image. Unlike them, we propose a framework for estimating AU
intensity without annotated AU data. And this proposed method
can improve two orders of magnitude than GENet. The quantitative
results are listed in Table 1.
On the BP4D and the DISFA datasets, our method can achieve
superior average performance over other methods with MAE. On
DISFA, our method achieves the second-best with ICC. Note that
ICC and MAE should be jointly considered to evaluate one method.
LBA tends to predict the intensity to be 0, which is the majority of
AU intensity. It can achieve good MAE performance, but its ICC is
much worse than ours. During the training phase, KBSS and CFLF
need multiple frames as input; hence it requires more than one
image per face, which is not always available. These results show
the superior performance of the proposed method over existing
weakly and semi-supervised learning methods. Besides, we also
notice that our method has a bad performance than GENet on ICC.
But our method can improve two orders of magnitude speed.
3.4 Ablation Studies
We perform several ablation experiments to verify the effective-
ness of four loss functions in our framework. The facial content
loss Eqn. (8) is the critical loss function in our method. If no fa-
cial content loss, the facial parameter regressor can only learn the
Table 2: Comparison with several supervised methods on
DISFA. (*) indicates results taken from the reference.
Method CNN [12]* ResNet18 [14]* CNN-IT [46]* Ours
ICC .33 .27 .38 .61
MAE .42 .48 .66 .29
Table 3: Ablations analysis on different loss functions of the
proposed method.
Loss function BP4D DISFA
Lid Llp Lpr Ladv ICC MAE ICC MAE
× ✓ ✓ ✓ .53 .65 .55 .35
✓ × ✓ ✓ .60 .64 .52 .37
✓ ✓ × ✓ .60 .62 .55 .33
✓ ✓ ✓ × .58 .63 .55 .34
identity parameters , not head pose or AU parameters. Beyond that,
the facial landmark network is a popular basic task for describing
facial features. We also use the facial landmark network instead
of the feature extractor. Specifically, The last output heatmap and
the features of the first two layers of the facial landmark network4
are used to describe the global and local information, respectively.
And the facial content loss is replaced by MSE loss of the heatmaps.
Experimental results demonstrate that the facial landmark network
can not capture the detail information. Due to the significant dif-
ferences between the results, so we only show server examples
in Fig. 6. Besides, with the help of the identity loss Eqn. (9), our
method can noticeably improve the results of the facial parameter
regressor. For parameter loss Eqn. (10), adversarial loss Eqn. (12)
and loopback loss Eqn. (11), we utilize the same evaluation metric as
the quantitative comparison experiment. The quantitative ablation
results are shown in Table 3. They can help our method to have a
significant improvement.
4 CONCLUSION
This paper proposes an unsupervised learning framework for AU
intensity estimation from a single face photo. Different from the
previous weakly-supervised methods and iterative optimization
method, our method can estimate AU intensity without any anno-
tated data. And the facial parameters regressor can improve 100x
computational speedup than the iterative optimization method.
Quantitative and qualitative results have proved that the proposed
method can achieve comparable results than other methods. The
ablation analysis also explains the effectiveness of our method on
the five components.
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