Introduction
Visual cortical neurons respond to stimuli appearing within a restricted area of visual space known as the cell's classical receptive field (CRF); however, visual perception relies on integrating information from across the visual field. Neurons gather information via intra-cortical connections from distant cells within a cortical area (Brown et 
1994
; DeAngelis et al. 1992) . A significant part of the CRF response is due to thalamocortical/feed-forward synapses (Dragoi et al. 2000) . These synapses carry information into a cortical area from the thalamus or from areas lower in cortical hierarchy to areas higher in hierarchy level ). Intra-cortical (and feedback) synapses recombine information within the cortex and mediate interactions across visual space, they provide contextual nCRF modulation (Das and Gilbert 1999) , and they can be facilitatory or suppressive in nature. Contextual modulation may be instrumental in assigning 'meaning' to a visual scene (Albright and Stoner 2002). In cluttered environments contextual information (the clutter) can hinder the detection of small objects, and under natural vision it may thus be necessary to dynamically adjust the flow of feed-forward and lateral/feedback information; for example to preferentially process information from a small area of visual space that is of behavioural relevance (Chelazzi 1995; Luck et al. 1997 ; Reynolds and Desimone 1999) . Such dynamical shifting could be done by selectively controlling the synaptic efficacy of feed-forward and intra-cortical synapses. Recent in vitro studies suggest that acetylcholine (ACh) might be involved in this dynamic shift (Hasselmo 1995 
2001) demonstrating spatial summation from the nCRF. We show that application of
ACh caused a shift of a neuron's preferred length towards shorter bars and a decrease in its summation area, supporting the hypothesis that ACh re-balances lateral/feedback and feed-forward connections in favour of feed-forward activation.
Materials and Methods
All experiments were carried out in accordance with the European Communities Council Directive 1986 (86/609/EEC), the National Institutes of Health guidelines for care and use of animals for experimental procedures, the Society for Neurosciences Policies on the Use of Animals and Humans in Neuroscience Research, and the UK Animals Scientific Procedures Act.
Electrophysiological recordings:
We recorded extra-cellular responses of V1 neurons from four adult anaesthetized and paralyzed marmosets (Callithrix Jacchus, 400-480g).
We attempted to record exclusively from single neurons, however, occasionally the isolation may have been such that multi unit activity (2-3 cells) has been recorded. Based on assessment of the autocorrelation we recorded from 56 single units and 10 multi-units, as evidenced by the absence, or small numbers, of spikes in the bins 1-3 ms following the trigger spike. Anesthesia was induced by intramuscular injection of Saffan (Alphadalone /Alphaxalone acetate, 1.5 ml/kg) and maintained by continuous intravenous injection of Propofol, (0.8-1.5 ml/kg/hour). Analgesia was ensured by continuous injection of Alfentanil (156µg/Kg/hour). Paralysis was induced and maintained by intravenous injection of vancuronium (Norcuron, 100µg/kg/hour). Animals were artificially ventilated at a rate of 30-70 strokes/min (3.5-5.5 ml/stroke). End-tidal CO 2 was constantly monitored and maintained between 3.5-4.5%. In addition, arterial and venous blood pressure and electrocardiogram were continuously monitored and recorded. Prior to paralysis, adequate depth of anesthesia was ensured by repeatedly checking for absence of toe pinch withdrawal reflexes. Level of anesthesia following paralysis was monitored by means of heart rate and/or blood pressure changes following toe pinches. Animals received antibiotic injections every 12 hours (Cephuroxide, 125mg/kg). Eyes were protected with contact lenses and regularly irrigated with saline. Atropine eye drops were regularly applied to induce and maintain mydriasis and cycloplegia.
ACh was applied iontophoretically via a barrel pipette onto which the recording electrode was mounted. The distance between the ACh pipette (5BBL W/FIL 1.2mm, World Precision Instruments, Inc.) and electrode (FHC, 1-2 M ) tips was 25 to 50µm.
Pipette impedance was 10-30 M . ACh concentration was 0.8 M (pH 4.5). We applied retention currents of -10 to -5 nA and ejection currents varied between +1nA and +100 nA. We generally tried to adjust the ejection current depending on the strength of the effects of application. To do so we started with a relatively low ejection current (10-20nA) , and monitored the effect on neuronal activity over time, while visual stimuli were presented. If the ejection current did not result in activity changes, we increased the current to 50-60nA, and repeated the procedure. If no results were obtained by this application current we further increased the current to 80-100nA. If no ACh effects were obtained using this current strength we advanced our electrode to the next cell. If no effects were recorded for 3 consecutive cells we retracted and replaced the electrode/pipette. In some occasions ejection currents of 10nA caused enormous ACh effects, such that the cell increased firing rates dramatically, or ceased to fire entirely. If such behaviour was encountered we reduced the ejection current to 1-5 nA. We repeatedly ensured that neuronal activity changes were not due to the currents applied by keeping the overall current constant with the aid of compensation pipettes filled with 0.9% saline. To avoid ACh getting sucked into the compensation pipette under these circumstances and being ejected during the retention phase, we set the compensation currents such that the overall current flow was identical during ACh retention and ejection, while at the same time a positive current was always applied to the saline pipette.
Stimuli and protocol:
Stimuli were displayed on a 20-inch analogue CRT monitor (75Hz, 1600 x 1200 pixels) positioned 57cm from the animal. They were presented on a grey background (24.6 cd/m 2 ). Stimuli were brighter or darker than the background, 
Difference of Gaussian model:
Length tuning data were fitted with a difference of
Gaussian model (DOG model, (Sceniak et al. 2001 ). In this model the narrower Gaussian represents the RF's excitatory centre whilst the broader Gaussian represents the inhibitory surround. Each Gaussian is described by a strength (gain) and a space constant, determining its height and width respectively. This function captures the shape of measured length tuning curves and it allows the relative contribution and size of excitation (summation) and inhibition (suppression) areas to be separated. The fitted function is of the form:
Where R corresponds to the model's response to a bar of length y, K e corresponds to the excitatory component amplitude (the summation gain), a corresponds to the size constant of excitatory area (referred to as 'summation area'), K i corresponds to the inhibitory component amplitude (the suppression gain), and b is the size constant of the inhibitory area (referred to as 'suppressive area'). Fits of the summation area and suppression area were constrained such that the suppression area was larger than the summation area and we chose the maximum size to be 30 times mRF. We have tested different constraints, i.e.
allowing these areas to become substantially larger (no constraints, size diameters 12.8
and 20 times mRF) with the same general outcome as described in the results section.
Ratio of Gaussian model:
An alternative description of spatial integration can be given by a ratio of Gaussian Model (ROG) (Cavanaugh et al. 2002) . It is principally similar to the difference of Gaussian model, but assumes that the influence of the suppression area is a normalization:
Again, R corresponds to the model's response to a bar of length y, K e corresponds to the excitatory component amplitude, a corresponds to the size constant of excitatory area, K i corresponds to the inhibitory component amplitude, and b is the size constant of the inhibitory area.
Fit optimization: Fits were optimised to minimize the 2 error (Press et al. 2002) . In short we searched for the model (m) parameters (a) that minimized the error function:
where r is the response to stimulus s, and var(r) is the response variance. Since response variance is generally proportional to the firing rate (Carandini et all variance values <1 to be equal to 1. In order to increase the probability that our fitting routine yielded small error values (and thus good fits), we initially fitted our data with a set of 24 different starting positions for the different parameters. The starting parameters that resulted in the smallest 2 errors were used for the final optimization. Empirical evidence showed that starting parameters needed to be different for the DOG and the ROG models to produce adequate fits with small 2 errors, and were thus different for the two fitting functions.
We assessed the goodness of each fit by calculating the normalised 2 error ( 2 N ) between that data and the model predictions (Cavanaugh et al. 2002) and calculated the associated p-value (Press et al. 2002) to determine whether fits were acceptable. We only included cells where p-values were >0.05. Additionally we calculated the percentage of variance accounted for by the model (Carandini et al. 1997 ). The preferred length of a neuron corresponds to the length at which the peak of the fitted function occurred.
Determination of significance of differences for individual cells:
We applied a bootstrap procedure to determine the reliability of the effects of length tuning shifts, changes in gain, and changes of summation/inhibition areas. To this end we selected for each stimulus condition a set of 15-45 trials (depending on the number of repetitions measured for the respective cell) at random (random with replacement), and performed the model fitting based on these selections of trials. This bootstrapping procedure was performed 100 times for each cell when ACh was applied and when it was not applied, thus resulting in 100 different preferred lengths, gain, and summation/inhibition area estimates with ACh applied and 100 estimates with ACh not applied for each cell recorded. We used a signed rank test to determine whether these estimates were significantly different for the two conditions.
Tonic index: To determine whether ACh changed the response profile of a cell, we calculated the tonic index (TI) as the firing rate during late response period (R late , 250-500ms after stimulus onset), divided by the firing rate during the early response period (R early , 30-250ms after stimulus onset). TI = R late / R early (5) This index determined whether cells responded more or less tonically (sustained)
in the presence of externally applied ACh.
Results
We recorded the length tuning of a total of 120 neurons. To determine the preferred length, the summation area, the inhibition area, and the excitatory and inhibitory gains we fitted our data with a difference of Gaussians (DOG) and with a ratio of Gaussian (ROG) model (see Methods). These models capture length tuning properties and provide independent estimates of the relative strength and size of the summation and suppression areas (Cavanaugh et Figure 4 shows the preferred length and the spatial summation area as a function of time and ACh present/absent for facilitated ( figure 4A ) and suppressed cells (figure 4B). Cells facilitated by ACh preferred shorter bars from shortly after stimulus onset, however, the difference in preferred length became particularly pronounced from ~ 150 ms after stimulus onset. These differences seem to occur somewhat later for cells that were suppressed by ACh application. The summation area showed a very similar behaviour to the preferred length for both cell groups, while the suppression area was not systematically affected by ACh application (data not shown). It may seem puzzling that facilitated cells preferred shorter bars from ~150 ms after response onset, although the ACh induced changes occurred only after the initial peak, while suppressed cells showed the effects later, where these suppressed cells showed ACh induced suppression mostly (but not exclusively) during the early response phase. From figure 3 it is apparent that this suppression was strongest at intermediate bar lengths, and these bar lengths also elicited the strongest responses during the early response phase in the absence of ACh.
Thus the ACh induced reduction during the early response phase is to some extend scaled with the response strengths itself, and therefore has resulted in similar preferred bar lengths. This was different for the late response phase. Here the ACh induced reduction was almost the same for medium and long bars, while there was no decrease (or even a small increase) in firing rate for small bars. This resulted therefore in a shift of preferred length towards shorted bars during the late response phase for cells suppressed by ACh.
Interestingly, preferred length and summation areas show quite a degree of temporal dynamics when ACh was present and when it was absent. While preferred length and summation area were fairly large during the initial response period they decreased substantially during the period of ~130-200 ms after stimulus onset, and increased again thereafter.
Response profile:
Responses with ACh present were more sustained, i.e. the difference in firing strength between the transient and sustained part of the response was decreased. This occurred for cells whose stimulus driven response was increased by ACh (figure 3A), as well as those whose response was decreased by ACh (figure 3B).
However, there were notable differences between these changes. While cells facilitated 
Location of recording sites:
We did not make electrolytic lesions at the end of each recording track, because that would have destroyed parts of the intrinsic V1 network, which would likely have affected our results regarding the effect of ACh on intra-areal processing. However, we took care to monitor our recording depth precisely.
After making a small incision into the dura prior to each track, we positioned our electrode/pipette under microscope guidance such that our zero depth registration corresponded to the location where the pipette tip just touched the cortical surface. We attempted to make penetrations perpendicular to the cortical surface, thereby hoping to be able to reconstruct the depth (and potentially the layers cells were recorded from) with reasonable precision. From these measurements we reconstructed the recording depth.
There was no obvious correlation between recording depth and whether cells were facilitated or suppressed by ACh. Neither was there an obvious correlation between recording depth and an ACh induced decrease of a cell's summation area (and thus length preference).
The above data were obtained in marmoset monkeys (Callithrix Jacchus). We also recorded 19 cells with a significant effect of ACh in one anaesthetised macaque monkeys (Macaca mulatta) under otherwise identical conditions. These cells showed identical trends, i.e. they showed a systematic reduction in preferred length, and a reduction of the summation area. This potentially reflects the fact that inhibitory synapses are less affected by ACh than excitatory synapses (Kimura and Baughman 1997).
In our study we have defined the spatial diameter of the receptive field as the minimum response field (mRF) (Barlow et al. 1967; Blasdel and Fitzpatrick 1984) ; the area within which presentation of a small bar elicits an extracellular response. The term classical receptive field (CRF) is often used as a synonym (Knierim and van Essen 1992).
Surrounding the CRF/mRF is an area that can modulate the response to stimuli presented within the mRF/CRF, and this modulation can be facilitatory or inhibitory. The excitatory and inhibitory parts of the receptive field are usually assumed to extend over the CRF and 
Conclusion
In this study we have demonstrated that the application of ACh to cells in primate V1 can significantly change the cell's length tuning. This result is compatible with the hypothesis that the effect of cortical ACh is to control the flow of neuronal information such that the efficacy of information arriving from the senses is boosted relative to information from within the cortex. Various earlier lines of evidence have contributed to this hypothesis; however this is the first study to test it directly in vivo in the primate. A number of features of our data are strikingly similar to data from studies investigating the effects of spatial attention on neuronal processing. For example our data resembles data from an attention experiment which showed that neuronal response profiles become more tonic during attentive states (Roelfsema et al. 1998) . Perhaps more striking is the finding that spatial attention reduces contextual influences (Ito et al. 1998 
