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Abstrat
We onsider two versions of a simple evolutionary algorithm model for protein folding at
temperature zero: the (1 + 1)-EA on the LeadingOnes problem. In this shemati model,
the struture of the protein, whih is enoded as a bit-string of length n, is evolved to its
native onformation through a stohasti pathway of sequential ontat bindings.
We study the asymptoti behavior of the hitting time, in the mean ase senario, under
two dierent mutations: the one ip whih ips a unique bit hosen uniformly at random
in the bit-string, and the Bernoulli ip whih ips eah bit in the bit-string independently
with probability c/n. For eah algorithm we prove a law of large numbers, a entral limit
theorem and ompare the performane of the two models.
KEY WORDS: evolutionary algorithm, markov hain, protein folding.
A.M.S. SUBJECT CLASSIFICATION : 60J10, 60F05, 92D20, 92C05.
1 Introdution
Evolutionary algorithms (EAs) are adaptive heuristi searh algorithms. They are based on the
mehanisms of natural seletion and are widely used in a great variety of problems, for instane
population genetis, mahine learning and optimization. The task of the EA is to searh a tness
landsape for maximal values. A population of individuals, onsidered as andidate solutions to
the given problem, is evolved under steps of mutation and steps of seletion. Eah individual
reeives a numerial evaluation, alled its tness sore. The dynamis of the EA simulates,
supposedly like in natural systems, the survival of the ttest among the individuals. Thus,
individuals of maximum tness are sought.
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Despite their numerous heuristi suesses, mathematial results desribing the behaviour
of EAs are rather sparse. Among the exeptions are R. Cerf [9℄, [8℄, Y. Rabinovih and A.
Wigderson [19℄, G. Rudolph [20℄ , C. Mazza and D. Piau [16℄, P. Del Moral and A. Guionnet
[17℄, J. Bérard [4℄ and J. Bérard and A. Bienvenüe [5℄, [6℄.
Sine EAs usually exhibit ompliated dynamis, omplexity results are diult to reah
and it is a ommon approah to onsider simplied ases. Among the simplied EAs are the so
alled (1 + 1)-EAs. These are studied by H. Muhlenbein [18℄, T. Bäk [2℄, G. Rudolph [20℄, J.
Garnier et al. [14℄, and S. Droste et al. [13℄, [12℄. In this paper, we study the time of onvergene
of two versions of a spei (1 + 1)-EA, namely the (1 + 1)-EA on the LeadingOnes problem.
One of the main motivation for studying these algorithms is that they an be used as a simple
models for the protein-folding problem. Indeed, the (1 + 1)-EAs we fous on, diretly t to the
model of protein-struture predition at temperature zero, proposed by biophysiists A. Bakk
et al. [3℄.
1.1 The physial model
Proteins typially fold to a unique native or biologially ative onformation on time sales from
10−3s. to 1s. However, if the dynamis of the folding proess would follow a random searh in
the onformation spae it would result in astronomial time sales. This paradox is known under
the name of Levinthal's paradox [15℄. How do proteins fold to their native state? This is one of
the intriguing problems of biophysis. Annsen [1℄ showed that the native state is genetially as
well as thermodynamially determined, i.e. it orresponds to the onformation in whih Gibbs
free energy of the whole system is lowest.
There are many hypotheses onerning the transition state (TS). One of the view is that the
(TS)-dynamis onsists in a pathway whih arries the polypeptide (protein) to the native state
through a guided desent along the Gibbs free energy landsape (J. A. Shellman [21℄,K. A. Dill
et al. [10℄).
The protein-like model proposed by A. Bakk et al. [3℄ an be desribed as follows. The polypep-
tide hain is equipped with n ontat points c1, ..., cn that we will also all nodes. For i from
1 to n, ci is assigned a binary ontat variable φi that indiates whether it is folded (φi = 1)
or unfolded (φi = 0). In onsequene the onformation of the protein is entirely determined by
the bit-string of length n, φ = (φ1, φ2, ..., φn) and the native state orresponds to the bit-string
where φi = 1,∀1 ≤ i ≤ n, that is (1, ..., 1). There is a bijetive mapping from the onformation
spae onto {0, 1}n.
Let i0 denote the smalest i ∈ {1, ..., n} for whih ci is unfolded, i.e. for whih φi = 0. We
all the open part of the protein the set of ontat points {ci0 , ci0+1, ..., cn}.
The assumption about the dynamis of the folding proess is that eah individual node
is assigned an energy of −ε0 if i < i0, zero otherwise. It an be implemented trhough the
2
Hamiltonian
H = −ε0(φ1 + φ1φ2 + ...+ φ1...φn)
This Hamiltonian an be re-writen in terms of the LeadingOnes funtion L, dened on the spae
of onformations {0, 1}n, whih ounts the length of the longest prex of ones in the bit-string:
L(x) = max{k ≥ 1 : ∀1 ≤ i ≤ k, xi = 1} ∪ {0}.
Indeed,
H = −ε0L(φ) = −ε0(i0 − 1) (1)
In this model, there is no energy assoiated to the open part of the protein. It is also known
under the name of the zipper-model. In fat, a desent along the energy landsape means both
the folding of the leftmost unorretly folded substruture, i.e node ci0 , and the status-quo for
the orretly folded substrutures preeding it (on the left), i.e. nodes ci for i < i0. It means
that the folding events our in a spei order: they behave like the individual loks in a zipper.
In the bit-string framework, lowering the Gibbs free-energy is exatly inreasing the size of the
longest prex of ones.
The algorithm proposed by A. Bakk et al. [3℄ to searh the state spae {0, 1}n for onfor-
mations of lowest energy, i.e. the native state, is based on the Monte Carlo Metropolis (MCM)
method ( Binder [7℄ ). Let T denote the temperature of the whole system, k the usual Boltzmann
onstant, and put β = 1/kT . The algorithm proeeds iteratively as follows. The individual (bit-
string) at time k, Xk, undergoes a mutation to a new onformation X
′
k, through a stohasti
proess that will be desribed later. Now, X ′k is seleted to form the new individual at time
k + 1, Xk+1, with probability
P
aept
= min (1, exp(−β∆H)) , with
∆H = H(X ′k)−H(Xk).
Otherwise Xk+1 is a repeat of the old onguration Xk.
In this paper, we onentrate on the MCM model taken at temperature zero, that we denote
by MCM0, as well as on a very lose version of this algorithm. These algorithms are diretly
onneted to the (1 + 1)-EA on the LeadingOnes problem. We reall that the dynamis of
(1 + 1)-EAs an be formalized through disrete Markov hains as follows:
1.2 The (1 + 1)-EA approah to native onformation predition
In the protein model we wish to minimize the Hamiltonian H, whih is equivalent, aording
to (1), to maximize the LeadingOnes funtion. More generally, the goal of (1 + 1)-EAs is to
optimise some tness funtion f : {0, 1}n → IR. The algorithm proeeds as follows: a unique
individual, or bit-string, is evolved under the following two-steps iterative proess:
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1.Mutation:
As in the MCM method, at every evolutionary step, known as generation, the individual in the
urrent population at time k, Xk, undergoes a random walk to a new individual X
′
k.
2. Seletion:
Xk and X
′
k are evaluated in terms of their tness value. Then, the one with the highest tness
sore is seleted to form the generation at time k + 1, Xk+1:
If f(X ′k) > f(Xk), then Xk+1 = X
′
k. Otherwise Xk+1 = Xk. (2)
The notation (1+1)-EA aounts for the fat that we selet among one parent and one hild.
Here, we fous on the mean ase senario, in whih the rst individual X0 is hosen uniformly at
random in {0, 1}n. The reason for this restrition is that the mean ase is easier to manage, on
a mathematial level, in the LeadingOnes framework. When the tness funtion is preisely L,
this algorithm will be denoted by (1 + 1)L-EA. We notie that in the ase of a tness landsape
with loal maxima the (1 + 1)-EA method ould end in a suboptimal searh. But, as long as
we onsider the LeadingOnes problem whose tness has no loal maxima, we are not worried
about that. In the litterature, there is no atual onsensus, in the denition of (1 + 1)-EAs, on
the seletion rule. It is sometimes taken to be the following sligthly dierent one:
If f(X ′k) ≥ f(Xk), then Xk+1 = X ′k. Otherwise Xk+1 = Xk. (3)
For example, Garnier et al. [14℄ onsider the rst version of the seletion rule (2), whereas Droste
et al. [13℄, [12℄ fous the seond version (3).
We notie that in the LeadingOnes framework, the variant of (1 + 1)L-EA with mutation
rule (3) is nothing else but MCM0. In order to disriminate them, we shall keep the name
MCM0. The only dierene between these two very lose algorithms being that MCM0 aepts
andidates X ′k whose energy is the same as the one of Xk, whereas (1 + 1)L-EA does not.
1.3 Statement of the results
Tn (respetively T̂n) denotes the hitting time until some optimal (with regard to the tness
funtion) onformation or individual is sampled by the (1+1)-EA (by MCM0 respetively). We
fous on both MCM0 and (1 + 1)L-EA in the mean ase senario, under two dierent kinds of
mutation: the one ip, whih ips a unique bit hosen uniformly at random in the bit-string,
and the Bernoulli ip, whih ips eah bit in the bit-string independently with probability c/n.
As briey realled in the introdution, there has already been some work about the omplexity
of some (1 + 1)-EAs:
From Droste, Jansen and Wegener [13℄, E(T̂n) = Θ(n lnn) for the Bernoulli ip applied to a
linear tness funtion on {0, 1}n. From Droste et al. [12℄, the LeadingOnes funtion, is solvable
in mean time Θ(n2) in the Bernoulli ip senario.
Garnier et al. [14℄ study the OneMax funtion | · |, whih ounts the number of ones in the
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bit-string, in the one ip and the Bernoulli ip frameworks, that is
|x| =
n∑
i=1
xi.
In the one ip ase, (Tn − n lnn)/n onverges in distribution to − ln 2 − lnZ. In the Bernoulli
ip ase, (Tn − c−1ecn lnn)/n onverges in distribution to −c−1ec lnZ +C(c), where the law of
Z is exponential of parameter 1 and C(c) is some c-dependent onstant.
We prove the analog for the LeadingOnes problem of the result of Garnier et al. [14℄. This
improves on the result of Droste et al. [12℄. We prove a law of large numbers, a entral limit
theorem, and we ompare the performane of the two models. Finally, we prove that the
distribution of the hitting time of MCM0, T̂n, is the same as the one of Tn in both the one ip
and the Bernoulli ip senari.
Theorem 1.1 (one ip ase) (i) For n ≥ 1, E(Tn) = n2/2;
(ii) As n→∞, Tn/E(Tn) onverges in probability to 1.
(iii) As n → ∞, (Tn − E(Tn))/n3/2 onverges in distribution to a entered Gaussian random
variable of variane 3/4.
Theorem 1.2 (Bernoulli ip ase) i) As n→∞, E(Tn) ∼ m(c)n2, with
m(c) := (ec − 1)/(2c2).
ii) As n→∞, Tn/E(Tn) onverges in probability to 1.
iii) Furthermore, (Tn −m(c)n2)/n3/2 onverges in distribution to a entered Gaussian random
variable of variane σ2(c), with
σ2(c) := 3(e2c − 1)/(8c3).
Note that m(c) > 1/2 for every c > 0.
Corollary 1.1 As n→∞, E(Tn) for the Bernoulli ip ase is greater than E(Tn) for the one
ip ase, for any value of c.
Theorem 1.3 In both the one ip and the bernoulli ip ase, Tn and T̂n have the same distri-
bution.
2 Proof of Theorem 1.1
The law of Tn, onditioned by |X0|, is the law of a sum of geometri random variables, see
Lemma 2.1. This yields Part (i) of the theorem. Sine the CLT implies the law of large numbers,
we then prove the CLT of Part (iii).
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The distribution of Tn stems from a simple observation. In the (1+1)-EA on the LeadingOnes
problem, a mutation is aepted if and only if it adds 1 to the number of leading ones. As a
onsequene, in the one ip framework, the hain jumps when the leftmost zero is ipped. The
other ips leave the hain unhanged. Thus, the zeroes in X0 are suessively ipped, from left
to right, until one hits the optimal individal (onformation) (1, 1, . . . , 1).
Here and later in the paper, ε = 1/n when we deal with algorithms on strings of length n,
|x| is the number of ones in x, the geometri law G(p) of parameter p is dened by
G(p) =
∑
n≥1
p (1− p)n−1δn,
and the negative binomial law of parameter (k0, p), NB(k0, p), puts the following mass on k ≥ k0:(
k − 1
k − k0
)
pk0(1− p)k−k0 .
Lemma 2.1 If |X0| = n− k0, Tn is the sum of k0 i.i.d. G(ε) random variables. Thus, the law
of Tn is negative binomial of parameter (k0, ε).
Proof of Lemma 2.1. Let τ0 = 0 and, for every k ≥ 0,
τk+1 = inf{i ≥ τk ;Xi 6= Xτk}, σk+1 = τk+1 − τk, X˜k = Xτk . (4)
In words, X˜k denotes the position of the hain after its k-th jump, and |X˜k| = n− k0 + k. The
leftmost zero of X˜k is ipped after a sojourn at X˜k of length σk+1. Thus, (σk)k is i.i.d. of law
G(ε). It remains to note that
Tn = σ1 + · · · + σk0 .

Proof of Part (iii). Let Ek denote the onditioning on {|X0| = n− k}. Sine X0 is uniform,
the law µ of |X0| is binomial (n, 1/2). From Lemma 2.1, under Pk, Tn is the sum of k i.i.d.
geometri random variables of parameter ε. Thus,
Ek(e
−αTn) = e−αk εk
[
1− (1− ε) e−α]−k . (5)
Set Θn = (Tn−n2/2)/n3/2. The deomposition of the Laplae transform of Θn along the values
of |X0|, the expliit form of µ, and Equation (5) yield together that
E(e−αΘn) = e
√
nα/2 2−n
n∑
k=0
(
n
k
)
e−αk/n
3/2
εk
[
1− (1− ε) e−α/n3/2
]−k
.
This an be rewritten as
E(e−αΘn) = e
√
nα/2 2−n (1 + βn)n,
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with
βn = ε e
−α/n3/2
[
1− (1− ε) e−α/n3/2
]−1
.
Reall that ε = 1/n. The expansion of βn reads
βn = 1− α/
√
n+ α2/n+ o(1/n).
This implies that
E(e−αΘn)→ e3α2/8,
as n→∞. This onludes the proof. 
3 Proof of Theorem 1.2
We rst desribe the law of Tn onditionally on the values taken by L along the path of (Xk)k
before Tn, that is, until the optimal individual (1, 1, . . . , 1) is hit. This law is the law of a sum
of independent geometri random variables, see Lemma 3.3. We dedue the overall law of Tn,
see Proposition 3.1. This yields part (i) of the theorem.
As in the previous setion, sine CLT implies the law of large numbers, we then prove the
CLT of part (iii).
We reall that the (1+1) EA, in the LeadingOnes framework, aepts a mutation if and only
if the number of leading ones is inreased. Hene the dynamis of the Bernoulli ip algorithm
proeeds as follows: the hain jumps to a new individual, at time k+1, if and only if the leading
ones of Xk are left unhanged and its leftmost zero is ipped, no matter whih values are taken
by the other bits.
Here and later in the paper, ε = c/n when we deal with algorithms on strings of length n.
For all i ≥ 0, let p(n, i) = ε(1 − ε)i. As in the one ip framework, X˜k denotes the position of
the hain after its k-th jump. We also keep the same denition for σk and τk.
For all k ≥ 0, let
ℓk = L(X˜k).
Let Y0 be suh that
X0 = (1
ℓ0 , 0, Y0).
For k ≥ 1, dene Yk and Wk by
X˜k = (1
ℓk−1, 1,Wk) = (1ℓk , 0, Yk).
Lemmas 3.1 and 3.2 below are needed to ompute the law of of Tn onditionally on (ℓj) in
Lemma 3.3.
Lemma 3.1 (i) For all k ≥ 0, σk depends on the past only through the last sore ℓk−1. That is,
the law of σk, onditionally on (Xt){t<τk}, is the law of σk, onditionally on ℓk−1.
(ii) For all k ≥ 0, given {ℓk−1 = i}, the law of σk is G(p(n, i)).
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Proof. The sojourn time σk is the time the algorithm takes to jump from X˜k−1 to X˜k. The
leftmost zero of X˜k−1 is in position ℓk−1+1. Thus, one needs to ip the (ℓk−1+1)-th bit, while
leaving the rst ℓk−1 bits unhanged.Thus,
P (σk = t | X˜0, . . . , X˜k−1) = ε(1 − ε)ℓk−1
[
1− ε(1− ε)ℓk−1
](t−1)
.

Lemma 3.2 For all k ≥ 1 let F̂k = σ{σi, ℓj : i ≤ k, j ≤ k− 1}, then the law of ℓk onditionally
on F̂k is the law of ℓk onditionally on ℓk−1.
Proof. Let Pi denote the probability given {ℓ0 = i}. Using the strong Markov property:
P (ℓk = ik|σk = tk, ℓk−1 = ik−1, . . . , σ1 = i1, ℓ0 = i0) = P (ℓ1 = ik|σ1 = tk, ℓ0 = ik−1) (6)
Sine {ℓ1 = i1, σ1 = t, ℓ0 = i0} = {L(Xt) = i1, L(Xt−1) = . . . = L(X0) = i0}, sine {σ1 = t, ℓ0 =
i0} = {L(Xt) 6= i0, L(Xt−1) = . . . = L(X0) = i0} and using the Markov property on (L(Xt)t)
we derive the following expression:
P (ℓ1 = ik|σ1 = tk, ℓ0 = ik−1) = P (L(X1) = ik|L(X0) = ik−1)
P (L(X1) 6= ik−1|L(X0) = ik−1)
This quantity is indepedent from tk, hene if we reonsider (6):
P (ℓk = ik|σk = tk, ℓk−1 = ik−1, . . . , σ1 = i1, ℓ0 = i0) = P (ℓk = ik|ℓk−1 = ik−1)

Lemma 3.3 Conditionally on {ℓ0 = i0, . . . , ℓJ−1 = iJ−1, ℓJ = n}, Tn is the sum of J indepen-
dent geometri random variables with respetive parameters p(n, i0), . . . , p(n, iJ−1).
Proof. Given the suessive LeadingOnes sores {ℓ0 = i0, . . . , ℓJ = n} until the optimal indi-
vidual is hit, Tn =
∑J
k=1 σk. Thus,
P (Tn = t|ℓJ = n, . . . , ℓ0 = i0) =
∑
t1+···+tk=t
P (σJ = tJ , . . . , σ1 = t1|ℓJ = n, . . . , ℓ0 = i0) (7)
Using Lemmas ( 3.2) and ( 3.1) we an derive by indution:
P (ℓJ = n, σJ = tJ , . . . , σ1 = t1, ℓ0 = i0) =
J∏
k=1
P (ℓk = ik|ℓk−1 = ik−1)P (σk = tk|ℓk−1 = ik−1)
Hene, sine
∏J
k=1 P (ℓk = ik|ℓk−1 = ik−1) = P (ℓJ = n, . . . , ℓ0 = i0),
P (σ1 = t1, . . . , σJ = tJ |ℓJ = n, . . . , ℓ0 = i0) =
J∏
k=1
P (σk = tk|ℓk−1 = ik−1)
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We an now replae this last equation in (7),
P (Tn = t|ℓJ = n, . . . , ℓ0 = i0) =
∑
t1+···+tk=t
J∏
k=1
P (σk = tk|ℓk−1 = ik−1)
Let q(n, ik) denote the probabilty distribution of G(p(n, ik)).
Then using Lemma 3.1, we an write, as we reognize a produt of onvolution:
P (Tn = t|ℓJ = n, . . . , ℓ0 = i0) = q(n, iJ−1) ∗ · · · ∗ q(n, i0)(t)
Thus, given that the searh jumps J times until the target (1, 1, . . . , 1) is hit and given
{ℓ0 = i0, . . . , ℓJ = n}, Tn follows the same distribution as the sum of J independent G(p(n, i0)),
. . . ,G(p(n, iJ−1)) random variables.
Let us fous on P (ℓ0 = i0, . . . , ℓJ−1 = iJ−1, ℓJ = n). In order to ompute this quantity, we
need the following Lemma:
Lemma 3.4 Let k ≥ 1. If X0 is hosen uniformly in {0, 1}n, then, given {ℓk−1 = i}, Wk follows
the uniform distribution on {0, 1}n−i−1:
L(Wk|ℓk−1 = i) = U({0, 1}n−i−1).
Proof. Let us fous on the ase where k = 1. Let Pi denote the probability onditionally on
{ℓ0 = i}. Let µ denote the probabilty distribution of Y0 given {ℓ0 = i}. As X0 is hosen
uniformly in {0, 1}n, µ is the uniform distribution on {0, 1}n−i−1.
Pi(W1 = w) =
∑
t≥1
Pi(X˜1 = (1
i, 1, w), σ1 = t) (8)
Sine {Xσ1 = (1i, 1, w), σ1 = t, L(X0) = i} = {Xt = (1i, 1, w), L(Xt−1) = . . . = L(X0) = i} and
using the Markov property, Equation (8) an be rewritten:
Pi(W1 = w) =
∑
t≥1
Pi(X1 = (1
i, 1, w))Pi(L(X1) = L(X0))
t−1
Hene,
Pi(W1 = w) =
Pi(X1 = (1
i, 1, w))
Pi(L(X1) > L(X0))
(9)
We reall that the Markov hain jumps from X0 to a onformation of higher tness at time 1
if both none of the ℓ0 rst ones of X0 are ipped and the leftmost zero of X0, is ipped. Hene,
Pi(L(X1) > L(X0)) = ε(1 − ε)i (10)
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On the other hand, as Pi(Y0 = u) = µ(u) = 1/2
n−i−1
,
Pi(X1 = (1
i, 1, w)) = 1/2n−i−1
∑
u∈{0,1}n−i−1
P (X1 = (1
i, 1, w)|X0 = (1i, 0, u)) (11)
If d(w, u) denotes the Hamming distane between w and u,
P (X1 = (1
i, 1, w)|X0 = (1i, 0, u)) = ε(1− ε)iεd(w,u)(1− ε)n−i−1−d(w,u) (12)
Finally Equations (9), (10), (11) and (12) together with∑
u∈{0,1}n−i−1
εd(w,u)(1− ε)n−i−1−d(w,u) = 1,
yield that:
Pi(W1 = w) = 1/2
n−i−1
(13)
Now, using the strong Markov property we an derive the proof for any k ≥ 2. 
Lemma 3.5 If X0 is hosen uniformly at random in the state spae, for all k ≥ 1 , the ondi-
tional distribution of ℓk, given {ℓk−1 = ik−1}, satises:
P (ℓk = jk|ℓk−1 = jk−1) = 2−(jk−jk−1) if i0 + 1 ≤ jk < n
= 2−(n−jk−1−1) if jk = n
Proof. This is a diret onsequene of Lemma 3.4 
Now that we know the probability distribution of the sequene of the suessive LeadingOnes
sores until the target individual (1, 1, . . . , 1) is hit as well as the distribution of Tn onditional
to the values taken by these LeadingOnes sores, we an ompute the probability distribution
of Tn:
Proposition 3.1 If X0 is hosen uniformly at random in {0, 1}n, then, the probability distri-
bution of Tn satises:
P (Tn = t) =
1
2n
∑
J
∑
{o≤i0≤i1≤...≤iJ=n}
q(n, iJ−1) ∗ · · · ∗ q(n, i0)(t) (14)
Proof. X0 being hosen uniformly at random in the searh spae, P (ℓ0 = i0) =
1
2i0+1
. Thus,
applying Lemma 3.5,
P (ℓ0 = i0, . . . , ℓJ = n) =
1
2n
The result is then a diret onsequene of Lemma 3.3. 
10
Proof of part (iii). Set Θn = (Tn − n
2(ec−1)
2c2
)|n3/2.
Thus,
E(exp(−αΘn)) = exp
(
α
√
n
2c2
(ec − 1)
)
E
(
exp(−α Tn
n3/2
)
)
(15)
Aording to the distribution of Tn given by (14):
E
(
exp(−α Tn
n3/2
)
)
=
1
2n
∑
J
∑
i0<···<iJ−1
E
(
exp(− α
n3/2
(G(p(n, i0) + · · ·+ G(p(n, iJ−1))
)
Sine the variables (G(p(n, ik))ik are independent,
E
(
exp(−α Tn
n3/2
)
)
=
1
2n
∑
J
∑
i0<···<iJ−1
J−1∏
k=0
E
(
− α
n3/2
G(p(n, ik)
)
=
1
2n
n−1∏
k=0
(
1 + φk(
α
n3/2
)
)
where φk(α) denotes the Laplae transform of G(p(n, ik)).
φk(α) =
e−αp(n, ik)
1− (1− p(n, ik))e−α .
Realling that p(n, ik) = ε(1 − ε)i and ε = c/n, we derive that:
n−1∏
k=0
(
1 + φk(
α
n3/2
)
)
≃n→+∞ 2n exp
(
−α
√
n
2c2
(ec − 1)
)
exp
(
3α2
8c3
(e2c − 1)
2
)
Thus, replaing this in (15), as n goes to ∞:
E(exp(−αΘn)) ≃ exp
(
3α2
8c3
(e2c − 1)
2
)
We reognize the Laplae transform of a entered gaussian variable of variane
3(e2c−1)
8c3
. It ends
the proof.
4 Proof of Theorem 1.3
In the MCM0 framework, the algorithm has the possibility to visit several distint protein
onformations (individuals) whose tness has the same value before it nally jumps to a new
individual with higher tness sore. This is not allowed in the (1+ 1)L-EA where the individual
at time k, Xk, is not allowed to jump to an individual Xk+1 with the same tness sore and
that would not be Xk itself.
As in the previous setions we denote by (X˜k)k the hain dened by the protein onforma-
tions taken at the times of tness jumps (τk)k.
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Now, we briey sketh the proof of Theorem 1.3.
Proof in the one ip ase.
Here, we put ε = 1/n.
In the (1 + 1) framework, one X0 has been sampled, the path (X˜k)k beomes entirely deter-
ministi: going trough it means exatly ipping, one at a time, from left to right the zeros of
X0. This is not true in the ase of MCM0 and we annot adapt diretly the proof of Theorem
1.1.
The idea of the proof is lose to the one Theorem 1.2. First we onsider the law of T̂n
onditionally on the values taken by L along the path (Xk)k until the ground state is sampled.
The same basis arguments apply. Lemma 3.2 remains true and we nd that, as in the one ip
(1 + 1) framework, (σ)k is i.i.d. of law G(ε). Now, Lemma 3.3 an easily be adapted:
Lemma 4.1 Conditionally on {ℓ0 = i0, . . . , ℓJ−1 = iJ−1, ℓJ = n}, T̂n is the sum of J i.i.d.
geometri random variables with parameter ε, i.e. T̂n is negative binomial of parameter (J , ε).
Lemma 3.4 still holds:
Proof. The proof is a opy the one of Lemma 3.4 up to Equation (9):
Pi(W1 = w) =
Pi(X1 = (1
i, 1, w))
Pi(L(X1) > L(X0))
In the one ip senario, a unique bit at a time is ipped during the step of mutation. In
onsequene, in order to sample (1i, 1, w) at time 1, we need to have sampled (1i, 0, w) at time
0. Thus,
Pi(X1 = (1
i, 1, w)) = P (X1 = (1
i, 1, w)|X0 = (1i, 0, w))Pi(Y0 = w) = 1/(n2n−i−1) (16)
On an another hand,
Pi(L(X1) > L(X0)) = 1/n (17)
Equalities (16) and (17) applied to Equation (9) return the result for k = 1. Finally, the strong
Markov property ends the proof for k > 1.
Now, we an prove Theorem 1.3 in the one ip ase:
Proof of Theorem 1.3 . From the above, we derive the distribution of T̂n:
P (T̂n = t) =
1
2n
∑
J
∑
{o≤i0≤i1≤...≤iJ=n}
NB(J, ε)(t)
=
∑
J
1
2n
(
n
J
)
NB(J , ε)(t)
We reall from Lemma 2.1 that onditionally on |X0| = n − J, Tn is negative binomial of
parameter (J , ε). As X0 is hosen uniformly at random in {0, 1}n, it yields that for all t ≥ 0:
P (Tn = t) = P (T̂n = t)
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Proof in the Bernoulli ip ase.
The dynamis of MCM0 and (1 + 1)L slighlty dier. Though, we notie that in the MCM0
framework, Lemmas 3.1, 3.2, 3.4, 3.5 still hold. Now, sine the proof of Proposition 3.1, is
entirely based on these lemmas, we derive that the probabilty distribution of the hitting time is
the same in both the MCM0 and the (1 + 1)L-EA senari.

5 Conlusion
After examining the two versions (one ip and Bernoulli ip) of the EAs on whih we foused,
we reah the following onlusion: As (ec − 1)/c2 > 1 for all c ∈ IR+, the expeted value of the
hitting time is higher in the Bernoulli ip than in the one ip. Thus, we an onlude that the
one ip performs better than any Bernoulli ip, in terms of the expeted hitting time. The same
onlusion has already been derived by Garnier et al. [14℄ for the OneMax problem.
This better performane of the one ip suggests that, despite the ability of the Bernoulli
ip to jump from any region of the searh spae to any other, in a single iteration of the
searh proess, the Bernoulli ip results in a slower onvergene to a given individual, in the
LeadingOnes framework.
In order to explain this phenomenon, as the Markov hain whih models our (1 + 1) searh
proess aepts a mutation only in ase of an inrease in the number of leading ones, we should
point out the following fats: in the Bernoulli ip framework, the loser the algorithm gets to
the target individual, the longer the algorithm waits until it jumps; on the other hand, in the
one ip ase, the number of leading ones urrently present in the bit-string does not interfere
in the distribution of the time taken for the searh to jump. Also, this probability distribution
remains stable as the searh draws near to the optimal individual.
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