We consider the exact channel synthesis problem. This problem concerns the determination of the amount of information required to create exact correlation remotely when there is a certain rate of randomness shared by two terminals. This problem generalizes an existing approximate version, in which the generated joint distribution is restricted to be close to a target distribution under the total variation (TV) distance measure, instead being exactly equal to the target distribution. We provide single-letter inner and outer bounds on the admissible region of the shared randomness rate and the communication rate for the exact channel synthesis problem. These two bounds coincide for doubly symmetric binary sources, which implies that for such sources, the admissible rate region is completely characterized. We observe that for such sources, the admissible rate region for exact channel synthesis is strictly included in that for TV-approximate version.
I. INTRODUCTION
How much information is required to create correlation remotely? This problem, illustrated in Fig. 1 and termed distributed channel synthesis (or communication complexity of correlation), was studied in [1] - [5] . The exact (resp. approximate in the total variation (TV) sense) channel synthesis refers to the problem of determining the minimum communication rate required to generate two correlated sources (X n , Y n ) respectively at the encoder and decoder such that the induced joint distribution P X n Y n exactly equals π n XY (resp. the TV distance P X n Y n and π n XY vanishes asymptotically). Harsha et al. [5] used a rejection sampling scheme to study the one-shot version of exact simulation for discrete (X, Y ). They showed that the amount of the common randomness can be O(log log |X| + log |Y |) if the expected description length is increased by O(log (I(X; Y ) + 1)+log log |Y |) from the minimum possible rate I(X; Y ). Li and El Gamal [6] showed that if the expected description length is increased by log(I(X; Y ) + 1) + 5 from I(X; Y ), then the amount of the common randomness can be upper bounded by log(|X |(|Y| − 1) + 2). Recently, the present authors [7] considered the exact channel synthesis problem with no shared randomness, and completely characterized the optimal communication rate for the doubly symmetric binary source (DSBS). For the DSBS, the present authors observed that exact channel synthesis requires a strictly larger communication rate than the TVapproximate version. Until now, the tradeoff between the communication rate and the shared randomness rate for the exact channel synthesis problem has not been studied yet, except for the limiting cases with unlimited shared randomness and no shared randomness that were respectively studied by Bennett et al. [1] , Kumar, Li, and El Gamal [8] , and the present authors [7] . In this paper, we study this problem and make progress on it.
As shown by Bennett et al. [1] , when there exists unlimited shared randomness available at the encoder and decoder, there exists a scheme to synthesize a target channel if and only if the asymptotic communication rate is larger than or equal to the mutual information I(X; Y ) between (X, Y ) ∼ π XY . If communication rates are restricted to approach to the optimal rate I(X; Y ) asymptotically as n → ∞ (i.e., there is no penalty on the asymptotic communication rate), then what is the minimum amount of shared randomness required to realize exact synthesis? Bennett et al. [4] conjectured that an exponential number of bits (and hence an infinite rate) of shared randomness is necessary. For brevity, we term this conjecture as the BDHSW (Bennett-Devetak-Harrow-Shor-Winter) conjecture. However, Harsha et al. [5] (as well as Li and El Gamal [6] ) disproved this conjecture for discrete (X, Y ) with finite alphabets, and showed that for this case a finite rate (i.e., linear number of bits) of shared randomness is sufficient to realize exact synthesis with no penalty on the asymptotic communication rate. More precisely, Harsha et al.'s one-shot result implies that the shared randomness rate can be upper bounded by log |Y|. In this paper, we sharpen this bound to H(Y |X) and show that our bound is sharp for the DSBS. In the extended version of this paper [9] , we also show that for jointly Gaussian (X, Y ), any finite rate of shared randomness cannot realize such an exact synthesis when there is no penalty on the asymptotic communication rate.
When there is no shared randomness, the channel synthesis problem is equivalent to the common information problem. The latter concerns determining how much common randomness is required to simulate two correlated sources in a distributed fashion. The KL-approximate version of such a problem was first studied by Wyner [10] , who used the normalized relative entropy (Kullback-Leibler (KL) divergence) to measure the approximation level (discrepancy) between the simulated joint distribution and the joint distribution of the original correlated sources. Recently, the present authors [11] , [12] generalized Wyner's result such that the approximation level is measured in terms of the Rényi divergence, thus introducing the notion of Rényi common information. Kumar, Li, and El Gamal [8] considered a variable-length version of Wyner's common information. In their study, in addition to allowing variable-length codes, they also required the generated source (X n , Y n ) ∼ π n XY exactly. For such an exact synthesis 3117 978-1-5386-9291-2/19/$31.00 ©2019 IEEE ISIT 2019
? Fig problem, the authors posed an open question whether there exists a pair source for which the exact common information is strictly larger than Wyner's. This question was answered in the affirmative by the present authors recently [7] . In [7] , the present authors completely characterized the exact common information for the DSBS, and showed that for this source, the exact common information is strictly larger than Wyner's common information.
A. Main Contributions
Our contributions include the following aspects.
• We consider channels with finite input and output alphabets. We provide a multi-letter characterization on the tradeoff between or the admissible region of communication rate and shared randomness rate for exact channel synthesis. Using this multi-letter characterization, we derive single-letter inner and outer bounds for the admissible rate region. The inner bound implies that shared randomness with rate H(Y |X) suffices to realize exact channel synthesis, even when communication rates are restricted to approach to the lowest possible one I(X; Y ) asymptotically. This sharpens Harsha et al.'s upper bound log |Y|. • When specialized to the DSBS, the inner and outer bounds coincide. This implies that the admissible rate region for exact synthesis of DSBS is completely characterized. Similar to the no shared randomness case [7] , when there is shared randomness, the admissible rate region for exact synthesis is still strictly included in that for TV-approximate synthesis given by Cuff [3] .
II. PROBLEM FORMULATION
Consider the distributed source simulation setup depicted in Fig. 1 . A sender and a receiver share a uniformly distributed source of randomness 1 K n ∼ Unif (K n ) , K n := [1 : e nR0 ]. The sender has access to a memoryless source X n ∼ π n X that is independent of K n , and wants to transmit information about the correlation between correlated sources (X n , Y n ) ∼ π n XY to the receiver. Given the shared randomness and the correlation information from the sender, the receiver generates a memoryless source Y n ∼ π n Y |X (·|X n ). Specifically, given X n and K n , the sender generates a "message" W n by a random mapping P Wn|X n Kn , and then sends it to the receiver error free. Upon accessing to K n and receiving W n , the receiver generates a source Y n by a random mapping P Y n |WnKn . Now we would like to determine the minimum amount of communication such that the joint distribution of (X n , Y n ) is π n XY . Next we provide a precise formulation of this problem. Define {0, 1} * := n≥1 {0, 1} n as the set of finite-length strings of symbols from a binary alphabet {0, 1}. Denote the alphabet of the random variable W n as W n , which can be any countable set. Consider a set of prefix-free codes, f = {f k : k ∈ K n }, which consists of f k : W n → {0, 1} * , k ∈ K n . Then for each pair (w, k) ∈ W n × K n and the set of codes f , let f (w|k) denote the length of the codeword f k (w). The conditional expected codeword length L f (W n |K n ) for compressing the random variable W n given K n by a prefixfree code set f is denoted as
The code rate induced by such a code is L f (W n |K n )/n. The random mapping pair P Wn|X n Kn , P Y n |WnKn and the variable-length code f constitute a variable-length synthesis code (P Wn|X n Kn , P Y n |WnKn , f ). By using such synthesis codes, W n can be transmitted from the sender to the receiver without error. Hence the generated (or synthesized) distribution for such setting is
which is required to be equal to π n XY exactly. The admissible region of shared randomness rate and communication rate for the exact channel synthesis problem is defined as
By observing that the expected codeword length L f * (W n |K n ) for a set of optimal variable-length codes
it is easy to verify that 1 n (L f * (W n |K n ) − H(W n |K n )) → 0 as n → ∞. Based on such an argument, we provide the following multi-letter characterization for R Exact (π XY ) as follows.
where (1) follows from Fekete's subadditive lemma, and (2) follows from the definitions of the limits for a sequence of numbers and for a sequence of sets.
III. MAIN RESULTS

A. Multi-letter Characterization
Denote the coupling set of a distribution pair (P X , P Y ) as C(P X , P Y ) := {Q XY : Q X = P X , Q Y = P Y }. For a distribution tuple P X|W , P Y |W , π XY , define the maximal crossentropy over couplings C(P X|W =w , P Y |W =w ) as
.
We characterize the admissible rate region R Exact (π XY ) by using multi-letter expressions. The proof of Theorem 1 is given in Appendix A.
Theorem 1 (Multi-letter Characterization). For a joint distribution π XY defined on a finite alphabet,
where
In the proof, an truncated i.i.d. code is adopted to prove the achievability part. For such a code, the codewords are independent and each codeword is drawn according to a truncated distribution P W n which is generated by truncating a product distribution Q n W onto some (strongly) typical set. This coding scheme was also used by the present authors [7] , [11] - [13] to study the Rényi and exact common informations, and by Vellambi and Kliewer [14] , [15] to study sufficient conditions for the equality of the exact and Wyner's common informations.
B. Single-letter Bounds
Define
For (4), it suffices to restrict the alphabet size of W such that |W| ≤ |X ||Y|; and for (5) , it suffices to consider |W| ≤ (|X ||Y| + 1) 2 .
By utilizing the multi-letter expression in Theorem 1, we provide single-letter inner and outer bounds for the admissible rate region. The proof of Theorem 2 can be found in the extended version of this paper [9] .
Theorem 2 (Single-letter Bounds). For a joint distribution π XY defined on a finite alphabet,
Remark 1. Note that the only difference between the inner and outer bounds is that in the outer bound, the minimization is taken over all couplings of (P W , P W ), but in the inner bound, it is not (or equivalently, the expectation in (4) can be seen as being taken under the equality coupling of (P W , P W ), namely P W (w)1{w = w}).
Remark 2. By the multi-letter characterization in Theorem 1, one can verify that the admissible rate region for the TVapproximate synthesis problem (given in [3, Equation (8)]) is an outer bound on R Exact (π XY ).
Define R * (R 0 ) = inf (R,R0)∈RExact(πXY ) R and R * 0 (R) = inf (R,R0)∈RExact(πXY ) R 0 . Then from the inner and outer bounds in Theorem 2, we have that R * (∞) = I π (X; Y ). This is consistent with Bennett et al.'s observation [1, Theorem 2] . That is, when there exists unlimited shared randomness available at the encoder and decoder, a target channel can be synthesized by some scheme if and only if the minimum asymptotic communication rate is larger than or equal to the mutual information I π (X; Y ) between (X, Y ) ∼ π XY . Moreover, they also showed that an exponential number of bits (infinite rate) of shared randomness suffices to realize such synthesis. In their scheme, the shared randomness is used to generate a random codebook. Bennett et al. [4, pp. 2939 ] conjectured that when communication rates are restricted to approach to the optimal communication rate I π (X; Y ) asymptotically as n → ∞, such an exponential amount of shared randomness is also necessary to realize exact synthesis. (As mentioned in the introduction, this is referred to as the BDHSW conjecture). Harsha et al. [5] (as well as Li and El Gamal [6] ) disproved this conjecture for discrete (X, Y ) with finite alphabets, and showed that for this case shared randomness with rate log |Y| is sufficient to realize such synthesis. Now we also focus on this limiting case (in which the asymptotic optimal communication rate is used), and investigate the minimum amount of shared randomness required for this case. We have the following upper bound.
where (7) follows from the inner bound in Theorem 2, and (8) follows by setting W = Y . The upper bound is tighter than Harsha et al.'s bound log |Y|. In the next subsection, we will show that the upper bound in (8) is tight for doubly symmetric binary sources.
C. Doubly Symmetric Binary Source
A doubly symmetric binary source (DSBS) is a source (X, Y ) with distribution
where α 0 = 1−p 2 , β 0 = p 2 with p ∈ (0, 1 2 ). This is equivalent to
, and B ∼ Bern(b) mutually independent, where a ∈ (0, p), ab + ab = p. Here w.l.o.g., we restrict p ∈ (0, 1 2 ), since otherwise, we can set X ⊕ 1 to X.
By utilizing the inner and outer bounds in Theorem 2, we completely characterize the admissible rate region for the DSBS. The proof of Theorem 3 can be found in the extended version of this paper [9] .
Theorem 3. For a DSBS (X, Y ) with distribution π XY given in (9),
denotes the binary entropy function.
Following steps similar to the proof of Theorem 3, one can show that for the DSBS, the admissible rate region for TVapproximate channel synthesis is
which strictly includes R Exact (π XY ).
Letting R = 1 − H 2 (p) in R Exact (π XY ), we get a = p, b = 0. Hence R 0 ≥ H 2 (p). That is, the upper bound in (8) is tight for the DSBS.
APPENDIX A PROOF OF THEOREM 1
A. Achievability
To show the desired result, we need the following lemma. The proof can be found in the extended version of this paper [9] . Fix > 0, and define
where T (n) (π X ) denotes the -strongly typical set [16] of π X . The Rényi divergence of order ∞ for two distributions P X , Q X (on the same alphabet X ) is defined as
Lemma 1. If there exists a sequence of synthesis codes with rates (R, R 0 ) that generates a channel P Y n |X n for a source X n ∼ π X n such that D ∞ (P Y n |X n π n Y |X | π X n ) → 0, then there exists a sequence of synthesis codes with rates (R, R 0 ) that exactly generates π n XY (i.e., a channel π n Y |X for a source X n ∼ π n X ). By Lemma 1, to show the achievability part, we only need to show that there exists > 0 and a sequence of synthesis codes with rates (R, R 0 ) that generates π X n P Y n |X n such that D ∞ (P Y n |X n π n Y |X | π X n ) → 0. Next we prove this. To show the achievability part, we only need to show that the single-letter expression R (1) 
. This is because we can obtain the inner bound R (n) (π XY ) by substituting π XY ← π n XY into the single-letter expression and normalizing the rates by n.
Denote Q W Q X|W Q Y |W with Q XY = π XY as an optimal distribution attaining R (1) (π XY ). Similar to (10), we define the distributions
where T (n) 4 (Q W X |w n ) and T (n) 4 (Q W Y |w n ) denote the 4strongly conditional typical sets [16] . We consider a random codebook C n = {W n (m, k)} with W n (m, k) , (m, k) ∈ M n × K n drawn independently for different (m, k)'s and according to the same distribution Q W n . Define P Kn := Unif[1 : e nR0 ], P Mn := Unif[1 : e nR ]. For random mappings Q X n |W n and Q Y n |W n , we define Q MnKnX n Y n |Cn (m, k, x n , y n | {W n (m, k)})
which can be seen as the output distribution induced by the codebook C n in a distributed source simulation system with simulators Q X n |W n , Q Y n |W n . For such a distribution, we have the following lemma. The proof can be found in the extended version of this paper [9] . Lemma 2. For such a random code, there exists δ, > 0 such that
doubly exponentially fast, as long as the rate pair (R, R 0 ) is in the interior of R (1) (π XY ). Here was used in the definition of π X n ; see (10) .
This lemma implies that there exists a sequence of deterministic codebooks {c n } such that D ∞ ( Q X n Y n |Cn=cn π n XY ) and D ∞ ( π X n Q X n |KnCn=cn |P Kn ) converge to zero exponentially fast. For such a sequence of deterministic codebooks (under the condition C n = c n ), define Q MnKnX n Y n (m, k, x n , y n ) := P Kn (k)P Mn (m) Q X n |W n (x n |w n (m, k)) × Q Y n |W n (y n |w n (m, k)) = P Kn Q X n |Kn Q Mn|X n Kn Q Y n |MnKn and P MnKnX n Y n := P Kn π X n Q Mn|X n Kn Q Y n |MnKn . Now consider a synthesis code Q Mn|X n Kn , Q Y n |MnKn . Obviously, P MnKnX n Y n is the distribution induced by such a synthesis code under the condition that the source X n ∼ π X n . Next we prove that such a synthesis code (with rates (R, R 0 )) generates P Y n |X n such that D ∞ (P Y n |X n π n Y |X | π X n ) → 0. Observe D ∞ (P Y n |X n π n Y |X | π X n ) = D ∞ (P X n Y n π n XY ) + log π n X (T (n) (π X )), and log π n X (T (n) (π X )) → 0 as n → ∞. Then by the definition of D ∞ , we have D ∞ (P Y n |X n π n Y |X | π X n ) = D ∞ (P X n Y n π n XY ) + o(1) ≤ D ∞ (P X n Y n Q X n Y n ) + D ∞ ( Q X n Y n π n XY ) + o(1). By the choice of {c n }, the second term of the RHS above converges to zero exponentially. Next we consider the first term.
≤ D ∞ (P Kn π X n Q Mn|X n Kn Q Y n |MnKn P Kn Q X n |Kn Q Mn|X n Kn Q Y n |MnKn ) = D ∞ ( π X n Q X n |Kn |P Kn ) → 0 exponentially fast as n → ∞,
where (11) follows by the choice of {c n }. Hence D ∞ (P Y n |X n π n Y |X | π X n ) → 0. By Lemma 1, we obtain the achievability part.
B. Converse
Since X n → W n K n → Y n and (X n , Y n ) ∼ π n XY , a synthesis code is also an exact common information code [7] . By the converse for exact common information problem [7, Appendix A-C], R 0 + R ≥ − 1 n H(X n Y n |W ) + 1 n w P (w)H(P X n |W =w , P Y n |W =w π n XY ), where W := W n K n .
On the other hand, R ≥ 1 n H(W n |K n ) ≥ 1 n I(X n ; W n |K n ) = 1 n I(X n ; W n K n ).
