This review chapter is dedicated to multichannel audio source separation in real-life environment. We explore some of the major achievements in the field and discuss some of the remaining challenges. We will explore several important practical scenarios, e.g. moving sources and/or microphones, varying number of sources and sensors, high reverberation levels, spatially diffuse sources, and synchronization problems. Several applications such as smart assistants, cellular phones, hearing aids and robots, will be discussed. Our perspectives on the future of the field will be given as concluding remarks of this chapter.
Introduction
Source separation is a topic of signal processing that has been of major interest for decades. It consists of processing an observed mixture of signals so that to extract the elementary signals composing this mixture. In the context of audio processing, it refers to the extraction of signals simultaneously emitted by several sound sources, from the audio recordings of the resulting mixture signal. It has major applications, going from speech enhancement as a front-end for telecommunication systems and automatic speech recognition, to demixing and remixing of music. Despite a recent progress using deep learning techniques, single-channel multi-source recordings are still regarded particularly difficult to separate. In this chapter we deal with audio source separation in the wild, and 1 we address multichannel recordings obtained using multiple microphones in a natural environment, as opposed to mixtures created by mixing software which generally do not match the acoustics of real environments, e.g. music production in studio. Typically, we discuss such problems as having to separate the speech signals emitted simultaneously by different persons sharing the same acoustic enclosure, considering also ambient noise and other interfering sources such as a domestic apparatuses.
Even when using multichannel recordings, source separation in general is a difficult problem that belongs to the general class of inverse problem. As such, it is often ill-posed, in particular when the number of sensors used to capture the mixture signals is lower than the number of emitting sources. Consequently, in the signal processing community in general, and in the audio processing community in particular, the source separation problem has often been addressed within quite controlled configurations, i.e. "laboratory" studies, that are carefully designed to allow a proper evaluation protocol and an in-depth inspection of the behavior of the proposed techniques. As we will detail in this chapter, this often comes in contrast to robust, into-the-wild configurations, where the source separation algorithms are confronted with the complexity of real-world data, and thus "do not work so well". In this chapter, we describe such "limitations" of multichannel audio source separation (MASS) and make a review of the studies that have been proposed to overcome those limitations, trying to make MASS techniques progressively go from laboratories into the wild. 1 Research in speech enhancement and speaker separation has followed two convergent paths, starting with microphone array processing (also referred to as beamforming) and blind source separation, respectively. These communities are now strongly interrelated and routinely borrow ideas from each other. Hence, in this chapter we discuss the two paradigms interchangeably. We will explore several important practical scenarios, e.g. moving sources and/or microphones, varying number of sources and sensors, high reverberation levels, spatially diffuse sources, and synchronization problems. Several applications such as smart assistants, cellular phones, hearing devices and robots, which have recently gained a growing research and industrial interest, will be discussed.
This chapter is organized as follows. In Section 2, we briefly present the fundamentals of multichannel audio source separation. In Section 3 we list the current major limitations of MASS that prevent a large deployment of MASS technique into the wild, and we present approaches that have been proposed in the literature to overcome these limitations.
Multichannel audio source separation
In this section, we briefly present the fundamentals of multichannel audio source separation. This presentation is limited to the basic material that is necessary to understand the following discussion on MASS into the wild. Indeed, the goal of this chapter is not to extensively present the theoretical foundations and principles of source separation and beamforming, even limited to the audio context: Many publications have addressed this issue, including books [61, 33, 89, 13, 26] and overview papers [20, 106, 48] .
Hundreds of multichannel audio signal enhancement techniques have been proposed in the literature over the last forty years along two historical research paths. Microphone array processing emerged from the theory of sensor array processing for telecommunications and it focused mostly on the localization and enhancement of speech in noisy or reverberant environments [49, 18, 14, 84, 25] , while MASS was later popularized by the machine learning community and it addressed "cocktail party" scenarios involving several sound sources mixed together [106, 89, 113, 26, 137, 136] . These two research tracks have converged in the last decade and they are hardly distinguishable today. Source separation techniques are not necessarily blind anymore and most of them exploit the same theoretical tools, impulse response models and spatial filtering principles as speech enhancement techniques.
The formalization of the MASS problem begins with the formalization of the mixture signal. The most general expression for a linear mixture of J source signals recorded by I microphones is:
where y j (t) ∈ R I is the multichannel image of the j-th source signal s j (t) [128] , taking into account the effect of acoustic propagation from the position of the emitted source to the microphones (each entry y ij (t) of y j (t) is the image of s j (t) at microphone i). b(t) is a sensor noise term. In most studies on MASS, the effect of acoustic propagation from source j to microphone i is modelled as a linear time-invariant filter of impulse response a ij (t), and we have:
The vector a j (τ ) contains all responses a ij (t) for i ∈ [1, I], which are assumed to have the same length L a for convenience. Depending on the application, the goal of MASS is to estimate either the source images y j (t) or the (monochannel) source signals s j (t) from the observation of x(t).
State-of-the-art MASS methods generally start with a time-frequency (TF) decomposition of the temporal signals, usually by applying the short-time Fourier transform (STFT) [29] . This is for two main reasons. First, model-based approaches can take advantage of the very particular sparse structure of audio signals in the TF plane [115] : A small proportion of source TF coefficients have a significant energy. Source signals are thus generally much less overlapping in the TF domain than in the time-domain, naturally facilitating the separation. Second, it is common to consider that at each frequency, the time-domain convolutive mixing process (2) is transformed by the STFT into a simple product between the source STFT coefficients and the discrete Fourier transform (DFT) coefficients of the mixing filter, see e.g. [110, 147, 146, 4, 91, 107, 109] and many other studies:
where x(f, n), s j (f, n) and b(f, n) are the STFT of x(τ ), b(τ ) and s j (τ ), respectively, and a j (f ) gathers the DFT of the entries of a j (τ ), known as the acoustic transfer functions (ATFs). The ATF vectors are concatenated in the matrix A(f ) and the source signals s j (f, n) are stacked in the vector s(f, n). In many practical scenarios, A(f ) is substituted by the respective relative transfer function (RTF) matrix, for which each column is normalized by its first entry. Under this normalization the first row of A(f ) is all '1's and the source signals s j (f, n) are substituted by their image on the first microphone. 2 As further discussed in Section 3.3, (3) is an approximation that is valid if the length of the mixing filters impulse responses is shorter than the length of the STFT window analysis. In the literature and in the following this approximation is referred to as the multiplicative transfer function (MTF) approximation [9] or the narrowband approximation [71] .
MASS methods can then be classified into four (non-exclusive) categories [137, 48] . Firstly, separation methods based on independent component analysis (ICA) consist in estimating the demixing filters that maximize the independency of separated sources [26, 61] . TF-domain ICA methods have been largely investigated [127, 110, 103] . Unfortunately, ICA-based methods are subject to the well-known scale ambiguity and source permutation problems across frequency bins [3] , which must generally be solved as a post-processing step [62, 120, 119] . In addition, these methods cannot be directly applied to underdetermined mixtures.
Secondly, methods based on sparse component analysis (SCA) and binary masking rely on the assumption that only one source is active at each TF point [118, 146, 4, 91] (most methods consider only one active source at each TF bin though in principle the SCA and ICA approaches can be combined by considering up to I active sources in each TF bin). These methods often rely on some sort of source clustering in the TF domain, generally based on spatial information extracted from prior mixing filter identification. Therefore, for this kind of methods, the source separation problem is often linked to the source localization problem (where are the emitting sources?).
Thirdly, more recent methods are based on probabilistic generative models in the STFT domain and associated parameter estimation and source inference algorithms [137] . The latter are mostly based on the well-known expectationmaximization (EM) methodology [30] and the like (i.e. iterative alternating optimization techniques). One popular approach is to model the source STFT coefficients with a complex-valued local Gaussian model (LGM) [45, 37, 148, 82] , often combined with a nonnegative matrix factorization (NMF) model [74] applied to the source PSD matrix [44, 107, 6, 109] , which is reminiscent of pioneering works such as [12] . This allows one to drastically reduce the number of model parameters and (to some extent) to alleviate the source permutation problem. The sound sources are generally separated using Wiener filters constructed from the learned parameters. Such approach has been extended to super-Gaussian (or heavy-tailed) distributions to model the audio signal sparsity in the TF domain [98] , as well as to a fully Bayesian framework by considering prior distributions for the (source and/or mixing process) model parameters [66] . Note that, as for SCA/binary masking methods, the estimation of mixing parameters and the source separation itself are two different steps, often processed alternately within the EM principled methodology.
Methods belonging to the fourth category can be broadly classified as beamforming methods, which is roughly equivalent to linear spatial filtering. A beamformer is a vector
T comprising one complex-valued weight per microphone, that is applied to x(n, f ). The output w H (f ) x(n, f ) can be transformed back into the time-domain by an inverse STFT. Beamformers originally referred to spatial filters based on the direction of arrival (DOA) of the source signal and were only later generalized to any linear spatial filters. DOA-based beamformers are still widely-used, especially when simplicity of the implementation and its robustness are of crucial importance. However, the performance of these beamformers is expected to degrade in comparison with modern beamformers that take the entire acoustic path into account [46] . The beamformer weights are set according to a specific optimization criterion. Many beamforming criteria can be found in the general literature [134] . In the speech processing community, the minimum variance distortionless response (MVDR) beamformer [46] , the maximum signal-to-noise ratio (MSNR) beamformer [142] , the multichannel Wiener filter (MWF) [34] , specifically its speech distortion weighted variant (SDW-MWF) [35] , and the linearly constrained minimum variance (LCMV) beamformer [92] , are widely used.
One may state that, so far, the beamforming approach led to more effective industrial real-world applications than the "generic" MASS approach. This lies in the difference between a) enhancing a spatially fixed dominant target speech signal from background noise (possibly composed of several sources) and b) clearly separating several source signals, all considered as signals of interest, that are mixed with a similar power (the cocktail party problem). The first problem is generally simpler to solve than the second one. In other words, the second one can be seen as an extension of the first one. Anyway, as we will see now, problems of into-the-wild processing remain challenging in each case.
3 Making MASS go from labs into the wild
Moving sources and sensors
In a realistic into-the-wild scenario, sound sources are often moving. Sometimes they are moving slightly, e.g. the small movements of the head of a sat speaker. Sometimes they are moving a lot, e.g. a person speaking while walking in a room. Sensors can also move, e.g. microphones embedded within a mobile robot. In the same vein, the acoustic environment can also change over time, e.g. we close a window, an object is placed in between a source and the microphones, or the separation system has to operate in another room. All those changes imply changes in the acoustic propagation of sources to microphones, i.e. changes in the mixing filters. Yet the vast majority of MASS methods described in the signal processing literature deals with the assumption of fixed sources, fixed sensors and fixed environment, i.e. technically speaking the mixing filters are considered as time-invariant (at least over the duration of the processed recordings), as expressed in (2). Into-the-wild MASS methods should consider the more realistic case of time-varying mixtures corresponding to source-to-microphone channels that can change over time, which would account for possible source or microphone motions and environment changes. For example, in many Human-robot interaction scenarios, there is a strong need to consider mixed speech signals emitted by moving speakers and perturbed by reverberation that can change over time and by non-stationary ambient noise.
Studies dealing with moving sources or moving sensors or changing environment actually exist, but they are quite sparse compared to the large number of studies with time-invariant filters. Early attempts addressing the separation of time-varying mixtures basically consisted in block-wise adaptations of time-invariant methods: An STFT frame sequence is split into blocks, and a time-invariant MASS algorithm is applied to each block. Hence, block-wise adaptations assume time-invariant filters within blocks. The separation parameters are updated from one block to the next and the separation result over a block can be used to initialize the separation of the next block. Frame-wise algorithms can be considered as particular cases of block-wise algorithms, with single-frame blocks, and hybrid methods may combine block-wise and framewise processing. Notice that, depending on the implementation, some of these methods may run online.
Interestingly, most of the block-wise approaches use ICA, either in the temporal domain [70, 59, 1, 116] or in the Fourier domain [99, 100] . In addition to being limited to overdetermined mixtures, block-wise ICA methods need to account for the source permutation problem, not only across frequency bins, as usual, but across successive blocks as well. Examples of block-wise adaptation of binary-masking or LGM-based methods are more scarce. As for binary masking, a block-wise adaptation of [4] was proposed in [83] . This method performs source separation by clustering the observation vectors in the source image space. As for LGM, [126] describes an online block-and frame-wise adaptation of the general LGM framework proposed in [109] . One important problem, common to all block-wise approaches, is the difficulty to choose the block size. Indeed, the block size must assume a good trade-off between local channel stationarity (short blocks) and sufficient data to infer relevant statistics (long blocks). The latter constraint can drastically limit the dynamics of either the sources or the sensors [83] . Other parameters such as the step-size of the iterative update equations may also be difficult to set [126] . In general, systematic convergence towards a good separation solution using a limited amount of signal statistics remains an open issue.
A more principled approach consists in modeling the mixing filter as a timevarying process and considering the MASS in the angle of an adaptive process, in the spirit of early works on adaptive filtering [145] . For example, an early iterative and sequential approach for speech enhancement in reverberant environment was proposed in [144] . This method used the EM framework to jointly estimate the desired speech signal and the required (deterministic) parameters, namely the speech auto-regressive coefficients, and the speech and noise mixing filters taps. Only the case of a 2 × 2 mixture was addressed. A subspace tracking recursive LCMV beamforming method for extracting multiple moving sources was proposed in [94] . This method is applicable only to over-determined mixture.
As for under-determined time-varying convolutive mixtures, a method using binary masking within a probabilistic LGM framework was proposed in [57] . The mixing filters were considered as latent variables following a Gaussian distribution with mean vector depending on the DOA of the corresponding source. The DOA was modeled as a discrete latent variable taking values from a finite set of angles and following a discrete hidden Markov model (HMM). A variational expectation-maximization (VEM) algorithm was derived to perform the inference, including forward-backward equations to estimate the DOA sequence.
In [65, 67] , the transfer function of the mixing filters were considered as continuous latent variables ruled by a first-order linear dynamical system (LDS) with Gaussian noise [17] , in the spirit of [47] . This model was used in combination with a source LGM-with-NMF model, still to process underdetermined time-varying convolutive mixtures. This approach may be seen as a generalization of [107] to moving sources/microphones. As in [57] , a VEM algorithm was developed for the joint estimation of the model parameters and inference of the latent variables. Here, a Kalman smoother was used for the inference of the time-varying mixing filters, which were combined with estimated source PSDs to build separating Wiener filters. This model can be more effective than the discrete DOA-dependent HMM model of [57] in reverberant conditions, since the relationship between the transfer function and the source DOA can be quite complex, and Wiener filters are more general than binary masks.
A VEM approach for beamforming (hence, over-determined scenario) that is specifically designed for dynamic scenarios can be found in [90, 121, 73] . In these methods, the speech signal is modelled as a an LGM in the STFT domain and the RTFs as a first-order Markov model. The posterior distribution of the speech signal and the channel is recursively estimated in the E-step.
In comparison to the block-wise adaptation methodology described in [126] , explicit time-varying mixture models have the potential to exploit the information available within the whole sequence of input mixture frames. They were generally proposed in batch mode but they can be adapted to online processing, e.g. by replacing a Kalman smoother with a Kalman filter [144] . DOA estimation plays an important role in the design of beamforming methods. DOA tracking of multiple speakers based on a discrete set of angles and HMM is given in [117] . DOA estimation procedures for single source (or alternating sources) scenarios, which are based on variants of the recursive least squares (RLS) methodology, are presented in [39] . Recursive versions of the EM procedure are utilized for multiple speakers tracking in [123] . A simple, yet effective method for localizing multiple sources in reverberant environments is the steered-response-power with phase transform (SRP-PHAT) [31] . The MUltiple Signal Classification (MUSIC) algorithm [122] or more specifically, the root-MUSIC variant, allow for fast adaptation of LCMV beamformers by exploiting instantaneous DOA estimates [131, 132] .
Finally, we can mention that robots, as a moving platforms, open new opportunities and challenges for the sound source localization and separation tasks. An open source robot audition system, named 'HARK', is described in [101] . The localization module is based on successive application of the MUSIC algorithm [122] , while the separation stage uses a geometry-assisted MASS method [111] . Bayesian methods for tracking multiple sources are also gaining interest in the literature, e.g. using particle filters [133, 40] and probability hypothesis density (PHD) filters [41] . Two recent European projects, the "Ears" 3 project and the "Two!Ears" 4 project, explored new algorithms for enhancing the auditory capabilities of humanoid robots [85] and link them with decision and action [19] .
Varying number of (active) sources
In a realistic into-the-wild scenario, sound sources are often intermittent, i.e. they do not emit sounds all the time. As an example of major importance we can mention a natural conversational regime between several speakers that includes speech turns. Depending on the context and content of the conversation, the speech signals can have very low to very strong time overlap. The sound sources may not even be present in the scene all the time, e.g. a person that goes in and out of a room, occasionally speaking or turning on and off a sounding device. Yet, the vast majority of MASS methods described in the signal processing literature deals with the assumption of a fixed number of sources over time. In addition, this fixed number of sound sources is often assumed to be known and all sources are assumed to be continuously active, i.e. they emit during all the time of the processed recording sequence. The situation of the literature with this respect is similar to the previous section: A few studies with the number of active sources varying in time do exist but they are largely outnumbered by the studies with fixed number of constantly active sources.
One straightforward manner to address this problem is to proceed to the estimation of the number of sources present in the scene and/or the number of active sources as a pre-processing step before going into the separation problem. A method based on speech sparsity in the STFT domain is presented in [5] . A variational EM approach for complex Watson mixture models is presented in [36] . In the beamforming context, identifying the number of speakers, as well as the number of available sensors, necessitates an update of the weights of the beamformer. An efficient implementation, based on low-rank update of correlation matrices, is presented in [95] .
The detection of the number of active source and associating an "identity" (i.e. a label) to each detected source is related to the so-called diarization problem. Indeed, in speech processing, speaker diarization refers to the task of detecting who speaks and when in an audio stream [2, 135] . In many (dialog) applications, the speakers are assumed to take distinct speech turns, i.e. they speak one after the other, and speaker diarization thus amounts to signal segmentation and speaker recognition. In a source separation context, the automatic detection of the number and "identity" of simultaneously active sources can thus be considered as an additional multisource diarization task to be considered jointly with the separation task, or within the separation task. Indeed, both processes are complementary: Knowing the source diarization is assumed to ease the separation process, for example by enabling to adapt the separation system to the actual number of active sources and to the speaker characteristics; in turn diarization is easier using separated source signals than using mixed source signals.
Processing of speech intermittency for MASS appears in [26] for the instantaneous mixing case. For convolutive mixtures, [108, 58] presented a framework for joint processing of MASS and diarization, where factorial Hidden Markov models were used to model the activity of the sources. Unfortunately, due to its factorial nature, the model does not account for correlations on the activity of different sources, i.e. the activities of the different sources are assumed independent with each other, which is questionable for natural conversations for example. Very recently, joint processing of the two tasks have been proposed in [64] (for over-determined mixtures) and in [68, 69] . The models in [68] and [69] combine a diarization state model (that encodes the combination of active sources within a given set of maximum size N ) with the multichannel LGM+NMF model of [107] and with the full-rank spatial covariance matrix model of [37] , respectively. In contrast to [108, 58] , modelling the activity of all sources jointly using a diarization state enables to exploit the potential correlations on speaker activity.
Note that estimating the number of active sources present in the scene is a good example of problem common to source separation and source localization. Strategies have been developed for the automatic detection of the number of sources within a (probabilistic) source localization framework, e.g. [42, 141, 81] . Obviously, such strategies may be exploited in or extended to source separation, as already explored in [118, 117] . 9 
Spatially diffuse sources and long mixing filters
The vast majority of current state-of-the-art MASS methods considers convolutive mixtures of sources, as expressed by (2): each source image within the mixture signal recorded at the microphones is assumed to be the result of the convolution of a small "point" source signal with the impulse response of the source-to-microphone acoustic path. This formulation implies that each sound source is assumed to be spatially concentrated at a single point of the acoustic space. This is fine to some extent for speech signals, but this is more questionable for "large" sound sources such as wind, trucks, or large musical instruments, which emit sound in a large region of space. In that later case, each source image is better considered as a spatially distributed source.
Moreover, if the source signal propagates in highly reverberant enclosures, the late tail of the room impulse response (RIR) is perceived as arriving from all directions. If the reverberation time T 60 , defined as the elapsed time until the reverberation level has decreased by 60 dB from its initial value, the reverberant sound field is said to be diffuse, homogenous and isotropic. The normalized spatial correlation between the received signal at two different microphones i and i , and at frequency f , is given in closed-form for spherical symmetry [28, 72] :
where E spat denotes spatial expectation over all possible absolute positions of the sources and of the microphone array in the room, and ii denotes the distance between the microphones. A closed-form result also exists for cylindrical symmetry [27] . A simulator of both sound fields can be found in [53] .
To address this problem, the authors of [37] proposed to use a full-rank (FR) spatial covariance matrix (SCM) for characterizing the spatial distribution of the source images (across channels), instead of the rank-1 matrix corresponding to the MTF model [107] . This FR-SCM model is assumed to represent diffuse sources better than the MTF approximation and it is compliant with the vision of a diffuse source as a sum of subsources with identical PSD distributed in a large region of the physical space. The model parameters are estimated using an expectation-maximization (EM) algorithm. Note that this approach does not attempt to explicitly model the mixture process but rather focuses on the properties of the resulting source images. The FR-SCM model was further used and improved in [6, 38] .
Moreover, even for point sources, the processing of convolutive mixtures in the STFT domain is confronted to a severe limitation with respect to intothe-wild scenarios: The length of room impulse responses (RIRs) is in general (much) larger than the length of the STFT analysis window, which can severely question the validity of the approximation (3) . Typical values for the STFT window length for speech mixtures are within 16-64 ms, in order to adapt to the global non-stationarity / local stationarity of speech signals. At the same time, the typical T 60 reverberation time of usual home/office rooms is within 200-600 ms, and large meeting rooms or auditorium can have a T 60 larger than 1 s. The ratio between RIR length and STFT window length can thus easily be within 10-50 instead of being lower than 1. Therefore, (3) can be a quite poor approximation, even for moderately reverberant environments, if the sources are positioned further away from the microphones. 5 The MTF approximation is still widely used to address convolutive mixtures problems due to its practical interest: The fact that a time-domain convolutive mixture becomes an independent instantaneous mixture at each frequency bin f facilitates the technical development of solutions to the separation problem. While this can be a reasonable choice of model, we stress that the validity of the MTF approximation should be verified prior to its application. In some cases, a mixed MTF and full-rank models should be considered [37] .
Here again, compared to the impressive amount of papers on MASS methods for convolutive mixtures based on (3), only a few have addressed solutions to overcome the limitation of the MTF approximation. Although they are only a few, these solutions can be classified into two general approaches: Methods mixing time-domain (TD) and TF-domain processing, and methods that totally remain in the TF-domain.
As for the first approach, the method of [71] consists in modeling the sources in the TF domain while keeping a TD representation of the convolutive mixture using the inverse transform expression. The TD source signals are estimated using a Lasso optimization technique (hence the method is called W-Lasso for wideband Lasso) with a regularization term on STFT source coefficients to take into account source sparsity in the TF domain. In [7] an improved W-Lasso with a re-weighted scheme is presented. W-Lasso achieves quite good source separation performance in reverberant environments, at the price of a tremendous computation time. Also, only semi-blind separation with known mixing filters was addressed in [71] , which is poorly satisfying with regards of going towards separation into the wild. A similar hybrid TD/TF approach was recently followed in [76, 77] . The source signals were represented using either the modified discrete cosine transform (MDCT), which is real-valued and critically sampled, or the odd-frequency STFT (OFSTFT). A probabilistic LGM + NMF model was used for the source coefficients, which were inferred from TD mixture observations using a VEM algorithm. This led to very interesting results, at the price of huge computation. Here also, most experiments were conducted in a semi-blind setup with known mixing filters since the joint estimation of the filters' impulse responses remains difficult.
As for the approaches that work totally in the TF domain, let us first mention that the authors of [37] have shown that, in addition to modeling diffuse sources, their method is able to circumvent to some extent the discussed limitations of the MTF approximation. Other methods have investigated TF mixture models more accurate than (3) . Fundamentally, the time-domain convolution can be exactly represented as a two-dimensional filtering in the TF domain [50] . This representation was used for linear system identification in [10] as an alternative to MTF, under the name of cross-band filters (CBFs). Using CBFs, a source image STFT coefficient is represented as a summation over frequency bins of multiple convolutions between the input source STFT coefficients and the TF-domain filter impulse response, along the frame axis. This exact representation becomes an approximation when we limit the number of bins either in the frequency-wise summation or in the frame-wise convolution. In particular, considering only the current frequency bin, i.e. a unique convolution along the STFT frame axis, is a reasonable practical approximation, referred to as the convolutive transfer function (CTF) model [130] . Using this CTF model, the mixture model (2) writes in the STFT domain:
Here, the i-th entry of a j (f, n), denoted a ij (f, n), is not the DFT of a ij (t) (nor is it its STFT), but it is its CTF. The CTF contains several STFT-frame-wise filter taps and its expression is a bit more complicated than the DFT, though easily computable from a ij (t), see [10] . The full CBF representation was considered for solving the MASS problem in [11] , in combination with a high-resolution NMF (HR-NMF) model of the source signal. A variational EM (VEM) algorithm was proposed to estimate the filters and infer the source signals. Unfortunately, due to the model complexity, this method was observed to perform well only in an oracle setup where both filters and source parameters are initialized from the individual source images. Therefore, in the current state-of-knowledge, the CBFs seem difficult to integrate into a realistic MASS framework and one has to resort to CTF-like approximations.
An MVDR beamformer, implemented in a generalized sidelobe canceller (GSC) structure, that utilizes the CTF model was proposed in [129] . It was shown to outperform the GSC beamformer which uses the MTF approximation [46] . It can be noted that, as opposed to the full-rank model, the CTF approximation allows for coherent processing and can therefore implement an almost perfect null towards a point interfering source. The ability of the FR model to suppress the interference signal is limited by the number of microphones and their constellation and cannot exceed I 2 [112] for fully diffuse signal.
Interestingly, the pioneering work [8] combined an STFT-domain convolutive model very similar to (5) with a Gaussian mixture model (GMM) of source signals. In this paper, the STFT-domain convolution was intuited from empirical observations and was referred to as "subband filters" (no theoretical justification nor references were provided). Because of the overall complexity of the model (especially the large number of GMM components that is necessary to accurately represent speech signals), the author resorted to a VEM algorithm for parameters estimation. In [56] , an STFT-domain convolutive model also very similar to (5) was used together with an HMM on source activity. However, the optimization method used to estimate the parameters and infer the source signal is quite complex.
A Lasso-type optimization applied to the MASS problem was considered in [79] within the CTF framework. More specifically, the 2 -norm model fitting term of Lasso was defined at each frequency bin with the STFT-domain convolutive mixture (5) instead of the TD convolutive mixture (2) as done in [71] . In parallel, the 1 -norm regularizer of Lasso was kept so as to exploit the sparsity of TF-domain audio signals. Because the number of filter frames Q a in (5) is much lower than the length L a of the TD filter impulse response in (2) , the computation cost in [79] is drastically reduced compared to [71] . This was obtained at the price of quite moderate loss in separation performance, showing the good accuracy of the CTF approximation. However, as for [71] , this was done only in a semi-blind setup with known filters. To address the use of CTF in a fully blind scenario, the mixture model (5) was plugged into a probabilistic framework with an LGM for source STFT coefficients in [80] . An exact EM algorithm was developed for joint estimation of the parameters (source parameters and CTF filter coefficients) and inference of the source STFT coefficients. The joint estimation of source STFT coefficients and CTF mixing filter coefficients was recently addressed as a pure optimization problem in [43] .
Another attempt to address the problem of long filters is presented in [124] . In this work, the RTF is split into an early part which is coherently processed and a late part which is treated as an additive noise. This noise is reduced by a combination of an MVDR beamformer and a postfilter. In [125] , a nested GSC scheme was proposed that treats the long RIRs jointly as a coherent phenomenon, using CTF modelling, and as a diffused sound field. Different blocks of the proposed scheme use the different RIR models.
In parallel with the above attempts to model long mixing filters, as briefly mentioned in the previous sections, several more or less recent studies have considered the modeling of the mixing filters/process as latent variables, possibly in a fully Bayesian framework, either to better account for uncertainty in filter estimation or to introduce prior knowledge on these filters (for example the approximate knowledge of source DOA or the specific structure of room acoustic impulse responses). Because of room limitation, we do not describe those works and only add [21, 75, 52] to the already cited references [109, 57, 38, 67] .
It is clear from the above discussion that many models of the mixing filters are used in the literature. It is still in open question, which of the models is the most appropriate. Most probably, the answer to this question depends on the scenario.
Ad hoc microphone arrays
Classical microphone arrays usually consist of a condensed set of microphone mounted on a single device. Establishing wireless acoustic sensor networks (WASNs), comprising multiple cooperative devices (e.g., cellphone, tablet, hearing aid, smart watch) may increase the chances to find a subset of the micro-phones that is close to a relevant sound source. Consequently, WASNs may demonstrate higher separation capabilities than a single-device solution. The wide-spread availability of devices equipped with multiple microphones makes the vision closer to reality.
The distributed and ad hoc nature of WASNs arises new challenges, e.g. transmission and processing constraints, synchronization between nodes and dynamic network topology. Addressing these new challenges is a prerequisite for fully exploiting the potential of WASNs.
Several families of distributed algorithms, that only require the transmission of a fused version of the signals received by each node was proposed in [93] . The distributed adaptive node-specific signal estimation (DANSE) family of algorithms consists of distributed version of SDW-MWF [15] and LCMV beamformers [16] . A distributed version of the GSC beamformer is presented in [96] . A randomized gossip implementation of the delay and sum beamformer is presented in [149] , and a diffusion adaptation method for distributed MVDR beamformer in [105] . The problem of synchronizing the clock drifts in several nodes is addressed in e.g. [143, 114, 140, 24] .
The full potential of ad hoc microphone arrays to separate source in the wild is yet to be explored.
Conclusions and Perspectives
In this review, we have presented several ways to make MASS and beamforming techniques go from laboratories to real-life scenarios. Laboratory studies are often based on a set of assumptions on the source signals and/or the mixture process that may not be totally realistic (e.g. static, point sources, and spatially stable microphone constellation). In this section, we will briefly explore a few families of devices that already work in real-life scenarios. We will conclude this section and the entire chapter by a perspective on the future of the research in the field.
In recent years, we have witnessed the penetration, in an accelerating pace, of smart audio devices to the consumer electronics market. These devices, designed to work in adverse conditions, include personal assistants embedded in smartphones, portable computers and most notably, smart loudspeakers, e.g. Amazon Echo ("Alexa"), 6 Microsoft Invoke (with "Cortana"), 7 Apple HomePod (with "Siri") 8 and Google Home [78] .
Basically, these smart loudspeakers demonstrate that tremendous progress has already been made in middle-range devices, capable of executing automatic speech recognition (ASR) engines in noisy environments. Smart loudspeakers are equipped with several microphones (six for Apple Homepod, seven for Ama-zon Echo and Microsoft Invoke, and only two microphones for Google Home). Algorithmically, these devices consist of a denoising (mostly using a steered beamformer), dereverberation and echo cancellation stages. The devices usually employ localization (or DOA estimation) algorithms to provide the steering direction, as an important prerequisite to the application of the beamformer. The acquired localization information is also used for indicating the direction of the detected source with respect to the device. As smart loudspeakers acquire and enhance a speech signal in a noisy and reverberant environment, they provide a living example of into-the-wild beamforming. Yet, their performance may be still limited to home scenarios with a predominant and reasonably spatially stable speaker relatively close to the device (as opposed to the above-mentioned adverse scenarios with several active and moving sources with low DRR).
Hearing aids [32] are another example of successful application of MASS / beamforming technologies, aiming at speech quality and intelligibility improvement, as well as enhancing the spatial awareness of the hearing aid wearer (in binaural setting). Hearing devices impose severe real-time constraints on the applied algorithms (latency shorter than 10 ms). Moreover, robustness and reliability are of major importance to prevent potential hearing damage to the hearing impaired person. Binaural cue preservation can be obtained by calculating a common gain to both hearing devices [63] or by applying a beamformer that incorporates binaural information into the optimization criterion, e.g. MWF [97] or LCMV [54] . Beamforming-based binaural processing is usually regarded computationally more expensive than the common gain approach. An important issue in designing a binaural enhancement algorithm is to determine the source of interest. In many cases, the beamformer is steered towards the look direction of the hearing aid wearer.
Most cellular phones are nowadays equipped with multiple microphones (3-4) and they usually work in adverse conditions demonstrating reasonable performance. A few systems already employ microphone networks, e.g. smart home and smart cities.
The quest for realistic solutions, capable of processing a large amount of sound sources in real-life environments and in dynamical scenarios of various character, still continues. Many of the theoretical and practical questions are still open and there are performance gaps to be filled for many scenarios such as under-determined mixtures with many simultaneously active sources, multiple moving sources and moving sensors (e.g. robots, cellular phones), highpower and non-stationary noise (e.g. from heavy machinery and drilling noise in mines), and binaural hearing (for both hearing impaired people and robots imitating the Human auditory system [87] ).
Recent years have witnessed a revolution in MASS techniques. Nowadays, deep learning solutions seem to be the new El Dorado for audio processing. Still, most studies deal with single-channel denoising / enhancement / separation algorithms [102, 22, 51, 55, 139, 86] . More recently, multichannel processing solutions that employ deep learning [104, 23] , as well as robust ASR systems [60] , have been proposed. Deep learning has also influenced the hearing aid industry [138] and the development of binaural algorithms [150] . An improved localization strategy that utilizes active head movements and deep learning is proposed in [88] . Despite the impressive performance gains obtained by deep learning based speech processing approaches, the field is still in its infancy and major breakthroughs are expected in the foreseeable future.
As an outcome from this review, it is evident that a significant progress is still required for obtaining robust and reliable source separation in difficult reallife scenarios, especially under severe online constraints. We anticipate that future solutions will combine ideas from both the array processing / source separation and machine learning paradigms. As always, only such combined solutions, together with practical knowhow, are capable of advancing the already established solutions towards comprehensive audio source separation methods that work into-the-wild.
