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Abstract We present a simple and reliable method for esti-
mating the log-linear weights of a state-of-the-art machine
translation system, which takes advantage of the method
known as Discriminative Ridge Regression (DRR). Since
inappropriate weight estimations lead to a wide variability
of translation quality results, reaching a reliable estimate
for such weights is critical for machine translation research.
For this reason, a variety of methods have been proposed
to reach reasonable estimates. In this paper, we present an
algorithmic description and empirical results proving that
DRR is able to provide comparable translation quality when
compared to state-of-the-art estimation methods (i.e., MERT
([20]) and MIRA ([6]) ), with a reduction of computational
cost. Moreover, the empirical results reported are coherent
across different corpora and language pairs.
1 Introduction
Machine Translation (MT) is a specific subfield of Natural
Language Processing (NLP) and studies the way in which
an automatic system can automatize the translation process.
Different approaches have been developed and used during
the last years involving different paradigms and with differ-
ent level of success. Statistical Machine Translation (SMT)
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is an important alternative to other MT standards and is cur-
rently state-at-the-art.
The foundation for modern SMT, the pattern recognition
approach to machine translation is established in [3,13], by
formulating the SMT problem as follows: given the input
sentence x = x1, . . . , xj , . . . , xJ in certain source language,
we need to find the equivalent sentence y = y1, . . . , yi, . . . , yI
in the target language. From all the possible translation sen-
tences in the target language, the SMT process aims to find
the sentence ŷ that maximizes the posterior probability:
ŷ = argmax
y
Pr(y | x) (1)
A significant breakthrough in SMT was reached by mod-
elling the translation process, and the posterior probability
Pr(y | x), by means of log-linear models [21,13]: The log-







λ · h(x,y) (2)
In this framework, hm(x,y) is a score function that repre-
sents an important feature for the translation of x into y,
M is the number of models (or features), and λm are the
weights that act as scaling factors of the score functions.
The purpose of the scaling factors λm is to tune the dis-
criminative power of their corresponding feature functions
hm(x,y).
In state-of-the-art phrase-based SMT, commons features
are fourteen in total, including a different phrase-based trans-
lation model, a language model, a distortion model and word
and phrase penalties. The translation models features de-
scribe the correspondence of words or sequences of words
between languages, distortion models that account for nec-
essary reorderings of blocks of words, and language models
that account for the well-formedness of the translated sen-
tence.
2 Mara Chinea-Rios et al.
Typically, h(x,y) and λ are estimated by means of train-
ing and development corpora, respectively. This leads to one
important problem in SMT: whenever the training corpus
belongs to a different domain than the text to be translated,
the translation quality decrease significantly [4,13].
Estimating the λ weights according to the importance
of each single model within the specific task is often called
tuning [19]. To exemplify this, consider for instance that the
original translation model has been trained on a domain in
which sentences tend to be long, such as in a European par-
liamentary debate. Then, if we intend to translate another
domain in which sentences are rather short, such as sen-
tences of technical manuals, we would adjust the log-linear
weights λ conveniently to reflect this fact. So, the goal of
these tuning methods is to find the best set of weights which
will offer the best translation quality for a specific text using
an in-domain development corpus.
In this work, we propose a method to optimize the log-
linear weights in a log-linear model (Equation 2). This novel
method is based on the Discriminative Ridge Regression [17]
technique; to our knowledge this is the first time that, the
ridge regression is used in log-linear weights optimization
task. We present and analyse two different variations for es-
timating the log-linear weights in an off-line adaptation sce-
nario.
The main contributions of this paper are:
– We present an optimisation algorithm for the estimation
of the log-linear weights in an SMT adaptation scenario.
This method is based on the Discriminative Ridge Re-
gression technique.
– We propose an algorithmic description of DRR in both
variants, sentence-by-sentence and batch.
– We evaluate empirically the DRR algorithm proposed
in three different domains across to different language
pairs.
– We provide a thorough comparison with state-of-the-art
λ estimation methods, such as Minimum Error Rate Train-
ing (MERT) [20], and batch Margin Infused Relaxed Al-
gorithm (MIRA) [6].
The rest of this paper is structured as follows. In Section
2, we perform a brief review of current approaches to log-
linear weight estimation in SMT. In Section 3, we describe
the algorithmic approach for applying DDR for the estima-
tion of λ in a batch scenario. In Section 4, the experimental
design and empirical results are detailed. Conclusions and
future work are explained in Section 5.
2 Related-work
The log-linear weight adaptation problem is very common
in SMT, where the goal is to improve the performance of
systems trained on out-of-domain corpora by using an op-
timization algorithm [13]. In other words, how to find a set
of weights which will offer the best translation quality after
training the SMT system on a training corpus that belongs
to a different domain than the text to be translated. To this
end, numerous methods have been proposed.
The most popular algorithm for optimising the scaling
factors λ is the one proposed by [20], commonly referred to
as Minimum Error Rate Training (MERT) . The MERT al-
gorithm implements a coordinate-wise global optimisation
and consists of two basic steps. First, n-best hypotheses are
extracted for each one of the sentences of a given develop-
ment set. Next, the optimum λ is computed so that the best
hypothesis in the n-best list, according to a reference trans-
lation and a given automatic metric, are the ones that the
search algorithm would produce. These two steps are itera-
tively repeated until convergence, where the weights remain
unchanged.
However, MERT presents two significant drawbacks: firstly,
that it heavily relies on having a fair amount of data avail-
able as development set. In addition, that it only relies on
the data in the development set. These two problems can
produce over-fitting to the specific characteristics of the de-
velopment corpus, which implies that MERT fails to provide
appropriate estimates [7,23,24].
Various alternatives to MERT have been proposed, mo-
tivated primarily by the previous problems. For instance,[6,
9,8] propose the use of the Margin Infused Relaxed Algo-
rithm (MIRA) for the task of weight optimisation. More re-
cently, [26] proposed to view the tuning problem as a set
of operations over a specific semiring. Alternatively, [10,
18] proposed to view the problem as a ranking problem,
where each step of the tuning procedure consists in decid-
ing whether a given translation hypothesis should be ranked
lower or higher within the set of possible hypotheses that are
provided by the search procedure.
Tellingly, in the entire proceedings of ACL 20161, only
one paper describing a statistical MT system cited the use of
MIRA for tuning [16], while all others used MERT.
3 Discriminative ridge regression for SMT
In this section, the Discriminative Ridge Regression method
for estimating λ is introduced. DRR, as proposed by [17],
uses the concept of ridge regression to develop a discrimi-
native algorithm for estimating λ on-line, i.e., as new adap-
tation samples are introduced into the system.
The key idea is to to find a configuration of the weight
vector using all the hypotheses within a given N-best list,
so that good hypothesis are rewarded, and bad hypothesis
are penalised, trying to narrow the correlation between the
1 www.aclweb.org/anthology/P/P16/
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score function σ, and the quality criterion used. Since DRR
was proposed for an on-line computer-assisted translation
scenario, it requires an N-best list of hypotheses for each
one of the sentences that are evaluated by the professional
translator post-editing the system’s output.
In this paper, we propose two different variations of DRR
for optimising the log-linear weights λ. We named the first
option sentence-by-sentence DRR. In Sentence-by-sentence
DRR, λ is obtained by adjusting the vector after observing
each sentence of a development corpus. The second alterna-
tive is batch DRR. In this case, the optimisation process is
performed by using a batch of development sentences.
3.1 Sentence-by-sentence DRR
In this section, we present Sentence-by-sentence DRR. Al-
gorithm 1 shows the procedure. Here, we have a bilingual
development corpus A, where S is the number of sentences
in development corpus A (S = |A|), s ∈ {1 . . . S}, and I is
the maximum number of epochs desired.
Data: Development corpus A
Result: λ
Initialize: λ0;
forall desired number of iterations I do
forall number sentences in dev-corpus S = |A| do
optimization: compute vector λ̌si ;







selection: output vector λSI
Algorithm 1: Pseudo-code for DRR estimating λ as de-
scribed in Section 3
During the optimization step in Algorithm 1, we obtain
the vector λ̌ for each one of the development sentences xs.
Within DRR, this optimisation is performed by computing
the solution to an overdetermined system, described in detail
in next section, so that changes in the scoring function σ are
correlated to changes in the objective function (potentially
some automatic evaluation metric like BLEU or TER).
3.1.1 Sentence-based optimisation in DRR
As exposed in the previous section, DRR obtains λ by com-
puting the best vector for each one of the sentences of a de-
velopment corpus. In order to compute the new log-linear
weight vector λs, the previously learned λs−1 needs to be
combined with an appropriate update step λ̌
s
. The aim is to
compute an appropriate update term λ̌
s
that better fits the
translation search space (approximated as an n-best list) of
the development sentence pair observed at s. This is often
done as a linear combination [27], where:
λs = (1− α)λs−1 + αλ̌s (3)
for a certain learning learning rate α. To obtain λ̌
s
, we define
an N × M matrix Hx that contains the feature functions
values h of every hypothesis, where M is the number of
features in Equation 2, and N is the size of n-best(x).
Hx = [h(x,y1), . . . ,h(x,yN )]
′, ∀yn ε nbest(xs) (4)
Let n-best(x) be such a list computed by our models for sen-
tence x. Additionally, let H∗x be a matrix such that
H∗x = [h(x,y
∗), . . . ,h(x,y∗)] (5)
where all rows are identical and equal to the feature vector





The key idea is to find a vector λ̌ such that differences
in scores are reflected as differences in the quality of the
hypotheses. That is:
Rx · λ̌ ∝ lx (7)
where lx is a column vector of N rows such that:
lx = [l(y1), ..., l(yn), ..., l(yN )]
′,∀yn ∈ nbest(x) (8)







|Rx · λ− lx| = argmin
λ
||Rx · λ− lx||2 (9)
where ‖ · ‖2 is the Euclidean norm. Although both optimisa-
tions in Equation 9 are equivalent (i.e., the λ̌
s
that minimizes
the first one also minimizes the second one), the second opt-
misation in Equation 9 allows for a direct implementation
thanks to the ridge regression. λ̌
s
can be computed as the






= (R′x ·Rx + βI)−1 · lx (10)
where a small β is used as a regularization term to stabilize
R
′
x ·Rx and to ensure that it is invertible.
Algorithm 2 shows the pseudo-code for obtaining λ̌
s
. In
this work, we apply the original DRR approach proposed
by [17] to an off-line scenario, so that the method proposed
is effectively able to compete with state-of-the-art λ esti-
mation approaches. In this case, DRR obtains an estimation
of λ by previously adjusting the λ vector to each one of
the sentences in a development corpus, i.e., the optimal λ is
computed after performing a complete epoch on the devel-
opment set.
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for each of the sentences xs in A do
Hxs ← [h(xs,ys,1), . . . ,h(xs,ys,N )]′ ;
H∗xs ← [h(xs,y
∗




Rxs ← Hx∗s −Hxs ;
λ̌
s ← (R′xs ·Rxs + βI)
−1 · lxs ;
λs ← (1− α)λs−1 + αλ̌s
end
Algorithm 2: Pseudo-code for computing the vector λs
as described in Section 3.1.1
3.2 Batch DRR
The second DRR alternative for an off-line scenario is batch
variation. Algorithm 3 shows the difference with the previ-
ous algorithm in this case using the batch version.
Data: Development corpus A
Result: λ
Initialize: λ0;
forall desired number of iterations I do
forall desired number of batch c ∈ C do
optimization: compute vector λ̌ci ;







selection: output vector λCI
Algorithm 3: Pseudo-code for DRR estimating λ using
a set of batches C, as described in Section 3.2
In this case, we establish a set of batches C, with A =⋃|C|
k=1 ck. The main difference between Sentence-to-sentence
DRR and batch DRR is in the optimization. In Algorithm
3, the optimization step estimates the vector λ̌ described in
Section 2 for each one of the development sentences xs, but
in this case this the vector is estimated using all the informa-
tion in subset ck. In next section, we present the modification
of the optimization step to account for this variation.
3.2.1 Batch-based optimisation in DRR
As exposed in the previous section, DRR obtains λ based on
obtaining the best vector for each batch ck. This algorithm
is very similar to the one presented in Section 3.1.1, but in
this case, the algorithm is presented with all the information
within bach ck instead of only one sentence of the develop-
ment corpus. The new log-linear vector λk, the previously
learned λk−1 needs to be combined with an appropriate up-
date step λ̌
k
. The λk is calculated as a linear combination:
λk = (1− α)λk−1 + αλ̌k (11)
To obtain λ̌
k
, we changed the Equation 10:
λ̌
k
= (R′ck ·Rck + βI)
−1 · lck (12)
whereRck is defined as:Rck = H
∗
ck
−Hck . The matrixHck
N · |ck| ×M contains the feature functions h of every hy-
pothesis for all the sentence x ∈ ck, where M is the number
of features in Equation 2, and N is the size of n-best(·) for
each sentence x ∈ ck:
Hck = [Hx1 , . . . ,Hx|ck| ]
′ (13)
Additionally, let H∗M be a matrix such that
H∗ck = [H
∗
x1 , . . . ,H
∗
|ck|] (14)
and lck is a column vector of N rows such that:
lM = [lx1 , . . . , lx|ck| ]
′ (15)
for each of the batch c do
Hck ← [Hx1 , . . . ,Hx|ck| ]
′ ;




Rck ← H∗ck −HMc ;
λ̌
c ← (R′ck ·Rck + βI)
−1 · lck ;
λc ← (1− α)λc−1 + αλ̌c
end
Algorithm 4: Pseudo-code for computing the vector λc
as described in Section 3.2.1
4 Experiments and Dicussion
In this section, we describe the experimental framework em-
ployed to assess the performance of the DRR variants de-
scribed in Section 3. We will first detail the experimental
setup employed, and then we will report the analysis of our
method and their results. Finally, we will show a compara-
tive of our DRR method with two state-of-the-art optimisa-
tion methods: MERT and MIRA.
4.1 Corpora
We conducted experiments on two different language pairs:
English → French (EN-FR) and German → English (DE-
EN). Given that the techniques descried above are suited
for adaptation purposes, we researched the performance of
these techniques in a cross-domain setting: we conducted
experiments training the SMT system initially on an out-of-
domain corpus, and then analyzing its performance on an in-
domain corpus. As out-of-domain corpus we employed the
European Parliament corpus (Europarl) [12]. As in-domain
corpus, we experimented with three different corpora:
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Table 1: Out-of-domain corpus main figures, in terms of number of sentences (|S|), number of words (|W |), vocabulary
size (|V |) and average sentence length (|W |). Two different figures are given in each column to account for the two different
languages.
EN-FR DE-EN
Corpus |S| |W | |V | |W | |S| |W | |V | |W |
Europarl 2.0M 50.2M - 52.5M 157.7k - 215.2k 20.5 - 22.5 1.9M 44.6M - 47.8M 290.8k - 153.4k 20.5 - 21.5
Euro-Dev 2000 40.8k - 48.6k 5.1k - 6.2k 20.4 - 22.3 2000 46.4k - 49.8k 10.9k - 8.6k 23.2 - 24.9
– Medical domain [29] (henceforth referred to as EMEA).
The partitions employed in this domain were established
in the 2014 Workshop on Statistical Machine Transla-
tion (WMT) [2] of the Association for Computational
Linguistics.
– News-comentary domain [30] (henceforth referred to as
NEWS). The corpus is composed of translations of news
articles. The partitions employed in this domain were es-
tablished in the WMT of the Association for Computa-
tional Linguistic.
– Xerox printer manuals [1] (henceforth referred to as XRCE).
This corpus consists of translations of Xerox printer man-
uals.
Statistics of the in-domain corpora are provided in Table 2.
4.2 Experimental setup
Experiments were performed by means of the open-source
MT toolkit Moses [14], where the included features are five
translation models, seven re-ordering models, the word-penalty
and a word-based language model,i.e., |λ| = 14. The lan-
guage model used was a 5-gram with modified Kneser-Ney
smoothing [11], built with the SRILM toolkit [28]. The trans-
lation quality would ideally be measured by humans. How-
ever, this is a very expensive resource, not commonly avail-
able in research tasks. Hence, the SMT research commu-
nity developed some automatic metrics to measure transla-
tion quality. In this work we evaluated the translation sys-
tems with three different automatic metrics: BLEU, TER
and METEOR.
– BLEU (BiLingual Evaluation Understudy) [22] is a pre-
cision metric (i.e., the higher the better) that measures
n-ngram precision of the system hypothesis with respect
to the reference, with a penalty for sentences that are too
short.
– TER (TranslationError Rate) [25] is an error metric (i.e.,
the lower the better) that computes the minimum num-
ber of edits required to modify the system hypotheses so
that they match the reference. Possible edits include in-
sertion, deletion and substitution of single words, as well
as shifts of word sequences.
– METEOR [15] is a precision metric (i.e., the higher the
better). This metric is based on word alignments, which
can be either exact, stem, synonym, or paraphrase matches,
both between words and phrases. Segment and system
level metric scores are calculated based on the align-
ments between hypothesis-reference pairs.
As described in Section 3, the score function σ is cor-
related with some quality criterion, which is measured by
some automatic metric like BLEU or TER. We will ana-
lyze the behaviour of DRR both using BLEU and TER. We
favour the use of BLEU because of its wider acceptance in
the SMT community. However, the original implementation
of BLEU is not always well defined at the sentence level,
given that it implements a geometric average which is zero
whenever there is no common 4-gram between the hypothe-
sis and the reference, e.g. 3-word sentence. For this reason,
we used smoothed BLEU, as defined by [5]. In case of the
TER metric, the original work by [17] applied on-line DRR
to optimise TER scores, which is why we decided analyze
it in this new scenario. In the case of METEOR, we did not
conduct experiments with this metric because MERT and
MIRA are not suited for optimizing METEOR, and no ap-
propriate baseline would be available for comparison.
For each corpus, we trained baseline systems for com-
parison. This baseline was obtained by tuning the SMT sys-
tem using an out-of-domain development corpus: the Euro-
DEV (Details in Table 1). We named this system bsln. In
addition, the points in the plots presented in this paper dis-
play the average of 10 repetitions of each experiment. The
scale of the y-axis will be linear whenever the plot displays
translation quality, and logarithmic in the case of the confi-
dence interval sizes. These confidence intervals present the
95% confidence level and were computed as 2σ, with σ in
this case being the empirical standard deviation observed
in the 10 repetitions. Note that the full confidence interval
would be 4σ, i.e., ±2σ. Confidence intervals are displayed
in different plots, instead of using error bars, because oth-
erwise, the translation quality plots would present vertical
lines across the complete plot, rendering it unreadable.
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Table 2: In-domain corpora main figures.
EN-FR DE-EN
Domain Corpus |S| |W | |V | |W | |S| |W | |V | |W |
EMEA DEV 484 9.8k - 11.6k 0.9k - 1.0k 20.3 - 24.1 500 9.8k - 10.2k 0.8k - 0.9k 19.7 - 20.6TEST 1000 21.4k - 26.9k 4.1k - 4.4k 21.4 - 26.9 1000 20.6k - 21.3k 5.5k - 4.1k 20.6 - 21.3
NEWS DEV 1500 24.1k - 24.9k 4.0k - 4.8k 15.7 - 16.8 1777 34.4k - 36.5k 3.4k - 3.7k 19.3 - 20.6TEST 1395 21.9k - 24.1k 4.4k - 4.9k 15.7 - 17.2 2767 51.5k - 53.6k 11.0k - 8.0k 18.6 - 19.3
XRCE DEV 976 11.9k - 13.3k 1.2k - 1.4k 12.2 - 13.6 931 10.6k - 10.9k 1.4k - 1.1k 11.4 - 11.5TEST 936 11.4k - 12.3k 1.1k - 1.2k 12.2 - 13.2 980 12.6k - 12.8k 1.8k - 1.4k 12.9 - 13.1
4.3 DRR experiments
In this section, we present a study of our DRR variations,
where the following issues were researched:
1. Varying learning rate and N-best size considered.
2. Difference between sentence-by-sentence DRR and batch
DRR.
In this study, we used only the development corpus of each
domain since the purpose is to analyze the effect of adapt-
ing λ. Accordingly, the results displayed here are using the
corresponding corpus for each domain (EMEA-DEV, NC-
DEV and XRCE-DEV, details in Section 4.1). In addition,
the translation quality was measured with the BLEU metric,
in all the experiments in this section.
4.3.1 Varying learning rate and increasing the N-best size
As a first step, we analyzed the effect of varying the learn-
ing rate α described in Equation 3, together with different
N-best sizes. Also, we used the sentence-by-sentence DRR
variation for these experiments.
Results are shown in Figure 1 for English-French, and
for each domain considered. We analyzed a broad range of
learning ratesα, but we show here the most significantα val-
ues for clarity purposes. In addition, the translation quality
obtained with the baseline system is also displayed. Several
conclusion can be drawn:
– The results show that high values of α lead to a signif-
icant degradation in translation quality. The reason for
this can be explained by looking at Equation 3. High
values produce bigger changes of the λs respect to λs−1,
and consequently an important change in the search space.
On the other hand, smaller values of λ can obtain better
translation quality.
– The effect of increasing the size of N-best considered
was also analysed. As it can be seen, the size of N-best
and α are strongly related parameters, and high α values
need more N-best for obtaining better results. But when
the algorithm has the adequate learning rate, the N-best
size does not have a large influence on the outcome in
terms of translation quality.
4.3.2 Varying batch size
In this section, we compare the batch DRR (Section 3.2) and
sentence-by-sentence DRR (Section 3.1). For this compari-
son, we conducted experiments similar to those in previous
Section 4.3.1 (varying α and N-best size), but we included
the use of batches. The best results for each domain are pre-
sented in Table 3. The results are shown considering BLEU
as evaluation metric, and for varying number of batches |C|.
The following table illustrates other important parameters
to consider. These are: |ck|, which represents the number
of sentences in each batch ck and α, the learning rate used.
Then, the first line in the table represents the best result ob-
tained with sentence-by-sentence DRR for each domain. As
for the effect on the batch DRR variation, as compared to
sentence-by-sentence DRR, we can observe similar results
in terms of BLEU. Hence, we can conclude that both al-
ternatives converge to a similar search space. The most re-
markable difference is the learning rate value used to obtain
the best results. In the case of sentence-by-sentence DRR,
the best results are obtained with a very small value of α. In
other hand, batch DRR obtained the same results with higher
values of α. We think this happens because batch DRR in-
cludes more information in each update, and hence the up-
date steps are more stable.
4.4 Comparison between DRR, MERT and MIRA
Once the effect of the different parameters of DRR was anal-
ysed, we pursue to compare our method with standard meth-
ods such as MERT and MIRA. This comparative study was
conducted taking into account the following issues:
1. Varying the size of the development corpus (Section 4.4.1).
2. Increasing the number of n-best used within eache method
(Section 4.4.2).
4.4.1 Development Size
As a first step in this comparative, we study the effect of
increasing the number of development samples made avail-
able to the system. Figure 2 and Figure 3 show the effect of
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Fig. 1: Translation quality comparison for different α values and number of n-best.
Table 3: Best results varying the batch size for each domain, evaluation made with BLEU.
EN-FR DE-EN
Domain C |M | α BLEU C |M | α BLEU
EMEA
- - 0.00001 25.6 - - 0.0005 19.6
3 240 0.01 25.5 3 240 0.01 19.4
4 160 0.005 25.5 4 160 0.01 19.4
7 80 0.005 25.5 7 80 0.001 19.4
NEWS
- - 0.00001 23.3 - - 0,00005 17.6
4 400 0.005 23.4 4 400 0.01 17.5
7 200 0.001 23.5 7 200 0.001 17.6
28 50 0.001 23.5 28 50 0.0001 17.4
XRCE
- - 0.0001 10.1 - - 0.00005 10.3
4 300 0.005 10.1 4 300 0.01 10.3
7 150 0.0005 10.1 7 150 0.001 10.3
20 50 0.0005 10.1 20 50 0.001 10.4
adding sentences to development corpus and the confidence
intervals derived.
These results show translation quality in terms of BLEU
and TER (Figure 2 for BLEU, Figure 3 for TER), for each
domain and development corpus considered (details in Sec-
tion 4.1). For clarity, we only show results for the best meta-
parameter configuration of DRR for each domain, obtained
in previous Section 4.3, and the standard parameter config-
uration of MERT and MIRA present in Moses toolkit.
Results of such comparison can be seen in Figure 2,
in temrs of BLEU. There are several things that should be
noted:
– Results obtained for all methods are better than the base-
line system (bsln) at the beginning, as could be expected.
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Fig. 2: Performance comparison across the different corpora analysed and with the different λ estimation methods. The three
plots on the left display BLEU, while the three plots on the right display the size of the confidence intervals (CFI).
This could be demonstrating the effectiveness of these
methods in an SMT adaptation task.
– All the methods have the same behaviour when the de-
velopment size increases, leading to improvements in
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translation quality as measured by BLEU, ( around 1−2
points better).
– Results obtained with our DRR method are similar than
the ones obtained with MIRA and MERT.
– As expected, smaller amounts of development corpus
lead to larger confidence intervals.
– The NEWS corpus appears to be a specially difficult cor-
pus for the DRR method. Also, confidence intervals are
especially high when compared to the other methods.
– Lastly, when looking at the translation quality of the
XRCE corpus, it stands out that curves behave especially
poorly in terms of BLUE (around 10 points). The devel-
opment set of the XRCE corpus seems to be quite dif-
ferent from the training data (Europarl training), which
implies that the system is not able to obtain a good N-
best list.
Since TER is another evaluation metric commonly used
in the SMT community and was the metric used initially
for on-line DRR, we also analyzed the behaviour when us-
ing TER. The overall analysis is very similar concerning the
one involving BLEU (λ estimation method behaviour when
increasing the development size). Figure 3 shows the main
results obtained for the three domains and languages pair
(EN-FR).
– Using TER for estimating λ leads to similar results as
compared to using BLEU.
– Increasing the number of adaptation samples leads to
better results for all the methods considered, without be-
ing statistically significant in terms of BLEU.
– Similarly to previous experiments, DRR obtains weak
reuslts in the NEWS corpus. Nevertheless, the difference
is not significant.
4.4.2 Variating N-best size
As explained before, all methods described leverage an N-
best list for optimizing the λ of the log-lineal model. In case
of MERT, the N-best list is used to obtain the best hypothe-
ses. In the case of DRR, the N-best is of greater importance
to the algorithm, since it uses all the information contained
in the list. For this reason, in this section we analyze the
difference of N-best sizes. We studied the following N-best
sizes; |N − best| = {100, 200, 500, 1000, 1500, 5000}, al-
though not reported here in order to avoid including too
many plots in this paper. For this reason, we only report the
best result obtained regarding the N-best size.
Table 4 and Table 5 show the best results in terms of
BLEU, TER and METEOR. There are several things that
should be noted:
– In terms of the metric used in Table 4 and Table 5 (BLEU
or TER respectively) we can see that all the methods
obtained very similar results without statistical signifi-
cance. These results are consistent across different do-
mains and language pairs.
– The DRR method needs more N-best to obtain better re-
sults, as compared to the other two methods. This should
be expected, since MERT and MIRA conduct several
translation steps, whereas DRR only conducts one single
step. Hence, for a fixed n-best size, MERT and MIRA
have access to more information than DRR, since they
re-compute the search space after each translation step.
For this reason, DRR was actually designed to have ac-
cess to a large N-best list.
– In addition, we can see different results when using BLEU
or TER, leading to differences in the range of 1 − 3
BLEU points and 2− 3 TER points.
4.4.3 Results analysis for test corpus and computational
time
Given that tuning is critical for adapting a SMT system to a
specific domain or corpus, in this section we presented the
results obtained for each method when translating different
domains (EMEA-TEST, NEWS-TEST and XRCE-TEST).
These corpora were only used for optimizing the log-linear
weights, so the only information that the system has at this
moment was obtained during the tuning process using the
development corpus, which belongs to the same domain as
the test corpus.
The vector weights λ used in each method were obtained
using the best configuration analysed in the previous sec-
tions. In addition, we saw in the previous sections (Section
4.4.1 and Section 4.4.2) that the methods analyzed have very
similar behaviour in terms of BLEU or TER. For this reason,
the result using TER was removed from the final comparison
in order to avoid clogging the paper with too many similar
tables.
In Table 6, we show the mail results obtained for each
method (MERT, MIRA and DRR) in terms of the three met-
rics studied (BLEU, TER and METEOR). As shown, our
method is able to yield slightly better results in most do-
mains (EMEA DE-EN, XRCE EN-FR and DE-EN), although
differences are not statistical significant. In the other cases,
our DRR method leads to competitive results with respect to
the state of the art. We understand that is important, since it
proves the competitiveness of our proposal in this task, with
respect to other techniques which have been largely studied
by the SMT community and are considered state of the art.
Regarding computational time, Table 7 reports the time con-
sumed by each one of the approaches reported in Table 6.
Computational time was measured in single-threaded runs
of the algorithms presented. As shown, the DRR method is
faster than the other two methods, while still obtaining better
or similar results.
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Fig. 3: Performance comparison across the different corpora analysed and with the different λ estimation methods. The three
plots on the left display TER, while the three plots on the right display the size of the confidence intervals (CFI).
5 Conclusions
In this paper, the DRR method has been thoroughly anal-
ysed for its application to log-linear vector weight adapta-
tion in SMT. Experimental results analysing the effective-
ness of such adaptation method have been reported. Results
show that DRR is able to provide consistent improvements
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Table 4: Effect to change the n-best size for each method, evaluation made with BLEU.
EN-FR DE-EN
Domain Method |N− best| BLEU TER METEOR |N− best| BLEU TER METEOR
EMEA
MERT 200 25.7± 0.1 56.1± 0.5 48.6± 0.2 500 19.8± 0.1 60.6± 0.4 26.6± 0.1
MIRA 200 25.6± 0.1 55.8± 0.2 48.6± 0.1 100 19.7± 0.1 60.6± 0.2 26.6± 0.3
DRR 100 25.5± 0.2 55.8± 0.3 48.5± 0.1 200 19.4± 0.3 60.0± 0.4 26.6± 0.1
NEWS
MERT 100 23.5± 0.1 59.3± 0.002 47.5± 0.1 200 18.1± 0.04 65.8± 0.1 27.4± 0.03
MIRA 200 23.4± 0.03 59.2± 0.8 47.5± 0.04 200 17.9± 0.02 65.3± 0.1 27.3± 0.01
DRR 500 23.2± 0.5 58.5± 0.7 46.1± 0.7 500 17.5± 0.2 66.7± 1.1 27.3± 0.1
XRCE
MERT 200 10.3± 0.04 74.2± 0.6 34.2± 0.3 500 11.3± 0.04 71.9± 1.4 17.6± 0.2
MIRA 200 10.2± 0.04 74.0± 0.2 34.0± 0.1 200 10.8± 0.2 72.1± 1.3 17.5± 0.02
DRR 500 10.1± 0.1 73.7± 0.2 33.7± 0.1 500 10.4± 0.2 69.6± 0.3 17.4± 0.1
Table 5: Effect to change the n-best size for each method, evaluation made with TER.
EN-FR DE-EN
Domain Method |N− best| TER BLEU METEOR |N− best| TER BLEU METEOR
EMEA
MERT 200 53.7± 0.1 24.4± 0.2 47.2± 0.3 200 57.5± 0.1 17.4± 0.3 25.4± 0.1
MIRA 200 53.4± 0.1 24.7± 0.2 47.2± 0.1 200 57.3± 0.1 17.6± 0.2 25.5± 0.2
DRR 500 53.6± 0.2 24.7± 0.3 47.1± 0.1 500 57.6± 0.3 17.9± 0.4 25.4± 0.1
NEWS
MERT 200 57.1± 0.1 21.5± 0.2 44.8± 0.2 100 62.3± 0.01 16.0± 0.2 26.2± 0.1
MIRA 200 57.1± 0.04 21.3± 0.4 44.8± 0.1 200 62.6± 0.02 16.3± 0.1 26.1± 0.1
DRR 1000 57.5± 0.4 20.7± 0.7 44.0± 0.6 500 63.0± 0.2 15.8± 0.9 26.1± 0.3
XRCE
MERT 1000 69.4± 0.1 8.7± 0.1 30.8± 0.2 200 66.8± 0.1 9.1± 0.4 16.4± 0.1
MIRA 500 69.1± 0.1 8.9± 0.1 31.0± 0.2 200 67.2± 0.1 8.8± 0.4 16.3± 0.1
DRR 500 69.5± 0.2 8.8± 0.1 30.7± 0.2 200 67.1± 0.1 9.0± 0.4 16.2± 0.1
Table 6: Translation results for the three domains using different optimization algorithm using BLEU metric.
EN-FR DE-EN
Domain Method BLEU TER METEOR BLEU TER METEOR
EMEA
MERT 22.3± 0.2 58.8± 0.1 45.0± 0.2 19.1± 0.2 61.7± 0.5 27.1± 0.1
MIRA 22.4± 0.1 58.5± 0.2 45.1± 0.1 19.1± 0.1 61.4± 0.2 27.2± 0.02
DRR 22.3± 0.2 58.5± 0.2 45.0± 0.2 19.2± 0.2 60.4± 0.5 27.2± 0.1
NEWS
MERT 27.0± 0.01 53.6± 0.1 50.8± 0.2 21.6± 0.1 58.5± 0.1 30.4± 0.04
MIRA 27.4± 0.1 53.0± 0.04 51.1± 0.04 21.7± 0.02 57.9± 0.03 30.5± 0.02
DRR 26.8± 0.3 54.3± 0.9 51.0± 0.2 21.1± 0.3 58.6± 1.0 30.2± 0.1
XRCE
MERT 9.9± 0.3 73.6± 0.8 36.8± 0.3 9.4± 0.3 73.9± 0.9 18.1± 0.2
MIRA 10.2± 0.1 73.3± 0.2 36.1± 0.1 9.8± 0.1 72.5± 1.0 18.1± 0.03
DRR 10.2± 0.1 73.0± 0.2 36.7± 0.1 9.6± 0.1 70.1± 0.4 18.0± 0.1
in translation quality over the baseline systems, as measured
by BLEU or TER. In addition, we have demonstrated, via
empirical experiments, that our DRR method obtains com-
parable in some cases better result than MERT and MIRA,
with a reduction of computational time, across different do-
main and language pairs. We consider this important, since it
means that DRR is able to lead to competitive results, while
using less computational resources.
As future work, we plan to extend the current DRR im-
plementation so that it is able to deal with more feature-rich
SMT models and we will carry out new experiments with
large amounts of corpus and language diversity.
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