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Capitolo 1
Introduzione
Il fenomeno dell’irraggiamento è uno dei più rilevanti dell’elettrodinamica. Esso consiste nell’e-
missione di radiazione, ossia onde elettromagnetiche, da parte di cariche elettriche in moto. Una
condizione necessaria per questo fenomeno è che le cariche si muovano di moto accelerato. Tuttavia,
benché una singola carica elettrica (puntiforme) accelerata emetta sempre delle radiazione elettroma-
gnetica, ciò non è vero in generale per sorgenti elettromagnetiche estese, cariche e correnti, in cui, con
particolari configurazioni e moti del sistema, è possibile che la presenza di accelerazione non comporti
l’emissione di radiazione. Il motivo di tale assenza va ricercato in un effetto di interferenza distrut-
tiva globale dovuto al principio di sovrapposizione a cui l’elettrodinamica obbedisce; per i sistemi
che non irradiano, il campo elettromagnetico complessivo, dato dalla sovrapposizione di quelli emessi
singolarmente dalle particelle, è nullo.
Il comportamento dei campi elettromagnetici rilevante nell’analisi della radiazione emessa è quello
a grandi distanze, cioè per distanze dalla sorgente molto grandi, condizione che deve essere adattata
anche al tipo di sistema esaminato, ad esempio, distinguendo tra sorgenti a supporto compatto e
a supporto non compatto. Nella tesi si cercheranno le condizioni, il più possibile generali, sotto le
quali si ha assenza di tale radiazione. La grande varietà di sistemi trattabili con l’elettrodinamica
rende, tuttavia, difficile analizzare dettagliatamente il problema per una sorgente generica. Pertanto,
verrà fatto uno studio di varie tipologie di sistemi, derivando per ognuno le condizioni che portano
all’assenza di radiazione.
La prima categoria di sistemi analizzati è quella, ben nota in elettrodinamica, delle correnti sta-
zionarie e delle sorgenti a simmetrica sferica. Semplici esempi di sistemi accelerati che non irradiano
sono una spira percorsa da una corrente costante nel tempo o una sfera carica di raggio variabile nel
tempo.
Una seconda categoria di sistemi che verranno analizzati, in cui l’assenza di radiazione è molto
meno evidente, è quella delle sorgenti compatte, cioè limitate ad una certa regione, fissata, dello spazio.
Per questi sistemi è possibile analizzare con più precisione l’energia irradiata a grandi distanze, ovvero
quella dovuta alla radiazione. Dopo aver derivato in questo caso l’espressione del quadripotenziale a
grandi distanze, sarà possibile derivare una condizione generale sotto la quale una sorgente compatta
non irradia. Si esamineranno, quindi, alcuni sistemi particolari, cercando di vedere quando essi sod-
disfano alla condizione ricavata. Tra questi si distingueranno corpi carichi rigidi nel laboratorio, cioè
corpi i cui punti sono a distanza fissata in un certo riferimento inerziale, in moto traslatorio periodico,
dove si vedrà che la condizione di non radiazione si tradurrà in una condizione sul periodo del moto, e
corpi che compiono moti rigidi relativistici, una possibile generalizzazione relativistica della condizione
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classica di corpo rigido.
Il quadripotenziale ricavato nel caso di sorgenti compatte, può essere analizzato alternativamente
attraverso lo sviluppo in multipoli. Con questo si intende che la quadricorrente, che genera il poten-
ziale, viene sviluppata in serie rispetto al tempo ritardato microscopico, che tiene conto del ritardo
dovuto alla struttura interna della sorgente, e tale sviluppo risulta essere uno sviluppo in potenze di 1c
dove c è la velocità della luce nel vuoto. I termini dello sviluppo hanno come coefficienti delle quantità
dette momenti di multipolo (elettrico o magnetico). In particolare, il termine di ordine 1c , per la parte
spaziale, contiene un termine detto potenziale di dipolo elettrico che è solitamente usato per l’ana-
lisi non relativistica della radiazione, di cui fornisce l’enegia irradiata tramite la formula di Larmor.
Sempre usando l’analisi limitata al termine di dipolo, si possono derivare condizioni più deboli per
l’assenza di radiazione, in cui la radiazione è nulla solo all’ordine di dipolo.
La validità dello sviluppo in multipolo si ha normalmente se la velocità v, caratteristica del sistema,
è non relativistica, ossia vc << 1. In realtà, la condizione per la validità dello sviluppo in multipolo
risulta più stringente e in alcuni casi non è sufficiente il regime non relativistico. Infatti, si vedrà come
certi sistemi, che non irradiano, ad esempio una sfera rigida nel laboratorio, pur muovendosi a velocità
non relativistiche presentano un momento di dipolo non nullo, cosicché, se ci si limitasse all’analisi
non relativistica tramite la formula di Larmor, si concluderebbe che essi emettono radiazione. Nella
tesi si spiegherà in maniera dettagliata il motivo di questa contraddizione.
La terza categoria analizzata di sistemi che non presentano radiazione è quella costituita dalle
sorgenti non compatte. In questo caso l’analisi risulta meno generale e bisogna trattare separatamente
sistemi che presentano simmetrie differenti, in particolare, le formule ricavate nel caso compatto non
sono più applicabili. Più precisamente si analizzeranno sistemi a simmetria cilindrica, quali un filo
rettilineo percorso da una corrente variabile, che presentano un’ asse di simmetria lungo il quale il
sistema è infinitamente esteso e sono invarianti sotto traslazioni lungo tale asse e rotazioni attorno
all’asse stesso, e sistemi distribuiti lungo una regione illimitata nelle direzioni di un piano, come, ad
esempio, un piano infinito percorso da una corrente di superficie. Per i sistemi a simmetria cilindrica,
si vedrà che il fatto che la sorgente sia estesa sarà cruciale. infatti risulterà che nel caso di un cilindro
di raggio R percorso da una corrente di superficie, la radiazione potrà essere annullata solo nel caso
R 6= 0. Nella tesi si mostrerà che tale condizione deriva, ancora una volta, dal fatto che l’assenza
di radiazione è dovuta a un effetto di interferenza distruttiva dei campi generati dalle varie parti del
sistema.
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Capitolo 2
Campi elettromagnetici generati da
una sorgente generica
Le leggi fondamentali che regolano il comportamento dei campi elettromagnetici sono le equazioni
di Maxwell
∇·E = ρ, ∇×E = −1
c
∂B
∂t
,
∇·B = 0, ∇×B = 1
c
j + 1
c
∂E
∂t
,
dove E,B sono i campi elettrico e magnetico rispettivamente e ρ, j sono le densità di carica e corrente
rispettivamente. Tali equazioni possono essere riscritte in forma covariante introducendo due quantità
tensoriali, il tensore elettromagnetico e la quadricorrente. Il tensore elettromagnetico Fµν è definito
come
Fµν = ∂µAν − ∂νAµ, (2.1)
ove è stato introdotto il quadripotenziale Aµ = (φ,A) in cui φ è il potenziale scalare e A il potenziale
vettore in funzione dei quali i campi elettrico e magnetico si scrivono
E = −∇φ− ∂A
∂t
, B = ∇×A.
La quadricorrente è invece la quantità jµ = (ρc, j) per la quale si richiede che siano soddisfatte le
condizioni:
1. jµ è un campo vettoriale ed è una distribuzione,
2. jµ è localmente conservata, ∂µjµ = 0,
3. lim|x|→∞ (jµ(t,x)|x|3) = 0.1
Utilizzando tali tensori le equazioni di Maxwell, in gauge di Lorenz, si riscrivono
∂µF
µν = jν → Aµ = j
µ
c
, ∂µA
µ = 0. (2.2)
1Questa condizione è verificata nel caso di sistemi compatti.
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Sotto le ipotesi 1, 2, 3, una soluzione delle equazioni di Maxwell (2.2), che rappresenta il potenziale
generato da una quadricorrente jµ, è
Aµ(t,x) =
∫
jµ(t− |x−y|c ,y)
4pic|x− y| d
3y, (2.3)
dove x è la posizione in cui si valuta il potenziale Aµ e y è la posizione che parametrizza la distribuzione
di carica. La soluzione (2.3) è analoga a quella dell’equazione di Poisson
∇2φ = −ρ,
di un campo φ con sorgente ρ, con la differenza che la sorgente jµ è calcolata al tempo ritardato t′ =
t− |x−y|c che tiene conto della velocità finita del segnale elettromagnetico. A partire dal potenziale Aµ
dato da (2.3) è poi possibile derivare i campi elettromagnetici, calcolando il tensore elettromagnetico
Fµν tramite la relazione (2.1).
L’espressione (2.3) è stata derivata tramite il metodo della funzione di Green, in cui la soluzione
di (2.2) è ottenuta come la convoluzione Aµ = G ∗ jµ, dove G = 12pi δ(x2)H(x0), detta funzione di
Green ritardata, è la soluzione di G(x) = δ4(x) che soddisfa alla condizione di causalità G(x) = 0
per x0 < 0 (H(x) è la funzione di Heavyside). Perché la convoluzione tra la funzione di Green G(x)
e la quadricorrente jµ(x) abbia senso bisognerebbe che fosse jµ ∈ S(R4), condizione fisicamente mai
verificata, oppure che jµ avesse supporto compatto, condizione anch’essa mai verificata perché la
quadricorrente è non nulla ad ogni tempo. Se invece la jµ non rispetta tali condizioni, la validità
del metodo della funzione di Green non è più garantita. In tal caso si può procedere formalmente,
valutando la trasformata di Fourier Aˆµ(k) di Aµ(x)2:
Aˆµ(k) = (2pi)4Gˆ(k)Jµ(k).
La trasformata di G(x) è
Gˆ(k) = − 1(2pi)2
(
P
( 1
k2
)
+ ipisign(k0)δ(k2)
)
,
dove P
(
1
k2
)
denota la parte principale di 1
k2 e sign(x) è la funzione segno. L’espressione di Aˆ
µ(k)
diventa
Aˆµ(k) = −(2pi)2
(
P
( 1
k2
)
+ ipisign(k0)δ(k2)
)
Jµ(k). (2.4)
Se ora la trasformata di Fourier è tale che il secondo membro di (2.4) definisce una distribuzione, si
può definire il potenziale Aµ(x) come l’antitrasformata di Fourier della (2.4). Tale possibilità dipende
dalle proprietà di regolarità della trasformata Jµ(k) della quadricorrente jµ(x) che dovranno essere
verificate caso per caso.
2.1 Campo di radiazione per sorgenti compatte
L’espressione (2.3) del potenziale, generato da una sorgente con supporto spaziale compatto, può
essere semplificata analizzando il comportamento a grandi distanze che è quello rilevante nell’ana-
lisi dell’irraggiamento. Precisamente, il quadrimomento trasportato dal campo elettromagnetico è
2Si denota con Jµ(k) la trasformata di Fourier di jµ(x) e con Gˆ(k) quella di G(x).
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rappresentato tramite il tensore energia-impulso
Tµν = FµρF νρ +
1
4η
µνFαβ F
αβ, (2.5)
si nota che esso è quadratico nei campi Fµν . Il flusso dPµdσdt di quadrimomento Pµ che attraversa un
elemento d’area dσ di una superficie Σ, di versore normale u, nell’unità di tempo è
dPµ
dσdt
= T iµui.
Nel caso compatto si può scegliere come superficie Σ una sfera, di raggio sufficientemente grande
da contenere la sorgente. Per una sfera di raggio r, l’elemento di superficie è dσ = r2dΩ, ove dΩ
denota l’elemento di angolo solido, e il versore normale è ui = ni = xi|x| . Prendendo il limite r → ∞,
l’espressione precedente diventa
dPµ
dΩdt = limr→∞T
iµni r2, (2.6)
da cui si vede che se T iµ ∼ 1rn esso dà contributo finito non nullo solo per n = 2. Di conseguenza se
si vuole analizzare l’energia irradiata a grandi distanze è sufficiente considerare i termini di ordine 1r
del quadripotenziale (2.3) trascurando quelli di ordine superiore, poiché Tµν è quadratico nei campi.
Innanzitutto, denotando con r = |x| la norma del vettore posizione e con n = x|x| il versore normale
di osservazione, si ha che l’espressione |x− y|, per r →∞, può essere riscritta come:
|x− y| = r
(
1− n·y
r
)
+O
( |y|
r
)
, (2.7)
dove si è tenuto conto che |y| << r in ogni direzione, grazie alla compattezza della sorgente. Bisogna
ora considerare l’espressione (2.3) nella zona delle onde, cioè per per r → ∞ e tenendo costante il
ritardo t− r/c. In tale modo, sostituendo (2.7) nell’espressione (2.3), si ha
Aµ(t,x) = 14pirc
∫
jµ
(
t− r
c
+ n·y
c
,y
)
d3y +O
( 1
r2
)
, (2.8)
dove n·yc è detto ritardo microscopico e tiene conto della struttura della sorgente e
r
c è detto ritardo
macroscopico e dipende dalla distanza r alla quale viene rilevata la radiazione. L’espressione (2.8)
fornisce il quadripotenziale dei campi di radiazione nel caso di sorgenti compatte. Si verifica che il
quadripotenziale (2.8) soddisfa le seguenti relazioni, dette delle onde, all’ordine 1r
(i) ∂µAν = nµA˙ν ,
(ii) nµA˙µ = 0 ↔ A˙0 = (n·A˙),
dove si è introdotto il versore normale nello spaziotempo: nµ = (1,n) e si è posto A˙µ = ∂0Aµ. Poichè
|n| = 1, si ha che n2 = nµnµ = 0 cioè nµ è un quadrivettore di tipo luce. Sfruttando le relazioni
delle onde e le relazioni (2.1) e (2.5), è possibile riscrivere il tensore elettromagnetico e il tensore
energia-impulso del campo di radiazione:
Fµν = nµA˙ν − nνA˙µ,
Tµν = −nµnνA˙αA˙α.
5
Il campo elettrico e il tensore energia-impulso si riscrivono
E = n×n×(A˙), (2.9)
Tµν = nµnν |E|2, (2.10)
poiché A˙µA˙µ = −|E|2, e, usando (2.6), il quadrimomento emesso per unità di tempo nell’unità di
angolo solido risulta
dPµ
dΩdt = limr→∞ r
2T iµni = r2nµ|E|2. (2.11)
2.2 Sviluppo in multipoli
L’espressione (2.8) può essere ulteriormente semplificata eseguendo lo sviluppo in multipoli del-
la quadricorrente jµ. Esso consiste nello sviluppare l’argomento temporale della quadricorrente jµ
attorno a t− rc
jµ
(
t− r
c
+ n·y
c
,y
)
= jµ
(
t− r
c
,y
)
+∂tjµ
(
t− r
c
,y
)
n·y
c
+ 12∂
2
t j
µ
(
t− r
c
,y
)(
n·y
c
)2
+ ... . (2.12)
Sostituendo tale sviluppo nell’espressione (2.8) si ottiene, quindi, uno sviluppo del potenziale Aµ in
potenze di 1c .
Aµ(t,x) = 14pirc
∫
jµ
(
t− r
c
,y
)
d3y + 14pirc2
∫
∂tj
µ
(
t− r
c
,y
)
n·y d3y + ... . (2.13)
I termini dello sviluppo (2.13) sono detti termini di multipolo e quello di ordine 1c è detto termine di
dipolo. L’espressione, delle componenti spaziali, del termine di dipolo può essere riscritta in forma più
semplice, introducendo il momento di dipolo elettrico D(t) di una distribuzione di carica ρ(t,x)
D(t) =
∫
ρ(t,y)yd3y, D˙(t) =
∫
j(t,y)d3y, (2.14)
quindi, usando (2.14), l’espressione del potenziale, troncato all’ordine di dipolo, diventa
A(t, r) = 14pirc
∫
j
(
t− r
c
,y
)
d3y =
D˙(t− rc )
4pirc . (2.15)
Poiché a grandi distanze |E| = |n× A˙|, sostituendo l’espressione (2.15) nell’espressione (2.11) si
ottiene la potenza W emessa nell’unità di angolo solido in approssimazione di dipolo
dW
dΩ =
r2
c
|E|2 = |n× D¨(t−
r
c )|
2
16pi2c3 =
|D¨(t− rc )|2 sin2 θ
16pi2c3 ,
dove si è indicato con θ l’angolo compreso tra D¨ e n. Infine, integrando in dΩ si ottiene la potenza
totale emessa
W =
|D¨(t− rc )|
2
6pic3 . (2.16)
L’espressione (2.16) è detta formula di Larmor e rappresenta la potenza totale emessa in approssima-
zione di dipolo. Solitamente, essa viene utilizzata per calcolare la potenza emessa dalla sorgente per
regimi non relativistici.
In generale, l’approssimazione all’ordine di dipolo nella (2.12) è valida se |ji| >> | (n·yc ) ∂tji|. Se
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le variazioni apprezzabili ∆ji di ji avvengono in un tempo tipico T , cioè |∆jj | ∼ 1 in ∆t ∼ T la
condizione diventa n·yc << T . Denotando con R il diametro della regione che contiene la sorgente, l
la distanza tipica percorsa dalle cariche durante il tempo T e v la velocità caratteristica delle cariche,
Tale condizione, dato che |n·y| ∼ R e T ∼ lv , diventa
v
c
<<
l
R
↔ R
c
<<
l
v
∼ T, (2.17)
Se l ∼ R, come avviene ad esempio nel caso di un sistema di particelle puntiformi, la condizione
(2.17) diventa vc << 1 cioè, per tali sorgenti, l’approssimazione di dipolo è valida per regimi non
relativistici. Per sorgenti estese è possibile che sia l << R quindi essa potrebbe non essere valida
anche per regimi non relativistici. In effetti, nell’analisi della radiazione emessa da una sfera rigida,
utilizzando la formula di Larmor (2.16) si otterrebbe un valore non nullo di potenza emessa, ma si
vedrà che in tale caso l’approssimazione di dipolo non è applicabile proprio perché l << R.
2.3 Analisi spettrale
Il comportamento della radiazione può essere esaminato in maniera precisa eseguendo l’analisi
spettrale del campo elettromagnetico. Ogni potenziale Aµ nella zona delle onde, cioè ogni campo
elettromagnetico di radiazione, si può scrivere nella forma
Aµ(t,x) = 1√
2pi
∫
Aµ(ω,x)eiωt dω, (2.18)
cioè come una sovrapposizione di onde elementari monocromatiche della forma Aµ(ω,x)eiωt, dette
armoniche, dove ω è la frequenza dell’onda e Aµ(ω,x) è la trasformata di Fourier, temporale, del
potenziale Aµ(t,x), data da
Aµ(ω,x) = 1√
2pi
∫
Aµ(t,x)e−iωt dt, (2.19)
e indica il peso con cui compare la frequenza ω nella sovrapposizione e la polarizzazione di tale onda.
Analogamente, anche il campo elettrico può essere scritto in tale forma
E(t,x) = 1√
2pi
∫
E(ω,x)eiωt dω, (2.20)
E(ω,x) = 1√
2pi
∫
E(t,x)e−iωt dt. (2.21)
L’insieme delle frequenze che compongono un campo elettromagnetico di radiazione viene detto spettro
della radiazione, ed è, in generale, un sottoinsieme continuo di R. Lo spettro può anche essere discreto
cioè composto da un insieme numerabile di frequenze ωn. In tale caso, le (2.18) e (2.20) si riducono a
delle serie della forma (si omette la dipendenza da x)
Aµ(t) =
∑
n
Aµne
iωnt, (2.22)
E(t) =
∑
n
Ene
iωnt. (2.23)
Questo accade, per esempio, nel caso di campi periodici di periodo T , che presentano uno spettro
discreto con frequenze ωn = 2pinT , n ∈ Z. Sempre nel caso periodico di periodo T , i coefficienti delle
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serie (2.22) e (2.23) sono dati da
Aµn =
1
T
∫ T
0
Aµ(t)e−iωnt dt, (2.24)
En =
1
T
∫ T
0
E(t)e−iωnt dt, (2.25)
Nel caso in cui la radiazione sia periodica di periodo T , risulta significativo calcolare, tramite l’espres-
sione (2.11), la potenza media totale emessa
dW
dΩ =
c
T
∫ T
0
r2|E|2 dt = 2cr2
∑
n
|En|2, (2.26)
dove si sono utilizzate le espressioni (2.23) e (2.25) per il campo elettrico nel caso periodico e si è
indicata con |En| la norma di En data dal prodotto scalare complesso. Si può notare come la potenza
media per unità di angolo solido, nel caso periodico, risulti la somma di pesi spettrali della forma
dWn
dΩ = 2cr
2|En|2, (2.27)
riferiti alle frequenze ωn dello spettro. Se non è presente radiazione, ognuna delle potenze (2.27) risulta
nulla.
Sia ora jµ(x) una quadricorrente che genera il potenziale Aµ(x), in accordo con (2.3). Nel caso in cui
la sorgente sia compatta, è possibile esprimere i coefficienti di Fourier del campo elettrico direttamente
in funzione di jµ(x). Innanzitutto, si introduce la trasformata di Fourier della quadricorrente jµ(x)
nello spaziotempo
Jµ(k) = 1
(2pi)2
∫
jµ(x)e−ikνxν d4x, (2.28)
e si riscrive la derivata temporale A˙µ del potenziale a grandi distanze, dato da (2.8), come un integrale
sullo spaziotempo
Aµ(t,x) = 14pirc
∫
jµ(y)δ(ct− y0 − r + n·y) d4y, (2.29)
dove la delta di dirac δ(x) si può esprimere in forma integrale come δ(x) ≡ 12pi
∫
eikx dk. Sostituendo
ora l’espressione di j(y), in funzione della trasformata (2.28), nell’espressione (2.29) di A(t,x), si ha
(ponendo ct∗ = ct− y0 − r + n·y)
A(t,x) = 14pirc
∫
j(y)δ(ct∗) d4y = 142pi3rc
∫∫
J(q)eiqνyνδ(ct∗) d4y d4q =
= 125pi4rc2
∫∫∫
J(q)eiqνyνeiω(t−
y0+r−n·y
c
) d4y d4q dω.
Notando che nµyµ = y0 − n·y, si ottiene
A(t,x) = 12rc2
∫
eiω(t−
r
c
)
( 1
(2pi)2
∫ ( 1
(2pi)2
∫
J(q)eiqνyν d4q
)
e−i
ω
c
nνyν d4y
)
dω = (2.30)
= 12rc2
∫
eiω(t−
r
c
)J(k)dω, (2.31)
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dove si è introdotto il quadrivettore kµ = ωc nµ, che è un quadrivettore di tipo luce dato che nµ lo è.
Il campo elettrico, nella zona delle onde, si ottiene sostituendo (2.31) in (2.9)
E(t,x) = i2rc3n×
(
n×
∫
ωeiω(t−
r
c
)J(k)dω
)
. (2.32)
Confrontando con la (2.20), si ottiene l’espressione dei coefficienti di Fourier
E(ω,x) = i
√
2pi
2rc3 ωe
−iωr
c (n× (n×J(k)) ,
e nel caso di corrente periodica di periodo T , la quadricorrente jµ(x) è riscrivibile in serie di Fourier
come
jµ(t,x) =
∑
n
jµn(x)eiωnt,
dove ωm = 2pimT . Quindi, la trasformata di Fourier nello spaziotempo di jµ(x) è
Jµ(k) =
∑
n
√
2picδ(ω − ωn)
(2pi)
3
2
∫
jµn(x)e−ik·x d3x =
∑
n
√
2picδ(ω − ωn)Jµn (k). (2.33)
Poiché jµ(x) è periodica di periodo T , il campo elettrico è anch’esso periodico di periodo T e lo si può
scrivere come serie di Fourier della forma (2.23). Sostituendo (2.33) in (2.32) si ottiene
E(t,x) =
∑
m
i
√
2piωme−iωm
r
c
2rc2 n× (n×Jn(ωmn)) e
iωmt. (2.34)
Confrontando l’espressione (2.34) con la (2.23), si ricavano i coefficienti di Fourier del campo elettrico
Em(x) =
i
√
2pi
2rc2 ωme
−iωm rc (n× (n×Jm(ωmn)) ,
dunque, si possono ricavare i pesi spettrali dati da (2.27)
dWm
dΩ =
pi
c3
ω2m|n×Jm(ωmn)|2. (2.35)
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Capitolo 3
Esempi classici di sistemi non irradianti
Si comincia qui l’analisi dei sistemi che non presentano radiazione. Come primi esempi di sistemi
non irradianti si analizzeranno i casi, ben noti in elettrodinamica, delle sorgenti stazionarie e delle
sorgenti a simmetria sferica. Verranno poi analizzate le condizioni sotto le quali si ha assenza di
radiazione all’ordine di dipolo.
3.1 Correnti stazionarie
Un primo esempio di sistemi non irradianti è costituito dalle sorgenti stazionarie ossia non dipen-
denti dal tempo, cioè in cui si ha ∂tjµ = 0. In queso caso, l’espressione (2.3) per il quadripotenziale,
generato da una corrente jµ, risulta una funzione della sola posizione x e, quindi, usando (2.3), i campi
elettromagnetici generati risultano
E(t,x) =
∫
ρ(y) (x− y)4pi|x− y|3 d
3y, B(t,x) =
∫
j(y)× (x− y)4pic|x− y|3 d
3y,
che sono campi stazionari e quindi non è presente radiazione. In particolare, nel caso di sorgenti
compatte, il campo elettrico ha andamento 1
r2 e il campo magnetico ha andamento
1
r3 . Si nota come
analizzando l’espressione del campo magnetico sembra che anche esso abbia un andamento 1
r2 , tuttavia,
utilizzando l’espressione (2.8) del potenziale di radiazione, il campo magnetico a grandi distanze risulta
B(t,x) = n4pic×
∫
j(y) d3y +O
( 1
r3
)
, (3.1)
ma poiché nel caso stazionario ∂iji = 0, si ha
0 =
∫
∂ij
i(y)yk d3y = −
∫
jk(y) d3y,
e quindi il campo (3.1) è nullo all’ordine 1
r2 . Un caso interessante di sorgente stazionaria, è quello di
una spira in quiete percorsa da una corrente costante nel tempo. Se si immagina tale sistema come
composto da cariche puntiformi in moto lungo la spira, ognuna di esse singolarmente risulta accelerata,
e quindi dovrebbe emettere radiazione. La sovrapposizione delle varie cariche però crea un effetto di
interferenza distruttiva globale che annulla la radiazione emessa dal sistema. Si vede quindi come la
presenza di accelerazione non implica emissione di radiazione. Nel caso stazionario, tale effetto non
richiede nessuna particolare simmetria del sistema. Esso è piuttosto dovuto ad un effetto di media
temporale. Infatti, dato che la corrente è stazionaria, si può pensare che ogni particella che la compone
segua la stessa traiettoria, con legge oraria y(t). Il campo elettromagnetico complessivo che è presente
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in un punto x ad un istante t∗ è allora dato dalla sovrapposizione di tutti i valori nel punto x assunti
dal campo elettromagnetico generato dalla singola particella, durante il suo moto y(t), allo scorrere
del tempo, indipendentemente dall’istante t∗ analizzato, ed è quindi stazionario.
3.2 Sorgenti a simmetria sferica
Una sorgente a simmetria sferica è una sorgente puramente radiale, cioè in cui ρ(t,x) = ρ(t, r) e
j(t, r) = nj(t, r), dove si è denotato con r = |x| la norma del vettore posizione e con n = x|x| il versore
normale di osservazione. Se il supporto spaziale di tale corrente è compatto, cioè se
∃R > 0 | jµ(t,x) = 0, per r > R , ∀t, (3.2)
vale il seguente teorema
Teorema (Birkhoff). Sia jµ una quadricorrente a simmetria sferica a supporto spaziale compatto.
Allora i campi elettrici e magnetici nella regione r > R sono della forma
E = Q4pir2n, B = 0,
dove Q =
∫
ρ(r, t) d3x è la carica totale del sistema.
Per il teorema precedente, dato che Q è conservata, cioè indipendente dal tempo, risulta che a
distanze sufficientemente grandi (r > R) il campo elettromagnetico è coulombiano e statico, pertanto
una sorgente a simmetria sferica non emette onde elettromagnetiche. Tale sorgente però, dipendendo
in generale dal tempo, può essere costituita da cariche accelerate. Di nuovo, si ha che la particolare
struttura della sorgente genera un effetto di interferenza distruttiva che elimina la componente di
radiazione del campo elettromagnetico.
3.3 Assenza di radiazione all’ordine di dipolo
Sia data una quadricorrente jµ a supporto compatto. In approssimazione di dipolo la potenza
emessa è data dalla formula di Larmor (2.16). Pertanto, se tale potenza è nulla si ha
W =
|D¨(t− rc )|
2
6pic3 = 0 → D¨(t) = 0,
Se, quindi, il momento di dipolo ha derivata seconda nulla, non c’è potenza emessa all’ordine di dipolo.
Come esempio di tale situazione, sia dato un sistema isolato di N particelle puntiformi, ognuna di
carica ei, massa mi e posizione xi(t). La densità di carica del sistema è
ρ(t,x) =
N∑
i=1
eiδ(x− xi(t)).
Quindi, la derivata seconda del momento di dipolo (2.14) risulta
D¨(t) =
N∑
i=1
eix¨i(t) =
N∑
i=1
ei
mi
Fi(t),
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dove si è indicato con Fi(t) la forza che agisce sull’i-esima particella. Ora, visto che il sistema è isolato,
cioè ∑Ni=1 Fi(t) = 0, e se si ha eimi = em ∀i, si ottiene
D¨(t) = e
m
N∑
i=1
miFi(t) = 0. (3.3)
Quindi, un sistema di particelle cariche puntiformi, isolato, per cui il rapporto carica/massa sia lo
stesso per ogni particella, non irradia all’ordine di dipolo. Ciò succede, per esempio, nel caso di un
sistema isolato composto da particelle identiche, e comporta, in particolare, che durante lo scattering
di due elettroni (o protoni) non venga emessa radiazione di dipolo. Nel caso N=1, la condizione (3.3)
implica che sulla particella non agiscono forze cioè che non si ha accelerazione. Per quest’ultimo caso,
muovendosi la particella necessariamente di moto rettilineo uniforme, l’assenza di radiazione di dipolo
implica assenza ad ogni ordine di multipolo.
Un altro caso in cui si ha assenza di radiazione di dipolo è quando il sistema risulta elettricamente
neutro, cioè per ρ(t,x) = 0. Infatti, usando la definizione (2.14) per il momento di dipolo nel caso di
un sistema neutro, risulta D = 0, e quindi D¨ = 0. Un esempio di tale situazione è un conduttore
filiforme (neutro), di forma arbitraria, percorso da una generica corrente I(t), come una spira o un
filo.
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Capitolo 4
Sorgenti compatte
In questa sezione si analizzeranno generiche quadricorrenti jµ a supporto spaziale compatto, cioè
per cui vale (3.2).
4.1 Condizione generale per l’assenza di radiazione nel caso com-
patto
Riprendendo l’espressione (2.10) per il tensore energia-impulso si vede che esso è nullo se e solo se
il campo elettrico a grandi distanze E è nullo, come ci si poteva aspettare. Riscrivendo in funzione di
A˙, si ha
0 = E = n(n·A˙)− A˙↔ n(n·A˙) = A˙.
La condizione di assenza di radiazione è quindi equivalente al fatto che i vettori n e A˙ siano ovunque
paralleli, ovvero
n×A˙ = 0, (4.1)
che riscritta in funzione della trasformata Jµ(k) della quadricorrente jµ(x), tramite l’espressione (2.31),
diventa
n
2rc2×
∫
iωeiω(t−
r
c
)J(k)dω = 0,
dove si ricorda che kµ = ωc nµ → kµkµ = 0. Prendendo, infine, l’antitrasformata di Fourier rispetto a
ct− r, si ottiene
n× A˙ = 0⇔ k × J(k) = 0, kµkµ = 0.1 (4.2)
Quindi, affinché una quadricorrente jµ non produca radiazione, la sua trasformata di fuorier Jµ deve
soddisfare, sul cono luce kµkµ = 0, alla relazione (4.2). Un caso particolare, noto come condizione di
Goedecke, in cui la relazione precedente è banalmente verificata, è quello in cui J(k) = 0 per kµkµ = 0.
Si sottolinea come la condizione (4.2) non implichi per forza che sia J(k) = 0 sul cono luce, un esempio
sono le sorgenti a simmetria sferica in cui la corrente j (e dunque la sua trasformata) è puramente
radiale, quindi J ||n, ma J 6= 0 in generale.
Infine, la condizione (4.2) risulta in realtà covariante, poiché equivalente a kµJν − kνJµ = 0 con
kµk
µ = 0, condizione che è manifestamente covariante. Infatti, tenendo conto che la quadricorrente è
1A rigore, poiché si ha kµkµ = 0 ↔ |k0| = |k|, la condizione (4.2) andrebbe verificata per ogni k0 ∈ R. Tuttavia,
essa è banalmente verificata per k0 = 0. Inoltre, siccome jµ(x) è reale, vale J∗µ(k0,k) = Jµ(−k0,−k). Quindi, se
Jµ(|k|,k) = 0, ∀k ∈ R3 vale anche Jµ(−|k|,k) = 0, ∀k ∈ R3. È quindi sufficiente verificare la condizione (4.2) per
k0 = |k| > 0, cosa che verrà fatta nel seguito della trattazione.
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localmente conservata, cioè che ∂µjµ = 0, condizione che in trasformata di Fourier diventa
kµJ
µ = 0 → k0J0 = kiJ i,
risulta
0 = kµJν − kνJµ → kiJ l − klJ i = 0⇔ k × J(k) = 0,
k × J(k) = 0→ k × (k × J(k)) = 0→ ki(klJ l)− J i(klkl) = 0→ k0(kiJ0 − k0J i) = 0,
dove si è tenuto conto che (k0)2 = klkl. L’assenza di radiazione si ha quindi in ogni riferimento
inerziale.
Di seguito si analizzeranno alcuni sistemi che presentano quadricorrente a supporto compatto, e si
vedrà esplicitamente come intervengano le condizioni sopra ricavate per l’assenza di radiazione.
4.2 Corpi rigidi nel laboratorio
Come prima applicazione della relazione (4.2) si analizzeranno le condizioni sotto le quali dei corpi
carichi, rigidi nel laboratorio e che compiono certi moti periodici, non irradiano. Per corpo rigido nel
laboratorio si intende un sistema di punti Pi in cui, in un fissato sistema di riferimento inerziale R, il
laboratorio, le distanze dij(t) = |xi(t) − xj(t)|, per una qualsiasi coppia di punti (Pi, Pj), rimangono
invariate nel tempo, dove xi(t) è la posizione all’istante t del punto i-esimo rispetto a R. Il moto, nel
riferimento R, avviene quindi senza deformazioni dell’oggetto. 2 Tale sistema può essere modellizzato
come sovrapposizione di cariche puntiformi. La quadricorrente di una carica puntiforme in moto con
legge oraria x(t) è:
jµ(t,x) = eδ(3)(x− x(t))(1,v(t)),
dove v(t) = x˙(t) è la velocità della particella ed e è la carica elettrica della particella.
Sia dato un corpo rigido nel laboratorio con una distribuzione di carica ρ(x) nelle configurazione
iniziale che si muove di moto traslatorio con legge oraria del centro di massa z(t), con |z(t)| < R per
qualche R > 0. Per tale sistema la quadricorrente è data dalla sovrapposizione continua di quelle delle
cariche puntiformi:
jµ(t,x) =
∫
ρ(y)δ(3)(y − z(t))(c, z˙(t)) d3y = ρ(x− z(t))(c, z˙(t)). (4.3)
Grazie alla condizione di moto traslatorio rigido, la densità di carica all’istante t è quella iniziale ρ(x)
traslata di z(t) e la velocità è la stessa per ogni punto del corpo. Si nota che
∂µj
µ(t,x) = ∂t(ρ(x− z(t))) +∇·(ρ(x− z(t))z˙(t)) = −∇ρ(x− z(t))·z˙(t) +∇ρ(x− z(t))·z˙(t) = 0,
e quindi tale quadricorrente risulta, effettivamente, localmente conservata.
La trasformata di Fourier di tale quadricorrente è:
Jµ(k) = 1(2pi)2
∫
ρ(x−z(t))(c, z˙(t))e−ikνxν d4x = 1(2pi)2
(∫
e−i(k
0ct−k·z(t))(c, z˙(t))cdt
)(∫
ρ(x)eik·x d3x
)
.
Come si vede l’integrale si separa in due fattori. Il primo dipende solo dal moto del corpo, tramite
2Fisicamente, poichè in relatività i corpi in moto sono soggetti alla contrazione delle lunghezze, per apparire rigido il
corpo dovrebbe aumentare le sue dimensioni a riposo in modo che in R le sue dimensioni rimangano invariate.
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z(t), il secondo invece dipende solo dalla geometria del sistema, rappresentata dalla densità di carica
ρ(x). Si nota poi che il secondo fattore è proporzionale al complesso coniugato della trasformata di
Fourier ρˆ(k) della densità di carica ρ(x).
Se ora il moto z(t) è periodico, con periodo T, anche la funzione aµ(t,k) = eik·z(t))(c, z˙(t)) lo
è, come funzione del tempo, quindi, è possibile espandere in serie di Fourier tale funzione come
aµ(t,k) = ∑n aµn(k)e i2pinT t. Sostituendo nell’espressione di Jµ(k) e usando la definizione integrale della
δ di Dirac:
Jµ(k) = c2pi
∑
n
aµn(k)δ
(2pin
T
− ck0
)(∫
ρ(x)eik·x d3x
)
=
√
2pi
∑
n
aµn(k)δ
(2pin
cT
− k0
)
ρˆ∗(k). (4.4)
L’espressione (4.4) è valutata sul cono luce, cioè per k0 = ±k. Si nota come la periodicità del moto, e
di conseguenza, della corrente, si rifletta nella presenza di uno spettro discreto di frequenze ωn = 2pinT
che sono presenti solo nel caso in cui la trasformata di Fuorier ρˆ(k) sia non nulla se valutata sulle
sfere di raggio |k| = 2pincT con n ∈ N (che sono i supporti delle delta di Dirac nella sommatoria). La
condizione
ρˆ(k) = 0, per |k| = 2pin
cT
= ωn
c
, ∀n, (4.5)
implica, in effetti, che J(k) sia nulla sul cono luce e, quindi, in accordo con (4.2), che il corpo rigido non
irradi. Si vede che, con particolari geometrie, che determinano la forma di ρˆ(k), è possibile annullare
l’emissione di radiazione.
Si può vedere l’assenza di radiazione in modo più diretto, eseguendo l’analisi spettrale della ra-
diazione prodotta dalla corrente (4.4). I pesi spettrali, che forniscono la potenza emessa alle varie
frequenze presenti nella radiazione, sono dati da (2.35), poiché jµ(x) è periodica, e i coefficienti della
quadricorrente sono Jm(k) =
√
2piρˆ∗(k)am(k), quindi, si ha
dWm
dΩ =
2pi2ω2m
c3
|ρˆ(ωmn)|2|n×am(ωmn)|2, (4.6)
da cui si vede che, se ρˆ(ωmn) = 0 ∀n, il peso spettrale (4.6), relativo alla frequenza ωm, si annulla, in
accordo con la (4.5).
Come applicazione della condizione (4.5), si affronterà ora in dettaglio il caso di una sfera rigida
in moto traslatorio periodico.
4.2.1 Sfera rigida che compie un moto periodico
Sia dato un guscio sferico di carica e, di raggio R e centrato nell’origine del sistema di coordinate.
La densità di carica risulta
ρ(x) = e4pir2 δ(r −R) =
e
4piR2 δ(r −R), (4.7)
dove il fattore di normalizzazione e4piR2 garantisce che integrando la densità di carica ρ(x) in tutto
lo spazio si ottiene la carica e della sfera e dove si è posto r = |x| (in coordinate polari sferiche
d3x = r2 sin θdrdφdθ). La trasformata di Fourier (spaziale) di tale densità di carica è
ρˆ(k) = e
(2pi) 32
∫ ∞
0
δ(r −R)
|k|r
ei|k|r − e−i|k|r
2i dr =
e
(2pi) 32
sin(|k|R)
|k|R . (4.8)
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Imponendo che ρˆ(k) sia nulla per |k| = 2pincT ∀n:
sin
(2pin
cT
R
)
= 0→ 2R
cT
= q, ∀q,
cioè
T = 2R
qc
↔ ω = piqc
R
∀q. (4.9)
In conclusione, se la sfera rigida si muove di moto periodico con periodo T pari ad una frazione intera
del tempo 2Rc , necessario alla luce per percorrere il diametro della sfera, essa non emette radiazione. Si
nota come tale risultato richiami una specie di condizione di quantizzazione sul valore del periodo. Si
potrebbe, quindi, pensare di utilizzare tale condizione per costruire un modello classico dell’elettrone
in un atomo, considerando l’elettrone come una sfera rigida di carica −e. Tuttavia i periodi (4.9) hanno
una forma particolare, a causa della presenza del fattore c, e quindi il modello proposto incontra subito
delle difficoltà.
Si consideri un atomo di idrogeno come un nucleo di carica e, fisso e centrato nell’origine, attorno
al quale orbita l’elettrone, visto come una sfera rigida di raggio R e carica −e con il centro di massa
che si muove di moto circolare uniforme, centrato nell’origine, con raggio dell’orbita l e periodo T
dato da (4.9). La velocità dell’elettrone è v = 2piT l =
piqcl
R ≤ c → l ≤ Rpiq , quindi il raggio dell’orbita
dovrebbe essere sempre minore del raggio dell’elettrone, che dovrebbe contenere il centro dell’orbita.
Il raggio di Bohr è rB ' 0.53 Å = 0.53·10−10 m e la dimensione tipica di un nucleo atomico è
rN ' 10 fm = 10−15 m. Il raggio R dell’elettrone nel modello è maggiore del raggio dell’orbita
l ∼ rB quindi R > rB >> rN , l’elettrone sarebbe, quindi, un guscio sferico che circonderebbe il
nucleo. Ovviamente, ciò non è in accordo con la visione attuale dell’elettrone, che appare puntiforme,
e quindi, se fosse esteso, dovrebbe avere un raggio molto minore del nucleo.
La sfera rigida nel laboratorio fornisce anche un esempio di sistema in cui l’approssimazione di
dipolo non è valida in regime non relativistico. Sostituendo la densità di carica data da (4.3) di
un corpo rigido nel laboratorio, in moto traslatorio con legge oraria z(t), dove ρ è data da (4.7),
nell’espressione (2.14), si ottiene il momento di dipolo per la sfera in moto
D(t) = e4piR2
∫
δ(|y − z(t)| −R)y d3y = ez(t)
R2
∫
δ(r −R)r2 dr = e4piR2
∫
δ(|y| −R)y d3y = ez(t),
analogo a quello della carica puntiforme. Pertanto, la formula di Larmor (2.16) fornirebbe la potenza
emessa
W =
e2|z¨(t− rc )|2
6pic3 , (4.10)
non nulla se z¨(t) 6= 0, cioè se il moto è accelerato. La condizione (2.17), di validità dell’approssimazione
di dipolo, impone Rc << T dove T è il periodo del moto del centro di massa della sfera, che è dato
da (4.9). Si ha, quindi, Rc <<
2R
qc → 1 << 2q condizione mai verificata per q ∈ N. Pertanto,
l’approssimazione di dipolo non è valida. Tuttavia, la velocità della sfera è v = 2pilT dove l può essere
arbitrariamente piccolo, e, dunque, anche la velocità può essere arbitrariamente piccola. Sostituendo
l’espressione (4.8) di ρˆ(k) nell’espressione (4.6), si ottengono i pesi spettrali
dWm
dΩ =
e2
4pic
sin2(ωmRc )
R2
|n×am(ωmn)|2,
dove si ricorda che ωm = 2pimT e dove T è il periodo del moto della sfera. Se vale la condizione (4.9),
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tali potenze si annullano ∀m ∈ N. Espandendo in potenze di 1c il termine sin2
(ωm
c R
)
si ottiene lo
sviluppo in multipoli della potenza irradiata
dWm
dΩ =
e2ω2m
4pic3 |n×am(ωmn)|
2 − 13
e2R2ω4m
4pic5 |n×am(ωmn)|
2 +O
( 1
c7
)
. (4.11)
Integrando sull’angolo solido il termine di ordine 1
c3 si ottiene la potenza
WDm =
∫
e2ω2m
4pic3 |n×am(ωmn)|
2 dΩ = e
2ω2m
6pic3 |am(ωmn)|
2, (4.12)
che rappresenta esattamente la potenza totale media emessa alla frequenza ωm all’ordine di dipolo.
Tale fatto si può vedere utilizzando la potenza (4.10) fornita dalla formula di Larmor. La potenza
(4.10) è quella istantanea, quindi bisogna valutare la sua media temporale
W = 1
T
e2
∫ T
0 |z¨(t− rc )|
2
6pic3 , (4.13)
ricordando che
a(t,k) = eik·z(t))z˙(t) =
∑
m
am(k)eiωmt,
|z¨(t)|2 =
∑
m
ω2m|am(k)|2 −
∑
q 6=−p
ωqωpaq(k)·ap(k)ei(ωq+ωp)t,
la potenza media (4.13) si può riscrivere
W =
∑
m
e2ω2m
6pic3 |am(ωmn)|
2 =
∑
m
WDm ,
e risulta quindi la somma dei pesi spettrali all’ordine di dipolo. Si vede quindi che pur essendo non
nulli i singoli termini dello sviluppo (4.11), e in particolare quello di ordine 1
c3 , che è quello di dipolo,
essi si bilanciano in modo tale che la somma risulti nulla. Si capisce così perché la formula di Larmor
in questo caso dia un risultato errato, essa non tiene conto di tale cancellazione che inficia la validità
dell’approssimazione di dipolo.
4.2.2 Sfera in moto rigido relativistico
La condizione di corpo rigido nel laboratorio è analoga a quella classica, ma al contrario di questa,
non è relativisticamente invariante; A causa della contrazione delle lunghezze essa risulta valida nel
solo riferimento inerziale del laboratorio. Si può fornire un’altra nozione di corpo rigido, o meglio di
moto rigido, che fa uso di un sistema di riferimento di quiete e che è relativisticamente invariante.
Innanzitutto, si ricorda che data una particella che compie un certo moto, questa descrive una suc-
cessione di eventi, cioè una curva nello spaziotempo, detta linea di universo, parametrizzata da un
parametro λ ∈ R. Detta zµ(λ) tale parametrizzazione si richiede che essa soddisfi le seguenti proprietà
1. (dzµdλ (λ))2 ≥ 0;
2. z0(λ) è una funzione monotona crescente.
La prima proprietà assicura che la particella si muove sempre a velocità minore o uguale della luce, e
che quindi la causalità viene preservata. La seconda proprietà assicura che il tempo della particella è
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sempre crescente al variare di λ, indipendentemente dal riferimento inerziale scelto. Fissato un certo
valore di λ = λ∗ ad esso corrisponde un sistema di riferimento inerziale, definito a meno di rototra-
slazioni spaziali e traslazioni temporali, in cui la particella è in quiete, detto sistema di riferimento
di quiete istantanea (s.r.q.i) della particella3 per λ = λ∗. Una possibile scelta del parametro λ è
il tempo proprio s della particella definito come il tempo misurato da un orologio ideale, cioè il cui
funzionamento non è alterato dalla presenza di accelerazioni, solidale alla particella. Per procedere,
bisogna dare una nozione di distanza nel s.r.q.i di una particella P . Detta zµ(λ) la linea di universo di
P , la distanza propria per λ = λ∗ tra due punti Pi e Pj , relativamente a P , è la distanza tra tali punti
nel s.r.q.i. di P all’istante corrispondente all’evento zµ(λ∗). Geometricamente, nello spaziotempo
di Minkowski, detti zµi (λ∗i ) e z
µ
j (λ∗j ) gli eventi corrispondenti alle intersezioni delle linee di universo,
rispettivamente, di Pi e Pj con lo spazio di simultaneità dell’evento zµ(λ∗) nel s.r.q.i.4, tale distanza
corrisponde a dij =
√
−(zµi (λ∗i )− zµj (λ∗j ))2, che è, evidentemente, una quantità scalare. Si noti che
tale distanza è indipendente dalla scelta di un’origine e dall’orientazione degli assi spaziali, come ci si
aspetta dato che il s.r.q.i. è definito a meno di rototraslazioni spaziali e traslazioni temporali. Si può
ora dare la nozione di moto rigido relativistico
Definizione (Moto rigido relativistico). Dato un punto C, detto centro, che segue una linea di uni-
verso zµ(λ), un sistema di punti Pi compie un moto rigido relativistico rispetto a C se la distanza
propria tra una qualsiasi coppia di punti (Pi, Pj), relativamente a C, è indipendente da λ.
È importante notare alcune differenze rispetto alla nozione classica di corpo rigido. Il vincolo di rigidità
classico fissa le distanze tra i punti del sistema, ma tali distanze sono delle proprietà intrinseche che
non dipendono dalla scelta di un punto rispetto a cui osservare il sistema. La condizione di moto
rigido relativistico non è applicabile ad un sistema di punti in sé ma richiede la scelta di un centro,
che ha il ruolo di fissare un riferimento di quiete rispetto a cui misurare le distanze tra i punti5. La
condizione diventa più significativa nel momento in cui, detto Q il sistema di punti, esiste un s.r.q.i.
comune a tutti i punti di Q, ovvero quando, comunque presi C,P ∈ Q, P è in quiete nel s.r.q.i. di
C all’istante λ, ∀C,P, λ. Una condizione necessaria per avere un s.r.q.i. per il sistema Q è che esso
non ruoti, bisognerà quindi restringersi a moti traslatori. Si potrà dire allora che un sistema Q compie
un moto traslatorio (rigido) relativistico se, scelto un qualsiasi C ∈ Q, esso compie un moto rigido
relativistico rispetto a C. La definizione non dipende dalla scelta di C poiché il s.r.q.i. è comune a
tutti i punti.
Un semplice esempio di sistema che compie un moto traslatorio relativistico è un corpo piano che
si muove di moto accelerato rispetto a un sistema di riferimento inerziale R. Più precisamente, in R
l’insieme delle linee di universo del corpo è dato dalla parametrizzazione
C(t, q2, q3) = (t, x1(t), q2, q3), q2, q3 ∈ E, (4.14)
dC
ds
(t, q2, q3) = γ(v(t))(1, v(t), 0, 0), q2, q3 ∈ E, (4.15)
3Tale sistema è definito operativamente considerando l’intervallo infinitesimo formato dagli eventi zµ(λ) e zµ(λ+dλ).
Se in un determinato riferimento inerziale tali eventi hanno la stessa posizione allora tale riferimento è un riferimento di
quiete istantanea per la particella.
4Con spazio di simultaneità di un evento E in un riferimento inerziale R si intende l’insieme degli eventi simultanei a
E in R.
5Il motivo di tale richiesta è che la distanza tra i punti coinvolge le loro posizione ad un determinato istante di tempo,
cioè eventi simultanei, ma la relatività della simultaneità richiede di fissare un riferimento speciale, quello di quiete
istantanea del centro, rispetto a cui valutare le distanze.
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dove x1(t) è una funzione arbitraria del tempo, v(t) = dx1dt (t) e E ⊆ R2. La (4.14) descrive un corpo
piano E, in cui ogni punto è parametrizzato dalle coordinate (q2, q3), che giace su un piano parallelo
a (x2, x3) e si muove lungo l’asse x1, ortogonale al corpo, con legge oraria x1(t); la (4.15) fornisce la
quadrivelocità di ogni punto del corpo. In questo caso, fissato un istante t∗, eseguendo un boost di
velocità v(t) = x˙1(t) lungo l’asse x1, passando così ad un nuovo riferimento Rt, la parametrizzazione
nel nuovo riferimento diventa
C′(t, x2, x3) =
(
γ(v(t))
(
t− v(t)
c2
x1(t)
)
, γ(v(t))
(
x1(t)− v(t)t
)
, q2, q3
)
, q2, q3 ∈ E, (4.16)
dC
ds
(t, q2, q3) = (1, 0, 0, 0), q2, q3 ∈ E. (4.17)
Come si vede dalla (4.17), in Rt tutti i punti del corpo E sono in quiete simultaneamente, poiché
la coordinata temporale è indipendente da (q2, q3), ad ogni istante t, e quindi Rt è un s.r.q.i. per il
corpo E. Inoltre, il moto è traslatorio relativistico poiché le distanze tra i punti coinvolgono solo i
parametri q2, q3 che non cambiano applicando il boost6. Infine, si nota che in questo caso, in R il corpo
E è anche rigido nel laboratorio. Un altro sistema in cui è possibile dimostrare l’esistenza di moti
traslatori relativistici è quello di un’asta che si muova lungo la direzione del suo asse con accelerazione
arbitraria. In questo caso i punti dell’asta devono muoversi in modo che esista un riferimento di quiete
comune a tutti i punti il che comporta che in un riferimento inerziale fissato, in cui l’asta sia in moto,
ad ogni istante i punti hanno velocità differenti. È possibile dimostrare7che la quadricorrente di un
corpo carico che compie un moto traslatorio relativistico, che abbia forma sferica nel riferimento di
quiete istantanea, può soddisfare alla condizione di assenza di radiazione (4.2), solo nel caso in cui
tale moto risulti rettilineo uniforme. Pertanto, al contrario della sfera rigida nel laboratorio, non è
possibile che tale sistema esegua moti accelerati senza emettere radiazione.
6È importante sottolineare che le (4.17) rappresenta le quadrivelocità dei punti nello stesso istante nell’s.r.q.i. solo
perché la coordinata temporale della parametrizzazione è la stessa per tutti, altrimenti essa fornisce la quadrivelocità dei
punti a istanti diversi e perde di significato.
7Si veda [7].
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Capitolo 5
Sorgenti non compatte
Verrà trattato ora il caso in cui la sorgente jµ è non compatta. Ciò significa che essa è infinitamente
estesa in qualche direzione dello spazio e, quindi, non vale più la condizione (3.2). Fisicamente, ciò
corrisponde a trattare un sistema finito trascurando gli effetti di bordo, che ne complicherebbero
l’analisi, pensando di mandare all’infinito tale bordo. In questo caso non è più possibile una trattazione
generale, poiché il comportamento a grandi distanze del quadripotenziale Aµ generato dipende dalla
simmetria della sorgente e dalla dimensione della regione illimitata. Si analizzeranno, per semplicità,
sistemi neutri, in cui la densità di carica complessiva, delle particelle che formano le correnti, è nulla1.
5.1 Simmetria cilindrica
Nel caso di simmetria cilindrica, la quadricorrente jµ è invariante sotto rotazioni attorno ad un asse
x3 ed è indipendente da x3. Passando in coordinate cilindriche (r, θ, x3) , dove r =
√
(x1)2 + (x2)2
è la distanza dall’asse x3 e θ è l’angolo formato dal vettore (x1, x2) con l’asse x1, la condizione di
simmetria cilindrica si traduce nel fatto che jµ è indipendente da θ e x3. Si considereranno sorgenti
che sono limitate per r →∞ cioè
lim
r→∞ |j
µ(t, r)|r3 = 0.
Assumendo che l’espressione (2.4) definisca una distribuzione, si può calcolare Aµ tramite l’espressione
(2.3). La simmetria cilindrica suggerisce che l’emissione di radiazione avviene in direzione radiale,
normale ad una superficie cilindrica di raggio r con asse x3. In generale, la non limitatezza lungo
la direzione x3 implica che la potenza totale irradiata può essere infinita. È quindi più significativo
analizzare la potenza per unità di lunghezza w calcolando il flusso di energia attraverso una superficie
cilindrica di altezza infinitesima dh. Ricordando l’espressione del quadrimomento irradiato su una
superficie infinitesima dσ nell’unità di tempo
dPµ
dσdt
= T iµui,
poiché nel caso del cilindro si ha dσ = 2pirdh , si ottiene
w = c dP
0
dhdt
= 2pircT i0ui = 2pirSiui, (5.1)
dove ui indica il versore normale alla superficie cilindrica e Si = cT i0 = c(E × B)i è il vettore di
Poynting, che rappresenta il flusso di energia del campo elettromagnetico. Per calcolare l’energia
1Proprietà che, a causa delle trasformazioni di Lorentz, vale solo nel riferimento considerato.
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emessa a grandi distanze bisogna prendere il limite di (5.1) per r → ∞ tenendo costante il ritardo
t′ = t − rc . Si può notare come solo le componenti del tensore energia impulso con andamento 1r
contribuiscono all’energia irradiata a grandi distanze e ciò implica che, nel caso di simmetria cilindrica,
poiché il tensore energia impulso è quadratico in Fµν , solo i campi elettromagnetici con andamento 1√
r
sono rilevanti nell’analisi dell’irraggiamento. Si analizzeranno ora due casi specifici, in cui è possibile
avere assenza di radiazione. Si vedrà come anche tali casi soddisfino la condizione generale (4.2)
ricavata nel caso compatto.
5.1.1 Cilindro infinito percorso da una corrente parallela al suo asse
Sia data una superficie cilindrica, non carica, di raggio R e asse x3 percorsa da una corrente I(t),
parallela all’asse del cilindro e indipendente da x3. La quadricorrente è
jµ(t,x) =
(
0, I(t)2piRδ(r −R)e3
)
, (5.2)
dove si è indicato con e3 il versore dell’asse x3. Data la forma della quadricorrente solo la componente
A3 del quadripotenziale (2.3) risulta non nulla, quindi, ci si può limitare al calcolo di tale componente.
Sostituendo l’espressione (5.2) in (2.3), si ha
A3(t,x) =
∫
I(t− |x−y|c )δ(h−R)
8pi2Rc|y− x| d
3y,
dove h =
√
(y1)2 + (y2)2. Ponendo z = y3 − x3 e detto φ l’angolo tra i le proiezioni Y = (y1, y2, 0) e
X = (x1, x2, 0) dei vettori x e y sul piano 12, l’espressione di A3 si riscrive
A3(t,x) =
∫
I(t−
√
|X−Y |2+z2
c )δ(h−R)
8pi2Rc
√|X − Y |2 + z2 h dh dφ dz =
∫ 2pi
0
∫
I(t−
√
ξ2+z2
c )
8pi2c
√
ξ2 + z2
dφ dz, (5.3)
dove r =
√
(x1)2 + (x2)2 e dove si è posto ξ =
√
R2 + r2 − 2Rr cosφ . L’integrale (5.3) presenta una
divergenza in dz di tipo logaritmico, poiché |z| → ∞ nel dominio di integrazione. Tale divergenza può
essere eliminata, ad esempio, se la corrente I(t) è nulla prima di un istante di accensione t0 in modo
che l’integrando sia non nullo solo in un intervallo limitato di valori di z.
Si consideri ora una corrente I(t) armonica, cioè della forma
I(t) = Ieiωt, (5.4)
dove ω è la frequenza della corrente2 e I il suo modulo. Inserendo la corrente (5.4) nell’espressione
(5.3), si ottiene3
A3(t,x) = Ieiωt
∫ 2pi
0
∫ +∞
−∞
e−iω(
√
ξ2+z2
c
)
8pi2c
√
ξ2 + z2
dφ dz = Ieiωt
∫ 2pi
0
∫ +∞
ξ
e−iω(
q
c
)
4pi2c
√
q2 − ξ2 dφ dq = (5.5)
= Ieiωt
∫ 2pi
0
∫ +∞
1
e−ixω(
ξ
c
)
4pi2c
√
x2 − 1 dφ dq , (5.6)
2Tale corrente non viene accesa dopo un istante t0, tuttavia, comunque non si ha divergenza poiché la (5.3) diverge
come log z e quindi la presenza del fattore oscillante ∼ eiω zc rende l’integrale convergente.
3La corrente (5.4) risulta essere un numero complesso e, di conseguenza, anche il potenziale da essa generato. I campi
si ottengono considerando la parte reale di tale potenziale.
24
dove in (5.5), si è decomposto il dominio di integrazione nelle due semirette z > 0 e z < 0 e per ogni
termine si è eseguito il cambio di variabile z → q = ±√z2 + ξ2, il segno essendo scelto in base a quello
di z, e in (5.6) si è eseguito il cambio di variabile x = qξ . L’integrale (5.6) può essere svolto in maniera
esatta introducendo le funzioni di Bessel Jν e Neumann Yν , (si veda l’appendice) i cui integrali sono
noti in letteratura. In particolare valgono le seguenti relazioni∫ ∞
1
sin(ax)dx√
x2 − 1 =
pi
2J0(a), a > 0, (5.7)∫ ∞
1
cos(ax)√
x2 − 1dx = −
pi
2Y0(a). (5.8)
Riscrivendo l’esponenziale della (5.6) come e−ixω(
ξ
c
) = cos
(
xω( ξc )
)
− i sin
(
xω( ξc )
)
e applicando le
relazioni (5.7) e (5.8), con a = ω ξc , si ottiene
A3(t,x) = − I8pice
iωt
∫ 2pi
0
(
Y0
(
ωξ
c
)
+ iJ0
(
ωξ
c
))
dφ = − I4pice
iωt
∫ pi
0
(
Y0
(
ωξ
c
)
+ iJ0
(
ωξ
c
))
dφ ,
(5.9)
dove si è sfruttato il fatto che il coseno è una funzione pari. Anche l’integrale (5.9) può essere calcolato
in maniera esatta utilizzando le relazioni∫ pi
0
(sin x)2nJn(
√
α2 + β2 − 2αβ cosx)
(
√
α2 + β2 − 2αβ cosx)n dx = 2
n√piΓ
(
n+ 12
)
Jn(α)
αn
Jn(β)
βn
, (5.10)
∫ pi
0
(sin x)2nYn(
√
α2 + β2 − 2αβ cosx)
(
√
α2 + β2 − 2αβ cosx)n dx = 2
n√piΓ
(
n+ 12
)
Jn(α)
αn
Yn(β)
βn
|α| < |β|. (5.11)
Applicando le (5.10) e (5.11), con α = ωRc , β =
ωr
c , n = 0, all’integrale (5.9), si ha (si ricorda che
ξ =
√
R2 + r2 − 2Rr cosφ e Γ
(
1
2
)
=
√
pi)
A3(t,x) = − I4ce
iωtJ0
(
ωR
c
)(
Y0
(
ωr
c
)
+ iJ0
(
ωr
c
))
. (5.12)
Il potenziale calcolato è quello per r > R, cioè esterno al cilindro. Il campo elettromagnetico per
r > R risulta allora (considerando la parte reale del potenziale (5.12))
E(t, r) = −1
c
∂A
∂t
= − ωI4c2J0
(
ωR
c
)(
J0
(
ωr
c
)
cos(ωt) + Y0
(
ωr
c
)
sin(ωt)
)
e3, (5.13)
B(t, r) = ∇×A = − ωI4c2J0
(
ωR
c
)(
Y1
(
ωr
c
)
cos(ωt)− J1
(
ωr
c
)
sin(ωt)
)
eθ, (5.14)
dove si è indicato con eθ il vettore della base naturale delle coordinate cilindriche riferito alla coordinata
θ e dove si sono usate le seguenti relazioni per il calcolo delle derivate delle funzioni di Bessel e Neumann
(si veda l’appendice)
J ′n(z) = Jn−1(z)−
n
z
Jn(z), Y ′n(z) = Yn−1(z)−
n
z
Yn(z). (5.15)
Si nota come i campi elettrico e magnetico siano ortogonali tra loro. Le espressioni (5.13) e (5.14) per
il campo elettromagnetico sono quelle esatte, per analizzare l’energia irradiata è necessario esaminare
il comportamento del campo elettromagnetico a grandi distanze. L’andamento asintotico, per r →∞,
tenendo l’istante ritardato t∗ = t − rc costante, delle espressioni (5.13) e (5.14), all’ordine 1√r , risulta
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(si vedano le espressioni (A.4) e (A.5) in appendice)
E(t, r) ∼ −I
√
ω
8pirc3J0
(
ωR
c
)
cos
(
ωt∗ + pi4
)
e3, (5.16)
B(t, r) ∼ I
√
ω
8pirc3J0
(
ωR
c
)
cos
(
ωt∗ + pi4
)
eθ. (5.17)
Le espressioni (5.16) e (5.17) mostrano che il campo elettromagnetico ha un andamento 1√
r
. Ricor-
dando che il flusso di energia è dato dal vettore di Poynting Si = cT i0 = c(E × B)i, si può calcolare,
tramite l’espressione (5.1), la potenza irradiata per unità di lunghezza
S(t, r) ∼ ωI
2
16pirc2J
2
0
(
ωR
c
)
(1− sin (2ωt∗)) er,
w = c dP
0
dhdt
= 2pirS(t, r)·er = ωI
2
8c2 J
2
0
(
ωR
c
)
(1− sin (2ωt∗)) ,
da cui si vede che il flusso di energia è radiale uscente e ha andamento 1r , in accordo con la simmetria
cilindrica del sistema. Inoltre, dalle espressioni (5.16) e (5.17) si vede che il campo elettromagnetico
presenta solo la frequenza ω, di conseguenza la potenza è emessa solo a tale frequenza. La presenza
del fattore J0
(
ωR
c
)
nell’espressione dei campi e della potenza rende possibile l’assenza di radiazione
nel caso in cui ωRc sia uno zero di J0. Quindi, la condizione affinché non si abbia radiazione per una
corrente armonica (5.4) è
ωn = fn
c
R
, J0(fn) = 0→ fn = 2.405, 5.520, 8.654, ... . (5.18)
Si può notare che, in realtà, se la frequenza verifica la condizione (5.18), il campo elettromagnetico è
esattamente nullo in tutto lo spazio al di fuori del cilindro. In questo caso, quindi, l’assenza di radiazio-
ne non si ha solo a grandi distanze ma anche vicino alla sorgente. Per il principio di sovrapposizione,
se una corrente presenta solo frequenze del tipo (5.18), cioè se la corrente è della forma
I(t) =
∑
n
Ine
iωnt, (5.19)
non viene emessa radiazione. È importante notare che la corrente (5.19) non è necessariamente pe-
riodica, poiché le frequenze che compaiono non sono multipli interi di una frequenza fondamentale
come invece accade nel caso della serie di Fourier. Inoltre, è cruciale che la sorgente sia un cilindro di
raggio non nullo. Infatti, per R = 0, cioè per una sorgente filiforme, si avrebbe un fattore J0(0) = 1,
quindi, non si potrebbero annullare i campi. Ciò è dovuto al fatto che l’assenza di radiazione ha origine
da un fenomeno di interferenza distruttiva. Questo effetto si comprende facilmente immaginando il
cilindro come sovrapposizione continua di fili percorsi da corrente. In tal caso, ogni filo emette onde
elettromagnetiche e il campo elettromagnetico in un punto è dato dalla sovrapposizione di campi della
forma (5.13) e (5.14). Risulta così possibile, per opportune frequenze, annullare, in ogni punto dello
spazio al di fuori del cilindro, il campo elettromagnetico complessivo. Per R = 0 il sistema si riduce
ad un singolo filo e tale effetto di interferenza non è, ovviamente, possibile. Dato che fn > 2, ∀n,
l’effetto non può verificarsi per frequenze minori di 2cR e, dato il grande valore di c, se R < 1 m, tale
effetto risulta osservabile ad alte frequenze ω > 108 rads .
Infine, calcolando la trasformata di Fourier della quadricorrente (5.2), per la parte spaziale, si
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ottiene
J(k) =
√
2Iˆ(k0)
pi
7
2
J0(pR)δ(k3) e3, (5.20)
dove si è indicato con p =
√
(k1)2 + (k2)2 la distanza dall’asse k3 e dove si è denotato con Iˆ(k0) la
trasformata di Fuorier (unidimensionale) della corrente I(t). Nel caso di corrente armonica (5.4) la
trasformata di Fourier (5.20) si riduce a
J(k) =
√
2I
pi
7
2
δ
(
k0 − ω
c
)
J0(pR)δ(k3) e3,
e valutando tale espressione sul cono luce, si ha
J(k) =
√
2I
pi
7
2
δ
(
p− ω
c
)
J0
(
ωR
c
)
δ(k3) e3.
Quindi, se ω soddisfa la condizione (5.18) si ha J(k) = 0 e risulta verificata la condizione di non
radiazione generale, derivata nel caso compatto, (4.2).
5.1.2 Solenoide infinito
Sia dato un solenoide circolare di lunghezza infinita ossia una superficie cilindrica neutra di asse
x3, infinitamente estesa lungo tale direzione, di raggio R e percorsa da una corrente attorno al suo
asse. In questo caso la quadricorrente risulta
jµ(t,x) = (0, I(t)δ(r −R)eθ). (5.21)
Data la forma della quadricorrente, la componente lungo e3 di Aµ risulta nulla e si ha dipendenza solo
da r, data la simmetria cilindrica. Analogamente a prima, sostituendo l’espressione (5.21) in (2.3), si
ottiene
A(t, r) =
∫ 2pi
0
∫
I(t−
√
ξ2+z2
c )
4pic
√
ξ2 + z2
R eϕ dϕ dz, (5.22)
dove ϕ è l’angolo formato dalla proiezione Y = (y1, y2, 0) con l’asse x1, ξ =
√
r2 +R2 − 2rR cosφ e
dove φ è l’angolo tra X = (x1, x2, 0) e la proiezione Y . Fissato x e detto θ l’angolo tra X e l’asse x1
è conveniente eseguire una rotazione antioraria degli assi di angolo θ attorno all’asse x3, in modo che
il nuovo asse x′1 sia parallelo a X e quindi sia ϕ = φ. Detti e′1 e e′2 gli assi ruotati , si ha eθ = e′2 e
eϕ = (e′2 cosφ− e′1 sinφ). L’integrale diventa
A(t, r) =
∫ 2pi
0
∫
I(t−
√
ξ2+z2
c )
4pic
√
ξ2 + z2
R(e′2 cosφ− e′1 sinφ) dφ dz = (5.23)
=
∫ 2pi
0
∫
I(t−
√
ξ2+z2
c )
4pic
√
ξ2 + z2
R cosφdφ dz eθ, (5.24)
dove la componente dell’integrale relativa a e′1 si annulla grazie al fatto che sinφ è una funzione
dispari4. Il risultato è simile a quello ottenuto per un cilindro percorso da corrente lungo la direzione
x3 ma in questo casoA||eθ e compare un fattore cosφ nell’integrale. Sostituendo in (5.24) l’espressione
4Si esegua il cambio di variabile φ→ φ− pi nella componente e′1 dell’integrale.
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(5.4) per I(t), si ottiene il potenziale generato (per r > R) da una corrente armonica
A(t,x) = IR eiωt
∫ 2pi
0
∫ +∞
ξ
e−iω(
q
c
)
2pic
√
q2 − ξ2 cosφdφ dq eθ. (5.25)
Di nuovo, utilizzando le formule (5.7) e (5.8), si ottiene
A(t,x) = −IR4c e
iωt
∫ 2pi
0
(
Y0
(
ωξ
c
)
+ iJ0
(
ωξ
c
))
cosφdφ eθ = (5.26)
= − IR4c2 e
iωt
∫ 2pi
0
ωrR
ξ
(
Y1
(
ωξ
c
)
+ iJ1
(
ωξ
c
))
sin2 φdφ eθ = (5.27)
= −Iω
2R2r
2c3 e
iωt
∫ pi
0
c
ωξ
(
Y1
(
ωξ
c
)
+ iJ1
(
ωξ
c
))
sin2 φdφ eθ, (5.28)
dove nel passare da (5.26) a (5.27) si è eseguita un’ integrazione per parti (considerando cosφ come
funzione derivata) e per scrivere (5.28) si è utilizzata la parità di cosφ. Utilizzando le formule (5.10)
e (5.11) (con n = 1, α = ωRc , β =
ωR
c e ricordando che Γ
(
3
2
)
=
√
pi
2 )
A(t,x) = −IpiR2c e
iωtJ1
(
ωR
c
)(
Y1
(
ωr
c
)
+ iJ1
(
ωr
c
))
eθ. (5.29)
Il campo elettromagnetico associato (per r > R) è (le derivate si ottengono usando le relazioni (5.15)
)
E(t, r) = −1
c
∂A
∂t
= −piωIR2c2 J1
(
ωR
c
)(
J1
(
ωr
c
)
cos(ωt) + Y1
(
ωr
c
)
sin(ωt)
)
eθ, (5.30)
B(t, r) = ∇×A = piωIR2c2 J1
(
ωR
c
)(
J0
(
ωr
c
)
sin(ωt)− Y0
(
ωr
c
)
cos(ωt)
)
e3, (5.31)
in cui le direzioni di campo elettrico e magnetico risultano scambiate rispetto al caso di corrente ver-
ticale. Per analizzare l’energia irradiata a grandi distanze bisogna esaminare l’andamento asintotico5
delle espressioni (5.30) e (5.31) per r →∞, si ha
E(t, r) ∼ IR
√
piω
2rc3J1
(
ωR
c
)
sin
(
ωt∗ + pi4
)
eθ, (5.32)
B(t, r) ∼ IR
√
piω
2rc3J1
(
ωR
c
)
sin
(
ωt∗ + pi4
)
e3. (5.33)
Sostituendo le (5.32) e (5.33) nell’espressione (5.1), la potenza per unità di lunghezza irradiata a grandi
distanze risulta
S(t, r) ∼ piωI
2R2
4rc2 J
2
1
(
ωR
c
)
(1 + sin (2ωt∗)) er,
w = c dP
0
dhdt
= 2pirS(t, r)·er = pi
2ωI2R2
2c2 J
2
1
(
ωR
c
)
(1 + sin (2ωt∗)) ,
Anche in questo caso il vettore di Poynting ha direzione radiale uscente e andamento 1r , in accordo con
la simmetria cilindrica. Come nel caso di corrente verticale, la radiazione è emessa solo alla frequenza
ω di oscillazione dei campi. La presenza del fattore J1
(
ωR
c
)
permette, anche nel caso del solenoide, di
annullare la presenza di radiazione dovuta ad una corrente armonica di frequenza ω, se tale frequenza
5Si vedano le relazioni (A.4) e (A.5) in appendice.
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verifica la condizione
ωn = fn
c
R
, J1(fn) = 0→ fn = 3.832, 7.016, 10.173, ... , (5.34)
l’assenza di radiazione si ha solo per R 6= 0 e comporta l’annullamento del campo elettromagnetico
in tutti i punti dello spazio al di fuori del solenoide. Grazie al principio di sovrapposizione, anche
una corrente I(t) della forma (5.19) non emette radiazione nel caso in cui le frequenze ωn rispettino
la condizione (5.34). Anche per il solenoide risulta verificata la condizione generale (4.2). Infatti, la
parte spaziale della trasformata di Fourier della quadricorrente (5.21), risulta
J(k) = iR
√
2Iˆ(k0)
pi
7
2
J1(pR)δ(k3) e3, (5.35)
dove p =
√
(k1)2 + (k2)2. Sostituendo la (5.4) nella (5.35) si ottiene la trasformata di Fourier per una
corrente armonica di frequenza ω
J(k) = iR
√
2I
pi
7
2
δ
(
k0 − ω
c
)
J1(pR)δ(k3) e3,
che, valutata sul cono luce, dà
J(k) = iR
√
2I
pi
7
2
δ
(
p− ω
c
)
J1
(
ωR
c
)
δ(k3) e3. (5.36)
In conclusione, se ω soddisfa la condizione (5.34) la trasformata (5.36) si annulla e la condizione
generale (4.2) risulta soddisfatta.
5.2 Regione piana infinita
Sia data una regione spaziale infinitamente estesa nelle direzioni del piano (x1, x2), percorsa, lungo
la direzione x1, da una corrente I(t, x3), uniforme sul piano (x1, x2), e con densità di carica ρ = 0.
Quindi, la quadricorrente ha la forma
jµ = (0, I(t, x3)e1). (5.37)
La simmetria del problema impone che l’emissione di radiazione avvenga nella direzione x3 uscente
dalla regione attraversata dalla corrente. Risulta quindi significativo esaminare l’energia irradiata
attraverso una superficie piana parallela al piano (x1, x2). In generale, l’energia che attraversa una
superficie piana infinita può divergere, quindi risulta più significativo analizzare la potenza emessa su
un elemento dσ di una superficie piana parallela al piano (x1, x2), data dall’espressione
w = c dP
0
dσdt
= cT i0ui = Siui, (5.38)
dove il versore normale ui è uscente dalla regione in cui fluisce la corrente. Pertanto, daranno contri-
buto non nullo all’energia irradiata a grandi distanze solo i termini del tensore elettromagnetico con
andamento Fµν ∼ 1. I campi che contribuiranno all’irraggiamento saranno dunque solo quelli che non
decadono con la distanza r dal piano (x1, x2). Di seguito si analizzerà un esempio specifico.
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5.2.1 Piani paralleli percorsi da corrente
Sia dato un piano parallelo al piano (x1, x2) percorso dalla corrente I(t) lungo l’asse x1, a distanza
d dall’origine del sistema di riferimento. La quadricorrente di tale sistema è
jµ = (0, I(t)δ(x3 − d)e1). (5.39)
Per la forma della quadricorrente, solo la componente A1 del potenziale risulta non nulla. Sosti-
tuendo l’espressione (5.39) in (2.3), si ha (per (x1 − y1, x2 − y2) si usano coordinate polari (q, φ))
A1(t,x) =
∫
I(t− |x−y|c )δ(y3 − d)
4pic|y− x| d
3y = 14pic
∫ I (t− √(x1−y1)2+(x2−y2)2+(x3−d)2c )√
(x1 − y1)2 + (x2 − y2)2 + (x3 − d)2 d
2y =
= 12c
∫ ∞
0
q
I
(
t−
√
(q2+(x3−d)2
c
)
√
(q2 + (x3 − d)2 dq =
1
2c
∫ ∞
|x3−d|
I
(
t− p
c
)
dp,
dove nell’ultimo passaggio si è eseguito il cambio di variabile q → p = √(q2 + (x3 − d)2. L’integrale
precedente non è definito per una corrente di tipo periodico o che comunque non tende a 0 per t→ −∞;
affinché l’integrale sia ben definito è necessario troncare l’estremo superiore di integrazione. Poiché,
per grandi valori di p, la corrente è valutata nel passato (t→ −∞) è necessario introdurre un istante T
in cui la corrente si accende, cioè, prima del quale la corrente sia nulla. Ciò corrisponde a moltiplicare
la corrente per una funzione a gradino di Heavyside, ottenendo la nuova corrente I˜(t) = I(t)H(t−T ),
che, sostituita nell’espressione del potenziale calcolato, fornisce
A1(t,x) = 12c
∫ ∞
|x3−d|
I
(
t− p
c
)
H
(
t− p
c
− T
)
dp = 12c
∫ c(t−T )
|x3−d|
I
(
t− p
c
)
dp,
dove, per avere risultato non nullo, deve essere t > T + |x
3−d|
c , che è il tempo necessario affinché il
segnale arrivi in y3 = x3 partendo da y3 = d. Per una corrente armonica (5.4), si ottiene (indicando
con t∗ = t− |x3−d|c ) l’istante di tempo ritardato)
A1(t,x) = I2c
∫ c(t−T )
|x3−d|
eiω(t−
p
c
) dp = i I2ω
(
eiωT − eiωt∗
)
,
in cui si vede che l’istante di accensione T comporta solo la comparsa di un termine costante che non
influenza il valore dei campi. Il campo elettromagnetico è
E(t, x3) = −1
c
∂A
∂t
= − I2c cos (ωt
∗) e1, (5.40)
B(t, x3) = ∇×A = − I2csign(x
3 − d) cos (ωt∗) e2, (5.41)
ed è quindi costituito da onde piane uscenti dal piano dove scorre la corrente. La potenza emessa su
un elemento di superficie piana, parallela al piano (x1, x2) nella posizione x3, è data da (5.38) e risulta
S(t, x3) = sign(x3 − d)I
2
4c cos
2 (ωt∗) e3, w = c
dP 0
dσdt
= sign(x3 − d)S(t, x3)·e3 = I
2
4c cos
2 (ωt∗) ,
(5.42)
dove si può notare come il vettore di Poynting non decada con la distanza dal piano in cui fluisce la
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corrente e come l’energia si propaghi lungo l’asse x3 in direzione uscente da tale piano, come atteso.
Per il principio di sovrapposizione, il potenziale di più piani è dato dalla somma dei potenziali dei
singoli piani (si omette il termine costante)
A1(t,x) = −
∑
k
i
Ik
2ωk
eiωk(t−
|x3−dk|
c
), (5.43)
dove dk è la distanza del k-esimo piano dall’origine del sistema di riferimento. Per due piani percorsi
da correnti armoniche I+(t) = I−(t) = Ieiωt a distanza d+ = d e d− = −d dall’origine, la (5.43) dà
per la somma
A1(t,x) = −iIe
iωt
2ω
(
e−i
|x3−d|
c + e−i
|x3+d|
c
)
= −iIe
iωt
2ω
(
e−i
|x3−d|
c + e−i
|x3+d|
c
)
,
e valutando per |x3| > d (al di fuori della regione compresa tra i due piani)
A1(t,x) = −iIe
iω(t− |x3|
c
)
ω
cos
(
ωd
c
)
, |x3| > d.
Nella regione al di fuori dei piani, compare nell’espressione del potenziale un fattore cos
(
ωd
c
)
. Dunque,
si ha assenza di radiazione se la frequenza ω è uno zero di cos
(
ωd
c
)
, cioè se essa è della forma
ωn = pi
(2n+ 1
2
)
c
d
, n ∈ N. (5.44)
Se i piani vengono attraversati da una stessa corrente, che sia sovrapposizione di correnti armoniche
con frequenze della forma (5.44), non si ha emissione di radiazione. Tale sovrapposizione risulta
essere periodica con frequenza fondamentale ω0 = pic2d . Per questo sistema si vede chiaramente che
l’assenza di radiazione è dovuta ad un effetto di interferenza distruttiva tra le onde generate dai due
piani in tutta la regione al di fuori degli stessi. Infatti, in una generica posizione x3, con |x3| > d, il
campo elettrico è dato dalla sovrapposizione delle due onde piane date da (5.40). Si ha interferenza
distruttiva se le due onde sono sfasate di un multiplo dispari di pi ovvero se la differenza ∆ϕ delle loro
fasi ϕ+ = ωt − k|x3 − d| e ϕ− = ωt − k|x3 + d|, dove si è indicato con k = ωc il numero d’onda, è un
multiplo dispari di pi, cioè
|∆ϕ| = |ϕ+ − ϕ−| = 2dk = 2dω
c
= (2n+ 1)pi → ω = pi
(2n+ 1
2
)
c
d
,
che è esattamente la condizione (5.44). Infine, anche in questo caso risulta verificata la condizione
generale (4.2). Infatti, la trasformata di Fourier di una corrente armonica (5.4), che scorre su un piano
a distanza d dall’origine, è
J(k) = δ2(k1, k2)δ
(
k0 − ω
c
)
e−ik
3de1,
e valutata sul cono luce, diventa
J(k) = δ2(k1, k2)δ
(
k0 − ω
c
)
e−i
ωd
c e1, kµk
µ = 0.
Pertanto, se si hanno due piani percorsi da corrente a distanze, rispettivamente, d e −d dall’origine,
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la trasformata è data dalla sovrapposizione
J(k) = δ2(k1, k2)δ
(
k0 − ω
c
)(
ei
ωd
c + e−i
ωd
c
)
e1 = 2δ2(k1, k2)δ
(
k0 − ω
c
)
cos
(
ωd
c
)
e1, kµk
µ = 0,
(5.45)
in cui compare un termine cos
(
ωd
c
)
e dunque, se vale (5.44), la trasformata (5.45) si annulla e quindi
la condizione (4.2) risulta verificata. Il fatto che nella regione tra i due piani il campo elettromagnetico
è non nullo mostra che la condizione (4.2) garantisce l’assenza del campo di radiazione, ma non del
campo elettromagnetico in tutto lo spazio, come si è visto anche nel caso di simmetria cilindrica.
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Appendice A
Funzioni di Bessel
Le funzioni di Bessel sono funzioni di variabile complessa definite come soluzioni Zν dell’equazione
di Bessel
d2Zν
dz2
+ 1
z
dZν
dz
+
(
1− ν
2
z2
)
Zν = 0, (A.1)
dove ν ∈ C è detto ordine della funzione di Bessel Zν . Tra queste, particolare rilevanza hanno le
funzioni di Bessel di ordine intero, cioè con ν ∈ Z, che vengono anche dette armoniche cilindriche
poiché forniscono una base di soluzioni dell’equazione di Laplace ∇2Z = 0 in coordinate cilindriche.
Poiché l’equazione (A.1) è lineare del secondo ordine la sua soluzione generale sarà combinazione
lineare di due soluzioni linearmente indipendenti. Una possibile scelta di tale base di soluzioni sono le
funzioni di Bessel di prima specie Jν e le funzioni di Neumann, o funzioni di Bessel di seconda specie,
Yν (indicate anche con Nν), definite come
Jν(z) =
zν
2ν
∞∑
k=0
(−1)k z
2k
22kk!Γ(ν + k + 1) , z ∈ C
−,
Yν(z) =
1
sin νpi (cos νpiJν(z)− J−ν(z)) , ν ∈ C \ Z, z ∈ C
−,
Yn(z) = lim
ν→nYν(z), n ∈ Z, z ∈ C
−,
dove si è posto C− = C \ (−∞, 0). Un’altra base di soluzioni è costituita dalle funzioni di Bessel di
terza specie, o funzioni di Hankel, H(1)ν e H(2)ν definite tramite combinazioni lineari delle Jν e Yν
H(1)ν (z) = Jν(z) + iYν(z),
H(2)ν (z) = Jν(z)− iYν(z),
Se si considera ν = n ∈ N si hanno le seguenti relazioni per le funzioni Jn e Nn
J−n(z) = (−1)nJn(z), d
dz
(znJn(z)) = znJz−1(z), J ′n(z) = Jn−1(z)−
n
z
Jn(z), (A.2)
Y−n(z) = (−1)nYn(z), d
dz
(znYn(z)) = znYn−1(z), Y ′n(z) = Yn−1(z)−
n
z
Yn(z), (A.3)
dove si sono indicate con J ′n e Y ′n le derivate delle funzioni Jn e Yn rispettivamente. Risulta utile
esprimere le funzioni Jn in forma integrale come
Jn(z) =
1
2pi
∫ pi
−pi
e−niθ+iz sin θdθ = 1
pi
∫ pi
0
cos(nθ − z sin θ)dθ,
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Le funzioni di Bessel Jn e Yn appaiono nello studio delle onde elettromagnetiche dei sistemi a simmetria
cilindrica, pertanto risulta utile conoscere il loro andamento asintotico per |z| → ∞, si ha
Jn(z) =
√
2
piz
[
cosw
∞∑
k=0
(−1)k(n, 2k)
(2z)2k − sinw
∞∑
k=0
(−1)k(n, 2k + 1)
(2z)2k+1
]
, (A.4)
Yn(z) =
√
2
piz
[
sinw
∞∑
k=0
(−1)k(n, 2k)
(2z)2k + cosw
∞∑
k=0
(−1)k(n, 2k + 1)
(2z)2k+1
]
, (A.5)
in cui si è posto (n, k) = 1k!
Γ(n+k+ 12)
Γ(n−k+ 12)
, Γ(z) è la funzione Gamma di Eulero, e w = z − pi2n− pi4 .
Per completezza, si riportano alcuni integrali che coinvolgono le funzioni di Bessel e Neumann, che
si sono utilizzati nel calcolo dei campi elettromagnetici dei sistemi a simmetria cilindrica trattati nel
paragrafo 5.1∫ ∞
1
sin(ax)dx√
x2 − 1 =
pi
2J0(a), a > 0, (A.6)∫ ∞
1
cos(ax)√
x2 − 1dx = −
pi
2Y0(a), (A.7)∫ pi
0
(sin x)2nJn(
√
α2 + β2 − 2αβ cosx)
(
√
α2 + β2 − 2αβ cosx)n dx = 2
n√piΓ
(
n+ 12
)
Jn(α)
αn
Jn(β)
βn
, (A.8)
∫ pi
0
(sin x)2nYn(
√
α2 + β2 − 2αβ cosx)
(
√
α2 + β2 − 2αβ cosx)n dx = 2
n√piΓ
(
n+ 12
)
Jn(α)
αn
Yn(β)
βn
|α| < |β|. (A.9)
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