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Abstract
Recently it has been proposed that the Bekenstein-Hawking formula for the entropy of
spacetime horizons has a larger significance as the leading contribution to the entanglement
entropy of general spacetime regions, in the underlying quantum theory [2]. This ‘spacetime
entanglement conjecture’ has a holographic realization that equates the entropy formula
evaluated on an arbitrary space-like co-dimension two surface with the differential entropy
of a particular family of co-dimension two regions on the boundary. The differential entropy
can be thought of as a directional derivative of entanglement entropy along a family of
surfaces.
This holographic relation was first studied in [3] and extended in [4], and it has been
proven to hold in Einstein gravity for bulk surfaces with planar symmetry (as well as for
certain higher curvature theories) in [1]. In this essay, we review this proof and provide
explicit examples of how to build the appropriate family of boundary intervals for a given
bulk curve. Conversely, given a family of boundary intervals, we provide a method for
constructing the corresponding bulk curve in terms of intersections of entanglement wedge
boundaries. We work mainly in three dimensions, and comment on how the constructions
extend to higher dimensions.
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Chapter 1
Background Material
A promising window into the quantum nature of gravity is the fact that spacetime horizons
carry an entropy given by the Bekenstein-Hawking formula
SBH =
A
4GN
(1.1)
where A is the area of the horizon and GN is Newton’s constant for a d + 1 dimensional
spacetime [7–10].1 In addition, a similar formula has been derived for higher curvature
theories of gravity [11–13]. Providing a microscopic description of this gravitational entropy
in terms of underlying quantum degrees of freedom has long been considered a necessary
checkpoint for any viable theory of quantum gravity. Some of the earliest proposals for this
microscopic description [14–17] suggested that this entropy could be related to quantum
correlations between the two regions separated by the horizon. In modern language, this
quantum entropy is called entanglement entropy.
Entanglement entropy is a general feature of a quantum system associated with sepa-
rating the fundamental degrees of freedom into two subsystems. Explicitly let ρA be the
reduced density matrix associated with subsystem A, obtained by summing over the de-
grees of freedom in the complement of A. The entanglement entropy is given by the von
Neumann entropy of the reduced density matrix2
SEE = −Tr[ρA log ρA] . (1.2)
1Additionally we set ~ = c = kB = 1.
2For a quantum field theory, this quantity is UV divergent and is regulated with a short distance cut-off.
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Any quantum theory of gravity should include an entanglement entropy associated with
separating its quantum gravitational degrees of freedom. In the low energy limit these
degrees of freedom are given by the geometry of spacetime itself, so we will refer to this
entropy as characterizing ‘spacetime entanglement.’ It is conjectured that in a complete
theory, the notion of spacetime entanglement should be defined not only for horizons but
for an arbitrary bipartition of spacetime.
In this essay, we use holography to construct an interpretation of the Bekenstein-
Hawking entropy formula evaluated on an arbitrary ‘hole’ in a holographic spacetime as
the differential entropy of a family of intervals on its boundary. We hope this holographic
construction provides a hint for understanding spacetime entanglement for general regions.
Unless otherwise noted, our discussion is restricted to three dimensional spacetimes.
1.1 The Spacetime Entanglement Conjecture
Recently, the idea that the Bekenstein-Hawking entropy formula applies more generally has
been stated explicitly as the ‘spacetime entanglement conjecture’ for a d + 1 dimensional
spacetime [2]:
In a theory of quantum gravity, any states describing a smooth spacetime ge-
ometry manifest the following property: for any sufficiently large region, the
entanglement entropy between the degrees of freedom describing the given region
with those describing its complement is finite and to leading order, is given by
Sgrav = 2pi
A
`d−1P
(1.3)
where A is the area of the ‘entangling surface’ dividing the two regions3 and `p is the
Planck length, with `d−1p = 8piGN . Note that this formula is simply the Bekenstein-
Hawking entropy formula written in fundamental units. One of the implicit assumptions
of this conjecture is that the low energy theory reduces to Einstein gravity to leading order.
In particular, it was observed that the entanglement entropy of a generic region A in a
quantum field theory takes the form
SEE = c0
Rd−1
δd−1
+ c2
Rd−3
δd−3
+ · · · (1.4)
3Note that in general the entangling surface will be co-dimension two, so we use ‘area’ generally.
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where R is some scale which characterizes the geometry of the boundary of A, and δ is a
short distance cutoff. For quantum gravity, one expects δ ∼ `P , and so this expansion hints
at the association of the leading term with the Bekenstein-Hawking formula. In [2], this
conjecture was supported by various lines of evidence from perturbative quantum gravity as
well as from simplified models of induced gravity and loop quantum gravity. Additionally,
some interesting evidence for this conjecture comes from holography. This subject will be
the main focus of this essay.
1.2 Holographic Entanglement Entropy
Holography provides a natural setting for studying spacetime entanglement.4 In hologra-
phy, it is conjectured that the degrees of freedom of quantum gravity can be completely
described in terms of a set of degrees of freedom defined on its boundary. This notion
of holography was first proposed in [20, 21], with an explicit realization given in [22] as a
correspondence between type IIB string theory and N = 4 super-Yang-Mills gauge theory.
In a certain limit, this realization can be thought of as a duality between a five dimen-
sional anti-de Sitter spacetime (the bulk) and a four dimensional conformal field theory on
its boundary, or the AdS/CFT correspondence. Indeed, a number of models of quantum
gravity have been shown to have an AdS/CFT correspondence in an appropriate limit.
Schematically, this correspondence relates the partition function of the conformal field
theory to that of the gravity theory. We can compute the gravity partition function via
the saddle-point approximation [23,24], and therefore write
ZCFT ' e−Sgrav(AdS) (1.5)
where Sgrav is the supergravity action consisting of Einstein gravity coupled to a variety of
matter fields in the bulk. Over the past fifteen years, this conjecture has been shown to hold
for many settings and applications, building up a general dictionary for this gauge/gravity
duality.
This holographic dictionary in principle provides a method for computing n-point func-
tions of various operators in the boundary theory as a straightforward gravitational cal-
culation in the bulk, and therefore it is often used to study regimes of quantum systems
inaccessible to standard approaches. In this essay however, we take the complementary
perspective, that is we seek to translate a poorly understood concept in quantum gravity
into the language of the boundary field theory.
4See [18,19] for reviews of the AdS/CFT correspondence and holography.
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A powerful tool to come out of holography has been the Ryu-Takayanagi (RT) formula
for holographic entanglement entropy.5 First proposed in [28], this formula states that the
entanglement entropy of a region A on the boundary of a d + 1 dimensional holographic
spacetime is
S(A) =
A(γA)
4G
(d+1)
N
(1.6)
where γA is the d − 1 dimensional extremal area surface extending into the bulk whose
intersection with the boundary is the boundary of A. An example of a region and its
corresponding extremal curve is shown for AdS3 in fig. 1.1.
Figure 1.1: The extremal curve γA is shown above for an interval A on the boundary of
AdS3, drawn on a constant time slice.
This formula has been explicitly checked for many cases where the entanglement entropy
in the boundary field theory is known, and a general argument for its validity was given
by [29]. Note however that the RT formula only applies on a constant time slice of a static
spacetime. A covariant generalization was proposed in [30], but this proposal has not been
as extensively studied. It remains an open problem to establish general arguments for its
validity.
5See [25–27] for overviews of holographic entanglement entropy.
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Holographically, the bulk spacetime described by Einstein gravity emerges as a clas-
sical limit of an underlying quantum theory. Applying the spacetime entanglement con-
jecture, we therefore expect the Bekenstein-Hawking formula evaluated on any bipartition
of spacetime to have a holographic interpretation in terms of the boundary theory. One
of the simplest realizations of this idea is the observation that the holographic prescrip-
tion given by the RT formula associates the entanglement entropy of a region A with the
Bekenstein-Hawking entropy of the surface γA.
A main limitation of this approach however is that it only applies to extremal surfaces
in the bulk which are homologous to some boundary region. More generally, we would like
to be able to construct a boundary observable for the Bekenstein-Hawking entropy for any
bipartition of spacetime, i.e. an arbitrary co-dimension two ‘hole.’
1.3 Holographic Holes and Differential Entropy
Recently [3] showed that a for closed curve on a constant time-slice of AdS3, the Bekenstein-
Hawking entropy formula evaluated on this curve is equal to a quantity on the boundary
called differential entropy. Given a family of n intervals {Ik} which cover a time slice of
the boundary, the differential entropy is given by
E = lim
n→∞
n∑
k=1
[S(Ik)− S(Ik ∩ Ik+1) ] . (1.7)
We review this ‘hole-ographic’ construction in section 2.
For more general cases, we find that instead of considering an infinite family of intervals
on a two dimensional boundary, it is more convenient to consider the intervals directly in
the continuum limit, as defined by two curves which we denote γL(λ) and γR(λ). These
curves denote the endpoints of an interval labeled by λ. We pass between the discrete and
continuum descriptions by associating for each interval Ik the parameter λk =
k
n
taking
n → ∞, so that each interval is parameterized by λ ∈ [0, 1]. Additionally, we denote the
entanglement entropy of an interval k by S(γL(λk), γR(λk)).
6
Note that if we do not constrain the neighboring intervals Ik and Ik+1 to lie on the same
time slice, there may be some question as to what we mean by Ik ∩ Ik+1. As illustrated
6For d dimensional boundaries with d > 2 we instead consider a d − 1 dimensional strip that consists
of an interval that is translated along the d− 2 ‘planar’ spatial dimensions. Explicitly we have γL(λ, σi) =
{tL(λ), xL(λ), σ1, · · · , σd−2}. We explicitly characterize this ‘planar symmetry’ in appendix B.
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in figure 1.2(a), when the intervals lie on the same time slice, the intersection of the
intervals Ik ∩ Ik+1 has endpoints γL(λk+1) and γR(λk). In the general case we take these
endpoints to define the intersection, i.e. we take S(Ik ∩ Ik+1) to mean S(γL(λk+1), γR(λk)).
This definition becomes intuitively clear when we consider the intersection of the causal
diamonds of Ik and Ik+1 as in figure 1.2(b).
gLHlk L gLHlk+1L gRHlk L gRHlk+1L
t
x
(a)
gLHlk L gLHlk+1L
gRHlk L
gRHlk+1L
t
x
(b)
Figure 1.2: The causal diamond for the interval Ik ∩ Ik+1 for two intervals on a constant
time slice is shaded in red above in (a). When the intervals do not lie on the same time
slice as in (b), the appropriate interval has endpoints γL(λk+1) and γR(λk).
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In the continuum limit we have
lim
n→∞ [S(Ik)− S(Ik ∩ Ik+1) ] = S(γL(λ), γR(λ))− S(γL(λ+ dλ), γR(λ))
= −dS(γL(λ), γR(λ))
dγaL(λ)
dγaL(λ)
dλ
dλ . (1.8)
Therefore (1.7) becomes
E = −
∫ 1
0
dλ
dS(γL(λ), γR(λ))
dγaL(λ)
dγaL(λ)
dλ
(1.9)
=
∫ 1
0
dλ
dS(γL(λ), γR(λ))
dγaR(λ)
dγaR(λ)
dλ
. (1.10)
The second expression comes from considering instead the continuum limit of
S(Ik) − S(Ik−1 ∩ Ik). Assuming periodic boundary conditions, i.e. S(γL(0), γR(0)) =
S(γL(1), γR(1)) , we can integrate by parts to show the equality of these two expressions.
As evident from the expression, we can think of differential entropy as the directional
derivative of the entropy functional along a family of intervals, hence the name.
In the remainder of this essay, we discuss holographic constructions relating the differ-
ential entropy of a family of boundary intervals with the gravitational entropy of a bulk
curve. In chapter 2, we review the construction of [3] and extend it to holes which can also
vary in time. Additionally, we review the proof of [1] which establishes this holographic
relation in more generality. In chapter 3, we show how one can build the bulk curve by con-
sidering intersections of neighboring entanglement wedges of a family of boundary intervals
in a continuum limit. We close with directions for future research in chapter 4.
Multiple appendices are attached. In appendix A we fill in some of the details glossed
over in the geometric arguments in chapter 3. Additionally, with a characterization of
‘planar symmetry’ given in appendix B, in appendix C we construct a higher dimensional
generalization of chapter 2. Further, we comment on how this framework extends to higher
curvature theories of gravity in appendix D. Finally in appendix E, we show that generic
associations of a bulk curve with a family of boundary intervals yields a differential entropy
which is scaled relative to the gravitational entropy in a natural way.
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Chapter 2
Holographic Holes in AdS3
In this chapter, we review the discussion of [3, 4] and generalize to arbitrary space-like
bulk surfaces which can vary in time. This construction motivates the holographic lemma
reviewed in section 2.3. To simplify the discussion, we outline the construction explicitly
for AdS3, however, as we will see this procedure readily extends to higher dimensions, to
other holographic backgrounds (i.e. backgrounds that are not asymptotically AdS) and to
certain classes of higher curvature gravity theories by the general argument of section 2.3.
The example of applying this ‘hole-ographic’ construction to time varying holes in higher
dimensions can be found in appendix C.
Given a space-like curve in AdS3, we construct a family of boundary intervals whose
differential entropy is equal to the gravitational entropy of the original curve. We will work
in Poincare´ coordinates with metric
ds2 =
L2
Z2
(
dZ2 − dT 2 + dX2) (2.1)
where L is the AdS radius. Let the initial curve in the bulk be specified by the parame-
terization γB(λ) = {Z(λ), X(λ), T (λ)} where 0 ≤ λ ≤ 1. In addition, we impose periodic
boundary conditions and rescale our parameterization so that γB(λ = 0) = γB(λ = 1).
As described in the introduction, we specify the corresponding family of intervals on the
asymptotic boundary at z = 0 by the two endpoint curves: γL(λ) = {xL(λ), tL(λ)} and
γR(λ) = {xR(λ), tR(λ)}. Implicitly, here and throughout this essay, we are imposing that
the x direction is periodic with period ∆x = `. One should think of the latter as some
infrared regulator scale, i.e. it ensures that the proper length of the bulk curves considered
here are finite. We assume that ` is always much larger than the proper length of any of
the intervals defined by γL and γR.
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The quantities we wish to compute are defined via volume functionals in Einstein
gravity, and so this setup has a built-in notion of ‘reparameterization invariance,’ which
we apply both to the Bekenstein-Hawking formula evaluated on the bulk curve and on
the extremal curves determining the entanglement entropy in the boundary theory. Under
reparameterization of γB(λ) via λ → λ˜, the entropy of the hole given by the Bekenstein-
Hawking formula (1.1) is unchanged as the volume functional keeps the same form, i.e.
SBH =
1
4GN
∫ 1
0
√
gµν
∂xµ
∂λ
∂xν
∂λ
dλ =
1
4GN
∫ 1
0
√
gµν
∂xµ
∂λ˜
∂xν
∂λ˜
dλ˜ . (2.2)
Similarly we have reparameterization invariance for an extremal curve in the bulk,
which determines the holographic entanglement entropy for an interval at fixed λ. Let s be
the ‘time’ parameter on these extremal curves, i.e. Γ(s;λ) = {z(s;λ), x(s;λ), t(s;λ)} with
the boundary conditions Γ(s = 0;λ) = {0, γaL(λ)} and Γ(s = 1;λ) = {0, γaR(λ)}. Then,
since the entropy functional is analogous to that above, reparameterizations s→ s˜ do not
change the entropy of the interval at any given λ.
2.1 Holes at Constant Z
Next we show explicitly how to construct an appropriate family of intervals γL(λ), γR(λ)
from the initial curve γB(λ) in the bulk, beginning with a re-derivation of the results
of [3]. For each λ, we follow the extremal curve tangent to γB(λ) to the boundary, and
the intersection of each extremal curve with the boundary defines the endpoints γL(λ)
and γR(λ). Stated in this way, this prescription straightforwardly extends to more general
cases.1
For simplicity, let us first consider a bulk curve γB(λ) at constant z = Z0 and t = T0
i.e. γB(λ) = {Z0, `λ, T0} — recall that λ ∈ [0, 1] and ` is the period in the x direction. In
this case the tangent curve is given by a semicircle parameterized by
Γ(s;λ) = {Z0 sin s, `λ+ Z0 cos s, T0} (2.3)
where s ∈ [0, pi]. Therefore we have
γL(λ) = {`λ− Z0, T0} and γR(λ) = {`λ+ Z0, T0} . (2.4)
The general setup is illustrated in figure 2.1.
1e.g. by considering tangent surfaces in higher dimensions.
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gBHlL
gLHl* L gR Hl* L
G Hs; l* L
x
z
Figure 2.1: The bulk curve γB(λ) is shown above in green, along with the tangent geodesics
at each point. One such geodesic Γ(s;λ∗) is highlighted in blue, along with a neighboring
geodesic at λ∗ − dλ. The points γL(λ∗) and γR(λ∗) are explicitly drawn on the boundary
at z = 0.
The entanglement entropy of a single interval is given holographically by [28]
S(γL(λ), γR(λ)) =
L
2GN
log
[
xR(λ)− xL(λ)
δ
]
=
L
2GN
log
[
2Z0
δ
]
(2.5)
where δ is the short-distance cut-off for the boundary CFT. We can compute the differential
entropy (1.8) to get
E =
L
4GN
∫ 1
0
`
Z0
dλ . (2.6)
Comparing this to gravitational entropy (1.1) applied to γB we have
SBH =
L
4GN
∫ 1
0
`
Z0
dλ (2.7)
and hence E = SBH .
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We now let the bulk curve γB(λ) vary in time and be parameterized by
γB(λ) = {Z0, `λ, T (λ)} . (2.8)
For each point on γB(λ), we can construct the tangent extremal curve by following a
geodesic in the direction of the tangent vector to the boundary. At a given λ, the tangent
vector is proportional to
u(λ) = {0, `, T ′(λ)} . (2.9)
To find the geodesic along this tangent vector, we take advantage of the Lorentz symmetry
in the xµ coordinates of AdS space. First we boost by angle β(λ) = log
√
`+T ′(λ)
`−T ′(λ) so that
the tangent vector has vanishing time-like component. In this boosted frame, the correct
geodesic is given by Γ∗(s;λ) = {Z0 sin s, `λ + Z0 cos s, T (λ)}. We apply the inverse boost
to construct the geodesic tangent to the bulk curve in the original coordinate system:
Γ(s;λ) =
{
Z0 sin s, `λ+
` Z0 cos s√
`2 − T ′(λ)2 , T (λ) +
T ′(λ)Z0 cos s√
`2 − T ′(λ)2
}
. (2.10)
This extremal curve intersects the AdS3 boundary at s = 0 and s = pi, and so the family
of intervals is given by
γR,L(λ) =
{
`λ± ` Z0√
`2 − T ′(λ)2 , T (λ)±
T ′(λ)Z0√
`2 − T ′(λ)2
}
(2.11)
where the + and – signs are chosen for γR and γL, respectively.
To compute the entanglement entropy of each interval, we compute it in the boosted
frame, where the result is known (2.5), and carry it over to the original coordinates by
Lorentz symmetry. Hence
S(γL(λ), γR(λ)) =
L
2GN
log
[ |γR − γL|
δ
]
=
L
4GN
log
[
(xR − xL)2 − (tR − tL)2
δ2
]
(2.12)
Substituting the expressions for the endpoint curves (2.11) into our formulae, we have
E =
L
4GN
∫ 1
0
1
Z0
√
`2 − T ′(λ)2 dλ . (2.13)
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Note that there is no total derivative contribution here since Z ′(λ) = 0 — compare with
eq. (2.18). The gravitational entropy of γB(λ) given by eq. (2.2) is
SBH =
L
4GN
∫ 1
0
1
Z0
√
`2 − T ′(λ)2 dλ . (2.14)
Comparing eqs. (2.13) and (2.14), we see that in this case E = SBH . Note that γB(λ) is
assumed to be space-like everywhere, so |T ′(λ)2| < `.
2.2 An Arbitrary Hole
We now consider an arbitrary bulk curve γB(λ) = {Z(λ), X(λ), T (λ)} with the condition
that its tangent vector is space-like everywhere. To find the tangent extremal curve at a
point, we again begin by boosting the tangent vector by β(λ) = log
√
X′(λ)+T ′(λ)
X′(λ)−T ′(λ) so it is
completely space-like. In the boosted coordinates, the tangent vector is proportional to
u∗(λ) =
{
Z ′(λ),
√
X ′(λ)2 − T ′(λ)2, 0
}
. (2.15)
As constant time geodesics in AdS3 are given by semicircles, we can use Euclidean geometry
in the (z, x)-plane to characterize the extremal curve. The tangent vector u∗(λ) lies on
a semi-circle, so following its normal vector n∗(λ) to the boundary gives its center. We
choose the length n∗(λ) such that γB(λ) + n∗(λ) lies on the boundary, so the coordinate
radius of the semi-circle containing the geodesic is equal to |n∗(λ)|. We have
n∗(λ) =
Z(λ)√
X ′(λ)2 − T ′(λ)2
{
−
√
X ′(λ)2 − T ′(λ)2, Z ′(λ), 0
}
. (2.16)
So c∗(λ) =
{
0, X(λ) + Z(λ)Z
′(λ)√
X′(λ)2−T ′(λ)2 , T (λ)
}
is the center of the semi-circle in the boosted
coordinates and r∗(λ) ≡ Z(λ)
√
1 + Z
′(λ)2
X′(λ)2−T ′(λ)2 is the radius. Therefore we can parame-
terize this semicircle and boost back to the original coordinate system to get the tangent
extremal curve as
Γ(s;λ) =
{
r∗(λ) sin s,X(λ) +
Z(λ)Z ′(λ)X ′(λ)
X ′(λ)2 − T ′(λ)2 +
X ′(λ) r∗(λ)√
X ′(λ)2 − T ′(λ)2 cos s,
T (λ) +
Z(λ)Z ′(λ)T ′(λ)
X ′(λ)2 − T ′(λ)2 +
T ′(λ) r∗(λ)√
X ′(λ)2 − T ′(λ)2 cos s
}
. (2.17)
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gBHlL
gLHlL
gRHlL
z
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GHs; lL
Figure 2.2: For each point on the bulk curve γB(λ), the intersection of the extremal curve
Γ(s;λ) with the boundary defines an interval between γL(λ) and γR(λ). We take the family
of intervals as described by the curves γL(λ), γR(λ) shown in yellow and orange respectively.
The differential entropy of this family of intervals equals the gravitational entropy of the
bulk curve.
The bulk curve and some tangent extremal curves are shown in figure 2.2.
Given this parameterization, it is straightforward to compute the differential entropy
via (1.8) as
E =
L
4GN
∫ 1
0
dλ
(
1
Z(λ)
√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2
+
Z ′′(λ)√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2 +
Z ′(λ)
X ′(λ)2 − T ′(λ)2
T ′(λ)T ′′(λ)−X ′(λ)X ′′(λ)√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2
)
=
L
4GN
∫ 1
0
dλ
1
Z(λ)
√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2 + L
4GN
sinh−1
(
Z ′(λ)√
X ′(λ)2 − T ′(λ)2
)∣∣∣∣∣
1
0
=
L
4GN
∫ 1
0
dλ
1
Z(λ)
√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2 (2.18)
where the boundary term vanishes by the periodic boundary conditions for γB(λ). Com-
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puting the gravitational entropy for γB(λ), we have
SBH =
L
4GN
∫ 1
0
dλ
1
Z(λ)
√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2 (2.19)
Therefore we see that for any space-like curve in AdS3, E = SBH . Note that in the case
where T ′(λ) = 0, eqs. (2.18) and (2.19) reduce to formulas found in [4] for constant time
bulk curves. In addition, this result extends straightforwardly to time-varying surfaces
with ‘planar symmetry’ in higher dimensions, and the details can be found in appendices
B and C.
2.3 A Holographic Lemma
In this section, we review the proof found in [1] of a holographic lemma which sheds light
on the correspondence explored in this chapter. The discussion is actually quite general
and allows for holes with planar symmetry in higher dimensions, general holographic back-
grounds, and certain higher curvature bulk theories.2
The main innovations leading to this proof come from lessons found in the construc-
tions of the previous sections. First, we can think of the family of boundary intervals as
characterized by the curves of endpoints γL(λ) and γR(λ), and second we note that the
appropriate family of boundary intervals have extremal curves which are tangent to the
bulk curve at each point. Additionally, note that solving for an extremal curve for a given
interval reduces to extremizing the ‘action’ given by the entropy functional as in eq. (2.2).
Therefore we can consider the extremal curve for a given interval λ as the classical tra-
jectory for boundary conditions specified by γL(λ) and γR(λ), at the ‘time’ parameter si
and sf respectively. As such, we will use the machinery of classical mechanics to prove a
holographic lemma relating the differential entropy a family of boundary intervals to the
gravitational entropy of a bulk curve.
Consider an action
S =
∫ sf
si
dsL(qa, ∂sqa) (2.20)
where L depends only on the coordinate functions and their first derivatives, and is man-
ifestly reparameterization invariant under s → s˜. Further consider a family of bound-
ary conditions given by {si(λ), qai (λ)} and {sf (λ), qaf (λ)} that form a closed loop i.e.
2See appendices B and C for a discussion of the higher dimensional generalization, and appendix D for
a discussion of higher curvature theories.
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si,f (0) = si,f (1) and q
a
i,f (0) = q
a
i,f (1). With this condition, we consider perturbing the
endpoints of the classical trajectory. The change in action is
δSon = p
a
fδq
a
f −Hfδsf − pai δqai +Hiδsi +
∫
ds[eom · δq] (2.21)
where pai,f = ∂L/∂q˙a|s=si,f . The equations of motion (eom) vanish because we are consid-
ering an on-shell trajectory. Additionally for a reparameterization invariant theory, the
Hamiltonian vanishes. Therefore we have
δSon = p
a
fδq
a
f − pai δqai (2.22)
and we can write
∂Son
∂qaf
= paf and
∂Son
∂qai
= −pai . (2.23)
Finally, integrating (2.22) over the family specified by λ produces a vanishing result as we
are integrating a total derivative over closed boundary conditions. Therefore we have the
following lemma ∫ 1
0
dλ paf
∂qaf
∂λ
=
∫ 1
0
dλ pai
∂qai
∂λ
(2.24)
where pai,f = ∂L/∂q˙a|s=si,f .
In the context of holographic entanglement entropy in Einstein gravity, the action
is reparameterization invariant as in eq. (2.2). Additionally only first derivatives of the
coordinate functions appear, so we can apply the results of this lemma to differential
entropy.
For a three dimensional holographic spacetime, the family of boundary conditions be-
come the family of endpoints for boundary intervals, with the extremal curves represent-
ing the classical trajectories. Additionally, we consider a bulk curve given by γB(λ) =
{zB(λ), tB(λ), xB(λ)}.3 Let sB(λ) denote the parameter at which the extremal curve at λ
intersects the bulk surface, as illustrated in figure 2.3. We can apply (2.24) to this setup
3For higher dimensions, we consider a bulk surface with planar symmetry along d− 2 spatial directions
denoted σi. Explicitly let γB(λ, σi) = {zB(λ), tB(λ), xB(λ), σ1, · · · , σd−2}.
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∂ HM LgLHlL = 8xLHlL, tLHlL<s = 0 gRHlL = 8xRHlL, tRHlL<s = 1
gBHlL = 8zBHlL, xBHlL, tBHlL<
s = sBHlL
Figure 2.3: We consider evaluating the action only on a portion of the classical trajectory
from the boundary to the bulk surface of interest. In the case of tangent vector alignment
we can apply the lemma (2.25) to equate the differential entropy of the family of boundary
intervals with the Bekenstein-Hawking of the bulk curve.
to get
−
∫ 1
0
dλ
dS(γL(λ), γR(λ))
dγµL(λ)
dγµL(λ)
dλ
= −
∫ 1
0
dλ
dS(γL(λ), γB(λ))
dγµL(λ)
dγµL(λ)
dλ
=
∫ 1
0
dλ
dS(γL(λ), γB(λ))
dγµB(λ)
dγµB(λ)
dλ
=
∫ 1
0
dλ
∂L
∂γ˙µB(λ)
dγµB(λ)
dλ
(2.25)
where γ˙µB = ∂sγ
µ
B is the tangent vector to the trajectory at sB(λ). The first equality comes
from the fact that the change in action by shifting γR(λ) → γB(λ) does not depend on
γL(λ).
Additionally for a reparameterization invariant theory, the Hamiltonian vanishes, and
we have the identity ∂L
∂γ′Bµ
γ′B
µ = L(γB, γ′B). Therefore if we impose ‘tangent vector align-
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ment,’ i.e. ∂λγ
µ
B(λ) = α(λ)γ˙
µ
B(λ), we have
−
∫ 1
0
dλ
dS(γL(λ), γR(λ))
dγµL(λ)
dγµL(λ)
dλ
=
∫ 1
0
dλL(γB(λ), ∂λγB(λ)) (2.26)
The left hand side is the differential entropy of the boundary intervals and the right hand
side is the Bekenstein-Hawking entropy of the bulk curve, so we have the result E = SBH .
Note that tangent vector alignment plays a central role in this argument. We can
interpret this condition as a method for choosing appropriate boundary intervals given
a bulk curve, in that the extremal curve for the interval λ must be tangent to the bulk
curve at λ. Alternatively, one may understand this condition as a prescription for how to
build a bulk curve given a family of boundary intervals. We explore this complementary
perspective in the next chapter.
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Chapter 3
Boundary-to-Bulk Construction
In chapter 2, we began with a bulk curve and showed how to construct a family of boundary
intervals whose differential entropy is equal to the gravitational entropy of the original
curve. However, in light of the discussion of section 2.3, we expect that this process can be
reverse engineered. That is, given a family of (space-like) boundary intervals, we seek to
construct a bulk curve whose gravitational entropy is equal to the differential entropy of
the original intervals. Trivially, there are many bulk surfaces which yield the correct value
of the gravitational entropy, and so implicitly we require that the bulk curve is constructed
in some sort of natural way.
In the construction in the previous chapter, each boundary interval was associated
with a point on the bulk curve at which its extremal curve was tangent. Reversing this
observation, we expect that the bulk curve can be thought of as a set of points taken from
each extremal curve subject to a ‘tangent vector alignment’ condition. Of course, it is
non-trivial that this set will produce a smooth curve!
Following the notation of the previous sections, we begin with a family of boundary
intervals defined by the endpoint curves, γL(λ) and γR(λ), and we parameterize the corre-
sponding extremal curves by Γ(s;λ) with the boundary conditions Γ(s = −1;λ) = γL(λ)
and Γ(s = 1;λ) = γR(λ).
1 To construct the bulk curve γB(λ) with the appropriate gravita-
tional entropy, we take a point sB(λ) from each extremal curve for each value of λ ∈ [0, 1].
Hence we can parameterize this curve as γB(λ) = Γ(sB(λ);λ) for some function sB(λ). The
problem at hand therefore reduces to finding a function sB(λ) so that the gravitational
entropy of γB(λ) is equal to the differential entropy of the original boundary intervals.
1For convenience we have changed the ‘time’ on the extremal curve so that s ∈ [−1, 1].
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One may suspect that for generic families of boundary intervals there is no solution for
the tangent vector alignment condition, and indeed we find this to be the case. Instead,
we note that a slight generalization of the hole-ographic construction will allow us to
construct a natural bulk curve for families of boundary intervals obeying natural geometric
constraints. We will discuss this generalization quite thoroughly in section 3.2, first building
intuition in the simpler case of a family of boundary intervals on a constant time slice. At
the end of this chapter, we explicitly find the solution for the particular case of AdS3 in
section 3.3, using this concrete example to characterize and explore some general features
of the construction.
To simplify the discussion, we limit our analysis to general holographic spacetimes in
three dimensions, however the construction extends straightforwardly to higher dimen-
sional backgrounds with planar symmetry. Generally, we restrict our attention to the sit-
uation where the bulk is described by Einstein gravity, for which the appropriate entropy
functional is simply the Bekenstein-Hawking entropy, as in eq. (1.1).
To understand how the previous hole-ographic construction can be generalized, we note
that a key step in the proof of section 2.3 came from requiring
∂L
∂γ˙µB
dγµB(λ)
dλ
=
∂L
∂(∂λγ
µ
B)
dγµB(λ)
dλ
. (3.1)
For Einstein gravity, L(xµ, ∂λxµ)|γB = |∂λγB|/(4GN) =
√
gµν ∂λγ
µ
B∂λγ
ν
B/(4GN) and hence
∂L/∂(∂λγµB) = gµν∂λγνB/(4GN |∂λγB|). Therefore eq. (3.1) yields
γ˙µB
|γ˙B| gµν γ
′
B
ν =
γ′B
µ
|γ′B|
gµν γ
′
B
ν . (3.2)
where, for simplicity, we have introduced the notation f ′(λ) = ∂λf(λ). In section 2.3,
we solved this equation by imposing tangent vector alignment, i.e. γ′B
µ/|γ′B| = γ˙µB/|γ˙B|.
However, we note that the general solution in fact takes the form
γ′B
µ
|γ′B|
=
γ˙µB
|γ˙B| + k
µ with k · γ′B = 0 . (3.3)
Further, it is straightforward to show that the extra vector satisfies
k · k = 0 and k · γ˙B = 0 . (3.4)
Because of the first condition in eq. (3.4), we refer to this solution as ‘null vector align-
ment,’ and this more general solution will form the basis of our generalized hole-ographic
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construction. Of course, the key point is that with the general solution (3.3), one still finds
that eq. (2.26) still holds. That is, the gravitational entropy evaluated on the bulk curve
is equal to the differential entropy of the family of boundary intervals.
It will be more convenient to phrase the discussion in terms of the extremal curves
Γ(s;λ) rather than the bulk curve γB(λ). Hence we would like to change variables from
γ˙B(λ) and γ
′
B(λ) to Γ˙(s;λ)|s=sB(λ) and Γ′(s;λ)|s=sB(λ). In fact, this is straightforward to
realize. First we note
γ′B
µ(λ) = Γ′µ(s;λ)|sB(λ) + Γ˙µ(s;λ)|sB(λ) s′B(λ) and γ˙
µ
B(λ) = Γ˙
µ(s;λ)|sB(λ) . (3.5)
It is then straightforward to show that eq. (3.2) is equivalent to the following
Γ˙ · Γ′ = |Γ˙| |Γ′| . (3.6)
This new condition has essentially the same form as the constraint (3.2) written in different
variables, and so the general solution also has the same form as (3.3)
Γ′µ
|Γ′| =
Γ˙µ
|Γ˙| + k
µ with k · Γ′ = 0 , k · k = 0 , and k · Γ˙ = 0 . (3.7)
That is, in terms of the new variables, the null vector alignment condition can be written
in precisely the same way as before.
Finally to further facilitate the discussion, we introduce an orthonormal basis at each
point on the extremal curve consisting of the tangent vector uˆ(s;λ) = Γ˙(s;λ)/|Γ˙(s;λ)| and
two orthogonal unit vectors nˆ1(s;λ) and nˆ2(s;λ).
2 Additionally, a central role is played
by the ‘separation vector’ Γ′µ, which indicates how the extremal curve at λ is displaced in
moving to the neighboring curve at λ+dλ. Below, it will be convenient to project Γ′µ into
the subspace normal to uˆ(s;λ) and so we define
vµ⊥(s;λ) ≡ Γ′µ(s;λ)− Γ′σ(s;λ) uˆσ(s;λ) uˆµ(s;λ) . (3.8)
With this notation, the condition which selects out the solution (3.7) can be written as
|v⊥(sB(λ);λ)| = 0. This framework will be useful for understanding the general case.
2We choose nˆ1(s;λ) to be space-like and to lie in the plane of the extremal curve, with nˆ1 · nˆ1 = 1 and
nˆ1 · uˆ = 0. Further nˆ2(s;λ) is time-like and orthogonal to the plane of the extremal curve, with nˆ2 · nˆ2 = −1
and nˆ2 · uˆ = 0 = nˆ2 · nˆ1.
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3.1 On a Constant Time Slice
Let us begin by considering a family of boundary intervals which all lie in a constant time
slice. With this assumption, the nˆ2 component of Γ
′(s;λ) will vanish and so v⊥(s;λ) will
always be space-like. As such, the condition |v⊥(sB(λ);λ)| = 0 can only be satisfied when
this vector vanishes, i.e. vµ⊥ = 0. As illustrated intuitively in figure 3.1, this vanishing
occurs at the intersection point between the extremal curves at λ and λ + dλ. Explicitly,
at the intersection point, the separation vector changes from pointing ‘inside’ to pointing
‘outside’ the extremal curve and therefore must vanish by continuity. Thus we can think
of the bulk curve γB as consisting of the continuum limit of these intersection points. We
sharpen this intuition in appendix A.
uÆ
x 'R HlLx 'L HlLnÆ1 ∂ HM L
Figure 3.1: Considering extremal curves in a constant time slice. At the intersection point,
the component of Γ′(s;λ) along nˆ1 vanishes and Γ′(s;λ) ∝ Γ˙(s;λ).
Additionally, the bulk curve has a geometric interpretation in terms of the ‘outer enve-
lope’ of the extremal curves as described in [4]. We begin with a discrete set of n boundary
intervals parameterized by λk = k/n — see the discussion in the introduction. An approx-
imation of the bulk curve is then constructed in a piece-wise fashion by taking the portion
of each Γ(s;λk) extending from the intersection with the extremal curve at λk−1 to the
intersection with the extremal curve at λk+1, as illustrated in figure 3.2. Loosely, one can
think of this approximate curve as the boundary of the union of spacetime regions enclosed
by the extremal curves.3
In the continuum limit as n → ∞, the gravitational entropy for the outer envelope
equals the differential entropy of the family of boundary intervals, as each intersection
3For families of intervals in AdS spacetime with (x′L + x
′
R) > 0, this picture is precise. However, as
pointed out in [4], this picture breaks down in more generic situations.
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point satisfies tangent vector alignment by the previous analysis. That is, in this limit,
we may note that the individual portions of each extremal curve contributing to the outer
envelope shrinks to zero size. Hence we can think that the final outer envelope is comprised
essentially of the intersection points of Γ(s;λ) and Γ(s;λ + dλ) for each λ, taken in the
limit as dλ→ 0.
EHlL
∂HML
z
Figure 3.2: We picture the outer envelope E(λ) as built from the intersection of extremal
curves of boundary intervals. Each extremal curve is drawn in dashed blue. In the contin-
uum limit this curve consists essentially of only the intersection points, and by construction
its gravitational entropy equals the differential entropy of the boundary intervals.
Note that in this framework, we are implicitly assuming that the neighboring extremal
curves, i.e. the extremal curves at λ and λ + dλ, intersect precisely once. Equivalently,
we are assuming that the component of Γ′µ(s;λ) along nˆ1(s;λ) vanishes exactly once. To
construct a continuous bulk curve, there must be a solution for every λ, so this imposes
a global constraint on the families of boundary intervals which have corresponding bulk
curves.
As illustrated in figure 3.3a, we can write this global constraint as [4]
x′R(λ)x
′
L(λ) > 0 . (3.9)
If x′R(λ)x
′
L(λ) ≤ 0, one boundary region is entirely contained within the other and the same
is true of the corresponding extremal curves in the bulk. Therefore if the constraint (3.9)
is not satisfied then neighboring extremal curves will not intersect. A logical possibility
that when x′R(λ)x
′
L(λ) ≤ 0, the extremal curves may cross an even number of times, as
illustrated in figure 3.3b. However, this possibility is ruled out by analysis in [5].
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x 'R HlLx 'L HlL ∂ HM LuÆ nÆ1
x 'L HlL x 'R HlL < 0
(a)
x 'R HlLx 'L HlL ∂ HM LuÆ nÆ1
x 'L HlL x 'R HlL < 0
(b)
Figure 3.3: Considering extremal curves in a constant time slice. In the case x′L(λ)x
′
R(λ) <
0, the curves given by Γ(λ) and Γ(λ+dλ) will not cross, as shown in (a). A logical possibility
is that there may be an even number of crossings, as shown in (b), however it turns out
that this is not possible [5].
In particular, if we have one boundary region Ik+1 that is enclosed within a second Ik,
then the bulk region enclosed by the extremal surface Γ(s;λk+1), corresponding to Ik+1, is
entirely contained within Γ(s;λk). Hence it is not possible for Γ(s;λk+1) to cross the curve
Γ(s;λk) and there will be no intersections.
3.2 Generic Families of Intervals
For a time varying family of boundary intervals with a corresponding bulk curve as con-
structed as in chapter 2, generically the extremal curves at λ and λ+ dλ do not intersect.
Therefore, we must generalize the previous construction. However, note we can make use
of the null vector alignment condition (3.7) with a non-vanishing null vector k. In this
case, we note that loosely sB(λ) no longer characterizes the intersection point between
neighboring extremal curves, but rather a point at which they are separated by null vector
orthogonal to the extremal curves. Therefore, we seek to provide a geometric interpreta-
tion in which the bulk curve is constructed from intersections of each extremal curve with
the ‘light sheet’ of its neighboring curve. It turns out that the desired light sheets form
the boundary of the so called ‘entanglement wedge’ for each interval [31].
First, we must properly define the notion of entanglement wedges, as described in
[31]. Given a boundary region and a corresponding extremal surface in the bulk, the
entanglement wedge is defined as the domain of dependence or causal development of
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any spatial slice extending between these two. In our situation, we are interested in the
boundary of the entanglement wedge W (s, τ ;λ), which is formed by the (converging) light
sheets projected orthogonally from the extremal curve Γ(s;λ) toward the boundary. The
light rays comprising these light sheets may reach the asymptotic boundary, however,
generically they will end with the formation of caustics, as illustrated in figure 3.4. One
remarkable feature of the entanglement wedges is that the intersection ofW (s, τ ;λ) with the
asymptotic boundary is precisely the boundary of the causal development of the boundary
interval, as shown in [31].
GHs; lLW Hs, t; lLI HlL
∂HM L
caustic
Figure 3.4: The boundary of the entanglement wedge W (s, τ ;λ) is shown above for the
extremal curve Γ(s;λ) corresponding to the interval I(λ). The surface ends when the light
rays emerging from Γ(s;λ) either reach the asymptotic boundary or form caustics.
Using entanglement wedges, we can extend the notion of intersection discussed in the
previous section to build up a bulk curve. Denoting the intersection of Γ(s;λ) with
W (s, τ ;λ ± dλ) by s±(λ), we first argue that at s+(λ) the null vector alignment condi-
tion (3.7) is satisfied and therefore we can build the bulk curve via γB(λ) = Γ(s+(λ);λ).
The notation and setup is illustrated in figure 3.5. We label the intersection point s+(λ) on
Γ(s;λ), write its separation from a point on s∗+(λ+ dλ) on Γ(s;λ+ dλ) by the null vector
k+(λ + dλ). Here, k+(λ + dλ) is orthogonal to Γ(s;λ + dλ) at s
∗
+(λ + dλ), or explicitly
k+(λ + dλ) · Γ˙(s∗+(λ + dλ);λ + dλ) = 0. Intuitively we know when two extremal curves
intersect we have Γ′ ∝ Γ˙, and so if the intersection is off by a null vector we can loosely
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∂ HML
GHs; lL
WHs, t; lL k+Hl + dlL
WHs, t; l + dlL
GHs; l + dlLk-HlLs-*HlL
s+HlL
s+*Hl + dlLs-Hl + dlL
Figure 3.5: The intersection of the surfaces W (s, τ ;λ) and W (s, τ ;λ+ dλ) is shown above.
The point Γ(s∗+(λ + dλ);λ + dλ) on the neighboring extremal curve is identified as being
separated from the intersection point Γ(s+(λ);λ) by the null vector k
µ
+(λ+ dλ). Similarly,
the point Γ(s∗−(λ);λ) on the neighboring extremal curve is identified as being separated
from the intersection point Γ(s−(λ + dλ);λ + dλ) by the null vector k
µ
−(λ). One can see
intuitively that in the limit dλ→ 0, s∗−(λ) does not generically approach s+(λ).
expect Γ′ ∝ Γ˙ + k.4 When the extremal curve intersects the neighboring entanglement
wedge, this null vector is additionally orthogonal to Γ˙ by construction, and so indeed all
parts of the null vector alignment condition (3.7) is satisfied. In this way we take the bulk
curve to consist of the continuum limit of these ‘intersection’ points. We confirm this rough
intuition in appendix A.
Additionally, we are led to an generalized notion of the outer envelope in this case.
The piece-wise construction of the bulk curve consists of segments of the extremal curves
extending between intersections with the boundaries of the corresponding entanglement
wedges. However, these segments do not form a contiguous curve but rather they are con-
nected by O(dλ) null segments lying in the boundaries W (s, τ ;λ). Hence in the continuum
limit, these null pieces vanish. A sketch of this construction is given in figure 3.6.
Figure 3.5 also shows the intersection of the extremal curve Γ(s;λ+dλ) with the bound-
ary W (s, τ ;λ) of the entanglement wedge for Γ(s;λ). Similarly, we label this intersection
point s−(λ+ dλ) on Γ(s;λ+ dλ) and it is connected to a point on s∗−(λ) on Γ(s;λ) by the
4As we are considering infinitesimally separated curves, we can safely assume that we are well outside
of the range of caustic formation.
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Figure 3.6: We picture the outer envelope E+(λ) as being built from the pieces of the
extremal curve between s∗+(λ) and s+(λ), connected by null segments on each entanglement
wedge boundary. In the continuum limit this curve consists only of the intersection points
s+(λ), and its gravitational entropy is equal to the differential entropy of the boundary
intervals. A similar curve E−(λ) can be constructed, which generically differs from E+(λ).
null vector k−(λ). Here, k−(λ) is orthogonal to Γ(s;λ) at s∗−(λ), i.e. k−(λ)·Γ˙(s∗−(λ);λ) = 0.
Again, we expect that at this intersection point, the null vector alignment condition (3.7)
is satisfied in the continuum limit, i.e. Γ′(s;λ)|s∗−(λ) ∝ Γ˙(s;λ)|s∗−(λ) + k−(λ). We also verify
this result in appendix A.
One interesting feature of the present construction is that generally when both in-
tersections exist, they do not coincide in the continuum limit. That is, the difference
s+(λ) − s∗−(λ) is an order one quantity.5 This feature may already be evident in figure
3.5 but it will also become explicit in the examples in the following section. Therefore
applying the generalized notion of the outer envelope, we are led to a second distinct curve
in the bulk. Hence for a broad class of families of boundary intervals, the null vector align-
ment condition (3.7) actually leads to the construction of two bulk curves for which the
gravitational entropy equals the differential entropy of the boundary intervals. Of course,
as we will discuss in a moment, both intersections may not exist or they may not both
exist globally. That is, the boundary intervals must satisfy global constraints analogous to
eq. (3.9) in order to properly define a bulk surface.
Further insight comes from extending the outer envelope to the ‘enveloping surface’
E(λ, τ) which can loosely be thought of as the boundary of the union of all of the en-
5We show this explicitly in appendix A.
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tanglement wedges.6 More precisely, this enveloping surface should be thought of as be-
ing composed of all of the segments of W (s, τ ;λ) between the lines of intersection with
W (s, τ ;λ ± dλ), as illustrated in figure 3.7. The bulk curves constructed with null vec-
tor alignment are then the lines on the enveloping surface across which normal vector
make a transition between being space-like and null.7 With tangent vector alignment, the
‘space-like’ region shrinks to zero size and the normal vector is not well defined on the
resulting bulk curve, i.e. the normal makes a transition between being future-pointing null
and past-pointing null.
∂ HM L
gB+HlL EHl, tL
gB-HlL
Figure 3.7: (Colour online) The enveloping surface E(λ, τ) being built for a family of
boundary intervals with a fixed width but slightly tilted in the (t,x)-plane in AdS3. The
two bulk curves, γ+B(λ) and γ
−
B(λ), correspond to the lines across which the normal vector
makes the transition between space-like and null.
6Similar to the discussion of the outer envelope in [4], this picture is only precise for nˆ1(sB(λ))·a(λ) < 0,
where aµ(λ) is the proper acceleration along the bulk curve. This is a covariant generalization of the
condition found for the constant time case [4]. In higher dimensions, i.e. bulk dimensions greater than
three, this condition becomes nˆ1(sB(λ)) ·K(λ) < 0, where Kµ(λ) is the trace of the extrinsic curvature
on the bulk curve.
7As the union of the entanglement wedges, the enveloping surface typically consists of five parts: First,
‘top’ and ‘bottom’ of the entanglement wedges typically contains caustics — see figure 3.4. Hence the
union of these cusps will produce regions at the top and bottom of the enveloping surface with a time-like
normal. Second, the light sheets themselves make up sections of the enveloping surface with null normal
vector. The regions with the future-pointing and past-pointing null normals correspond to the ‘upper’
and ‘lower’ parts of the enveloping surface respectively. Finally, the region between these null sections is
comprised to the portions of the extremal surfaces running from s−(λ) to s+(λ). The union of all these
geodesics will produce a surface with a space-like normal vector. The bulk curves then form the boundary
between this space-like regions and the two null regions. With tangent vector alignment, s+(λ) = s−(λ)
and thus the space-like region shrinks to zero size. The bulk curve is then the boundary between the upper
and lower null regions. parcel0
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To better understand the possible intersections and the global constraints mentioned
above, it is convenient to think of the ‘trajectory’ along an extremal curve Γ(s;λ) of the
vector v⊥(s;λ) in the plane normal to the tangent vector uˆ(λ) for a fixed λ. In figure
3.8, we illustrate a variety of these trajectories in this ‘transverse’ plane. In general, the
trajectory starts at v⊥(λ) = γ′L(λ) and ends at v⊥(λ) = γ
′
R(λ), and in between wanders
around in the transverse space in some way. Of course, we are particularly interested in
the points, sB(λ), where the trajectory crosses the light cone since as noted above, the
condition |v⊥| = 0 corresponds to null vector alignment. In figure 3.8, we draw various
trajectories through the transverse plane.
For there to be a solution to |v⊥| = 0, the trajectory must cross the light cone at
least once. We would like to translate this simple observation as the condition that the
trajectory must begin and in different ‘quadrants,’ as defined by the light cone in the
transverse space. For AdS3 this statement is indeed necessary for there to be a solution,
but in more general cases there can be more exotic trajectories. However, it is possible to
rule out the covariant formulation of the constant time case, as illustrated in figure 3.9.
First we consider a trajectory like the one drawn in figure 3.9a, where the endpoints
γ′L(λ) and γ
′
R(λ) are both space-like and in the same quadrant. These trajectories can be
ruled out using the results of [6], which provides a covariant formulation of the argument
used in the previous section. In particular, in the situation illustrated, the interval I(λ +
dλ) is entirely contained within I(λ) on some time-slice in the boundary. Hence, the
corresponding extremal curves, Γ(λ+ dλ) and Γ(λ) are everywhere space-like separated in
the bulk. Therefore vµ⊥ must remain within the first quadrant along the entire trajectory
and it cannot cross the light cone, ruling out trajectories of the form illustrated in figure
3.9a.
For AdS3, by the explicit calculation in section 3.3, we can rule out trajectories where
γ′L(λ) and γ
′
R(λ) are both time-like and in the same quadrant, as shown in figure 3.9b.
However, for more generic backgrounds this type of trajectory may be possible.
Hence we conclude that in AdS3 for there to be a solution of |v⊥| = 0 the trajectory
must begin and end in different quadrants. The latter then demands that either of the
following inequalities is satisfied:
(x′R − t′R)(x′L + t′L) > 0 (3.10)
or
(x′R + t
′
R)(x
′
L − t′L) > 0 (3.11)
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Figure 3.8: We draw the various trajectories of the projection of Γ′µ(s;λ) into in the space
normal to the tangent vector of the extremal curve Γ(s;λ). Panel (a) illustrates tangent
vector alignment as the trajectory goes through the origin. Panel (b) shows an example of
a trajectory with only one solution. Panels (c) and (d) show examples of trajectories with
two solutions which begin and end in space-like and time-like quadrants respectively.
These inequalities provide the generalization of the global constraint given previously in
eq. (3.9) on the family of boundary intervals. Certainly one sees that both eqs. (3.10) and
(3.11) reduce to x′L(λ)x
′
R(λ) > 0, as appears in eq. (3.9), when t
′
R = 0 = t
′
L. In general,
given a family of boundary intervals, it is possible for one, both, and neither of eqs. (3.10)
or (3.11) hold globally. If one holds, the generalized hole-ographic construction will define
a single bulk curve, while if both are satisfied globally, then our new construction defines
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Figure 3.9: The trajectory drawn in (a) is ruled out by the covariant formulation [6] of
the previously mentioned argument from [5]. However, the trajectory drawn in (b) is only
ruled out for AdS3.
two bulk curves for which the gravitational entropy equals the differential entropy.
This geometric formulation provides a wealth of possibilities for future research and
exploration, and we further detail some features of this construction in [1]. As such, we
turn to explicitly parameterizing the generic solution of this construction for AdS3 to
highlight some interesting features we hope to explore further in a more general setting.
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3.3 AdS3 as a Case Study
Next we try to build a better understanding of some of the generic properties of our gen-
eralized hole-graphic construction by explicitly solving for the bulk curves for AdS3 in
Poincare´ coordinates (2.1). Given a set of space-like boundary intervals with endpoints
γL(λ) = {xL(λ), tL(λ)} and γR(λ) = {xR(λ), tR(λ)}, first we change variables to a param-
eterization of the center, invariant length, and boost angle for each interval
xc(λ) =
1
2
(xL(λ) + xR(λ))
tc(λ) =
1
2
(tL(λ) + tR(λ))
∆(λ) =
1
2
√
(xR(λ)− xL(λ))2 − (tR(λ)− tL(λ))2
β(λ) =
1
2
log
[
(xR(λ)− xL(λ)) + (tR(λ)− tL(λ))
(xR(λ)− xL(λ))− (tR(λ)− tL(λ))
]
(3.12)
and we choose xR(λ) ≥ xL(λ). Note that we are only considering space-like intervals, i.e.
|tR(λ) − tL(λ)| < xR(λ) − xL(λ) and hence the boost angle β(λ) is everywhere finite and
well-defined. For an interval at λ, with the parameterization s ∈ [−1, 1] the extremal curve
has coordinates {Z,X, T} given by
Γ(s;λ) =
{√
1− s2∆(λ), xc(λ) + s∆(λ) cosh β(λ), tc(λ) + s∆(λ) sinh β(λ)
}
(3.13)
On a constant time slice: First we consider boundary intervals which all lie on a constant
time slice of AdS3, characterized by tc(λ) = t0 and β(λ) = 0. In this case the extremal
curves are given by Γ(s;λ) = {xc(λ) + s∆(λ),
√
1− s2∆(λ), t0}. Let us note that in this
case, the orthonormal basis introduced above becomes
uˆµ =
∆(λ)
2L
{−s,
√
1− s2, 0} ,
nˆµ1 =
∆(λ)
2L
{−
√
1− s2,−s, 0} , (3.14)
nˆµ2 =
∆(λ)
2L
{0, 0, 1} .
For this case, we directly solve the intersection equation Γ(s+(λ);λ) = Γ(s−(λ+dλ;λ+dλ),
and we find exactly one solution given by
s+(λ) = −(xc(λ)− xc(λ+ dλ))
2 + ∆(λ)2 −∆(λ+ dλ)2
2∆(λ)(xc(λ)− xc(λ+ dλ)) (3.15)
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In the continuum limit, this solution reduces to the result s+ = −∆′(λ)/x′c(λ). Imposing
the condition |s+(λ)| < 1 in terms of xL(λ) and xR(λ) yields(
x′L(λ)− x′R(λ)
x′R(λ) + x
′
L(λ)
)2
< 1 (3.16)
which can be rewritten as x′L(λ)x
′
R(λ) > 0. That is, we have recovered the global constraint
(3.9) from this inequality.
Generic families of intervals: For the general case in AdS3, the basis vectors become
uˆµ =
∆(λ)
2L
{
−s,
√
1− s2 cosh β(λ),
√
1− s2 sinh β(λ)
}
nˆµ1 =
∆(λ)
2L
{
−
√
1− s2, −s cosh β(λ), −s sinh β(λ)
}
(3.17)
nˆµ2 =
∆(λ)
2L
{0, sinh β(λ), cosh β(λ)}
Now to determine when null vector alignment is achieved, it is easiest to solve for when
|v⊥(s;λ)| = 0. The projection of Γ′(s;λ) into the transverse space is given by
v⊥(s;λ) ∝− (s x′c(λ) cosh β(λ)− s t′c(λ) sinh β(λ) + ∆′(λ))nˆ1
+ (t′c(λ) cosh β(λ)− x′c(λ) sinh β(λ) + s∆(λ)β′(λ))nˆ2 (3.18)
We can explicitly solve for the parameters s±(λ) where v
µ
⊥ is null,
s±(λ) = − ∆
′(λ)± t′c(λ) cosh β(λ)∓ x′c(λ) sinh β(λ)
±∆(λ)β′(λ) + x′c(λ) cosh β(λ)− t′c(λ) sinh β(λ)
. (3.19)
Note that this solution reduces to the constant time case, and we see an explicit confirma-
tion that our intuition about intersection points was correct.
Next we turn to the constraints |s±(λ)| < 1. After some simplification, we see explicitly
that |s+(λ)| < 1 corresponds to inequality (3.10) and |s−(λ)| < 1 corresponds to inequality
(3.11). Therefore the global constraint (3.10) ensures that a bulk curve exists corresponding
to null vector alignment at s+(λ) while eq. (3.11) ensures the same at s−(λ). Furthermore,
we can interpret s+(λ) as the intersection with the null line nˆ1 + nˆ2 and s−(λ) as the
intersection with the null line nˆ1 − nˆ2. These observations reveal that indeed for AdS3,
the previously mentioned trajectories in the transverse plane cross each light cone at most
once.
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Equivalence classes of boundary intervals: One of the lessons to learn thinking about
intersections of entanglement wedges is that we did not need to limit ourselves to tangent
vector projection in section 2. That is, given a curve in the bulk, we can build a family
boundary intervals by projecting along a geodesic along γ′B/|γ′B| + k where k is any null
vector such that k ·γ′B = 0. These two conditions define a one-parameter family of possible
vectors k, and therefore a one parameter set of boundary intervals for which the differential
entropy equals the gravitational entropy of a given bulk curve. This defines a sort of gauge
symmetry in the space of families of boundary intervals, and we can derive an explicit
transformation between the parameters characterizing each family. However, even for
AdS3 this transformation doesn’t reveal itself as an obvious symmetry of the boundary
theory.8
An alternative program might be to single out a particular ‘gauge’ via some natural
physical principle. One such gauge might be tangent vector alignment, where s+(λ) =
s−(λ). Solving this equation explicitly we get
sB(λ) =
∆′(λ)
x′c(λ) cosh β(λ)− t′c(λ) sinh β(λ)
(3.20)
subject to the condition
2∆(λ)∆′(λ)β′(λ) = 2x′c(λ)t
′
c(λ) cosh(2β(λ))− (x′c(λ)2 + t′c(λ)2) sinh(2β(λ)) (3.21)
As usual we have the global condition |sB(λ)| < 1 which in our parameterization is (x′R2−
t′R
2)(x′L
2 − t′L2) > 0, corresponding to a trajectory crossing both null lines.
Further insight comes from considering the enveloping surface shown in figure 3.7. If we
compare the enveloping surface with surface Etan(λ, τ) which is the boundary of the bulk
region space-like to the union of causal diamonds of the family of boundary intervals T , we
find that generically the entangling surface lies inside of Etan(λ, τ) as shown in figure 3.10.
Additionally, by construction in the case of tangent vector alignment the enveloping surface
forms the boundary of this region. In [3], differential entropy was proposed as quantifying
the residual uncertainty about the state after making measurements in the finite time
strip T . This observation suggests that the case of tangent vector alignment some how
minimizes the differential entropy among the families of boundary intervals which share
a time strip T , as the bulk curve in this case extends the farthest into the bulk and has
minimal area.
8Note that lifting the restriction of planar symmetry will also expand the families of boundary regions
which correspond to the same bulk curve.
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Figure 3.10: We compare the surfaces Etan(λ, τ), the boundary of the bulk region spatial
to the time strip T for a family of boundary intervals, and the enveloping surface E(λ, τ).
We see that generically Etan(λ, τ) bounds the enveloping surface.
Can we therefore understand tangent vector alignment in terms of minimizing the
residual uncertainty of a family of intervals on the boundary? Stated more sharply, given
two curves γU(λ) and γD(λ) which define the ‘upper’ and ‘lower’ boundaries of a time strip
T , does the condition of tangent vector alignment maximize the proper time experienced
by a family of observers making measurements in T ? Generically, the answer is no, but in
some special cases the answer is yes.
Given two curves parameterized by
γU/D(λ) = {xc(λ)±∆(λ) sinh β(λ), tc(λ)±∆(λ) cosh β(λ)} (3.22)
we derive a condition for when these parameters are a ‘maximal time protocol.’ Note that
these curves correspond to a family of intervals parameterized in the usual way. First,
we unfix the relative parameterization between the upper and lower curves, writing γU(ρ)
and γD(λ), and then we solve for the value of ρ which maximizes the proper time of an
observer starting at γD(λ) and ending at γU(ρ). If the given parameters are a maximal
time protocol, then the solution should be ρ = λ and we have the condition
0 =
∂ |γU(ρ)− γD(λ)|
∂ρ
∣∣∣∣
ρ=λ
= 2∆′(λ) + t′c(λ) cosh β(λ)− x′c(λ) sinh β(λ) (3.23)
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Comparing this condition to the condition for tangent vector alignment (3.21), we
find that in general families of intervals which satisfy tangent vector alignment are not a
maximal time protocol. See figure 3.11 for an explicit example of the difference between
the two approaches. However in the special case ∆′(λ) = 0 these conditions are indeed
equivalent. In terms of our parameterization, this special case is when all of the boundary
intervals have the same proper length. This result hints at a more direct interpretation of
differential entropy, but more research is necessary to further understand this concept.
gU
gD
gUHlL gUHrmaxL
gDHlL
Figure 3.11: For a given time strip, the path an observer takes under tangent vector
alignment is in dashed red, and the path an observer takes under a maximal time protocol
is in solid blue. If ∆′(λ) 6= 0, the two conditions are not equivalent and γU(λ) 6= γU(ρmax).
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Chapter 4
Outlook
In this essay, we showed that given an arbitrary closed space-like curve in the bulk of a three
dimensional holographic spacetime, we are able to construct a family of boundary intervals
whose differential entropy equals the gravitational entropy of the bulk curve. Additionally,
we showed that the converse statement is also true.
For possible extensions, note that generic families of space-like boundary intervals pro-
duce bulk curves which may not be space-like everywhere via the construction from section
3.2. Therefore, we infer it is possible to extend these constructions to surfaces which can
also be time-like. In addition, an obvious extension is to lift the assumption of planar
symmetry for higher dimensions.
Additionally, note from the discussion at the end of section 3.3 that there is a one-
parameter set of boundary intervals corresponding to a given bulk curve. A new principle
is therefore needed either to understand this equivalence in terms of a symmetry of the
boundary theory or to pick out a preferred family of intervals for a given bulk curve. We
showed that one of the simplest principles, i.e. associating the condition of tangent vector
alignment with a tiling of a given time strip that maximizes the proper time of observers,
is in general not self-consistent.
This observation might help shed light on answering if the differential entropy should be
interpreted as an entropy, i.e. counting a certain set of degrees of freedom in the boundary
theory, or if it should be interpreted strictly as the directional derivative of entanglement
entropy along a family of intervals. In either case, it is hoped that the holographic con-
structions outlined in this essay will lead to a better understanding of the interpretation
of Bekenstein-Hawking entropy as the leading contribution to the entanglement entropy of
an underlying quantum theory of gravity.
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Appendix A
Derivation of the Geometric
Interpretation
In this appendix we show that the geometric interpretation of section 3 satisfies the condi-
tion for the holographic correspondence established in section 2.3 between the differential
entropy evaluated on a family of boundary intervals and the gravitational entropy of a bulk
curve. Given a family of intervals with extremal curves Γ(s;λ), the bulk curve constructed
via γB(λ) = Γ(sB(λ);λ) must satisfy
γ˙B(λ) · γ′B(λ)
|γ˙B(λ)| = |γ
′
B(λ)| . aligned (A.1)
As before we change variables to Γ′(s;λ) and Γ˙(s;λ) with the relations in eq. (3.5), i.e.
γ′B
µ(λ) = Γ′µ(s;λ)|sB(λ) + Γ˙µ(s;λ)|sB(λ) s′B(λ) and γ˙
µ
B(λ) = Γ˙
µ(s;λ)|sB(λ) . note99A
(A.2)
and then it is straightforward to show that eq. (A.1) becomes
Γ˙(s;λ) · Γ′(s;λ)
|Γ′(s;λ)||Γ˙(s;λ)|
∣∣∣∣∣
s=sB(λ)
= 1 . alignedG (A.3)
Now recall the basis of orthonormal vectors established for each extremal curve in
section 3. This basis consists of the tangent vector uˆ(s;λ) = Γ˙(s;λ)/|Γ˙(s;λ)| and two
orthogonal unit vectors nˆ1(s;λ) and nˆ2(s;λ). With this formalism, we defined v
µ
⊥(s;λ), the
projection of Γ′µ into the subspace transverse to uˆ(s;λ) in eq. (3.8). The condition (A.3)
for null vector alignment then became |v⊥(sB(λ);λ)| = 0.
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Now we begin by showing that when the boundary intervals all lie on a constant time
slice, at the intersection between the curve Γ(s;λ) and Γ(s;λ + dλ) the condition of null
vector alignment (A.1) is satisfied in the continuum limit i.e. as dλ → 0. In fact since all
the intervals are on a constant time slice, in this case we have tangent vector alignment.
Let s±(λ) denote the intersection of the extremal curve Γ(s;λ) with Γ(s;λ ± dλ).1 By
construction, the ‘right’ intersection point for Γ(s;λ) is equal to the ‘left’ intersection
point for Γ(s;λ+ dλ) so we have
Γ(s+(λ);λ) = Γ(s−(λ+ dλ);λ+ dλ) intersectp (A.4)
We can expand this equation for dλ |γR(λ)− γL(λ)| to get
Γ(s+(λ);λ) = Γ(s−(λ);λ) +O(dλ) (A.5)
And as we are assuming a bijective parameterization this equation implies that s+(λ) −
s−(λ) ∼ O(dλ). Therefore we can write
s+(λ) = sI(λ) + δs+(λ)dλ+O(dλ2) (A.6)
s−(λ) = sI(λ) + δs−(λ)dλ+O(dλ2) (A.7)
where we refer to sI(λ) as the ‘intersection point in the continuum limit.’ Substituting
these expressions into (A.4) we get
Γ(sI(λ);λ) + Γ˙(sI(λ);λ)δs+(λ)dλ+O(dλ2)
= Γ(sI(λ);λ) + Γ˙(sI(λ);λ)δs−(λ)dλ+
(
Γ′(sI(λ);λ) + s′I(λ)Γ˙(sI(λ);λ)
)
dλ+O(dλ2)
(A.8)
And so we have that at the point sI(λ)
α(λ)Γ˙(s;λ)|sI(λ) = Γ′(s;λ)|sI(λ) (A.9)
where α(λ) = δs+(λ) − δs−(λ) − s′I(λ). In this way, at sI(λ) the curves satisfy tangent
vector alignment, so the bulk curve can be thought of as being built from the intersection
points between extremal curves and their neighbors, in the continuum limit.
Next we repeat the above analysis for the general case. That is, we show that at
the intersection of Γ(s;λ) with the entanglement wedge boundary W (s, τ ;λ ± dλ), we
1As discussed in section 3, we expect neighboring curves to intersect at most once. However, in the
situations where the curves are extremal but not minimal, it may be that they intersect more than once,
as discussed in section 4. In this case, we can simply choose consecutive points such that eq. (A.4) holds.
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have the desired relation Γ′(s;λ)|s±(λ) ∝ Γ˙(s;λ)|s±(λ) + k±(λ). It is convenient to use the
parameterization
W µ(s, τ ;λ) = Γµ(s;λ) + τ kµ(s;λ) Wparam (A.10)
where k(s;λ) · Γ˙(s;λ) = 0, |k(s;λ)| = 0, and τ ∈ [0, 1]. That is, the vector kµ(s;λ) is the
null separation between Γ(s;λ) and the ‘cusp’ of the entanglement wedge. Note that there
are two such vectors which we denote k↑ and k↓, corresponding to the ‘upper’ and ‘lower’
parts of the entanglement wedge respectively. Hence they lie on two different light sheets
and so they can not be smoothly deformed into one another while remaining null.
As above we denote the intersection of Γ(s;λ) with W (s, τ ;λ ± dλ) by s±(λ). For
concreteness we will assume that there exists one unique point for both s+(λ) and s−(λ),
i.e. the trajectory of Γ′ in the transverse plane can only cross each null line once, and we
discuss the general case below. By construction we have
Γµ(s+(λ);λ) = Γ
µ(s∗+(λ+ dλ);λ+ dλ) + τ
∗
+(λ+ dλ)k
µ(s∗+(λ+ dλ);λ+ dλ) EWintersect
(A.11)
for some particular τ ∗+(λ+dλ) and s
∗
+(λ+dλ). Note that in general s
∗
+(λ) 6= s−(λ) because
the choice of k↑ or k↓ generically differs in the equation analogous to eq. (A.11) for s−(λ).
We return to this point later in the discussion. The general setup and notation is illustrated
in figure 3.5. Expanding eq. (A.11) around dλ we have
Γµ(s+(λ);λ) = Γ
µ(s∗+(λ);λ) + τ
∗
+(λ)k
µ(s∗+(λ);λ) +O(dλ) (A.12)
This equation implies that the zeroth order separation between Γµ(s+(λ);λ) and Γ
µ(s∗+(λ);λ)
is a null vector, but as the extremal curves are space-like this must vanish. Therefore we
can write
s∗+(λ) = s+(λ) + δs+(λ) dλ+O(dλ2) (A.13)
τ ∗+(λ) = δτ+(λ) dλ+O(dλ2) (A.14)
Plugging this expansion into eq. (A.11) and keeping all terms to first order we have
Γµ(s+(λ);λ) =Γ
µ(s+(λ);λ) + Γ˙
µ(s+(λ);λ)δs+(λ)dλ+ Γ˙
µ(s+(λ);λ)s
′
+(λ)dλ
+ Γ′µ(s+(λ);λ)dλ+ δτ+(λ)kµ(s+(λ);λ)dλ (A.15)
and we see explicitly
Γ′µ|s+(λ) = α
(
Γ˙|s+(λ) + k˜+
)
NVA (A.16)
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where α(λ) = −(δs+(λ) + s′+(λ)) and k˜+(λ) = − δτ+(λ)δs+(λ)+s′+(λ)k(s+(λ);λ). By construction
k˜+ is null and k˜+ · Γ˙ = 0, and therefore at this point the condition of null vector alignment
is satisfied. We can then identify s+(λ) with sB(λ) to form the bulk curve as the continuum
limit of these intersection points.
Additionally, we can write down equations analogous to eqs. (A.11) and (A.16) for the
intersection point s−(λ). By repeating the above arguments, we can show that at s−(λ)
the extremal curves satisfy null vector alignment:
Γ′µ|s−(λ) = α
(
Γ˙|s−(λ) + k˜−
)
NVAm (A.17)
where α(λ) = −(δs−(λ) + s′−(λ)) and k˜−(λ) = − δτ−(λ)δs−(λ)+s′−(λ)k(s−(λ);λ).
Further, note from the above definitions k˜± is proportional either to k↑ or k↓, and we
see from the null vector alignment equations (A.16) and (A.17) that k˜± is additionally pro-
portional to the projection of Γ′ into the transverse plane. We also note that by definition
the two null directions in the transverse plane are given exactly by the vectors k↑ and k↓,
and so crossings of each null direction in the transverse plane are characterized by the null
vector alignment equations (A.16) and (A.17). As we assume the trajectories in the trans-
verse plane can cross each light cone only once, then in the continuum limit there can be at
most one point on the extremal curve satisfying null vector alignment for each k↑ and k↓.
Therefore, we have that if k˜+(λ) ∝ k˜−(λ) then s+(λ)−s−(λ) ∼ O(dλ). However, note that
this situation can only arise when the extremal curves Γ(s;λ± dλ) are either both ‘above’
or both ‘below’ Γ(s;λ), and so at λ the time-like separation between extremal curves is
either a maximum or a minimum. Therefore in the continuum limit, δτ±(λ) vanishes and
in this case we additionally have tangent vector alignment, corresponding to a trajectory
crossing through the origin as in figure 3.8a.
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Appendix B
Characterization of Planar Symmetry
For the proof in section 2.3 to apply in higher dimensions, we are implicitly making some
assumptions about the relevant surfaces and the background geometry. In particular,
given a general holographic d + 1 dimensional spacetime with coordinates qi = {t, x, z}
and ya = {y1, · · · , yd−2}, we would like to consider a co-dimension two surface in the bulk
parameterized by {λ, σa} with a simple embedding which factorizes as
γB(λ, σ
b) = {qi(λ, σb), ya(λ, σb)} = {qi(λ), σa} (B.1)
Implicitly to describe the gravitational entropy of this bulk surface, it must be that the
extremal surfaces appearing in the holographic evaluation of the differential entropy have
a similar simple description, i.e.
Γ(s, σb;λ) = {qi(s(λ), σb(λ)), ya(s(λ), σb(λ))} = {qi(s(λ)), σa} (B.2)
However these extremal surfaces must be solutions to the equations of motion extremiz-
ing the given Lagrangian and so this implicit property restricts the class of background
spacetimes which we can consider. If the surfaces admit the parameterization in eqs. (B.1)
and (B.2), we say that they have ‘planar symmetry’ and we call ya the planar coordinates.
Similarly, we say that the background geometry has planar symmetry if the parameteri-
zation (B.2) consistently applies for solutions of the equations of motion determining the
extremal surfaces.
Towards identifying the class of backgrounds which admit solutions with planar sym-
metry, we restrict our attention to the case of Einstein gravity in the bulk, for which
appropriate entropy functional is simply the Bekenstein-Hawking entropy as in eq. (1.6).
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In the language of section 2.3, the Lagrangian is simply
√
h/(4GN), where h is the deter-
minant of the induced metric on the bulk surface. Now, we show that spacetimes for which
we can ‘factor out’ the ya coordinates admit planar symmetry. In particular, we consider
spacetimes with a metric of the form
ds2 = gjk(q
i) dqj dqk + gbc(q
i, ya) dyb dyc (B.3)
and where the determinant of gbc can be written as det[gbc(q
i, ya)] = F (qi) Σ(ya). We now
show that the ansatz (B.2) indeed provides a solution of the corresponding equations of
motion for metrics of this form.
First, the determinant of the induced metric can be written as
h = εα0···αd−2
(
gij∂sq
i∂α0q
j + gab∂sy
a∂α0y
b
)
× (gij∂σ1qi∂α1qj + gab∂σ1ya∂α1yb)× · · ·
× (gij∂σd−2qi∂αd−2qj + gab∂σd−2ya∂αd−2yb) (B.4)
where εα0···αd−2 is the totally antisymmetric symbol on the surface. Next given L ∝ √h,
the equations of motion can be written as
∂h
∂ξµ
− ∂α ∂h
∂(∂αξµ)
+
∂αh
2h
∂h
∂(∂αξµ)
= 0 (B.5)
where ξµ = {qi, ya} and ∂α = { ∂∂s , ∂∂σαi }. To simplify notation, we introduce Q(s) =
gij ∂sq
i(s)∂sq
j(s). Next we evaluate each term in eq. (B.5) for the qi coordinates evaluated
on the planar symmetry ansatz (B.2):
∂h
∂qi
∣∣∣∣
ΓP
= ∂sq
j(λ)∂sq
k(λ)Σ(σa)
∂
∂qi
[
F (qi(s)) gjk(q
i(s))
]
−∂α ∂h
∂(∂αqi)
∣∣∣∣
ΓP
= −2Σ(σa) ∂
∂λ
[
F (λ)gij(λ)∂λx
j(λ)
]
(B.6)
∂αh
2h
∂h
∂(∂αqi)
∣∣∣∣
ΓP
=
Σ(σa)
Q(λ)
gij(λ)∂λq
j(λ)
∂
∂λ
[Q(λ)F (λ)]
Summing the three above equations gives the equation of motion for qi. Hence we see that
all of the dependence on σa is isolated in an overall factor of Σ(σa). Hence, dividing out
by this factor (which we will assume only vanishes at isolated points), all of σa dependence
drops out of these three equations of motion for qi. We can additionally assume that our
original spacetime is well enough behaved so that these resulting equations have a solution.
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Next, we examine the equations of motion (B.5) for ya. Similarly we can write
∂h
∂ya
∣∣∣∣
ΓP
= F (λ)Q(λ)
∂Σ
∂σa
−∂α ∂h
∂(∂αyi)
∣∣∣∣
ΓP
= −2F (λ)Q(λ) ∂Σ
∂σa
(B.7)
∂αh
2h
∂h
∂(∂αya)
∣∣∣∣
ΓP
= F (λ)Q(λ)
∂Σ
∂σa
and therefore we see that summing these three terms gives a vanishing result in eq. (B.5).
Hence we conclude that spacetimes with metrics of the form described by eq. (B.3) have
planar symmetry and are accommodated by the construction in appendix C.
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Appendix C
Holographic Holes in AdSd+1
We can extend the construction of chapter 2 to arbitrary surfaces with planar symmetry
in AdSd+1 for d > 2. Denote the directions with planar symmetry as y
a, and we can write
the Poincare´ metric as
ds2 =
L2
z2
(
dz2 − dt2 + dx2 +
∑
a
dy2a
)
(C.1)
Additionally, we impose a periodicity `i in the spatial directions on the boundary as an
infrared regulator of the area which we assume is much larger than the width of the strips
constructed on the boundary.
Given a surface parameterized by Σ(λ, σa) =
{
Z(λ), X(λ), T (λ), σ1, · · · , σd−2} with
periodic boundary conditions Σ(0, σa) = Σ(1, σa), we can construct the corresponding
regions on the boundary by noting that the tangent extremal surface must respect the
planar symmetry of the ya coordinates, as the vectors ∂yi are Killing vectors of the induced
metric. That is, we construct a family of co-dimension two strips on the boundary with a
fixed proper width ∆(λ) in the x direction and length `a in the y
a directions. As in the
case of AdS3, each strip can have a nonzero boost angle and be centered on a different
time coordinate. Note that by fixed proper width we mean ∆(λ) does not depend on the
coordinates ya, but in general it can vary between strips in the family, parameterized as
usual by λ.
The entanglement entropy of any such strip at λ is given by [28]
S(λ) =
Ld−1
4GN
`2 · · · `d−1
d− 2
(
2
δd−2
− c
d−1
d
∆(λ)d−2
)
(C.2)
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where the constant cd is the ratio of the strip width ∆(λ) with the maximum z value z∗
achieved by the corresponding extremal surface.
cd =
∆(λ)
z∗
= 2
√
pi
Γ
(
d
2d−2
)
Γ
(
1
2d−2
) (C.3)
The construction follows the same strategy as the case of AdS3: at each point λ on
the bulk surface we find the tangent extremal surface and take its intersection with the
boundary to define the strip at λ. First, we boost the coordinate system so that the tangent
vector ∂λΣ has no time-like component, where the problem reduces to the case of a surface
on a constant time slice studied in [4]. As ∂λΣ(λ, σ
a) = {Z ′(λ), X ′(λ), T ′(λ), 0, · · · , 0}, we
will drop the final vanishing components for simplicity.
In the coordinates boosted from the original coordinate system by the boost angle
β(λ) = log
√
X′(λ)+T ′(λ)
X′(λ)−T ′(λ) , the tangent vector is proportional to
u∗(λ) =
{
Z ′(λ)√
X ′(λ)2 − T ′(λ)2 , 1, 0
}
(C.4)
In this way we can use the formulas computed in [4] for a surface with a tangent vector{
Z˜ ′(λ), 1, 0
}
where Z˜ ′(λ) = Z
′(λ)√
X′(λ)2−T ′(λ)2 . The parameters of the strip whose extremal
surface is tangent to the bulk surface for this tangent vector are therefore given in these
boosted coordinates by
x∗c(λ) = X(λ) +
1
2(d− 1)Z(λ)
(
1 +
Z ′(λ)2
X ′(λ)2 − T ′(λ)2
) 1
2(d−1)
B
[(
1 +
Z ′(λ)2
X ′(λ)2 − T ′(λ)2
)−1]
∆(λ) = cdZ(λ)
(
1 +
Z ′(λ)2
X ′(λ)2 − T ′(λ)2
) 1
2(d−1)
(C.5)
where x∗c(λ) denotes the x coordinate of the center of the strip, ∆(λ) denotes the invariant
width of the strip, and the function B[λ] is given by
B[λ] =
∫ 1
λ
1
s
d−2
2(d−1)
√
1− s
ds (C.6)
Applying the inverse boost, we recover the parameters of the strip in the original coordinate
system. The invariant width remains the same, but the center of the strip is given by
xc(λ) = X(λ) + (x
∗
c(λ)−X(λ)) cosh β(λ)
tc(λ) = T (λ) + (x
∗
c(λ)−X(λ)) sinh β(λ) (C.7)
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With this parameterization, the ends of the strip are given by
γR,L(λ) = {xc(λ)±∆ cosh β(λ), tc(λ)±∆ sinh β(λ)} (C.8)
Given these curves, it is straightforward to compute the differential entropy of this
family of strips. As in the case of AdS3 we use the Lorentz symmetry of AdSd+1 to write
the entanglement entropy of a boosted strip as given by (C.2) with ∆(λ) signifying the
invariant width of the strip. After much algebraic manipulation, the differential entropy
can be written as
E =
L(d−1)`2 · · · `(d−1)
4GN
∫ 1
0
dλ
[√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2
Z(λ)(d−1)
− Z(λ)
−(d−1)Z ′(λ)2√−T ′(λ)2 +X ′(λ)2 + Z ′(λ)2
− Z(λ)
−(d−2) (Z ′′(λ) (T ′(λ)2 −X ′(λ)2)+ Z ′(λ) (X ′(λ)X ′′(λ)− T ′(λ)T ′′(λ)))
(d− 2) (−T ′(λ)2 +X ′(λ)2 + Z ′(λ)2)3/2
− (d− 2)B[f(λ)]Z
′(λ)
(
Z ′′(λ)
(
T ′(λ)2 −X ′(λ)2)+ Z ′(λ) (X ′(λ)X ′′(λ)− T ′(λ)T ′′(λ)))
2(d− 2)(d− 1)2 (T ′(λ)2 −X ′(λ)2) (T ′(λ)2 −X ′(λ)2 − Z ′(λ)2)
+
(
1
2n
B[f(λ)]Z(λ)−(d−1)Z ′(λ)− 1
2(d− 2)(d− 1)Z(λ)
−(d−2)B′[f(λ)]
)(
1 +
Z ′(λ)2
X ′(λ)2 − T ′(λ)2
) 1
2
(d−2)]
=
L(d−1)`2 · · · `(d−1)
4GN
∫ 1
0
dλ
[√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2
Z(λ)(d−1)
]
+
L(d−1)`2 · · · `(d−1)
4GN (d− 2)
 Z(λ)−(d−2)Z ′(λ)√−T ′(λ)2 +X ′(λ)2 + Z ′(λ)2 − B[f(λ)]2(d− 1)
(
Z(λ)
(
Z ′(λ)2
X ′(λ)2 − T ′(λ)2 + 1
) 1
2(d−1)
)−(d−2)1
0
(C.9)
The boundary term vanishes by the periodic boundary conditions we imposed on Σ(λ, σa),
and therefore we have
E =
L(d−1)`2 · · · `(d−1)
4GN
∫ 1
0
dλ
[√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2
Z(λ)(d−1)
]
(C.10)
Which we recognize as E = SBH =
A(Σ)
4GN
. Indeed the tangent vector alignment construction
extends to higher dimensions, albeit not quite as elegantly!
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Appendix D
Extension to Lovelock Gravity
An advantage of the general discussion in section 2.3 is that it accommodates constructions
similar to those of chapters 2 and 3 in higher curvature theories of gravity, provided that
the Lagrangian is a function only of the canonical coordinates and their first derivatives.
We show that for a time dependent holographic spacetime of a specific form, the entropy
functional for Lovelock gravity contains only first derivatives. Therefore we can apply a
construction similar to that of chapter 2 to associate a family of boundary intervals with
a given bulk co-dimension 2 surface. This proof is an extension of the one found in [4].
The entropy functional for Lovelock gravity is given in [32] for a d + 1 dimensional
spacetime by
SJM =
2pi
`d−1P
∫
dd−1x
√
h
1 + b d+12 c∑
p=2
pcpL
2p−2L2p−2(R)
 (D.1)
where h is the determinant of the induced metric on the horizon and cp are dimensionless
coupling constants. The curvature dependence is given by
L2p(R) = 1
2p
δν1···ν2pµ1···µ2pRµ1µ2ν1ν2 · · ·Rµ2p−1µ2pν2p−1ν2p (D.2)
We denote the intrinsic curvature tensor on the horizon as Rµ1µ2ν1ν2 , and the totally anti-
symmetric product of n Kronecker delta symbols as δν1···νnµ1···µn .
First, we consider a general holographic background with coordinates {t, z, x, yi}, where
{yi} denote the spatial coordinates with planar symmetry. Let xµ denote the coordinates
48
{t, z, x}. We write the metric in the form
ds2 = g˜µν(t, z, x)dx
µdxν + gi(t, z, x)dy
2
i (D.3)
where g˜µν denotes an arbitrary metric on the coordinates {xµ} with one time-like direction.
We consider a d − 1 dimensional surface with planar symmetry given by the embedding
coordinates {t(λ), z(λ), x(λ), σi}. The induced metric is
ds2ind = Q(λ)dλ
2 + gi(λ)dσ
2
i (D.4)
where Q(λ) = gµν∂λx
µ∂λx
ν . We would like to show explicitly how to remove all second
derivatives of the coordinate functions, which in our notation are contained in any first
derivatives Q′(λ) or second derivatives g′′i (λ).
The induced Riemann tensor has non-vanishing components
Rλσiλσi =
1
2gi(λ)
√
Q(λ)
[
g′i(λ)
2
2gi(λ)
√
Q(λ)
−
(
g′i(λ)√
Q(λ)
)′ ]
Rσkσlσkσl = −
1
4
g′k(λ)g
′
l(λ)
gk(λ)gl(λ)Q(λ)
(D.5)
The only terms we need to worry about are those involving the second term of the first
line. We will manipulate these terms to write them as F (gi(λ))∂λG(gi(λ), g
′
i(λ)) which we
can integrate by parts to remove all second derivatives.
In general, the Lovelock entropy functional will contain a sum over many curvature
terms, and we show that each term individually can be integrated by parts. All terms
containing second derivatives will be of the form
√
hLm+2 ∼
√
hRλσi1 λσi1Rσi2σi3 σi2σi3 · · ·Rσi2mσi2m+1 σi2mσi2m+1
∼ 1
F (gi)
(
g′i1(λ)√
Q(λ)
)′
1
Q(λ)m
i2m+1∏
k=i2
g′k(λ) + · · · (D.6)
where the omitted terms in the second line depend only on first derivatives and F (gi) =
gi1(λ) · · · gi2m+1(λ). There are many such terms like the one in (D.6), each coming from part
of the sum over the coordinates {σi}. To organize these terms, we first select an arbitrary
2m+ 1 subset of these coordinates. Summing over only these coordinates (and expanding
out the derivative term), we can write the contribution to the entropy functional from the
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terms like (D.6) as
1
F (gi)
i2m+1∑
i=i1
[(
g′′i (λ)√
Q(λ)
− 1
2
Q′(λ)g′i(λ)
Q(λ)3/2
)
1
Q(λ)m
∏
k 6=i
g′k(λ)
]
1
F (gi)
(
1
Q(λ)m+1/2
i2m+1∑
i=i1
[
g′′i (λ)
(∏
k 6=i
g′k(λ)
)]
− 1
2
(2m+ 1)
Q′(λ)
∏
k g
′
k(λ)
Q(λ)m+3/2
)
1
F (gi)
( ∏
k g
′
k(λ)
Q(λ)m+1/2
)′
(D.7)
And so we can integrate this term by parts to get rid of all of the second derivatives. For
every 2m + 1 subset of coordinates, we can apply the same trick, and so in this way we
can write the entropy functional for Lovelock gravity completely in terms of the coordinate
functions and their first derivatives. Therefore, the construction outlined in chapter 2
for associating a family of boundary intervals with an extremal surface extends to higher
curvature theories of gravity.
Additionally, we would like to extend the construction of chapter 3 to higher curvature
theories of gravity. A major role in the construction was the observation that eq. 3.6 had
a solution for more than just tangent vector alignment. We show how this feature works
in general.
In order for eq. 2.26 to hold, we required
∂L
∂x˙µB
x′µB =
∂L
∂x′µB
x′µB (D.8)
If we impose the conditions
∂L
∂x˙µB
=
∂L
∂x′µB
+ kµ (D.9)
x′µBkµ = 0 (D.10)
then we can write
∂L
∂x˙µB
x′µB =
∂L
∂x′µB
x′µB = L(xB, x′B) (D.11)
and therefore the result of section 2.3 is still valid. Note that for Einstein gravity we wrote
x′µB = x˙
µ
B + k
µ where kµx
′µ
B = 0 and |k| = 0, but as ∂L∂x˙µB =
x˙µB
|x˙B | one can prove the two
formulations are equivalent.
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Appendix E
Scaled Differential Entropy in
Einstein Gravity
In this appendix we consider a family of boundary intervals and an associated bulk curve
which do not satisfy the conditions discussed in chapter 3. More explicitly, consider γ˙B(λ) =
Γ˙(s;λ)
∣∣∣
sB(λ)
and γ′B(λ) and define
α(λ) =
γ˙B(λ) · γ′B(λ)
|γ˙B(λ)||γ′B(λ)|
(E.1)
In Einstein gravity L(x, x˙) = |x˙|, and therefore we can write eq. (2.25) as
−
∫ 1
0
dS(γL, γR)
dγµL
dγµL
dλ
dλ =
∫ 1
0
γ˙B · γ′B
|γ˙B| dλ
=
∫ 1
0
α(λ)L(γB, γ′B) (E.2)
Comparing this expression to eq. (2.26), we see that when α(λ) = 1 the differential entropy
of the boundary intervals equals the gravitational entropy of the bulk curve. Note that
this case represents the constructions detailed in the main body of this essay.
This calculation shows that for α(λ) 6= 1, the relation between the differential entropy of
the boundary intervals and the gravitational entropy of the bulk takes on a simple ‘scaled’
form. In this way, we can think of the particular way of constructing the bulk curve from
boundary intervals in chapter 3 (or equivalently the way of constructing boundary intervals
given a bulk curve in chapter 2) as a special case of the relation (E.2).
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Note however that eq. (E.2) implies more general constructions would yield equality
of differential entropy of a family of boundary intervals with the Bekenstein-Hawking of
a bulk curve. For example, let α(λ) = 1 + ∂λL(γB, γ′B), then eq. (2.26) still holds as LL′
is a total derivative. However, as mentioned in chapter 3, there is already a large class
of families of boundary intervals corresponding to a given bulk curve, and therefore this
additional freedom merely expands the proposed gauge-type symmetry in the space of
families of boundary intervals.
We can explicitly check the relation (E.2) in AdS3. This calculation follows the construc-
tion of section (2.2), but projects along an arbitrary vector denoted V (λ) = {Vz(λ), Vx(λ), Vt(λ)}.
We consider an arbitrary bulk curve γB(λ) = {Z(λ), X(λ), T (λ)} with the condition that
its tangent vector is space-like everywhere. Also, we impose the usual periodic boundary
conditions on γB(λ) and V (λ).
To construct the geodesic along the vector V (λ), we can follow the same method for
contracting the tangent geodesic (2.17) substituting γ′(λ) with V (λ). We get
Γ(s;λ) =
{
r∗(λ) sin s,X(λ) +
Z(λ)Vz(λ)Vx(λ)
Vx(λ)2 − Vt(λ)2 +
Vx(λ) r
∗(λ)√
Vx(λ)2 − Vt(λ)2
cos s,
T (λ) +
Z(λ)Vz(λ)Vt(λ)
Vx(λ)2 − Vt(λ)2 +
Vt(λ) r
∗(λ)√
Vx(λ)2 − Vt(λ)2
cos s
}
(E.3)
Given this parameterization, it is straightforward to compute the differential entropy
E =
L
4GN
∫ 1
0
dλ
α(λ)
Z(λ)
√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2
+
Vz(λ)(Vt(λ)V
′
t (λ)− Vx(λ)V ′x(λ)) + V ′z (λ)(Vx(λ)2 − Vt(λ)2)
(Vx(λ)2 − Vt(λ)2)
√
Vx(λ)2 − Vt(λ)2 + Vz(λ)2
=
L
4GN
∫ 1
0
dλ
α(λ)
Z(λ)
√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2 + L
4GN
sinh−1
(
Vz(λ)√
Vx(λ)2 − Vt(λ)2
)∣∣∣∣∣
1
0
=
L
4GN
∫ 1
0
dλ
α(λ)
Z(λ)
√
X ′(λ)2 − T ′(λ)2 + Z ′(λ)2 (E.4)
where the total derivative vanishes due to the periodic boundary conditions. Indeed we
have the claimed relation (E.2).
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