There are numerous applications where we know that a certain event occurred during some time period, but we do not know exactly when that event occurred. Dyreson and Snodgrass have shown how this kind of temporal uncertainty can be handled in relational databases. In this paper, we propose two data models to handle temporal indeterminacy in object bases. The first model, which we call the explicit model, provides an extension of the relational algebra that explicitly considers all possibilities. This makes defining algebraic operations easy, but makes their implementation quite inefficient. The second model, which we call the implicit model, overcomes these deficiencies by proposing the intelligent use of constraints. This causes the model to be succinct. We also propose an implicit algebra on the implicit representation. We show that each implicit algebra operation precisely captures its explicit counterpart.
Introduction
There are numerous applications involving temporal indeterminacy. For instance, consider a commercial package delivery company (examples of companies in this broad class include UPS, Fedex, DHL, and many others). Such a company has detailed statistical information on how long packages take to get from one zip code to another, and often even more specific information (e.g., how long it takes for a package from one street address to another). A company expecting deliveries would like to have some statistical information about when the deliveries will arrive (an answer of the form "There is a 10 -20% probability of the package being delivered between 9 am and 1pm, and a 80 -90% probability of being delivered between 1pm and 5pm") is far more helpful to the company's decision making processes than the bland answer given today ("It will be delivered sometime today between 9 am and 5pm"). Temporal indeterminacy also arises in many other situations. Dyreson and Snodgrass [5] have identified numerous other applications where temporal indeterminacy is important. For example, radio-carbon dating efforts in archaeology are temporally indeterminate -a historical relic may be dated as "sometime between 500 and 400 BC." Likewise, timeseries prediction programs are also uncertain about when certain events will occur. There are literally hundreds of stock market prediction programs containing models of when stocks are expected to reach certain prices. When the results of such programs are stored in databases and subjected to querying, the need to handle temporal indeterminacy is even more acute.
In this paper, we propose for the first time, a formal theoretical foundation for object bases containing temporal indeterminacy. As probabilities are the best known method for handling uncertain information, our model for indeterminacy (like that of Dyreson and Snodgrass [5] ) is probabilistic. The organization and contributions of this paper are as follows. In Section 2, we introduce some basic definitions in probability theory and temporal databases. An important definition introduced here is that of explicit values and implicit values -the latter are succinct representations of the former.
Basic Definitions
In this section, we recapitulate some basic definitions. In particular, we recall the notion of a calendar. We then define classical types and their values, and introduce probabilistic types and their explicit and implicit values. Finally, we describe the concept of a probabilistic strategy.
Calendars
We now recapitulate the concept of a calendar due to Kraus et al. [15] . A calendar consists of a linear temporal hierarchy of time units and a validity predicate specifying valid time points.
Definition 2.1 (time unit)
A time unit consists of a name and a time-value set.
For example, the time unit named has the time-value set ! # " 
Definition 2.2 (linear temporal hierarchy)

Definition 2.4 (calendar)
A calendar f consists of a linear temporal hierarchy R and a validity predicate. The validity predicate specifies a non-empty set of valid time points over R . A calendar is finite if the set of all its valid time points is finite. In the rest of this paper, all calendars are assumed to be finite unless specified otherwise. . The validity predicate may now characterize the former as valid and the latter as invalid. The reader interested in how to specify validity predicates may consult [15] .
Intuitively
Types and Values
This section introduces types, and values associated with types. It is divided into three parts -classical types and values, probabilistic types, and explicit and implicit values of probabilistic types.
Classical Types and Values
Every classical type j is associated with a domain, denoted k m l n e o j 7 q , which specifies the set of values of j . In this paper, we assume that p q S r t s v u p w y x w z Q i { i u | z r t s v x m x } G ! & w h 1 s i r v u | ' is the set of atomic types and that their domains are the usual domains. We also assume the existence of some arbitrary but fixed set of attributes.
Definition 2.5 (temporal atomic type)
Every calender j is a temporal atomic type with the set of all valid time points as its associated domain dom(j ).
Classical types are either atomic types or complex types constructed from atomic types by using the set and the tuple constructor.
We may now define values of classical types. 
Definition 2.7 (values of classical types)
Probabilistic Types
A probabilistic type is either an atomic probabilistic type, or a complex probabilistic type constructed from classical types and atomic probabilistic types by using the tuple constructor. Probabilistic types can have values that are represented either explicitly or implicitly. Each of these two options is now considered below.
Explicit Values of Probabilistic Types
We now introduce explicit values of probabilistic types. . An explicit value of a probabilistic type is compact (resp., consistent) iff all contained explicit values of atomic probabilistic types are compact (resp., consistent).
Definition 2.10 (explicit values of probabilistic types)
Implicit Values of Probabilistic Types
We now introduce implicit values of probabilistic types. These are implicit representations of explicit values -we generalize a constraint-based approach due to Dekhtyar et al. [2] .
Temporal and Data Constraints. Using a temporal constraint, we can implicitly define a set of valid time points (namely the solutions of that constraint) w.r.t. a given calendar. In contrast, a data constraint specifies a set of data values from a totally ordered domain. We now define the syntax of temporal and data constraints. We now define the semantics of temporal and data constraints, that is, the set of time points and data values, respectively, that they specify.
Definition 2.15 (solution to a temporal constraint)
Let j be a calendar with linear temporal hierarchy
We inductively extend the notion of solutions to all temporal constraints by: 
Probability Distribution Functions.
We are now ready to recall the well-known concept of a probability distribution function (pdf for short). In the sequel, we assume that Þ is a set of E ¿ q pairwise mutually exclusive events
Definition 2.18 (probability distribution function)
The most widely used pdf is the uniform distribution: The uniform distribution over
The following are some other standard probability distribution functions. Here, we additionally assume that Þ is totally ordered by 
An implicit value of a probabilistic type is compact (resp., consistent) iff all contained implicit values of atomic probabilistic types are compact (resp., consistent). ) that computes the probability interval of
Probabilistic Strategies
Lakshmanan et al. [16] give axioms that conjunction and disjunction strategies should satisfy, but we do not repeat these here, except to say that our conjunction and disjunction strategies should also satisfy such axioms. Tables 1-3 show some examples of conjunction, disjunction, and difference strategies ( [7] has more examples).
For associative and commutative conjunction (resp., disjunction) strategies and nonempty intervals Positive correlation 
Positive correlation 
Positive correlation
Temporal Probabilistic Object Bases
In this section, we first introduce the concept of a schema for temporal probabilistic object bases. We then define the inheritance completion of a schema. Finally, we introduce temporal probabilistic object base instances with respect to this inheritance completion.
Temporal Probabilistic Object Base Schema
A temporal probabilistic object base schema consists of a hierarchy of classes with associated types. Membership of an object in an immediate subclass of any class is expressed by a conditional probability value. 
¦ q is the graph resulting from Figure 1 when the d-nodes are contracted to m £ p | x x w and the probability labels are removed.
© is the probability assignment in Figure 1 . Table 4 : Type assignment A directed path in the dag e W B q is a sequence of classes 
We say
The work in this section builds upon definitions in [6] . There, it is shown that deciding the consistency of probabilistic object base schemas is NP-complete -this result also applies here. However, there are important special cases of TPOB-schemas, which can be tested in polynomial time, and for which deciding consistency can also be done in polynomial time (see [6] for detailed algorithms).
Inheritance Completion
We now define the inheritance completion of a TPOB-schema. Intuitively, a class in a TPOB-schema should inherit attributes from its ancestors. An inheritance strategy, defined below, explains how to resolve conflicts that arise due to multiple inheritance. is given in Table 5 . of the inheritance completion TPOB-schema
Definition 3.4 (inheritance strategy)
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Temporal Probabilistic Object Base Instance
In this section, we introduce the notion of a temporal probabilistic object base instance, which is defined with respect to the inheritance completion of a TPOB-schema.
Assumption. In the rest of this paper, we assume that there is a (countably) infinite set of object identifiers (oids). For the algebraic operations of natural join, Cartesian product, and conditional join (see Section 4), we assume that Tables 6 and 7 show a sample TPOB-instance over the TPOB-schema of Example 3.2. 
We now define the concept of a probabilistic extent. Informally, the probabilistic extent of a class 
The notion of coherence of TPOB-instances given below requires that the probabilistic extent of every class assigns a unique probability to every oid. We now come to the important notion of consistency for TPOB-instances.
Definition 3.12 (consistent TPOB-instance) A TPOB-instance
Ä Á S e Â Å I q over a TPOB-schema ¬ × S e f ¡ W Á n g ÿ Û q is consistent if Å a e o 6 q is consistent for all 6 è â Â e Û q .
Explicit Temporal Probabilistic Object Algebra
In this section, we introduce the explicit TPOB-algebra (e-algebra). The e-algebra operators take explicit TPOB-instances over TPOB-schemas as input and produce an explicit TPOB-instance over a TPOB-schema as output. Unless specified otherwise, we assume that all input TPOB-schemas are fully inherited and that all input TPOB-instances are explicit.
Selection
We first define the selection operation with respect to probabilistic selection conditions. We start by defining path expressions and atomic selection conditions, which are then used to construct selection conditions and probabilistic selection conditions.
Definition 4.1 (path expression)
We define path expressions inductively as follows: 
is a conjunction strategy, and
are two atomic selection conditions. They say "find all objects that are letters" and "find all objects that have New York as the first stop", respectively. ) is a selection condition.
In the Package Example, 
In order to define the semantics of probabilistic selection conditions, we first define the semantics of path expressions. 
Definition 4.5 (valuation of path expressions)
We may now define the semantics of atomic selection conditions and selection conditions. 
In the Package Example, the atomic selection condition We illustrate the notion of satisfaction via the following example.
Example 4.9
The following satisfaction (and non-satisfaction) relations hold in our Package Example. ©
We are now ready to define the selection operation on TPOB-instances. 
Restricted Selection
We now introduce the operation of restricted selection. Informally, this operation is a selection on the explicit values of an atomic probabilistic type of an object. 
is an explicit value of an atomic probabilistic type, and
is an explicit value of a probabilistic tuple type, and
¥ ¤ ¡ e f r q is undefined.
We are now ready to define the restricted selection operator on TPOB-instances. Table 9 . Table 9 :
Renaming
We now define the renaming operation. Informally, this operation renames some attributes in types of TPOB-schemas and values of TPOB-instances. We use path expressions to allow for a renaming of attributes at lower levels inside types and values. We first define the syntax of renaming conditions, which specify which attributes are to be renamed, and how they are to be renamed. Before defining how to apply the renaming operator on TPOB-instances, we need two definitions -one on applying it to probabilistic tuple types, and another on applying it to TPOB-schemas. 
Projection
The projection operation removes some attributes with their associated types from TPOB-schemas, and the same attributes with their values from TPOB-instances. We first define the projection of TPOB-schemas on a set of attributes. We may now define the projection of a TPOB-instance on a set of attributes. 
Definition 4.21 (projection of TPOB-schemas) Let
Definition 4.22 (projection of TPOB-instances) Let
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Extraction
To our knowledge, the extraction operation is one that has never been defined in probabilistic databases. This operation is unique to object bases because it allows for classes to be selected (and hence for other classes to be dropped) from the class hierarchy of a TPOB-schema. 
That is, the extraction operation removes classes from the class hierarchy and all objects in the dropped classes. We first define the extraction operation on TPOB-schemas. 
, where
The following example illustrates the use of the extraction operator on TPOB-schemas. 
© is given in Table 12 .
© e W q and¨ are given in Figure 2 . Our next step is to define the extraction operation on TPOB-instances. 
Definition 4.26 (extraction on TPOB-instances) Let
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Natural Join
The operations we have presented thus far access only one TPOB-instance at a time. We now define the important concept of a natural join. We may now define the natural join of two natural-join-compatible TPOB-schemas. 
Definition 4.29 (natural join of TPOB-schemas) Let
The partitioning n is given as follows. For all 
©
The probability assignment¨is defined as follows. For all
The following example illustrates the natural join of TPOB-schemas via the Package Example. 
To define the natural join of TPOB-instances, we first need some preliminary definitions. 
We now come to our second preliminary definition -that of a natural join of two explicit values. 
We are now ready to define the natural join of two TPOB-instances. 
Definition 4.34 (natural join of TPOB-instances) Let
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Cartesian Product and Conditional Join
In Table 17 . 
Intersection, Union, and Difference
We finally define the operations of intersection, union, and difference on two TPOB-instances over the same TPOB-schema. We first describe intersection. Informally speaking, this operation intersects the sets of oids of two TPOB-instances, as well as the explicit values associated with each oid in both TPOB-instances. Table 18 . Table 18 :
Likewise, the union operation intuitively computes the union of the sets of oids of two TPOB-instances, combined with the union of the two explicit values associated with each oid in both TPOB-instances. We first define the union of two explicit values of the same type. 
Definition 4.40 (union of explicit values)
We are now ready to define the union of two TPOB-instances. We finally define the difference of two TPOB-instances. 
The Implicit Algebra
The explicit algebra described in the preceding section suffers from many problems. First, the sizes of TPOB-instances can be very large. As we can see from Table 7 , a probability must be associated with each time point involved. However, to merely say that a given package will arrive at St. Louis sometime between 5:30pm and 6:30 pm may (if we reason at a minute by minute level) require 60 time points to be specified (Table 7 only shows a couple of time points). Second, because of the large size of the explicit TPOB-instances, the costs of executing the operations is also potentially high as their inputs are large.
In this section, we alleviate this problem by defining TPOB algebraic operations on implicit TPOBinstances. These implicit operations correctly implement their explicit counterparts defined in Section 4.
Selection
In order to define the selection operation for implicit TPOB-instances, it is sufficient to define how to evaluate path expressions and how to assess the probability that an implicit value satisfies an atomic selection condition. The valuation of selection conditions, the satisfaction of probabilistic selection conditions, and the selection on implicit TPOB-instances are then defined in the same way as in Section 4.1.
Definition 5.1 (valuation of path expressions)
Let ô be a path expression for the probabilistic type j . The valuation of ô under an implicit value of j , denoted I "ô , is defined as follows:
. We call such sets generalized implicit values of j .
© 7 "ô is undefined otherwise. The following result shows that the selection on implicit TPOB-instances correctly implements its counterpart on explicit TPOB-instances. That is, the mapping ü commutes with ¡ . 
Restricted Selection
In order to define the restricted selection operation on implicit TPOB-instances, it is sufficient to define restricted selection on implicit values. The restricted selection on implicit TPOB-instances is then defined in the same way as in Section 4.2. 
is an implicit value of an atomic probabilistic type, and
is an implicit value of a probabilistic tuple type, and
¤ ¡ e f r q is undefined.
The next theorem shows that the restricted selection on implicit TPOB-instances correctly implements its counterpart on explicit TPOB-instances. That is, the mapping ü commutes with ¤ ¡ . 
Renaming
To define renaming on implicit TPOB-instances, we need to define renaming on implicit values, which is then extended to implicit TPOB-instances in the same way as in Section 4.3. 
Natural Join
In order to define the natural join operation on implicit TPOB-instances, we need to define the intersection of implicit values. The join of implicit values and the join of TPOB-instances are then defined in the same way as in Section 4.6. , where: 
Intersection, Union, and Difference
To define intersection, union, and difference, we need to define the intersection, union, and difference of implicit values, which are then extended to implicit TPOB-instances in the same way as in Section 4.8. The intersection of implicit values is given by Definition 5.9, while the union and difference of implicit values is defined below. 
The following theorem shows that the intersection, union, and difference of implicit TPOB-instances correctly implement their counterparts on explicit TPOB-instances. That is, the mapping ü commutes with°B
, and , respectively. 
Projection, Extraction, Cartesian Product, and Conditional Join
The operations of projection, extraction, Cartesian product, and conditional join for implicit TPOB-instances are defined in exactly the same way as their counterparts for explicit TPOB-instances.
Compression Functions
The implicit operations of natural join, intersection, union, and difference may generate implicit TPOBinstances that contain a large number of implicit tuples. Adopting an idea from [2] , we now define compression functions through which such implicit TPOB-instances can be made more compact. 
Preservation of Consistency and Coherence
We now show that all our explicit algebraic operators defined in Section 4 preserve consistency and coherence of schemas and instances. If the input TPOB-schemas (resp., TPOB-instances) are consistent (resp., coherent), then the output TPOB-schemas (resp., TPOB-instances) are also consistent (resp., coherent). This also shows that all our implicit algebraic operators given in Section 5 preserve consistency and coherence of schemas and instances, respectively, as they correctly implement their explicit counterparts. The explicit operators of selection, restricted selection, intersection, union, and difference trivially preserve consistency of schemas, as the input TPOB-schemas coincide with the output TPOB-schemas. Projection and renaming also preserve consistency of schemas, as they only modify type assignments. The following result shows that extraction and natural join, and thus also Cartesian product and conditional join, preserve consistency of schemas. , and¨. The explicit algebraic operations of selection, restricted selection, intersection, union, and difference preserve coherence of instances, as they do not modify the input TPOB-schemas and they may only modify the input TPOBinstances by removing objects and changing value assignments to objects. Similarly, projection and renaming preserve coherence of instances, as they may only modify type and value assignments to classes and objects, respectively. The result below shows that natural join, and thus also Cartesian product and conditional join, preserve coherence of instances. Moreover, it shows that extraction preserves coherence of instances, when we do not remove any characteristic classes. 
Related Work
There is quite extensive work in the literature on temporal databases and temporal object-oriented databases; we refer especially to the recent surveys [19, 10] and the books [23, 22] .
Probabilistic extensions to relational databases are also well-explored in the literature; see especially [16, 7] for more background and a detailed discussion of recent work on probabilistic relational databases. Recently, more complex data models have been extended by probabilistic uncertainty in a number of papers. In particular, Eiter et al. [7] presented an approach that adds probabilistic uncertainty to complex value relational databases, while Kornatzky and Shimony [11, 12] and Eiter et al. [6] described approaches to probabilistic object-oriented databases. Our approach in this paper is a temporal extension of the model by Eiter et al. [6] . Additionally, the present paper newly introduces an implicit data model and an implicit algebra, which is shown to correctly implement its explicit counterpart, and which can be more efficiently realized. Moreover, the two operations of restricted selection and extraction are newly introduced here.
Even though the areas of temporal and probabilistic databases are both well-explored, there is very little work on the integration of temporal reasoning and probabilistic databases. In particular, Dyreson and Snodgrass in their pioneering work [5] and subsequently Dekhtyar et al. [2] presented approaches to temporal indeterminacy in relational databases based on probabilistic uncertainty:
Dyreson and Snodgrass [5] extend the SQL data model and query language by probabilistic uncertainty on time points. They add indeterminate temporal attributes (which have indeterminate instants as associated values) to SQL. Indeterminate instants are intervals of time points with associated probability distributions. The SQL query language is extended by a construct to define the ordering plausibility, which is an integer between 1 and 100 that specifies to which degree the result of an SQL query should contain uncertain answers (where 1 means that any possible answer to a query is desired, while 100 says that only definite answers to a query are desired). Moreover, there is a construct to define the correlation credibility, which specifies simple modifications of the probability distributions in the base relations before evaluating the selection condition in SQL queries. Dyreson and Snodgrass also describe efficient data structures and query processing algorithms for their approach. Our work in this paper differs from theirs in several ways. First, we present an extension of object-oriented databases, while their approach is an extension of relational databases. Second, we make no independence assumptions between events (the user's query can explicitly encode her knowledge of the dependencies between events, if any), while Dyreson and Snodgrass assume that all indeterminate events are probabilistically independent from each other. Third, our work introduces an algebra, while their work defines an SQL extension. Fourth, we present formal definitions of important notions like coherence and consistency and show that under appropriate assumptions, our operations all preserve coherence and consistency. Fifth, we allow for interval probabilities over solution sets of temporal constraints, while their work allows only for precise point probabilities over intervals of time points.
d
Dekhtyar et al. [2] extend the relational data model and algebra by temporal indeterminacy based on probabilities. They define a theoretical annotated temporal algebra on large annotated relations, and a temporal probabilistic algebra on succinct temporal probabilistic relations. They show that the latter efficiently and correctly implements the former. They also report on timings of the temporal probabilistic algebra in a prototype implementation. Our work in this paper, especially the idea of having an explicit algebra on large instances, which is efficiently and correctly implemented by an implicit algebra on succinct instances, is inspired by Dekhtyar et al.'s work. Our work, however, is an extension of the much richer object-oriented data model and algebra, as compared to the relational algebra. Our work may be viewed as a generalization of theirs.
To our knowledge, there has been no work to date on temporal probabilistic object-oriented databases.
There is other work on nonprobabilistic temporal indeterminacy in databases, which is less related to our work. In particular, Snodgrass [21] models indeterminacy using a model that is based on a three-valued logic. Dutta [4] and Dubois and Prade [3] propose a fuzzy logic approach to temporal indeterminacy, while Koubarakis [14, 13] and Brusoni et al. [1] suggest approaches based on constraints. Gadia et al. [8] introduce partial temporal databases, which are based on partial temporal elements.
Conclusions
Dyreson and Snodgrass [5] , followed subsequently by Dekhtyar et al. [2] , have argued persuasively that there are numerous real-world applications where temporal uncertainty abounds. In this paper, we have used a simple example tracking shipments carried, for instance, by commercial carriers. Many other examples abound: stock market models making predictions of stock prices involve temporal probabilities specifying when a stock will reach a specific price. Archaeological databases containing radio-carbon dating of historical artifacts invariably involve temporal uncertainty as well. Programs tracking the behavior of parts on a factory floor and predicting when they will need to be serviced and/or replaced also involve temporal uncertainty. The fact that many of these applications also involve object models should come as no surprise. Descriptions of three dimensional historical artifacts are often stored using object models. Maintaining information about machine parts often includes design information, drawings, and manuals that are often represented with object models as well.
In this paper, we have made a first attempt to deal with temporal uncertainty in object-based systems. We have provided two models. The first is an explicit model where a probability is associated with each time point. As temporal granularity gets finer and finer, this model gets more and more impractical to use. For this explicit model, we provide an algebra (e-algebra) that extends the relational algebra.
To avoid the problems associated with the e-algebra, we introduce a succinct implicit algebra (i-algebra). We define operators for the i-algebra. We show that each operator in the i-algebra correctly implements the corresponding operator in the e-algebra without computing the entire explicit representation. Thus, the e-algebra operators "work" on a compact implicit represent of a much larger explicit representation.
There are numerous directions for future research. Building physical cost models and cost based query optimizers for TPOBs is a major challenge that must be addressed if applications such as the package and stock market example are to scale up for heavy duty use. Building mechanisms to update such databases poses yet another challenge. Building view creation and maintenance algorithms provides a third challenge. Developing an implementation of (the implicit version of) TPOBs poses a fourth major challenge as it will provide a testbed for all the algorithms resulting from the other problems mentioned here. 
