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ABSTRACT
The Last Journey is a large-volume, gravity-only, cosmological N-body simulation evolving more than 1.24
trillion particles in a periodic box with a side-length of 5.025Gpc. It was implemented using the HACC simulation
and analysis framework on the BG/Q system, Mira. The cosmological parameters are chosen to be consistent with
the results from the Planck satellite. A range of analysis tools have been run in situ to enable a diverse set of
science projects, and at the same time, to keep the resulting data amount manageable. Analysis outputs have
been generated starting at redshift z ∼ 10 to allow for construction of synthetic galaxy catalogs using a semi-
analytic modeling approach in post-processing. As part of our in situ analysis pipeline we employ a new method
for tracking halo sub-structures, introducing the concept of subhalo cores. The production of multi-wavelength
synthetic sky maps is facilitated by generating particle lightcones in situ, also beginning at z ∼ 10. We provide
an overview of the simulation set-up and the generated data products; a first set of analysis results is presented. A
subset of the data is publicly available.
Subject headings: methods: N-body — cosmology: large-scale structure of the universe
1. INTRODUCTION
Cosmology has undergone a sea change over the last three
decades. Remarkable improvements in survey observations
have changed many aspects of the field from being qualitative
in nature, and even speculative, to the present era of “preci-
sion cosmology”. The current cosmological standard model,
ΛCDM, successfully describes all observations using only a
handful of parameters, each determined at an accuracy level of
a few percent (for recent parameter constraints, see, e.g., Planck
Collaboration 2018). Although ΛCDM is phenomenologically
very successful, its two key ingredients, dark matter and dark
energy, remain mysterious. Additionally, the origin of primor-
dial fluctuations requires further investigation.
In order to probe deeper into the unknown, major ground
and space-based surveys are being constructed and proposed.
Among ground-based surveys, DESI (Aghamousa et al. 2016)
recently achieved first light and the Vera C. Rubin Observa-
tory is readying to carry out LSST (Abell et al. 2009; Abate et
al. 2012). From space, surveys such as WFIRST (Doré et al.
2019), Euclid (Laureijs et al. 2011) and SPHEREx (Doré et al.
2014) promise major advances in obtaining a host of cosmolog-
ical measurements. With the advent of these surveys, the qual-
ity of the observations and their statistical completeness have
led to an increased and intense focus on understanding system-
atic errors in all aspects of the inference chain that cosmology,
as an observational science, must employ. Major modeling and
simulation challenges have to be overcome to enable system-
atic and robust exploration of the scales covered by the obser-
vations.
The requirements for simulations that cover the size and
depth of upcoming cosmological surveys are very demanding –
only a handful of such simulations have been carried out so far.
The volume required to both enable the creation of lightcones
out to high redshift and to properly sample rare cluster-mass
objects is approximately (4-5Gpc)3. In order to capture galax-
ies with luminosity ∼ 0.1L?, halo masses of order 1011h−1M
must be adequately resolved. This sets a requirement on the
mass resolution of the simulation of mp ∼ 2 ·109h−1M or bet-
ter and, by itself, implies the need for simulations that evolve
trillions of particles. Galaxies below the luminosity thresholds
of such simulations need to be separately modeled, as described
for example in Korytov et al. (2019).
FIG. 1.— Zoom-in visualization of the largest halo in the Last Journey
simulation. Halos above a mass threshold of ∼ 5 · 1013h−1M are shown as
spheres with a radius scaled relative to r200c. The mass density field computed
from a subsample of the particles is shown in blue.
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2 The Last Journey. I.
For the Euclid survey, such a simulation was carried out
with the treecode PKDGRAV on the Piz Daint supercom-
puter, a GPU enhanced system. The Euclid Flagship simu-
lation (Potter, Stadel, & Teyssier 2017) evolved 12,6003 par-
ticles in a (3780h−1Mpc)3 volume, with a mass resolution of
2.4 ·109h−1M. Another simulation of similar size is the Outer
Rim run (Heitmann et al. 2019), carried out with the Hard-
ware/Hybrid Accelerated Cosmology Code (HACC) on the
IBM BG/Q system Mira in 2014. In that simulation 10,2403
particles in a (3000h−1Mpc)3 volume were evolved, leading to
a mass resolution of 1.85 ·109 h−1M. The Outer Rim simula-
tion (Heitmann et al. 2019) has been used to generate synthetic
skies for surveys such as LSST (Korytov et al. 2019), the South
Pole Telescope (SPT) (Bleem et al. 2019), and eBOSS (Zarrouk
et al. 2018; Gil-Marín et al. 2018; Hou et al. 2018). There are
many other cosmological simulations available, occupying use-
ful niches in the trade-off space of mass resolution and cosmo-
logical volume, but there are relatively few that simultaneously
have adequate mass resolution and simulation volume to be suc-
cessfully employed in modeling contemporary surveys.
In this paper we describe the ‘Last Journey’ simulation, a
new addition to the set of large-scale structure simulations that
are specifically targeted at survey science. As with the Outer
Rim simulation, the Last Journey run has been carried out on
Mira, a supercomputer at the Argonne Leadership Computing
Facility (ALCF). Mira, a 10PFlop system, belongs to the fam-
ily of IBM BG/Q supercomputers and went into production in
2012. The machine was retired early in 2020 and the Last Jour-
ney simulation was its final full-machine run. The simulation
has been performed with HACC, described in detail in Habib
et al. (2016). HACC has run very successfully on the BG/Q ar-
chitecture; the Gordon Bell finalist paper in 2012 (Habib et al.
2012) describes achieving a sustained performance of close to
14PFlops on Sequoia, another large BG/Q system.
The Outer Rim simulation was one of the first extreme-scale
simulations run on Mira, evolving more than a trillion parti-
cles and employing two-thirds of the machine. In this context,
extreme-scale refers to those simulations that occupy a major
fraction of a system that is among the largest supercomputers
world-wide. Experience with the Outer Rim led to many opti-
mizations in the HACC framework. These optimizations were
applied to I/O strategies, memory management, time stepping,
and improved analysis tools. In the end, essentially every part
of the code was touched and enhanced in some way. For the
Last Journey run, we focused on a few additional improvements
to the analysis suite. Given that Mira was on the floor only for a
few more months with limited storage space availability, most
of the analysis had to be carried out in situ, while the code was
running on the system. This approach avoids having to store
petabytes of data on the file system and also saves I/O time.
In particular, we focused on speeding up the halo center find-
ing algorithm, generating lightcone particle files in situ, and
adding a range of halo properties to the output that were not
measured for the Outer Rim simulation. We sought input from
the LSST DESC (Dark Energy Science Collaboration) working
groups and others to enable as many science projects related to
major surveys as possible.
Over the years, we have developed a customized approach
to the analysis that accompanies HACC simulations to ensure
high performance and excellent scalability of our in situ tools.
Our parallel analysis tool suite, called CosmoTools, takes ad-
vantage of the data layout of the main code and reuses op-
timized HACC algorithms, such as the large-scale distributed
FFT1, wherever possible. CosmoTools is triggered at selected
time steps via a separate input deck in which the analysis tools
and their parameters (e.g., the FOF halo finder linking length)
are specified. We stress that it is not possible to straightfor-
wardly integrate a number of commonly used community tools
and to scale them in a performant manner up to the run sizes
needed for a simulation like the Last Journey. Therefore, the
continued development of CosmoTools has been a crucial step
in enabling the work described in this paper. As an example of
the analysis output from CosmoTools, Figure 1 shows the result
of a zoom in to the largest halo in the Last Journey with a mass
of mh ∼ 6 ·1015h−1M measured with a friends-of-friends halo
finder using a linking length of b = 0.168.
A major goal for the Last Journey simulation is to provide
a base data set for generating detailed synthetic sky catalogs.
The generation of such catalogs is a highly nontrivial task and
no single method has proven to be decisively superior over oth-
ers so far. For the Outer Rim simulation we employed a hy-
brid approach by combining empirical and semi-analytic mod-
eling (SAM), with a much larger weight given to the empiri-
cal modeling, resulting in the cosmoDC2 extra-galactic cata-
log (Korytov et al. 2019). One reason we took this route was
that Galacticus (Benson 2012), the SAM we chose to use, is
very compute-intensive and therefore difficult to carefully tune
to match observational constraints. For the Last Journey simu-
lation, we plan to use L-GALAXIES2 (see Henriques et al. 2015
and references therein), another publicly available SAM, with
somewhat less reliance on empirical models. This work will be
described in a future paper. In addition to generating galaxy cat-
alogs, we will also compute weak lensing information to pro-
vide a complete set of synthetic maps for dark energy studies
with optical surveys, and a range of data products geared to-
wards ongoing and upcoming CMB experiments, which will
also facilitate cross-correlation studies. Throughout the paper,
we will highlight the specific data products generated to enable
these goals.
The paper is organized as follows. In Section 2 we describe
the simulation specifications, including the cosmology, simula-
tion volume, and mass resolution. First level outputs from the
simulation are then described in Section 3. Next, we list the
data products that are obtained in post-processing in Section 4.
We show selected results in Section 5, including measurements
of power spectra, mass functions, and the halo concentration-
mass relation. The results are in good general agreement with
previous work, confirming the quality of the simulation. As part
of this paper, we release some of the data products and describe
those in Section 6. Finally, we present a conclusion and provide
an outlook in Section 7.
2. SIMULATION SPECIFICATION
The Last Journey simulation evolved 10,7523 particles (∼
1.24 trillion) in a (3400h−1Mpc)3 = (5025Mpc)3 volume. We
have chosen a best-fit Planck cosmology (Planck Collabora-
tion 2018, Table 2, base-ΛCDM fit combining CMB spectra,
with CMB lensing reconstruction and baryon acoustic oscilla-
1A stand-alone version of HACC’s distributed-memory, pencil-
decomposed, parallel 3D FFT, SWFFT, is available at the following URL:
https://xgitlab.cels.anl.gov/hacc/SWFFT
2http://galformod.mpa-garching.mpg.de/public/LGalaxies/
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tion measurements), a ΛCDM model with massless neutrinos:
Ωcdm = 0.26067, (1)
ωb = 0.02242, (2)
h = 0.6766, (3)
σ8 = 0.8102, (4)
ns = 0.9665, (5)
w = −1, (6)
resulting in a total matter contribution of Ωm = 0.310. This
leads to a mass resolution of mp ∼ 2.7 · 109h−1M. The sim-
ulation was started at zin = 200 using the Zel’dovich approx-
imation (Zel’dovich 1970) for setting up the initial conditions.
We used the publicly available code CAMB (Lewis et al. 2000)
to generate the input transfer function. The simulation was car-
ried out with HACC running in its tree-PM mode, with a force
resolution of 3.16h−1kpc.
3. OUTPUTS
Outputs from the HACC simulation consist of raw particle
information (full and sub-sampled) as well as derived quanti-
ties. In order to reduce the amount of data generated, we em-
ploy two strategies: first, we compress the data in a lossless
fashion using the Blosc library3 and second, we carry out as
much of the analysis as possible in situ to avoid storing raw
data files. The compression of particle files that contain mostly
positions and velocities leads to a reduction of data by a factor
of 1.4. For outputs that are dominated by integers (e.g. files
that contain halo and particle tags) the compression factor can
be as high as 7×. The total amount of analysis data generated
was ∼720TB. We also stored five full snapshots (∼ 150TB) of
the full raw particle data for possible post-analysis studies.
As in previous large-scale simulations carried out with HACC,
we store outputs at 101 time snapshots between z = 10 and z = 0,
evenly spaced in log10(a) for most of our data products. This
leads to the following output values in redshift:
z = {10.04,9.81,9.56,9.36,9.15,8.76,8.57,8.39,8.05,7.89,
7.74,7.45,7.31,7.04,6.91,6.67,6.56,6.34,6.13,6.03,5.84,
5.66,5.48,5.32,5.24,5.09,4.95,4.74,4.61,4.49,4.37,4.26,
4.10,4.00,3.86,3.76,3.63.3.55,3.43,3.31,3.21,3.10,3.04,
2.94,2.85,2.74,2.65,2.58,2.48,2.41,2.32,2.25,2.17,2.09,
2.02,1.95,1.88,1.80,1.74,1.68,1.61,1.54,1.49,1.43,1.38,
1.32,1.26,1.21,1.15,1.11,1.06,1.01,0.96,0.91,0.86,0.82,
0.78,0.74,0.69,0.66,0.62,0.58,0.54,0.50,0.47,0.43,0.40,
0.36,0.33,0.30,0.27,0.24,0.21,0.18,0.15,0.13,0.10,0.07,
0.05,0.02,0.00} . (7)
3.1. Snapshots
We save downsampled particle outputs at the 101 redshifts
specified above. These snapshots can be used to generate light-
cones with different observer positions, estimates of correlation
functions at specific redshifts and coarse-grained density maps
at specific redshifts. We randomly save 1% of the total num-
ber of particles in each snapshot where the choice of selected
particles is kept the same after the initial snapshot. Overall, the
storage requirement for these files is ∼30TB. In addition to the
downsampled particles, we also saved a small number of full
outputs at the following redshifts: z = 2.02,1.01,0.58,0.15,0.0.
The storage requirement for these files is ∼150TB.
3https://blosc.org/
3.2. Particle Lightcones
Below redshift z = 10, particle lightcones are generated and
output during each simulation time step. We store a full sphere
relative to an observer placed in the corner of the simulation
box at (0,0,0) for the generation of full-sky maps and realiza-
tions of smaller area outputs as required. For the redshift range,
3 ≤ z ≤ 10, the outputs are saved as lightcone particles down-
sampled to 1% of the full particle count. For redshifts z< 3, we
save full particle lightcones. In addition to positions and veloc-
ities we store the potential from the particle mesh (PM) solver
interpolated to the particle position on the lightcone. This infor-
mation will enable the reconstruction of a (coarse-grained) tidal
field to, e.g., carry out future intrinsic alignment (IA) studies.
The full lightcone outputs out to z ∼ 3 result in ∼286TB of
data whereas the downsampled particle outputs to z∼ 10 result
in 7TB of data.
At high redshifts, the volume of the simulation is not suffi-
cient to cover the full sphere. At redshift z = 10, we therefore
replicate the simulation volume 64 times (without rotations) to
cover a comoving distance of 6519.52h−1Mpc, equivalent to the
radius of the lightcone sphere. The large memory overhead of
the replication requires downsampling of the particles to enable
the in situ evaluation of the lightcone keeping within the com-
puter’s memory. The downsampling also reduces the storage
footprint required for the lightcone. For the science cases of in-
terest, e.g. CMB lensing, the downsampled lightcones at high
redshift are sufficient to generate maps at the required accuracy.
At lower redshifts the number of replicants reduces accordingly
with the shrinking lightcone sphere, allowing us to save the full
particle lightcone for z< 3.
This method of in situ particle lightcone generation has sev-
eral benefits over post-processing from particle outputs. It re-
moves the need for particle outputs at every analysis step, which
are expensive both in terms of storage and I/O. Additionally, it
is well-known that extrapolation or interpolation between anal-
ysis steps causes small-scale inaccuracies in lightcones when
orbital time scales are comparable to or smaller than the inter-
step spacing (see, e.g., Korytov et al. 2019; Merson et al. 2013;
Kitzbichler & White 2007). While neglecting the evolution be-
tween analysis steps can reduce these small-scale errors, it in-
troduces discretisation inaccuracies into the clustering. The in
situ computation uses extrapolation of the position and veloc-
ity data within the simulation timestep integrator, effectively
setting the time-resolution of the lightcone computation to be
similar to that of the simulation itself. In this way, the lightcone
inaccuracies and post-processing requirements are significantly
reduced compared to the post-processing computation.
3.3. Halos
Next, we describe the halo files that are generated as part of
the Last Journey simulation. They provide the foundation for
the creation of synthetic sky maps. Halo information enables
detailed studies of structure formation processes and investiga-
tions of the galaxy-halo connection. We have run a friends-of-
friends (FOF) halo-finder and determined halo spherical over-
density (SO) properties at the 101 snapshots listed in Equa-
tion (7). The FOF finder is based on the standard definition first
introduced for cosmological applications in Davis et al. (1985)
and follows a fast tree-based algorithm (Hsu, Ahrens, & Heit-
mann 2010). We use the centers of the FOF halos (given by
their local potential minima) to grow SO halos. The in situ halo
information results in close to 200TB of data. We have stored
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the following files and information.
• Halo properties: We measure halo properties for both
FOF and SO halos. The mass cut on FOF halos is 20
particles per halo, leading to a minimum halo mass of
mFOF ∼ 5.4 · 1010h−1M. We use a linking length of
b = 0.168. We find SO halos for each FOF halo that
has at least 500 particles. In addition, for five snapshots
between z = 0 and z = 2.02 we measure FOF halo prop-
erties for a linking length of b = 0.2 to enable mass func-
tion comparisons with results available in the literature
(see Section 5.3 for details).
– For the FOF halos, we save the number of parti-
cles in a halo, the halo tag, the halo mass in units
of h−1M, the kinetic energy, the halo centers as
measured by the local potential minimum and the
center of mass, the halo angular momentum, the
halo circular velocity, the halo velocity, the halo
velocity dispersion, and the eigenvectors of the
halo inertia tensor.
– For the SO halos, we save M200c measured as the
number of particles in units of h−1M, the halo
radius (r200c in units of h−1Mpc), kinetic energy,
velocity dispersion, circular velocity, angular mo-
mentum, halo velocity, inertia tensor eigenvec-
tors, and concentration measured in three differ-
ent ways (profile fitting, accumulated mass and
peak measurement, see Child et al. (2018) for de-
tails).
• Halo particle tags: The halo particle tag files contain
tags for all particles that reside in halos and their halo
tag. The main use case for this output is the construction
of merger trees in post-processing.
• Halo particles: We store all particles in halos that have
at least 10,000 particles, translating into a halo mass of
mh = 2.7 ·1013h−1M. We also store randomly selected
particles from all halos downsampled at a rate of 1%,
with at least 5 particles per halo.
• SO mass profiles: For all SO halos we store their mass
profiles binned in 20 radial bins.
3.4. Halo Cores
In addition to identifying halos and determining their prop-
erties at each analysis time step, we also save halo “core” infor-
mation over time. Halo cores, as described further below, en-
able tracking of halo sub-structure information. For each FOF
halo with at least 80 particles, we store the halo core, defined
here as the 50 particles closest to the potential center of the
halo. These particles are saved in core particle files for each of
the 101 analysis timesteps. The raw files add up to ∼32TB of
storage. Additionally, once a particle has been identified as a
core particle, it is tracked and recorded until the last analysis
timestep, independently of whether it is in a halo or not in the
next analysis step. These accumulated core files add up to al-
most another 150TB. The core and accumulated core files allow
us to track halo sub-structure by following halo core particles
that have fallen into more massive host halos, serving as an al-
ternative to subhalo finding and tracking. In a post-processing
step, we generate a core catalog as described in Section 4.2. The
core catalog contains information about the cores themselves,
such as sizes, positions, and velocities, as well as their temporal
history and later role inside a halo (central versus satellite) and
the halo properties at infall (when merging into a larger halo).
Once the core catalog is generated, the core and accumulated
core files do not need to be stored.
4. POST-PROCESSING ANALYSIS
From the information saved during the in situ analysis steps
described in Section 3, several additional data products are gen-
erated in post-processing. These data products are used to build
synthetic sky catalogs in different wavebands and to track the
evolution of structure over time. The approach we are taking
is customized for the HACC analysis infrastructure to ensure
the required scalability and speed needed when analysing very
large simulation outputs. In the following, we provide a brief
description of each of the data products and their potential us-
age in follow-up science investigations.
4.1. Merger Trees
Merger trees describe the hierarchical formation of halos and
subsequent mass accretion by computing the overlap in halo
particles from adjacent catalog snapshot files. They provide the
means to gain a more fundamental understanding of the hier-
archical nature of structure formation as well as a framework
within which to model galaxy formation in the cosmological
context. In particular, merger trees are essential for investigat-
ing the galaxy-halo connection if one desires to go beyond sim-
pler approaches based only on individual halo properties (for
a recent review on the galaxy-halo connection see Wechsler &
Tinker (2018) and references therein). The development of syn-
thetic sky catalogs using methods that rely on detailed informa-
tion of halo and substructure evolution, such as SAMs, is also
based on merger trees. Merger tree construction is a nontrivial
process and different methods have been developed in the liter-
ature (for a comparison study and description of popular merger
tree codes, see Srisawat et al. 2013).
Challenges in merger tree building include mass resolution
effects and halos that ‘split’, i.e. halos that may have mul-
tiple descendants in subsequent snapshots. Finite mass res-
olution (and the connected minimum halo mass) can have a
stochastic thresholding effect leading to halos that disappear
from one snapshot to the next. This problem has long been rec-
ognized and different mitigation schemes have been discussed
in the literature for both halo and subhalo merger trees (see
e.g. Fakhouri & Ma 2008, Behroozi et al 2013 and Rodriguez-
Gomez et al. 2015 and references therein). Instead of inserting
‘phantom’ halos to account for disappearances, we mitigate this
problem by using a soft threshold. Once a halo has been found
because the particle count crossed the desired threshold (e.g.,
50 particles), we can allow that halo to continue to exist in sub-
sequent analysis steps even if its mass dips below the original
preset value to some new minimum value (e.g., 20 particles).
Halo splitting occurs commonly in simulations as neighbor-
ing FOF halos can occasionally be overlinked and identified as
a single object, even when they have not dynamically merged.
In later time steps these halos may be rediscovered as sepa-
rate objects. Moreover, some of these halos are involved in
‘fly-bys’ and never merge after splitting. These complications
can make halo temporal connectivity ill-defined. To address
splitting, we utilize a halo ‘fragmentation’ approach described
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below, intended to track all identified mass objects in the sim-
ulation by artificially breaking up halos that are later identified
to have split.
Our merger tree implementation is focused on good scala-
bility, efficient memory usage, and high accuracy. A detailed
description of our approach, with an emphasis on algorithmic
details, is given in Rangel et al. (2017); we provide a brief sum-
mary here. We stress that we only describe the construction of
halo merger trees in this section and not subhalo merger trees,
commonly used for the analysis of high-resolution simulations.
To track substructures (structures that have fallen into a halo)
we utilize our newly developed core tracking approach intro-
duced in Rangel et al. (2017) and applied to the modeling of
galaxy distributions in Korytov et al. (2020), in preparation.
We summarize the core methodology later in Section 4.2.
To facilitate building merger trees, we store the tags of all
particles that reside in halos and the corresponding halo tag at
each of the 101 analysis steps. In addition, we store all halo
properties in the halo catalog, queryable using the same halo
tags. This information allows us to track the evolution of all ha-
los via their particle content. The construction of the merger
trees starts with the last snapshot at z = 0 and then working
backwards in time until the first analysis snapshot is reached
at z≈ 10. We identify overlapping halo particles between adja-
cent snapshots to determine the progenitors of each descendant
halo. If a halo has an overlapping particle set above the mini-
mum halo mass with multiple descendant halos (indicating the
halo had split), we break up the halo into corresponding frag-
ments. The original halo mass is assigned to the fragments pro-
portionally by taking the ratio of each fragment intersection and
their union (conserving total mass). As a result, the descendant
of every halo is the halo with the greatest amount of particle
overlap.
The fragment halos serve as markers for mass objects with
individual properties not captured in the catalog, as their exis-
tence was hidden due to numerical effects such as overlinking.
We note the advantage of temporally constructing the tree in
reverse time. All of the objects at z = 0 serve as the base ha-
los (final descendent) of every tree. Walking backwards we can
connect halos and construct artificial fragments as needed in
a connectivity tree that consistently tracks all mass that even-
tually ends up in the final objects of interest at z = 0. Fly-by
halos will, by construction, not appear in the final tree as they
never ended up in the final mass at z = 0. Constructing trees
forward in time would require continuously breaking up trees
during every split encountered, and can significantly compli-
cate merger tree construction (often requiring multiple passes
of tree pruning to correct). In summary, our approach produces
clean merger trees, where all halos at any given redshift have
one descendent (no splits), and for each halo we have amassed
its entire connectivity history.
4.2. Core Catalog Generation
The core catalog is generated from three input data sets: the
core particle files, the accumulated core files, and the merger
trees. Incorporating the merger tree information allows us to
track not only halos but also cores over time in the core cata-
log. We also include information from the halo property files
for each core. Table 1 summarizes the information stored in
the core catalog. In many ways, the core catalog is the main
analysis output from the simulation in that it encapsulates the
history and the properties of each halo in the simulation. In ad-
TABLE 1
PROPERTIES IN THE CORE CATALOG FILE
Property Description
x, y, z Position of central core particle
vx, vy, vz Velocity of central core particle
radius Core radius
velocity dispersion Velocity dispersion of core parti-
cles
core tag Unique label of core (assigned at
core creation and kept unmodified
throughout catalog)
tree node index Unique identifier of merger tree
object containing core at current
timestep
central/satellite 1 if a central core and 0 if a
satellite core. Central cores are
assigned properties of the host
merger tree object.
host core tag Core tag associated with central
object at time of infall (same as
core tag for centrals)
infall step Simulation timestep immediately
preceeding infall (current step if
central)
infall halo properties All host halo quantities recorded
at infall. (For centrals it is the cur-
rent step halo properties)
dition to the merger tree data, it provides information about the
halos after they have fallen into other halos and therefore can
be substituted as a proxy for a subhalo catalog.
Subhalo catalogs are used for a wide range of investigations,
including the study of substructure in cluster-sized halos in
gravity-only simulations (e.g., Gao et al. 2012) and hydrody-
namic simulations (e.g., Nagai & Kravtsov 2005) or as prox-
ies for galaxy positions (see, e.g., the investigations in Wetzel,
Cohn, & White 2009). In combination with merger tree in-
formation, they are the base ingredient for SAMs and subhalo
abundance modeling approaches. Onions et al. (2012) carried
out an extensive subhalo finder comparison project and found
good agreement between different approaches. The subhalo-
finding approach comes with several associated challenges.
First, for a simulation of the size of the Last Journey run, al-
gorithms that go beyond simple spatial analysis are expensive.
In particular, given that the subhalo finder has to be run on the
order of 100 snapshots, the computational burden is consider-
able. Second, the demands on mass resolution are very severe
for enabling accurate subhalo tracking. Third, the distribution
of subhalos close to the center of the parent halo does not allow
for correct placement of galaxies. This is due to the disruption
of subhalos when they are close to the halo center. In order to
overcome these challenges, we generate core catalogs that en-
able the tracking of the evolution of particles that at some point
belonged to the inner core of a halo.
A detailed description of the core tree assembly is given in
Korytov et al. 2020 (in preparation). (The core catalog contains
all of the core trees.) Here we provide a brief summary. As ex-
plained in Section 3.4, we identify in each analysis step the 50
particles that are closest to halo centers for halos with more than
80 particles and continue to track their evolution over time. For
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each core extracted from these files, we measure its properties,
including position and velocity (taken from the centermost par-
ticle of the core), radius (defined as the root mean square of the
positions), and velocity dispersion.
Cores are marked with multiple tracking identifiers. First,
we report a ‘core tag’, a unique id that does not change over
time once it is assigned (i.e. when a core was first identified).
The core tag is based on the merger tree node index of the halo
associated with the newly birthed core.
Next, we note if a core is a central core or if it is a satellite;
the latter terminology indicates that the core host halo merged
with another larger halo, after which the core of interest is con-
sidered to be a satellite in the new halo. While constructing
the core catalog, every time halos are recorded as merged in
the merger tree, the absorbed halos will have their central cores
converted into satellites, with the descendent halo inheriting its
central core from the most massive progenitor. Moreover the
satellites that existed prior to the merger in all of the progeni-
tors will be carried into the merged descendent as well; thus, a
given halo at any snapshot only has one central core, with the
rest of its substructure encapsulated by all of the satellites it has
accrued over all of its previous merger history.
Note that, unlike the merger tree, which was constructed
backwards in time, the core trees are created forward in time,
and track core history via the discussed merging criteria. While
building the core trees, the central core properties are extracted
from the core particle files, as they are measured for every halo
on every analysis snapshot. Satellite halo properties are deter-
mined separately. As all satellites were originally centrals of a
halo that merged, during catalog construction we temporarily
store the central core particles of all merged halos at infall. Us-
ing this stored particle set, satellite properties at any following
snapshot post-infall are then extracted from the accumulated
core particle files, which we recall have been tracking up-to-
date properties of any particle ever identified as being in a core.
The second core tag we record in the catalog is referred to
as the ‘tree node index’, which indicates the hosting halo of the
core in the given snapshot. If the core is a central, the core tag
and the tree node index are the same. If the core has merged
into another halo, and, therefore, is a satellite, the tree node
index will indicate the new parent halo. The final identifier is
the ‘host core tag’. This tag is important when a core falls into
another halo – the host core tag then reports the core tag asso-
ciated with the central object of its new host halo at the time of
infall (a useful quantity to determine the hereditary order of a
core as described in Section 5.5). For a core that remains a cen-
tral throughout its history, either because it lives an undisturbed
existence or it is the core of a dominant halo that absorbs other
halos but is never absorbed itself, all the tags mentioned so far
will be identical.
We note that we include all halo properties in the core cat-
alog directly to avoid having to perform matching procedures
across files later. The overhead in storage is negligible. It is
very important to carefully record halo properties at the time of
infall for satellites (for centrals, these are simply their host halo
properties). These properties can then be used to model the fur-
ther evolution of the core inside its new host halo. For example,
a simple mass loss model can be applied to enable the use of
cores in place of subhalos. We store all the halo properties that
are available and described in Section 3.3.
To summarize, all objects in the core catalog are grouped
together with the tree node index (referencing merger tree ob-
jects) at the current step, and can be traced in time using the
core tag. The properties of the merger tree object itself are as-
signed to the central core, which in turn is marked by the central
flag and has an infall step set to the current step. With some ad-
ditional modeling, the information stored in the core catalogs
enables the creation of substructure merger trees, and as a re-
sult can be used as input for SAMs. We will discuss this idea
further in a forthcoming paper.
4.3. Halo Lightcones
Dark matter-dominated halos form the base for synthetic
galaxy catalogs, in which galaxies are typically placed either
according to a profile or to measured substructure. Halo light-
cones allow for the generation of galaxy catalogs in the frame
of an observer. Alongside lensing information from particle
lightcones these can be used to create synthetic observations
of galaxy surveys such as that of Korytov et al. (2019). These
require halo catalogs measured at regular steps throughout the
simulation as well as merger tree information on the temporal
evolution of the halos.
We generate halo lightcones in post-processing from the halo
catalog files and the merger trees. We select merger tree halo
objects from a given snapshot and interpolate their positions
backwards onto the lightcone using their progenitor position at
the previous snapshot. For objects with multiple progenitors
we choose the most-massive-progenitor of the halo for the pro-
genitor position, and when no progenitors are found we instead
extrapolate the position backwards onto the lightcone using the
velocity at the later snapshot. The case of fragment halos is
treated separately – for each set of halo fragments we retain the
most massive fragment and discard all other objects associated
with the FOF halo, again using the merger-tree information to
interpolate or extrapolate as above. Lastly, we match against
the halo catalog at the later snapshot to obtain the properties for
the FOF halo associated with this fragment object, including
the corresponding SOD quantities as well.
Following the procedure for the particle lightcones, the halo
lightcones are computed for a full sphere relative to an observer
placed in the corner of the simulation box at (0,0,0), thus en-
abling full-sky maps or several realizations of smaller area out-
puts. These are saved for the redshift range z< 10 with all SOD
and FOF halo properties as listed above. These halo lightcones
are used to generate survey-like catalogs from the simulations,
as well as to access dark matter halo information in lightcone
coordinates.
5. SELECTED RESULTS
In the following, we show selected results obtained from
the Last Journey simulation. We emphasize that more results
will be published in forthcoming, focused papers. In order to
demonstrate the high quality of the simulation, we display a
set of standard measurements compared to fitting functions and
emulators available in the literature. We provide results based
on particle snapshot and lightcone outputs, measurements from
the halo catalogs, and finally, results based on the core catalog.
5.1. Matter Power Spectra
The nonlinear matter power spectrum is an important statis-
tic for conveying cosmological information. From a simulation
perspective, the matter power spectrum also provides a very
good estimator for the accuracy of the simulation down to a
certain length scale. Extensive work has been carried out in
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the past to compare power spectra from different codes (Heit-
mann et al. 2005, 2008; Schneider et al. 2016) and to assess the
accuracy at which the matter power spectrum can be obtained
given certain simulation settings such as volume, particle load-
ing, and force resolution (Heitmann et al. 2010). HACC gener-
ates a power spectrum measurement automatically every time
it stores a checkpoint/restart file. Overall, we saved 55 power
spectra from the full simulation. Figure 2 shows the measure-
ment of the power spectrum from the Last Journey simulation at
two redshifts, z = 0 and z = 1. In addition, we show predictions
at those redshifts from the Cosmic Emulator (Heitmann et al.
2014). The agreement is excellent, well below 5%, the reported
accuracy for the emulator. The comparison with the emulator is
also an indirect comparison of GADGET-2 (Springel 2005) and
HACC given that the emulator used in this comparison is based
on a large suite of GADGET-2 simulations.
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FIG. 2.— Upper panel: Power spectrum results at redshift z = 0 and z = 1.
For comparison, we show predictions from the Cosmic Emulator by Heitmann
et al. (2014). Lower panels: Ratio of the simulation and the emulator at z = 0
and z = 1. The light blue bands show a 5% range. The results are within the
accuracy bounds reported in Heitmann et al. (2014).
5.2. Angular Correlation Function
In order to verify the accuracy of our particle lightcone gen-
eration, we show the result for the measured angular correlation
functions of two lightcone shells at redshifts z = 1 and z = 0.5.
These are created using a nearest grid point density map on a
HEALPix4 (Górski et al. 2005) grid of Nside 8192, with the an-
gular correlation function measured using Polspice5 (Challinor
et al. 2011) with a 15◦ apodization window (Figure 3). These
4https://sourceforge.net/projects/healpix/
5http://www2.iap.fr/users/hivon/software/PolSpice/
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FIG. 3.— Angular correlation function of particle overdensity in the light-
cone outputs at z = 0.5 and z = 1.0 (see text for details). For comparison pur-
poses we show predictions computed from the Cosmic Emulator of Heitmann
et al. (2014). We have chosen to plot every 10th multipole, with error bars
showing the expected level of cosmic variance. Lower panels: Ratio of the
measurements and emulator predictions at z = 0.5 and z = 1.0, with light blue
bands showing a 5% range. The results are consistent with the matter power
spectrum shown in Fig 2, and within the accuracy bounds reported in Heit-
mann et al. (2014).
are compared to the angular correlation function predicted from
the Cosmic Emulator power spectrum, taking into account both
the finite shell width and the apodization kernel. The agree-
ment over the range 20< `< 10000 is comparable to that of the
matter power spectrum, with any lightcone extrapolation biases
subdominant to the emulator errors.
5.3. Halo Mass Function
Next, we show measurements of the halo mass function. We
focus on the FOF mass function obtained by using a linking
length of b = 0.2 and on predictions for overdensity masses
M200c. While we use a shorter linking length of b = 0.168 for the
main analysis of the simulations, the measurements employing
the larger linking length have been widely studied in the lit-
erature. An important result due to Jenkins et al. (2001) is that
for this particular mass definition, the differential mass function
f (σ,z):
f (σ,z) =
dρ/ρb
d lnσ−1
=
M
ρb(z)
dn(M,z)
d ln[σ−1(M,z)]
(8)
is close to universal. In this expression, n(M,z) denotes the
number density of halos with mass M, ρb(z) is the background
density at redshift z, and σ(M,z) is the variance of the linear
density field smoothed with a top-hat filter. Universality in this
context means that a specific fitting function that encapsulates
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cosmology only through the linear power spectrum, describes
the mass function accurately across a range of redshifts. In this
paper, we use the fitting function derived by Bhattacharya et al.
(2011):
f Bhatt(σ,z) = A
√
2
pi
exp
[
−
aδ2c
2σ2
][
1+
(
σ2
aδ2c
)p](
δc
√
a
σ
)q
,
(9)
with the parameters:
A =
0.333
(1+ z)0.11
, a =
0.788
(1+ z)0.01
, p = 0.807, q = 1.795. (10)
The density threshold for spherical collapse, δc = 1.686, is held
fixed at all redshifts. In Heitmann et al. (2015), the fit included
a small modification to simplify the redshift dependence – a
was simply set to 0.788, eliminating the extra z-dependence.
We compared our results to both fits and found that for z = 1 the
simplified version performed slightly better, while for z = 2, the
original form provides a closer fit.
In order to account for FOF discreteness effects for low-mass
halos we apply the empirical correction given by
ncorrh = nh(1−n
−0.65
h ), (11)
where nh denotes the number of particles in a halo. A correc-
tion of this type was first introduced by Warren et al. (2006)
and later recalibrated by Bhattacharya et al. (2011). We impose
a halo mass cut and only include halos with masses larger than
1012h−1M (∼ 400 particles per halo). At this point, the cor-
rection is very small. In order to guarantee good sampling per
mass function bin, we require each bin to have at least 100 ha-
los. This restricts our measurement range slightly in the cluster
regime. The measurements for the differential mass function
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FIG. 4.— Upper panel: Results for the differential mass function between
redshifts z = 0 and z = 2 for FOF halos with a linking length of b = 0.2. We
show f (σ, z) as a function of 1/σ to show the level of universality found as
a function of redshfit. Lower panel: Ratio of the simulation with respect to
the mass function fit by Bhattacharya et al. (2011). The light blue lines show
10% boundaries. Over a wide range, the agreement is well below 10% dis-
crepancy, at the higher mass the agreement degrades slightly. This is in good
agreements with previous studies of single, large boxes from, e.g., the Outer
Rim simulation (Heitmann et al. 2019).
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FIG. 5.— Upper panel: Mass function results at redshift z = 0 and z = 1
for spherical overdensity halos, M200c. For comparison, we show predictions
from the Cosmic Emulator (Bocquet et al. 2020). Lower panels: Ratio of the
simulation and the emulator at z = 0 and z = 1. The emulator predictions start
only at masses larger than 1013h−1M. The light blue bands show a 5% range.
The results are within the accuracy bounds reported in Bocquet et al. (2020).
f (σ) are shown in Figure 4 for five redshifts between z = 2.02
and z = 0. The lower panel shows the ratio with respect to the fit
given in Equation (9). The agreement is better than 5-10% over
most of the mass range, consistent with previous works. The
discrepancy at higher masses is due the limited volume avail-
able from a single simulation. The fit derived in Bhattacharya
et al. (2011) is based on more than twice the volume available
in the Last Journey simulation and is also based on a different
cosmology. For a comprehensive discussion about the volume
effects on the mass function see, e.g., Crocce et al. (2010).
Turning to the spherical overdensity mass definition, Figure 5
shows a comparison between the simulation results at z = 0 and
z = 1 with respect to a recently developed mass function em-
ulator (Bocquet et al. 2020) based on the Mira-Titan Universe
simulation suite, first described in Heitmann et al. (2016). The
Mira-Titan Universe includes a dynamical dark energy equa-
tion of state and neutrino mass in addition to the standard six
cosmological parameters. The emulator’s mass range is limited
by the lower mass resolution of the Mira-Titan Universe simu-
lations (around mp ∼ 1010M, depending on the cosmology for
each model) and provides predictions at the group and cluster
scales, mhalo ≥ 1013h−1M. Overall, the agreement between the
simulation and the emulator for both redshifts is around 2-3%.
5.4. Concentration-Mass Relation
We present results for the halo concentration-mass relation
for two redshifts, z = 0 and z = 1. We measure the concentration
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FIG. 6.— Halo concentration-mass relation measurement for redshift z = 0
(purple) and z = 1 (light blue). For z = 0 we show the 1-σ standard deviation
as the shaded region. In addition to the measurements from the simulation, we
show the fitting function derived in Child et al. (2018) (see Equation 13).
by fitting a Navarro-Frenk-White (NFW) profile (Navarro et al.
1996, 1997) to each halo, as given by
ρ(r) =
δρcrit
(r/rs)(1+ r/rs)2
, (12)
where δ is a characteristic dimensionless density, and rs is the
scale radius of the NFW profile. The concentration of a halo is
defined as c∆ = r∆/rs, where ∆ is the overdensity with respect
to the critical density of the Universe, ρcrit = 3H2/8piG, and
r∆ is the radius at which the enclosed mass, M∆, equals the
volume of the sphere times the density ∆ρcrit. We compute
concentrations corresponding to∆ = 200, corresponding in turn
to c200c = R200c/rs. Details about our fitting approach are given
in Bhattacharya et al. (2013) and Child et al. (2018). Child
et al. (2018) also discuss additional approaches for measuring
halo concentrations and compares them. Following the results
found in that paper, we use the profile fitting technique here
which provides robust measurements. We compare our results
to an approximate fit derived in Child et al. (2018) (see their
Equation 18 and Table 1):
c200c = A
[(
M200c/M?
b
)m(
1+
M200c/M?
b
)−m
−1
]
+ c0, (13)
with A = 3.44, m = −0.1, and c0 = 3.19 for z = [0,4] and mea-
surements for all (relaxed and unrelaxed) halos. This simple
fit was developed to compare results from different cosmologi-
cal simulations by making the assumption that most of the cos-
mology dependence can be encapsulated via the nonlinear mass
scale, M?. Figure 6 shows our measurements and the fit for the
c-M relation for z = 0 and z = 1; the result is given as a func-
tion of M200c and not of M200c/M? to enable easier comparison
with the literature. (For the interested reader, comparisons of
twelve different results from the literature with the above fit are
given in Child et al. (2018) in Figure A14.) We use the publicly
available COLOSSUS package developed by Diemer (2008) to
determine the fit over the required mass ranges. Overall, the fit
captures our results well for both redshifts. The error bars for
bin i are determined following the approach described in Bhat-
tacharya et al. (2013), Equation 7 by adding the error contri-
bution from the individual concentration measurements and the
Poisson error due to the finite number of halos in an individual
bin in quadrature:
∆ci(M) =
√∑
j δc j
Ni
+
c2(M)
Ni
, (14)
where ∆ci is the error for each bin and δc j the individual
concentration measurement error for each halo. We have ne-
glected the mass-weighting that was applied in Bhattacharya et
al. (2013), Equation 7, after confirming that it only changes the
result minimally. As is apparent in Figure 6, this error defini-
tion captures the larger uncertainty for the concentration mea-
surement for small halos due to their less well-resolved profiles
and for the larger halos due to their smaller number.
5.5. Infall Merger Tree Masses
In this section we show a subset of the results from our
merger trees by studying the infall halo mass functions (often
referred to as “unevolved subhalo mass functions”) and com-
pare to previous results. The infall halo mass function describes
the mass distribution of halos just prior to merging with a more
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FIG. 7.— Upper panel: The infall halo mass function at redshift z = 0
for first-order progenitors. Our results (points) are the averages for the six
host halo mass bins specified in Table 2. An initial rise near the minimum
halo mass of the simulation is not plotted for our host bins. Host halo mass
and infall mass are determined using the FOF masses recorded from the Last
Journey simulation. The fitting functions of Jiang & van den Bosch (2014)
(dashed line) and Li & Mo (2009) (dash-dotted line) for the unevolved subhalo
mass function of first-order subhalos are also shown. Both functions fit the
Millennium Simulation results of Li & Mo (2009), who have used a virial
mass definition for the halos. Lower panel: Ratios of our mass functions and
the Li & Mo (2009) fit to the Jiang & van den Bosch (2014) fitting function.
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TABLE 2
HOST HALO MASS BINS
log
[〈M〉/(h−1M)] Mmin Mmax Host halo
[1012h−1M] [1012h−1M] count
12.0 1.000 1.000 378420
12.5 3.163 3.163 42640
13.0 10.000 10.005 14303
13.5 31.625 31.679 10102
14.0 100.000 100.674 10018
14.5 316.229 328.172 10001
massive host. More information about merger tree statistics will
be reported elsewhere.
We first calculate the first-order infall halo mass function
(as defined in Jiang & van den Bosch (2014)) of our halo
merger trees, corresponding to measuring the infall masses of
all halos that were accreted along the most massive progeni-
tor branch of a given merger tree. The infall halo mass function
dn/dlog(m/M) describes halos with infall mass m that were ac-
creted on any given tree with a final halo descendent mass M at
z = 0. (All halo masses here are FOF masses with linking length
b = 0.168.) Note that these substructures are obtained from the
core catalog using the host core tag described in Section 4.2,
where only cores with host core tags equal to the final central
tag at z = 0 were accreted by the main progenitor halos. The
upper panel of Figure 7 shows the infall mass function for six
z = 0 host halo mass bins. Table 2 lists the average host halo
mass, mass range, and number of host halos in each bin.
We include a comparison with fitting functions derived in
Jiang & van den Bosch (2014) and Li & Mo (2009) for the
unevolved subhalo mass function of first-order subhalos in the
Millennium Simulation. Jiang & van den Bosch (2014) note
that past work, including Li & Mo (2009), have found the un-
evolved subhalo mass function of first-order subhalos to be ap-
proximately independent of host halo mass for a ΛCDM cos-
mology. This is consistent with the lack of mass dependence in
our results as shown in Figure 7. Our results are in qualitative
agreement, lying in between the two fits. (We note that com-
parison is not fully direct because the mass ratios for the Last
Journey results are for FOF masses, while the analytic fits use
virial mass ratios.)
In addition, we calculate the “all-order” infall halo mass
function at z = 0 of our halo merger trees. This is the mass
function of all halos that have merged into either a z = 0 host
halo or any of its progenitors. The upper panel of Figure 8
shows the infall mass function for the same six host halo mass
bins used in Figure 7 (see Table 2). We include a comparison
with the fitting function of Li & Mo (2009) for the unevolved
subhalo mass function of all-order subhalos in the Millennium
Simulation.
6. DATA RELEASE
As part of this paper, we make a subset of the simulation
data from the Last Journey publicly available. We use the web-
based data portal introduced in Heitmann et al. (2019) for this
purpose6. The data portal is based on Petrel7, a pilot project
for data management and sharing, hosted at the ALCF. The
web portal allows easy browsing of the available data products.
6https://cosmology.alcf.anl.gov
7https://press3.mcs.anl.gov/petrel
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FIG. 8.— Upper panel: The infall halo mass function at redshift z = 0 for
all-order progenitors. Our results (points) are the averages for the six host halo
mass bins specified in Table 2. An initial rise near the minimum halo mass of
the simulation is not plotted for our host bins. The fitting function of Li & Mo
(2009) for the unevolved subhalo mass function of all-order subhalos (dashed
line) is also shown. As in Figure 7, Last Journey results employ FOF masses
while the fitting function is based on virial masses. Lower panel: Ratio of our
mass functions to the Li & Mo (2009) fitting function.
Once the data sets of interest have been identified, Globus8 en-
ables fast and secure data transfer from Petrel to the target loca-
tion. The data is stored in a customized HACC format, generi-
cIO. This format was developed as an optimized read and write
functionality for HACC at scale. The data portal provides a link
to the genericIO repository9 which includes an example Python
module for accessing the data.
The size of the full data set (close to one PB) by far exceeds
the available storage for our project on Petrel and therefore we
carefully chose a subset of the data for the public release. The
data products we make available – halo catalogs, halo parti-
cles, and a subset of the full particle dataset at nine redshifts
– enable the creation of synthetic sky catalogs targeted at cos-
mological survey science. For example, very similar data prod-
ucts from the Outer Rim simulation were used by the eBOSS
collaboration to build HOD-based catalogs to enable clustering
measurement of quasars via the correlation function (Zarrouk
et al. 2018) and the power spectrum (Gil-Marín et al. 2018),
and by the anisotropic clustering of quasars in configuration
space (Hou et al. 2018). The downsampled particles allow
8https://www.globus.org
9https://xgitlab.cels.anl.gov/hacc/genericio.git
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TABLE 3
RELEASED DATA PRODUCTS
Data product File Content overall size
Downsampled particles, 1% (x,y,z), (vx,vy,vz), particle tag 3TB
Halo particles, 1%, minimum 5 per halo (x,y,z), (vx,vy,vz), particle tag, halo tag 2.4TB
FOF properties halo tag, mhalo, (x,y,z)pot, (x,y,z)COM, (vx,vy,vz)COM 622GB
Note: All data products are released at the following redshifts: z = {1.49,1.43,0.86,0.78,0.54,0.50,0.21,0.05,0.0}.
the measurement of correlation functions and the generation of
density and potential fields for a range of studies.
More specifically, we provide data products for the following
nine redshifts:
z = {1.49,1.43,0.86,0.78,0.54,0.50,0.21,0.05,0.0}. (15)
We enable access to the downsampled particle snapshots that
contain 1% of the full particle outputs, randomly selected. In
addition, we provide the results from the halo finder, including
a range of halo properties. We release results from the FOF,
b = 0.168 finder at the same nine redshifts listed above. In par-
ticular we provide: a halo tag (which is reassigned at each snap-
shot, hence it cannot be used to track halos over time), mhalo
[h−1M], a halo center (x,y,z) [h−1Mpc], measured at the halo’s
potential minimum, a halo center of mass (x,y,z) [h−1Mpc], and
mean velocity of the particles within the halo (vx,vy,vz) [km/s].
The third data product we release are 1% of the particles that
reside in halos. For all halos with less than 500 particles, we
provide information for 5 halo particles. For each particle we
provide its position and velocity, a particle tag (which is the
same at each snapshot), and the halo tag to connect the par-
ticles back to their host halo. All velocities for particles and
halos are measured in comoving-peculiar units. We summarize
the released data products in Table 3.
7. SUMMARY AND OUTLOOK
Large-scale simulations have started to play a very important
role in survey science over the last few years. Supercomput-
ers have reached the level where simulations can cover enough
volume and have sufficient resolution to enable the creation of
realistic sky maps that can be used by cosmological surveys
to investigate the correctness of their pipelines, model, investi-
gate and understand systematic effects, and carry out meaning-
ful blind data challenges.
In this paper we have described the Last Journey simulation,
an extreme-scale gravity-only run, carried out on the Mira su-
percomputer. We evolved more than 1.2 trillion particles in a
(3.4h−1Mpc)3 volume using a cosmological model with param-
eter choices consistent with the analysis reported by the Planck
Collaboration (2018). We presented results for standard mea-
surements of the simulation, including power spectra and mass
functions and compared them against results from emulators,
finding very good agreement.
As cosmological simulations continue to grow in size, re-
source management for data analysis has become a key con-
cern. There is increasing emphasis on carrying out in situ anal-
yses as the code is running, with the aim of minimizing I/O and
offline computing and storage. The Last Journey run provides
a good example of this imperative, as cosmological simulations
prepare for the coming exascale era.
This paper describes the data sets available from the Last
Journey run. These include particle lightcones and detailed halo
properties starting at a redshift z ≈ 10. Merger trees and core
catalogs have also been produced. The use of core tracking
integrated with merger trees provides a new method to follow
the evolution of substructures within halos in very large sim-
ulations. Selected outputs from the simulations are publicly
available at the HACC Simulation Data Portal.10
The simulation is designed to support a wide range of cos-
mological surveys across different wavebands. An important
next step is the creation of a synthetic galaxy catalog using a
semi-analytic approach combined with empirical relationships
to provide good fits to a host of observations. The core cata-
log will enable the tracking of substructures, serving as a re-
placement of the commonly used subhalo merger tree and al-
lowing for more accurate placements of model galaxies within
the halos in the simulations. The core tracking approach in
combination with the availability of particle lightcones also fa-
cilitates accurate small-scale lensing measurements, while the
presence of tidal field and halo shape information will allow in-
corporation of intrinsic alignment modeling into such catalogs,
adding realistic complexity and enabling testing of mitigation
techniques. The presence of halo lightcone outputs out to high
redshifts of z ≈ 10 will enable improved modeling of the cos-
mic infrared background (CIB) in support of next-generation
CMB observations. The simulation outputs are also well-suited
for the creation of galaxy-galaxy and cluster weak lensing mea-
surements, given the availability of full particle lightcones of
∼ 109 mass resolution at z < 3. Additional outputs of down-
sampled particle lightcones at higher redshifts (3< z< 10) will
be used for creating CMB lensing maps.
The current paper is the first in a series of at least three Last
Journey papers. The second paper will provide a detailed de-
scription of the core tracking approach and the connected mass
modeling method that is essential to enable the substitution of
subhalo merger trees with core catalogs. The third paper will
describe the results obtained from a SAM approach augmented
with empirical modeling to build a detailed synthetic sky map.
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