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Abstract
In classical aeroelasticity, the typical ﬂat plate section consists of two degrees of freedom,
namely pitch and plunge. Current resources oﬀer the capability of enhancing the response of
the typical aerofoil by making it adaptive. This project investigates the dynamic aeroelastic
eﬀects of two of these options: trailing edge ﬂaps and chordwise (camber) deformations.
The structural model is assumed to be linear and damping is neglected. For the aerody-
namic loads linear unsteady theory has been used, implementing Theodorsen's theory and
Wagner's indicial response method. From the resulting equations of motion, ﬂutter speed
has been computed by several procedures, both in the frequency domain (V-g method and
stability of linear state-space systems) and time domain.
In the case of the trailing edge ﬂap, it has been proved that some results provided by
Theodorsen [1] and Theodorsen and Garrick [2] were in error, as it had been previously
reported by Zeiler [3]. In addition, a parametric study has been carried out in order to
study the inﬂuence of the parameters of the ﬂat plate on the ﬂutter speed. The stability
boundary presents an important dip in the neighbourhood of ωβωα = 1 and most of the char-
acteristic parameters only translate or scale this boundary. However, the natural frequency
ratio ωhωα plays a very important role and it can change the shape of the curve completely.
The mass ratio κ is also critical, since the characteristic dip can be softened to a extent
where the minimum ﬂutter velocity is nearly the same as the average value along the whole
span of ωβωα .
The inclusion of the camber degree of freedom in ﬂutter analysis represents a novelty. Al-
though diﬀerent models for chordwise deformation had been proposed [4], [5], [6] and [7],
stability analysis has never been undertaken before. The model for camber is taken from
Palacios and Cesnik [7] and aided by V-g plots and eigenvector analysis, mechanisms driving
ﬂutter have been explained for one, two and three degrees-of-freedom systems that include
camber.
Unlike classical degrees of freedom pitch and plunge, camber mode alone can lead to ﬂutter.
Critical velocity always happens at the same reduced frequency k, being the camber-wake
interaction responsible for instability. This is contrary to pitch and plunge modes, where
only interaction of both modes can cause ﬂutter. Pitch-camber and plunge-camber systems
exhibit regions where camber-wake interaction governs ﬂutter, apart from where mode in-
teraction prevails. In the case of three degrees of freedom, it has been found that the triple
interaction among modes is crucial, as it dominates over a broad range of natural frequency
ratios. Static divergence is also very important, since there are regions where it occurs
before ﬂutter speed is reached.
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Nomenclature
A(k) complex matrix of aerodynamic coeﬃcients
Ai coeﬃcients of exponential representation of Wagner function
a coordinate of elastic axis in semi-chords
b semi-chord
bi exponents of exponential representation of Wagner function
CH ﬂap hinge moment coeﬃcient
CL lift coeﬃcient
CΛ bimoment coeﬃcient
CM moment coeﬃcient
c ﬂap hinge location in semi-chords
G shear modulus
gi ﬁctitious structural damping for the V-g method for ﬂutter
k = bωV reduced frequency
H hinge moment
L lift
Λ bimoment
M moment
m mass of aerofoil per unit length
q∞ = 12ρ∞V
2∞ free-stream dynamic pressure
r vector storing the degrees of freedom: α, h, β, δ
s = V tb non-dimensional time
t physical time
tp thickness of plate
V∞ free-stream velocity
w vertical displacement
zi aerodynamic states for Leishman's state-space formulation
Iα moment of inertia of aerofoil-ﬂap around elastic axis, per unit span
Iβ moment of inertia of ﬂap around hinge, per unit span
Iδ moment of inertia of camber, per unit span
Kα torsional stiﬀness of aerofoil-ﬂap around elastic axis, per unit span
Kβ torsional stiﬀness of ﬂap around hinge, per unit span
Kδ camber stiﬀness, per unit span
Kh plunge stiﬀness, per unit span
Sα static moment of aerofoil-ﬂap around elastic axis, per unit span
Sβ static moment of ﬂap around hinge, per unit span
4
rα =
√
Iα
mb2
radius of gyration aerofoil-ﬂap referred to a
rβ =
√
Iβ
mb2
reduced radius of gyration of ﬂap referred to c
ωα =
√
Kα
Iα
natural frequency in aerofoil-ﬂap torsion
ωβ =
√
Kβ
Iβ
natural frequency in ﬂap torsion
ωδ =
√
30 G
ρb2
natural frequency in camber
ωh =
√
Kh
m natural frequency in plunge
xα = Sαmb location of center of gravity of aerofoil-ﬂap measured from a
xβ =
Sβ
mb location of center of gravity of ﬂap measured from c
α angle of attack
β aileron deﬂection
δ camber
h vertical displacement, plunge
κ = piρb
2
m ratio of mass of a cylinder of air of diameter 2b to the mass of the aerofoil
ρ aerofoil material density
ρ∞ air density
C(k) Theodorsen's wake function
φw Wagner's indicial function
Subscripts
F ﬂutter
H hinge moment component
L lift component
Λ bimoment component
M moment component
a aerodynamic term
qs quasi-steady component
s structural term
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1 Introduction
Aeroelasticity is the complex interaction among aerodynamic, elastic and inertia forces
acting on a structure. Structures subject to an air-ﬂow are not entirely rigid, so they deﬂect
under aerodynamic forces. Meanwhile, the aerodynamic forces depend on the structural
deformation, so a coupled problem arises: the equations of motion for both the structure
and ﬂuid must be solved simultaneously.
Flutter is the dynamic phenomena whereby the inertia forces can modify the behaviour
of a ﬂexible system so that energy is extracted from the incoming ﬂow. The ﬂutter or
critical speed VF and frequency ωF are deﬁned, respectively, as the lowest air-speed and
the corresponding frequency at which a given structure would exhibit sustained, simple
harmonic oscillations [8]. VF represents the neutral stability boundary: oscillations are
stable at speeds below it, but they become divergent above it.
The aeroelastic analysis and hence the ﬂutter computation heavily relies on an accurate
description of the unsteady aerodynamics. Unsteady ﬂows arise for three reasons [9]: 1)
the body is in unsteady motion (vibrating aerofoil), 2) the incident ﬂow contains unsteady
disturbances (gusts and turbulence) and 3) the body wake is unsteady (von Karman vortex
street, for instance). The main feature of wakes is that they contain shear layers. These
shear layers are usually unstable causing them to roll up into concentrated vortices and
tending to imprint dominant frequencies of unsteady motion into the ﬂow.
While the unsteady aerodynamic response of an aerofoil to a speciﬁc time history forcing
can now be determined with considerable detail and accuracy using CFD, these solutions
are complex and the required computational resources are extremely large [10]. This makes
CFD methods impractical in routine aeroelastic analysis, and more approximate models
must be used.
The classical simpliﬁed model of the aeroelastic system is the so-called typical section.
It consists of a rigid plate of unit span with two degrees of freedom: rotation (pitch) and
vertical translation (plunge). Typically, the structure is represented as a set of linear springs,
and the aerodynamic forces are calculated using linear theory based on thin aerofoils. This is
the approach taken in this project but two additional degrees of freedom will be considered:
a trailing edge ﬂap and chordwise deformations (camber).
1.1 Motivation and objectives
In recent years, the possible application of trailing edge ﬂaps as a potential vibration and
noise control measure has gained considerable attention within the helicopter and wind
energy research areas [11], [12], [13], [14], [15], [16]. These ﬂaps were typically rigid bodies,
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but with recent breakthroughs in smart material actuator technology, it is possible to create
actively controlled compliant trailing edge ﬂaps [17], [18], [19].
On the other hand, diﬀerent mechanisms that change airfoil camber have been proposed as
an aerodynamically eﬃcient substitute to discrete ﬂap actuation to modify the aerodynamic
forces [7]. Embedded piezoceramic actuators can be seen as the ﬁrst generation of proposed
morphing aerofoils.
The main objective of the project is to analyse these options and to determine their inﬂuence
over the ﬂutter boundaries of the typical aerofoil section:
1. The addition of a rigid ﬂap to the classical pitch-and-plunge section has been widely
studied in the bibliography. Concerning determination of stability boundaries, where
the project focuses on, the problem has been solved and extensively reported. Hence,
in this case, the work has been primarily aimed at validation. Numerical algorithms
have been coded and results compared to published ﬁgures. This validation step is a
necessary previous step for the second goal.
2. The introduction of the camber degree of freedom in the context of ﬂutter com-
putation represents a novelty. Therefore, the work has been more oriented toward
understanding the physical phenomena. It has been tried to identify mechanisms
that drive ﬂutter and determine their origin.
1.2 Literature review
In the 30's, Theodorsen and Garrick published critical advances in the study of the un-
steady air loads on an oscillating aerofoil (in chronological order, references [20], [21], [1],
[2], [22] and [23]). They were the ﬁrst ones to obtain a closed-form solution to the problem.
This approach assumed harmonic oscillations in inviscid and incompressible ﬂow subject
to small disturbances. The most important developments, including the incorporation of
an oscillating trailing edge ﬂap, were presented in [1] and extended to include the eﬀect of
aerodynamic balance and the eﬀect of a tab added to the ﬂap in [22].
Theodorsen's theory has been widely used despite its strong assumption of simple harmonic
motion. This assumption makes the theory to be valid, strictly, only at the ﬂutter bound-
ary. Another signiﬁcant limitation of Theodorsen's approach is that the solution method is
limited to the frequency domain. This can be overcome by using a indicial response method,
as proposed by Wagner [24] before Theodorsen published his theory. Wagner's theory also
assumes incompressible potential ﬂow and it can be proved, that, in fact, Theodorsen's and
Wagner's theory are equivalent, representing a Fourier transform pair [25].
A practical way to tackle the indicial response method is a state-space formulation in the
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time-domain, as proposed, for instance, by Leishman and Nguyen in [10]. Following this
approach, Leishman [26] and Hariharan and Leishman [27] described the development of
an unsteady aerodynamic theory for the eﬀects of a trailing edge ﬂap.
Chordwise deformations were already introduced by Spielberg [4] in 1953, assuming a
parabolic bending of the proﬁle and following Theodorsen's unsteady liner aerodynamic
theory. Rodden [5], in 1969, based on Spielberg's approach, formulated the ﬂutter problem
and proposed how to solve it by means of which represents a forerunner of the current
V-g method. More recently (2008), Palacios and Cesnik [7] presented their independently
developed model for camber. Their deﬁnition of the new degree of freedom diﬀers from the
previous, but both theories are equivalent. On the other hand, in the wind energy envi-
ronment, Gaunaa [6] in 2006 also studied the unsteady 2D force distribution on a variable
geometry aerofoil undergoing arbitrary motion, under the assumption of incompressible,
irrotational and inviscid ﬂow.
Regarding solution methods for the equations of motion, Theodorsen himself proposed how
to compute the ﬂutter onset from the equations he derived in the frequency domain. Already
in [1] he presented a way to proceed, but in subsequent papers he suggested improved meth-
ods. After some manipulation, he achieved the simplest procedure in [23]. All procedures
involved the same limitation: the last step was carried out graphically with the consequent
lack of accuracy. Besides, Theodorsen's procedure is not general and it is dependent on the
degrees of freedom considered. Currently, much more advanced computational algorithms
exist to solve the ﬂutter problem [28], and these will be implemented here.
1.3 Outline
The required theoretical concepts are brieﬂy explained in section 2. This concerns the struc-
tural and aerodynamic models, as well as the numerical algorithms to solve the aeroelastic
equations of motion. Section 3 presents and discusses ﬂutter results for the two diﬀerent
aeroelastic systems that have been analysed: aerofoil-ﬂap and aerofoil-camber. The eﬀects
of both are described. The main conclusions of the work are summarized in section 4 and
ﬁnally, improvement ideas and further research are proposed in section 5.
9
2 Theory
The objective of this section is the introduction of the unsteady aeroelastic equations of
motion and the numerical algorithms to solve them. These equations govern the behaviour
of the system subject to study and enable the analysis of diﬀerent aspects, such as time-
evolution or stability.
In this case, the general system subject to study is an aerofoil consisting of four degrees of
freedom: pitch, plunge, ﬂap deﬂection and camber. However, in principle, ﬂap deﬂection
and camber will not appear together in practical applications, since their purpose is the
same. Consequently, simpliﬁed combinations of three degrees of freedom will be studied,
namely pitch-plunge-ﬂap and pitch-plunge-camber.
The aeroelastic equations comprise structural terms and aerodynamic loads, which are
introduced in the next sections. No derivation of equations will be presented here and the
reader is encouraged to consult the relevant references for further details. In the last section
numerical algorithms are introduced, primarily focused on ﬂutter computation.
2.1 Structural model
The structural model is diﬀerent for the pitch-plunge-ﬂap and pitch-plunge-camber systems,
so it is presented in separate sections. The aerofoil-ﬂap combination has been widely studied
and it is presented ﬁrst in 2.1.1. The inclusion of the camber degree of freedom in this
context is a relative novelty and it is therefore studied next in 2.1.2.
Both models are linear and do not account for structural damping. According to [23],
the inﬂuence of structural damping on ﬂutter calculations is critical. However, there are
several reasons not to include it: ﬁrst of all, the objective of this study focuses on the
unsteady aerodynamics; secondly, it is relatively diﬃcult to obtain realistic physical values
of damping coeﬃcients and ﬁnally and above all, neglecting structural damping means that
ﬂutter results are on the safety side.
2.1.1 Aerofoil-ﬂap system
Figure 1 shows the typical section of an aerofoil-ﬂap combination without camber. The
nomenclature follows that of [1]. It has three degrees of freedom, namely pitch, plunge
and ﬂap deﬂection. The pitch, denoted by α, is positive nose-up; the plunge h is positive
downwards and the ﬂap deﬂection β, positive down. The midchord length is denoted by
b, which is used as reference length. The elastic axis is located at a distance a from
the midchord and the distance to the hinge is measured by c. The center of gravity of
10
the aerofoil-ﬂap combination is located at a distance xα from the elastic axis whereas the
position of the center of mass of the ﬂap is referred to the hinge, and given by xβ .
Figure 1: Aerofoil-ﬂap combination with 3 degrees of freedom
Note that in ﬁgure 1 α and β represent the sum of rigid and elastic deﬂections:
r = r0 + r (1)
where r can be α or β. r0 represents the deﬂections set up by the pilot whereas r corresponds
to the elastic deformations due to the compliances within the system. Only the elastic
deformations contribute to the energy of the system. For the sake of simplicity, it will be
assumed that the rigid deformations are zero, which does not aﬀect the results for being
the problem linear. Hence, subsequently r = r.
The vertical displacement of the aerofoil as a function of the coordinate x is given by
w = −h− α(x− a)−H(x− c)β(x− c) (2)
where H(x− c) represents the Heaviside function:
H(x− c) =
{
0, x<c
1, x>c
}
(3)
The corresponding kinetic energy per unit length is
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T =
∫ b
−b
1
2
ρtpw˙
2dx =
1
2
mh˙2 +
1
2
Iαα˙
2 +
1
2
Iββ˙
2 + Sαα˙β˙ + Sββ˙h˙ (4)
Here ρ represents the density of the material, tp the thickness of the aerofoil and m the
mass; Sα and Sβ correspond to the static moments of the aerofoil-ﬂap and ﬂap respectively,
the former referred to a and the latter to c; Iα and Iβ are the moments of inertia and Kα,
Kβ and Kh stand for the relevant stiﬀnesses, represented by springs. All these quantities
are expressed per unit span.
On the other hand, the strain energy per unit length is given by
U =
1
2
Kαα
2 +
1
2
Kββ
2 +
1
2
Khh
2 (5)
Using Lagrange's principle and introducing the following non-dimensional parameters,
ωα =
√
Kα
Iα
, ωβ =
√
Kβ
Iβ
, ωh =
√
Kh
m
rα =
√
Iα
mb2
, rβ =
√
Iβ
mb2
, xα =
Sα
mb
, xβ =
Sβ
mb
κ =
piρb2
m
=
1
µ
(6)
the aeroelastic equations of motion of the pitch-plunge-ﬂap system, in the absence of ex-
ternal forces other than aerodynamic loads, are
r2αα¨+
[
rβ
2 + (c− a)xβ
]
β¨ + xα
h¨
b
+ ω2αr
2
αα = 2
κ
pi
(
V
b
)2
CM (t) (7)
[
r2β + (c− a)xβ
]
α¨+ r2ββ¨ + xβ
h¨
b
+ ω2βr
2
ββ = 2
κ
pi
(
V
b
)2
CH(t) (8)
xαα¨+ xββ¨ +
h¨
b
+ ω2h
h
b
=
κ
pi
(
V
b
)2
CL(t) (9)
where CM , CH and CL represent the coeﬃcients of the corresponding aerodynamic loads:
pitching moment, hinge moment and lift.
2.1.2 Camber
Typically, low-order aeroelastic analyses assume that the cross sections are rigid but there
are situations in which this assumption cannot be justiﬁed [7]. As a result, in order to
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account for chordwise deformations, the camber degree of freedom is included.
Flexibility and hence deformations will be limited to a change of camber and the model
proposed by Palacios and Cesnik [7] will be used. It assumes small deformations and thin-
aerofoil theory. Henceforth, this model will be deemed to represent adequately the physics
of the problem.
Figure 2 illustrates this model, which entails three degrees of freedom: pitch (α), plunge
(h) and camber deformation (δ).
Figure 2: Thin-plate with camber deformation
The variation of camber is deﬁned by a single parabolic mode, which requires the area
centroid of the section to remain unaltered; i.e., both the elastic axis and the center of
gravity of the section are located at the midchord. This implies that the cross-sectional
inertia contributions become uncoupled, since the vertical displacement is given by
w = −h− αx−
[(x
b
)2 − 1
3
]
δ (10)
leading to the kinetic energy per unit length being
T =
∫ b
−b
1
2
ρtpw˙
2dx =
1
2
mh˙2 +
1
6
mb2α˙2 +
2
45
mδ˙2 (11)
In this case, the strain energy per unit length is
U =
1
2
Kαα
2 +
1
2
Kh
(
h− δ
3
)2
+
1
2
Kδδ
2 (12)
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Note the link between plunge and camber, which will lead to coupling stiﬀness terms in the
equations of motion. From the structural model [7], the camber stiﬀness is given by
Kδ =
16Gtp
3b
(13)
where G is the shear modulus of the material. The camber moment of inertia can be deﬁned
as
Iδ =
4
45
m (14)
and thus, the camber natural frequency would in turn be
ωδ =
√
Kδ
Iδ
=
√
45
4
Kδ
m
=
√
30
G
ρb2
(15)
Using Lagrange's principle with the kinetic and strain energies given respectively by (11) and
(12), and taking into account the deﬁnition of the camber natural frequency, the equations
of motion of the pitch-plunge-camber system are
r2αα¨+ ω
2
αr
2
αα = 2
κ
pi
(
V
b
)2
CM (t) (16)
h¨
b
+ ω2h
h
b
− 1
3
ω2h
δ
b
=
κ
pi
(
V
b
)2
CL(t) (17)
δ¨
b
− 1
3
ω2h
h
b
+
(
5
4
ω2h + ω
2
δ
)
δ
b
=
45
4
κ
pi
(
V
b
)2
CΛ(t) (18)
where Λ represents the aerodynamic load corresponding to the camber bimoment, which
has dimensions of force per unit length.
The sets of equations of motion (7-9) and (16-18) can also be expressed in abridged form
as
Msr¨ +Ksr = F (19)
where r = [α β h]T or r = [α h δ]T are the degrees of freedom of the system, Ms and Ks
are the mass and stiﬀness structural matrices respectively and F = [F1 F2 F3]T represents
the aerodynamic forcing.
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2.2 Aerodynamic model
The equations of motion of the aerofoil-ﬂap and aerofoil with camber have been introduced
in section 2.1. However, only the structural terms have been explicitly presented and the
aerodynamic loads have not been expanded. These loads are obtained from linear unsteady
aerodynamics theory.
Theodorsen was the ﬁrst to obtain a closed-form solution to the unsteady aerodynamic
loads over an aerofoil, but the solution method is limited to the frequency domain. In order
to attain a time-domain solution, the indicial response method proposed by Wagner [24]
can be used. Both approaches are presented here.
2.2.1 Theodorsen's theory
Theodorsen's approach assumed small harmonic oscillations of an inviscid and incompress-
ible ﬂow. Unsteady potential theory was used to calculate the velocity potentials due to
the ﬂow around an oscillating ﬂat plate, oscillating ﬂap or a combination of both [1]. The
expressions for the velocity potentials were computed based on the transformation of an
aerofoil into a circle, previously obtained in [20] and [21]. From these velocity potentials,
the local pressures were obtained, and by integration the forces and moments acting on the
aerofoil and ﬂap. For convenience the response of the forces were split into non-circulatory
(apparent mass) and circulatory parts.
Theodorsen provided the aerodynamic coeﬃcients corresponding to pitch, plunge and ﬂap
in [1], but he did not include chordwise deformations. The expression for the camber bimo-
ment can be obtained from diﬀerent sources, such as [4], [5] or [7]. Here the camber degree
of freedom deﬁned by Palacios and Cesnik [7] has been used (refer to ﬁgure 2).
The aerodynamic loads are thus given by
CM = −12
[
(T4 + T10)β +
pi
b
δ
]
− 1
2V
{
pi
(
1
2
− a
)
bα˙+
[
T1 − T8 − (c− a)T4 + 12T11
]
bβ˙ +
pi
2
δ˙
}
+
1
2V 2
{
−pi
(
1
8
+ a2
)
b2α¨+ [T7 + (c− a)T1] b2β¨ + piabh¨
}
+pi
(
a+
1
2
)
C (k) [αqs + βqs + δqs] (20)
15
CH =
1
2
T4T10 − T5
pi
β
+
1
2V
{[
2T9 + T1 − T4
(
a− 1
2
)]
bα˙+
T4T11
2pi
bβ˙
}
+
1
2V 2
(
−2T13b2α¨+ T3
pi
b2β¨ − T1bh¨
)
−1
2
T12C (k) [αqs + βqs + δqs] (21)
CL =
1
V
(
−pibα˙+ T4bβ˙
)
+
1
V 2
(
piab2α¨+ b2T1β¨ − pibh¨
)
−2piC (k) [αqs + βqs + δqs] (22)
CΛ =
pi
2b
δ +
1
V
b
3
α˙+
1
V 2
(
b
12
h¨− b
36
δ¨
)
−pi
3
C (k) [αqs + βqs + δqs] (23)
where Ti are geometric constants, with a ﬁxed value for a given cross-section. They arise
from the integration of velocity potentials in the derivation of the aerodynamic loads. They
only depend on a and c: Ti = Ti(a, c). The exact expressions to compute them is enclosed
in appendix A.
For the aerofoil-ﬂap system (section 2.1.1) equation (23) must be ignored, as well as de-
pendencies with respect to δ in the rest of equations. In contrast, if camber is considered
(section 2.1.2), equation (21) and β are unnecessary. Recall also that in this case the struc-
tural model requires a = 0.
The symbols αqs, βqs and δqs denote the quasi-steady angle of attack, ﬂap deﬂection and
camber deformation respectively and they are given by
αqs = α+
b
V
(
1
2
− a
)
α˙+
h˙
V
(24)
βqs =
T10
pi
β +
bT11
2piV
β˙ (25)
δqs =
δ
b
+
δ˙
6V
(26)
The circulatory contribution in equations (20-23) corresponds to the terms multiplying
C(k), known as Theodorsen's function (see [1] for details). This complex function accounts
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for the eﬀects of the shed wake on the unsteady air loads and depends only on the so-called
reduced frequency k, given by
k =
ωb
V
(27)
The rest of the terms in equations (20-23) are called non-circulatory or apparent mass.
2.2.2 Indicial response method
Theodorsen's theory (as described in section 2.2.1) is formulated in the frequency domain,
as a function of the parameter k, which is implicit in the solution since it depends on the
frequency of oscillation. However, a theory formulated in the time domain is more generally
applicable [29]. For incompressible ﬂow, Wagner [24] obtained a solution for the indicial
lift on a thin aerofoil undergoing a step change in angle of attack.
By deﬁnition, an indicial function is the response to a step change in a set of deﬁned
parameters, such as a step change in angle of attack, ﬂap deﬂection, pitch rate, ﬂap rate
or a penetrating gust ﬁeld. If the indicial response to a step change is known, then the
unsteady loads to an arbitrary input can be obtained through the superposition of indicial
aerodynamic responses using the so-called Duhamel's integral.
Assuming two-dimensional incompressible potential ﬂow over a thin aerofoil, the circulatory
terms in equations (20-23) can be written as [25]
C (k) rqs = rqs(0)φw(s) +
∫ s
0
drqs
dτ
φw(s− τ)dτ (28)
where s is the non-dimensional time, given by
s =
V t
b
(29)
φw is Wagner's function, which, as Theodorsen's function C(k), accounts for the inﬂuence
of the shed wake. In fact, both Wagner's and Theodorsen's functions represent a Fourier
transform pair. Wagner's function is known exactly in terms of Bessel functions (see [8] for
details), but for practical implementation it is useful to represent it approximately. One of
the most useful expressions is an exponential of the form
φw(s) ≈ 1−A1e−b1s −A2e−b2s (30)
Several ﬁts of acceptable accuracy have been proposed [25]:
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A1 A2 b1 b2
Leishman [26] 0.2048 0.2952 0.057 0.333
R. T. Jones [30] 0.165 0.335 0.0455 0.3
W. P. Jones [31] 0.165 0.335 0.041 0.32
Table 1: Diﬀerent exponential approximations for the Wagner function
The exponential approximation has the advantage of a simple Laplace transform, which is
crucial in the steps to follow. Equation (28) is usually solved numerically for discrete values
of non-dimensional time s. Using the exponential approximation of Wagner's function (30),
there are several ways to tackle the calculation of the circulatory aerodynamic loads. The
state-space formulation is presented here, which is suitable for frequency- and time-domain
solution methods.
State-space formulation The state is the collection of variables that completely char-
acterizes a system at present and permits the prediction of its future behaviour [32]; for
given inputs to a system, as long as the states are known, the outputs can be determined.
A linear system can be represented in its state-space form as follows
x˙ = Ax +Bu (31)
y = Cx +Du (32)
where x, u and y are the state, input and output vectors respectively.
The state-space equations describing the unsteady aerodynamics of the aerofoil-ﬂap system
can be obtained by direct application of Laplace transforms to the indicial response, as
explained in [10]. From the Laplace transform of the corresponding impulse response, the
transfer function is obtained. From this transfer function, the aerodynamic response can
be written in state-space form following [26]. It can be expressed in controllable canonical
form as
[
z˙i
z˙i+1
]
=
[
0 1
−b1b2
(
V
b
)2 −(b1 + b2)Vb
] [
zi
zi+1
]
+
[
0
1
]
rqs (33)
with the outputs
C (k) rqs =
[
b1b2
2
(
V
b
)2
(A1b1 +A2b2)
(
V
b
)][
zi
zi+1
]
+
1
2
rqs (34)
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The output given by (34) corresponds to the circulatory terms of the aerodynamic loads of
equations (20-23). The new aerodynamic states are denoted by zi, with i = 1 corresponding
to rqs = αqs, i = 3 to rqs = βqs and i = 5 to rqs = δqs. Depending on which system is to
be studied, βqs or δqs and the respective aerodynamic states will be ignored.
The main beneﬁt of state-space formulation is that the equations can be appended to
the equations of motion directly, very useful in aeroservoelastic analysis. Furthermore, it
permits a straightforward addition of more features to the model, such as gust response
and compressibility.
Deﬁning the states
x =
[
α β h δ α˙ β˙ h˙ δ˙ z1 z2 z3 z4 z5 z6
]T
(35)
and after some manipulation, the equations of motion (19) can be reformulated as in equa-
tion (31), where dynamics matrix A is given in appendix B.
2.3 Numerical algorithms
From a practical point of view, the ﬂutter onset is one of the most important aspects in
aeroelasticity. Depending on the form of the equations used, the computation of the ﬂutter
boundaries can be undertaken in diﬀerent ways. However, the foundation of these methods
lay on the two principal theories presented before: Theodorsen's theory (section 2.2.1) and
indicial approach (section 2.2.2).
Theodorsen himself proposed several ways to compute ﬂutter onset, but all of them are
graphical and they are not general for any number of degrees of freedom. Current computer
resources oﬀer the advantage of solving the problem numerically and beneﬁting from modern
procedures to tackle the ﬂutter problem. These techniques are more eﬃcient, accurate and
easier to implement.
If Theodorsen's theory is considered for the description of the aerodynamic loads, there
are several engineering solutions to the ﬂutter problem used in industry, such as the V-g
method (section 2.3.1). If, otherwise, indicial approach and state-space formulation are
used, determination of ﬂutter reduces to the stability analysis of a linear state-space model
(section 2.3.2). Finally, the ﬂutter computation can also be carried out in the time domain
(section 2.3.3).
The ﬁrst two techniques (V-g and linear analysis of linear state-space system) are performed
in the frequency-domain. They are far more eﬃcient for ﬂutter calculations, but can only
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be applied in the linear regime and time-domain solution procedures are required for non-
linear analysis. Although ineﬃcient for linear ﬂutter analysis, solving the problem in the
time-domain allows to validate the algorithm, which would be very useful if a non-linear
analysis was to be undertaken.
2.3.1 V-g method
The V-g method is based on the introduction of an unknown ﬁctitious structural damping
(g), proportional to the generalized stiﬀness matrix, in phase with the velocity and inde-
pendent of the frequency [28]. Introducing the expressions given by Theodorsen for the
aerodynamic loads (section 2.2.1) and after some manipulation, the modal ﬂutter equation
is obtained [
ω2Ms + (1 + ig)Ks − 2q∞
ρ
A(k)
]
r¯ = 0 (36)
where subscripts s implies structural matrices, r¯ represent the amplitudes of the gener-
alized coordinates or degrees of freedom and A(k) is the complex matrix of aerodynamic
coeﬃcients. From the combinations of dynamic pressure q∞ and oscillation frequency ω for
which g = 0, the one that corresponds to the smallest positive value of dynamic pressure
determines the ﬂutter onset point.
Manipulation of (36) yields{
K−1s
[
Ms +
(
b
k
)2
A(k)
]
− ΩI
}
r¯ = 0 (37)
where
Ω =
1 + ig
ω2
(38)
Equation (37) deﬁnes an eigenvalue problem at each reduced frequency. The ﬂutter point
will be found when an eigenvalue has zero imaginary part, since in such case g = 0. If there
are more than one point with Im(Ω) = 0, the ﬂutter conditions will be determined by the
eigenvalue with the smaller speed.
Apart from the ﬂutter speed, the V-g method provides very useful information to interpret
the ﬂutter mechanism. Results are usually plotted as V-g and V-ω graphs. The ﬂutter
speed can be clearly identiﬁed in the V-g plot, but it can also be guessed in some cases
from the V-ω, when ﬂutter is due to mode interaction. In this cases, there is a frequencies
coalescence. This enables to determine which modes are interchanging energy and are,
therefore, responsible for ﬂutter. The eigenvectors of the system can be used to further
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conﬁrm this. This will be seen more clearly with results in section 3.
As it is based on Theodorsen's exact analytic theory, the only approximation of the V-g
method lies in the numerical computation. Nevertheless, results are only valid at ﬂutter
point (g = 0) and they can be diﬃcult to interpret or even misleading [33].
2.3.2 Linear stability of state-space systems
Indicial approach and state-space formulation (2.2.2) lead to a dynamics matrix that governs
the behaviour of the system and enables future prediction. The analysis of ﬂutter in this case
is straightforward and it can be performed in the frequency domain, since the eigenvalues
of the dynamics matrix A determine directly the stability of the system.
If for a given velocity any of the eigenvalues has zero real part, the system is neutrally
stable, i.e., it deﬁnes the ﬂutter onset.
In this procedure Wagner's function is not represented exactly, but it is the fastest and
highly accurate.
2.3.3 Time-domain solution
The procedures explained so far only work in the linear regime. If non-linear aerodynamics,
such as dynamic stall, were to be considered only a time-domain solution method would be
applicable.
For harmonic motion, the temporal evolution of the oscillation of the degrees of freedom
can be expressed as
α = α0eσαtcos(ωt) (39)
β = β0eσβtcos(ωt+ ϕβ) (40)
h = h0eσhtcos(ωt+ ϕh) (41)
δ = δ0eσδtcos(ωt+ ϕδ) (42)
The sign of the exponent of these expressions will determine whether the system is stable or
not. If any σ is positive, the oscillations will grow in time and thus the system is unstable.
In contrast, a negative value implies decaying amplitude, so the oscillation is damped out,
as illustrated in ﬁgure 3. The value of σ depends on the velocity; therefore, the smallest
value of velocity that makes σ = 0 is the ﬂutter speed.
This method is computationally very expensive compared to the procedures presented be-
fore, since, to compute the value of σ the time history must be obtained for each value of
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velocity. To obtain an acceptable accuracy, a long enough period of time must be considered
and moreover, this period is longer the closest to zero σ is.
Depending on the form of the equations, there are diﬀerent techniques to solve the set of
equations in the time domain, such as Newmark-β and Runge-Kutta.
Figure 3: Temporal evolution of pitch. Stable and unstable solutions
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3 Results and discussion
This section presents the results obtained as the afore-explained theory is applied. The
inﬂuence of ﬂap and camber over the typical aerofoil is investigated separately. The analysis
is focused on ﬂutter computation for both cases, but the objectives pursued in each case
are diﬀerent.
3.1 Analysis of ﬂap eﬀects
In this section only pitch, plunge and ﬂap degrees of freedom are considered. Hence, the
relevant equations of motion are (7-9) and dependence on camber δ is removed in the
aerodynamic loads. For this system, the set of parameters that univocally determines the
ﬂutter problem is
a, c, xα, rα, xβ, rβ,
ωh
ωα
,
ωβ
ωα
, κ (43)
The ﬁrst objective of this section has been the validation of the coded algorithms, since
numerous published results are available. V-g, state-space linear stability and time-domain
procedures have been implemented in MatlabR© and the results have been compared to
published ﬁgures. Secondly, a parametric study has been undertaken to analyse the role
played by diﬀerent parameters of the structural model introduced in section 2.1.1.
3.1.1 Validation
The validation of the implementation has been carried out in two steps. First, frequency-
domain methods are tested (V-g and linear state-space) against [1]. After they are checked,
the time-domain procedure is validated.
Frequency domain Results are compared to ﬁgures by Theodorsen in [23]. For the
state-space formulation, coeﬃcients proposed by Leishman (refer to table 1) are considered.
Graphs for varied combinations of the parameters listed above (43) are enclosed in appendix
C, ﬁgures 37-44. In all of them, non-dimensional ﬂutter speeds (V ∗F =
VF
bωα
) are presented
as a function of the frequency ratio ωβ/ωα; values of the parameters are included in the
caption. Theodorsen presented an amazing amount of data, so here a selection has been
done.
As can be seen, both methods provide fair agreement with published data in some cases, but
the discrepancy is signiﬁcant in others. Although the trends are always nicely captured, the
errors in some cases are beyond expected. V-g and Leishman's state-space methods exhibit
an excellent agreement between them, so either of them will be considered henceforth.
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Theodorsen and Garrick solved graphically the equations of motion. In order to check
possible reasons for the inconsistency with respect to the published values, these equations
have been solved numerically. Every step has been validated against the example published
in [2] and only the last step has been performed numerically. Figure 4 shows the results:
Figure 4: V-g method and Theodorsen's graphical procedure against results by Theodorsen and
Garrick [23]. a = −0.2, c = 0.6, κ = 0.2, xα = 0, r2α = 1, xβ = 0, r2β = 0.002, ωhωα = 0.607
The new approach manifests a much better agreement with the V-g method than with
the published data. These inconsistencies evidence mistakes in the published plots, as
was already reported by Zeiler [3]. Although limited to 2 degrees of freedom, Zeiler's
study implies that a number of plots in [23] are erroneous. Considering the evolution
of numerical computations and the time spent checking the derivations, he conﬁdently
states that Theodorsen and Garrick made some mistakes in the computation of the ﬂutter
boundaries.
Figure 5 shows some results obtained by Zeiler, compared to ﬁgures obtained by Theodorsen
and Garrick [23] and the V-g method. As can be observed, the agreement with Zeiler is
very good, whereas Theodorsen's results deviate considerably. This conﬁrms the validity
of Zeiler's statement and provides evidence of the validity of the results obtained here.
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Figure 5: Comparison for a two-degrees of freedom system. V-g, Zeiler [3] and Theodorsen and
Garrick [23]. a = −0.3, κ = 0.05, r2α = 0.25
Time-domain Figure 6 shows the results obtained applying the time-domain solution,
using a fourth order Runge-Kutta method. The agreement with V-g is remarkable.
Figure 6: Non-dimensional ﬂutter speed V ∗F =
VF
bωα
as a function of the frequency ratio ωβ/ωα
a = −0.2, c = 0.6, κ = 0.2, xα = 0, r2α = 1, xβ = 0, r2β = 0.002, ωhωα = 0.607
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The value of the exponent σ is determined numerically by means of an approximate ﬁtting
procedure, taking into account all the relative maxima of the oscillatory curve (see ﬁgure 3).
The following values of time-step and velocity increment have been used for this particular
simulation:
∆t∗ = ωα∆t = 0.1
∆V ∗ = ∆V/bωα = 0.01
3.1.2 Parametric study
As the numerical algorithms to ﬁnd the ﬂutter onset have been already validated, a para-
metric study has been undertaken next to determine the inﬂuence of the parameters (43) on
this value. A relatively broad analysis of this kind was already carried out by Theodorsen
and Garrick [23], including even the eﬀects of structural damping and partial-span ﬂap.
The range covered in this project is less ambitious but as the algorithms have been vali-
dated, the results should be deemed to be more reliable. Again, non-dimensional ﬂutter
speed (V ∗F ) is presented as a function of the frequency ratio ωβ/ωα. The other 8 parameters
that univocally deﬁne the problem (43) are varied to see their inﬂuence. The following
combination of values is used as reference, which are based on [23]:
a = −0.2, c = 0.6, xα = 0.2, r2α = 1, xβ = 0.002, r2β = 0.002,
ωh
ωα
= 0.607, κ = 0.2 (44)
The main results are summarized next:
• Flutter always occurs before divergence, no matter the values of the parameters.
• Eﬀect of ωβ/ωα. The stability boundary has a marked standard shape, which is
maintained in almost all the conditions, except when ωh → ωα. First of all, the
ﬂutter onset gradually decreases as ωβ/ωα is increased until the minimum value is
reached. This lowest value is in general very close to zero, which implies that the
aerofoil-ﬂap would become unstable even at very slow ﬂight. The rise from the dip is
more steep until an inﬂection point, where the curve takes an asymptotic behaviour,
tending to the ﬂutter speed of the pitch-plunge system.
This behaviour is exhibited in ﬁgures from 8 to 15. The next V-g plots (ﬁgure 7)
explain the cause of the dip. The V-ω graph shows how ﬂap and plunge natural
frequencies coalesce at an almost zero speed. In absence of ﬂap, ﬂutter speed would
be much higher, when pitch and plunge frequencies coalesce. On the other hand, the
V-g shows that the ﬁctitious damping that becomes positive is the one corresponding
to pitch. Hence, a triple interaction occurs. As g is positive from the beginning, this
is a mild-ﬂutter case. It would be easily removed with the addition of damping.
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Figure 7: V-g and V-ω graphs for a pitch-plunge-ﬂap aerofoil. ωβωα = 0.67 and κ = 0.2
• Eﬀect of location of aerofoil center of gravity, xα. From ﬁgure 8 it can be deduced
that the position of the center of gravity alters mainly the asymptotic behaviour of
the ﬂutter speed at large values of ωβ/ωα. As xα is increased, the maximum value of
the ﬂutter onset is signiﬁcantly reduced, whereas the minimum value remains almost
constant and very close to zero. The dip is slightly displaced leftwards in the graph
as xα is increased. The general behaviour of the curves does not change.
Figure 8: Inﬂuence of xα on ﬂutter speed
• Eﬀect of ﬂap center of gravity, xβ. Figure 9 shows the inﬂuence of moving the
location of the ﬂap's mass center. The most remarkable eﬀect is that if xβ < 0,
the minimum ﬂutter speed experiments a signiﬁcant increase. A further increase in
the mass balance of the ﬂap (xβ more negative) leads to a softer dip, even though
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it does not completely remove it. This coincides with [23], where it is stated that
overbalancing alone does not present a deﬁnitive solution. The location of the dip
itself is also aﬀected when xβ is changed.
Figure 9: Inﬂuence of xβ on ﬂutter speed
• Eﬀect of pitch inertia, rα. In this case too there is a shift of the dip (ﬁgure 10).
On the other hand, as the moment of inertia of the aerofoil-ﬂap grows (rα ↑), the
asymptotic value of the ﬂutter speed at high ωβ/ωα is increased as well.
Figure 10: Inﬂuence of rα on ﬂutter speed
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• Eﬀect of ﬂap pitch inertia, rβ. The ﬂutter onset at low values of ωb/ωα is reduced as
rβ decreases (ﬁgure 11). Besides, the location of the dip is displaced. The asymptotic
behaviour is not aﬀected.
Figure 11: Inﬂuence of rβ on ﬂutter speed
• Eﬀect of elastic axis position, a. The dip location is aﬀected, but not its value (ﬁgure
12). Besides, the variation is relatively small compared to the change in the value of
a. In contrast, there is appreciable inﬂuence over the asymptotic tendency.
Figure 12: Inﬂuence of a on ﬂutter speed
29
• Eﬀect of hinge position, c. As ﬁgure 13 shows, a minute change originates strong
changes in most of the frequency ratio range. However, the asymptotic value remains
unaﬀected, as well as the standard shape.
Figure 13: Inﬂuence of c on ﬂutter speed
• Eﬀect of ωh/ωα. Figure 14 the important role of this ratio. As it is increased, the
asymptotic value is reduced. As the ratio tends to unity, the behaviour of the curve
changes drastically and the typical shape cannot be recognized anymore.
Figure 14: Inﬂuence of ωh/ωα on ﬂutter speed
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• Eﬀect of κ. The inﬂuence of this parameter turns out to be crucial. As can be
seen in ﬁgure 15, not only does the asymptotic behaviour change, but the dip is also
critically aﬀected. In fact, the dip can be softened to a extent where the minimum
ﬂutter velocity is nearly the same as the average value at low frequency ratios. Hence,
ﬂight altitude and aerofoil mass are determinant.
Figure 15: Inﬂuence of κ on ﬂutter speed
3.2 Analysis of camber eﬀects
In this section, pitch, plunge and camber degrees of freedom are considered. The relevant
equations of motion are (16-18) and ﬂap deﬂection β is dismissed in the aerodynamic loads.
As aforementioned, an homogeneous ﬂat plate with a = 0 and xα = 0 is assumed. For this
system, the set of parameters that univocally determines the ﬂutter problem is
ωh
ωα
,
ωδ
ωα
, κ (45)
The main objective of this section is to investigate the mechanisms that lead to instability
under diﬀerent conditions. For this purpose, diﬀerent tools have been used, being V-
g graphs and eigenvector analysis the most helpful. The analysis follows an increasing
complexity approach, starting with a single-degree of freedom system. Then, all possible
combinations of two degrees of freedom are studied: pitch-plunge, pitch-camber and plunge-
camber. Finally, the system comprising the three modes is considered.
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3.2.1 One degree of freedom
Let us consider the camber degree of freedom alone. For this purpose, only equation (18) is
required. Figure 16 illustrates the physical system, where the plate is ﬁxed at two symmetric
points, at a distance b
√
3
3 from the midchord. This value comes from the assumed bending
parabolic mode (10).
Figure 16: Camber system
Appending the unsteady aerodynamic camber bimoment given by equation (23) and re-
moving all dependencies with respect to other degrees of freedom, the equation of motion
for camber-only degree of freedom system is
(
1 +
45
4
1
36
κ
)
δ¨
b
+
45
4
1
18
κ
V
b
C(k)
δ˙
b
+
[
ω2δ −
45
4
(
1
2
− 1
3
C(k)
)
κ
(
V
b
)2] δ
b
= 0 (46)
Steady and quasi-steady analyses First of all, the steady case is studied. This
is obtained neglecting the time-derivatives and setting C(k) = 1 in equation (46). The
non-trivial solution of the resulting equation gives the non-dimensional divergence speed
V ∗D =
VD
ωδb
=
√
6
4
45
1
κ
(47)
On the other hand, as a intermediate step between unsteady and steady analyses, quasi-
steady approximation is considered next. For this purpose, Theodorsen's function is set to
unity but time-derivatives are not ignored. This approximation means that the unsteady
wake is completely disregarded. There is no ﬂutter speed in this case, and divergence is
reached ﬁrst. This seems to imply that the wake is the only responsible for ﬂutter; neglecting
it means that the mechanism leading to dynamic instability is disabled and hence, ﬂutter
does no longer occur. The unsteady analysis further proves this statement.
32
Unsteady analysis Deﬁning the following coeﬃcients that only depend on κ
a′2 = 1 +
45
4
1
36
κ (48)
a′1 =
45
4
1
18
κ
b
(49)
a′01 =
45
4
1
2
κ
b2
(50)
a′02 =
45
4
1
3
κ
b2
(51)
and assuming harmonic motion of the form δ = δ0eiωt, equation (46) reduces to[−ω2a′2 + iωa′1V C(k) + {ω2δ − [a′01 − a′02C(k)]V 2}] δ0 = 0 (52)
Flutter will occur when the term within square brackets multiplying δ0 equals zero. This
requires both the real and imaginary part of the equation to be zero. Theodorsen's function
can be expanded as real and imaginary part
C(k) = F (k) + iG(k) (53)
where F (k) and G(k) are known combinations of Bessel functions. Hence, the following
two equations are obtained for the real and imaginary part respectively
− ω2a′2 − ωa′1G(k)V +
{
ω2δ −
[
a′01 − a′02F (k)
]
V 2
}
= 0 (54)
ω2a′1F (k)V + ωa
′
02G(k)V
2 = 0 (55)
Equation (55) yields
ω
V
= −a
′
02
a′1
G(k)
F (k)
(56)
Recalling the expression of the reduced frequency k (27) and substituting the values of the
coeﬃcients (48-51)
k = −6G(k)
F (k)
(57)
This result shows that, for the camber single degree of freedom system, ﬂutter occurs for a
constant value of k, irrespective of the rest of the parameters of the problem. Note that the
ratio GF represents the argument of Theodorsen's complex function. It can be understood
as the phase shift between the quasi-steady and the circulatory aerodynamic loads, where
the latter lags the former [8].
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As a result, ﬂutter is entirely determined by C(k), which as stated before, represents the
inﬂuence of the shed wake over the aerofoil. This explains the mechanism of ﬂutter in this
case. In classical aeroelasticity, ﬂutter is due to the interchange of energy between two
vibration modes, namely pitch and plunge. These degrees of freedom are inherently stable
if considered independently [1]. In contrast, the camber degree of freedom does not require
any other mode for ﬂutter to occur; it is the interaction between the wake and the aerofoil
what causes instability. In other words, oscillations are ampliﬁed extracting energy from
the wake.
The value of the proportionality constant between the reduced frequency and the argument
of the wake function arises from the derivation of aerodynamic bimoment, based on a
Chebyshev expansion [7]. Explaining its origin would require further study, which is out of
the scope of this project.
On the other hand, the constant value of reduced frequency at which ﬂutter occurs leads
to a non-dimensional ﬂutter velocity that only depends on κ. After some manipulation and
substitution of numerical values, equation (54) leads to the following relationship
V ∗F =
VF
ωδb
≈ 1√
1.15 + 3.80κ
(58)
Note that comparison between equations (58) and (47) shows that ﬂutter will always happen
before divergence in the unsteady case of a single degree of freedom system.
Finally, relevant V-g and V-ω plots are presented in ﬁgure 17.
Figure 17: V-g and V-ω graphs for the camber degree of freedom. κ = 0.2
The ﬂutter speed is determined by the point where the damping curve in the V-g graph
crosses the x -axis. It corresponds to the value given by equation (58). Obviously, no
frequency coalescence can be seen, since the system consists of only one degree of freedom.
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On the other hand, the velocity at which the frequency curve crosses the x -axis in the V-ω
plot corresponds to the divergence speed, given by equation (47). It can also be observed
in the V-ω graph that at zero speed the frequency matches the natural camber frequency.
3.2.2 Two degrees of freedom
In order to interpret the mechanisms of ﬂutter when three degrees of freedom are considered,
it is interesting to look at what happens when only two of them interact. For this purpose,
pitch-plunge, camber-pitch and camber-plunge combinations are studied next.
Pitch and plunge Classical ﬂutter analysis comprises pitch and plunge degrees of
freedom. This problem has been widely studied and reported in the bibliography, so only a
very quick overview will be considered here, necessary for the sections to follow. Note that
the structural model introduced in section 2.1.2 (ﬂat plate attached at its midchord) has
been used to obtain the results, in contrast to ﬁgure 5. This model is shown in ﬁgure 18.
Figure 18: Pitch-plunge system
Figure 19 shows ﬂutter speed for the pitch and plunge system, both unsteady and quasi-
steady cases. Besides, divergence speed is included.
For ωhωα > 0.85, the ﬂutter speed goes to inﬁnity. But one of the most signiﬁcant features of
this graph is that, for the structural model considered, ﬂutter would never occur, not even
for ωhωα < 0.85. Divergence is always reached ﬁrst.
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On the other hand, it can be observed that in the absence of wake (quasi-steady approxi-
mation), the system would be inherently unstable for low values of the ωhωα ratio.
Figure 19: Flutter and divergence speeds for the pitch-plunge system. κ = 0.2
However, a V-g analysis shows that this quasi-steady ﬂutter is mild, since the value of the
ﬁctitious damping is positive from the beginning (ﬁgure 20). This kind of ﬂutter would
vanish if damping was included.
Figure 20: V-g and V-ω graphs for a pitch-plunge aerofoil. Quasi-steady approximation. ωhωα = 0.4
and κ = 0.2
Hence, the presence of the wake somehow stabilizes the system, acting as aerodynamic
damping. This can be clearly seen in the V-g plot of the unsteady case (ﬁgure 21), where
the ﬁctitious damping (g) starts being negative.
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Figure 21: V-g and V-ω graphs for a pitch-plunge aerofoil. ωhωα = 0.4 and κ = 0.2
Pitch and camber For the system consisting of pitch and camber degrees of freedom,
equations (16) and (18) are considered. Hence, there is neither plunge nor lift present.
Figure 22 illustrates the model:
Figure 22: Camber-pitch system
Figure 23 shows the evolution of both ﬂutter and divergence speeds for the two-degrees-of-
freedom system. Flutter speed for the camber-only system and quasi-steady approximation
are also presented to help to interpret results. The camber-pitch aerofoil exhibits a be-
haviour that can be clearly divided into three main zones:
1. In the ﬁrst one, ﬂutter is governed by camber. The ﬂutter curve of pitch and camber
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follows exactly the curve corresponding to single camber. Following the reasoning of
section 3.2.1, the mechanism that governs ﬂutter in this case would be the inﬂuence
of the shed wake over the aerofoil. This can be veriﬁed by the quasi-steady approx-
imation: without wake, divergence would happen before ﬂutter. Hence, no coupling
between vibrations modes is expected.
2. In the second region, ranging from ωδωα ∈ [0.56, 1.40], the curve of two degrees of
freedom departs from the camber-alone counterpart. This deviation is caused by
the interaction of pitch and camber modes, being ﬂutter originated because of energy
interchange between them and the wake. The quasi-steady approximation shows that
the wake might be stabilizing the situation.
3. Finally, there is a last zone where ﬂutter no longer occurs for the pitch-camber combi-
nation. In this case divergence speed is reached ﬁrst, so the static phenomena imposes
the stability boundary. This is likely to be due to pitch command. As stated before,
single pitch is inherently stable, so if this degree of freedom governs the behaviour,
absence of ﬂutter is reasonable.
Figure 23: Flutter and divergence speeds for the pitch-camber system. κ = 0.2
Eigenvector and V-g analyses shed some light into the problem. For suitable frequency ra-
tios in each region, the eigenvectors expressed as modulus and argument are given in table
2. In the ﬁrst region, the magnitude of the camber eigenvector is much larger than the pitch
eigenvector, and it is who controls ﬂutter. In contrast, for ωδ/ωα = 1, both eigenvectors
have moduli of the same order of magnitude, and the phase shift exhibited veriﬁes that
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both modes are coupled and interchanging energy. Note that in the absence of wake this
coupling remains, but the phase shift is modiﬁed.
The magnitude of vα increases gradually in the unsteady case without sudden discontinu-
ities, and this accounts for a smooth transition between the two ﬂutter mechanisms. For
the limiting value beyond which ﬂutter does not exist, i.e., ωδ/ωα = 1.4, both eigenvectors
are almost in counter-phase. The quasi-steady eigenvectors at this point prove that pitch
gradually starts to govern the system. Hence after, pitch-control is complete and no ﬂutter
is found.
ωδ/ωα vα vδ vα vδ
0.50 0.04 132o 1 0o 0.05 -90o 1 0o
1.00 0.46 -152o 0.88 0o 0.66 -91o 0.75 0o
1.40 0.73 0o 0.68 177o 1 0o 0.007 92o
Unsteady Quasi-steady
Table 2: Eigenvectors. Pitch and camber degrees of freedom
V-g and V-ω plots for the unsteady case are presented next. The curves are very similar
in the ﬁrst two regions, but with important peculiarities. In the ﬁrst case (ﬁgure 24),
the damping curve corresponding to camber becomes zero. On the contrary, it is the pitch
damping curve which crosses the x -axis in ﬁgure 25. This veriﬁes the hypothesis that ﬂutter
is caused by camber only in the ﬁrst region and by mode interaction in the second.
The damping curve is always negative in ﬁgure 26, and hence ﬂutter never occurs. In ﬁgures
24 and 25, frequencies tend to coalesce: at approximately ﬂutter speed, the lower curve has
an inﬂexion point. This is obviously not true for the ﬁgure 26, where both curves depart.
Figure 24: V-g and V-ω graphs for a pitch-camber aerofoil. ωδωα = 0.4 and κ = 0.2
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Figure 25: V-g and V-ω graphs for a pitch-camber aerofoil. ωδωα = 1.2 and κ = 0.2
Figure 26: V-g and V-ω graphs for a pitch-camber aerofoil. ωδωα = 2 and κ = 0.2
Plunge and camber Figure 27 illustrates the model:
Figure 27: Camber-plunge system
For this system, only equations (17-18) are considered. The camber-plunge aerofoil mani-
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fests a radically diﬀerent behaviour compared to the camber-pitch case. Figure 28 shows
the comparison of plunge-camber and camber-only ﬂutter speeds. In this case there is no
divergence speed.
Figure 28: Flutter speeds for the plunge-camber system. κ = 0.2
As shown in ﬁgure 28, there is a discontinuity in the ﬂutter curve. This abrupt jump is
likely to be caused by the structural coupling between both degrees of freedom. In fact, it
has been found that the discontinuity occurs at approximately ωδωh =
√
4
5 . Note that, from
equation (18), an 'eﬀective' camber natural frequency can be considered
ω′2δ = ω
2
δ +
5
4
ω2h (59)
V-g and V-ω graphs allow gaining more insight into the problem. Figure 29 shows charac-
teristic plots. The ﬁrst peculiarity is that the frequency plot at V ∗ = 0 does not show the
natural frequencies of the single modes ωδ and ωh. This is due to the structural coupling
between plunge and camber. Following an eigenvalue analysis, it can be proved after some
algebra that the natural frequencies of this system are given by
ω2 =
1
2
ω2δ +
9
8
ω2h ±
√(
1
2
ω2δ +
9
8
ω2h
)2
− (ωδωh)2 (60)
which match the plotted values at zero velocity.
On the other hand, plots in ﬁgure 29 correspond to ωδωh = 1.5, but the form of them does not
change over the range of frequency ratios considered. As can be seen, one of the damping
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Figure 29: V-g and V-ω graphs for a plunge-camber aerofoil. ωδωh = 1.5 and κ = 0.2
modes remains very close to the x -axis until it ﬁnally becomes positive. Its value is very
small till this point, but it is always negative. This tendency holds until the discontinuity
of the ﬂutter curve (ﬁgure 28).
At the discontinuity and at larger values of ωδωh , the g curve exhibits a previous positive peak,
turning negative again and ﬁnally crossing the x -axis deﬁnitely. The values of g when they
ﬁrst become positive are of the order of 10−6 or less. If these values were considered zero
(round error), the ﬂutter curve would be smooth. The addition of structural damping in
camber as small as one per cent removes the discontinuity, too. Finally, the discontinuity
becomes a dip if the quasi-steady approximation is considered.
The eigenvectors of the system are presented in table 3.
ωδ/ωh vh vδ
0.4 0.26 0o 1 0o
0.86 0.18 16o 1 0o
0.87 0.15 180o 1 0o
1.35 0.04 172o 1 0o
1.8 0.12 14o 1 0o
Table 3: Eigenvectors. Plunge and camber degrees of freedom
Finally, ﬁgure 30 compares the original ﬂutter curve presented in ﬁgure 28 with the curves
obtained considering quasi-steady approximation, damping and reduced accuracy.
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Figure 30: Comparison of diﬀerent approximations to the ﬂutter speed. κ = 0.2
All this information suggests complex ﬂutter mechanisms. The structural coupling makes
the physics not as obvious as in the pitch-camber case. The following explanation might
be plausible:
1. Strikingly, the eigenvectors right before and after the discontinuity exhibit the same
behaviour. Hence, ﬂutter seems to be driven by the same mechanism in both cases.
2. However, the quasi-steady ﬂutter curve indicates that the inﬂuence of the wake is
negligible after the dip, whereas it entirely changes the behaviour before it.
3. Apparently, ﬂutter is originated by the energy exchange between both vibration
modes, but the wake also contributes before the discontinuity arrives. After it, only
mode interaction controls instability.
4. If the wake is ignored, the discontinuity becomes a dip in the curve, still being a
critical point. This suggests that this point is likely to be determined by the structural
coupling.
5. The stability boundary after the dip seems a neutral stability curve. Fictitious damp-
ing reaches zero but does not become positive (within round error). The velocity that
makes the system unstable is reached later, leading to a smooth ﬂutter curve.
6. In the neighbourhood of the interception point between plunge-camber and camber-
only ﬂutter curves (ωδωh = 1.35 in ﬁgure 28), the magnitude of the plunge eigenvector
reduces. It is the only moment when camber presumably governs ﬂutter alone.
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3.2.3 Three degrees of freedom
In this section the two classical degrees of freedom -pitch and plunge- and chordwise defor-
mations -camber- are considered together. Figure 31 shows the ﬂutter speed surfaces as a
function of the frequency ratios ωhωα and
ωδ
ωα
and ﬁgure 32 presents a top view of it. Diﬀerent
regions have been identiﬁed for analysis.
Figure 31: Flutter speed surfaces for a camber-pitch-plunge system. κ = 0.2
Figure 32: Top view of ﬂutter surfaces for a camber-pitch-plunge system. κ = 0.2
Some clear trends and characteristic curves are manifested by these surfaces. However, in
order to make it simpler and easier to visualize, the analysis will be carried out considering
relevant 2D curves and comparing them to simpler systems with two degrees of freedom.
Five main regions can be distinguished in ﬁgures 31 and 32, denoted by A, B, C, D and E.
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For low values of ωhωα , ﬂutter curves increase gradually with
ωδ
ωα
(region A and B) until an
upper plateau is reached (region E). This plateau corresponds to the divergence speed of
the system and this is why a discontinuity appears. On the other hand, for values of the
frequency ratio spanning from ωhωα = 0.78 on, ﬂutter speed exhibits a diﬀerent behaviour,
characterized by a short growth (region A), a discontinuity and a deep valley (regions C
and D).
Figure 33: Flutter speed. ωhωα = 0.2 and κ = 0.2
Figure 34: Flutter speed. ωhωα = 1 and κ = 0.2
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Figures 33 and 34 show distinctive 2D curves, plotted for relevant values of ωhωα . In addition
to the curve corresponding to three degrees of freedom, pitch-camber and plunge-camber
curves are presented to aid interpretation, as well as quasi-steady approximations.
Although they look like quite diﬀerent, there are common features to both of them. In fact,
the behaviour is very similar and it can be split into three regions, with two diﬀerent ﬂutter
mechanisms and divergence, separated by discontinuities:
1. Region A. First of all, the ﬂutter curve of the three degrees-of-freedom system ﬁts
in perfectly with the camber-plunge curve. Instability is a two degrees-of-freedom
phenomena. This is obvious in the following V-g graph (ﬁgure 35). The pitch natural
frequency at zero velocity is the unity. Tracking the ﬁctitious damping from the
frequency graph, it can be seen that the curve is always negative and quickly goes
away. It does not contribute to ﬂutter and ignoring it leads to the same result.
Figure 35: V-g and V-ω graphs for a pitch-plunge-camber aerofoil. Region A. ωhωα = 1,
ωδ
ωα
= 0.1
and κ = 0.2
2. Regions B, C and D. There is a point where plunge-camber and pitch-plunge-camber
curves split and a new mechanism drives ﬂutter, where the three modes interact
altogether. In region B the triple ﬂutter curve follows quite accurately the camber-
plunge one after the discontinuity, but also the pitch and plunge one. The mechanism
is triple. In regions C and D the triple curve does not ﬁt with any of the two-degrees-
of-freedom curves, but the mechanism of ﬂutter is the same as in region B.
Nevertheless, checking the quasi-steady approximation a crucial diﬀerence can be
noticed. For ωhωα = 0.2 (region B), wake absence means instability occurs at a slightly
lower speed. So to say, the wake stabilizes the system. In contrast, for ωhωα = 1
(regions C and D) the role of the wake is reversed and it destabilizes. The unsteady
curves are smooth along this region, and recall that structural damping would remove
the discontinuities from the quasi-steady ones.
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Figure 36 shows typical V-g and V-ω plots of regions B, C and D:
Figure 36: V-g and V-ω graphs for a pitch-plunge-camber aerofoil. Region D. ωhωα = 1,
ωδ
ωα
= 1.5
and κ = 0.2
The main diﬀerence of ﬁgure 36 with respect to ﬁgure 35 is that at ﬂutter onset
the damping curve of pitch is still above the plunge curve. Looking at 36 it can
be clearly seen that there is pitch and plunge frequency coalescence near the ﬂutter
speed, but it is the camber ﬁctitious curve which gives ﬂutter. Hence, there is a
complex interaction among the three modes.
3. Region E. As ωδωα → 2, it seems that the ﬂutter curves approach the pitch-camber
divergence. Actually, it is the pitch-plunge-camber divergence what occurs, as the
eigenvector analysis will later show. Comparing ﬁgures 19, 23, 33 and 34 it can be
observed that, in fact, pitch-camber divergence at high enough values of ωδωα is the
same as pitch-plunge divergence. The mechanism that prevails is still pitch-plunge-
camber, but ﬂutter lags divergence.
The following eigenvectors conﬁrm the above-stated:
ωδ/ωα Region vα vh vδ Region vα vh vδ
0.1 A 0.006 -145o 0.24 0.7o 1 0o A 0.008 -146o 0.3 0o 1 0o
0.8 B 0.12 129o 0.84 0o 0.52 -40o C 0.02 88o 0.17 180o 1 0o
1.5 E - - - D 0.09 78o 0.09 175o 1 0o
ωh
ωα
= 0.2 ωh
ωα
= 1
Table 4: Eigenvectors. Pitch, plunge and camber degrees of freedom
Another remarkable feature is the point at which the minimum occurs. In the range where
the ﬂutter speed presents a dip, the minimum always corresponds to an approximate fre-
quency ratio of ωδωh =
√
4
5 , as mentioned before. If diﬀerent values of κ are considered, this
value changes only slightly, within a ten per cent.
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4 Conclusions
The aerofoil-ﬂap system has been analysed by means of linear theory (section 3.1). It has
been proved that Zeiler's results [3] are right, so a signiﬁcant amount of ﬁgures published
by Theodorsen and Garrick [23] were in error. A parametric study has been also carried
out, determining the role diﬀerent parameters play in the behaviour of the system:
• The stability boundary usually presents an important dip near ωβ/ωα = 1.
• Changing the characteristic parameters of the aerofoil-ﬂap it is easy to shift the dip
location. This oﬀers a tool for the design stage: the properties of the system should
be as far as possible from the dip.
• As ωβ/ωα increases, the ﬂutter speed tends to an asymptotic value, which corresponds
to the ﬂutter speed of the pitch and plunge system. Hence, only the parameters of
the aerofoil (a, xα, rα) aﬀect this asymptotic value.
• In the low range of ωβ/ωα the ﬂap is determinant in stability, so c, xβ and rβ are
critical.
• The minimum value of the ﬂutter curves is hardly aﬀected in general, but a suﬃcient
increase in the value of ωh/ωα allows the suppression of the dip. The shape of the
curve is drastically changed in this case. However, the ratio ωh/ωα must be very close
to unity to guarantee this change of behaviour, which leads to low ﬂutter speeds in
other ranges of ωβ/ωα.
The inﬂuence of chordwise deformations has been studied in diﬀerent combinations of de-
grees of freedom (section 3.2). Unlike classical degrees of freedom pitch and plunge, camber
mode alone can lead to ﬂutter. Critical velocity always happens at the same reduced fre-
quency, given by equation (57), which implies that camber-wake interaction is the root of
ﬂutter. In this single-degree-of-freedom case, dynamic instability takes place at a lower
speed than static divergence.
Combinations of pitch, plunge and camber degrees of freedom have been also studied, lead-
ing to the following results:
• Using the structural model presented in section 2.1.2, which assumes that the mid-
chord point of the ﬂat plate is ﬁxed, the pitch and plunge aerofoil does never lead to
ﬂutter, since static divergence is reached ﬁrst.
• The pitch and camber ﬂutter curve shows a behaviour that can be divided into
three clear zones: camber prevails ﬁrst, followed by mode interaction and divergence
respectively.
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• The plunge-camber system exhibits a discontinuity in the stability curve. It happens
at a frequency ratio that seems to be intimately related to the structural coupling
between both degrees of freedom. Flutter is caused by the interaction of both vibra-
tion modes, being the wake also determinant. The discontinuity would be removed
if just one per cent of structural damping was added.
Finally, the system consisting of three degrees of freedom (pitch, plunge and camber) has
been analysed. As ﬁgures 31 and 32 illustrate, there are ﬁve major zones, corresponding to
three diﬀerent mechanisms:
• Region A. Flutter is due to plunge-camber coupling.
• Regions B, C and D. In this case, the mechanism driving ﬂutter is the interaction
among the three vibrations modes. The wake also plays an important role, stabilizing
in region B and destabilizing in regions C and D.
• Region E. There is no ﬂutter in this case because divergence speed is reached ﬁrst.
In short, it has been proved that both ﬂap and camber deformation can change the stability
boundaries of the typical aerofoil section with only two classical degrees of freedom. The
triple interaction among all modes leads to diﬀerent values of ﬂutter speed. Flaps have
been extensively studied, but the implementation of controlled camber deformations also
opens a path in order to delay ﬂutter onset.
49
5 Further research
In order to improve and complete the analysis, the following ideas are suggested:
• The undertaken study is only computational, depending heavily on models. Par-
ticularly, the camber model has been assumed to represent accurately the physical
phenomena but this has not been proved. To fully validate the results, experimenta-
tion would be required.
• A parametric study for camber, similar to section 3.1.2, could be undertaken. There
are mainly two areas to focus on:
1. The camber model assumes that the elastic axis and center of gravity of the ﬂat
plate coincide in the midchord point. It would be interesting to analyse the role
played by an oﬀset, which changes parameters such as a, xα and rα. For this
purpose, new equations of motion must be derived ﬁrst. In this case, coupling
terms arise in the inertia contributions, in contrast to equation (11).
2. The inﬂuence of the mass parameter κ is likely to be crucial. This parameter
is inversely proportional to the plate thickness tp. In principle, as the thickness
increases, the ﬂutter speed will also increase. But this has not to be true over the
whole range of frequency ratios, since diﬀerent couplings are likely to inﬂuence
the stability boundary.
• Several results in the camber eﬀects analysis (section 3.2) remain without a satisfac-
tory explanation. On the one hand, the value of reduced frequency k at which ﬂutter
occurs in the single degree of freedom case, given by equation (57). On the other, the
frequency ratio at which a discontinuity arises in the plunge-camber case (ωδωh =
√
4
5),
which matches the minimum of the dip in the pitch-plunge-camber case. To interpret
both values the model for camber given in [7] should be carefully analysed. For the
former, the Chebyshev expansion that gives rise to the aerodynamic loads must be
studied and for the latter, the structural model.
• In order to interpret ﬂutter mechanisms, it would be helpful to undertake an energy
approach. Computing the work done by each mode over a period of oscillation, how
the energy is transferred from one to another could be seen. This should conﬁrm
results obtained by V-g and eigenvector analysis. [34] presents a framework based on
conservation of energy that might be useful to start with.
• Damping will always appear in practical applications. It has been proved in this
project that the inﬂuence on ﬂutter onset is critical. Hence, a more rigorous analysis
would be desirable, using estimates of damping coeﬃcients obtained from tests.
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• Only unforced oscillations have been considered along this report. Although these
are most signiﬁcant in aeroelastic analysis, external forces can inﬂuence stability [29].
In fact, the goal of conformable aerofoils with ﬂaps and chordwise deformations is to
curb vibrations and delay ﬂutter onset. Therefore, the inclusion of forcing is another
natural step to follow, either appending it directly to the aerodynamic loads given
by Theodorsen (20-23) or as an input u in state-space fashion (31).
• Linear unsteady aerodynamics have been only considered. The inclusion of non-linear
phenomena, such as dynamic stall, would be the next stage. In order to account for
it, the semi-empirical model of Leishman-Beddoes [35] could be implemented, for
instance. For the solution, the time-domain method validated for the linear case
(section 3.1.1) would be used.
• The inﬂuence of compressibility eﬀects could also be studied, which play a major
role in the helicopter community. These eﬀects could be easily modeled following
the approach taken by Leishman and Nguyen [10], based on the introduction of a
compressibility factor, given by
β =
√
1−M2 (61)
where M stands for the Mach number.
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A Theodorsen's geometric constants
55
B Dynamics matrix
The state vector x can be split in diﬀerent blocks
x =
[
α β h δ α˙ β˙ h˙ δ˙ z1 z2 z3 z4 z5 z6
]T
=
[
r r˙ z12 z34 z56
]T
where r =
[
α β h δ
]T , r˙ = [ α˙ β˙ h˙ δ˙ ]T and zi,i+1 store the aerodynamic states.
Using equations 33 and 34, the equations of motion with the new aerodynamic states
appended to them can be expressed as
where I4 and I2 represent identity matrices of dimension four and two, respectively. The
rest of matrices that have been deﬁned are presented in the next page. Hence, the dynamics
matrix of the system is given by
There are several points to note here:
• This dynamics matrix corresponds to a system of four degrees of freedom. For any
simpler subsystem, only the relevant rows and columns must be considered. For this
purpose, the equations of the ignored degree(s) of freedom and the corresponding
aerodynamic states must be removed.
• Any structural coupling between ﬂap and camber degrees of freedom has been dis-
missed.
• Recall that for the structural model of camber, a = 0, xα = 0 and r2α = 13 .
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C Validation of algorithms
Figure 37: V-g method and Leishman's state-space model against results by Theodorsen and
Garrick [23]. a = −0.2, c = 0.6, κ = 0.2, xα = 0, r2α = 1, xβ = −0.002, r2α = 0.002, ωhωα = 0.607
Figure 38: V-g method and Leishman's state-space model against results by Theodorsen and
Garrick [23]. a = −0.2, c = 0.6, κ = 0.2, xα = 0, r2α = 1, xβ = 0.002, r2β = 0.002, ωhωα = 0.607
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Figure 39: V-g method and Leishman's state-space model against results by Theodorsen and
Garrick [23]. a = −0.2, c = 0.6, κ = 0.2, xα = 0.2, r2α = 0.5, xβ = 0.002, r2β = 0.002, ωhωα = 0.316
Figure 40: V-g method and Leishman's state-space model against results by Theodorsen and
Garrick [23]. a = −0.2, c = 0.6, κ = 0.2, xα = 0.2, r2α = 0.5, xβ = −0.002, r2β = 0.002, ωhωα = 0.316
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Figure 41: V-g method and Leishman's state-space model against results by Theodorsen and
Garrick [23]. a = −0.2, c = 0.6, κ = 0.2, xα = 0.2, r2α = 0.5, xβ = 0.002, r2β = 0.002, ωhωα = 1
Figure 42: V-g method and Leishman's state-space model against results by Theodorsen and
Garrick [23]. a = −0.2, c = 0.6, κ = 0.2, xα = 0.2, r2α = 0.5, xβ = −0.002, r2β = 0.002, ωhωα = 1
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Figure 43: V-g method and Leishman's state-space model against results by Theodorsen and
Garrick [23]. a = −0.2, c = 0.6, κ = 0.083, xα = 0, r2α = 0.5, xβ = 0, r2β = 0.002, ωhωα = 0.607
Figure 44: V-g method and Leishman's state-space model against results by Theodorsen and
Garrick [23]. a = −0.4, c = 0.6, κ = 0.25, xα = 0.2, r2α = 0.25, xβ = 0, r2β = 0.0012, ωhωα = 0.25
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