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Manipulation of a quantum system requires the knowledge of how it evolves. To impose that the dynamics
of a system becomes a particular target operation (for any preparation of the system), it may be more useful to
have an equation of motion for the dynamics itself—rather than the state. Here, assuming weak-coupling with
the environment, we develop a Markovian master equation for the process matrix of an open system, which
resembles the Lindblad Markovian master equation. We employ this equation to introduce a framework for
local coherent process control. We illustrate utility of this framework through several quantum coherent control
scenarios, such as optimal decoherence suppression, gate simulation, and passive control of the environment, in
all of which we aim to realize a given terminal process at a given final time.
PACS numbers: 03.65.Yz, 02.30.Yy, 03.65.Wj, 03.67.Lx, 03.67.-a
I. INTRODUCTION
In a real world a quantum system cannot be fully isolated
from its surrounding environment. Such system-environment
couplings in general lead to a nonunitary description of the
dynamics of the system [1–3]. Consequently, useful quantum
resources of an open system, such as quantum coherence and
correlations, often diminish rapidly. Tomitigate such adversar-
ial effects, it seems necessary to employ ideas from quantum
error correction [4, 5] and quantum control theory [6, 7], such
as quantum feedback control [8], decoherence-free subspaces
and subsystems [9], and dynamical decoupling [10, 11].
If the system is initially uncorrelated with the environment,
its dynamics can be faithfully described by quantum “oper-
ations” or “channels” (completely positive, trace-preserving
linear maps), or equivalently by “process matrices” [4]. These
objects relate the instantaneous density matrix (i.e., state) of
the system to its initial density matrix. Numerous methods,
such as quantum process tomography, have been developed for
characterization of process matrices [4, 12–15]. In addition,
under some assumptions, one can obtain master equations for
dynamics of the state [1–3]. These master equations enable
one to see how manipulation of the preparation or system
Hamiltonian by external agents can affect the state of the sys-
tem at any time. The ability to manipulate system dynamics
has spurred quantum control applications [16–33].
However, for some applications, it may still be more useful
to have dynamical or master equations which describe the dy-
namics of the dynamics (the process matrix) rather than the
dynamics of the state (the density matrix). A relevant exam-
ple is a control scenario where one is interested to achieve a
particular quantum operation in a physical system by applying
suitable control fields. Since here the operation is of interest,
a dynamical equation for how the associated process matrix
evolves can provide more direct information about the target
operation. Such equations can be particularly useful in dissi-
pative control or environment engineering scenarios [34–43].
In this paper, assuming weak-coupling, Born-Markov, and
secular approximations, we use the Lindblad Markovian mas-
ter equation of the state to derive a conjugate equation of mo-
tion for the processmatrix (for a precursor, seeRef. [15]). Next
we use this equation to construct a fairly general framework
for optimal control of the dynamics of open quantum systems,
where the achieved operation is guaranteed to have the highest
fidelity with the desired operation. We restrict ourselves to
coherent control operations, where an external field is applied
locally only on the system and modifies its Hamiltonian (as-
suming that the field does not modify the environment or the
way it acts on the system). We use this framework to study
optimal coherent strategies for decoherence suppression, gate
simulation, and passive control of the environment—without
the need for controlling the environment. In particular, in de-
coherence suppression, an optimal control field is applied to
the open system to simulate a unitary evolution at a specified
time. In quantum simulation, we show how a quantum gate
can be simulated optimally when we are confined to coherent
manipulation of the open system. This optimal control frame-
work also allows us to force the environment to act as if it were
another environment with different properties. For example,
we show that how one can modify the system Hamiltonian
such that at a specified time a purely decohering environment
looks like a depolarizing channel.
The structure of this paper is as follows. Section II reviews
some preliminaries. In Sec. III we derive our master equation
for the process matrix. In Sec. IV we establish an optimal
coherent control theory for quantum processes, and in Sec. V
we focus on optimal coherent control of terminal processes
and apply this to three different scenarios. We provide a short
robustness analysis in Sec. VI. Section VII concludes the
paper. Three appendices include some details and derivations.
II. PRELIMINARIES
Consider an open quantum S system which interacts with
its surrounding environment B. If the state of the total system
at the initial time t0 is given, its state at t > t0 is determined
by a unitary operator U(t, t0) generated by
H = HS + HB + Hint, (1)
where HS (HB) is the system (environment) Hamiltonian, and
Hint describes the system-environment interaction. For later
reference, we decompose the interaction Hamiltonian as
Hint =
∑
ξ Aξ ⊗ Bξ, (2)
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2with Aξ and Bξ being Hermitian operators assigned to the
system and the environment, respectively.
Consider that the initial state of the total system is in a tensor-
product form as %(t0) = %S(t0) ⊗ %B. Hence the time evolution
of S is described by a completely positive and trace-preserving
linear map in a Kraus representation form as [4]
%S(t) =E(t,t0)[%S(t0)] (3)
=
∑
σ,νW(σν)(t, t0)%S(t0)W†(σν)(t, t0),
where the spectral decomposition of the environment state is
%B =
∑
νrν |ν〉〈ν | and
W(σν)(t, t0) = √rν 〈σ |U(t, t0)|ν〉 . (4)
We introduce a fixed orthonormal operator basis {Kλ}N2λ=1
for the N2−dimensional Liouville space of S, such that
Tr[K†λKµ] = δλµ. We also choose KN2 = IS/
√
N , whence
the others Kαs become traceless. By expanding W(σν)(t)s in
{Kλ}N2λ=1, the dynamical operation E(t,t0) can be recast as
E(t,t0)[◦] =
∑N2
λ,µ=1 χλµ(t, t0)Kλ ◦ K†µ, (5)
where the “process matrix” χ(t) = [χλµ(t)] is defined as
χλµ(t, t0) = ∑σ,νc(σν)λ(t, t0) c∗(σν)µ(t, t0), (6)
with c(σν)λ(t, t0) = Tr[W(σν)(t, t0)K†λ]. This positive semidefi-
nite matrix contains all information about the system S. The
trace-preserving property of E(t) reads as∑N2
α,β=1 χαβ(t, t0)K†βKα = IS . (7)
For a quantumMarkovian dynamics [2], this dynamical map
satisfies the divisibility condition for all t, s that 0 6 s 6 t,
E(t,t0) = E(t,s)E(s,t0). (8)
This condition can also be put as
χαβ(t, t0) = ∑N2µ,η=1∑N2λ,γ=1 χλγ(t, s)χµη(s, t0) [Fλ]αµ [Fγ]∗βη,
(9)
where F is a rank-3 tensor defined as
[Fλ]αµ ≡ Tr[K†αKλKµ]. (10)
From hereon we assume t0 = 0 and use the shorthand (t) for
time dependence.
In a formal setting [44, 45], the divisibility condition (8)
allows for the derivation of the Markovian Lindblad equation,
d%S(t)
dt
= − i[H˜(t), %S(t)] +∑N2−1ξ,ν=1aξν(t)(Kξ %S(t)K†ν
− 1
2
{
K†νKξ, %S(t)
} )
, (11)
where the coefficient matrix a(t) = [aξν(t)], with aξν(t) ≡
limh→0 χξν(t + h)/h (for ξ, ν = 1, . . . , N2 − 1), is a posi-
tive semidefinite matrix, and H˜(t) = (M†(t) − M(t))/(2i),
with M(t) = (1/√N)∑N2−1λ=1 aλN2 (t)Kλ and aλN2 (t) ≡
limh→0 χλN2 (t + h)/h, for λ = 1, . . . , N2 − 1 [1]. We set
~ ≡ 1 throughout the paper.
To obtain a physical interpretation for a(t) and H˜(t), one can
use an alternative microscopic, first-principles approach. It is
based on the dynamics of the total system described by the von
Neumann equation ddt %(t) = −i[H, %] (assuming throughout
the paper the natural units ~ ≡ kB ≡ 1), partial tracing over
the environment, and the weak-coupling, Born-Markov, and
the secular approximations [1, 3, 46]. The weak-coupling
approximation implies that
‖Hint‖  ‖HS + HB ‖, (12)
where ‖·‖ is the standard operator norm. In addition, this equa-
tion requires validity of particular assumptions about several
time scales in the system. In particular,
τB  δtS  τS, (13)
1/min
ω,ω′
|ω − ω′ |  δtS, (14)
where τB is the relaxation time of the environment (the time
at which the correlation functions of the environment decay),
δtS ≈ 1/‖HS ‖ is the time scale of the variations of the system,
τS is the time scale for the relaxation of the systems, and ω
and ω′ are energy gaps of HS . Then one can show that
d%S(t)
dt
= L[%S(t)], (15)
where the generator of the evolution is given by
L[◦] = − i[HS + HLamb, ◦] +∑ξ,ν∑ωγξν(ω)(
Aν(ω) ◦ A†ξ (ω) −
1
2
{
A†ξ (ω)Aν(ω), ◦
})
. (16)
Here
HS |E〉 = E |E〉, (17)
Aξ (ω) = ∑E′−E=ω |E〉〈E |Aξ |E ′〉〈E ′ |, (18)
γξν(ω) ≡
∫ ∞
−∞ds e
iωs Tr[B†ξ (s)Bν(0)%B], (19)
Bξ (s) = eiHB sBξe−iHB s, (20)
Sξν(ω) = (1/2i)[Γξν(ω) − Γ∗νξ (ω)], (21)
Γξν(ω) =
∫ ∞
0 ds e
iωs Tr[B†ξ (s)Bν(0)%B], (22)
HLamb =
∑
ω
∑
ξ,νSξν(ω)A†ξ (ω)Aν(ω). (23)
Note that in deriving Eq. (15), it has been assumed that HS
is time-independent or adiabatically slow-varying. However,
if HS depends on time (e.g., a time-dependent control field is
applied on the system), still under similar conditions as Eqs.
(12) – (14), this master equation holds [47, 48], where δtS ≈
1/maxt ‖HS(t)‖. This is the case of interest to us, in particular
when HS(t) = HS + Vfield(t), where Vfield(t) is a local external
field, while the modified conditions now guarantee that field
does not considerably modify how the environment affects
the system. We remark that more general cases, where these
conditions are not necessarily met, have also been recently
considered in the literature; see, e.g., Ref. [49]. For alternative
derivations of Eq. (15), see Refs. [1, 3, 46, 50, 51].
3III. DYNAMICAL EQUATION OF THE PROCESS MATRIX
Herewe show that from themaster equation for the state, one
can obtain a master equation for the process matrix. We have
relegated the details to appendix A. The time divisibility con-
dition (9) and following steps similar to the formal derivation
of the Lindblad equation (11) yield
dχ(t)
dt
= − i[G(t), χ(t)] +∑N2−1ξ,ν=1aξν(t)(Fξ χ(t)F†ν
− 1
2
{
F†ν Fξ, χ(t)
} )
, (24)
where
[G(t)]αβ = Tr[K†αH˜(t)Kβ]. (25)
Alternatively through the microscopic approach we can obtain
dχ(t)
dt
= K [χ(t)], (26)
where K denotes the generator of dynamics and is given by
K [◦] = − i[G0, ◦] +∑ξ,ν∑ωγξν(ω)(Fν(ω) ◦ F†ξ (ω)
− 1
2
{
F†ξ (ω)Fν(ω), ◦
})
, (27)
with
[G0]αβ ≡ Tr[K†α
(
HS + HLamb
)
Kβ], (28)
[Fν(ω)]αβ ≡ Tr[K†αAν(ω)Kβ], (29)
respectively. We remark that by comparing Eqs. (27) and
(16), it is clear that the dynamical equation for the process
matrix has a Lindbladian form similar to the master equation
for the density matrix, except that the Lindblad operators and
the Hamiltonian are now represented in an operator basis.
In the following, we consider two examples, the pure dephas-
ing model and the dissipation model [1] in order to illustrate
the process master equation.
A. Example 1: Pure dephasing model
Consider one qubit with the Hamiltonian
HS = (1/2)ω0σ3, (30)
where σ3 = |0〉〈0| − |1〉〈1| is the z-Pauli matrix and {|0〉, |1〉}
are its eigenvectors. The surrounding environment of the qubit
is assumed a bosonic environment with the Hamiltonian
HB =
∑
kωkb
†
k
bk, (31)
where b†
k
is the bosonic creation operator of the kth mode
with frequency ωk . The initial state of the environment is
thermal at inverse temperature β, %B = (1/Z)e−βHB , where
Z ≡ Tr[e−βHB ]. In the pure dephasing model, this qubit
interacts with the environment via the Hamiltonian
Hint = σ3 ⊗ ∑k (gkb†k + g∗kbk ) . (32)
The process dynamical equation for this system is
dχ(t)
dt
= − iω0
2
[
F3, χ(t)
]
+ γ0
(
F3 χ(t)F3 − χ(t)
)
, (33)
where [F3]αβ = Tr[K†ασ3Kβ], K4 = (1/
√
2)I4, Kα =
(1/√2)σα for α = 1, 2, 3 (σαs are the Pauli matrices), γ0 =
pi limω→0 J(ω)[1+2n(ω)], J(ω) ≡ ∑k |gk |2δ(ω−ωk) (the envi-
ronment spectral density, with the property J(−ω) = −J(ω)),
and n(ω) = [eβω − 1]−1 (the mean boson number in the en-
vironment). By using Eq. (6) one can obtain the boundary
condition as χαβ(0) = 2δα4δβ4. Then it is straightforward to
see that this process master equation (33) has the following
exact solution:
χαβ(t) =
(
1 − e−2γ0t cos(ω0t)
)
δα3δβ3 − ie−2γ0t sin(ω0t)δα3δβ4
+ ie−2γ0t sin(ω0t)δα4δβ3 +
(
1 + e−2γ0t cos(ω0t)
)
δα4δβ4.
(34)
B. Example 2: Dissipation model
If in the previous model we consider
Hint =
∑
k
(
gkσ− ⊗ b†k + g∗kσ+ ⊗ bk
)
, (35)
where σ± ≡ (1/2) (σ1 ± iσ2), this model describes a dissipa-
tive environment, with the associated master equation
dχ(t)
dt
=
−i∆
2
[F3, χ(t)] + 2piJ(ω0)n(ω0)
× (F+ χ(t)F− − 12 {F−F+, χ(t)} ) + 2piJ(ω0)
× [1 + n(ω0)]
(
F− χ(t)F+ − 12 {F+F−, χ(t)}
)
, (36)
where [F±]αβ = Tr[K†ασ±Kβ] and ∆ ≡ ω0 +
∫ ∞
0 dω J(ω)[1 +
2n(ω)]P(1/(ω−ω0)) (P denotes the Cauchy principal value).
Solving Eq. (36) with χαβ(0) = 2δα4δβ4 gives
χαβ(t) =12
(
1 − q(t)) (δα1δβ1 + δα2δβ2) + s+(t)δα4δβ4
+
1 − q(t)
2[1 + 2n(ω0)]
(
iδα1δβ2 − iδα2δβ1
)
− s(t)δα3δβ4 − s∗(t)δα4δβ3 + s−(t)δα3δβ3.
where q(t) ≡ e−2pitJ(ω0)[1+2n(ω0)], s(t) ≡ 1−q(t)2[1+2n(ω0)] +
i
√
q(t) sin (∆t), and s±(t) ≡ (1/2)
(
1 + q(t) ± 2√q(t) cos (∆t) ) .
IV. OPTIMAL COHERENT CONTROL OF QUANTUM
PROCESSES: GENERAL THEORY
An important application of the process master equation is
within the framework of optimal control [6, 52]. The central
problem in this theory is the dynamical manipulation of the
open system to attain a given objective under some constraints.
4For example, the objective can be dictating the dynamics of the
system at a predetermined final (terminal) time tf to become as
much as possible similar to a given target dynamics. This can
be achieved by manipulating the system and its environment.
However, since it is practically demanding to manipulate the
environment actively, we restrict ourselves to the coherent case
where only the system Hamiltonian is assumed controllable as
HS → HS(t), e.g., HS → HS + Vfield(t), where Vfield(t) is an
external field applied to the system. To simplify the discussion,
we confine ourselves to fields in the special form of
Vfield(t) ≡ −µ(t), (37)
where µ is a fixed system operator.
To analyze how effectively the applied field works toward
achieving the objective, we need to choose a relevant figure-of-
merit, say Y[χ(tf), tf], which is modified with the constraints
on the solution (e.g., constraints on the evolution time and the
field energy or shape) as
J = Y[χ(tf), tf] +
∫ tf
0 dt G[χ(t), (t), t], (38)
where Y and G are scalar functions. One can use different
figures-of-merit Y depending on the context. However, in
numerous applications it can be relevant to use the quantum
operator fidelity defined as [30, 53]
F [X,Y ] = Tr[X†Y ]/
√
Tr[X†X]Tr[Y†Y ], (39)
which is guaranteed by the Cauchy-Schwarz inequality to be
bounded as 0 6 F [X,Y ] 6 1. The constraint function G
contains all relevant constraints of a specific control problem.
In particular, the process equation of motion is as Eq. (26),
where now the generator K  (t) is given by Eq. (27) where
G0 → G0 − (t)Φ, (40)
with [Φ]αβ ≡ Tr[K†αµKβ]. Note that the control problem de-
fined here is a restricted problem such that only one function in
the field-system interaction Hamiltonian Vfield(t) is unknown
and the system operator µ is a fixed operator. This reduced
problem can be straightforwardly generalized to an unknown
interaction Hamiltonian, too. This extension, however, is be-
yond the scope of this paper.
Here the region defined by the control field is assumed
unbounded. The variational approach can be used to obtain a
set of necessary conditions for this optimal control field. We
have relegated the details to appendix B, and only reproduce
the main results here. One can express these constraints in
terms of an scalar pseudo-Hamiltonian functional as [32, 52]
H[χ,Λ, , t] ≡G[χ, , t] + Tr[ΛK  [χ]], (41)
where Λ(t) is a matrix Lagrange multiplier. Hence the neces-
sary conditions for the optimal control ˆ(t) become
d χˆ(t)
dt
=
∂
∂ΛT (t)H
[
χˆ(t), Λˆ(t), ˆ(t), t], (42)
dΛˆ(t)
dt
= − ∂
∂ χT (t)H
[
χˆ(t), Λˆ(t), ˆ(t), t], (43)
∂
∂(t)H
[
χˆ(t), Λˆ(t), ˆ(t), t] = 0, (44)
⌦tf
 ˆ(tf)
 (tf)
 (0)
Hˆ(t) = HS +HB +Hint   µ✏ˆ(t) H = HS +HB +Hint
FIG. 1. Schematic of the optimal control problem for the terminal
process. The red dotted curve shows the trajectory of the dynamics
of an open quantum system S generated by H = HS +HB +Hint. The
green dashed curve indicates the trajectory of the dynamics generated
by the optimal Hamiltonian Hˆ(t) = H − µˆ(t). This Hamiltonian
forces the terminal system process at t = tf to be optimally close to
the target terminal process Ωtf .
for any t ∈ [0, tf], where χˆ(t) and Λˆ(t) are, respectively, the
optimal process induced by ˆ(t) and the optimal Lagrangemul-
tiplier. Note that the variation of the functionalHwith respect
to the N2−dimensional matrixΛT (t) (T denotes transposition)
is defined as
(
∂H
∂ΛT (t)
)
i j
= ∂H∂Λ j i (t) . In addition, the following
boundary condition for tf should also be satisfied:
( ∂Y[ χˆ(tf), tf]
∂t
+H
[
χˆ(tf), Λˆ(tf), ˆ(tf), tf
] )
δtf
+ Tr
[( ∂Y[ χˆ(tf), tf]
∂ χT (t) − Λˆ(tf)
)
δχf
]
= 0, (45)
where δχf ≡ χ(tf + δtf) − χˆ(tf). When the final time tf is
assumed fixed, we need to set δtf = 0.
V. OPTIMAL CONTROL OF TERMINAL PROCESS
In some applications we need to control the system pro-
cess χ(t) toward a desired one at a predetermined time tf ,
Ωtf , by applying an appropriate external field—Fig. 1. The
intermediate-time dynamics does not matter on its own. Now
we use the fidelity F [χ(tf),Ωtf ] as our figure-of-meritY. We
also impose a condition on the energy of the applied field,
−η
∫ tf
0 dt 
2(t)/ f (t), where the penalty parameter η allows us
to adjust energy, and the shape function f (t) switches the ex-
ternal field on and off [20] (see also Refs. [26, 28] for energy-
constrained scenarios). The appropriate pseudo-Hamiltonian
for this optimal control problem is
H[χ,Λ, , t] = −η 
2
f
+ Tr
[
ΛK  [χ]
]
. (46)
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L✏ˆ
%id(tf)
%S(tf) = E(tf)[%S(0)]
%ˆS(tf) = Eˆ(tf)[%S(0)]
%S(0)
FIG. 2. Alternative to Fig. 1. The blue solid curve shows the
state trajectory associated with a given dynamical process. The state
%id(tf) is the desired state at the end of this trajectory (only the final
point is the objective). For an open quantum system this goal may
be achieved by applying a coherent optimal control field ˆ(t) only to
the system. The orange dashed curve indicates the optimal trajectory
induced by a generator Lˆ (t). The red dotted curve represents the
state trajectory induced by L (t)=0, whose final state %S(tf) is not
necessarily close to the desired terminal state %id(tf).
Now Eqs. (42) – (45) take the following forms:
d χˆ(t)
dt
= K ˆ (t)[ χˆ(t)], (47)
χαβ(0) = NδαN2δβN2, (48)
dΛˆ(t)
dt
= −K ]
ˆ (t)[Λˆ(t)], (49)
Λˆ(tf) = Ω˜tf√
Tr[ χˆ(tf) χˆ†(tf)]
− Tr[ χˆ(tf)Ω˜
†
tf
] χˆ(tf)√
(Tr[ χˆ(tf) χˆ†(tf)])3
, (50)
where K ]
ˆ (t) is the Heisenberg picture of K ˆ (t), and Ω˜tf ≡
Ωtf/
√
Tr[ΩtfΩ†tf ]. From Eq. (44) one can obtain an explicit
form for the optimal control field as
ˆ(t) = − f (t)
2η
Im
[
Tr
[[Φ, χˆ(t)]Λˆ(t)] ] . (51)
Equations (47), (49), and (51) should be solved self-
consistently to obtain the optimal control field. In the following
we focus on three scenarios.
A. Scenario I: Decoherence suppression
Consider a qubit interacting with a pure dephasing bosonic
environment. We are interested to seewhether an external field
applied to the qubit can suppress the environment at a predeter-
mined time tf , such that we have %S(tf) = U†S(tf)%S(0)US(tf),
where US(tf) is generated by the bare system Hamiltonian
HS—see Fig. 2. That is, the target process is given by
[Ω(D)tf ]αβ ≡2 sin2(ω0tf/2)δα3δβ3 − i sin (ω0tf) δα3δβ4
+ i sin (ω0tf) δα4δβ3 + 2 cos2(ω0tf/2)δα4δβ4.
(52)
FIG. 3. (a) Optimal field as a function of time (in the natural units)
for decoupling one qubit from its environment at tf = 30. Here
ω0 = 1, µ0 = 0.2, γ0 = 0.02, and η = 0.05. Inset shows the
offdiagonal term of the state induced by the optimal control field
(solid curve), and its time evolution when there is no field (dashed
curve). We have assumed that the initial state is %S(t0) = |+〉〈+|,
where |+〉 = (1/√2)(|0〉 + |1〉). (b) The same as (a) but for tf = 80,
and η = 1. Inset indicates the Fourier transform of the optimal field.
We assume that the applied field is transversal, i.e., µ = µ0σ1.
Thus, the optimal field is given by [Eq. (51)]
ˆ(t) = − µ0 f (t)
2η
Im
[
Tr
[[F1, χˆ(t)]Λˆ(t)] ], (53)
where [F`]αβ ≡ Tr[K†ασ`Kβ], with the operator basis {Kα}4α=1
given by the normalized Pauli and identity matrices (see Sec.
III A). The optimal field ˆ(t) is obtained by solving the follow-
ing equations:
d χˆ(t)
dt
= − i [ω0
2
F3 − µ0ˆ(t)F1, χˆ(t)
]
+ γ0
(
F3 χˆ(t)F3 − χˆ(t)
)
, (54)
χˆαβ(0) =2δα4δβ4, (55)
dΛˆ(t)
dt
= − i [ω0
2
F3 − µ0ˆ(t)F1, χˆ(t)
]
− γ0
(
F3Λˆ(t)F3 − Λˆ(t)
)
, (56)
Λˆ(tf) =
Ω˜
(D)
tf√
Tr[ χˆ(tf) χˆ†(tf)]
− Tr[ χˆ(tf)Ω˜
(D) †
tf
] χˆ(tf)√
(Tr[ χˆ(tf) χˆ†(tf)])3
, (57)
where Ω˜(D)tf ≡ Ω
(D)
tf
/
√
Tr[Ω(D)tf Ω
(D) †
tf
]. We have used the Kro-
tov iterative method to solve Eqs. (53) – (57) (see appendix
C). In all numerical calculations, the shape function has been
considered as f (t) = sin2(pit/tf), and the initial guess for the
optimal field has been taken as  (0)(t) = f (t) cos(ω0t).
Two optimal fields are shown in Fig. 3 for two different
final times tf . The fidelity between the target process Ω(D)tf and
the optimal χˆ(tf) at tf = 30 is ≈ 0.965. The optimal control
field has the highest intensity around the energy gap of the
qubit [inset of Fig 3(b)]. In addition, this figure shows that
the optimal field is sensitive to the predetermined final time tf
so that it varies considerably by changing the final time in the
scenario. The time evolution of the off-diagonal term of the
state induced by the optimal field has been shown in the inset
of Fig. 3(a). The coherence has increased partially compared
with the no-field case [red dashed curve in the inset of Fig.
3(a)]. The fidelity between the optimal process at tf and the
6FIG. 4. (a) Fidelity between the process matrix induced by different
external fields and the target process Ω(D)tf as a function of time (in
the natural units). Here ω0 = 1, µ0 = 0.2, γ0 = 0.02, η = 1,
and tf = 60. The solid, purple (dashed), green (long dashed), blue
(dash-dot), and red (dash-dot-dot) curves correspond to the optimal
control field, (t) = sin2(pit/tf) cos(ω0t), (t) = cos(ω0t/2) with
Vfield(t) = −µ0(t)σ2, (t) = exp(−32[t/tf − 1/2]2) cos(ω0t), and
(t) = 5, respectively. (b) The fidelity between the process induced
by different external fields andΩ(D)tf as a function of tf . The parameter
values are the same as (a) but for tf ∈ {30, 40, 60, 80, 100, 120}.
target process is nonmonotonic vs. time [solid curve in Fig.
4]. Note that this fidelity is maximum only at tf compared
with the fidelities obtained from arbitrary fields at this time.
However, at intermediate times t < tf it may have even smaller
values than nonoptimal fields. The monotonic behavior of
the optimal fidelity vs. tf has been shown in Fig. 4(b) (solid
curve). By changing tf , the optimal fidelity remains maximum
compared with the fidelity obtained from other fields.
To gain a better insight about the optimization method, we
consider two cases. First, we have investigated the fidelity
between the optimal process χˆ(tf) and the target process Ω(D)tf
vs. tf (black delta symbol in Fig. 5). Second, we have
studied the system evolution in the absence of any field. Here
the fidelity between χ(tf) due to the system evolution with
(t) = 0 and the target process behaves as amonotonic function
of predetermined final time [red dashed curve in Fig. 5]. This
fidelity has the following analytic form:
F [χ(tf),Ω(D)tf ] = (1 + e−2γ0tf )/
√
2(1 + e−4γ0tf ), (58)
which→ 1/√2 as tf →∞. Comparing these cases shows that
the optimal scenario works fairly well for small final times.
However, this scenario does not give relatively high fidelities
if the environment has sufficient time to affect the system. In
addition, the fidelity at tf between the optimal process and the
process matrix (34) at this time increases with the time interval
of the system evolution [green square symbol in Fig. 5].
B. Scenario II: Gate simulation
Here the desired terminal process is considered to be a
specific unitary gate U(H), that is,
[Ω(H)tf ]αβ ≡ Tr[U(H)K†α]Tr[U(H)K†β]∗, (59)
where α, β = 1, . . . , N2.
For example, we consider one qubit within the pure dephas-
ing model (see Sec. III A). Our goal is to find an optimal field
which steers the dynamics of the qubit to be similar to the
Hadamard gate applied at a specified final time,
U(H) = (1/
√
2)(σ1 + σ3). (60)
The condition on the boundary optimal Lagrange multiplier is
Λˆ(tf) =
Ω˜
(H)
tf√
Tr[ χˆ(tf) χˆ†(tf)]
− Tr[ χˆ(tf)Ω˜
(H)†
tf
] χˆ(tf)√
(Tr[ χˆ(tf) χˆ†(tf)])3
, (61)
where Ω˜(H)tf ≡ Ω
(H)
tf
/
√
Tr[Ω(H)tf Ω
(H)†
tf
].
One of the numerical results has been depicted in Fig. 6(a)
for tf = 60 with the optimized fidelity of 0.78. Numerical
calculations show that this optimized fidelity is relatively high
for a wide range of predetermined final times tf [black delta
symbol in Fig. 6(b)]. In addition, the fidelity between the
target process matrix Ω(H)tf at some predetermined terminal
time tf and the process obtained from the system evolution
with (t) = 0 [Eq. (34)] has a damped oscillatory behavior
with respect to tf [red dashed curve in Fig. 6(b)]. By using
Eqs. (34), (59), and (60), the fidelity reads as
F [χ(tf),Ω(H)tf ] =
1 − e−2γ0tf cos(ω0tf)
2
√
2(1 + e−4γ0tf )
, (62)
which→ 1/(2√2) as tf → ∞. This implies that the environ-
ment alone cannot help us achieve a relatively high fidelity.
C. Scenario III: Passive control of the environment
In this scenario we want to control the environmental effects
by applying an external field on the system—Fig. 2. In partic-
ular, we aim to modify the effect of the environment passively
such that it looks differently (as we wish) to the system. For
example, we consider a qubit within a pure dephasing envi-
ronment (see Sec. III A), but we are interested to make this
environment look like a depolarizing channel [4] to the system,
D (ch)p [%] = (1 − p)% + p3
(
σ1%σ1 + σ2%σ2 + σ3%σ3
)
, (63)
FIG. 5. Red dashed: fidelity between the target operation Ω(D)tf and
the process matrix (34) vs. tf (in the natural units). Black delta
symbol: fidelity between the optimal process χˆ(tf) and the target
operation Ω(D)tf . Green square symbol: fidelity between χˆ(tf) and the
process (34) vs. tf . Here ω0 = 1, µ0 = 0.2, γ0 = 0.02, and η = 1.
7FIG. 6. (a) An optimal field as a function of time to simulate the
Hadamard gate acting on a qubit interacting with a bosonic environ-
ment at tf = 60 (time in the natural units). Here ω0 = 1, µ0 = 0.2,
γ0 = 0.02, and η = 0.1. (b) Red dashed curve: fidelity between χ(tf)
[Eq. (34)] and the target process Ω(H)tf [Eq. (59)] vs. tf . Black delta
symbol: fidelity between χˆ(tf) and Ω(H)tf for some tf’s. Green square
symbol: fidelity between χˆ(tf) and the process χ(tf) [Eq. (34)] for
some tfs. Here ω0 = 1, µ0 = 0.2, γ0 = 0.02, and η = 0.1.
FIG. 7. (a) Optimal field vs. t (6 tf) [in the natural units] to simulate
D (ch)p at tf = 40. Here ω0 = 1, µ0 = 0.2, γ0 = 0.02, η = 0.1, tf = 40,
and p = 0.3. The red dashed curve of the inset indicates the fidelity
between the target process Ω(ch)tf and the process matrix (34) vs. p.
The black delta symbol of the inset shows the fidelity between χˆ(tf)
and Ω(ch)tf vs. p. The green square symbol shows the fidelity between
χˆ(tf) and the process matrix (34) vs. p. All parameters of the inset
are the same as the main curve. (b) Fidelity vs. tf .
with 0 6 p 6 1. That is, the target dynamics at t = tf reads as
[Ω(ch)tf ]αβ = 2(1 − p)δα4δβ4 +
2p
3
(
δα1δβ1 + δα2δβ2 + δα3δβ3
)
,
(64)
where α, β = 1, 2, 3, 4. Hence we should find an optimal con-
trol field to maximize F [χ(tf),Ω(ch)tf ], where χ(tf) describes
the dynamics of this qubit due to the interaction with an en-
vironment and external field at a final time tf . The necessary
conditions for this optimal control field are the same as the
previous scenarios [see Eqs. (53) – (56)] but with
Λˆ(tf) =
Ω˜
(ch)
tf√
Tr[ χˆ(tf) χˆ†(tf)]
− Tr[ χˆ(tf)Ω˜
(ch)†
tf
] χˆ(tf)√
(Tr[ χˆ(tf) χˆ†(tf)])3
, (65)
where Ω˜(ch)tf ≡ Ω
(ch)
tf
/
√
Tr[Ω(ch)tf Ω
(ch) †
tf
]. One of these optimal
fields has been shown in Fig. 7(a) for tf = 40 and p = 0.3. The
fidelity between the optimal and the target processes is about
0.96, while the fidelity between the process obtained from Eq.
(34) at tf = 40 and the target process is about 0.7. The latter
fidelity has an exact form as
F [χ(tf),Ω(ch)tf ] =
3 − 2p + (3 − 4p) e−2γ0tf cos(ω0tf)√
6(4p2 − 6p + 3)(1 + e−4γ0tf )
, (66)
which has been plotted for tf = 40 and all p 6 1 in the inset
of Fig. 7(a) (red dashed curve). For a given final time tf , the
fidelity (66) has a maximum value as
Fmax(tf) = [
√
3(1 + e−4γ0tf )]−1/2 [2(1 + e−4γ0tf )
× (1 + e−2γ0tf cos(ω0tf) + e−4γ0tf cos2(ω0tf)) ]1/2, (67)
at p = (1/2)[1−e−2γ0tf cos(ω0tf)], which is an upper bound for
the performance of the environment to achieve the goal. By
comparing the optimized fidelity [black delta symbol in the
inset of Fig. 7(a)] with the fidelity between the optimal process
and the process matrix obtained from Eq. (34) [green square
symbol in the inset of Fig. 7(a)] as functions of p, for a fixed
final time, one can conclude that the optimization scenario
works fairly well around p = 1. On average the environment
can help simulate the depolarizing channel for any specified
final time tf , which can be observed from the red dashed curve
of Fig. 7(b). This curve shows the fidelity between the process
matrix due to (t) = 0 and the target process as a function of
the predetermined final time, for a given p. The damped
oscillating behavior of the fidelity is given by Eq. (66), which
converges to (3 − 2p)/
√
6(4p2 − 6p + 3) at large final times.
An optimal control field can enhance the performance of the
environment to simulate a target channel especially at small
final times [see the black delta symbol in Fig. 7(b)].
VI. ROBUSTNESS OF OPTIMAL FIELDS VS. NOISE
The optimal fields in the previous section are assumed to
be generated in a noise-free laboratory, where one can exactly
realize these fields. However, in real situations we may have
various noises which can affect the performance of the opti-
mal fields. Thus, the robustness analysis of these fields seems
imperative. We perform this by generating a random Gaus-
sian noise with the mean value m and the standard deviation
σ and adding this noise to the optimal field. Next we cal-
culate the fidelity between the target and optimal processes.
We repeat this several times for obtaining an averaged fidelity
from all realizations of the noise with this Gaussian probability
distribution—see Fig. 8. Comparison of this average fidelity
with the fidelity induced by the noise-free optimal field indi-
cates that the optimal fields obtained for the all three scenarios
are robust against such external noises.
VII. SUMMARY
We have obtained an equation of motion for the process ma-
trix associated with the dynamics of an open quantum system,
which holds under weak-coupling, Born-Markov, and secular
approximations. This equation is in the Lindblad form and
resembles the master equation for the density matrix of the
open system. We have illustrated this process master equation
8FIG. 8. (a) Averaged fidelity (red square symbol) between the target process Ω(D)tf and the noisy optimal process vs. tf (in the natural units).
Averaging has been performed on all realizations of a random Gaussian noise with mean valuem = 0 and standard deviation σ = 1. The black
delta symbol indicates the fidelity betweenΩ(D)tf and the noise-free optimal process for some fixed tfs. The red square symbol in the inset shows
the average fidelity vs. the standard deviation σ for a fixed final time tf = 40. Here ω0 = 1, µ0 = 0.2, γ0 = 0.02, and η = 1. (b) Similar to (a)
but the target process is the Hadamard gate. The symbols and the parameter values are same as (a) but for η = 0.1 andm = 0.1. (c) Similar to
(a) but the target process isD (ch)p with p = 0.3. The symbols and the parameter values are same as (a) but for η = 0.1.
for the pure dephasing and dissipation models acting on a sin-
gle qubit. Next, by using this equation, we have developed
an open-system optimal control framework where by local co-
herent manipulation of an open quantum system—through ap-
plying a control field—one can optimally implement quantum
operations on the system. In this framework, a target opera-
tion at a given final time is the objective, for which the suitable
optimal control field is given by optimizing a proper figure-
of-merit functional (e.g., operation fidelity), where physical
constraints have also been included. This framework can be
straightforwardly extended to situations where applying a con-
trol field on the system may also affect how the environment
acts on the system.
We have illustrated the utility of our framework in three
quantum control scenarios; decoherence suppression, gate
simulation, and passive environment engineering. In the gate
simulation scenario, the goal has been to suppress the effect
of the interaction with the environment such that in a given
time the evolution of the system is simply given by its own
Hamiltonian. In the gate simulation scenario, the goal has
been to force the system to evolve at a given time as closely
as possible to a given unitary gate. The passive environment
control scenario is an extension of the previous scenarios,
in which simply by applying coherent control fields we have
aimed to make the original environment (here dephasing) look
like another environment (depolarizing). Since these control
scenarios we have considered are limited to coherent control
of the system, without assuming the ability to manipulate the
environment, they are subjective to the shape of applicable
control fields, and may not achieve some operations with any
desired high fidelity. However, our framework on its own is
applicable to more general cases and can provide a feasible
approach accessible with any given set of control operations.
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Appendix A: Derivation of the process dynamical equation
Here we present the derivation of the dynamical equation of χ, based on the formal and microscopic approaches.
1. Formal approach
From Eq. (9) and by differentiating the process matrix, we can obtain a linear differential equation for this matrix as
dχαβ(t)
dt
= lim
h→0
1
h
(
χαβ(t + h) − χαβ(t)
) ≡ ∑N2µ,η=1[K t ]αβ,µη χµη(t), α, β = 1, . . . , N2, (A1)
9where χαβ(t + h) ≡ χαβ(t + h, t). From Eq. (10) we can write the time-dependent generator K t as
[K t ]αβ,µη = lim
h→0
1
h
(∑N2
λ,γ=1 χλγ(t + h)[Fλ]αµ[Fγ]∗βη − δαµδβη
)
(A2)
= lim
h→0
1
h
( 1
N
χN2N2 (t + h)δβηδαµ +
1√
N
∑N2−1
λ=1
(
χλN2 (t + h)δβη[Fλ]αµ + χN2λ(t + h)δαµ[Fλ]∗βη
)
+
∑N2−1
λ,γ=1 χλγ(t + h)[Fλ]αµ[Fγ]∗βη − δαµδβη
)
. (A3)
Now we introduce the coefficients aλγ(t) as
aN2N2 (t) ≡ lim
h→0
[χN2N2 (t + h) − N]/h, (A4)
aN2λ(t) ≡ lim
h→0
χN2λ(t + h)/h, λ = 1, . . . , N2 − 1, (A5)
aλγ(t) ≡ lim
h→0
χλγ(t + h)/h, λ, γ = 1, . . . , N2 − 1, (A6)
which leads to the following compact form for the components of the generator:
[K t ]αβ,µη = 1N aN2N2 (t)δβηδαµ +
1√
N
∑N2−1
λ=1 (aλN2 (t)δβη[Fλ]αµ + aN2λ(t)δαµ[Fλ]∗βη) +
∑N2−1
λ,γ=1aλγ(t)[Fλ]αµ[Fγ]∗βη . (A7)
We shall now obtain the coefficients aλγ(t) in terms of the operators belonging to the system Liouville space. Substituting
t0 → t and t → t + h into Eq. (7) and then separating the terms including KN2 = IS/
√
N from the others yield
1
N
aN2N2 (t)IS +
1√
N
∑N2−1
λ=1
(
aλN2 (t)Kλ + aN2λ(t)K†λ
)
+
∑N2−1
ξ,ν=1aξν(t)K†νKξ = 0, (A8)
where we have used the definition of the coefficients aξν(t) [see Eq. (A6)]. Now, we introduce the Hermitian operator
H˜(t) = 1
2i
(
M†(t) − M(t)), (A9)
where M(t) = 1√
N
∑N2−1
λ=1 aλN2 (t)Kλ. Now we can rewrite Eq. (A8) as
1
N
aN2N2 (t)IS + 2M†(t) − 2iH˜(t) +
∑N2−1
ξ,ν=1aξν(t)K†νKξ = 0. (A10)
After multiplying both sides of Eq. (A10) by Kλ (λ = 1, . . . , N2 − 1) and taking partial trace over the system S, we obtain
aN2λ(t) = i
√
N Tr[H˜(t)Kλ] −
√
N
2
∑N2−1
ξ,ν=1aξν(t)[Vξ ]νλ. (A11)
Moreover, by taking partial trace over the system from both sides of Eq. (A8), we obtain
aN2N2 (t) = −
∑N2−1
ν,ξ=1aνξ (t)δνξ . (A12)
Thus, by substituting Eqs. (A11) and (A12) into Eq. (A7), the components of the generator K t can be obtained as
[K t ]αβ,µη = − 1N
∑N2−1
ν,ξ=1aνξ (t)δνξδβηδαµ +
∑N2−1
λ,γ=1aλγ(t)
[
Fλ
]
αµ
[Fγ]∗βη − i
∑N2−1
λ=1 Tr[K†λH˜(t)][Fλ]αµδβη
+ i
∑N2−1
λ=1 Tr[KλH˜(t)][Fλ]∗βηδαµ −
1
2
∑N2−1
ν,ξ=1
∑N2−1
λ=1 aνξ (t)[Fξ ]∗νλ[Fλ]αµδβη
− 1
2
∑N2−1
ν,ξ=1
∑N2−1
λ=1 aξν(t)[Fξ ]νλ[Fλ]∗βηδαµ . (A13)
By using Eqs. (A6) and (6), we can prove
∑N2−1
ξ,ν=1υ
∗
ξaξν(t)υν = limh→0(1/h)
∑
λ,µ
 ∑N2−1
ξ=1 υ
∗
ξc(λµ)ξ (t + h)
2 > 0 for any
(N2 − 1)−dimensional vector υ and for any time t. Hence, (N2 − 1)−dimensional matrix a(t) = [aξν(t)] is positive semidefinite.
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By substituting Eq. (A13) into Eq. (A1), a set of coupled differential equations is obtained as
dχαβ(t)
dt
= − 1
N
∑N2−1
ξ,ν=1
∑N2
µ,η=1aξν(t)δνξδβηδαµ χµη(t) +
∑N2−1
ξ,ν=1
∑N2
µ,η=1aξν(t)[Fξ ]αµ[Fν]∗βη χµη(t)
− i∑N2µ,η=1∑N2λ=1Tr[K†λH˜(t)][Fλ]αµδβη χµη(t) − 12∑N2−1ξ,ν=1∑N2µ,η=1∑N2−1λ=1 aξν(t)[Fν]∗ξλ[Fλ]αµδβη χµη(t)
− 1
2
∑N2−1
ξ,ν=1
∑N2
µ,η=1
∑N2−1
λ=1 aξν(t)[Fξ ]νλ[Fλ]∗βηδαµ χµη(t) + i
∑N2
µ,η=1
∑N2
λ=1Tr[KλH˜(t)][Fλ]∗βηδαµ χµη(t), (A14)
where the upper limits of the summation over λ in the third and sixth terms have been changed to N2 because H˜(t) is a traceless
operator [see Eq. (A9)]. By using the orthonormality of the operator basis, the first term in Eq. (A14) is absorbed into the forth
and fifth terms by changing the upper limits of their summations over λ to N2. Hence Eq. (A14) can be rewritten as
dχαβ(t)
dt
=
∑N2−1
ξ,ν=1
∑N2
µ,η=1aξν(t)[Fξ ]αµ[Fν]∗βη χµη(t) − i
∑N2
µ,η=1
∑N2
λ=1Tr[K†λH˜(t)][Fλ]αµδβη χµη(t)
− 1
2
∑N2−1
ξ,ν=1
∑N2
µ,η=1
∑N2
λ=1aξν(t)[Fν]∗ξλ[Fλ]αµδβη χµη(t) −
1
2
∑N2−1
ξ,ν=1
∑N2
µ,η=1
∑N2
λ=1aξν(t)[Fξ ]νλ[Fλ]∗βηδαµ χµη(t)
+ i
∑N2
µ,η=1
∑N2
λ=1Tr[KλH˜(t)][Fλ]∗βηδαµ χµη(t). (A15)
Equation (A15) can still be brought into a more compact form. By expanding the Hermitian operator H˜(t) in terms of the
operator basis [Kλ]N2λ=1 as H˜(t) =
∑N2
λ=1Tr[K†λH˜(t)]Kλ, it is straightforward to prove the following equality:∑N2
λ=1Tr[K†λH˜(t)][Fλ]αµ = Tr[K†αH˜(t)Kµ]. (A16)
After some algebra, we also obtain another useful relation,∑N2
λ=1[Fν]∗ξλ[Fλ]αµ =
∑N2
λ=1Tr[K†λK†νKξ ]Tr[K†αKλKµ] = Tr[K†αK†νKξKµ]
=
∑N2
λ=1Tr[K†λKνKα]∗ Tr[K†λKξKµ] =
∑N2
λ=1[Fν]∗λα[Fξ ]λµ
= [F†ν Fξ ]αµ, (A17)
where we have used K†νKξ =
∑N2
λ=1Tr[K†λK†νKξ ]Kλ and KξKµ =
∑N2
λ=1Tr[K†λKξKµ]Kλ. Thus, by using Eqs. (A16) and (A17),
one can get another form for Eq. (A15) as
dχαβ(t)
dt
=i
∑N2
η=1 χαη(t)Tr[K†η H˜(t)Kβ] − i
∑N2
µ=1Tr[K†αH˜(t)Kµ]χµβ(t) +
∑N2−1
ξ,ν=1
∑N2
µ,η=1aξν(t)[Fξ ]αµ χµη(t)[F†ν ]ηβ
− 1
2
∑N2−1
ξ,ν=1
∑N2
µ=1aξν(t)[F†ν Fξ ]αµ χµβ(t) −
1
2
∑N2−1
ξ,ν=1
∑N2
η=1aξν(t)χαη(t)[F†ν Fξ ]ηβ . (A18)
After introducing the N2−dimensional matrix G(t) as in Eq. (25), the compact final form (27) is obtained.
2. Microscopic approach
The derivation of the master equation of the reduced density matrix based on the microscopic approach has been discussed in
detail in the literature [1]. In this approach, one should apply the Born-Markov and secular approximations to obtain a dynamical
map for the reduced density matrix, which fulfills the divisibility condition (8). In the Born-Markov approximation, the time
scale τB of decaying the environment correlation functions is small compared to the relaxation time τR of the reduced system,
i.e., τB  τR. This means that the environment rapidly relaxes before the state of the reduced system changes significantly. This
approximation leads to a local dynamical equation for the reduced system. According to the secular approximation approximation,
the time scale τS over which the reduced system evolves intrinsically is smaller than the relaxation time of the reduced system.
By applying these approximations to the dynamics of the total system, one can obtain the time-independent generator L of the
time evolution of the reduced density matrix which its components are given by
[L]i j,mn = − iH ′imδnj + iH ′njδmi +
∑
ω
∑
ξ,νγξν(ω)
(
[Aν(ω)]im[A†ξ (ω)]nj −
1
2
[A†ξ (ω)Aν(ω)]imδnj
− 1
2
[A†ξ (ω)Aν(ω)]njδim
)
, i, j,m, n = 1, . . . , N, (A19)
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where the system operator Aξ (ω) and the coefficients γξν(ω) have been defined already in Sec. II. In addition, the Hermitian
operator H ′ is sum of the system Hamiltonian and Lamb-shift correction, H ′ = HS + HLamb. We obtain a set of coupled linear
differential equations for the components of the dynamical map [E(t)]i j,rs (i, j, r, s = 1, . . . , N) as
d[E(t)]i j,rs
dt
=
∑N
m,n=1[L]i j,mn[E(t)]mn,rs . (A20)
The dynamical map and the process matrix components are related together by means of Eq. (5) as
[E(t)]mn,rs = ∑N2α,β=1 χαβ(t)[Kα]mr [K†β]sn. (A21)
By substituting Eqs. (A19) and (A21) into Eq. (A20), we can obtain the following equality:∑N2
α,β=1
dχαβ(t)
dt
[Kα]ir [K†β]s j = − i
∑N2
α,β=1 χαβ(t)[H ′Kα]ir [K†β]s j + i
∑N2
α,β=1 χαβ(t)[Kα]ir [K†βH ′]s j
+
∑N2
α,β=1
∑
ω
∑
µ,λγµλ(ω)χαβ(t)[Aλ(ω)Kα]ir [K†βA†µ(ω)]s j −
1
2
∑N2
α,β=1
∑
ω
∑
µ,λ
× γµλ(ω)χαβ(t)[A†µ(ω)Aλ(ω)Kα]ir [K†β]s j −
1
2
∑N2
α,β=1
∑
ω
∑
µ,λγµλ(ω)χαβ(t)
× [K†βA†µ(ω)Aλ(ω)]s j[Kα]ir . (A22)
By multiplying both sides of Eq. (A22) by [K†ξ ]ri[Kν]js and then summation over i, j, r, s = 1, . . . , N , we find a linear differential
equation for any component of the process matrix,
dχξν(t)
dt
= − i∑N2α=1 χαν(t)Tr[K†ξH ′Kα] + i∑N2β=1 χξβ(t)Tr[K†βH ′Kν] +∑N2α,β=1∑ω∑µ,λ
γµλ(ω)χαβ(t)Tr[K†ξ Aλ(ω)Kα]Tr
[
K†βA
†
µ(ω)Kν
] − 1
2
∑N2
α=1
∑
ω
∑
µ,λγµλ(ω) χαν(t)
× Tr[K†ξ A†µ(ω)Aλ(ω)Kα] − 12∑N2β=1∑ω∑µ,λγµλ(ω)χξβ(t)Tr[K†βA†µ(ω)Aλ(ω)Kν], (A23)
where we have used the orthonormality condition for the operator basis. By using the expansion Aλ(ω)Kν =∑N2
η=1Tr[K†ηAλ(ω)Kν]Kη in the forth and fifth terms of Eq. (A23), we can rewrite this equation as
dχξν(t)
dt
= − i∑N2α=1Tr[K†ξH ′Kα] χαν(t) + i∑N2β=1 χξβ(t)Tr[K†βH ′Kν] +∑N2α,β=1∑ω∑µ,λγµλ(ω)Tr[K†ξ Aλ(ω)Kα]
× χαβ(t)Tr[K†βA†µ(ω)Kν] −
1
2
∑N2
α,η=1
∑
ω
∑
µ,λγµλ(ω)Tr[K†ξ A†µ(ω)Kη]Tr[K†ηAλ(ω)Kα]χαν(t)
− 1
2
∑N2
β,η=1
∑
ω
∑
µ,λγµλ(ω) χξβ(t)Tr[K†βA†µ(ω)Kη]Tr[K†ηAλ(ω)Kν]. (A24)
This is, indeed, the same as Eq. (26).
Appendix B: Necessary conditions for the optimal control
Here we derive the set of necessary conditions [Eqs. (44)] for the dynamical control of an open quantum system in more detail.
We need to obtain a control field which optimizes the performance measure (38) such that the system evolves according to the
process master equation. To this end, we introduce the functional
Ja = Y[χ(tf), tf] +
∫ tf
0 dt
(G[χ(t), (t), t] + Tr[Λ(t){K  (t)[χ(t)] − Ûχ(t)}] ), (B1)
where dot denotes time derivative. If it is assumed that Y is a differentiable functional, one can write it as
Y [χ(tf), tf ] = Y[χ(0), 0] + ∫ tf
0
dt
(
Tr
[ ∂Y[χ(t), t]
∂ χT (t) Ûχ(t)
]
+
∂Y[χ(t), t]
∂t
)
, (B2)
where we have used the chain rule for ddtY
[
χ(t), t] . By using Eq. (B2), we can write an augmented functional Ja as
Ja =
∫ tf
0 dt Ga[χ(t), Ûχ(t),Λ(t), (t), t], (B3)
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where the functional Ga is defined as
Ga[χ(t), Ûχ(t),Λ(t), (t), t] ≡ G[χ(t), (t), t] + Tr
[
Λ(t){K (t)[χ(t)] − Ûχ(t)}
]
+ Tr
[ ∂Y[χ(t), t]
∂ χT (t) Ûχ(t)
]
+
∂Y[χ(t), t]
∂t
. (B4)
Since χ(0) is assumed fixed, then the term Y[χ(0), 0] has been eliminated from the functional Ja. Here, we assume that the
predetermined final time tf is either specified or free. Thus, variation of the functional Ja becomes
δJa =
∫ tf+δtf
0 Ga[ χˆ(t) + δχ(t), Ûˆχ(t) + δ Ûχ(t), Λˆ(t) + δΛ(t), ˆ(t) + δ(t), t] dt −
∫ tf
0 Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t] dt
=
∫ tf
0 dt
{
Ga[ χˆ(t) + δχ(t), Ûˆχ(t) + δ Ûχ(t), Λˆ(t) + δΛ(t), ˆ(t)] − Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
}
+
∫ tf+δtf
tf
Ga[ χˆ(t) + δχ(t), Ûˆχ(t) + δ Ûχ(t), Λˆ(t) + δΛ(t), ˆ(t) + δ(t), t] dt, (B5)
where δχ(t), δ Ûχ(t), δΛ(t), and δ(t) are the variations of the process matrix, its time derivative, Lagrange multiplier, and the
external field, respectively. Expanding the first integrand of Eq. (B5) in Taylor series at χˆ(t), Ûˆχ(t), Λˆ(t), and ˆ(t) leads to
δJa =
∫ tf+δtf
tf
Ga[ χˆ(t) + δχ(t), Ûˆχ(t) + δ Ûχ(t), Λˆ(t) + δΛ(t), ˆ(t) + δ(t), t] dt
+
∫ tf
0
{
Tr
[ ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ χT (t) δχ(t)
]
+ Tr
[ ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ ÛχT (t) δ Ûχ(t)
]
+ Tr
[ ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ΛT (t) δΛ(t)
]
+
∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂(t) δ(t)
}
dt, (B6)
where we have only kept terms of the order of δχ(t), δ Ûχ(t), δΛ(t), and δ(t). The first integral can be simplified by using the
relation
∫ a+δa
a
f (x) dx ≈ f (a) δa, and integration by parts yet simplifies the term containing δ Ûχ(t), whence
δJa =Ga
[
χˆ(tf) + δχ(tf), Ûˆχ(tf) + δ Ûχ(tf), Λˆ(tf) + δΛ(tf), ˆ(tf) + δ(tf), tf
]
δtf + Tr
[ ∂Ga[ χˆ(tf), Ûˆχ(tf), Λˆ(tf), ˆ(tf), tf]
∂ ÛχT (t) δχ(tf)
]
+
∫ tf
0
dt
{
Tr
[ ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ χT (t) δχ(t)
]
+
∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂(t) δ(t)
− Tr
[ d
dt
{
∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ ÛχT (t)
}
δχ(t)
]
+ Tr
[ ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ΛT (t) δΛ(t)
]}
, (B7)
where we have used δχ(0) = 0. After expanding the first term of Eq. (B7) in Taylor series around the optimal solution ( χˆ(t),
Ûˆχ(t), Λˆ(t), ˆ(t)) and then neglecting higher order terms, one can write this equation as
δJa =Ga[ χˆ(tf), Ûˆχ(tf), Λˆ(tf), ˆ(tf), tf] δtf + Tr
[ ∂Ga[ χˆ(tf), Ûˆχ(tf), Λˆ(tf), ˆ(tf), tf]
∂ ÛχT (t) δχ(tf)
]
+
∫ tf
0
dt
{
Tr
[ ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ χT (t) δχ(t)
]
+
∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂(t) δ(t)
− Tr
[ d
dt
( ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ ÛχT (t)
)
δχ(t)
]
+ Tr
[ ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ΛT (t) δΛ(t)
]}
. (B8)
We note that δχ(tf) = χ(tf) − χˆ(tf) = δχf − Ûˆχ(tf) δtf , where δχf = χ(tf + δtf) − χˆ(tf). This yields
δJa =Ga
[
χˆ(tf), Ûˆχ(tf), Λˆ(tf), ˆ(tf), tf
]
δtf + Tr
[ ∂Ga[ χˆ(tf), Ûˆχ(tf), Λˆ(tf), ˆ(tf), tf]
∂ ÛχT (t) δχf
]
− Tr
[ ∂Ga[ χˆ(tf), Ûˆχ(tf), Λˆ(tf), ˆ(tf), tf]
∂ ÛχT (t)
Ûˆχ(tf)
]
δtf
+
∫ tf
0
dt
{
Tr
[ ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ χT (t) δχ(t)
]
+
∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂(t) δ(t)
− Tr
[ d
dt
( ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ ÛχT (t)
)
δχ(t)
]
+ Tr
[ ∂Ga[ χˆ(t), Ûˆχ(t), Λˆ(t), ˆ(t), t]
∂ΛT (t) δΛ(t)
]}
. (B9)
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FIG. 9. Fidelity between the process matrix χ(tf) and the desired terminal process Ω(D)tf (the latter corresponding to a unitary at a given final
time tf for an open system) as a function of the iteration number n. Here ω0 = 1, µ0 = 0.2, γ0 = 0.02, η = 1, and tf = 80.
One can easily verify the following relation:∫ tf
0
dt
{
Tr
[ { ∂
∂ χT (t)Tr
[ ∂Y[χ(t), t]
∂ χT (t) Ûχ(t)
]}
δχ(t)
]
+ Tr
[ { ∂2Y[χ(t), t]
∂ χT (t)∂t
}
δχ(t)
]
− Tr
[ d
dt
{
∂
∂ ÛχT (t)Tr
[ ∂Y[χ(t), t]
∂ χT (t) Ûχ(t)
]}
δχ(t)
]}
= 0. (B10)
By substituting Eq. (B4) into Eq. (B9) and then using Eq. (B10), we obtain the final form of δJa as
δJa =
∫ tf
0
dt
(
Tr
[ ∂G[ χˆ(t), ˆ(t), t]
∂ χT (t) δχ(t)
]
+ Tr
[ ∂Tr[Λˆ(t)Kˆ (t)[ χˆ(t)]]
∂ χT (t) δχ(t)
]
+ Tr
[ dΛˆ(t)
dt
δχ(t)
]
+
∂G[ χˆ(t), ˆ(t), t]
∂(t) δ(t) +
∂Tr
[
Λˆ(t)Kˆ (t)[ χˆ(t)]
]
∂(t) δ(t) + Tr
[ {
Kˆ (t)[ χˆ(t)] − Ûˆχ(t)
}
δΛ(t)] )
+
(
G[ χˆ(tf), ˆ(tf), tf] + ∂Y[ χˆ(tf), tf]
∂t
)
δtf + Tr
[
Λˆ(tf)Kˆ (t)[ χˆ(tf)]
]
δtf + Tr
[ ∂Y[ χˆ(tf), tf]
∂ χT (t) δχf
]
− Tr[Λˆ(tf) δχf ] . (B11)
Based on the fundamental theorem of the calculus of variations, δJa should be zero provided that there are no bounds on the
Vfield and χ [52]. Thus, the following necessary conditions need to be satisfied by the optimal solution:
d χˆ(t)
dt
= K ˆ (t)[ χˆ(t)],
dΛˆ(t)
dt
= −K †
ˆ (t)[Λˆ(t)] −
∂G[ χˆ(t), ˆ(t), t]
∂ χT (t) ,
∂G[ χˆ(t), ˆ(t), t]
∂(t) +
∂Tr
[
Λˆ(t)K ˆ (t)[ χˆ(t)]
]
∂(t) = 0, (B12)
for any t ∈ [0, tf) and(
G[ χˆ(tf), ˆ(tf), tf] + ∂Y[ χˆ(tf), tf]
∂t
+ Tr
[
Λˆ(tf)Kˆ (t)[ χˆ(tf)]
] )
δtf + Tr
[( ∂Y[ χˆ(tf), tf]
∂ χT (t) − Λˆ(tf)
)
δχf
]
= 0, (B13)
at t = tf . By defining the pseudo-Hamiltonian H as in Eq. (41), one can express these conditions as in Eqs. (42) – (44).
Appendix C: The Krotov iterative method
One needs to use iterative methods such as the Krotov method to solve Eqs. (47) – (51). The necessary steps to achieve the
optimal solution by using this method are listed below [21, 22, 41–43].
(i) Starting with an initial (guess) value for the external field  (0)(t).
(ii) Solving ddt χ
(n)(t) = K  (n)(t)[χ(n)(t)] for n = 0, 1, . . . and 0 6 t 6 tf , with the condition [χ(n)(0)]αβ = NδαN2δβN2 .
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(iii) Calculating Λ(n+1)(tf) by using the following equation and χ(n)(tf) (obtained from step (ii)):
Λ(n+1)(tf) = Ω˜tf√
Tr[χ(n)(tf)χ(n)†(tf)]
− Tr[χ
(n)(tf)Ω˜†tf ]χ(n)(tf)√
(Tr[χ(n)(tf)χ(n)† (tf)])3
.
where Ω˜tf ≡ Ωtf/
√
Tr[ΩtfΩ†tf ].
(iv) Solving ddtΛ
(n+1)(t) = −K ]
 (n+1)(t)[Λ(n+1)(t)], to obtain the Lagrange multiplier Λ(n+1)(t) for t = tf to t = 0, with the
boundary condition obtained from step (iii) and simultaneously calculating the external field  (n+1)(t) in the new iteration
by using  (n+1)(t) =  (n(t) + ∆ (n)(t), where the field correction is defined as
∆ (n)(t) = − f (t)
2η
Im
[
Tr
[[Φ, χ(n)(t)]Λ(n+1)(t)] ] .
(v) Going back to step (ii) with  (n+1)(t), if the convergence has not occurred yet.
(vi) Repeating the procedure until the convergence occurs.
To prevent saturation, we have used Eq. (51) as a field correction rather than using it as the field itself. In the implementation
of the Krotov method, we have used the fourth-order Runge-Kutta method to solve the differential equations. As Fig. 9 shows,
the fidelity between the process matrix at t = tf obtained from step (ii) and the target process matrix improves by iteration, and
is almost saturated quickly after several iterations.
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