Abstract. In this paper, a nonconforming discretization method for the frictional contact between two bodies subjected to antiplane shear deformation is considered. The method is based on a mixed variational formulation where for the discretization of the Lagrange multiplier dual basis functions are used. Under some regularity assumptions on the solution, an optimal a priori error estimate is obtained. To solve the discrete nonlinear problem an inexact primal-dual active set strategy is introduced. Finally, numerical examples confirming the theoretical result for the a priori error estimate and illustrating the performance of the algorithm are presented. The results can easily be generalized to the case of Coulomb friction, and a numerical example is given.
1. Introduction. The mechanical model used in this paper involve the particular type of deformation that a solid can undergo, the antiplane shear deformation. For a cylindrical body subject to antiplane shear, the displacement is parallel to the generators of the cylinder and is independent of the axial coordinate. The displacement field is described by a scalar function and therefore the governing equations and boundary conditions are quite simple. The antiplane shear (or longitudinal shear, generalized shear) may be viewed as complementary to the plane strain deformation, and represents the Mode III, fracture mode for crack problems. This model was considered by many authors, see for instance [BHP02, HMM02, Hor95, HS01, HS04, Kno76, Kno77, MMS01]. An excellent reference concerning the antiplane shear deformation in solid mechanics is the review article [Hor95] , where modern developments for the antiplane shear model and its applications are described for both linear and nonlinear solid mechanics. Note that in [HMM02, MMS01] quasistatic antiplane contact problems were considered, and the study was made within the framework of variational inequalities. For the basics in the theory of variational inequalities we refer to [GLT81, Glo84] .
In this paper, we study the antiplane shear deformation of two elastic bodies in frictional contact on their common boundary. To model the friction, we use Tresca's law; a description of this law can be found in [DL76, Pan85] and very recently in [HS02, SST04] . Our study is based on a mixed variational formulation with dual Lagrange multipliers, the well-possednes of this weak formulation being guaranteed by arguments in the saddle point theory; details on the saddle point theory and its applications can be found, e.g., in [Bra97, BF91, ET76, Hcc96] . To discretize our frictional problem, we use a mortar technique on nonconforming meshes. For mortar techniques with standard Lagrange multipliers, we refer to [BR03, BHL99, CHLS01, Hil00, HL02] . Mortar techniques with dual Lagrange multipliers were recently used in [HW05b, HW05a] , within the framework of frictionless unilateral multibody contact problems. To solve the resulting nonlinear algebraic form of the discrete problem, we use a primal-dual active set strategy based on [Sta04] . The use of dual Lagrange multipliers allows us to combine this method with an optimal multigrid solver, see [WK03] , and we obtain an inexact method. This approach results in an efficient iterative solver for the nonlinear problem with a negligible additional effort compared to solving a linear problem.
The structure of this paper is the following one. In Section 2, we describe the frictional antiplane contact problem involving two elastic bodies, and we provide a week formulation. In Section 3, we propose a nonconforming discretization method based on dual Lagrange multipliers, see [Woh00] . We obtain an optimal a priori error estimate of order h 1/2 + ν, 0 < ν ≤ 1 2 , for the solution and for the Lagrange multiplier if the solution is regular enough. In Section 4, the inexact primal-dual active set algorithm is presented. Finally, numerical examples confirming our theoretical results and illustrating the performance of our algorithm are given in Section 5. Section 6 contains the generalization of our algorithm to the case of Coulomb friction.
2. An antiplane frictional contact problem. Let us consider two deformable solids, B m , B s ⊂ R 3 , that are cylinders, having the generators parallel to the x 3 -axis, of a rectangular cartesian coordinate system Ox 1 x 2 x 3 . The subscripts m and s are motivated by the presence of the mortar setting in the numerical analysis of our model. Everywhere below, we will use a superscript k to indicate that a quantity is related to the cylinder B k , k = m, s. We assume that the bodies are homogeneous, isotropic and elastic media; more precisely, we will use the constitutive law
where
and Id is the unit tensor in R 3 . Moreover, we assume that the generators are sufficiently long so that end effects in the axial direction are negligible. Let us denote by Ω k a cross-section, which is a domain in R 2 . Thus, B k = Ω k × (−∞, +∞). For each domain Ω k , we assume that its boundary Γ k is Lipschitz continuous and is divided into three disjoint measurable parts Γ 
We load the solid in a special way, as follows,
The unit outward normal on
) and is defined a.e.. We note that on Γ 3 ,
For a vector v k , we denote by v k n and v k τ its normal and tangential parts on the boundary, given by v
respectively. The body forces (2.2) and the surface tractions (2.3) would be expected to give rise to a deformation of the elastic cylinder B k , such that the displacement u k is of the form
Consequently, keeping in mind (2.1), the Cauchy stress vector on Γ k × (−∞, +∞) is given by
where, as usual, ∂ n u k := ∇u k · n k . Moreover, we note that
According to the physical setting, we have
Finally, we have to describe the frictional contact condition on Γ 3 × (−∞, +∞). Everywhere in the sequel, we will use | · | to denote the Euclidean norm on IR d , d = 1 or 3. Since u s n = u m n = 0, on Γ 3 × (−∞, +∞) the contact is bilateral. Let us model the friction using Tresca's law,
where g is a given function, called friction bound. We note that u
In addition, we have
Using (2.6)-(2.9) and keeping in mind (2.4)-(2.5), the study of our 3D mechanical model reduces to the study of the following mathematical problem.
Problem 2.1. Find the displacement fields u k : Ω → R, k = m, s, such that
13)
and the friction law
holds.
In the study of Problem 2.1, we assume:
In order to obtain a weak formulation for Problem 2.1, we introduce the Hilbert space
endowed with the inner product given by
and the associated norm,
which is equivalent with · 1,Ω k . Let us consider the product space V := V m × V s and let a : V × V → R be the bilinear form
Clearly, this form is continuous with the continuity constant M a = µ m + µ s and V -elliptic, with the V -ellipticity constant m a = min{µ
due to Green's formula, for regular functions u m and u s satisfying (2.11)-(2.13), we get
Keeping in mind (2.10), we define a Lagrange multiplier λ in M :
where ·, · Γ3 denotes the duality pairing. Furthermore, we introduce a nonempty closed convex set,
Clearly, λ ∈ Λ and we can rewrite (2.17) as
where [v] denotes the jump defined on Γ 3 by
Let us denote by b : V × M → R, the bilinear and continuous form
Keeping in mind the properties of the trace operator, it can be shown that the form b(·, ·) satisfies the inf-sup property: there exists a constant α > 0 such that
where · M denotes the natural norm of (H 1/2 (Γ 3 )) . The friction law (2.14) leads to the identity
Taking into account the definition of λ, (2.18), the definition of b(·, ·), (2.21), and the definition of Λ, (2.19), we can write
Consequently, we get the inequality
Combining this, (2.20) and (2.21), we obtain the following weak formulation of Problem 2.1. Problem 2.2. Find u ∈ V and λ ∈ Λ such that
The well-possedness of Problem 2.2 is given by the following theorem. Theorem 2.1. Assume that (2.15) and (2.16) hold. Then, there exists a unique solution (u, λ) ∈ V × Λ of Problem 2.2. Moreover, if f 1 , f 2 are elements in V corresponding to the sets of data (f 0 , f 2 ) 1 , (f 0 , f 2 ) 2 , respectively, we have the stability result,
where (u 1 , λ 1 ), (u 2 , λ 2 ) are the solutions of Problem 2.2 corresponding to f 1 , f 2 ∈ V, respectively. In order to prove the existence and the uniqueness of the solution of Problem 2.2, we can use Theorem 3.11 in [Hcc96] . The stability result can be obtained by standard techniques and using the inf-sup property of the bilinear form b(·, ·).
3. Nonconforming discretization and optimal a priori error estimates. In this section, we give the discretization of Problem 2.2, and we derive an optimal a priori error estimate for the discretization error. To do so, we introduce a suitable basis transformation of our nodal finite element basis. Let us assume that the bodies Ω k , k = m, s, are polygonal domains. To approximate V , we use lowest order finite elements on simplicial or quadrilateral triangulations. The finite element space associated with the shape regular triangulation T h,Ω k is denoted by S 1 (Ω k , T h,Ω k ). The meshsize h is defined by the maximal diameter of the elements in T h,Ω m and T h,Ω s . For simplicity, we assume that Γ k 1 , k = m, s, and Γ 3 can be written as union of edges, Γ 3 both from the triangulation T h,Ω s of the slave side and from the triangulation T h,Ω m of the master side. Before introducing the discrete spaces, we decompose the set of all vertices into three disjoint sets S, M and N . By the first subset S, we denote all vertices on Γ 3 of the triangulation T h,Ω s on the slave side, by M all vertices on Γ 3 of the triangulation T h,Ω m on the master side. The set N contains all remaining ones. Then we have for the discrete spaces
and we define
For the discretization of the Lagrange multiplier space we use dual shape functions, introduced in [Woh00] . In the case of linear or bilinear finite elements in 2D, the dual basis functions are associated with the vertices. We use discontinuous piecewise linear functions having value two at the associated vertex and value minus one at the two neighbor vertices as basis functions. We denote this discrete Lagrange multiplier space by M h = span{ψ p , p ∈ S}, where ψ p denotes the basis function associated with the vertex p. Then the biorthogonality of the basis functions yields
where φ q are the standard nodal basis functions of S 1 (Ω s , T h,Ω s ) associated with the vertex q. The finite element space V h can be written in terms of the standard finite element basis φ as V h = span{φ p , p ∈ S ∪ M ∪ N }. Additionaly to the basis φ, we introduce the constrained finite element basisφ, see [WK03] . To introduce these basis functions, we define the entries of the coupling matrices D and M between the finite element basis functions φ p and the basis functions for the Lagrange multiplier space ψ p by
Due to the biorthogonality (3.1), the matrix D is diagonal. In terms ofM := D −1 M , we obtain the constrained basisφ of V h from the nodal basis φ of V h by the transformationφ
We note that only basis functions associated with a node p ∈ M are changed, and that by definition
For simplicity of notation, we use the same symbol for a function in V h and M h as for its algebraic representation with respect to the nodal basis. Let v h be the algebraic representation of an element v h ∈ V h with respect to the basis φ and letv h be the corresponding algebraic representation with respect to the constrained basisφ. Then we have the relation v h = Q v h . Now, after an easy computation, taking into account the biorthogonality (3.1), we get
Before introducing the discrete set Λ h for the admissible Lagrange multiplier, we define for v h ∈ V h the restriction to the slave side of the interface Γ 3 by
Now we define the discrete convex set Λ h by
where the mesh dependent absolute value |v h,S | h of the function v h,S is given by
We remark that in general |v h,S | h = |v h,S |. Everywhere below in this section, we assume that g is a strictly positive constant. In this case, the convex set Λ h can be equivalently written as
The discrete formulation of Problem 2.2 is the following. Problem 3.1. Find u h ∈ V h and λ h ∈ Λ h such that
Using the discrete inf-sup property for the spaces M h and V h , see, e.g., [Woh00] , we get the existence and the uniqueness of the solution. In order to obtain an optimal a priori error estimate, several lemmas will be proved. We note that Λ h ⊂ Λ. Before presenting the first lemma, we have to consider for a function v h ∈ V h the discrete jumpv h,S on the interface Γ 3 in the constrained basis and its mesh dependent absolute value byv
respectively. Now we can prove the following lemma.
Lemma 3.1. Let (u, λ) be the solution of Problem 2.2 and (u h , λ h ) the solution of Problem 3.1. Then we have
Proof. In order to prove the first equality, we define µ ∈ M by
Thus, we have µ ∈ Λ. Using the definition of Λ and taking into account that
we can write
Keeping in mind (2.21), we have the first relation. In order to prove the second equality, we consider ζ h = p∈S g sgn(û p ) ψ p . Obviously, we have ζ h ∈ Λ h . Due to the relation
Using the biorthogonality relation of the basis function (3.1), we get
From this, we obtain
Taking into account (2.21) and the definition of Λ h , we have
Combining the last inequalities, we deduce the second relation.
Furthermore, the following result holds. Lemma 3.2. Let (u, λ) ∈ V × Λ be the solution of Problem 2.2 and let (u h , λ h ) ∈ V h × Λ h be the solution of the discrete Problem 3.1. Then there exists a positive constant C independent of the meshsize h, such that for all
Proof. The proof follows directly from the arguments given in [HL02] . For the convenience of the reader, we adapt the proof to our situation and take into account the different definition of Λ and Λ h . Evaluating a(u − u h , u − u h ), we find for v h ∈ V h the relation
Due to the V -ellipticity of a(·, ·) and continuity of a(·, ·) and b(·, ·), we deduce from this evaluation, using a trace theorem, the following inequality,
Here and below, we denote by C a positive constant independent of the meshsize, whose value may change from place to place. Using Lemma 3.1, we can write for the last term in the previous estimate
and from this, since b(u h , λ) ≤ Γ3 g|û h,S | ds and |û h,S | ≤ |û h,S | h , we deduce
On the other hand, taking into account the inf-sup property of the form b(·, ·), we find
and, using the triangle inequality, we can write
We conclude our proof using (3.5), (3.6) and (3.7).
To estimate the first two terms in the right side of the inequality of Lemma 3.2, we use the approximation properties of the spaces V h and M h . In addition, we have to estimate the residual term b(u, λ h − λ). To this end, we denote γ sl := supp [u] ⊂ Γ 3 , γ st := Γ 3 \γ sl , and we introduce the sets
Everywhere below we will use the following assumption. Assumption 3.1. The number of points in W is finite.
The minimum distance between the elements in W is denoted by a, i.e.,
where N w denotes the number of points in W. By Assumption 3.1, N w < ∞ and thus a > 0. For h < a 2 =: h 0 , we find between two neighbor points in W at least two vertices in S. Then the following lemma holds.
Lemma 3.3. Let (u, λ) ∈ V × Λ be the solution of Problem 2.2 and let (u h , λ h ) ∈ V h × Λ h be the solution of Problem 3.1. Under Assumption 3.1 and the regularity assumption
Let us consider the setS,
For this set, we consider the following disjoint decompositioñ
and p j(w) is on the left side of w , S r := p ∈ S : ∃ w ∈ W 0 s.t. p = p j(w) and p j(w) is on the right side of w ; see Figure 3 .1 for an example of an element in S * and Figure 3 .2 for an example of an element in S l . Let I h be the standard interpolation operator on Γ 3
and letĨ h be a modified interpolation operator such that
see, e.g., Figure 3 .1 and Figure 3 .2. In order to simplify the writing, everywhere below we will use the short notation p j±l instead of p j(w)±l , for l ∈ {0, 1, 2}. We note that 0 < s l , s r ≤ 1 2 . Moreover, the following identity takes place on Γ 3 ,
Finally, we introduce the Lagrange interpolation operatorÎ h with respect to the nodes S\(S l ∪ S r ) ∪ W 0 . Due to the shape regularity of the grid given by the nodes in S, and because of 0 < s l , s r ≤ 1 2 , the new grid is also shape regular. Let us evaluate b(u, λ h − λ) using the interpolation operators introduced before. Firstly, using I h andĨ h , we can write,
For the first term in the right side of the previous inequality, we get
and from this, we obtain
In order to evaluate the second term, we use the inverse inequality to write
and from this, we find
(3.11)
We note that for each p j ∈ S * we have
[u]
Let p j be an element in S l and let us evaluate
. Firstly, we note that
Furthermore we have
and from this, we obtain the identity,
(3.12) Since 0 < s l ≤ 1 2 and (3.12), we get
Now we deduce
Using the triangle inequality and the estimates for Lagrange interpolation operators, we find
In a similar way, for each p j in S r , we can also find the estimate (3.13). In order to estimate the last term in (3.11), let us introduce the following notation,
We note that, for each p j ∈ S * l , 
and, for each point p j ∈ S * r ,
Using this last estimates for each p j ∈ S * and (3.13) for each p j ∈ S r ∪S l , by summing and using a trace theorem, we get
In a last step, we show
Firstly, we can find a constant δ > 0 such that
Using (3.8) we can write on Γ 3
Taking into account Lemma 3.1, we get
On the other hand, we have
and due to the definition of Λ, we obtain
Using (3.17)-(3.20), we deduce that in (3.19) and (3.20) we can write identities. Since δ > 0 we get
Now, let us write λ h as a linear combination of the dual basis functions ψ p andĨ h [u] as a linear combination of the standard basis functions φ p ,
Keeping in mind (3.1) and (3.21), we obtain
If we consider the subsets of Γ 3 defined by
taking into account (3.8), we deduce that
(3.23)
From this, using (3.22), we can write
Keeping in mind (3.4) and (3.23), we get (3.16), i.e., the last term in the right side of the inequality (3.9) is negative. Taking into account (3.9)-(3.16) we conclude Lemma 3.3.
Based on the results obtained in Lemma 3.2 and Lemma 3.3 and using the well known approximation properties for the spaces V h and M h , by applying Young's inequality, the following theorem holds.
Theorem 3.4. Let (u, λ) ∈ V ×Λ be the solution of Problem 2.2 and let (u h , λ h ) ∈ V h × Λ h be the solution of Problem 3.1. Under Assumption 3.1 and the regularity assumption
we then have the a priori error estimate
for a positive constant C independent of the meshsize h < h 0 .
4. Inexact primal-dual active set strategy. In this section, we present our algorithm to solve the discrete nonlinear Problem 3.1. We use an inexact primal-dual active set strategy. Primal-dual active set strategies for problems with friction were also considered in [Sta04] . In contrast to [Sta04] , we do not use a penalty parameter and use a different nonlinear complementary function. Let u h ∈ V h and λ h ∈ Λ h be the solution of the discrete Problem 3.1. For the discrete solution (u h , λ h ) of Problem 3.1, we get due to λ h ∈ Λ h from the definition of the space Λ h , see (3.3), the condition
where the scaled value λ p,s of λ p is given by λ p,s := λ p D[p, p]. In terms of Lemma 3.1, the inequality condition of Problem 3.1 results for g > 0 in the algebraic system
We decompose S into two disjoint sets such that |λ p,s | = g p for p ∈ A,û p = 0 for p ∈ I (4.3) and we call A active set and I inactive set. We observe that the nonlinear constraints (4.1) and (4.2) are the discrete constraints of (2.14). The constraints (4.1) and (4.2) can at each point with λ p = 0 equivalently be written as
We use a nonlinear complementarity function C(û p , λ p ) defined by
The equivalence between the constraints (4.4) and the condition C(û p , λ p ) = 0 can be easily shown by a straightforward computation. We remark that in the nonlinear complementary function we use the nodal value λ p and the scaled nodal value λ p,s . To guarantee equivalence between C(û p , λ p ) = 0, p ∈ S and (4.1) and (4.2), we have to make sure that if C(û p , λ p ) = 0 and λ p = 0 we also haveû p = 0. To determine the sets A and I we use an iterative scheme based on the nonlinear complementary function (4.5). Let k be the corresponding iteration index. The sign of λ whereÂ k,l , k, l ∈ {N , M, A, I}, are the block stiffness matrices ofÂ h associated with the corresponding basis functions. The entries of the vectors g A are the values ±g p with p ∈ A. We remark that the sign of the entry g p of g A at the point p ∈ A will be specified by the sign of λ p in the previous iteration step. The Lagrange multiplier can be computed by the residual, i.e.,
To solve this linear problem, we use an optimal multigrid method. Due to the use of a multigrid method as an iterative solver, we can formulate the inexact primal-dual active set algorithm. Based on the condition C(û p , λ p ) = 0, we introduce the primaldual active set strategy as an iterative scheme. We note that primal-dual active set methods in combination with exact solvers can be analyzed as a Newton method, see, e.g., [HIK03, Sta04] . In combination with a multigrid method it can be interpreted as a nonlinear multigrid method. where we denote by e the edges of the discretization of Γ s 3 and by h e the length of the edge e. We remark that using an inverse estimate it is also possible to establish a priori 5.2. Second Example. Now we consider the problem depicted in the left picture of Figure 5 .2. Here the interface is a curved one. By means of this example, we illustrate the performance and flexibility of our algorithm. To fix the geometry, we set the three points P 1 , P 2 and P 3 equal to P 1 = (0, 1.5), P 2 = (−1, 0) and P 3 = (1, 0). The radius r of the upper half disc is set to be r = 1 and for the angle φ we choose φ = π/4. The lower body plays the role of the slave side Ω s an the upper one the role of the master side Ω m . We fix the domain at the bottom of the master side Ω m . At the top of the upper body Ω s , we set the Dirichlet value to u s = 0.055x 1 . As done in the first example, we set the friction bound equal to g = 0.6. The right picture in Figure 5 .2 shows the contour lines of the solution. Figure 5 .3 Table 5 . To illustrate the performance of the inexact primal-dual active set Algorithm 1, we use as multigrid solver for the linear problems a W-cycle with 3 pre-and post-smoothing steps of the symmetric Gauß-Seidel iteration. For the constant c in Algorithm 1, we use c = 0.01. We observe that the value of c has to be small enough to get convergence of the active sets. This value depends on the relation between the stresses λ p and the displacementsû p and therefore on the material data. On each level, we start the multigrid iteration withû 1,0 h = 0. We compare the inexact approach (m = 1), where we update the active set A after each multigrid step, with the exact approach (m = ∞), where we solve for each choice of the set A the resulting linear system. For each of these two approaches, we compare the case where we start on each level from A 1 = ∅ with the nested approach. Here we inherit the active set A from level l − 1 to l and use the results as A 1 . Comparison between exact and inexact active set strategy for the second example given in Figure  5 .2 for the two approaches A 1 + = A 1 − = ∅ and the nested approach.
Numerical
level 2  2  2  0  2  2  0  2  1  3  3  2  2  4  2  2  4  2  3  3  1  6  1  6  3  4  5  1  10  3  10  12  10  4  5  5  2  18  20  2  18  20  5  6  6  2  38  40  2  38  40  6  7  7  1  78  3  78  80  78  7  8  8  2 154 156 3 154 158 156  8  9  9  2 310 312 4 310 314 310 312 For the exact strategy, we denote by K l the step of the active set iteration on level l in which the correct active sets are found. For the inexact approach M l denotes the number of the multigrid iterations after which the correct active sets are found and kept. Table 5 .3 shows K l and M l for the two choices of A 1 . Here we denote by |A k | the number of active nodes in the k-th. step. For the case A 1 = ∅, we observe that almost on each level K l = M l . Due to that there is no need to solve the resulting linear system exactly. Furthermore we remark that the required number of steps depends linearly on the level. For the nested approach, we observe K l ≤ M l and the number of necessary steps is bounded independently of the refinement level. For the exact strategy, we get K l ≤ 2 and for the inexact strategy M l ≤ 4. Although M l ≥ K l , the inexact strategy is much more efficient because each step requires only one multigrid iteration. To compare the computational cost to solve the nonlinear problem for the four cases we consider the necessary numbers of multigrid iterations. These numbers are shown in Table 5 .4. The last column contains the necessary number of multigrid iterations to solve the nonlinear problem with the exact active and inactive sets A and I given. Then the nonlinear problem reduces to a linear one. It turns out that the number of necessary multigrid iterations for the inexact approach with the nested strategy is almost the same as for solving the linear problem. So, the additional effort for solving the nonlinear problem instead of solving the linear one is negligible. For the exact approach starting with A 1 = ∅ on each level, the number depends linearly on the level. We obtain that the inexact strategy is cheaper compared to the exact one. In combination with the nested approach, the inexact strategy yields a very efficient iterative solver for our nonlinear problem.
Finally, we mention that our inexact primal-dual active set Algorithm 1 can also handle nonconstant friction bounds g. If we use g = (x 2 1 − 1) + 1.2 instead of g = 0.6 in the second example, we find the results shown in Figure 5 .4.
6. Generalization of Algorithm 1 to Coulomb friction. In this last section, we want to generalize our algorithm to a multibody contact problem with Coulomb friction. We use linear elasticity as material law as given in (2.1). In this case, we have to replace in the conditions for the tangential direction (2.9) the constant friction bound g by a solution dependent one. We have to replace it by F|σ n |, where σ n := (σn) · n and F denotes the friction coefficient. The contact conditions in normal direction are the nonpenetration condition of the two bodies. More details on the nonlinear contact conditions can be found, e.g., in [KO88] . Now we have to find two active sets. The active set of nodes on the contact interface being in contact in normal direction with the second body and the active set for the Lagrange multiplier in tangential direction. For the first one we use the Algorithm given in [HW05b] . For the second one we use Algorithm 1. We remark that here we have to update the values for the friction g p after each step. Combining the inexact versions of these two algorithms leads to an efficient iterative solver for the complex nonlinear problem of Coulomb friction. We mention that after each multigrid step we update both; the two active sets and the solution dependent friction bound. We consider an example in the three-dimensional case. The geometry is shown in the left picture of Figure 6 .1. On the top of the inner cylinder, we apply some Neumann boundary condition. Due to the axisymmetry the problem can be reduced to a twodimensional setting. The resulting geometry can be seen in the second picture of For the Lamé operator in cylinder coordinates, we refer to [JL01] . We denote by u r the displacement in the radial direction, by u z the displacement in the axial direction and by u θ the displacement in circumferential direction. Since we are in the axisymmetric case, we have u θ = 0 and therefore we get the relations ε rθ = ε θr = ε zθ = ε θz = 0. For the other entries of the strain tensor ε we get ε rr = ∂u r ∂r , ε zz = ∂u z ∂z , ε θθ = 1 r ∂u θ ∂θ + u r , ε rz = ε zr = 1 2 ∂u r ∂z + ∂u z ∂r .
Now we can write for the stress strain relation given by Hooke's law Figure 6.2 shows the normal and the tangential parts of the discrete Lagrange multiplier on the contact interface. We remark, that the two bodies are in contact, where we have λ h · n = 0. In tangential direction, we get two active zones where we have |λ h · t| = F|λ h · n|. Between these two sets the two bodies are glued together in tangential direction, i.e., (u 
