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Re´sume´
Nous e´tudions le proble`me de la robustesse de la bornitude et de la stabilite´ pour les syste`mes
non-line´aires.
La premie`re partie est consacre´e a` l’e´nonce´ des conditions suﬃsantes garantissant que les
proprie´te´s de bornitude ou de stabilite´ pour le syste`me re´el peuvent se de´duire de celles du
mode`le.
La premie`re condition que nous proposons est fonde´e sur la technique de fonctions de gain.
Elle repose sur la notion SpES qui est une ge´ne´ralisation naturelle de la stabilite´ entre´e-a`-e´tat
(ISS) introduite par E.D. Sontag. Pour un syste`me de´compose´ en sous syste`mes interconnecte´s,
la notion SpES permet d’e´noncer un The´ore`me du petit gain ge´ne´ralise´ dont la conclusion porte
sur la stabilite´ entre´e-sortie et sur la stabilite´ au sens de Lyapunov des variables internes. Ce
the´ore`me ge´ne´ralise le the´ore`me du petit gain monotone donne´ re´cemment par Mareels-Hill. La
seconde condition repose sur la technique de Lyapunov. Cette condition dite GUEC quantiﬁe
une sorte de distance et nous permet de prendre en compte potentiellement une large classe
de perturbations. Cette partie est termine´e par une comparaison des caracte´risations nouvelles
propose´es avec trois caracte´risations plus classiques : stabilite´ totale, perturbations singulie`res
et perturbations re´gulie`res.
La seconde partie s’inte´resse a` la synthe`se de commande pour satisfaire les conditions e´non-
ce´es dans la premie`re partie.
Nous montrons d’abord que pour une certaine classe de syste`mes non-line´aires, nous pouvons
e´laborer des lois de commande pour satisfaire les conditions du the´ore`me du petit gain ge´ne´ralise´.
En particulier, des proble`mes de stabilisation globale par retour d’e´tat partiel et par retour de
sortie sont re´solus. Nous donnons ensuite une application du the´ore`me du petit gain a` une
classe de syste`mes soumis a` des perturbations parame´triques et dynamiques et concevons des
controˆleurs adaptatifs assurant la bornitude des solutions. Enﬁn, pour examiner l’aspect de
convergence asymptotique des solutions, nous introduisons un signal de normalisation dynamique
qui informe de la “taille” des eﬀets non-mode´lise´s.
Mots-clefs :
Syste`me non-line´aire, Bornitude, Stabilite´, Stabilite´ entre´e-a`-sortie, Petit-gain, Robustesse, Re-
tour de sortie, Retour d’e´tat-partiel, Commande adaptative.

Abstract
We study the problem of robustness of the boundedness and the stability properties for
nonlinear systems.
The ﬁrst part is devoted to the formulation of suﬃcient conditions guaranteeing that the
properties of boundedness or stability of the actual system can be obtained from those of the
model.
The ﬁrst condition we propose is based on the technique of gain functions. It is related to the
notion SpES which is a natural generalization of the input-to-state stability (ISS) introduced by
E.D. Sontag. For a system composed of interconnected subsystems, the notion SpES allows us
to state a generalized small-gain theorem which contains a result on input-ouput stability and
another one on stability in the Lyapunov sense of the internal variables. This theorem generalizes
the small monotone gain theorem recently found by Mareels-Hill. The second condition is built
on Lyapunov techniques. This condition called GUEC quantiﬁes a kind of distance and permits
us to take into account potentially a large class of perturbations. This part is closed by a
comparison of these two new characterizations with three more classic characterizations : total
stability, singular perturbations and regular perturbations.
The second part is concerned with the control design to satisfy the conditions stated in the
ﬁrst part.
We start by showing that, for a class of nonlinear systems, we can elaborate control laws
to fulﬁll the conditions of the generalized small-gain theorem. In particular, some problems
of global stabilization by output feedback and by partial-state feedback are solved. Then we
give an application of the small-gain theorem to a class of systems subject to parametric and
dynamic uncertainties. We design adaptive controllers which guarantee the boundedness of
the solutions. Finally, for the purpose of getting asymptotic convergence of the solutions, we
introduce a dynamic normalizing signal which informs about the size of the unmodelled eﬀects.
Keywords :
Nonlinear system, Boundedness, Stability, Input-to-output stability, Small-gain, Robustness,
Output feedback, Partial-state feedback, Adaptive control.
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Introduction
L’objet de ce me´moire est la synthe`se de loi de commande en vue de stabiliser un e´quilibre ou
de re´guler une sortie. Pour e´tablir ces proprie´te´s nous cherchons a` nous placer dans un con-
texte aussi re´aliste que possible. Nous appelons processus de simulation une ide´alisation du
processus re´el telle qu’on puisse le de´crire comme le syste`me dynamique instationnaire suivant :
X˙ = F (X, t, u) , X ∈ Ω , u ∈ Rm (0.1)
ou` X est l’e´tat, u est l’entre´e et F est le champ de vecteurs de´ﬁni sur Ω×R+×Rm, Ω e´tant un
ouvert de RN . La description parfaite d’un syste`me re´el par un tel processus de simulation est
irre´aliste ou meˆme impossible. Mais n’ayant, d’un point de vue the´orique, acce`s a` aucune autre
donne´e, ce processus de simulation est conside´re´ comme de´crivant la re´alite´. Le prix que nous
devons payer pour le re´alisme de ce syste`me (0.1) est sa complexite´. Celle-ci est en ge´ne´ral telle
qu’on ne peut pas utiliser le processus de simulation pour la conception de lois de commande.
Nous devons alors introduire un processus de synthe`se simpliﬁe´, i.e. le syste`me dynamique
stationnaire suivant :
x˙ = f(x, u) , x ∈ Rn (0.2)
ou` x est l’e´tat du mode`le dont la dimension n est bien suˆr en ge´ne´ral (beaucoup) plus petite que
N .
Comment synthe´tiser une loi de commande qui “tole`re” les erreurs de mode´lisation entre (0.1)
et (0.2) et plus pre´cise´ment telle qu’on puisse garantir de bonnes proprie´te´s pour le processus
re´el a` partir de celles obtenues pour le processus de simulation (0.1) ou pour le processus de
synthe`se (0.2) est le proble`me de base en automatique. La litte´rature est extreˆmement riche
meˆme dans le contexte de processus nonline´aires (voir, par exemple, [20], [40], [43], [75]). Dans
cette the`se, nous proposons des techniques nouvelles pour la synthe`se de telles commandes.
Notre e´tude commence par des caracte´risations des eﬀets non-mode´lise´s pour lesquelles les
proprie´te´s de bornitude et/ou stabilite´ des solutions d’un mode`le sont robustes. En second
lieu, nous montrons pour quelques syste`mes particuliers comment obtenir des lois de commande
telles que ces caracte´risations soient satisfaites.
Au Chapitre 1, on se pose le proble`me de caracte´risation des eﬀets non-mode´lise´s par le
syste`me dynamique de´crivant le processus de synthe`se. Apre`s un bref rappel de trois car-
acte´risations classiques : stabilite´ totale, perturbations singulie`res et perturbations re´gulie`res,
nous pre´sentons deux caracte´risations plus nouvelles appele´es ici SpES et GUEC. La premie`re
consiste a` de´composer un syste`me en deux sous-syste`mes. Ceci se traduit par une conside´ration
tre`s classique d’un syste`me de simulation comme un syste`me interconnecte´ compose´ d’un mode`le
et d’une dynamique incertaine. Cette fac¸on de caracte´riser les eﬀets non-mode´lise´s motive un
the´ore`me du petit gain ge´ne´ralise´ qui permettra de de´crire le comportement entre´e-sortie du
syste`me de simulation; de plus, la stabilite´ des variables internes pourra aussi eˆtre obtenue. La
1
2 Introduction
seconde caracte´risation GUEC ne´cessite la connaissance d’une fonction de Lyapunov du mode`le
de synthe`se choisi. En introduisant un signal de comparaison qui me´morise les e´tats passe´s du
mode`le, on cherche a` recouvrir une classe d’eﬀets non-mode´lise´s la plus large possible.
Les Chapitres 2 et 3 e´tudient les possibilite´s que nous avons pour satisfaire les hypothe`ses
pose´es dans le Chapitre 1 avec un choix approprie´ d’une loi de commande. Dans le Chapitre
2, nous e´tudions le proble`me de stabilisation globale par retour d’e´tat partiel et par retour
de sortie d’une classe de syste`mes re´troactifs re´currents perturbe´s. L’objectif est d’e´tablir des
ingre´dients de synthe`se a` l’aide du the´ore`me du petit gain, puis de montrer comment les utiliser
de fac¸on syste´matique pour la construction d’une commande robuste.
La commande adaptative est une approche particulie`re dans le domaine de la commande
robuste. Dans ce cas la forme du mode`le de synthe`se (0.2) est comple`tement connue, mais a`
des parame`tres inconnus pre`s. La Section 2.4 et le Chapitre 3 sont de´die´s a` cette approche.
La Section 2.4 est une premie`re tentative d’utilisation du the´ore`me du petit gain pour l’e´tude
d’un syste`me nonline´aire soumis a` des incertitudes dynamiques et parame´triques. Elle nous
permettra d’e´tablir un re´sultat de bornitude des solutions.
Pour examiner les aspects de convergence asymptotique, dans le Chapitre 3, nous proposons
l’utilisation d’un signal de comparaison dynamique dans la commande. Un tel signal
permet de prendre en compte des informations sur la “taille” des eﬀets non-mode´lise´s. L’ide´e
d’utiliser un tel signal de normalisation dynamique dans la commande adaptative line´aire est
due a` L. Praly [61, 62]. Son inte´reˆt est justiﬁe´ par les tre`s nombreuses publications sur le sujet.
Tout au long de ce me´moire, nous utilisons les mots “local” et “global” dans les sens suivants :
Local = “... Etant donne´ un syste`me ... il existe un voisinage ouvert ... ”
Global = “... Etant donne´ un voisinage ouvert diﬀe´omorphe a` Rn ... il existe ...”
Plus pre´cise´ment, quand nous parlons du cas global, il est sous-entendu que, un ouvert
diﬀe´omorphe a` Rn e´tant ﬁxe´ a priori, nous voulons que tous nos re´sultats soient valables pour
toute solution de´marrant dans cet ouvert. Pour le cas local au contraire, les re´sultats obtenus
ne sont valables que dans une re´gion, en ge´ne´ral plus petite que la re´gion prescrite.
L’exemple simple suivant, duˆ a` mon colle`gue F. Mazenc, illustre cette diﬀe´rence.
Exemple : Conside´rons le syste`me d’ordre 2 :⎧⎨⎩ x˙1 = x31 + sinx2x˙2 = u . (0.3)
Nous cherchons a` stabiliser asymptotiquement la solution (x1, x2) = (0, 0), globalement sur
l’ouvert (−1, 1)×(−π/2, π/2), diﬀe´omorphe a` R2. Ceci signiﬁe que nous cherchons un controˆleur
ϑ(x1, x2) qui rende l’ouvert (−1, 1)× (−π/2, π/2) un sous ensemble du bassin d’attraction de
l’e´quilibre (x1, x2) = (0, 0). Pour obtenir cette commande, faisons le changement de coordonne´es
suivant :
Y1 =
x1
(1− x21)1/2
Y2 = tanx2 .
(0.4)
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L’ouvert (−1, 1)× (−π/2, π/2) est bien transforme´ en R2 et le syste`me (0.3) est transforme´ en :⎧⎪⎨⎪⎩
Y˙1 = Y
3
1 + (1 + Y
2
1 )
3/2 Y2
(1 + Y 22 )
1/2
Y˙2 = (1 + Y
2
2 )u
(0.5)
pour lequel un controˆleur globalement et asymptotiquement stabilisant est :
u =
[
(1 + Y 22 )
(
1 +
Y1Y2
(1 + Y 21 )
1/2(1 + Y 22 )
1/2
)]−1
× (0.6)
[
− Y1(1 + Y
2
1 )
3/2
(1 + Y 22 )
1/2
− 1
1 + Y 21
(
Y 31 + (1 + Y
2
1 )
3/2 Y2
1 + Y 22
)
− Y2 − Y1(1 + Y
2
2 )
1/2
(1 + Y 21 )
1/2
]
.
Il est associe´ a` la fonction de Lyapunov suivante :
V (Y1, Y2) =
1
2
Y 21 +
1
2
(
Y2 +
Y1
(1 + Y 21 )
1/2
(1 + Y 22 )
1/2
)2
. (0.7)
Il est inte´ressant de noter que sinx est une fonction bijective de (−π/2, π/2) sur (−1, 1), ainsi
la me´thode, maintenant classique, d’ajout d’un inte´grateur [76, 7], aurait pu eˆtre applique´e
directement au syste`me (0.3) apre`s avoir fait le changement de coordonne´es suivant :
Z1 = x1
Z2 = sinx2 .
(0.8)
Dans ce cas, l’ouvert (−1, 1)×(−π/2, π/2) est transforme´ en (−1, 1)×(−1, 1) et le syste`me (0.3)
est transforme´ en : ⎧⎨⎩ Z˙1 = Z31 + Z2Z˙2 = (1− Z22 )1/2u . (0.9)
La version la plus simple de cette me´thode d’ajout d’un inte´grateur donne la fonction U suivante
comme fonction de Lyapunov assignable :
U(Z1, Z2) =
1
2
Z21 +
1
2
(Z2 + Z1 + Z
3
1 )
2 . (0.10)
Le controˆleur u associe´ est :
u = −(1− Z22 )−1/2[Z1 + (1 + 3Z21 )(Z31 + Z2) + (Z2 + Z1 + Z31 )] . (0.11)
Malheureusement pour que cette commande puisse eˆtre applique´e au syste`me (0.3), il faut
garantir que la composante Z2 des solutions reste tout le temps dans l’ouvert (−1, 1). Donc une
estime´e du bassin d’attraction est :
S = {(Z1, Z2) | U(Z1, Z2) ≤ c}
ou` c est le plus grand des nombres re´els positifs tels que
{(Z1, Z2) | U(Z1, Z2) ≤ c} ⊂ (−1, 1)× (−1, 1) .
4 Introduction
S est donc strictement inclus dans (−1, 1)× (−1, 1) dans le nouveau syste`me de coordonne´es, en
d’autres termes, strictement inclus (−1, 1)× (−π/2, π/2) dans l’ancien syste`me de coordonne´es
(x1, x2).
Nous voyons ainsi qu’en spe´ciﬁant a` l’avance le domaine de stabilisation de´sire´ de sorte qu’un
changement de coordonne´es le transforme en l’espace tout entier, nous avons pu obtenir une loi
de commande stabilisant globalement sur l’ouvert (−1, 1)× (−π/2, π/2) et non pas uniquement
localement comme le donne cette application trop haˆtive de la technique d’ajout d’un inte´grateur.
Dans tout ce qui suit, pour simpliﬁer la pre´sentation, chaque fois que nous parlons d’“un
signal f(t) de´ﬁni sur [0, T ) avec T > 0”, ceci signiﬁe souvent, sauf que nous le pre´cisions, que
f(t) est de´ﬁni sur un intervalle semi-ouvert ﬁni ou inﬁni.
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Liste des principales abre´viations 1
Les donne´es originales sont manquantes
1 Les abre´viations d’expressions anglaises sont note´es d’une e´toile ∗.
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Chapitre 1
Caracte´risation des Eﬀets Non
Mode´lise´s et The´ore`mes
Correspondants
1.0 Introduction
Dans ce chapitre, nous rappelons et comparons rapidement diverses caracte´risations des eﬀets
non mode´lise´s des syste`mes dynamiques non commande´s propose´es dans la litte´rature. La
motivation de notre e´tude vient du fait qu’en Automatique, la synthe`se de loi de commande a
toujours pour but de prendre en compte des incertitudes qui se pre´sentent dans les syste`mes
re´els. Typiquement on distingue 3 types de processus :
1 – le processus re´el auquel la commande doit garantir de bonnes proprie´te´s.
2 – le mode`le de simulation, qui e´tant de´ja` un mode`le, est une ide´alisation de la re´alite´ bien
qu’on le veuille d’habitude le plus re´aliste possible.
3 – le mode`le de synthe`se qui est un mode`le simpliﬁe´ pour permettre sa manipulation dans la
conception de la commande.
La description comple`te du processus re´el e´tant impossible, on espe`re la mode´lisation suﬀ-
isamment bien faite pour qu’il puisse eˆtre conside´re´ comme une (petite) perturbation du mode`le
de simulation. L’objectif de commande est atteint si les proprie´te´s garanties pour le mode`le de
simulation ou de synthe`se par la conception de la commande sont pre´serve´es en pre´sence de ces
(petites) perturbations. Dans ce cas, on dit que ces proprie´te´s sont robustes par rapport aux
incertitudes, ou plus pre´cise´ment, que ces proprie´te´s sont ouvertes pour la “topologie” de´ﬁnie
souvent tre`s implicitement par la caracte´risation choisie pour les incertitudes. Dans ce chapitre,
on se place a` commande ﬁxe´e et nous e´tudions d’abord les syste`mes dynamiques non commande´s.
Dans les chapitres suivants, on passe aux syste`mes dynamiques commande´s.
Comme nous le verrons en deuxie`me partie (constitue´e des chapitres 2 et 3), les re´sultats
principaux du Chapitre 1 peuvent eˆtre utilise´s pour de´ﬁnir des objectifs de synthe`se pour la
de´termination des commandes pour les syste`mes commande´s. On cherche alors a` synthe´tiser
des controˆleurs assurant une certaine robustesse des proprie´te´s correspondantes et en particulier
de celle de la bornitude des solutions.
La seconde me´thode de Lyapunov est une des me´thodes favorites des automaticiens pour
l’e´tude de la stabilite´. Non seulement elle repre´sente un outil eﬃcace pour l’e´tude de la sta-
bilite´, mais aussi elle permet d’exhiber des proprie´te´s qualitatives des solutions de syste`mes
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dynamiques. Cette me´thode consiste a` ramener l’e´tude de la stabilite´ a` celle de l’existence d’une
fonction “e´nergie”, nomme´e fonction de Lyapunov pour laquelle l’e´quilibre est un minimum.
Malgre´ l’importance e´vidente de cette ide´e, l’existence d’une telle fonction de Lyapunov pour
une e´quation diﬀe´rentielle n’est pas toujours facile a` prouver. D’ou` la ne´cessite´ de combiner la
me´thode de Lyapunov avec d’autres techniques aﬁn de de´velopper une me´thode plus utile et
directe.
Nous avons indique´ qu’un processus re´el n’est jamais parfaitement de´crit, mais on peut
espe´rer obtenir une bonne repre´sentation en prenant un mode`le de simulation sous forme de´crite
par les e´quations diﬀe´rentielles :{
x˙ = f(x, t) + ω(x, z, t)
z˙ = h(x, z, t) ,
(1.1)
ce syste`me diﬀe´rentiel e´tant souvent trop complexe, on cherche a` e´tudier ses proprie´te´s a` partir
d’un mode`le de synthe`se simpliﬁe´ et de´crit par :
x˙ = f(x, t) . (1.2)
Puisque la re´alite´ n’est pas accessible et que l’on postule que (1.1) en est une bonne description,
nous identiﬁons processus re´el et mode`le de simulation et nous appellerons (1.2)mode`le de (1.1).
Dans ce cas, le terme ω de´pendant de x, z et de t sera appele´ perturbation de (1.2) par rapport
a` (1.1). Le proble`me qui nous inte´resse est de savoir quelles proprie´te´s de stabilite´ posse`dent les
solutions de (1.1) quand (1.2) a des solutions uniforme´ment stables ou uniforme´ment asympto-
tiquement stables (deux notions a` pre´ciser ci-dessous). Pour re´pondre a` cette question, l’avantage
de combiner la seconde me´thode de Lyapunov avec d’autres techniques est e´vident surtout quand
la taille du mode`le (i.e. dim(x)) est strictement infe´rieure a` celle du processus re´el (i.e. le cas
ou` dim(z) > 0).
Ce chapitre est organise´ de la fac¸on suivante : on commence par un bref rappel de quelques
caracte´risations classiques en pre´sentant des re´sultats connus lie´s a` ces caracte´risations. Deux
caracte´risations plus re´centes (SpES et GUEC pour le cas global, ou LISS et LUEC pour le cas
local) sont propose´es avec pour but de contenir une classe d’incertitudes la plus large possible.
Une bre`ve comparaison avec les approches classiques est donne´e a` la ﬁn du chapitre. Nous avons
fait un certain nombre de notes bibliographiques pour permettre au lecteur de situer nos rappels
ou nos contributions.
1.1 Caracte´risations classiques
Dans cette section, en introduisant certaines restrictions sur les fonctions ω et h du syste`me
(1.1), nous prendrons en compte des caracte´risations de perturbations qui appartiennent en gros
aux trois the´ories de stabilite´ suivantes :
• La the´orie de la stabilite´ totale.
• La the´orie des perturbations singulie`res.
• La the´orie des perturbations re´gulie`res.
Aﬁn de les comparer, nous allons, sans entrer dans les de´tails techniques, rappeler certains
points importants de ces trois the´ories. Mais tout d’abord, nous allons rappeler quelques notions
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fondamentales de la stabilite´ au sens de Lyapunov dans le cas ou` dans (1.2) le champ de vecteurs
f est re´gulier sur Rn ×R+ et x = 0 est un point d’e´quilibre ou tout simplement e´quilibre, i.e. :
f(0, t) = 0 , t ≥ t0 ≥ 0 . (1.3)
De´ﬁnition 1.1 L’e´quilibre x = 0 de l’e´quation diﬀe´rentielle (1.2) est stable au sens de Lya-
punov si pour chaque ε > 0, il existe un nombre re´el δ(ε, t0) > 0 tel que pour toute condition
initiale x0 satisfaisant |x0| < δ, la solution associe´e x(t) avec x(t0) = x0, de´ﬁnie sur [t0,+∞),
satisfait
|x(t)| ≤ ε ∀ t ≥ t0 . (1.4)
Si, en plus, δ ne de´pend que de ε, on dit que x = 0 est uniforme´ment stable au sens de Lyapunov.
Dans le cas ou` la proprie´te´ (1.4) n’est pas satisfaite, on dit que l’e´quilibre x = 0 est instable.
De´ﬁnition 1.2 L’e´quilibre x = 0 de l’e´quation diﬀe´rentielle (1.2) est asymptotiquement stable
au sens de Lyapunov s’il est stable et attractif, attractif ayant le sens suivant : pour une certaine
constante ρ > 0, quels que soient η > 0 et t0 > 0, il existe une constante T (η, x0, t0) ≥ 0 tel
que :
|x0| < ρ =⇒ |x(t)| < η ∀ t ≥ t0 + T . (1.5)
Si, en plus, T ne de´pend pas de t0 mais de´pend seulement de (η, x0) et si x = 0 est uniforme´ment
stable, alors on dit que x = 0 est uniforme´ment asymptotiquement stable au sens de Lyapunov.
Remarque 1.1 L’uniformite´ dans les deux de´ﬁnitions pre´ce´dentes est ve´riﬁe´e par les syste`mes
pe´riodiques et surtout les syste`mes autonomes. 
De´ﬁnition 1.3 L’e´quilibre x = 0 de l’e´quation diﬀe´rentielle (1.2) est globalement stable si
pour chaque ε > 0, il existe un δ(ε, t0) > 0 tel que limε→∞ δ(ε, t0) =∞ et pour toute condition
initiale x0 satisfaisant |x0| < δ, la solution x(t) avec x(t0) = x0, de´ﬁnie sur [t0,+∞), satisfait :
|x(t)| ≤ ε ∀ t ≥ t0 .
L’e´quilibre x = 0 est globalement asymptotiquement stable (GAS). s’il est globalement stable et
globalement attractif, i.e. : pour toute valeur de ρ > 0, quels que soient η > 0 et t0 > 0, il existe
une constante T (η, x0, t0) ≥ 0 tel que :
|x0| < ρ =⇒ |x(t)| < η ∀ t ≥ t0 + T .
Si, de plus, δ et T ne de´pendent pas de t0, x = 0 est l’e´quilibre uniforme´ment globalement
asymptotiquement stable (UGAS).
Deux autres de´ﬁnitions e´quivalentes de UGAS sont dans le the´ore`me suivant :
The´ore`me 1.1 Les trois propositions suivantes sont e´quivalentes :
(i) L’e´quilibre x = 0 de (1.2) est UGAS.
(ii) Il existe une fonction re´gulie`re V (x, t), et trois fonctions de´ﬁnies positives α1, α2, α3 telles
que α1 est propre et :
α1(x) ≤ V (x, t) ≤ α2(x) , ∀x ∈ Rn, t ≥ 0 (1.6)
V˙ |(1.2) ≤ −α3(x) , ∀x ∈ Rn . (1.7)
(iii) Il existe une fonction β de classe KL telle que, pour toute condition initiale x0, la solution
associe´e x(t) de (1.2) satisfait :
|x(t)| ≤ β(|x0|, t) , ∀ t ≥ 0 . (1.8)
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Preuve : L’e´quivalence entre (i) et (ii) est donne´e par Kurzweil [42, Theorems 1 & 7]. L’e´quivalence
avec (i) et (iii) est donne´e par Hahn [20, Theorems 35.1 & 35.2]. 
Notes bibliographiques. Les de´ﬁnitions 1.1 et 1.2 de stabilite´ au sens de Lyapunov peuvent
eˆtre trouve´es dans la plupart de livres pe´dagogiques en automatique, par exemple, [4, 20, 37, 77].
La de´ﬁnition de stabilite´ (asymptotique) globale (uniforme) se trouve par exemple dans Hahn
[20] ou Narendra-Annaswamy [55].
Maintenant on rappelle trois caracte´risations classiques de perturbations.
1.1.1 The´orie de la stabilite´ totale
Conside´rons le cas ou` nous avons, dans (1.1), ω := ω(x, t) et dim(z) = 0, c’est-a`-dire le cas ou`
aucune dynamique n’est rajoute´e par la perturbation ω. Si ω(0, t) ≡ 0, la stabilite´ de Lyapunov
garde son sens. Par contre, de`s que ω(0, t) 
≡ 0, il nous faut introduire une nouvelle notion de
stabilite´, la stabilite´ totale.
De´ﬁnition 1.4 L’e´quilibre x = 0 de (1.2) est totalement stable si pour chaque ε > 0, il existe
deux nombres re´els positifs δ1(ε) et δ2(ε) tels que |x0| < δ1 et |ω(x, t)| < δ2 impliquent que la
solution x(t) de (1.1), avec x(t0) = x0, satisfait |x(t)| < ε.
La relation entre la stabilite´ totale et la stabilite´ asymptotique au sens de Lyapunov est illustre´e
par le the´ore`me suivant dont la re´ciproque est fausse meˆme si ω(0, t) ≡ 0.
The´ore`me 1.2 Si l’e´quilibre x = 0 de (1.2) est uniforme´ment asymptotiquement stable, alors
il est totalement stable.
Preuve : voir Appendice A. 
Remarque 1.2 La re´ciproque du the´ore`me 1.2 est fausse. Voici un contre-exemple :
x˙ = −x
(
sin
1
x
)2
, x ∈ R .
L’obstacle a` la stabilite´ asymptotique de ce syste`me en x = 0 est qu’il posse`de une inﬁnite´ de
points d’e´quilibre autour de x = 0. Par contre, il est connu [4, Theorem A.12] que, s’il existe un
voisinage de l’origine qui ne contient aucun ensemble invariant sauf l’origine, alors la re´ciproque
du the´ore`me 1.2 est vraie, i.e. la stabilite´ totale implique la stabilite´ asymptotique. 
Remarque 1.3 La version globale du The´ore`me 1.2 est fausse de meˆme que sa re´ciproque, en
d’autres termes, la GAS uniforme de l’e´quilibre n’implique pas la stabilite´ totale globale i.e. la
satisfaction de limε→∞ δ1(ε) =∞ dans la De´ﬁnition 1.4. Voici un exemple simple :
f(x, t) = −x , ω(x, t) = λx2
ou` λ est un nombre re´el strictement positif quelconque. Donc la notion de stabilite´ totale n’a
en ge´ne´ral qu’un inte´reˆt local. 
Pour mieux appre´cier la notion de stabilite´ totale, il est utile d’observer qu’un grand nombre
de syste`mes ont cette proprie´te´, une sous classe ayant e´te´ identiﬁe´e par le The´ore`me 1.2.
The´ore`me 1.3 S’il existe une fonction de´ﬁnie positive V (x, t) dont les de´rive´es partielles ∂V/∂xi
sont borne´es dans une re´gion Gx×R+, Gx un voisinage de x = 0, et dont la de´rive´e le long des
solutions de (1.2) est de´ﬁnie ne´gative, alors l’e´quilibre de (1.2) est totalement stable.
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Notes bibliographiques. La notion de stabilite´ totale est tre`s re´pandue dans la litte´rature
sur la stabilite´ du mouvement. Une bonne re´fe´rence est le livre [20] de Hahn. Le contenu de ce
paragraphe est tire´ principalement de ce livre. Les the´ore`mes 1.2 et 1.3 sont respectivement [20,
Theorem 56.4] et [20, Theorem 56.3]. Le contre-exemple donne´ dans la Remarque 1.2 est duˆ a`
Bacciotti [4, p. 165]. La preuve du the´ore`me 1.2 a e´te´ prise de Narendra et Annaswamy [55].
Le the´ore`me 1.2 sera utilise´ pour nos analyses de comparaison.
1.1.2 The´orie des perturbations singulie`res
Conside´rons un cas particulier du syste`me (1.1) :{
x˙ = f(x, z, ε)
εz˙ = h(x, z, ε)
(1.9)
ou` (x, z) est un vecteur d’e´tat de´ﬁni sur un ensemble ouvert U de Rn × Rr, ε est un petit
parame`tre re´el positif, et f et h sont deux fonctions re´gulie`res de´ﬁnies sur U × (−ε0, ε0) pour
ε0 > 0. Un syste`me de ce type est appele´ un syste`me singulie`rement perturbe´. La the´orie
des perturbations singulie`res consiste a` e´tudier le comportement des solutions de (1.9) pour ε
suﬃsamment petit mais non nul, et au mieux, de de´duire les proprie´te´s asymptotiques de (1.9)
a` partir du comportement asymptotique de son syste`me de´ge´ne´re´ :{
x˙ = f(x, z, 0)
0 = h(x, z, 0) .
(1.10)
Le mot “de´ge´ne´re´” vient du fait que le syste`me (1.10), e´tant obtenu de (1.9) avec ε = 0, est
d’ordre infe´rieur a` celui de (1.9). Remarquons qu’a` cause de la nonline´arite´, la seconde e´quation
de (1.10) peut avoir plusieurs solutions. Pour bien situer notre proble`me, on suppose que toutes
les solutions z = ϕ(x) de la seconde e´quation de (1.10) sont isole´es et de composantes re´elles.
Choisissons une solution z = ϕ(x). (La fac¸on de la choisir est telle que les hypothe`ses du
the´ore`me 1.4 ci-dessous soient satisfaites.) Dans ce cas, le syste`me (1.10) se re´e´crit comme :
x˙ = f(x, ϕ(x), 0) . (1.11)
Ce syste`me est appele´ syste`me re´duit ou mode`le d’ordre re´duit.
De´ﬁnissons une nouvelle variable z := z − ϕ(x). Dans le nouveau syste`me de coordonne´es
(x, z), le syste`me (1.9) est repre´sente´ par le syste`me :⎧⎨⎩ x˙ = f(x, z + ϕ(x), ε) := f0(x, z, ε)εz˙ = h(x, z + ϕ(x), ε) − ε∂ϕ
∂x
f(x, z + ϕ(x), ε) := h0(x, z, ε) .
(1.12)
La transformation re´alise´e entre (1.9) et (1.12) a conduit a` :
h0(x, 0, 0) = 0 ,
si bien que le syste`me re´duit devient :
x˙ = f0(x, 0, 0) . (1.13)
Aussi, introduisons un nouveau changement de variables sur l’axe du temps :
τ =
t
ε
.
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Puisque ε est un petit parame`tre, cette nouvelle variable τ est souvent appele´e temps rapide,
tandis que t est appele´e temps lent. En utilisant le symbole “′” pour repre´senter la de´rivation
par rapport a` τ , vu (1.12), on obtient un autre syste`me “limite” de (1.9) en plus du syste`me
“limite” (1.13) :
z′ = h0(x, z, 0) (1.14)
ou` x pourrait eˆtre regarde´ comme un parame`tre constant (son e´volution en temps est lente).
Le the´ore`me suivant nous permet de relier la stabilite´ asymptotique de deux syste`mes “lim-
ites” (1.11) et (1.14) a` la stabilite´ asymptotique du syste`me original (1.9).
The´ore`me 1.4 [17] Supposons que les champs de vecteurs f0 et h0 dans (1.12) sont tels que
les matrices jocobiennes suivantes :
Mf0 =
∂f0(x, 0, 0)
∂x
(0) et Mh0 =
∂h0(0, z, 0)
∂z
(0)
sont strictement Hurwitz i.e. les parties re´elles de leurs valeurs propres sont strictement ne´gatives.
Alors il existe un nombre re´el positif ε⋆ ∈ (0, ε0) tel que, pour chaque 0 < ε < ε⋆ le syste`me
original (1.9) posse`de un e´quilibre (xε, zε) pre`s de 0, avec les proprie´te´s suivantes :
1– (xε, zε) est le seul e´quilibre de (1.9) contenu dans un voisinage approprie´ de 0,
2– (xε, zε) est (localement) exponentiellement asymptotiquement stable.
La preuve du the´ore`me pre´ce´dent est base´e sur la The´orie de Varie´te´ Centre (voir, par exemple,
[11]). Il est inte´ressant de noter un cas particulier de (1.9) ou` l’utilisation de la technique de
la varie´te´ centre n’est pas utile, mais ou` la premie`re me´thode de Lyapunov est tout simplement
applique´e.
Corollaire 1.5 Sous les hypothe`ses du The´ore`me 1.4, supposons que
ϕ(0) = 0 , f(0, 0, ε) = h(0, 0, ε) = 0 ∀ ε ∈ (−ε0, ε0) ,
alors il existe un nombre re´el positif ε⋆ ∈ (0, ε0) tel que, pour tous les ε ∈ (0, ε⋆), l’e´quilibre
(x, z) = (0, 0) de (1.9) est exponentiellement asymptotiquement stable.
Preuve : Sous les hypothe`ses de ce corollaire, le line´arise´ du syste`me (1.12) autour de (0, 0)
s’e´crit comme :
x˙ = (Mf0 + A0(ε))x + A1(ε)z
z˙ =
1
ε
(Mh0 + B0(ε))z + B1(ε)x
(1.15)
ou` A0, A1, B0 et B1 sont quatre matrices de dimensions approprie´es et de´pendent de fac¸on
continue en ε, avec A0(0) = 0 et B0(0) = 0. D’apre`s [44, Theorem 24.I] sur les conditions de
stabilite´ fournies par la premie`re approximation et la technique de lieu des poˆles [16], il existe
un nombre re´el positif ε⋆ < ε0 tel que pour ε ∈ (0, ε⋆) l’e´quilibre (x, z) = (0, 0) de (1.12) et donc
(x, z) = (0, 0) de (1.9) est exponentiellement asymptotiquement stable. 
L’exemple suivant montre que, bien que tre`s restrictives, les hypothe`ses dans le the´ore`me 1.4
ou dans le corollaire 1.5 ne peuvent eˆtre supprime´es.
Exemple 1.1 : On conside`re le syste`me singulie`rement perturbe´ :{
x˙ = −x5 + ̟(ε) z2
εz˙ = −z + εx2
(1.16)
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ou` ̟(·) est une fonction de´ﬁnie sur R, continue telle que :
̟(ε) > 0 , ∀ ε > 0 . (1.17)
Pour cet exemple, le syste`me re´duit :
x˙ = −x5
est asymptotiquement (mais non exponentiellement) stable en son e´quilibre x = 0. Notons
donc que les hypothe`ses du corollaire 1.5 ne sont pas satisfaites. On va montrer que l’e´quilibre
(x, z) = (0, 0) de (1.16) est instable. Pour ce faire, on re´e´crit (1.16) dans le syste`me du temps
rapide i.e. τ = t/ε, avec “′” de´signant la de´rivation par rapport a` τ :{
x′ = ε(−x5 + ̟(ε)z2)
z′ = −z + εx2 .
(1.18)
D’apre`s la The´orie de Varie´te Centre [11], une varie´te´ centre en (0, 0) de (1.16) est une fonction
z = π(x) satisfaisant :
∂π
∂x
(x) ε(−x5 +̟(ε)π(x)2) = −π(x) + εx2 . (1.19)
Une solution possible de (1.19) est de type :
π(x) = εx2 + R5(x)
ou` R5(x) est un reste d’ordre 5. Le ﬂot sur la varie´te´ centre z = π(x) est donne´ par :
x′ = ε(̟(ε)ε2x4 − x5) + R7(x)
avec R7(x) un reste d’ordre 7, et donc est instable en x = 0 pour n’importe quel ε > 0. Donc, vu
le Principe de Re´duction dans la The´orie de Varie´te´ Centre [11, Theorem 2, pp.21], on conclut
que l’e´quilibre (x, z) = (0, 0) de (1.16) est instable.
On reviendra sur cet exemple dans la Section 1.4 ou` une autre explication de l’instabilite´ en
(0, 0) va eˆtre donne´e.
Remarquons que le corollaire 1.5 a e´te´ prouve´ par Kokotovic´, Khalil et O’Reilly [40, Corol-
lary 2.3, pp.297] avec une approche de type Lyapunov, c’est-a`-dire que, au lieu de supposer
directement la stabilite´ asymptotique de (1.11) et de (1.14), les auteurs demandent l’existence
de fonctions de Lyapunov approprie´es pour le syste`me re´duit (1.11) et pour le syste`me rapide
(1.14). Aussi certaines conditions de croissance sur les champs de vecteurs f et g du syste`me
original (1.9) exprime´es par ces fonctions de Lyapunov sont demande´es. L’inte´reˆt de cette
dernie`re approche par rapport a` celle pre´sente´e ci-dessus est que, d’une part, le proble`me global
et le proble`me local peuvent eˆtre traite´s en meˆme temps, d’autre part, la ge´ne´ralisation du cas
autonome au cas non-autonome est simple.
Plus pre´cise´ment, conside´rons un syste`me nonline´aire singulie`rement perturbe´ :
x˙ = f(x, z) , x ∈ Rn ,
εz˙ = g(x, z) , z ∈ Rr
(1.20)
qui admet un e´quilibre isole´ a` l’origine (x, z) = (0, 0). Supposons que f et g sont suﬃsamment
re´gulie`res pour que, les conditions initiales e´tant spe´ciﬁe´es, (1.20) ait une solution unique.
14 Chap.1. Caracte´risation et The´ore`mes
Soient Bx ⊂ Rn et Bz ⊂ Rr deux ensembles ouverts. Pour e´tudier la stabilite´ du syste`me
(1.20) dans le domaine Bx × Bz, nous faisons les hypothe`ses suivantes :
Hypothe`se 1 :
L’origine est un e´quilibre isole´ de (1.20) dans Bx × Bz, et z = h(x) est une racine isole´e de
0 = g(x, z).
Hypothe`se 2 :
Il existe une fonction W de classe C1 telle que pour tous les (x, z) ∈ Bx × Bz
(i) W (x, z) > 0 ∀ z 
= h(x) et W (x, h(x)) = 0.
(ii) ∂W∂z g(x, z) ≤ −c2φ2(z − h(x)) , c2 > 0 (1.21)
(iii) ∂W∂x f(x, z) ≤ kφ2(z − h(x)) + d2ψ(x)φ(z − h(x)) , k > 0 , d2 > 0 (1.22)
ou` ψ(·) et φ(·) sont deux fonctions scalaires qui s’annulent seulement en leurs origines respectives.
Hypothe`se 3 :
Il existe une fonction de Lyapunov V (x) pour le syste`me re´duit de (1.20) :
x˙ = f(x, h(x)) (1.23)
telle que pour tous les (x, z) ∈ Bx × Bz
∂V
∂x
f(x, h(x)) ≤ −c1ψ2(x) , c1 > 0 , (1.24)
et
∂V
∂x
[f(x, z) − f(x, h(x))] ≤ d1ψ(x)φ(z− h(x)) , d1 > 0 . (1.25)
Nous avons :
The´ore`me 1.6 [40] Sous les hypothe`ses 1–3, l’origine est un e´quilibre asymptotiquement stable
du syste`me singulie`rement perturbe´ (1.20) pour tous les ε ∈ (0, ε⋆), ou` ε⋆ > 0 est donne´e par :
ε⋆ =
c1c2
c1k + d1d2
. (1.26)
Corollaire 1.7 [40] Supposons que les hypothe`ses du the´ore`me 1.6 sont ve´riﬁe´es pour tous les
(x, z) ∈ Rn×Rr et que les fonctions V et W sont propres (i.e. W (x, z)→ +∞ si |z − h(x)| →
+∞). Alors, l’e´quilibre (x, z) = (0, 0) est globalement asymptotiquement stable pour tous les ε
dans (0, ε⋆).
Notes bibliographiques. La plupart de re´sultats du paragraphe se trouvent dans Fenichel [17]
et Kokotovic´, Khalil et O’Reilly [40]. L’exemple 1.1 vient de Isidori [26]; nous avons introduit le
coeﬃcient ̟(ε) pour permettre une meilleure illustration. Le the´ore`me 1.4, qui est une version
en temps inﬁni du The´ore`me de Tikhonov [75], est duˆ a` Fenichel [17]. Le cas particulier ou` un
syste`me singulie`rement perturbe´ admet un e´quilibre isole´ et constant pour les parame`tres de
perturbation proches du ze´ro a e´te´ re´sume´ par Kokotovic´, Khalil et O’Reilly [40]. Le the´ore`me
1.6 et le corollaire 1.7 sont dans [40, pp.297]. Pour plus de clarte´ et faciliter nos comparaisons
de la Section 1.4, nous nous sommes limite´s au cas stationnaire. Les lecteurs inte´resse´s sont
invite´s a` consulter Kokotovic´, Khalil et O’Reilly [40, Chap.7] pour une version instationnaire de
ces the´ore`mes.
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1.1.3 The´orie des perturbations re´gulie`res
La the´orie des perturbations re´gulie`res [75] a pour objet d’e´tudier le syste`me nonline´aire suivant :
X˙ = F (X, t, ε) , X ∈ RN (1.27)
ou` ε est un petit parame`tre et le second membre de (1.27) de´pend de ε d’une fac¸on re´gulie`re.
Ceci implique en particulier que la dimension de l’espace dans lequel vit le syste`me ne change
pas lorsque ε reste dans un voisinage de 0. (1.27) peut eˆtre vue comme une sous-classe des
syste`mes repre´sente´s par (1.1), le mode`le (1.2) s’obtient en faisant ε = 0 dans (1.27). (Dans ce
cas, l’ordre de z peut eˆtre supe´rieur ou e´gal a` 0.)
Nous rappelons ici des re´sultats concernant le cas ou` (1.27) se de´compose de la fac¸on suivante :
y˙ = f(y, z, t, ε) , y ∈ Rn1 (1.28)
z˙ = h(y, z, t, ε) , z ∈ Rn2 (1.29)
ou` les champs de vecteurs f et h sont de´ﬁnis sur U × R+ × (−ε0, ε0), ε est un parame`tre qui
se trouve dans (−ε0, ε0) avec 0 < ε0 ≤ +∞, et U un voisinage ouvert de (0, 0) dans Rn1 × Rn2 .
Supposons que f et h sont localement lipschitziens et satisfont :
f(0, 0, t, ε) = 0 , h(0, 0, t, ε) = 0 ∀ t ≥ 0 , ε ∈ (−ε0, ε0) .
L’avantage de la de´composition de (1.27) en deux sous syste`mes est qu’au lieu d’e´tudier le
syste`me de de´part (1.27) dont la dimension est souvent tre`s grande, on e´tudie les deux “petits”
sous-syste`mes inde´pendamment l’un a` l’autre en conside´rant les termes d’interconnexion comme
des perturbations. Par exemple, le syste`me (1.28)-(1.29) peut se re´e´crire sous la forme :⎧⎨⎩ y˙ = f(y, 0, t, 0) + [f(y, z, t, ε) − f(y, 0, t, 0)]z˙ = h(0, z, t, 0) + [h(y, z, t, ε) − h(0, z, t, 0)] . (1.30)
Ainsi, le syste`me suivant : ⎧⎨⎩ y˙ = f(y, 0, t, 0)z˙ = h(0, z, t, 0) (1.31)
est conside´re´ comme le mode`le de synthe`se pour (1.28)-(1.29), et les termes de perturbations
sont f(y, z, t, ε)− f(y, 0, t, 0) et h(y, z, t, ε)− h(0, z, t, 0).
Pour pre´senter un re´sultat sur ce proble`me, nous devons d’abord rappeler une de´ﬁnition de
stabilite´, la quasi stabilite´.
Conside´rons un syste`me instationnaire :
x˙ = f(x, u, t) , x ∈ Rn , u ∈ Rm . (1.32)
De´notons par Bx(r) la boule ouverte de rayon r > 0, centre´e en x = 0 et par R le nombre re´el
positif ﬁni ou inﬁni. Aussi, de´notons par | · |max la norme maximum i.e. |x|max := max{|xi|} pour
x = (x1, . . . , xn) ∈ Rn. Supposons que le champ de vecteurs f est de´ﬁni sur Bx(R)×Bu(R)×R+,
localement lipschitzien et satisfait :
f(0, 0, t) = 0 ∀ t ≥ 0 .
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De´ﬁnition 1.5 L’origine x = 0 est K-quasiment stable pour (1.32) lorsqu’il existe un nombre
re´el strictement positif K tel que, quels que soient 0 < η < R et t0 ≥ 0 il existe un nombre
re´el 0 < δ(η, t0) ≤ η tel que, pour n’importe quelle fonction continue du temps u(t) de´ﬁnie pour
tous les t ≥ 0, si |u(t0)|max < δ, alors toute solution x(t) de (1.32) avec u remplace´ par u(t)
et |x(t0)|max < δ admet la proprie´te´ que dans n’importe quel intervalle t0 ≤ t ≤ t1 dans lequel
|u(t)|max ≤ η nous avons |x(t)|max < Kη.
Dans le cas ou` R = +∞ et limη→+∞ δ(η, t0) = +∞, on appellera la K-quasi stabilite´ globale.
Remarque 1.4 La K-quasi stabilite´ de x = 0 pour x˙ = f(x, u, t) implique la stabilite´ (au sens
de Lyapunov) de l’e´quilibre x = 0 du syste`me x˙ = f(x, 0, t). 
Retournons maintenant au syste`me (1.28)-(1.29). Supposons sans nuire a` la ge´ne´ralite´ que
les champs de vecteurs f et h sont de´ﬁnis sur By(R) × Bz(R) × R+ × (−ε0, ε0), i.e. U =
By(R)×Bz(R).
Nous avons :
The´ore`me 1.8 [43, pp.124] Si l’origine y = 0 est (globalement) K1-quasiment stable pour
(1.28) et z = 0 est (globalement) K2-quasiment stable pour (1.29) respectivement, avec K1 > 0
et K2 > 0 tels que K1K2 ≤ 1, alors l’e´quilibre (y, z) = (0, 0) est (globalement) stable pour
(1.28)-(1.29).
Preuve : Etant donne´s η > 0 et t0 ≥ 0, il existe deux nombres re´els positifs correspondants
δ1(η, t0) et δ2(η, t0) de la K1-quasi stabilite´ de (1.28) et de la K2-quasi stabilite´ de (1.29).
Supposons sans nuire a` la ge´ne´ralite´ que K1 ≤ 1. Soit δ un nombre re´el strictement positif de´ﬁni
par :
δ(η, t0) = min{δ1(η, t0) , δ2(K1η, t0)} . (1.33)
Conside´rons une solutionmaximale (y(t), z(t)) de (1.28)-(1.29) sur [t0, T ) telle que |y(t0)|max < δ
et |z(t0)|max < δ. Supposons 0 < t1 < T le premier instant tel que |z(t1)|max = η. Donc,
|z(t)|max < η pour t0 ≤ t < t1. Puisque y = 0 est K1-quasiment stable pour (1.28), |y(t)|max <
K1η pour t0 ≤ t ≤ t1. Ceci implique, avec la K2-quasi stabilite´ de (1.29), que z(t) < K2K1η
sur [t0, t1]. Comme K1K2 ≤ 1, on obtient que z(t) < η sur [t0, t1]. Ceci contredit l’hypothe`se
que |z(t1)| = η, et donc t1 = T . En d’autres termes, |z(t)| < η pour tout t ∈ [t0, T ). On en
de´duit tout de suite que |y(t)| < η pour tout t ∈ [t0, T ). D’apre`s le the´ore`me de continuation
des solutions, on montre par contradiction que T = +∞. Finalement, on obtient que z(t) < η
et |y(t)| < η pour tout t ∈ [t0,+∞). Ceci dit, (y, z) = (0, 0) est stable pour (1.28)-(1.29).
Remarquons que si δ1(η, t0) et δ2(η, t0) tendent vers l’inﬁni lorsque η tend vers l’inﬁni, (1.33)
implique :
lim
η→+∞
δ(η, t0) = +∞ .

Il est important de noter la similarite´ du the´ore`me 1.8 avec le the´ore`me du petit gain line´aire.
Pour illustrer le the´ore`me 1.8, conside´rons le syste`me line´aire suivant :{
y˙ = −y + ε1z
z˙ = −z + ε2y . (1.34)
Comme on peut le ve´riﬁer directement, le sous syste`me y de (1.34) est (|ε1|+δ)-quasiment stable
avec δ > 0 arbitraire. De meˆme, le sous syste`me z de (1.34) est (|ε2|+ δ)-quasiment stable avec
δ > 0 arbitraire. Dans le cas ou` |ε1ε2| < 1, et nous choisissons δ > 0 comme suit :
0 < δ ≤ −(|ε1|+ |ε2|) +
√
4 + (|ε1| − |ε2|)2
2
,
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nous avons :
(|ε1|+ δ)(|ε2|+ δ) ≤ 1 .
Donc le the´ore`me (1.8) s’applique a` (1.34) et on obtient la stabilite´ de (1.34) lorsque |ε1ε2| < 1.
En eﬀet, le syste`me (1.34) est globalement exponentiellement stable lorsque ε1ε2 < 1.
Une autre illustration est donne´e par le syste`me nonline´aire suivant :⎧⎨⎩
y˙ = −y + ε1z1
z˙1 = −z1(z21 + z22 − ε2y2) − z2
z˙2 = −z2(z21 + z22 − ε2y2) + z1 .
(1.35)
Comme indique´ pre´ce´demment, le sous syste`me y est (|ε1| + δ)-quasiment stable avec δ > 0
arbitraire. D’autre part, en conside´rant la fonction candidate de Lyapunov V = z21 + z
2
2 pour
le sous syste`me (z1, z2) de (1.35), nous pouvons de´montrer que ce sous syste`me avec y comme
entre´e est
√|ε2|-quasiment stable. D’ou` la stabilite´ de (1.35) est implique´e par le the´ore`me 1.8
lorsque |ε1|
√
|ε2| < 1.
Notes bibliographiques. Il n’y a pas une de´ﬁnition unanime pour la “perturbation re´gulie`re”.
Nous empruntons cette terminologie de l’ouvrage [75] de Tikhonov, Vasileva et Sveshnikov. Le
the´ore`me principal dans [75, Chap. 7] est relatif au comportement asymptotique des solutions
de (1.27) en temps ﬁni lorsque ε tend vers ze´ro. La de´composition d’un syste`me dynamique
(1.27) sous forme de syste`mes interconnecte´s (1.28) et (1.29) est tre`s classique, meˆme dans le
contexte line´aire (voir, par exemple, Desoer-Vidyasagar [15]).
Le proble`me de la stabilite´ de (1.28)-(1.29) a e´te´ e´tudie´ par de nombreux chercheurs. La
re´fe´rence [43] de Lefschetz pour l’e´tude de stabilite´ d’un syste`me interconnecte´ (1.28)-(1.29) est
la seule bonne re´fe´rence que nous avons pu trouve´ dans la litte´rature. Selon le the´ore`me 1.8 de
Persidskii, le syste`me (1.28)-(1.29) est stable si le sous syste`me x (resp. z) est K1 (resp. K2)-
quasi stable avec K1K2 ≤ 1. La contribution de ce the´ore`me est que la stabilite´ d’un syste`me de
de´part, qui est souvent complexe, peut eˆtre obtenue a` travers l’e´tude de “petits” sous syste`mes.
Ainsi on re´duit e´norme´ment la complexite´ du proble`me. Le the´ore`me original de Persidskii [43,
pp.124] traite le cas ou` K1 = K2 = 1 et s’e´tend facilement au cas global.
Une autre fac¸on d’e´noncer la de´ﬁnition de K-quasi stabilite´ est dire que le syste`me (1.32) est
localement un ope´rateur de gain ﬁni K pour la norme L∞. La condition K1K2 ≤ 1 s’interpreˆte
alors comme la condition du the´ore`me du petit gain (voir Desoer-Vidyasagar [15, Chap. 3]).
En fait, c’est graˆce a` cette interpreˆtation du the´ore`me 1.8 de Persidskii que nous allons obtenir
dans les sections suivantes une ge´ne´ralisation.
1.2 Caracte´risations plus re´centes: cas global
Dans la section 1.1, nous avons re´vise´ trois caracte´risations classiques des eﬀets non-mode´lise´s :
la the´orie de la stabilite´ totale, la the´orie des perturbations singulie`res et la the´orie des per-
turbations re´gulie`res. Nous avons pu constater que la notion de K-quasi stabilite´ est tre`s utile
pour l’e´tude de la stabilite´ d’un syste`me de´compose´ en deux sous syste`mes. Nous continuons
a` travailler le long de cette ligne dans cette section. Le premier objectif ici est de pre´senter
le concept de SpES (stabilite´ pratique entre´e-a`-sortie) qui ge´ne´ralise la notion de K-quasi sta-
bilite´ et permet d’e´tablir un the´ore`me assez ge´ne´ral pour la stabilite´ du syste`me interconnecte´
(1.28)-(1.29). Le second objectif est d’essayer d’e´tablir une nouvelle caracte´risation de type Lya-
punov qui s’appellera GUEC. Il s’agit d’e´tudier la stabilite´ d’un syste`me a` partir d’un mode`le de
synthe`se et, d’une hypothe`se sur l’erreur de mode´lisation exprime´e par une borne fonctionnelle
d’une fonction de Lyapunov du mode`le.
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1.2.1 SpES et le the´ore`me du petit-gain ge´ne´ralise´
L’objectif du paragraphe est d’e´tudier le syste`me interconnecte´ suivant :
x˙1 = f1(x1, y2, u1) , y1 = h1(x1, y2, u1) (1.36)
x˙2 = f2(x2, y1, u2) , y2 = h2(x2, y1, u2) (1.37)
ou`, pour i = 1, 2, xi ∈ Rni et ui ∈ Rmi repre´sentent l’e´tat et l’entre´e du syste`me, yi ∈ Rpi
repre´sente la sortie du sous syste`me xi. Les fonctions f1, f2, h1 et h2 sont re´gulie`res.
Nous introduisons d’abord quelques notions de stabilite´ lie´es a` un syste`me ayant x comme
e´tat, u comme entre´e et y comme sortie :{
x˙ = f(x, u) , x ∈ Rn , u ∈ Rm
y = h(x, u) , y ∈ Rp .
(1.38)
De´ﬁnition 1.6 On dit que le syste`me (1.38) admet la proprie´te´ de :
1. Observabilite´ de la Non Bornitude (ONB) si, pour chaque entre´e continue u(t) de´ﬁnie sur
[0, T ) avec 0 < T ≤ +∞, la solution maximale associe´e x(t) de (1.38) de´ﬁnie sur [0, T ′) (T ′ ≤ T )
satisfait la proprie´te´ suivante :
1) Si T ′ est strictement infe´rieur a` T , alors y(t) est non borne´e sur [0, T ′).
2) Si T ′ = T et |x(t)| tend vers l’inﬁni lorsque t tend vers T , alors
lim
t→T
(|u(t)| + |y(t)|) = +∞ .
2. Observabilite´ Forte de la Non Bornitude (OFNB) si, de plus, il existe une fonction β de
classe KL et une fonction γ de classe K telles que :
|x(t)| ≤ β(|x(0)|, t) + γ
(
sup
τ∈[0,t]
|(u(τ), y(τ))⊤|
)
∀ t ∈ [0, T ′) . (1.39)
Notons que la de´ﬁnition OFNB est un peu diﬀe´rente a` celle de Sontag [70, eq. (38)] car le terme
β de´pendant de la condition initiale x(0) est introduit dans (1.39).
De´ﬁnition 1.7 Le syste`me (1.38) admet la proprie´te´ de Stabilite´ pratique Entre´e-a`-Sortie
(SpES) s’il existe une fonction β de classe KL, une fonction γ de classe K et une constante
positive d telles que, quelles que soient la condition initiale x(0), et trois fonctions continues
x(t), u(t) et y(t) de´ﬁnies sur [0, T ) qui satisfont le syste`me (1.38), nous avons la proprie´te´
suivante :
|y(t)| ≤ β(|x(0)|, t) + γ
(
sup
τ∈[0,t]
|u(τ)|
)
+ d ∀ t ∈ [0, T ) . (1.40)
Dans le cas ou` (1.40) est ve´riﬁe´e avec d = 0, le syste`me (1.38) est dit admettre la proprie´te´ de
Stabilite´ Entre´e-a`-Sortie (SES).
La fonction γ dans (1.40) sera appele´e gain (nonline´aire) de l’ope´rateur entre´e-sortie.
Avec ces notions en mains, nous e´nonc¸ons le the´ore`me principal de cette section.
The´ore`me 1.9 (Bornitude et Stabilite´)
1. Supposons que (1.36) (resp. (1.37)) admet la proprie´te´ SpES avec (y2, u1) (resp. (y1, u2))
comme entre´e, y1 (resp. y2) comme sortie, et le triplet (β1, γ1, d1) (resp. (β2, γ2, d2)) satisfaisant
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(1.40), et que (1.36) et (1.37) satisfont la proprie´te´ ONB. S’il existe deux fonctions ρ1 et ρ2 de
classe K∞ et un nombre re´el non-ne´gatif d3 satisfaisant :
γ2 ◦ (Id + ρ1) ◦ γ1(s) ≤ (Id− ρ2)(s) + d3 ∀ s ≥ 0 , (1.41)
alors, quelles que soient les fonctions continues u1(t) et u2(t) de´ﬁnies et borne´es sur [0,+∞),
toutes les solutions (x1(t), x2(t)) de (1.36)-(1.37) sont de´ﬁnies sur [0,+∞), uniques et borne´es.
De plus, si u1 = 0, u2 = 0 et d1 = d2 = d3 = 0, nous avons :
lim
t→+∞
(|y1(t)| + |y2(t)|) = 0 . (1.42)
2. Dans le cas ou` u1 = 0, u2 = 0, et les hypothe`ses du point 1 sont ve´riﬁe´es avec d1 = d2 =
d3 = 0, si (1.36) et (1.37) satisfont la proprie´te´ OFNB, alors l’e´quilibre (x1, x2) = 0 du syste`me
(1.36)-(1.37) est GAS.
Remarque 1.5 Certaines conditions suﬃsantes garantissant (1.41) ont e´te´ donne´es dans [47].
Aussi, la proprie´te´ (1.41) est e´quivalente a` sa proprie´te´ syme´trique: il existe deux fonctions
ρ′i(i = 1, 2), de classe K∞, et un nombre re´el non-ne´gatif d
′
3 tels que :
γ1 ◦ (Id + ρ′1) ◦ γ2(s) ≤ (Id− ρ′2)(s) + d′3 ∀ s ≥ 0 . (1.43)

Remarque 1.6 Or la conclusion du the´ore`me 1.9 est fonde´e sur la manipulation des deux
ine´galite´s (1.40) de SpES ainsi que la condition du petit gain (1.41), ce the´ore`me peut eˆtre utilise´
dans un contexte ou` soit le syste`me conside´re´ n’a pas explicitement une expression (1.36)-(1.37),
soit il est instationnaire. Ceci sera le cas pour la Proposition 1.1 (voir les analyses de (1.70) a`
(1.78)) et pour le the´ore`me 2.3 (bis). 
Nous appellerons le the´ore`me 1.9 the´ore`me du petit gain ge´ne´ralise´.
Il est inte´ressant de remarquer un cas particulier ou` y = x dans (1.38). Dans ce cas, les
proprie´te´s ONB et OFNB sont toujours satisfaites par (1.38) et la notion SES est la stabilite´
entre´e-a`-e´tat (ISS), mais restreinte aux entre´es continues. La notion SpES devient la stabilite´
pratique entre´e-a`-e´tat (ISpS), i.e. :
De´ﬁnition 1.8 Le syste`me x˙ = f(x, u) est entre´e-a`-e´tat pratiquement stable (ISpS) avec u
comme entre´e s’il existe une fonction β de classe KL, une fonction γ de classe K et un nombre
re´el positif d tels que pour chaque entre´e u(·) mesurable, essentiellement borne´e et de´ﬁnie sur
l’intervalle semi-ouvert [0,+∞), et pour chaque condition initiale x(0), la solution x(t) existe
pour tous les t ≥ 0 et satisfait1
|x(t)| ≤ β(|x(0)|, t) + γ (‖ut‖) + d . (1.44)
Si d = 0 dans (1.44), ISpS devient ISS.
De´ﬁnition 1.9 Le syste`me x˙ = f(x) est globalement pratiquement stable (GpS) s’il existe une
fonction β de classe KL, un nombre re´el positif d tels que les solutions x(t) avec la condition
initiale x(0) sont de´ﬁnies sur [0,+∞) et satisfont :
|x(t)| ≤ β(|x(0)|, t) + d . (1.45)
Si d = 0 dans (1.45), GpS est clairement GAS.
1 ‖ · ‖ signiﬁe la norme L∞. Mais dans la suite, nous nous restreignons souvent aux signaux continus.
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Nous avons pour cette notion ISpS un re´sultat un peu plus fort que le the´ore`me 1.9, ceci non
pas pour des raisons techniques mais simplement parce que c’est le premier re´sultat que nous
avons obtenu. Plus pre´cise´ment, conside´rons le syste`me nonline´aire (Figure 1.1) :
Σg
z

u1
Σf
x
ﬀ
ﬀ u2
Figure 1.1: Syste`me par bouclage
Σf : x˙ = f(x, z, u1)
Σg : z˙ = g(x, z, u2)
⎫⎬⎭ (1.46)
ou` (u1, u2) est l’entre´e, f et g sont deux fonctions re´gulie`res. Nous supposons que :
(H1) le syste`me Σf est ISpS avec (z, u1) conside´re´e comme entre´e et (β1, γ1, d1) comme triplet
satisfaisant (1.44).
(H2) le syste`me Σg est ISpS avec (x, u2) conside´re´e comme entre´e et (β2, γ2, d2) comme triplet
satisfaisant (1.44).
The´ore`me 1.10 Si les hypothe`ses (H1) et (H2) sont satisfaites avec γ1 et γ2 telles qu’il existe
deux fonctions ρ1 et ρ2 de classe K∞ et un nombre re´el non-ne´gatif d3 satisfaisant :
γ2 ◦ (Id + ρ1) ◦ γ1(s) ≤ (Id− ρ2)(s) + d3 ∀ s ≥ 0 , (1.47)
alors, le syste`me (1.46) est ISpS avec (u1, u2) conside´re´e comme entre´e. De plus, si (H1) et
(H2) existent avec d1 = 0 et d2 = 0, et si (1.47) est satisfaite avec d3 = 0, alors le syste`me
(1.46) est ISS avec (u1, u2) conside´re´e comme entre´e.
Preuve : voir Appendice B. 
Remarque 1.7 Quand les entre´es u1 et u2 sont identiquement nulles, et d1 = d2 = d3 = 0, le
syste`me (1.46) est en fait GAS. 
Pour illustrer le the´ore`me 1.10, conside´rons le syste`me suivant :
x˙ = Ax + ω(x, z) (1.48)
z˙ = h(x, z) (1.49)
ou` A est une matrice strictement Hurwitz, et h et ω sont deux champs de vecteurs re´guliers tels
que :
h(0, 0) = 0 , ω(0, 0) = 0 .
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Soit P une matrice symme´trique de´ﬁnie positive satisfaisant :
A⊤P + PA = −I .
Nous avons :
Corollaire 1.11 Si le syste`me z˙ = h(x, z) est ISS avec x comme entre´e, et s’il existe un nombre
re´el k dans (2,+∞) tel que :
kx⊤Pω(x, z) ≤ x⊤x ∀x , ∀ z , (1.50)
alors l’e´quilibre (x, z) = (0, 0) de (1.48)-(1.49) est globalement asymptotiquement stable.
Preuve : Nous allons de´montrer que le sous syste`me x (1.48) est ISS avec z comme entre´e et un
gain γx ≡ 0. Pour ce faire, conside´rons une fonction quelconque z(t) continue,2 borne´e et de´ﬁnie
sur [0,+∞). Soit x(t) la solution maximale de´ﬁnie sur [0, T ).
Conside´rons la fonction :
V (x) = x⊤Px .
Sa de´rive´e temporelle le long des solutions de (1.48) est :
V˙ = −x⊤x + 2x⊤Pω(x, z) .
A l’aide de (1.50), nous avons :
V˙ ≤ −
(
1 − 2
k
)
x⊤x ∀ t ∈ [0, T ) .
Selon Sontag [70, Lemma 6.1], ceci implique T = +∞ et l’existence d’une fonction βx de classe
KL telle que :
x(t)⊤x(t) ≤ βx(x(0)⊤x(0), t) ∀ t ≥ 0 .
On en conclut imme´diatement que le sous syste`me (1.48) est ISS avec z comme entre´e et un
gain γx ≡ 0. Le the´ore`me 1.10 permet de conclure. 
Notes bibliographiques. Dans le contexte classique de la stabilite´ entre´e-sortie (IOS) (voir,
par exemple, [15]), le roˆle des conditions initiales n’a pas e´te´ rendu explicite. Le the´ore`me du
petit gain line´aire3 peut eˆtre trouve´ dans Desoer et Vidyasagar [15]. Une ge´ne´ralisation re´cente
du the´ore`me du petit gain line´aire au cas de gains nonline´aires est due a` Hill [23] et Mareels et
Hill [47]. La premie`re partie du the´ore`me 1.9 n’est rien d’autre que le the´ore`me de Mareels et
Hill [47, Theorem 2], relatif a` l’approche entre´e-sortie. La seconde partie du the´ore`me 1.9 est un
re´sultat de stabilite´ relatif a` l’approche de Lyapunov. La notion SES est fortement lie´e a` celle
(IOS) propose´e par Lin [45, Deﬁnition 4.2.1]. La notion ISS est due a` Sontag [70, 71].
Le Corollaire 1.11 est une ge´ne´ralisation de [26, Lemma p.442] du cas local au global (voir
aussi le Corollaire 1.15 du paragraphe 1.3.1).
2Comme z est ici une composante des solutions C1 du syste`me (1.48)-(1.49), il suﬃt de conside´rer les entre´es
continues.
3Le mot “line´aire” ici signiﬁe que les gains des sous-syste`mes (pouvant eˆtre nonline´aires) sont line´aires.
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1.2.2 GUEC
L’objectif de ce paragraphe est de de´velopper une nouvelle caracte´risation de type Lyapunov
dans le but de capturer une classe d’eﬀets non mode´lise´s la plus large possible. Pour l’approche
SpES introduite dans le paragraphe pre´ce´dent, nous avons e´tudie´ la stabilite´ d’un syste`me en le
de´composant convenablement en deux sous syste`mes. Ici, nous nous contentons d’observer que
les solutions du syste`me ne satisfont pas l’e´quation diﬀe´rentielle du mode`le que nous proposons.
Dans ce contexte, le proble`me est d’essayer de proposer des bornes sur cette erreur d’e´quation
qui soient a` la fois utilisables et signiﬁcatives. Ceci va eˆtre de´veloppe´ avec l’aide d’une fonction
de Lyapunov du mode`le et d’un signal de comparaison. Le prix de cette ge´ne´ralite´ est que nous
ne pourrons donner qu’un re´sultat de valeur qualitative et non quantitative.
Plus pre´cise´ment, conside´rons le syste`me de simulation suivant :4
X˙ = F (X, t) , X ∈ Ω
x = H(X, t) , x ∈ Rn
(1.51)
ou` X est l’e´tat, x est une variable observe´e, F est le champ de vecteurs et H est une application
d’observation, et Ω est un voisinage ouvert de l’origine dans RN . En ge´ne´ral, x n’est pas
l’observation directe note´e y du syste`me (1.51), elle est souvent la sortie d’un ﬁltre ayant y
comme entre´e. Nous supposons que F , X ainsi que sa dimension N sont inconnus, mais que F
et H sont re´gulie`res sur Ω× R+ et telles que :
H(Ω, 0) = Rn . (1.52)
L’interpre´tation de la contrainte (1.52) est que nous cherchons des re´sultats qui sont globaux
dans l’espace de l’observation x du syste`me (1.51). Le cas local sera traite´ dans la Section 1.3.
Notons que le syste`me (1.51) a une forme plus ge´ne´rale que (1.1). Comme mode`le pour
l’e´volution de la variable mesure´e x = H(X, t) de (1.51), nous prenons le syste`me dynamique
suivant :
x˙ = f(x) , x ∈ Rn . (1.53)
L’objectif est de :
trouver des conditions suﬃsantes sous lesquelles la bornitude globale des solutions de (1.53)
impliquerait la bornitude globale des solutions de (1.51).
Pour cela, nous supposons dans un premier temps que le syste`me de simulation (1.51) admet
la proprie´te´ suivante ou` ∂Ω repre´sente la frontie`re de Ω :
Hypothe`se OE (Observabilite´ de l’Evasion de Ω) (1.54)
Pour toute condition initiale X(0) dans Ω, soit X(t) la solution maximale sur Ω associe´e de
(1.51). Si X(t) est de´ﬁnie maximalement sur [0, T ), alors :
(X(t) → ∂Ω si t→ T ) ⇒ lim sup
t→T
|H(X(t), t)| = +∞ .
L’hypothe`se OE (1.54) signiﬁe que, pour savoir que la trajectoire {X(t)}t∈[0,T ) est borne´e, il suﬃt
d’observer que la trajectoire {H(X(t), t)}t∈[0,T ) est borne´e. En d’autres termes, l’e´tat X(t) du
syste`me (1.51) ne peut pas tendre vers la frontie`re de son domaine “global” Ω dans (1.52) sans
4Notons que notre proble`me n’a de sens que si n ≤ N .
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que l’observation x(t) ne tende vers l’inﬁni. Ne´anmoins, nous remarquons que l’observation de
l’e´vasion n’est pas implique´e par la notion usuelle d’observabilite´. Voici un exemple tre`s simple.
Exemple 1.2 : Conside´rons le syste`me d’ordre 2 :{
x˙ = x3
y˙ = x .
(1.55)
Pour ce syste`me, nous posons X = (x, y)⊤ et l’application d’observation est donne´e par la
matrice H = (0, 1). Pour chaque x0 
= 0 et chaque y0 dans R, la solution de (1.55) avec la
condition initiale (x0, y0) est de´ﬁnie sur [0,
1
2x20
) et s’e´crit explicitement comme :
x(t) = x0
√
1
1− 2tx20
, x(0) = x0 , (1.56)
y(t) = y0 +
1
x0
−
√
1− 2tx20
x0
, y(0) = y0 . (1.57)
Donc pour tout t dans [0, 1
2x20
), x0 peut eˆtre obtenu a` partir de y(t). Ceci de´montre l’obser-
vabilite´. En eﬀet, y(t) − y0 est une fonction continue et croissante de x0. Mais y(t) est borne´e
sur [0, 1
2x20
), alors que x(t) ne l’est pas.
Aussi, supposons que le mode`le (1.53) satisfait :
Hypothe`se GB (Bornitude Globale) (1.58)
Il existe une fonction C1 V positive et propre telle que :
∂V
∂x
(x) f(x)
def
= −W (x) ≤ 0 ∀ x ∈ Rn . (1.59)
Cette hypothe`se implique que toutes les solutions du mode`le (1.53) sont borne´es.
L’origine de notre caracte´risation GUEC est que, quand (1.53) est conside´re´ comme notre
mode`le pour le syste`me (1.51), il est suppose´ que le champ de vecteurs f du mode`le (1.53)
satisfait :
∂H
∂X
(X, t)F (X, t) +
∂H
∂t
(X, t) = f(H(X, t)) ∀ (X, t) ∈ Ω× R+ . (1.60)
Malheureusement, a` cause d’approximation, incertitudes, ..., (1.60) n’est typiquement pas satis-
faite. C’est pourquoi nous devons quantiﬁer l’e´cart de (1.60) ou en d’autres termes, caracte´riser
la distance entre notre mode`le (1.53) et le syste`me actuel (1.51).
Pour atteindre notre objectif, nous introduisons une nouvelle fonction et deux suites de
nombres positifs de la fac¸on suivante :
(H) Il existe une fonction re´elle positive continue Υ de´ﬁnie sur Rn, avec Υ(0) = 0, qui satisfait
la proprie´te´ suivante :
il existe deux suites croissantes de nombres re´els positifs {ui}i≥0 et {vi}i≥0 telles que :
0 ≤ u0 < v0 < ... < ui < vi < ui+1 < ... , ui → +∞ (1.61)
et :
W (x) ≥ sup
y∈Ex
Υ(y) ∀ x : V (x) ∈ [ui, vi] (1.62)
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ou` Ex := {y ∈ Rn : V (y) ≤ V (x)}.
Cette hypothe`se technique traduit la proprie´te´ queW doit dominer Υ sur certains ensembles
de niveau de V . Elle est veriﬁe´e par exemple dans les deux cas suivants :
1– il existe une fonction positive et continue α, avec α(0) = 0, qui est croissante sur [v0,+∞) ⊆
R+ et satisfait : pour tous les x ∈ Rn,
α(V (x)) ≤ W (x) et Υ(x) := α(V (x)) .
2– pour tous les (x, y) ∈ R2n, Υ(y) ≤W (x) si V (y) ≤ V (x).
Avec les fonctions V , W et Υ satisfaisant (1.59)-(1.62), nous avons maintenant ce qu’il nous
faut pour proposer une caracte´risation des eﬀets non mode´lise´s.
Hypothe`se GUEC (Caracte´risation Globale des Eﬀets Non-mode´lise´s) (1.63)
Il existe deux nombres re´els positifs μ1, μ2 tels que, quel que soit X0 ∈ Ω, pour chaque solution
maximale de (1.51) X : [0, T )→ RN avec la condition initiale X(0) = X0 et l’intervalle semi-
ouvert maximal a` droite [0, T ), il existe un nombre re´el positif D satisfaisant : ∀ t ∈ [0, T ),∣∣∣∣∂V∂x (x(t)) [x˙(t)− f(x(t))]
∣∣∣∣ ≤ μ1W (x(t)) + μ2 sup
0≤s≤t
Υ(x(s)) + D (1.64)
ou` x(t) = H(X(t), t).
On appellera dore´navant signal de comparaison le signal de´ﬁni par :
r := sup
0≤τ≤t
Υ(x(τ)) . (1.65)
Il est important de noter les deux proprie´te´s intrinse`ques de cette caracte´risation :
(P1) Invariance par diﬀe´omorphisme : l’e´quation (1.64) est inde´pendante du syste`me de co-
ordonne´es du mode`le. Pre´cise´ment, pour chaque diﬀe´omorphisme global ϕ, (1.64) est satisfaite
avec la nouvelle variable du mode`le χ = ϕ(x).
(P2) Invariance sous les transformations convexes : Dans le cas ou` il existe une fonction α de
classe K∞ telle que
Υ(x) ≤ α(V (x)) ≤ W (x) ,
pour chaque fonction ψ convexe, de´ﬁnie positive et de classe C1, Hypothe`se GUEC est satisfaite
avec la nouvelle fonction de Lyapunov ψ(V ).
En eﬀet, dans le nouveau syste`me de coordonne´es χ = ϕ(x), le mode`le (1.53) est transforme´
en :
χ˙ = ϕ′(ϕ−1(χ))f(ϕ−1(χ)) := f (χ) (1.66)
avec ϕ′ repre´sente ici la de´rive´e de ϕ. Donc GB (1.58) est satisfaite par (1.66) avec :
V (χ) = V (ϕ−1(χ)) , W (χ) = W (ϕ−1(χ)) ,
en d’autres termes, nous avons :
∂V
∂χ
(χ)f(χ) = W (χ) ≤ 0 , ∀χ ∈ Rn .
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Finalement,∣∣∣∣∂V∂χ (χ(t)) [χ˙(t)− f (χ(t))]
∣∣∣∣ = ∣∣∣∣∂V∂x (x)(ϕ−1)′(χ)[x˙− ϕ′(ϕ−1(χ))f(ϕ−1(χ))]
∣∣∣∣ ,
=
∣∣∣∣∂V∂x (x(t)) [x˙(t)− f(x(t))]
∣∣∣∣
≤ μ1W (ϕ−1(χ)(t)) + μ2 sup
0≤s≤t
Υ(χ(s)) +D (1.67)
ce qui de´montre (P1) avec Υ(χ) := Υ(ϕ−1(χ)). De plus, il est direct de ve´riﬁer que ce nouveau
triplet de fonctions (V ,Υ, W ) ve´riﬁe encore la proprie´te´ (H).
En ce qui concerne (P2), (1.53) satisfait GB (1.58) avec V et W remplace´es par :
V0(x) = ψ(V (x)) , W0(x) = ψ
′(V (x))W (x) .
Puisque nous avons ici l’ine´galite´ suivante :
Υ(x) ≤ α(V (x)) ≤ W (x) ,
pour chaque D ≥ 0 et ε > 0, il existe un nombre re´el positif D0 tel que :
Dψ′(V (x)) ≤ εψ′(V (x))W (x) + D0 .
Par conse´quent, nous avons succesivement :∣∣∣∣∂V0∂x (x(t)) [x˙(t)− f(x(t))]
∣∣∣∣ = ∣∣∣∣ψ′(V (x(t)))∂V∂x (x(t)) [x˙(t)− f(x(t))]
∣∣∣∣ ,
≤ μ1W0(x(t)) + μ2ψ′(V (x(t))) sup
0≤s≤t
Υ(x(s)) +Dψ′(V (x))
≤ (μ1 + ε)W0(x(t)) + μ2 sup
0≤s≤t
{ψ′(V (x(s)))Υ(x(s))}+D0
≤ (μ1 + ε)W0(x(t)) + μ2 sup
0≤s≤t
Υ0(x(s)) +D0 (1.68)
ce qui de´montre la proprie´te´ (P2) avec :
Υ0(x) = ψ
′(V (x))Υ(x) .
De plus, il est direct de ve´riﬁer que ce nouveau triplet de fonctions (V0,Υ0, W0) ve´riﬁe encore
la proprie´te´ (H).
En introduisant le signal de comparaison r, nous cherchons a` autoriser des dynamiques non
mode´lise´es en plus d’incertitudes statiques. Remarquons que si r n’e´tait pas pre´sent, il serait
suﬃsant comme d’habitude de ve´riﬁer (1.64) seulement point par point dans l’espace d’e´tats
e´tendus (X, t). Mais, duˆ a` la pre´sence de r, (1.64) devient une hypothe`se a` ve´riﬁer solution par
solution, et donc la ve´riﬁcation de (1.64) est souvent une taˆche diﬃcile. Par contre, (1.64) peut
eˆtre ve´riﬁe´e en ligne dans le cas ou` x˙ est mesure´. Si x˙ n’est pas mesure´, on peut remplacer (1.64)
par sa version inte´grale suivante : ∀ 0 ≤ s ≤ t < T∣∣∣∣V (x(t)) − V (x(s)) − ∫ t
s
∂V
∂x
(x(τ))f(x(τ))dτ
∣∣∣∣ (1.69)
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≤ μ1
∫ t
s
W (x(τ))dτ + μ2
∫ t
s
sup
0≤τ ′≤τ
Υ(x(τ ′))dτ + D(t− s) .
Ceci nous permet de nous passer de la mesure de X . Notons ﬁnalement que, a` l’aide des
proprie´te´s des syste`mes conside´re´s, il est souvent possible de la ve´riﬁer sans la connaissance
explicite des solutions (voir le paragraphe 1.1.3).
Le signal r peut eˆtre vu comme la norme L∞ d’un “ope´rateur” mais avec une entre´e spe´ciﬁque
Υ lie´e a` la “marge de stabilite´” du mode`le et d’une sortie plus spe´ciﬁque (multiplication par
∂V
∂x ). Pour aller plus loin, nous allons comparer l’hypothe`se GUEC (1.63) avec l’approche SpES
en supposant que μ1 est dans (0, 1) et nous sommes dans le cas particulier suivant de l’hypothe`se
(H) : il existe une fonction α de classe K∞ telle que
Υ(x) ≤ α(V (x)) ≤ W (x) ∀x ∈ Rn . (1.70)
Dans ce cas, GUEC (1.63) et GB (1.58) donnent :
V˙ ≤ −(1− μ1)W (x(t)) + μ2 sup
τ∈[0,t]
{Υ(x(τ))} + D . (1.71)
Soit μ un nombre re´el arbitraire dans (0, 1− μ1). Vu (1.70), (1.71) se re´e´crit comme :
V˙ ≤ −μα(V (x(t))) −
[
(1− μ1 − μ)α(V (x(t))) − μ2 sup
τ∈[0,t]
{Υ(x(τ))} − D
]
(1.72)
A partir de (1.72), nous allons de´montrer que l’“ope´rateur” 5 entre´e sortie Υ → α(V ) ayant x
comme e´tat est SpES avec le gain γ1 de´ﬁni dans (1.75). Notons d’abord que cet “ope´rateur”
ve´riﬁe la proprie´te´ ONB puisque α et V sont propres. Puis, en appliquant l’algorithme de Sontag
[70, Proof of Theorem 1] a` (1.72), nous obtenons :
α(V (x(t))) ≤ β1(α(V (x(0))), t) + γ1
(
sup
τ∈[0,t]
{Υ(x(τ))}
)
+ D1 ∀ t ∈ [0, T ) (1.73)
ou` β1, γ1 et D1 sont de´ﬁnies par :
η(s) := −
∫ s
1
dτ
μα(τ)
∀ s > 0 ,
β(s, t) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 si s = 0
0 si s > 0 et t + η(s) ≥ lim
s→0+
η(s)
η−1(t+ η(s)) si s > 0 et t + η(s) < lim
s→0+
η(s)
β1(s, t) := α(β(α
−1(s), t)) +
s
1 + t
, ∀ (s, t) ∈ R+ × R+ , (1.74)
et, pour tout s ≥ 0,
γ1(s) :=
μ2
1− μ1 − μ s , (1.75)
D1 :=
D
1− μ1 − μ . (1.76)
5Faute de mieux, cette terminologie est utilise´e par abus. Ne´anmoins, ceci ne geˆne pas d’e´tablir les deux
e´quations essentielles (1.73) et (1.77) auxquelles le the´ore`me 1.9 s’applique pour obtenir notre re´sultat.
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D’autre part, il est clair que α(V ) → Υ satisfait ONB et ve´riﬁe la proprie´te´ SES avec le gain
line´aire γ2 := Id, i.e. :
Υ(x(t)) ≤ sup
0≤τ≤t
{α(V (x(τ)))} . (1.77)
On s’aperc¸oit que le gain γ1 dans (1.75) et le gain γ2 = Id satisfont la condition du petit gain
(1.41) dans le the´ore`me 1.9, pourvu que :
μ2
1− μ1 − μ < 1 . (1.78)
Puisque μ est arbitraire dans (0, 1− μ1), la condition (1.78) est e´quivalente a` :
1 − μ1 − μ2 > 0 . (1.79)
Donc en appliquant le the´ore`me 1.9 avec (voir la Remarque 1.6) :
x1 = x , y1 = α(V (x)) , x2 = x , y2 = Υ(x) ,
nous avons la proposition suivante :
Proposition 1.1 Sous les hypothe`ses OE (1.54) , GB (1.58) et GUEC (1.63) , si pour une
certaine fonction α de classe K∞, nous avons :
1 − μ1 − μ2 > 0 , (1.80)
Υ(x) ≤ α(V (x)) ≤ W (x) ∀x ∈ Rn , (1.81)
alors chaque solution X(t) de (1.51) avec la condition initiale X(0) ∈ Ω est bien de´ﬁnie sur
[0,+∞), unique et borne´e. De plus, s’il existe un nombre re´el positif t⋆ tel que, quels que soit
t⋆ ≤ t0 ≤ t, nous avons :∣∣∣∣∂V∂x (x(t)) [x˙(t)− f(x(t))]
∣∣∣∣ ≤ μ1W (x(t)) + μ2 sup
t0≤s≤t
{Υ(x(s))} , (1.82)
alors la fonction V (x(t)) converge vers ze´ro quand t tend vers +∞.
Preuve : voir Appendice B. 
Pour le cas moins restrictif ou`, au lieu de (1.81), nous avons l’hypothe`se (H), nous avons le
re´sultat suivant :
Proposition 1.2 (Bornitude Globale) : Supposons que OE (1.54) et GB (1.58) sont ve´riﬁe´es.
Si, pour une certaine fonction Υ satisfaisant l’hypothe`se (H), l’hypothe`se GUEC (1.63) est sat-
isfaite avec μ1, μ2 satisfaisant :
1 − μ1 − μ2 > 0 , (1.83)
alors chaque solution X(t) de (1.51) avec la condition initiale X(0) ∈ Ω, dont le nombre re´el
positif associe´ D dans GUEC (1.63) satisfait :
D < (1 − μ1 − μ2) lim inf
|x|→+∞
W (x) , (1.84)
est bien de´ﬁnie sur [0,+∞), unique et borne´e. De plus, s’il existe une fonction α de classe K
telle que
Υ(x) ≤ α(V (x)) ≤ W (x) ∀x ∈ Rn , (1.85)
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alors pour chaque solution, satisfaisant pour tous les t0 ≥ 0,
max
{
0 ,
∣∣∣∣∂V∂x (x(t)) [x˙(t)− f(x(t))]
∣∣∣∣ − μ1W (x(t)) − μ2 sup
t0≤s≤t
{Υ(x(s))}
}
→ 0 (1.86)
quand t− t0 tend vers +∞, la fonction V (x(t)) converge vers 0 quand t tend vers +∞.
Preuve : voir Appendice B. 
Nous remarquons que D peut de´pendre de la solution et donc des conditions initiales. Ceci
va causer une diﬃculte´ pour l’analyse globale. Cependant, quand W est propre, (1.84) est
trivialement satisfaite. Dans ce cas, il n’y a pas de contrainte sur la condition initiale X(0)
donne´e implicitement par D. La satisfaction de (1.86) impliquera l’existence d’une fonction
positive D(t0, t) qui satisfait une e´quation similaire a` (1.64) et la convergence vers 0 quand
t− t0 →∞.
Pour terminer ce paragraphe, nous signalons les points suivants qui rendent la Proposition
1.2 plus ge´ne´rale que la Proposition 1.1 :
1. Pour conclure la bornitude globale des solutions, on n’exige que la proprie´te´ (H) entre le
triplet de fonctions (V,W,Υ) dans la Proposition 1.2, a` savoir que (1.81) dans la Proposi-
tion 1.1 implique automatiquement (H).
2. Pour obtenir la convergence asymptotique de V (x(t)), on a besoin de l’uniformite´ de GUEC
(1.63) par rapport a` l’instant initial t0 avec D = 0 dans la Proposition 1.1. Mais dans la
Proposition 1.2, on n’a besoin de l’uniformite´ de GUEC (1.63) qu’avec le fait que D(t0, t)
tend vers 0 quand t − t0 tend vers +∞. Aussi, (1.85) est satisfaite seulement avec une
fonction α de classe K (non K∞!).
Par contre, le prix de ces ge´ne´ralisations de la Proposition 1.2 par rapport a` la Proposition 1.1
est que, aucun re´sultat de stabilite´ (au sens de Lyapunov) a e´te´ obtenu dans la Proposition 1.2.
En revanche, la possibilite´ d’avoir un re´sultat de stabilite´ existe dans la Proposition 1.1 puisque
la dernie`re est une conse´quence du the´ore`me du petit gain 1.9 (voir Exemple 1.3).
Notes bibliographiques. La synthe`se de commande robuste de´pend de la caracte´risation
des eﬀets non mode´lise´s choisie. La caracte´risation GUEC ge´ne´ralise des re´centes approches
dans la litte´rature (voir par exemple [5], [12], [19]) au sens suivant : (1) permettre de capturer
des dynamiques incertaines en introduisant le signal de comparaison r; (2) avoir une ge´ne´ralite´
acade´mique a` travers l’introduction des ensembles de niveau d’une fonction de Lyapunov du
mode`le dans (H).
1.2.3 Exemples illustratifs
Dans ce paragraphe, a` l’aide de trois exemples, nous illustrons les hypothe`ses et les re´sultats qui
ont e´te´ pre´sente´s dans les paragraphes pre´ce´dents.
Exemple 1.3 : Conside´rons le syste`me nonline´aire :{
x˙ = f(x) + ω(x, z)
z˙ = h(z, x)
(1.87)
ou` x ∈ Rn1 , z ∈ Rn2 , f , h et ω sont trois fonctions re´gulie`res telles que :
f(0) = 0 , ω(0, 0) = 0 , h(0, 0) = 0 .
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Nous faisons les hypothe`ses suivantes sur le syste`me (1.87) :
(A1) Le sous-syste`me z˙ = h(z, x) est ISS avec x comme entre´e et une paire de fonctions (β, γ).
(A2) Il existe une fonction C1 V : Rn1 → R+, trois fonctions α1, α2, α3 de classe K∞ telles
que, pour chaque x dans Rn1 ,
α1(|x|) ≤ V (x) ≤ α2(|x|)
et
∂V
∂x
(x) f(x) = −W (x) ≤ −α3(V (x)) .
Ceci signiﬁe que l’origine est une solution globalement asymptotiquement stable de x˙ = f(x).
(A3) Le terme couple´ ω(x, y) est restreint de la fac¸on suivante :
il existe trois fonctions re´elles positives γ1, γ2, γ3 et trois nombres re´els positifs ε1, ε2, ε3
satisfaisant que γ3 est non de´croissante et :
ε1 + ε2 + ε3 < 1 (1.88)
γ3 ◦ 2γ(a) ≤ α3 ◦ α1(a) ∀ a ≥ 0 (1.89)
|ω(x, z)| ≤ γ1(|x|) + γ2(|z|) ∀ (x, z) ∈ Rn1+n2 (1.90)∣∣∣∣∂V∂x (x)
∣∣∣∣ γ1(|x|) ≤ ε1W (x) ∀ x ∈ Rn1 (1.91)∣∣∣∣∂V∂x (x)
∣∣∣∣ γ2(|z|) ≤ ε2W (x) + ε3γ3(|z|) ∀ (x, z) ∈ Rn1+n2 . (1.92)
Notons que les e´quations (1.91) et (1.92) peuvent eˆtre en ge´ne´ral obtenues par l’ine´galite´ de
Young (voir [22]), comme dans l’exemple 1.4.
Nous voulons montrer :
d’une part que, sous ces hypothe`ses (A1) a` (A3), en trouvant des sorties convenables pour
les deux sous syste`mes de (1.87), chaque sous syste`me est SES et une condition du petit gain
est ve´riﬁe´e. Donc le the´ore`me 1.9 s’applique a` (1.87).
D’autre part, ces hypothe`ses (A1)-(A3) impliquent la satisfaction des proprie´te´s OE (1.54) ,
GB (1.58) et GUEC (1.63) et donc la proposition 1.2 s’applique a` ce syste`me. Avec cet exem-
ple, nous montrons aussi l’utilisation de la condition du petit gain et/ou de l’hypothe`se GUEC
(1.63) dans le proble`me de stabilisation globale d’une classe de syste`mes nonline´aires intercon-
necte´s.
Selon l’hypothe`se (A2), vu les e´quations (1.90), (1.91) et (1.92), la de´rive´e de la fonction V
donne´e par (A2), le long des solutions de (1.87), ve´riﬁe :
V˙ ≤ −(1− ε1 − ε2)W (x) + ε3γ3(|z|) (1.93)
ou` les εi (1 ≤ i ≤ 3) sont donne´s par (A3). Puisque V et W satisfont :
α1(|x|) ≤ V (x) ≤ α2(|x|) et α3(V (x)) ≤ W (x) ,
en appliquant l’algorithme de Sontag [70, Proof of Theorem 1] a` (1.93), nous obtenons une
fonction βx de classe KL et une fonction γx de classe K satisfaisant l’e´quation suivante :
α3(V (x(t))) ≤ βx(α3(V (x(0))), t) + γx
(
sup
τ∈[0,t]
{γ3(|z(τ)|)}
)
. (1.94)
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βx ne jouant aucun roˆle dans la suite, nous donnons uniquement l’expression de γx :
γx(s) =
ε3
δ
s ∀ s ≥ 0 (1.95)
ou` δ est un nombre re´el quelconque dans (0, 1− ε1 − ε2) (voir (1.88)). Le sous syste`me x peut
eˆtre vu comme un syste`me SES avec γ3(|z|) comme entre´e et α3(V (x)) comme sortie. Graˆce a`
l’hypothe`se (A1), nous avons :
γ3(|z(t)|) ≤ γ3 ◦ 2β(|z(0)| , t) + γz
(
sup
0≤s≤t
{α3(V (x(s)))}
)
(1.96)
ou` l’on a utilise´ [70, eq. (12)] et γz, de classe K, est de´ﬁnie par :
γz(s) = γ3 ◦ 2γ ◦ α−11 ◦ α−13 (s) ∀ s ≥ 0 . (1.97)
D’apre`s (1.89), nous avons : γz(s) ≤ s ∀s ≥ 0. La condition (1.41) du the´ore`me 1.9 donne donc,
pour ε > 0, γx ◦ (1 + ε)γz ≤ 1− ε, soit ici ε3(1 + ε)/δ ≤ 1− ε, ce qui donne :
ε3(1− ε) ≤ (1− ε)(1− ε1 − ε2)
qui n’est rien d’autre que (1.88). Donc, en utilisant le the´ore`me du petit gain 1.9, nous concluons
que l’e´quilibre (x, z) = (0, 0) de (1.87) est globalement asymptotiquement stable (GAS).
En re´sume´, nous avons montre´ le re´sultat suivant.
Proposition 1.3 Sous les hypothe`ses (A1), (A2) et (A3), l’e´quilibre (x, z) = (0, 0) de (1.87)
est GAS.
De´montrons maintenant que les hypothe`ses OE (1.54) , GB (1.58) et GUEC (1.63) sont
ve´riﬁe´es. Remarquons d’abord que dans (1.87), N = n1 + n2, n = n1 et
X = (x, z)⊤ , H = (In1×n1 , 0n1×n2 ) , Ω = R
n1+n2 ,
et (1.52) est trivialement satisfaite.
En prenant le syste`me
x˙ = f(x) (1.98)
pour le mode`le du syste`me (1.87), nous avons :
Lemme 1.12 : Sous les hypothe`ses A1, A2, A3, les hypothe`ses OE, GB et GUEC sont satis-
faites.
Preuve : Remarquons premie`rement qu’en raison de l’hypothe`se (A2), le mode`le (1.98) satisfait
la proprie´te´ GB. Ensuite, OE est une conse´quence directe de (A1). Enﬁn, soit (x(t), z(t)) une
solution de (1.87) de´ﬁnie maximalement sur son intervalle semi-ouvert [0, T ). D’apre`s (A1)-(A3),
nous obtenons, pour tous les t ∈ [0, T ) (vu [70, eq. (12)]) :∣∣∂V
∂x (x(t))ω(x(t), z(t))
∣∣
≤ (ε1 + ε2)W (x(t)) + ε3γ3(|z(t)|)
≤ (ε1 + ε2)W (x(t)) + ε3α3
(
sup
0≤s≤t
V (x(s))
)
+ ε3γ3(2β(|z(0)|, t)) .
Ceci implique GUEC (1.63) pour le syste`me (1.87). 
La proposition suivante est la conse´quence directe du Lemme 1.12 et de la Proposition 1.2.
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Proposition 1.4 Sous les hypothe`ses (A1), (A2) et (A3), toutes les solutions (x(t), z(t)) de
(1.87) sont bien de´ﬁnies sur [0,+∞), borne´es, et satisfont :
lim
t→+∞
(|x(t)| + |z(t)|) = 0 .
Exemple 1.4 (Syste`mes presque homoge`nes) :
Les hypothe`ses (A1), (A2) et (A3) sont ve´riﬁe´es par les syste`mes presque homoge`nes d’ordre
λ ≥ 1 (voir, par exemple, [3], [4], [14]), a` condition que :
(1) f et h soient deux champs de vecteurs re´guliers, homoge`nes d’ordre λ ≥ 1, i.e. :
f(cx) = cλf(x) , h(cx, cz) = cλh(x, z) , ∀ c ∈ R . (1.99)
(2) L’e´quilibre x = 0 de x˙ = f(x) et l’e´quilibre z = 0 de z˙ = h(z, 0) soient globalement
asymptotiquement stables;
(3) |ω(x, z)| ≤ ǫ1|x|λ + ǫ2|z|λ, pour deux nombres re´els ǫ1 ≥ 0 et ǫ2 ≥ 0. Notons que ω peut
contenir des nonline´arite´s non-homoge`nes telles ω(x, y) = xyλ−1 sin(x2).
En eﬀet, d’apre`s [20, Theorem 57.4], il existe une fonction de Lyapunov V1(z) homoge`ne
d’ordre μ1 pour le syste`me homoge`ne stationnaire z˙ = h(z, 0) telle que, pour trois nombres re´els
c1 > 0, c2 > 0 et c3 > 0,
c1|z|μ1 ≤ V1(z) ≤ c2|z|μ1 (1.100)
et :
∂V1
∂z
(z)h(z, 0) ≤ −c3|z|μ1+λ−1 , ∀ z . (1.101)
Notons que :
• ∂V1∂z (z) est homoge`ne d’ordre μ1 − 1.
En eﬀet, puisque V1(z) est homoge`ne d’ordre μ1, nous avons :
V1(cz) = c
μ1V1(z) , ∀ c ∈ R .
En de´rivant par rapport a` z, nous obtenons :
∂V1
∂z
(cz) = cμ1−1
∂V1
∂z
(z) .
• h(z,x)− h(z,0)|x| est homoge`ne d’ordre λ− 1, puisque h est homoge`ne d’ordre λ.
• puisque ∂V1∂z (z) est borne´e sur la sphe`re unite´ {z | |z| = 1}, il existe un nombre re´el stricte-
ment positif d1 tel que :
∂V1
∂z
(z) = |z|μ1−1 ∂V1
∂z
(z/|z|) ≤ d1|z|μ1−1 ∀ z . (1.102)
• puisque h(z,x)− h(z,0)
|x|
est borne´e sur la sphe`re {(x, z) | |x|λ−1 + |z|λ−1 = 1}, il existe un
nombre re´el strictement positif d2 tel que :
h
(
z
ρ
,
x
ρ
)
− h
(
z
ρ
, 0
)
∣∣∣∣xρ
∣∣∣∣ ≤ d2 ∀x , z (1.103)
ou` ρ := (|x|λ−1 + |z|λ−1)1/(λ−1) si λ > 1, et ρ := 1 si λ = 1.
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Alors, (1.101), (1.102) et (1.103) donnent :
∂V1
∂z
(z)h(z, x) =
∂V1
∂z
(z)h(z, 0) +
∂V1
∂z
(z) [h(z, x) − h(z, 0)]
≤ −c3|z|μ1+λ−1 + d1d2|x|(|x|λ−1+ |z|λ−1)|z|μ1−1 . (1.104)
Avec l’ine´galite´ de Young (voir Section B.0), (1.104) implique l’existence de deux nombres re´els
positifs c4 et c5 tels que :
∂V1
∂z
(z)h(z, x) ≤ −|z|μ1−1(c4|z|λ − c5|x|λ) . (1.105)
Selon l’algorithme pre´sente´ dans [70, Proof of Theorem 1], vu (1.100), (1.105) implique l’existence
d’une fonction β de classe KL et une constante positive k telle que
|z(t)| ≤ β(|z(0)|, t) + k sup
[0,t]
{|x(s)|} (1.106)
i.e. l’hypothe`se (A1) est satisfaite pour la fonction γ de´ﬁnie par γ(s) = ks.
D’autre part, il existe une fonction de Lyapunov V (x) homoge`ne d’ordre μ pour le syste`me
homoge`ne stationnaire x˙ = f(x) telle que pour une certaine constante c > 0,
∂V
∂x
(x)f(x) ≤ −c |x|μ+λ−1 . (1.107)
Donc il existe trois constantes positives li (i = 1, 2, 3) telles que l’hypothe`se (A2) soit satisfaite
avec :
α1(|x|) = l1|x|μ , α2(|x|) = l2|x|μ , α3(v) = l3v
μ+λ−1
μ . (1.108)
Finalement, l’hypothe`se (A3) est ve´riﬁe´e avec :
ε1 = k1ǫ1 , ε2 =
k1(μ− 1)
c(μ+ λ− 1) ǫ2 , ε3 =
k1λ(2k)
μ+λ−1
(μ+ λ− 1)l3l(μ+λ−1)/μ1
ǫ2
γ1(s) := ǫ1s
λ , γ2(s) := ǫ2s
λ , γ3(s) := l3l
(μ+λ−1)/μ
1 (2k)
1−μ−λ sμ+λ−1
ou` k1 > 0 ne de´pend que de V .
En conclusion, d’apre`s la Proposition 1.3, la solution nulle du syste`me (1.87) est GAS.
Exemple 1.5 : Conside´rons le syste`me nonline´aire commande´ mais singulie`rement perturbe´ :⎧⎪⎪⎪⎨⎪⎪⎩
x˙1 = x2 + x
2
1 − y
x˙2 = u
μ y˙ = − y|y|
1
3
(1 + y2)
1
2
+ x1
(1.109)
ou` u ∈ R est la commande, x := (x1, x2) ∈ R2 est une partie mesure´e de l’e´tat, y ∈ R est la
composante non mesure´e de l’e´tat et μ est un nombre re´el positif arbitraire inconnu.
Comme nous le verrons dans la Section 3.1.2 (voir aussi [30]), la caracte´risation GUEC
(1.63) va va conduire pour proposer la commande :
u(x1, x2) = −x1 −
(
1 + 2x1 − 3x21 + ∂v1∂x1 (x1)
)
(x2 + x
2
1 − x31)
− (x2 + x1 + x21 − x31 + v1(x1)) − v2(x1, x2)
(1.110)
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ou` v1 et v2, de classe C
1, sont donne´es par :
v1(x1) = c1 x
3
1 ,
v2(x1, x2) =
(
x2 + x1 + x
2
1 − x31 + v1(x1)
)3
(1 + 2x1 − 3(1− c1)x21)4
+ c1(x2 + x1 + x
2
1 − x31 + v1(x1))3
⎫⎪⎪⎬⎪⎪⎭ (1.111)
ou` c1 est un parame`tre a` choisir plus grand que 4. Nous allons d’abord e´tudier ce syste`me boucle´
(1.109) au point de vue de la caracte´risation GUEC, puis au point de vue de la caracte´risation
SpES.
• avec la caracte´risation GUEC
Nous allons montrer que les hypothe`ses OE (1.54) , GB (1.58) , (H) et GUEC (1.63) sont
ve´riﬁe´es pour ce syste`me (1.109), et donc la Proposition 1.2 s’applique pour conclure la bornitude
globale des solutions.
Remarquons que le syste`me (1.109) ve´riﬁe (1.51) en prenant N = 3, n = 2 et
X = (x1, x2, y)
⊤ , H =
(
1 0 0
0 1 0
)
, Ω = R3 .
Bien que la solution ordinaire y = 0 du sous syste`me y de (1.109) avec x1 = 0 admette une
attraction plus faible qu’exponentielle a` l’inﬁni et pre`s de l’origine, l’hypothe`se OE (1.54) est
ve´riﬁe´e.
Nous choisissons le syste`me diﬀe´rentiel ordinaire suivant comme mode`le pour le syste`me
(1.109) : {
x˙1 = x2 + x
2
1 − x31
x˙2 = u(x1, x2) .
(1.112)
Comme il peut eˆtre directement ve´riﬁe´, GB (1.58) est satisfaite par (1.112) avec les fonctions V
et W de´ﬁnies par :
V (x1, x2) =
1
2
x21 +
1
2
(x2 + x1 + x
2
1 − x31 + v1(x1))2 (1.113)
W (x1, x2) = 2V (x1, x2) + x1v1(x1) + [x2 + x1 + x
2
1 − x31 + v1(x1)] v2 (1.114)
Il est assez facile de voir que si l’on prend Υ(x) = 2c1V (x)
2, alors l’hypothe`se (H) est ve´riﬁe´e
avec u0 = 0 et v0 = +∞ dans (1.61).
Il reste maintenant a` ve´riﬁer l’hypothe`se GUEC (1.63) pour (1.109). L’erreur de mode´lisation
entre le mode`le (1.112) et (1.109) est e´gale a` x31−y. Notons que v1(x1) et v2(x1, x2) dans (1.111)
satisfont les proprie´te´s suivantes :
x1 v1(x1) ≥ 0 ∀ x1 ∈ R , v1(0) = 0 ,(
x2 + x1 + x
2
1 − x31 + v1(x1)
)
v2(x1, x2) ≥ 0 ∀ (x1, x2) ∈ R2 ,
v2(x1, x2) = 0 ∀ (x1, x2) ∈ {(x1, x2) : x2 + x1 + x21 − x31 + v1(x1) = 0} .
(1.115)
Aussi, on peut montrer directement que (voir [29, eq. (18)]) :∣∣∣∣ ∂V∂x1 (x1, x2) (x31 − y)
∣∣∣∣ ≤ 12W (x1, x2) + 32y4/3 ∀ (x1, x2, y) ∈ R3 . (1.116)
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Soit (x1(t), x2(t), y(t)) une solution maximale de´ﬁnie sur [0, T ) du syste`me (1.109). Apre`s de
longs calculs, nous obtenons, pour tous les t ∈ [0, T ),∣∣∣∣ ∂V∂x1 (x1(t), x2(t)) (x31(t)− y(t))
∣∣∣∣ ≤ μ1W (x(t)) + μ2 sup
0≤s≤t
Υ(x(s)) +D(t) (1.117)
ou` μ1, μ2 et D(t) sont donne´s par :
μ1 =
1
2
, μ2 =
2048
27c1
, Υ(x) = 2c1 V (x)
2 ≤ W (x) (1.118)
et
D(t) = β0(y(0)
4
3 , t) + 48 sup
0≤s≤ 3
4
{(
s2
1− s2
)1
3
(
1− 4s
3
)2}
(1.119)
avec β0(s, t) de´ﬁnie sur R+ ×R+ comme :
β0(s, t) =
{
0 si t ≥ 8μs1/2
3
2φ
−1(t+ φ(s)) si t < 8μs1/2
(1.120)
ou` φ(s) = −8μ (s 12 − 1).
En conclusion, toutes les hypothe`ses de la proposition 1.2 sont remplies. Donc, en choisissant
dans la commande c1 plus grand que 152, d’apre`s la Proposition 1.2, pour tout nombre re´el positif
μ, nous avons la bornitude (globale) de toutes les solutions du syste`me (1.109).
Il faut remarquer qu’avec la meˆme analyse, nous pouvons montrer que la Proposition 1.2
s’applique au syste`me nonline´aire re´gulie`rement perturbe´ :⎧⎪⎨⎪⎪⎩
x˙1 = x2 + x
2
1 − x31 + μ y
x˙2 = u(x1, x2)
y˙ = −y + (1 + u(x1, x2)2)σ − 1
(1.121)
avec σ ≥ 0 et u(x1, x2) de´ﬁnie dans (1.110). En eﬀet, si l’on prend le meˆme syste`me (1.112)
pour mode`le de (1.121), la seule diﬃculte´ est de ve´riﬁer GUEC (1.63) pour ce syste`me. Nous
pouvons montrer (voir la Section 3.1.2) qu’une ine´galite´ similaire a` (1.117) est satisfaite par le
syste`me avec perturbation re´gulie`re (1.121), a` condition que σ ≤ 311 .
• avec la caracte´risation SpES
En regardant (1.109) comme une interconnexion de deux sous syste`mes (x1, x2) et y, nous
montrons que la caracte´risation SpES s’applique a` (1.109).
Conside´rons d’abord le sous syste`me (x1, x2) de (1.109) :⎧⎨⎩ x˙1 = x2 + x21 − yx˙2 = u(x1, x2) (1.122)
avec entre´e y et sortie x21/2. Avec les meˆmes fonctions V et W de´ﬁnies dans (1.113) et (1.114),
la de´rive´e temporelle de V le long des solutions de (1.122) s’e´crit comme :
V˙ ≤ −W (x1, x2) + ∂V
∂x1
(x1, x2) (x
3
1 − y) . (1.123)
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Vu (1.116) et (1.118), (1.123) implique :
V˙ ≤ −c1V (x1, x2)2 + 3
2
y4/3 . (1.124)
En utilisant l’algorithme de Sontag relatif a` la stabilite´ ISS a` (1.124), nous montrons que pour
chaque y(t) de´ﬁnie pour t ≥ 0 et essentiellement borne´, la solution (x1(t), x2(t)) de (1.122) est
de´ﬁnie sur [0,+∞) et borne´e. De plus, en de´notant par β1 et γ1 respectivement la fonction de
classe KL et la fonctioin de classe K comme suit :
β1(s, t) :=
s
1 + c1st/2
, γ1(s) :=
(
3
c1
)1/2
s2/3 , (1.125)
duˆ a` la stationnarite´, la solution (x1(t), x2(t)) satisfait que, pour 0 ≤ t0 ≤ t < +∞,
V (x1(t), x2(t)) ≤ β1(V (x1(t0), x2(t0)), t− t0) + γ1
(
sup
t0≤τ≤t
|y(τ)|
)
. (1.126)
Puisque, par ailleurs, x2/2 < V (x1, x2), nous avons e´tabli que le sous syste`me (1.122) d’e´tat
(x1, x2), entre´e y, sortie x
2
1/2 est SES avec le gain γ1(s) de´ﬁni dans (1.125).
Ensuite, conside´rons le sous-syste`me y de (1.109), i.e. :
μ y˙ = − y|y|
1
3
(1 + y2)
1
2
+ x1 (1.127)
avec entre´e x21/2 et sortie y. Nous avons :
˙︷ ︷
y4/3 = − 1
2μ
× 4|y|y
2/3
3(1 + y2)1/2
+
2|y|1/3
3μ
[
− y
4/3
(1 + y2)1/2
+ 2|x1|
]
. (1.128)
Puisque la fonction x/(1 + x) est continue et strictement croissante en x ≥ 0, les fonctions
suivantes
1
2μ
× 4|y|y
2/3
3(1 + y2)1/2
et
y4/3
(1 + y2)1/2
sont deux fonctions de classe K∞ en |y|. De´notons par γ0 la fonction de classe K∞ :
γ0(s) =
s4/3
(1 + s2)1/2
, ∀ s ≥ 0 . (1.129)
En utilisant l’algorithme de Sontag relatif a` la stabilite´ ISS a` (1.128), on peut montrer l’existence
d’une fonction β2 de classe KL telle que, pour chaque signal x1(t) de´ﬁni sur [0,∞) et essen-
tiellement borne´, la solution y(t) de (1.127) est de´ﬁnie sur [0,∞) et satisfait :
|y(t)| ≤ β2(|y(0)|, t) + γ−10
(
sup
0≤τ≤t
{
23/2
(
x21(τ)
2
)1/2})
∀ t ≥ 0 . (1.130)
Donc, le sous syste`me (1.127) d’e´tat y, entre´e x21/2, sortie y est SES avec le gain
γ2(s) := γ
−1
0 (2s) . (1.131)
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Quand s est assez grand, γ0, de´ﬁnie dans (1.129), est e´quivalente a` s
1/3, a` un facteur multiplicatif
pre`s. Plus pre´cise´ment, il existe deux constantes positives k1 > 0 et k2 ≥ k1 telles que :
k1s
1/3 ≤ γ02(s) ≤ k2s1/3 , ∀ s≫ 0 . (1.132)
Donc il existe une constante k > 0 telle que γ2 satisfait :
γ2(s) ≤ k s3/2 , ∀ s≫ 0 . (1.133)
Par conse´quent, vu (1.133), (1.125), nous avons :
γ2 ◦ 2γ1(s) ≤ k 2
3/2 × 33/4
c
3/4
1
s , ∀ s≫ 0 . (1.134)
Donc, lorsque c1 est assez grand, il existe deux nombres re´els positifs λ < 1 et d tels que :
γ2 ◦ 2γ1(s) ≤ λ s + d , ∀ s ≥ 0 . (1.135)
C’est-a`-dire que la condition du petit-gain entre γ1 et γ2 est ve´riﬁe´e. Ainsi le the´ore`me du petit
gain ge´ne´ralise´ 1.9 nous permet de conclure que toutes les solutions (x1(t), x2(t), y(t)) de (1.109)
sont de´ﬁnies sur [0,+∞) et borne´es.
Remarquons que, bien que les sous syste`mes (x1, x2) et y de (1.109) soient ISS par rapport
a` leur entre´e y et (x1, x2) respectivement, on n’a pas pu conclure la stabilite´ asymptotique. La
raison est qu’il est impossible d’obtenir (1.135) avec d = 0 pour le syste`me (1.109). En eﬀet,
lorsque s est suﬃsamment petit, γ0(s) est e´quivalente a` s
4/3, a` un facteur multiplicatif pre`s.
Donc il existe un nombre re´el positif k3 tel que γ2 de´ﬁnie dans (1.131) satisfait :
γ2(s) ≥ k3 s3/8 , ∀ s ≈ 0 . (1.136)
Ceci implique imme´diatement que, pour s assez petit mais positif,
γ2 ◦ γ1(s) ≥ k3 3
3/16
c
3/16
1
s1/4 , ∀ s ≈ 0 . (1.137)
Si bien que la proprie´te´ (1.135) ne peut pas eˆtre ve´riﬁe´e avec d = 0.
A travers ces exemples, nous avons pu constater que, le the´ore`me du petit gain ge´ne´ralise´ 1.9
est un outil important pour l’e´tude de stabilite´ d’un syste`me interconnecte´, et repose sur une
condition du petit gain qui relie les gains γi des deux sous syste`mes. Donc nous avons besoin de
connaˆıtre explicitement les γi dont les calculs sont par contre souvent tre`s de´licats.
1.3 Caracte´risations plus re´centes: cas local
L’objectif de cette section est d’e´tudier les versions locales des deux caracte´risations globales
(i.e. ISpS et GUEC) introduites dans la Section 1.2. A cause de la similarite´ avec la version
globale, notre pre´sentation sera tre`s concise. Pour des raisons du temps nous n’avons pas pu
de´velopper la contrepartie du the´ore`me 1.9 et nous ne de´veloppons ici que celle du the´ore`me
1.10.
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1.3.1 LISS et le the´ore`me du petit gain local
Conside´rons un syste`me nonline´aire :
x˙ = f(x, u) , x ∈ Rn , u ∈ Rm (1.138)
avec f une fonction re´gulie`re.
De´ﬁnition 1.10 Le syste`me (1.138) ayant u comme entre´e est dit d’eˆtre localement entre´e-a`-
e´tat stable (LISS), s’il existe une constante u0max > 0, un voisinage ouvert Ux de 0, une fonction
β de classe KL, une fonction γ de classe K, telles qu’a` chaque entre´e mesurable u(·) satisfaisant
‖u‖ ≤ u0max, et a` chaque condition initiale x(0) dans Ux, est associe´e une solution x(t), de´ﬁnie
pour tout t ≥ 0, satisfaisant :
|x(t)| ≤ β(|x(0)|, t) + γ
(
sup
0≤τ≤t
{|u(τ)|}
)
, ∀ t ≥ 0 . (1.139)
La proprie´te´ LISS n’est pas une restriction forte pour un syste`me commande´. En eﬀet, nous
avons :
The´ore`me 1.13 Le syste`me x˙ = f(x, u) ayant u pour entre´e et x pour e´tat est localement
entre´e-a`-e´tat stable si l’e´quilibre x = 0 du syste`me x˙ = f(x, 0) est localement asymptotiquement
stable.
C’est en fait un re´sultat de stabilite´ totale.
Avec cette notion LISS, nous pouvons e´tudier la stabilite´ du syste`me interconnecte´ :{
x˙ = f(x, z)
z˙ = h(x, z) .
(1.140)
Nous avons le the´ore`me du petit gain local suivant :
The´ore`me 1.14 Supposons que le sous syste`me x de (1.140) est LISS avec un couple de fonc-
tions (βx, γx) satisfaisant (1.139), et le sous syste`me z de (1.140) est LISS avec (βz, γz) satis-
faisant (1.139), et si les fonctions γx et γz satisfont la condition suivante :
γx ◦ (Id + ρ1) ◦ γz(s) ≤ (Id− ρ2)(s) ∀ s ∈ [0, s⋆] (1.141)
ou` ρi (i = 1, 2) sont deux fonctions de classe K, et s
⋆ est une constante positive, alors l’e´quilibre
(x, z) = (0, 0) de (1.139) est asymptotiquement stable.
Preuve : voir Appendice B. 
Pour voir l’inte´reˆt du the´ore`me du petit gain local 1.14, e´tudions le syste`me suivant :
x˙ = f(x) + ω(x, z) (1.142)
z˙ = h(x, z) (1.143)
ou` f , ω et h sont trois champs de vecteurs re´guliers tels que :
f(0) = 0 , ω(0, 0) = 0 , h(0, 0) = 0 .
Nous avons le re´sultat suivant sur la stabilite´ asymptotique de (1.142)-(1.143).
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Corollaire 1.15 Supposons que f est homoge`ne de degre´ λ tel que x = 0 de x˙ = f(x) est
asymptotiquement stable, et que l’e´quilibre z = 0 de z˙ = h(0, z) est asymptotiquement stable.
S’il existe deux fonctions α1, α2 de classe K, deux voisinages ouverts Vx de x = 0 et Vz de
z = 0 tels que :
|ω(x, z)| ≤ |x|λ(α1(|x|) + α2(|z|)) ∀(x, z) ∈ Vx × Vz , (1.144)
alors l’e´quilibre (x, z) = (0, 0) de (1.142)-(1.143) est asymptotiquement stable.
Remarque 1.8 Ce corollaire ge´ne´ralise le Lemme [26, pp. 442] de´montre´ par Isidori via la
the´orie de varie´te´ centre pour le cas ou` f(x) = Ax. 
Preuve : Comme l’e´quilibre z = 0 de z˙ = h(0, z) est asymptotiquement stable, selon le the´ore`me
1.13, le syste`me z˙ = h(x, z) est LISS avec x comme entre´e et un certain γz. Il suﬃt donc de
de´montrer que le sous syste`me (1.142) est LISS avec z comme entre´e et un gain nul, i.e. γx ≡ 0.
En eﬀet, puisque x˙ = f(x) est un syste`me homoge`ne aymptotiquement stable, d’apre`s Hahn
[20, Theorem 57.4], il existe une fonction de Lyapunov homoge`ne de degre´ μ et quatres constantes
positives ci (1 ≤ i ≤ 4) telles que :
c1|x|μ ≤ V (x) ≤ c2|x|μ ,
∣∣∣∣∂V∂x (x)
∣∣∣∣ ≤ c3|x|μ−1 , (1.145)
∂V
∂x
(x)f(x) ≤ −c4|x|λ+μ−1 . (1.146)
La de´rive´e temporelle de V le long des solutions de (1.142) est :
V˙ =
∂V
∂x
(x)f(x) +
∂V
∂x
(x)ω(x, z) .
A l’aide de (1.145), (1.146) et (1.144), nous avons :
V˙ ≤ −c4|x|λ+μ−1 + c3|x|λ+μ−1(α1(|x|) + α2(|z|)) ∀ (x, z) ∈ Vx × Vz . (1.147)
Comme Vx et Vz sont ouverts, et vu le fait que α1 et α2 sont de classe K, on peut choisir r0 un
nombre re´el strictement positif tel que :
{(x, z) : |x| < r0 , |z| < r0} ⊆ Vx × Vz ,
c3(α1(|x|) + α2(|z|)) ≤ c4
2
∀ (x, z) : |x| < r0, |z| < r0 .
(1.147) entraˆıne :
V˙ ≤ −c4
2
|x|λ+μ−1 ∀ (x, z) : |x| < r0, |z| < r0 . (1.148)
Aﬁn de de´montrer la proprie´te´ LISS du sous syste`me (1.142) avec z comme entre´e, conside´rons
une fonction quelconque z(t) continue,6 borne´e et de´ﬁnie sur [0,+∞). Soit x(t) la solution
maximale de [0, T ) dans {x : |x| < r0}. Lorsque ‖z‖ < r0 et |x(0)| < r0, d’apre`s (1.148), nous
avons :
V˙ ≤ −c4
2
|x|λ+μ−1 ∀ t ∈ [0, T ) . (1.149)
6Comme z est ici une composante des solutions C1 du syste`me (1.142)-(1.143), il sera suﬃsant de conside´rer
seulement les entre´es continues.
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On en de´duit que T = +∞ et, selon (1.145) et Sontag [70, Lemma 6.1], il existe une fonction βx
de classe KL telle que :
|x(t)| ≤ βx(|x(0)|, t) ∀ t ≥ 0 .
Ceci implique imme´diatement que le sous syste`me (1.142) est LISS avec z comme entre´e et un
gain γx ≡ 0. Ce qui permet de conclure. 
Notes bibliographiques. La notion LISS est provenue de Sontag [71]. Le the´ore`me 1.13 a
e´te´ d’abord signale´ par Sontag [71, Theorem 2] et puis raﬃne´ par Teel et Praly [74, Fact 1.1,
Remark 1.2]. Le the´ore`me 1.14 a e´te´ de´montre´ par Teel et Praly [74] dans le cas ou` ρ1 et ρ2
sont des nombres re´els. Le corollaire 1.15 est une ge´ne´ralisation de Bacciotti [4, Lemma 15.4] et
Isidori [26, Lemma, p.442]. Dans ce dernier une preuve fonde´e sur la the´orie de varie´te´ centre a
e´te´ donne´e.
1.3.2 LUEC
Pour eˆtre concis, nous donnons simplement les versions locales des hypothe`ses principales i.e.
OE (1.54) , GB (1.58) et GUEC (1.63) .
L’e´galite´ (1.52) est remplace´e par :
H(0, 0) = 0 (1.150)
et OE (1.54) , GB (1.58) et GUEC (1.63) deviennent :
il existe deux ensembles ouverts Ω0 ⊂ Ω1 ⊂ Ω, deux ensembles compacts K ⊂ Rn, dont l’inte´rieur
est non vide, et Γ ⊂ Ω1, tous contenant leurs origines respectives, et trois nombres re´els positifs
μ1, μ2, D tels que :
Hypothe`se OEV (Observabilite´ de l’Evasion d’un Voisinage) (1.151)
Pour toute condition initiale X(0) dans Ω0, soit X(t) la solution correspondante de (1.51) et
soit [0, T ) son intervalle maximal de de´ﬁnition pour X(t) ∈ Ω1, alors :
∃ t0 ∈ [0, T ) : X(t0) 
∈ Γ ⇒ ∃ t1 ∈ [0, t0) : H(X(t1), t1) 
∈ K .
Hypothe`se LAS (Stabilite´ Asymptotique Locale) (1.152)
Il existe une fonction C1 V qui est de´ﬁnie positive et propre, une fonction α de classe K et un
voisinage ouvert  de 0 ∈ Rn tels que :
∂V
∂x
(x) f(x)
def
= −W (x) ≤ −α(V (x)) ∀ x ∈  . (1.153)
Contrairement au cas global, nous supposons ici que V et W sont de´ﬁnies positives. Ceci
nous permet de de´ﬁnir ΔK, un nombre re´el strictement positif tel que :
V (x) ≤ ΔK =⇒ x ∈ K . (1.154)
Hypothe`se LUEC (Caracte´risation Locale des Eﬀets Non-mode´lise´s) (1.155)
Chaque solution maximale de (1.51) X : [0, T )→ Ω1 satisfait pour tout t ∈ [0, T ) :∣∣∣∣∂V∂x (x(t)) [x˙(t)− f(x(t))]
∣∣∣∣ ≤ μ1W (x(t)) + μ2 sup
0≤s≤t
Υ(x(s)) +D (1.156)
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ou` x(t) = H(X(t), t) et Υ(x) = α(V (x)).
Nous avons :
Proposition 1.5 (Bornitude Locale) : Supposons que les hypothe`ses (1.150), OEV (1.151) et
LAS (1.152) sont ve´riﬁe´es avec :
 ⊇ H(Ω1,R+)
⋃
K (1.157)
et que, pour certains nombres re´els positifs μ1, μ2, D satisfaisant :
1
1− μ1 − μ2
D ≤ α(ΔK) (1.158)
l’hypothe`se LUEC (1.155) est satisfaite. Alors il existe un voisinage ouvert Ω2 ⊆ Ω0 de l’origine
tel que chaque solution de (1.51), avec X(0) ∈ Ω2 est bien de´ﬁnie sur [0,+∞), unique et dans
Γ. De plus, pour chaque telle solution, satisfaisant pour tous les t0 ≥ 0,
max
{
0 ,
∣∣∣∣∂V∂x (x(t)) [x˙(t)− f(x(t))]
∣∣∣∣ − μ1W (x(t)) − μ2 sup
t0≤s≤t
{Υ(x(s))}
}
→ 0 (1.159)
quand t− t0 tend vers l’inﬁni, nous avons x(t) tend vers 0 quand t tend vers +∞.
Preuve : voir Appendice B. 
1.3.3 Exemple
Exemple 1.6 : Conside´rons le syste`me nonline´aire singulie`rement perturbe´ suivant :⎧⎪⎪⎨⎪⎩
x˙1 = x2 + x
2
1 − y
x˙2 = u(x1, x2)
μ y˙ = −(3− x21)y + x31
(1.160)
ou` x = (x1, x2) ∈ R2, X = (x, y) ∈ R3 est l’e´tat, et μ est un nombre re´el positif. Et u(x1, x2)
est la fonction de´ﬁnie dans (1.110).
• avec la caracte´risation LUEC
Pour ce syste`me (1.160), la fonction H de´ﬁnie par H(X, t) = x satisfait l’hypothe`se (1.150).
De´ﬁnissons deux ensembles ouverts Ω0, Ω1 dans R
3, deux ensembles compacts K ⊂ R2, Γ ⊂ Ω1
par :
Ω0 = (−
√
2 ,
√
2)× R× (−a, a) , Ω1 = (−
√
2 ,
√
2)×R2 , Ω = R3 ,
K = [−1, 1]× [−b, b] , Γ = [−1, 1]× [−b, b]× [−a, a] ,  = (−√2 ,√2)× R
(1.161)
ou` a ≥ 12 et b sont deux nombres re´els positifs arbitraires. Notons que ces ensembles contiennent
l’origine de leurs espaces respectifs. Pour ces ensembles, l’hypothe`se OEV (1.151) est satisfaite
puisque nous avons :
μ
︷˙︷
y2 ≤ − y2 + x61 (1.162)
pour toutes les fonctions du temps (x1(t), x2(t), y(t)) ∈ Ω1.
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Reste a` ve´riﬁer l’hypothe`se LUEC (1.155) pour (1.160). Prenons le syste`me (1.112) pour
mode`le de synthe`se pour le syste`me (1.160) et suivont les notations de l’exemple 1.5. L’erreur
de mode´lisation (x31 − y) satisfait l’ine´galite´ suivante :∣∣∣∣ ∂V∂x1 (x1(t), x2(t)) (x31(t)− y(t))
∣∣∣∣ ≤ μ1W (x1(t), x2(t)) + μ2 sup
0≤s≤t
Υ(x(s)) +D(t) (1.163)
pour (x1(t), x2(t), y(t)) ∈ Ω1. Dans l’e´quation (1.163), W (x1, x2) est de´ﬁnie par (1.113), Υ est
de´ﬁnie comme dans (1.118), et μ1, μ2 et D(t) sont donne´s par :
μ1 =
1
2
, μ2 =
3
c1
, D(t) =
3
2
e−
t
μ y(0)
4
3 . (1.164)
Si bien que l’hypothe`se LUEC (1.155) est ve´riﬁe´e par (1.160).
En appliquant la Proposition 1.5 au syste`me (autonome) singulie`rement perturbe´ (1.160) avec
u(x1, x2) de´ﬁnie dans (1.110)-(1.111), lorsque c1 est choisi plus grand que
3
2 , pour les conditions
initiales (x1(0), x2(0), y(0)) dans un voisinage de l’origine (voir (B.135)), quelle que soit la valeur
positive de μ, les solutions du syste`me restent dans [−1, 1]× [−b, b]× [−a, a] et tendent vers 0.
• avec la caracte´risation LISS
Avec nos calculs (1.122) a` (1.126), nous avons montre´ que, pour chaque y(t) de´ﬁnie sur
[0,∞), mesurable et essentiellement borne´e, les solutions (x1(t), x2(t)) du syste`me⎧⎨⎩ x˙1 = x2 + x21 − yx˙2 = u(x1, x2)
sont de´ﬁnies sur [0,+∞) et satisfont que, pour 0 ≤ t0 ≤ t < +∞,
V (x1(t), x2(t)) ≤ β1(V (x1(t0), x2(t0)), t− t0) + γ1
(
sup
t0≤τ≤t
|y(τ)|
)
(1.165)
ou` β1, de classe KL, et γ1, de classe K, sont de´ﬁnies dans (1.125) :
β1(s, t) :=
s
1 + c1 st/2
, γ1(s) :=
(
3
c1
)1/2
s2/3 . (1.166)
Pour le sous syste`me y de (1.160) :
μ y˙ = −(3− x21)y + x31 , (1.167)
pour chaque fonction x1(t) de´ﬁnie sur [0,+∞) et borne´e avec la norme ‖x1‖ ≤
√
2, toute solution
maximale y(t) : [0, T )→ R de (1.166) satisfait (voir (1.162)) :
μ
︷˙︷
y2 ≤ − y2 + x61 . (1.168)
A l’aide de l’ine´galite´ de Gronwall, quelque soit une paire de temps 0 ≤ t0 ≤ t < T , nous avons :
y(t)2 ≤ e−
t−t0
μ y(t0)
2 + sup
t0≤τ≤t
x1(τ)
6 (1.169)
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ou encore,
|y(t)| ≤ e−
t−t0
2μ |y(t0)| + sup
t0≤τ≤t
|x1(τ)|3 . (1.170)
Comme x21 ≤ 2V (x1, x2) pour tout (x1, x2) dans R2, (1.170) implique directement que, pour
n’importe quel signal x2(t) de´ﬁni sur [0,+∞),
|y(t)| ≤ β2(|y(t0)|, t− t0) + γ2
(
sup
t0≤τ≤t
{V (x1(τ), x2(τ))}
)
(1.171)
ou` β2, de classe KL, et γ2, de classe K, sont donne´es par :
β2(s, t) = s e
− t
2μ , γ2(s) = 2
3/2 s3/2 . (1.172)
Dans ce cas, nous avons :
γ2 ◦ 2γ1(s) = 8× 3
3/4
c
3/4
1
s (1.173)
En conse´quence, la condition du petit gain (1.141) entre γ1 et γ2 est satisfaite avec n’importe
quel s⋆ > 0 lorsque c1 est choisi suﬃsamment grand, par exemple tel que,
8× 33/4
c
3/4
1
< 1 .
Finalement, en appliquant le the´ore`me 1.14 a` (1.165)-(1.171), vu le fait que V dans (1.113)
est de´ﬁnie positive et propre, on conclut que l’e´quilibre (x1, x2, y) = (0, 0, 0) de (1.160) est
asymptotiquement stable.
1.4 Discussions de nos hypothe`ses de caracte´risation
Le but de cette section est de comparer les deux caracte´risations plus re´centes (ISS et GUEC ou
LUEC) avec les trois caracte´risations plus classiques pre´sente´es dans la Section 1.1. Nous nous
sommes limite´s au cas stationnaire.
1.4.1 Comparaison avec la stabilite´ totale
Conside´rons un syste`me dynamique perturbe´ :
x˙ = f(x) + ω(x, t) , x ∈ Rn (1.174)
ou` f est re´gulie`re telle que f(0) = 0.
Le the´ore`me 1.2 montre que si le syste`me x˙ = f(x) est asymptotiquement stable, alors
l’e´quilibre x = 0 de ce syste`me est totalement stable. Sous la meˆme hypothe`se, nous avons
e´nonce´ dans la Section 1.3.1 un re´sultat inte´ressant (voir le the´ore`me 1.13) : si x˙ = f(x, 0)
est asymptotiquement stable, alors x˙ = f(x, u) est LISS avec u conside´re´e comme entre´e. Une
fac¸on de le voir comme un re´sultat de stabilite´ totale est de poser ω = f(x, u) − f(x, 0) dans
(1.174).
Dans la suite, nous nous proposons de montrer que sous la meˆme hypothe`se que x˙ = f(x, 0)
est asymptotiquement stable en x = 0, x˙ = f(x, u) avec u conside´re´e comme entre´e satisfait
l’hypothe`se LUEC (1.155) .
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En eﬀet, d’apre`s le the´ore`me inverse de Lyapunov [20, Theorem 49.4], il existe une fonction
C1 de Lyapunov V (x) pour x˙ = f(x, 0), c’est-a`-dire que, on peut trouver trois fonctions α1, α2,
α3 de classe K telles que, pour x ∈ Bx(r) = {x | |x| < r} avec r > 0,
α1(|x|) ≤ V (x) ≤ α2(|x|) (1.175)
et
∂V
∂x
(x)f(x, 0) ≤ −α3(|x|) . (1.176)
Comme Bx(r) est un ensemble borne´, il existe un nombre re´el positif k0 tel que pour tout
1 ≤ i ≤ n, ∣∣∣∣∂V∂xi (x)
∣∣∣∣ ≤ k0 ∀ x ∈ Bx(r) . (1.177)
Soit u(t) une fonction de´ﬁnie sur [0,+∞), mesurable et essentiellement borne´e par ‖u‖ ≤ μ0.
Conside´rons une solution maximale x(t) : [0, T )→ Bx(r) du syste`me :
x˙ = f(x, u(t)) .
Puisque f(x, u) est re´gulie`re, il existe une fonction continue f¯ telle que :
f(x, u) − f(x, 0) = u⊤ f¯ (x, u) . (1.178)
Alors, il existe un nombre re´el positif k1 tel que :
|f¯(x, u)| ≤ k1 , ∀ (x, u) ∈ Bx(r)× Bu(r) . (1.179)
Vu (1.178), (1.179), si μ0 < r, nous avons :∣∣∣∣∂V∂x (x(t))[f(x(t), u(t)) − f(x(t), 0)]
∣∣∣∣ ≤ k0 k1 μ0 . (1.180)
Ceci de´montre l’hypothe`se LUEC (1.155) . Finalement, nous avons de´montre´ :
Proposition 1.6 Si x˙ = f(x, 0) est asymptotiquement stable, alors LUEC (1.155) est ve´riﬁe´e
par le syste`me x˙ = f(x, u). Plus pre´cise´ment, il existe quatres nombres re´els positifs r, k0, k1
et μ0 tels que μ0 < r, et pour chaque fonction u(t) de´ﬁnie pour tous les t ≥ 0, mesurable et
essentiellement borne´e avec la norme ‖u‖ ≤ μ0, toute solution maximale x(t) : [0, T )→ Bx(r)
du syste`me x˙ = f(x, u(t)) satisfait :∣∣∣∣∂V∂x (x(t))[x˙(t) − f(x(t), 0)]
∣∣∣∣ ≤ μ0 k0 k1 . (1.181)
1.4.2 Comparaison avec les perturbations re´gulie`res
Nous e´tablissons d’abord un re´sultat trivial : chaque syste`me commande´ qui est ISS avec un gain
localement line´airement borne´ est K-quasiment stable pour un certainK > 0. Plus pre´cise´ment,
pour le syste`me commande´
x˙ = f(x, u) , u ∈ Rm , x ∈ Rn , (1.182)
nous avons :
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Proposition 1.7 Si (1.182) est LISS, c’est-a`-dire qu’il existe deux nombres re´els x0max > 0,
u0max > 0, et une fonction β de classe KL et une fonction γ de classe K tels que pour |x(0)| ≤
x0max et ‖u‖ ≤ u0max,
|x(t)| ≤ β(|x(0)|, t) + γ
(
sup
0≤τ≤t
{|u(τ)|}
)
, ∀ t ≥ 0 . (1.183)
De plus, si γ est localement line´airement borne´, i.e. : ∃ c1 > 0, s1 > 0 tels que
γ(s) ≤ c1 s , ∀ s ∈ [0, s1] , (1.184)
alors l’origine x = 0 est K-quasiment stable pour (1.182) pour un certain K > 0.
En particulier, si (1.182) est ISS avec une fonction γ globalement line´airement borne´e, alors
l’origine x = 0 est globalement K-quasiment stable pour (1.182).
Preuve : Nos hypothe`ses entraˆınent imme´diatement l’ine´galite´ suivante :
|x(t)| ≤ β(|x(0)|, 0) + c1‖u‖ (1.185)
pour |x(0)| ≤ x0max et ‖u‖ ≤ min{s1, u0max}. De´notons β0(s) := β(s, 0) et faisons la convention
suivante :
β−10
(
lim sup
s→+∞
β0(s)
)
= +∞ .
Donc en de´notant :
R := min{x0max , s1 , u0max} > 0 ,
quel que soit 0 < η < R, il existe un nombre re´el positif δ1(η) de´ﬁni par :
δ1(η) := min
{
η , β−10
(
min{η , lim sup
s→+∞
β0(s)}
)}
≤ η
tel que chaque fois que |u(0)|max < δ1, |x(0)|max < δ1 et |u(t)|max ≤ η pour t ∈ [0, t1], alors la
solution associe´e x(t) ve´riﬁe |x(t)|max ≤ (1+ c1)η pour t ∈ [0, t1]. Ceci dit, duˆ a` la stationnarite´,
l’origine x = 0 est (1+c1)-quasiment stable pour le syste`me (1.182) dans la re´gionBx(R)×Bu(R).
Dans le cas ou` (1.183) et (1.184) sont globalement satisfaites, on obtient que R = +∞ et
lim supη→+∞ δ1(η) = +∞ . Donc, le re´sultat global de´coule imme´diatement. 
Avec cette proposition, on s’aperc¸oit que le the´ore`me 1.8 peut aussi eˆtre aussi utile pour
l’e´tude de la stabilite´ (resp. globale) du syste`me (1.87) :{
x˙ = f(x) + ω(x, z)
z˙ = h(z, x) ,
dans le cas ou` les sous syste`mes x et z sont LISS (resp. ISS) stables avec deux gains γx et γz
localement (resp. globalement) line´airement borne´s.
Le fait que les gains γx et γz sont localement line´airement borne´s est parfois ne´cessaire.
Exemple 1.1 (suite) : Reprenons le syste`me (1.16) dont l’e´quilibre (x, z) = (0, 0) a e´te´
de´montre´ d’eˆtre instable pour n’importe quel ε > 0 :{
x˙ = −x5 + ̟(ε) z2
εz˙ = −z + εx2 .
(1.186)
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En eﬀet, nous pouvons montrer que le sous syste`me x n’est pas K-quasiment stable pour
n’importe quel K > 0. Sinon, il existe un nombre re´el positif K > 0 tel que l’origine x = 0 est
K-quasiment stable pour le syste`me
x˙ = −x5 + ̟(ε) z2 , (1.187)
c’est-a`-dire, quel que soit η > 0, il existe un δ ≤ η tel que si |x(t0)| < δ, |z(t0)| < δ et |z(t)| ≤ η
pour t dans [t0, t1], alors |x(t)| < Kη. Choissons un η > 0 tel que :
K5η3 ≤ ̟(ε)/2
et une fonction continue non de´croissante z(t), de´ﬁnie sur [0,+∞) telle que 0 < z(0) < δ(η) et
z(t) = η pour tout t dans [1,+∞). A chaque condition initiale x(0) telle que 0 < x(0) < δ(η),
la solution associe´e x(t) satisfait que 0 < x(t) < Kη pout tout t ≥ 0. Donc, pour tout t dans
[1,+∞), nous avons :
x˙(t) ≥ −K5η5 + ̟(ε)η2 ≥ ̟(ε)η2/2
Ceci n’est pas possible.
Remarquons aussi que, bien que les sous syste`mes z et x sont ISS, la condition du petit
gain (1.47) n’est pas satisfaite avec d = 0 autour de ze´ro, le the´ore`me 1.10 nous permet donc
de conclure la bornitude des solutions pas la convergence. Plus pre´cise´ment, la formule de la
variation des constantes donne :
|z(t)| ≤ e−t/ε|z(0)| + γz
(
sup
[0,t]
|x(τ)|
)
∀ t ≥ 0
ou` γz(s) := εs
2 qui est localement line´airement borne´. D’apre`s l’algorithme de Sontag [70, Proof
of Theorem 1], nous avons :
|x(t)| ≤ βx(|x(0)|, t) + γx
(
sup
[0,t]
{|z(τ)|}
)
∀ t ≥ 0
ou` βx, de classe KL, et γx, de classe K, sont donne´es par :
βx(s, t) =
(
3× 62/3s4
3× 62/3s4t
)1/4
, γx(s) = (2̟(ε))
1/5s2/5 , ∀ s ≥ 0 , t ≥ 0 .
Finalement,
γz ◦ γx = ε(2̟(ε))2/5s4/5 ,
c’est-a`-dire, la proprie´te´ (1.47) ne peut pas eˆtre ve´riﬁe´e avec d = 0.
Graˆce a` cet exemple, nous avons :
Remarque 1.9 Le syste`me x˙ = f(x, u) n’est pas force´ment K-quasiment stable lorsque
l’e´quilibre x = 0 de son syste`me avec une entre´e nulle est localement asymptotiquement stable.
Mais sous la meˆme hypothe`se, le syste`me x˙ = f(x, u) est LISS par rapport a` u. 
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1.4.3 Comparaison avec les perturbations singulie`res
Nous nous proposons de montrer qu’en renforc¸ant leurs conditions, les re´sultats du the´ore`me 1.6
et du corollaire 1.7 sur les perturbations singulie`res peuvent aussi eˆtre obtenus par le the´ore`me
du petit gain 1.10 ou 1.14.
Nous supposons que la fonction W et les fonctions de comparaison φ et ψ du the´ore`me 1.6
ou du corollaire 1.7 satisfont :
(S) Il existe une fonction de´ﬁnie positiveW0 de classe C
1, deux fonctions φ0, ψ0 de classe K∞
telles que :
W (x, z) = W0(z − h(x)) (1.188)
φ(z) = φ0(W0(z)) (1.189)
ψ(x) = ψ0(V (x)) . (1.190)
La proprie´te´ que φ0 et ψ0 sont de classe K∞ est utile seulement pour le cas global.
Sous la condition (S), on montre maintenant que les hypothe`ses 1-3 du the´ore`me 1.6 ou 1.7
impliquent les hypothe`ses du the´ore`me 1.10 ou 1.14.
Examinons en premier lieu l’hypothe`se 3. Conside´rons le sous syste`me x de (1.20) qui s’e´crit
comme :
x˙ = f(x, h(x)) + [f(x, z) − f(x, h(x))] . (1.191)
De´notons z := z − h(x). Vu (1.24), (1.25) et (S), nous avons :
V˙
∣∣∣
(1.191)
≤ −c1ψ2(x) + d1ψ(x)φ(z− h(x)) (1.192)
≤ −(1− δ1)c1ψ0(V (x))2 − δ1c1ψ0(V (x))2 + d1ψ0(V (x))φ0(W0(z))
ou` δ1 ∈ (0, 1) est arbitraire. En appliquant l’algorithme de Sontag relatif a` la stabilite´ ISS
a` l’e´quation (1.192) (voir Appendice A), nous obtenons une fonction β1 de classe KL et une
fonction γ1 de classe K telles que
ψ0(V (x(t))) ≤ β1(ψ0(V (x(0))), t) + γ1
(
sup
τ∈[0,t]
{φ0(W0(z(τ)))}
)
(1.193)
ou` l’expression explicite de γ1 est donne´e par :
γ1(s) :=
d1
δ1c1
s ∀ s ≥ 0 . (1.194)
Puisque ψ0 est de classe K∞ et V est positive de´ﬁnie et propre, il existe une fonction β1 de
classe KL telle que :
β1(ψ0(V (x(0))), t) ≤ β1(|x(0)|, t) ∀x(0) ∈ Rn .
Ensuite, nous examinons l’hypothe`se 2. En transformant le sous syste`me z de (1.20) en
syste`me z :
z˙ =
1
ε
g(x, h(x) + z) − ∂h
∂x
(x)f(x, h(x) + z) , (1.195)
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avec (1.188), la de´rive´e de W0(z) le long des solutions de (1.195) est :
W˙0
∣∣∣
(1.195)
=
1
ε
∂W0
∂z
(z)g(x, h(x)+ z) − ∂W0
∂z
(z)
∂h
∂x
(x)f(x, h(x) + z) , (1.196)
=
1
ε
∂W
∂z
(x, z)g(x, z) +
∂W
∂x
(x, z)f(x, z) . (1.197)
Vu (1.21), (1.22) et (S), nous obtenons :
W˙0
∣∣∣
(1.195)
≤ −
(c2
ε
− k
)
φ0(W0(z))
2 + d2φ0(W0(z))ψ0(V (x)) . (1.198)
En utilisant encore l’algorithme de Sontag a` (1.198), il existe une fonction β2 de classe KL et
une fonction γ2 de classe K telles que
φ0(W0(z(t))) ≤ β2(φ0(W0(z(0))), t) + γ2
(
sup
τ∈[0,t]
{ψ0(V (x(τ)))}
)
(1.199)
ou` l’expression explicite de γ2 est la suivante :
γ2(s) :=
εd2
δ2c2
s ∀ s ≥ 0 (1.200)
avec δ2 ∈ (0, 1) satisfaisant que ε < (1 − δ2)α2/γ. A partir de (1.193) et (1.199), avec les
fonctions γ1 et γ2 de´ﬁnies respectivement par (1.194) et (1.200), la condition du petit gain
(1.41) est ve´riﬁe´e avec d3 = 0 pour ε suﬃsamment petit, plus pre´cise´ment,
0 < ε < ǫ(δ1, δ2) := min
{
(1− δ2)c2
k
,
δ1δ2c1c2
d1d2
}
. (1.201)
Remarquons que la plus grande valeur de ǫ(δ1, δ2) est :
ε⋆ := sup
δi∈(0,1)
{ǫ(δ1, δ2)} = c1c2
c1k + d1d2
(1.202)
qui est identique a` la valeur de ε⋆ obtenue dans (1.26) par le the´ore`me 1.6.
En conclusion, en regardant φ0(W0(z)) (resp. ψ0(V (x))) comme entre´e et ψ0(V (x)) (resp.
φ0(W0(z))) comme sortie du sous syste`me x (resp. z) de (1.20), le the´ore`me du petit gain
ge´ne´ralise´ 1.9 ou 1.14 a` (1.193)-(1.199) donne les meˆmes re´sultats que ceux du the´ore`me 1.6 et
du corollaire 1.7 lorsque les hypothe`ses sont renforce´es en l’hypothe`se (S).
Exemple 1.7 : Etudions le syste`me singulie`rement perturbe´ suivant :
x˙ = x − x3 + z = f(x, z) (1.203)
εz˙ = −x − z = g(x, z) (1.204)
qui est conside´re´ dans [40, Example 2.1, pp.299]. Pour ce syste`me qui n’a un seul e´quilibre a`
l’origine, les hypothe`ses 1, 2 et 3 du the´ore`me 1.6 sont ve´riﬁe´es pour :
h(x) := −x , V (x) := 1
4
x4 , c1 = 1 , ψ(x) := |x|3 ,
W (x, z) :=
1
2
(x+ z)2 , c2 = 1 , φ(x+ z) := |x+ z| , d1 = d2 = k = 1 .
(1.205)
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De plus, ces hypothe`ses sont globalement satisfaites, donc d’apre`s le corollaire 1.7, le syste`me
(1.203)-(1.204) est globalement asymptotiquement stable pour tous les ε dans (0, 0.5).
Avant de pre´senter e´tape-par-e´tape notre proce´dure pour appliquer le the´ore`me du petit
gain, remarquons que la condition (S) est ve´riﬁe´e par :
W0(z) :=
1
2
z2 , φ0(s) := s , ψ0(s) := 4
3/4s3/4 , ∀ z ∈ R , s ∈ R+ .
Etape 1 : Puisque h(x) = −x et donc z = x+ z, le syste`me (1.203) s’e´crit comme :
x˙ = −x3 + z . (1.206)
(1.206) implique :
V˙ ≤ −8(1− δ1)V
3
2 − δ1x6 + |x3||z| (1.207)
ou` δ1 ∈ (0, 1). En utilisant l’algorithme de Sontag relatif a` la stabilite´ a` (1.207), nous obtenons :
|x(t)3| ≤ β1(|x(0)3| , t) + 1
δ1
sup
τ∈[0,t]
{|z(τ)|} (1.208)
ou` β1 est une fonction de classe KL donne´e par :
β1(s, t) =
s
(1 + 2(1− δ1)ts2/3)3/2
∀ s ≥ 0 , t ≥ 0 .
Etape 2 : A partir du syste`me (1.204), nous avons :
W˙ = −
(
1
ε
− 1
)
z2 − x3z . (1.209)
De la meˆme manie`re que dans l’e´tape 1, nous obtenons :
|z(t)| ≤ β2(|z(0)| , t) + sup
τ∈[0,t]
{
ε
δ2
|x(τ)3|
}
(1.210)
ou` δ2 ∈ (0, 1) est tel que ε < (1− δ2). Avec (1.208) et (1.210), la condition du petit gain donne :
ε < min{δ1δ2 , (1− δ2)} := ǫ(δ1, δ2) .
Il en re´sulte que :
ε⋆ = sup
δi∈(0,1)
{ǫ(δ1, δ2)} = 0.5 .
Finalement, d’apre`s le the´ore`me 1.10, nous pouvons en conclure que pour tous les 0 < ε < ε⋆ =
0.5, le syste`me (1.203)-(1.204) est globalement asymptotiquement stable.
1.5 Re´sume´
Nous avons donne´ diverses re´ponses au proble`me de robustesse de la bornitude et/ou de la
stabilite´ asymptotique des solutions des syste`mes dynamiques sans commande. Deux car-
acte´risations plus re´centes des eﬀets non mode´lise´s ont e´te´ propose´es. La premie`re caracte´risation
appele´e SpES ge´ne´ralise la notion ISS due a` Sontag [70, 71]. Graˆce a` cette notion, nous avons
comple´te´ un the´ore`me du petit gain nonline´aire e´tabli re´cemment par Mareels et Hill [47] avec
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un re´sultat de stabilite´ de Lyapunov, c’est-a`-dire que l’e´quilibre d’un syste`me compose´ de deux
syste`mes SES est GAS si la composition de deux gains nonline´aires est strictement infe´rieure a`
la fonction identite´. La seconde caracte´risation des eﬀets non mode´lise´s appele´e GUEC est de
type Lyapunov. Il s’agit d’e´tudier la stabilite´ d’un syste`me a` partir d’un mode`le de synthe`se
et d’utiliser une borne signiﬁcative de´pendant d’une fonction de Lyapunov du mode`le. Au
moyen d’exemples, nous montrons que cette caracte´risation a le potentiel de contenir beaucoup
d’incertitudes usuelles mais plus structure´es. Nous avons, aussi a` l’aide des exemples, compare´
ces caracte´risations re´centes avec des caracte´risations plus classiques : la the´orie de la stabilite´
totale, la the´orie des perturbations singulie`res et la the´orie des perturbations re´gulie`res. L’aspect
local a aussi e´te´ conside´re´.
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Chapitre 2
Application du The´ore`me du Petit
Gain Ge´ne´ralise´
2.0 Introduction
Nous conside´rons de´sormais les syste`mes dynamiques commande´s. L’objectif des Chapitres 2
et 3 est l’e´tude de la synthe`se d’un controˆleur robuste. Plus pre´cise´ment, nous nous ﬁxons
comme objectif le fait de satisfaire les hypothe`ses des the´ore`mes principaux du Chapitre 1. Ce
chapitre concerne l’application du the´ore`me du petit gain ge´ne´ralise´ 1.9 ou 1.10 du chapitre 1
au proble`me de stabilisation globale des syste`mes nonline´aires. Le chapitre suivant discutera
comment satisfaire la caracte´risation GUEC (1.63) pour re´soudre le proble`me de stabilisation
robuste des syste`mes nonline´aires soumis a` des incertitudes dynamiques et parame´triques.
Le proble`me de stabilisation globale des syste`mes nonline´aires a attire´ l’attention de beau-
coup de chercheurs durant la dernie`re de´cennie. La diﬃculte´ du proble`me vient d’abord du
fait que les syste`mes nonline´aires ne posse`dent pas une structure universelle, a` la la grande
diﬀe´rence des syste`mes line´aires. De plus en raison des limites des connaissances actuelles en
non-line´aire, la construction de controˆleurs qui stabilisent globalement un syste`me nonline´aire
est tre`s diﬃcile, sans parler du fait que la preuve de l’existence d’un tel controˆleur est loin d’eˆtre
un proble`me simple. C’est pourquoi l’e´tude de classes particulie`res de syste`mes nonline´aires
mais toutefois assez ge´ne´rales est une e´tape pre´liminaire et ne´cessaire a` la mise en place d’une
the´orie syste´matique des syste`mes nonline´aires.
Notre point de de´part est la classe des syste`mes triangulaires suivante :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙1 = x2 + f1(x1)
...
x˙n−1 = xn + fn−1(x1, . . . , xn−1)
x˙n = u + fn−1(x1, . . . , xn)
(2.1)
ou` u ∈ R est l’entre´e, x = (x1, . . . , xn) ∈ Rn est le vecteur d’e´tat du syste`me (2.1). Un
syste`me sous la forme (2.1) est appele´ syste`me re´troactif re´current. En eﬀet, il est constitue´
d’une chaˆıne d’inte´grateurs dont les e´tats agissent de fac¸on re´troactive sur les inte´grateurs les
pre´ce´dant dans la chaˆıne. Des conditions ne´cessaires et suﬃsantes sous lesquelles il existe un
syste`me de coordonne´es permettant d’e´crire un syste`me nonline´aire ge´ne´ral x˙ = f(x) + g(x)u
sous la forme (2.1) sont donne´es dans Nam et Arapostathis [54]. Remarquons que ce type de
51
52 Chap. 2. Application du The´ore`me du Petit Gain Ge´ne´ralise´
syste`mes a e´te´ largement e´tudie´ dans la litte´rature, et les outils pour construire la commande
stabilisante, appele´s souvent ajout d’un inte´grateur, se trouvent dans [41], [76], [7], [68], [71] et
les re´fe´rences qui se trouvent dans les pre´ce´dentes.
Comme nous l’avons signale´, nous nous inte´ressons particulie`rement au proble`me de robus-
tesse : nous e´tudions le proble`me de stabilisation globale de syste`mes nonline´aires proches du
syste`me (2.1). Il est important de noter que, bien que (2.1) soit globalement line´arisable par
bouclage et diﬀe´omorphisme (voir [26]), les syste`mes de la classe que l’on va de´ﬁnir sont loins
d’eˆtre tous globalement line´arisables.
L’importance du the´ore`me du petit gain 1.10 est qu’il nous permet d’e´tablir un the´ore`me
sur la propagation d’ISpS par l’ajout d’un inte´grateur. Nous rassemblons dans la Section 2.1
tous les outils ne´cessaires pour re´soudre nos proble`mes. Puis dans la Section 2.2, on montre
comment utiliser ces outils, en conjonction avec le the´ore`me du petit-gain 1.10 ou 1.9, pour
synthe´tiser un controˆleur par retour d’e´tat partiel qui stabilise d’une manie`re globale une classe
de syste`mes autour de (2.1). Le proble`me de stabilisation globale par retour de sortie est traite´
dans la Section 2.3. Finalement, nous donnons une autre application du the´ore`me du petit gain
a` une classe de syste`mes adaptatifs.
2.1 Les outils
Le but de cette section est de donner deux outils fondamentaux, l’un a` propos de l’assignation
de gain a` un inte´grateur, l’autre concernant l’assignation de gain a` n inte´grateurs. Nous allons
voir que la plupart des re´sultats principaux du Chapitre 2 sont une application plus ou moins
directe de ces re´sultats et du the´ore`me du petit gain ge´ne´ralise´ 1.9.
Nous avons :
Proposition 2.1 (Assignation de gain a` un inte´grateur) Conside´rons le syste`me :
x˙ = ω + ω0u , u ∈ R , x ∈ R (2.2)
ou` u est l’entre´e, x est l’e´tat, et ω et ω0 sont des perturbations. Supposons l’existence d’un
nombre re´el strictement positif δ connu tel que :
ω0 ≥ δ . (2.3)
Pour toute fonction γ de classe K∞, il existe une loi de commande re´gulie`re ϑ(x), avec ϑ(0) = 0,
qui rende le syste`me boucle´ (2.2) ISpS avec ω comme entre´e et γ comme gain, ceci uniforme´ment
en ω0 ve´riﬁant (2.3).
De plus, si l’inverse γ−1 de γ est localement line´airement borne´e, i.e. : il existe deux nombres
re´els positifs c et χ tels que :
γ−1(s) ≤ c s ∀ s ∈ [0, χ] , (2.4)
alors le syste`me boucle´ (2.2) devient ISS.
Preuve : voir Appendice C. 
Remarque 2.1 La condition que γ est de classe K∞ est cruciale dans la Proposition 2.1. Dans
le fait, cette proposition devient fausse si l’on demande seulement γ de classe K. Par exemple,
conside´rons le cas ou` ω0 = 1 dans (2.2) et un gain γ de´ﬁni par :
γ(s) :=
s
1 + s
. (2.5)
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Clairement, cette fonction γ est de classe K et ve´riﬁe :
0 ≤ γ(s) < 1 ∀ s ≥ 0 . (2.6)
Supposons qu’il existe une fonction re´gulie`re ϑ(x), qui est ze´ro en ze´ro telle que le syste`me :
x˙ = −ϑ(x) + ω (2.7)
est ISpS avec ω comme entre´e et γ dans (2.5) comme gain. C’est-a`-dire, il existe une fonction β
de classe KL, une constante positive d telles que les solutions x(t) de (2.7) de´ﬁnies pour t ≥ 0
ve´riﬁent :
|x(t)| ≤ β(|x(0)|, t) + γ(‖ωt‖) + d ∀ t ≥ 0 . (2.8)
En particulier, en prenant x(0) = 0, (2.8) et (2.6) donnent :
|x(t)| ≤ 1 + d ∀ t ≥ 0 , (2.9)
ceci dit, toutes les solutions x(t) de (2.7), avec x(0) = 0, sont borne´es par 1 + d, une constante
inde´pendante de ω. C’est impossible, puisque pour (2.7) on peut toujours choisir un nombre re´el
ω tel que soit la solution avec la condition initiale nulle explose avec le temps, soit l’e´quilibre de
(2.7) est autant e´loigne´ de l’origine que possible. 
Avec la Proposition 2.1, nous savons que nous pouvons assigner un gain quelconque a` un
inte´grateur perturbe´. Ce re´sultat se ge´ne´ralise au cas de n inte´grateurs de la fac¸on suivante :
Proposition 2.2 (Assignation de gain a` n inte´grateurs) Conside´rons le syste`me :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ξ˙1 = ξ2 + ω1
ξ˙2 = ξ3 + ω2
...
ξ˙n = u + ωn
(2.10)
avec u comme entre´e, (ξ1, . . . , ξn) comme e´tat, (ω1, . . .ωn) comme perturbation, ξ1 comme sortie.
Pour toute fonction γ de classe K∞, il existe une loi de commande Lu(ξ1, . . . , ξn), avec Lu(0) =
0, qui rende :
1. le syste`me boucle´ (2.10) ISS avec (ω1, . . . , ωn) comme entre´e.
2. le syste`me boucle´ (2.10) SpES avec (ω1, . . . , ωn) comme entre´e et γ comme gain.
De plus, si l’inverse γ−1 de γ est localement line´airement borne´e, i.e. : ∃χ > 0, et C > 0 tels
que
γ−1(s) ≤ Cs ∀ s ∈ [0, χ] , (2.11)
alors le syste`me boucle´ (2.10) est rendu SES.
Preuve : voir Appendice C. 
Remarque 2.2 Il est important de noter que pour ce re´sultat la sortie doit eˆtre le dernier
e´tage de la chaˆıne d’inte´gration. 
Remarque 2.3 Graˆce au premier point de la Proposition 2.2, le syste`me boucle´ (2.10) avec
(ω1, . . . , ωn) comme entre´e et ξ1 comme sortie ve´riﬁe la proprie´te´ OFNB. 
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2.2 Stabilisation globale par retour d’e´tat partiel
L’objectif de la section est d’e´tudier la stabilisation globale de certaines classes de syste`mes non-
line´aires. On montre comment l’utilisation des outils e´tablis dans la Section 2.1 pour construire
un controˆleur permet de satisfaire les hypothe`ses du the´ore`me du petit gain et de ce fait de
stabiliser par retour d’e´tat partiel.
2.2.1 Ajout d’une dynamique ISS
Nous conside´rons ici le cas ou` les perturbations ω et ω0 ou ω1, . . . , ωn des Propositions 2.1 et
2.2 sont augmente´es par un syste`me ISS ou ISpS.
Pour motiver nos re´sultats, conside´rons le syste`me nonline´aire compose´ d’un syste`me ISS et
d’un inte´grateur : ⎧⎨⎩ z˙ = h(z, x)x˙ = f(z, x) + g(z, x)u (2.12)
ou` u ∈ R est l’entre´e, z ∈ Rp et x ∈ R constituent l’e´tat, et h est une fonction re´gulie`re telle
que z˙ = h(z, x) est ISS avec x comme entre´e, et g satisfait pour une constante positive connue
δ l’ine´galite´ suivante :
g(z, x) ≥ δ ∀ (z, x) ∈ Rp+1 . (2.13)
Suivant les arguments de [71] (aussi de [45]), nous obtenons un feedback d’e´tat
u :=
−x − f(z, x)
g(z, x)
qui rend le syste`me (2.12) GAS. En fait on ve´riﬁe facilement qu’avec la commande
u :=
−x− f(z, x) + v
g(z, x)
,
le sous syste`me x de (2.12) devient ISS avec v comme entre´e, donc le syste`me entier est ISS avec
v comme entre´e (voir aussi Proposition 2.4). Notons que cette loi de commande de´pend de z.
Et malheureusement on ne sait pas aujourd’hui s’il est possible de rendre (2.12) GAS ou ISS
avec une commande ne de´pendant que de x, i.e. : u = ϑ(x) ou u = ϑ(x) + v. Par contre, ce
proble`me est soluble si GAS est remplace´e par la bornitude de solutions, ou ISS est remplace´e
par ISpS.
En eﬀet, une application directe de la Proposition 2.1 et du the´ore`me du petit gain ge´ne´ralise´
1.9 donne :
Proposition 2.3 Si dans (2.12) le sous syste`me z est ISpS avec x comme entre´e, alors on peut
trouver un controˆleur re´gulier par retour d’e´tat partiel ϑ(x), avec ϑ(0) = 0, tel que toutes les
solutions du syste`me (2.12) en boucle ferme´e avec u = ϑ(x) sont borne´es.
De plus, si f(0, 0) = 0 et le sous syste`me z est ISS avec un gain γz, et s’il existe deux
fonctions γ1, γ2 de classe K telles que :
|f(z, x)| ≤ γ1(|x|) + γ2(|z|) ∀x ∈ R , z ∈ Rp (2.14)
et que la fonction γ1 + γ2 ◦ 2γz est localement line´airement borne´e, i.e. : ∃C > 0, χ > 0
satisfaisant
γ1(s) + γ2 ◦ 2γz(s) ≤ C s ∀ s ∈ [0, χ] , (2.15)
alors ϑ peut eˆtre choisie telle que l’e´quilibre (x, z) = 0 du syste`me (2.12) boucle´ avec u = ϑ(x)
est GAS.
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Preuve : voir Appendice C. 
Remarque 2.4 La condition (2.14) n’est pas une hypothe`se. En eﬀet, puisque f est re´gulie`re,
on peut toujours prendre localement deux fonctions γ1,f , γ2,f , qui sont ze´ro en ze´ro, continues
et non-de´croissantes, comme suit :
γ1,f(s) := sup
{(z,x):|z|≤s, |x|≤s}
∣∣∣∣∂f∂x(z, x)
∣∣∣∣ · s , γ2,f(s) := sup
{z: |z|≤s}
|f(z, 0)| .
Ces deux fonctions ve´riﬁent (2.14). De plus, elles sont au moins susceptible d’eˆtre garanties
localement line´airement borne´es. Ainsi c’est essentiellement (2.15) qui introduit la restriction
que nous demandons pour obtenir la stabilite´ asymptotique. L’hypothe`se (2.15) est ve´riﬁe´e par
exemple lorsque γz est domine´e par une fonction line´aire pre`s de 0. 
Dans l’intention d’e´tablir un re´sultat ge´ne´ral avec l’ajout d’une dynamique “multi-ISpS” dans
le paragraphe suivant, on veut qu’il existe une loi de commande ϑ(x) telle que le changement de
loi de commande suivant :
u = ϑ(x) + v
rende le syste`me (2.12) non seulement GpS avec v = 0 comme ci-dessus mais aussi ISpS avec
v comme nouvelle entre´e. C’est-a`-dire, la proprie´te´ ISpS peut eˆtre propage´e par l’ajout d’un
inte´grateur perturbe´. Plus pre´cise´ment, nous avons (Figure 2.1) :
Inte´grateur
x
 Syste`me ISpS
z
ﬀ
 ϑ
+
ﬀ u ﬀ v+
Figure 2.1: Ajout d’une dynamique ISpS
The´ore`me 2.1 Si dans (2.12) le sous syste`me z est ISpS avec x comme entre´e, alors on peut
trouver une loi de commande re´gulie`re par retour d’e´tat partiel ϑ(x), avec ϑ(0) = 0, telle qu’avec
u = ϑ(x) + v le syste`me (2.12) est ISpS avec v comme entre´e. En particulier, si f(0, 0) = 0,
et si le sous syste`me z est ISS avec la fonction associe´e γz de classe K telle qu’il existe une
fonction re´gulie`re αf de classe K qui domine f(z, 0) i.e. :
|f(z, 0)| ≤ αf (|z|) ∀ z ∈ Rp , (2.16)
56 Chap. 2. Application du The´ore`me du Petit Gain Ge´ne´ralise´
et nous avons :
αf (2γz(s)) ≤ k s ∀ s ∈ [0, η] (2.17)
ou` η > 0 et k > 0 sont deux constantes connues, alors le syste`me (2.12) avec u = ϑ(x) + v
devient ISS avec v comme entre´e. De plus, si la matrice ∂h∂z (0, 0) est strictement Hurwitz, alors
ϑ peut eˆtre choisie telle que (2.17) est ve´riﬁe´e et le controˆleur re´gulier par retour d’e´tat partiel
ϑ(x) en boucle ferme´e avec (2.12) donne les proprie´te´s GAS et LES (stabilite´ exponentielle
locale).
Preuve : voir Appendice C. 
Remarque 2.5 Comme ci-dessus le fait que f(0, 0) = 0 et la re´gularite´ de f impliquent que
αf est localement line´airement borne´. Donc la` encore, c’est (2.17) qui introduit la restriction
que nous demandons pour obtenir la proprie´te´ ISS. (voir aussi Remarque 2.4) 
Pour des raisons de temps, nous n’avons pas pu comple´ter le the´ore`me du petit gain 1.9
par un re´sultat sur la propogation de la proprie´te´ SpES. Donc, la preuve du the´ore`me 2.1 sera
fonde´e sur la version “e´tat” du the´ore`me du petit gain 1.9, i.e. le the´ore`me 1.10.
L’inte´reˆt du the´ore`me 2.1 est la ge´ne´ralisation, au cas de bouclage d’e´tat partiel ou au cas
de dynamiques incertaines, la technique d’ajout d’un inte´grateur (comparer a` [76, Theorem 4]).
Comme nous allons le voir dans le paragraphe 2.2.2, en ajoutant des inte´grateurs dynamiquement
perturbe´s au syste`me (2.12), un re´sultat similaire au The´ore`me 2.1 existe pour un syste`me
nonline´aire ge´ne´ral qui ne satisfait plus la condition de matching (i.e. les incertitudes sont dans
l’espace vectoriel engendre´ par les entre´es). Pour e´tablir ce re´sultat, nous aurons besoin de deux
autres proprie´te´s relatives a` la notion ISpS :
Etant donne´ un syste`me nonline´aire :
x˙ = f(x, z, u) (2.18)
z˙ = g(z, u) , (2.19)
nous avons :
Proposition 2.4 Si le syste`me (2.18) est ISpS (resp. ISS) avec (z, u) comme entre´e et le
syste`me (2.19) est ISpS (resp. ISS) avec u comme entre´e, alors le syste`me entier (2.18)-(2.19)
est ISpS (resp. ISS) avec u comme entre´e. De plus, supposons que (x, z) = (0, 0) est un e´quilibre
du syste`me (2.18)-(2.19) avec u = 0, si l’e´quilibre x = 0 de x˙ = f(x, 0, 0) et l’e´quilibre z = 0
de z˙ = g(z, 0) sont LES, alors l’e´quilibre (x, z) = (0, 0) de (2.18)-(2.19) avec u = 0 est GAS et
LES.
La preuve de la Proposition 2.4 est dans l’annexe C.
Fait 2.1 : Soient une application continue ϕ : Rm → Rm avec ϕ(0) = 0, et un syste`me
nonline´aire :
x˙ = f(x, v) , v ∈ Rm (2.20)
ISpS par rapport a` v. Le syste`me (2.20) est aussi ISpS par rapport a` u quand v = ϕ(u).
En eﬀet, si (β, γ, d) sont donne´es par l’hypothe`se ISpS pour (2.20), alors le syste`me
x˙ = f(x, ϕ(u))
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est ISpS avec u comme entre´e et (β, γ ◦ γ0, d) satisfaisant (1.44) ou` γ0, de classe K, est de´ﬁnie
par :
γ0(s) = sup
|u|≤s
{|ϕ(u)|} + s ∀ s ≥ 0 .
Notons par contre que ce fait n’est pas signiﬁcatif pour l’approche entre´e-sortie classique (voir
[15]). En eﬀet, ceci e´tait une motivation pour le papier [47] de Mareels-Hill. Prenons comme
exemple le syste`me suivant qui est entre´e-sortie stable :
x˙ = −x + u , y = x .
Il est stable a` gain L∞ ﬁni, au sens que ∃ ci ≥ 0 (i = 1, 2) tels que pour chaque u ∈ L∞loc et
chaque T ≥ 0 (ﬁni), nous avons :
‖yT ‖ ≤ c1‖uT‖ + c2 .
Mais en prenant ϕ(u) = u3, le syste`me re´sultant :
x˙ = −x + u3 , y = x
n’est pas stable a` gain L∞ ﬁni.
Maintenant, a` la place de (2.12), on conside`re le cas ou` les perturbations ω1, . . .ωn de la
Proposition 2.2 sont augmente´es par un syste`me SpES avec (ω1, . . . , ωn) comme sortie, i.e. :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
z˙ = h(z, ξ1)
ξ˙1 = ξ2 + ω1
ξ˙2 = ξ3 + ω2
...
ξ˙n = u + ωn
(2.21)
ou` les ωi (1 ≤ i ≤ n) sont des fonctions de z et de ξ1.1
Nous nous proposons de trouver une loi de commande ne de´pendant que de ξi (i = 1, . . . , n)
qui rend les solutions du syste`me boucle´ (2.21) borne´es et, si possible, l’e´quilibre (z, ξ1, . . . , ξn) =
0 globalement asymptotiquement stable.
L’ide´e est la suivante : Si le sous syste`me z de (2.21) ayant ξ1 comme entre´e et (ω1, . . . , ωn)
comme sortie est SpES avec un gain γω et posse`de la proprie´te´ ONB et/ou OFNB, nous choi-
sissons une fonction γ de classe K∞ telle que la condition du petit gain (1.41) soit ve´riﬁe´e entre
γ et γω. On applique alors la Proposition 2.2 d’assignation de gain γ au syste`me compose´ de n
inte´grateurs perturbe´s : ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ξ˙1 = ξ2 + ω1
ξ˙2 = ξ3 + ω2
...
ξ˙n = u + ωn .
(2.22)
On obtient ainsi une loi de commande Lu telle que, d’apre`s le the´ore`me 1.9 et la Remarque 2.3,
avec
u = Lu(ξ1, . . . , ξn) ,
1Sous cette condition, si le syste`me z de (2.21) est ISS, il a les proprie´te´s SES et OFNB.
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le syste`me boucle´ (2.21) a les proprie´te´s voulues.
Pre´cise´ment, nous avons le the´ore`me suivant qui re´sout notre proble`me.
The´ore`me 2.2 Si le sous syste`me z de (2.21) ayant ξ1 comme entre´e et (ω1, . . . , ωn) comme
sortie est SpES avec le triplet (βω, γω, dω) et posse`de la proprie´te´ ONB, alors il existe une loi de
commande Lu(ξ1, . . . , ξn) telle que toutes les solutions du syste`me boucle´ (2.21) sont borne´es.
En particulier, si dω = 0 et il existe deux nombres re´els χ > 0 et C > 0 tels que :
γω(s) ≤ C s , ∀ s ∈ [0, χ] , (2.23)
alors ξ1(t)→ 0 lorsque t→ +∞.
De plus, si la proprie´te´ ONB est remplace´e par OFNB, alors Lu peut eˆtre choisie telle que
l’e´quilibre (ξ1, . . . , ξn, z) = 0 du syste`me boucle´ (2.21) est globalement asymptotiquement stable.
Preuve : En appliquant la Proposition 2.2 au sous syste`me (ξ1, . . . , ξn) de (2.21) avec :
γ :=
1
2
(2γω)
−1 (2.24)
et un η > 0 quelconque, on obtient une loi de commande Lu qui rend le sous syste`me (2.22)
ayant (ω1, . . . , ωn) comme entre´e et ξ1 comme sortie est SpES avec gain γ; SpES devient SES si
de plus (2.23) est ve´riﬁe´e.
Graˆce au choix de γ dans (2.24), la condition du petit gain (1.41) du the´ore`me 1.9 est
automatiquement satisfaite entre γ et γω. Notons que, graˆce a` la Remarque 2.3, les sous syste`mes
z et (ξ1, . . . , ξn) de (2.21) posse`dent clairement les proprie´te´s ONB et/ou OFNB. Finalement, le
the´ore`me du petit gain 1.9 permet de conclure. 
Notes bibliographiques. La technique d’ajout d’un inte´grateur est une grande contribution
pour la the´orie nonline´aire. On peut classer les re´sultats existant dans la litte´rature dans les
quatre sortes suivantes : la premie`re est fonde´e sur une synthe`se de Lyapunov, voir, par exemple,
Tsinias [76]; la seconde sur un changement de variable, voir, par exemple, Byrnes-Isidori [7]; la
troisie`me utilise les arguments de varie´te´s centres, voir, Aeyels [2], Bacciotti [4]; la quatrie`me
ge´ne´ralise la premie`re en utilisant la the´orie de passivite´, voir, par exemple, Lozano, Brogliato
et Landau [46] et les re´fe´rences qui s’y trouvent. Le the´ore`me 2.1 est une ge´ne´ralisation de cette
technique au cas de retour d’e´tat partiel ou au cas de dynamique incertaine. La proposition 2.4
est inspire´e d’un re´sultat de Sontag [70, Prop.7.2] qui dit que la composition en cascade de deux
syste`mes entre´e-sortie stables (IOS) est encore IOS.
2.2.2 Ajout d’une multidynamique ISS
Nous allons conside´rer une classe de syste`mes “proches” de (2.1) :⎧⎪⎪⎪⎨⎪⎪⎩
z˙ = h(z, x1, . . . , xn)
x˙i = xi+1 + fi(z, x1, . . . , xi) , 1 ≤ i ≤ n − 1
x˙n = u + fn(z, x1, . . . , xn)
(2.25)
ou` u ∈ R est l’entre´e, (x1, ... , xn) ∈ Rn sont des composantes mesure´es de l’e´tat du syste`me,
z ∈ Rm est la partie non-mesure´e de l’e´tat, h et fi (1 ≤ i ≤ n) sont des fonctions re´gulie`res.
Pour faciliter notre pre´sentation, de´notons :
Xi := (x1, . . .xi) ∀ 1 ≤ i ≤ n .
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Nous supposons que h posse`de la structure triangulaire suivante : soit zi+1 un vecteur contenant
toutes les composantes de zi (1 ≤ i ≤ n − 1) et zn le vecteur e´gal a` z, nous supposons que z˙i
ve´riﬁe :
z˙i = hi(zi, Xi) , zi ∈ Rmi , 1 ≤ i ≤ n . (2.26)
Le syste`me (2.25) a une forme plus ge´ne´rale que les syste`mes (2.12) et (2.21). Il est en fait
compose´ du syste`me re´troactif re´current (2.1) augmente´ par une dynamique z ayant elle-meˆme
une structure re´currente. En ge´ne´ral, les hypothe`ses des the´ore`mes 2.1 et 2.2 ne sont plus
ve´riﬁe´es par (2.25).
Notre premier objectif est de trouver un controˆleur u, de´pendant seulement de (x1, ..., xn),
qui rend chaque trajectoire du syste`me (2.25) globalement borne´e.
Notre deuxie`me objectif est, dans le cas ou` le syste`me (2.25) admet un e´quilibre, de rendre
l’e´quilibre globalement asymptotiquement stable.
Pour gagner notre premier objectif, nous faisons les hypothe`ses suivantes sur le syste`me
(2.25) :
(H1) Pour chaque 1 ≤ i ≤ n, fi(z, Xi) = fi(zi, Xi).
(H2) Pour chaque 1 ≤ i ≤ n, z˙i = hi(zi, Xi) (1 ≤ i ≤ n) est ISpS avec Xi comme entre´e, et
(βi, γi, di) satisfaisant (1.44). Lorsque di = 0 pour tous les 1 ≤ i ≤ n, les dynamiques zi ge´ne´re´es
par (2.26) sont appele´es dynamiques inverses de type ISS (voir [26]).
Pour atteindre notre deuxie`me objectif, nous aurons besoin d’une hypothe`se plus forte que
(H2) :
(H3) Pour chaque 1 ≤ i ≤ n, fi(0) = 0 et z˙i = hi(zi, Xi) est ISS avec Xi comme entre´e, et la
matrice ∂hi∂zi (0, 0) est strictement Hurwitz.
Pour re´soudre notre proble`me, l’ide´e est d’utiliser re´cursivement le The´ore`me 2.1, la Propo-
sition 2.4 et le Fait 2.1 e´tablis au paragraphe 2.2.1 comme trois outils de base.
Etape 1 : Conside´rons d’abord le sous-syste`me de (2.25) :⎧⎨⎩ z˙1 = h1(z1, x1)x˙1 = x2 + f1(z1, x1) . (2.27)
En appliquant le The´ore`me 2.1 au syste`me (2.27), on obtient une fonction re´gulie`re ϑ1(x1) qui
est ze´ro en ze´ro et telle que, avec :
x2 = ϑ1(x1) + x
⋆
2 ,
le syste`me (2.27) est ISpS avec x⋆2 comme entre´e. De´notons :
x⋆1 := x1 , Z1 := z1 , H1 := h1 .
Etape 2 : Conside´rons la nouvelle variable :
x⋆2 = x2 − ϑ1(x1)
et de´ﬁnissons :
Z2 := (z2, (x
⋆
1, Z
⊤
1 )
⊤)⊤ .
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On peut re´crire le syste`me : ⎧⎪⎪⎨⎪⎪⎩
z˙2 = h2(z2, x1, x2)
z˙1 = h1(z1, x1)
x˙1 = x2 + f1(z1, x1)
(2.28)
comme :
Z˙2 = H2(Z2, x
⋆
2) :=
⎛⎜⎜⎝
h2(z2, x
⋆
1, ϑ1(x
⋆
1) + x
⋆
2)
. . . . . . . . . . . . . . . . . . . . . . . . . . . .(
h1(z1, x
⋆
1)
x⋆2 + ϑ1(x
⋆
1) + f1(z1, x
⋆
1)
)
⎞⎟⎟⎠ . (2.29)
Puisque le syste`me :
z˙2 = h2(z2, x1, x2)
est ISpS avec (x1, x2) comme entre´e, et l’application qui transforme (x1, x2) en (x
⋆
1, x
⋆
2) est un
diﬀe´omorphisme global conservant l’origine, alors une application directe du Fait 2.1 montre que
le syste`me :
z˙2 = h2(z2, x
⋆
1, ϑ1(x
⋆
1) + x
⋆
2)
est ISpS avec (x⋆1, x
⋆
2) comme entre´e. Donc a` partir de la proposition 2.4 et l’e´tape 1, le syste`me
(2.29) est ISpS avec x⋆2 comme entre´e. De plus, si l’hypothe`se (H3) est satisfaite, ce syste`me est
aussi ISS avec x⋆2 comme entre´e et LES quand x
⋆
2 est ze´ro.
D’autre part, notre changement de variables donne :
x˙⋆2 = x3 + f2(z2, x1, x2) − ∇ϑ1(x1)(x2 + f1(z1, x1))
ou` ∇ϑ1 repre´sente le gradient de ϑ1, ou, dans une forme compatible avec le the´ore`me 2.1,
x˙⋆2 = x3 + f˜2(Z2, x
⋆
2) (2.30)
avec f˜2 donne´ par
f˜2(Z2, x
⋆
2) = f2(z2, x
⋆
1, ϑ1(x
⋆
1) + x
⋆
2) − ∇ϑ1(x⋆1)(ϑ1(x⋆1) + x⋆2 + f1(z1, x⋆1)) .
Maintenant, en utilisant le The´ore`me 2.1 au syste`me (2.30)-(2.29), nous obtenons une fonction
re´gulie`re ϑ2(x
⋆
2) qui est ze´ro en ze´ro et telle que, avec :
x3 = ϑ2(x
⋆
2) + x
⋆
3 ,
le syste`me (2.30)-(2.29) est ISpS avec x⋆3 comme entre´e. Aussi, les proprie´te´s ISS et LES sont
ve´rﬁe´es si (H3) est satisfaite.
Etape i (3 ≤ i ≤ n) : Supposons que nous avons synthe´tise´ une fonction ϑi−1 re´gulie`re telle que
le syste`me : {
Z˙i−1 = Hi−1(Zi−1, x
⋆
i−1)
x˙⋆i−1 = xi + f˜i−1(Zi−1, x
⋆
i−1)
(2.31)
est ISpS avec x⋆i comme entre´e si :
x⋆i = xi − ϑi−1(x⋆i−1) . (2.32)
Ici, par induction, (x⋆1, . . . , x
⋆
i−2) sont des composantes de Zi−1.
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Conside´rons la nouvelle variable :
x⋆i = xi − ϑi−1(x⋆i−1)
et de´ﬁnissons :
Zi = (zi, (x
⋆
i−1, Z
⊤
i−1)
⊤)⊤ .
On peut re´crire le syste`me : ⎧⎪⎨⎪⎪⎩
z˙i = hi(Zi−1, x1, . . . , xi)
Z˙i−1 = Hi−1(Zi−1, x
⋆
i−1)
x˙⋆i−1 = xi + f˜i−1(Zi−1, x
⋆
i−1)
(2.33)
comme :
Z˙i = Hi(Zi, x
⋆
i ) :=
⎛⎜⎜⎝
hi(zi, x
⋆
1, ϑ1(x
⋆
1) + x
⋆
2, . . . , ϑi−1(x
⋆
i−1) + x
⋆
i )
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .(
x⋆i + ϑi−1(x
⋆
i−1) + f˜i−1(Zi−1, x
⋆
i−1)
Hi−1(Zi−1, x
⋆
i−1)
)
⎞⎟⎟⎠ . (2.34)
Puisque le syste`me zi de (2.25) est ISpS avec (x1, ..., xi) comme entre´e, et l’application qui
transforme (x1, . . . , xi) en (x
⋆
1, . . . , x
⋆
i ) est un diﬀe´omorphisme global pre´servant l’origine, une
application directe du Fait 2.1 montre que le syste`me :
z˙i = hi(zi, x
⋆
1, ϑ1(x
⋆
1) + x
⋆
2, . . . , ϑi−1(x
⋆
i−1) + x
⋆
i )
est ISpS avec (x⋆1, . . . , x
⋆
i ) comme entre´e. Donc, en appliquant la Proposition 2.4, on voit que le
syste`me (2.34) est ISpS avec x⋆i+1 comme entre´e. Il est aussi ISS et LES si (H3) est ve´riﬁe´e.
D’autre part, notre changement de variables donne :
x˙⋆i = xi+1 + fi(zi, Xi) − ∇ϑi−1(x⋆i−1)(x⋆i + f˜i−1(Zi−1, x⋆i−1))
que nous re´e´crivons dans une forme compatible avec le The´ore`me 2.1 comme :
x˙⋆i = xi+1 + f˜i(Zi, x
⋆
i ) (2.35)
ou` f˜i est donne´ par
f˜i(Zi, x
⋆
i ) = fi(zi, x
⋆
1, ϑ1(x
⋆
1) + x
⋆
2, ..., ϑi−1(x
⋆
i−1) + x
⋆
i ) − ∇ϑi−1(x⋆i−1)(x⋆i + f˜i−1(Zi−1, x⋆i−1)).
En appliquant maintenant le The´ore`me 2.1 au syste`me (2.35), nous obtenons une fonction
re´gulie`re ϑi(x
⋆
i ) qui est ze´ro en ze´ro et telle que, avec :
xi+1 = ϑi(x
⋆
i ) + x
⋆
i+1 ,
le syste`me (2.35)-(2.34) est ISpS avec x⋆i+1 comme entre´e. Il est aussi ISS et LES si (H3) est
ve´riﬁe´e.
Etape n : Comme pre´ce´demment, nous obtenons une loi de commande ϑn(x
⋆
n) telle que :
u = ϑn(x
⋆
n) + v (2.36)
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rend le syste`me, de´rive´ des n − 1 e´tapes pre´ce´dentes :{
Z˙n = Hn(Zn, x
⋆
n)
x˙⋆n = u + f˜n(Zn, x
⋆
n)
(2.37)
est ISpS stable avec v comme entre´e. En conse´quence, les solutions (Zn(t), x
⋆
n(t)) de (2.37) avec :
u = ϑn(x
⋆
n)
sont borne´es. Et puisque l’application
Rn+m1+···+mn −→ Rn+m1+···+mn
(x⋆n, Zn) −→ (xn, zn, . . . , x1, z1)
est un diﬀe´omorphisme global qui pre´serve l’origine, ceci implique que pour chaque condition
initiale, les solutions (z, x) du syste`me boucle´ (2.25) sont borne´es. La borne ultime pour les
coordonne´es transforme´es (x⋆n, Zn) de´pend principalement des constantes di (1 ≤ i ≤ n) associe´es
aux sous syste`mes zi. Mais pour les coordonne´es originales (xn, zn, . . . , x1, z1), leur borne ultime
de´pend aussi, et de plus d’une fac¸on tre`s complique´e, du controˆleur. Nous avons meˆme la
possibilite´ que, en essayant de forcer la borne ultime pour (x⋆n, Zn) a` tendre vers ze´ro, la borne
ultime pour (xn, zn, . . . , x1, z1) tende vers l’inﬁni. Ceci est le phe´nome`ne de “peaking”. Par
contre, si (H3) est ve´riﬁe´e, le syste`me (2.37) avec :
u = ϑn(x
⋆
n) + v (2.38)
est ISS avec v comme entre´e et LES lorsque v est ze´ro.
En re´sume´, nous avons obtenu le re´sultat suivant :
Proposition 2.5 Sous les hypothe`ses (H1) et (H2), nous pouvons trouver un controˆleur re´gulier
d’e´tat partiel u(x1, ..., xn) tel que toutes les trajectoires du syste`me (2.25) en boucle ferme´e avec :
u = u(x1, ..., xn)
sont borne´es. De plus, si l’hypothe`se (H3) est ve´riﬁe´e, nous pouvons synthe´tiser un controˆleur
globalement asymptotiquement stabilisant d’e´tat partiel u(x1, ..., xn) pour le syste`me (2.25).
Remarque 2.6 Remarquons que nos trois meˆmes outils – The´ore`me 2.1, Proposition 2.4 et
le Fait 2.1 – peuvent eˆtre applique´s de fac¸on analogue a` une classe de syste`mes nonline´aires
le´ge`rement plus large que (2.25) :⎧⎪⎪⎨⎪⎪⎩
z˙ = h(z, x1, ..., xn)
x˙i = gi(z, x1, ..., xn)xi+1 + fi(z, x1, ..., xn) , 1 ≤ i ≤ n − 1
x˙n = gn(z, x1, ..., xn)u + fn(z, x1, ..., xn)
(2.39)
ou` les fonctions fi’s, gi (1 ≤ i ≤ n) et h satisfont :
1. Le sous z-syste`me dans (2.39) posse`de la structure triangulaire de´ﬁnie par exemple dans
(2.26).
2. Pour chaque i, la fonction fi est majore´e en norme par une fonction ne de´pendant que de
(zi, Xi).
2.3. Stabilisation globale par retour de sortie 63
3. Pour chaque i, la fonction gi est de signe constante, disons positif et on aurait une borne
infe´rieure strictement positive.

Notes bibliographiques. Pour les syste`mes incertains satisfaisant une condition de re´troaction
re´currente, les re´sultats existant dans la litte´rature appartiennent aux deux cate´gories : com-
mande adaptative et commande non adaptative. Pour la version adaptative, consulter Kanel-
lakopoulos, Kokotovic´ et Morse [34], Marino-Tomei [50] et les re´fe´rences qui s’y trouvent. Pour
la version non adaptative, consulter Marino-Tomei [50], Freeman-Kokotovic´ [19] et les re´fe´rences
qui s’y trouvent. Les re´sultats rapporte´s dans ce paragraphe e´tendent ces re´sultats au cas ou`
des incertitudes dynamiques caracte´rise´es ici par z sont pre´sentes. Le phe´nome`ne de “peaking”
a e´te´ e´tudie´ tre`s spe´cialement par Sussmann et Kokotovic´ [72].
2.3 Stabilisation globale par retour de sortie
2.3.1 Re´sultat principal: stabilisation globale
Nous venons de traiter un proble`me de stabilisation avec information incomple`te de l’e´tat. Cette
restriction sur l’information re´sulte de dynamiques non mode´lise´es. Nous conside´rons maintenant
le cas ou` seule la sortie du syste`me est disponible. Nous montrons l’application de la Proposition
2.2 et du The´ore`me 2.2 a` une sous-classe de (2.25) ou` les fonctions fi (1 ≤ i ≤ n) de´pendent
uniquement de la sortie y et des dynamiques incertaines z.
Plus pre´cise´ment, notre proble`me est de construire un controˆleur dynamique par retour de
sortie stabilisant le syste`me nonline´aire suivant :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
z˙ = h(z, y)
x˙i = xi+1 + fi(z, y) , 1 ≤ i ≤ n− 1
x˙n = u + fn(z, y)
y = x1
(2.40)
ou` les fonctions fi (1 ≤ i ≤ n) et h sont re´gulie`res avec :
fi(0, 0) = 0 , h(0, 0) = 0 . (2.41)
On va re´soudre ce proble`me en introduisant un “observateur” des composantes (x1, . . . , xn)
et une commande de sorte que le syste`me boucle´ puisse eˆtre repre´sente´ par l’interconnexion (ou`
x˜ signiﬁe l’erreur de l’observation) :
x̂
 (z, x˜)
ﬀ
ﬀ
u
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a` laquelle on applique le the´ore`me du petit gain, ou plus pre´cise´ment notre outil “The´ore`me
2.2”. En eﬀet, en prenant pour “observateur” de (x1, . . . , xn) le syste`me suivant :
2⎧⎨⎩ ˙̂xi = x̂i+1 + ki(y − x̂1) , 1 ≤ i ≤ n− 1˙̂xn = u + kn(y − x̂1) (2.42)
ou` ki (1 ≤ i ≤ n) sont des gains de Hurwitz, nous obtenons un syste`me d’erreur e´tendu de´ﬁni
par : ⎧⎨⎩ z˙ = h(z, y)˙˜x = Ax˜ − (f1(z, y), . . . , fn(z, y))⊤ (2.43)
avec x˜ = x̂ − x et A strictement Hurwitz. Donc le syste`me boucle´ est constitue´ du syste`me
d’erreur e´tendu (2.43) et d’un observateur commande´ (2.42) re´crit comme :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
y˙ = x̂2 + ω1(x˜, z, y)
˙̂x2 = x̂3 + ω2(x˜, z, y)
...
˙̂xn = u + ωn(x˜, z, y)
(2.44)
ou` les ωi sont donne´s par :
ω1(x˜, z, y) = x2 − x̂2 + f1(z, y) , ωi(x˜, z, y) = ki(y − x̂1) , 2 ≤ i ≤ n . (2.45)
Remarquons que le syste`me (2.43)-(2.44) est sous la forme de (2.21). Nous allons montrer que
les hypothe`ses du the´ore`me 2.2 sont satisfaites par (2.43)-(2.44).
Nous de´montrons en premier lieu que le syste`me d’erreur e´tendu (2.43) ayant y comme
entre´e et (ω1, . . . , ωn) comme sortie est SES si le syste`me z˙ = h(z, y) avec y comme entre´e et
(f1(z, y), . . . , fn(z, y)) comme sortie est SES. En eﬀet, quelles que soient les conditions initiales
(z0, x˜0) et une fonction y(t) : R+ → R continue et borne´e (pour simpliﬁer les notations, on
ne conside`re pas le cas ou` y(t) est mesurable et essentiellement borne´e), il existe une solution
unique (z(t), x˜(t)) de (2.43), de´ﬁnie maximalement sur [0, T ) et satisfaisant, pour tout t dans
[0, T ) :
|(f1(z(t), y(t)), . . . , fn(z(t), y(t)))⊤| ≤ βz(|z0|, t) + γz
(
supτ∈[0,t]{|y(τ)|}
)
, (2.46)
|x˜(t)| ≤ K1e−k0t|x˜0| + K2
∫ t
0 e
−k0(t−τ ) (βz(|z0|, τ) + γz(‖yτ‖))dτ (2.47)
ou` k0, K1 et K2 sont trois re´els positifs. (2.46) et (2.47) fournissent une fonction βx de classe
KL telle que :
|x˜(t)| ≤ βx
(∣∣∣∣( x˜0z0
)∣∣∣∣ , t) + K2k0 γz
(
sup
τ∈[0,t]
{|y(τ)|}
)
(2.48)
ou` l’expression explicite de βx est donne´e par :
βx(s, t) = e
−k0t
(
K1s +
K2
k0
βz(s, 0)
)
+ K2
∫ t
0
e−k0(t−τ )βz(s, τ)dτ . (2.49)
2On conside`re ici un observateur d’ordre plein. Pour obtenir un observateur d’ordre re´duit, il suﬃt de suivre
la proce´dure dans [49, 36].
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Puisque (2.43) est un syste`me stationnaire, (2.46) et (2.48) sont aussi ve´riﬁe´es pour n’importe
quelle condition initiale en n’importe quel instant initial. On en de´duit que les incertitudes ωi,
de´ﬁnies par (2.45), satisfont, pour 0 ≤ t0 ≤ t,3
|(ω1(t), . . . , ωn(t))⊤| ≤ βω
(∣∣∣∣( x˜(t0)z(t0)
)∣∣∣∣ , (t− t0)) + γω
(
sup
τ∈[t0,t]
{|y(τ)|}
)
(2.50)
ou` les fonctions βω de classe KL et γω de classe K sont de´ﬁnies par :
βω(s, t) := K3βx(s, t) + βz(s, t) , γω(s) :=
(
K2K3
k0
+ 1
)
γz(s) (2.51)
ou` K3 = max{1, k2, . . . , kn}. En conse´quence, (2.43) ayant y comme entre´e et (ω1, . . . , ωn)
comme sortie est SES.
Finalement, vu (2.51), si γz est localement line´airement borne´, (2.23) est ve´riﬁe´e.
En conclusion, nous avons e´tabli avec le the´ore`me 2.2 le re´sultat suivant :
The´ore`me 2.3 Supposons que le sous syste`me z de (2.40) ayant y comme entre´e et (f1, . . . , fn)
comme sortie est SES avec un couple de fonctions (βz, γz) et posse`de la proprie´te´ ONB. En outre
si γz est localement line´airement borne´, on peut trouver un controˆleur dynamique par retour de
sortie qui rende les solutions de (2.40) en boucle ferme´e borne´es et la sortie y(t) convergant vers
0.
De plus, si la proprie´te´ OFNB est ve´riﬁe´e, l’e´quilibre (z, x1, . . . , xn) = 0 de (2.40) peut eˆtre
rendu GAS.
Notes bibliographiques. La stabilisation par retour de sortie est un proble`me important pour
la pratique. La classe de syste`mes nonline´aires ayant une forme normale dont les nonline´arite´s ne
de´pendent que de la sortie a e´te´ la premie`re conside´re´e par Krener-Isidori [39]. Marino-Tomei
[48] ont donne´ les conditions ne´cessaires et suﬃsantes qui rame`nent globalement un syste`me
nonline´aire mono-entre´e mono-sortie a` un syste`me line´aire, observable et a` de´phasage minimale.
Khalil-Saberi [38] ont propose´ un controˆleur dynamique a` grand gain par retour de sortie qui
stabilise globalement un syste`me multi-entre´e multi-sortie lorsque les champs de vecteurs du
syste`me sont globalement Lipschitz et les dynamiques des ze´ros sont globalement exponentielle-
ment stables. Dans le cas ou` le syste`me (2.40) a la forme particulie`re suivante :
h(z, y) := Hz + G(y) , fi(z, y) := f¯i(y) , (1 ≤ i < n) , fn(z, y) := Fz + f¯n(y) ,
des solutions re´centes au proble`me de stabilisation globale par retour de sortie ont e´te´ obtenues
par Marino-Tomei [48, 49], Kanellakopoulos-Kokotovic´-Morse [36]. Notre re´sultat est une ex-
tension de ces re´sultats.
2.3.2 Exemple
Conside´rons le syste`me nonline´aire suivant :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
z˙ = −z3 + x31
x˙1 = x2 +
1
15
zx1
x˙2 = u
y = x1 .
(2.52)
3Pour simpliﬁer les notations, de´notons ωi(t) := ωi(x˜(t), z(t), y(t)) pour tout 1 ≤ i ≤ n.
66 Chap. 2. Application du The´ore`me du Petit Gain Ge´ne´ralise´
D’apre`s l’algorithme de Sontag relatif a` la proprie´te´ ISS (voir Appendice A), nous constatons
que le syste`me
z˙ = −z3 + x31
est ISS par rapport a` x1 avec :
β(s, t) =
√
s2
1 + s2t
, γ(s) = 2
1
3 s .
Notons que γ est line´aire. On conclut que toutes les hypothe`ses du the´ore`me 2.3 sont satis-
faites. Ainsi il existe un controˆleur dynamique re´gulier par retour de sortie qui rend l’e´quilibre
(x1, x2, z) = (0, 0, 0) globalement asymptotiquement stable.
Nous fournissons un tel controˆleur au moyen de la Proposition 2.2 et du the´ore`me 2.2. Pour
cela, conside´rons l’observateur suivant :⎧⎨⎩ ˙̂x1 = x̂2 + 3(y − x̂1)˙̂x2 = u + 2(y − x̂1) .
Le syste`me boucle´ venant de (2.52) est constitue´ du syste`me d’erreur e´tendu suivant :⎧⎪⎪⎪⎨⎪⎪⎩
z˙ = −z3 + y3
˙˜x1 = −3x˜1 + x˜2 − 1
15
zy
˙˜x2 = −2x˜1 .
(2.53)
et du syste`me commande´ suivant :⎧⎨⎩ y˙ = x̂2 − x˜2 +
1
15
zy
˙̂x2 = u − 2x˜1 .
(2.54)
Dans ce cas, nous avons :
ω1 := x2 − x̂2 + 1
15
zy , ω2 := 2(y − x̂1) ,
et donc (2.50) est satisfaite avec :
k0 = 1 , K2 = 7 , K3 = 2 .
Notons que le syste`me (2.53) ayant y comme entre´e et (ω1, ω2) comme sortie est SES avec gain
γω de´ﬁni par :
γω(s) = 2
(
1 + 22/3
)
s2 .
Puis, pour assigner le gain 12 (2γω)
−1 au syste`me (2.54), nous suivons la proce´dure de synthe`se
dans la preuve de la Proposition 2.2 (voir Appendice C). Remarquons qu’en choisissant :
V1(y) = 887
(
1 + 2
2
3
)2
y4 , u0(y) = −1
4
y ,
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l’ine´galite´ (C.62) est satisfaite avec γ = 12 (2γω)
−1 et η = 0. Donc en utilisant la proce´dure
syste´matique dans la preuve de la Proposition 2.2, nous avons :
u11(y) = −1
4
y , u12(y) = u11(y) − 887
(
1 + 2
2
3
)2
y3 ,
u21(y, x̂2) =
1
2
(x̂2 − u12(y)) − 3548
(
1 + 2
2
3
)2
y3 +
∂u12
∂y
(y)x̂2
− 1
4
(x̂2 − u12(y))
(
∂u12
∂y
(y)
)2
,
u22(y, x̂2) = u21(y, x̂2) − 1
4
(x̂2 − u12(y)) .
Par conse´quent, le controˆleur dynamique par retour de sortie suivant :⎧⎪⎪⎨⎪⎪⎩
˙̂x1 = x̂2 + 3(y − x̂1)
˙̂x2 = u + 2(y − x̂1)
u = u22(y, x̂2)
stabilise globalement et asymptotiquement (2.52).
Commentaires. Puisque (2.53)-(2.54) est dans une forme par bouclage d’e´tat partiel (2.25)
et que le sous syste`me (2.53) est ISS avec y comme entre´e (voir (2.46)-(2.48)), la proce´dure
de synthe`se e´tablie a` la Section 2.2.2 peut eˆtre aussi applique´e au syste`me (2.53)-(2.54). Mal-
heureusement, puisque l’hypothe`se (H3) de la section 2.2 n’est pas ve´riﬁe´e par (2.53), la proce´dure
du paragraphe 2.2.2 donne un controˆleur dynamique par retour de sortie qui ne garantit pas
force´ment la convergence asymptotique, mais garantit seulement la bornitude des solutions du
syste`me boucle´ (2.52). Aussi, nous constatons que la proce´dure du paragraphe 2.2.2 donne des
calculs plus complique´s que celle dans la section 2.3.
2.3.3 Quelques ge´ne´ralisations
Ce paragraphe a pour but de ge´ne´raliser les re´sultats du paragraphe 2.3.1 aux trois cas suivants :
le cas instationnaire, le cas de la poursuite et le cas multi-sorties.
1. Le cas instationnaire
La me´thode pre´sente´e dans la section 2.3 peut s’e´tendre facilement au cas instationnaire. A
la place de (2.40), nous conside´rons le syste`me nonline´aire instationnaire suivant :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
z˙ = h(z, y, t)
x˙i = xi+1 + fi(z, y, t) , 1 ≤ i ≤ n− 1
x˙n = u + fn(z, y, t)
y = x1 .
(2.55)
Pour stabiliser globalement ce syste`me par retour de sortie, nous suivons pas a` pas les meˆmes
e´tapes expose´es dans le paragraphe 2.3.1. Nous pouvons re´tablir sans aucune diﬃculte´ le
the´ore`me 2.3 pour (2.55) aux conditions suivantes :
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(C1) Le sous syste`me z de (2.55) ayant y comme entre´e et (f1, . . . , fn) comme sortie est SES,
c’est-a`-dire qu’il existe une fonction βz de classe KL et une fonction γz de classe K telles
que pour chaque instant initial t0, chaque condition initiale z0 et chaque entre´e y mesurable,
essentiellement borne´e et de´ﬁnie sur [t0,+∞), la solution associe´e z(t) existe pour tous les t ≥ t0
et satisfait : ∀ t0 ≤ s ≤ t <∞,
|(f1(t), . . . , fn(t))⊤| ≤ βz(|z(s)|, t− s) + γz
(
sup
τ∈[s,t]
|y(τ)|
)
(2.56)
ou` fi(t) := fi(z(t), y(t), t) pour tout 1 ≤ i ≤ n.
(C2) Ce syste`me z a la proprie´te´ OFNB et le gain γz est localement line´airement borne´.
Nous avons (voir la Remarque 1.6) :
The´ore`me 2.3 (bis) Supposons que les hypothe`ses (C1) et (C2) sont satisfaites, nous pouvons
trouver un controˆleur dynamique par retour de sortie qui rende l’origine du syste`me boucle´ (2.55)
globalement asymptotiquement stable.
Notes bibliographiques. La notion ISS pour les syste`mes instationnaires a e´te´ donne´e dans
Lin [45, Section 5.1.2]. La notion de SES pour les syste`mes instationnaires peut eˆtre pre´sente´e
comme dans (C1).
2. Le cas de la poursuite
Nos analyses e´tablies au paragraphe 2.3.1 peuvent s’e´tendre au proble`me de poursuite en sup-
posant que h dans (2.40) satisfait la proprie´te´ suivante :
(P1) h(0) = 0 et quels que soient deux signaux zr(t), yr(t) de´ﬁnis sur [0,+∞), continus et
borne´s, le syste`me suivant :
z˙ = h(z + zr, yr + v) − h(zr, yr) (2.57)
est ISS avec v ∈ R comme entre´e.
Notons que (P1) implique en particulier que z˙ = h(z, v) est ISS avec v comme entre´e.
Le proble`me de poursuite est le suivant : trouver un controˆleur par retour de sortie de manie`re
a` forcer la sortie y de (2.40) a` poursuivre un signal de re´fe´rence yr(t) dont les n premie`res de´rive´es
y
(i)
r (0 ≤ i ≤ n) sont borne´es sur [0,∞) et y(n)r est continue par morceau.
Conside´rons un tel signal de re´fe´rence yr(t). Introduisons un signal zr engendre´ par yr :
z˙r = h(zr, yr) , zr(0) = 0 . (2.58)
Puisque yr est borne´ et que (2.58) est ISS par rapport a` yr, le signal connu zr(t) est de´ﬁni sur
[0,+∞) et borne´. De´notons :
z := z − zr , x1 := y − yr . (2.59)
On observe que z satisfait :
z˙ = h(z + zr, yr + x1) − h(zr, yr) def= h(z, x1, t) . (2.60)
Selon l’hypothe`se (P1), ce syste`me est ISS avec x1 comme entre´e. Soit γz la fonction de gain
associe´e a` la proprie´te´ ISS.
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Vu (2.40)-(2.59), nous avons :
x˙1 = x2 − y˙r + f1(z + zr, y) . (2.61)
De´ﬁnissant x2 et f1 par :
x2 := x2 − y˙r + f1(zr, yr) def= x2 − ϕ1(yr, y˙r) ,
f1(z, x1, t) := f1(z + zr, x1 + yr) − f1(zr, yr) ,
l’e´quation (2.61) se re´e´crit comme :
x˙1 = x2 + f1(z, x1, t) . (2.62)
Notons que f1(0, 0) = 0. Supposons que, pour 1 ≤ i ≤ n − 1, nous ayons e´tabli les variables xj
(2 ≤ j ≤ i+ 1), les fonctions f j et ϕj (1 ≤ j ≤ i) telles que :
xj+1 := xj+1 − ϕj(yr, . . . , y(j)r ) , f j(0, 0) = 0 ∀ 1 ≤ j ≤ i
et pour chaque 1 ≤ j ≤ i,
x˙j = xj+1 + f j(z, x1) . (2.63)
La de´rive´e de xi+1 le long des solutions de (2.40) est :
x˙i+1 = xi+2 + fi+1(z, y) −
i∑
j=0
∂ϕj
∂y
(j)
r
y(j+1)r (2.64)
ou` par convention xn+1 = u. De´ﬁnissant xi+2 et f i+1 par :
xi+2 := xi+2 + fi+1(zr, yr) −
∑i
j=0
∂ϕj
∂y
(j)
r
y(j+1)r
def
= xi+2 − ϕi+1(yr, . . . , y(i+1)r ) ,
f i+1(z, x1, t) := fi+1(z + zr, x1 + yr) − fi+1(zr, yr) ,
avec f i+1(0, 0, t) = 0, nous re´e´crivons (2.64) comme :
x˙i+1 = xi+2 + f i+1(z, x1, t) . (2.65)
Par re´currence, vu (2.60), (2.62), (2.63) et (2.65), nous avons obtenu le syste`me :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
z˙ = h(z, x1, t)
x˙i = xi+1 + f i(z, x1, t) , 1 ≤ i ≤ n− 1
x˙n = v + fn(z, x1, t)
y := x1
(2.66)
ou` v = xn+1 := u−ϕn(yr, . . . , y(n)r ). Notons que le sous syste`me z est ISS avec x1 comme entre´e
et le gain γz donne´ par la proprie´te´ ISS.
Maintenant, le syste`me (2.66) est dans une forme compatible avec (2.55). Pour pouvoir
utiliser le the´ore`me 2.3 (bis) a` (2.66), en plus de (P1), nous avons besoin de :
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(P2) Il existe deux fonctions γ1,f , γ2,f de classe K telles que :
|fi(z + zr, x1 + yr) − fi(zr, yr)| ≤ γ1,f(|x1|) + γ2,f(|z|) , ∀ i , ∀ z , x1 (2.67)
ou` zr est de´ﬁni par (2.58). Aussi, la fonction
γ1,f(s) + γ2,f(2γz(s))
est line´airement borne´e sur un voisinage de 0.
D’apre`s les de´ﬁnitions pre´ce´dentes de f i, cette proprie´te´ (P2) implique imme´diatement que les
hypothe`ses du the´ore`me 2.3 (bis) sont ve´riﬁe´es par (2.66). Le the´ore`me 2.3 (bis) nous donne
un controˆleur dynamique par retour de sortie qui rend l’e´quilibre (x1, . . . , xn, z) = 0 du syste`me
boucle´ (2.66) GAS. Ceci implique que toutes les solutions (x1(t), . . . , xn(t), z(t)) du syste`me
original boucle´ (2.40) sont borne´es, et l’erreur de sortie y(t)− yr(t) converge vers ze´ro lorsque t
tend vers +∞.
Enﬁn, il faudrait mieux e´crire explicitement le controˆleur pour qu’on se rende compte de ce
que l’on a utilise´. En particulier, puisque x1 = y − yr , on peut l’e´crire :⎧⎨⎩
˙̂xi = x̂i+1 + ki(x1 − x̂1) , 1 ≤ i ≤ n− 1
˙̂xn = v + kn(x1 − x̂1)
(2.68)
ou` ki(1 ≤ i ≤ n) sont des gains de Hurwitz. On n’aurait besoin que de yr mais en fait pour
obtenir la vraie commande u il faut faire le changement :
u = v + ϕn(yr, . . . , y
(n)
r ) .
Notes bibliographiques. Le proble`me de poursuite a e´te´ traite´ aussi par Marino et Tomei
[48, 51, 52], Kanellakopoulos, Kokotovic´ et Morse [36] dans le cas ou` h de (2.40) est line´aire en
z, i.e. :
h(z, y) = Hz + G(y) (2.69)
avec H strictement Hurwitz. Dans ces cas, un controˆleur par retour d’e´tat complet dans (2.66)
est utilise´, a` savoir que z est remplace´ par une estime´e. Marino et Tomei aussi donne une
autre me´thode dans [52] qui, comme ici, au lieu d’observer l’e´tat z, donne un controˆleur robuste
rejetant cette perturbation dynamique. Dans leur cas, la nonline´arite´ G de (2.69) peut aussi
contenir des incertitudes parame´triques.
Lorsque (2.69) est ve´riﬁe´e, les signaux zr et z peuvent eˆtre de´ﬁnis par :
z˙r = Hzr + G(yr) , zr(0) = 0 , (2.70)
z˙ = Hz + G(x1 + yr) − G(yr) , z(0) = z(0) , (2.71)
et nous avons :
z = z + zr .
Si H est strictement Hurwitz, le syste`me (2.71) est ISS avec x1 comme entre´e et une fonction de
gain γz localement line´airement borne´e. D’ou` les proprie´te´s (P1) et (P2) sont remplies en cas
de (2.69).
3. Le cas multi-sorties
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On conside`re ici, a` la place de (2.40) mono-entre´e mono-sortie, un syste`me mono-entre´e multi-
sorties. Pour simpliﬁer la pre´sentation, nous nous limitons au cas de deux sorties. Mais le cas
ge´ne´ral est identique. Le syste`me que nous allons e´tudier est dans une forme globale suivante :
z˙1 = h1(z1, x1)
x˙1 = x2 + f1(z1, x1)
...
x˙n1 = xn1+1 + fn1(z1, x1)
z˙2 = h2(z2, x1, ..., xn1+1)
x˙n1+1 = xn1+2 + fn1+1(z2, x1, ..., xn1, xn1+1)
...
x˙n2 = u + fn2(z2, x1, ..., xn1, xn1+1)
y = (x1, xn1+1)
⊤, y ∈ R2
(2.72)
ou` xi ∈ R (1 ≤ i ≤ n2) et zi ∈ Rpi (i = 1, 2) constituent l’e´tat, u ∈ R est l’entre´e, et y ∈ R2
repre´sente la sortie qui est la seule variable disponible pour la commande. Remarquons que ce
syste`me (2.72) satisfait la condition de re´troaction re´currente (voir [35]), mais nous autorisons
les fonctions fi a` de´pendre des e´tats non-mesurables xj.
Notre objectif est de synthe´tiser un controˆleur dynamique par retour de sortie qui rend
l’e´quilibre (x1, . . . , xn2, z1, z2) = 0 du syste`me (2.72) en boucle ferme´e GAS.
Nous faisons les hypothe`ses suivantes sur le syste`me (2.72) :
(D1) z˙1 = h1(z1, x1) est ISS avec x1 comme entre´e, et la matrice ∂h1/∂z1(0, 0) est strictement
Hurwitz.
(D2) z˙2 = h2(z2, x1, ..., xn1+1) est ISS avec (x1, . . . , xn1+1) comme entre´e, et ∂h2/∂z2(0, 0) est
une matrice strictement Hurwitz.
Dans la suite, nous pre´sentons notre proce´dure “e´tape par e´tape” :
Etape I : Conside´rons d’abord le sous syste`me de (2.72) ayant xn1+1 comme entre´e et x1 comme
sortie : ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
z˙1 = h1(z1, x1)
x˙1 = x2 + f1(z1, x1)
...
x˙n1 = xn1+1 + fn1(z1, x1) .
(2.73)
Pour ce syste`me avec une simple sortie, on applique la me´thode du paragraphe 2.3.1. On
de´compose le syste`me (2.73) en un syste`me d’erreur e´tendu :
⎧⎨⎩ z˙1 = h1(z1, x1)˙˜x = Ax˜ − (f1(z1, x1), . . . , fn1(z1, x1))⊤ (2.74)
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et un observateur commande´ dont l’e´tat est connu :⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x˙1 = x̂2 − x˜2 + f1(z1, x1)
x˙2 = x̂3 − k2x˜1
...
˙̂xn1 = xn1+1 − kn1x˜1
(2.75)
ou` x˜i = x̂i−xi (1 ≤ i ≤ n1), les ki sont des gains de Hurwitz et A est une matrice strictement Hur-
witz. Comme nous l’avons observe´ dans le paragraphe 2.3.2, avec la condition (D1), le syste`me
(2.74) est ISS avec x1 comme entre´e. Aussi le syste`me (2.74)-(2.75) est sous forme de bouclage
d’e´tat partiel (2.25). Maintenant, en appliquant au syste`me (2.74)-(2.75) la synthe`se pre´sente´e
dans la Section 2.2, nous obtenons une fonction re´gulie`re ϑn1 de´pendant de (x1, x̂2, . . . , x̂n1), qui
est ze´ro en ze´ro, telle qu’avec :
xn1+1 := ϑn1(x1, x̂2, . . . , x̂n1) + x
⋆
n1+1 ,
le syste`me (2.74)-(2.75) est ISS avec x⋆n1+1 comme entre´e.
En re´sume´, en de´notant :
Z1 := (z1, x˜, x1, x̂2, . . . , x̂n1) ,
sous la condition (D1), nous obtenons le syste`me ISS avec x⋆n1+1 comme entre´e :
Z˙1 = H1(Z1, x
⋆
n1+1) (2.76)
ou` la fonction H1 est implicitement de´ﬁnie par (2.74)-(2.75).
Etape II : Conside´rons la nouvelle variable :
x⋆n1+1 := xn1+1 − ϑn1(x1, x̂2, . . . , x̂n1)
et de´ﬁnissons :
Z2 := (z2, Z
⊤
1 )
⊤ .
Vu (2.76) et (2.72), nous obtenons :
Z˙2 = H2(Z2, x
⋆
n1+1) :=
⎛⎝ h2(z2, x1, . . . , xn1, ϑn1(x1, x̂2, . . . , x̂n1) + x⋆n1+1)
H1(Z1, x
⋆
n1+1
)
⎞⎠ . (2.77)
D’apre`s la condition (D2), le Fait 2.1 et la Proposition 2.4 du paragraphe 2.2.1, le syste`me (2.77)
est ISS avec x⋆n1+1 comme entre´e.
D’autre part, la de´rive´e temporelle de x⋆n1+1 s’exprime comme :
x˙⋆n1+1 = xn1+2 + fn1+2(z2, x1, . . . , xn1, xn1+1) −
∂ϑn1
∂x1
(x̂2 − x˜2 + f1(z1, x1))
−
n1∑
j=2
∂ϑn1
∂xj
(x1, x̂2, . . . , x̂n)(x̂j+1 − kjx˜1)
:= xn1+2 + f
⋆
n1+2(Z2, x
⋆
n1+1) . (2.78)
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D’une fac¸on similaire, les sous xj-syste`mes de (2.72) (n1+2 ≤ j ≤ n2) peuvent eˆtre transforme´s
sous la forme suivante :
x˙n1+2 = xn1+3 + f
⋆
n1+2
(Z2, x
⋆
n1+1
)
...
x˙n2 = u + f
⋆
n2(Z2, x
⋆
n1+1
) .
Enﬁn, nous obtenons le syste`me transforme´ ayant u comme entre´e et x⋆n1+1 comme sortie :
Z˙2 = h
⋆
2(Z2, x
⋆
n1+1
)
x˙⋆n1+1 = xn1+2 + f
⋆
n1+2
(Z2, x
⋆
n1+1
)
x˙n1+2 = xn1+3 + f
⋆
n1+2
(Z2, x
⋆
n1+1
)
...
x˙n2 = u + f
⋆
n2(Z2, x
⋆
n1+1
) .
(2.79)
Pour ce syste`me (2.79), il est assez facile de ve´riﬁer que les conditions (D1) et (D2) sont ve´riﬁe´es.
En re´pe´tant le cheminement dans l’e´tape I, nous obtenons un controˆleur dynamique par retour
de sortie qui stabilise globalement asymptotiquement le syste`me (2.79). Finalement, puisque le
syste`me (2.74)-(2.75) est ISS par rapport a` x⋆n1+1 (selon l’e´tape I), ce meˆme controˆleur stabilise
globalement asymptotiquement le syste`me de de´part (2.72).
En conclusion, nous avons de´montre´ le the´ore`me suivant :
The´ore`me 2.3 (ter). Sous les hypothe`ses (D1) et (D2), nous pouvons trouver un controˆleur
dynamique par retour de sortie u(y, χ), avec χ˙ = κ(χ, y), tel que l’origine du syste`me (2.72)
est un e´quilibre globalement et asymptotiquement stable.
Notes bibliographiques. La classe de syste`mes nonline´aires (2.72) satisfait la condition de
re´troaction re´currente pose´e par Kanellakopoulos, Kokotovic´ et Morse [35]. Leurs re´sultats
de´pendent implicitement des hypothe`ses suivantes :
• Les dynamiques des ze´ros sont line´aires et asymptotiquement stables quand les e´tats du
syste`me des dynamiques des ze´ros ne sont pas connus, ou nonline´aire quand ces e´tats sont
utilisables.
• Les nonline´arite´s de´pendent seulement de la sortie (mesurable) y = (x1, xn1+1), pas les
composantes d’e´tat non-mesurables (x2, . . . , xn1).
Ces hypothe`ses sont relache´es ici.
2.4 Stabilisation adaptative de syste`mes nonline´aires avec dyna-
miques incertaines
L’application du the´ore`me du petit gain en conjonction avec le the´ore`me d’assignation de gain
nous a permis de synthe´tiser des controˆleurs donnant des bornitudes ou des stabilite´s robustes
a` certains types de perturbations dynamiques. Nous allons traiter maintenant le cas ou` nous
avons en plus des incertitudes parame´triques.
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2.4.1 Description de syste`mes
Conside´rons un syste`me nonline´aire de´crit par les e´quations diﬀe´rentielles suivantes :
x˙ = a(x, u) + A(x, u)p⋆ + ω(x, p⋆, z) (2.80)
z˙ = h(x, p⋆, z) (2.81)
ou` u ∈ Rm est l’entre´e, x ∈ Rn est une composante mesurable de l’e´tat, z ∈ Rr est une
composante inconnue. Aussi, p⋆ ∈ Rl est un parame`tre inconnu qui est a priori dans un ensemble
compact, convexe et connu note´ Π ⊂ Rl. On suppose que les fonctions a, A, ω et h sont
suﬃsamment re´gulie`res.
Notre proble`me est : trouver un controˆleur dynamique u := u(x, p̂), ˙̂p = χ(x, p̂) tel que toutes
les solutions du syste`me (2.80)-(2.81) en boucle ferme´e sont borne´es.
Pour cela, nous avons besoin des hypothe`ses suivantes :
(S1) Il existe une fonction C1 positive V (x, p), une fonction C0 positiveW (x, p), trois fonctions
(α1, α2, α3) de classe K∞ (inde´pendantes de p), et une fonction C
1 un(x, p) telles que pour tous
les x dans Rn et tous les p dans Π, nous avons :
α1(|x|) ≤ V (x, p) ≤ α2(|x|) et α3(|x|) ≤ W (x, p) , (2.82)
et :
∂V
∂x
(x, p) [a(x, un(x, p)) + A(x, un(x, p))p] ≤ −W (x, p) ≤ 0 . (2.83)
Cette hypothe`se signiﬁe que pour chaque mode`le de synthe`se, i.e. pour chaque p ∈ Π :
x˙ = a(x, u) + A(x, u)p , (2.84)
un(x, p) est une commande stabilisante (voir Pomet [57] ou S (3.12)).
(S2) Il existe une constante μ1 dans (0, 1), et une fonction α de classe K∞ telles que :∣∣∣∣∂V∂x (x, p)ω(x, p′, z)
∣∣∣∣ ≤ μ1W (x, p) + α(|z|) ∀ p, p′ ∈ Π . (2.85)
(S3) Le syste`me z˙ = h(x, p, z) est BIBS uniforme´ment en p ∈ Π avec x conside´re´e comme
entre´e, en ce sens qu’il existe une fonction γz de classe K∞ telle qu’a` chaque condition initiale
z0, et chaque entre´e x(t) dans L
∞([0, T );Rn), est associe´e une solution z(t) de´ﬁnie sur [0, T ).
De plus, z(t) satisfait :
|z(t)| ≤ dz + γz
(
sup
0≤τ≤t
{|x(τ)|}
)
∀ 0 ≤ t < T (2.86)
ou` dz est un nombre re´el positif inde´pendant de x(t).
Remarque 2.7 Notons que la commande nominale un(x, p) dans (S1) est suppose´e re´gulie`re
en p. Cette hypothe`se implique que les proble`mes de singularite´ des lois de commande lorsque
p varie ne sont pas aborde´s. 
Remarque 2.8 L’hypothe`se (S2) n’est pas tre`s restrictive. En eﬀet, puisque Π est compact, il
existe toujours deux fonctions αx(s, p), αz(s, p), positives et continues pour tout (s, p) dans R+×
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Π, telles que pour chaque p ﬁxe´, les fonctions re´sultantes αx(·, p), αz(·, p) sont non de´croissantes
et que : ∣∣∣∣∂V∂x (x, p)ω(x, p′, z)
∣∣∣∣ ≤ αx(|x|, p) + αz(|z|, p) ∀ p, p′ ∈ Π .
Par exemple, pour chaque p dans Π, on peut prendre
αx(s, p) := sup
p′∈Π
sup
θ(|z|)≤|x|≤s
∣∣∣∣∂V∂x (x, p)ω(x, p′, z)
∣∣∣∣ ,
αz(s, p) := sup
p′∈Π
sup
θ−1(|x|)≤|z|≤s
∣∣∣∣∂V∂x (x, p)ω(x, p′, z)
∣∣∣∣
ou` θ est une fonction de classe K∞. Aussi on peut toujours prendre une fonction α de classe K
satisfaisant :
α(s) ≥ sup
p∈Π
αz(s, p) .
Si bien que l’hypothe`se (S2) ou (2.85) porte surtout sur :
αx(|x|, p) ≤ μ1W (x, p) ∀x, p .
Notons qu’avec la meˆme hypothe`se on peut garantir la bornitude globale des solutions du syste`me
suivant :
x˙ = a(x, un(x, p)) + A(x, un(x, p))p + ω(x, p
′, z)
en regardant p comme un parame`tre constant et z et p′ deux fonctions borne´es du temps. 
Notes bibliographiques. Le proble`me relatif a` la stabilite´ de familles parame´tre´es de syste`mes
a e´te´ aussi e´tudie´ dans la the`se [45] de Lin. Suivant la terminologie de Lin [45, p.103], (S1) est
e´quivalente a` dire que la fonction V (x, p) est une fonction de Lyapunov re´gulie`re pour la famille
de syste`mes suivante :
x˙ = a(x, un(x, p)) + A(x, un(x, p))p .
Une condition suﬃsante et ne´cessaire pour l’existence d’une telle fonction V (x, p) a e´te´ donne´e
dans Lin [45, Theorem 12]. Aussi, si nous empruntons la terminologie de [45, Def.5.2.6], sous
(S1) et (S2), V (x, p) est une fonction ISS de Lyapunov pour le syste`me avec z comme entre´e :
x˙ = a(x, un(x, p)) + A(x, un(x, p))p + ω(x, p
′, z)
et pour p ∈ Π uniforme´ment en p′ ∈ Π.
Si un(x, p) dans (S1) est inde´pendant de p, selon [45, p.106], le syste`me (2.84) est dit re´gulie`-
rement stabilisable de fac¸on robuste par rapport a` tout p ∈ Π.
2.4.2 Solutions borne´es: re´sultat global
Avant d’e´noncer notre re´sultat, rappelons une technique de projection tre`s utile dans la com-
mande adaptative. Avec des restrictions faibles sur l’ensemble Π (voir Praly et al. [64, As-
sumption ICS (94)]), on peut de´ﬁnir une application Proj de Π×Rl dans Rl qui est localement
lipschitzienne (voir [64, eq. (104)] pour une de´ﬁnition pre´cise). D’apre`s [64, Lemma (105)], une
proprie´te´ importante de la fonction Proj est que la solution p̂ de l’e´quation :
˙̂p(t) = Proj(p̂(t), y(t))
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reste toujours dans le compact Π pour y(·) ∈ C1 et p̂(0) ade´quate.
Sous les hypothe`ses (S1)–(S3), nous essayons de re´soudre notre proble`me. Observons que,
d’une part, puisque p⋆ est inconnu, le controˆleur stabilisant nominal un(x, p
⋆) dans (S1) ne
peut pas s’appliquer au syste`me (2.80)-(2.81); d’autre part, puisque z n’est pas mesure´e, on
ne voit pas comment appliquer directement une synthe`se de Lyapunov a` (2.80)-(2.81). L’ide´e
ici est d’utiliser le the´ore`me du petit-gain 1.10. Plus pre´cise´ment, pour le mode`le de synthe`se
a` parame`tre inconnu (2.84), nous allons trouver une loi d’adaptation ˙̂p = χ(x, p̂) qui donne
une estime´e p̂ de p⋆ telle qu’avec un(x, p̂), les solutions du syste`me e´tendu compose´ de (2.84)
et ˙̂p = χ(x, p̂) sont borne´es; de plus la composante x(t) tend vers ze´ro. En outre, ce meˆme
controˆleur adaptatif rend le syste`me (2.80) BIBO et admet un certain gain nonline´aire γx. Si la
composition de γx avec le gain nonline´aire γz du second syste`me (2.81) est strictement infe´rieure
a` la fonction identite´, alors selon le the´ore`me du petit-gain 1.10 ou [47, Theorem 2], toutes les
solutions (x(t), z(t)) de (2.80)-(2.81) sont borne´es sur [0,+∞).
Conside´rons pour le premier syste`me (2.80) la fonction de Lyapunov augmente´e d’un terme
d’erreur d’estimation du parame`tre :
U(x, p̂) = L(V (x, p̂)) +
1
2
|p̂− p⋆|2 (2.87)
ou` L est une fonction C1 de classe K∞. La de´rive´e temporelle de U , le long des solutions de
(2.80) avec n’importe quel signal z(·) continu et borne´ sur [0,+∞), est :
U˙ |(2.80) = L′(V )
[
∂V
∂x
(x, p̂)(a(x, un(x, p̂)) + A(x, un(x, p̂))p̂)
+
∂V
∂x
(x, p̂)ω(x, p⋆, z) +
∂V
∂p
(x, p̂) ˙̂p
]
+ L′(V )
∂V
∂x
(x, p̂)A(x, un(x, p̂))(p
⋆ − p̂) + ˙̂p⊤(p̂− p⋆) . (2.88)
Notons que cette e´galite´ est vraie en tout instant t ≥ 0 ou` x(t) est de´ﬁnie. Le deuxie`me terme
dans les crochets n’est pas ge´nant, puisque d’apre`s les hypothe`ses (S2) et (S1) il est domine´ par
le premier terme dans les crochets. La somme des deux derniers termes est ne´gative a` condition
que l’on choisisse la loi d’adaptation :
˙̂p = Proj
(
p̂ , L′(V (x, p̂))A(x, un(x, p̂))
⊤∂V
∂x
(x, p̂)⊤
)
. (2.89)
Dans ce cas, il n’y a que le troisie`me terme ∂V∂p (x, p̂)
˙̂p qui cre´e une diﬃculte´. Une fac¸on possible
de re´duire l’eﬀet de cet erreur est de “minimiser” a` priori le terme ∂V∂p (x, p̂)
˙̂p une fois que ˙̂p est
choisie par (2.89). Ceci revient a` choisir une fonction L propre dont la de´rive´e L′(V ) est assez
petite lorsque V est grand.
Dans la suite, nous allons conside´rer d’abord le cas ou` V (x, p) est inde´pendante de p, puis
le cas ou` V (x, p) est de´pendante de p.
Cas 1 : V (x, p) est inde´pendante de p
Dans ce cas, ∂V∂p (x, p̂)
˙̂p ≡ 0. Nous pouvons prendre L = 1λ Id, avec λ un nombre re´el strictement
positif, et nous avons :
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Proposition 2.6 Sous les hypothe`ses (S1), (S2) et (S3), si de plus V (x, p) ≡ V (x) ∀p ∈ Π, et
il existe une constante μ2 dans (0, 1), et deux fonctions ρ1, ρ2 de classe K∞ telles que :(
α−11 ◦
1
μ2
α2 ◦ α−13 ◦
1
1− μ1α
)
◦ (Id + ρ1) ◦ γz(s) ≤ (Id − ρ2)(s) ∀ s ≥ 0 , (2.90)
alors toutes les solutions du syste`me compose´ de (2.80), (2.81) et (2.89) avec L = 1λId, boucle´
avec un(x, p̂), sont bien de´ﬁnies sur [0,+∞), uniques et borne´es.
Preuve : En premier lieu, nous de´montrons que, pour le syste`me (2.80)-(2.89), il existe une
fonction γx de classe K∞ et une constante dx ≥ 0 (peut-eˆtre de´pendante de x(0)) telles que
pour toute fonction z(t) dans L∞([0,+∞);Rr), (2.80)-(2.89) a une solution unique x(t) de´ﬁnie
sur [0,+∞) et ve´riﬁant :
|x(t)| ≤ dx + γx(‖z‖) ∀t ∈ [0,+∞) (2.91)
En eﬀet, le second membre e´tant localement lipschitzien pour toute telle fonction z(t), il existe
une unique solution x(t) de´ﬁnie maximalement sur [0, T ). Alors avec p̂ donne´e par (2.89), vu
(S1) et (S2), l’e´quation (2.88) implique :
U˙ |(2.80) ≤ −
1
λ
[
(1− μ1)α3 ◦ α−12 (V ) + α(‖z‖)
]
. (2.92)
Introduisons le nombre re´el positif V ⋆ :
V ⋆ = max
{
V (x(0)) , α2 ◦ α−13 ◦
1
1− μ1α(‖z‖)
}
. (2.93)
Sans nuire a` la ge´ne´ralite´, supposons que V ⋆ est strictement positif.
Conside´rons l’ensemble :
Θ = {t ∈ [0, T ) | V (x(t)) > V ⋆} .
Si cet ensemble est vide, alors par contradiction T = +∞ et (2.91) est satisfaite. Pre´cise´ment,
en utilisant l’ine´galite´ faible de triangularite´ (B.3) avec ρ = 1μ2 Id, nous avons :
dx = α
−1
1
(
V (x(0))
1− μ2
)
, γx(s) = α
−1
1 ◦
α2
μ2
◦ α−13 ◦
1
1− μ1α(s).
Si cet ensemble Θ n’est pas vide, il a une borne infe´rieure note´e t0 et par continuite´ :
V (x(t0)) = V
⋆ .
De plus, il existe un instant t1 > t0 tel que :
V (x(t)) > V ⋆ ∀ t ∈ (t0, t1) .
Alors, nous avons :
U˙(t) ≤ 0 ∀ t ∈ [t0, t1)
ce qui implique :
1
λ
V (x(t)) +
1
2
|p̂(t)− p⋆|2 ≤ 1
λ
V (x(t0)) +
1
2
|p̂(t0)− p⋆|2 ∀ t ∈ [t0, t1) . (2.94)
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En de´notant :
diam(Π) := sup
(p1,p2)∈Π2
{|p1 − p2|} < +∞ ,
(2.94) implique :
V (x(t)) ≤ V ⋆ + λ
2
diam(Π)2 ∀ t ∈ [t0, t1) . (2.95)
En re´pe´tant cet argument sur tout intervalle semi-ouvert du type [t0, t1), nous concluons que
(2.95) est ve´riﬁe´e pour tout t ∈ [0, T ), i.e. :
V (x(t)) ≤ V ⋆ + λ
2
diam(Π)2 ∀ t ∈ [0, T ) . (2.96)
Finalement, avec la de´ﬁnition de V ⋆ dans (2.93), nous obtenons pour tout t de [0, T ) :
V (x(t)) ≤ V (x(0)) + λ
2
diam(Π)2 + α2 ◦ α−13
(
1
1− μ1
α(‖z‖)
)
. (2.97)
La fonction V e´tant propre, ceci implique par contradiction que T = +∞. De plus, avec (2.82),
en appliquant l’ine´galite´ faible de triangularite´ (B.3) avec γ = α−11 et ρ =
1
μ2
Id a` (2.97), nous
obtenons l’e´quation (2.91) avec (dx, γx) de´ﬁnies par :
dx = α
−1
1
(
1
1− μ2 (
λ
2
diam(Π)2 + V (x(0)))
)
(2.98)
γx(s) = α
−1
1 ◦
1
μ2
α2 ◦ α−13 ◦
1
1− μ1α(s) , s ≥ 0 . (2.99)
Revenons maintenant au syste`me boucle´ (2.80), (2.81), (2.89). Pour chaque condition initiale
(x(0), z(0)) et p̂(0) a` l’inte´rieur de Π, il existe une et une seule solution (x(t), z(t), p̂(t)) de´ﬁnie
sur l’intervalle maximal a` droite [0, T ). Par causalite´, (S3) et (2.91)-(2.99) impliquent :
|x(t)| ≤ dx + γx
(
sup
0≤τ≤t
{|z(τ)|}
)
∀ t ∈ [0, T ) , (2.100)
|z(t)| ≤ dz + γz
(
sup
0≤τ≤t
{|x(τ)|}
)
∀ t ∈ [0, T ) . (2.101)
Sous la condition (2.90), d’apre`s le the´ore`me du petit gain [47, Theorem 2] ou le The´ore`me 1.10
et la compacite´ de Π, x(t), z(t) et p̂(t) sont borne´es sur [0, T ). On en de´duit par contradiction
que T = +∞. 
Remarque 2.9 Il est de´montre´ dans Lin [45, Lemma 5.2.7] que si le syste`me x˙ = f(x, u, p)
admet une fonction ISS de Lyapunov pour p ∈ Π, alors ce syste`me est ISS de fac¸on robuste pour
tout p ∈ Π. La diﬀe´rence avec Lin [45] est que dans notre cas adaptatif la fonction U , de´ﬁnie
dans (2.87), n’est pas la fonction pour avoir une fonction ISS de Lyapunov pour le syste`me
(2.80)-(2.89) avec u = un(x, p̂) et z comme entre´e, i.e. :
x˙ = a(x, un(x, p̂)) + A(x, un(x, p̂))p
⋆ + ω(x, p⋆, z) ,
˙̂p = Proj
(
p̂ , L′(V (x, p̂))A(x, un(x, p̂))
⊤∂V
∂x
(x, p̂)⊤
)
,
ou encore que p̂ est non constant. La conse´quence est que la borne asymptotique de dx, de´ﬁni
dans (2.98), est de´pendante de la condition initiale x(0). Donc dx dans (2.100) ne peut pas eˆtre
la somme d’une fonction de classe KL et une constante positive (inde´pendante de x(0)). 
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Cas 2 : V (x, p) est de´pendante de p
Lorsque V (x, p) de´pend de p, il est inte´ressant de prendre une fonction L propre dont la de´rive´e
est la plus petite possible. Ceci nous sugge`re de choisir L comme :
L(V ) =
1
λ
log
(
1 +
∫ V
0
α3 ◦ α−12 (s)ds
)
∀V ≥ 0 (2.102)
ou` λ > 0 et la fonction α3 ◦ α−12 est donne´e par (S1) telle que :
∂V
∂x
(x, p) [a(x, un(x, p)) + A(x, un(x, p))p] ≤ −α3 ◦ α−12 (V (x, p)) ∀x, p .
Nous avons donc :
L′(V ) =
α3 ◦ α−12 (V )
λ(1 +
∫ V
0 α3 ◦ α−12 (s)ds)
, (2.103)
et, vu (2.89),
˙̂p = Proj
(
p̂ ,
α3 ◦ α−12 (V (x, p̂))
λ(1 +
∫ V (x,p̂)
0 α3 ◦ α−12 (s)ds)
A(x, un(x, p̂))
⊤∂V
∂x
(x, p̂)⊤
)
. (2.104)
Remarque 2.10 Cette loi d’adaptation ne fait intervenir que des donne´es sur le mode`le. En
eﬀet, α2 et α3 ne de´pendent que de a, A, un et V . 
Notre re´sultat principal est :
Proposition 2.7 Supposons que les hypothe`ses (S1), (S2) et (S3) sont satisfaites et qu’il existe
une constante connue k > 0 telle que, pour tous les (x, p) ∈ Rn × Π,∣∣∣∣∂V∂p (x, p)
∣∣∣∣ · ∣∣∣∣∂V∂x (x, p)A(x, un(x, p))
∣∣∣∣ ≤ k
(
1 +
∫ V (x,p)
0
α3 ◦ α−12 (s)ds
)
. (2.105)
Dans ce cas nous choisissons le parame`tre d’adaptation λ > k. Dans ces conditions, si :
μ1 ≤ λ− k
λ
, (2.106)
et il existe une constante μ2 dans (0, 1), et deux fonctions ρ1, ρ2 de classe K∞ telles que, pour
tout s ≥ 0,(
α−11 ◦
exp(δ0)
μ2
α2 ◦ α−13 ◦
1
1− μ1 − k/λα
)
◦ (Id + ρ1) ◦ γz(s) ≤ (Id− ρ2)(s) (2.107)
ou` δ0 est de´ﬁni par :
δ0 =
λ
2
diam(Π) , (2.108)
alors toutes les solutions du syste`me compose´ de (2.80), (2.81) et (2.104) boucle´ avec un(x, p̂)
sont bien de´ﬁnies sur [0,+∞), uniques et borne´es.
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Remarque 2.11 La condition (2.105), appele´e condition de croissance, ge´ne´ralise celle de
Pomet et Praly [59] :∣∣∣∣∂V∂p (x, p)
∣∣∣∣ · ∣∣∣∣∂V∂x (x, p)A(x, un(x, p))
∣∣∣∣ ≤ k (1 + V (x, p)2) .

Remarque 2.12 Lorsque p⋆ est connu, l’application du the´ore`me du petit gain 1.10 dans les
meˆmes conditions donne la contrainte suivante :(
α−11 ◦
1
μ2
α2 ◦ α−13 ◦
1
1− μ1α
)
◦ (Id + ρ1) ◦ γz(s) ≤ (Id− ρ2)(s) . (2.109)
En comparant (2.109) et (2.107), on voit que le controˆleur adaptatif assure la robustesse par
rapport aux incertitudes parame´triques mais sa robustesse aux incertitudes dynamiques semble
moins grande. L’augmentation de cette robustesse peut se faire en se rapprochant du cas p⋆
connu soit adaptation lente avec λ grand, re´duction de l’incertitude parame´trique avec diamΠ
petit. On voit ainsi apparaˆıtre le compromis “adaptation rapide / robustesse”. 
Preuve de Proposition 2.7 :
Graˆce aux hypothe`ses (S1)-(S2) et a` [64, Lemma (105)], et vus (2.88), (2.103) et (2.104), la
de´rive´e temporelle de U de´ﬁnie par (2.87), (2.102) satisfait :
U˙ |(2.80) ≤
α3 ◦ α−12 (V )
λ(1 +
∫ V
0 α3 ◦ α−12 (s)ds)
[
− (1− μ1)α3 ◦ α−12 (V (x, p̂)) + α(|z|) (2.110)
+
∣∣∣∣∂V∂p (x, p̂)
∣∣∣∣ · α3 ◦ α−12 (V (x, p̂))
λ(1 +
∫ V (x,p̂)
0 α3 ◦ α−12 (s)ds)
∣∣∣∣A(x, un(x, p̂))⊤∂V∂x (x, p̂)⊤
∣∣∣∣
]
.
Avec (2.105), (2.110) implique :
U˙ ≤ α3 ◦ α
−1
2 (V )
λ(1 +
∫ V
0 α3 ◦ α−12 (s)ds)
[− (1− μ1 − k/λ)α3 ◦ α−12 (V (x, p̂)) + α(|z|)] . (2.111)
A partir de cette ine´galite´ la preuve est comple´te´e en suivant les meˆmes arguments que pour la
Proposition 2.6 a` partir de (2.92). Ainsi, en de´ﬁnissant :
V⋆ = max
{
V (x(0), p̂(0)) , α2 ◦ α−13 ◦
1
1− μ1 − k/λ
α(‖z‖)
}
, (2.112)
nous obtenons a` la place de (2.97) :
L(V (x(t), p̂(t))) ≤ L(V⋆) + λ
2
diam(Π)2 ∀ t ∈ [0, T ) . (2.113)
En appliquant le Lemme C.4 a` (2.113) avec :
γ = α3 ◦ α−12 et δ = δ0 := λdiam(Π)2/2 , (2.114)
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nous obtenons un nombre re´el δ1 ≥ 0 qui ne de´pend que de δ dans (2.114) tel que :
V (x(t), p̂(t)) ≤ eδ0V⋆ + δ1 ∀ t ∈ [0, T ) . (2.115)
Ceci implique que T = +∞ et, avec la de´ﬁnition de V⋆ dans (2.112),
V (x(t), p̂(t)) ≤ eδV (x(0), p̂(0)) + δ1 + eδ0α2 ◦ α−13
(
1
1− μ1 − k/λα(‖z‖)
)
(2.116)
valable pour tous les t ≥ 0. Nous concluons avec les meˆmes arguments apre`s (2.97) dans la
preuve de la Proposition 2.6. 
Commentaires. Nous venons d’obtenir un re´sultat de bornitude robuste aux incertitudes
dynamiques et parame´triques. Malheureusement, le proble`me de convergence asymptotique est
encore ouvert. La diﬃculte´ vient de l’adaptatif. Plus pre´cise´ment, supposons que, pour chaque
p⋆, le sous syste`me z de (2.80) est ISS avec x comme entre´e. Pour pouvoir utiliser le the´ore`me
du petit gain au syste`me (2.80)-(2.81), nous devons de´montrer que le sous syste`me x de (2.80)
est ISS avec z comme entre´e (pour chaque p⋆). Mais, dans notre cas adaptatif, nous ne voyons
pas comment obtenir cette proprie´te´ ISS a` partir de (2.92) et (2.87) avec L = 1λ Id, ou de (2.111),
(2.87) et (2.102).
Le proble`me de convergence asymptotique va eˆtre traite´ dans le chapitre suivant en utilisant
une forme spe´ciﬁque de la caracte´risation GUEC (1.63) et en introduisant une technique de
normalisation dynamique dans le cas nonline´aire.
2.5 Re´sume´
Nous avons donne´ deux applications du the´ore`me du petit-gain 1.9 ou 1.10 au proble`me de la
synthe`se de commande donnant une bornitude et si possible une convergence robuste pour des
des syste`mes nonline´aires incertains. La premie`re est relative a` la stabilisation globale par retour
d’e´tat partiel ou par retour de sortie pour deux classes de syste`mes nonline´aires qui ont une forme
globale spe´ciale. Cette application a motive´ l’introduction d’outils de synthe`se de commande
robuste dont l’usage n’est pas limite´ aux syste`mes triangulaires traite´s dans ce chapitre.
La seconde application concerne la stabilisation robuste de syste`mes nonline´aires avec des in-
certitudes dynamiques et parame´triques. Notre conclusion est que si les incertitudes dynamiques
interviennent d’une fac¸on spe´ciﬁque et satisfont une condition du petit gain, alors il existe un
controˆleur adaptatif qui rend toutes les solutions du syste`me boucle´ borne´es. A travers ces deux
applications, on voit que l’inte´reˆt du the´ore`me du petit gain ge´ne´ralise´ 1.9 ou 1.10 est de perme-
ttre d’e´tablir des outils importants pour la synthe`se de commande, et de procurer un point de
vue inte´ressant pour la compre´hension du me´canisme de stabilite´ de syste`mes interconnecte´s.
82 Chap. 2. Application du The´ore`me du Petit Gain Ge´ne´ralise´
Chapitre 3
Application de la Caracte´risation des
Eﬀets Non Mode´lise´s GUEC
3.0 Ge´ne´ralite´s
La stabilisation globale d’un syste`me interconnecte´ soumis a` des incertitudes parame´triques et
dynamiques a e´te´ e´tudie´e dans la Section 2.4. Les re´sultats ont e´te´ obtenus graˆce au the´ore`me
du petit gain 1.10 ou [47, Theorem 2]. Dans ce chapitre, nous continuons a` e´tudier ce proble`me
mais dans un contexte un peu plus ge´ne´ral avec un syste`me n’ayant pas force´ment une structure
d’interconnexion. Aussi, au lieu d’utiliser la caracte´risation SpES et le the´ore`me du petit gain,
nous allons utiliser la caracte´risation GUEC (1.63) et des the´ore`mes de stabilite´ de Lyapunov.
Notre proble`me se formule de la fac¸on suivante :
Etant donne´e une famille de mode`les (Σp)p∈Π, indexe´e par p, un parame`tre dans un convexe
compact connu Π de Rl :
Σp : x˙ = a(x, u) + A(x, u)p (3.1)
ou` x ∈ Rn et u ∈ Rm de´notent respectivement l’e´tat et l’entre´e, a et A sont des champs de
vecteurs connus re´guliers. Supposons que, pour chaque p ﬁxe´, il existe un controˆleur un(·, p)
re´gulier, de´pendant re´gulie`rement du parame`tre p, qui stabilise le syste`me (3.1) avec une fonction
de Lyapunov re´gulie`re V de Rn ×Π dans R+.
A toute fonction du temps p⋆(t) et tous signaux (x(t), u(t)) donne´s par un syste`me re´el nous
pouvons associer une erreur de mode´lisation :
ω(t) = x˙(t) − a(x, u(t)) − A(x, u(t))p⋆ . (3.2)
Nous cherchons des conditions suﬃsantes sur ω(t) et p⋆(t) permettant de garantir la bornitude
des solutions du syste`me re´el en utilisant une commande u(x, p̂) avec p̂ a` de´ﬁnir. Nous nous
inte´resserons aussi au cas de la convergence vers 0 des solutions.
Pour ce qui concerne la bornitude des solutions une premie`re re´ponse a e´te´ obtenue dans la
Section 2.4 pour le cas ou` le syste`me re´el a la structure interconnecte´e de´ﬁnie par (2.80), (2.81).
Par contre, meˆme dans ce cas, la question de convergence n’a pas pu eˆtre re´solue lorsque p⋆ est
inconnu. Ici nous nous replac¸ons dans le contexte plus ge´ne´ral de la Section 1.2.2. Pre´cise´ment
nous supposons que, lorsque la commande est un(x, p̂) ou` p̂ est une fonction C
1 du temps, la
“distance” entre mode`le et syste`me re´el est caracte´rise´e par (voir (1.64)) :∣∣∣∣∂V∂x (x, p̂) [x˙− a(x, un(x, p̂))− A(x, un(x, p̂)) p⋆]
∣∣∣∣ ≤ μ1W (x(t), p̂(t)) + μ2 r(t) +D (3.3)
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ou` p⋆ est un parame`tre constant inconnu, et le signal de comparaison r est de´ﬁni par :
r(t) := sup
0≤τ≤t
{Υ(V (x(τ), p̂(τ)))} (3.4)
avec W et Υ deux fonctions lie´es a` la stabilite´ du mode`le (voir (3.13), (3.15)). Pour le cas ou`
p⋆ est inconnu, cas dit adaptatif, une me´thode classique de synthe`se de loi de commande est la
synthe`se de Lyapunov. Malheureusement, dans le cas de l’hypothe`se (3.3) nous ne connaissons
pas de preuve de bornitude par la me´thode de Lyapunov (voir la preuve de la Proposition
1.2). Pour permettre une telle technique de preuve dans l’intention d’obtenir la proprie´te´ de
convergence des solutions, nous restreignons la de´ﬁnition de r en remplac¸ant l’ope´rateur sup par
l’ope´rateur donne´ par un syste`me du premier ordre. On ﬁnit par avoir une fonction de Lyapunov
globale (voir (3.76), (3.80), (3.90)), a` la place de la fonction de Lyapunov partielle V (x, p) du
mode`le. Plus pre´cise´ment, ayant choisi deux nombres re´els α > 0, r0 > 0, une fonction Ψ de
R+ dans R+, convexe, de classe C
1, nous supposons l’existence de μ1, μ2 tels que pour toute
solution il existe D satisfaisant :∣∣∣∣∂V∂x (x, p̂) [x˙ − a(x, un(x, p̂))−A(x, un(x, p̂)) p⋆]
∣∣∣∣ ≤ μ1W (x, p̂) + μ2Ψ−1(α r) + D (3.5)
ou` r est maintenant de´ﬁni par :
r˙ := −α r + Ψ(Υ(V (x, p̂))) , r(0) = r0 (3.6)
et p⋆ est une fonction C1 du temps dont la de´rive´e est borne´e. Le signal de comparaison r est
ainsi de´ﬁni par une e´quation diﬀe´rentielle (3.6). Il est clair que (3.5)-(3.6) implique (3.3)-(3.4)
(voir la Remarque 3.1).
3.1 Eﬀets non-mode´lise´s
3.1.1 Hypothe`ses
Conside´rons un syste`me commande´ qui admet une repre´sentation d’e´tat dans RN et dont la
dynamique peut eˆtre augmente´es de ﬁltres sur l’entre´e et la sortie, sont de´crites globalement
par :
X˙ = F (X, t, u) , X ∈ Ω
x = H(X, t) , x ∈ Rn
(3.7)
ou` le vecteur X est l’e´tat dans RN qui n’est pas comple`tement mesure´ et dont la dimension N
est inconnue, u est l’entre´e dans Rm, x est une sortie mesure´e dans Rn et, Ω est un voisinage
ouvert de l’origine de RN . Supposons que F et H sont de´ﬁnies respectivement sur Ω×R+×Rm
et Ω× R+, et telles que :
H(Ω, 0) = Rn (3.8)
et que :
Hypothe`se R (Re´gularite´) (3.9)
F et H sont de classe C1 telles que pour chaque (X, u), ∂H∂X (X, ·), ∂H∂t (X, ·) et F (X, ·, u) sont
borne´es.
La condition H(Ω, 0) = Rn signiﬁe que l’on cherche des re´sultats globaux dans l’espace de la
sortie x.
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Supposons aussi :
Hypothe`se OE (Observabilite´ de l’Evasion) (3.10)
Pour tout T > 0 ﬁni ou inﬁni et toute solution X(t) de (3.7) maximalement de´ﬁnie sur [0, T ),
nous avons :
(X(t) → ∂Ω si t→ T ) ⇒ lim sup
t→T
(|H(X(t), t)|+ |u(t)|) = +∞ .
C’est-a`-dire, aucune solution du syste`me (3.7) ne peut atteindre la frontie`re du domaine “global”
Ω sans que l’entre´e u ou la sortie x n’explose en meˆme temps.
Notre proble`me est : trouver un controˆleur tel que les solutions X(t) de (3.7) soient borne´es
et limt→+∞H(X(t), t) = E, une consigne de´sire´e pour la mesure x.
Le syste`me de simulation (3.7) n’e´tant que partiellement connu, nous allons travailler avec
un mode`le de synthe`se dont l’e´tat est x. C’est pourquoi il peut eˆtre inte´ressant d’augmenter la
dynamique du syste`me a` commander par des ﬁltres (voir [64, Example (24)]). La dynamique de
ce mode`le est choisie parmi une famille de mode`les indexe´e par un parame`tre (vectoriel) p :
x˙ = a(x, u) + A(x, u) p (3.11)
ou` les fonctions a et A sont connues et de classe C1, et p est un parame`tre dans un sous ensemble
convexe, compact et connu Π ⊂ Rl.
Notre mode`le de synthe`se est suppose´ eˆtre stabilisable pour tous les p :
Hypothe`se S (Stabilisabilite´) (3.12)
Il existe trois fonctions connues un, W et V telles que :
1 – un : R
n ×Π → Rm est de classe C1,
2 – W est positive, continue, W (x, p) = 0 ssi x = E,
3 – V est de classe C2, positive, V (x, p) = 0 ssi x = E et, pour chaque nombre re´el positif Kv,
l’ensemble : {x | V (x, p) ≤ Kv , p ∈ Π} est un sous-ensemble compact de Rn,
4 – pour chaque (x, p) dans Rn × Π, nous avons :
∂V
∂x
(x, p) [a(x, un(x, p)) +A(x, un(x, p)) p] ≤ −W (x, p) . (3.13)
Ceci implique en particulier que, pour chaque p dans Π, le point E , qui peut de´pendre de p, est
un e´quilibre GAS du syste`me :
x˙ = a(x, un(x, p)) + A(x, un(x, p)) p (3.14)
et que V est une fonction de Lyapunov correspondante pour ce mode`le en boucle ferme´e dont
la de´rive´e est plus petite que −W .
Le fait que la fonction un(x, p) est re´gulie`re en p nous permet de sauter les proble`mes de
singularite´s des lois de commande lorsque p varie dans un ouvert.
Sachant que le mode`le peut eˆtre stabilise´ pour n’importe quel parame`tre dans Π, nous avons
maintenant besoin de caracte´riser la distance entre le mode`le (3.11) et le syste`me de simulation
(3.7). Pour ce faire, nous devons choisir deux nombres re´els strictement positifs α, r0, une
fonction C1 strictement croissante et convexe Ψ : R+ → R+, avec Ψ(0) = 0, et une fonction
re´elle positive Υ : R+ → R+, de classe C1, satisfaisant :
Υ(V (x, p))≤W (x, p) , ∀ (x, p) ∈ Rn × Π
Υ(v) = 0 ssi v = 0 , lim inf
v→+∞
Υ(v) > 0 .
(3.15)
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Alors, nous supposons :
Hypothe`se UEC(α, r0, Ψ,Υ) (Caracte´risation des Eﬀets Non-mode´lise´s) (3.16)
Il existe une fonction re´elle positive D(Ω) et trois nombres re´els positifs μ1, μ2 et ρ tels que,
pour chaque fonction C1 p̂ : R+ → Π et chaque solution maximale X(t) de :
X˙ = F (X , t , un(x, p̂)) , x = H(X, t) , X(0) ∈ Ω (3.17)
de´ﬁnie sur [0, T ), il existe une fonction C1 p⋆ : [0, T ) → Π, avec
∣∣p˙⋆∣∣ ≤ ρ, et une fonction
continue du temps D : [0, T ) → [0,D(Ω)] satisfaisant pour tout t ∈ [0, T ) :∣∣∣∣∂V∂x (x, p̂) [x˙− a(x, un(x, p̂))−A(x, un(x, p̂)) p⋆]
∣∣∣∣ ≤ μ1W (x, p̂) + μ2Ψ−1(αr) +D(t) (3.18)
ou` r, appele´ le signal de comparaison, est de´ﬁni par :
r˙ = −α r+ Ψ(Υ(V (x, p̂))) , r(0) = r0 . (3.19)
Notons que p⋆ peut de´pendre du temps et de p̂, et que r est un signal de´ﬁni maintenant par une
e´quation diﬀe´rentielle.
Avant de de´montrer que UEC(α, r0, Ψ, Υ) (3.16) implique GUEC (1.63) (voir plus loin la Re-
marque 3.1), nous faisons quelques commentaires sur l’actuelle caracte´risationUEC(α, r0, Ψ, Υ)
(3.16) .
La caracte´risation (3.18)-(3.19) est en certain sens en boucle ferme´e. Au lieu de demander
que l’ine´galite´ (3.18) soit satisfaite pour toutes les entre´es u, on a besoin seulement qu’elle soit
ve´riﬁe´e pour la classe particulie`re d’entre´es un(·, p̂). Par contre, un aspect de boucle ouverte
reste, puisque la fonction p̂ du temps n’e´tant pas a` priori ﬁxe´e, on demande que (3.18) soit
satisfaite pour toutes les fonctions possibles p̂ du temps. D’autre part, la fonction de Lyapunov
V du mode`le boucle´ est implique´e dans l’ine´galite´ (3.18). Ainsi la loi de commande un devra
eˆtre synthe´tise´e de manie`re telle que la fonction correspondante V satisfasse (3.18), i.e. les eﬀets
non-mode´lise´s devront eˆtre pris en compte dans la synthe`se de commande. Cet aspect sera
illustre´ dans le paragraphe 3.1.2 quand nous avons choisi v1, v2 et j.
Le nombre re´el positif α dans (3.19) peut eˆtre conside´re´ comme un poˆle. Il devrait eˆtre choisi
de´pendant des constantes de temps ne´glige´es. Ceci implique certaines connaissances sur ces
constantes du temps. Ne´anmoins, comme nous allons le vois dans l’exemple du paragraphe 3.1.2
(voir (3.68)), en introduisant la fonction Ψ, il est possible de rendre cette de´pendance tre`s faible.
Aussi, dans le cas de syste`mes line´aires, cette de´pendance peut eˆtre surmonte´e par le ﬁltrage
d’entre´e comme l’ont montre´ Ioannou et Tsakalis [25]. Une autre motivation pour l’introduction
d’un inte´grateur est d’e´viter que l’entre´e ait une action directe sur les dynamiques non-mode´lise´es
(voir [24, 25]). Dans le contexte de la commande adaptative [10, 32, 73], le proble`me venant
d’une telle action directe a e´te´ re´solu pour une analyse de stabilite´ locale. Par contre, il est
encore ouvert pour une analyse globale. En eﬀet, l’ajout d’inte´grateurs peut eˆtre facilement
fait dans le cas non-adaptatif (voir [76, Theorem 3.c] ou [13]). Mais, dans le contexte de la
commande adaptative, l’ajout d’inte´grateurs entraˆıne des diﬃculte´s, la de´pendance parame´trique
du syste`me boucle´ devant eˆtre renforce´e (voir les discussions sur la condition de matching dans
Praly et al. [64]). En particulier, pour le cas de bras de robot comme conside´re´ par Reed et
Ioannou [67] et Campion et Bastin [10], nous ne voyons pas comment ajouter des inte´grateurs
dans le cas adaptatif duˆ au fait que le mode`le est implicitement line´airement parame´tre´.
Pour voir comment choisir la constanteα et la fonction Ψ qui sont implique´es dans l’hypothe`se
UEC(α, r0, Ψ, Υ) (3.16) et vont eˆtre explicitement utilise´es dans le controˆleur que nous allons
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proposer dans la Section 3.2.3, nous proposons un lemme technique dont la preuve est une
application directe des arguments de [22, Chapter 3] :
Lemme 3.1 : Soit v(t) une fonction C1 de´ﬁnie sur [0, T ). Nous avons les proprie´te´s suiv-
antes :
1 – Si Ψ est une fonction convexe, avec Ψ(0) = 0, et strictement croissante de R+ sur R+,
alors Ψ(x)/x (resp. Ψ−1(x)/x) est non-de´croissante (resp. non-croissante) en x > 0 et, pour
chaque x ≥ 0, y ≥ 0 et k ≥ 1,
Ψ−1(kx) ≤ kΨ−1(x)
Ψ−1(x+ y) ≤ Ψ−1(x) + Ψ−1(y) .
(3.20)
2 – Soient r1 et r2 deux fonctions re´elles positives telles que :
r˙1 ≤ −α1r1 +Ψ1(v) , r˙2 = −α2r2 +Ψ2(v) (3.21)
ou` α1 ≥ α2 > 0 sont des nombres re´els et Ψ1, Ψ2 sont des fonctions strictement croissantes de
R+ sur R+ avec Ψ1(0) = Ψ2(0) = 0 et Ψ2 et Ψ2Ψ
−1
1 sont convexes. Pour chaque t ∈ [0, T ),
nous avons :
Ψ−11 (α1 r1(t)) ≤
α1
α2
Ψ−12 (α2 r2(t)) (3.22)
+ Ψ−12
(
max
{
0 , Ψ2Ψ
−1
1 (α1 r1(0)) e
−α1t − α1r2(0) e−α2t
})
.
3 – Soient r3 et r4 deux fonctions re´elles positives telles que :
r˙3 ≤ −αr3 + βΨ(v) + γ , r˙4 = −α r4 + Ψ(v) (3.23)
ou` α > 0, β ≥ 0 et γ ≥ 0 sont des nombres re´els et Ψ est une fonction convexe, avec Ψ(0) = 0,
et strictement croissante de R+ sur R+. Pour chaque t ∈ [0, T ), nous avons :
Ψ−1(α r3(t)) ≤ max {1, β}Ψ−1(α r4(t)) (3.24)
+ Ψ−1
(
max
{
0 , γ + (αr3(0)− γ − αβr4(0)) e−αt
})
.
Preuve : Le point 1 est direct. En eﬀet, quel que soit un couple de nombres re´els (x, y) tel que
0 < x < y < +∞, nous avons :
x =
y − x
y
× 0 + x
y
× y . (3.25)
Comme Ψ est convexe, Ψ(0) = 0 et y−xy +
x
y = 1, (3.25) implique :
Ψ(x) ≤ x
y
Ψ(y) . (3.26)
Ceci de´montre que Ψ(x)/x est non-de´croissante en x > 0.
On se propose de de´montrer que Ψ−1 est bien de´ﬁnie sur R+. Pour ce faire, puisque Ψ est
strictement croissante de R+ sur R+ et Ψ(0) = 0, il suﬃt de montrer que Ψ(x) tend vers +∞
si x tend vers +∞. Supposons que l := lim supx→+∞Ψ(x) < +∞. Comme Ψ(0) = 0 et Ψ est
convexe, nous avons :
Ψ(λx) ≤ λΨ(x) ∀x ≥ 0 , ∀ 0 < λ < 1 . (3.27)
88 Application de la Caracte´risation GUEC
En faisant x dans (3.27) tendre vers +∞, on obtient que l ≤ λl et ceci est impossible. Ensuite,
la non-croissance de Ψ−1(x)/x vient de la non-de´croissance de Ψ(x)/x et du fait suivant :
Ψ−1(x)
x
=
1
Ψ(Ψ−1(x))
Ψ−1(x)
∀x > 0 .
Finalement, (3.20) est une conse´quence directe de la non-croissance de Ψ−1(x)/x. La premie`re
e´quation s’en re´sulte puisque :
Ψ−1(kx)
kx
≤ Ψ
−1(x)
x
∀x > 0 , ∀ k > 1 .
La seconde e´quation s’en suit puisque :
x
x+ y
Ψ−1(x+ y) ≤ Ψ−1(x) , y
x+ y
Ψ−1(x+ y) ≤ Ψ−1(y) .
Pour le point 2, selon l’ine´galite´ de Jensen avec Ψ2Ψ
−1
1 convexe, nous avons :
Ψ−11 (α1r1) ≤ Ψ−11
(
α1e
−α1tr1(0) + α1
∫ t
0
e−α1(t−τ )Ψ1(v(τ)) dτ
)
(3.28)
≤ Ψ−12 (a) (3.29)
ou` a est de´ﬁni par :
a = e−α1tΨ2Ψ
−1
1 (α1r1(0)) + α1
∫ t
0
e−α1(t−τ )Ψ2(v(τ)) dτ . (3.30)
Avec le point 1, nous obtenons :
Ψ−11 (α1r1) ≤ α1α2Ψ
−1
2
(
α2e
−α2t r2(0) + α2
∫ t
0 e
−α2(t−τ )Ψ2(v(τ)) dτ
)
(3.31)
+ Ψ−12
(
Max
{
0 , Ψ2Ψ
−1
1 (α1 r1(0)) e
−α1t − α1r2(0) e−α2t
})
.
Ceci implique imme´diatement le point 2.
Il reste a` de´montrer le point 3. D’apre`s la de´ﬁnition de r3, nous avons :
Ψ−1(α r3) ≤ Ψ−1
(
αe−αtr3(0) + αβ
∫ t
0
e−α(t−s)Ψ(v(s))ds+ γ(1− e−αt)
)
(3.32)
Avec le point 1, la conclusion se de´duit comme dans la preuve du point 2. 
Remarque 3.1 Graˆce au Lemme 3.1, il est facile de de´montrer que (3.18), (3.19) impliquent :∣∣∣∣∂V∂x (x, p̂) [x˙ − a(x, un(x, p̂))−A(x, un(x, p̂)) p⋆]
∣∣∣∣ (3.33)
≤ μ1W (x, p̂) + μ2 sup
0≤τ≤t
{Υ(V (τ))} + D(t)
ou`, pour simpliﬁer, V (t) repre´sente V (x(t), p̂(t)) et D(t) est de´ﬁnie par :
D(t) = D(t) + μ2Ψ
−1
(
αr0e
−αt
)
.
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En eﬀet, il suﬃt de montrer la proprie´te´ suivante :
Ψ−1(αr(t)) ≤ sup
0≤τ≤t
{Υ(V (τ))} + Ψ−1 (αr0e−αt) . (3.34)
D’apre`s la de´ﬁnition de r dans (3.19), nous avons :
Ψ−1(αr(t)) = Ψ−1
(
αr0e
−αt + α
∫ t
0
e−α(t−τ )Ψ(Υ(V (τ)))dτ
)
.
Selon le point 1 du Lemme 3.1, nous obtenons :
Ψ−1(αr(t)) ≤ Ψ−1 (αr0e−αt) + Ψ−1 (α ∫ t
0
e−α(t−τ )Ψ(Υ(V (τ)))dτ
)
ce qui implique (3.34).
Notons ﬁnalement que (3.33) n’est rien d’autre que la caracte´risation GUEC (1.63) pour le
syste`me de simulation (3.7) et le mode`le (3.11) en boucle ferme´e avec u = un(x, p̂), p̂ e´tant une
fonction C1 du temps. 
Notes bibliographiques. Le fait que la caracte´risation UEC(α, r0, Ψ, Υ) (3.16) permet de
capturer presque tous les eﬀets non-mode´lise´s line´aire a e´te´ indique´ par Praly [62, 63]. Il est
e´tabli dans [63, Property 5] un re´sultat qualitatif qui dit que la stabilite´ de Lagrange est une
proprie´te´ ouverte par rapport a` la topologie du Graphe introduite par Vidyasagar [78].
3.1.2 Exemple illustratif
Conside´rons la famille de mode`les indexe´e par un parame`tre p ∈ R :⎧⎨⎩ x˙1 = x2 + px21 − x31x˙2 = u (3.35)
ou` (x1, x2) dans R
2 est l’e´tat mesure´ et u dans R est la commande. Choisir un e´le´ment dans
cette famille peut eˆtre une fac¸on ade´quate pour obtenir un mode`le pour un syste`me dont les
dynamiques sont en fait de´crites par les e´quations diﬀe´rentielles suivantes :⎧⎪⎪⎨⎪⎪⎩
x˙1 = x2 + p
⋆x21 − y
x˙2 = u
μ y˙ = −y + x31
(3.36)
ou` y n’est pas mesure´ et μ, un petit parame`tre de perturbation, et p⋆ ∈ [−pmax,+pmax] sont
inconnus mais pmax > 0 est connu. Le mode`le (3.35) peut aussi eˆtre approprie´ pour un syste`me
de´crit par : ⎧⎪⎪⎨⎪⎪⎩
x˙1 = x2 + p
⋆ x21 − x31 + μ y + d(t)
x˙2 = u
y˙ = −y + (1 + u2)σ − 1 (3.37)
avec d une fonction continue du temps borne´e mais non-mesure´e, et σ un nombre re´el positif.
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Pre´cise´ment lorsque μ est petit, (3.35) est le mode`le d’ordre re´duit du syste`me singulie`rement
perturbe´ (3.36) et du syste`me re´gulie`rement perturbe´ (3.37).
Le proble`me que nous voulons re´soudre est de synthe´tiser un re´gulateur adaptatif pour le
mode`le (3.35) garantissant la bornitude des solutions en boucle ferme´e ainsi que la re´gulation,
i.e. :
lim
t→+∞
(x1(t), x2(t)) = 0 . (3.38)
Nous espe´rons aussi que ce meˆme re´gulateur donne au moins la bornitude des solutions quand il
est en boucle ferme´e avec des syste`mes “proches” du mode`le (3.35) tels que les syste`mes (3.36)
et (3.37) lorsque μ est assez petit.
Remarquons que les syste`mes (3.36) et (3.37) ve´riﬁent (3.7) en prenant N = 3, n = 2 et :
X = (x1, x2, y)
⊤ , H =
(
1 0 0
0 1 0
)
, Ω = R3 .
Dans ce cas, l’hypothe`se R (3.9) est clairement remplie. Pour ve´riﬁer l’hypothe`se OE (3.10) , il
suﬃt de noter que la composante supple´mentaire y d’une solution dans les deux syste`mes (3.36)
et (3.37) est borne´e de`s que les autres composantes x1(t) et x2(t) de cette solution sont borne´es
ainsi que le controˆle u(t) en boucle ouverte.
Dans la suite, nous allons tout d’abord trouver les trois fonctions ade´quates un, V et W
qui satisfont l’hypothe`se S (3.12). Ensuite, nous de´montrons qu’avec ces fonctions, l’hypothe`se
UEC(α, r0, Ψ, Υ) (3.16) est ve´riﬁe´e pour les deux syste`mes (3.36) et (3.37).
Ve´riﬁcation de l’hypothe`se S (3.12)
En appliquant la technique d’ajout d’un inte´grateur (voir [76] ou [13]), nous synthe´tisons un
controˆleur stabilisant pour le mode`le (3.35) en deux e´tapes :
Etape 1 : Commenc¸ons par la stabilisation du syste`me suivant :
x˙1 = u1 + px
2
1 − x31 . (3.39)
De´notons par u1(x1, p) et V1 les fonctions suivantes :
u1(x1, p) = −x1 − px21 + x31 + v1(x1) , V1(x1) =
1
2
x21 (3.40)
ou` v1 est une fonction introduite comme degre´ de liberte´ et satisfaisant :
x1 v1(x1) ≤ 0 ∀ x1 , v1(0) = 0 . (3.41)
En appliquant u1 au syste`me (3.39) et calculant la de´rive´e temporelle de V1, on obtient :
V˙1 = −2V1(x1) + x1 v1(x1) := −W1(x1) . (3.42)
Etape 2 : Ajoutons un inte´grateur au syste`me (3.39), i.e. conside´rons (3.35). De´ﬁnissons :
V (x1, x2, p) =
1
2j
(2V1(x1))
j +
1
2
χ22 (3.43)
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ou` j est un entier strictement positif conside´re´ comme nouveau degre´ de liberte´ et χ2, introduit
pour simpliﬁer les notations, est de´ﬁni par :
χ2 := x2 − u1(x1, p) = x2 + x1 + px21 − x31 − v1(x1) . (3.44)
Notons que χ2 est une fonction de (x1, x2, p). Le long des solutions du syste`me (3.35), la de´rive´e
temporelle de V (x1, x2, p) satisfait :
V˙ = − (2V1(x1))j−1W1(x1) (3.45)
+χ2
[
x1 (2V1(x1))
j−1 + u+
(
1 + 2px1 − 3x21 − ∂v1∂x1 (x1)
)(
x2 + px
2
1 − x31
)]
.
Donc nous pouvons obtenir :
V˙ = −2j V (x1, x2, p) + x1 v1(x1) (2V1(x1))j−1
+
(
x2 + x1 + px
2
1 − x31 − v1(x1)
)
v2(x1, x2, p)
:= −W (x1, x2, p)
(3.46)
en prenant la commande comme suit :
u = un(x1, x2, p)
:= −x1 (2V1(x1))j−1 −
(
1 + 2px1 − 3x21 − ∂v1∂x1 (x1)
) (
x2 + px
2
1 − x31
)
− jχ2 + v2(x1, x2, p)
(3.47)
ou` v2, un troisie`me degre´ de liberte´, est une fonction satisfaisant :(
x2 + x1 + px
2
1 − x31 − v1(x1)
)
v2(x1, x2, p) ≤ 0 ∀ (x1, x2, p) ∈ R3 ,
v2(x1, x2, p) = 0 ∀ (x1, x2, p) ∈ {(x1, x2, p) : x2 + x1 + px21 − x31 − v1(x1) = 0} .
Avec (3.46), nous avons e´tabli que le controˆleur par retour d’e´tat un de´ﬁni dans (3.47) garan-
tit la stabilite´ globale asymptotique des solutions du mode`le (3.35). D’ou` la satisfaction de
l’hypothe`se S (3.12) avec un, W et V de´ﬁnies respectivement par (3.47), (3.46) et (3.43).
Ve´riﬁcation de l’hypothe`se UEC(α, r0, Ψ, Υ) (3.16)
Commenc¸ons par le syste`me (3.36). Pour toute fonction C1 p̂ : R+ → Π, nous avons :
∂V
∂x
(x, p̂) [x˙ − a(x, un(x, p̂))−A(x, un(x, p̂)) p⋆] = ∂V
∂x1
(x, p̂)
(
x31 − y
)
. (3.48)
Notre objectif est de spe´ciﬁer la loi de commande un en choisissant j, v1 et v2 inde´pendants de
(μ, y) aﬁn d’e´tablir la relation (3.18) entre les eﬀets ∂V∂x1 (x
3
1 − y) et V ou W . Mais si dans le
Chapitre 1, nous avions une attitude passive en espe´rant le mode`le e´tait suﬃsamment bon pour
que cette caracte´risation soit satisfaite, ici graˆce a` la commande nous pouvons avoir une approche
plus active en choisissant la commande de telle sorte que la caracte´risation soit satisfaite. Nous
avons :∣∣∣∣ ∂V∂x1 (x31 − y)
∣∣∣∣ ≤ ∣∣∣∣x2j−11 + χ2 (1 + 2p̂x1 − 3x21 − ∂v1∂x1 (x1)
)∣∣∣∣ ∣∣x31 − y∣∣ (3.49)
≤ 2 x2j+21 +
2j − 1
j + 1
|χ2|
2j+2
2j−1
∣∣∣∣1 + 2p̂x1 − 3x21 − ∂v1∂x1 (x1)
∣∣∣∣
2j+2
2j−1
+
3
j + 1
y
2j+2
3
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ou` nous avons utilise´ l’ine´galite´ de Young [22] (voir aussi la Section B.0). Donc, si nous choisis-
sons v1 et v2 tels que W de´ﬁnie dans (3.46) satisfait :
2 x2j+21 +
2j − 1
j + 1
|χ2|
2j+2
2j−1
∣∣∣∣1 + 2px1 − 3x21 − ∂v1∂x1 (x1)
∣∣∣∣
2j+2
2j−1
≤ 1
2
W (x1, x2, p) , (3.50)
alors, (3.49) et (3.50) impliquent :∣∣∣∣ ∂V∂x1 (x, p̂) (x31 − y)
∣∣∣∣ ≤ 12 W (x1, x2, p̂) + 3j + 1 y 2j+23 . (3.51)
Les expressions suivantes pour v1 et v2 satisfont la contrainte (3.50) que nous avons propose´e :
v1(x1) = −c1 x31
v2(x1, x2, p) = −c2
(
x2 + x1 + px
2
1 − x31 − v1(x1)
) 3
2j−1
∣∣1 + 2px1 − 3(1 + c1)x21∣∣ 2j+22j−1
−c1 j
j+1
j
(
x2 + x1 + px
2
1 − x31 − v1(x1)
) j+2
j
(3.52)
avec :
c1 ≥ 4 , c2 ≥ 4j − 2
j + 1
. (3.53)
Notons que le dernier terme dans la de´ﬁnition de v2 n’est pas motive´ par (3.50) mais par
l’ine´galite´ (3.57) a` venir. Ceci donne en particulier :
x2j+21 ≤
1
c1
W (x1, x2, p) ∀ (x1, x2, p) ∈ R3 . (3.54)
Soient u(t) une fonction continue arbitraire de´ﬁnie sur [0,+∞) et (x1(t), x2(t), y(t)) une solution
maximale de´ﬁnie sur [0, T ) du syste`me (3.36) avec u(t) comme entre´e. Avec l’ine´galite´ de Young
(B.1), l’e´quation de y˙ de (3.36) entraˆıne :
μ
˙︷ ︷
y
2j+2
3 ≤ −y 2j+23 + x2j+21 (3.55)
ou encore,
y
2j+2
3 (t) ≤ exp
(
− t
μ
)
y
2j+2
3 (0) +
1
μ
∫ t
0
exp
(
−t− s
μ
)
x2j+21 (s)ds ∀ t ∈ [0, T ) . (3.56)
Mais, avec (3.54) et (3.43), on s’aperc¸oit qu’on peut trouver une fonction Υ telle que :
c1
21/j
x2j+21 ≤ Υ(V (x1, x2, p)) ≤W (x1, x2, p) ∀ (x1, x2, p) ∈ R3 . (3.57)
En eﬀet, on peut choisir :
Υ(V ) =
c1
21/j
(2jV )
j+1
j . (3.58)
Notons que la valeur de p dans (3.57) est arbitraire, (3.57) et (3.56) impliquent pour tous les
t ∈ [0, T ) :
y
2j+2
3 (t) ≤ exp
(
− t
μ
)
y
2j+2
3 (0) +
21/j
c1μ
∫ t
0
exp
(
−t− s
μ
)
Υ(V (x1(s), x2(s), p̂(s)))ds .
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Maintenant, a` l’aide de l’ine´galite´ de Ho¨lder [22], pour chaque entier ﬁni q > μ, nous avons :∫ t
0
exp
(
−t− s
μ
)
Υ(V (s))ds ≤
(
μ(q − 1)
q − μ
) q−1
q
(∫ t
0
exp (−(t− s)) Υ(V (s))qds
)1
q
ou`, pour simpliﬁer les notations, V (s) signiﬁe V (x1(s), x2(s), p̂(s)). Finalement observons que
l’inte´grale a` droite de l’ine´galite´ pre´ce´dente peut eˆtre obtenue de la fac¸on suivante :
Etant donne´ un nombre re´el positif r0, de´ﬁnissons ce qu’on appelle le signal de comparaison
r par :
r˙ = − r + Υ(V (t))q , r(0) = r0 . (3.59)
Nous avons : (∫ t
0
exp (−(t− s)) Υ(V (s))qds
)1
q
≤ 2 q−1q r 1q − exp
(
− t
q
)
r
1
q
0 . (3.60)
En conse´quence, nous avons obtenu :
y
2j+2
3 (t) ≤ exp
(
− tμ
)
y
2j+2
3 (0)− 21/jc1μ
(
μ(q−1)
q−μ
) q−1
q
exp
(
− tq
)
r
1
q
0 +
21/j
c1μ
(
2μ(q−1)
q−μ
) q−1
q
r(t)
1
q .
Avec (3.51) et (3.59), nous avons ainsi e´tabli l’hypothe`se UEC(α, r0, Ψ, Υ) (3.16) avec α = 1
et Ψ(x) = xq. Pre´cise´ment, nous avons pour t ∈ [0, T ) :∣∣∣∣ ∂V∂x1 (x1(t), x2(t), p̂(t)) (x31(t)− y(t))
∣∣∣∣ ≤ μ1W (x1(t), x2(t), p̂(t)) + μ2 r 1q (t) +D(t) (3.61)
ou` les constantes μ1 et μ2 sont donne´es par :
μ1 =
1
2
, μ2 =
3× 21/j
c1μ(j + 1)
(
2μ(q − 1)
q − μ
) q−1
q
(3.62)
et la fonction du temps D est de´ﬁnie par :
D(t) =
3
j + 1
exp
(
− t
μ
)
y
2j+2
3 (0)− 3× 2
1/j
c1μ(j + 1)
(
μ(q − 1)
q − μ
) q−1
q
exp
(
− t
q
)
r
1
q
0 . (3.63)
Rappelons que l’ine´galite´ (3.61) est ve´riﬁe´e pour n’importe quelle entre´e u(t) et n’importe quelle
fonction p̂(t) du temps. Notons aussi que, puisque q > μ, D(t) est ne´gative pour tous les
t suﬃsamment grand. Ne´anmoins, le fait que suptD(t) de´pend des conditions initiales est la
raison d’un re´sultat non global en ge´ne´ral. Pour souligner cet aspect, il est convenable de de´ﬁnir,
pour chaque nombre re´el strictement positif η, l’ensemble ouvert suivant :
Ωη =
{
(x1, x2, y) ∈ R3 | |y| < η
}
(3.64)
et la fonction D :
D(η, r0) = sup
t∈R+, |y(0)|<η
D(t) = max
{
0 ,
3
j + 1
η
2j+2
3 − 3× 2
1/j
c1μ(j + 1)
(
μ(q − 1)
q − μ
) q−1
q
r
1
q
0
}
. (3.65)
Cette fonction est croissante en η mais de´croissante en r0. Tant que r0 est libre nous pouvons
toujours le choisir pour que D(η, r0) soit nulle. Mais si le signal de comparaison r intervient
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explicitement dans le controˆleur, alors r0, condition initiale de r(t), est ﬁxe´. Alors, si pour
obtenir la bornitude ou la convergence nous avons besoin que suptD(t) soit suﬃsamment petit,
disons infe´rieur a` Δ, notre re´sultat sera satisfait uniquement pour certaines conditions initiales
de´ﬁnies comme suit : Soit η⋆ > 0 de´ﬁni par
D(η⋆, r0) = Δ , (3.66)
la contrainte sur suptD(t) est satisfaite si les conditions initiales (x1(0), x2(0), y(0)) restent dans
l’ensemble Ωη⋆ .
Comme nous le verrons dans la section suivante, la bornitude des solutions est garantie si
(voir la preuve de la Proposition 3.1) :
0 < 1− μ1 − 2μ2 = 1
2
− 2 1j μ− 1q 6
c1(j + 1)
(
2(q − 1)
q − μ
) q−1
q
. (3.67)
Ceci signiﬁe que la bornitude peut eˆtre e´tablie sans exiger une borne sur suptD(t) (voir les
discussions ci-dessus) mais a` condition que, pour certain nombre re´el c3 dans (0, 1),(
12
2
− 1
j c1(j + 1)
)q (
2(q − 1)
(1− c3)q
)q−1
< μ ≤ c3 q . (3.68)
Ceci impose une restriction sur μ. Remarquons cependant que si, dans le controˆleur un, c1 est
choisi tel que :
24
2
− 1
j (j + 1)(1− c3)
< c1 , (3.69)
alors en choisissant q suﬃsamment grand dans la de´ﬁnition de r, le domaine des valeurs admis-
sibles de μ peut eˆtre rendu aussi grand que l’on veut.
Retournons maintenant au syste`me (3.37). Notons que dans ce cas, l’e´quation (3.48) devient :
∂V
∂x
(x, p̂) [x˙− a(x, un(x, p̂))− A(x, un(x, p̂)) p⋆] = ∂V
∂x1
(x, p̂) (μy + d(t)) . (3.70)
Soit p̂(t) une fonction C1 borne´e arbitraire, de´ﬁnie sur [0,+∞). Soit (x1(t), x2(t), y(t)) une
solution maximale de´ﬁnie sur [0, T ) du syste`me (3.37) avec
u = un(x1, x2, p̂(t))
conside´re´e comme entre´e. Notons que u n’est plus arbitraire comme c’e´tait le cas pre´ce´demment.
Notre but est de ve´riﬁer si une ine´galite´ sous la forme (3.61) est satisfaite, avec la meˆme
de´ﬁnition (3.59) pour le signal de comparaison r. Comme dans le cas pre´ce´dent avec (3.57), une
telle ine´galite´ existe si nous pouvons trouver des constantes δ1 et D1 telles que, pour tous les
t ∈ [0, T ), nous avons :[(
1 + u2n(x1(t), x2(t), p̂(t))
)σ − 1] 2j+23 ≤ δ1Υ(V (x1(t), x2(t), p̂(t)) +D1 . (3.71)
Apre`s de longs calculs et l’utilisation de l’ine´galite´ de Young, on peut montrer que ces constantes
existent a` condition que :
σ ≤ 3
10
,
3 + 8σ
6− 14σ ≤ j ≤
3 + 2σ
4σ
. (3.72)
Ces contraintes illustrent la diﬃculte´ qui peut eˆtre produite par l’action directe de la commande
sur les dynamiques non-mode´lise´es. Notamment en augmentant la valeur de j qui peut eˆtre
interpreˆte´e comme une augmentation du gain du controˆleur (voir (3.47)) on risque d’exciter ces
dynamiques non-mode´lise´es de manie`re telle que la stabilite´ n’est plus garantie en certain point.
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3.2 Bornitude robuste
L’objectif de cette section est d’examiner si R (3.9) , OE (3.10) , S (3.12) et UEC(α, r0, Ψ, Υ)
(3.16) sont les hypothe`ses suﬃsantes pour garantir l’existence d’un controˆleur re´solvant notre
proble`me. Notre e´tude se de´roule suivant l’ordre croissant de diﬃculte´s.
3.2.1 p⋆ donne´ et constant
Pour le cas p⋆ donne´ et constant, puisque la commande est donne´e, on est dans le cas sans
commande. Due a` la Remarque 3.1, ce cas a donc de´ja` e´te´ traite´ avec GUEC (1.63) . Comme
un corollaire de la Proposition 1.2 avec :
D = D(t) + μ2Ψ
−1
(
αr0e
−αt
)
et la loi de commande suivante :
u = un(x, p
⋆) , (3.73)
nous avons :
Corollaire 3.2 : Sous les hypothe`ses OE (3.10) et S (3.12) , si, pour certains α, r0, Ψ, Υ,
l’hypothe`se UEC(α, r0, Ψ, Υ) (3.16) est ve´riﬁe´e avec p
⋆ connu et constant, i.e. ρ = 0, et :
1 − μ1 − μ2 − lim sup
v→+∞
D(Ω) + μ2Ψ−1 (αr0)
Υ(v)
> 0 (3.74)
alors toutes les solutions de (3.7)-(3.73) avec X(0) ∈ Ω sont bien de´ﬁnies sur [0,+∞), uniques
et borne´es. De plus, si, pour un certain instant T0 > 0, D(t) ≡ 0 ∀ t ≥ T0 dans (3.18), alors :
lim
t→+∞
x(t) = E . (3.75)
Mais on peut ajouter que, dans le cas UEC(α, r0, Ψ, Υ) (3.16) , une autre preuve (voir la Section
D.1) est possible avec la fonction de Lyapunov suivante :
V(x, r) = I(V (x, p⋆)) + ε
2
r2 (3.76)
avec ε un nombre re´el strictement positif et I(V ) la fonction de´ﬁnie par :
I(V ) =
∫ V
0
Ψ(Υ(v))2
Υ(v)
dv . (3.77)
Dans ce cas, nous avons besoin de l’hypothe`se R (3.9) et de remplacer (3.74) par :
1 − μ1 − 2 μ2 − lim sup
v→+∞
D(Ω)
Υ(v)
> 0 . (3.78)
Ce qui serait inte´ressant d’ajouter c’est la robustesse de la bornitude globale par rapport a` Δp
si, au lieu de p⋆, on utilise p⋆ + Δp, i.e. u = un(x, p̂), p̂ = p
⋆ + Δp (voir Pomet-Praly [59]).
Pour cela, on a suˆrement besoin d’une hypothe`se sur ∂V∂p . On reviendra sur ce point dans les
paragraphes suivants.
Remarquons que si lim infv→+∞ Υ(v) = +∞, il n’y a aucune contrainte sur D(Ω) et que
(3.74) est moins restrictive que (3.78). Il en re´sulte que notre re´sultat tient globalement, i.e.
pour chaque condition initiale X(0). En outre, α, r0, Ψ, Υ sont encore a` notre disposition
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puisqu’ils ne sont pas utilise´s dans notre controˆleur. En particulier, α peut eˆtre choisi de´pendant
du parame`tre de perturbation singulie`re si ne´cessaire (voir les discussions apre`s (3.69)). Nous
pouvons aussi choisir r0 de´pendant de la valeur initiale X(0) de fac¸on que D(t) puisse satisfaire
l’hypothe`se D(t) ≡ 0 ∀t > T0 pour un certain instant T0 (voir (3.65) pour une illustration).
Remarque 3.2 Dans ce cas particulier, le signal de comparaison r, de´ﬁni par l’e´quation
diﬀe´rentielle (3.19), n’est pas utile pour la bornitude des solutions ni pour la convergence. 
3.2.2 p⋆ inconnu et de´pend du temps, V ne de´pend pas de p
Quand le vecteur p⋆ est inconnu et varie avec le temps, la loi de commande (3.73) ne peut pas
eˆtre mise en pratique. A la place de un(x, p
⋆), on utilise un controˆleur dynamique dont l’e´tat
est p̂ :
˙̂p = F (x, p̂) , u = un(x, p̂) (3.79)
qui peut eˆtre obtenu en appliquant la synthe`se de Lyapunov traditionnelle (voir [56] par exem-
ple). On vient de mentionner que V de´ﬁnie dans (3.76) est une fonction de Lyapunov ade´quate
pour le cas ou` la vraie valeur de p⋆ est connue. Puisque l’e´quation du mode`le est line´aire en le
parame`tre vectoriel, nous pouvons essayer la fonction de Lyapunov de controˆle suivante :
U(x, r, p̂) = I(V (x, p̂)) +
ε
2
r2 +
λ
2
|p̂− p⋆|2 (3.80)
ou` λ est un nombre re´el strictement positif. En d’autres termes, on va trouver la fonction F
dans (3.79) telle que la de´rive´e temporelle de U le long des solutions du mode`le boucle´ (3.11)-
(3.19)-(3.79) – qui n’est pas (3.7)-(3.79) – est ne´gative en supposant (mais pour la synthe`se
seulement) que p⋆ est constante. Si de telles solutions existent, on obtient avec (3.13) dans
l’hypothe`se S (3.12) et (3.15) :
U˙ ≤ −Ψ2 − ε α r2 + ε rΨ +
(
λ ˙̂p
⊤ − Ψ
2
Υ
∂V
∂x
A
)
(p̂− p⋆) + Ψ
2
Υ
∂V
∂p
˙̂p . (3.81)
Par conse´quent, dans le cas ou` V ne de´pend pas de p, ceci nous sugge`re la solution suivante :
F (x, p̂) = 1
λ
Ψ(Υ(V (x)))2
Υ(V (x))
A(x, un(x, p̂))
⊤ ∂V
∂x
(x)⊤ . (3.82)
Notons que, en conse´quence de notre analyse, les valeurs de ε et r0 ne sont pas utilise´es dans
le controˆleur. De plus, on sait que p⋆ reste dans un convexe compact connu Π. Nous utilisons
cette connaissance pre´alable en projectant F sur la frontie`re de Π chaque fois que p̂ est sur cette
frontie`re et F se dirige vers l’exte´rieur de Π. Le controˆleur suivant s’ensuit :
˙̂p = Proj
(
p̂ , Ψ(Υ(V (x)))
2
λΥ(V (x)) A(x, un(x, p̂))
⊤ ∂V
∂x (x)
⊤
)
u = un(x, p̂)
(3.83)
avec p̂(0) un point inte´rieur de Π, i.e. p̂(0) ∈
◦
Π et, avec quelques restrictions supple´mentaires
mais faibles sur l’ensemble Π (voir Praly et al. [64, Assumption ICS (94)]), la fonction Proj
peut eˆtre rendue localement lipschitzienne.
Il reste a` e´tudier les proprie´te´s que ce controˆleur procure au syste`me actuel (3.7)-(3.83).
Nous avons :
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Proposition 3.1 Sous les hypothe`ses R (3.9) , OE (3.10) et S (3.12) , si la fonction V est
inde´pendante de p, si, de plus pour certains α, r0, Ψ, Υ, UEC(α, r0, Ψ, Υ) (3.16) est satisfaite
avec :
1 − μ1 − 2 μ2 − lim sup
v→+∞
D(Ω)
Υ(v)
> 0 (3.84)
et
∣∣p˙⋆∣∣ ≤ ρ, si λ est choisi assez petit pour que :
λ ρ sup
(p1,p2)∈Π2
|p1 − p2| <
(
1− μ1 − 2 μ2 − lim sup
v→+∞
D(Ω)
Υ(v)
)
lim inf
v→+∞
Ψ(Υ(v))2 , (3.85)
alors, toutes les solutions de (3.7)-(3.83) avec X(0) ∈ Ω sont bien de´ﬁnies sur [0,+∞), uniques
et borne´es. De plus, si ρ = 0 et, pour un certain instant T0 > 0, D(t) ≡ 0 ∀ t ≥ T0 dans
(3.18), alors :
lim
t→+∞
x(t) = E . (3.86)
Preuve : voir Chapitre D. 
Remarquons que :
1 – L’ine´galite´ (3.85) indique que plus la vitesse ρ du vecteur inconnu p⋆ est grande ou plus les
incertitudes parame´triques sup(p1,p2)∈Π2 |p1 − p2| sont larges, plus l’adaptation doit eˆtre rapide.
2 – La Proposition 3.1 conﬁrme une des conclusions qui peuvent eˆtre tire´es des travaux de Reed
et Ioannou [67] et Campion et Bastin [10] pour les bras de robot. Dans le cas ou` on peut choisir
V inde´pendante du parame`tre estime´ p̂, la seule modiﬁcation ne´cessaire, par rapport au cas ou`
le parame`tre est connu, est de garantir la bornitude du parame`tre estime´ p̂. A la place de la
projection utilise´e ici et dans [10], Reed et Ioannou ont propose´ la technique de σ-modiﬁcation.
3 – Le signal de comparaison r n’est pas explicitement utilise´ par le controˆleur (3.83). Il en
re´sulte que α, r0 sont encore libres (voir les commentaires apre`s la Proposition 3.2).
4 – Dans le cas ou` des perturbations singulie`res sont pre´sentes, seulement un re´sultat local est
obtenu dans [10] et [67]. Ceci est duˆ au fait que, dans ces deux cas, la commande apparait
dans le sous-syste`me rapide. Dans notre contexte, ceci signiﬁe que nous ne connaissons pas le
quadruplet (α, r0, Ψ, Υ) tel que UEC(α, r0, Ψ, Υ) (3.16) est satisfaite.
5 – La robustesse de la stabilite´ de Lagrange a e´te´ aussi e´tablie localement par Taylor et al. [73]
pour des mode`les line´arisables par bouclage avec un diﬀe´omorphisme inde´pendant du parame`tre
inconnu. Cette inde´pendance implique notre hypothe`se que V est inde´pendante de p. Il y a
cependant une possibilite´ d’e´tendre ces re´sultats au cas ou` V de´pend du parame`tre estime´ si
une condition de matching est satisfaite (voir [32, 64]). En eﬀet si cette condition est valable, il
est possible d’augmenter le controˆle en :
u = un(x, p̂) + v(x, p̂, ˙̂p) (3.87)
ou` v est choisi pour supprimer le terme Ψ
2
Υ
∂V
∂p
˙̂p dans (3.81). Malheureusement dans ce cas
l’hypothe`se UEC(α, r0, Ψ, Υ) (3.16) n’est pas sufﬁsante car u n’est plus dans la classe un(·, p̂).
On doit rendre UEC(α, r0, Ψ, Υ) (3.16) plus restrictive :
pour chaque fonction C1 du temps p̂ : R+ → Π et chaque solution X(t) de :
X˙ = F (X , t , un(H(X, t), p̂)) , X(0) ∈ Ω , (3.88)
par :
pour chaque fonction C1 du temps p̂ : R+ → Π et u : R+ → Rm et chaque solution X(t) de :
X˙ = F (X , t , u(t)) , X(0) ∈ Ω . (3.89)
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3.2.3 p⋆ inconnu mais constant, V de´pend de p
Lorsque V de´pend de p nous avons le terme supple´mentaire Ψ
2
Υ
∂V
∂p
˙̂p dans (3.81). Si un tel terme
ne peut pas eˆtre annule´ pas le controˆle (cas de la condition de matching), on est oblige´ de le
conside´rer comme une perturbation et de synthe´tiser un controˆleur garantissant la robustesse
de la bornitude des solutions par rapport a` cette perturbation. Pour atteindre cet objectif, on
propose de remplacer la fonction de Lyapunov de controˆle U dans (3.80) par :
U(x, r, p̂) = L
[
I(V (x, p̂)) +
ε
2
r2
]
+
λ
2
|p̂− p⋆|2 (3.90)
ou` la fonction L reste a` eˆtre choisie. Pour cette nouvelle fonction U , la meˆme synthe`se de
Lyapunov que dans le paragraphe 3.2.2 – sans la projection – entraˆıne l’ine´galite´ suivante,
remplac¸ant (3.81) :
U˙ ≤ −
[
Ψ2 + εαr2 − εαrΨ− 1
λ
(
Ψ2
Υ
)2
∂V
∂p
A⊤
∂V
∂x
⊤
L′
]
L′ (3.91)
ou` L′ est la de´rive´e de L. On s’aperc¸oit que, pour rendre le dernier terme dans les crochets
petit, la de´rive´e L′ devrait eˆtre positive mais aussi petite que possible pour que L reste de´ﬁnie
positive et propre. Ceci nous sugge`re le choix de L(x) = log(1 + x) et de proposer le controˆleur
suivant :
r˙=−α r + Ψ(Υ(V (x, p̂))) , r(0) = r0
˙̂p=Proj
(
p̂,
Ψ(Υ(V (x,p̂)))2
Υ(V (x,p̂))
A(x,un(x,p̂))⊤
∂V
∂x
(x,p̂)⊤
(1+I(V (x,p̂))+ ε2 r2)λ
)
u=un(x, p̂)
(3.92)
avec p̂(0) ∈
◦
Π et I de´ﬁnie dans (3.77). Notons que α, r0, Ψ, Υ sont utilise´s dans ce controˆleur.
Dans ce cas, nous avons :
Proposition 3.2 : En plus des hypothe`ses R (3.9) , OE (3.10) et S (3.12) , supposons que,
pour tous les (x, p) ∈ Rn × Π, on ait :∣∣∣∣∂V∂p (x, p)
∣∣∣∣ · ∣∣∣∣∂V∂x (x, p)A(x, un(x, p))
∣∣∣∣ ≤ d
(
1 +
∫ V (x,p)
0
Υ(v)dv
)
(3.93)
ou` d est un nombre re´el positif. Dans le controˆleur, choisissons α, r0, Ψ, Υ, ε et λ tels que :
1 – Pour un certain nombre re´el positif k,
(1+
∫ v
0 Υ(t)dt)
k
1+
∫ v
0
Ψ(Υ(t))2
Υ(t)
dt
est une fonction non-de´croissante pour
v ≥ 0,
2 – ε < 2α
(
1− dk
λ
)
. (3.94)
Sous ces conditions si UEC(α, r0, Ψ, Υ) (3.16) est satisfaite avec α, r0,Ψ,Υ de´ﬁnie´ pre´ce´demment
et en outre μ1, μ2,D(Ω), ρ satisfont ρ = 0 et :
(ε+ αμ2)
2 < 2αε
(
1 − μ1 − μ2 − dk
λ
− lim sup
v→+∞
D(Ω)
Υ(v)
)
(3.95)
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alors, toutes les solutions de (3.7)-(3.92) avec X(0) ∈ Ω sont bien de´ﬁnies sur [0,+∞), uniques
et borne´es. De plus, si, pour un certain instant T0 > 0, D(t) ≡ 0 ∀ t ≥ T0 dans (3.18), alors :
lim
t→+∞
x(t) = E (3.96)
Preuve : voir Chapitre D. 
Remarque 3.3 L’ine´galite´ (3.93) ge´ne´ralise la condition de croissance introduite dans [59] pour
le cas Υ(v) = v : ∣∣∣∣∂V∂p (x, p)
∣∣∣∣ · ∣∣∣∣∂V∂x (x, p)A(x, un(x, p))
∣∣∣∣ ≤ d (1 + V (x, p)2) .

Remarque 3.4 Le controˆleur adaptatif (3.92) exige un signal de normalisation dynamique qui
n’e´tait pas pre´sent dans le controˆleur adaptatif (2.104) e´tabli dans la Section 2.4. Par ailleurs,
dans la Section 2.4, le the´ore`me du petit gain e´tait utilise´ et on n’avait pas besoin de fonctions
de Lyapunov pour les deux sous syste`mes (voir (2.100), (2.101)). Le prix de cette ge´ne´ralite´ est
que malheureusement, aucun re´sultat de convergence n’e´tait de´gage´ dans la Section 2.4. 
Egalement, nous remarquons que :
1 – Le signal de comparaison r e´tant explicitement utilise´ dans le controˆleur, α, r0, Ψ, Υ ne sont
plus des parame`tres libres, on doit les adjuster tels que l’hypothe`se UEC(α, r0, Ψ, Υ) (3.16) est
satisfaite. Ce cas est oppose´ a` celui de Proposition 3.1 (voir la Remarque 3 apre`s la Proposition
3.1).
2 – La condition monotonie de
(1+
∫ v
0 Υ(t)dt)
k
1+
∫ v
0
Ψ(Υ(t))2
Υ(t)
dt
est une condition technique faible sur les fonctions
Ψ et Υ. Par exemple, elle est satisfaite par :
Υ(v) = vn , Ψ(v) = vm , k ≥ (2m− 2)n+ (2m− 1)n+ 1
n + 1
ou par :
Υ(v) =
v
v + 1
, Ψ(v) = vm , k ≥ 22m+1 .
3 – Par contraste avec la Remarque 1 apre`s la Proposition 3.1, ici λ devait eˆtre suﬃsamment
grand de manie`re que (3.94) soit satisfaite. C’est le fameux compromis entre la robustesse et
l’adaptation rapide.
4 – Toutes nos hypothe`ses sont satisfaites si le syste`me devant eˆtre controˆle´ est line´aire, V est
quadratique en x, un est line´aire en x, Ψ(Υ) = Υ et Υ(v) = c v. Dans ce cas (3.92) est un
nouveau – autant qu’on le sache – controˆleur adaptatif line´aire qui n’a besoin d’aucune erreur
augmente´e.
Exemple (suite) :
Durant les discussions et les analyses dans la Section 3.1.2, nous avons vu que les hypothe`ses R
(3.9) , OE (3.10) , S (3.12) et UEC(α, r0, Ψ, Υ) (3.16) sont satisfaites pour les deux syste`mes
(3.36) et (3.37) dont les mode`les de synthe`se sont (3.35). Maintenant nous voulons montrer que
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la condition de croissance (3.93) est satisfaite par V et Υ, de´ﬁnies respectivement par (3.43) et
(3.58). En eﬀet, nous avons :∣∣∣∣∂V∂p (x1, x2, p)
∣∣∣∣ = |χ2x21| ≤ (2V ) 12 (2jV ) 1j (3.97)
et : ∣∣∣∣ ∂V∂x1 x21
∣∣∣∣ = |x2j+11 + χ2 (1 + 2px1 − 3(1 + c1)x21)x21| (3.98)
≤ (2jV ) 2j+12j + (2V ) 12 (2jV ) 1j
(
1 + 2pmax(2jV )
1
2j + 3(1 + c1)(2jV )
1
j
)
.
Donc, il existe deux nombres re´els positifs c4 et c5 tels que :∣∣∣∣∂V∂p
∣∣∣∣ ∣∣∣∣ ∂V∂x1 x21
∣∣∣∣ ≤ c4 V 3j+32j + c5 . (3.99)
Mais vu le fait que d’apre`s (3.58) nous avons l’e´galite´ :
∫ V
0
Υ(v)dv =
c1j(2j)
j+1
j
2j + 1
V
2j+1
j , (3.100)
(3.93) s’ensuit.
Due a` la remarque 3 suivant la Proposition 3.2, en utilisant cette proposition, notre nouveau
re´gulateur adaptatif applique´ a` (3.36) et (3.37) garantit la robustesse de la bornitude globale
des solutions (x1, x2).
3.3 Discussions
Comme nous l’avons dit dans la Section 3.0, c’est dans le but d’exhiber des proprie´te´s de con-
vergence pour le cas adaptatif que nous introduisons ici une forme plus spe´ciﬁque que la car-
acte´risation GUEC (1.63) du Chapitre 1. En eﬀet, avec les hypothe`ses OE (3.10) et S (3.12) ,
GUEC (1.63) ou pre´cise´ment (3.3) et (3.4) impliquent la proprie´te´ de bornitude des solutions
du syste`me boucle´. Nous avons :
Proposition 3.3 Supposons que les hypothe`ses OE (3.10) et S (3.12) sont satisfaites avec l’exis-
tence d’une constante positive d et d’une fonction Υ de classe K∞ telles que :
W (x, p) ≥ Υ(V (x, p)) ∀ (x, p) ∈ Rn ×Π ,
et que, pour tout (x, p) ∈ Rn ×Π,∣∣∣∣∂V∂p (x, p)
∣∣∣∣ · ∣∣∣∣∂V∂x (x, p)A(x, un(x, p))
∣∣∣∣ ≤ d
(
1 +
∫ V (x,p)
0
Υ(v)dv
)
. (3.101)
Avec la caracte´risation GUEC (1.63) du Chapitre 1, i.e. (voir (3.3) et (3.4)) :∣∣ ∂V
∂x (x, p̂) [x˙− a(x, un(x, p̂))− A(x, un(x, p̂)) p⋆]
∣∣ ≤ μ1W (x(t), p̂(t)) + μ2 r(t) +D (3.102)
r(t) := sup0≤τ≤t{Υ(V (x(τ), p̂(τ)))} (3.103)
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ou` p⋆ est un parame`tre constant inconnu, si :
1 − μ1 − μ2 > 0 , (3.104)
nous pouvons concevoir un controˆleur adaptatif
u = un(x, p̂) , ˙̂p = χ(x, p̂) (3.105)
qui rende les solutions de (3.7)-(3.105) avec X(0) ∈ Ω bien de´ﬁnies sur [0,+∞), uniques et
borne´es.
Remarque 3.5 Nous avons indique´ que UEC(α, r0, Ψ, Υ) (3.16) entraˆıne GUEC (1.63) (voir la
Remarque 3.1). Ceci se traduit, dans le cas de la commande adaptative, par le fait que GUEC
(1.63) permet de contenir plus d’incertitudes que UEC(α, r0, Ψ, Υ) (3.16) (comparer (3.104)
avec (3.84) et (3.95)). Malheureusement, on n’a pu e´tablir qu’un re´sultat de bornitude dans la
Proposition 3.3, a` savoir que la proprie´te´ de bornitude des solutions n’est pas satisfaisante pour
aborder des applications. 
Dans la suite, on re´sume l’ide´e de de´monstration de la Proposition 3.3.
Comme dans la Section 2.4, conside´rons la fonction suivante (voir (2.87)) :
U(x, p̂) = L(V (x, p̂)) +
1
2
|p̂− p⋆|2
ou` L est une fonction C1 de classe K∞. Avec un choix approprie´ de ˙̂p et de L (voir (2.89),
(2.102)), selon (3.102), (3.103), la de´rive´e temporelle de U satisfait (voir (2.92), (2.111)) :
U˙ ≤ ϕ0(V )
[
−(1− μ1 − μ0)Υ(V ) + μ2 sup
0≤τ≤t
{Υ(V (τ))} + D
]
(3.106)
ou` μ0 est un re´el dans [0, 1− μ1 − μ2), ϕ0 est une fonction continue positive.
Au moyen de la technique de projection utilise´e ici et dans la Section 2.4, on peut garantir
que p̂ reste dans Π. En suivant les meˆmes arguments que dans la preuve de la Proposition 1.2,
nous pouvons conclure la bornitude des solutions du syste`me boucle´.
3.4 Re´sume´
L’inte´reˆt de conside´rer un signal de normalisation dans l’e´tude de la robustesse de la stabilite´
de Lagrange des syste`mes line´aires est maintenant bien connu. En particulier, il est montre´
dans [63] que cette technique permet de capturer toutes les dynamiques non-mode´lise´es line´aires
possibles. La ge´ne´ralisation de cette notion au cas nonline´aire est l’ide´e principale rapporte´e dans
ce chapitre. En combinant cette technique avec une synthe`se de Lyapunov et une condition de
croissance nous avons pu e´tablir des re´sultats nouveaux de stabilite´ de Lagrange ainsi que de
convergence asymptotique des solutions pour des syste`mes nonline´aires avec des incertitudes
a` la fois parame´triques et dynamiques. Ne´anmoins dans la premie`re e´tape, nous n’avons que
traite´ la cas global et le cas local est encore ouvert. Finalement on signale que, a` cause de
l’introduction du signal de normalisation (dynamique), la dynamique du controˆleur adaptatif ici
est de dimension plus grande que celle du parame`tre. Par contre dans la Section 2.4 nous avons
pre´sente´ une autre approche fonde´e sur le the´ore`me du petit-gain pour un syste`me interconnecte´
et la dimension du controˆleur obtenu est e´gale exactement a` celle du parame`tre.
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Conclusions
Ce travail a permis de montrer les possibilite´s de combiner la seconde me´thode de Lyapunov
avec d’autres techniques pour apporter des solutions nouvelles au proble`me de stabilisation
robuste des syste`mes nonline´aires. La me´thodologie adopte´e ici e´tait l’utilisation d’un mode`le
de synthe`se simpliﬁe´ mais comple´te´ par des informations sur les eﬀets ne´glige´s existant dans
le syste`me re´el. Pour savoir quels types d’informations pourraient eˆtre utiles, nous avons tout
d’abord e´tudie´ et propose´ des caracte´risations des eﬀets non-mode´lise´s de sorte que bornitude
des solutions ou meˆme convergence puissent eˆtre prouve´es.
Nous avons vu au Chapitre 1 que l’introduction de la notion SpES a motive´ un the´ore`me
du petit gain ge´ne´ralise´ contenant un re´sultat du genre entre´e-sortie et un re´sultat du genre
Lyapunov. Ceci est un point important a` souligner dans la de´composition d’un syste`me. En eﬀet,
par rapport a` l’approche entre´e-sortie classique, cette caracte´risation SpES a permis d’e´tudier
le comportement des variables internes du syste`me en plus de celui d’entre´e-sortie. Nous avons
e´galement pre´sente´ une autre caracte´risation GUEC qui diﬀe`re un peu de SpES et ne repose
que sur la me´thode de Lyapunov. Au cours de l’e´tude, un signal de comparaison (utilisable) a
e´te´ introduit dans le but d’informer sur la “taille” des eﬀets non-mode´lise´s (non disponibles).
Le Chapitre 2, consacre´ a` la stabilisation d’une classe de syste`mes re´troactifs re´currents
incertains, a fourni des re´sultats tre`s probants concernant l’application du the´ore`me du petit
gain a` la commande. Malheureusement, le the´ore`me du petit gain applique´ a` une classe de
syste`mes adaptatifs ne nous a permis que d’e´tablir la proprie´te´ de bornitude des solutions et
non leur convergence.
Pour traiter les aspects de convergence asymptotique des syste`mes adaptatifs nonline´aires,
nous avons introduit au Chapitre 3 une technique de normalisation dynamique. Nous avons
pu constater que cette ide´e, dont l’importance e´tait bien connue dans la commande adaptative
line´aire, e´tait aussi prometteuse dans la commande adaptative nonline´aire.
Dans cette e´tude, nous nous sommes contente´s d’e´tablir des re´sultats qualitatifs. Il reste
a` ve´riﬁer l’applicabilite´ a` des syste`mes pratiques et a` quantiﬁer l’aspect “robustesse” de nos
algorithmes.
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Annexe A
Notions et The´ore`mes de Stabilite´
Nous re´visons ici quelques notions particulie`res de stabilite´.
Tout d’abord, nous donnons certaines terminologies standards dans la the´orie de stabilite´
(voir [20]). Durant tout ce me´moire, nous utilisons | · | pour signiﬁer la norme Euclidienne d’un
vecteur et ‖ · ‖ pour signiﬁer la norme supe´rieure d’une fonction mono-variable (par exemple,
pour n’importe quelle fonction mesurable u : R+ → Rm, ‖u‖ = ess.sup.{|u(t)|, t ≥ 0}).
De´ﬁnition A.1
(1) Une fonction V : Rn → R est dite de´ﬁnie positive si pour tout x 
= 0, V (x) > 0 et V (0) = 0.
(2) Une fonction V : Rn → R est dite de´ﬁnie ne´gative si −V est de´ﬁnie positive.
(3) Une fonction V : Rn → R est dite propre si V (x)→∞ quand |x| → ∞.
(4) Une fonction γ : R+ → R+ est dite de classe K si elle est continue, strictement croissante
et satisfait γ(0) = 0. Elle est de classe K∞ si en plus elle est propre.
(5) Une fonction β : R+ × R+ → R+ est dite de classe KL si, pour chaque t ﬁxe´, la fonction
β(·, t) est de classe K et, pour chaque s ﬁxe´, la fonction β(s, ·) est de´croissante et β(s, t)→ 0
quand t→∞.
(6) Etant donne´e une fonction u : R+ → R, pour chaque couple de nombres positifs 0 ≤ s <
t < +∞, la fonction tronque´e de u sur [s, t], note´e u[s,t], est de´ﬁnie par :
u[s,t] =
{
u(τ) si τ ∈ [s, t]
0 sinon .
En particulier, u[0,t] est e´quivalente a` la fonction tronque´e standard de u en t i.e. ut.
Conside´rons maintenant le mode`le et le syste`me de simulation introduits dans la Section 1.1
ou` le terme de perturbations ω n’est de´pendant que de (x, t) :
mode`le x˙ = f(x, t) , (A.1)
syste`me de simulation x˙ = f(x, t) + ω(x, t) . (A.2)
De´ﬁnition A.2 Dans le cas ou` f est inde´pendant de t, l’e´quilibre x = 0 de (A.1) est stable au
sens fort de Lagrange s’il existe une fonction positive et propre V (x) telle que pour x dans un
voisinage de l’origine, nous avons :
∂V
∂x
(x)f(x) ≤ 0 . (A.3)
Si, de plus, (A.3) est satisfaite pour tous les x, alors on dit que l’e´quilibre est globalement stable
au sens fort de Lagrange.
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Remarque A.1 D’apre`s un the´ore`me inverse de Lyapunov (voir [20, Theorem 48.1]), la stabilite´
asymptotique au sens de Lyapunov implique la stabilite´ forte de Lagrange, mais pas re´ciproque-
ment. 
De´ﬁnition A.3 L’e´quilibre x = 0 de (A.1) est totalement stable si pour chaque ε > 0, il existe
deux nombres re´els positifs δ1(ε) et δ2(ε) tels que |x0| < δ1 et |ω(x, t)| < δ2 impliquent que la
solution x(t) de (A.2), avec x(t0) = x0, satisfait |x(t)| < ε.
Le the´ore`me suivant montre la relation de la stabilite´ totale avec la stabilite´ asymptotique dans
le sens de Lyapunov.
The´ore`me A.1 ([20, Theorem 56.4]) Si l’e´quilibre x = 0 de (1.2) est uniforme´ment asympto-
tiquement stable, alors il est totalement stable.
Preuve : D’apre`s le The´ore`me Inverse de Lyapunov [20, Theorem 49.3], la stabilite´ aymptotique
uniforme de x = 0 de x˙ = f(x, t) implique l’existence d’une fonction de Lyapunov V (x, t), et de
trois fonctions de´ﬁnies positives αi (1 ≤ i ≤ 3) telles que pour tout x dans Br = {x | |x| < r}
avec r > 0,
α1(|x|) ≤ V (x, t) ≤ α2(|x|)
V˙ (x, t) ≤ −α3(|x|)
Puisque Br est un ensemble borne´, il existe un nombre re´el positif r0 tel que pour tout 1 ≤ i ≤
n = dim(x), ∣∣∣∣∂V∂xi (x, t)
∣∣∣∣ ≤ r0 ∀ x ∈ Br , ∀ t ≥ t0 . (A.4)
La de´rive´e de V le long des solutions de (A.2), note´e par V˙(A.2), s’e´crit comme :
V˙(A.2) = V˙(A.1) +
∑
i
ωi
∂V
∂xi
(A.5)
ou` ωi est la i-e`me compasante de ω. Etant donne´ n’importe quel 0 < ε < r, il existe δ1 et δ2
tels que
α1(ε) > α2(δ1) , |ω(x, t)| < δ2 ∀ x ∈ Br . (A.6)
De´notons
r1 := inf
δ1≤|x|≤ε
{α3(|x|)} .
Pour toutes les solutions x(t) avec |x(t0)| < δ1 qui entrent dans la re´gion δ1 ≤ |x| ≤ ε a` un
instant t1 ≥ t0, vu (A.4), (A.5) et (A.6), nous obtenons :
V˙(A.2) ≤ −r1 + nr0δ2 .
Si l’on choisit δ2 dans (0, r1/(nr0)), alors V est strictement de´croissante apre`s l’instant t1, ce
qui implique |x(t)| < ε. D’ou` la stabilite´ totale de l’e´quilibre.
Puis, nous introduisons une autre notion importante de stabilite´ en pre´sence d’incertitudes
non e´vanescentes (par exemple, dans (A.2), ω(0, ·) 
≡ 0). Dans ce cas, l’origine x = 0, qui est un
e´quilibre de (A.1), peut ne pas eˆtre un e´quilibre du syste`me de simulation (A.2). Comme dans
le cas de la stabilite´ totale, la convergence des solutions vers l’origine, lorsque t tend vers +∞,
est pratiquement impossible. C’est pourquoi nous cherchons une proprie´te´ moins forte que la
convergence – la bornitude ultime. Cette notion caracte´rise le fait que si ω est petite en un sens,
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les solutions du syste`me perturbe´ sont petites apre`s une tre`s longue dure´e. Par opposition a` la
stabilite´ totale, l’aspect global de la bornitude ultime est aussi inte´ressant que son aspect local.
La de´ﬁnition pre´cise est :
De´ﬁnition A.4 ([37]) Les solutions de x˙ = f(x, t) sont uniforme´ment ultimement borne´es s’il
existe deux constantes positives b et c telles qu’a` chaque α ∈ (0, c), est associe´e une constante
positive T = T (α) satisfaisant :
|x(t0)| < α =⇒ |x(t)| < b , ∀ t > t0 + T . (A.7)
Elles sont globalement uniforme´ment ultimement borne´es si (A.7) existe pour n’importe quelle
valeur de α.
Nous appellerons la constante b la borne ultime. Un crite`re tre`s utile pour la bornitude ultime
uniforme est Khalil [37, Theorem 4.10, pp. 202] :
The´ore`me A.2 [37] Soient Br = {x ∈ Rn | |x| < r} avec r > 0 et f : Br × R+ → Rn une
fonction continue par morceau en t et localement lipschitzienne en x. Supposons qu’il existe
une constante μ, trois fonctions αi (1 ≤ i ≤ 3) de classe K, de´ﬁnies sur [0, r), et une fonction
V : Br × R+ → R de classe C1 telles que :
0 < μ < α−12 (α1(r)) (A.8)
α1(|x|) ≤ V (x, t) ≤ α2(|x|) , ∀x ∈ Br (A.9)
∂V
∂t
+
∂V
∂x
f(x, t) ≤ −α3(|x|) , ∀ |x| ≤ μ . (A.10)
Alors, il existe une fonction β de classe KL et un instant ﬁni t1, de´pendant de x(t0) et μ, telle
que, pour toute solution x(t) de x˙ = f(x, t), nous avons :
|x(t)| ≤ β(|x(t0)|, t− t0) , ∀ t0 ≤ t < t1
|x(t)| ≤ α−11 (α2(μ)) , ∀ t ≥ t1
⎫⎬⎭ ∀ |x(t0)| ≤ α−12 (α1(r)) (A.11)
De plus, si toutes les hypothe`ses sont ve´riﬁe´es avec r = +∞, i.e. Br = Rn, et α1 est de classe
K∞, alors l’e´quation (A.11) est ve´riﬁe´e pour toutes les conditions initiales x(t0). En particulier,
si αi(s) = kis
c, pour ki > 0 et c > 0, alors β(s, t) = ks exp(−γt) avec :
k =
(
k2
k1
)1/c
, γ =
k3
k2c
.
Aussi, le lecteur inte´resse´ est invite´ a` consulter Khalil [37, Section 4.5] pour le cas ou` la conver-
gence asymptotique, plutoˆt que la bornitude ultime, est possible en pre´sence d’incertitudes non
e´vanescentes ade´quates.
Les deux dernie`res notions de stabilite´ que nous allons pre´senter sont relatives a` un syste`me
dynamique commande´. Elles de´crivent le phe´nome`ne de bornitude de la sortie d’un syste`me
dynamique commande´ chaque fois que l’entre´e est borne´e. Il est bien connu que ce phe´nome`ne
est toujours garanti pour tous les syste`mes line´aires autonomes ou non-autonomes quand on
posse`de la stabilite´ asymptotique globale uniforme (UGAS, abre´viation en anglais), par contre,
ceci ne l’est pas pour les syste`mes nonline´aires (voir [15] et [70, 71] pour des contre-exemples).
Plus pre´cise´ment, nous avons :
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De´ﬁnition A.5 Le syste`me nonline´aire commande´ x˙ = f(x, u) avec la sortie y = h(x) est
appele´ Entre´e-Borne´e Sortie-Borne´e (BIBO, abre´viation en anglais) si pour chaque entre´e u(t)
de´ﬁnie pour t ≥ 0 telle que ‖u‖ ≤ δ1 et pour chaque condition initiale |x0| ≤ δ2 ou` δi (i = 1, 2)
sont deux nombres re´els positifs, la solution associe´e x(t) du syste`me :
x˙(t) = f(x(t), u(t)) , x(t0) = x0
satisfait la proprie´te´, i.e. : ∃ δ(δ1, δ2) ∈ (0,+∞),
|h(x(t))| ≤ δ(δ1, δ2) ∀ t ≥ t0 . (A.12)
Si les δi (i = 1, 2) tels que (A.12) est satisfaite ne sont pas arbitraires, alors le syste`me conside´re´
est appele´ localement BIBO.
Remarquons que, dans le cas ou` h(x) = x, BIBO est aussi appele´ Entre´e-Borne´e Etat-Borne´
(BIBS, en anglais). Cette notion a e´te´ ge´ne´ralise´e par Sontag [70, 71] ou` la bornitude ”ultime”
des solutions n’est plus de´pendante des conditions initiales. Plus pre´cise´ment, nous avons :
De´ﬁnition A.6 [71] Le syste`me x˙ = f(x, u) est appele´ entre´e-a`-e´tat stable (ISS) s’il existe une
fonction β de classe KL et une fonction γ de classe K telles que pour chaque condition initiale
x(0) et chaque entre´e mesurable et essentiellement borne´e u(t) de´ﬁnie sur [0,+∞), la solution
associe´e x(t) existe pout tout t ≥ 0 et satisfait
|x(t)| ≤ β(|x(0)| , t) + γ(‖ut‖) . (A.13)
Il est inte´ressant de noter que la proprie´te´ ISS du syste`me x˙ = f(x, u) avec u conside´re´e comme
entre´e implique la proprie´te´ GAS du syste`me x˙ = f(x, 0). Bien que la re´ciproque soit fausse,
Sontag [71] a de´montre´ que la GAS implique la proprie´te´ ISS apre`s un changement approprie´
de feedback. Plus pre´cise´ment, conside´rons le syste`me nonline´aire :
x˙ = f(x, u) , x ∈ Rn , u ∈ Rm (A.14)
ou` x et u repre´sentent respectivement l’e´tat et l’entre´e du syste`me. S’il existe une matrice K(x)
telle que le syste`me (A.14) en boucle ferme´e avec u = K(x) est GAS, alors nous avons :
The´ore`me A.3 [71, Theorem 1] Il existe une matrice carre´e G(x) de classe C1, inversible pour
tout x ∈ Rn, telle que le nouveau syste`me obtenu de (A.14) avec u = K(x) + G(x)v est ISS
quand on conside`re v comme l’entre´e.
Comme re´fe´rence, nous pre´sentons ici un algorithme pour ve´riﬁer si un syste`me est ISS qui a e´te´
propose´ par Sontag [70, Proof of Theorem 1] et qui semble eˆtre la seule me´thode syste´matique
disponible jusqu’a` pre´sent (voir aussi [45]).
L’algorithme de Sontag relatif a` la stabilite´ ISS :
Cet algorithme, qui existe implicitement dans [70, Proof of Theorem 1] mais explicitement dans
Lin [45], consiste a` trouver les fonctions β de classeKL, et γ de classeK satisfaisant la proprie´te´
ISS (A.13) pour les syste`mes nonline´aires ISS stables. Il est fortement de´pendant de l’expression
explicite d’une fonction de Lyapunov, et donc non comple`tement constructif. Par contre, il y a
beaucoup de syste`mes ISS pour lesquels cet algorithme est susceptible de donner des expressions
des deux fonctions (β, γ).
Etant donne´ un syste`me ISS stable :
x˙ = f(x, u) , x ∈ Rn , u ∈ Rm . (A.15)
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En particulier, le syste`me re´sultant x˙ = f(x, 0) est GAS.
Etape 1 : Trouver une fonction de Lyapunov V et trois fonctions de classe K∞ telles que
α1(|x|) ≤ V (x) ≤ α2(|x|) ∀ x ∈ Rn (A.16)
et
∂V
∂x
(x)f(x, 0) ≤ −α3(|x|) ∀ x ∈ Rn . (A.17)
Etape 2 : Trouver deux fonctions χ et α0 de classe K∞ telles que
|x| ≥ χ(‖u‖) =⇒ V˙(A.15)(x) ≤ −α0(V (x)) . (A.18)
Etape 3 : Pour chaque s > 0, de´notons par η(s) l’inte´grale suivante :
η(s) := −
∫ s
1
dτ
α0(τ)
.
Puis pour tous les (s, t) ∈ R+ ×R+, de´ﬁnissons
β̂0(s, t) :=
⎧⎨⎩
0 si s = 0
0 si t + η(s) ≥ lims→0+ η(s) et s > 0
η−1(t+ η(s)) si t + η(s) < lims→0+ η(s) et s > 0
et
β0(s, t) = β̂0(s, t) +
s
1 + t
.
Etape 4 : Finalement, les expressions des fonctions (β, γ) dans (A.13) peuvent eˆtre choisies
comme :
β(s, t) := α−11 (β0(α2(s) , t)) (A.19)
γ(s) := α−11 (α2(χ(s))) . (A.20)
Commentaires :
1– Dans le cas ou` V (x) = α(|x|) avec α une fonction de classe K∞, l’expression de γ dans (A.20)
se simpliﬁe en :
γ(s) := χ(s) . (A.21)
2– Les fonctions (β, γ) ne sont pas uniques duˆ au fait que la fonction de Lyapunov V dans l’e´tape
1 ainsi que les fonctions χ et α0 dans l’e´tape 2 ne sont pas uniques. Leur choix de´pend souvent
du besoin de notre proble`me (voir [45, Example 3.6.1]).
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Annexe B
De´monstrations lie´es au Chapitre 1
B.0 Deux ine´galite´s utiles
Dans cette section, nous de´montrons deux ine´galite´s qui vont eˆtre utilise´es a` maintes reprises.
1. Une ine´galite´ de Young : [22]
Quels que soient deux vecteurs a et b dans Rn, et deux nombres re´els ε > 0 et p > 1, nous
avons :
a⊤b ≤ |a|
p
pεp
+
(p− 1)(ε|b|) pp−1
p
. (B.1)
Dans le cas ou` p = 2, (B.1) est appele´e ine´galite´ quadratique de Young.
Preuve : L’ine´galite´ (B.1) est une conse´quence directe de la concavite´ du logarithme, ou plus
pre´cise´ment, du fait suivant :
1
p
log x +
p− 1
p
log y ≤ log
(
1
p
x +
p− 1
p
y
)
∀ (x, y) ∈ R2+ . (B.2)
2. Une ine´galite´ faible de triangularite´ :
Quelles que soient une fonction γ de classe K et une fonction ρ de classe K∞ telle que
ρ− Id est de classe K∞, et quels que soient deux nombres re´els positifs a et b, nous avons :
γ(a+ b) ≤ γ(ρ(a)) + γ(ρ ◦ (ρ− Id)−1(b)) . (B.3)
Preuve : Il suﬃt de conside´rer respectivement deux cas suivants :
b ≤ (ρ− Id)(a) et a ≤ (ρ− Id)−1(b) .
Remarquons que l’ine´galite´ (B.3) ge´ne´ralise [70, eq. (12)].
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B.1 De´monstration du the´ore`me 1.9
Nous avons besoin du lemme technique suivant.
Lemme B.1 Soient β une fonction de classe KL et ρ une fonction de classe K telles que
Id− ρ est de classe K∞. Soit z(t) une fonction re´elle positive, de´ﬁnie sur [0, T ) avec T un re´el
strictement positif ou inﬁni. Si, pour un nombre re´el positif s0 et une constante α dans (0, 1],
le signal z(t) satisfait :
z(t) ≤ β(s0, t) + ρ
(
sup
τ∈[αt,t]
{z(τ)}
)
∀ t ∈ [0, T ) , (B.4)
alors il existe une fonction β̂ de classe KL telle que :
z(t) ≤ β̂(s0, t) ∀ t ∈ [0, T ) . (B.5)
Preuve : On peut supposer que ρ est de classe K∞. Sinon, conside´rons ρ = (Id + ρ)/2. Aussi,
on peut supposer que T = +∞. Sinon, on prolonge z(t) par 0 sur [T,+∞). De´ﬁnissons ξ(s)
par :
ξ(s) := β(s, 0) + ρ(ξ(s)) ∀ s ≥ 0 . (B.6)
Par hypothe`se, ξ est bien de´ﬁnie sur [0,+∞). Pour chaque (s, t) ∈ R2+, de´ﬁnissons z0(s, t) un
nombre re´el positif par :
z0(s, t) := ξ(s) = (Id− ρ)−1(β(s, 0)) ∀ s ≥ 0 , t ≥ 0 . (B.7)
Remarquons que (B.4) implique :
sup
τ∈[0,t]
{z(τ)} ≤ β(s0, t) + ρ
(
sup
τ∈[αt,t]
{z(τ)}
)
et donc z(t) ≤ z0(s0, t). Alors pour chaque (s, t) dans R2+, nous de´ﬁnissons une suite de nombres
re´els positifs, note´e {zi(s, t)}i≥0, selon la re´currence suivante :
zi+1(s, t) = β(s, t) + ρ(zi(s, αt)) ∀ i ≥ 0 . (B.8)
Supposons par induction que :
β(s, t) + ρ(zi(s, αt)) ≤ zi(s, t)
zi(s1, t) < zi(s2, t) ∀ 0 ≤ s1 < s2
zi(s, t1) ≤ zi(s, t2) ∀ t1 ≥ t2 ≥ 0
z(t) ≤ zi(s0, t)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
∀ s ≥ 0 , t ≥ 0 . (B.9)
Avec (B.8), nous obtenons :
zi+1(s, t) ≤ zi(s, t)
β(s, t) + ρ(zi+1(s, αt)) ≤ β(s, t) + ρ(zi(s, αt)) := zi+1(s, t)
zi+1(s1, t) < zi+1(s2, t) ∀ 0 ≤ s1 < s2
zi+1(s, t1) ≤ zi+1(s, t2) ∀ t1 ≥ t2 ≥ 0
z(t) ≤ β(s0, t) + ρ
(
sup
τ∈[αt,t]
{zi(s0, τ)}
)
:= zi+1(s0, t)
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
∀ s ≥ 0 , t ≥ 0 .
(B.10)
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(B.10) implique imme´diatement que (B.9) est aussi satisfaite par zi+1. Puisque, vu la de´ﬁnition
de z0 dans (B.7)-(B.6), z0 satisfait (B.9), (B.9) est valide pour tous les i ≥ 0. Par conse´quent,
pour chaque (s, t) dans R2+, la suite {zi(s, t)}i≥0 des nombres re´els positifs est de´croissante et
donc converge vers un nombre re´el ﬁni. De´notons cette limite par z(s, t) :
z(s, t) := lim
i→+∞
zi(s, t) . (B.11)
En plus de la proprie´te´ (B.9) satisfaite par la suite {zi(s, t)}i≥0, notons d’autres proprie´te´s pour
cette suite : pour tous les i ≥ 0, s ≥ 0 et t ≥ 0,
zi(0, t) = 0 (B.12)
lim
t→+∞
zi(s, t) = ρ
(
lim
t→+∞
zi−1(s, t)
)
= ρi ◦ (Id− ρ)−1 ◦ β(s, 0) (B.13)
zi(s, t) ≤ (Id − ρ)−1 ◦ β(s, 0) . (B.14)
Si bien que, la fonction z posse`de les proprie´te´s suivantes :
(P1) pour chaque t ≥ 0 ﬁxe´, la fonction z(s, t) est croissante en s, et pour chaque s ≥ 0 ﬁxe´, la
fonction z(s, t) est de´croissante en t.
(P2) Pour tout t ≥ 0, z(0, t) = 0, et pour chaque s ≥ 0,
lim
t→+∞
z(s, t) = 0 . (B.15)
(P3) z(s, 0) est continue en s.
(B.15) vient du fait que, pour tout s ≥ 0, ρi(s) tend vers ze´ro lorsque i tend vers +∞.
Pour de´montrer ce dernier, ρ et Id − ρ e´tant de classe K∞, la suite {ρi(s)}i≥0 est positive et
strictement de´croissante. Soit ls la limite associe´e a` s ≥ 0. Comme ρi+1(s) = ρ(ρi(s)), en faisant
i tendre vers +∞, on obtient que ls = ρ(ls), ce qui entraˆıne que ls = 0 ∀s ≥ 0. Pour de´montrer
(P3), il suﬃt de remarquer a` partir de (B.7) et (B.8) que :
z(s, 0) = lim
i→+∞
zi(s, 0) = (Id− ρ)−1(β(s, 0)) . (B.16)
Si, de plus, pour chaque t ﬁxe´, la fonction z(s, t) e´tait strictement croissante et continue en s,
alors z(s, t) serait de classe KL. Mais il est diﬃcile de montrer directement la continuite´ de
z(·, t). Pour contourner cette diﬃculte´, nous allons construire une fonction β̂ de classe KL telle
que :
β̂(s, t) ≥ z(s, t) ∀ s ≥ 0 , t ≥ 0 . (B.17)
A partir de nos analyses pre´ce´dentes, cette fonction β̂ est une solution pour (B.5).
Pour chaque λ > 0 ﬁxe´, de´ﬁnissons une fonction β1 par : ∀ s ≥ 0 , t ≥ 0,
β1(s, t) =
⎧⎨⎩ min{z(λ, t) , z(s, 0)} si s ∈ [0, λ]z(s, t) si s ∈ (λ,∞) . (B.18)
Comme il peut eˆtre directement ve´riﬁe´, β1 satisfait :
(C1) Pour tous les s ≥ 0 et t ≥ 0, β1(s, t) ≥ z(s, t).
(C2) Pour tous les t ≥ 0, β1(0, t) = 0.
(C3) Pour chaque s > 0 ﬁxe´, β1(s, t) est de´croissante en t et tend vers 0 lorsque t tend vers +∞.
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(C4) Pour chaque t ≥ 0 ﬁxe´, β1(s, t) est croissante en s.
(C5) Pour chaque t ≥ 0 ﬁxe´, β1(s, t) est continue sur [0, λ].
En eﬀet, pour (C1), (P1) implique que pour s ∈ [0, λ], z(s, t) ≤ z(s, 0) et z(s, t) ≤ z(λ, t).
Pour (C2), s = 0 entraˆıne que s ∈ [0, λ] et, d’apre`s (P2), z(0, 0) = 0. Pour (C3) et (C4), si
s > λ, on a (P1) et (P2); si s ∈ (0, λ], il existe un t0 ≥ 0 tel que β1(s, t) = z(s, 0) pour t ≤ t0,
et β1(s, t) = z(λ, t) pour t > t0. La proprie´te´ (C5) est entraˆıne´e par la proprie´te´ (P3), puisque
β1(s, 0) = z(λ, 0).
Maintenant, nous sommes preˆts a` construire la fonction β̂. Introduisons d’abord une nouvelle
fonction β2 : ∀ s ≥ 0 , t ≥ 0,
β2(s, t) =
⎧⎪⎪⎨⎪⎪⎩
β1(s, t) si s ∈ [0, λ/2]
κ(s, t) si s ∈ [λ/2, λ]∫ s+1
s β1(τ, t)dτ si s ∈ [λ,+∞)
(B.19)
ou` κ(s, t) est de´ﬁni sur [λ/2, λ]× R+ :
κ(s, t) :=
2s
λ
(∫ λ+1
λ
β1(τ, t)dτ − β1(λ/2, t)
)
+ 2β1(λ/2, t) −
∫ λ+1
λ
β1(τ, t)dτ .
Ceci implique en particulier que β1(·, t) est line´aire sur l’intervalle [λ/2, λ].
D’apre`s sa de´ﬁnition dans (B.19), la fonction β2 domine β1 de´ﬁnie dans (B.18). Notamment,
a` l’aide de (C1)-(C5), β2 posse`de aussi les proprie´te´s (C1)-(C4) et :
(C6) Pour chaque t ≥ 0 ﬁxe´, la fonction β2(·, t) est continue sur [0,+∞).
En eﬀet, vus (B.19) et (C5), β2(·, t) est continue sur [0, λ]. Si s ≥ λ, β2(s, t) =
∫ s+1
s β1(τ, t)dτ
et donc il reste a` de´montrer la continuite´ de
∫ s+1
s β1(τ, t)dτ en s. Pour ce faire, conside´rons une
suite arbitraire {sn}n≥0 de nombres re´els positifs telle que sn tend vers s lorsque n tend vers
+∞. Notons que :∫ sn+1
sn
β1(τ, t)dτ =
∫ ∞
0
β1(τ, t)χ[sn,sn+1](τ)dτ ,
∫ s+1
s
β1(τ, t)dτ =
∫ ∞
0
β1(τ, t)χ[s,s+1](τ)dτ
ou` χ[sn,sn+1] (resp. χ[s,s+1]) est la fonction caracte´ristique sur [sn, sn + 1] (resp. [s, s + 1]).
Comme β1(τ, t)χ[sn,sn+1](τ) converge vers β1(τ, t)χ[s,s+1](τ) presque partout en τ ∈ R+. Le
the´ore`me de convergence domine´e de Lebesgue permet de conclure.
Finalement, la fonction β̂, de classe KL, est donne´e par :
β̂(s, t) = β2(s, t) +
s
1 + t
. (B.20)

Remarque B.1 Il est important de noter que, bien que β̂(s, t) ne soit pas disponible dans
la pratique, la fonction β̂(s, 0) est comple`tement connue. En eﬀet, vus (B.18) et (B.16), nous
avons :
β1(s, 0) = (Id− ρ)−1(β(s, 0)) . (B.21)
En conse´quence, avec (B.21), (B.19) et (B.20), nous obtenons une expression explicite pour
β̂(s, 0). 
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Remarque B.2 A partir du Lemme B.1, nous pouvons facilement obtenir la ge´ne´ralisation
suivante :
Si, au lieu de (B.4), nous avons :
z(t) ≤ β(s0, t) + ρ
(
sup
τ∈[αt,t]
{z(τ)}
)
+ d ∀ t ∈ [0, T ) (B.22)
ou` d est un nombre re´el strictement positif, alors pour chaque k > 1, il existe une fonction β̂ de
classe KL telle que :
z(t) ≤ β̂(s0, t) + (Id − ρ)−1(kd) ∀ t ∈ [0, T ) . (B.23)
En eﬀet, comme la`-dessus, on peut supposer que T = +∞. Puisque d > 0 et β est une fonction
de classe KL, si β(s0, 0) ≤ (k − 1)d, β(s0, t) ≤ (k − 1)d pour tout t ≥ 0 et (B.22) donne :
z(t) ≤ ρ
(
sup
τ∈[αt,t]
{z(τ)}
)
+ kd ∀ t ≥ 0 . (B.24)
Avec (B.24), nous obtenons :
z(t) ≤ (Id − ρ)−1(kd) ∀ t ≥ 0 . (B.25)
Si β(s0, 0) > (k − 1)d, il existe un instant t⋆ dans (0,+∞) tel que β(s0, t) ≥ (k − 1)d pour
t ∈ [0, t⋆), et β(s0, t) ≤ (k − 1)d pour t ∈ [t⋆,+∞). Dans ce cas, (B.22) entraˆıne :
z(t) ≤ k
k − 1β(s0, t) + ρ
(
sup
τ∈[αt,t]
{z(τ)}
)
∀ t ∈ [0, t⋆) (B.26)
et :
z(t) ≤ ρ
(
sup
τ∈[αt,t]
{z(τ)}
)
+ kd ∀ t ∈ [t⋆,+∞) . (B.27)
En appliquant le Lemme B.1 a` (B.26), nous trouvons une fonction β̂ de classe KL telle que :
z(t) ≤ β̂(s0, t) ∀ t ∈ [0, t⋆) . (B.28)
D’autre part, (B.27) implique :
z(t) ≤ (Id− ρ)−1(kd) ∀ t ∈ [t⋆,+∞) . (B.29)
Vus (B.25), (B.28) et (B.29), nous concluons (B.23). 
Preuve du the´ore`me 1.9 :
Selon [47, Fact 2 (N1)], nous pouvons supposer que la fonction ρ2 de classe K∞ dans (1.41)
est telle que Id − ρ2 est aussi de classe K∞.
1. Bornitude des solutions. Quelles que soient u1(t) et u2(t) deux fonctions continues et
borne´es sur [0,+∞), par hypothe`se de re´gularite´, pour chaque condition initiale (x1(0), x2(0)),
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il existe une seule solution (x1(t), x2(t)) de (1.36)-(1.37) maximalement de´ﬁnie sur [0, T ) avec
T > 0. Puisque (1.36) et (1.37) admettent la proprie´te´ SpES, cette solution satisfait :
|y1(t)| ≤ β1(|x1(0)|, t) + γ1
(
sup
τ∈[0,t]
|(u1(τ), y2(τ))⊤|
)
+ d1 ∀ t ∈ [0, T ) (B.30)
|y2(t)| ≤ β2(|x2(0)|, t) + γ2
(
sup
τ∈[0,t]
|(u2(τ), y1(τ))⊤|
)
+ d2 ∀ t ∈ [0, T ) (B.31)
Choisissons un T0 quelconque dans [0, T ) et rappelons que yiT0 repre´sente la fonction tronque´e
de yi (i = 1, 2) a` l’instant T0. Nous avons :
‖y1T0‖ ≤ γ1 (‖u1‖ + ‖y2T0‖) + β1(|x1(0)|, 0) + d1 , (B.32)
‖y2T0‖ ≤ γ2 (‖u2‖ + ‖y1T0‖) + β2(|x2(0)|, 0) + d2 . (B.33)
Notons que les e´quations (B.32) et (B.33) ne sont rien d’autre que [47, eqs. (15a)-(15b)]. D’apre`s
Mareels et Hill [47, Proof of Theorem 2], vu (1.41), il existe une fonction γ de classe K∞ telle
que :
‖y1T0‖ + ‖y2T0‖ ≤ γ(|(|x1(0)|, |x2(0)|, ‖u1‖, ‖u2‖, d1, d2, d3)⊤|) . (B.34)
Puisque T0 est arbitraire et le membre de droite de (B.34) est inde´pendant de T0, (B.34) implique
la bornitude de y1(t) et y2(t) sur [0, T ), i.e. :
|y1(t)| + |y2(t)| ≤ γ(|(|x1(0)|, |x2(0)|, ‖u1‖, ‖u2‖, d1, d2, d3)⊤|) ∀ t ∈ [0, T ) . (B.35)
Vu le fait que les sous syste`mes x1 et x2 satisfont la proprie´te´ ONB, nous concluons que x1(t)
et x2(t) sont borne´es sur [0, T ). On en de´duit que T = +∞ et que les solutions sont borne´es sur
[0,+∞).
2. Convergence des sorties. Nous conside´rons maintenant le cas ou` u1 = 0, u2 = 0 et
d1 = d2 = d3 = 0. Comme nous l’avons de´montre´ pre´ce´demment, x1(t) et x2(t) sont borne´es
sur [0,+∞). D’apre`s la premie`re partie de la preuve, soit s0 un nombre re´el strictement positif
tel que :
|x1(t)| ≤ s0 , |x2(t)| ≤ s0 ∀ t ≥ 0 . (B.36)
Dans la suite, nous nous proposons de trouver une fonction β0 de classe KL telle que :
|y1(t)| + |y2(t)| ≤ β0(s0, t) ∀ t ≥ 0 . (B.37)
Puisque le syste`me (1.36)-(1.37) avec (u1, u2) = 0 est autonome, la proprie´te´ (B.30)-(B.31) est
ve´riﬁe´e pour n’importe quel instant initial t0 ≥ 0, i.e. :
|y1(t)| ≤ β1(|x1(t0)|, t− t0) + γ1
(
sup
τ∈[t0,t]
|y2(τ)|
)
∀ t0 ≤ t (B.38)
|y2(t)| ≤ β2(|x2(t0)|, t− t0) + γ2
(
sup
τ∈[t0,t]
|y1(τ)|
)
∀ t0 ≤ t . (B.39)
Pour chaque quadruplet de temps (s1, s2, τ, t) tels que :
0 ≤ s1 ≤ s2 ≤ τ ≤ t < +∞ ,
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en substituant (B.38) avec (t0, t) = (s1, τ) dans (B.39) avec (t0, t) = (s2, t), et puis en mettant
s1 = t/4, s2 = t/2, il re´sulte que, pour chaque t ≥ 0 :
|y2(t)| ≤ β2(|x2(t/2)|, t/2) + γ2
(
γ1
(
sup
τ∈[t/4,t]
|y2(τ)|
)
+ β1(|x1(t/4)|, t/4)
)
(B.40)
Puis, une application directe de l’ine´galite´ triangulaire faible (B.3) avec ρ = Id + ρ1 au dernier
terme de (B.40) donne :
γ2
(
γ1
(
supτ∈[t/4,t] |y2(τ)|
)
+ β1(|x1(t/4)|, t/4)
)
(B.41)
≤ γ2 ◦ (Id + ρ1) ◦ γ1
(
sup
τ∈[t/4,t]
|y2(τ)|
)
+ γ2 ◦ (Id + ρ−11 )(β1(|x1(t/4)|, t/4)) .
Duˆ a` (1.41), (B.41) et (B.40) impliquent :
|y2(t)| ≤ (Id− ρ2)
(
sup
τ∈[t/4,t]
|y2(τ)|
)
(B.42)
+ β2(|x2(t/2)|, t/2) + γ2 ◦ (Id + ρ−11 )(β1(|x1(t/4)|, t/4)) ∀ t ≥ 0 .
Vus (B.36) et (B.42), nous avons :
|y2(t)| ≤ (Id− ρ2)
(
supτ∈[t/4,t] |y2(τ)|
)
(B.43)
+
[
β2(s0, t/2) + γ2 ◦ (Id + ρ−11 )(β1(s0, t/4))
] ∀ t ≥ 0 .
Notons que les termes dans le crochet de (B.43) sont deux fonctions de classe KL par rapport a`
(s0, t). En appliquant le Lemme B.1 a` (B.43) avec α = 1/4 et ρ = (Id− ρ2), nous trouvons une
fonction β̂0 de classe KL telle que :
|y2(t)| ≤ β̂0(s0, t) ∀ t ≥ 0 . (B.44)
En substituant (B.44) dans (B.38) avec t0 = t/2, nous de´montrons que y1(t) satisfait une
e´quation similaire a` (B.44). Finalement, (B.37) est de´montre´.
3. Stabilite´. Dans ce cas, nous avons d1 = d2 = d3 = 0 et la proprie´te´ OFNB pour les sous
syste`mes x1 et x2 de (1.36)-(1.37) avec (u1, u2) = 0. C’est-a`-dire, il existe deux fonctions βx1,
βx2 de classe KL et deux fonctions γx1, γx2 de classe K telles que la solution (x1(t), x2(t)) de
(1.36)-(1.37) satisfait :
|x1(t)| ≤ βx1(|x1(0)|, t) + γx1
(
sup
τ∈[0,t]
|(y2(τ), y1(τ))|
)
∀ t ≥ 0 (B.45)
|x2(t)| ≤ βx2(|x2(0)|, t) + γx2
(
sup
τ∈[0,t]
|(y1(τ), y2(τ))|
)
∀ t ≥ 0 . (B.46)
Notons que (B.35) implique :
|y1(t)| + |y2(t)| ≤ γ(|(|x1(0)|, |x2(0)|)⊤|) ∀ t ≥ 0 . (B.47)
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En substituant (B.47) dans (B.45) et (B.46), (B.36) est satisfaite avec s0 de´ﬁni par :
s0 := γ0(|(|x1(0)|, |x2(0)|)⊤|) (B.48)
ou` γ0, de classe K, est donne´e par :
γ0(s) = βx1(s, 0) + βx2(s, 0) + γx1(γ(s)) + γx2(γ(s)) .
Selon (B.37) avec s0 remplace´ par (B.48), nous en de´duisons une fonction β0 de classe KL telle
que :
|y1(t)| + |y2(t)| ≤ β0(|(|x1(0)|, |x2(0)|)⊤|, t) ∀ t ≥ 0 . (B.49)
Nous sommes preˆts a` de´montrer la proprie´te´ GAS. Duˆ a` la stationnarite´ de (1.36)-(1.37) avec
(u1, u2) = 0, la proprie´te´ (B.45)-(B.46) est ve´riﬁe´e pour n’importe quel instant initial t0 ≥ 0,
i.e. : ∀ 0 ≤ t0 ≤ t < +∞,
|x1(t)| ≤ βx1(|x1(t0)|, t− t0) + γx1
(
sup
τ∈[t0,t]
|(y2(τ), y1(τ))|
)
, (B.50)
|x2(t)| ≤ βx2(|x2(t0)|, t− t0) + γx2
(
sup
τ∈[t0,t]
|(y1(τ), y2(τ))|
)
. (B.51)
En substituant |(y2(τ), y1(τ))| dans (B.50) avec t0 = t/2 par la borne de (B.49), et |xi(t/2)| (i =
1, 2) par leur borne supe´rieure s0 de´ﬁnie dans (B.48), nous avons :
|x1(t)| ≤ βx1(s0, t/2) + γx1
(
β0(s0, t/2)
) ∀ t ≥ 0 . (B.52)
D’apre`s la de´ﬁnition de s0 dans (B.48), il en re´sulte une fonction β̂x1 de classe KL de´ﬁnie par :
β̂x1(s, t) := βx1(γ0(s), t) + γx1(β0(s, t)) ∀ s ≥ 0 , t ≥ 0
telle que :
|x1(t)| ≤ β̂x1(|(|x1(0)|, |x2(0)|)⊤|, t) ∀ t ≥ 0 . (B.53)
De la meˆme manie`re, il existe une fonction β̂x2 de classe KL telle que :
|x2(t)| ≤ β̂x2(|(|x1(0)|, |x2(0)|)⊤|, t) ∀ t ≥ 0 . (B.54)
En additionnant (B.53), (B.54), nous avons :∣∣∣∣( x1(t)x2(t)
)∣∣∣∣ ≤ (β̂x1 + β̂x2)(∣∣∣∣( x1(0)x2(0)
)∣∣∣∣ , t) ∀ t ≥ 0 . (B.55)
La proprie´te´ GAS est ﬁnalement de´montre´e.
B.2. De´monstration du the´ore`me 1.10 119
B.2 De´monstration du the´ore`me 1.10
Lemme B.2 Soit ρ une fonction de classe K∞ telle que Id− ρ est de classe K∞. Alors :
1– il existe deux fonctions ρ1 et ρ2 de classe K∞ telles que Id − ρ1 et Id − ρ2 sont de classe
K∞ et :
ρ(s) = ρ1 ◦ ρ2(s) ∀ s ≥ 0 . (B.56)
2– ρ−1 et ρ−1 − Id sont de classe K∞.
Preuve : De´ﬁnissons deux fonctions ρ1 et ρ2 par :
ρ1 = ρ ◦
(
Id + ρ
2
)−1
, ρ2 =
Id + ρ
2
. (B.57)
Puisque ρ est de classe K∞, ρ1 et ρ2 sont bien de´ﬁnies et sont de classe K∞. De plus, comme
Id − ρ est de classe K∞, nous avons :
Id − ρ1 =
(
Id − ρ
2
)
◦
(
Id + ρ
2
)−1
, Id − ρ2 = Id − ρ
2
.
On en de´duit donc que Id − ρi (i = 1, 2) sont de classe K∞.
Le point 2 du lemme B.2 est direct en remarquant que
ρ−1 − Id = (Id− ρ) ◦ ρ−1 .

Preuve du the´ore`me 1.10 :
1. Bornitude des solutions. Soient u1(·) et u2(·) deux signaux mesurables et essentiellement
borne´s sur [0,+∞). Par hypothe`se de re´gularite´, pour chaque condition initiale (x(0), z(0)),
il existe une solution unique (x(t), z(t)) du syste`me (1.46) de´ﬁnie sur l’intervalle maximal de
temps positif, note´ [0, T ) avec T dans (0,+∞]. Choisissons un T ′ arbitraire dans (0, T ). Par la
proprie´te´ d’ISpS, pour chaque couple de temps (s, t) tels que :
0 ≤ s ≤ t ≤ T ′ , (B.58)
nous avons :
|x(t)| ≤ β1(|x(s)|, t− s) + γ1
(
‖(z[s,t], u1[s,t])⊤‖
)
+ d1 (B.59)
|z(t)| ≤ β2(|z(s)|, t− s) + γ2
(
‖(x[s,t], u2[s,t])⊤‖
)
+ d2 . (B.60)
En principe, a` partir de (B.59) et (B.60), la bornitude vient directement du the´ore`me 1.9 avec
y1 = x et y2 = z. Mais aﬁn de donner des bornes explicites pour x(t) et z(t) et faciliter la preuve
de la proprie´te´ d’ISpS, nous allons pre´senter dans la suite une de´monstration qui est diﬀe´rente
de celle de Mareels-Hill [47].
En substituant (B.59) dans (B.60) avec s = 0, nous obtenons, pour chaque 0 ≤ t ≤ T ′,
|z(t)| ≤ β2(|z(0)|, t) + γ2 (β1(|x(0)|, 0) + γ1 (‖zt‖+ ‖u1‖) + d1 + ‖u2‖) + d2 . (B.61)
En particulier, il implique :
‖zt‖ ≤ β2(|z(0)|, 0) + d2 + γ2 (β1(|x(0)|, 0) + γ1 (‖zt‖+ ‖u1‖) + d1 + ‖u2‖) . (B.62)
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D’apre`s le Lemme B.2, il existe ρ2,1 et ρ2,2 de classe K∞ telles que Id− ρ2,1 et Id− ρ2,2 sont de
classe K∞ et :
Id − ρ2 = ρ2,1 ◦ ρ2,2 . (B.63)
En utilisant (B.3) d’abord avec :
ρ = ρ−12,2 (B.64)
et puis avec :
ρ = Id + ρ1 , (B.65)
on en de´duit que :
γ1 (‖zt‖+ ‖u1‖) ≤ γ1 ◦ ρ−12,2 (‖zt‖) + γ1 ◦ (Id − ρ2,2)−1(‖u1‖) (B.66)
et, pour deux nombres re´els positifs arbitraires k et a,
γ2
(
γ1 ◦ ρ−12,2(a) + k
)
≤ γ2 ◦ (Id + ρ1) ◦ γ1 ◦ ρ−12,2(a) + γ2 ◦ (Id + ρ1) ◦ ρ−11 (k) . (B.67)
En de´ﬁnissant k0 par :
k0 := β1(|x(0)|, 0) + d1 + ‖u2‖ + γ1 ◦ (Id − ρ2,2)−1(‖u1‖) , (B.68)
a` partir de (B.66), (B.67), (1.47) et (B.63), on obtient la borne suivante pour le troisie`me terme
dans le coˆte´ droit de (B.62) :
γ2 (β1(|x(0)|, 0) + γ1 (‖zt‖+ ‖u1‖) + d1 + ‖u2‖) (B.69)
≤ ρ2,1 (‖zt‖) + γ2 ◦ (Id + ρ1) ◦ ρ−11 (k0) + d3 .
En substituant (B.69) dans (B.62), nous concluons que, pour chaque t dans [0, T ′], nous avons :
‖zt‖ ≤ (Id − ρ2,1)−1
(
β2(|z(0)|, 0)+ d2 + γ2 ◦ (Id + ρ1) ◦ ρ−11 (k0) + d3
)
. (B.70)
Puisque la borne supe´rieure de (B.70) de´pend seulement de |x(0)|, |z(0)|, ‖u1‖ et de ‖u2‖, et
puique T ′ est arbitraire, on ﬁnit par de´montrer que z(·) est borne´e sur [0, T ).
Introduisons les notations compactes suivantes, pour tous les (s1, s2, d1, d2, d3) ∈ R5+,
χ2(s1, s2) := (Id − ρ2,1)−1
(
2β2(s2, 0) + 2γ2 ◦ (Id + ρ1) ◦ ρ−11 (2β1(s1, 0))
)
,
k2(s1, s2, d1, d2, d3) := (Id − ρ2,1)−1
[
2d2 + 2d3 + 2γ2 ◦ (Id + ρ1) ◦ ρ−11(
2d1 + 2s2 + 2γ1 ◦ (Id− ρ2,2)−1(s1)
)]
,
ω2(s1, s2, d1, d2, d3) := k2(s1, s2, d1, d2, d3) − k2(0, 0, d1, d2, d3) ,
D2(d1, d2, d3) := k2(0, 0, d1, d2, d3) .
Notons que pour chaque (d1, d2, d3) dans R
3
+, χ2(s, s), ω2(s, s, d1, d2, d3) et D2(s, s, s) sont de
classe K. Alors, a` l’aide de (B.3) avec ρ = 2Id, (B.70) se re´crit comme :
|z(t)| ≤ χ2(|x(0)|, |z(0)|) + ω2(‖u1‖, ‖u2‖, d1, d2, d3) + D2(d1, d2, d3) . (B.71)
Rappelons que d1, d2 et d3 dans (B.71) sont donne´es par les hypothe`ses de notre the´ore`me 1.10.
Dans le but d’e´tablir la proprie´te´ ISpS, introduisons quelques autres notations compactes :
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∀ (s1, s2, d1, d2, d3) ∈ R5+,
χ1(s1, s2) := β1(s1, 0) + γ1(2χ2(s1, s2)) (B.72)
k1(s1, s2, d1, d2, d3) := γ1(2k2(s1, s2, d1, d2, d3) + 2s1) + d1 (B.73)
ω1(s1, s2, d1, d2, d3) := k1(s1, s2, d1, d2, d3) − k1(0, 0, d1, d2, d3) (B.74)
D1(d1, d2, d3) := k1(0, 0, d1, d2, d3) . (B.75)
Notons que pour chaque (d1, d2, d3) dans R
3
+, χ1(s, s), ω1(s, s, d1, d2, d3) et D1(s, s, s) sont de
classe K. En substituant (B.71) dans (B.59) avec s = 0, on obtient, pour tous les t ∈ [0, T ′],
|x(t)| ≤ χ1(|x(0)|, |z(0)|) + ω1(‖u1‖, ‖u2‖, d1, d2, d3) + D1(d1, d2, d3) (B.76)
ou` d1, d2 et d3 sont donne´es par hypothe`se. Parce que la borne supe´rieure de (B.76) de´pend
seulement de (|x(0)|, |z(0)|, ‖u1‖, ‖u2‖), et que T ′ est arbitraire, on a montre´ que x(·) est borne´e
sur [0, T ). Par contradiction, on peut de´montrer que T ne peut pas eˆtre ﬁni. En conse´quence,
(B.71) et (B.76) existent pour tous les t ≥ 0.
2. La proprie´te´ ISpS. Nous devons de´montrer l’existence d’une fonction β de classe KL, une
fonction γ de classe K, et une constante positive d telles que :∣∣∣∣( x(t)z(t)
)∣∣∣∣ ≤ β (∣∣∣∣( x(0)z(0)
)∣∣∣∣ , t) + γ(∥∥∥∥( u1tu2t
)∥∥∥∥) + d ∀ t ≥ 0 . (B.77)
Pour chaque quadruplet de temps (s1, s2, τ, t) tels que :
0 ≤ s1 ≤ s2 ≤ τ ≤ t < +∞ , (B.78)
en substituant (B.59) avec (s, t) = (s1, τ) dans (B.60) avec (s, t) = (s2, t), on obtient :
|z(t)| ≤ β2(|z(s2)|, t− s2) + d2 (B.79)
+ γ2
[
‖u2‖ + d1 + β1(|x(s1)|, s2− s1) + γ1
(
‖u1‖+ sup
τ∈[s1,t]
{|z(τ)|}
)]
.
Remarquons qu’en particulier, (B.78) existe avec :
s1 =
t
4
, s2 =
t
2
. (B.80)
Alors pour tous les t ≥ 0, nous avons :
|z(t)| ≤ β2(|z(t/2)|, t/2) + d2 (B.81)
+ γ2
[
‖u2‖ + d1 + β1(|x(t/4)|, t/4) + γ1
(
‖u1‖+ sup
τ∈[t/4,t]
{|z(τ)|}
)]
.
Selon les meˆmes arguments dans les e´tapes de (B.62) a` (B.70), (B.81) implique, pour tous les
t ≥ 0,
|z(t)| − ρ2,1
(
supτ∈[t/4,t]{|z(τ)|}
)
≤ β2(|z(t/2)|, t/2) + γ2 ◦ (Id + ρ1) ◦ ρ−11 (2β1(|x(t/4)|, t/4))
+ d2 + d3 + γ2 ◦ (Id + ρ1) ◦ ρ−11
(
2d1 + 2‖u2‖+ 2γ1 ◦ (Id− ρ2,2)−1(‖u1‖)
)
.
(B.82)
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De´ﬁnissons s0 et β2 par :
s0 =
1
2
|(|x(0)|, |z(0)|, ‖u1‖, ‖u2‖, d1, d2, d3)⊤| , (B.83)
β2(s, t) = β2(χ2(s, s) + ω2(s, s, d1, d2, d3) + D2(s, s, s), t/2)
+ γ2 ◦ (Id + ρ1) ◦ ρ−11 (2β1(χ1(s, s) + ω1(s, s, d1, d2, d3) +D1(s, s, s), t/4)) .(B.84)
A l’aide de (B.71) et (B.76), nous avons, pour tous les t ≥ 0,
β2(|z(t/2)|, t/2) + γ2 ◦ (Id + ρ1) ◦ ρ−11 (2β1(|x(t/4)|, t/4)) ≤ β2(s0, t) . (B.85)
Alors, en appliquant le Lemme B.1, ou pre´cise´ment la Remarque B.2 avec k = 2 a` (B.85), on
obtient une fonction β̂2 de classe KL et une fonction positive k˜2 telles que :
|z(t)| ≤ β̂2(s0, t) + k˜2(‖u1‖, ‖u2‖, d1, d2, d3) ∀ t ≥ 0 . (B.86)
Comme re´fe´rence, k˜2 est de´ﬁnie par :
k˜2(s1, s2, d1, d2, d3) = (Id − ρ2,1)−1 [2d2 + 2d3 (B.87)
+ 2γ2 ◦ (Id + ρ1) ◦ ρ−11
(
2d1 + 2s2 + 2γ1 ◦ (Id − ρ2,2)−1(s1)
)]
ou` (s1, s2, d1, d2, d3) ∈ R5+.
Introduisons les notations suivantes, ∀ (s1, s2, d1, d2, d3) ∈ R5+,
k̂2(s1, s2, d1, d2, d3) := β̂2(|(s1, s2, d1, d2, d3)⊤|, 0) + k˜2(s1, s2, d1, d2, d3) (B.88)
̟2(s1, s2, d1, d2, d3) := k̂2(s1, s2, d1, d2, d3) − k̂2(0, 0, d1, d2, d3) (B.89)
D̂2(d1, d2, d3) := k̂2(0, 0, d1, d2, d3) . (B.90)
Notons que pour chaque (d1, d2, d3) dans R
3
+, ̟2(s, s, d1, d2, d3) et D̂2(s, s, s) sont de classe K.
Donc, duˆ a` (B.3) avec ρ = 2Id, (B.83) et (B.86) impliquent, pour tous les t ≥ 0,
|z(t)| ≤ β̂2
(∣∣∣∣( x(0)z(0)
)∣∣∣∣ , t) + ̟2(‖u1‖, ‖u2‖, d1, d2, d3) + D̂2(d1, d2, d3) (B.91)
ou` d1, d2 et d3 sont donne´es par hypothe`se.
Puisque β1 est de classe KL, vus (B.76) et (B.3) avec ρ = 2Id, nous avons :
β1(|x(t/2)|, t/2) ≤ β1(2χ1(|x(0)|, |z(0)|), t/2) (B.92)
+ β1(2ω1(‖u1‖, ‖u2‖, d1, d2, d3) + 2D1(d1, d2, d3), 0) .
Aussi avec (B.91), nous avons :
sup
τ∈[t/2,t]
{|z(τ)|} ≤ β̂2
(∣∣∣∣( x(0)z(0)
)∣∣∣∣ , t2
)
+ k̂2(‖u1‖, ‖u2‖, d1, d2, d3) . (B.93)
De´ﬁnissons, pour tous les (s, t, d1, d2, d3) ∈ R5+,
β̂1(s, t) := β1(2χ1(s, s), t/2) + γ1
(
2β̂2(s, t/2)
)
(B.94)
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k̂1(s, t, d1, d2, d3) := β1(2ω1(s, t, d1, d2, d3) + 2D1(d1, d2, d3), 0) + d1
+ γ1
(
s + k̂2(s, t, d1, d2, d3)
)
(B.95)
̟1(s, t, d1, d2, d3) := k̂1(s, t, d1, d2, d3) − k̂1(0, 0, d1, d2, d3) (B.96)
D̂1(d1, d2, d3) := k̂1(0, 0, d1, d2, d3) . (B.97)
Notons que β̂1 est de classe KL et, pour chaque (d1, d2, d3) dans R
3
+, ̟1(s, s, d1, d2, d3) et
D̂1(s, s, s) sont de classe K.
Si bien qu’en substituant (B.91) dans (B.59) avec (s, t) = (t/2, t), nous obtenons, pour tous
les t ≥ 0,
|x(t)| ≤ β̂1
(∣∣∣∣( x(0)z(0)
)∣∣∣∣ , t) + ̟1(‖u1‖, ‖u2‖, d1, d2, d3) + D̂1(d1, d2, d3) (B.98)
ou` d1, d2 et d3 sont donne´es par hypothe`se.
Finalement, vus (B.91) et (B.98), par causalite´, (B.77) existe avec :
β(s, t) := β̂1(s, t) + β̂2(s, t) (B.99)
γ(s) := ̟1(s, s, d1, d2, d3) + ̟2(s, s, d1, d2, d3) (B.100)
d := D̂1(d1, d2, d3) + D̂2(d1, d2, d3) . (B.101)
Comme il peut eˆtre imme´diatement ve´riﬁe´, la fonction β, de´ﬁnie par (B.99), est de classe KL
et la fonction γ, de´ﬁnie par (B.100), est de classe K. Aussi, d, de´ﬁnie par (B.101), est e´gale a`
ze´ro lorsque d1 = d2 = d3 = 0. Le dernier point du the´ore`me 1.10 est donc de´montre´.
Notons que, duˆ a` la Remarque B.1, la fonction γ de´ﬁnie dans (B.100) est comple`tement
connue. 
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B.3 De´monstration du the´ore`me 1.14
Pour prouver ce the´ore`me du petit gain local, nous reprenons la meˆme ide´e dans la preuve du
the´ore`me 1.10. De´notons par Bx(η) (resp. Bz(η)) une boule ouverte dans R
n (resp. Rr), de
rayon η, centre´e en x = 0 (resp. z = 0), i.e. :
Bx(η) = {x ∈ Rn | |x| < η} , Bz(η) = {z ∈ Rr | |z| < η} .
Pour chaque condition initiale (x(0), z(0)) satisfaisant :
x(0) ∈ Ux
⋂
Bx(η) , z(0) ∈ Uz
⋂
Bz(η)
ou` 0 < η ≤ s⋆ est a` choisir ci-apre`s, par re´gularite´, il existe une seule solution maximale de
(1.28) de [0, T ) dans Bx(s
⋆) × Bz(s⋆), note´e (x(t), z(t)) pour 0 ≤ t < T (ici, T > 0 peut eˆtre
inﬁni). Selon les hypothe`ses de LISS, pour chaque couple de temps (s, t) tels que :
0 ≤ s ≤ t < T , (B.102)
nous avons :
|x(t)| ≤ βx(|x(s)|, t− s) + γx
(‖z[s,t]‖) (B.103)
|z(t)| ≤ βz(|z(s)|, t− s) + γz
(‖x[s,t]‖) . (B.104)
Notons que (B.103) et (B.104) est une forme particulie`re de (B.59)-(B.60). Reprenant la meˆme
ide´e que dans la preuve du the´ore`me 1.10 sauf qu’on n’a plus besoin d’utiliser le Lemme B.2, on
ﬁnit par montrer que :
|x(t)| ≤ χ1(|x(0)|, |z(0)|) ∀ t ∈ [0, T ) (B.105)
ou` χ1, de´ﬁnie sur R+ ×R+, est donne´e par :
χ1(s1, s2) = ρ
−1
2
{
βx(s1, 0) + γx ◦ (Id + ρ1) ◦ ρ−11 [βz(s2, 0)]
}
.
Notons que la fonction χ1(s, s) est de classe K en s. En substituant la borne de (B.105) dans
(B.104), nous obtenons :
|z(t)| ≤ χ2(|x(0)|, |z(0)|) ∀ t ∈ [0, T ) (B.106)
ou` χ2 est de´ﬁnie sur R+ × R+ par :
χ2(s1, s2) = βz(s2, 0) + γz(χ1(s1, s2)) .
Notons que la fonction χ2(s, s) est de classe K en s. Maintenant, choisissons η dans (0, s
⋆]
suﬃsamment petit tel que :
max{χ1(η, η) , χ2(η, η)} < s⋆ . (B.107)
Avec un tel choix pour la condition initiale (x(0), z(0)), et (B.105) et (B.106), nous obtenons
que T = +∞. En eﬀet, sinon, par le the´ore`me de continuation des solutions d’une e´quation
diﬀe´rentielle [21], on aurait la convergence de (x(t), z(t)) vers ∂(Bx(s
⋆)×Bz(s⋆)), la frontie`re de
l’ensemble Bx(s
⋆)× Bz(s⋆), lorsque t tend vers T . Mais ceci est en contradiction avec (B.105)-
(B.106), puisqu’avec (B.107), ces ine´galite´s impliquent :
sup
0≤t<T
{|x(t)|} < s⋆ , sup
0≤t<T
{|z(t)|} < s⋆ .
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Par conse´quent, T = +∞. D’apre`s Hahn [20, Theorem 35.1], a` partir de (B.105) et (B.106),
nous avons eﬀectivement de´montre´ la stabilite´ de l’e´quilibre (x, z) = (0, 0).
Reste a` montrer la stabilite´ asymptotique de l’e´quilibre (x, z) = (0, 0) du syste`me (1.28).
Reprenant l’ide´e dans l’e´tape 2 de la preuve du the´ore`me 1.10, toujours a` l’aide du lemme B.1,
nous arrivons a` montrer l’existence d’une fonction de classe KL, note´e β, telle que :∣∣∣∣( x(t)z(t)
)∣∣∣∣ ≤ β (∣∣∣∣( x(0)z(0)
)∣∣∣∣ , t) ∀ t ≥ 0 . (B.108)
D’apre`s Hahn [20, Theorem 35.1, Theorem 35.2], vu (B.108), on conclut que (x, z) = (0, 0) est
aymptotiquement stable. 
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B.4 De´monstration de la proposition 1.1
Puisque la fonction F est re´gulie`re sur Ω, pour chaque condition initiale X(0) ∈ Ω, il existe
une seule solution de (1.51) X : [0, T )→ Ω, de classe C1, de´ﬁnie maximalement sur l’intervalle
semi-ouvert [0, T ).
Pour une telle solution X(t), conside´rons x(t) = H(X(t), t) et la fonction du temps V (x(t)).
Selon (1.73) et (1.77), en prenant μ = (1− μ1 − μ2)/2, nous avons :
α(V (x(t))) ≤ β1(α(V (x(0))), t) + γ1
(
sup
τ∈[0,t]
{Υ(x(τ))}
)
+ D1 (B.109)
Υ(x(t)) ≤ sup
0≤τ≤t
{α(V (x(τ)))} ∀ t ∈ [0, T ) (B.110)
ou` β1, γ1 et D1 sont de´ﬁnies dans (1.74), (1.75) et (1.76) respectivement. Reprenons les ar-
guments de la preuve du the´ore`me 1.9. En remplac¸ant Υ(x(τ)) dans (B.109) par la borne de
(B.110), nous obtenons, pour tout t dans [0, T ),
α(V (x(t))) ≤ 1− μ1 + μ2
1− μ1 − μ2
[β1(α(V (x(0))), 0) + D1] . (B.111)
Comme α est de classe K∞ et V est propre, x(t) est borne´e sur [0, T ). Puis, graˆce a` l’hypothe`se
OE (1.54) , on en de´duit qu’il existe un compact K ⊂ Ω ou` X(t) reste pour tout t ∈ [0, T ), et
donc par contradiction que T = +∞.
Il reste a` montrer la convergence. Le cas ici est plus simple que celui du the´ore`me 1.9. D’apre`s
l’hypothe`se (1.82), nous avons, pour chaque couple de temps (t0, t) tels que t⋆ ≤ t0 ≤ t < +∞,
α(V (x(t))) ≤ β1(α(V (x(t0))), t− t0) + 2μ2
1− μ1 + μ2 supτ∈[t0,t]
Υ(x(τ)) , (B.112)
Υ(x(t)) ≤ sup
t0≤τ≤t
{α(V (x(τ)))} (B.113)
En substituant (B.113) dans (B.112), nous avons :
α(V (x(t))) ≤ β1(α(V (x(t0))), t− t0) + 2μ2
1− μ1 + μ2 supt0≤τ≤t
{α(V (x(τ)))} . (B.114)
Notons que 2μ2/(1− μ1 + μ2) < 1. Ensuite, en mettant t0 = t/2 dans (B.114) et en utilisant le
fait que α(V (x(t))) est borne´e sur [0,+∞), nous concluons avec le Lemme B.1 que α(V (x(t)))
et donc V (x(t)) convergent vers ze´ro quand t tend vers +∞.
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B.5 De´monstration de la proposition 1.2
1. Existence et unicite´. Puisque la fonction F est re´gulie`re sur Ω, pour chaque condition
initiale X(0) ∈ Ω, il existe une seule solution de (1.51) X : [0, T )→ Ω, de classe C1, ou` [0, T )
est son intervalle semi-ouvert maximal a` droite. Alors conside´rons x(t) = H(X(t), t) comme la
trajectoire observe´e de X(t) et e´tudions la fonction du temps V (x(t)).
2. Bornitude. D’apre`s les hypothe`ses (1.59), GUEC (1.63) et (H), la de´rive´e temporelle de V
le long de cette solution satisfait :
˙
V (x(t)) ≤ −(1− μ1)W (x(t)) + μ2 sup
0≤s≤t
{Υ(x(s))}+D ∀ t ∈ [0, T ) . (B.115)
Soit V ⋆ le nombre re´el positif de´ﬁni par :
V ⋆ = max
{
V (x(0)) , sup
{
V (x) | x ∈ Rn et W (x) ≤ D
1− μ1 − μ2
}}
. (B.116)
Vu (1.84), V ⋆ est bien de´ﬁni. Avec {vi}i=+∞i=0 la suite donne´e dans (H), soit i l’entier le plus
petit tel que V ⋆ < vi et S un ensemble de´ﬁni par :
S = {x ∈ Rn | V (x) ≤ max{V ⋆ , ui}} . (B.117)
Notons que ui de´pend de x(0) et ne peut pas eˆtre inﬁni. Parce que V est propre et x(0) ∈ S, S
est donc un ensemble compact et non vide. Nous allons de´montrer que x(t) ∈ S pour tous les
t ∈ [0, T ).
En eﬀet, si ceci est faux, il existe ε ∈ (0, vi −max{V ⋆ , ui}) tel que l’ensemble
{t ∈ [0, T ) | V (x(t)) ≥ max{V ⋆ , ui}+ ε}
est non vide. Posons :
t3 = inf{t ∈ [0, T ) | V (x(t)) ≥ max{V ⋆ , ui}+ ε} . (B.118)
Par continuite´, nous avons :
V (x(t3)) = sup
0≤s≤t3
{V (x(s))} ∈ [ui, vi] . (B.119)
Notons que, duˆ a` (1.62) et (B.119), nous avons :
sup
s∈[0,t3]
{Υ(x(s))} − W (x(t3)) ≤ 0 . (B.120)
Soit δ un nombre re´el de´ﬁni par :
2δ = W (x(t3)) − D
1− μ1 − μ2 . (B.121)
Puisque x(t3) n’appartient pas a` S, δ est strictement positif. Alors si nous choisissons η ∈
(0,
δ(1−μ1−μ2)
μ2
), la continuite´ de Υ(x(t)) et W (x(t)) implique l’existence de deux instants t1 <
t3 < t2 dans [0, T ) tels que pour tous les t ∈ [t1, t2],
sup
0≤s≤t
{Υ(x(s))} − W (x(t)) ≤ η , W (x(t)) ≥ D
1− μ1 − μ2 + δ . (B.122)
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Donc, pour tous les t ∈ [t1, t2], nous avons :
˙
V (x(t)) ≤ −(1− μ1)W (x(t)) + μ2W (x(t)) + μ2η +D < 0. (B.123)
On en de´duit que V (x(t1)) > V (x(t3)). Ceci contredit (B.119) puisque t1 < t3. On en conclut
que x(t) ∈ S pour tous les t ∈ [0, T ). Avec l’hypothe`se OE (1.54) , ceci implique la bornitude de
la solution X(t) sur [0, T ). D’apre`s le The´ore`me sur la continuation des solutions d’une e´quation
diﬀe´rentielle (voir [21]), il en re´sulte que T = +∞ et que X(t) est borne´e sur [0,+∞).
3. Convergence. Maintenant, nous conside´rons le cas ou` (1.85) et (1.86) existent. Dans ce
cas, a` la place de (B.115), nous avons :
˙
V (x(t)) ≤ −(1− μ1)W (x(t)) + μ2 sup
t0≤s≤t
{α(V (x(s)))} + D(t, t0) (B.124)
avec 0 ≤ D(t, t0) ≤ D et D(t, t0) tend vers 0 lorsque t− t0 tend vers +∞. Nous voulons e´tablir
que V (x(t)) tend vers 0 quand t tend vers +∞. Posons T0 = 0. Puisque, a` partir de nos analyses
pre´ce´dentes, x(t) ∈ S, et V est continue, il existe une constante positive V0 telle que :
α(V (x(t))) ≤ α(V0) , ∀ t ∈ [T0,+∞) . (B.125)
Par hypothe`se D(t, 0) tend vers 0, et donc pour certain ρ dans (0, 1 − μ1 − μ2), il existe un
instant T0,1 > 0 tel que :
D(t, 0) ≤ ρ α(V0) , ∀ t ≥ T0,1 . (B.126)
Donc, vus (1.85), (B.115) et (B.125), nous obtenons :
˙
V (x(t)) ≤ −(1− μ1)α(V (x(t))) + μ2 α(V0) + ρα(V0) , ∀ t ∈ [T0,1,+∞). (B.127)
Comme dans [70, Proof of Theorem 1], ceci implique l’existence de T1 ≥ T0,1 tel que :
α(V (x(t))) ≤ μ2 + ρ
1− μ1 α(V0) , ∀ t ≥ T1 . (B.128)
Puisque α est une fonction de classe K, en posant :
α(V1) =
μ2 + ρ
1 − μ1 α(V0) , (B.129)
nous avons e´tabli :
α(V (x(t))) ≤ α(V1) , ∀ t ∈ [T1,+∞) . (B.130)
En re´pe´tant le meˆme raisonnement sur l’intervalle [T1,+∞) au lieu de [T0,+∞), nous obtenons
deux instants T2 ≥ T0,2 ≥ T1 tels que
D(t, T1) ≤ ρ α(V1) , ∀ t ≥ T0,2 (B.131)
et
α(V (x(t))) ≤ μ2 + ρ
1− μ1
α(V1) , ∀ t ≥ T2 . (B.132)
Donc, nous avons :
α(V (x(t))) ≤
(
μ2 + ρ
1− μ1
)2
α(V0) , ∀ t ≥ T2 . (B.133)
Continuant ce processus, nous trouvons une suite non-de´croissante de nombres re´els positifs Tn
telle que, pour chaque n,
α(V (x(t))) ≤
(
μ2 + ρ
1− μ1
)n
α(V0) , ∀ t ≥ Tn . (B.134)
Puisque α est de classe K et avec (B.134), nous concluons que V (x(t)) tend vers 0 lorsque
t→ +∞.
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B.6 De´monstration de la proposition 1.5
Comme la preuve de la Proposition 1.5 est similaire a` celle de la Proposition 1.2 (cf. Section
B.5), nous ne donnons qu’une esquisse de sa preuve.
Due a` l’hypothe`se (1.150), nous de´ﬁnissons un voisinage ouvert de l’origine Ω2 par :
Ω2 =
{
X ∈ RN | V (H(X, 0)) < ΔK
} ⋂
Ω0 ⊂ Ω1 . (B.135)
D’apre`s notre hypothe`se de re´gularite´, pour chaque X(0) ∈ Ω2, il existe une seule solution
X : [0, T ) → Ω1 avec [0, T ) comme son intervalle semi-ouvert maximal a` droite. Soit x(t) =
H(X(t), t) la sortie de cette solution. Elle est une fonction de classe C1 dont les valeurs sont
dans . Alors, d’apre`s les hypothe`ses (1.153) et LUEC (1.155) , le long de cette solution, la
de´rive´e temporelle de V satisfait :
˙
V (x(t)) ≤ −(1− μ1)W (x(t)) + μ2 sup
0≤s≤t
Υ(x(s)) +D ∀ t ∈ [0, T ) . (B.136)
Puisque Υ(x) = α(V (x)) ≤W (x) et α est croissante, il n’est pas diﬃcile de ve´riﬁer que (1.62) est
satisfaite par cette fonction Υ, avec u0 = 0 et v0 = supx∈ V (x). Conside´rons donc l’ensemble
S comme de´ﬁni dans (B.117). Notons que, puisque X(0) ∈ Ω2, V (x(0)) < ΔK. D’autre part,
vus (1.153) et (1.158), pour tous les x satisfaisant :
W (x) ≤ D
1− μ1 − μ2 ≤ α(ΔK) ,
nous avons :
V (x) ≤ ΔK .
Il s’en suit que S est contenu dans le compact K qui est un sous-ensemble de . Donc en re´pe´tant
les meˆmes arguments que ceux suivant l’e´quation (B.117), nous pouvons de´montrer que x(t) ∈ K
pour tous les t ∈ [0, T ). Finalement, avec l’hypothe`se OEV (1.151) , X(t) appartient au sous-
ensemble compact Γ de Ω1 pour tous les t ∈ [0, T ). Le The´ore`me sur la continuation des solutions
d’une e´quation diﬀe´rentielle implique T = +∞. Puisque V est de´ﬁnie positive, le dernier point
de la Proposition 1.5 est de´montre´ comme dans la preuve de la Proposition 1.2 (voir Section
B.5).
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Annexe C
De´monstrations lie´es au Chapitre 2
C.0 Quatres lemmes techniques
Le premier lemme, duˆ au Prof. Jean-Michel Coron, est un re´sultat technique d’existence. Il sera
utilise´ dans la section C.2.
Lemme C.1 [66] Etant donne´e une fonction continue k : [0,+∞) → R. Si, pour un nombre
re´el strictement positif η, nous avons :
k(x) ≤ 0 ∀ x ∈ [0, η] , (C.1)
alors il existe une fonction W : [0,+∞) → [0,+∞) qui est propre, strictement croissante et
re´gulie`re, et un nombre re´el positif μ tels que :
1. W (x) =
1
2
x2 ∀x ∈ [0, μ]
2. W (x) ≥ k(x) ∀x ≥ 0
3. W ′(x) > 0 ∀x > 0 .
⎫⎪⎪⎬⎪⎪⎪⎭ (C.2)
Preuve : Pour chaque entier i, de´notons par Si l’ensemble ouvert suivant :
Si = {x ∈ R | 2i−1 < x < 2i+1} .
Nous avons : ⋃
i∈Z
Si = (0,+∞) .
Alors soit {αi}i∈Z la partition de l’unite´ associe´e a` ce recouvrement ouvert [6, Theorem V.4.4].
De´ﬁnissons :
ci := sup
{
{k(x) | x ∈ Si}
⋃
{0}
}
≥ 0 .
La fonction W 1, de´ﬁnie par :
W 1(x) =
∑
i∈Z
ciαi(x) ,
est re´gulie`re et satisfait :
1. W 1(x) = 0 ∀x ∈ [0, μ1]
2. W 1(x) ≥ k(x) ∀x ≥ 0
⎫⎬⎭ (C.3)
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ou` μ1 est un nombre re´el strictement positif. Suivant le meˆme cheminement mais avec k rem-
place´e par −W ′1, nous obtenons une autre fonction W 2. Finalement la preuve est comple`te en
prenant :
W (x) =
1
2
x2 +
∫ x
0
W 2(s)ds + W 1(x) . (C.4)

Le lemme suivant sera utilise´ dans la preuve de la proposition 2.1 (voir Section C.1). Sa
preuve se de´duit directement du Lemme C.1.
Lemme C.2 Pour chaque fonction continue k : [0,+∞) → R telle que, pour une constante
strictement positive η,
k(x) ≤ 0 ∀x ∈ [0, η] ,
il existe une fonction re´gulie`re W de classe K∞ telle que :
W (x) ≥ k(x) ∀x ≥ 0 , W (i)(0) = 0 ∀ i ≥ 1 . (C.5)
Notons que la fonction W de´duite par le Lemme C.2 n’admet pas le comportement localement
quadratique, a` la grande diﬀe´rence avec la fonction W de´ﬁnie dans (C.2).
Preuve : Selon la partition de l’unite´ [6, Theorem V.4.4], choisissons une fonction re´gulie`reW0
de classe K∞ telle que :
W0(x) =
⎧⎨⎩
0 si x = 0
e−1/x
2
si x ∈ (0, η]
x/η si x ∈ [2η,+∞) .
(C.6)
Puis, faisant exactement les meˆmes raisonnements dans la preuve du Lemme C.1 et remplac¸ant
seulement le terme 12x
2 dans (C.4) par W0, nous obtenons la fonction W qui satisfait (C.5). 
Notre troisie`me lemme montre que n’importe quelle fonction de classe KL peut eˆtre borne´e
par une fonction continue de classe KL. Plus pre´cise´ment, nous avons :
Lemme C.3 Pour chaque fonction β de classe KL, il existe une fonction β⋆ de classe KL
qui est continue de R2+ dans R et, pour chaque nombre re´el strictement positif s, la fonction
β⋆(s, ·) est strictement de´croissante et satisfait :
β(s, t) ≤ β⋆(s, t) , ∀ (s, t) ∈ R+ ×R+ . (C.7)
Preuve : On prolonge d’abord la fonction β a` l’espace R+ × R de la fac¸on suivante :
β(s, t) = β(s, 0) si t ≤ 0 .
Il est e´vident que pour chaque s ﬁxe´, la nouvelle fonction β est non-croissante sur R.
Puis, de´ﬁnissons une nouvelle fonction, note´e β̂, par :
β̂(s, t) =
∫ t
t−1
β(s, τ)dτ ∀ (s, t) ∈ R+ × R+ . (C.8)
On montre que β̂ est continue. Pour ce faire, conside´rons deux nombres re´els positifs arbitraires
s et t, et deux suites quelconques de nombres re´els positifs, note´es {sn}∞n=0 et {tn}∞n=0, qui
convergent respectivement vers s et t. Remarquons que :
β̂(sn, tn) =
∫ +∞
−∞
β(sn, τ)χ[tn−1,tn](τ)dτ
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ou` χ[tn−1,tn] est la fonction caracte´ristique sur [tn − 1, tn]. On observe que, pour presque tout
τ dans R, la suite β(sn, τ)χ[tn−1,tn](τ) converge vers β(s, τ)χ[t−1,t](τ). D’apre`s le the´ore`me de
la convergence domine´e de Lebesgue, on en de´duit que β̂(s, t) est continue en (s, t). Puisque β
est de classe KL, la fonction β̂, de´ﬁnie par (C.8), est de classe KL. La preuve est comple`te en
introduisant la fonction β⋆ comme :
β⋆(s, t) = β̂(s, t) +
s
1 + t
. (C.9)

Ce dernier lemme est utilise´ dans la preuve de la Proposition 2.7 du Chapitre 2.
Lemme C.4 Etant donne´s un nombre re´el positif δ et une fonction γ de classe K, il existe un
nombre re´el positif δ1 tel que, pour tous les V ≥ 0 et V⋆ > 0 satisfaisant :
log
(
1 +
∫ V
0
γ(s)ds
)
≤ log
(
1 +
∫ V⋆
0
γ(s)ds
)
+ δ , (C.10)
on a :
V ≤ eδV⋆ + δ1 . (C.11)
Preuve : Avec l’e´galite´ suivante :
log
(
1 +
∫ V⋆
0
γ(s)ds
)
+ δ = log
(
eδ + eδ
∫ V⋆
0
γ(s)ds
)
,
(C.10) donne : ∫ V
0
γ(s)ds ≤ eδ − 1 + eδ
∫ V⋆
0
γ(s)ds . (C.12)
Puisque γ est de classe K, il existe un re´el positif δ1, de´pendant de δ et de γ, tel que :
eδ − 1 =
∫ δ1
0
γ
( s
eδ
)
ds . (C.13)
Et puisque V⋆ est positif, nous obtenons successivement :
eδ − 1 ≤
∫ δ1
0
γ
(
V⋆ +
s
eδ
)
ds
≤
∫ eδV⋆+δ1
eδV⋆
γ
( s
eδ
)
ds . (C.14)
D’autre part, nous avons :
eδ
∫ V⋆
0
γ(s)ds =
∫ eδV⋆
0
γ
( s
eδ
)
ds . (C.15)
Ainsi, de (C.14), (C.15) et (C.12), nous de´duisons :∫ V
0
γ(s)ds ≤
∫ eδV⋆+δ1
0
γ(s/eδ)ds
≤
∫ eδV⋆+δ1
0
γ(s)ds . (C.16)
L’ine´galite´ (C.11) est alors obtenue en utilisant le fait que γ est positive. 
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C.1 De´monstration de la proposition 2.1
Nous avons besoin du lemme suivant pour de´montrer la Proposition 2.1.
Lemme C.5 Pour chaque fonction γ de classe K et pour chaque nombre re´el strictement positif
λ, il existe deux nombres re´els strictement positifs C et η1 et une fonction re´gulie`re γ0 de classe
K∞ tels que :
γ(x) ≤ C γ0(x + λ) ∀ x ≥ 0 (C.17)
γ0(x) =
1
2
x2 ∀ x ∈ [0, η1] . (C.18)
De plus, s’il existe deux nombres re´els strictement positifs C′ et η2 tels que :
γ(x) ≤ C′ x2 ∀ x ∈ [0, η2] , (C.19)
alors (C.17) et (C.18) sont satisfaites avec :
λ = 0 , C = 2C′ , η1 =
1
2
η2 . (C.20)
Preuve : Puisque γ est continue, pour chaque λ > 0 et chaque η > 0, il existe un nombre re´el
strictement positif C(λ, η) tel que :
C(λ, η) = sup
x∈[0,η]
γ(x)
(x+ λ)2/2
.
En d’autres termes, nous avons :
γ(x) ≤ C
2
(x+ λ)2 ∀x ∈ [0, η] . (C.21)
Alors k, de´ﬁni par :
k(x) = γ(x) − C
2
(x+ λ)2 , (C.22)
est une fonction continue de [0,∞) dans R telle que k(x) ≤ 0 pour tous les 0 ≤ x ≤ η. Utilisant
le Lemme C.2 avec cette fonction k, nous obtenons une fonction re´gulie`re γ˜ de classe K∞
satisfaisant :
γ˜(x) ≥ k(x) , ∀x ≥ 0 et γ˜(i)(0) = 0 , ∀ i ∈ N .
Etendons la fonction γ˜ pour qu’elle soit de´ﬁnie sur R :
γ˜(x) = 0 ∀x < 0 .
Comme il peut eˆtre directement ve´riﬁe´, la fonction γ0, de´ﬁnie par :
γ0(x) =
1
2
x2 +
1
C
γ˜(x− λ) , (C.23)
est de classe K∞ et satisfait le premier point du Lemme C.5 avec η1 := min{η, λ}.
Le dernier point de notre lemme est une conse´quence directe du Lemme C.2 en conside´rant :
k(x) = γ(x+ η2/2) − C′(x+ η2/2)2 .
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Remarquons que k est non-positive sur l’intervalle [0, η2/2]. Soit γ˜ la fonction dominante donne´e
par le Lemme C.2, qui est re´gulie`re sur R en posant γ˜(x) = 0 ∀x < 0. Alors (C.23) devient :
γ0(x) =
1
2
x2 +
1
2C′
γ˜(x− η2/2)
qui satisfait (C.17) et (C.18) avec λ = 0, C = 2C′ et η1 = η2/2. 
Preuve de la Proposition 2.1 :
Conside´rons la fonction :
V (x) =
1
2
x2 . (C.24)
Sa de´rive´e de Lie le long du champ de vecteurs donne´ par (2.2) ve´riﬁe :
V˙ = xω0u + xω
≤ xω0u + 1
4
x2 + ω2 . (C.25)
Soit γ une fonction quelconque de classe K∞. En appliquant le Lemme C.5 avec (γ
−1)2 et un
λ > 0 arbitraire, il existe deux re´els positifs C et η et une fonction re´gulie`re γ0 de classe K∞
tels que :
(γ−1(s))2 ≤ Cγ0(s+ λ) ∀ s ≥ 0 , (C.26)
γ0(s) =
1
2
s2 ∀ s ∈ [0, η] (C.27)
ou` λ = 0 et C = 2c si de plus (2.4) est ve´riﬁe´e.
De´ﬁnissons une fonction paire u1 par :
u1(x) = u1(−x) = γ0(|x|) ∀x ∈ R . (C.28)
Elle est bien de´ﬁnie sur R et, vu (C.27), est re´gulie`re. Notons que :
u1(x) =
1
2
x2 ∀x ∈ [−η, η] .
Donc, en de´ﬁnissant une loi de commande ϑ re´gulie`re comme :
ϑ(x) := − 5
4δ
x − ku1(x)
δx
(C.29)
ou` k > 0 est a` choisir, et en remplac¸ant u dans (C.25) par cette loi de commande ϑ(x), nous
obtenons :
V˙ ≤ −x2 − ku1(x) + ω2 . (C.30)
D’apre`s la de´ﬁnition (C.24) de V et l’algorithme de Sontag relatif a` la proprie´te´ ISS (voir
Appendice A), (C.30) implique que, pour toute fonction ω du temps continue et borne´e, toutes
les solutions x(t) de (2.2) sont de´ﬁnies sur [0,+∞) et satisfont :
|x(t)| ≤ e−t|x(0)| + γ−10
(
1
k
‖ωt‖2
)
∀ t ≥ 0 . (C.31)
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Comme (C.26) donne :
γ−10 (s) ≤ γ
(
(Cs)
1
2
)
+ λ ∀ s ≥ 0 , (C.32)
on peut re´e´crire (C.31) en :
|x(t)| ≤ e−t|x(0)| + γ
((
C
k
)1/2
‖ωt‖
)
+ λ ∀ t ≥ 0 (C.33)
ou` λ = 0 si (2.4) est ve´riﬁe´. Finalement, le choix de k dans [C,+∞) permet de conclure.
C.2. De´monstration de la proposition 2.2 137
C.2 De´monstration de la proposition 2.2
On de´montre d’abord trois lemmes techniques dont on a besoin.
Lemme C.6 Pour chaque fonction γ de classe K et chaque nombre re´el strictement positif η,
il existe une fonction V1(y) positive de´ﬁnie, propre et re´gulie`re, et une fonction u0 re´gulie`re
telles que u0(0) = 0 et telle que, pour tous les y ∈ R, nous avons :
−∇V1(y)u0(y) ≥ V1(y) ≥ γ(|y|)2 − η . (C.34)
De plus, s’il existe deux constantes positives χ et C telles que :
γ(s) ≤ Cs ∀ s ∈ [0, χ] , (C.35)
alors le meˆme re´sultat est ve´riﬁe´ avec η = 0.
Preuve : Le re´sultat est une conse´quence directe de l’application du Lemme C.1. En eﬀet, soit
W la fonction donne´e par le Lemme C.1 avec :
k(x) = γ(x)2 − η .
Nos fonctions V1 et u0 peuvent eˆtre choisies comme :
V1(y) = V1(−y) = W (y) ∀ y ≥ 0 , (C.36)
et :
u0(y) = −V1(y)/V ′1(y) ∀ y ∈ R . (C.37)
Dans le cas ou` (C.35) est ve´riﬁe´e, en utilisant le Lemme C.1 maintenant avec :
k(x) = γ(x)2 − C2x2 ,
nous obtenons une fonction ade´quate W , et ﬁnalement la fonction V1 est donne´e par :
V1(y) = V1(−y) = W (y) + C2y2 ∀ y ≥ 0 , (C.38)
et la fonction u0 est de´ﬁnie comme dans (C.37). 
Lemme C.7 (Ajout d’une perturbation) Supposons que pour le syste`me nonline´aire :
x˙ = f(x) + Ω + gu , (C.39)
il existe un controˆleur ϑ de classe Cl et une fonction V de classe Cl+1, tels que ϑ(0) = 0,
LgV (0) = 0
1 et pour chaque solution x(t) de (C.39) avec u = ϑ(x), nous avons :
V˙ ≤ −V (x) + α (C.40)
ou` α est une fonction du temps. Conside´rons le syste`me :
x˙ = f(x) + Ω + g(u + ω) . (C.41)
Alors, il existe un controˆleur de classe Cl :
ϑ̂(x) := ϑ(x) − 1
4
LgV (x)
tel que le long des solutions de (C.41) avec u = ϑ̂(x), nous avons :
V˙ ≤ −V (x) + α + ω2 . (C.42)
1 LgV signiﬁe la de´rive´e de Lie de V le long de g :
∂V
∂x
g.
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Preuve : Pour simpliﬁer, on omettra les arguments. La de´rive´e temporelle de V le long des
solutions de (C.41) avec u = v + ϑ(x) se re´e´crit comme :
V˙ ≤ −V + α + LgV (v + ω) .
En utilisant l’ine´galite´ quadratique de Young [22], nous avons :
LgV (v + ω) ≤ LgV
(
v +
1
4
LgV
)
+ ω2 .
Ce qui permet de conclure. 
Lemme C.8 (Ajout d’un inte´grateur) Supposons que pour le syste`me nonline´aire :
x˙ = f(x) + Ω + gu (C.43)
avec f(0) = 0, il existe un controˆleur ϑ de classe Cl+1 et une fonction V de classe Cl+1 tels
que ϑ(0) = 0, et LgV (0) = 0 et, pour chaque solution x(t) obtenue avec u = ϑ(x), nous avons :
V˙ ≤ −V (x) + α .
Alors, pour le syste`me : {
x˙ = f(x) + Ω + gy
y˙ = u ,
(C.44)
il existe une loi de commande de classe Cl :
ϑ̂(x, y) := −1
2
(y − ϑ(x)) − LgV (x) + ∂ϑ
∂x
(x)(f(x) + gy) − 1
4
(y − ϑ(x))∂ϑ
∂x
(x)
∂ϑ
∂x
(x)⊤
avec ϑ̂(0, 0) = 0, et une fonction de classe Cl+1 :
U(x, y) = V (x) +
1
2
(y − ϑ(x))2
telles que le long des solutions de (C.44) boucle´, nous avons :
U˙ ≤ −U(x, y) + α + Ω⊤Ω . (C.45)
Remarquons qu’un degre´ de re´gularite´ peut eˆtre perdu en passant de ϑ et V a` ϑ̂ (i.e. apre`s avoir
ajoute´ un inte´grateur).
Preuve : A l’aide de la loi de commande suivante :
u = v − 1
2
(y − ϑ(x)) − LgV (x) + ∂ϑ
∂x
(f(x) + gy) ,
la de´rive´e temporelle de U le long des solutions de (C.44) ve´riﬁe :
U˙ ≤ −U + α + (y − ϑ)
(
v − ∂ϑ
∂x
Ω
)
. (C.46)
Mais en utilisant l’ine´galite´ quadratique de Young, nous avons :
(y − ϑ)
(
v − ∂ϑ
∂x
Ω
)
≤ (y − ϑ)
(
v + (y − ϑ)∂ϑ
∂x
∂ϑ
∂x
⊤
)
+ Ω⊤Ω ,
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d’ou` le re´sultat. 
Preuve de la proposition 2.2 :
La preuve est base´e sur une application re´cursive des Lemmes C.7 et C.8 au syste`me (2.10),
i.e. : ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ξ˙1 = ξ2 + ω1
ξ˙2 = ξ3 + ω2
...
ξ˙n = u + ωn .
(C.47)
Etape 0 : Choisissons une fonction V1 de´ﬁnie positive, propre et re´gulie`re, et une fonction u0
re´gulie`re telles que u0(0) = 0 et :
∇V1(ξ1)u0(ξ1) ≤ −V1(ξ1) , ∀ ξ1 ∈ R . (C.48)
L’existence de ces deux fonctions est assure´e par exemple par le Lemme C.6. Notons qu’elles ne
sont pas uniques.
Etape 1.1 : Graˆce a` l’e´tape 0, le syste`me :
ξ˙1 = u11 (C.49)
est stabilisable par u11(ξ1) = u0(ξ1) et le long des solutions de (C.49), nous avons :
V˙1 ≤ −V1 . (C.50)
Ensuite, nous conside´rons le syste`me :
ξ˙1 = u12 + ω1 . (C.51)
Les hypothe`ses du lemme C.7 sont ve´riﬁe´es avec :
V = V1 , α = 0 .
Donc une application directe du lemme C.7 nous donne une loi de commande u12(ξ1) et une
fonction de Lyapunov V1 pour le syste`me (C.51) telles que les hypothe`ses du lemme C.8 sont
satisfaites avec :
u12(ξ1) = u11(ξ1) − 1
4
∇V1(ξ1)
et
Ω = ω1 , V = V1 , α = ω
2
1 , u12(0) = 0 , ∇V1(0) = 0 .
Etape 1.2 : Conside´rons le syste`me : {
ξ˙1 = ξ2 + ω1
ξ˙2 = u21 .
(C.52)
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En appliquant le lemme C.8 a` (C.52), nous obtenons un controˆleur re´gulier u21(ξ1, ξ2) et une
fonction de Lyapunov re´gulie`re V2 tels que les hypothe`ses du lemme C.7 sont satisfaites pour le
syste`me (C.52) avec :
u21(ξ1, ξ2) = −1
2
(x̂2 − u12(ξ1)) − ∇V1(ξ1) + ∂u12
∂ξ1
ξ2 − 1
4
(ξ2 − u12(ξ1))
(
∂u12
∂ξ1
(ξ1)
)2
V2(ξ1, ξ2) = V1(ξ1) +
1
2
(ξ2 − u12(ξ1))2 ,
et
Ω = (ω1, 0)
⊤ , ω = ω2 , α = 2ω
2
1 , u21(0, 0) = 0 , ∇V2(0, 0) = 0 .
Etape i.1 (2≤ i ≤ n − 1) : Supposons qu’a` l’e´tape (i − 1).2, nous avons e´tabli un controˆleur
re´gulier ui1(ξ1, . . . , ξi), une fonction de Lyapunov re´gulie`re Vi(ξ1, . . . , ξi) et une fonction du
temps αi pour le syste`me suivant : ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ξ˙1 = ξ2 + ω1
ξ˙2 = ξ3 + ω2
...
ξ˙i−1 = ξi + ωi−1
ξ˙i = ui1
(C.53)
tels que les hypothe`ses du lemme C.7 sont satisfaites pour (C.53) i.e. :
V˙i ≤ −Vi + αi
et
Ω = (ω1, . . . , ωi−1, 0)
⊤ , ω = ωi , ui1(0, . . . , 0) = 0 , ∇Vi(0, . . . , 0) = 0 .
En appliquant le lemme C.7 au syste`me suivant :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ξ˙1 = ξ2 + ω1
ξ˙2 = ξ3 + ω2
...
ξ˙i−1 = ξi + ωi−1
ξ˙i = ui1 + ωi ,
(C.54)
nous obtenons un controˆleur re´gulier ui2 et une fonction de Lyapunov re´gulie`re Vi pour (C.54)
tels que les hypothe`ses du lemme C.8 sont satisfaites pour le syste`me (C.54) avec :
ui2(ξ1, ξ2, . . . , ξi) = ui1(ξ1, ξ2, . . . , ξi) − 1
4
∂Vi
∂ξi
(ξ1, ξ2, . . . , ξi)
V (ξ1, ξ2, . . . , ξi) = Vi(ξ1, ξ2, . . . , ξi) ,
et
Ω = (ω1, . . . , ωi)
⊤ , α = αi + ω
2
i , ui2(0) = 0 , ∇V (0) = 0
ou`, pour simpliﬁer, on note par 0 les vecteurs nuls quels que soient leurs ordres.
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Etape i.2 : Conside´rons le syste`me re´sultant de (C.54) augmente´ d’un inte´grateur :⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ξ˙1 = ξ2 + ω1
ξ˙2 = ξ3 + ω2
...
ξ˙i = ξi+1 + ωi
ξ˙i+1 = u(i+1)1 .
(C.55)
En appliquant le lemme C.8 a` (C.55), nous obtenons une fonction du temps αi+1, un controˆleur
re´gulier u(i+1)1 et une fonction de Lyapunov re´gulie`re Vi+1 de´ﬁnis par :
u(i+1)1(ξ1, ξ2, . . . , ξi+1) = −
1
2
(ξi+1 − ui2(ξ1, ξ2, . . . , ξi)) − ∇Vi(ξ1, ξ2, . . . , ξi)
+ ∇ui2(ξ1, ξ2, . . . , ξi)(ξ2, . . . , ξi+1)⊤
− 1
4
(ξi+1 − ui2(ξ1, ξ2, . . . , ξi))|∇ui2(ξ1, ξ2, . . . , ξi)|2 ,
Vi+1(ξ1, ξ2, . . . , ξi+1) = Vi(ξ1, ξ2, . . . , ξi) +
1
2
(ξi+1 − ui2(ξ1, ξ2, . . . , ξi))2 ,
αi+1 = αi + ω
2
i +
∑i
j=1 ω
2
j
tels que les hypothe`ses du lemme C.7 sont satisfaites pour le syste`me (C.55) avec :
V˙i+1 ≤ −Vi+1 + αi+1
et
Ω = (ω1, . . . , ωi, 0)
⊤ , ω = ωi+1 , u(i+1)1(0) = 0 , ∇Vi+1(0) = 0 .
Etape n.1 : Conside´rons maintenant le syste`me original (2.44) :⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ξ˙1 = ξ2 + ω1
ξ˙2 = ξ3 + ω2
...
ξ˙n = u + ωn
(C.56)
En faisant un raisonnement par re´currence, nous obtenons ﬁnalement des fonctions re´gulie`res
ui2(ξ1, ξ2, . . . , ξi) (1 ≤ i ≤ n − 1), un controˆleur re´gulier :
u = un2(ξ1, ξ2, . . . , ξn) := Lu(ξ1, ξ2, . . . , ξn) , (C.57)
et une fonction de Lyapunov re´gulie`re Vn(ξ1, ξ2, . . . , ξn) pour le syste`me (C.56) tels que pour
chaque 1 ≤ i ≤ n, ui2(0) = 0 et Vn satisfait
Vn(ξ1, ξ2, . . . , ξn) = V1(ξ1) +
1
2
n−1∑
i=1
(ξi+1 − ui2(ξ1, ξ2, . . . , ξi))2 (C.58)
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et le long des solutions (ξ1(t), ξ2(t), . . . , ξn(t)) de (C.56)-(C.57) dont l’intervalle maximal a` droite
est [0, T ),
V˙n(t) ≤ −Vn(ξ1(t), ξ2(t), . . . , ξn(t)) + n(n + 1)
2
sup
i∈{1,...,n}
{ω2i } . (C.59)
Une application directe du lemme de Gronwall [21] donne :
Vn(t) ≤ e−tVn(0) + n(n+ 1)
2
(
sup
i∈{1,...,n}
‖ωit‖
)2
∀ t ∈ [0, T ) (C.60)
D’apre`s la construction syste´matique, la fonction Vn est de´ﬁnie positive, propre en (ξ1, ξ2, . . . , ξn).
Donc il existe deux fonctions γv,1, γv,2 de classe K∞ telle que [53, Theorem 7.13] :
γv,1(|(ξ1, . . . , ξn)⊤|) ≤ Vn(ξ1, . . . , ξn) ≤ γv,2(|(ξ1, . . . , ξn)⊤|) . (C.61)
De (C.60), on de´duit que les solutions (ξ1, ξ2, . . . , ξn) sont borne´es sur [0, T ) et donc T = +∞.
Finalement, on conclut que (2.10) boucle´ avec u = Lu(ξ1, ξ2, . . . , ξn) dans (C.57) est ISS avec
(ω1, . . . , ωn) comme entre´e.
Il reste a` de´montrer les proprie´te´s SpES et SES. Pour toute fonction γ de classe K∞, choi-
sissons V1 et u0 dans l’e´tape 0 comme les fonctions re´sultant du Lemme C.6 avec :
γ = (2n(n+ 1))
1
2γ−1
et un η > 0 quelconque, i.e. :
−∇V1(y)u0(y) ≥ V1(y) ≥ 2n(n+ 1)γ−1(|y|)2 − η (C.62)
ou` η = 0 si (2.11) est ve´riﬁe´e.
D’autre part, (C.58) implique :
V1(ξ1) ≤ Vn(ξ1, ξ2, . . . , ξn) ∀ (ξ1, ξ2, . . . , ξn) ∈ Rn .
Avec (C.62) et (C.60), nous obtenons :
|ξ1(t)| ≤ γ
(
4Vn(0)
1/2e−t/2
(2n(n+ 1))1/2
)
+ γ
(
sup
i∈{1,...,n}
‖ωit‖
)
+ γ
(
4η1/2
(2n(n+ 1))1/2
)
ou` l’ine´qualite´ faible de triangularite´ (B.3) a e´te´ utilise´e. Selon (C.61), le premier terme a` droite
de l’ine´galite´ pre´ce´dente peut eˆtre borne´e par β(|(ξ1(0), . . . , ξn(0))⊤|, t) ou` β est une fonction de
classe KL. Le troise`me terme est e´gal a` ze´ro si (2.11) est ve´riﬁe´. Ainsi, nous avons de´montre´ la
proposition 2.2.
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C.3 De´monstration de la proposition 2.3
En conside´rant f(z, x) comme sortie du sous syste`me z de (2.12) et x comme entre´e, le sous
syste`me z est SpES. En eﬀet, soit (βz, γz, dz) un triplet de fonctions donne´es par la proprie´te´
ISpS du sous syste`me z, i.e. :
|z(t)| ≤ βz(|z(0)|, t) + γz (‖xt‖) + dz . (C.63)
Supposons sans nuire a` la ge´ne´ralite´ que γz est de classe K∞. De´ﬁnissons γ1,f et γ2,f par :
γ1,f(s) := s + sup
{(z,x):|z|≤|x|≤s}
|f(z, x)− f(0, 0)|
γ2,f(s) := s + sup
{(z,x):|x|≤|z|≤s}
|f(z, x)− f(0, 0)| .
(C.64)
Notons que les fonctions γ1,f et γ2,f de´ﬁnies dans (C.64) sont de classe K∞ et satisfont :
|f(z, x)| ≤ γ1,f(|x|) + γ2,f(|z|) + |f(0, 0)| ∀x ∈ R , z ∈ Rp . (C.65)
Donc, pour de´montrer la proprie´te´ SpES du sous syste`me z avec f comme sortie, conside´rons
une fonction x(t) quelconque, continue et borne´e sur [0,+∞). Soit z(t) la solution maximale
associe´e de´ﬁnie sur [0,+∞). Vu (C.63), (C.65), nous avons :
|f(z(t), x(t))| ≤ γ2,f(4βz(|z(0)|, t)) + (γ1,f + γ2,f ◦ 2γz)(‖xt‖)
+ γ2,f(4dz) + |f(0, 0)| ∀ t ≥ 0 (C.66)
Ceci signiﬁe que, le sous syste`me z est SpES avec la fonction de classe K∞
γ̂z := γ1,f + γ2,f ◦ 2γz
comme gain. En appliquant la Proposition 2.1 au sous syste`me x de (2.12) avec :
ω = f(z, x) , ω0 = g(z, x) ,
et
γ =
1
2
(2γ̂z)
−1 := γx , (C.67)
nous obtenons une loi de commande ϑ(x) re´gulie`re, qui est ze´ro en ze´ro, telle que le sous syste`me
x de (2.12) est SpES avec f(x, z) comme entre´e, x comme sortie et γx dans (C.67) comme gain.
De plus, la condition du petit gain (1.41) entre γ̂z et γx est automatiquement satisfaite avec
ρ1 = Id, ρ2 =
1
2 Id et d3 = 0. Finalement, duˆ au fait que la proprie´te´ OFNB est ve´riﬁe´e par
les deux sous syste`mes z et x, le premier point de la Proposition 2.3 est de´montre´ a` l’aide du
the´ore`me du petit gain ge´ne´ralise´ 1.9.
Quant au second point de la Proposition 2.3, supposons sans nuire a` la ge´ne´ralite´ que γ1 et
γ2 dans (2.14) sont de classe K∞. Notons que, d’une part, le sous syste`me z est maintenant
SES avec gain γ̂z = γ1 + γ2 ◦ 2γz. D’autre part, d’apre`s la Proposition 2.1, (2.14) et (2.15)
impliquent en particulier que ϑ(x) peut eˆtre choisie telle que le sous syste`me x est SES avec gain
γx =
1
2 (2γ̂z)
−1. On conclut ﬁnalement avec le the´ore`me 1.9.
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C.4 De´monstration du the´ore`me 2.1
Avant de de´montrer le the´ore`me 2.1, nous introduisons un lemme technique.
Lemme C.9 Etant donne´e une fonction β de classe KL satisfaisant que, pour chaque nombre
re´el strictement positif s, la fonction β(s, ·) est strictement de´croissante. Pour chaque fonction
continue κ1 : (0,+∞)→ [s0,+∞), avec s0 un nombre re´el strictement positif, et pour chaque
fonction continue κ2 : (0,+∞)→ (0,+∞) telle que :
κ2(s) ≤ β(κ1(s) , 0) ∀ s > 0 , (C.68)
l’e´galite´ :
β(κ1(s) , κ(s)) = κ2(s) ∀ s > 0 (C.69)
entraˆıne une fonction κ bien de´ﬁnie sur (0,+∞), continue et positive.
Preuve : Puisque pour chaque nombre re´el strictement positif s la fonction β(s, ·) est con-
tinue et strictement de´croissante, d’apre`s (C.68), la fonction κ(s) est bien de´ﬁnie sur (0,+∞).
Choisissons maintenant un nombre re´el strictement positif arbitraire s. Soit {sn}n≥0 une suite
quelconque de nombres re´els strictement positifs convergant vers s. On se propose de de´montrer
que κ(sn) converge vers κ(s). Remarquons d’abord que la suite {κ(sn)}n≥0 est borne´e. En eﬀet,
la continuite´ de κ1 et κ2 implique :
s0 ≤ sup
n≥0
κ1(sn) < +∞ , inf
n≥0
κ2(sn) > 0 . (C.70)
Puis, comme la fonction β est de classe KL et continue, nous avons :
0 ≤ κ(sn) ≤ l⋆ < +∞ ∀ n ≥ 0 (C.71)
ou` l⋆ est la minimale des valeurs de l telles que :
β(sup
n≥0
κ1(sn) , l) ≤ inf
n≥0
κ2(sn) . (C.72)
Supposons que κ(sn) ne converge pas vers κ(s) si n tend vers +∞. Alors, il existe un nombre
re´el strictement positif ε tel que pour chaque entier i, il existe un entier positif ni plus grand
que i et tel que :
|κ(sni) − κ(s)| > ε . (C.73)
Puisque {κ(sn)}n≥0 est une suite borne´e, il existe une sous-suite convergente {κ(snij )}j≥0 de
{κ(sni)}i≥0. De´notons par κ⋆(s) la limite. D’apre`s la continuite´ des fonctions β, κ1 et κ2 et
(C.69), on en de´duit que :
β(κ1(s) , κ
⋆(s)) = κ2(s) . (C.74)
Mais (C.73) implique :
|κ⋆(s) − κ(s)| ≥ ε . (C.75)
Ceci contredit (C.69) et comple`te la preuve du lemme. 
Le lemme technique suivant est de´montre´ par Vidyasagar et Vannelli [79] et Sontag [70].
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Lemme C.10 Soit z˙ = h(z, u) un syste`me ISS avec u comme entre´e. Si la matrice ∂h/∂z(0, 0)
est strictement Hurwitz, alors il existe une fonction β de classe KL, une fonction γ de classe
K et deux nombres re´els strictement positifs η et k tels que :
γ(s) ≤ ks ∀ s ∈ [0, η] (C.76)
et, pour chaque entre´e u mesurable et essentiellement borne´e, nous avons :
|z(t)| ≤ β(|z(0)|, t) + γ(‖ut‖) . (C.77)
Preuve : La diﬀe´rence principale avec [79], est qu’ici les conditions initiales ne sont pas nulles.
Nous suivons les ide´es dans [79, Proof of Theorem 1] et [70, Proof of Lemma 6.1].
Puisque h est re´gulie`re, elle satisfait localement la condition de Lipschitz en x = 0, u = 0,
en d’autres termes, il existe des constantes positives L et ε telles que, pour tous les |zi| ≤ ε et
|ui| ≤ ε (i = 1, 2),
|h(z1, u1)− h(z2, u2)| ≤ L(|z1 − z2| + |u1 − u2|) . (C.78)
A l’aide d’un the´ore`me inverse de Lyapunov [20, Theorem 56.1], d’apre`s nos hypothe`ses, il existe
une fonction de Lyapunov V : Rn → R+ de classe C1, et des constantes positives li (1 ≤ i ≤ 3)
et δ telles que :
l21|z|2 ≤ V (z) ≤ l22|z|2
V˙ (z) ≤ − |z|2
|∇V (z)| ≤ l3|z|
⎫⎪⎪⎬⎪⎪⎪⎭ ∀ |z| ≤ δ (C.79)
ou` V˙ signiﬁe la de´rive´e de V le long des trajectoires de z˙ = h(z, 0).
Conside´rons d’abord le cas ou` u(·) est un controˆle mesurable et essentiellement borne´ satis-
faisant ‖u‖ ≤ ε. Maintenant, le long des trajectoires de z˙ = h(z, u(t)) avec la condition initiale
z(0) qui satisfait
|z(0)| ≤ ξ0 := (l1/(2l2))min{δ, ε} , (C.80)
la de´rive´e temporelle de V s’e´crit :
V˙ (t) = ∇V (z(t))h(z(t), 0) + ∇V (z(t))[h(z(t), u(t))− h(z(t), 0)] ∀ t ≥ 0 . (C.81)
Comme |z(0)| < min{δ, ε}, il existe un instant T > 0 tel que :
|z(t)| ≤ min{δ, ε} ∀ t ∈ [0, T ] .
Vu (C.78), (C.79) et (C.81), on obtient :
V˙ (t) ≤ −|z(t)|2 + l3L|z(t)| ‖ut‖
≤ − 1
2l22
V (z(t)) +
l23L
2
2
‖ut‖2 ∀ t ∈ [0, T ] . (C.82)
(C.82) donne :
V (z(t)) ≤ e−t/(2l22)V (z(0)) + l22l23L2‖ut‖2 ∀ t ∈ [0, T ] . (C.83)
Avec (C.79), (C.83) implique :
|z(t)| ≤ l2
l1
e−t/(4l
2
2)|z(0)| + l2l3L
l1
‖ut‖ ∀ t ∈ [0, T ] . (C.84)
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Nous voyons donc avec (C.80) que ne´cessairement T = +∞ si :
1
2
min{δ , ε} + l2l3L
l1
‖ut‖ < min{δ , ε} , ∀ t ≥ 0
et de plus,
|z(0)| ≤ ξ0 , ‖ut‖ < min
{
ε ,
l1
2l2l3L
min{δ , ε}
}
:= ε˜
impliquent :
|z(t)| ≤ l2
l1
e−t/(4l
2
2)|z(0)| + l2l3L
l1
‖ut‖ . (C.85)
Nous somme maintenant preˆts a` construire les fonctions β et γ telles que (C.76) et (C.77) sont
satisfaites. Comme z˙ = h(z, u) est ISS, il existe une fonction β0 de classe KL et une fonction
γ0 de classe K telles que :
|z(t)| ≤ β0(|z(0)|, t) + γ0(‖ut‖) . (C.86)
Duˆ au Lemme C.3, nous pouvons supposer que β0 est continue et que, pour chaque nombre re´el
strictement positif s, la fonction β0(s, ·) est strictement de´croissante. Sans nuire a` la ge´ne´ralite´,
on suppose que γ0 est de classe K∞.
De´ﬁnissons ε⋆ > 0 par :
ε⋆ := sup{ξ ≥ 0 | ξ ≤ ε˜/2 , γ0(ξ) ≤ ξ0/2} (C.87)
et t⋆(s) par : t⋆(s) = 0 si β0(s, 0) ≤ ξ0/2; β0(s, t⋆(s)) = ξ0/2 si β0(s, 0) > ξ0/2.
D’apre`s le Lemme C.9, avec les proprie´te´s de β0, nous de´montrons que t
⋆(s) est une fonction
continue, croissante sur l’intervalle [0,+∞). D’apre`s les de´ﬁnitions de t⋆ et de ε⋆, lorsque
|z(0)| ≥ ξ0 et ‖u‖ ≤ ε⋆, (C.86) entraˆıne :
|z(t⋆(|z(0)|))| ≤ ξ0 , γ0(‖ut‖) ≤ β0(|z(0)|, t) ∀ 0 ≤ t ≤ t⋆ .
En appliquant (C.85) avec le nouvel instant de de´part t⋆, nous obtenons :
|z(t)| ≤ l2ξ0
l1
e−t/(4l
2
2) et
⋆(|z(0)|)/(4l22) +
l2l3L
l1
‖ut‖ ∀ t ≥ t⋆ . (C.88)
Donc, dans le cas ou` |z(0)| ≥ ξ0 et ‖u‖ ≤ ε⋆, nous avons, pour tous les t ≥ 0,
|z(t)| ≤ 2β0(|z(0)| , t) + l2ξ0
l1
e−t/(4l
2
2) et
⋆(|z(0)|)/(4l22) +
l2l3L
l1
‖ut‖ . (C.89)
De´ﬁnissons β1 par :
β1(s , t) :=
l2
l1
e−t/(4l
2
2) s + 2β0(s, t) +
l2ξ0
l1
e−t/(4l
2
2) et
⋆(s)/(4l22) , ∀ s ≥ 0 , ∀ t ≥ 0 . (C.90)
Si t⋆(s) e´tait strictement croissante, β1 serait de classe KL. Par contre, la fonction β suivante
est de classe KL :
β(s, t) := β0(s, t) + β1(s, t) ∀ s ≥ 0 , ∀ t ≥ 0 . (C.91)
De´ﬁnissons la fonction γ par :
γ(s) :=
⎧⎨⎩
l2l3L
l1
s + γ0(ε
⋆) sε⋆ si s ∈ [0, ε⋆]
l2l3L
l1
s + γ0(s) si s ∈ (ε⋆,+∞) .
(C.92)
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Comme il peut eˆtre directement ve´riﬁe´, γ de´ﬁnie dans (C.92) est de classe K et satisfait (C.76).
Pour conclure, il suﬃt de de´montrer que ces fonctions β et γ ve´riﬁent (C.77). En eﬀet, con-
side´rons
• le cas ou` |z(0)| ≤ ξ0 et ‖u‖ < ε⋆. Comme ε⋆ < ε˜, d’apre`s (C.91) et (C.92), (C.85) entraˆıne
directement (C.77).
• le cas ou` |z(0)| ≥ ξ0 et ‖u‖ < ε⋆. (C.89) donne (C.77).
• le cas ou` ‖u‖ ≥ ε⋆. Selon les de´ﬁnitions de β et γ, β(s, t) ≥ β0(s, t) et γ(s) ≥ γ0(s) pour tout
(s, t) dans R2+. Donc (C.86) implique imme´diatement (C.77).

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Preuve du the´ore`me 2.1 :
Conside´rons la fonction :
V (x) =
1
2
x2 . (C.93)
Sa de´rive´e de Lie le long du champ de vecteurs donne´ par (2.12) est :
V˙ = xg(z, x)u + xf(z, x) . (C.94)
Puisque f(x, z) est une fonction re´gulie`re, quels que soient les nombres re´els strictement positifs
a et ε, nous pouvons trouver trois fonctions positives et re´gulie`res α1, α2 et α3, qui sont de´ﬁnies
sur R et strictement croissantes sur l’intervalle [0,+∞), telles qu’avec (B.1) et (2.16), nous
avons :
|x| |f(z, x)| ≤ |x| |f(z, x)− f(z, 0)| + |x| |f(z, 0)| ,
≤ x2
∫ 1
0
∣∣∣∣∂f∂x(z, λx)
∣∣∣∣dλ + |x| γf(|z|) ,
≤ x2 (α1(x) + α2(|z|)) + |x| γf(|z|) ,
≤ x2
(
α1(x) + a+
1
2ε
(1 + x2)
)
+
ε
2
γf(|z|)2 (1 + α3(|z|)) . (C.95)
En eﬀet, les fonctions γf et α2 e´tant re´gulie`res, positives et strictement croissantes, pour chaque
a > 0, il existe une fonction re´gulie`re, positive et strictement croissante α3 satisfaisant (voir
Lemme C.1) :
max {α2(s)− a , 0}2
γf (s)2
≤ α3(s) ∀ s ∈ R+ . (C.96)
Alors, soit κ la fonction de´ﬁnie par :
κ(s) := δ s2 + ε
[
γf(s)
2 (1 + α3(s))− γf (0)2 (1 + α3(0))
]
. (C.97)
Elle est de classe K∞. Aussi, soit γz la fonction de classe K donne´e par la proprie´te´ ISpS du
sous syste`me z dans (2.12) et d3 un nombre re´el strictement positif. En appliquant le Lemme
C.5 avec :
γ(x) = κ ◦ 2γz(2x) , λ = d3 , (C.98)
nous obtenons une fonction re´gulie`re γ0 de classe K∞ satisfaisant :
κ ◦ 2γz(2s) ≤ γ0(s + d3) ∀ s ∈ R+ . (C.99)
Notons que, la fonction α3 e´tant re´gulie`re, si γz satisfait (2.17), l’ine´galite´ (C.99) est satisfaite
avec d3 e´gal a` 0. Ayant obtenu γ0, on peut de´ﬁnir la loi de commande ϑ(x) comme :
ϑ(x) =
1
δ
[
−x
(
α1(x) + a+
1
2ε
(1 + x2) + 1 +
δ
2
)
− u1(x)
x
]
(C.100)
ou` u1 est la fonction paire donne´e par :
u1(x) = u1(−x) = γ0(|x|) ∀ x ∈ R. (C.101)
Remarquons que :
u1(x) =
1
2
x2 ∀x ∈ [−η1, η1] (C.102)
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ou` η1 est un nombre re´el strictement positif procure´ par le Lemme C.5. Puis, car g est borne´e
infe´rieurement par le nombre re´el strictement positif δ, en substituant u dans (C.94) par :
u = ϑ(x) + v , (C.103)
nous obtenons, avec (C.95),
V˙ ≤ −x2 − g(z, x)
δ
u1(x) +
ε
2
γf(|z|)2 (1 + α3(|z|)) + g(z, x)
(
xv − 1
2
x2
)
,
≤ −x2 − 1
2
[
γ0(|x|) − ε
(
γf (|z|)2(1 + α3(|z|)) − γf(0)2(1 + α3(0))
)]
− 1
2
[
γ0(|x|)− δv2
] g(z, x)
δ
+
ε
2
γf(0)
2 (1 + α3(0)) . (C.104)
On en de´duit, avec l’algorithme de Sontag relatif a` ISS, que le sous syste`me x de (2.12) est ISpS
avec (z, v) comme entre´e et un triplet de (βx, γx, dx), satisfaisant (1.44), de´ﬁnies comme :
βx(s, t) := s exp(−2t) (C.105)
γx(s) := γ
−1
0 ◦ κ(s) (C.106)
dx :=
√
ε
2
γf (0)
√
1 + α3(0) . (C.107)
Avec (C.101), (C.99), (C.106) et (C.97), nous concluons que :
γx ◦ 2γz(s) ≤ 1
2
s + d3 ∀ s ≥ 0 (C.108)
ou` d3 est nul quand (2.17) est satisfaite. Il re´sulte que les deux premiers points du the´ore`me
sont de´montre´s au moyen du The´ore`me 1.10.
Il reste a` de´montrer le dernier point. Observons que, quand nous conside´rons x comme
la sortie du syste`me (2.12), (2.12) est hyperboliquement a` de´phasage minimal avec degre´ re-
latif 1 (voir [8]). D’apre`s [44, Theorem 24.I] sur les conditions pour la stabilite´ procure´e par
l’approximation d’ordre 1 et la technique du lieu de poˆles dans [16], il existe un nombre re´el
strictement positif ε⋆ tel que pour tous les ε dans (0, ε⋆], le controˆleur d’e´tat partiel ϑ(x), de´ﬁnie
par (C.100), rende la solution nulle de (2.12) boucle´ GAS et LES. A l’aide du Lemme C.10, le
dernier point est de´montre´.
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C.5 De´monstration de la proposition 2.4
Soit u(·) une fonction arbitraire de [0,+∞) dans R qui est mesurable et essentiellement borne´e.
Pour chaque condition initiale (x(0), z(0)), de´notons par (x(t), z(t)) la solution correspondante
du syste`me (2.18)-(2.19) de´ﬁnie sur l’intervalle maximal a` droite [0, T ) avec 0 < T ≤ +∞. Soient
(βx, γx, dx) (resp. (βz, γz, dz)) trois fonctions associe´es donne´es par la proprie´te´ du sous syste`me
x (2.18) (resp. du sous syste`me z (2.19)). Choisissons chaque T ′ dans [0, T ).
D’apre`s la proprie´te´ d’ISpS, (2.18) avec (z, u) comme entre´e et (2.19) avec u comme entre´e en-
traˆınent que pour chaque 0 ≤ s ≤ t ≤ T ′, et utilisant le fait que ces syste`mes sont stationnaires :
|x(t)| ≤ βx(|x(s)|, t− s) + γx
(‖(z[s,t], u[s,t])‖) + dx (C.109)
|z(t)| ≤ βz(|z(s)|, t− s) + γz
(‖u[s,t]‖) + dz (C.110)
avec u[s,t] de´ﬁni en Appendice A. En particulier, (C.109) et (C.110) sont satisfaites pour s = 0.
Comme βz est de classe KL, nous avons, pour tous les 0 ≤ t ≤ T ′,
|zT ′(t)| = |z(t)| ≤ βz(|z(0)|, 0) + γz (‖u‖) + dz := δ . (C.111)
Alors, en substituant (C.111) dans (C.109), nous obtenons imme´diatement que pour tous les
0 ≤ t ≤ T ′,
|x(t)| ≤ βx(|x(0)|, 0) + γx (‖u‖+ δ) + dx . (C.112)
Les bornes obtenues pour |x(t)| et |z(t)| dans (C.111) et (C.112) ne de´pendent pas de T ′. Aussi,
puisque T ′ est arbitraire, |x(t)| et |z(t)| sont borne´s sur leur intervalle maximal a` droite [0, T ).
On en de´duit par contradiction que T = +∞.
Maintenant (C.109) et (C.110) sont satisfaites pour tous les 0 ≤ s ≤ t < +∞. Nous allons
montrer qu’il existe une fonction β de classe KL, une fonction γ de classe K et une constante
positive d telles que, pour tous les t ≥ 0,∣∣∣∣( x(t)z(t)
)∣∣∣∣ ≤ β (∣∣∣∣( x(0)z(0)
)∣∣∣∣ , t) + γ(‖ut‖) + d . (C.113)
En utilisant (C.109) avec (s, t) = (t/2, t) et (C.110) avec (s, t) = (0, τ), nous avons :
|x(t)| ≤ βx(|x(t/2)| , t/2) + dx (C.114)
+ γx
(
sup
τ∈[t/2,t]
{βz(|z(0)|, τ) + γz(‖uτ‖) + dz + ‖uτ‖}
)
.
Utilisant l’ine´galite´ (B.3) avec ρ = 2Id, le troisie`me terme dans le membre droit de (C.114) est
borne´ par :
γx
(
sup
τ∈[t/2,t]
{βz(|z(0)|, τ) + γz(‖uτ‖) + dz + ‖uτ‖}
)
(C.115)
≤ γx(2βz(|z(0)| , t/2)) + γx ◦ 4(γz + Id)(‖ut‖) + γx(4dz) .
En appliquant (C.109) et (C.110) au premier terme du membre droit de (C.114), utilisant encore
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une fois l’ine´galite´ (B.3) avec ρ = 2Id, nous obtenons successivement :
βx(|x(t/2)| , t/2)
≤ βx(βx(|x(0)| , t/2) + γx(‖(zt/2, ut/2)‖) + dx , t/2)
≤ βx(2βx(|x(0)| , t/2) , t/2) + βx(4dx , t/2)
+ βx
(
4γx
(
βz(|z(0)|, 0)+ γz(‖ut/2‖) + dz + ‖ut/2‖
)
, t/2
)
≤ βx (2βx(|x(0)| , t/2) , t/2) + βx(8γx(2βz(|z(0)|, 0)) , t/2)
+ βx
(
16γx ◦ 4(γz + Id)
(‖ut/2‖) , t/2) + βx(4dx, t/2) + βx(16γx(4dz) , t/2) .
(C.116)
Vu (C.115), (C.116), (C.114) et (C.110), nous concluons que (C.113) est ve´riﬁe´e avec β, γ et d
de´ﬁnies ci-dessous :
β(s, t) = βx(2βx(s, t/2), t/2) + βx(8γx(2βz(s, 0)), t/2) + γx(2βz(s, t/2)) + βz(s, t) ,
γ(s) = γx(4γz(s) + 4s) + βx(16γx(4γz(s) + 4s), 0) + γz(s) ,
d = dx + γx(4dz) + βx(4dx, 0) + βx(16γx(4dz) , 0) + dz .
Le premier point de la Proposition 2.4 est donc de´montre´. En ce qui concerne le second point,
nous remarquons que le line´arise´ du syste`me (2.18)-(2.19) avec u = 0 est stable, i.e. que toutes
les valeurs propres de la matrice suivante⎛⎜⎜⎝
∂f
∂x
(0, 0, 0)
∂f
∂z
(0, 0, 0)
0
∂g
∂z
(0, 0)
⎞⎟⎟⎠
se trouvent dans le demi-plan gauche ouvert des complexes.
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Annexe D
De´monstrations lie´es au Chapitre 3
D.1 De´monstration du corollaire 3.2
On donne ici une de´montration du corollaire 3.2 fonde´e sur une fonction de Lyapunov globale.
Puisque F , H et un sont localement Lipschitz, pour chaque condition initiale X(0) ∈ Ω, il
existe une solution unique X(t) de (3.7)-(3.73) de´ﬁnie maximalement a` droite : [0, T )→ Ω.
Pour e´tudier les proprie´te´s de cette solution, introduisons une fonction I : R+ → R+ par :
I(V ) =
∫ V
0
Ψ(Υ(v))2
Υ(v)
dv (D.1)
I est bien de´ﬁnie. En eﬀet, a` partir des proprie´te´s de Ψ et le point 1 du Lemme 3.1, la fonction
Ψ(x)/x peut eˆtre de´ﬁnie par extension continue comme une fonction continue de R+ dans R+.
La fonction Υ e´tant aussi continue, Ψ(Υ(v))
2
Υ(v) est continue de R+ dans R+. De plus, Ψ e´tant
strictement croissante et Υ satisfaisant (3.15), pour chaque nombre re´el positif i, il existe un
nombre re´el positif v tel que :
I(V ) ≤ i =⇒ V ≤ v . (D.2)
Soit V(x, r) une fonction de´ﬁnie par :
V(x, r) = I(V (x, p⋆)) + ε
2
r2 (D.3)
avec ε un nombre re´el strictement positif qui sera pre´cise´ par la suite. Les arguments pre´ce´dents
montrent que V est une fonction C1, de´ﬁnie positive et propre de (V, r). De´notons par ω les
eﬀets non-mode´lise´s associe´s a` la solution X(t) :
ω = x˙ − a(x, u) − A(x, u) p⋆ . (D.4)
Avec (3.13) dans l’hypothe`se S (3.12) et (3.18)-(3.19)dans l’hypothe`seUEC(α, r0, Ψ, Υ) (3.16) et
selon les proprie´te´ (3.15) de Υ, la de´rive´e de V le long de cette solution satisfait :
V˙ = Ψ(Υ)
2
Υ
∂V
∂x
[a+Ap⋆ + ω] − ε r (αr − Ψ(Υ)) (D.5)
≤ −
(
1− μ1 − D(Ω)
Υ(V )
)
Ψ2 − ε α r2 + μ2 Ψ(Υ)
2Ψ−1(αr)
Υ
+ ε rΨ (D.6)
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Remarquons que nous avons :
Ψ−1(αr) ≤ Υ =⇒ Ψ(Υ)
2Ψ−1(αr)
Υ
≤ Ψ(Υ)2 (D.7)
et, comme Ψ(x)x est non de´croissante,
Ψ−1(αr) > Υ =⇒ Ψ(Υ)
2Ψ−1(αr)
Υ
≤ α rΨ(Υ) . (D.8)
On en de´duit :
V˙ ≤ −
(
1− μ1 − μ2 − D(Ω)
Υ(V )
)
Ψ2 − ε α r2 + (μ2 α + ε) rΨ . (D.9)
Maintenant, nous allons de´montrer l’existence de nombres positifs v⋆, r⋆ et η⋆ > 0 tels qu’en
chaque instant t ou`, soit V (t) ≥ v⋆, soit r(t) ≥ r⋆ nous avons :
V˙(t) ≤ −η
⋆
2
(
Ψ(Υ(V (t)))2 + r(t)2
)
. (D.10)
En eﬀet, par hypothe`se, nous avons :
ℓ := lim sup
v→+∞
D(Ω)
Υ(v)
< 1 − μ1 − 2 μ2 (D.11)
De´ﬁnissons ℓ′ par :
ℓ′ := ℓ+
1− μ1 − 2 μ2 − ℓ
2
∈ (ℓ , 1− μ1 − 2 μ2) (D.12)
et choisissons :
ε := α
(
2− 2μ1 − 3 μ2 − 2ℓ′
)
. (D.13)
Nous avons obtenu qu’en chaque instant t ou` D(Ω)Υ(V (t)) < ℓ
′ nous avons :
V˙(t) ≤ −η⋆ [Ψ(Υ(V (t)))2 + r(t)2] (D.14)
ou` η⋆ est la racine la plus petite de :
η2 − ((1 + 2α2)(1− μ1 − μ2 − ℓ′)− μ2α2) η (D.15)
+ α2 (1− μ1 − μ2 − ℓ′) (1− μ1 − 2μ2 − ℓ′) = 0 .
Cette racine est strictement positive d’apre`s (3.78). Par ailleurs, a` partir des de´ﬁnitions de ℓ et
ℓ′, il existe un nombre re´el positif v⋆ tel que :
D(Ω)
Υ(v)
≥ ℓ′ =⇒ v ≤ v⋆ . (D.16)
Il en re´sulte que, a` chaque instant t ou` D(Ω)
Υ(V (t))
≥ ℓ′, nous avons :
V˙(t) ≤ −(1− μ1 − μ2 − ℓ′)Ψ(Υ(V (t)))2 − ε α r(t)2
+ (μ2 α+ ε) r(t)Ψ(Υ(V (t))) +
( D(Ω)
Υ(V (t))
− ℓ′
)
Ψ(Υ(V (t)))2 (D.17)
≤ −η
⋆
2
[
Ψ(Υ(V (t)))2 + r(t)2
]
+
η⋆
2
(
r⋆2 − r(t)2) (D.18)
D.1. De´monstration du corollaire 3.2 155
ou`, duˆ a` la continuite´ de la fonction Ψ(Υ(v))
2
Υ(v) , le nombre re´el positif r
⋆ est de´ﬁni par :
r⋆2 :=
2D(Ω)
η⋆
sup
0≤v≤v⋆
{
Ψ(Υ(v))2
Υ(v)
}
. (D.19)
Supposons que T soit ﬁni, alors :
X(t) → ∂Ω si t→ T . (D.20)
Mais comme V(x, r) est propre, V satisfait le point 3 dans l’hypothe`se S (3.12) et, d’apre`s (D.10),
V˙ est strictement ne´gative quand V ou r est large, il existe alors un ensemble compact Kx dans
Rn tel que :
x(t) ∈ Kx ∀ t ∈ [0, T ) . (D.21)
Avec l’hypothe`se OE (3.10) et (D.20), on en de´duit que la commande u(t) = un(x(t), p
⋆) est non
borne´e sur [0, T ). Mais ceci est impossible puisque un est continue et x(t) ve´riﬁe (D.21). Donc
T = +∞ et, selon OE (3.10) , la solution X(t) est borne´e.
Finalement, conside´rons le cas ou` D(t) ≡ 0 ∀ t ≥ T0. On sait a` partir des analyses
pre´ce´dentes que toutes les solutions avec X(0) ∈ Ω sont bien de´ﬁnies et borne´es sur [0,+∞)
donc notamment sur [0, T0). Si bien qu’on peut reproduire cette analyse mais avec le nouvel
instant initial T0 et donc avec D(Ω) remplace´e par 0. Dans ce cas v⋆ et r⋆ sont nuls. Donc pour
chaque t ≥ T0, nous avons :
V˙(t) ≤ −η⋆ (Ψ(Υ(V (t)))2 + r(t)2) (D.22)
A partir de l’hypothe`se R (3.9) et du lemme de Barba˘lat [60, p.211], Ψ(Υ(V (x(t), p⋆))) tend
vers 0 lorsque t tend vers +∞. Selon les proprie´te´s de Ψ et les points 2 et 3 de l’hypothe`se S
(3.12) , nous concluons :
D(t) ≡ 0 ∀ t ≥ T0 =⇒ lim
t→+∞
x(t) = E . (D.23)
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D.2 De´monstration de la proposition 3.1
Puisque les champs de vecteurs de (3.7)-(3.83) sont localement Lipschitz, pour chaque condition
initiale p̂(0) ∈
◦
Π et X(0) ∈ Ω, il existe une seule solution (X(t), p̂(t)) de (3.7)-(3.83) de´ﬁnie
maximalement a` droite : [0, T )→ Ω×Rp. Rappelons que, selon Praly et al. [64, lemma (105)],
la fonction Proj posse`de les proprie´te´s suivantes :
(p− p⋆)⊤ Proj (p, y) ≤ (p− p⋆)⊤ y , |Proj (p, y)| ≤ |y| (D.24)
pour tous les (p, p⋆, y) dans Rl ×
◦
Π×Rl. Le long de cette solution, nous avons, avec (D.24) :
U˙ ≤ −
(
1− μ1 − D(Ω)
Υ(V )
)
Ψ2 − ε α r2 + μ2 Ψ(Υ)
2Ψ−1(αr)
Υ
+ ε rΨ− λ (p̂− p⋆)⊤ p˙⋆ . (D.25)
Mais, duˆ a` Proj, p̂ reste dans le compact Π. Puisque, par hypothe`se, il en de meˆme pour p⋆ et
que nous avons : ∣∣p˙⋆∣∣ ≤ ρ ,
il existe un nombre re´el positif k, de´pendant seulement de Π, tel que :
U˙ ≤ −
(
1− μ1 − D(Ω)
Υ
− λ k ρ
Ψ2
)
Ψ2 − ε α r2 + μ2 Ψ(Υ)
2Ψ−1(αr)
Υ
+ ε rΨ . (D.26)
Vue l’analogie avec (D.6), nous poursuivons comme dans la preuve de Proposition 3.2. Nous
montrons l’existence de nombres re´els positifs v⋆, r⋆ et η⋆ > 0 tels qu’a` chaque instant t ou`
V (t) ≥ v⋆ ou r(t) ≥ r⋆ nous avons :
U˙(t) ≤ −η
⋆
2
(
Ψ(Υ(V (t)))2 + r(t)2
)
. (D.27)
Supposons alors que T soit ﬁni. Puisque p̂(t) reste dans l’ensemble compact Π, ceci implique :
X(t) → ∂Ω si t→ T . (D.28)
Mais puisque U(x, r, p̂) est propre, p̂ reste dans l’ensemble compact Π, V satisfait le point 3 dans
l’hypothe`se S (3.12) et U˙ est strictement ne´gative quand V ou r est large, il existe un ensemble
compact Kx dans R
n tel que :
x(t) ∈ Kx ∀ t ∈ [0, T ) . (D.29)
Avec l’hypothe`se OE (3.10) , (D.28) et la continuite´ de un, ceci est comme dans la preuve de
la Proposition 3.2 en contradiction avec (D.28). Il en re´sulte que T = +∞ et que la solution
X(t) est borne´e. Finalement, observons que si ρ = 0 et D(t) ≡ 0 ∀ t ≥ T0, alors nous pouvons
choisir v⋆ = r⋆ = 0 pour t ≥ T0. Par conse´quent,
U˙ ≤ −η⋆ (Ψ2 + r2) . (D.30)
A l’aide de l’hypothe`se R (3.9) et le lemme de Barba˘lat [60, p.211], on en de´duit que la fonction
Ψ(Υ(V (x(t)))) tend vers 0 lorsque t tend vers +∞. A partir des proprie´te´s de Ψ et les points 2
et 3 de l’hypothe`se S (3.12) , nous concluons :
ρ = 0 et D(t) ≡ 0 ∀ t ≥ T0 =⇒ lim
t→+∞
x(t) = E . (D.31)
Remarquons que si D(Ω) = ρ = 0, le fait que Π soit compact n’est pas ne´cessaire puisque
dans ce cas (D.27) implique la bornitude de U et donc de p̂− p⋆.
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D.3 De´monstration de la proposition 3.2
Comme les champs de vecteurs de (3.7)-(3.92) sont localement Lipschitz, pour chaque condition
initiale p̂(0) ∈
◦
Π, r(0) ≥ 0 et X(0) ∈ Ω, il existe une seule solution (X(t), p̂(t), r(t)) de (3.7)-
(3.92) de´ﬁnie maximalement a` droite : [0, T ) → Ω × Rp × R. Le long de cette solution, nous
avons, avec (D.24) et U de´ﬁnie dans (3.90) :
U˙ ≤ 1
Δ
[
−
(
1− μ1 − D(Ω)
Υ(V )
)
Ψ2 − ε α r2 + μ2 Ψ(Υ)
2Ψ−1(αr)
Υ
+ ε rΨ+
Ψ2
Υ
∂V
∂p
˙̂p
]
ou` :
Δ := 1 +
∫ V
0
Ψ(Υ(v))2
Υ(v)
dv +
ε
2
r2 . (D.32)
Pour aller plus loin, nous observons que,
(1+
∫ v
0 Υ(t)dt)
k
1+
∫ v
0
Ψ(Υ(t))2
Υ(t)
dt
e´tant une fonction non de´croissante, nous
avons en prenant sa de´rive´e logarithmique,
Ψ(Υ(v))2
Υ(v)2
1 +
∫ v
0 Υ(t)dt
1 +
∫ v
0
Ψ(Υ(t))2
Υ(t) dt
≤ k . (D.33)
Puis avec (D.24), (3.92) et (3.93), nous avons :∣∣∣∣Ψ2Υ ∂V∂p ˙̂p
∣∣∣∣ ≤ 1λΔΨ4Υ2
∣∣∣∣∂V∂p (x, p̂)
∣∣∣∣ · ∣∣∣∣A(x, un(x, p̂))⊤ ∂V∂x (x, p̂)⊤
∣∣∣∣ (D.34)
≤ Ψ2 dk
λ
. (D.35)
En retournant a` (D.32) et en poursuivant les meˆmes e´tapes que celles suivant (D.6), nous
obtenons :
U˙ ≤ 1
Δ
{
−
(
1− μ1 − μ2 − dk
λ
− D(Ω)
Υ
)
Ψ2 − εαr2 + (ε+ αμ2)rΨ
}
. (D.36)
De´ﬁnissons :
ℓ := lim sup
v→+∞
D(Ω)
Υ(v)
, ℓ′ := ℓ+
1− μ1 − μ2 − dk/λ− ℓ
2
> ℓ (D.37)
A chaque instant t ou` D(Ω)Υ(V (t)) < ℓ
′, nous avons :
U˙ ≤ 1
Δ
{
−1
2
(1− μ1 − μ2 − dk
λ
− ℓ)Ψ2 − εαr2 + (ε+ αμ2)rΨ
}
(D.38)
≤ − η
⋆
Δ
(
Ψ2 + r2
)
(D.39)
ou` η⋆ est la racine la plus petite de :
4η2 − 2(1− μ1 − μ2 − dk/λ− ℓ+ 2εα)η + (D.40)
+
{
2αε(1− μ1 − μ2 − dk/λ− ℓ)− (ε+ αμ2)2
}
= 0 .
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Elle est strictement positive duˆ a` (3.95). Par ailleurs, il existe un nombre re´el positif v⋆ tel que :
D(Ω)
Υ(v)
≥ ℓ′ =⇒ v ≤ v⋆ . (D.41)
Finalement, a` chaque instant t ou` D(Ω)
Υ(V (t))
≥ ℓ′, nous avons :
U˙ ≤ 1
Δ
{
−1
2
(1− μ1 − μ2 − dk
λ
− ℓ)Ψ2 − εαr2
+ (ε+ αμ2)rΨ +
( D(Ω)
Υ(V (t))
− ℓ′
)
Ψ2
}
≤ 1
Δ
{
−η⋆(Ψ2 + r2) + sup
0≤v≤v⋆
D(Ω)Ψ(Υ(v))2
Υ(v)
}
. (D.42)
La preuve se comple`te avec les meˆmes arguments que dans la preuve de la Proposition 3.1.
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