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FINDING DIRECT PRODUCT DECOMPOSITIONS IN
POLYNOMIAL TIME
JAMES B. WILSON
Abstract. A polynomial-time algorithm is produced which, given generators
for a group of permutations on a finite set, returns a direct product decom-
position of the group into directly indecomposable subgroups. The process
uses bilinear maps and commutative rings to characterize direct products of p-
groups of class 2 and reduces general groups to p-groups using group varieties.
The methods apply to quotients of permutation groups and operator groups
as well.
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1. Introduction
Forming direct products of groups is an old and elementary way to construct
new groups from old ones. This paper concerns reversing that process by efficiently
decomposing a group into a direct product of nontrivial subgroups in a maximal
way, i.e. constructing a Remak decomposition of the group. We measure efficiency
by describing the time (number of operations) used by an algorithm, as a function
of the input size. Notice that a small set of generating permutations or matrices
can specify a group of exponentially larger size; hence, there is some work just to
find the order of a group in polynomial time. In the last 40 years, problems of this
sort have been attacked with ever increasing dependence on properties of simple
groups, and primitive and irreducible actions, cf. [32]. A polynomial-time algorithm
to construct a Remak decomposition is an obvious addition to those algorithms
and, as might be expected, our solution depends on many of those earlier works.
Surprisingly, the main steps involve tools (bilinear maps, commutative rings, and
group varieties) that are not standard in Computational Group Theory.
We solve the Remak decomposition problem for permutation groups and describe
the method in a framework suitable for other computational settings, such as matrix
groups. We prove:
Theorem 1.1. There is a deterministic polynomial-time algorithm which, given a
permutation group, returns a Remak decomposition of the group.
It seems natural to solve the Remak decomposition problem by first locating a
direct factor of the group, constructing a direct complement, and then recursing
on the two factors. Indeed, Luks [18] and Wright [37] (cf. Theorem 4.2) gave
polynomial-time algorithms to test if a subgroup is a direct factor and if so to
construct a direct complement. But how do we find a proper nontrivial direct factor
to start with? A critical case for that problem is p-groups. A p-group generally has
an exponential number of normal subgroups so that searching for direct factors of
a p-group appears impossible.
The algorithm for Theorem 1.1 does not proceed in the natural fashion just
described, and it is more of a construction than a search. In fact, the algorithm
does not produce a single direct factor of the original group until the final step, at
which point it has produced an entire Remak decomposition.
It was the study of central products of p-groups which inspired the approach
we use for Theorem 1.1. In [35, 36], central products of a p-group P of class 2
were linked, via a bilinear map Bi(P ), to idempotents in a Jordan algebra in a way
that explained their size, their (AutP )-orbits, and demonstrated how to use the
polynomial-time algorithms for rings (Ronyai [29]) to construct fully refined central
decompositions all at once (rather than incrementally refining a decomposition).
This approach is repeated here, only we replace Jordan algebras with a canonical
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commutative ring C(P ) := C(Bi(P )) (cf. (5.10) and Definition 5.16). Thus, we
characterize directly indecomposable p-groups of class 2 as follows:
Theorem 1.2. If P and Q are finite p-groups of nilpotence class 2 then C(P×Q) ∼=
C(P )⊕C(Q). Hence, if C(P ) is a local ring and ζ1(P ) ≤ Φ(P ), then P is directly
indecomposable. Furthermore, if P p = 1 then the converse also holds.
The algorithm applies the implications of Theorem 1.2 and begins with the
unique Remak decomposition of a commutative ring. This process is repeated
across several sections of the group. Using group varieties we organize the various
sections. Group varieties behave well regarding direct products and come with
natural and computable normal subgroups used to create the sections. To work
within these sections of a permutation group we have had to prove Theorem 1.1 in
the generality of quotients of permutation groups and thus we have used the Kantor-
Luks polynomial-time quotient group algorithms [12]. Those methods depend on
the Classification of Finite Simple Groups and, in this way, so does Theorem 1.1.
A final generalization of the main result is the need to allow groups with operators
Ω and consider Remak Ω-decompositions. The most general version of our main
result is summarized in Theorem 6.4 followed by a variant for matrix groups in
Corollary 6.6.
Theorem 1.1 was proved in 2008 [34]. That same year, with entirely different
methods, Kayal-Nezhmetdinov [14] proved there is a deterministic polynomial-time
algorithm which, given a group G specified by its multiplication table (i.e. the size
of input is |G|2), returns a Remak decomposition of G. The same result follows as
a corollary to Theorem 1.1 by means of the regular permutation representation of
G. Theorem 8.1 states that in that special situation there is a nearly-linear-time
algorithm for the task.
1.1. Outline. We organize the paper as follows.
In Section 2 we introduce the notation and definitions we use throughout. This
includes the relevant group theory background, discussion of group varieties, rings
and modules, and a complete listing of the prerequisite tools for Theorem 1.1.
In Section 3 we show when and how a direct decomposition of a subgroup or
quotient group can be extended or lifted to a direct decomposition of the whole
group (Sections 3.1–3.4). That task centers around the selection of good classes of
groups as well as appropriate normal subgroups. The results in that section are
largely non-algorithmic though they lay foundations for the correctness proofs and
suggest how the data will be processed by the algorithm for Theorem 1.1.
Section 4 applies the results of the earlier section to produce a polynomial-time
algorithm which can effect the lifting/extending of direct decompositions of sub-
groups and quotient groups. First we show how to construct direct Ω-complements
of a direct Ω-factor of a group (Section 4.1) by modifying some earlier unpublished
work of Luks [18] and Wright [37]. Those algorithms answer Problem 2, and (sub-
ject to some constraints) also Problem 4 of [14, p. 13]. The rest of the work concerns
the algorithm Merge described in Section 4.2 which does the ‘glueing’ together of
direct factors from a normal subgroup and its quotient.
In Section 5 we characterize direct decompositions of p-groups of class 2 by means
of an associated commutative ring and prove Theorem 1.2. We close that section
with some likely well-known results on groups with trivial centers.
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In Section 6 we prove Theorem 1.1 and its generalization Theorem 6.4. This is a
specific application which demonstrates the general framework setup in Sections 3
and 4. Theorem 6.4 answers Problem 3 of [14, p. 13] and Corollary 6.6 essentially
answers Problem 5 of [14, p. 13].
Section 7 is an example of how the algorithm’s main components operate on a
specific group. The execution is explained with an effort to indicate where some of
the subtle points in the process arise.
Section 8 wraps up loose ends and poses some questions.
2. Background
We begin with a survey of the notation, definitions, and algorithms we use
throughout the paper. Much of the preliminaries can be found in standard texts
on Group Theory, consider [16, Vol. I §§15–18; Vol. II §§45–47].
Typewriter fonts X, R, etc. denote sets without implied properties; Roman fonts
G, H , etc., denote groups; Calligraphic fonts H,X , etc. denote sets and multisets
of groups; and the Fraktur fonts X, N, etc. denote classes of groups.
With few exceptions we consider only finite groups. Functions are evaluated
on the right and group actions are denoted exponentially. We write EndG for
the set of endomorphisms of G and AutG for the group of automorphisms. The
centralizer of a subgroup H ≤ G is CG(H) = {g ∈ G : Hg = H}. The upper central
series is {ζi(G) : i ∈ N} where ζ0(G) = 1, ζi(G) ⊳ ζi+1(G) and ζi+1(G)/ζi(G) =
CG/ζi(G)(G/ζi(G)), for all i ∈ N. The commutator of subgroups H and K of G is
[H,K] = 〈[h, k] : h ∈ H, k ∈ K〉. The lower central series is {γi(G) : i ∈ Z+} where
γ1(G) = G and γi+1(G) = [G, γi(G)] for all i ∈ Z+. The Frattini subgroup Φ(G) is
the intersection of all maximal subgroups.
2.1. Operator groups. An Ω-group G is a group, a possibly empty set Ω, and a
function θ : Ω→ EndG. Throughout the paper we write gω for g(ωθ), for all g ∈ G
and all ω ∈ Ω.
With the exception of Section 6.3, we insist that Ωθ ⊆ AutG.
In a natural way, Ω-groups have all the usual definitions of Ω-subgroups, quotient
Ω-groups, and Ω-homomorphisms. Call H is fully invariant, resp. characteristic if
it is an (EndG)−, resp. (AutG)−, subgroup. As we insist that Ωθ ⊆ AutG, in
this work every characteristic subgroup of G is automatically an Ω-subgroup. Let
AutΩG denote the Ω-automorphisms of G. We describe normal Ω-subgroupsM of
G simply as (Ω ∪G)-subgroup of G.
The following characterization is critical to our proofs.
AutΩ∪GG = {ϕ ∈ AutΩG : ∀g ∈ G, gϕ ≡ g (mod ζ1(G))}.(2.1)
It is also evident that AutΩ∪GG acts as the identity on γ2(G). Such automorphisms
are called central but for uniformity we described them as (Ω∪G)-automorphisms.
We repeatedly use the following property of the (Ω ∪G)-subgroup lattice.
Lemma 2.2 (Modular law). [16, Vol. II §44: pp. 91-92] If M , H, and R are
(Ω ∪G)-subgroups of an Ω-group G and M ≤ H, then H ∩RM = (H ∩R)M .
2.2. Decompositions, factors, and refinement. Let G be an Ω-group. An
Ω-decomposition of G is a set H of (Ω ∪ G)-subgroups of G which generates G
but no proper subset of H does. A direct Ω-decomposition is an Ω-decomposition
H where H ∩ 〈H − {H}〉 = 1, for all H ∈ H. In that case, elements H of H
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are direct Ω-factors of G and 〈H − {H}〉 is a direct Ω-complement to H . Call G
directly Ω-indecomposable if {G} is the only direct Ω-decomposition of G. Finally,
a Remak Ω-decomposition means a direct Ω-decomposition consisting of directly
Ω-indecomposable groups.
Our definitions imply that the trivial subgroup 1 is not a direct Ω-factor. Fur-
thermore, the only direct decomposition of 1 is ∅ and so 1 is not directly Ω-
indecomposable.
We repeatedly use for the following notation. Fix an Ω-decomposition H of an
Ω-group G, and an (Ω ∪G)-subgroup M of G. Define the sets
H ∩M = {H ∩M : H ∈ H} − {1},(2.3)
HM = {HM : H ∈ H}− {M}, and(2.4)
HM/M = {HM/M : H ∈ H} − {M/M}.(2.5)
If f : G→ H is an Ω-homomorphism then define
Hf = {Hf : H ∈ H} − {1}.(2.6)
Each of these sets consists of Ω-subgroups of G∩M ,M , G/M , and im f respectively.
It is not generally true that these sets are Ω-decompositions. In particular, for arbi-
trary M , we should not expect a relationship between the direct Ω-decompositions
of G/M and those of G.
If X is a class of groups then set
H ∩ X = {H ∈ H : H ∈ X}, and(2.7)
H− X = H− (H ∩X).(2.8)
An Ω-decomposition H of G refines an Ω-decomposition K of G if for each
H ∈ H, there a unique K ∈ K such that H ≤ K and furthermore,
(2.9) ∀K ∈ K, K = 〈H ∈ H : H ≤ K〉.
When K is a direct Ω-decomposition, (2.9) implies the uniqueness preceding the
equation. If H is a direct Ω-decomposition then K is a direct Ω-decomposition.
An essential tool for us is the so called “Krull-Schmidt” theorem for finite groups.
Theorem 2.10 (“Krull-Schmidt”). [16, Vol. II, p. 120] If G is an Ω-group and
R and T are Remak Ω-decompositions of G, then for every X ⊆ R, there is a
ϕ ∈ AutΩ∪GG such that Xϕ ⊆ T and ϕ is the identity on R − X . In particular,
Rϕ = Xϕ ⊔ (R−X ) is a Remak Ω-decomposition of G.
Remark 2.11. The “Krull-Schmidt” theorem combines two distinct properties. First,
it is a theorem about exchange (as compared to a basis exchange). That property
was proved by Wedderburn [19] in 1909. Secondly, it is a theorem about the tran-
sitivity of a group action. That property was the contribution of Remak [27] in
1911. Remak was made aware of Wedderburn’s work in the course of publishing
his paper and added to his closing remarks [27, p. 308] that Wedderburn’s proof
contained an unsupported leap (specifically at [19, p.175, l.-4]). This leap is not
so great by contemporary standards, for example it occurs in [30, p.81, l.-12]. Few
references seem to be made to Wedderburn’s work following Remak’s publication.
In 1913, Schmidt [31] simplified and extended the work of Remak and in 1925
Krull [15] considered direct products of finite and infinite abelian Ω-groups. Fitting
[5] invented the standard proof using idempotents, Ore [26] grounded the concepts
in Lattice theory, and in several works Kurosh [16, §17, §§42–47] and others unified
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and expanded these results. By the 1930’s direct decompositions of maximum
length appear as “Remak decompositions” while at the same time the theorem is
referenced as “Krull-Schmidt”.
2.3. Free groups, presentations, and constructive presentations. In various
places we use free groups. Fix a set X 6= ∅ and a group G. Let GX denote the set of
functions from X to G, equivalently, the set of all X-tuples of G.
Every f ∈ GX is the restriction of a unique homomorphism fˆ from the free group
F (X) into G, that is:
(2.12) ∀x ∈ X, xfˆ = xf.
We use fˆ exclusively in that manner. As usual we call 〈X|R〉 a presentation for a
group G with respect to f : X → G if Xf generates G and ker fˆ is the smallest
normal subgroup of F (X) containing R.
Following [13, Section 3.1], {〈X|R〉, f : X → G, ℓ : G → F (X)} is a constructive
presentation for G, if 〈X|R〉 is a presentation for G with respect to f and ℓfˆ is
the identity on G. More generally, if M is a normal subgroup of G then call
{〈X|R〉, f : X → G, ℓ : G→ F (X)} a constructive presentation for G mod M if 〈X|R〉
is a presentation of G/M with respect to the induced function X
f
→ G → G/M ,
also ℓfˆ is the identity on G, and Mℓ ≤ 〈RF (X)〉.
2.4. Group classes, varieties, and verbal and marginal subgroups. In this
section we continue the notation given in Section 2.3 and introduce the vocabulary
and elementary properties of group varieties studies at length in [24].
By a class of Ω-groups we shall mean a class which contains the trivial group
and is closed to Ω-isomorphic images. If X is a class of ordinary groups, then XΩ
denotes the subclass of Ω-groups in X.
A variety V = V(W) is a class of groups defined by a set W of words, known as
laws. Explicitly, G ∈ X if, and only if, every f ∈ GX has W ⊆ ker fˆ . We say that
w ∈ F (X) is a consequence of the laws W if for every G ∈ V and every f ∈ GX,
w ∈ ker fˆ .
The relevance of these classes to direct products is captured in the following:
Theorem 2.13 (Birkhoff-Kogalovski). [24, 15.53] A class of groups is a variety if,
and only if, it is nonempty and is closed to homomorphic images, subgroups, and
direct products (including infinite products).
Fix a word w ∈ F (X). We regard w as a function GX → G, denoted w, where
(2.14) ∀f ∈ GX, w(f) = wfˆ.
On occasion we write w(f) as w(g1, g2, . . . ), where f ∈ GX is understood as the
tuple (g1, g2, . . . ). For example, if w = [x1, x2], then w : G
2 → G can be defined as
w(g1, g2) = [g1, g2], for all g1, g2 ∈ G.
Levi and Hall separately introduced two natural subgroups to associate with the
function w : GX → G. First, to approximate the image of w with a group, we have
the verbal subgroup
(2.15) w(G) = 〈w(f) : f ∈ GX〉.
Secondly, to mimic the radical of a multilinear map, we use the marginal subgroup
(2.16) w∗(G) = {g ∈ G : ∀f ′ ∈ 〈g〉X, ∀f ∈ GX, w(ff ′) = w(f)}.
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(To be clear, ff ′ ∈ GX is the pointwise product: x(ff ′) = (xf)(xf ′) for all x ∈ X.)
Thus, w : GX → G factors through w : (G/w∗(G))X → w(G). For a set W of
words, the W-verbal subgroup is 〈w(G) : w ∈ W〉 and the W-marginal subgroup is⋂
{w∗(G) : w ∈ W}. Observe that for finite sets W a single word may be used instead,
e.g. replace W = {[x1, x2], x
2
1} ⊆ F ({x1, x2}) with w = [x1, x2]x
2
3 ∈ F ({x1, x2, x3}).
If we have a variety V defined by two sets W and U of laws, then every u ∈ U is a
consequence of the laws W. From the definitions above it follows that u(G) ≤ W(G)
and W∗(G) ≤ u∗(G). Reversing the roles of W and U, it follows that W(G) = U(G)
and W∗(G) = U∗(G). This justifies the notation
V(G) = V(W)(G) = W(G),
V
∗(G) = V(W)∗(G) = W∗(G).
The verbal and marginal groups are dual in the following sense [6]: for a group G,
(2.17) V(G) = 1 ⇔ G ∈ V ⇔ V∗(G) = G.
Also, verbal subgroups are radical, V(G/V(G)) = 1, and marginal subgroups are
idempotent, V∗(V∗(G)) = V∗(G), but verbal subgroups are not generally idempo-
tent and marginal subgroups are not generally radical.
Example 2.18. (i) The class A of abelian groups is a group variety defined by
[x1, x2]. The A-verbal subgroup of a group is the commutator subgroup and
the A-marginal subgroup is the center.
(ii) The class Nc of nilpotent groups of class at most c is a group variety defined
by [x1, . . . , xc+1] (i.e. [x1] = x1 and [x1, . . . , xi+1] = [[x1, . . . , xi], xi+1], for all
i ∈ N). Also, Nc(G) = γc+1(G) and N∗c(G) = ζc(G) [28, 2.3].
(iii) The class Sd of solvable groups of derived length at most d is a group variety
defined by δd(x1, . . . , x2d) where δ1(x1) = x1 and for all i ∈ N,
δi+1(x1, . . . , x2i+1) = [δi(x1, . . . , x2i), δi(x2i+1, . . . , x2i+1)].
Predictably, Sd(G) = G
(d) is the d-th derived group of G. It appears that
S∗d(G) is not often used and has no name. (This may be good precedent for
S∗d(G) can be trivial whileG is solvable; thus, the seriesS
∗
1(G) ≤ S
∗
2(G) ≤ · · ·
need not be strictly increasing.)
Verbal and marginal subgroups are characteristic in G and verbal subgroups are
also fully invariant [6]. So if G is an Ω-group then so is V(G). Moreover,
(2.19) G ∈ VΩ if, and only if, G is an Ω-group and V(G) = 1.
Unfortunately, marginal subgroups need not be fully invariant (e.g. the center of
a group). In their place, we use the Ω-invariant marginal subgroup (VΩ)∗(G), i.e.
the largest normal Ω-subgroup of V∗(G). Since V is closed to subgroups it follows
that (VΩ)∗(G) ∈ V. Furthermore, if G is an Ω-group and G ∈ V then V∗(G) = G
and so the Ω-invariant marginal subgroup is G. Thus,
(2.20) G ∈ VΩ if, and only if, G is an Ω-group and V∗(G) = G.
In our special setting all operators act as automorphisms and so the invariant mar-
ginal subgroup is indeed the marginal subgroup. Nevertheless, to avoid confusion
insist that the marginal subgroup of a variety of Ω-groups refers to the Ω-invariant
marginal subgroup.
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2.5. Rings, frames, and modules. We involve some standard theorems for as-
sociative unital finite rings and modules. Standard references for our uses include
[7, Chapters 1–3] and [11, Chapters I–II, V.3]. Throughout this section R denotes
a finite associative unital ring.
A e ∈ R− {0} is idempotent if e2 = e. An idempotent is proper if it is not 1 (as
we have excluded 0 as an idempotent). Two idempotents e, f ∈ R are orthogonal
if ef = 0 = fe. An idempotent is primitive if it is not the sum of two orthogonal
idempotents. Finally, a frame E ⊆ R is a set of pairwise orthogonal primitive
idempotents of R which sum to 1. We use the following properties.
Lemma 2.21 (Lifting idempotents). Let R be a finite ring.
(i) If e ∈ R such that e2 − e ∈ J(R) (the Jacobson radical) then for some n ≤
log2 |J(R)|, (e
2 − e)n = 0 and
eˆ =
n−1∑
i=0
(
2n− 1
i
)
e2n−1−i(1− e)i
is an idempotent in R. Furthermore, 1̂− e = 1− eˆ.
(ii) E is a frame of R/J(R) then Eˆ = {eˆ : e ∈ E} is a frame of R.
(iii) Frames in R are conjugate by a unit in R; in particular, if R is commutative
then R has a unique frame.
Proof. Part (i) is verified directly, compare [3, (6.7)]. Part (ii) follows from induc-
tion on (i). For (iii) see [3, p. 141]. 
IfM is an R-module and e is an idempotent of EndRM thenM =Me⊕M(1−e).
Furthermore, ifM = E⊕F as an R-module, then the projection eE :M →M with
kernel F and image E is an idempotent endomorphism ofM . Thus, every direct R-
decompositionM ofM is parameterized by a set E(M) = {eE : E ∈M} of pairwise
orthogonal idempotents of EndRM which sum to 1. Remak R-decompositions of
M correspond to frames of EndRM .
2.6. Polynomial-time toolkit. We use this section to specify how we intend to
compute with groups of permutations. We operate in the context of quotients of
permutation groups and borrow from the large library of polynomial-time algo-
rithms for this class of groups. We detail the problems we use in our proof of
Theorem 1.1 so that in principle any computational domain with polynomial-time
algorithms for these problems will admit a theorem similar to Theorem 1.1. The
majority of algorithms which we cite do not provide specific estimates on the poly-
nomial timing. Therefore, our own main theorems will not have specific estimates.
The group Sn denotes the permutations on {1, . . . , n}. Given X ⊆ Sn, a straight-
line program over X is a recursively defined function on X which evaluates to a word
over X, but can be stored and evaluated in an efficient manner; see [32, p. 10]. To
simplify notation we treat these as elements in Sn.
Write Gn for the class of groups G encoded by (X : R) where X ⊆ Sn and R is a
set of straight-line programs such that
(2.22) G = 〈X〉/N, N :=
〈
R〈X〉
〉
≤ 〈X〉 ≤ Sn.
The notation Gn intentionally avoids reference to the permutation domain as the
algorithms we consider can be adapted to other computational domains. Also, ob-
serve that a group G ∈ Gn may have no small degree permutation representation.
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For example, the extraspecial group 21+2n+ is a quotient of D
n
8 ≤ S4n; yet, the small-
est faithful permutation representation of 21+2n+ has degree 2
n [25, Introduction].
It is misleading to think of R in (2.22) as relations for the generators X; indeed,
elements in X are also permutations and so there are relations implied on X which
may not be implied by R. We write ℓ(R) for the sum of the lengths of straight-line
programs in R.
A homomorphism f : G → H of groups G = (X : R), H = (Y : S) ∈ Gn is
encoded by storing Xf as straight-line programs in Y. An Ω-group G is encoded by
G = (X : R) ∈ Gn along with a function θ : Ω→ EndG. We write GΩn for the set of
Ω-groups encoded in that fashion.
A polynomial-time algorithm with input G = (X : R) ∈ GΩn returns an output
using a polynomial in |X|n+ℓ(R)+ℓ(Ω) number of steps. In some cases |X|n+ℓ(R) ∈
O(log |G|); so, |G| can be exponentially larger than the input size. When we say
“given an Ω-group G” we shall mean G ∈ GΩn .
Our objective in this paper is to solve the following problem.
P. 2.23. Remak-Ω-Decomposition
Given: an Ω-group G,
Return: a Remak Ω-decomposition for G.
The problems P. 2.24–P. 2.37 have polynomial-time solutions for groups in GΩn .
P. 2.24. Order[12, P1]
Given: a group G,
Return: |G|.
P. 2.25. Member[12, 3.1]
Given: a group G, a subgroup H = (X′ : R′) of G, and g ∈ G,
Return: false if g /∈ H; else, a straight-line program in X′ reaching g ∈ H.
We require the means to solve systems of linear equations, or determine that no
solution exists, in the following generalized setting.
P. 2.26. Solve[13, Proposition 3.7]
Given: a group G, an abelian normal subgroup M , a function f ∈ GX of con-
stants in G, and a set W ⊆ F (X) of words encoded via straight-line programs;
Return: false if w(fµ) 6= 1 for all µ ∈ M X; else, generators for the solution
space {µ ∈M X : w(fµ) = 1}.
P. 2.27. Presentation[12, P2]
Given: given a group G and a normal subgroup M ,
Return: a constructive presentation {〈X|R〉, f, ℓ} for G mod M .
P. 2.28. Minimal-Normal[12, P11]
Given: a group G,
Return: a minimal normal subgroup of G.
P. 2.29. Normal-Centralizer[12, P6]
Given: a group G and a normal subgroup H,
Return: CG(H).
P. 2.30. Primary-Decomposition
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Given: an abelian group A ∈ Gn,
Return: a primary decomposition for A =
⊕
v∈B Zpev, where for each v ∈ B,
|v| = pe for some prime p = p(v).
We call X , as in Primary-Decomposition, a basis for A. The polynomial-
time solution of Primary-Decomposition is routine. Let A = (X : R) ∈ Gn. Use
Order to compute |A|. As A is a quotient of a permutation group, the primes
dividing |A| are less than n. Thus, pick a prime p | |A| and write |A| = pem where
(p,m) = 1. Set Ap = A
m. Using Member build a basis Bp for Ap by unimodular
linear algebra. (Compare [36, Section 2.3].) The return is
⊔
p||A| Bp.
We involve some problems for associative rings. For ease we assume that all rings
R are finite of characteristic pe and specified with a basis B over Zpe . To encode
the multiplication in R we store structure constants {λzxy ∈ Zpe : x, y, z ∈ B} which
are defined so that:(∑
x∈X
rxx
)
∑
y∈X
syy

 =∑
z∈B

 ∑
x,y∈X
rxλ
z
xysy

 z
where, for all x and all y in B, rx, sy ∈ Zpe .
P. 2.31. Frame
Given: an associative unital ring R,
Return: a frame of R.
Frame has various nondeterministic solutions [4, 9] with astonishing speed.
However, we need a deterministic solution such as in the work of Ronyai.
Theorem 2.32 (Ronyai [29]). For rings R specified as an additive group in Gn with
a basis and with structure constants with respect to the basis, Frame is solvable in
polynomial-time in p+ n where |R| = pn.
Proof. First pass to R = R/pR and so create an algebra over the field Zp. Now
[29, Theorem 2.7] gives a deterministic polynomial-time algorithm which finds a
basis for the Jacobson radical of R. This allows us to pass to S = R/J(R), which
is isomorphic to a direct product of matrix rings over finite fields. Finding the
frame for S can be done by finding the minimal ideals M of S [29, Corollary 3.2].
Next, for each M ∈ M, build an isomorphism M → Mn(Fq) [29, Corollary 5.3]
and choose a frame of idempotents from Mn(Fq) and let EM be the pullback to M .
Set E =
⊔
M∈M EM noting that E is a frame for S. Hence, use the power series of
Lemma 2.21 to lift the frame E to a frame Eˆ for R. 
With Theorem 2.32 we setup and solve a special instance of Theorem 1.1.
P. 2.33. Abelian.Remak-Ω-Decomposition
Given: an abelian Ω-group A,
Return: a Remak Ω-decomposition for A.
Corollary 2.34. Abelian.Remak-Ω-Decomposition has a polynomial-time so-
lution.
Proof. Let A ∈ GΩn be abelian.
Algorithm. Use Primary-Decomposition to write A in a primary decomposi-
tion. For each prime p dividing |A|, let Ap be the p-primary component. Write a
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basis for EndAp (noting that EndAp is a checkered matrix ring determined com-
pletely by the Remak decomposition of Ap as a Z-module [20, p. 196]) and use
Solve to find a basis for EndΩA. Finally, use Frame to find a frame Ep for
EndΩAp. Set Ap = {Ae : e ∈ E}. Return
⊔
p||A|Ap.
Correctness. Every direct Ω-decomposition of A corresponds to a set of pair-
wise orthogonal idempotents in EndΩA which sum to 1. Furthermore, Remak
Ω-decomposition correspond to frames.
Timing. The polynomial-timing follows from Theorem 2.32 together with the
observation that p ≤ n whenever A ∈ Gn. 
Remark 2.35. In the context of groups of matrices our solution toAbelian.Remak-
Ω-decomposition is impossible as it invokes integer factorization and Member
is a version of a discrete log problem in that case. The primes involved in the
orders of matrix groups can be exponential in the input length and so these two
routines are infeasible. For solvable matrix groups whose primes are bound and so
called Γd-matrix groups the required problems in this section have polynomial-time
solutions, cf. [17, 22].
P. 2.36. Irreducible[29, Corollary 5.4]
Given: an associative unital ring R, an abelian group V , and a homomor-
phism ϕ : R→ EndV ,
Return: an irreducible R-submodule of V .
As with the algorithm Frame, there are nearly optimal nondeterministic meth-
ods for Irreducible, for example, the MeatAxe [8, 10]; however, we are concerned
here with a deterministic method solely.
P. 2.37. Minimal-Ω-Normal
Given: an Ω-group G where Ω acts on G as automorphisms,
Return: a minimal (Ω ∪G)-subgroup of G.
Proposition 2.38. Minimal-Ω-Normal has a polynomial-time solution.
Proof. Let G = (X : R) ∈ GΩn .
Algorithm. Use Minimal-Normal to compute a minimal normal subgroup N
of G. Using Member, run the following transitive closure: setM := N , then while
there exists w ∈ Ω ∪ X such that Mw 6=M , set N = 〈M,Mw〉. Now M = 〈NΩ∪G〉.
If N is non-abelian then return M ; otherwise, treat M as an (Ω ∪G)-module and
use Irreducible to find an irreducible (Ω ∪G)-submodule K of M . Return K.
Correctness. Note thatM = 〈NΩ∪G〉 = NNw1Nw2 · · ·Nwt for somew1, . . . , wt ∈
〈Ωθ〉⋉G ≤ AutG⋉G. As N is minimal normal, so is each Nwi and thereforeM is
a direct product of isomorphic simple groups. If N is non-abelian then the normal
subgroups of M are its direct factors and furthermore, every direct factor F of M
satisfies M = 〈FΩ∪G〉. If N is abelian then N ∼= Zdp for some prime p. A minimal
(Ω ∪G)-subgroup of N is therefore an irreducible (Ω ∪G)-submodule of V .
Timing. First the algorithm executes a normal closure using the polynomial-time
algorithm Member. We test if N is abelian by computing the commutators of the
generators. The final step is the polynomial-time algorithm Irreducible. 
3. Lifting, extending, and matching direct decompositions
We dedicate this section to understanding when a direct decomposition of a
quotient or subgroup lifts or extends to a direct decomposition of the whole group.
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Ultimately we plan these ideas for use in the algorithm for Theorem 1.1, but the
questions have taken on independent intrigue. The highlights of this section are
Theorems 3.6 and 3.28 and Corollaries 3.14 and 3.21.
Fix a short exact sequence of Ω-groups:
(3.1) 1 // K
i // G
q
// Q // 1.
With respect to (3.1) we study instances of the following problems.
Extend: for which direct (Ω ∪ G)-decomposition K of K, is there a Remak
Ω-decomposition R of G such that Ki = R∩ (Ki).
Lift: for which direct (Ω ∪ G)-decomposition Q of Q, is there a Remak Ω-
decomposition R of G such that Q = Rq.
Match: for which pairs (K,Q) of direct (Ω ∪G)-decompositions of K and Q
respectively, is there a Remak Ω-decomposition of G which is an extension
of K and a lift of Q, i.e. Ki = R∩ (Ki) and Q = Rq.
Finding direct decompositions which extend or lift is surprisingly easy (Theorem
3.6), but we have had only narrow success in finding matches. Crucial exceptions
are p-groups of class 2 (Theorem 5.21) where the problem reduces to commutative
ring theory.
3.1. Graded extensions. In this section we place some reasonable parameters
on the short exact sequences which we consider in the role of (3.1). This section
depends mostly on the material of Sections 2.1–2.2.
Lemma 3.2. Let G be a group with a direct Ω-decomposition H. If X is an (Ω∪G)-
subgroup of G and X = 〈H ∩X〉, then
(i) H ∩X is a direct Ω-decomposition of X,
(ii) HX/X is a direct Ω-decomposition of G/X,
(iii) H− {H ∈ H : H ≤ X}, HX, and HX/X are in a natural bijection, and
(iv) if Y is an (Ω ∪ G)-subgroup of G with Y = 〈H ∩ Y 〉 then H ∩ (X ∩ Y ) =
〈H ∩ (X ∩ Y )〉 and H ∩XY = 〈H ∩XY 〉.
Proof. For (i), (H ∩ X) ∩ 〈H ∩ X − {H ∩ X}〉 = 1 for all H ∩ X ∈ H ∩ X . For
(ii), let |H| > 1, take H ∈ H, and set J = 〈H − {H}〉. From (i): HX ∩ JX =
(H × (J ∩X)) ∩ ((H ∩X)× J) = (H ∩X)× (J ∩X) = X . For (iii), the functions
H 7→ HX 7→ HX/X , for each H ∈ H − {H ∈ H : H ≤ X}, suffice. Finally
for (iv), let g ∈ X ∩ N . So there are unique h ∈ H and k ∈ 〈H − {H}〉 with
g = hk. By (i) and the uniqueness, we get that h ∈ (H ∩ X) ∩ (H ∩ Y ) and
k ∈ 〈H − {H}〉 ∩ (X ∩ Y ). So g ∈ 〈{H ∩ (X ∩ N), 〈H − {H}〉 ∩ (X ∩ Y )}〉. By
induction on |H|, X∩Y ≤ 〈H∩(X∩Y )〉 ≤ X∩N . The last argument is similar. 
We now specify which short exact sequence we consider.
Definition 3.3. A short exact sequence 1 → K
i
→ G
q
→ Q → 1 of Ω-groups is
Ω-graded if for all (finite) direct Ω-decomposition H of G, it follows that Ki =
〈H ∩ (Ki)〉. Also, if M is an (Ω ∪G)-subgroup of G such that the canonical short
exact sequence 1 → M → G → G/M → 1 is Ω-graded then we say that M is
Ω-graded.
Lemma 3.2 parts (i) and (ii) imply that every direct Ω-decomposition of G in-
duces direct Ω-decompositions of K and Q whenever 1 → K
i
→ G
q
→ Q → 1
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1 1
1 // K
i // G
q
//
OO
Q //
OO
1
1 // Kˆ
iˆ //
j
OO
G
qˆ
// Qˆ //
r
OO
1
1
OO
1
OO
Figure 1. A commutative diagram of Ω-groups which is exact
and Ω-graded in all rows and all columns.
is Ω-graded. The universal quantifier in the definition of graded exact sequences
may seem difficult to satisfy; nevertheless, in Section 3.3 we show many well-known
subgroups are graded, for example the commutator subgroup.
Proposition 3.4. (i) If M is an Ω-graded subgroup of G and N an (Ω ∪ G)-
graded subgroup of M , then N is an Ω-graded subgroup of G.
(ii) The set of Ω-graded subgroups of G is a modular sublattice of the lattice of
(Ω ∪G)-subgroups of G.
Proof. For (i), if H is a direct Ω-decomposition of G then by Lemma 3.2(i), H∩M
is direct Ω-decomposition of M and so H ∩ N = (H ∩ M) ∩ N is a direct Ω-
decomposition of N . Also (ii) follows from Lemma 3.2(iv). 
Lemma 3.5. For all Remak Ω-decomposition H and all direct Ω-decomposition K
of G,
(i) HM refines KM for all (Ω ∪G)-subgroups M ≥ ζ1(G),
(ii) H ∩M refines K ∩M for all (Ω ∪G)-subgroups M ≤ γ2(G).
Proof. Let T be a Remak Ω-decomposition of G which refines H. By Theorem
2.10, there is a ϕ ∈ AutΩ∪GG such that Rϕ = T . Form (2.1) it follows that
Rζ1(G) = Rζ1(G)ϕ = T ζ1(G) and R∩ γ2(G) = (R∩ γ2(G))ϕ = T ∩ γ2(G). 
Theorem 3.6. Given the commutative diagram in Figure 1 which is exact and
Ω-graded in all rows and all columns, the following hold.
(i) If ζ1(Qˆ)r = 1 then for every Remak Ω-decomposition Qˆ of Qˆ and every Remak
Ω-decomposition H of G, Q := Qˆr refines Hq. In particular, H lifts a partition
of Q which is unique to (G, i, q).
(ii) If γ2(K) ≤ Kˆj then for every Remak (Ω∪G)-decomposition K of K and every
Remak Ω-decomposition H of G, Ki∩ Kˆiˆ refines H∩
(
Kˆiˆ
)
. In particular, H
extends a partition of Kˆ := (K ∩ Kˆj)j−1 which is unique to (G, iˆ, qˆ).
Proof. Fix a Remak Ω-decomposition H of G.
As Kˆ and K are Ω-graded, it follows that Hqˆ is a direct Ω-decompositions of
Qˆ (Lemma 3.2(ii)). Let T be a Remak Ω-decomposition of Qˆ which refines Hqˆ.
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By Lemma 3.5(i), Qˆζ1(Qˆ) = T ζ1(Qˆ) and so Qˆr = T r. Therefore, Q := Qˆr refines
Hqˆr = Hq. That proves (i).
To prove (ii), by Lemma 3.2(i) we have that H ∩ (Ki) is a direct (Ω ∪ G)-
decompositions of Ki. Let T be a Remak (Ω ∪ G)-decomposition of Ki which
refines H ∩ (Ki). By Lemma 3.5(ii), Kˆ = Ki ∩ (Kˆiˆ) = T ∩
(
Kˆiˆ
)
. Therefore,
Ki ∩
(
Kˆiˆ
)
refines H ∩
(
Kˆiˆ
)
. 
Theorem 3.6 implies the following special setting where the match problem can
be answered. This is the only instance we know where the matching problem can
be solved without considering the cohomology of the extension.
Corollary 3.7. If 1→ K → G→ Q→ 1 is a Ω-graded short exact sequence where
K = γ2(K) and ζ1(Q) = 1; then for every Remak (Ω ∪ G)-decomposition K of K
and Q of Q, there are partitions [K] and [Q] unique to the short exact sequence
such that every Remak Ω-decomposition H of G matches ([K], [Q]).
3.2. Direct classes, and separated and refined decompositions. In this sec-
tion we begin our work to consider the extension, lifting, and matching problems
in a constructive fashion. We introduce classes of groups which are closed to direct
products and direct decompositions and show how to use these classes to control
the exchange of direct factors.
Definition 3.8. A class X (or XΩ if context demands) of Ω-groups is direct if
1 ∈ X, and X is closed to Ω-isomorphisms, as well as the following:
(i) if G ∈ X and H is a direct Ω-factor of G, then H ∈ X, and
(ii) if H,K ∈ X then H ×K ∈ X.
Every variety of Ω-groups is a direct class by Theorem 2.13 and to specify the
finite groups in a direct class it is sufficient to specify the directly Ω-indecomposable
group it contains. However, in practical terms there are few settings where the
directly Ω-indecomposable groups are known.
Definition 3.9. A direct Ω-decomposition H is X-separated if for each H ∈ H−X,
if H has a direct Ω-factor K, then K /∈ X. If additionally every member of H ∩ X
is directly Ω-indecomposable, then H is X-refined.
Proposition 3.10. Suppose that X is a direct class of Ω-groups, G an Ω-group,
and H a direct Ω-decomposition of G. The following hold.
(i) 〈H ∩ X〉 ∈ X.
(ii) If H is X-separated and K is a direct Ω-decomposition of G which refines H,
then K is X-separated.
(iii) H is a X-separated if, and only if, {〈H − X〉, 〈H ∩X〉} is X-separated.
(iv) Every Remak Ω-decomposition is X-refined.
(v) If H and K are X-separated direct Ω-decompositions of G then (H−X)⊔(K∩X)
is an X-separated direct Ω-decomposition of G.
Proof. First, (i) follows as X is closed to direct Ω-products.
For (ii), notice that a direct Ω-factor of a K ∈ K is also a direct Ω-factor of the
unique H ∈ H where K ≤ H .
For (iii), the reverse direction follows from (ii). For the forward direction, let K
be a direct Ω-factor of 〈H − X〉. Because X is closed to direct Ω-factors, if K ∈ X
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then so is every directly Ω-indecomposable direct Ω-factor of K, and so we insist
thatK is directly Ω-indecomposable. ThereforeK lies in a Remak Ω-decomposition
of 〈H − X〉. Let R be a Remak Ω-decomposition of 〈H − X〉 which refines H− X.
By Theorem 2.10 there is a ϕ ∈ AutΩ∪G〈H − X〉 such that Kϕ ∈ R and so Kϕ
is a direct Ω-factor of the unique H ∈ H where Kϕ ≤ H . As H is X-separated
and Kϕ is a direct Ω-factor of H ∈ H, it follows that Kϕ /∈ X. Thus, K /∈ X and
{〈H − X〉, 〈H ∩ X〉} is X-separated.
For (iv), note that elements of a Remak Ω-decomposition have no proper direct
Ω-factors.
Finally for (v), let R and T be a Remak Ω-decompositions of G which refine
H and K respectively. Set U = {R ∈ R : R ≤ 〈H ∩ X〉}. By Theorem 2.10
there is a ϕ ∈ AutΩ∪GG such that Uϕ ⊆ T and Rϕ = (R − U) ⊔ Uϕ. As X
is closed to isomorphisms, it follows that Uϕ ⊆ T ∩ X. As H is X-separated,
U = R ∩ X. As AutΩ∪GG is transitive on the set of all Remak Ω-decompositions
of G (Theorem 2.10), we have that |T ∩ X| = |R ∩ X| = |Uϕ|. In particular,
Uϕ = T ∩ X = {T ∈ T : T ≤ 〈K ∩ X〉}. Hence, Rϕ refines (H− X) ⊔ (K ∩ X) and
so the latter is a direct Ω-decomposition. 
3.3. Up grades and down grades. Here we introduce a companion subgroup to
a direct class X of Ω-groups. These groups specify the kernels we consider in the
problems of extending and lifting in concrete settings.
Definition 3.11. An up Ω-grader (resp. down Ω-grader) for a direct class X of
Ω-groups is a function G 7→ X(G) of finite Ω-groups G where X(G) ∈ X (resp.
G/X(G) ∈ X) and such that the following hold.
(i) If G ∈ X then X(G) = G (resp. X(G) = 1).
(ii) X(G) is an Ω-graded subgroup of G.
(iii) For direct Ω-factor H of G, X(H) = H ∩ X(G).
The pair (X, G 7→ X(G)) is an up/down Ω-grading pair.
If (X, G 7→ X(G)) is an Ω-grading pair then we have X(H ×K) = X(H)×X(K).
First we concentrate on general and useful instances of grading pairs.
Proposition 3.12. The marginal subgroup of a variety of Ω-groups is an up Ω-
grader and the verbal subgroup is a down Ω-grader for the variety.
Proof. Let V = VΩ be a variety of Ω-groups with defining laws W and fix an Ω-
group G. As the marginal function is idempotent, (2.20) implies that V∗(G) ∈ V
and that if G ∈ V then G = V∗(G). Similarly, verbal subgroups are radical so that
by (2.19) we have G/V(G) ∈ V and when G ∈ V then V(G) = 1. It remains to
show properties (ii) and (iii) of Definition 3.11.
Fix a direct Ω-decomposition H of G, fix an H ∈ H, and set K = 〈H − {H}〉.
For each f ∈ GX = (H×K)X there are unique fH ∈ HX and fK ∈ KX such that f =
fHfK . Thus, for all w ∈ W, w(f) = w(fH)w(fK) and so w(H×K) = w(H)×w(K).
Hence, V(H × K) = V(H) × V(K). By induction on |H|, H ∩ V(G) = {V(H) :
H ∈ H} is a direct Ω-decomposition of V(G). So V(G) is a down Ω-grader.
For the marginal case, for all f ′ ∈ 〈(h, k)〉X ≤ (H × K)X = GX and all f ∈ GX,
again there exist unique fH , f
′
H ∈ H
X and fK , f
′
K ∈ K
X such that f = fHfK
and f ′ = f ′Hf
′
K . Also, w(ff
′) = w(f) if, and only if, w(fHf
′
H) = w(fH) and
w(fKf
′
K) = w(fK). Thus, w
∗(H ×K) = w∗(H) × w∗(K). Hence, V∗(H ×K) =
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V∗(H)×V∗(K) and by induction H∩V∗(G) is a direct Ω-decomposition of V∗(G).
Thus, V∗(G) is an up Ω-grader. 
Remark 3.13. There are examples of infinite direct decompositions H of infinite
groups G and varieties V, where V(G) 6= 〈H ∩V(G)〉 [1]. However, our definition
of grading purposefully avoids infinite direct decompositions.
With Proposition 3.12 we get a simultaneous proof of some individually evident
examples of direct ascenders and descenders.
Corollary 3.14. Following the notation of Example 2.18 we have the following.
(i) The class Nc of nilpotent groups of class at most c is a direct class with up
grader G 7→ ζc(G) and down grader G 7→ γc(G).
(ii) The class Sd of solvable groups of derived length at most d is a direct class
with up grader G 7→ (δd)∗(G) and down grader G 7→ G(d).
(iii) For each prime p the class V([x, y]zp) of elementary abelian p-groups is a di-
rect class with up grader G 7→ Ω1(ζ1(G)) and down grader G 7→ [G,G]℧1(G).1
We also wish to include direct classes N :=
⋃
c∈NNc and S :=
⋃
d∈NSd. These
classes are not varieties (they are not closed to infinite direct products as required
by Theorem 2.13). Therefore, we must consider alternatives to verbal and marginal
groups for appropriate graders. Our approach mimics the definitions G 7→ Op(G)
and G 7→ Op(G). We explain the up grader case solely.
Definition 3.15. For a class X, the X-core, OX(G), of a finite group G is the
intersection of all maximal (Ω ∪G)-subgroups contained in X.
If V is a union of a chain V0 ⊆ V1 ⊆ · · · of varieties then 1 ∈ V, and so the
maximal (Ω ∪ G)-subgroups of a group G contained in V is nonempty. Also V is
closed to subgroups so that OV(G) ∈ V.
Example 3.16. (i) OA(G) is the intersection of all maximal normal abelian sub-
groups of G. Generally there can be any number of maximal normal abelian
subgroups of G so OA(G) is not a trivial intersection.
(ii) ONc(G) is the intersection of all maximal normal nilpotent subgroups of G
with class at most c. As in (i), this need not be a trivial intersection. However,
if c > log |G| then all nilpotent subgroups of G have class at most c and
therefore ON(G) = ONc(G) is the Fitting subgroup of G: the unique maximal
normal nilpotent subgroup of G.
(iii) OSd(G), d > log |G|, is the unique maximal normal solvable subgroup of G,
i.e.: the solvable radical OS(G) of G.
Lemma 3.17. Let V be a group variety of Ω-groups and G an Ω-group. If H is a
V-subgroup of G then so is V∗(G)H, that is: V∗(G)H ∈ V.
Proof. Let W be a set of defining laws for V. Let f ′ ∈ GX with im f ⊆ V∗(G)H .
Thus, for all w ∈ W, there is a decomposition f = f ′f ′′ where im f ′ ⊆ w∗(G) and
im f ′′ ⊆ H . As w∗(G) is marginal to G it is marginal to H and so w(f) = w(f ′′).
As H ∈ V, w(f ′′) = 1. Thus, w(f) = 1 and so w(w∗(G)H) = 1. It follows that
V∗(G)H ∈ V. 
1Here Ω1(X) = 〈x ∈ X : xp = 1〉 and ℧1(X) = 〈xp : x ∈ G〉, which are traditional notations
having nothing to do with our use of Ω for operators elsewhere.
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Proposition 3.18. If V is a group variety of Ω-groups and G an Ω-group, then
(i) V∗(G) ≤ OV(G), and
(ii) if M is an (Ω∪G)-subgroup then OV(G)OV(M) is an (Ω∪G)-subgroup con-
tained in V.
Proof. (i). By Lemma 3.17, every maximal normal V-subgroup of G contains
V∗(G).
(ii). As M EG and OV(M) is characteristic in M , it follows that OV(M) is a
normal V-subgroup of G. Thus, OV(M) lies in a maximal normal V-subgroupN of
G. As OV(G) ≤ N we have OV(G)OV(M) ≤ N ∈ V. As V is closed to subgroups,
it follows that OV(G)OV(M) is in V. 
Remark 3.19. It is possible to haveV∗(G) < OV(G). For instance, withG = S3×C2
and the class A of abelian groups, the A-marginal subgroup is the center 1 × C2,
whereas the A-core is C3 × C2.
Proposition 3.20. Let G be a finite group with a direct decomposition H. If V is
a group variety then
H ∩OV(G) = {OV(H) : H ∈ H}
and this is a direct decomposition of OV(G). In particular, G 7→ OV(G) is an up
Ω-grader. Furthermore, if V is a union of a chain V0 ⊆ V1 ⊆ · · · of group varieties
then OV(G) is an up Ω-grader.
Proof. Let H ∈ H and K := 〈H−{H}〉. Let M be a maximal normal V-subgroup
of G = H×K. LetMH be the projection ofM to the H-component. As V is closed
to homomorphic images, MH ∈ V. Furthermore, MH E H so there is a maximal
normal V-subgroup N of H such that MH ≤ N .
We claim that MN ∈ V.
As G = H×K, every g ∈M has the unique form g = hk, h ∈ H , k ∈ K. AsMH
is the projection of M to H , h ∈ MH ≤ N . Thus, g, h ∈ MN so k ∈ MN . Thus,
MN = N ×MK , where MK is the projection of M to K. Now let V = V(w). For
each f : X → MN , write f = fN × fK where fN : X → N and fK : X → MK .
Hence, w(f) = w(fN ×fK) = w(fN )×w(fK). However, w(N) = 1 and w(MK) = 1
as N,MK ∈ V. Thus, w(f) = 1, which proves that w(MN) = 1. So MN ∈ V as
claimed.
As M is a maximal normal V-subgroup of G, M = MN and N = MH . Hence,
H ∩ M = N is a maximal normal V-subgroup of H . So we have characterized
the maximal normal V-subgroups of G as the direct products of maximal normal
V-subgroups of members H ∈ H. Thus, H ∩ OV(G) = {OV(H) : H ∈ H} and
this generates OV(G). By Lemma 3.2, H ∩ OV(G) is a direct decomposition of
OV(G). 
Corollary 3.21. (i) The class N of nilpotent groups is a direct class and G 7→
ON(G) (the Fitting subgroup) is up grader.
(ii) The class S of solvable groups is a direct class and G 7→ OS(G) (the solvable
radical) is an up grader.
Proof. For a finite group G, the Fitting subgroup is the Nc-core where c > |G|.
Likewise, the solvable radical is the Sc-core for d > |G|. The rest follows from
Proposition 3.20. 
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We now turn our attention away from examples of grading pairs and focus on
their uses. In particular it is for the following “local-global” property which clarifies,
in the up grader case, when a direct factor of a subgroup is also a direct factor of
the whole group.
Proposition 3.22. Let G 7→ X(G) be an up Ω-grader for a direct class X of Ω-
groups and let G be an Ω-group. If H is an (Ω∪G)-subgroup of G and the following
hold:
(a) for some direct Ω-factor R of G, HX(G) = RX(G) > X(G), and
(b) H lies in an X-separated direct (Ω ∪G)-decomposition of HX(G);
then H is a direct Ω-factor of G.
Proof. By (a) there is a direct (Ω ∪ G)-complement C in G to R. Also X(G) =
X(R) × X(C), as X(G) is Ω-graded. Hence, RX(G) = R × X(C). By (b), there
is an X-separated direct Ω-decomposition H of HX(G) such that H ∈ H. As
HX(G) > X(G) it follows that H /∈ X and so by Lemma 3.2(iii), H−X = {H} and
X = 〈H ∩ X〉 ∈ X. So
R× X(C) = RX(G) = HX(G) = H ×X.
Let A be Remak (Ω ∪ G)-decomposition of R. Since X(C) ∈ X, A ⊔ {X(C)} is an
X-separated direct (Ω ∪G)-decomposition of RX(G). By Proposition 3.10(v),
C = {H} ⊔ {X(C)} ⊔ (A ∩ X)
is an X-separated direct (Ω∪G)-decomposition of RX(G), and we note that {H} =
C − X. We claim that {H,C} ⊔ (A ∪ X) is a direct Ω-decomposition of G. Indeed,
H∩〈C,A∩X〉 ≤ RX(G)∩CX(G) = X(G) and soH∩〈C,A∩X〉 = H∩〈X(C),A∩X〉 =
1. Also, X(C) ≤ 〈H,C,A ∩ X〉 thus 〈H,C,A ∩ X〉 = G. As the members of
{H,C} ⊔ (A ∩ X) are (Ω ∪ G)-subgroups we have proved the claim. In particular,
H is a direct Ω-factor of G. 
3.4. Direct chains. In Theorem 3.6 we specified conditions under which any direct
decomposition of an appropriate subgroup, resp. quotient, led to a solution of
the extension (resp. lifting) problem. However, within that theorem we see that
it is not the direct decomposition of the subgroup (resp. quotient group) which
can be extended (resp. lifted). Instead it a some unique partition of the direct
decomposition. Finding the correct partition by trial and error is an exponentially
sized problem. To avoid this we outline a data structure which enables a greedy
algorithm to find this unique partition. The algorithm itself is given in Section 4.2.
The key result of this section is Theorem 3.28.
Throughout this section we suppose that G → X(G) is an (up) Ω-grader for a
direct class X.
Definition 3.23. A direct chain is a proper chain L of (Ω∪G)-subgroups starting
at X(G) and ending at G, and where there is a direct Ω-decompositionR of G with:
(i) for all L ∈ L, L = 〈R ∩ L〉, and
(ii) for each L ∈ L−{G}, there is a unique R ∈ R such that the successorM ∈ L
to L satisfies: RX(G) ∩ L 6= RX(G) ∩M . We call R the direction of L.
We call R a set of directions for L.
If L is a direct chain with directions R, then for all L ∈ L, R ∩ L is a direct
Ω-decomposition of L (Lemma 3.2(i)). When working with direct chains it helps
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to remember that for all (Ω ∪ G)-subgroups L and R of G, if X(G) ≤ L, then
(R ∩ L)X(G) = RX(G) ∩ L. Also, if X(G) ≤ L < M ≤ G, L = 〈R ∩ L〉 and
M = 〈R ∩M〉, and
(3.24) ∀R ∈ R− X, RX(G) ∩ L = RX(G) ∩M
then L = 〈R∩L〉 = 〈R∩L,X(G)〉 = 〈R∩M,X(G)〉 = 〈R∩M〉 =M . Therefore, it
suffices to show there is at most one R ∈ R−X such that RX(G)∩L 6= RX(G)∩M .
Lemma 3.25. Suppose that H = HX(G) is an (Ω∪G)-decomposition of G such that
H refines RX(G), for a direct Ω-decomposition R. It follows that, if L = 〈J ,X(G)〉,
for some J ⊆ H, then L = 〈R ∩ L〉.
Proof. As X(G) ≤ L, for each R ∈ R, R ∩ X(G) ≤ R ∩ L. As X(G) is (Ω ∪ G)-
graded, X(G) = 〈R∩X(G)〉. Thus, X(G) ≤ 〈R∩L〉. Also, H refines RX(G). Thus,
for each J ∈ J ⊆ H there is a unique R ∈ R − {R ∈ R : R ≤ X(G)} such that
J ≤ RX(G). As L = 〈J ,X(G)〉, J ≤ L and so J ≤ RX(G)∩L = (R∩L)X(G). Now
R∩L,X(G) ≤ 〈R∩L〉 thus J ≤ 〈R∩L〉. Hence L = 〈J ,X(G)〉 ≤ 〈R∩L〉 ≤ L. 
Lemma 3.26. If H is an (Ω ∪ G)-decomposition of G and R a direct (Ω ∪ G)-
decomposition of G such that H = HX(G) refines RX(G), then for all J ⊂ H and
all H ∈ H− J , there is a unique R ∈ R such that H ≤ RX(G) and
〈R − {R}〉X(G) ∩ 〈H,J ,X(G)〉 = 〈R − {R}〉X(G) ∩ 〈J ,X(G)〉.
Proof. Fix J ⊆ H and H ∈ H − J . By the definition of refinement there is a
unique R ∈ R such that H ≤ RX(G). Set J = 〈J ,X(G)〉 and C = 〈R − {R}〉.
By Lemma 3.25, R ∩ HJ and R ∩ J are direct (Ω ∪ G)-decompositions of HJ
and J respectively. As J = (R ∩ J) × (C ∩ J) and X(G) ≤ J , we get that J =
(RX(G)∩ J)(CX(G) ∩ J). Also, X(G) is (Ω∪G)-graded; hence, by Lemma 3.2(ii),
G/X(G) = RX(G)/X(G)× CX(G)/X(G) and CX(G) ∩RX(G) = X(G).
Combining the modular law with X(G) ≤ H ≤ RX(G) and RX(G) ∩ CX(G) =
X(G) we have that
CX(G) ∩HJ = CX(G) ∩
(
H(RX(G) ∩ J) · (CX(G) ∩ J)
)
=
(
CX(G) ∩H(RX(G) ∩ J)
)
(CX(G) ∩ J)
= (CX(G) ∩RX(G) ∩HJ)(CX(G) ∩ J)
= X(G)(CX(G) ∩ J) = CX(G) ∩ J.
Thus, CX(G) ∩HJ = CX(G) ∩ J . 
Proposition 3.27. If H = HX(G) is an (Ω ∪ G)-decomposition of G and R is a
direct Ω-decomposition of G such that H refines RX(G), then every maximal proper
chain C of subsets of H induces a direct chain {〈C,X(G)〉 : C ∈ C }.
Proof. For each C ⊆ H, by Lemma 3.25, 〈C〉 =
〈
R ∩ 〈C〉
〉
. The rest follows from
Lemma 3.26. 
The following Theorem 3.28 is a critical component of the proof of the algorithm
for Theorem 1.1, specifically in proving Theorem 4.13. What it says is that we
can proceed through any direct chain as the X-separated direct decompositions of
lower terms in the chain induce direct factors of the next term in the chain, and in
a predictable manner.
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Theorem 3.28. If L is a direct chain with directions R, L ∈ L−{G}, and R ∈ R
is the direction of L, then for every X-separated direct (Ω ∪G)-decomposition K of
L such that KX(G) refines RX(G) ∩ L, it follows that{
K ∈ K − X : K ≤ 〈R − {R}〉X(G)
}
lies in an X-separated direct (Ω ∪G)-decomposition of the successor to L.
Proof. LetM be the successor to L in L and set C = 〈R−{R}〉. As KX(G) refines
RX(G) ∩ L, it also refines {RX(G) ∩ L,CX(G) ∩ L} and so
CX(G) ∩ L = 〈K ∈ K,K ≤ CX(G)〉 = 〈K ∈ K − X,K ≤ CX(G)〉X(G).
Since K is X-separated F = 〈K ∈ K−X,K ≤ CX(G)〉 has no direct (Ω∪G)-factor
in X. Also, as the direction of L is R, CX(G) ∩M = CX(G) ∩ L and so
(C ∩M)X(G) = CX(G) ∩M
= CX(G) ∩ L
= 〈K ∈ K − X,K ≤ CX(G)〉X(G)
= F × 〈K ∩ X〉.
Using (M,F,C ∩M) in the role of (G,H,R) in Proposition 3.22, it follows that F
is a direct (Ω ∪ G)-factor of M . In particular, {K ∈ K − X,K ≤ CX(G)} lies in a
direct (Ω ∪G)-decomposition of M . 
4. Algorithms to lift, extend, and match direct decompositions
Here we transition into algorithms beginning with a small modification of a
technique introduced by Luks and Wright to find a direct complement to a direct
factor (Theorem 4.8). We then produce an algorithmMerge (Theorem 4.13) to lift
direct decompositions for appropriate quotients. That algorithm is the work-horse
which glues together the unique constituents predicted by Theorem 3.6. That task
asks us to locate a unique partition of a certain set, but in a manner that does not
test each of the exponentially many partitions. The proof relies heavily on results
such as Theorem 3.28 to prove that an essentially greedy algorithm will suffice.
For brevity we have opted to describe the algorithms only for the case of lifting
decompositions. The natural duality of up and down graders makes it possible to
modify the methods to prove similar results for extending decompositions.
This section assumes familiarity with Sections 2.6 and 3.
4.1. Constructing direct complements. In this section we solve the following
problem in polynomial-time.
P. 4.1. Direct-Ω-Complement
Given: a Ω-group G and an Ω-subgroup H,
Return: an Ω-subgroup K of G such that G = H×K, or certify that no such
K exists.
Luks and Wright gave independent solutions to Direct-∅-Complement in
back-to-back lectures at the University of Oregon [18, 37].
Theorem 4.2 (Luks [18],Wright [37]). For groups of permutations, Direct-∅-
Complement has a polynomial-time solution
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Both [18] and [37] reduce Direct-∅-Complement to the following problem
(here generalized to Ω-groups):
P. 4.3. Ω-Complement-Abelian
Given: an Ω-group G and an abelian (Ω ∪G)-subgroup M ,
Return: an Ω-subgroup K of G such that G = M ⋊ K, or certify that no
such K exists.
To deal with operator groups we use some modifications to the problems above.
Many of the steps are conceived within the group 〈Ωθ〉⋉G ≤ AutG⋉G. However,
to execute these algorithms we cannot assume that 〈Ωθ〉⋉G is a permutation group
as it is possible that these groups have no small degree permutation representations
(e.g. G = Zdp and 〈Ωθ〉 = GL(d, p)). Instead we operate within G and account for
the action of Ω along the way.
Lemma 4.4. Let G be an Ω-group where θ : Ω → AutG. If {〈X|R〉, f, ℓ} is a
constructive presentation for G and 〈Ω|R′〉 a presentation for A := 〈Ωθ〉 ≤ AutG
with respect to θ, then 〈Ω ⊔ X|R′ ⋉ R〉 is a presentation for A ⋉ G with respect to
θ ⊔ f , where
R′ ⋉ R = R′ ⊔ R ⊔ {(xf)sℓ · (xs)−1 : x ∈ X, s ∈ Ω}, and
∀z ∈ Ω ⊔ X, z(θ ⊔ f) =
{
zθ z ∈ Ω,
zf z ∈ X.
Proof. Without loss of generality we assume F (Ω), F (X) ≤ F (Ω ⊔ X). Let K be
the normal closure of R′ ⋉ R in F (Ω ⊔ X). For each s ∈ Ω and each x ∈ X it
follows that Kxs = K(xf)sℓ ≤ N = 〈K,F (X)〉. In particular, N is normal in
F (Ω ⊔ X). Set C = 〈K,F (Ω)〉. It follows that F (Ω ⊔ X) = 〈C,N〉 = CN . Thus,
H = F (Ω ⊔ X)/K = CN/K = (C/K)(N/K) and N/K is normal in H . Since C/K
and N/K satisfy the presentations for A and G respectively, it follows that H is a
quotient of A⋉G. To show that H ∼= A⋉G it suffices to notice that A⋉G satisfies
the relations in R′⋉ R, with respect to Ω⊔ X and θ ⊔ ℓ. Indeed, for all s ∈ Ω and all
x ∈ X we see that
xs(θ̂ ⊔ f) = (sθ−1, 1)(1, xf)(sθ, 1) = (1, (xf)s) = (1, (xf)sℓfˆ) = (xf)sℓ(θ̂ ⊔ f),
which implies that (xf)sℓ(xs)−1 ∈ ker θ̂ ⊔ f ; so, K ≤ ker θ̂ ⊔ f . Hence, 〈Ω⊔X|R′⋉R〉
is a presentation for A⋉G. 
Proposition 4.5. Ω-Complement-Abelian has a polynomial-time solution.
Proof. Let M,G ∈ Gn, and θ : Ω → AutG a function, where M is an abelian
(Ω ∪G)-subgroup of G.
Algorithm. Use Presentation to produce a constructive presentation {〈X|R〉, f, ℓ}
for G mod M . For each s ∈ Ω and each x ∈ X, define
rs,x = (xf
s)ℓ · (xs)−1 ∈ F (Ω ⊔ X).
Use Solve to decide if there is a µ ∈M X where
∀r ∈ R, r(fµ) = 1, and(4.6)
∀s ∈ Ω, ∀x ∈ X rs,x(fµ) = 1.(4.7)
If no such µ exists, then assert thatM has no Ω-complement in G; otherwise, return
K = 〈x(fµ) = (xf)(xµ) : x ∈ X〉.
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Correctness. Let A = 〈Ωθ〉 ≤ AutG and let 〈Ω|R′〉 be a presentation of A with
respect to θ. The algorithm creates a constructive presentation {〈X|R〉, f, ℓ} for G
mod M and so by Lemma 4.4, 〈Ω ⊔ X|R′ ⋉ R〉 is a presentation for A ⋉G mod M
with respect to θ ⊔ f .
First suppose that the algorithm returns K = 〈x(fµ) : x ∈ X〉. As Xf ⊆ KM
we get that G = 〈Xf〉 ≤ KM ≤ G. By (4.6), r(fµ) = 1 for all r ∈ R. Therefore K
satisfies the defining relations of G/M ∼= K/(K ∩M), which forces K ∩M = 1 and
so G = K ⋉M . By (4.6) and (4.7), the generator set Ωθ ⊔ {xµ¯ : x ∈ X}f of 〈A,K〉
satisfies the defining relations R′ ⋉ R of (A⋉G)/M and so 〈A,K〉 is isomorphic to
a quotient of (A ⋉G)/M where K is the image of G/M . This shows K is normal
in 〈A,K〉. In particular, 〈KΩ〉 ≤ K. Therefore if the algorithm returns a subgroup
then the return is correct.
Now suppose that there is a K ≤ G such that 〈KΩ〉 ≤ K and G = K ⋉M .
We must show that in this case the algorithm returns a subgroup. We have that
G = 〈Xf〉 and the generators Xf satisfy (modM) the relations R. Let ϕ : G/M → K
be the isomorphism kMϕ = k, for all km ∈ KM = G, where k ∈ K and m ∈ M .
Define τ : X→ M by xτ = (xf)−1(xfM)ϕ, for all x ∈ X. Notice 〈x(xτ) : x ∈ X〉 =
K. Furthermore, Φ : (a, hM) 7→ (a, hMϕ) is an isomorphism A⋉ (G/M)→ A⋉K.
As R ⊆ F (X) it follows that r((θ ⊔ f)Φ) = r(f)Φ = 1, for all r ∈ R. Also,
∀z ∈ Ω ⊔ X, z(θ ⊔ f)Φ =
{
(zθ, 1), z ∈ Ω;
(1, (xfM)ϕ) = (1, xτ¯ ), z ∈ X.
Therefore, r(fτ) = r((θ⊔f)Φ) = 1 for all r ∈ R. Thus, an appropriate τ ∈M X exists
and the algorithm is guaranteed to find such an element and return an Ω-subgroup
of G complementing M .
Timing. The algorithm applies two polynomial-time algorithms. 
Theorem 4.8. Direct-Ω-Complement has a polynomial-time solution.
Proof. Let H,G ∈ Gn and θ : Ω→ AutG, where 〈HΩ〉 ≤ H ≤ G.
Algorithm. Use Member to determine if H is an (Ω ∪ G)-subgroup of G. If
not, then this certifies that H is not a direct factor of G. Otherwise, use Normal-
Centralizer to compute CG(H) and ζ1(H). UsingMember, test ifG = HCG(H)
and if 〈CG(H)Ω〉 = CG(H). If either fails, then certify that H is not a direct Ω-
factor of G. Next, use Proposition 4.5 to find an Ω-subgroup K ≤ CG(H) such
that CG(H) = ζ1(H)⋊K, or determine that no such K exists. If K exists, return
K; otherwise, H is not a direct Ω-factor of G.
Correctness. Note that if G = H × J is a direct Ω-decomposition then H and
J are (Ω ∪ G)-subgroups of G, G = HCG(H), and CG(H) = ζ1(H) × J . As
Ωθ ⊆ AutG, ζ1(H) is an Ω-subgroup and therefore CG(H) is an Ω-subgroup.
Therefore the tests within the algorithm properly identify cases where H is not a
direct Ω-factor of G. Finally, if the algorithm returns an Ω-subgroup K such that
CG(H) = ζ1(H)⋊K = ζ1(G)×K, then G = H ×K is a direct Ω-decomposition.
Timing. The algorithm makes a bounded number of calls to polynomial-time
algorithms. 
4.2. Merge. In this section we provide an algorithm which given an appropriate
direct decomposition of a quotient group produces a direct decomposition of original
group.
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Throughout this section we assume that (X, G 7→ X(G)) is an up Ω-grading pair
in which ζ1(G) ≤ X(G).
The constraints of exchange by AutΩ∪GG given in Lemma 3.5 can be sharpened
to individual direct factors as follows. (Note that Proposition 4.9 is false when
considering the action of AutG on direct factors.)
Proposition 4.9. Let X and Y be direct Ω-factors of G with no abelian direct
Ω-factor. The following are equivalent.
(i) Xϕ = Y for some ϕ ∈ AutΩ∪GG.
(ii) Xζ1(G) = Y ζ1(G).
Proof. By (2.1), AutΩ∪GG is the identity on G/ζ1(G); therefore (i) implies (ii).
Next we show (ii) implies (i). Recall that A is the class of abelian groups. Let
{X,A} and {Y,B} be direct Ω-decompositions of G. Choose Remak (Ω ∪ G)-
decompositions R and C which refine {X,A} and {Y,B} respectively. Let X =
{R ∈ R : R ≤ X}. By Theorem 2.10 there is a ϕ ∈ AutΩ∪GG such that Xϕ ⊆ C.
However, ϕ is the identity on G/ζ1(G). Hence, 〈X 〉ζ1(G) = Xζ1(G)ϕ = Y ζ1(G).
Thus, Xϕ ⊆ {C ∈ C : C ≤ Y ζ1(G)} −A. Yet, C refines {Y,B} and Y has no direct
Ω-factor in A. Thus,
{C ∈ C : C ≤ Y ζ1(G) = Y × ζ1(B)} − A = {C ∈ C : C ≤ Y }.
Thus, Xϕ ⊆ Y. By reversing the roles of X and Y we see that Yϕ′ ⊆ X for some
ϕ′. Thus, |X | = |Y|. So we conclude that Xϕ = Y and Xϕ = Y . 
Theorem 4.10. There is a polynomial-time algorithm which, given an Ω-group G
and a set K of (Ω ∪G)-subgroups such that
(a) X(〈K〉) = X(G) and
(b) K is a direct (Ω ∪G)-decomposition of 〈K〉,
returns a direct Ω-decomposition H of G such that
(i) |H − K| ≤ 1,
(ii) if K ∈ K such that 〈H∩K,K〉 has a direct Ω-complement in G, then K ∈ H;
and
(iii) if K ∈ K − X such that K is a direct (Ω ∪G)-factor of G, then K ∈ H.
Proof. Algorithm.
Extend( G, K )
begin
L = ∅; ⌊G⌋ = G;
/* Using the algorithm for Theorem 4.8 to determine the existence of H,
execute the following. */
while ( ∃K ∈ K,∃H,L⊔{K,H} is a direct Ω-decomposition of G )
⌊G⌋ = H ;
L = L ⊔ {K};
K = K − {K};
return H = L ⊔ {⌊G⌋} ;
end.
Correctness. We maintain the following loop invariant (true at the start and end
of each iteration of the loop): L ⊔ {⌊G⌋} is a direct (Ω ∪ G)-decomposition of G
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and L ⊆ K. The loop exits once L ⊔ {⌊G⌋} satisfies (ii). Hence, H = L ⊔ {⌊G⌋}
satisfies (i) and (ii).
For (iii), suppose that K is X-separated and that K ∈ (K − X) − H such that
K is a direct (Ω ∪G)-factor of G. Let 〈FΩ〉 ≤ F ≤ G such that {F,K} is a direct
(Ω ∪ G)-decomposition of G and R a Remak (Ω ∪ G)-decomposition of G which
refines {F,K}. Also let T be a Remak (Ω∪G)-decomposition of G which refines H.
Set X = {R ∈ R : R ≤ K}, and note that X ⊆ R− X as K has no direct Ω-factor
in X. By Theorem 2.10 we can exchange X with a Y ⊆ T − X to create a Remak
(Ω∪G)-decomposition (T −Y)⊔X of G. As ζ1(G) ≤ X(G) we get RX(G) = T X(G)
and XX(G) = YX(G) (Lemma 3.5, Proposition 4.9). Thus, by (a) and then (b),
〈Y〉 ∩ 〈H ∩ K〉 ≡ 〈X〉 ∩ 〈H ∩ K〉 (mod X(G))
≡ K ∩ 〈H ∩ K〉 (mod X(〈K〉))
≤ K ∩ 〈K − {K}〉
≡ 1
Therefore 〈Y〉 ≤ 〈(T − X)− {T ∈ T : T ≤ 〈H −K〉}〉. Thus,
J = (H ∩K) ⊔ {K} ⊔ {〈(T − Y)− {T ∈ T : T ≤ 〈H ∩K〉}
is a direct Ω-decomposition of G and (H ∩K) ⊔ {K} ⊆ J ∩K which shows that L
is not maximal. By the contrapositive we have (iii).
Timing. This loop makes |K| ≤ log2 |G| calls to a polynomial-time algorithm for
Direct-Ω-Complement. 
Under the hypothesis of Theorem 4.10 it is not possible to extend (iii) to say
that if K ∈ K and K is a direct Ω-factor of G then K ∈ H. Consider the following
example (where Ω = ∅).
Example 4.11. Let G = D8 × Z2, D8 = 〈a, b|a4, b2, (ab)2〉. Use A (the class of
abelian groups) for X and K = {〈(0, 1)〉, 〈(a2, 1)〉}. Each member of K is a direct
factor of G, but K is not contained in any direct decomposition of G.
Lemma 4.12. If K is a X-refined direct (Ω ∪ G)-decomposition of G such that
KX(G) refines RX(G) for some Remak (Ω ∪ G)-decomposition of G, then K is a
Remak (Ω ∪G)-decomposition of G.
Proof. As R is a Remak (Ω∪G)-decomposition of G, by Lemma 3.5, RX(G) refines
KX(G) and so KX(G) = RX(G). Hence, |K − X| = |R − X| and because K is X-
refined we also have: |K ∩ X| = |R ∩ X|. Therefore, |K| = |K − X| + |K ∩ X| =
|R−X|+ |R∩X| = |R|. As every Remak (Ω∪G)-decomposition of G has the same
size, it follows that K cannot be refined by a larger direct (Ω ∪ G)-decomposition
of G. Hence K is a Remak (Ω ∪G)-decomposition of G. 
Theorem 4.13. There is a polynomial-time algorithm which, given G ∈ Gn, sets
A,H ⊆ Gn, and a function θ : Ω→ AutG, such that
(a) A is a Remak (Ω ∪G)-decomposition of X(G),
(b) ∀H ∈ H, X(H) = X(G),
(c) H/X(G) is a direct Ω-decomposition of G/X(G);
returns an X-refined direct Ω-decomposition K of G with the following property. If
R is a direct Ω-decomposition of G where H refines RX(G) then KX(G) refines
RX(G); in particular, if R is Remak then K is Remak.
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Proof. Algorithm.
Merge( A, H )
begin
K = A;
∀H ∈ H
K =Extend( 〈H,K〉, K );
return K ;
end.
Correctness. Fix a direct Ω-decomposition R of G where H refines RX(G). We
can assume R is X-refined.
The loop runs through a maximal chain C of subsets of H and so we track the
iterations by considering the members of C . By Proposition 3.27, L = {L = LC =
〈C,X(G)〉 : C ∈ C } is a direct chain. We claim the following properties as loop
invariants. At the iteration C ∈ C , we claim that (C, L,K) satisfies:
(P.1) X(L) = X(G),
(P.2) KX(G) refines RX(G) ∩ L, and
(P.3) K is an X-refined direct (Ω ∪G)-decomposition of L.
Thus, when the loop completes, L = 〈H〉 = G. By (P.2) KX(G) refines RX(G). By
(P.3), K is an X-refined direct Ω-decomposition of G. Following Lemma 4.12, if R
is a Remak (Ω∪G)-decomposition of G then K is a Remak (Ω∪G)-decomposition.
We prove (P.1)–(P.3) by induction.
As we begin with K = A, in the base case C = ∅, L = X(G), and so (P.1) holds.
As KX(G) = ∅ and RX(G) ∩ X(G) = ∅ we have (P.2). Also (P.3) holds because of
(a).
Now suppose for induction that for some C ∈ C , (C, L,K) satisfies (P.1)–(P.3).
Let D = C ⊔ {H} ∈ C be the successor to C, for the appropriate H ∈ H − C.
Set M = 〈H,L〉, and M = Extend(M,K). Since H ≤ M it follows from (b) that
X(G) ≤ X(M) ≤ X(H) = X(G) so that X(M) = X(G); hence, (P.1) holds for
(D,M,M).
Next we prove (P.2) holds for (D,M,M). As L,M ∈ L and L is a direct chain
with directions R, R ∩ L and R ∩M are direct (Ω ∪ G)-decomposition of L and
M , respectively. Following Theorem 4.10(i), |M − K| ≤ 1. As H  L, M 6= K,
and there is a group ⌊H⌋ inM−K with H ≤ ⌊H⌋X(G). By assumption, H refines
RX(G). Hence, there is a unique R ∈ R − X such that X(G) < H ≤ RX(G).
Indeed, R is the direction of L. Let C = 〈(R− {R})− X〉 and define
J = {K ∈ K − X : K ≤ CX(G)}.
As the direction of L is R, CX(G) ∩M = CX(G) ∩L = 〈J 〉X(G) and by Theorem
3.28, J lies in a X-separated direct (Ω∪G)-decomposition ofM . Thus, by Theorem
4.10(ii), J ⊆M∩K. Also, M = 〈M− J 〉 × 〈J 〉 and X(M) = X(G), so
M/X(G) = 〈M− J 〉X(G)/X(G)× 〈J 〉X(G)/X(G)
= 〈M− J 〉X(G)/X(G)× (CX(G) ∩M)/X(G).
Thus, 〈M − J 〉X(G) ∩ CX(G) = X(G). Suppose that X is a directly (Ω ∪ G)-
indecomposable direct (Ω∪G)-factor of 〈M−J 〉X(G) which does not lie in X. As
R ∩M is a direct (Ω ∪M)-decomposition of M and X lies in a Remak (Ω ∪ G)-
decomposition ofM , then by Lemma 3.5, X ≤ RX(M) = RX(G) orX ≤ CX(M) =
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CX(G). Yet, X 6∈ X so that X  X(G) and
X ∩CX(G) ≤ 〈M−J 〉X(G) ∩ CX(G) = X(G);
hence, X  CX(G). Thus, X ≤ RX(G) and as X is arbitrary, we get
〈M− J 〉X(G) ≤ RX(G).
As M/X(G) = (RX(G) ∩M)/X(G)× (CX(G) ∩M)/X(G) we indeed have
〈M− J 〉X(G) = RX(G) ∩M.
In particular, MX(G) refines RX(G) ∩M and so (P.2) holds.
Finally to prove (P.3) it suffices to show that ⌊H⌋ has no direct (Ω∪G)-factor in
X. Suppose otherwise: so ⌊H⌋ has a direct (Ω ∪ G)-decomposition {H0, A} where
A ∈ X and A is directly (Ω∪G)-indecomposable. Swap out ⌊H⌋ in M for {H0, A}
creating
M′ = (M−{⌊H⌋}) ⊔ {H0, A} = (M∩K) ⊔ {H0, A}.
As A ∈ X it follows that A ≤ X(M) = X(G) = X(L). In particular, A ≤ L ≤ M .
As A is a direct (Ω ∪G)-factor of M , A is also a direct (Ω ∪G)-factor of L. Since
〈A,M∩K〉 ≤ L it follows that
M′ ∩ L = {H0 ∩ L,A} ⊔ (M∩K)
is a direct (Ω ∪ G)-decomposition of L. Furthermore, A is directly (Ω ∪ G)-inde-
composable, A ∈ X, and A lies in a Remak (Ω∪G)-decomposition of L. Also K∩X
lies in a Remak (Ω∪G)-decomposition T of L in which K∩X = T ∩X (Proposition
3.10(iv) and (v)); thus, by Theorem 2.10 there is a B ∈ K ∩ X such that
(M′ ∩ L− {A}) ⊔ {B}
is a direct (Ω∪G)-decomposition of L. Hence, M′′ = (M′−{A})⊔{B} is a direct
(Ω ∪ G)-decomposition of M . However, M′′ ∩ K = (M ∩ K) ∪ {B}. By Theo-
rem 4.10(i), M∩ K is maximal with respect to inclusion in K, such that M∩ K
is contained in a direct (Ω ∪ G)-decomposition of M . Thus, B ∈ M ∩ K. That
is, impossible since it would imply that M′ ∩ L and (M′ − {A}) ∩ L are both
direct (Ω ∪ G)-decompositions of L, i.e. that A ∩ L = 1, But 1 < A ≤ L. This
contradiction demonstrates that ⌊H⌋ has no direct (Ω∪G)-factor in X. Therefore,
M is X-refined.
Having shown that M and M satisfy (P.1)–(P.3), at the end of the loop K and
L are reassigned to M and M respectively and so maintain the loop invariants.
Timing. The algorithm loops over every element of H applying the polynomial-
time algorithm of Theorem 4.10 once in each loop. Thus, Merge is a polynomial-time
algorithm. 
5. Bilinear maps and p-groups of class 2
In this section we introduce bilinear maps and a certain commutative ring as
a means to access direct decompositions of a p-group of class 2. In our minds,
those groups represent the most difficult case of the direct product problem. This
is because p-groups of class 2 have so many normal subgroups, and many of those
pairwise intersect trivially making them appear to be direct factors when they are
not. Thus, a greedy search is almost certain to fail. Instead, we have had to consider
a certain commutative ring that can be derived from a p-group. As commutative
rings have unique Remak decomposition, and a decomposable p-group will have
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many Remak decompositions, we might expect such a method to have lost vital
information. However, in view of results such as Theorem 3.6 we recognize that
in fact what we will have constructed leads us to a matching for the extension
1→ ζ1(G)→ G→ G/ζ1(G)→ 1.
Unless specified otherwise, in this section G is a p-group of class 2.
5.1. Bilinear maps. Here we introduce Ω-bilinear maps and direct Ω-decompositions
of Ω-bilinear maps. This allows us to solve the match problem for p-groups of class
2.
Let V and W denote abelian Ω-groups. A map b : V × V →W is Ω-bilinear if
b(u+ u′, v + v′) = b(u, v) + b(u′, v) + b(u, v′) + b(u′, v′), and(5.1)
b(ur, v) = b(u, v)r = b(u, vr),(5.2)
for all u, u′v, v′ ∈ V and all r ∈ Ω. Every Ω-bilinear map is also Z-bilinear. Define
(5.3) b(X,Y ) = 〈b(x, y) : x ∈ X, y ∈ Y 〉
for X,Y ⊆ V . If X ≤ V then define the submap
(5.4) bX : X ×X → b(X,X)
as the restriction of b to inputs from X . The radical of b is
(5.5) rad b = {v ∈ V : b(v, V ) = 0 = b(V, v)}.
We say that b is nondegenerate if rad b = 0. Finally, call b faithful Ω-bilinear when
(0 :Ω V ) ∩ (0 :Ω W ) = 0, where (0 :Ω X) = {r ∈ Ω : Xr = 0}, X ∈ {V,W}.
Definition 5.6. Let B be a family of Ω-bilinear maps b : Vb × Vb → Wb, b ∈ B.
Define ⊕B =
⊕
b∈B b as the Ω-bilinear map
⊕
b∈B Vb×
⊕
b∈B Vb →
⊕
b∈BWb where:
(5.7) (⊕B) ((ub)b∈B, (vb)b∈B) = (b(ub, vb))b∈B, ∀(ub)b∈B, (vb)b∈B ∈
⊕
b∈B
Vb.
Lemma 5.8. If b : V × V → W is an Ω-bilinear map, C a finite set of submaps of
b such that
(i) {Xc : c : Xc ×Xc → Zc ∈ C} is a direct Ω-decomposition of V ,
(ii) {Zc : c : Xc ×Xc → Zc ∈ C} is a direct Ω-decomposition of W , and
(iii) b(Xc, Xd) = 0 for distinct c, d ∈ C;
then b =
⊕
C.
Proof. By (i), we may write each u ∈ V as u = (uc)c∈C with uc ∈ Xc, for all c : Xc×
Xc → Zc ∈ C. By (iii) followed by (ii) we have that b(u, v) =
∑
c,d∈C b(uc, vd) =∑
c∈C c(uc, vc) = (⊕C) (u, v). 
Definition 5.9. A direct Ω-decomposition of an Ω-bilinear map b : V × V →
W is a set B of submaps of b satisfying the hypothesis of Lemma 5.8. Call
b directly Ω-indecomposable if its only direct Ω-decomposition is {b}. A Re-
mak Ω-decomposition of b is an Ω-decompositions whose members or directly Ω-
indecomposable.
The bilinear maps we consider were created by Baer [2] and are the foundation
for the many Lie methods that have been associated to p-groups. Further details
of our account can be found in [33, Section 5].
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The principle example of such maps is the commutation of an Ω-group G where
γ2(G) ≤ ζ1(G). There we define V = G/ζ1(G), W = γ2(G), and b = Bi(G) :
V × V →W where
(5.10) b(ζ1(G)x, ζ1(G)y) = b(x, y), ∀x, ∀y, x, y ∈ G.
It is directly verified that b is Zpe [Ω]-bilinear where Gp
e
= 1, and furthermore,
nondegenerate. When working in V and W we use additive notation.
Given H ≤ G we define U = Hζ1(G)/ζ1(G) ≤ V , Z = H ∩ γ2(G) ≤ W , and
c := Bi(H ;G) : U × U → Z where
(5.11) c(u, v) = b(u, v), ∀u∀v, u, v ∈ U.
Proposition 5.12. If G is a Ω-group and γ2(G) ≤ ζ1(G), then every direct Ω-
decomposition H of G induces a direct Ω-decomposition
(5.13) Bi(H) = {Bi(H ;G) : H ∈ H}.
If Bi(P ) is directly Ω-indecomposable and ζ1(G) ≤ Φ(G), then G is directly Ω-
indecomposable.
Proof. Set b := Bi(G). By Lemma 3.2 and Proposition 3.12, Hζ1(G)/ζ1(G) is a
direct Ω-decomposition of V = G/ζ1(G) and H∩γ2(G) is a direct Ω-decomposition
of W = γ2(G). Furthermore, for each H ∈ H,
b(Hζ1(G)/ζ1(G), 〈H − {H}〉ζ1(G)/ζ1(G)) = [H, 〈H − {H}〉] = 0 ∈W.
In particular, Bi(H) is a direct Ω-decomposition of b.
Finally, if Bi(P ) is directly indecomposable then |Bi(H)| = 1. Thus, Hζ1(G) =
{G}. Therefore H has exactly one non-abelian member. Take Z ∈ H ∩A. As Z is
abelian, Z ≤ ζ1(G). If ζ1(G) ≤ Φ(G) then the elements of G are non-generators.
In particular, G = 〈H〉 = 〈H − {Z}〉. But by definition no proper subset of
decomposition generates the group. So H ∩ A = ∅. Thus, H = {G} and G is
directly Ω-indecomposable. 
Baer and later others observed a partial reversal of the map G 7→ Bi(G). Our
account follows [33]. In particular, if b : V ×V →W is a Zpe -bilinear map then we
may define a group Grp(b) on the set V ×W where the product is given by:
(5.14) (u,w) ∗ (u′, w′) = (u+ u′, w + b(u, u′) + w′),
for all (u,w) and all (u′, w′) in V × W . The following are immediate from the
definition.
(i) (0, 0) is the identity and for all (u,w) ∈ V ×W , (u,w)−1 = (−u,−w+b(u, u)).
(ii) For all (u,w) and all (v, w) in V ×W , [(u,w), (v, w′)] = (0, b(u, v)− b(v, u)).
If b is Ω-bilinear then Grp(b) is an Ω-group where
∀s ∈ Ω, ∀(u,w) ∈ V ×W, (u,w)s = (us, ws).
In light of (ii), if p > 2 and b is alternating, i.e. for all u and all v in V , b(u, v) =
−b(v, u), then [(u,w), (v, w′)] = (0, 2b(u, v)). For that reason it is typical to consider
Grp(12 b) in those settings so that [(u,w), (v, w
′)] = (0, b(u, v)). We shall not require
this approach. If Gp = 1 then G ∼= Grp(Bi(G)) [35, Proposition 3.10(ii)].
Corollary 5.15. If G is a p-group with Gp = 1 and γ2(G) ≤ ζ1(G) then G is
directly Ω-indecomposable if, and only if, Bi(G) is directly Ω-indecomposable and
ζ1(G) ≤ Φ(G).
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Proof. The reverse directions is Proposition 5.12. We focus on the forward direction.
As Gp = 1 it follows that G ∼= Grp(Bi(G)) =: Gˆ. Set b := Bi(G). Let B be a direct
Ω-decomposition of b, and therefore also of Bi(G). For each c : Xc ×Xc → Zc ∈ B,
define Grp(c, b) = Xc × Zc ≤ V ×W . We claim that Grp(c; b) is an Ω-subgroup
of Grp(b). In particular, (0, 0) ∈ Grp(c; b) and for all (x,w), (y, w′) ∈ Grp(c; b),
(x,w)∗ (−y,−w′+b(y, y)) = (x−y, w−b(x, y)−w′+b(y, y)) ∈ Xc×Zc = Grp(c; b).
Furthermore,
Grp(c; b),Grp

 ∑
d∈C−{c}
d; b



 =

0, 2b

Xc, ∑
d∈C−{c}
Xd



 = (0, 0).
Combined with Grp(b) = 〈Grp(c; b) : c ∈ C〉 it follows that Grp(c; b) is normal in
Grp(b). Finally,
Grp(c; b) ∩ Grp

 ∑
d∈C−{c}
d; b

 = (Xc × Zc) ∩ ∑
d∈C−{c}
(Xd × Zd) = 0× 0.
Thus, H = {Grp(c; b) : c ∈ C} is a direct Ω-decomposition of Grp(b). As G is
directly Ω-indecomposable it follows that H = {G} and so C = {b}. Thus, b is
directly Ω-indecomposable. 
5.2. Centroids of bilinear maps. In this section we replicate the classic interplay
of idempotents of a ring and direct decompositions of an algebraic object, but now
for context of bilinear maps. The relevant ring is the centroid, defined similar to
centroid of a nonassociative ring [11, Section X.1]. As with nonassociative rings, the
idempotents of the centroid of a bilinear map correspond to direct decompositions.
Myasnikov [23] may have been the first to generalize such methods to bilinear maps.
Definition 5.16. The centroid of an Ω-bilinear b : V × V →W is
CΩ(b) = {(f, g) ∈ EndΩ V ⊕ EndΩW : b(uf, v) = b(u, v)g = b(u, vf), ∀u, v ∈ V }.
If Ω = ∅ then write C(b).
Lemma 5.17. Let b : V × V →W be an Ω-bilinear map. Then the following hold.
(i) CΩ(b) is a subring of EndΩ V ⊕ EndΩW , and V and W are CΩ(b)-modules.
(ii) If b is K-bilinear for a ring K, then K/(0 :K V ) ∩ (0 :K W ) embeds in C(b).
In particular, C(b) is the largest ring over which b is faithful bilinear.
(iii) If b is nondegenerate and W = b(V, V ) then CΩ(b) = C(b) and C(b) is com-
mutative.
Proof. Parts (i) and (ii) are immediate from the definitions. For part (iii), if s ∈ Ω
and (f, g) ∈ C(b), then b((su)f, v) = b(su, vf) = sb(u, vf) = b(s(uf), v) for all
u and all v ∈ V . As b is nondegenerate and b((su)f − s(uf), V ) = 0, it follows
that (su)f = s(uf). In a similar fashion, g ∈ EndΩW so that (f, g) ∈ CΩ(b). For
part (iii) we repeat the same shuffling game above: if (f, g), (f ′, g′) ∈ C(b) then
b(u(ff ′), v) = b(u, vf)f ′ = b(u(f ′f), v). By the nondegenerate assumption we get
that ff ′ = f ′f and also gg′ = g′g. 
Remark 5.18. If rad b = 0 and (f, g), (f ′, g) ∈ C(b) then f = f ′. If W = b(V, V )
and (f, g), (f, g′) ∈ C(b) then g = g′. So if rad b = 0 and W = b(V, V ) then the first
variable determines the second and vice-versa.
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5.3. Idempotents, frames, and direct Ω-decompositions. In this section we
extend the usual interplay of idempotents and direct decompositions to the context
of bilinear maps and them p-groups of class 2. This allows us to prove Theorem
1.2. This section follows the notation described in Subsection 2.5.
Lemma 5.19. Let b : V × V →W be an Ω-bilinear map.
(i) A set B of Ω-submaps of b is a direct Ω-decomposition of b if, and only if,
(5.20) E(B) = {(e(Vc), e(Wc)) : c : Vc × Vc →Wc ∈ B}.
is a set of pairwise orthogonal idempotents of CΩ(b) which sum to 1.
(ii) B is a Remak Ω-decomposition of b if, and only if, E(B) is a frame.
(iii) If b is nondegenerate and W = b(V, V ), then b has a unique Remak Ω-
decomposition of b.
Proof. For (i), by Definition 5.9, {Vb : b ∈ B} is a direct decomposition of V and
{Wb : b ∈ B} is a direct decomposition of W . Thus, E(B) is a set of pairwise
orthogonal idempotents which sum to 1.
Let (e, f) ∈ E(X ). As 1 − e =
∑
(e′,f ′)∈E(B)−{(e,f)} e
′ it follows that for all
u, v ∈ V we have b(ue, v(1 − e)) ∈ b(V e, V (1 − e)) = 0 by the assumptions on B.
Also, b(ue, ve) ∈ Wf . Together we have:
b(ue, v) = b(ue, ve) + b(ue, v(1− e)) = b(ue, ve),
b(u, ve) = b(u(1− e), ve) + b(ue, ve) = b(ue, ve), and
b(u, v)f =

 ∑
(e′,f ′)∈E(B)
b(ue′, ve′)f ′

 f = b(ue, ve)f = b(ue, ve).
Thus b(ue, v) = b(u, v)f = b(u, ve) which proves (e, f) ∈ CΩ(b); hence, E(B) ⊆
CΩ(b).
Now suppose that E is a set of pairwise orthogonal idempotents of CΩ(b) which
sum to 1. It follows that {V e : (e, f) ∈ E} is a direct Ω-decomposition of V
and {Wf : (e, f) ∈ E} is a direct Ω-decomposition of W . Finally, b(ue, ve′) =
b(uee′, v) = 0. Thus, {b|(e,f) : Ve × Ve → Wf : (e, f) ∈ E} is a direct Ω-
decomposition of C(b).
Now (ii) follows. For (iii), we now by Lemma 5.17(ii) that C(b) = CΩ(b) is
commutative Artinian. The rest follows from Lemma 2.21(iv). 
Theorem 5.21. If G is a p-group and γ2(G) ≤ ζ1(G), then there is a unique frame
E in C(Bi(G)). Furthermore, if γ2(G) = ζ1(G) then every Remak Ω-decomposition
H of G matches a unique partition of (K,Q) where
K := {Weˆ : (e, eˆ) ∈ E},
Q := {V e : (e, eˆ) ∈ E}.
If Gp = 1 then every Remak Ω-decomposition of G matches (K,Q).
Proof. This follows from Proposition 5.12, Lemma 5.19, and Corollary 5.15. 
5.4. Proof of Theorem 1.2. This follows from Theorem 5.21. 
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5.5. Centerless groups. We close this section with a brief consideration of groups
with a trivial center.
Lemma 5.22. Let G be an Ω-group with ζ1(G) = 1 and N a minimal (Ω ∪ G)-
subgroup of G. Then the following hold.
(i) G has a unique Remak Ω-decomposition R.
(ii) There is a unique R ∈ R such that N ≤ R.
(iii) {CR(N), 〈R − {R}〉} is a direct (Ω ∪G)-decomposition of CG(N).
(iv) Every Remak (Ω∪G)-decomposition H of CG(N) refines {CR(N), 〈R−{R}〉}.
Proof. Given Remak Ω-decompositions R and S of G, by Lemma 3.5 and the
assumption that ζ1(G) = 1, it follows that R = Rζ1(G) = Sζ1(G) = S. This
proves (i).
For (ii), if N is a minimal (Ω∪G)-subgroup of G then [R,N ] ≤ R∩N ∈ {1, N},
for all R ∈ R. If [R,N ] = 1 for all R ∈ R then N ≤ ζ1(G) = 1 which contradicts
the assumption that N is minimal. Thus, for some R ∈ R, N ≤ R. The uniqueness
follows as R ∩ 〈R − {R}〉 = 1.
By (ii), [N, 〈R− {R}〉] = [R, 〈R − {R}〉] = 1 which shows 〈R − {R}〉 ≤ CG(N).
Hence, CG(N) = CR(N)× 〈R − {R}〉. This proves (iii).
Finally we prove (iv). Let K be a Remak (Ω∪G)-decomposition of CG(N). Let
S be a Remak (Ω ∪ G)-decomposition of CG(N) which refines the direct (Ω ∪ G)-
decomposition CG(N) = CR(N)×〈R−{R}〉 given by (iii). Note that R−{R} ⊆ S
as members of R cannot be refined further. By Theorem 2.10, there is a J ⊆ K
such that we may exchange R− {R} ⊆ S with J ; hence, {CR(N)} ⊔ J is a direct
(Ω ∪G)-decomposition of CG(N). Now R ∩ 〈J 〉 ≤ CR(N) ∩ 〈J 〉 = 1. Also
(5.23) 〈R,J 〉 = 〈R,CR(N),J 〉 = 〈R,R− {R}〉 = G.
As every member of J is an (Ω ∪G)-subgroup of G, it follows that the are normal
in G and so {R} ⊔ J is a direct Ω-decomposition of G. As the members of J
are Ω-indecomposable it follows that {R} ⊔ J is a Remak Ω-decomposition of G.
However, G has a unique Remak Ω-decomposition so J = R − {R}. As J was a
subset of an arbitrary Remak (Ω∪G)-decomposition of CG(N) it follows that every
Remak (Ω ∪G)-decomposition of CG(N) contains R− {R}. 
Proposition 5.24. For groups G with ζ1(G) = 1, the set M of minimal (Ω ∪G)-
subgroups is a direct (Ω∪G)-decomposition of the socle of G and furthermore there
is a unique partition of M which extends to the Remak Ω-decomposition of G.
The following consequence shows how the global Remak decomposition of a group
with trivial solvable radical is determined precisely from a unique partition of the
Remak decomposition of it socle.
Corollary 5.25. If G has trivial solvable radical and R is its Remak decomposition
then R = {CG(CG(soc(R))) : R ∈ R}.
6. The Remak Decomposition Algorithm
In this section we prove Theorem 1.1. The approach is to break up a given
group into sections for which a Remak (Ω ∪ G)-decomposition can be computed
directly. The base cases include Ω-modules (Corollary 2.34), p-groups of class 2
(which follows from Theorem 5.21), and groups with a trivial center. We use Theo-
rem 3.6 as justification that we can interlace these base cases to sequentially lift
direct decomposition via the algorithm Merge of Theorem 4.13.
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6.1. Finding Remak Ω-decompositions for nilpotent groups of class 2. In
this section we prove Theorem 1.1 for the case of nilpotent groups G of class 2. The
algorithm depends on Theorem 5.21 and Theorem 4.13.
To specify a Z-bilinear map b : V ×V →W for computation we need only provide
the structure constants with respect to fixed bases of V and W . Specifically let X
be a basis of V and Y a basis of W . Define B
(z)
xy ∈ Z so that the following equation
is satisfied:
b

∑
x∈X
αxx,
∑
y∈X
βyy

 = ∑
z∈Z

 ∑
x,y∈X
αxB
(z)
xy βy

 z (∀x ∈ X , ∀αx, βx ∈ Z).
Lemma 6.1. There is a deterministic polynomial-time algorithm, which given Ω-
modules V and W and a nondegenerate Ω-bilinear map b : V × V → W with
W = b(V, V ), returns a Remak Ω-decomposition of b.
Proof. Algorithm. Solve a system of linear equations in the (additive) abelian group
EndΩ V × EndΩW to find generators for CΩ(b). Use Frame to find a frame E of
CΩ(b). Return {b|(e,f) : V e× V e→Wf : (e, f) ∈ E}.
Correctness. This is supported by Lemma 5.19 and Theorem 2.32.
Timing. This follows from the timing of Solve and Frame. 
Theorem 6.2. There is a polynomial-time algorithm which, given a nilpotent Ω-
group of class 2, returns a Remak Ω-decomposition of the group.
Proof. Let G ∈ GΩn with γ2(G) ≤ ζ1(G).
Algorithm. Use Order to compute |G|. For each prime p dividing |G|, write
|G| = pem where (p,m) = 1 and set P := Gm. Set bp := Bi(P ). Use the algorithm
of Lemma 6.1 to find a direct Ω-decomposition B of b. Define each of the following:
X (B) = {Xc : c : Xc ×Xc → Zc ∈ B}
H = {H ≤ P : ζ1(P ) ≤ H,H/ζ1(P ) ∈ X (B)}.
Use Corollary 2.34 to build a Remak Ω-decomposition Z of ζ1(P ). Set Rp :=
Merge(Z,H). Return
⋃
p||G|Rp.
Correctness. By Lemma 6.1 the set B is the unique Remak Ω-decomposition of
Bi(G). By Theorem 5.21 and Theorem 4.13 the return a Remak Ω-decomposition
of G.
Timing. The algorithm uses a constant number of polynomial time subroutines.

We have need of one final observation which allows us to modify certain de-
compositions into ones that match the hypothesis Theorem 4.13(b) when the up
grading pair is (Nc, G 7→ ζc(G)).
Lemma 6.3. There is a polynomial-time algorithm which, given an Ω-decomposition
H = Hζc(G) of a group G, returns the finest Ω-decomposition K refined by H and
such that for all K ∈ K, ζc(K) = ζc(G). (The proof also shows there is a unique
such K.)
Proof. Observe that K = {〈H ∈ H : [K,H, . . . , H ] 6= 1〉 : K ∈ K}. We can create
K by a transitive closure algorithm. 
Theorem 6.4. Find-Ω-Remak has polynomial-time solution.
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1 1
1 // ζ2(G) // G //
OO
G/ζ2(G) //
OO
1
1 // ζ1(G) //
OO
G // G/ζ1(G) //
OO
1
1
OO
1
OO
Figure 2. The relative extension 1 < ζ1(G) ≤ ζ2(G) < G. The
rows and columns are exact.
Proof. Let G ∈ GΩn .
Algorithm. IfG = 1 then return ∅. Otherwise, compute ζ1(G). IfG = ζ1(G) then
use Abelian.Remak-Ω-Decomposition and return the result. Else, if ζ1(G) =
1 then use Minimal-Ω-Normal to find a minimal (Ω ∪ G)-subgroup N of G.
Use Normal-Centralizer to compute CG(N). If CG(N) = 1 then return {G}.
Otherwise, recurse with CG(N) in the role of G to find a Remak Ω-decomposition
K of CG(N). Call H := Extend(G,K) to create a direct Ω-decomposition H
extending K maximally. Return H.
Now G > ζ1(G) > 1. Compute ζ2(G) and use Theorem 6.2 to construct a
Remak (Ω∪G)-decomposition A of ζ2(G). If G = ζ2(G) then return A; otherwise,
G > ζ2(G) (consider Figure 2). Use a recursive call on G/ζ1(G) to findH = Hζ1(G)
such that H/ζ1(G) is a Remak Ω-decomposition of G/ζ1(G). Apply Lemma 6.3 to
H and then set J := Merge(A,H), and return J .
Correctness. The case G = ζ1(G) is proved by Corollary 2.34 and the case
G = ζ2(G) is proved in Theorem 6.2.
Now suppose that G > ζ1(G) = 1. Following Lemma 5.22, G has a unique
Remak Ω-decomposition R and there is a unique R ∈ R such that N ≤ R and
〈R − {R}〉 ≤ CG(N). So if CG(N) = 1 then G is directly indecomposable and
the return of the algorithm is correct. Otherwise the algorithm makes a recursive
call to find a Remak (Ω ∪ G)-decomposition K of CG(N). By Lemma 5.22(iv), K
contains R−{R} and so there is a unique maximal extension of K, namely R, and
so by Theorem 4.10, the algorithm Extend creates the Remak Ω-decomposition of
G so the return in this case is correct.
Finally suppose that G > ζ2(G) ≥ ζ1(G) > 1. There we have the commutative
diagram Figure 2 which is exact in rows and columns. By Theorem 3.6, Hζ2(G)
refines Rζ2(G) and so the algorithm Merge is guaranteed by Theorem 4.13 to
return a Remak Ω-decomposition of G (consider Figure 3).
Timing. The algorithm enters a recursive call only if ζ1(G) = 1 or G > ζ2(G) ≥
ζ1(G) > 1. As these two case are exclusive there is at most one recurse call made
by the algorithm. The remainder of the algorithm uses polynomial time methods
as indicated. 
6.2. Proof of Theorem 1.1. This is a corollary to Theorem 6.4 
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(6.5) 1 1
1 //
∏
A //
∏
Merge(A,H) //
OO
∏
H/ζ2(G) //
OO
1
1 // ζ1(G) //
OO
G //
∏
H/ζ1(G) //
OO
1
1
OO
1
OO
Figure 3. The recursive step parameters feed into Merge to pro-
duce a Remak Ω-decomposition of G.
Corollary 6.6. FindRemak has a deterministic polynomial-time solution for ma-
trix Γd-groups.
Proof. This follows from Section 2.6, Remark 2.35, and Theorem 6.4. 
6.3. General operator groups. Now we suppose that G ∈ Gn is a Ω-group
for a general set Ω of operators. That is, Ωθ ⊆ EndG. To solve Remak-Ω-
Decomposition in full generality it suffices to reduce to the case where Ω acts
as automorphisms on G, where we invoke Theorem 6.4. For that suppose we have
ωθ ∈ EndG−AutG. By Fitting lemma we have that:
(6.7) G = kerωℓ(G) × imωℓ(G).
To compute such a decomposition we compute imωℓ(G) and then apply Direct-
Ω-Complement to compute kerωℓ(G). As Ω is part of the input, we may test
each ω ∈ Ω to find those ω where ωθ /∈ AutG, and with each produce a direct
Ω-decomposition. The restriction of ω to the constituents induces either zero map,
or an automorphism. Thus the remaining cases are handled by Theorem 6.4. 
7. An example
Here we give an example of the execution of the algorithm for Theorem 6.4
which covers several of the interesting components (but of course fails to address
all situations). We will operate without a specific representation in mind, since
we are interested in demonstrating the high-level techniques of the algorithm for
Theorem 6.4.
We trace through how the algorithm might process the group
G = D8 ×Q8 × SL(2, 5)×
(
SL(2, 5) ◦ SL(2, 5)
)
.
First the algorithm recurses until it reaches the group
Gˆ = G/ζ2(G) ∼= PSL(2, 5)
3.
At this point it finds a minimal normal subgroup N of Gˆ, of which there are
three, so we pick N = PSL(2, 5) × 1 × 1. Next the algorithm computes a Remak
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decomposition of CG(N) = 1× PSL(2, 5)× PSL(2, 5). At this point the algorithm
returns the unique Remak decomposition
Q := {PSL(2, 5)× 1× 1, 1× PSL(2, 5)× 1, 1× 1× PSL(2, 5)}.
These are pulled back to the set {H1, H2, H3} of subgroups in G.
Next the algorithm constructs a Remak G-decomposition of ζ2(G). For that the
algorithm constructs the bilinear map of commutation from ζ2(G)/ζ1(G) ∼= Z42 into
γ2(ζ2(G)) = 〈z1, z2〉 ∼= Z22, i.e.
b := Bi(ζ2(G)) : Z42 × Z
4
2 → Z
2
2
Below we have described the structure constants for b in a nice basis but remark
that unless we already know the direct factors of ζ2(G) it is unlikely to have such
a natural form.
(7.1) b(u, v) = u


0 z1
−z1 0
0 z2
−z2 0

 vt, ∀u, v ∈ Z42.
A basis for the centroid of b is computed:
(7.2) C(b) =






a 0
0 a
b 0
0 b

 ,
[
a 0
0 b
] : a, b ∈ Z2


∼= Z2 ⊕ Z2.
Next, the unique frame E = {(I2 ⊕ 02, 1 ⊕ 0), (02 ⊕ I2, 0⊕ 1)} of C(b) is built and
used to create the subgroups K := {D8×Z(Q8), Z(D8)×Q8} in ζ2(G). Here, using
an arbitrary basis X for ζ1(G) = Z22 × Z
2
4, the algorithm Merge(X ,K) constructs a
Remak decomposition A := {H,K,C1, C2} of ζ2(G) where H ∼= D8, K ∼= Q8, and
C1 ∼= C2 ∼= Z4.
Finally, the algorithm Merge(A,H) returns a Remak decomposition of G. To
explain the merging process we trace that algorithm through as well.
Let R = SL(d, q) × 1 × 1 and S = 1 × (SL(d, q) ◦ SL(d, q)). These groups are
directly indecomposable direct factors of G and serve as the hypothesized directions
of for the direct chain used by Merge. Without loss of generality we index the H ’s
so that H2 = Rζ2(G) and H1H3 = Sζ2(G) and
G/ζ2(G) = PSL(d, q)×PSL(d, q)×PSL(d, q) = H2/ζ2(G)×H1/ζ2(G)×H3/ζ2(G).
Furthermore, ζ2(Hi) = ζ2(G) for all i ∈ {1, 2, 3}. Therefore, (A,H) satisfies the
hypothesis of Theorem 4.13.
The loop in Merge begins with K0 = A and seeks to extend A to H1 by selecting
an appropriate subset A1 ⊆ K0 = A and finding a complement ⌊H1⌋ ≤ H1 such
that K1 = A1 ⊔ {⌊H1⌋} is a direct decomposition of H1. The configuration at this
stage is seen in Figure 4. By Theorem 4.10, we have H,K ∈ A1 (as those lie outside
the center) and one of the Ci’s (though no unique choice exists there).
In the second loop iteration we extend K1 to a N2-refined direct decomposition
if H1H2. This selects a subset A2 ⊆ K1 ∩ ζ2(G). Also H1 and H2 are in different
directions, specifically H2 = Rζ2(G) and H1 ≤ Sζ2(G), so the algorithm is forced
to include ⌊H1⌋ ∈ K2 (cf. Theorem 4.10(iii)) and then creates a complement
⌊H2⌋ ∼= SL(2, 5) to 〈A2, ⌊H1⌋〉. The configuration is illustrated in Figure 5. As
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1
ζ2(⌊H1⌋)
⌊H1⌋〈A1〉
ζ2(G)
H1
jjjjjjj
6
6
6
6
6
6
6
jjjjj
6
6
6
6
6
6
jjjjjjj
jjjjjjj
6
6
6
6
6
6
6
Figure 4. The lattice encountered during the first iteration of the
loop in the algorithm Merge(A, {H1, H2, H3}).
1
ζ2(⌊H2⌋)
⌊H2⌋
ζ2(⌊H1⌋)
⌊H1⌋
〈A2〉
ζ2(G)
H2 H1
H1H2
TTTTTTT
TTTTT
jjjjjjj
jjjjj
TTTTTTTTTT
TTTTTTTTTTTTT
TTTTTTTTT
TTTTTTT
TTTTTTTTTTT
TTTTTTT
jjjjjjjjjj
jjjjjjjjjjjjj
jjjjjjjjj
jjjjjjj
jjjjjjjjjjj
jjjjjjj
Figure 5. The lattice encountered during the second iteration of
the loop in the algorithm Merge(A, {H1, H2, H3}).
before, we have H,K ∈ K2 as well, but the cyclic groups are now gone as the
centers of ⌊Hi⌋, i ∈ {1, 2}, fill out a direct decomposition of ζ2(G).
Finally, in the third loop iteration, the direction is back towards S and so the
extension K3 of K2 to H1H2H3 contains ⌊H2⌋ and is N2-refined. However, the
group ⌊H1⌋ is not a direct factor of G as it is one term in nontrivial central product.
Therefore that group is replaced by a subgroup ⌊H1H3⌋ ∼= SL(d, q) ◦ SL(d, q). The
final configuration is illustrated in Figure 6. K3 is a Remak decomposition of G.
8. Closing remarks
Historically the problem of finding a Remak decomposition focused on groups
given by their multiplication table since even there there did not seem to be a
polynomial-time solution. It was known that a Remak decomposition could be
found by checking all partitions of all minimal generating sets of a group G and
so the problem had a sub-exponential complexity of |G|log |G|+O(1). That placed it
in the company of other interesting problems including testing for an isomorphism
between two groups [21]. Producing an algorithm that is polynomial-time in the size
of the group’s multiplication table (i.e. polynomial in |G|2) was progress, achieved
independently in [14] and [34]. Evidently, Theorem 1.1 provides a polynomial-time
solution for groups input in this way (e.g. use a regular representation). With a
few observations we sharpen Theorem 1.1 in that specific context to the following:
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1
ζ2(⌊H2⌋)
⌊H2⌋
ζ2(⌊H1H3⌋)〈A3〉
ζ2(G)
H2 H1H3
H2H3
⌊H1H3⌋
H1H3
G
TTTTTTT
TTTTT
jjjjjjj
jjjjjjjj
TTTTTTTTTT
TTTTTTTTTTTTT
TTTTTTTTT
TTTTTTT
jjjjjjjjjj
jjjjjjjjj
jjjjjjjjjjj 6
6
6
6
6
TTTTTTTTTT
TTTTTTT
6
6
6
TTTTTTTTT
TTTTTTTT
jjjjjjjj
jjjjjjjjjjjjj
jjjjjjj
jjjjjjjj
66
6
6
6
6
6
6
6
6
6
Figure 6. The lattice of encountered during the third iteration of
the loop in the algorithm Merge(A, {H1, H2, H3}).
Theorem 8.1. There is a deterministic nearly-linear-time algorithm which, given
a group’s multiplication table, returns a Remak decomposition of the group.
Proof. The algorithm for Theorem 6.4 is polynomial in log |G|. As the input
length here is |G|2, it suffices to show that the problems listed in Section 2.6 have
O(|G|2 logc |G|)-time or better solutions. Evidently, Order, Member, Solve each
have brute-force linear-times solutions. Presentation can be solved in linear-time
by selecting a minimal generating set {g1, . . . , gℓ} (which has size log |G|) and act-
ing on the cosets of {〈gi, . . . , gℓ〉 : 1 ≤ i ≤ ℓ} produce defining relations of the
generators in fashion similar to [32, Exercise 5.2]. For Minimal-Normal, begin
with an element and takes it normal closure. If this is a proper subgroup recurse,
otherwise, try an element which is not conjugate to the first and repeat until either
a proper normal subgroup is discovered or it is proved that group is simple. That
takes O(|G|2)-time. The remaining algorithms Primary-Decomposition, Irre-
ducible, and Frame have brute force linear-time solutions. Thus, the algorithm
can be modified to run in times O(|G|2 logc |G|). 
Section 3 lays out a framework which permits for a local view of the direct
products of group. We have some lingering questions in this area.
(1) What is the best series of subgroups to use for the algorithm of Theorem
6.4?
Corollaries 3.14 and 3.21 offer alternatives series to use in the algorithm.
There is an option for a top-down algorithm based on down graders. That
may allow for a black-box algorithm since verbal subgroups can be con-
structed in black-box groups; see [32, Section 2.3.4].
(2) Is their a parallel NC solution for Remak-Ω-Decomposition?
We can speculate how this may proceed. First, select an appropriate
series 1 ≤ G1 ≤ · · · ≤ Gn = G for G and distribute and use parallel linear
algebra methods to find Remak decompositions Ai0 of each Gi+1/Gi, for
1 ≤ i < n. Then for 0 ≤ j ≤ logn, for each 1 ≤ i ≤ n/2j in parallel
compute Ai(j+1) := Merge(Aij ,A(i+1)j). When j = ⌊logn⌋ we have a
direct decomposition A1 logn of G and have used poly-logarithmic time.
38 JAMES B. WILSON
Unfortunately, Theorem 4.13(a) is not satisfied in these recursions, so we
cannot be certain that the result is a Remak decomposition.
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