Context: Software testability is the degree to which a software system or a unit under test supports its own testing. To predict and improve software testability, a large number of techniques and metrics have been proposed by both practitioners and researchers in the last several decades. Reviewing and getting an overview of the entire state-of-the-art and state-of-thepractice in this area is often challenging for a practitioner or a new researcher.
INTRODUCTION
Software testing is a fundamental and the most widespread activity to ensure quality of software systems. However, not all software systems are easily testable. Some are easier to be tested than others. Software testability is the degree to which a software artifact (i.e. a software system, software module, requirements or design document) supports testing in a given test context [1] . If the testability of the software artifact is high, then finding faults in the system (if it has any) by means of testing is easier. A lower degree of testability results in increased test effort, and thus in less testing performed in a given fixed amount of time, and thus less chances for findings software defects [1] . As one test practitioner puts it [2] : "Anything that makes testing harder or slower gives bugs more time or more opportunities to hide". If software engineers can increase testability of a given software, they will be able to decrease cost, increase quality of test activities and, as a result, produce higher quality software.
Broadly conceived, software testability is a result of six factors [3] : (1) characteristics of the representation (e.g., requirements), (2) characteristics of the implementation; (3) built-in test capabilities; (4) the test suite (test cases); (5) the test support environment; and (6) the software process in which testing is conducted.
To predict and improve software testability, a large number of techniques, metrics and frameworks have been proposed over the last few decades both by researchers and practitioners. This makes it challenging to review and get an overview of the entire state-of-the-art and state-of-the-practice in the area of testability. Furthermore, we observed that there is no clear guidance on how to measure testability and how to handle issues with it. Especially also in our industrial software testing projects and interactions with the industry in the last 15 years (e.g., [4] [5] [6] [7] [8] ), we often observed that many companies struggle with predicting and improving software testability in their context, due to not having an adequate overview of what already exists in this area and due to missing systematic support in general.
Knowing that they can adapt/customize an existing technique to predict and improve software testability in their own context can potentially save companies and test engineers a lot of time and money. Furthermore, there are also a lot of open research challenges on testability that require a summary and a classification of the entire field. Furthermore, a recent insightful paper in IEEE Software [9] highlighted "the practical value of historical data [and approaches published in the past]"and a "vicious cycle of inflation of software engineering terms and knowledge" (due to many papers not adequately reviewing the state of art). We believe survey papers like the current one aim at addressing the above problem, and also the following challenge as mentioned in that paper: "Previous work is hard to find".
Although there have been review and survey papers on specific aspects of software testability (see Table 2 ), no paper has so far studied the entire body of knowledge in a holistic manner, which is essential for the field of software testability that is equally driven by academia and industry.
To address the above need and to find out what we, as a community, know about software testability, we recently conducted a systematic mapping on the technical papers written by practitioners and researchers and we present a summary of its results in this article. Our review pool included 208 technical papers published in conferences and journals, and the earliest paper [P109] 1 was published in 1982, entitled "On testing non-testable programs" which highlights the significance of testability more than three decades ago. Previous "review" (survey) papers like this article have appeared on other topics, e.g., Agile development [10] , developer motivation [11] , or testing embedded software [12] , and have shown to be useful in providing concise overviews on a given area.
The remainder of this article is structured as follows. Section 2 provides background and related work on testability. Section 3 describes the research method and the review planning. Section 4 presents the search phase and the selection of pool of sources to be reviewed. Section 5 discusses the development of the systematic map and data-extraction plan. Section 6 presents the results of the literature review. Section 7 summarizes the findings and discusses the lessons learned. Finally, in Section 8, we draw conclusions, and suggest areas for further research.
BACKGROUND AND RELATED WORK
In this section, we first provide a brief overview of the concept of software testability. We then briefly review the related work, i.e., survey (review) papers on software testability in the literature.
A BRIEF OVERVIEW OF THE CONCEPT OF SOFTWARE TESTABILITY
A large number of definitions for software testability has been offered in the literature. As expected, there were similarities among different definitions. Based on our pool of studies (Section 4), we summarize a non-exhaustive list of those definitions in Table 1 .
The first three rows in the table are the definitions by the following three standards: IEEE standard 610. (glossary of software engineering terminology) [13] , ISO standard 9126-1: 2001 (Software engineering -product quality) [14] , and military standard MIL-STD-2165 (Testability program for electronic systems and equipment) [15] . The other definitions are those provided by the papers in the pool.
We have furthermore classified the definitions of software testability regarding their focus into three groups: (1) facilitation (ease) of testing; (2) facilitation (ease) of revealing faults; and (3) other focus areas. In the first group of definitions, testability is interpreted as the factor related to facilitation (ease) of testing which is often viewed as related to test efficiency. The second group of definitions interprets testability as facilitation (ease) of revealing faults which is related to test effectiveness.
As one can see in Table 1 ., the definitions are quite equally partitioned between the first two groups. Some sources have also defined testability considering both aspects, e.g., MIL-STD-2165 [15] , [P141, P200]]. We also personally believe that a definition considering both aspects is more appropriate, i.e., a definition such as the following: the degree to which a software system or component facilitates the establishment of test criteria, generation and execution of test cases, and also the probability that a piece of software will fail during testing if it includes a fault.
In addition, one can also see from Table 1 that some sources have extended (specialized) the definition of software testability, e.g., "runtime testability" [P103] which is the "degree to which a system can be runtime tested", "design for testability" which "is designing a software so that the testing of its implementation becomes more economical and manageable" [P188] , and evolutionary (search-based) testability which is defined as "the degree of difficulty to successfully apply evolutionary testing to a particular software" [P97]. Relies on observability and controllability [P21] "degree to which a component or system can be tested in isolation"
"ease of testing a piece of software design using structural testing strategies"
"tendency for software to reveal its faults during testing"
"relative ease and expense of revealing software faults"
"property of an object that facilitates the testing process"
"prediction of the tendency for failures to be observed during random black-box testing when faults are present" 
RELATED WORKS: OTHER SURVEY (REVIEW) PAPERS ON SOFTWARE TESTABILITY
Several survey/review papers (secondary studies) have been reported in the scope of software testability. We were able to find 13 such studies [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] and provide their list in Table 2 . For each study, we include its publication year, its type (regular survey or systematic mapping/review), number of artifacts reviewed (papers, tools, etc.) by the study, and some explanatory notes. As one can see in Table 2 , the earliest survey paper in this area was published in 1991 [20] , which was a survey of tools (not papers) for testability, reliability and maintainability assessment, published by the US Department of Defense (DoD). Most of the other studies are published in recent years (since 2010). Most papers reviewed papers as their artifacts under review, while [20] reviewed tools for testability, and [23] reviewed testability metrics.
While most of these studies are surveys on general scope of testability, some focused on specific aspects in relation to testability, e.g., [28] was a conventional survey on design testability, [30] was a systematic literature review (SLR) on the relationship of software robustness and testability, and [32] was a systematic mapping (SM) study on relationship of software robustness and software performance.
In term of the number of artifacts reviewed (papers, tools, etc.) by each study, the numbers range between 10 and 42 papers. However, our survey is the most up-to-date and comprehensive systematic review in the area by considering all 208 papers published in this area. Note that our survey does not do any "comparison" or "contrasting" with any of the existing surveys, but instead the pool of papers reviewed in this work is systematically collected and substantially larger than existing surveys in this area.
We should also mention that this work is a major extension of an initial systematic literature mapping reported in a regional conference in Turkey in 2016, which had reviewed only a pool of 29 papers [33] . Compared to that initial work, this substantially-extended mapping study has more RQs and also a much larger paper pool (208 papers). The most up-to-date and comprehensive systematic review in the area
RESEARCH METHOD AND SLM PLANNING
In this section an overview of our research method (Section 3.1) as well as then the goal and review questions of our study (Section 3.2) are presented.
OVERVIEW
Based on our past experience in SLM and SLR studies, e.g., [34] [35] [36] [37] [38] [39] , and also using the well-known guidelines for conducting SLR and SLM studies in SE (e.g., [40] [41] [42] [43] ), we developed our SLM process, as shown in Figure 1 . We discuss the SLM planning and design phase (its goal and RQs) in the next section. Section 4 to 6 then present each of the follow-up phases of the process. 
GOAL AND REVIEW QUESTIONS
The goal of this study is to systematically map (classify), review and synthesize the body of knowledge in the area of software testability, to find out the recent trends and directions in this field, and to identify opportunities for future research, from the point of view of researchers and practitioners. Based on the above goal, we raise the following review questions (RQs) grouped into three categories:
Group 1-Common to all SLM studies:
• RQ 1.1-Classification of studies by contribution types: What are the different contributions of different sources? How many sources present approach, methods, tools or frameworks for handling testability?
• RQ 1.2-Classification of studies by research method types: What type of research methods have been used in the sources in this area? Some of the studies presented solution proposals or weak empirical studies while others presented strong empirical studies.
Group 2-Specific to the domain (i.e., testability):
• RQ 2.1-Type of approaches for treating testability: How is testability treated in the paper? For example, does the given paper present an approach for measurement or an approach improvement of testability?
• RQ 2.2-Factors affecting testability: What factors / attributes impact testability? It is important to understand what characteristics of a Systems Under Test (SUT) affects (lowers or increases) its testability.
• RQ 2.3-Techniques for improving testability: What are the techniques for improving testability? As discussed in Section 1, in our industrial software testing projects and interactions with the industry in the last 15 years (e.g., [4] [5] [6] ), we have often observed that many companies struggle in improving software testability in their contexts. Thus, this RQ intended to synthesize the list of those techniques to benefit practitioners.
Group 3-Specific to empirical studies:
• RQ 3.1-Research questions investigated in the empirical studies: What are the research questions raised and studied in the empirical studies? Answering this RQ will assist us and readers (e.g., younger researchers) in exploring potential interesting future research directions.
• RQ 3.2-Number and sizes of SUTs (examples) in each paper: How many SUTs (example systems) are discussed in each paper, and how large are those systems? One would expect that each paper applies the proposed testing technique to at least one SUT. Some papers take a more comprehensive approach and apply the proposed testing technique to more SUTs.
• RQ 3.3-Domains of SUTs: What are the domains of the SUT(s) studied in each paper? The testability approaches proposed in some papers can be applied to any (generic) type of software, but some papers apply their idea on systems in specific domains, e.g., real-time or embedded systems, e.g., [P3] .  RQ 4.1-Affiliation types of the study authors: What are the affiliation types of the authors? We wanted to know the extent to which academics and practitioners are active in this area.  RQ 4.2-Highly-cited papers: What are the highly-cited papers in this area? This RQ could help practitioners with deciding which sources to start reading first.
SEARCHING FOR AND SELECTION OF SOURCES
Let us recall from our SLM process (Figure 1 ) that the first phase of our study is article selection. For this phase, we followed the following steps in order:
 Source selection and search keywords (Section 4.1)  Application of inclusion and exclusion criteria (Section 4.2)  Finalizing the pool of articles and the online repository (Section 4.3)
SELECTING THE SOURCE ENGINES AND SEARCH KEYWORDS
In our review and mapping, we followed the standard process for performing systematic literature review (SLR) and systematic literature mapping (SLM) studies in software engineering. We performed the searches in both the Google Scholar database and Scopus (www.scopus.com), both widely used in review studies and bibliometrics papers, e.g., [44, 45] . The reason that we used Scopus in addition to Google Scholar was that several sources have mentioned that: "it [Google Scholar] should not be used alone for systematic review searches" [46] as it may miss to find a subset of papers.
All the authors did independent searches using the search strings, and, during this search phase, the authors already applied inclusion/exclusion criterion for including only those which explicitly addressed the study's topic. Our exact search string used in both search engines was: "software testability" OR "testable software".
In terms of timeline, the searches were conducted during winter and spring 2017. Data extraction from the primary studies and their classifications were conducted during the summer 2017. We wanted to include all available papers on this topic, thus we did not restrict the papers' year of publication (e.g., only those published since 2000).
To ensure making our paper search and selection efforts efficiency, while doing the searches using the keywords, we also conducted title filtering to ensure that we would add to our candidate paper pool only directly-or potentially-relevant papers. After all, it would be meaningless to add an irrelevant paper to the candidate pool and then remove it. Our first inclusion/exclusion criterion (discussed in Section 4.2) was used for this purpose (i.e., Does the source focus on software testability?). For example, Figure 2 shows a screenshot of our search activity using Google Scholar in which directly-or potentially-relevant papers are highlighted by red boxes. To ensure efficiency of our efforts, we only added such related studies to the candidate pool.
Another issue was the stopping condition when searching using the Google Scholar. As Figure 2 shows, Google Scholar provided a very large number of hits using the above keyword as of this writing (more than 2 million records). Going through all of them was simply impossible for us. To cope with this challenge, we utilized the relevance ranking of the search engine (Google's PageRank algorithm) to restrict the search space. The good news was that, as per our observations, relevant results usually appeared in the first few pages and as we go through the pages, relevancy of results decreased. Thus, we checked the first n pages (i.e., somewhat a search "saturation" effect) and only continued further if needed, e.g., when at least one result in the n th page still was relevant (if at least one paper focused on testing embedded software). Similar heuristics have been reported in several other review studies, guideline and experience papers [47] [48] [49] [50] [51] . At the end of our initial search and title filtering, our candidate pool had 303 papers (as shown in our SLM process in Figure 1 ).
Also, as both Scopus and Google Scholar were used, there were chances of duplications in the pool. We only added a candidate paper to the paper pool if it was not already in the candidate pool. To ensure including all the relevant sources as much as possible, we conducted forward and backward snowballing [41] , as recommended by systematic review guidelines, on the set of papers already in the pool. Snowballing, in this context, refers to using the reference list of a paper (backward snowballing) or the citations to the paper to identify additional papers (forward) [41] . Snowballing provided 17 additional papers. Some examples of the papers found during snowballing are the followings. [P20] and [P172] were found by "forward" snowballing from [P9] .
[P190] was found and added by backward snowballing of [P61] . Note that the citations in the form of [Pn] refer to the IDs of the primary studies (papers) reviewed in our study. They are available in the study's online spreadsheet (www.goo.gl/boNuFD) [52] .
Note that, during our search, our goal was to add only primary studies to the pool. In our search, we also found 13 survey/review studies [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] which we did not add to the pool, but we noted them down and already discussed them in Section 2.2.
After compiling an initial pool of 303 "candidate" papers, a systematic voting (as discussed next) was conducted among the authors, in which a set of defined inclusion/exclusion criteria were applied to derive the final pool of the primary studies.
APPLICATION OF INCLUSION/EXCLUSION CRITERIA AND VOTING
We carefully defined the inclusion and exclusion criteria to ensure including all the relevant sources and not including the out-of-scope sources. The inclusion criteria were as follows:
 Does the paper focus on software testability?  Does the paper include a relatively sound validation?  Is the source in English and can its full-text be accessed on the internet?
The answer for each question could be binary: either Yes (value=1) or No (value=0). Our voting approach was as follows.
One of the researchers voted on all the candidate papers w.r.t. the three criteria mentioned before. The other two researchers then peer reviewed all those votes. We used a consensus approach where disagreements were discussed until consensus was reached.
We included only the sources which received 1's for all the three criteria, and excluded the rest. Application of the above criteria led to exclusion of 95 sources, details for which can also be found in the study's online spreadsheet. For example, we excluded [53] since it did not report any validation of the proposed ideas. It was actually a position paper presenting work in progress without any validation.
FINAL POOL OF THE PRIMARY STUDIES
As mentioned above, the references for the final pool of 208 papers can be found in an online spreadsheet [52] . Once we finalized the pool of papers, we wanted to assess the growth of this field by the number of published papers each year. For this purpose, we depict in Figure 3 the annual number of papers (by their publication years). Note that, as discussed in Section 4.1, since we searched for the papers during winter and spring 2017, the number of papers for 2017 is partial and thus low (only 2 papers). Also, Figure 3 shows that the annual number of papers in this area had reached its highest in year 2009 (17 papers) and since that time, the trend has declined to less than 10 papers in a year. This could denote that interest and activity in this area have dropped slightly in latest years, and the reason for this needs further investigations.
To put things in perspective, we also compare the trend with data from five other SLM/SLR studies: (1) a SLM on web application testing [54] , (2) a SLM on testing embedded software [12] , (3) a SLM on Graphical User Interface (GUI) testing [55] , (4) a survey on search-based testing (SBST) [56] , and (5) a survey on mutation testing [57] . Note that the data for the other areas are not until year 2017, since the execution and publication timelines of those survey papers are in earlier years, e.g., the survey on mutation testing [57] was published in 2011 and thus only has the data until 2009. But still, the figure provides a comparative view of the growth of these six sub-areas of software testing.
As one can see in Figure 3 , research on software testability has not been as active as in the other three areas above, notably search-based testing (SBST) and mutation testing. There may be various reasons for this observation, for instance, this subject of software testing has received less attention from the research community compared to SBST and mutation testing because it is more abstract and broad and less focused on test generation and its evaluation. However, growth of the software testability field is comparable (similar) to that of the GUI and web testing fields, as their corresponding curves have quite similar trends as shown in Figure 3 . It is not easy to predict the future level of attention by researchers on testability. However, as testability is a critical issue in practice and also an active topic under discussion in the software industry, (see for instance [58, 59] ). Therefore, the authors of this study hope that researchers take up and address especially industrial challenges on testability. It is a key objective of this mapping study to support industry relevant research on software testability. 
DEVELOPMENT OF THE SYSTEMATIC MAP AND DATA-EXTRACTION PLAN
To answer each of the SLM's review questions, we developed a systematic map and then extracted data from papers to classify them using the map. In this section we first discuss the development of the systematic map (Section 5.1), then the conceptual model behind the classification (Section 5.2) and finally the data extraction process and data synthesis (Section 5.3). 
DEVELOPMENT OF THE SYSTEMATIC MAP
To develop our systematic map, we analyzed the studies in the pool and identified the initial list of attributes. As shown in Figure 1 , we then used attribute generalization and iterative refinement, when necessary, to derive the final map.
As studies were identified as relevant to our study, we recorded them in our online spreadsheet to facilitate further analysis. Our next goal was to categorize the studies in order to begin building a complete picture of the research area and to answer the study RQs. We refined these broad interests into a systematic map using an iterative approach. Table 3 shows the final classification scheme that we developed after applying the process described above. In the table, column 2 is the list of RQs, column 3 is the corresponding attribute/aspect. Column 4 is the set of all possible values for the attribute. Column 5 indicates for an attribute whether multiple selections can be applied. For example, for RQ 1.1 (contribution type), the corresponding value in the last column is 'M' (Multiple), indicating that one study can contribute more than one contribution type (e.g. method, tool, etc.). In contrast, for RQ 1.2 (research-method type), the corresponding value in the last column is 'S' (Single), indicating that one source can be classified under only one research-method type.
Contribution type and research type classifications in Table 3 were done similar to our past SLM and SLR studies, e.g., [34] [35] [36] [37] [38] , and also using the well-known guidelines for conducting SLR and SLM studies, e.g., [40] [41] [42] [43] . Among the research types, the least rigorous type is "Solution proposal" in which a given study only presents a simple example only (or proof of concept). Empirical evaluations are grouped under two categories: weak empirical studies (validation research) and strong empirical studies (evaluation research). The former is when the study does not pose hypothesis or research questions and does not conduct statistical tests (e.g., using t-test). We considered an empirical evaluation "strong" when it has considered these aspects. Explanations (definitions) of experience studies, philosophical studies, and opinion studies are provided in Peterson et al.'s guideline paper [42] .
As discussed above, to derive the categories for all attributes/aspects in the systematic map (Table 3) , we use attribute generalization and iterative refinement, e.g., for factors affecting testability (see RQ 2.2), we added the categories as we were finding them in the papers. For any category that appeared in at least five papers, we created a category in the corresponding set, otherwise, we added them in the "Other" categories. 
DATA EXTRACTION PROCESS AND DATA SYNTHESIS
Once the systematic map (classification scheme) was ready, each of the researchers extracted and analyzed data from the subset of the sources (assigned to her/him). We included traceability links on the extracted data to the exact phrases in the sources to make explicit why the classification was performed in a specific way. Figure 4 shows a snapshot of our online spreadsheet that we used to enable collaborative work and classification of sources with traceability links (as comments). In this snapshot, classification of sources w.r.t. RQ 1.1 (Contribution type) is shown and one researcher has placed the exact phrase from the source as the traceability link to facilitate peer reviewing and also quality assurance of data extractions.
Figure 4-A screenshot from the online repository of papers (goo.gl/MhtbLD).
After all researchers finished data extractions, we conducted systematic peer reviewing in which researchers peer reviewed the results of each other's analyses and extractions. In the case of disagreements, discussions were conducted. This was done to ensure quality and validity of our results. Figure 5 shows a snapshot of how the systematic peer reviewing was done. 
RESULTS
This section presents results of the study's review questions (RQs). We present each group of RQs in a separate subsection, i.e., Group 1 (types of contributions and research methods) in Section 6.1, Group 2 (approaches for treating testability, factors affecting testability, techniques for improving testability) in Section 6.2, Group 3 (research questions, number and domain of SUTs) in Section 6.3, and finally Group 4 (demographic information) in Section 6.4.
GROUP 1-COMMON TO ALL SLM STUDIES
In this section we present the results of RQ 1.1 (classification of studies by contribution types) as well as of RQ 1.2 (classification of studies by types of research methods). Figure 6 shows the classification of studies by contribution types (facets). Note that as we discussed in the structure of the systematic map (Table 3) , since each study could have multiple contribution types, it could thus be classified under more than one category in Figure 6 . We discuss below a summary of each category by referring to few example papers in that category.
RQ 1.1: Classification of studies by contribution types

Figure 6-Classification of studies by contribution types
Since approaches, methods, and techniques are similar concepts, we grouped them together. 103 papers (about 48% of the pool) contributed approaches/methods/techniques to deal with testability. As one can see in Figure 6 , this group is the category highest number of papers from the pool classified by the type of contribution.
23 papers (10% of the pool) presented tools to deal with testability. It is imperative that often, in the software engineering community, authors of some papers decide to "automate" the presented approach/method/technique by developing and presenting a tool. For example, in [P50] , the authors implemented the described Java bytecode transformation approach as part of an evolutionary test generation tool named EvoSuite.
[P57] presented a testability framework for OO software named COTT(Controllability and Observability Testing Tool). COTT helps the user to instrument OO software to gather the controllability and observability information. During testing, the tool facilitates creation of "difficult-to-reach" states required for testing of difficult-to-test conditions and observation of internal details of test execution. For improving testability with assertion insertion, [P83] presented a tool named C-Patrol. For measuring design testability of UML class diagrams, [P96] presented a tool named JTracor. We should note that, for a typical reader (researcher or practitioner), it is always helpful if the presented tools are available for download, but we did not check that aspect for each tool. 14 papers (7% of the pool) presented (conceptual) frameworks. Note that this category is different than the "approaches" or "tools" category since as frameworks are usually in "conceptual" level and not in the level of tools, and also as per the terminology used by the authors of the studies. Here are some example papers in this category. [P9] proposed a generic and extensible measurement framework for OO software testability. The authors identified the design attributes that have an impact on testability directly or indirectly, by having an impact on testing activities and sub-activities. They also described the cause-effect relationships between these attributes and software testability based on a thorough review of the literature and their own testing experience. [P27] proposed a testability framework for OO software, which enables runtime constraint checking against implementation code and, in turn, improves the testability of a software system. The primary contribution of 25 papers (11% of the pool) were empirical (case) studies in this area. Note that if a paper had presented other contribution types (e.g., approach) and had an accompanying case study, we did not include it in this category, but only included those paper which presented empirical studies and results "only". Most of these papers have the explicit term "empirical study" in their titles. The following five papers are a few examples in this category:
 A comparative case study on the engineering of self-testable autonomic software [P1]  An empirical comparison of a dynamic software testability metric to static cyclomatic complexity [P31]  An empirical study into class testability [P32]  An empirical study on the effects of code visibility on program testability [P33]  An empirical study on the usage of testability information to fault localization in software [P34] Observing that more than 10% of the pool are focused on empirical studies in this area was seen by us as a good sign which shows the special attention of researchers in this area to empirical investigations. In SLM studies, e.g., [34] [35] [36] [37] [38] , it is also common to classify primary studies by their types of research methods. As the structure of the systematic map (Table 3) showed, based on established review guidelines [40] [41] [42] [43] , that classification includes these categories: (1) Solution proposal (simple examples only), (2) weak empirical study (validation research), (3) strong empirical study (evaluation research), (4) experience studies, (5) philosophical studies, (6) opinion studies, and (7) other research methods. Figure 7 shows the cumulative trend of mapping of studies by research facet. As one can see, almost equally-divided portions of papers (63, 53 and 60 out of 208 papers) present solution proposals (by examples), weak empirical studies, and strong empirical studies. 20, 0 and 12 papers, in order, are experience papers, philosophical and opinion papers, respectively.
As a point of reference and for comparison, we show in Figure 8 the same chart from our other recent SLM study on testing embedded software [12] . By comparing the two charts ( Figure 7 and Figure 8 ), we can see that the area of software testability, as a whole, puts more importance on conducting empirical studies than the area of testing embedded software. In the latter, the share of papers presenting solution proposals is higher. Since 'strong' empirical studies are the most rigorous studies in this context, we provide a few examples of those sources.
[P20] presented a study of the relationship between class testability and runtime properties. The study raised and addressed two research questions:
Is dynamic coupling of a class significantly correlated with the class testability of its corresponding test class/unit?  RQ2: Are key classes significantly correlated with the class testability of their corresponding test classes/units?" [P72] conduced an empirical analysis for investigating the effect of control flow dependencies on testability of classes. [P73] reported an empirical evaluation of a nesting testability transformation for evolutionary testing. 12 papers were "opinion" papers, for example [P81] presented some heuristics of software testability based on author's opinion (a practitioner). The opinion papers had no empirical assessment. 20 paper were pure "experience" papers in which practical experience about testability were reported, for example [P120] talked about practicing testability in the "real world" in Microsoft Corporation. It discussed about the typical thought process in a test engineer's mind and present key insights into why practicing testability is hard.
GROUP 2-SPECIFIC TO THE DOMAIN (TESTABILITY)
In this section we present the results of RQ 2.1 (types of approaches for treating testability), RQ 2.2 (factors affecting testability) as well as of RQ 2.3 (techniques for improving testability).
RQ 2.1-Types of approaches for treating testability
To characterize how testability is addressed throughout different stages of the software development life cycle (SDLC), we synthesized and derived from the pool of papers the process model shown in Figure 9 . We can see that testability is an activity which is not only done in the testing phase, but should be considered and conducted in all phases of the SDLC, from requirements engineering to design and to maintenance.
Based on this process model, we categorized how each paper has treated testability. We discuss next each of the categories below and mention a few example papers under each category. Requirements testability is the degree to which the requirements of a system can easily be tested. A testable requirement is the one that is specified in such a way that test suites and oracles can be easily derived from it. This issue should be considered as early as in the requirements phase, since going back to requirements and changing (improving) them to make them testable is often costly.
Surprisingly, very few studies have focused on the issue of requirements testability, although it is also considered in the IEEE recommended practice for software requirements specifications 830-1998 [60] . For example, [P96] presented an approach for measuring requirement quality to predict testability. The authors selected a set of document readability metrics that characterize the understandability and quality of requirements and assessed whether they characterize testable requirements. The seven selected metrics are well-known in the readability literature [61] and were: (1) Average Grade Level, (2) Flesch Kincaid Reading Ease, (3) Flesch Kincaid Grade Level, (4) Gunning Fog Score, (5) Simple Measure of Gobbledygook (SMOG Index), (6) Coleman Liau Index, and (7) Automated Readability Index. They then developed a model for requirement testability using machine learning and statistical analysis, and assessed whether that model of requirement testability can be learned and applied to other requirements.
[P135] focused on requirement testability in the context of safety-critical automotive software. The authors defined a requirement Ri as a logical expression Li: <Object X> shall <Action Y> [applied to] <Subject Z>. The requirement is mapped onto Object X which performs Action Y onto Subject Z. Testability of Ri is a property of Ri that this logical expression Li can be verified. They suggested that, to fulfill testability, the requirement has to consist of the object, the action and the subject and the object, the action and the subject must be identifiable within and present in the system. With these conditions valid, the requirement can be verified, and is testable. 
[P158] considered requirements testability in the context of offshore outsourcing (global software engineering). The authors argued that offshore outsourcing requires a set of testable requirements at the heart of the quality assurance of a legal agreement between the contractor and the client. They provided semantics for a model for testable requirements in that context.
[P159] examined testability use-cases by specifying them using the Abstract State Machine Language (ASML), which is an executable specification language developed at Microsoft Research. The authors then demonstrated the advantages of the approach by describing how to generate test cases and test oracles from use-cases specifications in ASML.
[P205] provides a case study of requirements testability for the validation of Airbus systems. The experiments showed that testability analysis can ease system validation activities. Design for testability (24 papers):
It is important to design a system in a way to facilitate its testing. Design for testability (DfT) is usually conducted in the design and coding phases of the SDLC, as shown in Figure 9 . A bad design (e.g., falling in the trap of design anti-patterns [P88]) can negatively impact testability of a system or its units in the testing phase. Testability anti-pattern was also the focus of another work [P130] which defined testability anti-pattern as "a design approach known to make test difficult and/or to increase the number of test cases to be executed".
[P22] reports a study on DfT in the context of component-based embedded software in two large-scale companies in the European telecom industry. Based on the interviews and technical documentation, differences and benefits of different DfT approaches (focusing on observability and controllability) were discussed. The paper presented several recommendations for DfT, e.g., (1) Especially in the case of embedded systems, a good host test environment enables high testability. When this environment matches the target system as much as possible, efficient host testing is possible; (2) Including test-support functionality in the system allows for more effective testing, including analysis of long running tests and deployed systems. [P108] focused on building testable software components, and introduced the concept of testable (Java) "beans", and proposed a way to construct a testable bean based on a testable architecture and well-defined built-in interfaces.
Measurement (estimation) of testability (133 papers):
A large ratio of papers (64%) proposed approaches or metrics for quantitative or qualitative measurement, estimation, and prediction of testability. As shown in Figure 9 , in principle, such measurement can be done in any phase of SDLC. We discuss some example papers next A runtime testability metric was proposed in [P10] . An empirical analysis of the lack-of-cohesion-metric (LCOM) for predicting testability of OO classes was reported in [P29] . A set of factors and metrics related to software developers that may affect testability were proposed in [P36] , e.g., years of coding experience and previous experience in development of similar projects.
[
The authors of [P29] conducted a case study using a metric-based testability model for object-oriented programs, presented in [P101]. The study explored empirically the capability of the model to assess testability of classes at the code level. The authors investigated testability from the perspective of unit testing and required testing effort. The empirical study was based on collected from two Java software systems for which JUnit test cases exist. In order to evaluate the capability of the model to predict testability of classes (characteristics of corresponding test classes), the authors used statistical tests using correlation.
[P101] presented a metric-based testability model for object-oriented design named MTMOOD. Based on empirical data and regression analysis, the study reported that the following quantitative formula: Testability = -0.08 * Encapsulation + 1.12 * Inheritance + 0.97 * Coupling.
[P72] reported an empirical analysis for investigating the effect of control-flow dependencies on testability of classes, in unit level testing. The results provided the evidence that there exist a significant relationship between control-flow dependencies and testability of classes.
[P85] presented an approach for improving the testability of object-oriented software through software contracts. Software contracts were instrumented in a class and test cases were designed for this class using the path testing technique and then it is compared with the class without instrumenting the software contracts. The study found that the instrumentation of software contracts reduces the number of test cases and hence improves the testability.
[P100] presented a set of metrics for testability assessment of web application. The set included these metrics: (1) IDP (number of elements with ID attribute), (2) TWI (number of workflow interruptions): number of situations, when an operation must be carried out outside the SUT by human user, (3) WIR (Workflow interruption ratio), and (4) TDI (number of difficult elements): number of various types of elements in SUT difficult to locate and handle by automated tests.
[P106] presented a tool named MuAspectJ for generating mutants to support measuring the testability of AspectJ programs. Testability was also measured by the tool.
[P110] presented a method called Testable Object-Oriented Programming (TOOP) for building testability into objects during coding or compiling, so that the succeeding processes in test generation and implementation can be simplified.
[P123] reported a case study on measuring testability of the Eclipse project.
The authors of [P129] argued that, for models used in model-based testing, evaluation of their testability is an important issue. The paper presented a quality management approach for the evaluation of software models based on a combination of the Goal Question Metric (GQM) and quality models. The approach also used the concept of "information need" in models. The quality model broken model testability into three aspects: syntactic quality (correspondence between the software model and its language definition), semantic quality (correspondence between the software model and the domain), and understandability (the capability of the software model to be understood). Improvement of testability (82 papers):
Many papers offered suggestions to increase testability. Some of the papers in this category improved testability by refactoring or testability "transformation". Such a transformation changes the structure of a unit under test (e.g., a Java method or a finite-state-machine) usually by increasing its observability and controllability, e.g., [P24, P43] .
[P45] proposed a debugging framework to control the values of the inputs for a function under test, and as a result, it improved test controllability and, by opening the observation points in the debugging framework, tracking the changes of the variables under evaluation was made possible, which helped to improve the test observability. Another share of papers in this category suggested ideas to improve testability by adding assertions. For example, [P18] inserted assertions in the SUT to build self-checking capabilities inside a component, which would help to detect runtime faults easier (if they happen to manifest). As shown in Figure 9 , in principle, similar to measurement of testability, testability improvement can also be done in any phase of SDLC, when the need is "felt" to improve testability.
Our RQ 2.3 will focus in depth on techniques for improving testability (Section 6.2.3). Thus, we do not discuss further works in this section.
Need for attention to testability in all phases of the SDLC:
Furthermore, we can imply from Figure 9 that one should put attention to testability in all phases of the SDLC. But as it is the case for other software quality attributes, the earlier, the better, i.e., it will be wiser if a development team considers (and improves) testability from as early as requirements and design phases, since costs of improving testability later on will usually be higher, similar to the notion of technical debt in software engineering [62] . In fact, there is tool support for this purpose. For instance, some recent tools such as Sonar have proposed plug-ins [63] to quantitatively show the testability measure of a given code-base in a technical debt model called "The SQALE Pyramid" [64] .
RQ 2.2-Factors affecting testability
As the next review question, we synthesized and classified the factors affecting or influencing testability, as reported in the papers. These factors are also used to measure the degree of testability. Figure 10 shows the list and histogram of those factors. As discussed in Section 5.1, we developed this classification by iterative refinement, i.e., adding new factors to this list as we found them in the pool of papers.
Figure 10-Histogram of the factors influencing testability, as reported in the papers
The two most often mentioned factors affecting testability are observability (mentioned in 101 papers) and controllability (82 papers).
Observability:
Observability determines how easy it is to observe the behavior of a program in terms of its outputs, effects on the environment, and other hardware and software components. It focuses on the ease of observing outputs. Binder [P64] stated that: "if users cannot observe the output, they cannot be sure how a given input has been processed". Observability directly influences testability, since if it is not easy to observe the behavior of a program in terms of its outputs, testing will be more challenging.
To increase observability, when conducting integration testing, [P90] suggests to collect definition-use pairs between the last definition in a method and the first use in other methods.
[P110] suggests that full observability of an object under test can be implemented by inserting a probe instrument such as write or print in the code.
[P116] focuses on the testability of distributed real-time systems. In such a context, observability is important for determining whether the SUT performs correctly or not, due to two aspects: (1) the test engineer must be able to observe every significant event generated by the environment, and to determine the correct ordering and timing of events, and (2) it is necessary to observe the actions and outputs of the system during testing, but without disturbing its time behavior.
[P120] entitled "Practicing testability in the real world", is a paper from Microsoft. The study was motivated by a shortage of bugs in the company requesting a change in a feature because it will become simpler to test it. The author present experiences while applying testability concepts and provided guidelines to ensure testability consideration during feature planning and design. It is based on a model named SOCK (Simplicity, Observability, Control and Knowledge of expected results). The paper argues that the simpler a component, the less expensive it is to test. Observability related to exposing state (visibility and transparency). Control related to whether the tester could exercise every aspect of the component. Knowledge of expected results also impacts testing.
[P127] entitled "Putting assertions in their place" advocates for a middle ground between no assertions at all (a common practice) and the theoretical ideal of assertions at every location. The proposed compromise was to place assertions only at 
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locations where testing is unlikely to uncover software faults. Testability measurement, used in the paper, was able to identify locations where testing is unlikely to be effective. The paper defines assertions as "a method for increasing observability in software by increasing the dimensionality of the output space".
[P151] entitled "Software testability: The new verification" is the most cited paper in the pool (392 times as of this writing).
[P151] relates software observability to hardware observability in the context of IC (integrated circuit) design. It reports that IC design engineers often used the observability notion, which is closely related to software observability. In the hardware domain, observability is the ability to view the value of a particular node embedded in a circuit. In such a context, the principal obstacle in testing large-scale ICs is the inaccessibility of the internal signals. One method of increasing observability in that context is to increase the chip's pin count, letting the extra pins carry out additional internal signals that can be checked during testing. For software, when modules contain local variables, one loses the ability to see information in the local variables during functional testing, which could become a major issue for object-oriented systems.
To remedy this, testers can apply a notion similar to increasing the pin count in a chip, by increasing the amount of datastate information that is checked during unit testing.
Controllability:
There are several slightly-different definitions for controllability. It is the degree to which it is possible to control the state of the component under test as required for testing. Another definition is that, it determines how easy it is to provide a program with the needed inputs to exercise a certain condition or path, [P25] presents an analysis technique to increase testability of object-oriented components. A component's bytecode was analyzed to develop a control and data flow graph, which is then used to improve component testability by increasing both controllability and observability. To increase controllability, the definition and uses information were applied to collect definition-use pairs of variable between last-definitions and first-uses. The definition-use pairs of a variable were applied to increase controllability by supporting test case generation to cover all the necessary tests.
[P52] focuses on finite state machines (FSM) used in the context of communication software. By using formal methods, it defined a controllability degree metric for FSMs which was based on reachability sets.
[P56] focuses on constructing self-testable software components. One of the ideas was to use instrumentation, which is extra software introduced into the class under test to increase its controllability and observability. The instrumentation, also referred to as built-in test (BIT) capabilities, comprised of: assertions, a reporter method and a BIT access control.
[P81] discusses controllability in two different context: (1) environmental controllability, in the context of project-related testability, which is the degree to which one can control all potentially relevant experimental variables in the environment surrounding our tests; and (2) intrinsic controllability, in the context of intrinsic testability, which relates to being able to providing any possible input and invoking any possible state, combination of states, or sequence of states on demand, easily and immediately.
[P160] proposes a quantitative measure for controllability of a module M based on data-flow path F as follows:
CO(M)=T(I)/C(I), where T(M) is the maximum information quantity that module M receives from inputs of flow F and C(M) is the total information quantity that module M would receive if isolated.
[P171] links controllability to several internal OO features (encapsulation, coupling cohesion and polymorphism) as follows. Encapsulation promotes controllability. Coupling makes controllability difficult. Cohesion helps improving it. Polymorphism further reduces controllability.
Complexity (and Simplicity):
Software complexity is a term that encompasses numerous properties of a piece of software, all of which affect internal interactions. Simplicity is seen as the opposite of complexity, which is defined as the degree to which a software artifact has a single, well-defined responsibility. [P17] found that simplicity positively influences design for testability.
[P31] reports an empirical comparison of a dynamic software testability metric with static cyclomatic complexity and found a positive correlation between them.
In addition, [P37] also found that a highly complex class is likely to require more unit testing effort than a low complexity class. If a class is highly complex (for example, its methods have highly complex control flow structures and/or the interaction patterns between methods and attributes are highly complex), it is likely that more effort is required. The code used to examine whether a test case execution is successful may also be more complex. Therefore, more effort is likely to be required to unit test a highly complex class.
Dependency (Cohesion / coupling):
Cohesion refers to the degree to which the elements inside a module belong together. It is a measure of the strength of relationship between the methods and data of a class and some unifying purpose or concept served by that class. Coupling is the degree of interdependence between software modules; a measure of how closely connected two routines or modules are; the strength of the relationships between modules.
Both cohesion and coupling were mentioned to be influencing testability. Cohesion in general has been found to enhance testability. On the one hand, cohesiveness among methods within a class is desirable, since it usually means decreasing the number of methods, the size of the class and hence the testing effort [P15] . On the other hand, low cohesion usually means poor design or poor organization of a class and thereby increasing the complexity of a class and the likelihood of errors. Therefore, the more cohesive the methods within a class are, the higher the testability of that class. The lack of cohesion in methods results in lowering the testability of the class [P15] .
Coupling in general decreases testability. [P15] reports that coupling between classes through message passing is detrimental to testability. [P9] mentioned that test stubbing is required for unit testing and integration testing whenever the unit to be tested or integrated is dependent on other units that are not yet tested or even coded. Coupling between such units drives the stubbing effort as increasing coupling will likely lead to additional features in the stubs, and will thus decreases testability. However, a certain type of coupling, the one using inheritance among classes is encouraged since it enhances testability.
[P37] also reports similar findings. It states that a class with low cohesion is likely to require more unit testing effort than a class with high cohesion. Weak cohesion indicates that a class may serve several unrelated goals, which suggests inappropriate design. Encapsulating unrelated attributes/methods is likely to lead to more complex tests. Therefore, more effort is likely to be required to unit test a class with low cohesion. A class with high coupling is likely to require more unit testing effort than a class with a low coupling. On the one hand, a class having a high import coupling depends on many externally provided services. When unit testing such a class, many stubs have to be developed to emulate the behavior of any externally provided services that are not yet available. On the other hand, a class with high export coupling has a large influence on the system: many other classes rely on it. Such a class will likely receive extra attention during testing and hence is also likely to require a larger test suite. Therefore, more effort is likely to be required to unit test a class with high coupling.
[P40] referred to dependency (a type of coupling) among objects/units as a testability anti-pattern.
Understandability:
Understandability is the degree to which a software artifact is documented or self-explaining. [P2] discusses that component understandability, which refers to how well the generated component user manual, API specification are easy for user operations and testing. Thus, it influences testability.
Inheritance:
In general, inheritance also decreases testability. [P9] found that the higher the size of the inheritance hierarchy, the more expensive it is to test due to the dependences between the child classes. In other words, testing the interface between the super and sub classes may be more expensive as a result of inheritance, as there would be a need for additional test cases and possibly a need for modifications of test oracles for each subclass.
[P15] found that the depth of a class in an inheritance tree affects the testability of the class. Usually, the deeper the class is in an inheritance tree, the greater the number of methods it will inherit. This makes it more complex to test and maintain it. If a class is near the root of an inheritance tree, there are more chances where it will be tested since every time a test case goes through its offspring, it will also go through the class itself. Therefore the nearer the class is to the root of an inheritance tree, the higher the testability of a class while the deeper the class is in an inheritance tree, the lower its testability is.
Similar findings were reported by [P37] . A class with many ancestors, many descendants, deep inheritance hierarchy, many overridden methods and/or many overloaded methods is likely to require more unit testing effort than a class with few ancestors, few descendants, shadow inheritance hierarchy, few overridden methods and few overloaded methods. If a class has more ancestors or is situated deep in an inheritance hierarchy, it will likely inherit more attributes and methods from its ancestors. More effort is hence likely to be required to cover the inherited attributes/methods and the test code used to examine whether a test case execution is successful may also be more complex.
Reliability of tests:
[P21] defined an interesting aspect for testability: reliability of the test, which is defined as the confidence in the outcome of the test, or the probabilistic accuracy of the test in having the correct outcome.
Availability:
Availability is a characteristic of a system, which aims to ensure an agreed level of operational performance, usually uptime, for a higher than normal period.
[P2] found that document availability, which refers to the availability of component artifacts, including requirements specification, API specification, and user reference manual, influences testability.
[P10] presents a model for the measurement of the runtime testability of component-based systems. It found that if a component has high availability requirements, runtime testing under such as requirement cannot be performed, as it decrease high availability. Thus, its runtime testability would decrease. Runtime testability was defined in [P10] in two ways, i.e., (1) the degree to which a system or a component facilitates runtime testing without being extensively affected; (2) the specification of which tests are allowed to be performed during runtime without extensively affecting the running system.
Flexibility:
Entitled "Flexibility: a key factor to testability", [P78, P177] highlighted the importance of unit or system flexibility and its impact on testability. Furthermore, the main research question explored in [P173] was: How flexibility affects the testability of framework-based applications?
Reusability of test suite:
[P32] and [P182] mentioned that high reusability and structure of the test suite positively impacts testability.
Maintainability:
Entitled " Modifiability: a key factor to testability", [P105] highlighted the importance of unit or system modifiability and its impact on testability.
Other factors affecting testability:
Furthermore 
Other attempts to classify testability and factors influencing it:
We should also note that other attempts to classify testability and factors influencing it have been presented in the community. For example, when presenting heuristics of software testability, a practitioner named James Bach classified testability into five categories (www.satisfice.com/tools/testable.pdf): (1) intrinsic testability: internal characteristics of the SUT which affect testability (e.g., observability and controllability); (2) project-related testability: issues such as information availability (have we got all information we want or need to test well?) or tool availability (are we provided with all the tools we need to test well?); (3) subjective testability: issues such as testing skill (our ability to test in general obviously makes testing easier) and product knowledge (knowing a lot about the product, including how it works internally, profoundly improves our ability to test it); (4) value-related testability: what we want from the product, e.g., oracle reliability: we benefit from oracles that can be trusted to work in different test executions and in many conditions; and (5) epistemic testability: the gap between what we know and what we need to know about the status of the product. For example, test automation is excellent in providing us with the illusion of increased epistemic testability, e.g.: "Every night, we run 10,000 tests in less than an hour!" while it can actually decrease testability: "Bob spends four hours every day processing the results from test automation!".
Kedemo used James Bach's classification to develop an extended model and referred to it as the three dimensions of testability [65] : (1) product dimensions: code and environment, team and vision; (2) tester dimensions: skills and knowledge, mental state; and (3) context drivers such as: risk, resources, development paradigm. Each of these drivers has positive or negative impact on testability, e.g., more resources would generally lead to better testability. More project risk, arising from the test activity or faults, would generally lead to low testability. Intrinsic testability factors discussed earlier correspond to the factors under the "product" group in this model.
Finally, a few other authors provided checklists. For instance, entitled "Practicing testability in the real world", [P120] presented a testability checklist including the following questions:  Does it take you a considerable amount of time and code to "setup" before testing your actual component and "cleanup" later?  Does your test fail intermittently due to a component external to the component that you are testing?
RQ 2.3-Techniques for improving testability
Albeit the high importance of testability, it is common that testability is often not considered from the very beginning of software development. Thus, it is essential to investigate ways to improve it when a test team finds out that testability of a unit or a system is low. As discussed in Section 6.2.1, overall 82 papers in the pool addressed testability improvement issues. As already shown in Figure 9 , testability improvement can be done in any phase of SDLC, when the need is "felt" to improve testability. After extracting the techniques for improving testability as reported in each paper, we synthesized and grouped them as shown in Figure 11 . We found six recurring types of approaches for improving testability and placed the rest in the "other" category as shown in Figure 11 . We discuss them next.
Figure 11-Techniques for improving testability
The most common way to improve testability is by testability transformation (proposed in 22 papers). Such a transformation changes the structure of a unit under test (e.g., a Java method or a finite-state-machine) to make it more testable. For instance, [P172] presented transformations that make it easier to generate test data. To address the challenge of evolutionary testing in the presence of loops, a certain type of testability transformation was conducted in [P75] to help evolutionary testdata generation. Furthermore, a prominent subclass of testability transformations are testability refactoring, e.g., automated code refactoring [P47] , refactoring to reduce polymorphism and complexity [P87], and refactoring to reduce class interactions (coupling) [P96].
Improving observability and improving controllability are among the widely discussed techniques for improving testability (discussed in 21 and 12 papers, respectively). This is in alignment with findings of RQ 2.2 as we found that the two most often mentioned factors affecting testability are observability (mentioned in 101 papers) and controllability (86 papers), in Section 6.2.2. Here are some examples of those papers: [P14] proposed a method for improving the observability of specifications written in the Business Process Execution Language (BPEL). For improving observability in [P25] , Java components' byte-code was analyzed to derive control and data flow graphs, which is then used to increase components testability by increasing both controllability and observability. The approach in [P42] extracted execution traces to facilitate test-case selection and thus testability. A debugging framework was presented in [P45] , which was then used for tracking the changes of variables under evaluation, which, in turn helped improve the test observability. For improving controllability, the approach in [P24] eliminated state variables from guard conditions of state-machines and determined which functions to call in order to satisfy guards with state variables. In [P49] , to test unstructured programs to improve test data generation, the approach produced single-entry, single-exit control flows.
The other widely discussed technique for improving testability is adding assertions to the unit under test, which usually increases the chances of revealing faults if there are any. For instance, [P18, P134] used assertions to build self-testing (also called "built-in test") capabilities inside a component. [P27] utilized run-time constraint checking for improving testability.
[P85, P93] improving the testability of object-oriented software through software contracts, e.g., method preconditions, method post-conditions, and class invariants.
[P86] used distribution and complexity of past faults for smarter testing and for improving testability.
[P200] was another paper in this category and had this title: "Using assertions to make untestable software more testable". Voas points out that the placement of "assertions is one relatively simple trick for improving testability"
[P149].
[P93] proposed an instrumentation approach to add, to the code, assertions based on specification contracts.
To improve testability, 6 papers presented specific architecture and/or test interfaces supporting testability. 
GROUP 3-SPECIFIC TO EMPIRICAL STUDIES AND ALSO THE CASE-STUDY OF EACH PAPER
In this section we present the results of RQ 3.1 (research questions raised and studied in the empirical studies), RQ 3.2 (number of SUTs in each paper) as well as of RQ 3.3 (domains of SUTs).
RQ 3.1-Research questions investigated in the empirical studies
By this review question, we analyzed the types of RQs studied in the papers. It helps us to get an overview of the investigated research questions on testability and to explore potential interesting future research directions.
For that purpose, we extracted the list of RQs raised in studies of the pool. 37 papers from the paper pool include explicit research questions. Overall, 110 RQs are raised in the papers with explicit RQs. We classified the raised RQs according to Easterbrook et al. [66] into the following types: (1) existence questions, (2) descriptive and classification questions, (3) descriptive-comparative questions, (4) frequency and distribution questions, (5) descriptive-process questions, (6) relationship questions, (7) causality questions, (8), causality-comparative interaction questions, as well as (9) design questions. Table 4 shows the overall numbers of RQs per each type and also representative examples together with the source references. Most stated RQs (52) fall into the category of descriptive-process questions investigating how things actually work. 
RQ 3.2-Number and sizes of SUTs (examples) in each paper
One would expect that each paper applies the proposed testing technique to at least one SUT or example. Some papers take a more comprehensive approach and apply the proposed testing technique to more SUTs. Overall, 182 out of the 208 papers, i.e., 88%, refer to a SUT or example. From those 182 papers (see Figure 12 ), most papers, i.e., 109 (60%) refer to exactly one SUT/example. 27 (15%) refer to two SUTs/examples and 11 (6%) to three SUTs/examples. So about 80% of the papers referring to an SUT/example, refer to one, two or three SUTs/examples. Four and five SUTs/examples are also well represented, i.e., in 9 (5%) and 5 (3%) papers, respectively. So about 90% refer to up to five SUTs/examples. Overall, most papers referring to an SUT or an example (88%) and from these papers most to exactly one SUT/example (109, 60%) and about 90% to five or less SUTs/examples. So the expectation that most papers refer to an SUT/example (88%) and most of them to one or just a few SUTs/examples to provide the respective contribution holds.
Figure 12-Number of Systems Under Test (SUT) or examples in each paper
We also extracted the size measured by the lines of code (LOC) of the SUTs (examples) used in the papers. Figure 13 shows the distribution of that data. As one can see, a large ratio of the papers have worked on rather small SUTs (up to 12.5 KLOC).
In terms of large SUTs, [P186] conducted an empirical study of testability on 40 SUTs which in total add up to 919,096 LOC (i.e., about 920 KLOC). 
RQ 3.3-Domains of SUTs
As mentioned before, 182 papers refer to an SUT or an example. Most of them (131, 72%) are not specific to a domain, but address generic issues, e.g., related to the usage of assertions [P200], object-oriented programming [P70], or testability estimation [P172]. In addition, 24 (13%) address embedded systems, 20 (11%) real-time systems, 6 (3%) communication systems and protocols, and finally 4 (2%) web applications. In summary, we can say that most papers cover generic issues (about 70%), but system-specific issues (related to embedded, real-time, and communication systems) are also covered (about 30%), whereas web-specific issues are only rarely covered.
GROUP 4-DEMOGRAPHIC INFORMATION
In this section we present the results of RQ 4.1 (affiliation types of the study authors) and RQ 4.2 (highly-cited papers).
RQ 4.1-Affiliation types of the study authors
To answer this research question we have broken down the papers based on the affiliation types of the study authors, i.e., industrial, academic or collaborative. In Figure 14 , we show (as a stack chart) the number of studies per year published solely by academic researchers (those working in universities and research centers), solely by practitioners (also including corporate research centers), or as collaborative work. As one can see, the attention level on this topic has risen and fallen over the years. Note that our study was conducted during the first six months of 2017, thus we decided to include the papers published until end of 2016. The peak year in terms of number of papers was 2009 in which 15 papers were published on this topic.
In terms of breakdown of papers by affiliation types of the authors, 147 papers were authored solely by academic researchers, 36 papers by practitioners only, and 25 papers as joint (collaborative) To put the annual trend of papers in this area in perspective, we show, also in Figure 14 , a similar chart reported by another recent survey study in the area of testing embedded software [12] . It is interesting to observe that while for the area of testing embedded software, the number of papers is generally increasing, for papers in the area of software testability, there are ups and downs, perhaps denoting a continuous change in challenges and/or interest in this area over the years. Also, by comparing the two charts, we can say that the area of software testability is slightly "older" than the area of testing embedded software. 
RQ 4.2-Highly cited papers
To help practitioners with deciding which sources to start reading first, we assessed the popularity of papers to find the most popular sources. In the academic world, citations are the de-facto metric for this purpose and have been used in many studies, e.g., a recent IEEE Software paper [67] . We list in Table 5 and Table 6 the top 5 highly-cited papers based on two metrics: (1) absolute citation values, and (2) normalized citations (average citations per year). Both of these metrics are widely used in bibliometric studies, e.g., [44, 45] . We can see that four papers appear in both top-5 lists.
While we believe all studies in the pool are interesting and could be useful for practitioners, they may want to consider starting their review of the literature by reading first the five top-cited papers in this pool. Note that the citation numbers in Table 5 were extracted from the Google Scholar system on Dec. 29, 2017 . One can immediately see from the title of the highly cited papers that they address generic fundamental aspects of testability, i.e., how to define, measure, design for, achieve or apply testability. We briefly discuss next the top-5 papers based on the absolute number of citations. The most cited and seminal paper "On testing non-testable programs" highlighted the significance of testability more than three decades ago (as early as in 1982). The second most cited paper "Software testability: the new verification" by Jeffrey Voas and Keith Miller [P151] defined how to design for testability and how to measure testability by sensitivity analysis, which estimates for a particular location in a program the probability of failure that would be induced in the program by a single fault.
The third most cited paper "Design for testability in object-oriented systems" by Robert Binder [P64] defined software testability for object-oriented software and identifies six main facets of testability, i.e., characteristics of the representation, characteristics of the implementation, built-in test capabilities, the test suite, the test support environment, and the software process in which testing is conducted. Each facet has sub-facets represented in a fishbone diagram. For instance, the facet representation has the sub-facets requirements, specification, traceability, and separation of concerns. The sub-facet separation of concerns is influenced by user interface, control strategy, collaboration packaging, and architectural packaging.
The fourth most cited paper " 
DISCUSSIONS
In this section we first summarize the research findings and discuss implications (Section 7.1), then we present benefits of the review (Section 7.2) and finally we discuss potential threats to validity of this review (Section 7.3).
SUMMARY OF RESEARCH FINDINGS
In this section we summarize the research findings of each RQ and discuss implications. Group 2-Specific to the domain (i.e., testability):
• RQ 2.1-Type of approaches for treating testability: In 9 papers requirements testability is addressed; design for testability is addressed in 24 papers; measurement of testability is addressed in 133 papers; and finally improvement of testability in 82 papers. Approaches to quantitative and qualitative measurement of testability are very prominent and address all phases of development.
• RQ 2.2-Factors affecting testability: The two most often mentioned factors affecting testability are observability (mentioned in 101 papers) and controllability (82 papers). In addition, specific aspects of software quality are frequently reported to affect testability. Especially, complexity and simplicity (21 papers), dependency: cohesion / coupling (19 papers), and understandability (12 papers) are among other factors affecting testability. Furthermore, 56 papers mentioned additional other factors, for instance unit size, potential for test automation, modularity, fault-proneness, or the degree to which a requirement is readable.
• RQ 2.3-Techniques for improving testability: Common ways to improve testability are testability transformation (proposed in 22 papers), improving observability (21), adding assertions (16) , and improving controllability (12) . Furthermore, specific architecture and/or test interfaces supporting testability (6) and manipulating dependency (6) are proposed. Finally, 17 papers present other means to improve testability, for instance, isolation of untestable components or of source code that is likely to hide faults.
Group 3-Specific to empirical studies and those with case studies:
• RQ 3.1-Research questions investigated in the empirical studies: 37 papers from the paper pool include explicit research questions. Overall, 110 research questions are raised in the papers with explicit research questions. Most stated research questions (52) fall into the category of descriptive-process questions investigating how things actually work.
• RQ 3.2-Number and sizes of SUTs (examples) in each paper: Most papers refer to a SUT or example (182 papers, 88%) and from those papers most to exactly one SUT/example (109) , about 80% of the papers to three or less SUT/example and about 90% to five or less SUTs/examples. Most papers work on rather small SUTs of up to 12.5 KLOC.
• RQ 3.3-Domains of SUTs: Most of the 182 papers referring to an SUT or example are not domain-specific, but address generic issues, e.g., related to the usage of assertions, object-oriented programming, or testability estimation. In addition, 24 address embedded systems, 20 real-time systems, 6 communication systems and protocols, whereas webspecific issues are only investigated in 4 papers.
Group 4-Demographic information:
 RQ 4.1-Affiliation types of the study authors: Papers authored solely by academic researchers are dominating (147) , but also papers authored solely by practitioners (36) as well as jointly by researchers and practitioners (25) are well represented. This shows that testability is a topic not only of academic, but also practical relevance and also actively investigated by practitioners.  RQ 4.2-Highly-cited papers: The five most highly cited papers all address generic fundamental aspects of testability, i.e., how to define, measure, design for, achieve or apply testability. For instance, the most cited and seminal paper "Software testability: the new verification" by Voas and and Miller [P151] defines how to design for testability and how to measure testability by sensitivity analysis.
POTENTIAL BENEFITS OF THIS REVIEW
We discuss next the potential benefits of our mapping study for practitioners and researchers.
Benefits for practitioners
Recall from beginning of this paper that this review study was conducted based on a real need that we had in our industrial project. The authors and their collaborators have already started to benefit from the results of this review. In our ongoing collaborations with several industry partners in Turkey, Austria and the Netherlands in the area of software testing, our colleagues and we did not have an adequate overview of the literature and this review provided that. Thanks to our review study, we are currently assessing several existing testability assessment techniques based on the review at hand for possible adoption/extension in our ongoing industry-academia collaborations.
To further assess the benefits of this review, we asked two active test engineers (one in the Netherlands and one in Austria who is involved mostly in the insurance software domain) to review this review paper and the online spreadsheet of papers, and let us know what they think about their potential benefits. Their general opinion was that a review paper like this article is a valuable resource.
One of the practitioners provided the following feedback and also mentioned some ideas for further work in this area Since the body of knowledge in this area is extremely large, this review would serve practitioners as a repository to access that large body of knowledge. For example, a practitioner can review Figure 9 in which we classified the pool of 208 papers by how they address testability in different stages of the SDLC. Testability is often considered late in the SDLC and, in that case, it is most of the time not easy to improve testability. Thus, Figure 9 and our online spreadsheet supports practitioners to consider testability as early as possible in the SDLC and pay attention to requirements testability. Other approaches for treating testability, such as design for testability and measurement (estimation) of testability, are also important and our mapping provides links to studies under those groups.
Our synthesis of techniques for improving testability ( Figure 11 ) will also benefit practitioners since systematic approach for increasing testability are often needed in practice. A practitioner looking for advice in such a problem can use our survey to find the studies which for example have improved testability by improving observability.
Furthermore, practitioners often complain that approaches developed by researchers have only been tried on small examples or small-scale systems [68] . However, as we explored in RQ 3.2, the sizes of SUTs (examples) in some papers of the pool were quite large and thus practitioners can review those papers to see how testability approaches have been applied to large-scale systems, and could potentially be applied in their own context as well.
Last, but not the least, we explored the domains of SUTs (in Section 6.3.3) and found that various domains are represented in the pool, e.g., embedded systems, real-time systems, communication systems and protocols, and web applications. Thus, practitioners working especially in those domains and are looking for advice on testability, may first review the studies from the pool performed in their own domain.
Finally, one practitioner who referred to this study already benefited from it when developing a goal-question-metrics approach for measuring and improving testability of requirements [69] . The mapping study pointed to the relevant related work and other examples where the Goal Question Metric (GQM) approach has been applied to measure the testability of requirements.
Benefits for researchers
In addition to practitioners, our mapping study provides various benefits for researchers. Note that this study is a systematic literature mapping (classification), and thus it provides a map (general picture) of this area for new or established researchers, who want to pursue further research in the area of testability. It goes without saying that reviewing a large set of 208 papers would be challenging and a survey paper like this can serve as an ideal starting point.
In a paper entitled "What Makes Good Research in Software Engineering?" [70] , Mary Shaw discussed the importance of asking "interesting" RQs. Important of raising (asking) good and interesting RQs have also been discussed extensively in other fields, e.g., [71] [72] [73] . We synthesized and categorized the list of all 110 RQs raised and studied in the empirical studies in the pool (Section 6.3.1). We believe that researchers would benefit from them in formulating even more interesting and relevant RQs for future studies in the area of testability.
Furthermore, studying highly-cited papers (Section 6.4.2) would be beneficial for both researchers and practitioners.
Finally, one author of this mapping study, who is a researcher, himself already benefited from the study at hand when developing a framework for measuring testability of non-functional properties [74] . The mapping study provided a pointer to relevant related work, showed that a framework for measuring testability of non-functional properties does not exist so far, and provided a comprehensive overview of input factors for measuring testability.
POTENTIAL THREATS TO VALIDITY
The main issues related to threats to validity of this literature review are inaccuracy of data extraction, and incomplete set of studies in our pool due to limitation of search terms, selection of academic search engines, and researcher bias with regards to exclusion/inclusion criteria. In this section, these threats are discussed in the context of the four types of threats to validity based on a standard checklist for validity threats presented in [75] : internal validity, construct validity, conclusion validity and external validity. We discuss next those validity threats and the steps that we have taken to minimize or mitigate them.
Internal validity: The systematic approach that has been utilized for source selection is described in Section 4. In order to make sure that this review is repeatable, search engines, search terms and inclusion/exclusion criteria are carefully defined and reported. Problematic issues in selection process are limitation of search terms and search engines, and bias in applying exclusion/inclusion criteria.
Limitation of search terms and search engines can lead to incomplete set of primary sources. Different terms have been used by different authors to point to a similar concept. In order to mitigate risk of finding all relevant source, formal searching using defined keywords has been done followed by manual search in references of initial pool and in web pages of active researchers in our field of study. For controlling threats due to search engines, not only we have included comprehensive academic databases such as Google Scholar. Therefore, we believe that adequate and inclusive basis has been collected for this study and if there is any missing publication, the rate will be negligible.
Applying inclusion/exclusion criteria can suffer from researchers' judgment and experience. Personal bias could be introduced during this process. To minimize this type of bias, joint voting was applied in source selection and only source with scores passing our set threshold were selected for this study. Also, to minimize human error/bias, we conducted extensive peer reviewing to ensure quality of the extracted data.
To perform data extraction, the papers were divided among the three authors. It would not have been efficient and is even not required to independently extract all the data from all the papers by each of the three authors. However, the authors performed quality assurance of each other's results and jointly discussed the extracted data to mitigate the threat of divided data extraction. According to the authors' experience dividing the data extraction task among authors is common in SM and SLR studies in software engineering and the only way for efficient data extraction if the paper pool is large. Furthermore, the quality of the extracted data is high if quality assurance and respective feedback cycles as in our setting are established.
Construct validity: Construct validities are concerned with issues that to what extent the object of study truly represents theory behind the study [75] . Threats related to this type of validity in this study were suitability of RQs and categorization scheme used for the data extraction. We carefully defined the RQs in our team of three researchers and linked them to a suitable data extraction scheme.
Conclusion validity: Conclusion validity of a literature review study is asserted when correct conclusions are reached through rigorous and repeatable treatment. In order to ensure reliability of our treatments, an acceptable size of primary sources was selected and terminology in defined schema reviewed by authors to avoid any ambiguity. All primary sources are reviewed by at least two authors to mitigate bias in data extraction. Each disagreement between authors was resolved by consensus among researchers. Following the systematic approach and described procedure ensured replicability of this study and assured that results of similar study will not have major deviations from our classification decisions.
External validity: External validity is concerned with to what extent the results of our literature review can be generalized.
The study provides a comprehensive view on testability (overall 208 sources are included) taking both the academic and industrial perspective into account (see Figure 14) . The collected sources contain a significant proportion of academic and industrial work, which forms an adequate basis for concluding results useful for both academia and applicable in industry. Also, note that our findings in this study are mainly within the field of testability. We have no intention to generalize our results beyond this subject. Therefore, few problems with external validity are worthy of substantial attention.
CONCLUSIONS AND FUTURE WORK
To identify the state-of-the-art and the state-of-the-practice in the area of software testability and to find out what we know about testability, we conducted and presented in this article a systematic literature mapping. Our article aims to benefit the readers (both practitioners and researchers) in providing the most comprehensive survey of the area of testability.
By classifying the entire body of knowledge, this survey paper "mapped" the body of knowledge on software testability. We systematically classified a large set of 208 papers and investigated several review questions under four groups. The first group investigated the contribution as well as the research method types. The second group investigated the approaches for treating testability, factors affecting testability, as well as techniques for improving testability. The third group investigated the studies research questions, the number of SUTs or examples in each paper, as well as the domains of the SUTs or examples. Finally, the fourth group investigated the affiliation types of the authors as well as the highly cited papers.
The area of software testability has been comprehensively studied by researchers but also practitioners. Most papers actually contribute testability approaches, methods or techniques, relate to a concrete SUT or example and provide solution proposals (by examples), weak empirical studies or strong empirical studies. As approaches to treat testability measurement of testability and improvement of testability are most frequently addressed in the papers. The two most often mentioned factors affecting testability are observability and controllability. Common ways to improve testability are testability transformation, improving observability, adding assertions, and improving controllability.
By summarizing what we know in this area, this paper provides an "index" to the vast body of knowledge in this area. Practitioners and researchers, who are interested in reading each of the classified studies in depth, can conveniently use the online Google spreadsheet at www.goo.gl/boNuFD to navigate to each of the papers.
Our future work includes using the findings of this SLM in our industry-academia collaborative projects as well as the development of a testability framework for testing non-functional properties like performance or security. We also encourage practitioners to report their concrete challenges in the area of testability so that researchers can work on and solve those challenges. This would strengthen the bridge between industry and academia in this area [76] .
Also, let us note that we raised in this mapping study only a carefully selected number of RQs focusing -besides general RQs on the type of research and contribution as well as demography of the papers -on the domain (i.e., testability): types of approaches for treating testability, factors affecting testability, and techniques for improving testability. Future work comprises the analysis of additional aspects and RQs related to testability, e.g., challenges of testability and its measurement, and context issues (factors) such as: human aspects like the skill and experience level of testers (testability may depend on the testers' skill in testing), architecture, programming language, testability in the scope of test automation and DevOps, development process (e.g. Agile or Waterfall). Furthermore, this first effort of ours was only a mapping (classification) study. A natural follow-up work in this direction would be an in-depth SLR to systematically review some of the most important aspects, e.g., we only classified the types of approaches for treating testability (in Section 6.2.1), but it will be important to review and cross-compare various existing approaches for treating testability. We think that an an SLR based on this mapping study will provide further insight into what the most important challenges about testability are. Such information would be particularly beneficial to academics as a source for future research.
