C*-algebras for categories of paths asociated to the Baumslag-Solitar
  groups by Spielberg, Jack
ar
X
iv
:1
11
1.
69
27
v3
  [
ma
th.
OA
]  
15
 N
ov
 20
12
C∗-ALGEBRAS FOR CATEGORIES OF PATHS ASSOCIATED TO THE
BAUMSLAG-SOLITAR GROUPS
JACK SPIELBERG
Abstract. In this paper we describe the C∗-algebras associated to the Baumslag-Solitar groups with the
ordering defined by the usual presentations. These are Morita equivalent to the crossed product C∗-algebras
obtained by letting the group act on its directed boundary. We use the method of categories of paths to
define the algebras, and to deduce the presentation by generators and relations. We obtain a complete
description of the Toeplitz algebras, and we compute the K-theory of the Cuntz-Kreiger algebras.
1. Introduction
In this paper we study the C∗-algebras associated to the Baumslag-Solitar groups with the ordering
defined by the usual presentation. We show that in most cases this is a quasi-lattice ordering in the sense of
[9]. However we use the notion of category of paths of [13] to describe the C∗-algebras. This is a construction
of Toeplitz and Cuntz-Krieger algebras in a very general setting that includes ordered groups, higher-rank
graphs, and many other examples of C∗-algebras obtained from oriented combinatorial objects. The chief
virtue of this construction is that a presentation of the algebras by generators and relations is obtained
naturally from the category, eliminating the guesswork typically needed for their identification. For example,
if a free semigroup acts on its ℓ2-space, it is easy to observe that the generators define isometries having
pairwise orthogonal ranges spanning a codimension-one subspace. The rank-one projection onto this subspace
generates the compact operators when pushed around by the isometries, and in the quotient, the classes of
isometries have range projections adding to the identity. Cuntz’s theorem ([4]) shows that this quotient
algebra is uniquely defined by this presentation. For other semigroups, however, it may not be obvious what
is the correct quotient, even if the compact operators are present in the algebra generated by the isometries
on ℓ2. Moreover, it may also be unclear what relations ought to be used to define the quotient. In the present
case, we obtain generators and relations for a C∗-algebra Morita equivalent to the crossed product algebra
associated to the action of a Baumslag-Solitar group on its directed boundary. These presentations turn out
to coincide with certain examples obtained by Katsura in his work on topological graphs ([6]). Our method
gives a new approach to the description of these algebras by generators and relations, and also gives the
ideal structure of the Toeplitz versions. In the case of the solvable examples BS(1, d), this is a well-known
example with core isomorphic to a Bunce-Deddens algebra ([1]). The presentations of the Baumslag-Solitar
groups can be thought of as arising from their status as the fundamental group of a graph of groups: the
graph consists of one vertex and one edge, with infinite cyclic groups attached to both vertex and edge. The
Bass-Serre theory requires the choice of an orientation for this graph; this amounts to a direction on the
Cayley graph ([12]). In this case, the directed Cayley graph is a category of paths, and we use the theory
developed in [13] to study the action of the group on the boundary (see [13], Example 8.5).
The organization of this paper is as follows. We first use the HNN structure of a Baumslag-Solitar group
to prove that, as an ordered group (relative to the subsemigroup defined by the presentation), it is suitable
for our constructions. In the process we define an associated odometer-like action by the second generator.
We then identify the maximal directed hereditary subsets of the category, and hence the boundary of the
semigroup. We prove that the restriction of the groupoid to the boundary of the category is amenable. We
then identify all directed hereditary subsets, and prove that the entire groupoid is amenable. From this
we deduce the generators and relations for the Cuntz-Krieger algebra. We then compute the K-theory of
the algebra by first studying the fixed-point algebra by the gauge action, and then applying the Pimsner-
Voiculescu exact sequence. We mention that the degree functors for these categories are degenerate, and
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thus the fixed-point algebras are not AF. Finally we use theorems from [13] to establish the fundamental
structural properties of these algebras.
We conclude this introduction with a description of the definitions and results from [13] needed for the
rest of the paper. We identify the objects of a category with the identity morphisms in that category, and
we use juxtaposition to indicate composition of morphisms. Morphisms are referred to as paths, and objects
as vertices. We use s and r to denote the source and range of morphisms, and Λ0 for the vertices in the
category Λ. A category of paths is a small category satisfying
(1) αβ = αγ implies β = γ (left-cancellation).
(2) βα = γα implies β = γ (right-cancellation).
(3) αβ = s(β) implies α = β = s(β) (no inverses).
For any α ∈ Λ we define the left shift σα : αΛ → s(α)Λ by σα(αβ) = β (σα is well-defined by left-
cancellation). The right shift map β ∈ s(α)Λ 7→ αβ ∈ r(α)Λ is the inverse of σα. We say that β extends
α if there exists α′ ∈ Λ such that β = αα′. (We may express this by writing β ∈ αΛ.) It follows from the
definition that this is a partial order on Λ. If β is an extension of α, we call α an initial segment of β. The
set of initial segments of β is denoted [β]. We write α ⋓ β (α meets β) if αΛ ∩ βΛ 6= ∅, and α ⊥ β (α is
disjoint from β) otherwise. We let α ∨ β denote the set of minimal common extensions of α and β, i.e. the
minimal elements of αΛ∩βΛ. For a subset F ⊆ Λ we let
∨
F denote the set of minimal common extensions
of the elements of F . We say that Λ is finitely aligned if for every pair of elements α, β ∈ Λ, there is a finite
subset G of Λ such that αΛ ∩ βΛ =
⋃
ε∈G εΛ. It follows that we may take G = α ∨ β. In this paper we will
only consider (certain) finitely aligned examples.
A subset C ⊆ Λ is directed if for all α, β ∈ C there is γ ∈ C extending both α and β. C is hereditary
if [α] ⊆ C for every α ∈ C. The collection of all directed hereditary subsets of Λ is denoted Λ∗; the set of
maximal elements of Λ∗ is denoted Λ∗∗. A directed hereditary set is finite if it contains a maximal element;
in this case it must be of the form [α] for some α ∈ Λ. Otherwise it is infinite. We define a topology on Λ∗
as follows. For α ∈ Λ, and β1, . . ., βn ∈ αΛ \ {α}, let E = αΛ \
⋃n
i=1 βiΛ. Set
Ê = {C ∈ Λ∗ : E ⊇ C ∩ γΛ for some γ ∈ C}.
Then the Ê form a base of compact-open sets for a locally compact Hausdorff topology. The boundary of Λ
is defined to be ∂Λ = Λ∗∗.
We define a groupoid with unit space Λ∗ as follows. First define a relation on Λ× Λ× Λ∗ by (α, β, x) ∼
(α′, β′, x′) if there are y ∈ Λ∗ and γ, γ′ ∈ Λ such that x = γy, x′ = γ′y, αγ = α′γ′, and βγ = β′γ′. Then ∼ is
an equivalence relation. The set of equivalence classes becomes a locally compact Hausdorff e´tale groupoid,
where the set of composable pairs is
G2 =
{(
[α, β, x], [γ, δ, y]
)
: βx = γy
}
,
and inversion is given by [α, β, x]−1 = [β, α, x]. Multiplication G2 → G is given as follows. Let
(
[α, β, x],
[γ, δ, y]
)
∈ G2. Since βx = γy, it follows from Lemma 4.12 of [13] that there are z, ξ, and η such that x = ξz,
y = ηz, and βξ = γη. Then
[α, β, x] [γ, δ, y] = [αξ, δη, z].
A base of compact-open sets for G is given by the sets [α, β, Ê] = {[α, β, x] : x ∈ Ê}.
The C∗-algebras of Λ are defined as T C∗(Λ) = C∗(G) (the Toeplitz C∗-algebra), and C∗(Λ) = C∗(G|∂Λ)
(the Cuntz-Krieger algebra). We have the following theorem giving generators and relations for T C∗(Λ)
([13], Theorem 6.3).
Theorem 1.1. Let Λ be a finitely aligned category of paths. The representations of T C∗(Λ) are in one-to-one
correspondence with the families {Tα : α ∈ Λ} of Hilbert space operators satisfying the relations
(1) T ∗αTα = Ts(α).
(2) TαTβ = Tαβ, if s(α) = r(β).
(3) TαT
∗
αTβT
∗
β =
∨
γ∈α∨β TγT
∗
γ .
In order to describe the analogous theorem for C∗(Λ), we need the notion of exhaustive set. Let v ∈ Λ0.
A subset F ⊆ vΛ is exhaustive (at v) if for every α ∈ vΛ there exists β ∈ F such that α⋓β. The exhaustive
sets can be used to characterize the points of ∂Λ ([13], Theorem 7.8). We have the following theorem giving
generators and relations for C∗(Λ) ([13], Theorem 8.2).
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Theorem 1.2. Let Λ be a countable finitely aligned category of paths. Assume that G is amenable. The
representations of C∗(Λ) are in one-to-one correspondence with the families {Sα : α ∈ Λ} of Hilbert space
operators satisfying the relations
(1) S∗αSα = Ss(α).
(2) SαSβ = Sαβ, if s(α) = r(β).
(3) SαS
∗
αSβS
∗
β =
∨
γ∈α∨β SγS
∗
γ .
(4) Sv =
∨
β∈F SβS
∗
β if F is finite exhaustive at v. (Equivalently, 0 =
∏
δ∈F (Sv − SδS
∗
δ ).)
The last theorem requires amenability of the groupoid. The usual way of obtaining this is to decompose
C∗(Λ) by means of a cocycle to a discrete abelian group (called a degree functor in [13], Definition 9.1). We
cite the following summary of the standard argument ([13], Proposition 9.3).
Proposition 1.3. Let G be a locally compact Hausdorff e´tale groupoid, Q a countable abelian group, and
c : G→ Q a continuous homomorphism. Let Gc = c−1(0), also a locally compact Hausdorff e´tale groupoid.
Suppose that Gc is amenable. Then G is amenable.
An ordered group (Γ,Λ) is called quasi-lattice ordered if for each t ∈ ΛΛ−1 there is an element α ∈ tΛ∩Λ
such that tΛ∩Λ = αΛ ([9]). This idea was generalized in [13], Definition 8.6, as follows. The ordered group
(Γ,Λ) is called finitely aligned if for each t ∈ Γ there is a finite set F ⊆ tΛ∩Λ such that tΛ∩Λ =
⋃
α∈F αΛ.
It is possible that Λ is a finitely aligned category of paths even if (Γ,Λ) is not a finitely aligned ordered
group. A weaker notion is given in [13], Definition 8.11: (Γ,Λ) is locally finitely exhaustible if for each t ∈ Γ,
there is a finite set F ⊆ tΛ∩ Λ such that every element of tΛ∩ Λ meets some element of F . In Lemma 8.10
of [13] it is shown how to define a locally compact Γ-space, ∂(Γ,Λ), which is the directed boundary of the
ordered group. The following appears in [13] as part of Theorem 8.13 and Corollary 8.17.
Theorem 1.4. Let (Γ,Λ) be a countable ordered group. Suppose that Λ is finitely aligned as a category of
paths. Then ∂(Γ,Λ) is locally compact Hausdorff if and only if (Γ,Λ) is locally finitely exhaustible. Moreover,
C∗(Λ) is Morita equivalent to the crossed product algebra C0(∂(Γ,Λ))× Γ.
2. The category of paths of a Baumslag-Solitar group
For nonzero integers c and d we consider the group Γ = 〈a, b
∣∣ abc = bda〉 ([3]). Since ab−c = b−da is an
equivalent relation, we may as well assume that c and d are not both negative. We will consider separately
the cases cd > 0 and cd < 0. Thus we formulate the situation for a pair of positive integers c and d, and
let the group be defined by the relation abc = bda, or by the relation abc = b−da. The case cd > 0 will be
further divided accordingly as c ≥ d or c < d, giving three cases overall:
Case (BS1): Γ = 〈a, b
∣∣ abc = bda〉 where c ≥ d ≥ 1.
Case (BS2): Γ = 〈a, b
∣∣ abc = bda〉 where d > c ≥ 1.
Case (BS3): Γ = 〈a, b
∣∣ abc = b−da〉 where c, d ≥ 1.
We denote by θ : G → Z the homomorphism given by θ(a) = 1 and θ(b) = 0. We sometimes refer to
θ(g) as the height of g. Let Λ be the submonoid generated by a and b, and let B = {bi : i ≥ 0} denote the
submonoid generated by b. The following may be found in [11].
Proposition 2.1. Each element of Γ has a unique represention in the form bi1aε1 · · · binaεnbq, where εµ ∈
{±1}, iµ ∈ [0, d) if εµ = +1, and iµ ∈ [0, c) if εµ = −1.
The standard from of the proposition is obtained by moving b’s to the right via bkda = abkc and bkca−1 =
a−1bkd.
Corollary 2.2. Let t ∈ Γ have the form in Proposition 2.1. Then t ∈ Λ if and only if εµ = +1 for all µ,
and q ≥ 0 in cases (BS1) and (BS2), and in case (BS3) if n = 0.
We note the following proposition for later use. It follows from the same kind of arguments as gives
Proposition 2.1 and its corollary.
Proposition 2.3. Each element α ∈ Λ has unique representations in the two forms
(L) α = bi0abi1a · · · bik−1abp, iµ ∈ [0, d), p ∈ Z;
(R) α = bqabj1abj2 · · ·abjk , jµ ∈ [0, c), q ∈ Z,
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where k = θ(α).
Remark 2.4. In cases (BS1) and (BS2), in forms (L) and (R) we have p, q ≥ 0. In case (BS3), if θ(α) = 0
we have p = q ≥ 0. It also follows that b has infinite order in G.
The following corollary follows easily.
Corollary 2.5. If 0 < k < θ(α), or if k = θ(α) > 0 and we are in case (BS1) or (BS2), then α has a unique
initial segment of height k in the form (L) of Proposition 2.3 with p = 0. If k = θ(α) > 0 and we are in case
(BS3), then there is a unique element α0 in the form (L) of Proposition 2.3 with p = 0, and p0 ∈ Z, such
that every initial segment of height k has form (L) equal to α0b
q with q ≤ p0.
Lemma 2.6. In case (BS3), if α ∈ Λ and θ(α) > 0, then αbp ∈ Λ for all p ∈ Z. Moreover, B ⊆ [α].
Proof. We can write α = α0ab
m for α0 ∈ Λ and m ≥ 0. Choose n so that nc+m+ p ≥ 0. Then using the
relation a = bdabc, we find that αbp = α0ab
m+p = α0b
ndabnc+m+p ∈ Λ. For the second statement, we write
α = biaα1 for some i ∈ N and α1 ∈ Λ. Then α = bi+mdabmcα1 for all m ∈ N. 
The following begins our study.
Lemma 2.7. Λ is a category of paths ([13], Example 8.5).
Proof. Note that θ(α) ≥ 0 for all α ∈ Λ. We note that if α, β ∈ Λ are such that αβ = e, then θ(α)+θ(β) = 0,
and hence θ(α) = θ(β) = 0. But then α, β ∈ B. But then we must have α = β = e. Hence Λ is a category
of paths. 
We will prove that Λ is finitely aligned, and that in cases (BS1) and (BS2), the ordered group (Γ,Λ) is
quasi-lattice ordered in the sense of [9] (Theorem 2.11 below). (The case (BS3) is slightly different — see
Lemma 2.12.) The argument varies by case. We require lemmas for cases (BS1) and (BS2).
Lemma 2.8. Suppose that we are in case (BS2). Fix k ≥ 1. For i = (i0, . . . , ik) ∈ [0, c)k+1, let α(i) =
bi0abi1a · · · bika. There are maps ψ : [0, c)k+1 → [0, c)k+1 and r : [0, c)k+1 → Z+ such that
(1) bdr(i)α(ψ(i)) = α(i)bc and ψ(i)0 = i0.
(2) If q < c then bi0+1 6∈ [α(i)bq].
(3) If i0 < m ≤ i0 + dr(i), then α(i)b
c = bdr(i)α(ψ(i)) is the unique minimal common extension of bm
and α(i).
(4) For h ≥ 0, if
i0 + d
h−1∑
µ=0
r(ψµ(i)) < m ≤ i0 + d
h∑
µ=0
r(ψµ(i))
then
α(i)b(h+1)c = bd
∑h
µ=0 r(ψ
µ(i))α(ψh+1(i))
is the unique minimal common extension of bm and α(i).
Proof. For (1), the maps ψ and r are defined by the unique form (R) of α(i)bc. That r(i) ≥ 1 follows from
the assumption c < d. It follows from the defining relation of G that if i0 = 0 then α(i)0 = 0. Hence by
the uniqueness of form (L), ψ(i)0 = i0 for all i. For (2), note that if q < c then α(i)b
q is already in form
(R). We next prove (3). Let m be as in the statement. By (1) we know that α(i)bc ∈ bmΛ ∩ α(i)Λ. Let
β ∈ bmΛ ∩ α(i)Λ. Then β = α(i)γ for some γ. Write γ = bqabℓ1 · · · abℓn with ℓµ ∈ [0, c). Then the form (R)
of β equals (form (R) of α(i)bq) · abℓ1 · · · abℓn . Therefore bm ∈ [β] if and only if bm ∈ [α(i)bq]. This occurs if
and only if q ≥ c, by (2). Therefore β ∈ α(i)bcΛ. Finally, we prove (4), by induction on h. The case h = 0
is (3). Suppose it is true for h, and let
i0 + d
h∑
µ=0
r(ψµ(i)) < m ≤ i0 + d
h+1∑
µ=0
r(ψµ(i)).
First we note that
α(i)b(h+2)c = bd
∑h
µ=0 r(ψ
µ(i))α(ψh+1(i))bc = bd
∑h+1
µ=0 r(ψ
µ(i))α(ψh+2(i)) ∈ bmΛ.
Thus α(i)b(h+2)c is a common extension of bm and α(i).
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Now let β ∈ bmΛ ∩ α(i)Λ be any common extension. Then
β ∈ bm−dr(ψ
h(i))Λ ∩ α(i)Λ.
Since i0 + d
∑h−1
µ=0 r(ψ
µ(i)) < m− dr(ψh(i)), the inductive hypothesis implies that β ∈ α(i)b(h+1)cΛ. Define
β′ by
β = bd
∑h
µ=0 r(ψ
µ(i))β′.
Then β′ ∈ bi0+1Λ ∩ α(ψ(h+1)(i))Λ. By (3), β′ ∈ α(ψh+1(i))bcΛ. Therefore β ∈ α(i)b(h+2)cΛ. 
We next consider case (BS1). We will use the following notation: for i ∈ [0, d)N and k ∈ N, let αk(i) =
bi0a · · · bika.
Lemma 2.9. Suppose that we are in case (BS1). There are maps φ : [0, d)N → [0, d)N and r : [0, d)N → (Z+)N
such that for all k ∈ N,
(1) bdαk(φ(i)) = αk(i)b
cr(i)k. φ and r are uniquely determined by this condition, and φ(i)k, r(i)k depend
only on i0, . . ., ik.
(2) If q < cr(i)k then b
i0+1 6∈ [αk(i)bq].
(3) If i0 < m ≤ i0 + d then αk(i)bcr(i)k is the unique minimal common extension of αk(i) and bm.
(4) If i0 + (h − 1)d < m ≤ i0 + hd then αk(i)b
c
∑h−1
µ=0 r(φ
µ(i))k = bhdαk(φ
h(i)) is the unique minimal
common extension of αk(i) and b
m.
(5) The map φ is a homeomorphism (for the product topology on [0, d)N).
Proof. (1): We define φ and r inductively. Put φ(i)0 = i0 and r(i)0 = 1. Then
bdα0(φ(i)) = b
dbi0a = bi0abc = α0(i)b
cr(i)0 .
It is clear that φ(i)0 and r(i)0 are determined uniquely. Suppose that φ(i)µ and r(i)µ have been defined for
µ < k so that bdαµ(φ(i)) = αk(i)b
cr(i)µ . Define φ(i)k ∈ [0, d) by
φ(i)k ≡ ik − cr(i)k−1 (mod d).
Then there is r(i)k ≥ 0 such that
(∗) φ(i)k − dr(i)k = ik − cr(i)k−1.
We note that
dr(i)k = φ(i)k − ik + cr(i)k−1 ≥ φ(i)k − ik + c > φ(i)k,
and hence that r(i)k ≥ 1. Now,
bdαk(φ(i)) = b
dαk−1(φ(i))b
φ(i)ka = αk−1(i)b
cr(i)k−1bφ(i)ka = αk−1(i)b
ik+dr(i)ka = αk(i)b
cr(i)k .
It is clear that φ(i)k and r(i)k are uniquely determined by the equation b
φ(i)k+cr(i)k−1a = bikabcr(i)k . More-
over, the construction shows that they depend only on i0, . . ., ik.
(2): We again prove this by induction on k. Let q < cr(i)0 = c. Then α0(i)b
q = bi0abq is in form (R),
and hence does not extend bi0+1. Suppose that the result is true for k − 1. If q < cr(i)k, write q = sc+ t,
with t ∈ [0, c). Then s < r(i)k. We have
αk(i)b
q = αk−1(i)b
ikabscbt = αk−1(i)b
ikbsdabt.
By (∗), ik + sd ≤ ik + (r(i)k − 1)d = ik + r(i)kd− d = φ(i)k + cr(i)k−1 − d < cr(i)k−1. Then the inductive
hypothesis implies that αk−1(i)b
ik+sd 6∈ bi0+1Λ. By uniqueness of form (R), it follows that αk(i)bq 6∈ bi0+1Λ.
(3): Let β ∈ αk(i)Λ. Write σαk(i)β = bqabe1 · · · abeℓ in form (R), so eµ ∈ [0, c). By uniqueness of form
(R), β ∈ bmΛ if and only if αk(i)bq ∈ bmΛ. By (1) and (2) this occurs if and only if q ≥ cr(i)k, that is, if
and only if β ∈ αbcr(i)kΛ.
(4): The case h = 1 is given by (3). Suppose the result is true for h− 1. Let i0+(h− 1)d < m ≤ i0+ hd.
The inductive hypothesis implies that b(h−1)dαk(φ
h−1(i)) is the minimal common extension of bm−d and
αk(i). Let β ∈ b
mΛ ∩ αk(i)Λ. Then β ∈ b
(h−1)dΛ ∩ αk(i)Λ. Therefore β ∈ b
(h−1)dαk(φ
h−1(i)). Writing
β = b(h−1)dβ′, we have that β′ ∈ bm−(h−1)dΛ ∩ αk(φh−1(i))Λ. Since i0 < m− (h− 1)d ≤ i0 + d, (3) implies
that β′ ∈ αk(φh−1(i))bcr(φ
h−1(i))k = bdαk(φ
h(i)). Therefore β ∈ bhdαk(φh(i)). Since bhdαk(φh(i)) extends
bm and αk(i), the result is proved.
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(5): Given j ∈ [0, d)N, the unique form (L) gives i ∈ [0, d)N and r ∈ [0, d)Z
+
such that bdαk(j) = αk(i)b
crk .
It follows that j = φ(i), and so φ is onto. By the uniqueness of forms (L) and (R), j and i uniquely
determine each other, so that φ is bijective. The continuity of φ follows from the last part of (1). Since
[0, d)N is compact, φ is a homeomorphism. 
Proposition 2.10. Let α = be0a · · · besabes+1 and β = bf0a · · · bftabft+1 in form (L), i.e. with eµ, fν ∈ [0, d)
for µ ≤ s and ν ≤ t. Then α ⋓ β if and only if eµ = fµ for µ ≤ min{s, t}. In this case, α and β have a
unique minimal common extension. (In particular, Λ is finitely aligned.)
Proof. The “only if” statement follows from Corollary 2.5. For the converse, suppose that s ≤ t and eµ = fµ
for µ ≤ s. We first consider case (BS2). Let bfs+1a · · · bft+1 = bvabi1 · · · bikabq in form (R), i.e. with
q, iµ ∈ [0, c) for 1 ≤ µ ≤ k. If es+1 ≤ v, then β ∈ αΛ, and the result holds. Suppose instead that v < es+1.
Applying σb
e0a···besabv to α and β, and letting m = es+1−v, we find that it is enough to show that the paths
bm and abi1a · · · bikabq meet, and have a unique minimal common extension. Choose h as in Lemma 2.8(4).
Then abi1a · · · bikab(h+1)c is the unique minimal common extension of bm and abi1a · · · bika. Since q < c, this
is also the unique minimal common extension of bm and abi1a · · · bikabq.
Now we consider case (BS1). If es+1 ≤ fs+1 then β ∈ αΛ, and the result holds. Suppose instead that
es+1 > fs+1. Applying σ
be0a···besabfs+1 to α and β, and letting m = es+1 − fs+1, k = t− s− 1, iµ = fµ+s+1
for 1 ≤ µ ≤ k, and q = ft+1, it is enough to show that bm and abi1 · · · bikabq meet and have a unique minimal
common extension. Choose h such that (h − 1)d < m ≤ hd. By Lemma 2.9 there are j1, . . ., jk ∈ [0, d),
and r ≥ 0, such that bhdabj1 · · · bjka = abi1 · · · bikabcr is the unique minimal common extension of bm and
abi1 · · · bika. If q ≤ cr this is also the unique minimal common extension of bm and abi1 · · · bikabq. If q > cr,
then abi1 · · · bikabq is the unique minimal common extension.
Finally we consider case (BS3). If s < t, choose m ≥ 0 such that fs+1 − es+1 +md ≥ 0. Then
β = be0a · · · besabfs+1a · · · = αbfs+1−es+1a · · · = αbfs+1−es+1+mdabmc · · · ∈ αΛ.
If s = t, then β ∈ αΛ if es+1 ≤ fs+1, and α ∈ βΛ if es+1 > fs+1. (Thus in case (BS3), α ⋓ β if and only if α
and β are comparable.) 
Theorem 2.11. In cases (BS1) and (BS2), the ordered group (Γ,Λ) is quasi-lattice ordered.
Proof. Let t ∈ ΛΛ−1. Let t = αβ−1 with α, β ∈ Λ. Write α = αk(i)bp and β = αℓ(j)bq in form (L). Then
t = αk(i)b
p−qαℓ(j)
−1. If p− q ≡ 0 (mod c), then abp−qa−1 = bn, with n ∈ Z. Then t = αk−1(i)bnαℓ−1(j)−1.
If n ≡ 0 (mod c), we may repeat this procedure. Continue this until no more such cancellation is possible.
Thus we may assume that t = αk(i)b
nαℓ(j)
−1 with n 6≡ 0 (mod c).
We first consider the case that n ≤ 0. Let µ ∈ tΛ ∩ Λ. There is ν ∈ Λ such that tν = µ; that
is, αk(i)b
nαℓ(j)
−1ν = µ. Since the reduced form of the left hand side is obtained by moving b’s to the
right (see the remarks after Proposition 2.1), and since no cancellation is possible across bn, it follows that
bnαℓ(j)
−1ν ∈ Λ. Then by Corollary 2.5 we have µ ∈ αk(i)Λ. Since αk(i) ∈ tΛ∩Λ, we have tΛ∩Λ = αk(i)Λ.
Finally, if n > 0 we have t−1 = αℓ(j)b
−nαk(i)
−1. By the previous argument we know that t−1Λ ∩ Λ =
αℓ(j)Λ. Let µ ∈ tΛ ∩ Λ, and let ν ∈ Λ with tν = µ. Then t−1µ = ν, so ν = αℓ(j)γ for some γ ∈ Λ. Then
µ = tαℓ(j)γ = αk(i)b
nγ ∈ αk(i)bnΛ. Since αk(i)bn ∈ tΛ ∩ Λ, we have tΛ ∩ Λ = αk(i)bnΛ. 
In case (BS3), it turns out that the ordered group (Γ,Λ) is not usually finitely aligned, even though
Λ is finitely aligned (with unique minimal common extensions). However (Γ,Λ) is always locally finitely
exhaustible.
Lemma 2.12. Suppose we are in case (BS3). Then (Γ,Λ) is locally finitely exhaustible. It is finitely aligned
if and only if c = 1 (and in this case is quasi-lattice ordered).
Proof. Let t ∈ ΛΛ−1. As in the proof of Theorem 2.11, we may assume that t = αk(i)bnαℓ(j)−1, where
n 6≡ 0 (mod c). We first assume that ℓ ≥ 0, (so that θ(αℓ(j)) > 0). Then αk(i) = tαℓ(j)b−n ∈ tΛ ∩ Λ. If
µ ∈ tΛ ∩ Λ, and tν = µ with ν ∈ Λ, then we have αk(i)bnαℓ(j)−1ν = µ. By Corollary 2.5 there is p0 ∈ Z
such that αk(i)b
q0 ∈ [µ]. Therefore αk(i) ⋓ µ. Now assume that ℓ = −1 (that is, that αℓ(j) ∈ B). If k ≥ 0,
then t ∈ αk(i)B ⊆ Λ. If k = −1, then t ∈ B ∪B−1. Then tΛ ∩ Λ = tΛ, if t ∈ B, and = Λ if t ∈ B−1.
To see that (Γ,Λ) is not finitely aligned if c > 1, consider t = aba−1. Then tΛ ∩ Λ =
⋃
n∈Z ab
nΛ, but for
all n ∈ Z, abn 6∈
⋃
k>n ab
kΛ.
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In the case that c = 1, it is easy to see that ΛΛ−1 = Λ ∪ Λ−1, so that (Γ,Λ) is totally ordered, hence
quasi-lattice ordered. 
We remark that the definition of C∗(Λ), and hence the rest of the paper, requires only that Λ be a finitely
aligned category of paths (Proposition 2.10). The previous results show that the interpretation as an algebra
Morita equivalent to the crossed product of Γ acting on its directed boundary is valid.
Lemma 2.8 served the purpose of proving that (Γ,Λ) is quasi-lattice ordered in case (BS2). We next give
results analogous to Lemma 2.9 for cases (BS2) and (BS3).
Lemma 2.13. Assume that we are in case (BS2).
(1) There are maps φ : [0, d)N → [0, d)N and r : [0, d)N → {0, 1}N such that for all k ≥ 0 we have
bdαk(φ(i)) = αk(i)b
cr(i)k.
(2) Let ℓ = inf{µ ≥ 1 : iµ ≥ c} (and ℓ =∞ if iµ < c for µ ≥ 1). Then r(i)k = 1 if and only if k < ℓ.
(3) φ is a homeomorphism of [0, d)N for the product topology.
Proof. (1) and (2): We define φ(i) by
φ(i)µ =

i0, if µ = 0
iµ + d− c, if 0 < µ < ℓ
iℓ − c, if µ = ℓ
iµ, if µ > ℓ.
Then bdα0(φ(i)) = b
dbi0a = bi0abc = α0(i)b
c. Inductively, for 0 < µ < ℓ, we have
bdαµ(φ(i)) = αµ−1(i)b
cbd−c+iµa = αµ−1(i)b
iµabc = αµ(i)b
c.
If ℓ <∞,
bdαℓ(φ(i)) = αℓ−1(i)b
cbiℓ−ca = αℓ(i),
and for µ > ℓ,
bdαµ(φ(i)) = b
dαℓ(φ(i))b
iℓ+1a · · · biµa = αµ(i).
(3): Let j ∈ [0, d)N. Define i ∈ [0, d)N and r ∈ NN by form (L) of bdαk(j) for all k:
bdαk(j) = αk(i)b
crk .
That iµ is well-defined independently of the choice of k ≥ µ follows from Corollary 2.5. We first show that
rk ∈ {0, 1} for all k. When k = 0 we have bdbj0a = bj0abc, so r0 = 1. Suppose rk−1 ∈ {0, 1}. Then
bdαk(j) = b
dαk−1(j)b
jka = αk−1(i)b
crk−1+jka.
If rk−1 = 0, then b
dαk(j) = αk−1(i)b
jka, so that ik = jk and rk = 0. If rk−1 = 1, then b
dαk(j) =
αk−1(i)b
c+jka. Then, if c+ jk ≥ d we have ik = jk+ c− d and rk = 1, while if c+ jk < d we have ik = jk + c
and rk = 0.
Notice that in the course of the last argument, we showed also that if rk−1 = 0 then rk = 0. Let rµ = 1
for µ ≤ k. Then
αk−1(i)b
ikabc = αk(i)b
c = bdαk(j) = b
dαk−1(j)b
jka = αk−1(i)b
c+jka.
Therefore bik+da = bikabc = bjk+ca, and hence ik + d = jk + c. Thus ik = c + jk − d < c. It follows that
j = φ(i), and thus φ is onto. To see that φ is one-to-one, let φ(i) = φ(i′). Then
αk(i
′)bcr
′
k = bdαk(φ(i
′)) = bdαk(φ(i)) = αk(i)b
crk .
By the uniqueness of form (L) we have that i′ = i. From the definition of φ we see that φ(i)k is locally
constant, so that φ is continuous, and hence a homeomorphism. 
Lemma 2.14. Assume we are in case (BS3). There are maps φ : [0, d)N → [0, d)N and r : [0, d)N → NN
such that for all k ≥ 0 we have bdαk(φ(i)) = αk(i)b(−1)
kcr(i)k . Moreover, φ is a homeomorphism of [0, d)N
for the product topology.
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Proof. For t ∈ R let f0(t) = ⌊t⌋ and f1(t) = ⌈t⌉. Let τ(k) =
1
2
(
1− (−1)k
)
. We define r and φ recursively by
r(i)0 = 1, φ(i)0 = i0 and
r(i)k = fτ(k)
(
(−1)kik + r(i)k−1c
d
)
φ(i)k = ik + (−1)
k
(
r(i)k−1c− r(i)kd
)
.
We first show that r(i)k ≥ 0 for all k. This is true for k = 0; suppose it is true for k − 1. If k is even,
then r(i)k =
⌊
1
d
(
ik + r(i)k−1c
)⌋
≥ ⌊0⌋ = 0. If k is odd, r(i)k =
⌈
1
d
(
−ik + r(i)k−1c
)⌉
≥
⌈
− ikd
⌉
≥ 0, since
− ikd > −1.
We next show that φ(i)k ∈ [0, d) for all k. Again, it is true for k = 0. Suppose it is true for k−1. If k is even,
r(i)k =
⌊
1
d
(
ik+r(i)k−1c
)⌋
, hence r(ik) ≤
1
d
(
ik+r(i)k−1c < r(i)k+1, and hence 0 ≤ ik+r(i)k−1c−r(i)kd < d,
which is the statement that φ(i)k ∈ [0, d). If k is odd, r(i)k =
⌈
1
d
(
−ik + r(i)k−1c
)⌉
, hence r(i)k − 1 <
1
d
(
−ik + r(i)k−1c
)
≤ r(i)k, and hence 0 ≤ ik −
(
r(i)k−1c − r(i)kd
)
< d, which is the statement that
φ(i)k ∈ [0, d).
Now we check the equation of the statement. It is true for k = 0. Suppose it is true for k − 1. Then
bdαk(φ(i)) = b
dαk−1(φ(i))b
φ(i)ka = αk−1(i)b
(−1)k−1cr(i)k−1bφ(i)ka.
Note that (−1)k−1cr(i)k−1 + φ(i)k = ik − (−1)kr(i)kd. Thus
bdαk(φ(i)) = αk−1(i)b
ik−(−1)
kr(i)kda = αk−1(i)b
ikab(−1)
kcr(i)k = αk(i)b
(−1)kcr(i)k .
From the definition of φ we see that φ(i)k is locally constant, so that φ is continuous. We show that φ
is bijective, and hence is a homeomorphism. For this, we construct the inverse of φ. We define maps
ψ : [0, d)N → [0, d)N and s : [0, d)N → {0, 1}N recursively by s(i)0 = 1, ψ(i)0 = i0 and
s(i)k = fτ(k−1)
(
(−1)k−1ik + s(i)k−1c
d
)
ψ(i)k = ik + (−1)
k−1
(
s(i)k−1c− s(i)kd
)
.
The proof that s(i)k ≥ 0 and ψ(i)k ∈ [0, d) for all k is similar to the proof of the analogous facts for r and
φ above. We show that r ◦ ψ = s and s ◦ φ = r. We have
r(ψ(i))k = fτ(k)
(
(−1)kψ(i)k + r(ψ(i))k−1c
d
)
= fτ(k)
(
(−1)k
(
ik + (−1)k−1s(i)k−1c+ (−1)ks(i)kd
)
+ s(i)k−1c
d
)
= fτ(k)
(
(−1)kik
d
)
+ s(i)k
= s(i)k;
s(φ(i))k = fτ(k−1)
(
(−1)k−1φ(i)k + s(φ(i))k−1c
d
)
= fτ(k−1)
(
(−1)k−1
(
ik + (−1)kr(i)k−1c− (−1)kr(i)kd
)
+ ri())k−1c
d
)
= fτ(k−1)
(
(−1)k−1ik
d
)
+ r(i)k
= r(i)k,
since fτ(n)
(
(−1)nt
)
= 0 for 0 ≤ t < 1. Now we have
ψ(φ(i))k = φ(i)k + (−1)
n−1
(
s(φ(i))k−1c− s(φ(i))kd
)
= φ(i)k + (−1)
k−1
(
r(i)k−1c− r(i)kd
)
= ik,
and similarly, φ(ψ(i))k = ik. 
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3. Directed hereditary subsets of Λ
We pause a moment to describe the standard picture of Λ. This is just the portion of the Cayley graph
of G given by Λ, with direction given by the generators. The set Λ/B then becomes a directed tree —
the portion of the Bass-Serre tree for G corresponding to Λ. We think of the Cayley graph as made up of
branching sheets, which we will describe precisely in a moment. The tree is then the side view, where each
sheet becomes an infinite path. (See e.g. [5] for a sketch of the case (BS2), c = 1, d = 2.) The precise
description of these objects is found in the identification of the directed hereditary subsets of Λ, i.e. of Λ∗.
For α ∈ Λ we have the directed hereditary subset [α]. Moreover, since αΛ \ αaΛ \ αbΛ = {α}, it follows
that [α] is an open point of Λ∗. Thus Λ is a discrete subset of Λ∗ (where we identify Λ with the set of finite
directed hereditary subsets of Λ).
Next, for αB ∈ Λ/B we let [αB] =
⋃∞
n=0[αb
n]. It is clear that [αB] is hereditary and directed, hence is an
element of Λ∗. Letting α = bi0a · · · bika in form (L), it follows from Corollary 2.5 that α is uniquely determined
by [αB]. Thus we may identify {[αB] : α ∈ Λ} with Λ/B. For m ≥ 0 set Um = αbmΛ \
⋃d−1
µ=0 αb
µaΛ. Then
Um = {αbj : j ≥ m} defines a neighborhood Ûm of [αB] in Λ∗. Thus Λ/B is a relatively discrete subset of
Λ∗ \ Λ.
Definition 3.1. An element C ∈ Λ∗ is of finite height if θ is bounded on C. An element of Λ∗ not of finite
height is said to be of infinite height.
Lemma 3.2. The elements of Λ∗ of finite height are {[α] : α ∈ Λ} ∪ {[ξ] : ξ ∈ Λ/B}.
Proof. Let C ∈ Λ∗ have finite height. Let α ∈ C have maximal height. By the hereditary property of C
we may assume that α = bi0a · · · bika in form (L). By Corollary 2.5, every element of C of height k is of
the form αbp for some p. If {p : αbp ∈ C} has a maximum element q, then C = [αbq]. Otherwise, we have
C = [αB]. 
Remark 3.3. The elements Λ/B form a directed tree when ordered by containment; this follows from
Corollary 2.5. For α = bi0a · · · bika, the immediate successors of [αB] in this tree are [αaB], [αbaB], . . .,
[αbd−1aB]. Thus if we orient the tree so as to be directed upward, each vertex has d upward edges (and,
apart from B, one downward edge).
We now consider the the directed hereditary subsets having infinite height.
Definition 3.4. Let i ∈ [0, d)N.
C0(i) =
∞⋃
k=0
[αk(i)]
C∞(i) =
∞⋃
k,p=0
[αk(i)b
p].
Lemma 3.5. (1) C0(i) and C∞(i) are directed hereditary subsets of Λ.
(2) C0(i) ⊆ C∞(i).
(3)
{
C∞(i) : i ∈ [0, d)N
}
= Λ∗∗.
(4) If C ∈ Λ∗ is of infinite height, there is a unique i ∈ [0, d)N such that C ⊆ C∞(i). Moreover C0(i) ⊆ C.
Proof. (1) C0(i) is directed since it is an increasing union of directed sets. C∞(i) is directed by Lemmas
2.8(4) and 2.9(4). Both are hereditary since they are unions of hereditary sets.
(2) is immediate.
(3) To see that C∞(i) is a maximal directed hereditary subset, let β ∈ Λ\C∞(i). Write β = bj0a · · · bjkabp
in form (L). Then there is ℓ ≤ k such that jℓ 6= iℓ. By Proposition 2.10 we have that β ⊥ αk(i), and hence
there cannot exist a directed hereditary subset containing β and C∞(i). Now we show that these are all
of the maximal elements of Λ∗∗. Let C ∈ Λ∗. Since any two elements of C have a common extension,
Proposition 2.10 implies that there is i ∈ [0, d)N such that C ⊆
⋃∞
k,p=0[αk(i)b
p] = C∞(i).
(4) If C ∈ Λ∗ is of infinite height, the sequence i in the proof of part (3) is uniquely determined by C.
For each k there is p ≥ 0 such that αk(i)bp ∈ C. Therefore αk(i) ∈ C for all k, and hence C0(i) ⊆ C. 
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We now describe precisely the sheets mentioned above. Namely, the sheets are the subsets C∞(i) of Λ,
for i ∈ [0, d)N. The cosets
{
αk(i)B : k ∈ N
}
define an infinite path in the tree Λ/B. Thus we may identify
the boundary of Λ with the boundary of the directed tree Λ/B.
Lemma 3.6. Let i ∈ [0, d)N and let C ∈ Λ∗ with C0(i) ⊆ C. Then C = C∞(i) if and only if B ⊆ C.
Proof. Of course, the hypothesis C0(i) ⊆ C is equivalent to assuming that C ⊆ C∞(i) and that C is of
infinite height. We first consider case (BS1). By Lemma 2.9(4) we have
B ∨ C0(i) ⊇
[
bm ∨ αk(i)
]
=
[
αk(i)b
c
∑h−1
µ=0 r(φ
µ(i))k
]
.
Thus B ∨C0(i) ⊇ C∞(i). Conversely, given h ≥ 0 let m = i0 + hd. Then
bm ∈
[
bm ∨ αk(i)
]
=
[
αk(i)b
c
∑h−1
µ=0 r(φ
µ(i))k
]
⊆ C∞(i).
Hence B ⊆ C∞(i).
Now we consider case (BS2). Fix k. There are i′ ∈ [0, c)k and q ≥ 0 such that αk(i) = bqα(i′) in form
(R). Let h ≥ 0, and choose m = q + d
∑h
µ=0 r(ψ
µ(i)) (where ψ is as in Lemma 2.8). By Lemma 2.8(4) we
have
bm ∨ αk(i) = b
q
(
bm−q ∨ α(i′)
)
= bqα(i′)b(h+1)c = αk(i)b
(h+1)c.
If B ⊆ C, then since h was arbitrary, we see that C∞(i) ⊆ B ∨ C0(i) ⊆ C. Conversely, for all h we have
bhd ∈
[
bd
∑h−1
µ=0 r(ψ
µ(i))α(ψh(i))
]
=
[
α(i)bhc
]
⊆ C∞(i).
Thus B ⊆ C∞(i).
Finally we consider case (BS3). By Lemma 2.6, [αk+1(i)] = [αk(i)b
ik+1a] ⊇ [αk(i)B]. Thus C0(i) = C∞(i),
and of course, B ⊆ C∞(i). 
Corollary 3.7. Λ∗∗ is a closed subset of Λ∗ (and thus ∂Λ = Λ∗∗). The map C∞(i) 7→ i of ∂Λ → [0, d)N
is a homeomorphism, equivariant for the maps bd· on ∂Λ, and φ−1 on [0, d)N (from Lemmas 2.9, 2.13, and
2.14).
Proof. It was pointed out in the remarks before Definition 3.1 that the subset of Λ∗ consisting of elements
of finite height is an open subset of Λ∗. Thus we must show that if C 6∈ Λ∗∗ is of infinite height, then C
has a neighborhood disjoint from Λ∗∗. By Lemma 3.6 we know that m = max{ℓ : bℓ ∈ C} is finite. Then
Λ∗ \ b̂m+1Λ is a neighborhood of C disjoint from Λ∗∗.
It is clear that C∞(i) 7→ i is a bijection of ∂Λ with [0, d)N. Given (j0, . . . , jk) ∈ [0, d)k+1, the open set
(bj0a · · · bjkaΛ)̂ corresponds to the cylinder set defined by (j0, . . . , jk), showing that the map is a homeomor-
phism. The equivariance is clear from the three lemmas mentioned. 
Remark 3.8. It follows from Corollary 3.7 that left-concatenation by b defines a homeomorphism of ∂Λ.
Definition 3.9. Let Σ ≡ Σ(Λ) = Λ∗ \
(
Λ ∪ (Λ/B) ∪ Λ∗∗
)
.
Lemma 3.10. Σ is a relatively open subset of Λ∗ \ Λ.
Proof. Let C ∈ Σ. Then m = sup{j : bj ∈ C} <∞. Then Λ∗ \ b̂m+1Λ is a neighborhood of C disjoint from
(Λ/B) ∪ Λ∗∗. 
We now see that G0 = Λ∗ is the disjoint union of four invariant subsets: Λ∗ = Λ⊔ (Λ/B)⊔ ∂Λ⊔Σ, where
the meanings of the first two subsets were specified in the remarks before Definition 3.1 (in case (BS3), the
set Σ is empty). The subset Λ is discrete. It was shown in the remarks before Definition 3.1 that the subset
Λ/B is relatively discrete, hence open, in Λ∗ \ Λ. We now have seen that Σ is also open in Λ∗ \ Λ.
Let G = G(Λ) be the groupoid of Λ. We wish to prove that G is amenable. We note that since the maximal
degree functor θ is degenerate, the fixed-point groupoid is not AF. However, we may still use Proposition
1.3. The first step is to show that the restriction of G to ∂Λ is amenable.
Theorem 3.11. G|∂Λ is amenable.
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Proof. By Proposition 1.3, it suffices to show that Gθ|∂Λ is amenable. Let H = Gθ|∂Λ. Thus H =
{
[α, β, x] :
θ(α) = θ(β), x ∈ ∂Λ
}
. For k ∈ N let Hk =
{
[α, β, x] ∈ H : θ(α) = θ(β) = k
}
. Then H =
⋃∞
k=0Hk. First we
show that Hk is a subgroupoid of H . It is clear that Hk is closed under inversion. Let
(
[α, β, x], [γ, δ, y]
)
∈
H
(2)
k . Since βx = γy, we have that in form (L), β = b
i0a · · ·βikabp and γ = bi0a · · · bikabq. Thus y = bp−qx
(cf. Remark 3.8). Therefore, letting ε = bi0a · · · bika, we have
[α, β, x][γ, δ, y] = [α, εbpx][εbq, δ, bp−qx] = [αbq, εbp+q, b−qx][εbp+q, δbp, b−qx] = [αbq, δbp, b−qx] ∈ Hk.
Next we show thatHk ⊆ Hk+1. Let θ(α) = θ(β) = k, and [α, β, x] ∈ Hk. Write x = C∞(i) and y = C∞(σ(i)),
where we use σ to denote the (noninvertible) left shift on [0, d)N. Then
[α, β, x] = [αbi0a, βbi0a, y] ∈ Hk+1.
Note also that
Hk =
⋃
i,j∈[0,d)k
⋃
p,q∈N
[bi0a · · · bik−1abp, bj0a · · · bjk−1abq, ∂Λ]
is an open subgroupoid of H , hence also of Hk+1.
Now we observe that the map [bp, bq, x] 7→ (p − q, x) is an isomorphism of H0 onto the transformation
groupoid Z ⋉ ∂Λ. Thus H0 is amenable. Finally, if we write the multiplication in Hk as
[bi1a · · · bikabp, bj1a · · · bjkabq, x][bj1a · · · bjkabq, bℓ1a · · · bℓkabr, x] = [bi1a · · · bikabp, bℓ1a · · · bℓkabr, x],
we see that Hk is isomorphic to the product groupoid
(
[0, d)k × [0, d)k
)
×H0, which is amenable. Therefore
H is amenable (by [10], III.1). 
Before proving that G is amenable, we require a detailed description of the remaining elements of Λ∗
having infinite height, that is, the elements of Σ. We first consider case (BS1). Let i ∈ [0, d)N. Let n0, n1,
. . . ∈ N satisfy
(∗∗)
cnℓ−1 − iℓ
d
≤ nℓ <
c(nℓ−1 + 1)− iℓ
d
, ℓ ≥ 1.
Note that since the outside terms of these inequalities differ by cd ≥ 1, such sequences exist for any choice
of n0. We let n = (n0, n1, . . .), and set
Cn(i) =
∞⋃
ℓ=0
[αℓ−1(i)b
nℓd+iℓ ].
Lemma 3.12. The sets in the above union increase, and hence Cn(i) is directed and hereditary.
Proof. Since cnℓ ≤ nℓ+1d+ iℓ+1, we have
αℓ−1(i)b
nℓd+iℓ ∈ [αℓ−1(i)b
nℓd+iℓa] = [αℓ(i)b
nℓc] ⊆ [αℓ(i)b
nℓ+1d+iℓ+1 ]. 
We remark that what we have denoted C0(i) equals the directed hereditary set defined as above for the
sequence n consisting entirely of zeros.
Lemma 3.13. αℓ−1(i)b
(nℓ+1)d 6∈ Cn(i).
Proof. We will show that for m ≥ ℓ we have αℓ−1(i)b(nℓ+1)d 6∈ [αm−1(i)bnmd+im ]. Since iℓ < d, this is true
when m = ℓ. Let m ≥ ℓ, and suppose inductively that biℓa · · · bim−1abnmd+im = bnℓd+iℓabjℓ+1 · · ·abjm , where
jℓ+1, . . ., jm ∈ [0, c) (this is true vacuously when m = ℓ). Since cnm ≤ dnm+1 + im+1 < c(nm + 1), we have
that abnm+1d+im+1 = bnmdabjm+1 , where jm+1 ∈ [0, c). Then
biℓa · · · bimabnm+1d+im+1 = biℓa · · · bim−1abnmd+imabjm+1 = bnℓd+iℓabjℓ+1 · · · abjm+1 .
Since this is in form (R), we see that b(nℓ+1)d 6∈ [biℓa · · · bnm+1d+im+1 ], since (nℓ + 1)d > nℓd+ iℓ. Therefore
αℓ−1(i)b
(nℓ+1)d 6∈ [αm(i)bnm+1d+im+1 ]. 
Corollary 3.14. nℓ = max
{
m : αℓ−1(i)b
md ∈ Cn(i)
}
.
Lemma 3.15. Let n and n′ both satisfy the inequalities (∗∗). Suppose that nk = n′k for k < ℓ, and that
nℓ < n
′
ℓ. Then Cn(i) ( Cn′(i).
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Proof. By Corollary 3.14 we know that αℓ−1(i)b
n′ℓd ∈ Cn′(i) \ Cn(i), and hence Cn(i) 6= Cn′(i). Since
n′ℓ ≥ nℓ + 1, we have
nℓ+1 <
c(nℓ + 1)− iℓ+1
d
≤
cn′ℓ − iℓ+1
d
≤ n′ℓ+1.
Inductively we find that nk < n
′
k for k ≥ ℓ, and hence that Cn(i) ⊆ Cn′(i). 
Lemma 3.16. Let C ∈ Λ∗ with C0(i) ⊆ C ( C∞(i). Then there exists n = (n0, n1, . . .) satisfying the
inequalities (∗∗) such that C = Cn(i).
Proof. Since C 6= C∞(i), Lemma 3.6 implies that B 6⊆ C. Thus we may define nℓ = max
{
m : αℓ−1(i)b
md ∈
C
}
. Thus αℓ−1(i)b
nℓd ∈ C and αℓ−1(i)b(nℓ+1)d 6∈ C. Let C′ = σαℓ−1(i)C. Then bnℓd ∈ C′ and biℓa ∈ C′.
Therefore
bnℓd+iℓa = bnℓd ∨ biℓa ∈ C′.
Thus bnℓd+iℓ ∈ C′, and hence αℓ−1(i)bnℓd+iℓ ∈ C.
We claim that the sequence n = (n0, n1, . . .) satisfies the inequalities (∗∗). For the strict inequality,
suppose otherwise; i.e. suppose that iℓ + dnℓ ≥ c(nℓ−1 + 1). Then αℓ−1(i)bc(nℓ−1+1) ∈ C, and hence
αℓ−2(i)b
iℓ−1+d(nℓ−1+1) ∈ C. But this contradicts the definition of nℓ−1.
For the weak inequality, we already know that αℓ−2(i)b
iℓ−1+dnℓ−1 ∈ C. Thus biℓ−1+dnℓ−1 , biℓ−1a ∈
σαℓ−2(i)C. Therefore
biℓ−1abcnℓ−1 = biℓ−1+dnℓ−1 ∨ biℓ−1a ∈ σαℓ−2(i)C.
Hence αℓ−1(i)b
cnℓ−1 ∈ C.
On the other hand, we know that αℓ−1(i)b
iℓ+nℓd ∈ C. Moreover, by Lemma 2.9(4), we have that
bnℓd+iℓ+1 ∨ biℓa = biℓabc(nℓ+1).
Hence if αℓ−1(i)b
nℓd+iℓ+1 ∈ C, then αℓ−1(i)b(nℓ+1)d+iℓa = αℓ(i)bc(nℓ+1) ∈ C, contradicting the definition of
nℓ. Therefore nℓd+ iℓ = max
{
m : αℓ−1(i)b
m ∈ C
}
. Thus we conclude that cnℓ−1 ≤ nℓd+ iℓ. This finishes
the demonstration that n satisfies the inequalities (∗∗). By its definition, we have Cn(i) ⊆ C.
Finally, we claim that Cn(i) = C. For this consider a typical element β ∈ C. Then β = αℓ−1(i)bq for
some ℓ and q. Then from the above argument we must have q ≤ nℓd+ iℓ, and hence that β ∈ Cn(i). 
Corollary 3.17. Σ = {Cn(i) : i ∈ [0, d)N, n satisfies the inequalities (∗∗) for i}.
We will now study the restriction of G to Σ.
Lemma 3.18. Recall the maps φ and r from Lemma 2.9. Let i ∈ [0, d)N.
(1) Let n satisfy the inequalities (∗∗) for φ(i). Set n′ = n+ r(i). Then n′ satisfies the inequalities (∗∗)
for i. Moreover bdCn(φ(i)) = Cn′(i).
(2) Let n′ satisfy the inequalities (∗∗) for i, and suppose that n′0 ≥ 1. Then n
′ ≥ r(i), and n = n′ − r(i)
satisfies the inequalities (∗∗) for φ(i).
Proof. (1): n satisfies the inequalities (∗∗) for φ(i) if and only if (for all ℓ,)
cnℓ−1 ≤ dnℓ + φ(i)ℓ ≤ cnℓ−1 + c.
Using equation (∗) from Lemma 2.9, this is equivalent to
cnℓ−1 ≤ dnℓ + iℓ + dr(i)ℓ − cr(i)ℓ−1 ≤ cnℓ−1 + c,
and hence to
cn′ℓ−1 ≤ dn
′
ℓ + iℓ ≤ cn
′
ℓ−1 + c.
Then we have
bdCn(φ(i)) =
∞⋃
ℓ=0
[
bdαℓ−1(φ(i))b
nℓd+φ(i)ℓ
]
=
∞⋃
ℓ=0
[
αℓ−1(i)b
nℓd+φ(i)ℓ+cr(i)ℓ−1
]
, by Lemma 2.9(1),
=
∞⋃
ℓ=0
[
αℓ−1(i)b
nℓd+iℓ+dr(i)ℓ
]
, by equation (∗),
=
∞⋃
ℓ=0
[
αℓ−1(i)b
n′ℓd+iℓ
]
= Cn′(i).
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(2): We show that n′ℓ ≥ r(i)ℓ for all ℓ ∈ N. By assumption this holds for ℓ = 0. Suppose it holds for ℓ− 1.
Then using the inequalities (∗∗) for n′, and equation (∗), we have
dn′ℓ ≥ cr(i)ℓ−1 − iℓ = dr(i)ℓ − φ(i)ℓ > dr(i)ℓ − d.
Therefore n′ℓ > r(i)ℓ − 1, and hence n
′
ℓ ≥ r(i)ℓ. Thus n = n
′ − r(i) ≥ 0. The proof of (1) shows that n
satisfies the inequalities (∗∗) for φ(i). 
Theorem 3.19. Assume that we are in case (BS1). Then G|Σ is amenable.
Proof. Since the action of b on Σ is not surjective, the argument differs in a few places from that of Theorem
3.11. By Proposition 1.3, it suffices to show that Gθ|Σ is amenable. Let M = Gθ|Σ =
{
[β, γ, x] : x ∈
Σ, θ(β) = θ(γ)
}
. Write M =
⋃∞
k=0Mk, where Mk =
{
[β, γ, x] ∈ M : θ(β) = θ(γ) = k
}
. Letting σ denote
the left shift on sequences (as well as the left shift on Λ), we have
σb
i0aCn(i) = σ
bi0a
∞⋃
ℓ=0
[
αℓ−1(i)b
nℓd+iℓ
]
=
∞⋃
ℓ=0
[
bi1a · · · biℓabnℓ+1d+iℓ+1
]
=
∞⋃
ℓ=0
[
αℓ−1(σ(i))b
σ(n)ℓd+σ(i)ℓ
]
= Cσ(n)(σ(i)).
Thus if θ(β) = θ(γ) = k,
[β, γ, Cn(i)] =
[
β, γ, bi0aCσ(n)(σ(i))
]
=
[
βbi0a, γbi0a, Cσ(n)(σ(i))
]
∈Mk+1.
It is clear that Mk is closed under inversion. If [α, β, Cm(i)] and [γ, δ, Cn(j)] are composable elements of
Mk, then βCm(i) = γCn(j) and θ(β) = θ(γ) = k. Then in form (L) we have β = b
µ0a · · · bµk−1abp and
γ = bµ0a · · · bµk−1abq, with p, q ≥ 0. Without loss of generality, assume that p ≤ q. Then γ = βbq−p, and
Cm(i) = b
q−pCn(j). Then
[α, β, Cm(i)] [γ, δ, Cn(j)] = [α, β, b
q−pCn(j)] [βb
q−p, δ, Cn(j)] = [αb
q−p, δ, Cn(j)] ∈Mk.
In the same way as in the proof of Theorem 3.11 we have that Mk is isomorphic to
(
[0, d)k × [0, d)k
)
×M0,
and also that Mk is an open subgroupoid of Mk+1. Thus it suffices to prove that M0 is amenable. We have
M0 =
{
[bp, bq, x] : x ∈ Σ, p, q ≥ 0
}
.
We claim that [bp, bq, x] 7→ p− q is a continuous homomorphism from M0 to Z. Since the kernel is just the
diagonal {(x, x) : x ∈ Σ}, hence amenable, Proposition 1.3 will imply that M0 is amenable.
We have only to show that the homomorphism is well-defined. Let [bp, bq, Cm(i)] = [b
r, bs, Cn(j)]. Then
comparing sources gives bqCm(i) = b
sCn(j). Without loss of generality we suppose that q ≤ s. Then
Cm(i) = b
s−qCn(j). Comparing ranges, we then have b
rCn(j) = b
pCm(i) = b
p−q+sCn(j). Since the action
of b on Λ∗ is injective, we have that r = p− q + s, hence r − s = p− q. 
We now turn to case (BS2).
Lemma 3.20. Suppose that we are in case (BS2). Let i ∈ [0, d)N. For n ∈ N, let Cn(i) =
⋃∞
k=0
[
αk−1(i)b
nc
]
.
Put s = lim supµ→∞ iµ.
(1) Cn(i) is directed and hereditary, and Cn(i) ⊆ Cn+1(i) ⊆ C∞(i) for n ∈ N.
(2) If s ≥ c then C0(i) = C∞(i).
(3) If s < c then C0(i) 6= C1(i). If C is a directed hereditary set with C0(i) ( C then C1(i) ⊆ C.
(4) Suppose s < c, and let m =
⌈
c−s
d−c
⌉
. Then C0(i) ( C1(i) ( · · · ( Cm−1(i) ( C∞(i), and these are the
only directed hereditary sets of infinite height contained in C∞(i).
Proof. (1): We have
αk(i)b
nc = αk−1(i)b
ikabnc = αk−1(i)b
ik+nda = αk−1(i)b
nc · bik+n(d−c)a.
Therefore [αk−1(i)b
nc] ⊆ [αk(i)bnc], and therefore the union defining Cn(i) is increasing. Hence Cn(i) is a
hereditary directed set. Since [αk(i)b
nc] ⊆ [αk(i)b(n+1)c], it follows that Cn(i) ⊆ Cn+1(i). It is clear that
Cn(i) ⊆ C∞(i).
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(2): We note that for any β ∈ Λ we have bd ∈ [βabc] (e.g. from Lemma 2.13(1), since r(i)k ≤ 1 in that
lemma). Thus if 1 ≤ l1 < · · · < lm are such that iℓµ ≥ c for 1 ≤ µ ≤ m, then b
md ∈ [αℓm(i)]. If p ≥ 0 is
given, there is m such that md ≥ p. Since s ≥ c there are ℓµ as above, 1 ≤ µ ≤ m. Then
bp ∈ [bmd] ⊆ [αℓm(i)] ⊆ C0(i).
Therefore B ⊆ C0(i), and by Lemma 3.6 it follows that C0(i) = C∞(i).
(3): Since s < c there is ℓ such that iµ < c for µ ≥ ℓ. Let β = αℓ−1(i). Since biℓa · · · bika is in form (R)
for k ≥ ℓ, we have
bd 6∈
⋃
k≥ℓ
[biℓa · · · bika] = σβ
⋃
k≥ℓ
[αk(i)] = σ
β(C0(i)).
On the other hand,
βbd+iℓa = βbiℓabc = αℓ(i)b
c ∈ C1(i),
so that bd ∈ σβ(C1(i)). Therefore C0(i) 6= C1(i).
Let C ) C0(i) be a directed hereditary set. Choose γ ∈ C \ C0(i). We may assume that k = θ(γ) ≥ ℓ.
Then γ = bi0a · · · bikabq, where q > ik+1. Let i′ = σk+1(i) and C′ = σαk(i)(C). Then C0(i′) ( C′ and
bq ∈ C′, where q > i′0 = ik+1. By Lemma 2.8(3), for each µ,
αµ(i
′)bc ∈ [bq ∨ αµ(i
′)] ⊆ C′.
Therefore C1(i
′) ⊆ C′. Hence
C1(i) =
⋃
µ
[αµ(i)b
c] = αk(i)
⋃
µ
[αµ(i
′)bc] ⊆ αk(i)C
′ = C.
(4): We have that s + (m − 1)(d − c) < c ≤ s + m(d − c). Let h be such that ik ≤ s for k ≥ h. Set
j = σh(i) ∈ [0, s]N. Then for each n, Cn(i) = αh−1(i)Cn(j). The definition of φ in the proof of Lemma
2.13 implies that φn(j)k = jk + n(d − c), k ≥ 1, for 0 ≤ n ≤ m, and that φn(j) ∈ [0, c)N for n < m, while
φm(j)k ≥ c for infinitely many k. Hence by Lemma 2.13(1), for 0 ≤ n < m we have
αk(j)b
nc = bndαk(φ
n(j)), for k ≥ 1,
and hence by (3) that
σb
nd
Cn(j) = C0(φ
n(j)) ( C1(φ
n(j)) = σb
nd
Cn+1(j),
with no directed hereditary set strictly between them. ThereforeCn(j) ( Cn+1(j) with no directed hereditary
set strictly between them. Since φm(j)k ≥ c infinitely often, it follows from (2) that Cm(j) = C∞(j), finishing
the proof. 
Theorem 3.21. Suppose that we are in case (BS2). Then G|Σ is amenable. (In fact, it is Morita equivalent
to the standard groupoid of Oc.)
Proof. We let Z =
{
C0(i) : i ∈ [0, c)N
}
⊆ Σ. Note that for C ∈ Σ, C ∈ Z if and only if bd 6∈ C. Thus
Z = (b̂dΛ)c is a compact-open subset of Σ. We claim that it is a transversal, in the sense of [8]. To see this,
let C ∈ Σ. Then m = sup{µ : bµ ∈ C} < ∞. Let C′ = σb
m
(C). Then bd 6∈ C′, so C′ ∈ Z. Then [e, bm, C′]
has source C and range in Z. It follows from [8] that G|Σ is equivalent to G|Z .
To analyze G|Z we first consider a pair β ∈ Λ and C ∈ Σ such that βC ∈ Z. Since b
d 6∈ βC, we must
have bd 6∈ C, hence C ∈ Z. Moreover, writing β = bm0a · · · bmkabmk+1 in form (L), and C = C0(i) with
i ∈ [0, c)N, we must have m0, . . ., mk ∈ [0, c) and mk+1 ∈ [0, c − i0). Then βC = C0(f(m, i)), where
f(m, i) = (m0, . . . ,mk,mk+1 + i0, i1, i2, . . .). Now, if [β, γ, C] ∈ G|Z , let β and C be as above, and let
γ = bn0a · · · bnℓabnℓ+1 in form (L). Then the map [β, γ, C] 7→
(
f(m, i), k − ℓ, f(n, i)
)
defines an isomorphism
of G|Z onto
{
(x, p, y) ∈ [0, c)N × Z × [0, c)N : xµ−p = yµ for all large enough µ
}
, namely the standard
groupoid for the Cuntz algebra Oc. This groupoid is well-known to be amenable (e.g. [10]). Therefore G|Z
is amenable. 
Theorem 3.22. G is amenable.
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Proof. Since G|∂Λ is amenable (Theorem 3.11), by [10] it suffices to prove that G|(∂Λ)c is amenable. It is
easy to see that G|Λ is amenable — for any finitely aligned category of paths, G|Λ is the direct sum over
v ∈ Λ0 of the elementary groupoids s−1(v)× s−1(v). Since Λ/B and Σ are disjoint relatively open subsets of
Λc, it remains to show that G|Λ/B is amenable (GΣ was shown to be amenable in Theorems 3.19 and 3.21).
This follows since G|Λ/B is a transitive groupoid, with isotropy isomorphic to Z (generated by b). 
We now apply Theorem 1.2 to give generators and relations for C∗(Λ).
Theorem 3.23. Let Λ be the category of paths associated to the Baumslag-Solitar group G. The represen-
tations of C∗(Λ) are in one-to-one correspondence with pairs {Sa, Sb} of Hilbert space operators satisfying
the relations
(1) Sa and Sb are isometries.
(2) Sb is a unitary.
(3) SaS
c
b = S
d
bSa in cases (BS1) and (BS2); S
d
bSaS
c
b = Sa in case (BS3).
(4)
d−1∑
i=0
SibSaS
∗
aS
−i
b = 1.
Moreover, in case (BS3), relation (2) is redundant.
Proof. By Theorem 1.2, we know that representations of C∗(Λ) are in one-to-one correspondence with
families {Sα : α ∈ Λ} satisfying the relations (1) - (4) of Theorem 1.2. Given such a family, we check that
the operators Sa and Sb satisfy conditions (1) - (4). From Theorem 1.2(1) it follows that (1) holds, and
that Sb is an isometry. Then (2) follows from Theorem 1.2(4) applied to the finite exhaustive set {b}. From
Theorem 1.2(2) we conclude that (3) holds. Since bia ⊥ bja when 0 ≤ i 6= j < d, it follows from Theorem
1.2(3) that SibSa and S
j
bSa have orthogonal ranges when 0 ≤ i 6= j < d. Theorem 1.2(4) applied to the finite
exhaustive set {bia : 0 ≤ i < d} verifies (4).
Conversely, suppose that Sa and Sb are given satisfying (1) - (4). We define Sα for all α ∈ Λ by setting
Se = 1, and for α = b
i0a · · · bikabp in form (L), setting Sα = S
i0
b Sa · · ·S
ik
b SaS
p
b . The proof (e.g. in [11]) of
Proposition 2.3 uses only the relation abc = b±da. Thus relation (3) (and relation (2) in case (BS3)) implies
that Theorem 1.2(2) holds. Relations (1) and (2) imply that Theorem 1.2(1) holds.
Now we verify Theorem 1.2(3). Let α, β ∈ Λ. If α ⊥ β, let them be written as in the statement of
Proposition 2.10. Then by that Proposition, there is ℓ ≤ min{s, t} such that eµ = fµ for µ < ℓ, and
eℓ 6= fℓ. Then we may compute: S∗αSβ = · · · (b
eℓa)∗(bfℓa) · · · = 0, since (4) implies that Seℓb Sa and S
fℓ
b Sa
have orthogonal ranges. Since α ⊥ β, this verifies Theorem 1.2(3) in this case. Suppose that α ⋓ β. If e.g.
β ∈ αΛ, then we find that SαS∗αSβS
∗
β = SβS
∗
β, and β = α ∨ β. Suppose instead that neither of α and β
extends the other. The proof of Proposition 2.10 shows that (without loss of generality) we may assume that
α = γbm and β = γabi1a · · · bikabq, and that α∨ β = γabi1a · · · bikabp for some p. Since SbS∗b = 1 by (2), the
final factors of Sb do not affect the computation of SS
∗. Hence SαS
∗
αSβS
∗
β = SβS
∗
β = Sα∨βS
∗
α∨β .
Finally we verify Theorem 1.2(4). Let F be a finite exhaustive set. If v ∈ F then Theorem 1.2(4) is
immediately satisfied. Suppose v 6∈ F . First we suppose that bm ∈ F for some m ≥ 1. Then the right-hand
side of Theorem 1.2(4) dominates SbmS
∗
bm = 1, by (2). Now suppose that F ∩B = ∅. Since SαbS
∗
αb = SαS
∗
α,
we may assume that elements of F have the form bi0a · · · bika (in form (L)). Let us identify such elements
with cylinder sets in [0, d)N via the sequences (i0, . . . , ik). Moreover, because F is exhaustive we have that
these cylinder sets form a cover of [0, d)N. Thus we see that
∨
α∈F SαS
∗
α = 1.
For the final statement of the theorem, assume that we are in case (BS3). Since Sa and Sb are isometries,
it follows from (3) that Scb = S
∗
a(S
∗
b )
dSa. Now we have from (3):
Sa = S
d
bSaS
c
b = S
d
bSaS
∗
a(S
∗
b )
dSa,
and hence SaS
∗
a = S
d
bSaS
∗
a(S
∗
b )
dSaS
∗
a . Thus SaS
∗
a ≤ S
d
bSaS
∗
a(S
∗
b )
d. Now using (4) gives
SbS
∗
b =
d∑
i=1
SibSaS
∗
a(S
∗
b )
i =
d−1∑
i=1
SibSaS
∗
a(S
∗
b )
i + SdbSaS
∗
a(S
∗
b )
d ≥
d−1∑
i=1
SibSaS
∗
a(S
∗
b )
i + SaS
∗
a = 1.
This proves (2). 
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Remark 3.24. The “Cuntz-Krieger” relation (Theorem 1.2(4)), defining the C∗-algebra from the Toeplitz
C∗-algebra of Λ, is represented by (2) and the equality (as opposed to ≤) in (4). We point out here that if
the group falls under case (BS1) or (BS2), then both of these relations are necessary. To see this, we consider
the representations of T C∗(Λ) on ℓ2(Λ/B) and on ℓ2(Σ). The first of these satisfies (2) but not (4); the
second satisfies (4) but not (2).
Remark 3.25. The relations 1.2(1) - (4) are the same as those found by Katsura ([6], Example A.6).
Specifically, our C∗(Λ) is isomorphic to Katsura’s O(En,m) for m 6= 0, with the identifications d = n, and
c = m in case (BS1) or (BS2) when m > 0, and c = −m in case (BS3) when m < 0. We remark that in the
case where m < 0, our analysis shows that one of the relations for the C∗-algebra turns out to be redundant.
(In the case that m = 0, the group is not one of those discussed in [3]. In fact, if c = 0, the group becomes
Z ∗Z/dZ. If d > 1 then Λ is not a category of paths, since (3) fails. If d = 1, then G = Z, and Λ is the path
category of the directed graph having one vertex and one edge, giving the same result as [6].)
4. K-theory
Our next task is to compute the K-theory of C∗(Λ) = C∗(G|∂Λ). We give a different calculation than
that of [6]. Thus we also compute the K-theory of the core algebra. Let A = C∗(Λ). We let γ denote
the gauge action of T on A induced by the cocycle θ : Λ → Z. Then Takai-Takesaki duality implies that
A⊗K ∼= (A×γ T)×γ̂ Z.
Lemma 4.1. The fixed-point algebra Aγ is Morita equivalent to A×γ T.
Proof. Let ζ ∈ C(T) be the function ζ(z) = z. Then the collection {ζnSαS∗β : n ∈ Z, α, β ∈ Λ} ⊆ C(T, A) ⊆
A×γT is a total set. A short calculation in the convolution algebra C(T, A) shows that (ζmSαS∗β)(ζ
nSµS
∗
ν ) =
δm,n−θ(µ)+θ(ν)ζnSαS
∗
βSµS
∗
ν . Of course, the collection {SαS
∗
β : θ(α) = θ(β)} is a total set in A
γ . Now let
n ∈ Z and α, β ∈ Λ. Choose k ≥ 0 such that n+ θ(β) + k ≥ 0, and let ν ∈ Λ with θ(ν) = n+ θ(β) + k. Let
M = {bi1a · · · bika : ij ∈ [0, d) for 1 ≤ j ≤ k}. Then SαS∗β =
∑
µ∈M SαµS
∗
βµ. We have that
ζnSαS
∗
β =
∑
µ∈M
ζnSαµS
∗
βµ =
∑
µ∈M
(SαµS
∗
ν)(SνS
∗
ν )(ζ
nSνS
∗
βµ)
is in the ideal generated by Aγ . Thus Aγ is a full hereditary subalgebra of A×γ T. 
We next compute the K-theory of Aγ . We know that Aγ = C∗(H), where H = Gγ |∂Λ. Recall from the
proof of Theorem 3.11 that H =
⋃∞
n=0Hn, that H0
∼= Z⋉ ∂Λ, and that Hn ∼= ([0, d)n× [0, d)n)×H0. So we
begin with the computation of K∗(C
∗(H0)). Since C
∗(H0) = C(∂Λ) ×b Z, and ∂Λ is totally disconnected,
we obtain from the Pimsner-Voiculescu exact sequence:
0 −→ K1(C
∗(H0)) −→ K0(C(∂Λ))
id−b∗−−−−→ K0(C(∂Λ)) −→ K0(C
∗(H0)) −→ 0
Since K0(C(∂Λ)) ∼= C(∂Λ,Z), it follows that K1(C∗(H0)) ∼= Z-span{χE : E ⊆ ∂Λ is compact-open and
b-invariant}, and K0(C∗(H0)) ∼= C(∂Λ,Z)
/
Z-span{χE−χbE : E ⊆ ∂Λ compact-open}. We recall the action
of b on ∂Λ = [0, d)N from Lemmas 2.9, 2.13 and 2.14: add 1 in the 0th coordinate; d in the jth coordinate
carries as ±c to the (j + 1)st coordinate, using +c in cases (BS1) and (BS2), and −c in case (BS3) (bd acts
as φ−1).
Lemma 4.2. Let e = (c, d) be the greatest common divisor of c and d and let c = c′e, d = d′e. For µ1,
. . ., µk ∈ [0, e), let U(µ1, . . . , µk) = {i ∈ [0, d)N : iℓ ≡ µℓ (mod e), 1 ≤ ℓ ≤ k}. Then U(µ1, . . . , µk) is
b-invariant, and every open b-invariant set is a union of such sets.
Proof. Since the complement of U(µ1, . . . , µk) is a union of such sets, it is enough to show that b·U(µ1, . . . , µk)
⊆ U(µ1, . . . , µk); moreover, since the 0th coordinate is unrestricted, it is enough to check that bd·U(µ1, . . . , µk)
⊆ U(µ1, . . . , µk). Let i ∈ U(µ1, . . . , µk), and let i′ = bd · i. Then for each ℓ there is kℓ such that i′ℓ ≡ iℓ+ kℓc
(mod d). Since e divides both c and d, it follows that i′ℓ ≡ iℓ ≡ µℓ (mod e) for 1 ≤ ℓ ≤ k. Thus
i′ ∈ U(µ1, . . . , µk). Therefore U(µ1, . . . , µk) is b-invariant.
Let us write Z(j0, . . . , jk) for the cylinder set {i ∈ ∂Λ : iℓ = jℓ for 0 ≤ ℓ ≤ k} in ∂Λ. We claim that for µ1,
. . ., µk ∈ [0, e), and for any j0, U(µ1, . . . , µk) =
⋃
n∈Z b
n ·Z(j0, µ1, . . . , µk). The containment ⊇ follows from
the fact that U(µ1, . . . , µk) is invariant and contains Z(j0, µ1, . . . , µk). To see the containment ⊆, notice first
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that we may adjust the 0th coordinate arbitrarily. Viewing the remaining coordinates as copies of Z/dZ,
note that addition by c has d′ orbits. Thus we may adjust the first coordinate to any element congruent to
µ1 modulo e. Then adding a multiple of cd
′ will not further change the first coordinate. Since cd′ = c′d,
this amounts to adding cc′ in the second coordinate. Again, since (cc′, d) = e, we may adjust the second
coordinate to any element congruent to µ2 modulo e without changing the first coordinate. Repeating this
argument, we see that we may fill up U(µ1, . . . , µk) by applying b repeatedly to Z(j0, µ1, . . . , µk), proving
the claim.
Now let V be an open b-invariant set. We write V =
⋃
p Z(p) as a union of cylinder sets, where the p are
tuples from [0, d). Then
V =
⋃
n∈Z
bn · V =
⋃
n∈Z
⋃
p
bn · Z(p) =
⋃
p
U(p′),
where if p = (j0, j1, . . . , jk) then p
′ = (µ1, . . . , µk) for µℓ ∈ [0, e), µℓ ≡ jℓ (mod ℓ), 1 ≤ ℓ ≤ k. 
Definition 4.3. We will use the following notation. For j ∈ [0, d)k+1 let QZ(j0,...,jk) = Sbj0a···bjkaS
∗
bj0a···bjka
in C∗(H0). If Z ⊆ ∂Λ is a compact-open subset, then Z is a finite disjoint union of cylinder sets. Since
Z(i0, . . . , ik) =
⊔d−1
j=0 Z(i0, . . . , ik, j), and QZ(i0,...,ik) =
∑d−1
j=0 QZ(i0,...,ik,j), we may define QZ =
∑
j QZj if
Z =
⊔
j Zj for any finite disjoint collection of cylinder sets {Zj}.
Note that if Z ⊆ ∂Λ is an invariant compact-open set, then QZ and Sb commute. In the next few items
we write Ze for (Z/eZ)
Z
+ ∼= [0, e)Z
+
, though it is only the coordinate-wise group structure that will be
convenient (and we omit the 0th coordinate).
Corollary 4.4. K1(C
∗(H0)) ∼= C(Ze,Z).
We note that under this isomorphism, we have that [SbQU(µ1,...,µk)] corresponds to χZ(µ1+eZ,...,µk+eZ).
Lemma 4.5. K0(C
∗(H0)) ∼= C(Ze,Z[
1
d′ ]).
Proof. We define a homomorphism C(∂Λ,Z) → C(Ze,Z[
1
d′ ]) by χZ(j0,...,jk) 7→ (d
′)−kχZ(j1+eZ,...,jk+eZ). To
see that it is well-defined, we note that we have to check that the relation Z(j0, . . . , jk) =
⋃d−1
ℓ=0 Z(j0, . . . , jk, ℓ)
is respected. For this we compute
d−1∑
ℓ=0
χZ(j0,...,jk,ℓ) 7→
d−1∑
ℓ=0
(d′)−k−1χZ(j1+eZ,...,jk+eZ,ℓ+eZ)
=
e−1∑
ℓ′=0
(d′)−k−1d′χZ(j1+eZ,...,jk+eZ,ℓ′+eZ) = (d
′)−kχZ(j1+eZ,...,jk+eZ).
The map is clearly surjective, and its kernel contains χZ − χb·Z for every cylinder set Z. We claim that its
kernel is generated by the functions of the form χZ −χb·Z; this will conclude the proof. Let f be an element
of the kernel. We may choose k such that f is a linear combination of characteristic functions of cylinder sets
of length k: f =
∑
j njχZ(j), where j ranges over [0, d)
k+1. Let [0, d)k+1 =
⊔
pEp be the equivalence classes
defined by congruence modulo e in coordinates 1 through k. Then f maps to (d′)−k
∑
p
(∑
j∈Ep
nj
)
χZ(p).
Since f is in the kernel, we have that
∑
j∈Ep
nj = 0 for each p. But then f =
∑
p
(∑
j∈Ep
njχZ(j)
)
, and it
is easy to see that each inner sum is in the span of the functions of the form χZ − χb·Z . 
The computation of the K-theory of Aγ uses the following elementary lemma.
Lemma 4.6. Let M and N be abelian groups, and η : M → M , ξ : N → N , and I : M → N homo-
morphisms, such that I ◦ η = ξ ◦ I. Let M˜ = lim
−→
η
M , N˜ = lim
−→
ξ
N , and I˜ = lim
−→
I : M˜ → N˜ . Suppose
that
(1) ker(I) =
⋃
n ker(η
n).
(2) N =
⋃
n ξ
−n(I(M)).
Then I˜ is an isomorphism.
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Proof. We let M (n) denote the nth copy of M in the inductive limit, etc. Let x ∈ ker(I˜). Choose xn ∈M (n)
with xn 7→ x. There is k such that ξk(I(xn)) = 0. Let xn+k = ηk(xn). Then xn+k ∈ ker(I), so by (1) there
is ℓ such that xn+k ∈ ker ηℓ. Then 0 = ηℓ(xn+k) 7→ x, so x = 0.
Let y ∈ N˜ . Choose yn ∈ N (n) with yn 7→ y. By (2) there is k such that yn ∈ ξ−k(I(M)). Then there is
zn+k ∈M (n+k) such that ξk(yn) = I(zn+k). Let zn+k 7→ z ∈ M˜ . Then yn 7→ I˜(z), so that y = I˜(z). 
Theorem 4.7. The K-theory of Aγ is given by
K0(A
γ) ∼= Z[ 1d ] and K1(A
γ) ∼= Z[ 1c ].
Moreover, the generator d−k is represented in K0 by [Sbj0a···bjkaS
∗
bj0a···bjka
], and the generator c−k is repre-
sented in K1 by [Sbi1a···bikaSbS
∗
bi1a···bika
].
Proof. Recall from the proof of Theorem 3.11 that C∗(Hn) ∼= Mdn ⊗ C∗(H0). Explicitly, we have that
C∗(H0) ∼= C(∂Λ)×b Z via
χ[e,e,α∂Λ] ←→ SαS
∗
α and χ[b,e,∂Λ] ←→ Sb
(where we view C(∂Λ)×b Z ⊆ C∗(Λ) by means of the generators of Theorem 3.23. The inclusion C∗(H0) →֒
C∗(H1) ∼= Md ⊗ C∗(H0) is described on these generators as follows. Let α = bi0a · · · bima, and α′ =
bi1a · · · bima. Then
SαS
∗
α ←→ χ[e,e,α∂Λ] = χ[bi0a,bi0a,α′∂Λ] ←→ ei0,i0 ⊗ Sα′S
∗
α′ ,
Sb ←→ χ[b,e,∂Λ] =
d−1∑
ℓ=0
χ[b,e,bℓa∂Λ] =
d−1∑
ℓ=0
χ[bℓ+1a,bℓa,∂Λ]
=
d−2∑
ℓ=0
χ[bℓ+1a,bℓa,∂Λ] + χ[ab±c,bd−1a,∂Λ] ←→
d−2∑
ℓ=0
eℓ+1,ℓ ⊗ 1 + e0,d−1 ⊗ S
±c
b ,
where the exponent +c is used in cases (BS1) and (BS2), while −c is used in case (BS3). This dichomoty
will continue throughout the proof. In general, the inclusion Mdn ⊗ C∗(H0) ∼= C∗(Hn) →֒ C∗(Hn+1) ∼=
Mdn+1 ⊗ C
∗(H0) is given by tensoring by Mdn on the left of the above inclusion.
For the computation of K0(A
γ), we consider the map on C(Ze,Z[
1
d′ ]) induced by the above inclusion.
The generator χZ(µ1+eZ,...,µk+eZ) corresponds to (d
′)k[Sbj0abµ1a···bµkaS
∗
bj0abµ1a···bµka], for any choice of j0.
The above inclusion sends this to
(d′)k[ej0,j0 ⊗ Sbµ1a···bµkaS
∗
bµ1a···bµka] = (d
′)k[Sbµ1a···bµkaS
∗
bµ1a···bµka],
which corresponds to (d′)k(d′)−k+1χZ(µ2+eZ,...,µk+eZ) = d
′χZ(µ2+eZ,...,µk+eZ). Thus we have
K0(A
γ) = lim
−→
η0
C(Ze,Z[
1
d′ ]),
via the map η0 : χZ(µ1+eZ,...,µk+eZ) 7→ d
′χZ(µ2+eZ,...,µk+eZ). We will find K =
⋃
n ker(η
n
0 ). Let Ze have
the usual product measure, assigning measure e−k to the set Z(µ1 + eZ, . . . , µk + eZ). We claim that
K = {f ∈ C(Ze,Z[
1
d′ ]) :
∫
f = 0}. To see this, first let
∫
f = 0. Choose k so that f is constant on each
cylinder set of length k. Thus f =
∑
µ1,...,µk∈[0,e)
cµ1,...,µkχZ(µ1+eZ,...,µk+eZ). Then
0 =
∫
f = e−k
∑
µ1,...,µk∈[0,e)
cµ1,...,µk ,
and hence
ηk0 (f) = e
−k(d′)k
∑
µ1,...,µk∈[0,e)
cµ1,...,µk = 0.
Conversely, let f ∈ ker(ηn0 ) for some n. Choose k ≥ n such that f is constant on cylinder sets of length k.
Thus
f =
∑
µ1,...,µk∈[0,e)
cµ1,...,µkχZ(µ1+eZ,...,µk+eZ),
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and hence
0 = ηn0 (f) = (d
′)n
∑
µ1,...,µk∈[0,e)
cµ1,...,µkχZ(µn+1+eZ,...,µk+eZ)
= (d′)n
∑
µn+1,...,µk∈[0,e)
( ∑
µ1,...,µn∈[0,e)
cµ1,...,µk
)
χZ(µn+1+eZ,...,µk+eZ).
Thus the inner sum vanishes for each choice of µn+1, . . ., µk. Therefore∫
f = e−k
∑
µ1,...,µk∈[0,e)
cµ1,...,µk = e
−k
∑
µn+1,...,µk∈[0,e)
( ∑
µ1,...,µn∈[0,e)
cµ1,...,µk
)
= 0.
Thus Lemma 4.6(1) holds, where M = C(Ze,Z[
1
d′ ]), N = Z[
1
d ], I is integration, η = η0, and ξ = d·. Since
ξ is surjective, Lemma 4.6(2) holds. Therefore Lemma 4.6 implies that K0(A
γ) ∼= Z[ 1d ]. From Lemma 4.5
we have that [Sbj0a···bjkaS
∗
bj0a···bjka
] = (d′)−kχZ(j1+eZ,...,jk+eZ) in K0(C
∗(H0)). The integral of this function
is (d′)−ke−k = d−k, thus identifying generators of K0(A
γ).
For the computation of K1(A
γ) we consider the map on C(Ze,Z) induced by the inclusion of C∗(Hn) into
C∗(Hn+1). Recalling Definition 4.3, the inclusion gives
QU(µ1,...,µk) =
d−1∑
i0=0
d′−1∑
j1,...,jk=0
Sbi0abµ1+cj1a···bµk+cjkaS
∗
bi0abµ1+cj1a···bµk+cjka
7→
d−1∑
i0=0
ei0,i0 ⊗
d′−1∑
j1,...,jk=0
Sbµ1+cj1a···bµk+cjkaS
∗
bµ1+cj1a···bµk+cjka
= 1⊗
d′−1∑
j1,...,jk=0
Sbµ1+cj1a···bµk+cjkaS
∗
bµ1+cj1a···bµk+cjka = 1⊗QU˜(µ1,...,µk),
where U˜(µ1, . . . , µk) =
⋃d′−1
j1,...,jk=0
Z(µ1 + cj1, . . . , µk + cjk). Thus the inclusion gives (in d× d matrices)
SbχU(µ1,...,µk) 7−→

0 S±cb
1 0
. . .
. . .
1 0


QU˜(µ1,...,µk)
. . .
. . .
QU˜(µ1,...,µk)
 .
Hence
(SbQU(µ1,...,µk))
d 7−→ 1⊗ S±cb QU˜(µ1,...,µk) = 1⊗ (S
e
bQU˜(µ1,...,µk))
±c′ ,
and therefore [SbQU(µ1,...,µk)] 7−→ ±c
′[SebQU˜(µ1,...,µk)]. Let Ei = b
iU˜(µ1, . . . , µk) for 0 ≤ i < e. Then the Ei
are pairwise disjoint, and
⋃e−1
i=0 Ei = U(µ2, . . . , µk). We claim that [S
e
bQU˜(µ1,...,µk)] = [SbQU(µ2,...,µk)]. To see
this, we first define a *-homomorphism τ :Me(C)→ Aγ by τ(eij) = SibQE0S
−j
b . Let v =
∑e−2
i=0 ei+1,i+e0,e−1
be the shift matrix. Then τ(v) =
∑e−2
i=0 S
i+1
b QE0S
−j
b +QE0S
−e+1
b . Let vt, 0 ≤ t ≤ 1 be a continuous path
of unitary matrices from 1 to v. We have
SbQU(µ2,...,µk) =
e−1∑
i=0
SbQEi =
e−1∑
i=0
Si+1b QE0S
−i
b =
e−2∑
i=0
τ(ei+1,i) + S
e
bτ(e0,e−1) = (S
e
bQE0 +
e−1∑
i=1
QEi)τ(v).
Thus SbQU(µ2,...,µk)τ(vt)
∗ is a continuous path from SbQU(µ2,...,µk) to S
e
bQE0 +
∑e−1
i=1 QEi, proving the claim.
Now we find that
χZ(µ1+eZ,...,µk+eZ) ←→ [SbQU(µ1,...,µk)]
7−→ ±c′[SebQU˜(µ1,...,µk)] = ±c
′[SbQU(µ2,...,µk)]←→ ±c
′χZ(µ2+eZ,...,µk+eZ).
Thus we have
K1(A
γ) = lim
−→
η1
C(Ze,Z),
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via the map η1 : χZ(µ1+eZ,...,µk+eZ) 7→ c
′χZ(µ2+eZ,...,µk+eZ). Note that∫
η1(χZ(µ1+eZ,...,µk+eZ)) =
∫
±c′χZ(µ2+eZ,...,µk+eZ) = ±c
′e−k+1 = ±ce−k = ±c
∫
χZ(µ1+eZ,...,µk+eZ).
Thus I ◦η = ξ◦I, whereM = C(Ze,Z), N = Z[
1
c ], η = η1, ξ = ±c·, and I is given by integration. Essentially
the same computation as for K0 shows that Lemma 4.6(1) holds. Since Lemma 4.6(2) clearly holds, we have
that K1(A
γ) ∼= Z[ 1c ]. Finally, we have M
(n) = K1(C
∗(Hn)) ∼= C(Ze,Z), where
C(Ze,Z) ∋ 1 = [ei1,i1 ⊗ · · · ⊗ ein,in ⊗ Sb] = [Sbi1a···binaSbS
∗
bi1a···bina] 7−→ ±c
−n,
thus identifying the generators of K1(A
γ). 
Theorem 4.8. The K-theory of C∗(Λ) is given as follows.
(1) If either c > 1 or we are in case (BS3), and if d > 1, then K0(C
∗(Λ)) ∼= Z/(d−1)Z and K1(C∗(Λ)) ∼=
Z/(±c− 1)Z, where the minus sign is used in case (BS3).
(2) If either c > 1 or we are in case (BS3), and if d = 1, then K0(C
∗(Λ)) ∼= Z and K1(C∗(Λ)) ∼=
Z/(±c− 1)Z⊕ Z, where the minus sign is used in case (BS3).
(3) If c = 1 in case (BS2) (so d > 1), then K0(C
∗(Λ)) ∼= Z/(d− 1)Z⊕ Z and K1(C∗(Λ)) ∼= Z.
(4) If c = 1 in case (BS1) (so d = 1), then K0(C
∗(Λ)) ∼= Z⊕ Z and K1(C∗(Λ)) ∼= Z⊕ Z.
In the first two cases, the class [1] of the identity is given by 1, while in the last two cases it is given by (1, 0).
Proof. Recall from Lemma 4.1 that Aγ is Morita equivalent to A×γ T. In A×γ T we have partial isometries
ζSbia, 0 ≤ i < d, with (ζSbia)
∗(ζSbia) = ζ1 and (ζSbia)(ζSbia)
∗ = SbiaS
∗
bia. Since γ̂(ζ
nSαS
∗
β) = ζ
n+1SαS
∗
β ,
it follows that γ̂∗ is given by multiplication by d
−1 in K0. To calculate the effect of γ̂∗ on K1, we consider
the partial isometries ζSbia, 0 ≤ i < d. We have
(ζSbia)(ζSb)(ζSbia)
∗ = (ζSbia)(ζSb)(S
∗
bia) = SbiaSbS
∗
bia.
Thus γ̂∗([Sb]) = [ζSb] = [SbiaSbS
∗
bia]; i.e. γ̂∗(1) = (±c)
−1. Thus γ̂∗ is given on K1 by multiplication by
(±c)−1. The Pimsner-Voiculescu exact sequence for A ∼ (A×γ T)×γ̂ Z gives
Z[ 1c ]
±c−1
−−−→ Z[ 1c ] −→ K1(A)
↑ ↓
K0(A) ←− Z[
1
d ]
d−1
←−− Z[ 1d ]
The various cases of the theorem follow from this diagram. The identification of the class of the identity
in K0 follows from the form of the generators given in Theorem 4.7. 
We end by deriving the essential properties of C∗(Λ) from properties of the groupoid G|∂Λ.
Theorem 4.9. (1) G|∂Λ is minimal.
(2) G|∂Λ is contractive if and only if d > 1.
(3) G|∂Λ is topologically free if and only if d ∤ c.
Proof. (1): This follows from Theorem 10.14 of [13], since Λ has only one vertex.
(2): We use Theorem 10.16 of [13]. Since Λ has only one vertex, every nontrivial path is a cycle. Any
element which does not by itself form an exhaustive set will be a non-exhaustive cycle in Λ. If d > 1, then
a is such an element. Conversely, if d = 1, then the boundary of Λ reduces to a point, and then it is clear
that G|∂Λ is not contractive (or even locally contractive).
(3): For the only if direction, note that if d|c, then bda = abc = a(bd)(
c
d ). Hence for any γ ∈ Λ we have
bdγ = γbθ(γ)
c
d . Thus bdγ ⋓ γ for all γ, so that Λ has {bd, e}-periodicity (as in [13], Definition 10.8). By [13],
Theorem 10.10, G|∂Λ is not topologically free. For the converse, suppose that d ∤ c. Let α 6= β. We must
find γ such that αγ ⊥ βγ (as in [13], Remark 10.11). If α ⊥ β, we may take γ = e. So suppose that α ⋓ β.
By Proposition 2.10 and left-cancellation we may assume that, say, θ(α) = 0. We treat three cases. (In the
following, when we write ±c we mean +c in cases (BS1) and (BS2), and −c in case (BS3).) First, suppose
that α = e and θ(β) > 0. Then β = biaβ′, where i ∈ [0, d). Let j ∈ [0, d) with j 6= i (since d 6= 1). Then
αbja = bja ⊥ biaβ′bja = βbja. Second, suppose that α = e and θ(β) = 0. Then β = bq with q > 0. Since
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d ∤ c, there is a least positive integer k such that q
(
c
d
)k
6∈ Z. Then q
(
±c
d
)k−1
= j + rd, where 0 < j < d. We
have
bqak = ak−1bq
(
±c
d
)k−1
a = ak−1bjabrc ⊥ ak.
Finally we suppose that α = bp and θ(β) > 0. Then β = aβ′ (otherwise we could cancel some element of
B on the left). Let p = i + rd with i ∈ [0, d). If i 6= 0, then αa = biab±rc ⊥ aβ′a = βa. If i = 0, then
αba = bab±rc ⊥ aβ′ba = βba. 
Corollary 4.10. C∗(Λ) is a Kirchberg algebra if and only if d ∤ c.
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