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Abstract. The purpose of this paper is to introduce and investigate a new system of global fractional-order
interval implicit projection neural networks. An existence and uniqueness theorem of the equilibrium point
for the system of global fractional-order interval implicit projection neural networks is obtained under some
suitable assumptions. Moreover, Mittag-Leffler stability for the system of global fractional-order interval
implicit projection neural networks is also proved. Finally, two numerical examples are given to illustrate
the validity of our results.
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1 Introduction
This paper deals with a new system of global fractional-order interval implicit projection neural networks
(FIIPNN) in Rn × Rm as the following form:
C
0 D
α
t x(t) = PK1(x(t))[x(t) − ρ (Ax(t) +A
∗y(t))− ρa]− x(t), t ≥ 0,
x(0) = x0 = (x10, x20, . . . , xn0)
⊤,
C
0 D
α
t y(t) = PK2(y(t))[y(t)− λ (By(t) +B
∗x(t)) − λb]− y(t), t ≥ 0,
y(0) = y0 = (y10, y20, . . . , ym0)
⊤,
(1.1)
where α ∈ (0, 1), C0 D
α
t is the Caputo fractional derivative, K1 : R
n → 2R
n
and K2 : R
m → 2R
m
are two point
to set mappings with nonempty, closed and convex values, PK1(x(t)) and PK2(y(t)) are two implicit projection
operators, ρ > 0 and λ > 0 are two constants, a = (a1, a2, . . . , an)
⊤ ∈ Rn and b = (b1, b2, . . . , bm)
⊤ ∈ Rm
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are two vectors, and
A ∈ AI =
{
(aij)n×n
∣∣∣A ≤ A ≤ A, i.e., aij ≤ aij ≤ aij} ,
A∗ ∈ A∗I =
{(
a∗ij
)
n×m
∣∣∣A∗ ≤ A∗ ≤ A∗, i.e., a∗ij ≤ a∗ij ≤ a∗ij} ,
B ∈ BI =
{
(bij)m×m
∣∣∣B ≤ B ≤ B, i.e., bij ≤ bij ≤ bij} ,
B∗ ∈ B∗I =
{(
b∗ij
)
m×n
∣∣∣B∗ ≤ B∗ ≤ B∗, i.e., b∗ij ≤ b∗ij ≤ b∗ij} .
Some special cases of (1.1) are as follows.
(i) If K1(u) ≡ K1 and K2(v) ≡ K2 for all (u, v) ∈ R
n × Rm, here K1 ⊂ R
n and K2 ⊂ R
m are two
nonempty, closed and convex subsets, then (1.1) reduces to the following problem:
C
0 D
α
t x(t) = PK1 [x(t) − ρ (Ax(t) +A
∗y(t))− ρa]− x(t), t ≥ 0,
x(0) = x0 = (x10, x20, . . . , xn0)
⊤,
C
0 D
α
t y(t) = PK2 [y(t)− λ (By(t) +B
∗x(t)) − λb]− y(t), t ≥ 0,
y(0) = y0 = (y10, y20, . . . , ym0)
⊤,
(1.2)
which is the system of fractional-order generalized projection neural networks introduced and studied
by Wu et al. [1].
(ii) If n = m, A = A = A = B = B = B, A∗ = A∗ = A∗ = 0, B∗ = B∗ = B∗ = 0, a = b, ρ = λ, x0 = y0
and K1(u) = K2(u) ≡ K for all u ∈ R
n, here K ⊂ Rn is a nonempty, closed and convex subset, then
(1.1) reduces to the following problem:{
C
0 D
α
t x(t) = PK [x(t)− ρAx(t)− ρa]− x(t), t ≥ 0,
xi(0) = xi0, i = 1, 2, · · · , n,
(1.3)
which is the global projection dynamical systems with fractional-order introduced and investigated by
Wu and Zou [2].
(iii) If α = 1, n = m, A = A = A = B = B = B, A∗ = A∗ = A∗ = 0, B∗ = B∗ = B∗ = 0, a = b, ρ = λ,
x0 = y0 and K1(u) = K2(u) for all u ∈ R
n, then (1.1) reduces to the implicit projected dynamical
systems considered by Noor et al. [3].
We remark that for suitable choices of K1, K2, A, A
∗, B, B∗ and α in the formulation of (1.1), one
can obtain many problems of the fractional-order projection neural networks (dynamical systems) and the
implicit projection neural networks (dynamical systems) investigated in recent literature.
We note that the projection neural networks (dynamical systems) have been used to solve constrained
optimization problems, variational inequality problems, complementarity problems, dynamic traffic network
and interregional commodity movements and so on [4–20]. On the other hand, fractional order systems
have also been a hot research topic due to their application for control theory, mechanics and physics,
viscoelasticity materials, biology, electrical circuits, neural networks and so on (see, for example, [21–26]).
Nevertheless, in some practical world, it is necessary to consider some complex systems such as model
involving (1.1). In the following, we will present an example, which comes from [8].
Example 1.1. A network tatonnement model was introduced by Friesz et al. [8] to investigate dynamics
of network adjustments. In particular, we study a simple network model involving 5 arcs and 6 nodes (see,
Figure 1), which has a origin (node 1) and a destination (node 4) with three paths. Path p1 is composed of
2
arcs a1 and a4, path p2 is composed of arcs a2, a3 and a4, path p3 is composed of arcs a2 and a5. Here, we
follow the notations used in [1].
Figure 1: 5-arcs, 4-nodes traffic network.
Applying the network tatonnement model presented by Friesz et al. [8], we have
dhp1(t)
dt
= κ1{PK1,1 [hp1(t)− ρ(Ca1(hp(t)) + Ca4(hp(t))− u14(t))] − hp1(t)},
dhp2(t)
dt
= κ2{PK1,2 [hp2(t)− ρ(Ca2(hp(t)) + Ca3(hp(t)) + Ca4(hp(t))− u14(t))]− hp2(t)},
dhp3(t)
dt
= κ3{PK1,3 [hp3(t)− ρ(Ca2(hp(t)) + Ca5(hp(t))− u14(t))] − hp3(t)},
du14(t)
dt
= η1{PK2,1 [u14(t)− λ(hp1(t) + hp2(t) + hp3(t)− T14(u14(t)))]− u14(t)},
hp1(0) = h
0
p1
, hp2(0) = h
0
p2
, hp3(0) = h
0
p3
, u14(0) = u
0
14, t ≥ 0,
(1.4)
where ρ, λ, κi (i = 1, 2, 3), η1 are positive constants, hp = (hp1 , hp2 , hp3)
⊤, K1,i (i = 1, 2, 3), K2,1 denote the
feasible constraints with fixed lower and upper bounds for flows hpi (i = 1, 2, 3) and cost u14, respectively,
that is,
K1,i = {hpi ∈ R| c1,i ≤ hpi ≤ c2,i} (i = 1, 2, 3),
K2,1 = {u14 ∈ R| d1 ≤ u14 ≤ d2} .
With the adjustment of flows and cost, it is difficult to maintain the same fixed bounds for constraint sets.
Thus, it is reasonable to assume that c1,i and c2,i are dependent on flows, d1 and d2 are dependent on travel
cost, that is, c1,i and c2,i are functions of hp, d1 and d2 are functions of u14. Therefore, the constraint sets
can be rewritten as follows:
K1,i(hp) = {̺i ∈ R| c1,i(hp) ≤ ̺i ≤ c2,i(hp)} (i = 1, 2, 3),
K2,1(u14) = {ν ∈ R| d1(u14) ≤ ν ≤ d2(u14)} .
We assume that the cost functions of flow on arc am can be written as follows
Cam(hp(t)) = lm ·
3∑
i=1
χampihpi(t), m = 1, 2, 3, 4, 5
and the travel demand function can be written as
T14(u14(t)) = r · u14(t),
where r, lm (m = 1, 2, 3, 4, 5) are real numbers, χampi = 1 if am ∈ pi and χampi = 0 otherwise. Unfortunately,
it is difficult to determine the precise values of these coefficients in practice, whereas it is easier to give certain
confidence intervals for these coefficients, namely, r ≤ r ≤ r and lm ≤ lm ≤ lm.
Moreover, as Example 1.1 of [1] indicates, this dynamic network has memory. We observe that, for the
problem with memory, it is more appropriate to use the fractional order model rather than integer one (see,
for instance, [22, 23, 25, 26]). By the above discussion, we know that model (1.4) can be reformed as the
following fractional order form:
C
0 D
α
t hp1(t) = κ1{PK1,1(hp(t))[hp1(t)− ρ((l1 + l4)hp1(t) + l4hp2(t)− u14(t))]− hp1(t)},
C
0 D
α
t hp2(t) = κ2{PK1,2(hp(t))[hp2(t)− ρ(l4hp1(t) +
∑4
m=2 lihp2(t) + l2hp3(t)− u14(t))] − hp2(t)},
C
0 D
α
t hp3(t) = κ3{PK1,3(hp(t))[hp3(t)− ρ(l2hp2(t) + (l2 + l5)hp3(t)− u14(t))]− hp3(t)},
C
0 D
α
t u14(t) = η1{PK2,1(u14(t))[u14(t)− λ(hp1(t) + hp2(t) + hp3(t)− ru14(t))]− u14(t)},
hp1(0) = h
0
p1
, hp2(0) = h
0
p2
, hp3(0) = h
0
p3
, u14(0) = u
0
14, t ≥ 0,
(1.5)
where lm ≤ lm ≤ lm and r ≤ r ≤ r.
Clearly, if κi = 1 (i = 1, 2, 3) and η1 = 1, then model (1.5) is a form of (1.1).
It is worth to mention that FIIPNN (1.1) is fascinating and important both as its equilibrium behavior
is depicted by the quasi variational inequality (QVI for short), and also because the equilibrium point set
of FIIPNN (1.1) coincides with the solution set to a QVI problem. It is well known that QVI problem is
an important generalization of the variational inequality problems (see, for example, [28–30]). Furthermore,
we note that FIIPNN (1.1) obtains the desired properties of both the fractional-order system and the QVI
within the same framework. Consequently, it is meaningful to investigate the equilibrium point of FIIPNN
(1.1) and the stability for FIIPNN (1.1). The main purpose of this paper is to give some new conditions
to guarantee the existence and uniqueness of the equilibrium point for FIIPNN (1.1), and the new stability
result for FIIPNN (1.1) which improves some known stability results in [1, 2].
The outline of this paper is as follows. Some definitions and known results are presented in Section
2. The existence and uniqueness concerned with the equilibrium point for FIIPNN (1.1) and the stability
results in connection with the FIIPNN (1.1) are showed in Section 3. Finally, two numerical examples to
demonstrate the main conclusions are given in Section 4.
2 Preliminaries
In this section, we first recall some known definitions and facts.
Following the definitions of [21, 24, 27], the Riemann-Liouville fractional integral with order α > 0 is
described as
Iαt0x(t) =
1
Γ(α)
∫ t
t0
(t− τ)α−1x(τ)dτ, t > t0,
where Γ(·) is the gamma function, and the Caputo fractional derivative with order α ∈ (0, 1) is described as
C
t0
Dαt x(t) =
1
Γ(1− α)
∫ t
t0
(t− τ)−αx′(τ)dτ, t > t0.
Moreover, the Mittag-Leffler function with two parameters α > 0 and β > 0 is defined by
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
, α > 0, β > 0, z ∈ C.
For β = 1, the one-parameter Mittag-Leffler function is shown as
Eα(z) := Eα,1(z) =
∞∑
k=0
zk
Γ(αk + 1)
, α > 0, z ∈ C.
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In particular, E1(z) = e
z.
Definition 2.1. Assume that K : Rn → 2R
n
is a point to set mapping with nonempty, closed and convex
values. For any given x ∈ Rn, the implicit projection operator PK(x) : R
n → K(x) is described as
PK(x)[y] = arg min
z∈K(x)
‖y − z‖, y ∈ Rn.
Remark 2.1. In many applications [28–31], the point to set mapping K(x) can be given by the following
form:
K(x) = u(x) +K,
where K ⊂ Rn is a closed convex set, u(x) is a point to point mapping and the addition of a point v and a
set K is defined by v +K = {v + w|w ∈ K}. In this case, the following relation holds
PK(x)[y] = Pu(x)+K [y] = u(x) + PK [y − u(x)], ∀ x, y ∈ R
n.
Definition 2.2. A vector (x∗, y∗) ∈ Rn × Rm is called an equilibrium point of (1.1) if, for each A ∈ AI ,
A∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I , the vector (x
∗, y∗) satisfies the following relations:{
PK1(x∗) [x
∗ − ρ (Ax∗ +A∗y∗)− ρa] = x∗,
PK2(y∗) [y
∗ − λ (By∗ +B∗x∗)− λb] = y∗.
Lemma 2.1. [10, Corollary 2.4] If K is a convex closed subset of a Hilbert space H , then the projection
PK is non-expansive, i.e.,
‖PK [u]− PK [v]‖ ≤ ‖u− v‖, ∀u, v ∈ H.
Lemma 2.2. [32, Remark 3.8] Let G = [t0,+∞)× Ω. Assume that g : G→ R
n is continuous such that it
fulfils the locally Lipschitz condition with respect to the second variable, where Ω ⊂ Rn is a domain. Then
there exists a unique solution x(t) of the following initial-value problem{
C
t0
Dαt x(t) = g(t, x), α ∈ (0, 1],
x(t0) = x0.
(2.1)
Definition 2.3. (Mittag-Leffler Stability [32]) If x∗ is an equilibrium point of (2.1), then the solution of
(2.1) is called Mittag-Leffler stable if there exist two constants λ > 0 and b > 0 such that
‖x(t) − x∗‖ ≤ [m (x(t0)− x
∗)Eα (−λ(t− t0)
α)]b,
where m(0) = 0, m(x) ≥ 0, and m(x) is locally Lipschitz on x ∈ Rn.
Lemma 2.3. [33, Theorem 2] If x(t) ∈ C1([0,+∞), R), then
C
0 D
α
t |x
(
t+
)
| ≤ sgn(x(t))C0 D
α
t x(t) (holding almost everywhere),
where 0 < α < 1 and x(t+) := lims→t+ x(s).
Lemma 2.4. [33, Theorem 1] For t0 = 0, let V (t, x(t)) : [0,+∞) × Ω → R be a continuous function
satisfying the locally Lipschitzian condition with respect to the second variable such that
α1‖x(t)‖
a ≤ V (t, x(t)) ≤ α2‖x(t)‖
ab,
C
0 D
β
t V
(
t+, x
(
t+
))
≤ −α3‖x(t)‖
ab (holding almost everywhere),
where V˙ (t, x(t)) is piecewise continuous, lims→t+ V˙ (s, x(s)) exists for any t ∈ [0,+∞), Ω ⊂ R
n is a domain
containing the origin and V (t+, x (t+)) := lims→t+ V (s, x(s)), t ≥ 0, β ∈ (0, 1), αi (i = 1, 2, 3), a and b are
positive constants. Then system (2.1) is Mittag-Leffler stable at the equilibrium point x∗ = 0. Moreover,
if all the assumptions are satisfied globally on Rn, then system (2.1) is globally Mittag-Leffler stable at the
equilibrium point x∗ = 0.
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3 Main results
From now on we make the following assumptions:
(A1) For any x = (x1, x2, . . . , xn)
⊤ ∈ Rn and y = (y1, y2, . . . , ym)
⊤ ∈ Rm, K1(x) and K2(y) are assumed to
be as follows
K1(x) = u
1(x) +K1, K2(y) = u
2(y) +K2,
where
u1(x) =
(
u11(x), u
1
2(x), . . . , u
1
n(x)
)⊤
, u1i (x) =
n∑
j=1
hijxj , i = 1, 2, . . . , n,
u2(y) =
(
u21(y), u
2
2(y), . . . , u
2
m(y)
)⊤
, u2j(y) =
m∑
i=1
ljiyi, j = 1, 2, . . . ,m,
and
K1 = {x ∈ R
n| c1,i ≤ xi ≤ c2,i, i = 1, 2, . . . , n} , K2 = {y ∈ R
m| d1,j ≤ yj ≤ d2,j , j = 1, 2, . . . ,m} ,
here hij , lji, c1,i, c2,i, d1,j and d2,j are all constants;
(A2) 1− ρaii ≥ hii, i = 1, 2, · · · , n;
(A3) 1− λbjj ≥ ljj , j = 1, 2, · · · ,m;
(A4) There exist constants µi > 0 (i = 1, 2, . . . , n) and τj > 0 (j = 1, 2, . . . ,m) such that
0 < 1− ρaii − hii + |hii|+
n∑
j=1,j 6=i
µj
µi
(a˜ji + |hji|) +
m∑
j=1
τj
µi
λb˜∗ji < 1, i = 1, 2, · · · , n,
0 < 1− λbjj − ljj + |ljj |+
m∑
i=1,i6=j
τi
τj
(
b˜ij + |lij |
)
+
n∑
i=1
µi
τj
ρa˜∗ij < 1, j = 1, 2, · · · ,m,
where
a˜ji = max
{∣∣ρaji + hji∣∣ , |ρaji + hji|} , a˜∗ij = max{∣∣a∗ij∣∣ , ∣∣a∗ij ∣∣}
and
b˜ij = max
{∣∣λbij + lij ∣∣ , ∣∣λbij + lij∣∣} , b˜∗ji = max{∣∣b∗ji∣∣ , ∣∣b∗ji∣∣} .
Clearly, under assumption (A1), an equivalent formulation of (1.1) can be rewritten as follows
C
0 D
α
t xi(t) = PK1,i(x(t))
[
xi(t) − ρ
(
n∑
j=1
aijxj(t) +
m∑
j=1
a∗ijyj(t)
)
− ρai
]
− xi(t), t ≥ 0,
xi (0) = xi0, i = 1, 2, · · · , n,
C
0 D
α
t yj(t) = PK2,j(y(t))
[
yj(t)− λ
(
m∑
i=1
bjiyi(t) +
n∑
i=1
b∗jixi(t)
)
− λbj
]
− yj(t), t ≥ 0,
yj (0) = yj0, j = 1, 2, · · · ,m,
(3.1)
where aij ≤ aij ≤ aij , a
∗
ij ≤ a
∗
ij ≤ a
∗
ij , bji ≤ bji ≤ bji, b
∗
ji ≤ b
∗
ji ≤ b
∗
ji,
K1,i(x(t)) = u
1
i (x(t)) +K1,i =
n∑
j=1
hijxj(t) +K1,i, i = 1, 2, . . . , n, (3.2)
and
K2,j(y(t)) = u
2
j(y(t)) +K2,j =
m∑
i=1
ljiyi(t) +K2,j, j = 1, 2, . . . ,m, (3.3)
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with
K1,i = {xi ∈ R| c1,i ≤ xi ≤ c2,i}, i = 1, 2, . . . , n, (3.4)
and
K2,j = {yj ∈ R| d1,j ≤ yj ≤ d2,j}, j = 1, 2, . . . ,m. (3.5)
3.1 Existence and uniqueness of the equilibrium point
This subsection will present an existence and uniqueness theorem concerned with the equilibrium point for
(1.1).
Theorem 3.1. Assume that all assumptions (A1)-(A4) are satisfied. Then FIIPNN (1.1) has a unique
equilibrium point for each A ∈ AI , A
∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I .
Proof. For any given A ∈ AI , A
∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I , let Tρi : R
n ×Rm → R be given by
Tρi(x, y) = µiPKµ
1,i
(x)
xi
µi
− ρ
 n∑
j=1
aij
xj
µj
+
m∑
j=1
a∗ij
yj
τj
− ρai
 , ∀ (x, y) ∈ Rn ×Rm, (3.6)
and Tρ(x, y) be given by
Tρ(x, y) = (Tρ1(x, y), Tρ2(x, y), · · · , Tρn(x, y))
⊤
, ∀ (x, y) ∈ Rn ×Rm, (3.7)
where
K
µ
1,i(x) = u
1,µ
i (x) +K1,i,
u
1,µ
i (x) =
n∑
j=1
hij
xj
µj
, µ = (µ1, µ2, . . . , µn)
⊤
and K1,i is defined by (3.4).
Let
‖x‖ =
n∑
i=1
|xi|, ∀x = (x1, x2, . . . , xn)
⊤ ∈ Rn.
For any given vectors
(
x1, y1
)
and
(
x2, y2
)
in Rn ×Rm, by (3.6), (3.7) and Remark 2.1, one has∥∥Tρ (x2, y2)− Tρ (x1, y1)∥∥
=
n∑
i=1
∣∣Tρi (x2, y2)− Tρi (x1, y1)∣∣
=
n∑
i=1
µi
∣∣∣∣∣∣PKµ1,i(x2)
x2i
µi
− ρ
 n∑
j=1
aij
x2j
µj
+
m∑
j=1
a∗ij
y2j
τj
− ρai

−PKµ
1,i
(x1)
x1i
µi
− ρ
 n∑
j=1
aij
x1j
µj
+
m∑
j=1
a∗ij
y1j
τj
− ρai

∣∣∣∣∣∣
=
n∑
i=1
µi
∣∣∣∣∣∣u1,µi (x2)+ PK1,i
x2i
µi
− ρ
 n∑
j=1
aij
x2j
µj
+
m∑
j=1
a∗ij
y2j
τj
− ρai − u1,µi (x2)

−u1,µi
(
x1
)
− PK1,i
x1i
µi
− ρ
 n∑
j=1
aij
x1j
µj
+
m∑
j=1
a∗ij
y1j
τj
− ρai − u1,µi (x1)

∣∣∣∣∣∣
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=n∑
i=1
µi
∣∣∣∣∣∣
n∑
j=1
hij
x2j − x
1
j
µj
+ PK1,i
x2i
µi
−
n∑
j=1
(ρaij + hij)
x2j
µj
−
m∑
j=1
ρa∗ij
y2j
τj
− ρai

−PK1,i
x1i
µi
−
n∑
j=1
(ρaij + hij)
x1j
µj
−
m∑
j=1
ρa∗ij
y1j
τj
− ρai

∣∣∣∣∣∣
≤
n∑
i=1
µi

n∑
j=1
|hij |
|x2j − x
1
j |
µj
+
∣∣∣∣∣∣PK1,i
x2i
µi
−
n∑
j=1
(ρaij + hij)
x2j
µj
−
m∑
j=1
ρa∗ij
y2j
τj
− ρai

−PK1,i
x1i
µi
−
n∑
j=1
(ρaij + hij)
x1j
µj
−
m∑
j=1
ρa∗ij
y1j
τj
− ρai

∣∣∣∣∣∣
 . (3.8)
By assumptions (A2) and (A4), it follows from Lemma 2.1 that∣∣∣∣∣∣PK1,i
x2i
µi
−
n∑
j=1
(ρaij + hij)
x2j
µj
−
m∑
j=1
ρa∗ij
y2j
τj
− ρai

−PK1,i
x1i
µi
−
n∑
j=1
(ρaij + hij)
x1j
µj
−
m∑
j=1
ρa∗ij
y1j
τj
− ρai

∣∣∣∣∣∣
≤
∣∣∣∣∣∣
x2i
µi
−
n∑
j=1
(ρaij + hij)
x2j
µj
−
m∑
j=1
ρa∗ij
y2j
τj
− ρai

−
x1i
µi
−
n∑
j=1
(ρaij + hij)
x1j
µj
−
m∑
j=1
ρa∗ij
y1j
τj
− ρai

∣∣∣∣∣∣
=
∣∣∣∣∣∣x
2
i − x
1
i
µi
−
n∑
j=1
(ρaij + hij)
x2j − x
1
j
µj
−
m∑
j=1
ρa∗ij
y2j − y
1
j
τj
∣∣∣∣∣∣
≤
n∑
j=1,j 6=i
|ρaij + hij |
∣∣x2j − x1j ∣∣
µj
+ |1− ρaii − hii|
∣∣x2i − x1i ∣∣
µi
+
m∑
j=1
ρ
∣∣a∗ij ∣∣
∣∣y2j − y1j ∣∣
τj
≤
n∑
j=1,j 6=i
a˜ij
∣∣x2j − x1j ∣∣
µj
+ (1− ρaii − hii)
∣∣x2i − x1i ∣∣
µi
+
m∑
j=1
ρa˜∗ij
∣∣y2j − y1j ∣∣
τj
. (3.9)
In light of (3.8) and (3.9), we have∥∥Tρ (x2, y2)− Tρ (x1, y1)∥∥
≤
n∑
i=1

n∑
j=1,j 6=i
µi
µj
(|hij |+ a˜ij)
∣∣x2j − x1j ∣∣+ (|hii|+ 1− ρaii − hii) ∣∣x2i − x1i ∣∣

+
n∑
i=1
m∑
j=1
µi
τj
ρa˜∗ij
∣∣y2j − y1j ∣∣
=
n∑
i=1

n∑
j=1,j 6=i
µj
µi
(|hji|+ a˜ji) + |hii|+ 1− ρaii − hii
∣∣x2i − x1i ∣∣
+
m∑
j=1
n∑
i=1
µi
τj
ρa˜∗ij
∣∣y2j − y1j ∣∣ . (3.10)
Moreover, let Tλj : R
n ×Rm → R be given by
Tλj(x, y) = τjPKτ
2,j
(y)
[
yj
τj
− λ
(
m∑
i=1
bji
yi
τi
+
n∑
i=1
b∗ji
xi
µi
)
− λbj
]
, ∀ (x, y) ∈ Rn ×Rm, (3.11)
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and Tλ(x, y) be given by
Tλ(x, y) = (Tλ1(x, y), Tλ2(x, y), · · · , Tλm(x, y))
⊤
, ∀ (x, y) ∈ Rn ×Rm, (3.12)
where
Kτ2,j(y) = u
2,τ
j (y) +K2,j ,
u
2,τ
j (y) =
m∑
i=1
lji
yi
τi
, τ = (τ1, τ2, . . . , τm)
⊤
and K2,j is defined by (3.5). Then as same as the proof of (3.10), by assumptions (A3) and (A4), it follows
from (3.11), (3.12), Remark 2.1 and Lemma 2.1 that
∥∥Tλ (x2, y2)− Tλ (x1, y1)∥∥ = m∑
j=1
∣∣Tλj (x2, y2)− Tλj (x1, y1)∣∣
≤
m∑
j=1

m∑
i=1,i6=j
τi
τj
(
|lij |+ b˜ij
)
+ |ljj |+ 1− λbjj − ljj
∣∣y2j − y1j ∣∣
+
n∑
i=1
m∑
j=1
τj
µi
λb˜∗ji
∣∣x2i − x1i ∣∣ . (3.13)
Combining (3.10) and (3.13), one has∥∥Tρ (x2, y2)− Tρ (x1, y1)∥∥+ ∥∥Tλ (x2, y2)− Tλ (x1, y1)∥∥
≤
n∑
i=1

n∑
j=1,j 6=i
µj
µi
(|hji|+ a˜ji) + |hii|+ 1− ρaii − hii
∣∣x2i − x1i ∣∣
+
m∑
j=1
n∑
i=1
µi
τj
ρa˜∗ij
∣∣y2j − y1j ∣∣+ n∑
i=1
m∑
j=1
τj
µi
λb˜∗ji
∣∣x2i − x1i ∣∣
+
m∑
j=1

m∑
i=1,i6=j
τi
τj
(
|lij |+ b˜ij
)
+ |ljj |+ 1− λbjj − ljj
∣∣y2j − y1j ∣∣
=
n∑
i=1
ξi
∣∣x2i − x1i ∣∣+ m∑
j=1
ζj
∣∣y2j − y1j ∣∣
≤ κ
(∥∥x2 − x1∥∥+ ∥∥y2 − y1∥∥) , (3.14)
where
ξi =
n∑
j=1,j 6=i
µj
µi
(|hji|+ a˜ji) +
m∑
j=1
τj
µi
λb˜∗ji + |hii|+ 1− ρaii − hii, i = 1, 2, . . . , n, (3.15)
and
ζj =
m∑
i=1,i6=j
τi
τj
(
|lij |+ b˜ij
)
+
n∑
i=1
µi
τj
ρa˜∗ij + |ljj |+ 1− λbjj − ljj , j = 1, 2, . . . ,m, (3.16)
with
κ = max
{
max
1≤i≤n
ξi, max
1≤j≤m
ζj
}
.
It follows from assumption (A4) that 0 < κ < 1.
Let Tρλ : R
n×Rm → Rn×Rm define by Tρλ(x, y) = (Tρ(x, y), Tλ(x, y)). For any x ∈ R
n and y ∈ Rm, let
‖(x, y)‖1 = ‖x‖+ ‖y‖. Then, it is well known that (R
n × Rm, ‖ · ‖1) is a Banach space. Now (3.14) implies
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that ∥∥Tρλ (x2, y2)− Tρλ (x1, y1)∥∥
=
∥∥(Tρ (x2, y2) , Tλ (x2, y2))− (Tρ (x1, y1) , Tλ (x1, y1))∥∥
=
∥∥Tρ (x2, y2)− Tρ (x1, y1)∥∥+ ∥∥Tλ (x2, y2)− Tλ (x1, y1)∥∥
≤ κ
(∥∥x2 − x1∥∥+ ∥∥y2 − y1∥∥)
= κ
∥∥(x2, y2)− (x1, y1)∥∥ . (3.17)
Thus, (3.17) shows that Tρλ is contractive and therefore there exists a unique (u
∗, v∗) ∈ Rn ×Rm such that
Tρλ (u
∗, v∗) = (u∗, v∗), that is,
µiPKµ
1,i
(u∗)
[
u∗i
µi
− ρ
(
n∑
j=1
aij
u∗j
µj
+
m∑
j=1
a∗ij
v∗j
τj
)
− ρai
]
= u∗i , i = 1, 2, . . . , n,
τjPKτ
2,j
(v∗)
[
v∗j
τj
− λ
(
m∑
i=1
bji
v∗i
τi
+
n∑
i=1
b∗ji
u∗i
µi
)
− λbj
]
= v∗j , j = 1, 2, . . . ,m,
for each A ∈ AI , A
∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I . Let x
∗
i =
u∗i
µi
(i = 1, 2, · · · , n) and y∗j =
v∗j
τj
(j = 1, 2, · · · ,m).
Then, it is easy to see that {
PK1(x∗) [x
∗ − ρ (Ax∗ +A∗y∗)− ρa] = x∗,
PK2(y∗) [y
∗ − λ (By∗ +B∗x∗)− λb] = y∗
and so the proof is complete. 
Remark 3.1. We note that Theorem 3.1 is a generalization of Theorem 3.1 in [1].
Remark 3.2. From the definition of Tρλ and (3.17), it is easy to check that∥∥(Tρλ − I) (x2, y2)− (Tρλ − I) (x1, y1)∥∥ ≤ (1 + κ)∥∥(x2, y2)− (x1, y1)∥∥ , ∀ (x1, y1) , (x2, y2) ∈ Rn ×Rm,
where I is an identity mapping. Thus, we know that Tρλ − I is a Lipschitzian mapping and so Lemma 2.2
shows that there exists a unique solution for FIIPNN (1.1) for any given A ∈ AI , A
∗ ∈ A∗I , B ∈ BI and
B∗ ∈ B∗I .
3.2 Global Mittag-Leffler stability
In this subsection, we will show that FIIPNN (1.1) is globally Mittag-Leffler stable under some mild condi-
tions.
Theorem 3.2. Assume that all the assumptions (A1)-(A4) are satisfied. Then FIIPNN (1.1) is globally
Mittag-Leffler stable for each A ∈ AI , A
∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I .
Proof. For any given A ∈ AI , A
∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I . According to Remark 3.2, we deduce that
FIIPNN (1.1) has a unique solution. Assume that(
x1(t), y1(t)
)
=
((
x11(t), x
1
2(t), · · · , x
1
n(t)
)⊤
,
(
y11(t), y
1
2(t), · · · , y
1
m(t)
)⊤)
and (
x2(t), y2(t)
)
=
((
x21(t), x
2
2(t), · · · , x
2
n(t)
)⊤
,
(
y21(t), y
2
2(t), · · · , y
2
m(t)
)⊤)
are two solutions of FIIPNN (1.1) with different initial values(
x1(0), y1(0)
)
=
((
x11(0), x
1
2(0), · · · , x
1
n(0)
)⊤
,
(
y11(0), y
1
2(0), · · · , y
1
m(0)
)⊤)
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and (
x2(0), y2(0)
)
=
((
x21(0), x
2
2(0), · · · , x
2
n(0)
)⊤
,
(
y21(0), y
2
2(0), · · · , y
2
m(0)
)⊤)
,
respectively. Let
e1i (t) = x
2
i (t)− x
1
i (t) (i = 1, 2, · · · , n), e
1(t) =
(
e11(t), e
1
2(t), · · · , e
1
n(t)
)⊤
and
e2j(t) = y
2
j (t)− y
1
j (t) (j = 1, 2, · · · ,m), e
2(t) =
(
e21(t), e
2
2(t), · · · , e
2
m(t)
)⊤
.
In light of assumption (A1), it follows from (3.1) and Remark 2.1 that
C
0 D
α
t e
1
i (t)
= PK1,i(x2(t))
x2i (t)− ρ
 n∑
j=1
aijx
2
j (t) +
m∑
j=1
a∗ijy
2
j (t)
 − ρai

−PK1,i(x1(t))
x1i (t)− ρ
 n∑
j=1
aijx
1
j (t) +
m∑
j=1
a∗ijy
1
j (t)
− ρai
− e1i (t)
= u1i
(
x2(t)
)
− e1i (t) + PK1,i
x2i (t)− ρ
 n∑
j=1
aijx
2
j (t) +
m∑
j=1
a∗ijy
2
j (t)
− ρai − u1i (x2(t))

−u1i
(
x1(t)
)
− PK1,i
x1i (t)− ρ
 n∑
j=1
aijx
1
j(t) +
m∑
j=1
a∗ijy
1
j (t)
 − ρai − u1i (x1(t))

=
n∑
j=1
hije
1
j(t)− e
1
i (t) + PK1,i
x2i (t)− n∑
j=1
(ρaij + hij)x
2
j (t)−
m∑
j=1
ρa∗ijy
2
j (t)− ρai

−PK1,i
x1i (t)− n∑
j=1
(ρaij + hij)x
1
j (t)−
m∑
j=1
ρa∗ijy
1
j (t)− ρai
 . (3.18)
Similarly, we can show that
C
0 D
α
t e
2
j(t) = PK2,j
[
y2j (t)−
m∑
i=1
(λbji + lji) y
2
i (t)−
n∑
i=1
λb∗jix
2
i (t)− λbj
]
−PK2,j
[
y1j (t)−
m∑
i=1
(λbji + lji) y
1
i (t)−
n∑
i=1
λb∗jix
1
i (t)− λbj
]
+
m∑
i=1
ljie
2
i (t)− e
2
j(t). (3.19)
Let µi > 0 (i = 1, 2, . . . , n), τj > 0 (j = 1, 2, . . . ,m),
V
(
t,
(
e1(t), e2(t)
))
=
n∑
i=1
µi
∣∣e1i (t)∣∣ + m∑
j=1
τj
∣∣e2j(t)∣∣ (3.20)
and
V1
(
t, e1(t)
)
=
n∑
i=1
µi
∣∣e1i (t)∣∣ . (3.21)
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Then, applying Lemmas 2.1 and 2.3 with assumptions (A2) and (A4), it follows from (3.18) and (3.21) that
C
0 D
α
t V1
(
t+, e1
(
t+
))
=
n∑
i=1
µi
C
0 D
α
t
∣∣e1i (t+)∣∣ ≤ n∑
i=1
µi sgn
(
e1i (t)
)
C
0 D
α
t e
1
i (t)
=
n∑
i=1
µi sgn
(
e1i (t)
)PK1,i
x2i (t)− n∑
j=1
(ρaij + hij)x
2
j (t)−
m∑
j=1
ρa∗ijy
2
j (t)− ρai

−PK1,i
x1i (t)− n∑
j=1
(ρaij + hij)x
1
j (t)−
m∑
j=1
ρa∗ijy
1
j (t)− ρai
+ n∑
j=1
hije
1
j(t)− e
1
i (t)

≤
n∑
i=1
µi

∣∣∣∣∣∣PK1,i
x2i (t)− n∑
j=1
(ρaij + hij)x
2
j (t)−
m∑
j=1
ρa∗ijy
2
j (t)− ρai

−PK1,i
x1i (t)− n∑
j=1
(ρaij + hij)x
1
j (t)−
m∑
j=1
ρa∗ijy
1
j (t)− ρai

∣∣∣∣∣∣+
n∑
j=1
|hij |
∣∣e1j(t)∣∣ − ∣∣e1i (t)∣∣

≤
n∑
i=1
µi

∣∣∣∣∣∣
x2i (t)− n∑
j=1
(ρaij + hij)x
2
j (t)−
m∑
j=1
ρa∗ijy
2
j (t)− ρai

−
x1i (t)− n∑
j=1
(ρaij + hij)x
1
j (t)−
m∑
j=1
ρa∗ijy
1
j (t)− ρai
∣∣∣∣∣∣+
n∑
j=1
|hij |
∣∣e1j(t)∣∣− ∣∣e1i (t)∣∣

=
n∑
i=1
µi

∣∣∣∣∣∣e1i (t)−
n∑
j=1
(ρaij + hij) e
1
j(t)−
m∑
j=1
ρa∗ije
2
j(t)
∣∣∣∣∣∣ +
n∑
j=1
|hij |
∣∣e1j(t)∣∣− ∣∣e1i (t)∣∣

=
n∑
i=1
µi

n∑
j=1,j 6=i
|hij |
∣∣e1j(t)∣∣+
∣∣∣∣∣∣e1i (t)−
n∑
j=1
(ρaij + hij) e
1
j(t)−
m∑
j=1
ρa∗ije
2
j(t)
∣∣∣∣∣∣

+
n∑
i=1
µi (|hii| − 1)
∣∣e1i (t)∣∣ (3.22)
and
n∑
i=1
µi

n∑
j=1,j 6=i
|hij |
∣∣e1j(t)∣∣+
∣∣∣∣∣∣e1i (t)−
n∑
j=1
(ρaij + hij) e
1
j(t)−
m∑
j=1
ρa∗ije
2
j(t)
∣∣∣∣∣∣

≤
n∑
i=1
µi

n∑
j=1,j 6=i
(|hij |+ |ρaij + hij |)
∣∣e1j(t)∣∣+ |1− (ρaii + hii)| ∣∣e1i (t)∣∣+ m∑
j=1
ρ
∣∣a∗ij∣∣ ∣∣e2j(t)∣∣

≤
n∑
i=1

n∑
j=1,j 6=i
µi (|hij |+ a˜ij)
∣∣e1j(t)∣∣+ µi (1− ρaii − hii) ∣∣e1i (t)∣∣ + m∑
j=1
µiρa˜∗ij
∣∣e2j(t)∣∣

=
n∑
i=1

n∑
j=1,j 6=i
µj
µi
(|hji|+ a˜ji)µi
∣∣e1i (t)∣∣+ (1− ρaii − hii)µi ∣∣e1i (t)∣∣
+
n∑
i=1
m∑
j=1
µiρa˜∗ij
∣∣e2j(t)∣∣
=
n∑
i=1

n∑
j=1,j 6=i
µj
µi
(|hji|+ a˜ji) + 1− ρaii − hii
µi ∣∣e1i (t)∣∣+
m∑
j=1
n∑
i=1
µi
τj
ρa˜∗ijτj
∣∣e2j(t)∣∣ . (3.23)
Now from (3.22) and (3.23), one has
C
0 D
α
t V1
(
t+, e1
(
t+
))
≤
n∑
i=1

n∑
j=1,j 6=i
µj
µi
(|hji|+ a˜ji) + 1− ρaii − hii
µi ∣∣e1i (t)∣∣
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+m∑
j=1
n∑
i=1
µi
τj
ρa˜∗ijτj
∣∣e2j(t)∣∣+ n∑
i=1
µi (|hii| − 1)
∣∣e1i (t)∣∣
=
n∑
i=1

n∑
j=1,j 6=i
µj
µi
(|hji|+ a˜ji) + |hii| − ρaii − hii
µi ∣∣e1i (t)∣∣
+
m∑
j=1
n∑
i=1
µi
τj
ρa˜∗ijτj
∣∣e2j(t)∣∣ . (3.24)
Let
V2
(
t, e2(t)
)
=
m∑
j=1
τj
∣∣e2j(t)∣∣ . (3.25)
Then as same as the proof of (3.24), by Lemmas 2.1 and 2.3 with assumptions (A3) and (A4), it follows from
(3.19) and (3.25) that
C
0 D
α
t V2
(
t+, e2
(
t+
))
≤
m∑
j=1

m∑
i=1,i6=j
τi
τj
(
|lij |+ b˜ij
)
+ |ljj | − λbjj − ljj
 τj ∣∣e2j(t)∣∣
+
n∑
i=1
m∑
j=1
τj
µi
λb˜∗jiµi
∣∣e1i (t)∣∣ . (3.26)
In light of (3.20), (3.24) and (3.26), one has
C
0 D
α
t V
(
t+,
(
e1
(
t+
)
, e2
(
t+
)))
= C0 D
α
t V1
(
t+, e1
(
t+
))
+ C0 D
α
t V2
(
t+, e2
(
t+
))
≤
n∑
i=1

n∑
j=1,j 6=i
µj
µi
(|hji|+ a˜ji) + |hii| − ρaii − hii
µi ∣∣e1i (t)∣∣
m∑
j=1

m∑
i=1,i6=j
τi
τj
(
|lij |+ b˜ij
)
+ |ljj | − λbjj − ljj
 τj ∣∣e2j(t)∣∣
+
m∑
j=1
n∑
i=1
µi
τj
ρa˜∗ijτj
∣∣e2j(t)∣∣ + n∑
i=1
m∑
j=1
τj
µi
λb˜∗jiµi
∣∣e1i (t)∣∣
=
n∑
i=1

n∑
j=1,j 6=i
µj
µi
(|hji|+ a˜ji) +
m∑
j=1
τj
µi
λb˜∗ji + |hii| − ρaii − hii
µi ∣∣e1i (t)∣∣
+
m∑
j=1

m∑
i=1,i6=j
τi
τj
(
|lij |+ b˜ij
)
+
n∑
i=1
µi
τj
ρa˜∗ij + |ljj | − λbjj − ljj
 τj ∣∣e2j(t)∣∣
= −

n∑
i=1
(1− ξi)µi
∣∣e1i (t)∣∣+ m∑
j=1
(1− ζj) τj
∣∣e2j(t)∣∣

≤ −θ
 n∑
i=1
µi|e
1
i (t)|+
m∑
j=1
τj |e
2
j(t)|

= −θV
(
t,
(
e1(t), e2(t)
))
,
where ξi and ζj are defined by (3.15) and (3.16), respectively, and
θ = min
{
min
1≤i≤n
(1− ξi) , min
1≤j≤m
(1− ζj)
}
.
According to Lemma 2.4, as same as the proof of Theorem 3 in [33], we can prove that (1.1) is globally
Mittag-Leffler stable for each A ∈ AI , A
∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I , i.e.,
‖(x(t), y(t)) − (x∗, y∗)‖ ≤ V (0, (x(0), y(0))− (x∗, y∗))Eα (−θt
α) ,
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where (x∗, y∗) is an equilibrium point of (1.1), which completes the proof. 
Corollary 3.1. Assume that
(H1) 1− ρaii ≥ 0, i = 1, 2, · · · , n;
(H2) 1− λbjj ≥ 0, j = 1, 2, · · · ,m;
(H3) There exist constants µi > 0 (i = 1, 2, . . . , n) and τj > 0 (j = 1, 2, . . . ,m) such that
0 < 1− ρaii +
n∑
j=1,j 6=i
µj
µi
ρa˜ji +
m∑
j=1
τj
µi
λb˜∗ji < 1, i = 1, 2, · · · , n,
0 < 1− λbjj +
m∑
i=1,i6=j
τi
τj
λb˜ij +
n∑
i=1
µi
τj
ρa˜∗ij < 1, j = 1, 2, · · · ,m,
where
a˜ji = max
{∣∣aji∣∣ , |aji|} , a˜∗ij = max{∣∣a∗ij ∣∣ , ∣∣a∗ij∣∣}
and
b˜ij = max
{∣∣bij∣∣ , ∣∣bij ∣∣} , b˜∗ji = max{∣∣b∗ji∣∣ , ∣∣b∗ji∣∣} .
Then, the system of interval projection neural networks with fractional-order (1.2) is globally Mittag-Leffler
stable for each A ∈ AI , A
∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I .
Remark 3.3. We note that Corollary 3.1 is an improved version of Theorem 4.1 in [1].
Corollary 3.2. Suppose that
1−
n∑
j=1,j 6=i
µj
µi
ρ |aji| − |1− ρaii| > 0, µi > 0, i = 1, 2, . . . , n.
Then, the global fractional-order projective dynamical system (1.3) is globally Mittag-Leffler stable.
Remark 3.4. It is worth mentioning that Corollary 3.2 is an improved version of Theorem 4.1 (a) in [2].
Remark 3.5. Following the paper [34], we studied the α-exponential stability for the global fraction-order
projective dynamical system in [2] and for the system of fractional-order interval projection neural networks
in [1] without noticing the paper [35], in which the authors pointed out that the conclusion of α-exponential
stability introduced in [34] is invalid in the fractional system. Referring the papers [33,35–37], we would like
to point out that the conclusions of α-exponential stability in [1,2] should be replaced by the Mittag-Leffler
stability.
4 Numerical examples
This section gives two examples to demonstrate the main results presented in Section 3.
Example 4.1. Assume that α = 0.8, ρ = 0.3, λ = 0.2, a = (−7.1, 4.2,−2.4)⊤, b = (−3.5, 1.2)⊤,
A =

2.6 0.3 −0.3
−0.5 3.4 −0.1
0.2 0.6 2.1
 , A =

2.9 0.5 0.3
−0.4 3.6 0.2
0.4 0.8 2.5
 , A∗ =

−0.3 0.2
0.1 −0.4
−0.2 0.1
 ,
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A∗ =

0.2 0.4
0.3 −0.3
0.1 0.3
 , B =
(
3.5 0.4
−0.2 2.6
)
, B =
(
3.6 0.7
0.2 2.8
)
,
B∗ =
(
−0.4 0.1 −0.3
0.5 −0.2 0.6
)
, B∗ =
(
0.5 0.3 0.4
0.7 −0.3 0.7
)
,
(hij)3×3 =

0.09 0.06 −0.03
−0.05 −0.17 0.08
0.07 −0.06 0.11
 , (lij)2×2 =
(
−0.11 −0.03
−0.08 0.09
)
,
K1(x) = u
1(x) +K1, u
1(x) = (u11(x), u
1
2(x), u
1
3(x))
⊤ = (hij)3×3 · (x1, x2, x3)
⊤,
K2(y) = u
2(y) +K2, u
2(y) = (u21(y), u
2
2(y))
⊤ = (lij)2×2 · (y1, y2)
⊤,
K1 =
{
x ∈ R3|3 ≤ x1 ≤ 4, −1.5 ≤ x2 ≤ −0.5, 0.5 ≤ x3 ≤ 1.5
}
,
and
K2 =
{
y ∈ R2|1.5 ≤ y1 ≤ 2.5, −2.5 ≤ y2 ≤ −1
}
.
When µi = τj = 1 (i = 1, 2, 3, j = 1, 2), we know that all the assumptions (A1)-(A4) are satisfied.
Therefore, it follows from Theorems 3.1 and 3.2 that FIIPNN (1.1) has a unique equilibrium point for each
A ∈ AI , A
∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I and (1.1) is globally Mittag-Leffler stable for each A ∈ AI ,
A∗ ∈ A∗I , B ∈ BI and B
∗ ∈ B∗I . Figure 2 shows the trajectories of (1.1) with the same initial value
x0 = (8.6,−7.3,−5.2)
⊤, y0 = (6.7,−8.5)
⊤ when A = A, A∗ = A∗, B = B, B∗ = B∗ and A = A, A∗ = A∗,
B = B, B∗ = B∗, respectively.
0 2 4 6 8 10 12 14 16 18 20
−8
−6
−4
−2
0
2
4
6
8
time
 
 
x1 x2 x3 y1 y2 x
’
1 x
’
2 x
’
3 y
’
1 y
’
2
Figure 2: The line
(
(x1, x2, x3)
⊤
, (y1, y2)
⊤
)
denotes the transient behavior of FIIPNN (1.1) when A = A,
A∗ = A∗, B = B, B∗ = B∗. The line
(
(x′1, x
′
2, x
′
3)
⊤
, (y′1, y
′
2)
⊤
)
denotes the transient behavior of FIIPNN
(1.1) when A = A, A∗ = A∗, B = B, B∗ = B∗.
Example 4.2. Let us consider the following fractional-order interval implicit projection neural network{
C
0 D
α
t x(t) = Pu(x(t))+K1 [x(t)− ρAx(t) − ρa]− x(t), t ≥ 0,
xi (0) = xi0, i = 1, 2,
(4.1)
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where x(t) = (x1(t), x2(t))
⊤, α = 0.9, ρ = 0.25, u(x(t)) = (u1(x(t)), u2(x(t)))
⊤ = (hij)2×2 · (x1(t), x2(t))
⊤,
a = (−4.8, 0), A ∈ AI ,
A =
(
3.7 −1.1
−1.8 3.1
)
, A =
(
4.6 1.3
3.8 3.4
)
, (hij)2×2 =
(
−0.2 0
0 0.11
)
,
and
K1 =
{
x = (x1, x2)
⊤ ∈ R2|0 ≤ x1 ≤ 2.5, 0 ≤ x2 ≤ 0.5
}
.
Clearly, if µ1 = 2 and µ2 = 1, then
1− ρa11 − h11 = 0.05 > 0,
1− ρa22 − h22 = 0.04 > 0,
0 < 1− ρa11 − h11 + |h11|+
µ2
µ1
max {|ρa21| , |ρa21|} = 0.95 < 1,
0 < 1− ρa22 − h22 + |h22|+
µ1
µ2
max {|ρa12| , |ρa12|} = 0.875 < 1.
This implies that all the assumptions (A1)-(A4) are satisfied. Thus, by Theorems 3.1 and 3.2, we know that
neural network (4.1) has a unique equilibrium point for each A ∈ AI and (4.1) is globally Mittag-Leffler
stable for each A ∈ AI . Figure 3 shows the trajectories of (4.1) with the same initial value x0 = (5.8,−4.2)
⊤,
when A = A and A = A, respectively.
0 2 4 6 8 10 12 14 16 18 20
−4
−3
−2
−1
0
1
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4
5
time
 
 
x1 x2 x
’
1 x
’
2
Figure 3: The line (x1, x2)
⊤ denotes the transient behavior of (4.1) when A = A. The line (x′1, x
′
2)
⊤ denotes
the transient behavior of (4.1) when A = A.
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