Abstract-This brief investigates the commonly used asynchronous sigma-delta modulator, which consists of a Schmitt trigger and a continuous-time loop filter. A detailed analysis is presented to accurately predict the distortion of such modulators. The extracted expressions are compared with simulation results, and they illustrate an excellent match. The results are also compared with a previous work by Roza, and they show a drastic improvement in accuracy.
I. INTRODUCTION

P
ULSEWIDTH modulation techniques 1 are becoming popular in the design of analog-to-digital converters (ADCs) [1] - [4] and switching power amplifiers (PAs) [5] . Such a representation is very convenient for low-voltage environments, and the corresponding two-level output signal can be easily processed by simple (pseudodigital) circuits [3] , [6] .
Asynchronous sigma-delta modulators (ASDMs) are a known family of self-oscillating pulsewidth modulators (PWMs) that can be implemented using a Schmitt trigger and a continuous-time loop filter [7] - [9] . The purpose of this brief is to find analytical expressions that can predict the distortion of such modulators and their carrier frequency (the frequency at which they oscillate). Such expressions give insight to the design and understanding of the ASDMs and can be easily used for modeling and optimizing ASDMs regarding their linearity and switching activity.
There has been related prior work on the distortion of PWMs, e.g., [8] - [11] . However, [10] and [11] concern PWM structures that deviate from the class that is studied in this brief. The PWMs studied in [10] are ASDMs that have a continuoustime loop filter, but instead of a Schmitt trigger, they have a comparator in the loop. In such ASDMs, the order of the loop filter needs to be greater than two to have a stable oscillation. In the family of ASDMs that we are studying here, it is required that the hysteresis of the Schmitt trigger is nonzero. The resulting ASDMs can already work with a passive firstorder loop filter. On the other hand, [8] and [9] do focus on the same class of ASDMs as our manuscript. However, [8] concerns a simulationbased approach instead of an analytical one. The only work that presents analytical expressions to predict the third-order harmonic distortion of an ASDM is that by Roza [9] . This brief gives a good insight in to the understanding and analysis of an ASDM, but the final equation for the distortion does not have a good match with simulation results. Therefore, we will present a more accurate analysis underneath to find an expression for the distortion and carrier frequency of an ASDM; then, we will compare the proposed theory with simulation results and with Roza's results [9] as well. Fig. 1 shows a typical spectrum for the output of an ASDM with a single-tone input signal. As Fig. 1 shows, the output of this modulator consists of baseband distortion components (the harmonics of the input tone: HD3, HD5, . . .) and higher frequency spurs corresponding to the carrier frequency and its sidebands [9] . As will be proven later and as Fig. 1 confirms, ASDM has an odd nature; therefore, its output only contains odd-order harmonics of its input signal. The proposed theory accurately estimates these harmonics with explicit expressions for the third and fifth harmonics.
If the carrier frequency is high enough, depending on the application of the ASDM (i.e., ADC or PA), the high-frequency spurs can be filtered later in the digital or analog domain. Nevertheless, as we will see later, the carrier frequency of an ASDM is important in determining the distortion of the modulator. Moreover, it puts a limit on the bandwidth and power consumption. Therefore, estimation of the carrier frequency is also included in this brief.
II. THEORY
In this section, we will elaborate on the proposed theory. First, an accurate theory is presented for a general input signal. Second, the theory is simplified, and third, it is applied to a special case where the input signal of the ASDM is sinusoidal.
1549-7747 © 2013 IEEE The harmonic distortion components and the carrier frequency for that case will be then derived. Fig. 2 shows the general diagram of an ASDM. Here, v(t) is an arbitrary input signal and is assumed to be limited to a full scale of ±1. e(t) is the filtered error signal at the input of the Schmitt trigger. p(t) is the output square wave with a pulsewidth of α and instantaneous period T , which toggles between +1 and −1. As will be shown later in this section, in this type of modulation, not only the duty cycle of the output square wave α/T but also its carrier frequency are dependent on the input signal. The carrier frequency of an ASDM for a zero input is referred to as ω c , and ω 1 = 2π/T is the (instantaneous) carrier frequency that is a function of the input signal v. According to Fig. 2 , we can write the signal flow at e(t)
A. General Theory
( 1) where f (t) is the time-domain impulse response of the filter F (ω), and ⊗ is the convolution. Assuming that the input bandwidth is much lower than ω 1 , then the input signal v can be considered constant during a few periods of p(t) and p(t), which is a square wave that can be described by its Fourier series
(2) The ((2α/T ) − 1) term in p(t), which will be referred to as u hereafter, is the baseband component of p(t) that includes the desired signal and its harmonic distortion components; hence, we can say that
Fig . 3 shows typical waveforms of an ASDM. As the figure shows, the Schmitt trigger toggles when e(t) reaches its positive or negative thresholds, i.e., V th or −V th . Therefore, if we use t = −α/2 and substitute (2) in (1), we obtain
and for t = α/2, we will have This result is only valid if we assume that v is changing much
Subtracting (4) and (5) will result in
and adding them will give
Solving (6) will give an expression for the oscillation frequency ω 1 as a function of u. Afterward, solving (7) will then give the baseband component of the output signal u as a function of the input signal v.
In order to solve the series in (6) and (7), we should have an understanding about the loop filter. In most of the conventional filters that are generally used in ASDMs (like the ones used in the next section as examples or in [9] ) for ω ω 1 , we have
where τ r and τ i are filter-dependent constants. We will see that these assumptions are valid if the poles and zeros of the filter are much lower than ω 1 . In this manner, the filter will have about 90
• phase shift around the carrier frequency. The additional 90
• phase shift required in the loop for the oscillation to take place will be provided by the hysteresis of the Schmitt trigger. Based on the assumption in (9), the series in (6) can be simplified using [12, p. 92, eq. 4] , which results in
In order to solve (7), we will first simplify it by substituting ω 1 α = π(u + 1) according to (3) . Then, considering the assumption in (8) , the series in (7) can be evaluated using [12, p. 87 
Since ω 1 is also a function of u, on the right side of (11), we can substitute ω 1 = ω c (1 − u 2 ) from (10). Now, by inserting (11) in (7), we will have
and taking (8) into account, for ω c , will give
Equation (13) gives a very accurate relationship between the input signal v and the baseband output signal u. Hence, in principle, all nonlinearity effects of the modulator could be derived from this equation using numerical methods. After obtaining u from this equation, the instantaneous carrier frequency can be also accurately calculated using (10) . Equation (13) also allows making an important observation: If the real part of the loop filter transfer is zero, the modulation process does not generate in-band harmonic distortions. This occurs when the loop filter is an integrator. This was also already observed in [9] , and hence, in terms of modulation distortion, an integrating loop filter is the optimal choice.
B. Approximate Theory
Equation (13) gives u as an accurate yet implicit function of v. Usually, we prefer to have an explicit analytical expression so that we do not need numerical methods to solve it. For this, we use perturbation theory. First, we make a rough and first-order estimation of the output signal u, then we use that estimation to simplify the equation, solve it again, and find a more accurate answer for u.
By observing that the term on the right-hand side of (13) is much smaller than the ones on the left-hand side, we obtain in a first approximation that u ≈ v. Now, we can use this approximation to estimate the contribution of the right-hand side of (13), and we obtain the following improved approximation:
Equation (10) also gives a very accurate expression for ω 1 . However, since we prefer to have ω 1 as a function of the input signal v rather than the output signal u, we can again use the approximation u ≈ v, which gives the following simplified expression:
C. Sinusoidal Input Signal
Now, we will apply the approximate theory to the case where the input signal is a single tone, i.e., v = A sin(μt), to obtain the harmonic distortion components of the modulator. By assuming that v = A sin(μt), the right side of (14) can be expanded using its Fourier series. Then, we will have
where K n (A) comes from this Fourier integral
It is shown that the integral in K n (A) is zero for even values of n. Therefore, according to (16), the Fourier expansion of u should also include only the odd harmonics of the input frequency μ. Therefore, the Fourier expansion of u will be u = n a n · sin(nμt − θ n ), n = 1, 3, 5, . . .
By substituting (18) in (16), we obtain the phase θ n and the amplitude a n for each harmonic by matching the corresponding sin(nμt) terms from both sides of the equation. For the main tone, n = 1, since the terms on the right-hand side of (16) are much smaller than the main tones on the left, we can simply deduce that a 1 ≈ A. For the harmonics, we obtain
and from this, we can finally obtain the ratio of the magnitude of the nth harmonic over the main tone
Equation (17) for the K n factors can be also calculated. For example, for the third and fifth harmonics, this leads to (for A ≤ 1)
By substituting (21) in (20), we obtain the third-order harmonic distortion of an ASDM
The average carrier frequency of the modulator, i.e., ω 1 , can be accurately calculated by averaging (10) . However, it is easier to use the estimation in (15). For a sinusoidal input v = A sin(μt), the average carrier frequency will be
Except for the accurate value of ω 1 in (10), the other approximations for ω c , ω 1 , and ω 1 in (10), (15), and (24) have been previously reported [2] , [6] - [9] .
III. SIMULATION RESULTS
To verify the proposed theory, the ASDM in Fig. 2 was simulated in Simulink for two cases, once with a first-order passive loop filter and then with a third-order active one. The simulation results for the third-order harmonic distortion were also compared with a previous theory by Roza [9] , which gave
Here, d 3 [Roza] comes from the series expansion of the output, i.e., u ≈ v + d 3 v 3 . This result is frequently misinterpreted as if d 3 [Roza] corresponds to the third-harmonic distortion component; this is incorrect because the cube of a sine wave is equal to
This way, the correct third-harmonic distortion predicted by [9] is equal to d 3 [Roza]/4, corresponding to a difference of 12 dB.
A. First-Order Passive Loop Filter
As a first example, an ASDM with a first-order passive loop filter, i.e., F (s) = (1/1 + sτ ), was evaluated. By mapping this to (8) and (9), we obtain |τ i | = |τ r | = τ . We have chosen τ = 5 ns. To have a usable ASDM, threshold voltage V th should be sufficiently small; therefore, it was set to V th = 0.1, which corresponds to a (zero-input) self-oscillation frequency, i.e., f c = (ω c /2π) = 500 MHz, according to (10) . Different simulation setups were employed to examine different aspects of the theory.
In the first set of simulations, a dc signal has been applied to the input of the modulator. Both the dc level of the output and its carrier frequency have been evaluated. The output dc level has been compared both with the accurate theory of (13) and the approximate theory of (14). Keep mind that for dc signals, we have F (0) = 1, and Re{F (ω c )} can be obtained by combining (8) and (10); thus, (13) will collapse to
and by doing the same to (14), we will have
As Fig. 4(a) shows, there is a perfect match between the accurate theory in (27) and the simulation results. The curve corresponding to the approximate theory, i.e., (28), also has a good match and only a little deviation for higher input dc values. The same conclusion applies to Fig. 4(b) where the carrier frequency has been compared with the accurate theory of (10) and the approximate theory of (15).
In the next set of simulations, a sinusoidal input with an amplitude of A = 0.7 is applied to the aforementioned modulator and the third harmonic of the output is evaluated for a range of input frequencies. According to (24), with this input amplitude, an average carrier frequency of ω 1 ≈ 377 MHz is expected. Fig. 5 shows the corresponding simulation results. The plot also shows the proposed theory [see (23)]. For comparison with [9] , two curves have been added. The first corresponds to the incorrect interpretation of Roza's theory [i.e., use (25) for the third-harmonic distortion], and the other adds −12 dB to it to compensate for the −1/4 factor according to (26) and hence corresponds to a correct interpretation of Roza's theory. As this set of simulations confirms, the proposed theory predicts the distortion of an ASDM much more accurately than [9] . Fig. 6 illustrates the dependence of the (average) carrier frequency and the third-order harmonic distortion on the input amplitude A according to simulation and according to (24) and (23) for the case of an arbitrary input frequency of μ = 12.5 MHz over a range of input amplitudes. Again, the plot confirms a good match between the simulation and the theory.
B. Active Loop Filters
Many widely used active filters satisfy the conditions in (8) and (9) , including the following family:
n . In the second example, we will investigate the third-order case of n = 3, where we used the following ASDM parameters τ 0 = τ 1 = τ 2 = 5 ns and V th = 0.1. By mapping the given transfer function to (8) and (9), we will have |τ i | = 5 ns and |τ r | = 5 ns/ √ 2. According to (10) , these values correspond to a self-oscillation frequency of f c = 500 MHz. In the first set of simulations, the third-order harmonic distortion of the modulator has been compared with the proposed theory in (23) and [9] . The input has been given an arbitrary amplitude of A = 0.7, and the result has been drawn over a range of input frequencies. As in the previous example, two curves have been drawn corresponding to the correct and incorrect interpretations of Roza's theory. As Fig. 7 shows, the proposed equation matches the simulation results almost perfectly and [9] (the curve tagged as "Roza correct") has an average error of more than 20 dB.
In the last set of simulations, for an arbitrary input frequency of μ = 12.5 MHz, the average carrier frequency and the thirdorder harmonic distortion were evaluated for varying input amplitudes and the results were compared with the proposed theory according to (24) and (23). Fig. 8 shows the corresponding results. Once again, there is a good match between the simulation and theory.
IV. CONCLUSION
We have derived (23) to predict the third-harmonic distortion of an ASDM. The analytical results matched very well with simulations and showed considerable improvement over the prior art. The results of this brief can be used in designing an optimization of Schmitt trigger-based ASDMs.
