Chromatin immunoprecipitation followed by high-throughput sequencing (ChIP-seq) is a powerful method that identifies protein-DNA binding sites in vivo. Recent studies have illustrated the value of ChIP-seq in studying transcription factor binding in various bacterial species under a variety of growth conditions. These results show that in addition to identifying binding sites, correlation of ChIP-seq data with expression data can reveal important information about bacterial regulons and regulatory networks. In this chapter, we provide an overview of the current state of knowledge about ChIP-seq methodology in bacteria, from sample preparation to raw data analysis. We also describe visualization and various bioinformatic analyses of processed ChIP-seq data.
Introduction
Transcriptional regulation of gene expression by transcription factors (TFs) is a common mechanism of regulation in bacteria [1] . Identifying all the genes directly regulated by a transcription factor can be challenging particularly for those that regulate a large number of genes and whose DNA binding sites might be less conserved and thus difficult to identify using bioinformatic approaches. By comparing RNA profiles of strains lacking the transcription factor to their parent strain, using either microarray technology or high-throughput sequencing technology, candidate genes controlled by a transcription factor can be identified. However, whole-genome expression analyses cannot reveal whether the influence of the TF on RNA levels is direct or indirect. This requires identification of TF binding within the appropriate promoter region. While it is possible to characterize binding to these regions using in vitro assays, recent advances in genome wide analysis make identification of these binding sites possible in vivo, allowing identification of binding events under the same growth conditions that RNA levels were determined.
Chromatin immunoprecipitation (ChIP) followed by microarray analysis (ChIP-chip) or, more recently, high-throughput sequencing (ChIP-seq), which has a much higher resolution and signal-to-noise ratio than ChIP-chip, has been used to map genome-wide binding of many bacterial TFs . While many of the studies have focused on TFs in Escherichia coli, recent studies have examined transcription factors in many diverse bacterial species, such as Vibrio cholerae, Vibrio harveyi, Rhodobacter sphaeroides, Salmonella enterica, Mycobacterium tuberculosis, and Caulobacter crescentus . A subset of these studies also correlated occupancy data with expression data to investigate the regulons of certain TFs [2, 3, 5, 7, 8, 13, 16, 21, 22, 25] , and we predict the desire to use these assays to study other TFs will increase as the costs of the performing ChIP-seq decrease. Here, we provide an overview to using ChIP-seq to identify bacterial regulons, from sample preparation, data generation, data visualization, data analysis, and downstream bioinformatic and computational analyses.
We offer a general overview of each step and highlight specific analyses that have aided our work. It is important to note that analysis of ChIP-seq data in bacteria is an evolving pipeline and, as such, new approaches and algorithms are being introduced frequently. It is beyond the scope of this review to provide a comprehensive description of known variations of ChIP-seq analysis, including the higher resolution variant, ChIP-exo. ChIP-exo has shown promise in the few bacterial studies where it has been used [26] [27] [28] [29] but the analysis of ChIP-exo data has its own unique issues http://dx.doi.org/10.1016/j.ymeth.2015.05.022 1046-2023/Ó 2015 Elsevier Inc. All rights reserved.
including sample preparation and data analysis. We encourage those interested in performing ChIP-seq experiments or variations on ChIP-seq to review other studies if they want a broader sense of the experimental and analytical variables.
2. ChIP-seq sample preparation and data generation 2.1. General overview of ChIP-seq procedure ChIP-seq reports on the DNA sequences that can be cross-linked by formaldehyde to a given transcription factor in actively growing cells and then enriched relative to genomic DNA when the DNAprotein complexes are precipitated by use of an antibody specific to the transcription factor. Aspects of the ChIP-seq method and resulting data analysis will be described in detail throughout this review ( Fig. 1) . Several methods and review articles describe in detail how to perform ChIP-chip and ChIP-seq experiments [30] [31] [32] [33] , and we encourage readers to also review these publications. The methodology described in these articles differs and while each has been used to produced high-quality ChIP-seq data, we have found success following the method described by Davis et al. [33] . Briefly, cells are grown in desired conditions to a designated growth phase and formaldehyde is added to crosslink proteins to DNA. Cells are pelleted, lysed, the lysate is sonicated to shear the DNA, and DNA-TF complexes of interest are enriched using an antibody specific to the TF being studied. The crosslinks are reversed by heating the sample to 65°C and the DNA that was bound to the TF of interest, the immunoprecipitate (IP), is isolated and sequenced along with a sample of DNA from un-enriched, non-antibody treated DNA (Input sample). The Input sample represents the background signal of available chromatin for IP, controlling for regions of genomic DNA that may be enriched for reasons other than TF binding. Areas of the genome bound by the TF are recovered in larger proportion in the IP fraction than unbound areas. Thus, areas of TF binding are regions of the genome that show enrichment in the IP fraction compared to the background Input fraction ( Fig. 1 ). In the next sections, we discuss what we consider ''best practices'' in designing ChIP-seq experiments.
Selection of TF and experiment design
The design of a ChIP-seq experiment for regulon analysis begins with the selection of the TF and designing a strategy for its expression. The use of transcription factor-specific antibodies is critical to the success of ChIP-seq experiments. The two primary methods to study TF binding involve using antibodies specific for the native protein or antibodies to a ''tag'' contained within a genetically engineered tagged variant of the TF. Both types of antibodies have been used to produce high quality ChIP-seq data and the choice depends on time, cost consideration, functionality of the tagged transcription factor, and genetic tractability of the organism studied.
Since commercial antibodies are available for only a small subset of native bacterial TFs, it is necessary to raise antibodies against the TF of interest, which requires additional time and expenses associated with protein purification and antibody production. It is critical to test the specificity of the antiserum by performing western blot analysis using cell lysates prepared from wild-type and from a strain lacking the TF of interest. If cross-reactivity to other proteins is detected, additional purification of the antibody should be performed using affinity chromatography with the purified TF of interest immobilized to a column or by absorbing the antiserum with an acetone powder prepared from a strain lacking the protein of interest. Both methodologies have been successfully Fig. 1 . ChIP-seq sample preparation and analysis. ChIP-seq begins with cell cultures grown in defined conditions. When cultures reach the desired growth stage, they are treated with formaldehyde to crosslink proteins and DNA. The cells are lysed and sheared so the average DNA length is 500 bp. The DNA-protein samples are split into two populations, the immunoprecipitate (IP) fraction, which is enriched for a particular protein of interest using an antibody, and the Input fraction that is not enriched for any particular protein of interest. The crosslinks are reversed by heat treatment and the DNA fragments are subjected to high-throughput sequencing. After sequencing, the resulting sequencing reads are examined for quality and trimmed based on read quality. The trimmed reads are then aligned to a reference genome and algorithms and/or visual inspection identify ChIP-seq peaks. After peaks are associated with genes downstream, several bioinformatic analyses can be performed including motif identification and analysis, differential occupancy analysis, and correlation with expression data for in depth understanding of bacterial regulons.
utilized in our laboratory to yield highly specific antibody solutions [2, 3] . It is possible that antibodies recognizing the native protein are not specific enough for ChIP, even after purification. Alternatively, many successful ChIP-seq studies have used affinity-tagged versions of the TF of interest, often using triple FLAG affinity tags [4, 5, 7, 8, 12, 15, 18, [21] [22] [23] [24] [25] or myc tags [14] . Using an affinity-tagged protein allows the use of a commercial antibody that likely has little cross-reactivity with other proteins from the bacterium under study and negates the requirement of an antibody specific to the TF of interest. However, the addition of a tag to the TF may affect its ability to bind DNA, interact with RNA Polymerase (RNAP), or be regulated by another factor (e.g. protein or small molecule). Thus, use of tagged proteins requires additional in vitro and in vivo control experiments to ensure the activity of a tagged protein is similar to that of the native protein, such as comparing expression and DNA binding of tagged TFs to native TFs. However, another requirement of using a tagged version of the TF is that the method requires the ability to introduce a stable plasmid encoding the tagged transcription factor or to edit the genome to replace the wild-type transcription factor with the tagged variant. While this is relatively simple for some bacteria, other species lack genetically tractable systems. Therefore, for these bacteria, the only option is to raise antibodies against the TF of interest.
Finally, if the TF of interest is present at a low cellular copy number or if the environmental condition that activates a TF is unknown, it may be necessary to over-express the TF in order to detect a ChIP-signal. For example, many r factors must be released from anti-sigma factors for activity [1] . If the environmental signal that causes release of the r factor is unknown, over-expression of the r factor may allow for detection of binding sites with ChIP-seq.
This method of TF overexpression was used to map TF binding sites in M. tuberculosis because the environmental signal required for activation was unknown [22] . Such over-expression can be accomplished by engineering a plasmid where the TF gene is expressed from an inducible promoter. However, over-expression may also result in binding to weaker affinity sites on the genome that may not be bound at wild-type concentrations of the TF. Therefore, care must be taken to determine which sites are bound under physiologically relevant conditions and to show that they are dependent on the inducing signal.
Checking the ChIP procedure
In this section, we highlight specific steps that we have found important for successful ChIP-seq experiments. The method used for immunoprecipitation of the cross-linked DNA bound transcription was described by Davis et al. [33] . Since library preparation and sequencing are still expensive and it can take weeks to obtain data depending on access to sequencing cores, pilot experiments to examine the efficiency of ChIP before subjecting the samples to ChIP-seq are critical. The amount of antibody to add to cultures and the duration of antibody treatment will vary depending on the affinity of the antibody to the protein of interest and should be optimized empirically. ChIP-qPCR, wherein the isolated IP and Input DNA amount is measured using qPCR can be performed on samples where the amount and incubation time of the antibody are varied to evaluate optimal conditions for enrichment. If targets of the TF are known, amplifying targets of the TF of interest, including high-affinity targets, moderate-affinity targets, and low-affinity targets as well as regions of the genome not bound by the TF of interest should provide sufficient information to optimize conditions. By comparing the enrichment by qPCR of target sites to those not bound by the TF, the efficacy and efficiency of the ChIP experiment can be evaluated [33] . However, if the TF being studied lacks known target sites, one approach is to use the promoter region of the TF gene, since autoregulation is a common feature of bacterial TFs [34] . Many potential targets may need to be evaluated to obtain reliable ChIP-qPCR results.
Several controls are useful in curating the list of TF binding regions. First, the Input DNA is used in all ChIP-seq experiments to measure the background enrichment to eliminate nonspecific binding regions. Second, comparing the enrichment signal in a control strain lacking the TF or containing an untagged version of the TF is used to reveal any non-specific enrichment due to aberrant binding of the antibody, reducing the downstream analyses of false positive areas of enrichment. Alternatively, if a mutant strain is not available, it might be possible to perform ChIP-seq under growth conditions in which the protein of interest is inactive and shows no binding activity. However, the results of this approach should be interpreted with caution as the inactive TF may still exhibit residual DNA binding. Comparison of TF binding sites between different growth conditions is discussed in more detail in Section 3.3.
The ideal number of biological replicates for ChIP-seq experiments will depend on the desired downstream analyses. High quality and reproducible data using two biological replicates have shown to be sufficient for identification of highly enriched DNA binding locations [2, 3] . However, at least three biological replicates will aid in identifying less enriched regions and also will provide greater statistical power for more robust analyses, such as differential binding analyses [35, 36] .
Sequencing ChIP DNA samples
After ChIP, a sequencing library is constructed from the DNA samples -DNA is fragmented and size selected and sequencing adapters are ligated to the DNA fragments -and they are sequenced using a high-throughput sequencing platform, which is often accomplished at a sequencing facility. We have had success following Illumina's guidelines for library preparation, which is time intensive, involving many steps and reagents. A step-by-step protocol for ChIP-seq library construction is also described in a recent review [30] . Nevertheless, some samples may require additional troubleshooting during library preparation. Although our sequencing data have been generated using the Illumina technology, much of the procedure for analysis of sequencing results is independent of the technology. Illumina sequencing can be either single-end (sequenced from one end of the DNA fragment) or paired-end (sequenced from both ends of the DNA fragment) [37] . Successful ChIP-seq experiments have been performed using both methodologies. Furthermore, multiple biological samples can be sequenced together -multiplexed -by using unique DNA sequences, termed barcodes or indexes, when constructing the sequencing library [37] . These unique barcodes or indexes allow for the identification of the sequence data from each sample present in the sequencing experiment. Additionally, multiplexing can decrease the cost of the sequencing experiment, allowing additional biological replicates to be obtained. However, if multiplexing, total sequencing depth must be high enough to ensure enough reads for every experiment for proper analysis (at least 2-3 million reads per sample).
Processing sequencing results
The process of analyzing ChIP-seq data is currently an evolving pipeline and, as such, there is not a single best way to evaluate the data. We provide some examples here, but also encourage researchers to fully evaluate each algorithm used to determine if settings should be changed to match your particular experimental design. Furthermore, ChIP-seq data are publically available in NCBI GEO (http://www.ncbi.nlm.nih.gov/geo/) and EMBL-EBI (http:// www.ebi.ac.uk/), making it easy for all researchers to re-analyze data if potentially better analysis pipelines become available.
The first step in analysis of ChIP-seq data is to evaluate the quantity and quality of the ChIP-seq sequencing reads produced from the sequencing instrument. The number of reads in each experiment reflects the levels of coverage; downstream analyses may need to be normalized for any differences in total read number. For each read, the quality is measured as confidence of the base identity (quality score) at each position, which, for Illumina sequencing data, is reported in a FASTQC file associated with each experiment ( Table 1) . A low quality score for reads can affect the efficiency of alignment and thus the quality of the ChIP-seq data [37] . Generally, the quality scores within reads tends to decrease at both ends of the read. This initial examination is important to determine the quality and quantity of the raw data from the sequencing experiment before processing the data for biological analysis.
There are many tools and algorithms that can be used to process ChIP-seq data for biological analysis, and a full description and evaluation of each is beyond the scope of this review. We have utilized an on-line suite of tools called Galaxy [38] . The Galaxy system (www.usegalaxy.org) [38] is an open-source, user-friendly, web-based platform for data intensive biological research of next-generation sequencing data built from commonly used algorithms and tools. It also records the processes performed at each step, allowing full recall of every step performed in analysis. Many of the software packages present in Galaxy, along with many additional software packages, can be downloaded and run by the user individually, often on the command line. We will refer to these throughout this and the next sections. Regardless of the methods used, it is very important that careful records be kept on the analysis of ChIP-seq data. This includes the version of tools used as well as any changes made to the default settings for each algorithm. These records will allow future researchers to fully understand and, if necessary, repeat your analyses.
The first step is to process the sequencing reads to remove bases of low quality. This is accomplished by selectively measuring the quality of each base read and removing (trimming) bases from the reads based on read quality [39] . When trimming, it is important to ensure that reads are of a minimum length to ensure unambiguous alignment. After trimming, the sequencing reads are aligned to a reference genome to identify the genomic location of enrichment. A high-quality reference genome is required for optimal alignment, and many reference genomes can be obtained from NCBI (http://www.ncbi.nlm.nih.gov/genome/). Two common alignment algorithms are Bowtie2 [40] and BWA [41] . Both algorithms output the alignment data as a SAM file and/or a binary version of a SAM file called a BAM file (Table 1 ) [42] . Regardless of the algorithm used, the primary goal is to align as many of the sequence reads as possible to the reference genome as accurately as possible to ensure reliable downstream analysis.
Identifying areas of enrichment in ChIP-seq experiments
After sequencing reads are aligned to the genome, there are many analyses that can be performed. In the following sections, we describe examples of these analyses that have proven useful in studying bacterial regulons. However, it is important to note that while many of these analyses are common to all ChIP-seq experiments (e.g. peak calling), some analyses are required for specific TFs or biological questions.
Use of peak calling algorithms
After the sequencing reads are aligned to the genome, the next step is to identify areas of enrichment in the ChIP-seq data that represent where the TF binds throughout the genome, referred to as peaks. The robust identification of peaks is crucial for the success of ChIP-seq analysis. Peak finding algorithms are intended to identify areas of enrichment in ChIP-seq data. These algorithms are important because they remove some subjectiveness from visual peak calling and provide a statistical basis for determining areas of enrichment. Examples of algorithms that have been used for bacterial ChIP-seq analysis include CisGenome [43] , MACS [44] , and MOSAiCS [45] . We have used MOSAiCS, which, unlike many other peak calling algorithms, was designed to analyze ChIP-seq data from bacteria as well as eukaryotes. MOSAiCS can also identify areas of enrichment for DNA binding proteins that display broad regions of enrichment, such as RNAP or nucleoid-like proteins like H-NS [45] rather than just symmetrically shaped peaks. However, it may be useful to analyze the ChIP-seq data with multiple algorithms and compare the enriched regions identified. While this would increase the computational and analysis time for your experiment, it would also provide multiple lines of evidence for enrichment at a particular genomic region.
It is important to note that, as with any algorithm, the results provided by these tools may not include all possible peaks or could contain false positives. Therefore, care must be taken to ensure proper optimization of the algorithm for your experiment. For example, adjusting the false discovery rate (FDR) of a peak-calling algorithm will affect the number of peaks identified -a lower FDR will decrease the number of both total peaks identified as well as false-positive peaks identified. Furthermore, peak calling algorithms simply identify whether an area of the genome is enriched or not based on a statistical threshold -a binary identification. Thus, many peak calling algorithms may miss peaks with low enrichment above background. Additional visual inspection may be required to identify high value peaks in a ChIP-seq dataset, especially peaks with low enrichment (Section 4). The identification of peaks of low enrichment remains a weak aspect of ChIP-seq analysis and hopefully new algorithms will be developed that improve such peak calls.
Deconvolution of ChIP-seq peaks
Some bacterial TFs bind to multiple, closely spaced locations within a promoter region (less than 100 bp separation) [46] . The ability to distinguish between these sites yields greater mechanistic insight into the transcriptional control mediated by the TF of interest. However, most standard peak finding algorithms are unable to resolve closely spaced binding sites, instead misidentifying these regions as a single binding site with the wrong genomic coordinates. To test for closely spaced binding sites, peak deconvolution algorithms such as CSDeconv [20, 47] , GEM [48] , PICS [49] , or [46] can be used. We found that dPeak was able to identify regions containing multiple TF binding sites, most of which were missed with standard peak finding algorithms [46] . Furthermore, dPeak was designed to leverage the greater resolution provided by paired-end sequencing data to provide high-resolution ChIP-seq binding site locations in bacteria [46] . The advantage of paired-end reads for distinguishing closely spaced binding sites stems from knowing the exact length of each read, allowing a single read to be unequivocally associated with one or both of two closely spaced binding sites. In contrast, for single-end sequencing, a single read cannot be assigned with certainty to one or both binding sites since the 3 0 end must be approximated, typically by extending by the average library size. Thus, reads spanning only one binding event may be wrongly extended to cover both binding sites while long reads spanning both sites may not be under extended and cover only one binding site, leading to reduced sensitivity [46] . Therefore, if it is suspected that the protein of interest may have multiple binding sites located close together, then paired-end ChIP-seq data should be obtained to maximize the advantages of the dPeak algorithm.
Comparing ChIP-seq data between biological samples
It may be of interest to compare ChIP-seq data between growth conditions to study how different environments affect binding site occupancy or to compare wild type to the control lacking the TF of interest. When comparing biological replicates from different growth conditions, the differences in total read number must be normalized across samples. However, the best strategy for normalization has yet to be determined. Normalization to the background in a ChIP-seq experiment can be performed locally (surrounding only identified peaks) or on a global scale (normalize to all un-enriched genomic regions) [2] . Alternatively, spiking the DNA sample with synthetic DNA fragments will provide external reference sequences of known amounts for normalization [50] .
After normalization, samples can then be compared for differential binding by the transcription factor. Due to the symmetrical, peak shape of enriched regions from most TFs, differential binding can be assessed by comparing the number of sequencing reads aligned around the peak summit. When comparing binding of other proteins, such as H-NS, which shows long regions of binding across the genome, it is better to compare the sequencing coverage under the entire enriched region [2] . In our studies, we have used the algorithm DBChIP [35] , which was developed specifically to compare ChIP-seq enrichment of TF peaks between two experimental conditions, with multiple biological replicates for each condition. For example, we successfully used DBChip to identify oxygen-dependent differences in r 70 binding by analyzing r 70 ChIP-seq signal in E. coli under aerobic and anaerobic growth conditions (Fig. 2) [2] . It is important to note that differential binding analysis is appropriate when comparing enrichment of the same site under different conditions. In contrast, we have found that ChIP-seq enrichment does not necessarily correlate with binding strength [2] , thus preventing comparison of sites within the genome. Many factors likely determine the intensity of peaks across genomic sites, such as inherent cross-linking efficiency within a region of DNA [2] . We assume that these factors should remain constant across conditions.
Visualization of ChIP-seq data

Importance of visually evaluating ChIP-seq data
We have found that visual inspection is an important part of analyzing ChIP-seq data. Visual inspection is generally required to identify peaks with low enrichment above background, which current peak calling algorithms are unable to identify without introducing many false positives. Such low enrichment may be due to poor cross-linking efficiency or low sequencing coverage at that location in the genome. However, visual analysis of ChIP-seq data lacks statistical support and thus additional peaks identified only visually should be subjected to additional validation, which is discussed in Section 7.3. Visualization can also be useful in identifying false positive peaks. Canonical TF binding sites yield a bimodal enrichment profile where enrichment on the forward and reverse strands are staggered as a result of sequencing the 5 0 portion of each DNA fragment [51, 52] . Artifactual peaks typically lack this staggered peak signature exhibiting reads specific to only one strand, and thus often can be readily identified through visualization of reads mapping to both the forward and reverse strand. Algorithms such as QuEST [51] compares the enrichment profiles of both strands and can be used to filter out such artifactual peaks. Visual inspection of the data may also elucidate other trends that may have biological significance such as long binding regions, which might be overlooked when using the algorithmic results alone. Finally, visually evaluating ChIP-seq data can be important when considering the physiological context of binding events. The best way to visually inspect the data is to plot the ChIP-seq data on a genome browser and step through the genome.
Preparing files for visualization
The most common file format used for visualization of ChIP-seq data is the wiggle (or WIG) file (Table 1) . Wiggle files are designed to display information dense data, such as ChIP-seq data throughout the genome. These files are generated by enumerating how often each read corresponds to each base in the genome. A composite WIG file that incorporates data from both the forward and reverse strands is typically generated for visualization of ChIP-seq data; however, WIG files for both the forward and reverse strand are useful for visualizing the staggered peak profiles described above. To generate composite WIG files, we use the software package QuEST [51] , that applies a peak shift estimation to generate a composite density profile for each enriched region. In addition to the WIG file, visualization depends on an annotated genome. The more robust the annotation of the genome file, the more useful it will be for visualization analysis.
Visualization using MochiView
There are many genome browsers available that can accept WIG files and visualize ChIP-seq data. We use the genome browser MochiView [53] (Fig. 2) . MochiView was developed for use with yeast data, but functions very well to visualize multiple data types, including ChIP-seq, on a bacterial genome. MochiView is a fast browser that can accept many tracks of data without affecting performance. It is also highly customizable, allowing for easy generation of publication ready figures. All data are stored in a database in MochiView, which can be exported and shared, allowing easy transfer of data with other researchers.
In addition to visualizing ChIP-seq data, MochiView allows for easy import of ChIP-chip data, transcriptomic data, proteomic data, motif location data, and any other gene centric data set, allowing for simple comparison between multiple data types. It can also import the results of peak finding algorithms, deconvolution algorithms, and differential binding analysis. Finally, MochiView is written in Java, and therefore is operating system agnostic and runs equally well in Windows and Mac OS environments. One drawback of MochiView is that it is installed and run locally on your computer. So while you can easily share databases among users, MochiView does not lend itself to visualization via a web browser or server based method, where many users simultaneously use the same database. However, this drawback aside, MochiView has proven to be a robust and powerful genome browser.
Visualization online
While local visualization with MochiView is our preferred way of analyzing ChIP-seq data, it is often advantageous to have a shared browser that anyone with a web browser can access. A commonly used genome browser is the UCSC Genome Browser (http://genome.ucsc.edu/index.html) [54] . This is built on the GBrowse genome browser [55] , but has many tracks of annotation pre-loaded, making it easy to visualize ChIP-seq data quickly. Additionally, published tracks are available to be loaded into the browser, providing a platform to compare between different experiments from different research groups.
It is also possible to download and install an instance of GBrowse or another popular browser JBrowse [56] on a local server for which access can be controlled [55] . Tracks can be downloaded easily from UCSC for use in a personal instance of GBrowse. This can allow many users to access the same data and add to the data in a central location.
Associating ChIP-seq peaks with genes
After binding regions are identified, the next step in ChIP-seq analysis is to associate the peaks with the corresponding genes. Ideally, the peak could be algorithmically associated with genes based on proximity of the peak to the transcription start site (TSS). However, many genes in E. coli, the organism that we study, lack known transcription start sites, even with recent studies that have globally identified TSSs [57, 58] . The translation start site, which is predicted for all known E. coli protein coding genes, can also be used in such an automated algorithm, but this may produce many false associations because the distance from the translation start site and the TSS is variable. Furthermore, such an automated analysis may ignore transcription start sites that are either far upstream of the translation start site or are located within genes or encode small RNAs.
We use visual inspection of each area of enrichment to determine what is the nearest operon as the most accurate way to ensure each peak is best associated with the corresponding operon. Such visual association also ensures that divergent promoters are identified and that sites located within genes are not overlooked. However, for a peak located within a region with divergently transcribed genes, it is impossible to associate the peak with either operon using ChIP-seq data alone, but the use of expression data can suggest which gene is regulated by the TF (Section 7). This will also potentially identify ChIP-seq peaks that do not associate with annotated genes, but may associate with known or unknown small RNAs [2] .
6. Motif analysis using ChIP-seq data
Value of ChIP-seq data in identification of motifs
Since ChIP-seq data provide high-resolution (10 bp [37] ), location information of TF binding sites, the sequences bound by the TF can be analyzed to identify over-represented sequences. Many motifs present in the literature have been generated from a small number of binding sites. The use of ChIP-seq data provides dozens to hundreds of binding site sequences, improving the power of motif identification. Updated motifs can aid in identifying false negative binding regions of the genome and can be used for further downstream biochemical and genetic experiments to examine binding efficiency [2] .
Motif identification from ChIP-seq data
Many algorithms have been developed to search a given set of sequences and identify over-represented motifs. Regardless of the algorithm used, all require that the sequences be extracted from areas of enrichment. These areas may be the entire area of enrichment identified by MOSAiCS or specific genomic coordinates from a deconvoluted peak. Once the DNA sequences are obtained, they are submitted to an algorithm to search for a motif [59] . A commonly used algorithm is MEME [60] -or the related MEME-chip, which is designed for larger sequence inputs [61] which can be run either online or locally via the command line [62] . In addition to MEME, other motif identification algorithms include info-gibbs [63] and consensus [64] which can be easily accessed at the Regulatory Sequence Analysis Tools (RSAT, http:// rsat.ulb.ac.be) [65] . Regardless of the algorithm used, ChIP-seq data provide a valuable resource to better define the binding site sequences of transcription factors. Once identified, the location of motifs within the peak region can be measured using CentriMo [66] . The ease of binning ChIP-seq data and identifying motifs can allow for interesting biological comparisons, such as potential differences in motifs due to differential enrichment levels under various experimental conditions. It is important to note that, like all computational algorithms, motif-finding algorithms will always return results, even if those results are not biologically significant. Care must be taken to use the statistical results (E-value in MEME) to evaluate the results of these algorithms.
Searching motifs throughout the genome and within peaks
After a motif has been identified, it is informative to search each area of enrichment for the occurrence of the motif to more 500,000 1,000,000 1,500,000 2,000,000 2,500,000 3,000,000 3,500,000 4,000,000 4,500,000 0 Fig. 2 . Comparing ChIP-seq data between growth conditions. Shown are RNAP (r 70 ) ChIP-seq data traces collected from cultures grown under aerobic (red) or anaerobic (blue) conditions [2] . ChIP-seq IP/INPUT ratio is shown on the y-axis and genomic position is shown on the x-axis. The asterisk indicates an example of differential binding between growth conditions. This figure was generated in the MochiView browser [53] .
accurately define the location of the TF binding site. This is done using a position weight matrix (PWM) that describes the frequency distribution of nucleotides at each position of the binding motif and is a common output of the aforementioned motif finders. In some cases, multiple binding sites may occur within a single enriched region. One significant challenge is the stringency of the cutoff to use in motif searches. Stringency parameters can be verified by coupling the results of the search with true binding sites identified from DNAse I Footprinting or Electrophoretic Mobility Shift Assays (EMSA) experiments.
Further, the motif can be used to search the genome to identify potential binding sites missed by ChIP-seq analysis. Although motif searches have a high false positive rate, we have found that this analysis can provide important information regarding false negatives in the ChIP-seq data, that is locations with a high value motif but lacking a corresponding ChIP-seq peak [2] . Such locations have been shown to be predicted binding sites of TFs that are blocked by the binding of other proteins, such as nucleoid proteins H-NS [2] . There are many algorithms that can search a genome for motifs, including MAST [67] , PatSer [68] , and the Delila suite [69] . We find the Delila software suite quite useful for fast, easily tunable genomic searches with motifs. A particularly useful and unique feature of the Delila suite is the ability to visualize graphically how a particular sequence was evaluated by a PWM using sequence walkers [69] .
Correlation of ChIP-seq data with expression data
Identification of direct and indirect regulons in bacteria
Because ChIP-seq data provide information about where transcription factors bind in vivo, correlation with expression data are crucial to identify regulons in bacteria. The source of expression data can be either from whole genome microarray analyses, RNA-seq analyses, or a combination of both. Many studies have demonstrated that correlation of a global transcription factor DNA binding with expression profiles of cells lacking that same TF compared to wild-type cells reveals important information about the regulon of the transcription factor [2, 3, 5, 7, 8, 13, 16, 21, 22, 25] . Importantly, these studies allow for the global identification of the direct regulon -those operons that show a change in expression when the transcription factor is deleted and also have a corresponding transcription factor ChIP-seq peak upstream -and the indirect regulonthose operons that show a change in expression when the transcription factor is deleted but do not have a corresponding transcription factor ChIP-seq peak upstream. Correlation of ChIP-seq data with expression data also reveals the number of operons activated and repressed by the TF on a global scale. Along with other data, this type of analysis can reveal important features of transcription regulation and how bacteria respond to different environmental stimuli.
Visualizing regulon data on metabolic pathways
Once ChIP-seq and expression data are correlated, visualization of the data on metabolic pathways is a useful strategy to gain a physiological understanding of the TF's function. Most visualization tools are gene centric, but can be used with ChIP-seq data once peaks are associated with genes. In a typical example, ChIP-seq occupancy and expression data are associated with each gene in the pathway [2] . The pathway tools function of MetaCyc (www. metacyc.org) and the Kyoto Encyclopedia of Genes and Genomes (KEGG; http://www.genome.jp/kegg/) are excellent tools for an initial genomic overview of the data [70] [71] [72] . Both MetaCyc and KEGG contain databases of gene and pathway information for many species and allow the simultaneous mapping of -omics data to annotated metabolic reactions within the cell. For E. coli there are specific on-line databases from which gene and pathway information can be obtained including EcoCyc [73] , PortEco [74] , and EcoGene [75] . Additionally, the metabolic pathways can be downloaded from the user-generated site WikiPathways [76] . To generate custom metabolic pathways, ProMetRa [77] , GenMapp [78] , or PathVisio [79] are good choices. However, it is important to ensure proper representation of the pathway and any specific changes that exist in the bacterial species being examined.
Validation of regulon analysis
While independent validation of all components of the direct and indirect regulon might not yet be realistic, it is valuable to complement the conclusions of regulon analysis using in vitro or in vivo methods. There are a variety of methods that can be used and here we describe some common examples. Any well-established in vitro DNA binding assay (e.g. EMSA, DNAse I footprinting, fluorescence polarization) can, in principle, be used to support TF binding to a specific sequence of DNA that was enriched in ChIP-seq experiments. DNAse I footprinting is advantageous because it determines the boundaries of the transcription factor binding site and is, therefore, very informative for evaluating or optimizing binding motif analysis [3] . However it is important to mention that the failure to observe binding in vitro does not rule out binding in vivo, and could signify an interesting regulatory mechanism. For example, some binding events require cooperative interactions with other TFs [2, 80] and/or may require specific cellular conditions that are difficult to replicate in vitro.
To support direct transcriptional regulation, in vitro transcription assays or in vivo measurements of reporter gene fusions to the promoter of interest (e.g. b-galactosidase activity assays or green fluorescent protein) or RNA levels by qRT-PCR can be performed with wild-type strains and strains that contain deletions or mutations of various TFs. These assays can be particularly informative for evaluating the effects of various growth conditions on transcriptional regulation of a particular operon. In nearly every regulon analysis study to date, a significant number of ChIP-seq binding sites are located upstream of genes that fail to exhibit differential expression under the growth conditions used in transcriptomic studies, leaving the biological function of the binding site unknown. In some cases, alternative growth conditions or the absence/inactivation of another TF may be required to observe an effect [2, 3] .
Summary and perspectives
Here, we have described an overview of obtaining and analyzing ChIP-seq data. ChIP-seq analysis in bacteria is a powerful method of identifying in vivo binding sites of transcription factors and their regulons. To date, several studies have combined ChIP-seq data and expression data to gain a deep understanding of the regulon of transcription factors in multiple bacterial species grown under a small number of growth conditions. For example, data from our lab studying the oxygen or iron responsive TFs FNR, ArcA, IscR, and Fur allowed us to better define the regulation of oxygen-dependent gene expression in E. coli (Fig. 3) . As the cost of high-throughput sequencing decreases and more researchers have access to the technology, we are hopeful that more TF regulons will be defined in bacteria, providing new and exciting insights into bacterial regulons in a variety of species and growth conditions.
