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概要 
 
本論文は，工場のプラント制御や自動車のエンジン制御等，多数のセンサで構成される
制御システムのセンサの故障診断に関して，故障検出までの時間の短縮を主目的とし，併
せて，複数のセンサの故障検出，故障状態の予兆等の検出性能を向上させるための技術の
開発を目的とした．これにより，複数のセンサ出力がネットワークとして構成される制御
システムの故障検出の効率を向上させることができる．ここでは，故障パターンの事前学
習を必要としない免疫型システムの診断アルゴリズムを改良することにより，制御システ
ム内にセンサの数を増やすことなく，少ない観測回数，あるいは故障状態が軽度のうちに
センサの故障を検出できるため，複雑で大規模な制御システムでの故障検出に必要な期間
を短縮できることを示した．  
本論文は，序論，結論を含めて5章で構成した． 
第1章では，本研究の背景および目的について述べ，本研究の手法と本論文の概要をま
とめた． 
第2章では，未知の故障モードに対する故障検出性能を維持しつつ，発生頻度が高い「既
知の故障モード」に対して効率的に故障を検出できる診断方法を提案した．具体的には，
あるセンサに既知の故障モードが発生した際に，他のセンサの出力値を既知の関係に当て
はめて，そのセンサの出力値を推測し，実際のセンサ出力との類似度を算出する．そして，
この類似度に応じて，センサ出力の妥当性を示すパラメータの更新量を調整するものであ
る．これにより，既知の故障モードに対して，故障検出に必要な観測回数を従来の診断方
法と比較して，約29%低減できることを確認した． 
第3章では，同時に発生する多重故障に対して，冗長なセンサを追加することなく，効
率的に故障を検出できる診断方法を提案した．具体的には，故障の疑いのあるセンサが存
在する領域を特定し，故障の疑いのあるセンサ間で実施されるセンサ出力の相互監視の結
果を無効にして，センサ出力の妥当性を示すパラメータを算出するものである．これによ
り，従来の診断方法では検出できない複数センサの故障の組み合わせパターンに対して故
障検出が可能になること,ならびに，従来の診断方法でも検出が出来る複数センサの故障の
組み合わせパターンに対しては，故障検出に必要な観測回数を従来の診断方法と比較して，
87%以上も低減できることを確認した． 
第4章では，故障検出が難しいプラントの運転状態においても，センサの故障が軽度の
うちから早期に故障検出が可能であり，かつ，システムが正常に稼働している状態で，セ
ンサの劣化の進行度合いを検出できる診断方法を提案した．具体的には，従来の診断方法
では，故障が発生してから故障を検出するまでの観測回数がセンサ間の相互監視で異常を
検知する頻度のみに依存することに着目し，センサ間の相互監視で生じる誤差量に応じて
センサ出力の妥当性を示すパラメータを算出するものである．これにより，経年変化など
で徐々に特性が変化しながら故障に至るセンサのモデルを対象として，従来の診断方法で
は検出できない軽度の故障状態でも早期に故障検出できることを確認した．また，システ
ムが正常に稼働している状態において，システム内の複数のセンサの中で誤差が最も大き
いセンサを検出できることを確認した． 
最後に，第5章では，本研究の成果をまとめている． 
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第１章 序論 
 
１．１ 故障診断機能の重要性と課題 
 
輸送機器や発電設備などのシステムにおいて停止や故障が発生すると，人命が脅かされ
る事態に陥ることがある．従って，これらの制御システムに対しては，迅速に故障部位を
的確に特定・検出する技術，すなわち故障診断の技術が極めて重要である．この技術が確
立されることにより，後に続く安全を確保する機能，すなわちフェールセーフが活かされ
て，システム全体を安全に運用することができるようになる．また，即時に人命を脅かす
事態に至らなくても，例えば工業プラントの故障による大気や水質の汚染の様に，影響の
及ぶ範囲が広く，事態の収拾に多大な時間が必要となる場合は，長期にわたる人体への有
害物質の蓄積という形で，結果として多くの人命が脅かされることになる．従って，この
様な場合においても，故障の状態および故障部位を迅速に検出する技術が重要である． 
具体的な事例として，自動車のエンジン制御システムの例を挙げると，システム内の構
成部品が故障することにより，排出ガスの浄化機能が十分に作用しなくなる場合がある．
排出ガスには，炭化水素，一酸化炭素，窒素酸化物などの人体に有害な成分が含まれてい
るため[1]，この制御システムにおける故障診断機能は，迅速に故障状態と故障部位を特定
し，有害成分の放出を可能な範囲で抑制する状態に制御モードを移行しつつ，自動車の使
用者に修理を促す通知を行う必要がある[2]．自動車は走行に伴い磨耗・劣化する部品や，
走行しなくても時間の経過とともに劣化する部品等が多く使用されている[3]（このように
使用環境あるいは時間の経過を原因として，避けることができない自動車の劣化に対して，
定期的な検査を施し，自動車事故や環境汚染の発生頻度を低減するように保守管理を義務
付けているのが自動車検査制度である）．従って，使用環境や時間の経過で劣化することを
前提とした部品で構成される全ての自動車の制御システムは，劣化による故障発生の可能
性を常に有しているといえる．  
近年，新興国を中心に自動車の販売台数が急激な勢いで上昇しており[4]，この増加傾
向は当面続く予測である[5]．この結果，世界規模で車の保有台数が増加する見込みであり，
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排出ガス浄化機能に関わる故障の発生リスクが増大すると考えられる．また，有害成分の
大気放出のリスク増大は自動車台数の増加だけでなく，工業プラントの増加によってもも
たらされる．特に新興国では，工業化が急速に発展している上，それらの必要エネルギー
を電力面で支える発電所の建設・稼働数も増加していくと予測されている[6]．一般に，工
業プラントも自動車同様に排出ガスの浄化システムを有しているが，故障により，有害な
ガス（例えば，火力発電所の場合は窒素酸化物や硫黄酸化物[7]）を大気中に放出するリス
クを有している．  
一方，情報処理技術の進歩に伴い，あらゆる分野においてシステムは，複雑化，規模の
拡大化の傾向が顕著となっている．自動車の制御技術においても，70年代に始まった電子
制御化の流れは，とどまることなく複雑化,大規模化を伴いながら現在も続いている[24]．
自動車の電子制御は，運転者が“意のままに操る”といった運転性能や，同乗者の居住性
を向上させる快適性能等，魅力のある技術的側面に限らず，エンジンから放出される排気
ガスの公害，人口高齢化による交通事故の増加，資源枯渇や温室効果ガスの増加による地
球温暖化の環境問題等の社会問題に対して，年々厳しくなる社会からの要求に応えるべく
技術革新を続けてきた分野である[25-27]．自動車がこれらの高度な社会要求に応えるため
には，その構成部品に対して高度な機能を与える必要がある．例えばアクチュエータであ
れば，精度が高く，かつ自由度の高い複雑な動きが要求されるため，多くのモーターやバ
ルブなどの機構部品が必要となる．また，この様なアクチュエータの動きを実現し，その
機能を最適化するためには，アクチュエータの個々の動作を監視するセンサと，これらの
入出力を処理する演算装置が必要となる[28]．この様な技術の進化が，制御システムの構
成要素数を増加させ，複雑化や大規模化を推し進めてきた．また，自動車に限らず，航空
機や鉄道等の同じ輸送機器の分野においても，交通事故や環境問題等の社会的要求に対応
すべく，制御システムの進化に伴う複雑化，大規模化が進行している[29-31]． 
加えて，地球規模の温暖化対策として省エネルギー化を推進すべく，システムを構成す
る部品の小型，軽量化の要求も高まり[8]，システムの構成部品の材料に対する要求も非常
に厳しくなってきている．この様に，構成部品単位では故障に対する設計余裕度を縮小す
る傾向にあるため[46]，システムの規模の拡大，すなわち構成要素数が増加する状況を勘
案すると，故障の発生リスクは，ますます高まる傾向にあるといえる．従って，複雑で大
規模な制御システムを対象とした故障診断の技術を確立していくことが非常に重要な課題
となっている． 
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１．２ 複雑・大規模システムの故障診断に対するこれまでの取り組み 
 
複雑で大規模な制御システムに対する故障診断に対して，過去に多くの研究がなされて
いる．しかし，それらの多くは診断対象の情報を中央に集約するアーキテクチャであり，
中央処理装置の計算能力と通信帯域の制約を勘案すると，実用化することは困難であった
とされている [9-10].  
複雑なシステムに対する故障診断の例として，ニューラルネットワークを用いたものが
多く研究されている．ニューラルネットワークは，診断対象の数学モデルや故障の知識デ
ータベースを構築する必要がなく，教師データに対してニューラルネットワークを学習さ
せることにより，容易に診断システムが形成できるという利点があるため，診断アルゴリ
ズムが不明な診断問題やパターン認識を主体とする診断問題に適している[11-12]．これら
の特徴は，構成要素間の関係が不明確となりやすい複雑なシステムの故障診断に有効とな
る可能性がある．また，ニューラルネットワークのアルゴリズムが生体の神経系のメカニ
ズムに起源を持つことから，神経系の並列処理を模した計算が可能なハードウェアを利用
することにより[13]，中央処理装置による計算負荷を軽減することが期待できる．従って，
大規模なシステムの故障診断の方法としてもニューラルネットワークを用いる方法は有効
となる可能性がある．実際のシステムへの適用として，損傷すると大事故に至る大型回転
機械の軸受けや排気ガスの浄化システムを含む自動車用エンジンの故障診断等への適用に
ついて研究がなされており，その有効性が議論されている[14],[37],[40]．これらの研究
における診断方法では，システムの故障，正常の状態を予め教師データとして作成し，事
前学習するものが主流である．しかしながら，ニューラルネットワークは，システムの拡
張などにより，その構成が変化した場合に教師データを作成し直し，再学習が必要となる
欠点がある．一方で，現実的なシステムでは，基本構成は変えずに，必要な機能を従来の
システム構成に追加する，いわゆるバージョンアップの形態で小規模変更が頻繁に行われ
ている．故障診断にニューラルネットワークを用いる場合，システムの規模の拡大に伴っ
て，学習させるべき教師データの入力数や故障パターンの数が拡大する．このため，拡大
した教師データの作成と再学習に要する時間も増大するので大規模なシステムの診断に対
しては，やはり不利であると考える．この様な，大規模なシステムに対するニューラルネ
ットワークを用いた診断の欠点を補うために，小規模なニューラルネットワークを複数準
備して階層的に配置する構成が提案されている[11],[15]．この方法では，前段に配置され
たニューラルネットワークで大雑把に故障状態を分類しておき，後段に配置されたネット
ワークで故障状態の詳細を識別する．この方法によると，診断対象のシステムの構成が変
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更されても，前段のネットワークと，一部の後段のネットワークのみを再学習させればよ
いため，再学習に要する時間を短縮できる．しかしながら，ニューラルネットワークの構
造（中間層のユニット数など）の最適化に試行錯誤が必要な点や，故障の全ての原因と故
障発生時のプロセスの計測データが既知であることなどの制約が存在するため，実用化に
は，まだ課題が多いと考える． 
また，ニューラルネットワークの原理は教師データとして事前に準備した故障状態のデ
ータを基にパターン認識を行い，故障状態を判定するものであることから，故障の検出能
力は教師データの選定に左右されることになる[16]．ニューラルネットワークは，その特
徴である「汎化能力」により，教師データに含まれない状態も識別が可能であることが知
られているが，その研究成果の大部分は，ノイズに埋もれた観測値から故障状態を判定す
るものや，正常状態から徐々に摩耗・劣化する様な故障状態を判定するもの（すなわち，
予め定められた故障状態に近づく様子を検出するもの）が多く[14],[17],[18]，教師デー
タと関連性の低い，全く想定外の故障状態に対してまでは，検出能力を期待することがで
きないのが現状である．複雑で大規模なシステムでは，システムに起こりうる全ての故障
状態を事前に把握すること，また，その状態を教師データとして準備することは非常で困
難であると考えられるため[46]，ニューラルネットワークに代わる，複雑で大規模なシス
テムに適した故障診断アルゴリズムの提案が期待されている． 
 
１．３ システムの開発手法の進化によるシステム記述法の変化 
 
近年，機械，ソフトウェア，電子回路が密接に関わるメカトロニクス製品が増加してお
り，その開発・設計手法として「モデルベース開発」が注目されている．モデルベース開
発とは，要求機能やシステム構造，システムの振る舞いなど，システムに関連する様々な
情報を明示的に表現し，それらとシミュレーションによる設計案の検証を統合することに
より，効率的な開発・設計を実現するものである[19]．具体的には，システムの構成要素
の構造や振る舞いを数学的な記述を中心としたモデルで表現し，これらを集約してシステ
ム全体をモデルで表現する．この開発手法を用いることにより，従来の手法よりも，手戻
りに掛かる工数を大幅に削減することができる．従来の開発手法では，制御アルゴリズム
の設計，ソフトウェアの作成・実装という工程を経た後に，実際の制御対象物を用いて動
作検証を行う．すなわち，開発後半になってから開発前半に設計した制御アルゴリズムの
妥当性が検証されることになる．このため，この検証工程で不具合が見つかると，手戻り
の工数が非常に大きくなってしまう．一方，モデルベース開発では，制御アルゴリズムと
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制御対象物を数学的なモデルとして事前に準備するため，制御アルゴリズムの設計段階に
おいて，シミュレーションを用いてその妥当性を検証することができる．従って，設計内
容の修正に伴う手戻りを大幅に削減することができる[20-21]． 
本開発手法は，電力，交通，製造などの社会・産業インフラシステムの省エネルギーを
担うために，システム内に組み込まれる複雑で大規模な制御ソフトウェアを，限られた開
発期間中に効率的に開発するために，開発時の手戻りを最小化するアプローチとして自動
車産業を中心として発展しつつある．この手法を実用化できたのは，近年の情報処理技術
の進歩による大規模な計算機シミュレーションの実現や，モデリング技術に関する人材育
成，モデルの構成・記述法の統一化を推進した標準化組織の功績によるものであろう[22]．
これらの結果として，現実に存在する複雑で大規模な制御システムにおける構成要素の
個々の振る舞いや制御アルゴリズムに対して，数学的な記述による表現が実現されること
となった． 
また，本開発手法で作成した構成要素のモデルは再利用性が高いため，段階的なバージ
ョンアップを伴いながら拡大するシステムの開発においては，既存のシステム全体のモデ
ルの一部を修正・追加することでバージョンアップされたシステムを表現できる．従って，
進化し続ける現実のシステムに対する開発手法としては非常に有効であり，今後も自動車
産業のみならず，他の産業分野にも適用範囲が広がっていくと思われる． 
 
１．４ 免疫型システムを用いた故障診断 
 
1.2節で述べた複雑で大規模システムに対する故障診断の困難性に対して，システム全
体が数学的なモデルで記述されることは故障診断システムの構築にも有利に作用する．な
ぜならば，故障診断の対象となるシステムの個々の構成要素に対して，構成要素間の関係
性を数学的に表現することができるからである．構成要素が故障して，その出力が正常な
状態では取り得ない範囲へ逸脱する場合は，故障の判断は容易である．しかし，出力が正
常時にとりうる範囲に収まる場合は，その構成要素の出力だけでは故障の判断ができず，
他の構成要素との関係性が維持できているか否かで故障の判断を行うこととなる．この際，
構成要素間の関係性が数学的に表現されていれば，正確な故障診断を行うことができる．
また，この構成要素間の関係性の 成立／不成立の判定は，全ての構成要素の出力情報を中
央に集約しなくても，それぞれの構成要素間で独立して実施できるので，前節で述べた中
央処理装置の能力の問題や，各構成要素の出力情報の伝送に必要な通信帯域の問題の克服
が期待できる．従って，システムの各構成要素が自律的に，それぞれの要素間の数学的な
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関係性を利用することにより，継続して複雑化，大規模化が進行している制御システムに
対して，有効な診断アルゴリズムを構築することができると考えられる． 
このような自律分散型の故障診断アルゴリズムとして，「免疫型システム」を用いた故
障診断アルゴリズムが提案されている．このアルゴリズムは免疫学の“自己／非自己認識”
という特殊なパターン認識の機能を基に構築されており，他の構成要素をテストする能力
を持つ構成要素を相互結合してネットワークを構成し，それらの協同認識により非自己の
状態，すなわち故障状態にある構成要素を検出するものである[23]． 
免疫学における自己／非自己認識の機能は「イデオタイプネットワーク(idiotypic 
network)」として説明される．これは，抗原の認識が，それに特異な単一の認識ユニット
によってのみ行われるのではなく，その認識の過程で生成された抗体もまた抗原性を有し，
他のユニットの認識対象になるという，相互認識連鎖のネットワークによる認識である
[49]．例えば,センサ等のシステムの構成要素
iu は，抗体を産生できるＢ細胞（白血球の
一種）とみなし，
iu の信用度（ iu が正常である事について，どの程度信用できるかを定量
化したもの）
iR は，Ｂ細胞の活性度と見なせる． iu と構成要素 ju 間の関係性に対してテス
トを実施して，関係性が成立する場合はタイプ j の抗体を自己と認めたことを意味し，一
方，関係性が成立しない場合はＢ細胞がタイプ j の抗体を非自己と認識した，すなわち，
システム内に異常が発生していることを意味する． 
このように， 免疫学の自己／非自己分類システムの振る舞いに対応した自律分散型の
故障診断アルゴリズムが「免疫型システム」を用いた故障診断である．このような，自然
の免疫システム(natural immune system)の原理に基づいて発展した人工免疫システム
(artificial immune system) は，90 年代に出現したコンピュータシステムであり[51]，
複合問題の最適化，故障診断等，様々なエンジニアリングの分野で幅広く適用されている
[52-54]．特に前述した免疫型システムを用いた故障診断では，教師データを必要としない
[23]，すなわち，未知の故障状態に対しても検出可能となるという点でも非常に有望であ
り，これまでに故障診断への適用事例[47],[58] が報告されている．これらの例として，
制御システム内に配置されたセンサの故障診断に，免疫型システムの特徴を用いた診断の
アルゴリズムが提案されており[42-46]，実際のセメントプラントのプレヒーティングタワ
ーの様な，大規模なプロセスに適用する事例も含まれている[46],[49]． 
また，ネットワークに新たな構成要素を追加する場合，追加する構成要素に関連する構
成要素間で相互の関連性を設定し，信用度の算出式の変更を行うだけで新しいネットワー
クに対応が可能となるため，ネットワークの拡張が容易である．ニューラルネットワーク
を用いた故障診断システムと比較した場合，免疫型システムはニューラルネットワークに
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おいて必要となる学習過程なしに追加可能であり，一般性を有している[46]．それゆえ，
大規模で複雑なネットワークに対しても，迅速な故障診断およびメンテナンスが可能とな
る[49-50]. 
1.3節で述べた様に，システムの開発手法の進化により，制御システム全体を数学的な
記述で表現されるようになってきたことで，システム内の構成要素間の関係性も容易に数
学的に扱えるようになり，免疫型システムによる故障診断アルゴリズムを適用しやすくな
った．この様な状況も踏まえて，近年の制御システムの重要課題である，複雑で大規模な
制御システムを対象とした故障診断技術の確立には，免疫型システムを用いた故障診断ア
ルゴリズムの適用が有効であると考える． 
以下に，ここまでに述べた免疫型システムを用いた故障診断アルゴリズムの有効性をま
とめる． 
  
・自律分散型のアルゴリズムであるため，診断対象の情報を中央に集約する必要がない．
従って，中央処理装置の処理能力や，診断対象の情報を伝送するための通信帯域の制
約を受けにくく，大量のデータを扱う大規模なシステムに有効である． 
 
・未知の故障状態に対しても故障検出が可能である． 
従って，事前に全ての故障状態を予測し，教師データを生成・学習させる必要がない
ため，複雑なシステムに有効である． 
 
・システムの変更箇所に対する関係性を追加するだけでシステムの拡張が可能である． 
従って，小規模変更が頻繁に行われながら発展・拡大していく現実の制御システムに
対して，その診断システムは少ない改修工数で追従することができるため，特に大規
模なシステムに対する保守性の面で有効である． 
 
１．５ 免疫型システムを用いた故障診断の課題 
 
しかしながら，免疫型システムを用いた診断を現実の制御システムへ適用した場合に，
次の３つの問題点があることが判っている．１点目は，発生頻度が高い様な「既知の故障
モード」に対しても故障の検出を速めることができないことである．これは，特にセンサ
による観測値にノイズが重畳する環境下では，正確な診断を行うために，免疫型システム
の更新感度を低く抑えなければならないことが原因である．しかしながら，実際にシステ
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ムの構成要素に発生する故障モードの大部分は，発生頻度が高い「既知の故障モード」で
あることが多い．例えば自動車の様に高い信頼性が必要とされるシステムの構成要素は，
経年劣化が生じると，システム全体の用途に対して安全な方向に故障するように設計段階
から作り込まれている．この様に，予め想定される一次的な故障モードに対して，システ
ム全体への二次的なダメージを極小化する設計思想がフェールセーフ制御であり，この制
御を有効に活用するためには，現実的にノイズが重畳する環境下においても，この一次的
な「既知の故障モード」をできる限り速く検出することが重要である． 
2点目は同時に多重故障を起こした場合に，故障の検出ができなくなる，あるいは故障
の検出が遅くなることである．この現象は，特に診断の対象となるセンサネットワークの
局所的な領域において，同時多重故障が発生した場合に多く見られる．免疫型システムの
故障診断の基本原理は，センサ出力に関係のあるセンサ同士による相互テストによって予
め定められた関係性，すわなち「制約」を満足するか否かのテストを行い，制約を満たさ
ないセンサほど，センサ出力の妥当性を示すパラメータ値を引き下げる，というものであ
る．このため，前述のように，センサネットワークの局所的な領域において，出力に関係
のあるセンサが同時に多重故障を起こすと，相互テストの結果が不適切になることがある．
例えば，故障したセンサ間で相互テストの結果を誤って正常と判定してしまうことがある．
この場合，故障したセンサの妥当性を示すパラメータを十分に低下させることができなく
なるので，故障の検出ができなくなったり，検出が遅くなったりする．一般に，センサネ
ットワークの局所的な領域に配置されているセンサの出力は相関性が高い．従って，この
様な領域でセンサの同時多重故障が生じた場合に，前述のような問題が生じる可能性が高
い．前述のとおり，制御システムは要求の高度化に伴って大規模化が進んでいる．プラン
トに設置される各種センサを例に挙げると，システムの大規模化はセンサ数の増加，すな
わちプラント内における高密度なセンサの配置となる．高密度に配置されたセンサは特に
過酷な使用環境下で，同時故障に至ることがある．これら複数のセンサの故障を速く正確
に診断することが，制御システムの信頼性を確保する上で重要である． 
3点目は，システムの構成要素が実際に故障状態にならないと，各々の構成要素の妥当
性を示すパラメータに変化が生じないことである．換言すると，システム全体が正常範囲
として稼働している状況下においては，各々の構成要素が正常から異常状態に近づいてい
く様子が監視できないということである．また，構成要素が故障状態になってから，妥当
性パラメータが変化しはじめるため，結果として，故障の発生タイミングから故障を検出
するまでの期間が長くなってしまう．この原因は，構成要素の妥当性パラメータの算出に
利用される相互テストの結果が「正常」「異常」に対応する２値しか存在せず，システム全
9 
 
体が正常である状態も含めて，構成要素間の関係の状態を表現するには情報量が少ないこ
とである．高い稼働率を必要とするシステムでは，構成要素の故障によるシステムの停止
を回避するために，定期的にメンテナンスを必要とする．メンテナンスの際に全ての構成
要素を個別に点検すると，非常に長い期間を必要とするため，システムの稼働率が低下し
てしまう．また，耐久劣化に起因する構成要素の故障を回避するためには全ての構成要素
を，このメンテナンスのタイミングで交換することであるが，この方法は非常にコストが
掛かるばかりか，構成要素の初期不良や交換作業のミスによるシステムの正常稼働を妨げ
るリスクを増大させる．従って，高い稼働率を必要とするシステムの故障診断には，でき
る限りシステムが正常稼働している間に構成要素の劣化度合いを検知し，劣化の進んだ構
成要素のみをメンテナンスの際に交換することが，コストの面でも信頼性の面でも重要で
ある．  
本研究の目的は，これら３つの問題点を解消するために，システムの構成要素に生じた
故障を高速に検出できる新しい診断アルゴリズムを構築することである．これらの問題点
の解消を課題とすることにより，複雑で大規模なシステムの故障診断に有効と考えられる
免疫型システムを用いた診断アルゴリズムの実用化を目指している．ここで，「高速に故障
を検出する」とは，システムの構成要素に故障が発生してからこの状態を検出するまでの
期間を短縮するという意味である．更には，従来の診断アルゴリズムでは検出することが
困難であった故障のパターンを検出できるような改良を含む．  
以下に，本論文の構成を示す． 
まず，第2章では，従来の免疫型システムを用いた故障診断アルゴリズムについて説明
し，次に既知の故障モードに対して故障検出の効率を改善するアルゴリズムを提案する．
これは，現実には，システムの構成要素であるセンサに関して発生頻度が高い故障モード
が予め判っている場合が多く，発生頻度が高い故障モードに対しては未知の故障モードよ
りも速く故障を検出し，メンテナンス性の向上，ひいてはシステムの高稼働率の実現に寄
与するものである．具体的には，センサに既知の故障モードが発生した際に，他のセンサ
の出力値を既知の関係に当てはめて，そのセンサの出力値を推測し，実際のセンサ出力と
の類似度を算出して，この類似度に応じて妥当性パラメータの更新量を調整することで，
故障検出までの期間を短縮する．提案したアルゴリズムにより，免疫型システムを用いた
診断の特長である，未知の故障モードに対する故障検出の能力を維持しつつ，センサの観
測値にノイズが重畳する環境下においても従来のアルゴリズムより少ない観測回数で故障
を検出することができることを確認した．  
第3章では，システムの局所的な領域におけるセンサが同時に多重故障した場合に対し
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ても効率よく故障を検出するアルゴリズムを提案する．これは，プラント内に集中的に配
置されたセンサ群が同じ過酷な環境の下で使用されることにより生じやすい「同時多重故
障」が発生した場合にも，故障検出能力の低下抑制に寄与するものである．局所的に同時
多重故障が生じると，センサ間の相互テストの結果が不適切となることがあるため，故障
検出能力の低下あるいは，故障検出に必要な観測回数の増加を招いてしまう．そこで，故
障の疑いのあるセンサが存在する局所的な領域を特定し，この領域内の故障の疑いのある
センサ間で実施する相互テストの結果を，妥当性パラメータの動的モデルの算出から除外
するアルゴリズムを提案した．このアルゴリズムにより，同時多重故障に対して冗長なセ
ンサを追加することなく，従来アルゴリズムよりも少ない観測回数で故障検出できること
と，従来のアルゴリズムでは故障検出できない故障センサの配置のパターンに対しても，
故障検出できることを確認した． 
第4章では，軽度の故障状態に陥ったセンサを確実に故障検出できるほか，システムが
正常な状態であっても劣化の進んだセンサを検出することができるアルゴリズムを提案す
る．これは，正常なセンサと故障したセンサの相互テストの結果が連続的に「異常」とな
らないようなプラントの動作状態やセンサの故障状態であっても，故障検出の早期化に寄
与するものである．また，システムが正常に稼働している状況下において，システム内で
耐久劣化による故障の前兆として誤差が大きくなっているセンサを検出することにより，
効率の良いシステムの保守管理を実現するものである．具体的には，センサの妥当性パラ
メータの動的モデルの算出に利用される相互テストの結果パラメータに着目し，従来のア
ルゴリズムでは「正常」と「異常」の2値しか持たないこのパラメータを，センサ間の「典
型的な」関係からの誤差の大きさに応じて連続的にその値を変化する様にした．このアル
ゴリズムにより，計測対象のプラントの状態が刻々と変化して，センサ間の相互テストの
結果が連続的に「異常」とならない場合に，従来アルゴリズムでは故障検出できなかった
軽度の故障状態を確実に故障検出できることを確認した．また，別の評価結果として，全
てのセンサが正常な状態において，最も誤差が大きいセンサを特定できることを確認した．  
最後に第5章では本研究の結論を総括する． 
  
11 
 
 
 
第２章 免疫型システムを用いた故障診断に対する 
 既知の故障モード検出の効率改善 
 
２．１ はじめに 
 
90年代に出現した人工免疫システム(artificial immune system) は，自然の免疫シス
テム(natural immune system)の原理に基づいて発展したコンピュータシステムであり[51]，
複合問題の最適化，故障診断等，様々なエンジニアリングの分野で幅広く適用されている
[52-54]．特に人工免疫システムを用いた故障診断では，未知の故障状態が検出可能となる
という点で非常に有望であり，これまでに故障診断への適用事例[47],[58] が報告されて
いる．これらの例として，制御システム内に配置されたセンサの故障診断に，免疫システ
ムの特徴を用いた診断のアルゴリズムが提案されている[42-46]．免疫型システムによる故
障診断では，故障の状態が動的ネットワークの平衡点へ埋め込まれている，という特徴が
ある．ネットワークの平衡状態で診断結果を表現するため，センサあるいはプロセスの未
知の故障状態に対しても柔軟に故障の判定ができる．ネットワークの平衡状態で診断結果
を表現するため，センサあるいはプロセスの未知の故障状態に対しても柔軟に故障の判定
ができる．しかしながら，センサによる観測値にノイズが重畳する環境下で正確な故障判
定を行うためには，動的ネットワークを平衡状態とするために更新感度を下げる必要があ
る．すなわち，免疫型システムで故障の判定に用いる「信用度」パラメータに与えるノイ
ズの影響を抑制するためには，このパラメータの更新感度を下げる必要があり，これが故
障を検出するまでの期間を長くする原因となっている． 
一方で，現実的には，発生頻度が高い故障モードが予め判っている場合が多い[65-66]．
例えば，自動車など，高い信頼性を必要とする制御システムにおいては，むしろ多くの故
12 
 
障モードが既知であることを積極的に利用して，フェールセーフ制御を構成することによ
り，その要求に応えている．また，このような故障モードが発生した場合には，故障を検
出するまでの期間をできる限り短縮させて，早期にシステムを正常な状態に修復したい，
というシステム運用面での要求がある．これらの課題を克服するために，本章では未知の
故障モードに対する故障検出性能を維持しつつ，発生頻度が高い「既知の故障モード」に
対しては，少ない観測回数で故障を検出できる診断方法を提案する．具体的には，あるセ
ンサに既知の故障モードが発生した際に，他のセンサの出力値を既知の関係に当てはめて，
そのセンサの出力値を推測し，実際のセンサ出力との類似度を算出して，この類似度に応
じて信用度パラメータの更新量を調整することで，故障検出までの期間を短縮するもので
ある． 
2.2節では本論文で提案する診断方法の基礎になる，従来の免疫型システムによる診断
モデル[44]について示す．2.3 節では，既知の故障モードに対して本モデルを拡張した診
断モデルのアルゴリズムと，観測ノイズによる故障検出に要する観測回数への影響につい
て示す．2.4 節では未知の故障モードに対する故障検出能力を維持しつつ，ノイズの多い
環境下でも既知の故障モードに対して故障検出までの観測回数を少なくできる点をシミュ
レーション実験により検証する． 
 
２．２ 免疫型システムによる診断アルゴリズム 
２．２．１ 診断の基本モデル 
 
ここでは，本論文の診断方法の基礎になる，診断アルゴリズムの基本モデルについて述
べる．システム内の各々のセンサは信用度というパラメータを有し，このパラメータの値
に応じて，そのセンサの正常，あるいは異常（故障）を判断する．各々のセンサの信用度
は，他センサとの相互テストの結果と，相互テストの対象センサの信用度を基に算出する．
信用度の動的モデルには診断の結果を確定的に扱うモデル（すなわち，信用度が正常（＝
１），故障（＝０）の２値しか持たないモデル）や，結果に曖昧性を残すモデル等，用途に
応じていくつかのバリエーションが存在する[44]．将来的にこの信用度の値を故障の程度
を判定する尺度に活用することを考慮して，本論文では結果に曖昧性を残すモデルを基に
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診断方法の検討を行う． 
Figure 2.1 に示す自動車の排気ガス浄化システムの場合，エンジンや変速機，触媒コ
ンバータ等を中心として多数のセンサが配置されており，これらのセンサ出力の妥当性を
監視しながら，制御装置は適切に燃料を燃焼させている．ここで， is ),,1( ni  をシステ
ム内のセンサとし， kS ),,1( mk  をそれぞれの出力に関係のあるセンサ群の集合とする．
なお，ここでいう「関係がある」とは，他の要素の値が確定すれば，残りの１つの要素の
値が一意に決まることであると定義する． 
これらを Figure 2.2 を用いて説明する．Figure 2.2 は Figure 2.1 のセンサの関係を
示した図であり，センサ is )6,,1( i に対して，それぞれの出力に関係のあるセンサの集
合 kS )4,,1( k が存在している．例えば， },,{ 4313 sssS  の場合は 3s ， 4s の出力値が
確定すれば， 1s の出力値が一意に決まる．この様な関係は，現実的には，例えば定容積の
空間で，組成が既知の気体の圧力と温度が検出できれば，質量が一意に決まる関係に見ら
れる． 
 
 
 
 
 
 
Figure 2.1 Automotive exhaust gas treatment system 
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Figure 2.2 Example of sensor groups 
 
このような冗長性が異常検出のかぎである．また， kT )4,,1( k は， kS の要素をなす各
センサの出力が予め決められた関係を満たすか否かのテストの結果を示し，結果に応じて
正あるいは負の数をとる． )(tri は時刻tにおけるセンサ is の信用度の時間関数であり，そ
の動的モデルを 
 

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tr
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dt
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で示す[44]．なお，文献[44]で示される(2.1)式の右辺第2項の抑制項に関して，本論文で
は時間の単位の取り方に依存しないように時定数 を設けている．信用度 )(tRi は，この
)(tri を[0,1]の範囲に正規化したものであり 
 
))(exp(1
1
)(
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tR
i
i

             (2.2) 
 
で示す． )(tRi が 0.5 より小さい場合に，対応するセンサ is を故障と判定し，それ以外の
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場合は正常と判定する． (2.1)式の右辺第 1 項において， はセンサ is に関係がある
センサ集合 kS についての和であり， は kS に含まれる is 以外のセンサ js の信用度
)(tR j の積を表す． kS に含まれるセンサ間の関係の整合性のテスト結果 kT を 
  






otherwise,1
))((if,1 kkk
k
tf
T
V
         (2.3) 
 
と定義する．ここで，センサ間の関係を「制約」として 0))(( tf kk V  で表す． )(tkV は
センサ群 kS に含まれるセンサの時刻t における出力値のベクトルである．この制約により，
他の要素の値が確定すれば，残りの１つの要素の値が一意に決まることとなる．なお， k
は許容される誤差などを考慮して，事前に決められる定数である．したがって，センサ is
を信用しうるとするセンサの加重評価が，信用できないとするセンサのそれより大きいと
き，(2.1)式の右辺第1項は正となり増加する． 
つぎに，センサの信用度と同様に，各制約に対する信用度も導入する．制約の異常（す
なわち，計測対象のプラントの異常）は，信用度の高いセンサ間の整合性のテストが不成
立の場合( 1kT )に疑うものとする．このため，各制約に対する信用度の動的モデルは，
各制約に含まれるセンサの信用度の積で表される．そこで，各制約の信用度 )(tR
kT
の時間
関数 ]0,()( tr
kT
の動的モデルを 
 

)(
)(
)(
,
tr
tRT
dt
tdr
k
ki
k T
Ssi
ik
T
 

          (2.4) 
 
で示す．センサ間の整合性のテストの結果が成立( 1kT )の場合は，制約を正常とみなし
て，制約の信用度 )(tR
kT
は 1 とする．一方，センサ間の整合性のテストの結果が不成立
( 1kT )の場合は， ]0,()( tr kT を ]1,0[)( tR kT の範囲に正規化する．従って，各制約
の信用度 )(tR
kT
を 
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で示す．以上が，従来アルゴリズムによる診断の基本モデルである． 
 
２．３． 提案アルゴリズム 
２．３．１ 既知の故障モードに対する診断 
 
ここでは，従来の診断モデルからの拡張について述べる．前述のとおり，センサが陥り
やすい故障モードは予め判っていることが多い．例えば，センサの構成部品の経年変化な
どに起因する，特定の部材の変質や消耗等である．このため，センサに既知の故障モード
が生じた状態のセンサの入出力特性は予め判っていることが多い．既知の故障モードが生
じたセンサ is を含むセンサ群 kS に含まれるセンサ間の関係を ))(()( tgtv ikiki v とする．
ここで )(tikv はベクトル )(tkV から要素 )(tvi を除いたベクトルである．ただし，この関係
式は，故障していないセンサの出力に誤差が生じていない，「典型的な」状態であり，現実
的には故障したセンサ以外のセンサ出力にも誤差は生じる．そこで，この誤差を考慮した
許容範囲 k を加味して， kikiki tgtv  |))(()(| v  が成立する状態を，既知の故障モードが
発生した場合の各センサ間の関係とする． 
 
２．３．２ 信用度の動的モデルの拡張 
 
免疫型システムの診断の特長は，未知の故障モードに対しても柔軟に故障検出できるこ
とであり，この特長を維持しつつ，既知の故障モードに対して信用度の減少を速める方法
を検討する． 
(2.1)式で示した信用度の動的モデルを基に，既知の故障モードが生じた場合に信用度
が減少する様にモデルを拡張する．具体的には，既知の故障モードが発生した際に，他の
センサの出力値を既知の関係に当てはめて，そのセンサの出力値を推測し，実際のセンサ
17 
 
出力との類似度に応じて，信用度の時間関数の動的モデルの更新量を変化させる．類似度
ikC は，観測されたセンサの出力と既知の故障モードが発生した場合に推測される値との
平均距離 
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より算出される．lt は制約 kf で整合が取れない観測時刻であり，Lは時刻 0t から ltt  ま
での間に制約 kf で整合が取れなくなったサンプリングの回数である．サンプリング数で平
均することにより，センサの観測値に重畳するノイズの影響を抑制する．つぎに，類似度
)(LCik を，(2.6)式で算出した )(LDik  を用いて 
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として求める．(2.7)式は，(2.6)式で定義した平均距離 )(LDik を基に，各センサの実際の
出力で構成される関係と，特定の故障モードが発生した場合に生じる典型的な各センサ出
力の関係との類似性を類似度として定量化している． は類似度の調整感度， minL は類似
度を算出するために必要なサンプリング数の最小値である．この類似度 )(LCik を用いて
(2.1)式を拡張すると 
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となる．(2.8)式は(2.1)式の右辺に第３項として類似度 )(LCik の積を減じたものである．
これはセンサ is が関与する全ての制約で類似度が同時に大きくなる場合にのみ，センサ is
の信用度 )(tRi の時間関数 )(tri が減少するようにした動的モデルの拡張である．なお，
min
,
)( CLC
ki Ssk
ik 

の場合は，(2.8)式の代わりに(2.1)式を )(tri  の時間変化率の算出に適
用する．これは，既知の故障モードとの類似度が小さい場合は，未知の故障として扱うた
めの処置である．このため，故障モードが未知の場合は従来の動的モデルと等価となるの
で，未知の故障モードに対する故障検出の柔軟性は維持されている． 
 
２．３．３ 複数の既知の故障モードへの対応 
 
一般に，既知の故障モードはシステム内のすべてのセンサに存在しうる．また，それぞ
れのセンサは複数の部品で構成されており，これらの個々の部品に関して既知の故障モー
ドが存在しうる．例えば，センサの内部回路で結線がショートすることもあれば，断線す
ることもある．実際には，発生確率の違いはあるにせよ，１個のセンサに対して複数の既
知の故障モードが存在しうる．そこで，特定のセンサ以外も含めて，複数の故障モードが
発生しうる場合に対応できるような診断モデルの拡張を行う． 
センサ is が ip 個の既知の故障モードを有する場合（但し， 1ip ），センサ is を含む kS
において，センサ is の p 番目の既知の故障モードに対するセンサ間の関係を
))(()( ),( tgtv ik
pi
iki v とする．つぎに，この関係式を用いて，(2.6)式を複数の既知の故障モ
ードに対応する様に 
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と拡張する．同様に，(2.7)式，(2.8)式を， 
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と拡張する．ここで， )()(
,
),(),( LCLU
ki Ssk
pi
ik
pi 

 である．(2.11)式では，センサ is が有する ip
種類の既知の故障モードに対して，それぞれの類似度 )(),( LC piik の積 )(
),( LU pi を算出し，そ
れらの最大値を(2.8)式の右辺第３項と置き換えている．これは，実際の故障の原因は互い
に独立した事象であるため，複数の既知の故障モードとの類似度を同時に算出しておいて，
その中から最大値のみを選択することで，実際の故障モード以外の類似度の影響を受けな
いようにするためである． 
 
２．３．４ 診断アルゴリズム 
 
(2.11)式の類似度を用いた，免疫型システムの診断方法の診断アルゴリズムを Figure 
2.3に示す． 
Step1 各センサの出力 iv を観測し，(2.3)式により，各制約での整合性をテストする．  
 
Step2 関連する全ての制約が整合しないセンサに対して，その信用度の時間関数の変化率
][NDri を(2.11)式で算出する．但し， min
),( )]([max CLU pi
p
 となる場合や，一部
の制約が整合するセンサは，(2.1)式で ][NDri を算出する．なお，N はN 回目の
処理サイクルを示す． 
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Step3 各プロセス（制約）の信用度の時間関数の変化率 ][NDr
kT
を(2.4)式で算出する． 
 
Step4 全てのセンサ，プロセス（制約）の信用度の時間関数を次の処理で更新する．信用
度の変化率に更新感度 を適用して更新することにより 1N 回目の処理サイク
ルの信用度を算出している． 
 ][][]1[ NDrNrNr iii  
 ][][]1[ NDrNrNr
kkk TTT
 
 
Step5 全てのセンサ，プロセス（制約）の信用度を，それぞれ(2.2)，(2.5)式で算出する． 
 
Step6 信用度が0.5を下回るセンサを異常と判定し，それ以外のセンサは正常と判定する． 
 
Step7 信用度が0.5を下回るプロセス（制約）を異常と判定し，それ以外のプロセスは，
正常と判定する． 
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Figure 2.3 Flow of proposed diagnosis algorithm 
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Step5
Step6
Step7
max[U(i,p)] ＜
Cmin ? Y
N
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２．３．５ 観測ノイズの影響 
 
センサの故障時に信用度の減少を速めるために，前述した診断アルゴリズムの信用度の
更新感度 を大きくする方法を考える．前述の診断アルゴリズムのSTEP4では，信用度の
変化率に更新感度 を適用して更新することにより 1N 回目の処理サイクルの信用度
を算出している．ここで更新感度 を大きくすると，処理サイクル1回あたりの信用度の
更新量は大きくなるため，信用度の故障判定領域(<0.5)への収束が速まる．しかし，セン
サの観測値にノイズが重畳する場合には，この更新感度 を小さく設定しておかなければ診
断結果を誤ることがある．センサ群 kS に含まれる各センサの観測値
)](,),([)( 1 tvtvt khk V に，それぞれ独立したノイズ )(teh （但し， 0)(0


dtteh ）が重畳
した各センサの出力ベクトルを )]()(,),()([)( 11k tetvtetvt kk hh  V とする．制約
|))((| tf kk V が許容誤差 k 近傍である場合に，すべてのセンサの出力が正常，すなわち
kk tf |))((| V であるにもかかわらず， kk tf  |))((| V となる場合がある．また，あるセ
ンサの出力が異常，すなわち kk tf |))((| V であるにもかかわらず， kk tf  |))((| V とな
る場合がある．したがって，これらの偶発的なノイズの影響により，(2.3)式で得られる kT
は誤った値となる場合があり，(2.1)式あるいは(2.11)式と，(2.4)式で得られる信用度の
変化率の算出を誤る要因となる．この条件下で更新感度 を大きくすると，信用度を間違
った方向に大きく修正してしまい，場合によっては正常あるいは故障を誤判定してしまう
ことになる． 
この現象を回避するためには，更新感度 を小さく設定して，各センサの出力のサン
プル数を多く確保する，すなわち，データを多くサンプリングすることによりノイズの影
響を小さくする必要があり，これが故障を検出するまでの観測回数が多くなる原因である． 
免疫型システムによる診断において，故障を検出するまでに必要な観測回数は，制約と
の整合が取れない頻度，すなわち， kkk tf |))((| V となる頻度に大きく影響を受ける．そ
こで本章では，制約との整合が取れない頻度は従来の診断モデルから変わらないことを前
提条件として，この条件下でも更新感度を大きくせずに信用度の低下を加速させる方法を
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提案する．具体的には，特定の故障モードが発生した場合の典型的な各センサ間の出力と，
実際のセンサの出力との類似度を算出し，この類似度に対応した値を信用度の時間変化率
から減算することにより，信用度の減少を速めている． 
 
２．４ シミュレーション実験 
 
Figure 2.4に示す，入力数1，出力数1のプラントG に対して，入力部に2個のセンサ，
出力部に1個のセンサを設けたシステムを対象として，本章で提案した診断アルゴリズム
の効果検証を行った．このネットワークに対して，センサの観測値にノイズが重畳する条
件でシミュレーション実験を行った．  
検討を容易とするために，プラントG の入出力特性は )()( tuty  とする．既知および
未知の2種類の故障モードに対して，診断アルゴリズムが故障を検出するまでの観測回数
と，故障検出時における故障したセンサと正常なセンサの信用度の差に着目する． 
 
２．４．１ 既知の故障モードの設定 
 
Figure 2.4のセンサ 1s に既知の故障が生じた場合について考える．センサ ns が正常な
時の出力を )(* tvn として，故障した状態の 1s の出力を 
 
2)()(
*
11  tvtv        (2.12) 
 
とする．また，センサ 2s , 3s の出力はいずれも正常であり，それぞれの出力は 
 
 )()(
*
22 tvtv         (2.13) 
 
  )()(
*
33 tvtv         (2.14) 
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 Figure 2.4 Simulation model 
 
となる．プラントG の入出力特性は )()( tuty  であるため，以下の関係が成り立つ． 
 
  )()()( 3
*
2
*
1
* tvtvtv        (2.15) 
 
センサ 1s に(2.12)式で示される既知の故障モードが発生した場合，センサ 1s と 2s の関係
式 ))(()( 11111 tgtv v ，センサ 1s と 3s の関係式 ))(()( 13131 tgtv v は，それぞれ，(2.16)
式,(2.17)式で示される． 
 
)(2)( 21 tvtv        (2.16) 
 )(2)( 31 tvtv         (2.17) 
 
２．４．２ 実験結果 
 
[実験条件] 
プラントGの入出力特性 )()( NuNy    
プラントGへの入力  






30401040,20401.0
10401040,401.0
)(
KNKKN
KNKKN
Nu     但し，Kは0以上の整数 
 
ノイズ 平均0, 25.0  の正規分布  
 (上記の分布で10種類のノイズデータを生成した．Table 2.1に諸元を示す) 
Plant G
Input Output
Sensor s3Sensor s1 Sensor s2
Noise Noise Noise
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時定数 0.1   時刻の単位となるように設定した． 
更新感度 02.0  
センサの観測値に重畳するノイズにより，信用度が急変して正常/故障の判定結果が頻
繁に変化しないように実験的に設定した． 
 
許容誤差 5.0321    ノイズが外乱として診断に影響を与えるように設定した．  
 
類似度の調整感度 1  
無次元であるセンサの出力に対して，類似度の基準(単位) となるように設定した． 
 
類似度算出の最小サンプリング数 10min L  
ノイズにより，センサ間の出力の関係が偶発的に特定の故障モードが生じた関係と近く
なった場合に，類似度として反映しないように実験的に設定した． 
 
類似度の適用最小値 5.0min C  
特定の故障モードと他の未知の故障モードが分離されるように実験的に設定した． 
 
Table 2.1 Noise data for each sensor 
 
Target sensor
s 1 s 2 s 3
Ave. σ Ave. σ Ave. σ
No.1 -0.003 0.251 0.010 0.244 0.008 0.250
No.2 -0.001 0.252 -0.007 0.255 0.013 0.258
No.3 0.002 0.247 -0.007 0.252 0.005 0.244
No.4 0.001 0.245 -0.003 0.246 0.006 0.244
No.5 0.000 0.247 0.002 0.253 0.007 0.258
No.6 0.001 0.248 -0.004 0.252 -0.002 0.240
No.7 0.005 0.256 0.001 0.239 -0.008 0.257
No.8 0.018 0.252 0.001 0.251 -0.015 0.249
No.9 0.004 0.250 -0.005 0.249 -0.005 0.261
No.10 0.000 0.248 0.004 0.241 0.025 0.253
Sample No.
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i)既知の故障モードに対する診断結果 
 
Figure 2.5に(2.12)式の既知の故障モードが発生した場合の各センサの出力の挙動を
示す．各センサには，平均0, 25.0 の正規分布のノイズが重畳している．まず，この
状態で，診断アルゴリズムに過大な更新感度を与えた際の信用度の挙動について説明する．
Figure 2.6は，更新感度を 1.0 に設定した場合の従来アルゴリズムによる信用度の挙
動を示している．故障センサ 1s  および正常センサ 2s ， 3s の信用度はいずれも不安定であ
り，観測94回目で正常センサ信用度 2R ， 3R は0.5を下回っており，「故障」と誤判定さ
れる．この現象が2.3.5節で説明した，観測ノイズによる故障の誤検出である．この現象
を回避するために，観測ノイズが大きい条件下では更新感度 を小さく設定する必要があ
り，これが故障を検出するまでに必要な観測回数を多くする原因となっている． 
次に更新感度を 02.0 に低減した状態で，信用度の挙動を従来アルゴリズムと提案ア
ルゴリズムで比較する．Figure 2.7(a)(b)はこれらの信用度の挙動の一例(試行No.1)を示
す．(a)，(b)はそれぞれ，従来アルゴリズム，提案アルゴリズムであり，提案アルゴリズ
ムの方が，故障センサ 1s  の信用度 1R は速く0.5未満になることがわかる．Table 2.2は
10種類のノイズデータを適用した結果であり，「故障検出に必要な観測回数」と「正常セ
ンサの信用度の最小値」を試行毎に集計して，それらの平均値を示している．故障検出に
必要な観測回数は，従来アルゴリズムの平均97.2回に対して，提案アルゴリズムでは平均
68.6回となっており，観測回数を約29％低減している．また，故障発生から全てのセンサ
の信用度が収束状態となり，十分な観測回数が経過するまでの間( 10000  N )で，正常
センサの信用度の最小値は，従来アルゴリズムの平均0.548よりも0.006程度増加してお
り，故障と正常の分離度，すなわち，Ｓ／Ｎが改善されていることが判る． 
最後に，これらの効果をもたらす提案アルゴリズムの作用について説明する．Figure 
2.8(a)(b)(c)は，センサ出力値(観測値)と既知の故障モードが発生した場合に推測される
値との平均距離（(2.6)式で表される）の挙動であり，(a)(b)(c)は，それぞれセンサ 1s ，
2s ， 3s に対応する平均距離 kD1 ， kD2 ， kD3 を示す．また，Figure 2.9(a)(b)(c)は(2.7)
式の類似度の挙動であり，(a)(b)(c)は，それぞれ類似度
k
C1 ， kC2 ， kC3 を示す．平均距
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離
k
D1 は，観測されたセンサ出力と，(2.16)式,(2.17)式で推測された値から算出される．
k
D2 ， kD3 については， ))(()(1 tgtv ikik v ，( 3,2i )で推定される値を用いて算出される．
平均距離
k
D1 が3種類の中で一番小さいことが判る．これは，センサ 1s に対する既知の故
障モードとの距離が最も近いことを示している．このため，類似度
k
C1 は3種類の中で最
も大きい値となる．なお，類似度の適用最小値は 5.0min C としているため，正常センサ 2s ，
3s に対応する類似度 
 kSsk
kC
2,
2 ， 
 kSsk
kC
3,
3 （Figure 2.9(b)(c)に示す）は常に0となり，故
障センサ 1s に対する 
 kSsk
kC
1,
1  (Figure 2.9(a)に示す)のみが0以外の値を取る．Figure 
2.10(a)(b)は信用度 1R の動的モデル dttdr )(1 の挙動であり，(a)(b)はそれぞれ，従来アル
ゴリズムと提案アルゴリズムを示している．提案アルゴリズムでは， 0
1,
1 
 kSsk
kC となり
始める観測27回目以降からその動的モデル dttdr )(1 の値が従来アルゴリズムより小さく
なることが判る．この作用により，信用度 1R は従来アルゴリズムよりも速く0.5未満に減
少する．従って，ノイズの多い環境下でも既知の故障モードに対して故障検出までの観測
回数を少なくできることが示された． 
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Figure 2.5 Outputs of sensors with noise for specific fault mode 
 (faulty sensor: s1 ) 
 
 
 
Figure 2.6 Simulation result for specific fault mode  
（Credibilities of each sensor(conventional with λ=0.1 )） 
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 (a) Credibilities of each sensor (conventional with λ=0.02 ) 
 
 
       (b) Credibilities of each sensor (proposed with λ=0.02) 
 
Figure 2.7 Simulation result for specific fault mode  
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Table 2.2 Result of simulation for specific fault mode 
 
 
 
 
 
   (a)                      (b)                     (c) 
 
Figure 2.8 Simulation result for specific fault mode  
（Mean distance Dik of each sensor） 
 
 
 
 
Conventional Proposed Conventional Proposed
No.1 94 71 0.537 0.544
No.2 92 75 0.544 0.550
No.3 74 55 0.549 0.555
No.4 116 99 0.552 0.561
No.5 93 59 0.544 0.549
No.6 94 54 0.555 0.560
No.7 121 65 0.554 0.559
No.8 88 55 0.543 0.550
No.9 91 67 0.546 0.548
No.10 109 86 0.552 0.558
Average 97.2 68.6 0.548 0.554
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   (a)                      (b)                     (c) 
Figure 2.9 Simulation result for specific fault mode  
（Similarity Cik of each sensor） 
 
 
 
(a) Conventional 
 
(b) Proposed 
 
Figure 2.10 Simulation result for specific fault mode  
（Dynamical model of Credibilities） 
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ii)未知の故障モードに対する診断結果 
 
Figure 2.11に(2.18)式の未知の故障モードが発生した場合の各センサの出力の挙動を
示す．前節同様に各センサには，平均0, 25.0 の正規分布のノイズが重畳している． 
 
)2()()(
*
11  tvtv        (2.18) 
 
なお，未知の故障モードであるため，(2.18)式に対応する関係式 ))(()( 11
),1(
111 tgtv
p
v ，お
よび関係式 ))(()( 13
),1(
131 tgtv
p
v は存在しない 
Figure 2.12(a)(b)は,それぞれ従来アルゴリズムと提案アルゴリズムの信用度の挙動
を示しており，これらは全く同じ挙動となる．以下，この理由について説明する．Figure 
2.13(a)(b)(c)は，この故障モードにおけるセンサ出力値(観測値)と既知の故障モードが発
生した場合に推測される値との平均距離であり，(a)(b)(c)は，それぞれ平均距離
k
D1 ， kD2 ，
k
D3 を示す．また，Figure 2.14(a)(b)(c)は類似度の挙動であり，(a)(b)(c)は，それぞれ
類似度
k
C1 ， kC2 ， kC3 を示す．ここで，平均距離 kD1 ( 3,,1i )は，前節の既知の故障モ
ードで適用した (2.16)式,(2.17)式で推測された値を利用して算出するため，いずれも前
節の結果より大きな値となる．この結果，
ki
C  ( 3,,1i )は小さく，そして 


ki Ssk
ikC
,
0 
( 3,,1i )となるので，提案アルゴリズムの動的モデル dttdr )(1 の値は，従来アルゴリ
ズムと同じになる．これが，Figure 2.12(a)(b)で示した信用度の挙動が同じとなる理由で
ある．この故障モードにおける信用度 1R の動的モデル dttdr )(1 の挙動を 2.15(a)(b)に示
す． 
以上より，提案アルゴリズムは未知の故障に対しても従来アルゴリズムと同等の故障検
出性能が維持されていることが示された．  
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Figure 2.11 Outputs of sensors with noise for unknown fault mode 
 (faulty sensor: s1) 
 
 
(a)                                (b) 
Figure 2.12 Simulation result for unknown fault mode 
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(a)                      (b)                     (c) 
 
Figure 2.13 Simulation result for unknown fault mode  
（Mean distance Dik of each sensor） 
 
  
(a)                      (b)                     (c) 
Figure 2.14 Simulation result for unknown fault mode  
（Similarity Cik of each sensor） 
 
 
(a)                                (b) 
Figure 2.15 Simulation result for unknown fault mode  
（Dynamical model of Credibilities） 
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２．４．３ 今後の課題 
 
2.4.2 節 では，プラントの入出力特性に時間遅れが無い条件下で，提案した診断方法
の有用性を検証した．これは，診断のための観測周期が，プラントの時間遅れよりも十分
に長い場合を想定した条件設定であるが，現実には，プラントの時間遅れが無視できない
ような，短時間での故障検出を要求される場合もあると考える．本章で提案した診断方法
では，(2.3) 式で示したセンサ間の整合性のテストや，(2.6) 式で示したセンサ出力の観
測値と推測値の平均距離の算出において，各センサ間の時間遅れの影響を受ける．従って，
提案した診断方法を，センサ出力間の時間遅れが無視できないシステムに適用するために
は，例えばセンサ間にプラントモデルを設置して，モデルから得られるセンサ出力の推定
値を用いて診断させる等の追加措置が必要となる．この様な時間遅れに対する追加措置の
必要性は，免疫型システムを用いた診断の本質的な問題であり，アルゴリズムの更なる改
良によって，いかにしてこれらの追加措置を軽減していくかが，今後の課題である． 
 
２．５ おわりに 
 
本章では，免疫型システムを用いた診断方法で，既知の故障モードが発生した場合に観
測回数が少なくなる方法を提案し，その有効性を議論した．免疫型システムを用いた診断
方法では，関連性のあるセンサ間のそれぞれのセンサの観測値が所定の制約から外れる際
に，信用度が低下して故障の検出を誘導するため，制約の成立判定に影響を与える様な大
きな規模のノイズがセンサの観測値に重畳する条件下では，既知の故障モードが発生して
いる場合でも故障検出までの観測回数を低減することが困難であった．しかし，既知の故
障モードに対する類似度を利用して，信用度の更新量を調整することにより，観測回数を
約29% も低減しながら正確に故障を検出することができた．このアルゴリズムを用いれば，
耐ノイズ性の低い安価なセンサの利用や劣悪なノイズ環境下においても，少ない観測回数
で正確な診断を行う診断システムを構成できるものと期待する．なお，本章の数値実験に
よる検証は，小規模な線形のセンサとプロセスを対象としているが，本方法は一般性を有
しており，非線形のシステム，あるいは大規模なシステムに対しても同様に効果が期待で
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きる．時間遅れを有する系に対する診断方法の簡素化は，今後の課題である． 
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第３章 同時多重故障に対して効率的な  
免疫型システム診断のアルゴリズム 
 
３．１ はじめに 
 
免疫型システムを用いた故障診断は，他のセンサからのテストにより，故障したセンサ
を特定するしくみであるため，正常な状態のセンサの数が必要数を満たしていれば，複数
のセンサの故障状態を判定することができる [49]．しかしながら，ネットワークの形状や
故障の発生のタイミングによっては，故障したセンサを検出できなかったり，故障の発生
から故障検出までの間に非常に多くの観測回数を必要としたりする場合がある．この現象
は，ネットワーク内の局所的な部位において同時に複数のセンサが故障になった場合に見
られる．免疫型システムを用いた故障診断では，他のセンサからテスト受けることにより，
故障したセンサを特定するが，相互テストを行う関係にある複数のセンサが同じタイミン
グで故障すると，故障したセンサ間でお互いを「正常」と判断することがあるからである．
この場合，故障したセンサの信用度の低下が阻害されてしまう．大規模な工場では，点在
するプラント毎に集中的に計測システムを配置し，それらをシステムとして管理する場合
が多いが，同一のプラント内の同じ環境で使用されることにより，このプラントに配置さ
れた複数のセンサが同時に故障することがある．特に同一のプラント内に配置された複数
のセンサの耐久性能が同等であれば，同時故障が起こりやすい． 
免疫型システムの診断において，ネットワーク内のセンサの数が多い方が正確な診断を
実現しやすい．その理由は，各センサの信用度の動的モデルがそれぞれ他のセンサとの相
互テストの結果で構成されており，多くのテスト結果，すなわち多くの情報量を基に診断
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する方が正確な結果が得られるからである．しかしながら，必要以上の冗長性を持たせた
ネットワーク構成は，コスト面で不利である． 
そこで，本章では，同時多重故障に対して冗長なセンサを追加せずに，効率良く故障検
出が可能な診断アルゴリズムを提案する．このアルゴリズムの特徴は，故障の疑いのある
センサが存在する局所的な領域を特定し，この領域内のセンサ間で実施する相互テストの
結果を，信用度の動的モデルの算出から除外することにより故障発生から故障検出までの
期間を短縮することである． 
 3.2 節では，従来の診断アルゴリズムにおいて局所的な領域で同時多重故障が発生し
た際の問題点について説明する．3.3 節では，同時多重故障に対して効率良く故障判定で
きる診断アルゴリズムを提案する．3.4 節では提案した診断アルゴリズムの効果をシミュ
レーション実験にて検証する．そして最後に本章の結論を述べる． 
 
３．２ 同時多重故障に対する従来型診断アルゴリズムの困難性 
 
免疫型システムの診断にとって，同時多重故障の検出は難しい問題である．なぜならば，
同時多重故障が発生すると，故障したセンサの信用度の低下が妨げられることによって，
故障したセンサを正しく検出できない場合があるからである．ここでは，まず，単一のセ
ンサが故障した場合の免疫型システム診断の信用度の動的モデルの挙動について説明し，
その後に，局所的な領域でセンサの同時多重故障が発生した場合の挙動について説明する． 
本章では，センサ群 kS に含まれるセンサ数が各々異なる場合を扱うことから，最初に，
第2章で説明した従来アルゴリズムの拡張について説明する．センサ群によって含まれる
センサ数が異なるため，それぞれの相互テストに関わるセンサ数も異なる．例えば，多く
のセンサを用いて実施した相互テストの結果は信憑性が高い，と考えることが出来る．そ
こで，センサ群に含まれるセンサの数に応じて，相互テストの寄与度を調整できるような
モデルの拡張を考える．具体的には，(2.1)式で示した信用度の時間関数の動的モデルを次
のように拡張する[45]． 
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ここで， kh はセンサ群 kS に含まれるセンサの数である． k は

kT の取りうる範囲を調整す
るための補正項であり， kk h 0  の範囲で設定する．センサの信用度と同様に，各制約
に対する信用度も拡張する．各制約の信用度 )(tR
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次に，システム内の単一のセンサ gs が故障した場合を考える．このセンサが含まれる
センサ群の制約が全て満たさなくなり，これらの制約に対応する相互テストの結果は全て
NG )1( kT  となる．従って，このセンサの信用度 gR の時間関数の動的モデル dttdrg )(
は(3.1)式と(3.2)式より，(3.4)式となる． 
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ここで，補正項 k  )0( kk h  は，制約 kkk tf |))((| V を満足する，しないにかかわら
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ず， 
kT の絶対値が同じ値となるように， kk h と設定している．(3.2)式より，
02  kkk hT  となることから，(3.4)式の右辺第1項は負の数となり，信用度 gR は故
障判定値未満に急速に低下する．この様にして単一のセンサの故障は検出される． 
次に，お互いに関連性を持つ複数のセンサが同時に故障した場合を考える．単一のセン
サが故障した場合は，このセンサに関する全ての相互テストの結果がNGとなるが，お互い
に関連性を持つセンサが同時に故障した場合，この相互テストは不適切にOKの結果となる
ことがある．Figure 3.1はネットワーク内の局所的な領域に存在するセンサ 1s と 2s が同時
に故障した状態を示している．また，Figure 3.2はセンサ 1s と 2s のそれぞれの出力の関係
を示し，Table 3.1は，Figure 3.2に対応する相互テストの結果を示している． ここで，
},{ 211 vvV はセンサ群 },{ 211 ssS  の出力ベクトルであり，それらの制約を
12111 |||)(|  vvf V とする．Figure3.2 のCase A, B, C はそれぞれ，次の 1v と 2v の関
係を示している. Case Aは 1v と 2v が共に正常，Case Bは 1v の出力のみ異常（ 1v の値が小
さすぎる），Case Cは 1v と 2v が共に異常（ 1v ， 2v の両方とも値が小さすぎる）である．
Case Cは制約 111 |)(| Vf を満たしているため，両方のセンサが故障しているにもかかわ
らず，相互テストの結果はOK )1( 1 T となってしまう．しかし，これは「間違った」相互テ
ストの結果である．この様な状況は，現実的には，例えばセンサを構成している部材が劣
化し，センサの出力が本来の値より低下する場合に見られる． 
 
 
 
Figure 3.1 Example of multiple faults (2 faulty sensors) 
 
Faulty sensor
Normal sensor
s1
s2
s3
S1
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Figure 3.2 Relationship showing output of two sensors 
 
Table 3.1 Test result corresponding to Figure 3.2 
 
 
次に，「間違った」相互テストの結果が及ぼす，信用度の動的モデルに対する影響につ
いて説明する．故障したセンサ gs  が属するセンサ群のうち，相互テストがNGとなるセン
サ群を NG とし，故障したセンサ間で「間違った」相互テストの結果(OK)となるセンサ群
を OK とする．センサ gs  の信用度の動的モデルは，(3.1)式より 
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  (3.5) 
v1
v2
-ε1
+ε1
Case: A
Case: B
Case: C
actual value
f1(v1,v2)=0
Case Output of sensor |f1 (v 1 ,v 2 )| Test result
v 1 v 2
A Normal Normal < ε1 OK
B Faulty Normal > ε1 NG
C Faulty Faulty < ε1 OK(Wrong)
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となる．ここで，(3.2)式より， の場合， kk hT 

, 1)( tR
kT
, であり，
の場合は
 kk
hT  である．(3.5)式の右辺第1項は正の値であるため，(3.1)式と比べてセ
ンサ gs の動的モデルの減少が抑えられる．従って，センサ gs に対する故障の検出が遅くな
る．さらに，センサ gs  が正常判定の条件である 5.0)( tRg ，すなわち 0)( trg  の場合に
おいて，(3.5)式の右辺の各項の大小関係が， 
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の場合には， 0)( dttdrg となり，信用度は 5.0)( tRg  のまま維持される．すなわち，
この状態ではセンサ gs の故障を検出できない． kS に含まれるセンサの数は全て同じ，す
なわち kh は全て同じ，と仮定すると，各センサの信用度は，同時に複数の故障が発生した
直後では全て同じであるため，  )(tR j  は  )(tRl と同じ値となる． ]1,0[kTR  を考
慮すると，(3.6)式の大小関係が成立しやすくなる条件は，センサ gs  が属するセンサ群の
数の関係が， |||| OKNG  の場合である．一般に，ネットワーク内の局所的な部分におい
ては，センサ出力間の相関性が高く，密に相互接続されている場合が多い．この様な局所
的な部分で複数のセンサが同時に故障した場合，故障したセンサ間で実施される相互テス
トに不適切な結果が生じることがある．相互テストに不適切な結果が算出されても，(3.6)
式の大小関係を成立させにくくするためには || NG を大きくすることが有効である．これ
は現実的には冗長なセンサを配置し，故障したセンサに対して正しくNGと判定する相互テ
ストの数を増やすことに相当する．しかし，この方法はコスト面で不利である． 
上記で説明した複数の故障に対する故障検出の困難性をシミュレーション実験で検証
する． Figure 3.3に複数のプラントを有する工場の管理システムを示す．このシステムで
は，各プラントに配置されたセンサからの情報を管理センターに集約している．また，同
一プラント内のセンサは相互の出力を監視し，プラントと管理センターの間も相互に監視
している．Figure 3.4はFigure 3.3のセンサの関係を示した図であり，Figure 3.3 のセン
OK
kS 
NG
kS 
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サの右側に記載した番号は，Figure 3.4のセンサ is のセンサ番号 ),,1( ni  を示している．
ここで， is  ),,1( ni  をシステム内のセンサとし， kS ),,1( mk  をそれぞれの出力に
関係のあるセンサ群の集合とする．このシステムには，センサ is  )7,,1( i  に対して，
それぞれの出力に関係のあるセンサの集合 kS )9,,1( k が存在している．実験は，Figure 
3.4に示した7個のセンサで構成されたセンサネットワークを対象として実施する．故障さ
せるセンサの配置をFigure.3.5に示す．このネットワークのセンサのうち，半数近くであ
る3個のセンサを同時に故障させる．また，故障した３個のセンサ間の結合は完全グラフを
構成している．これは，故障したセンサ間の結合を密にすることにより，故障したセンサ
間の不適切な相互テストの数を増やし，故障したセンサの信用度を低下させにくくするた
めである．従って，故障検出が非常に難しい条件設定となっている．なお，検討を容易と
するために，センサの入出力は時間に対して一定としている．また，故障したセンサ間で
の相互テストの結果はすべて（間違った）OKとなるようにしている．シミュレーションの
条件の詳細はTable 3.2に示している． 
 
 
 
 
 
Figure 3.3 Factory control system with 4 plants 
 
Sensor
Communication line
Plant A Plant B
Plant C
Plant D
Control center
No.1 No.2 No.3
No.4
No.5
No.7
No.6
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Figure 3.4 Sensor network (with 7 sensors and 9 sensor groups) 
 
  
Figure 3.5 Simulation model (with 3 faulty sensors and 4 normal sensors) 
 
Table 3.2 Simulation conditions 
Parameters   Value 
Output of sensor 
Normal 1 (constant) 
Faulty 0 (constant) 
Allowable error (  ;         )   0.5 
Adjustment factor (  ;         )   2 
Time constant ( )   1.0 
Step size ( )   0.1 
 
Figure 3.6(a)は３個のセンサを順番に故障させた場合，すなわち，１個のセンサの故
障を検出した後に，次のセンサの故障を発生させた場合の信用度の挙動を示している．こ
Sensor si (i=1, …,7)
s1
s2
s3
s4
s5
s6
s7
S1
S2
S3
S5
S4
S6
S7
S8
S9
S1={s1,,s 2} ,S 2={s2,,s 3} ,S 3={s1,,s 3}
S4={s1,,s 4} ,S 5={s2,,s 4} ,S 6={s3,,s 4}
S7={s4,,s 5} ,S 8={s4,,s 6} ,S9={s4,,s7}
Sensor group (k=1, …,9)Sk
T1
s1
s2
s3
s4
s5
s6
s7
T2
T3
T6
T7
T8
T9
T5
T4
Faulty sensor 
Normal sensor 
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の場合，故障した３個のセンサはいずれも正しく故障として検出されている．この理由は，
故障したセンサの信用度が低下した後に，次のセンサの故障が発生するため，(3.5)式に示
す，故障したセンサの信用度の動的モデルにおける「間違った」相互テストの影響が小さ
くなるからである．しかしながら，３個目のセンサを故障検出した後に，これら３個のセ
ンサの信用度は増加し始め，いずれ全て0.5より大きくなってしまう．従って，故障を検出
した状態を維持することできない．この理由は次の通りである．3個目のセンサが故障する
ことにより，相互テストの結果 1T ， 2T ， 3T が，いずれも「間違った」OKの結果となり，
センサ 1s ， 2s ， 3s の信用度の動的モデルが，それぞれ2個の「間違った」OKの結果と，1
個のNGの結果を持つ．このため，これらのセンサの信用度の動的モデルは正の値に変化し
て，故障を検出した状態を維持することが出来なくなる． 
Figure 3.6(b)は，３個のセンサが同時に故障した場合の各センサの信用度の挙動を示
している．故障発生直後にわずかな信用度の変化はみられるが，故障したセンサ 1s ， 2s ，
3s の信用度は故障判定領域まで達していない．従って，従来のアルゴリズムでは，このセ
ンサネットワークの局所的な部分における３個のセンサの同時故障は検出できないことが
判る． 
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(a) In case of breaking down one by one 
 
 
     (b) In case of simultaneous break down 
 
Figure 3.6 Simulation results for the detection of 3 faulty sensors using the 
conventional algorithm (Behavior of the credibilities) 
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３．３ 提案アルゴリズム 
 
前節で，免疫型システムを用いた診断において生じる「不適切な」相互テストの結果に
よって，故障したセンサの信用度の低下が妨げられることを示した． また，この影響によ
り，シミュレーション実験によって，同時多重故障が検出できない場合があることを示し
た．本節では，この問題を解決するために，同時多重故障の検出に有効な新しいアルゴリ
ズムを提案する．提案するアルゴリズムは，故障の疑いのあるセンサが存在する局所的な
領域を特定し，故障の疑いのあるセンサ同士による相互テストの結果をセンサの信用度の
動的モデルの算出から除外することが特徴である． 
アルゴリズムは，次の３つのパートより構成される． 
 
[STEP1] 不適切な相互テストの結果を除外する処理の適用有無を判断する 
[STEP2] 故障の疑いのあるセンサが存在する局所的な領域とこれらのセンサを特定する 
[STEP3] 故障の疑いのあるセンサ間の相互テスト結果を除外する 
以下で，アルゴリズムの詳細について説明する． 
 
[STEP1] 
 不適切な相互テストの結果を除外する処理の適用有無は，複数のセンサが故障している可
能性の有無で判断する．ネットワーク内の全てのセンサ群の集合 kS ),,1( mk  に対して，
２つ以上のテスト結果がNGとなる場合に，複数のセンサが故障している可能性があると判
断して，相互テストの結果の除外する処理を適用する． 
 
[STEP2] 
 ネットワーク内の全てのセンサ is ),1( ni  に対して， is が含まれるセンサ群のうち，
NGのテスト結果とOKのテスト結果の数をそれぞれカウントする．センサ is を含むセンサ群
の集合を i ),1( ni  とする．すなわち， }|{ kiki SsS  . である．センサ is が属す
るセンサ群の集合のうち，相互テストの結果がNGとなるセンサ群の集合を NGi  
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),1( ni  とする．すなわち， }1,|{  kkik
NG
i TSsS  である．同様に相互テスト
の結果が OKとなるセンサ群の集合を OKi ),1( ni  とする．すなわち，
}1,|{  kkik
OK
i TSsS である．また，
NG
i と
OK
i のそれぞれの数を iN ),1( ni  ，
iO ),1( ni  とする．すなわち， ||
NG
iiN  , ||
OK
iiO  である．次に， ii ON 2  
かつ，すべてのセンサの中で iO が最も大きい値を取る場合に，センサ群
NG
i に含まれる
センサを「故障の疑いのある」センサの集合 iD として抽出する．但し，センサ is は iD に
は含まない． 
 
)}{(
,

NG
iuSu
iui sSD

         (3.7) 
 
(3.7)式の }{ iu sS  は， },|{}{ ikSsssS ukkiu  として定義される． ii ON 2 の
条件と(3.7)式は次の考え方を基にアルゴリズムに組み込まれている．NGのテスト結果より
もOKのテスト結果を多く有するセンサ is を正常なセンサと考える．また，センサ is は複数
の「故障の疑いのある」センサが存在する領域と，「正常と考えられる」センサが存在す
る領域の境界に位置していると考える．これらの考え方をFigure 3.7に示す．センサ is と
のテスト結果がNGとなるセンサを「故障の疑いがある」と判断する．ネットワーク全体の
「故障の疑いのあるセンサ」の集合F は，全てのセンサ is  ),1( ni  に対して抽出した
iD の要素の総和であり，(3.8)式で示される． 
 

n
i
iDF
1
         (3.8) 
 
[STEP3] 
 故障の疑いのあるセンサのみで実施される相互テストの結果を，各センサの信用度の動的
モデルの算出から除外する．テスト結果を除外するために，(2.3)式および(3.2)式で得ら
れる従来のアルゴリズムのテスト結果 kT を拡張する．拡張したテスト結果

kT は(3.9)式で
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示される． 


 

 otherwise,
)( if,0
*
k
k
k
T
FPS
T      (3.9) 
 
ここで， )(FP は故障の疑いのあるセンサのみの集合F の冪集合を示す.この拡張したテス
ト結果 kT を用いて，(3.1)式で示されるセンサ is  の信用度の動的モデルを(3.10)式に変更
する．                    
 

)(
)()(
)(
, ,
* trtRtRT
dt
tdr i
Ssk
ij
Ssj
jTk
i
ki kj
k











  



    (3.10) 
 
(3.9)式を適用することにより，故障の疑いのあるセンサのみで構成されるセンサ群
)(FPSk  のテスト結果

kT は0となり，(3.10)式の右辺第1項の総和から除外される． 
以上で示した処理のフローチャートをFigure 3.8に示す． 
 
 
 Figure 3.7 Concept of identifying local area  
in which the suspected faulty sensors exist 
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Figure 3.8 Flowchart of the proposed algorithm 
 
３．４ シミュレーション実験 
 
前節で提案したアルゴリズムの同時多重故障に対する効果を，次の３種類のシミュレー
ション実験を通じて検証する． 
最初に，提案アルゴリズムの作用とその効果を詳細に検証するために，「同時多重故障」
の中で最も規模の小さい「同時二重故障」を対象として，最小規模のネットワーク構成で
故障検出を行う．ここでは，各センサの信用度の算出に利用される各パラメータの詳細な
挙動を従来アルゴリズムと比較することにより，提案アルゴリズムが故障検出までに必要
な観測回数の削減に寄与することを示す． 
次に，提案アルゴリズムの具体的な効果を検証するために，従来アルゴリズムよりも少
Exclude test results among sensors suspected of fault
Multiple Tk NG?
Count the number of test result Ni and  Oi
?ii ON 2
Calculate the set of sensors suspected of fault Di
with Equation(3.7)
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Calculate the expanded test results Tk
*
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Calculate the mutual test results Tk with Equation(2.3)
Calculate the dynamical model of credibility 
DrTk
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rTk
[N+1] ← rTk
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ない正常センサの数で同時多重故障の検出が可能であること，また，正常センサの数が同
じであれば，従来アルゴリズムよりも速く故障検出ができることを示す．具体的には，3.2
節で説明したセンサネットワークの「同時三重故障」を故障検出の対象とし，従来アルゴ
リズムで故障検出できないこのパターンに対して，提案アルゴリズムを適用することによ
り，故障したセンサの全てを正確に故障検出できることを示す．また，このセンサネット
ワークに正常センサを追加して，従来アルゴリズムでも「同時三重故障」を検出できるネ
ットワーク構成として，故障検出するまでに必要な観測回数を，従来アルゴリズムと提案
アルゴリズムで比較し，センサネットワークの構成が同じであれば，提案アルゴリズムの
方が観測回数は少ないことを示す． 
最後に，大規模システムに対する提案アルゴリズムの有効性を確認するために，現実に
存在する制御システムに適用した結果を示す．具体的には，自動車の排気ガス浄化システ
ムに提案アルゴリズムを適用し，実際に起こりうる複数のセンサの同時故障の事例を故障
検出の対象としている．ここでも故障検出の能力を従来のアルゴリズムと比較し，従来の
アルゴリズムでは故障検出できないパターンを提案アルゴリズムでは正しく故障検出でき
ることを示す．  
 
３．４．１  同時二重故障に対する提案アルゴリズムの作用と効果 
３．４．１．１ 同時二重故障が検出可能な最小規模のネットワーク構成 
 
まず，「同時二重故障」を検出するためのセンサの結合に対する必要条件について説明
し，次に，この条件の下で「同時二重故障」を検出可能な最小規模のネットワーク構成を
導出する．これらの検討のための前提条件は次の通りである．  
 
(a)  全てのセンサの初期状態は，正常である 
(b)  2個のセンサは同時に故障する． 
(c)  センサ群の集合 kS は全て2個のセンサを要素に持つ(すなわち，(2.3)式の )(tkV の
要素数は，全てのk に対して2となる） 
(d)  故障発生以降は，故障したセンサに関連する制約は継続して不成立とする．すな
わち， kkk tf |))((| V を継続する．但し，下記(e)の場合は除く． 
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Figure 3.9 Example of network architecture 
 
(e)  故障した2個のセンサ間の制約は連続して成立とする．すなわち， kkk tf |))((| V
を継続する． 
 
同時二重故障を検出するための必要条件は，故障した2個のセンサはいずれも1個以上の正
常なセンサに接続されることである．この必要条件をFigure 3.9を用いて説明する．Figure 
3.9は正常なセンサとの接続を持たない故障したセンサを示している．前提条件(e)と(2.5)
式より， 1211 |),(| vvf , , を得る．ここで， 1v ， 2v は，それぞれ，故障セ
ンサ 1s ， 2s の出力である．これにより，Figure 3.9に示した故障センサ の信用度の動的
モデルは(3.11)式で示される． 
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(3.11) 
 
センサ 1s  の正常判定の限界条件である 5.0)(1 tR ，すなわち， 0)(1 tr において，(3.11)
式は ]1,0[)(2 tR より， 0)(1 dttdr となる． )(1 tR は 0t で0.5未満とはならないため，
故障センサ 1s を故障検出することはできない．従って，故障センサ 1s に故障センサしか接
続がない場合は，故障センサ 1s の故障を検出することができないことが示された．故障セ
ンサ 1s を故障検出するための条件は， 0)(1 tr で 0)(1 dttdr となることであり，これを
満たすためには， 0)(1 tr  における(3.11)式の の項を負とすることである．そこで，
故障センサ 1s に 2s 以外のセンサを接続して相互テストを追加することを考える．
s1 s2 s3
T1 T2
Faulty sensor
Normal sensor
11 T 11 TR
1s
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]1,0[)( tR
kT
, ]1,0[)( tR j を考慮して， 1kT )1( k ，すなわち故障センサとの制約を満
たさない正常センサとの相互テストを追加することにより 0)(1 tr で 0)(1 dttdr とする．
従って，同時二重故障を検出するための必要条件は，故障する2個のセンサはいずれも1個
以上の正常なセンサに接続されていることである．  
次に，この必要条件の下で同時二重故障を検出可能な最小規模のネットワーク構成につ
いて説明する．ここで，「最小規模のネットワーク構成」とは同時二重故障を検出できる
ネットワークの中で最も正常センサの数が少ないもの，と定義する．同時二重故障を検出
可能な最小規模のネットワーク構成に対して解析的に解を得ることは困難であるため，前
述した必要条件の下で同時二重故障を検出可能な最小規模のネットワーク構成を，実験的
なアプローチで求める．3.4.1.1節より，2個の故障センサを故障として検出するためには，
それぞれの故障センサに正常センサが接続している必要がある．そこで，Figure 3.10に示
すネットワークに対してシミュレーション実験を行い，最小規模のネットワーク構成を求
めた．全てのネットワークは，2個の故障センサ 1s , 2s と，これらに接続されている正常
センサ 3s を持つ．Figure 3.10(a)，(b)，(c)はセンサ 3s に対して， それぞれ1個，2個，3
個の正常センサを接続したモデルを示している． 
 
 
 
        
 
 
         (a)                 (b)              (c)      
Figure 3.10 Network architectures with two faulty sensors 
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Figure 3.11 Simulation results of simultaneous double faults detection 
 
故障したセンサ 1s と 2s は，相互に接続されている．これは，故障したセンサ間で「間違っ
た」相互テスト結果を生じさせるためである．また，正常センサ 4s , 5s , 6s は， 3s にの
み接続している．これは，正常センサ間の結合を疎とすることにより，診断に対する正し
い情報の影響を弱め，「間違った」相互テストの結果の影響を相対的に強めるためである．
これらのネットワークの構成上の条件設定は，同時二重故障を検出しにくくすることが狙
いである．Figure 3.11は，Figure 3.10(a)，(b)，(c)に示したネットワークの故障センサ
1s , 2s の信用度の挙動を示している． 3s に接続する正常センサの数が1個の場合は，信用
度は0.5未満にならない．すなわち，故障を検出することが出来ない．正常センサの数が2
個以上の場合は信用度が0.5未満となるため，故障検出することができる．また，正常セン
サの数が多いほど信用度の低下が速くなる．これらの結果より，同時二重故障に対して故
障検出が可能なネットワークの最小構成は，Figure 3.10(b)に示したネットワーク，すな
わち，故障センサに接続する正常センサに，正常センサを2個接続したものであることが判
る．次節でこのモデルに対して，3.3節で提案したアルゴリズムの有効性を検証する． 
 
３．４．１．２ 同時二重故障に対する提案アルゴリズムの効果検証 
 
前節で導出した最小規模のネットワーク構成を用いて，2個のセンサの同時故障の故障
検出に必要な観測回数を，従来の診断アルゴリズムと比較する． 
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[実験条件] 
以下のシミュレーション実験では，提案アルゴリズムの作用に対する理解を簡単とする
ために，個々のセンサの物理的な入出力特性に対してではなく，センサ間の制約の成立／
不成立に着目した条件設定とする．具体的には，ネットワーク内の全てのセンサは，それ
ぞれ正常時には同じ値を出力し，センサが故障した場合のみ，正常センサと異なる値を出
力するものとする．また，故障センサはそれぞれ同じ値を出力するものとする．この様に
実験条件を設定することにより，正常センサ間の制約と故障センサ間の制約は常に成立し，
正常センサと故障センサの制約は常に不成立となるため，各センサの信用度の動的モデル
の挙動が単純になり，従来アルゴリズムに対する提案アルゴリズムの作用の観察が容易と
なる．  
 
故障センサ   1s ， 2s  
センサ出力 ( は 回目の処理サイクルを示す) 
故障センサ    0)()( 21  NvNv ， )0( N  
正常センサ    1)()()( 543  NvNvNv ， )0( N   
信用度の動的モデルの更新式 
 ][][]1[ NDrNrNr iii  
][NDri は(3.1)式で求めるセンサ is の信用度の時間関数の変化率 
 ][][]1[ NDrNrNr
kkk TTT
 
][NDr
kT
は(3.3)式で求める制約 kT の信用度の時間関数の変化率 
 
更新感度 5.0  
許容誤差 5.0k ， )51( k  
時定数 0.1  
制約のテスト結果の補正項 2 kk n  
 
 
N N
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[実験結果] 
Table.3.3 は，各センサ is )5,,1( i に対して，提案アルゴリズムによって算出した
パラメータ群の結果を示している．センサ 3s のみが，故障の疑いのあるセンサを抽出する
条件 332 ON  を満たす．そこで，センサ 3s に対応する，故障の疑いのあるセンサの集
合 3D を，(3.7)式を用いて },{)}{( 21
,
33
3
sssSD
NG
uSu
u 

 として算出する．また，ネット
ワーク全体の故障の疑いのあるセンサの集合F は，(3.8)式より， },{ 213 ssDF  とな
る． }},{},{},{,{)( 2121 ssssFP  であり， )(FPSk  を満たすセンサ群 kS )5,,1( k は
1S となる．従って，各センサの信用度の動的モデルの計算から除外される相互テストの結
果は 1T となる． 続いて 1T に対応する「拡張されたテスト結果」は，(3.9)式を用いて， 01 
T
として算出される．最後に，(3.10)式を用いて各センサの信用度の動的モデルが計算され
る．故障センサ 1s ， 2s のそれぞれの動的モデル dtdr /1 ， dtdr /2 はそれぞれ，(3.12)式と
(3.13)式となる． 
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センサ 1s ， 2s が同時に故障した際の(3.12)式，(3.13)式の右辺第1項と右辺第2項の挙動を
Figure3.12に示す（センサ 1s ， 2s の信用度の故障発生直前の初期値が同じであれば，同時
故障が発生した後の(3.12)式と(3.13)式の値は同じであるため，Figure3.12では，(3.12)
式の dtdr /1 についてのみ示す）．従来アルゴリズムの右辺第1項は故障したセンサ間の「間
違った」相互テストの結果が反映されるため，故障発生直後から正の値を取り，なだらか
に減少している．一方，正常センサと故障センサの間の正しい相互テストの結果が反映さ
れた右辺第2項は負の値を取るものの，わずか1個の正常センサとの相互テストの結果しか
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反映されないため，その絶対値は右辺第1項と比較してそれほど大きくならない．このため，
右辺第1項との和が負になるまでに24回の観測回数を必要としている．提案アルゴリズムを
適用した場合は，前述のとおり， 01 
T となるため，(3.12)式，(3.13)式のそれぞれの右
辺第1項は0となる．センサ 1s ， 2s が同時に故障した際の信用度の動的モデルの挙動を
Figure 3.13に示す（Figure 3.12同様に， dtdr /1 についてのみ示す）．提案アルゴリズム
の作用により，(3.12)式，(3.13)式のそれぞれの右辺第1項が0となるため，故障発生直後
の dtdr /1 は，従来アルゴリズムよりも小さくなることが判る．この結果，センサ 1s ， 2s の
信用度は同時故障が発生した直後から急速に低下し，従来アルゴリズムよりも速く故障判
定領域 5.0iR )0( ir に到達する．Figure3.14に従来アルゴリズムと提案アルゴリズムの
信用度 1R , 2R の挙動を示す．従来アルゴリズムが故障検出までに26回の観測回数を必要と
するのに対して，提案アルゴリズムでは2回しか必要としないことが判る． 
 
 
Table. 3.3 Simulation results of the proposed algorithm (results of 
detecting "suspected faulty" sensors and excluding inaccurate test result) 
 
i Ξ i Ξ i
NG Ξ i
OK
N i O i D i F S k∈P(F)
Excluded
test results
1 {S 1 ,S 2 } {S 2 } {S 1 } 1 1 {φ }
2 {S 1 S 3 } {S 3 } {S 1 } 1 1 {φ }
3 {S 2 ,S 3 ,S 4 ,S 5 } {S 2 ,S 3 } {S 4 ,S 5 } 2 2 {s 1 ,s 2 }
4 {S 4 } {φ } {S 4 } 0 1 {φ }
5 {S 5 } {φ } {S 5 } 0 1 {φ }
{s 1 ,s 2 } S 1 T 1
58 
 
 
Figure 3.12 Behavior of the component of dtdr /1  when the simultaneous double 
fault occurs 
 
 
Figure 3.13 Behavior of dtdr /1  when the simultaneous double fault occurs 
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(a) Conventional algorithm 
 
 
(b) Proposed algorithm 
 
Figure 3.14 Behavior of the credibiliteis when the simultaneous double fault 
occurs 
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Table 3.4 Number of sampling for the simultaneous double fault 
 
 
３．４．２ 同時三重故障に対する提案アルゴリズムの効果検証 
 
本節では，まず提案アルゴリズムの具体的な効果を検証するために，従来アルゴリズム
では故障検出できないネットワーク構成でも同時多重故障の検出が可能であることを示す.
次に，従来アルゴリズムでも故障検出可能なネットワーク構成であれば，従来アルゴリズ
ムよりも速く故障検出ができることを示す． 
 
３．４．２．１ 従来アルゴリズムでは故障検出できないネットワーク構成での 
  故障検出性能 
 
[実験条件] 
Figure 3.5に示すネットワーク構成における「同時三重故障」を故障検出の対象とする．
3.2節で説明したように，このネットワーク構成で従来アルゴリズムを用いた場合，故障検
出はできないことが判っている．  
  
故障センサ   1s ， 2s ， 3s  
センサ出力 ( は 回目の処理サイクルを示す) 
故障センサ    0)()()( 321  NvNvNv ， )0( N  
正常センサ    1)()()()( 7654  NvNvNvNv ， )0( N   
信用度の動的モデルの更新感度   1.0  
許容誤差   5.0k ， )91( k  
Algorithm
Conventional Proposed
Number of time of sampling
[times]
26 2
Minimum value of credibility for
normal sensor
0.854 0.867
N N
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時定数   0.1  
制約のテスト結果の補正項 2 kk n  
 
[実験結果] 
Table 3.5 は，各センサ is )7,,1( i に対して，提案アルゴリズムによって算出した
パラメータ群の結果を示している．3.4.1.2節で述べた手順と同様に，各センサの信用度の
動的モデルの計算から除外される相互テストの結果を導出する． 
 
・故障の疑いのあるセンサを抽出する条件 を満たすセンサ： 4s  
・故障の疑いのあるセンサの集合 4D ：  },,{)}{( 321
,
44
4
ssssSD
NG
uSu
u 

  
・ネットワーク全体の故障の疑いのあるセンサの集合F ： },,{ 3214 sssDF   
・信用度の動的モデルの計算から除外される相互テスト： 1T ， 2T ， 3T  
 （ }},,{},,{},,{},,{},{},{},{,{)( 321313221321 ssssssssssssFPSk  ） 
 
Figure 3.15に提案アルゴリズムを用いた場合の各センサの信用度の挙動を示す．
Figure 3.15 (a),(b),(c)は，それぞれ故障したセンサ 1s ， 2s ， 3s の信用度 1R ， 2R ， 3R を
示しており，そのいずれもが故障発生後，19回の観測回数で故障判定値未満に低下してい
る． 
Table3.5 Simulation results of the proposed algorithm 
 (Results of detecting “suspected faulty” sensors  
and excluding inaccurate test results) 
 
ii ON 2
i Ξ i Ξ i
NG Ξ i
OK
N i O i D i F S k∈P(F)
Excluded
test results
1 {S 1 ,S 3 ,S 4 } {S 4 } {S 1 ,S 3 } 1 2 {φ }
2 {S 1 ,S 2 ,S 5 } {S 5 } {S 1 ,S 2 } 1 2 {φ }
3 {S 2 ,S 3 ,S 6 } {S 6 } {S 2 ,S 3 } 1 2 {φ }
4 {S 4 ,S 5 ,S 6 ,S 7 ,S 8 ,S 9 } {S 4 ,S 5 ,S 6 } {S 7 ,S 8 ,S 9 } 3 3 {s 1 ,s 2 ,s 3 }
5 {S 7 } {φ } {S 7 } 0 1 {φ }
6 {S 8 } {φ } {S 8 } 0 1 {φ }
7 {S 9 } {φ } {S 9 } 0 1 {φ }
{s 1 ,s 2 ,s 3 } S 1 ,S 2 ,S 3 T 1 ,T 2 ,T 3
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また，一方でFigure 3.15(d)は，正常なセンサ 4s ， 5s ， 6s ， 7s の信用度 4R ， 5R ， 6R ， 7R
を示しており，常に正常判定領域(故障判定値以上)に維持されていることが示されている．
以上の結果より，従来アルゴリズムで故障検出できなかったネットワークの局所的な領域
で発生した同時三重故障に対して，提案したアルゴリズムを適用することにより，正しく
検出できることが示された． 
 
 
(a) Credibility of sensor       (b) Credibility of sensor   
(fault)              (fault) 
 
 
(c) Credibility of sensor      (d) Credibilities of sensor 
         (fault)               , , , and (normal) 
 
Figure 3.15 Simulation results for the proposed algorithm 
 (Behavior of the credibilities) 
 
 
1s 2s
3s
4s 5s 6s 7s
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３．４．２．２ 故障検出までに必要な観測回数の比較 
 
Figure 3.5 で示したネットワーク構成に正常センサを追加して，従来アルゴリズムで
も「同時三重故障」を検出できるネットワーク構成とする．この構成で故障検出するまで
に必要な観測回数を従来アルゴリズムと提案アルゴリズムで比較する．  
 
[実験条件] 
3.2節で説明したネットワーク構成に対して，従来アルゴリズムでも故障検出が可能と
なるまで正常センサを追加する．追加するセンサは，全ての故障センサ 1s ， 2s ， 3s と正常
センサ 4s に結合させる．この正常センサを追加したネットワーク構成をFigure 3.16に示
す．Figure 3.16(a)(b)は， Figure 3.5 のネットワークに正常センサをそれぞれ 1個，2
個追加したものである．ネットワーク構成以外の実験条件は，前節と同じである． 
 
(a) 3 faulty sensors and 5 normal sensors (1 normal sensor added) 
 
 
(b) 3 faulty sensors and 6 normal sensors (2 normal sensors added) 
Figure 3.16 Simulation model for simultaneous triple fault 
T1
Faulty sensor
Normal sensor
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T5
T4
s'1
T'4
T'0
T'3
T'1
Normal sensor (Added)
T1
Faulty sensor
Normal sensor
s1
s2
s3
s4
s5
s6
s7
T2
T3
T6
T7
T8
T9
T5
T4
s'1
T'4
T'0
T'3
T'1
T''1s'2
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Ta
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Normal sensor (Added)
Normal sensor (Added)
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正常センサを１個追加した構成での，故障センサ 1s ， 2s ， 3s の信用度 1R ， 2R ， 3R の
挙動をFigure 3.17に示す．Figure 3.17(a)(b)はそれぞれ，従来アルゴリズムと提案アル
ゴリズムの信用度の挙動である．従来アルゴリズムを用いる場合，故障センサの信用度が
故障判定領域( 5.0iR )まで低下しないため故障判定できない．また，追加した正常セン
サ 1's は故障センサとの結合数が多く，不成立となる制約が多いため，その信用度 1'R は，
他のセンサが同時多重故障を起こしてから減少し続けて，いずれ 5.0'1 R となる．すなわ
ち，正常センサであるにもかかわらず，誤って「故障」と判定される．一方，提案アルゴ
リズムでは正しく故障判定できるうえ，Figure 3.5のネットワーク構成に適用した場合よ
りも少ない観測回数で故障検出している． 
次に，Figure 3.5のネットワークに正常センサを２個追加した構成での信用度 1R ， 2R ，
3R の挙動を Figure 3.18に示す．Figure 3.18(a)(b)はそれぞれ，従来アルゴリズムと提
案アルゴリズムの信用度の挙動である．このネットワーク構成で，ようやく提案アルゴリ
ズムでも正しく故障検出することができるようになる．故障検出に必要な観測回数を比較
すると，従来アルゴリズムでは 110 回必要であるのに対して，提案アルゴリズムでは 14
回で故障判定できることが判る．従って，センサネットワークの構成が同じであれば，提
案アルゴリズムの方が観測回数は少ないことが示された．これらの結果をTable.3.6に示
す． 
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(a) Conventional algorithm 
 
 
(b) Proposed algorithm 
 
Figure 3.17 Behavior of the credibiliteis when the simultaneous triple fault (with 
5 normal sensors) 
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(a) Conventional algorithm 
 
 
(b) Proposed algorithm 
 
Figure 3.18 Behavior of the credibiliteis when the simultaneous triple fault (with 
6 normal sensors) 
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Table 3.6 Comparison of the minimum number of necessary normal sensors 
 
 
３．４．３ 現実の制御システムを想定した同時多重故障の検出性能の検証 
 
大規模システムに対する提案アルゴリズムの有効性を確認するために，現実に存在する
制御システムに適用した結果を示す．具体的には，自動車の排気ガス浄化システムに提案
アルゴリズムを適用し，実際に起こりうる複数のセンサの同時故障の事例を故障検出の対
象とする． 
 
３．４．３．１ 自動車の排ガス浄化システムにおける同時多重故障の事例 
 
自動車の排気ガス浄化システムは，炭化水素(HC),一酸化炭素(CO),酸化窒素(NOx)など
の人体に有害な成分を含む排気ガスを三元触媒（Three-way catalytic converter; TWC）
を用いて浄化することにより，大気の汚染を防いでいる．このシステムの構成図をFigure 
3.19に示す[1]．三元触媒はこれらの有害成分を，水(H2O),二酸化炭素(CO2),窒素(N2)など
の無害な成分に変換する．三元触媒の変換効率は，Figure 3.20 に示すように，エンジン
が吸入する空気と燃料の質量比が約 14.6（いわゆる「理論空燃比」）の場合に最適となる
[67]．従って，このシステムの重要な機能はエンジンが吸入した空気の量に対応して，正
確にエンジンに燃料を供給することである．エンジンに正確に燃料を供給するために，供
給される燃料の量はフィードバック制御により補償されている．このフィードバック制御
では，メインのフィードバックループに空燃比センサ（空気と燃料の質量比を出力する 
Condition Results
Number of sensors
Overall Normal Faulty Redundant
Conventional ○ 110
Proposed ○ 14
Conventional × -
Proposed ○ 16
Conventional × -
Proposed ○ 19
Number of
sampling
[times]
7 4 3 0
Algorithm
Fault
detection
(○: detect
correctly)
9 6 3 2
8 5 3 1
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Figure 3.19 Automotive exhaust gas purification system 
 
 
 
Figure 3.20 Conversion efficiency of the three way catalytic converter 
 
センサ）を利用し，サブフィードバックループに酸素濃度センサを利用する[68]．これら
のセンサは，非常に温度が高くなるエンジンの排気系に配置されている．このため，粗悪
燃料等を使用することにより，異常な燃焼が生じて排気系が異常な高温になり，これらの
s1
s3
s4
s5
s6
s7
s2
s8
s9
TWC
Exhaust
gas
ETD
Fuel tank
LPP
HPPRV
Spark plug
Exhaust
manifold
Exhaust
pipe
Piston
Injector
Intake
air
Fuel
NOx
HC
CO
14.6
100
TW
C 
 c
on
ve
rs
io
n 
 e
ffi
ci
en
cy
 [%
] 
(theoretical  air-fuel  ratio) 
Air-Fuel  ratio 
s1 :  Linear air-fuel ratio sensor 
s2 :  Oxygen sensor 
s3 :  Mass air flow sensor 
s4 :  Fuel pressure sensor 
s5 :  Engine speed sensor 
s6 :  Throttle opening sensor 1 
s7 :  Throttle opening sensor 2 
s8 :  Injector drive current sensor 
s9 :  Relief valve drive current sensor 
 
TWC: Three way catalytic converter 
ETD: Electric throttle device 
LPP: Low pressure pump 
HPP: High pressure pump 
RV:  Relief valve 
 
 
 
69 
 
センサが同時に故障することがある．この様な事態を想定してシミュレーション実験の条
件を設定した． 
 
[実験条件] 
iv )9,...,1( i  をセンサ is )9,...,1( i の出力とする. センサ群とそれぞれの制約を以
下の様に記す．なお，具体的なセンサの名称は，Figure 3.19に記載している． 
 
・排気系領域 
センサ群： },{ 211 ssS  , },,,{ 84312 ssssS  , },,,{ 84323 ssssS   
制約： 
1211 |)(|  vGv , 284321 |),,(|  vvvGv , 384332 |),,(|  vvvGv  
ここで， )(' 211 vGv  , ),,(' 84321 vvvGv  , ),,(' 84332 vvvGv  , であり，
1'v ， 2'v  はそれぞれ 1v ， 2v の推定値である． 
 
・吸入空気計量領域 
センサ群：  },,{ 6534 sssS  ， },,{ 7535 sssS   
制約：  46543 |),(|  vvGv ， 57553 |),(|  vvGv  
ここで， ),(' 6543 vvGv  , ),(' 7553 vvGv  であり， 3'v  は 3v の推定値で
ある． 
 
・吸入空気量制御領域 
センサ群： },{ 766 ssS   
制約： 676 ||  vv  
 
・燃料供給制御領域 
センサ群： },,,{ 98547 ssssS   
制約： 795728471 |),(),(|  vvGvvG  
ここで， ),( 8471 vvG  は燃料噴射弁(injector)から供給される燃料量の推定
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値であり， ),( 9572 vvG  は高圧燃料ポンプ(high pressure pump)から供給さ
れる燃料の量である． 
 
・故障センサ： 空燃比センサ(
1s )，酸素濃度センサ ( 2s ) 
これらの故障センサに関連するセンサ群の制約の成立／不成立の条件設定は次の通り． 
1211 |)(|  vGv ， 284321 |),,(|  vvvGv ， 384332 |),,(|  vvvGv  
 
本シミュレーション実験における，センサネットワークをFigure 3.21に示す．
Table.3.7 は，各センサ is )9,,1( i に対して，提案アルゴリズムによって算出したパラ
メータ群の結果を示している．センサ 3s のみが，故障の疑いのあるセンサを抽出する条件
332 ON  を満たす．従って，各センサの信用度の動的モデルの計算から除外される相
互テストの結果は 1T となる．Figure 3.22に各センサの信用度の挙動を示す．Figure 
3.22(a)，(b)はそれぞれ，従来アルゴリズムを用いた場合，提案アルゴリズムを用いた場
合を示している．Figure 3.22(a)では，故障したセンサ 1s ， 2s の信用度 1R ， 2R は故障発
生直後にわずかに変化が見られるものの，故障判定領域まで減少していない．一方で，
Figure 3.22(b)では，わずか20回の観測回数で故障判定領域まで故障センサの信用度が低
下している．この実験の結果から，提案アルゴリズムを適用することにより，故障診断の
対象となるセンサネットワークに冗長な正常センサを追加する必要なく，正確に故障セン
サを故障検出できることが示された． 
本節では，比較的規模が大きく，現実に存在する制御システムで同時多重故障が発生す
る場合を想定して実験条件を設定した．この結果，従来アルゴリズムでは故障検出ができ
ないが，提案アルゴリズムを適用することにより正確に故障検出できることを示した．  
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Figure 3.21 Sensor network corresponding the exhaust gas purification system 
 
Table 3.7 Simulation results of the proposed algorithm (Results of detecting 
“suspected faulty” sensors and excluding inaccurate test results) 
 
 
s9
s6
s8 s4
s7
sn
s5
s1
s3
T1
T3
T4
T6
T5
T2
T7
Tk
s2
mutual test corresponding
k-th sensor groupn-th sensor
i Ξ i Ξ i
NG Ξ i
OK
N i O i D i F S k∈P(F)
Excluded
test results
1 {S 1 ,S 2 } {S 2 } {S 1 } 1 1 {φ }
2 {S 1 ,S 3 } {S 3 } {S 1 } 1 1 {φ }
3 {S 2 ,S 3 ,S 4 ,S 5 } {S 2 ,S 3 } {S 4 ,S 5 } 2 2 {s 1 ,s 2 ,s 4 ,s 8 }
4 {S 2 ,S 3 ,S 7 } {S 2 ,S 3 } {S 7 } 2 1 {φ }
5 {S 4 ,S 5 ,S 7 } {φ } {S 4 ,S 5 ,S 7 } 0 3 {φ }
6 {S 4 ,S 6 } {φ } {S 4 ,S 6 } 0 2 {φ }
7 {S 5 ,S 6 } {φ } {S 5 ,S 6 } 0 2 {φ }
8 {S 2 ,S 3 ,S 7 } {S 2 ,S 3 } {S 7 } 2 1 {φ }
9 {S 7 } {φ } {S 7 } 0 1 {φ }
{s 1 ,s 2 ,s 4 ,s 8 } S 1 T 1
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(a) Conventional algorithm 
 
 
(b)Proposed algorithm 
Figure 3.22 Simulation results for the proposed algorithm (Behavior of the 
credibilities) 
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３．５ おわりに 
 
本章では，免疫型システムによる同時多重故障の検出性能について議論した．まず，こ
の故障状態に対して，故障を検出するまでに多くの観測回数を必要とする，あるいは故障
検出ができない理由について述べ，続いて，ネットワークの局所的な領域における同時多
重故障を効率的に検出することができる新しいアルゴリズムを提案した．提案したアルゴ
リズムは，故障の疑いのあるセンサが存在する局所的な領域を特定し，故障の疑いのある
センサ同士による相互テストの結果をセンサの信用度の動的モデルの算出から除外するこ
とが特徴である．免疫型システムを用いた診断は各々のセンサ間の相互テストを用いるた
め，原理的には，正常なセンサの数よりも多い故障したセンサを検出することはできない．
3.4.1節，3.4.2節で実施した「同時二重故障」と「同時三重故障」のシミュレーション実験
では，それぞれ，正常なセンサの数よりもわずかに1個少ない数を故障センサの数として条
件を設定した．これらの実験条件において，提案したアルゴリズムを用いることにより，
冗長なセンサを追加することなく，故障検出できることを示した．これは，センサネット
ワークを構成するにあたり，コスト的に有利といえる．また，センサネットワークに冗長
な正常センサを追加して規模を拡大し，従来アルゴリズムでも故障検出できるようにした
状態で故障検出に必要な観測回数を比較すると，提案アルゴリズムの方が，大幅に少ない
回数で故障検出できることを示した．これらの結果より，提案アルゴリズムは従来アルゴ
リズムと比べて，効率良く同時多重故障を検出できるといえる．さらに3.4.3節では，現実
に存在する規模の大きい制御システムを想定した同時多重故障の実験条件を設定し，従来
アルゴリズムで故障検出できないこの実験条件に対して，提案アルゴリズムを適用するこ
とにより，冗長な正常センサを追加することなく，正確に故障検出できることを示した．
従って，大規模システムにおける同時多重故障に対しても，提案アルゴリズムの有効性を
期待することができる． 
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第４章 相互テストの結果に連続値を持つ  
免疫型システムの診断アルゴリズム 
 
４．１ はじめに 
 
免疫型システムを用いた故障診断において，各々のセンサの信用度は，他センサとの相
互テストの結果と，相互テストの相手となるセンサの信用度を基に算出される．この信用
度の動的モデルは，他のセンサとの相互テストの結果により，その増減が決定される．具
体的には，それぞれのセンサの出力は，あらかじめ決められた関係を所定の許容誤差の中
で満たすか否か，すなわち，制約の成立／不成立がテストされ，制約が成立する場合は信
用度が増加する方向に，そうでない場合は信用度が減少する方向に，動的モデルは決定さ
れる．この結果，信用度が故障判定値を下回ったセンサは「故障」と判定される．従って，
システム内で故障が発生してから，故障を判定するまでに必要とする観測回数は，相互テ
ストが不成立となる頻度に依存する． 
あるセンサの出力が，正常時に取りうる範囲内に留まって故障すると，そのセンサが正
常あるいは異常の判別がつかない場合がある．この場合は，計測対象であるプラントの状
態が変化して，正常なセンサとの関係が大きく乖離する状態とならない限り，正常なセン
サとの相互テストは不成立とならず，センサの異常を検出することができない．すなわち，
免疫型システムによる故障診断では，故障検出に要する観測回数はプラントの状態に依存
している．このため，プラントの状態によっては，故障したセンサに対する相互テストが
不成立となる頻度が低くなる場合があり，この場合に，故障検出ができなくなる．特にこ
の現象は故障の程度が軽度な場合に顕著となる．  
高い稼働率を必要とするシステムの故障診断では，故障発生の際に，できるだけ速く故
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障箇所を特定し，復旧することが要求される．加えて，システムが正常に稼働している状
況下で故障する可能性が高い箇所を特定することが出来れば，より高い稼働率を実現する
ことができる．例えば，プラントが正常に稼働している間に，経年変化などで誤差が大き
くなってしまったセンサを特定できれば，次の定期的なメンテナンスの機会までに交換用
のセンサが準備できるので，メンテナンスの作業期間が短縮されて，システムの稼働率を
さらに高めることが出来る． 
そこで，信用度の動的モデルの算出に反映される相互テストの結果パラメータに着目し，
従来のアルゴリズムでは+1(制約成立時)あるいは-1(同不成立時)の2値しか持たないこの
パラメータを，センサ間の「典型的な」関係からの誤差の大きさに応じて連続的に変化す
るようにした．4.2 節では、従来の診断アルゴリズムを高稼働率システムに適用するため
の課題について述べる．4.3節では、4.2節で挙げた課題を克服するための新しいアルゴリ
ズムを提案する．4.4 節では、シミュレーションによる実験結果を示し、最後に 4.5節で
本章の結論を述べる。 
 
４．２ 従来の診断アルゴリズムの課題 
 
本節では，2.2.1節で示した従来の診断アルゴリズムを高稼働率システムに適用するた
めの課題について述べる．課題は次の2点である． 
 
・軽度の故障が発生した場合にも，出来る限り速く故障検出すること 
・システムが正常に稼働している間にセンサが故障する予兆を見出すこと 
 
以下では，これらの詳細ついて述べる． 
 
４．２．１ 軽度の故障状態に対する故障検出の迅速化 
 
免疫型システムによる診断で，出力が異常なセンサを故障として判定するためには，そ
のセンサの信用度を故障判定値未満まで減少させる必要がある．従来のアルゴリズムでは，
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信用度の動的モデルを負の値とするために，異常なセンサを含む相互テストの結果が「制
約不成立」，すなわち，(2.3)式で 1kT とならなければならない．しかしながら，故障
したセンサの出力が，そのセンサが正常時に取りうる範囲内となり，かつ，実際のプラン
トの状態も故障したセンサの出力値の近傍となる場合は，そのセンサが正常か，あるいは
異常かの判別がつかなくなる．実際のプラントでは，その状態は刻々と変化するため，こ
れらの状態を計測するために設けられた各センサの出力も刻々と変化する．従来の診断ア
ルゴリズムにおけるセンサ間の相互テストは，(2.3)式の許容誤差 k  を考慮して制約成立
あるいは不成立を判定するため，計測対象であるプラントの状態が変化して，故障したセ
ンサと正常なセンサの出力の関係が，典型的な関係から大きく乖離する状態となり続けな
ければ，故障したセンサの信用度は継続的に減少しない．例えば，プラントの状態が変化
することによって，(2.3)式の |))((| tf kk V と許容誤差 k との大小関係が頻繁に変化する場
合，故障したセンサの信用度の動的モデルが正負に変化する．この結果，故障したセンサ
の信用度は継続的に減少せず，故障検出ができなくなる，あるいは故障検出までの観測回
数が多くなる．特にこれらの現象は，故障センサと正常センサの出力の関係が，典型的な
関係から大きく乖離しないような「軽度の故障状態」が発生した場合に顕著となる． 
従って，センサの軽度の故障状態において，プラントの状態の変化に起因してセンサ間
の相互テストの結果が高頻度で成立／不成立に変化する場合にも，故障センサの信用度の
低下を阻害する要因を抑制することが課題となる． 
 
４．２．２ 故障の発生に対する予測能力の実現 
 
センサ間の出力が制約を満たしていても，実際には,出力誤差の大きいセンサと小さいセ
ンサは存在している．センサ間の出力の関係が常に満たされる場合，各センサの信用度は
正常判定領域内で収束している．この状態で(2.1)式は， 0)( dttdri であり， 1 とす
ると，センサ is の信用度の時間関数 )(tri は(4.1)式で収束する． 
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ここで，全てのテスト結果は満たされているため，(2.3)式,(2.5)式より，それぞれ， 1kT ，
1)( tR
kT
となり，(4.1)式は，(4.2)式となる． 
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また，全てのセンサは正常であるため， 5.0)( tR j である．(4.2)式はセンサ間の「典型
的な」関係からの誤差の大きさには依存せず，そのセンサが属するセンサ群 kS の数に依存
していることが判る．つまり， is が出力誤差の大きなセンサであっても，多くの数の各セ
ンサとの出力の関係を満たしていれば，その信用度は大きい値に収束する．この様に，セ
ンサの信用度とセンサの出力誤差には依存性がない．このため，信用度をセンサ異常の発
生を予測するパラメータとして利用するためには，システムが正常に稼働している状況に
おいて，出力誤差の大きさを信用度に反映できるようなアルゴリズムを構築することが必
要となる． 
 
４．３ 提案アルゴリズム 
 
4.2節で挙げた課題を解決するために，信用度の動的モデルに反映する相互テストの結
果パラメータに着目した．前述のとおり，従来のアルゴリズムにおける相互テストの結果
パラメータは，+1(制約成立)と-1(制約不成立)の2値しか持たない．この情報量の少ない
相互テストの結果パラメータが，故障検出のために多くの観測回数を必要とする主要因の
１つである．例えば，故障したセンサを含むセンサ間の相互テストにおいて，プラントの
状態が変化して，各センサの出力の関係がわずかにでも許容誤差以下となった場合に，そ
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の誤差の大きさにかかわらず，相互テストの結果は(2.3)式に従って，即座に 1kT となる．
従って，故障したセンサの信用度は大きく増加し，故障検出までの観測回数が増加する．
そこで，相互テストの結果パラメータに連続的な値を取る変数を持つ新しい診断アルゴリ
ズムを提案する．(2.3)式で示した従来アルゴリズムの相互テストの結果パラメータの値を，
(4.3)式に示すように，センサ出力間の「典型的な」関係からの誤差の大きさに依存するよ
うに変更する． 
 





 |)(|1,1max kk
k
k fT V


     (4.3) 
 
ここで， は調整項であり，センサ出力間の「典型的な」関係からの誤差の大きさに対し
て，動的モデルへの寄与度を調整するためのものである．また，(4.3)式は ]1,1[kT とな
るように，誤差の絶対値が非常に大きい場合でも， kT の取りうる範囲を制限している．こ
れは，出力が正常な状態から大きくかけ離れた故障センサが１個でもセンサ群に存在する
と，そのセンサ群に含まれる正常センサの信用度も大幅に引き下げてしまい，正常なセン
サを誤って故障と判定してしまう恐れがあるからである．センサ出力間の「典型的な」関
係からの誤差の大きさと，相互テストの結果パラメータの値の関係をFigure 4.1に示す．
センサ群 kS におけるセンサ出力間の誤差 ke は， )( kkk fe V で示される． 1 と設定す
ることにより，許容誤差 k を境界として，誤差 ke の大小に応じてテスト結果 kT の符号が変
化する．従って， 1 の場合に，誤差 ke の大きさに対するテスト結果 kT の符号の関係は従
来アルゴリズムとほぼ同じとなる(従来アルゴリズムでは，(2.3)式の定義より kke  の場
合に 1kT であるが，提案アルゴリズムでは 0kT となる点が異なる)．また，(2.5)式に
示した各制約に対する信用度を(4.4)式に変更する． 
 
 
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0 if))(exp(12
0 if1
)(
kT
k
T Tt-r
T
tR
k
k
    (4.4) 
(4.4)式は，制約が成立する状態では,制約の故障は疑わない，という従来のアルゴリズム
の考え方を踏襲している． 
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Figure 4.1 Value of mutual test result variable 
 
ここで，前節で述べた従来アルゴリズムの課題と，(4.3)式に示した相互テストの結果
パラメータの関係について説明する．まず，最初の課題は軽度の故障が発生した場合にも，
出来る限り速く故障検出することであった．センサの計測対象であるプラントの状態の変
化に起因してセンサ間の相互テストの結果が高頻度で成立／不成立の判定が変化する場合
に，故障センサの信用度の低下が阻害されることが，従来アルゴリズムの問題点である．
具体的には，センサ間の相互テストの結果が成立となる頻度よりも不成立になる頻度の方
が低いようなプラントの運転状態やセンサの故障状態の場合に，故障センサの信用度の動
的モデルが減少側になる頻度が低くなる．従来アルゴリズムでは，各センサの出力の関係
がわずかにでも許容誤差以下となった場合に，その誤差の大きさにかかわらず，相互テス
トの結果は(2.3)式に従って即座に 1kT となるが，提案アルゴリズムでは(4.3)式により，
kT の値は0より若干大きくなる程度であり，信用度は急激に増加せず，故障検出までの観
測回数の増加を抑制することができる． 
次の課題はシステムが正常に稼働している間にセンサが故障する予兆を見出すことで
あった．センサ間の出力の関係が常に制約を満たす場合，各センサの信用度は正常判定領
域内で収束するが，その収束時の値はセンサの出力誤差の大きさに依存性がない．一方，
提案アルゴリズムでは(4.3)式により， kT の値はセンサ間の「典型的な」関係からの誤差
の大きさに依存するため，正常判定領域内においてもセンサの出力誤差に依存した値で収
-1
1
ek
Tk
εk-εk 0
Conventional 
Proposed 
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束する．従って，収束時の信用度の大きさを利用すれば，システムが正常に稼働している
間にセンサが故障する予兆を見出すことできる．  
 
４．４ シミュレーション実験 
 
前節で提案したアルゴリズムの有効性を，4.2節で挙げた課題に対応する２種類のシミ
ュレーション実験を通じて検証する． 
最初に，センサ間の相互テストの結果が成立となる頻度よりも不成立になる頻度の方が
低いようなプラントの運転状態で故障検出を行う．ここでは，経年劣化等によりセンサの
出力特性が徐々に故障していく事例を用いて，従来アルゴリズムと比較することにより，
提案アルゴリズムの方が故障状態が軽度のうちに先に故障検出できることを示す． 
次に，システム内のセンサが全て正常な状態で，出力誤差が最も大きいセンサを特定す
る．ここでは， システム内のセンサにそれぞれ大きさの異なる誤差を設定して，システム
を稼働させた場合に，従来アルゴリズムでは単に「全て正常」としか情報は得られないが，
提案アルゴリズムでは「全て正常」である情報を出力したうえで，さらに誤差が最大とな
るセンサを特定できることを示す． 
  
４．４．１ 相互テストが不成立となる頻度が低い状態での故障検出 
 
[実験条件] 
センサの計測対象であるプラントの稼働状態をHigh／Lowの様な2つ状態を交互に繰り
返す場合を考える．また，センサの経年による耐久劣化として，その入出力特性が徐々に
変化するモデルを検討する．具体的には，センサの入出力特性の傾きが劣化により変化す
るものとする． 
なお，以下のシミュレーション実験では，提案したアルゴリズムによる作用を判りやす
くするために，システムの規模，センサの特性に2.4節と同じ条件を用いて簡単化してい
る．すなわち，診断の対象とするプラントは Figure 2.4 であり，プラントへの入力に 2
個のセンサを，出力に１個のセンサをそれぞれ配置している． 診断システムのネットワー
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ク構成をFigure 4.2に示す．それぞれのセンサの入出力特性は，出力＝入力とする． 
 
[実験条件] 
プラントGの入出力特性 )()( NuNy    N はN 回目の処理サイクルを示す． 
プラントGへの入力  
Figure 4.3に示すように，2種類の状態を20処理サイクル毎で繰り返す．ここで，セ
ンサ間の相互テストが不成立となる頻度を成立となる頻度より下げるために，
High( 0.1)( Nu )の期間はLow( 5.0)( Nu )の期間より短く設定している． 
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   a はセンサの劣化によって生じるゲインの変化率( 1a ) 
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Figure 4.2 Sensor network 
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Figure 4.3 Input and Output of the plant G 
 
[実験結果] 
プラントの最大動作範囲を 5)(0  Nu として，この範囲に合わせてセンサ 1s の入出力
範囲を設計すると，センサ 1s の正常時の入出力特性は )()(1 NuNv  であるため，その入出
力範囲は 5)(0 1  Nv に設計される．センサの劣化によって， )()(1 NuaNv  ( 1a )
に変化するものとすると，システムが要求するセンサ出力間の許容誤差 5.0k を超過す
るのは，a の範囲が 1.1a となる場合である（但し，簡単のため故障センサ 1s 以外の劣化
はここでは考慮しない）．一方，本実験の条件では，センサ間の相互テストが不成立とな
る頻度を成立となる頻度より下げるために，プラントの動作範囲を 0.1)(5.0  Nu に制限
している．Figure 4.4は本実験でのプラントの動作範囲とセンサ出力の関係を示している．
この動作範囲でシステムが要求するセンサ出力間の許容誤差 k を超過するのは， 5.1a
の場合である．従って，この故障検出に厳しいプラントの動作条件において，故障診断シ
ステムはできる限り 5.1a に近い状態で故障検出できることが望ましい． 
シミュレーション実験では，a の値を1.6から2.1まで0.1刻みで増加させて故障検出
までに必要な観測回数を集計した．集計結果をTable 4.1に示す．従来アルゴリズムでは，
0.2a で故障検出できないが，提案アルゴリズムでは 8.1a で故障検出可能となること
が判る． 8.1a における，故障発生の直後から各センサのテスト結果パラメータ kT ，信
用度の動的モデル dttdri )( ，信用度 )(tRi の挙動を，それぞれFigure 4.5(a)(b)，4.6(a)(b)，
4.7(a)(b)に示す． 
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Figure 4.4 Relationship between the range of plant G and the output of sensor s1 
 
また，(a),(b)はそれぞれ従来アルゴリズムと提案アルゴリズムを示す．従来アルゴリズム
では，故障センサ 1s が属するセンサ群 1S ， 3S のテスト結果パラメータ kT )3,1( k は，-1,+1
の2値を取る．しかし，信用度の動的モデル dttdr )(1 を減少側に導く 1kT )3,1( k の期
間は，増加側の 1kT )3,1( k の期間よりも短い．この結果，故障センサ 1s の信用度 1R は，
0.5近傍まで低下するものの，0.5を下回るまでには至らない．また，これらの挙動は，プ
ラントの状態が 5.0)( Nu のタイミングで，故障センサ 1s の出力と正常センサとの間の誤
差が，許容誤差 k 以内となるa の条件下においては全く同じ振る舞いとなる．すなわち，
センサの劣化によるゲイン変化率a が増加して， kkk NuaNvNve  |)(|)1(|)()(| 1
を常に満たす 2a となるまで，従来アルゴリズムでは故障検出することができない．  
一方，提案アルゴリズムはテスト結果パラメータ kT がセンサ間の「典型的な」関係から
の誤差の大きさに依存するため，プラントの状態が変化して，誤差が小さいときは，
2.0kT )3,1( k となり，誤差が大きいときは 6.0kT )3,1( k となる．この結果， 
dttdr )(1 が減少側に偏るため，速やかに信用度 1R は0.5未満，すなわち故障判定領域まで
減少し， 1s の故障を検出する． 
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次に，従来アルゴリズムでも故障検出が可能となる 1.2a での kT ， dttdri )( ， )(tRi の
挙動を，それぞれ Figure 4.8(a)(b)，4.9(a)(b)，4.10(a)(b)に示す．従来アルゴリズム
では，プラントの状態にかかわらず，常に 1kT )3,1( k となるため，故障検出までに
40 回の観測回数しか必要としない．一方，提案アルゴリズムでは，プラントの状態が
5.0)( Nu のタイミングで 1.0kT )3,1( k となるため，従来アルゴリズムに比べて信用
度 1R の減少が遅く，故障検出に必要な観測回数が従来アルゴリムより多くなることが判る． 
なお，センサの劣化がさらに進行してゲイン変化率a が 3a となると，プラントの運
転状態 5.0)( Nu において，提案アルゴリズムのテスト結果パラメータ kT は 1kT とな
るため，従来アルゴリズムと同じ観測回数で故障検出することができる． 
ここで，実験結果をまとめておく．提案アルゴリズムは，耐久劣化により徐々にセンサ
の特性が変化していく状況では，従来アルゴリズムよりも先に（故障の程度が軽いうちに）
故障検出できることを示した．また，さらにセンサの特性の変化が大きくなる場合では，
一部の状態で従来アルゴリズムよりも故障検出に必要な観測回数が多くなることはあるが，
故障による特性変化が充分に大きければ従来アルゴリズムと同じ観測回数で故障検出がで
きることを示した． 
 
Table 4.1 Simulation results 
 
 
 
 
 
 
a :  change rate of gain due to deterioration
1.6 1.7 1.8 1.9 2.0 2.1 3.0
Conventional * * * * * 40 40
Proposed * * 127 87 68 66 40
*:  undetectable
Algorithm
Number of time of sampling
for fault detection [times]
85 
 
 
 
 
 
(a) Conventional algorithm        (b) Proposed algorithm 
 
Figure 4.5 Behavior of the parameter of test result (a=1.8) 
 
 
 
 
 
 
(a) Conventional algorithm        (b) Proposed algorithm 
 
Figure 4.6 Behavior of the dynamical model of the credibilities (a=1.8) 
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(a) Conventional algorithm 
 
 
 (b) Proposed algorithm 
 
Figure 4.7 Behavior of the credibilities (a=1.8) 
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(a) Conventional algorithm        (b) Proposed algorithm 
 
Figure 4.8 Behavior of the parameter of test result (a=2.1) 
 
 
 
 
 
 
(a) Conventional algorithm        (b) Proposed algorithm 
 
Figure 4.9 Behavior of the dynamical model of the credibilities (a=2.1) 
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(a) Conventional algorithm 
 
 
 (b) Proposed algorithm 
 
Figure 4.10 Behavior of the credibilities (a=2.1) 
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４．４．２ システムが正常な状態おける誤差最大のセンサの特定 
 
[実験条件] 
システム内の全てのセンサが正常である状態，すなわち各センサ間の誤差が全て許容範
囲内となる条件として，この状態で各センサの信用度を利用して，最も誤差の大きいセン
サを特定する．シミュレーション実験には，4.4.1節で設定した実験条件を適用し，各セン
サの入出力特性，すなわち各センサが有する誤差に関してのみ本実験で変更する．センサ
の入出力特性に対して，1つのセンサしか誤差を持たない場合と，より現実に近い条件とし
て全てのセンサが大小の誤差を持つ場合の2種類の条件を与える． 
 
センサ出力 ( は 回目の処理サイクルを示す) 
 条件１） 誤差を有するセンサは 1s のみとする． 
  )()(1 NuaNv  ， )0( N  
  05.1a  
 条件２） センサ is )3,,1( i は全て誤差を生じるゲイン ia を有する． 
  05.11 a ， 01.12 a ， 005.13 a  ( 321 aaa  )とする．  
    )(05.1)(1 NuNv  , )(01.1)(2 NuNv  , )(005.1)(3 NyNv   
         )0( N   
 
[実験結果] 
 条件１） 
誤差発生直後からの各センサのテスト結果パラメータ kT ，信用度の動的モデル
dttdri )( ，信用度 )(tRi の挙動を，それぞれ Figure 4.11(a)(b), 4.12(a)(b),4.13(a)(b)
に示す．また，(a),(b)はそれぞれ従来アルゴリズムと提案アルゴリズムを示す．各センサ
間の誤差が全て許容範囲内であるため，従来アルゴリズムの相互テストの結果パラメータ
は 1kT )3,,1( k となる．また，全てのセンサは同じ数のセンサ群をその信用度の動的
モデルに持つ．従って，信用度 iR  )3,,1( i は全て同じ値に収束している．一方，提案
N N
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アルゴリズムでは，誤差が最も大きいセンサ
1s とその他のセンサ 2s , 3s との相対的な誤差
が最も大きくなることから，センサ
1s が属するセンサ群 1S ， 3S のテスト結果パラメータ kT
)3,1( k は，誤差を持たないセンサ 2s , 3s のテスト結果 2T より，小さい値となる．この結
果， dttdr )(1 は dttdri )( )3,2( i よりも小さくなり，信用度 1R は他のセンサの信用度と比
べて最も小さい値に収束する．従って，最も誤差が大きいセンサとして，信用度が最も小
さいセンサ
1s を特定できることが示された． 
 
 
(a) Conventional algorithm        (b) Proposed algorithm 
 
Figure 4.11 Behavior of the parameter of test result 
 (Only s1 has error) 
 
 
 
(a) Conventional algorithm        (b) Proposed algorithm 
 
Figure 4.12 Behavior of the dynamical model of the credibilities    
(Only s1 has error) 
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(a) Conventional algorithm 
 
  
 (b) Proposed algorithm 
 
Figure 4.13 Behavior of the credibilities   
(Only s1 has error) 
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 条件２） 
条件１同様に，誤差発生直後からの各センサの kT ， dttdri )( ， )(tRi の挙動を，それぞ
れFigure 4.14(a)(b), 4.15(a)(b),4.16(a)(b)に示す．この条件においても従来アルゴリ
ズムは，各センサ間の誤差が全て許容範囲内であるため，相互テストの結果パラメータは
1kT )3,,1( k となり，信用度 iR  )3,,1( i は全て同じ値に収束している． 一方，提
案アルゴリズムは，誤差の最も大きいセンサ
1s とその他の誤差の小さいセンサ 2s , 3s との
相対的な誤差が最も大きくなることから，条件１同様にセンサ
1s が属するセンサ群 1S ， 3S
のテスト結果パラメータ kT )3,1( k が小さくなり，信用度 1R は他のセンサの信用度と比べ
て最も小さい値に収束する．従って，条件２においても条件1同様に，最も誤差が大きい
センサとして，信用度が最も小さいセンサ
1s を特定できることが示された． 
しかし，誤差が最も大きいセンサ以外に関しては，誤差の大きさの順序と信用度の大き
さの順序が一致していない．具体的には，誤差を生じるゲインの大小関係が 23 aa  であ
るにもかかわらず，収束した信用度の大小関係は 23 RR  となっている．これは，最も誤
差が大きいセンサ 1s の出力に対して，誤差が最も小さい 3s より，2番目に誤差が大きいセ
ンサ
2s の出力の方が相対的な誤差が小さくなるためであり， 13 TT  となることが原因であ
る． 
 
 
 
 
 
 
 
 
 
 
 
s1 :  Linear air-fuel ratio sensor 
s2 :  Oxygen sensor 
s3 :  Mass air flow sensor 
s4 :  Fuel pressure sensor 
s5 :  Engine speed sensor 
s6 :  Throttle opening sensor 1 
s7 :  Throttle opening sensor 2 
s8 :  Injector drive current sensor 
s9 :  Relief valve drive current sensor 
TWC: Three way catalytic converter 
ETD: Electric throttle device 
LPP: Low pressure pump 
HPP: High pressure pump 
RV:  Relief valve 
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(a) Conventional algorithm        (b) Proposed algorithm 
 
Figure 4.14 Behavior of the parameter of test result 
 (All sensor has error (s1 has maximum error)) 
 
 
 
 
 
 
(a) Conventional algorithm        (b) Proposed algorithm 
 
Figure 4.15 Behavior of the dynamical model of the credibilities    
(All sensor has error (s1 has maximum error)) 
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(a) Conventional algorithm 
 
  
 (b) Proposed algorithm 
 
Figure 4.16 Behavior of the credibilities   
(All sensor has error (s1 has maximum error)) 
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４．５ おわりに 
 
本章では，故障の程度が進行することにより徐々にセンサの特性が変化していく状況に
対して，従来アルゴリズムよりも先に（故障の程度が軽いうちに）故障検出できるアルゴ
リズムを提案した．また，このアルゴリズムを適用することにより，システムが正常な状
態においても最も誤差が大きいセンサを特定できることを示した．特に後者は，従来のア
ルゴリズムでは実現できなかった特徴である．システムの稼働率を高めるためには，故障
が発生してもすぐに故障状態を検出して異常箇所を特定する，あるいは，システムが故障
する前にその要因を取り除くことが要求される．本章で提案したアルゴリズムは，特に経
年による耐久劣化で徐々に特性が変化する一般的なセンサに対して有効に作用するものと
考えられる． 
但し，現状では個々のセンサが有する誤差に対して，最も大きい誤差を持つセンサしか
特定することが出来ない．例えばプラントのメンテナンスの際に，劣化が進んだ複数のセ
ンサをまとめて交換できれば，メンテナンスの回数を減らすことができるため，システム
の稼働率をさらに高めることが期待できる．従って，誤差の大きさに応じた情報を抽出で
きる診断アルゴリズムを検討していくことが今後の課題である． 
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第５章 結論 
 
本論文では，制御システムのセンサの故障診断に関して，診断アルゴリズムの高速化に
関する研究について述べた． 
以下に，本研究で提案した各手法について順にまとめる． 
第2章では，未知の故障モードに対する故障検出性能を維持しつつ，発生頻度が高い「既
知の故障モード」に対して効率的に故障を検出できる診断方法を提案した．具体的には，
あるセンサに既知の故障モードが発生した際に，他のセンサの出力値を既知の関係に当て
はめて，そのセンサの出力値を推測し，実際のセンサ出力との類似度を算出して，この類
似度に応じて，センサ出力の妥当性を示すパラメータの更新量を調整するものである．こ
れにより，既知の故障モードに対して，故障検出に必要な観測回数を従来の診断方法と比
較して，約 29%低減できることを確認した．以上のことから，未知の故障モードに対する
故障検出の柔軟性を維持しつつ，耐ノイズ性の低い安価なセンサの利用や劣悪なノイズ環
境下においても，少ない観測回数で正確な診断を行う診断システムを構成できるものと期
待する． 
第3章では，同時に発生する多重故障に対して，冗長なセンサを追加することなく，効
率的に故障を検出できる診断方法を提案した．具体的には，故障の疑いのあるセンサが存
在する領域を特定し，故障の疑いのあるセンサ間で実施されるセンサ出力の相互監視の結
果を無効にして，センサ出力の妥当性を示すパラメータを算出するものである．これによ
り，従来の診断方法では検出できない複数センサの故障の組み合わせパターンに対して故
障検出が可能になること,ならびに，従来の診断方法でも検出が出来る複数センサの故障の
組み合わせパターンに対しては，故障検出に必要な観測回数を従来アルゴリズムと比較し
て，87%以上も低減できることを確認した．以上のことから，提案したアルゴリズムの効率
は非常に良く，実際のプラントへ適用することにより，冗長なセンサを必要とせずに，大
規模なシステムで起こりうる同時多重故障が発生しても少ない観測回数で正確な診断を行
う診断システムを構成できるものと期待する．  
第4章では，故障検出が難しいプラントの運転状態においても，センサの故障が軽度の
うちから早期に故障検出が可能であり，かつ，システムが正常に稼働している状態で，セ
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ンサの劣化の進行度合いを検出できる診断方法を提案した．具体的には，従来の診断方法
では，故障が発生してから故障を検出するまでの観測回数がセンサ間の相互監視で異常を
検知する頻度のみに依存することに着目し，センサ間の相互監視で生じる誤差量に応じて
センサ出力の妥当性を示すパラメータを算出するものである．これにより，経年変化など
で徐々に特性が変化しながら故障に至るセンサのモデルを対象として，従来の診断方法で
は検出できない軽度の故障状態でも早期に故障検出できることを確認した．また，システ
ムが正常に稼働している状態において，システム内の複数のセンサの中で誤差が最も大き
いセンサを検出できることを確認した．以上のことから，提案したアルゴリズムは，シス
テムに故障が発生してもすぐに故障状態を検出して異常箇所を特定することができる，あ
るいは，故障する前にその要因を取り除くための情報が得られると判断できるため，高稼
働率システムに対して有効なアルゴリズムであると期待する．但し，現状では個々のセン
サが有する誤差に対して，最も大きい誤差を持つセンサしか特定することができない．こ
れは，提案したアルゴリズムでは，各センサの信用度を，センサ間の相対的な誤差の総和
を基に算出していることが原因であり，例えば，絶対的な誤差の基準となるセンサを設定
する等のアルゴリズムの拡張が必要と考える．複数のセンサに対して，それらの誤差の大
きさが正確に判れば，例えばプラントのメンテナンスの際に，劣化が進んだ複数のセンサ
をまとめて交換できるので，メンテナンスの回数を減らすことができ，ひいては，システ
ムの稼働率をさらに高めることが期待できる．従って，誤差の大きさに応じた情報を抽出
できる診断アルゴリズムを検討していくことが今後の課題である． 
また，免疫型システムを用いた故障診断の共通の課題として，プラントの入出力におけ
る時間遅れが無視できないような瞬時の故障検出への対処が挙げられる．本論文では，第
2 章で述べたとおり，診断のための観測周期がプラントの時間遅れよりも十分に長い場合
を想定しているため，この時間遅れに対する措置は特に実施していない．しかし，現実の
プラントの入出力には少なからず時間遅れが存在するため，この時間遅れの影響が大きい
間に故障検出を行う場合は，センサ出力間の時間遅れを補償して妥当性の相互テストを実
施する必要がある．これには，例えばセンサ間にプラントモデルを設置して，モデルから
得られるセンサ出力の推定値を用いて診断させる等の追加措置が必要となる．この様な時
間遅れに対する追加措置の必要性は，免疫型システムを用いた診断の本質的な問題であり，
アルゴリズムの更なる改良によって，いかにしてこれらの追加措置を軽減していくかが，
今後の課題である． 
本研究の対象とした免疫型システムを用いた故障診断は，故障パターンの事前学習を必
要としないことを特徴としている．近年の制御システムの複雑化・大規模化に伴い，故障
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したセンサを特定することが難しくなりつつある中で，故障パターンが事前に網羅するこ
とが困難な状況においても故障の検出能力の高い免疫型システムを用いた故障診断は，今
後，ますます重要になっていくもの考える．本研究を通して，免疫型システムを用いた故
障診断を現実的な制御システムに適用する際の欠点として，故障を検出するまでに多くの
観測回数を必要とすることを見出した．そこで，上記の各手法を提案し，いずれも故障検
出に要する観測回数を低減できることを確認した．特に，人命を脅かす事態に陥る可能性
のある制御システムの故障検出の高速化は非常に重要な技術であり，この欠点を改良でき
た点は大きい．従って，本研究で提案した診断の高速化アルゴリズムは，今後の制御シス
テムの発展に貢献できるものであると考える． 
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