A key challenge in topic-focused summarization is determining what information should be included in the summary, a problem known as content selection. In this work, we propose a new method for studying content selection in topic-focused summarization called the summary cloze task. The goal of the summary cloze task is to generate the next sentence of a summary conditioned on the beginning of the summary, a topic, and a reference document(s). The main challenge is deciding what information in the references is relevant to the topic and partial summary and should be included in the summary. Although the cloze task does not address all aspects of the traditional summarization problem, the more narrow scope of the task allows us to collect a large-scale datset of nearly 500k summary cloze instances from Wikipedia. We report experimental results on this new dataset using various extractive models and a two-step abstractive model that first extractively selects a small number of sentences and then abstractively summarizes them. Our results show that the topic and partial summary help the models identify relevant content, but the task remains a significant challenge.
Introduction
Topic-focused multi-document summarization (MDS) has long been a goal for natural language processing (Dang, 2005 (Dang, , 2006 . In contrast to generic summarization, topic-focused summarization systems attempt to summarize a set of reference documents with respect to a specific topic or information need.
Recent research on summarization has mostly focused on generic summarization, in part due to the size of the available datasets. Work on topic-focused summarization (Lin and Bilmes, 2011; Ma et al., 2016; Feigenblat et al., 2017) is … Federer received an honorary doctorate awarded to him by his home university, the University of Basel. He received the title in recognition for his role in increasing the international reputation of Basel and Switzerland, and also his engagement for children in Africa through his charitable foundation.
Roger Federer, Philanthropy and outreach
The current world number two tennis player, who was born in Basel, received the title from the medical faculty, which praised him for his role in increasing the international reputation of Basel and Switzerland…In a press release it also highlighted the 36-yearold sportsman's engagement for children in Africa through his charitable foundation… topic reference document context cloze input output Figure 1 : Given a topic, reference document, and a partial summary (the context), the objective of the summary cloze task is to predict the next sentence of the summary, known as the cloze. largely based on the DUC 2005 and 2006 datasets (Dang, 2005 (Dang, , 2006 , which are orders of magnitude smaller than comparable generic summarization datasets (Nallapati et al., 2016; Grusky et al., 2018) . Because the available corpora are so small, it is difficult to use them to train recent stateof-the-art summarization systems, which require large amounts of training data.
Instead of focusing on the full topic-focused MDS problem, we address one aspect of the task known as content selection, the problem of deciding what information should be included in the summary (Nenkova, 2006b) . Narrowing the scope of the problem makes it easier to collect a largescale dataset that is tailored to the specific task and thus build upon recent work on summarization.
To that end, we formulate a new task for content selection in topic-focused summarization which we call the summary cloze task ( §2). Given a topic, a partial summary, and a reference document(s), the goal of the summary cloze task is to produce the next sentence in the summary (referred to as the cloze). The underlying assumption of the task is that the content of the cloze is known to come from the reference document, and thus the primary challenge of the task is to decide what information in the reference document(s) is relevant to the topic and partial summary. An example instance of the summary cloze task is presented in Figure 1 .
Then, we collected a new large-scale summary cloze dataset from Wikipedia, called the WIKI-CITE dataset ( §3). Each paragraph in Wikipedia can be viewed as a topic-focused summary of the references cited within the paragraph, where the topic is defined as the article title and section headings. The citations provide supervision at the sentence-level that indicates where the content of the preceding sentence came from. We scraped hundreds of thousands of Wikipedia articles and corresponding references to collect nearly 500k summary cloze instances. 1 With a new task definition and corresponding large-scale dataset, we then propose an extractive model and a two-step abstractive model, both of which are based on recent successful work on generic summarization ( §4). The extractive model combines representations of the topic and partial summary with representations of the document sentences through an attention mechanism to extract one reference sentence. The two-step model first reduces the length of the input data by extractively selecting a small number of sentences, then abstractively summarizes them using a decoder that has an initial hidden state which depends on the partial summary. Our experimental results ( §6) show that the topic and context help the models identify relevant information, but the task remains a significant challenge.
The contributions of this work are three-fold: (1) We formalize the summary cloze task as a method to develop content selection models for topic-focused summarization; (2) we release the WIKICITE dataset, which contains nearly 500k summary cloze instances collected from Wikipedia; and (3) we propose sensible baseline extractive and abstractive models for content selection in topic-focused summarization.
1 Available for download at http://cogcomp.org/ page/publication_view/880 2 The Summary Cloze Task One of the main challenges for a topic-focused MDS system is selecting what content from the reference documents to include in the summary. Intuitively, this decision largely depends on the topic itself and the content of the summary generated thus far. Therefore, being able to predict the next sentence of a summary is an important component of a full topic-focused MDS system and a worthwhile task on its own. With this motivation in mind, we now formally define the summary cloze task.
Task Definition Given a partial summary (the context) and a reference document or documents (the references), the goal of the summary cloze task is to generate the next sentence of the summary (the cloze). It is assumed that the information in the cloze comes from the provided reference documents. This is the most general definition of the summary cloze task. However, because we are interested in topic-focused summarization, in this work, it is also assumed that a high-level topic is provided as input, such as in Figure 1 .
One advantage that the summary cloze task has over the traditional topic-focused MDS problem is the availability of data. Topic-focused MDS requires collecting example summaries of a set of documents about a particular topic. This data is hard to collect from human annotators and is difficult to find occurring naturally. The cloze task requires sentence-level supervision for which we were able to collect a large-scale dataset using Wikipedia ( §3). By conditioning the cloze generation on a partial summary and working at the sentence-level, we are able to get around the problem of data scarcity.
Evaluation Evaluating summary cloze models is challenging; The difficulties of evaluating summarization systems (Nenkova, 2006a) still persist for the summary cloze task. We propose for the main evaluation metric to be ROUGE (Lin, 2004) , which has been shown to be an effective metric for summarization (Owczarzak et al., 2012) . Additionally, for abstractive models we use perplexity to quantify how likely the ground-truth cloze is according to the model.
Because the cloze is only one sentence long, the chance of the ground-truth and model clozes being equally valid but very different to each other is likely higher than for other summarization tasks.
It is desirable to have a good automatic evaluation metric that could capture the coherence of the model's cloze with the context in such situations. However, developing such an automatic metric for measuring summary coherence that correlates well with human judgments is an open problem for summarization in general, and thus we leave it for future work.
The WikiCite Dataset
In order to build content selection models, we collected a large-scale dataset of summary cloze instances using Wikipedia.
Wikipedia as a Summary Each paragraph in a Wikipedia article can be viewed as a topic-focused multi-document summary. Many Wikipedia articles have citations to external sources that provide supporting evidence for the information within the article. The articles' paragraphs can be viewed as summarizing the documents cited within the paragraph with respect to the page entity and section headings, which together form the topic of the summary. Since the citations are at the sentence-level, they provide supervision that identifies where the information in the preceding sentence came from, and thus can be used to generate summary cloze instances.
For example, consider a paragraph from the "Family and personal life" section of Barack Obama's Wikipedia page, presented in Figure 2 . Nearly all of the sentences in the paragraph are supported with citations, and these citations contain the same information written in the paragraph. Each sentence with a citation can be used to produce a summary cloze instance where the preceding sentences are the context and the topic is "Barack Obama, Family and personal life." Although not all paragraphs on Wikipedia are as well-cited as the example in Figure 2 , only one citation is necessary to create a cloze instance.
Dataset Collection
To collect a summary cloze dataset, we first parsed the articles and citations from the January 2019 Wikipedia dump. Only articles marked with the category "Living people" were kept because these articles are more likely to have reference documents which can be scraped automatically. The reference document HTMLs were collected from 12 months of Common Crawl data. 2 Then, the text of each document was ex-In June 1989, Obama met Michelle Robinson when he was employed as a summer associate at the Chicago law firm of Sidley Austin. [62] Robinson was assigned for three months as Obama's adviser at the firm, and she joined him at several group social functions but declined his initial requests to date. [63] They began dating later that summer, became engaged in 1991, and were married on October 3, 1992. [64] The couple's first daughter, Malia Ann, was born in 1998, [65] followed by a second daughter, Natasha ("Sasha"), in 2001. [66] The Obama daughters attended the University of Chicago Laboratory Schools. When they moved to Washington, D.C., in January 2009, the girls started at the Sidwell Friends School. [67] The Obamas have two Portuguese Water Dogs; the first, a male named Bo, was a gift from Senator Ted Kennedy. [68] In 2013, Bo was joined by Sunny, a female. [69] tracted from the HTML using unfluff. 3 In order to filter low-quality instances (e.g., HTML was a 404 page, the body text was incorrectly extracted, etc.), we labeled around 500 instances based on whether or not the reference document provided supporting evidence for the corresponding cloze. We trained a simple linear classifier with length and BM25 features that achieved an F1 score of 85 to filter the data. The remaining data was split between training, 10k validation, and 10k testing instances, ensuring that no reference document or Wikipedia article appears in more than one set.
The dataset statistics compared to those of the DUC 2005 and 2006 datasets are presented in Table 1. Other than the number of instances, the biggest differences between the two datasets are the length of the reference documents and topics. The WIKICITE documents are significantly longer, over double the length DUC documents at one standard deviation above the mean. The DUC topics, which are generally text that describe an information need, are much longer than the WIKI-CITE topics, which are high-level topic keywords.
Examples from the dataset are provided in Appendix A. 
Content Selection Models
We propose two sensible extensions to successful single-document summarization systems for the summary cloze task, an extractive model and a two-step abstractive model.
Extractive Model
The extractive model is based on those presented in Kedzie et al. (2018) . The base model works as follows. For every sentence x i in the reference document, a sentence-level representation h i is created by a sentence encoder (e.g., by averaging word vectors, by using a recurrent neural network, etc.). Then, a sentence extractor creates a document-level representation for each sentence d i , for example, by running a second RNN over the sentence-level representations. The documentlevel representation is passed through a multilayer perceptron and a sigmoid unit to calculate the probability of extracting a particular sentence under the model.
Adding Topics and Context
We extended the standard extractive model by incorporating the topic and context information through an attention mechanism. First, each of the individual topics is encoded into a vector representation t j by averaging the word vectors for each word in topic j. Then, a bidirectional RNN encodes the context tokens into a vector representation c k for each token. The topic and context token representations are combined with the sentence-level sentence representations through an attention mechanism. Specifically, an attention score is computed between each h i and the topic and context representations. Then, the subsequent attention scores are used to create a weighted sum of the topic and context representations, a i . Finally, the sentence representationh i that includes the attention mechanism is computed as
where W a is a matrix of learned parameters. In this extended version of the model,h i is used to compute the extraction probabilities instead of h i . A graphical representation of the full extractive model is presented in Figure 3 .
Training & Inference To convert the abstractive clozes into extractive reference sentence labels, we follow the procedure of Nallapati et al. (2017) and greedily select reference sentences that maximize ROUGE-1 recall until no more sentences improve the score. The training objective is the weighted negative log-likelihood of the labels with the same weighting as Kedzie et al. (2018) . At inference, the sentence with the highest probability of extraction is selected.
Two-Step Abstractive Model
Since the reference documents in the WIKICITE dataset are rather long (see Table 1 ), we chose to use a two-step approach to build an abstractive system for the summary cloze task.
Extractive
Step The first step uses the same extractive model from the previous subsection to significantly reduce the amount of input text. Instead of selecting just one sentence at inference, the extractive model repeatedly selects sentences until a pre-specified number of words has been met. Then, only the sentences which were extracted are passed as input to the abstractive step.
Abstractive
Step For the abstractive step, we extended the Pointer-Generator + Coverage network (See et al., 2017) for single-document summarization to include the context.
The Pointer-Generator network is built on a sequence-to-sequence model with attention. The reference document is encoded using an RNN, and the summary is produced using a second RNN. The model is augmented with a copy mechanism by including a soft switch that allows the attention distribution to influence the decoder's probability distribution over the vocabulary, thus making it easier to copy words from the input.
Then, the coverage mechanism discourages the attention weights from repeatedly assigning high values to the same input tokens across decoding time steps. This is accomplished by adding a new Figure 3 : The extractive model uses three separate encoders create representations for the reference document sentences, context tokens, and topics. These are combined through an attention mechanism, encoded at a documentlevel, and passed through a feed-forward layer to compute an extraction probability for each reference sentence.
term to the loss function which penalizes such behavior and a new term to the attention score calculation that informs the model about the previous steps' attention weights. The coverage mechanism has the effect of decreasing the amount of redundancy in the generated summary.
Conditioning on Context In order to condition the generation of the cloze on the context, we use the context tokens to initialize the decoder's hidden state representation by first forcing the tokens through the decoder.
Concretely, let s t be the decoder's hidden state for decoding step t (with s 0 initialized to the final encoder hidden state), d θ (·) be the decoder function, and c 1 , . . . , c T be the context tokens. The context tokens are passed through the decoder to create a new decoder hidden state representation using the following recursive formula
Then, s T is used as the initial hidden state that the decoder uses to generate the cloze tokens. Priming the decoder with the context tokens has the benefit of allowing the model to condition the cloze generation on a representation of the context. Additionally, because the context will impact the decoder's coverage calculation, it will discourage the cloze from repeating information already in the context.
Training & Inference Following See et al. (2017) , the training objective is the negative loglikelihood of the ground-truth cloze tokens with the added coverage penalty. Inference is done using beam search.
Experimental Setup
Our experiments aim to better understand the WIKICITE dataset, evaluation metric, and performance of the extractive and abstractive models. Numbers in bold indicate statistical significance based on bootstrap resampling with p = 0.05.
Dataset Ablation & Human Performance
In order to better understand the WIKICITE dataset, we estimate how well models can perform without the reference documents and context and establish human performance on the task.
No Reference Document
We used the publicly available large-scale language model from Radford et al. (2019) (the 345M parameter version) with the default parameters to generate the cloze. The language model (which we call NO REFER-ENCE) was conditioned on the context tokens and one full sentence was generated from the model without access to the reference document.
No Context
We trained an abstractive model ( §4.2) to summarize the first 200 tokens of the reference documents in one sentence, using the cloze as ground-truth, without access to the context. This is equivalent to training a single-document summarization system on the input text. This model is referred to as NO CONTEXT.
Human Performance We manually wrote clozes for 50 different instances with and without access to the topic and context to establish human performance on this task. We also had each cloze judged by 5 crowd workers to rate from 1 to 5 how coherent the topic, context, and cloze are. We report this average quality score alongside ROUGE with the HUMAN label.
Extractive Models
In addition to an ablation study on the extractive model (referred to as CONTENTSELECTOR; §4.1) where we remove the topic and context, we also evaluate several different extractive models on this task, described below.
Lead & Oracle The LEAD-1 chooses the first sentence from the reference documents as the cloze, a common baseline for summarization.
The ORACLE-1 model selects the one sentence from the reference set which maximizes the ROUGE score using the ground-truth. A different oracle model was created for each individual metric. The performance of the oracle represents the upper-bound ROUGE score that a system which extracts exactly one sentence can achieve.
BM25 BM25 (Robertson et al., 1995) is an information retrieval-based score used to rank documents in search results for an input query. We selected the reference document sentence with the highest BM25 score for the context, treating the context as the query, the sentences as the documents, and computing the document frequency scores over the corpus of reference documents.
SumFocus SumFocus (Vanderwende et al., 2007) is an unsupervised model for topic-focused extractive summarization. The model constructs a unigram distribution over tokens by interpolating the unigram distributions of the documents and topic. Then, the model iteratively selects a sentence that has the highest probability token, discounts the probabilities of tokens in the selected sentence, and repeats. We extend SumFocus by additionally interpolating between the context unigram distribution in addition to the document and topic distributions.
Abstractive Models
Then, we measured how well the two-step abstractive system performs with and without access to the context and with different extractive models.
Extractive
Step Evaluation We use the extractive models above to preprocess the reference set to select the top scoring sentences, up to 200 tokens. The preprocessed documents are evaluated against the ground-truth cloze by calculating the recall variant of ROUGE. This will measure what percent of the cloze n-grams are contained within the text input to the abstractive step.
In addition to the extractive models, we also report lead and extractive oracle scores. The LEAD-200 extractive step selects the first 200 tokens of the reference document. The extractive oracle model preprocesses the reference sentences by selecting only those which were labeled positively in the heuristically-generated extractive labels, limited to 200 tokens. This model, called HEURISTIC LABELS, serves to demonstrate how well the abstractive model would perform with a perfect extractive step.
Abstractive
Step Evaluation Using the preprocessed documents from various extractive models, we trained abstractive models ( §4.2) to produce the ground-truth cloze, both with and without access to the context. These systems were evaluated with the F1 variant of ROUGE and perplexity.
Implementation Details
Our models were implemented using PyTorch (Paszke et al., 2017) in the AllenNLP framework (Gardner et al., 2017) . 4 We used fixed 200-dimensional GloVe embeddings (Pennington et al., 2014) . The RNNs were implemented with LSTMs (Hochreiter and Schmidhuber, 1997) of size 256. The models were trained with Adam (Kingma and Ba, 2014) using a learning rate of 1e-4 and 1e-3 and batch sizes of 32 and 16 for 290k and 62.5k iterations for the extractive and abstractive models, respectively. Following See et al. (2017) , we trained the abstractive models without the coverage loss until convergence, then by 3k iterations with a coverage loss weight of 1.
6 Experimental Results Table 2 shows the ROUGE and quality scores for the human-written clozes with and without access to the topic and context. For an additional comparison, we included a random human baseline that randomly shuffled the human-written clozes. The ROUGE scores for when the human cloze writers had access to the topic and context are higher by 7.3 R1 points, a significant margin. From this observation, we can infer that, when provided with the topic and context, humans do a better job at identifying the same information present in the ground-truth cloze. This is indicative that the topic and context should also be necessary for a system to do the same.
Human Performance & Evaluation
However, the crowd worker quality judgments are roughly equal for the ground-truth and both human-written clozes, and human performance is at 31.78 R1, which is somewhat low on an absolute scale. We believe this reflects the difficulty of evaluating this task and summarization in general. Because there are many possible valid clozes (or valid summaries of documents in the more general case) and only one ground-truth cloze, evaluation with automatic metrics is difficult. Although ROUGE is imperfect, it does positively correlate with the crowd worker quality scores, with a Pearson's coefficient of 0.44.
Dataset Ablation
The two baseline models that do not have access to the references or context, respectively, are evaluated in Table 3 . Although the NO REFERENCE model is a high-quality language model, it performs significantly worse than the NO CONTEXT model. This is likely due to the fact that the NO CONTEXT model was trained for this task. 
Extractive Models
The performance of the different extractive models on the summary cloze task is presented in Table 4 . The CONTENTSELECTOR model achieves the best score overall with around 25 R1. Providing CONTENTSELECTOR with the topic and context improves the R1 score by nearly 4 points, however, this improvement is mostly due to the context. The topic does not change the model's performance by a statistically significant amount, which is an indication that it is not being properly utilized.
Among the symbolic models, BM25 outperforms SUMFOCUS by 3.55 R1. One reason for this could be that BM25 uses a token weighting to score each sentence based on how frequently the token appears in the entire reference corpora, whereas the standard SUMFOCUS implementation treats all tokens equally.
Although the models perform well, they are still significantly below the oracle model by at least 19 R1 and 16 R2 points. Such a large gap indicates that there is some signal in the data that is not yet captured by the extractive models.
Abstractive Models

Extractive
Step The ROUGE recall scores for the different extractive models used to preprocess the input to the abstractive model are shown in Table 5. The results are largely consistent with the extractive model scores, with CONTENTSELEC-TOR performing the best, the topic causing no statistically significant difference, and a large gap remaining between current models and a perfect system (the heuristic labels). Table 5 also contains an ablation study for the SUMFOCUS in which the topic did make a significant difference. This suggests that it may be easier to use the topic in a symbolic model and a model may benefit from combining symbolic and continuous representations.
Abstractive
Step The ROUGE scores and perplexities for the abstractive models that use three different extractive steps are presented in Table 6 . We observe that the CONTENTSELECTOR extractive step outperforms LEAD-200 in both ROUGE and perplexity. Additionally, including the context improves performance across all models, with nearly a 2 R1 gain with the CONTENTSELECTOR. This result is a clear signal that priming the decoder with the context produces a better cloze.
Example output from the CONTENTSELECTOR model that uses the context can been seen in Figure 4. In general, the model tends to copy long sequences from the reference document, often preferring somewhat formulaic sentences that begin with phrases such as "he became," "she graduated," or "she received" and are similar in style to Wikipedia articles.
Similar to the extractive results, there is a sizable gap between the performance of the abstractive model when it uses the heuristic labels versus the extractive model for preprocessing. This indicates that improving the extractive model will provide large downstream abstractive improvements.
Related Work
Summarization Recent work on generic summarization has focused on single-document models on the CNN/DailyMail dataset (Nallapati et al., 2016) , focusing on different neural architectures and loss functions for extractive and abstractive summarization (Cheng and Lapata, 2016; Nallapati et al., 2017; Chopra et al., 2016; Nallapati et al., 2016; See et al., 2017, inter alia Table 6 : The ROUGE F1 and perplexity results for abstractive models with and without the context (+/-C) with heuristic labels, lead, and CONTENTSELECTOR extractive preprocessing steps.
based on the successful approaches of See et al. (2017) and those described in Kedzie et al. (2018) . Most work on topic-focused (also referred to as "query-focused") summarization uses the DUC 2005 and 2006 datasets (Dang, 2005 (Dang, , 2006 . Approaches are mostly extractive, with some work selecting sentences based on token frequency/salience (Otterbacher et al., 2005; Vanderwende et al., 2007) , diversity with submodular functions (Lin and Bilmes, 2011) , or using Bayesian networks (Daumé III and Marcu, 2006) . To the best of our knowledge, ours is the first work which builds end-to-end models on a large-scale dataset for topic-focused summarization.
Generating Wikipedia In contrast to our work focusing on content selection for topic-focused summaries, there have been previous work interested in generating Wikipedia articles. Sauper and Barzilay (2009) try to generate articles from a small set of domains by learning to generate templates from similar articles using an integer linear program. Similarly, Banerjee and Mitra (2016) build topic classifiers based on sections on Wikipedia to identify content in search results for topic keywords as part of a pipeline to generate full articles. Like us, Liu et al. (2018) also employ a two-step abstractive approach, but their goal is to generate the lead Wikipedia paragraph from all of the citations and web search results.
Conclusion
In this work, we propose the summary cloze task, a new task for studying content selection in topicfocused summarization. By narrowing the scope from the full topic-focused summarization task to one at the sentence-level, we are able to collect a large-scale summary cloze dataset from Wikipedia. Our experimental results demonstrate On May 15 , 2011 , Welts publicly came out as gay in an interview with The New York Times . He is the first prominent American sports executive to come out and be openly gay .
Rick Welts, Biography
Rick Welts , the president of the Phoenix Suns , made history yesterday . Not because of something his team did … In doing so , he became the first executive in any professional sport to be openly gay … It 's what made this risk the right one to take and will help an athlete to have the courage to come out in the near future . topic reference document context cloze input truth groundhe became the first executive in any professional sport to be openly gay in a position like the one .
output model
The New York Times described Weaver as " a long -trusted adviser to Mr. Sanders … In July 2016 , after Sanders endorsed Hillary Clinton for president , Weaver promised " to help organize voters " , but did not join her campaign staff .
Jeff Weaver (political staffer), Career
Bernie Sanders ' longtime top aide Jeff Weaver has agreed to help Hillary Clinton 's team organize voters … " Like the senator I am fully behind the secretary and … the millions of Sanders supporters who are obviously disappointed that the senator did n't win , " Weaver said . that the topic and partial summary help the extractive and abstractive models, but the task remains a significant challenge with room for improvement in future work.
