The predictions of binary collision approximation (BCA) and molecular dynamics (MD) simulations of displacement cascades in GaAs are compared. There are three issues addressed in this work. The first is the optimal choice of the effective displacement threshold to use in the BCA calculations to obtain the best agreement with MD results. Second, the spatial correlations of point defects are compared. This is related to the level of clustering that occurs for different types of radiation. Finally, the size and structure of amorphous zones seen in the MD simulations is summarized. BCA simulations are not able to predict the formation of amorphous material.
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Introduction
The Binary Collision Approximations (BCA) [1] is the standard technique for the efficient computation of the primary damage produced by radiation damage. As the name implies, the full atomic dynamics of a material is approximated by a series of binary collisions. This produces a cascade of displacements that proceed until all of the atoms have recoil energies low enough that they no longer move. A consequence of the BCA approach is that all initial damage is produced via the formation of Frenkel pairs, i.e. a vacancy and an interstitial. This approximation is felt to be reasonable for high-energy recoils where the energetics of the crystalline bonding is small compared to the recoil energy of the atoms.
Molecular dynamics (MD) simulations are an alternative to BCA methods. MD simulations follow the complete atomic-level dynamics of the system based on a representation of the interatomic interactions. MD simulations have the advantage that they do not assume the nature of the defects that are formed. The atomic motion simply results from the forces during the radiation event. Further, if the interatomic interaction provides a good representation of the crystalline bonding, MD simulations will provide a reasonable description of the defect formation processes when the recoil energies are comparable to the bonding energies in the lattice such as occurs at end-of-range. The MD and BCA methods have been reviewed and compared by Robinson [2] and by Averback and Diaz de la Rubia [3] .
One of the crucial parameters associated with primary damage production is the threshold displacement energy, E d . E d is defined as the minimum recoil energy of a given ion that will produce damage in the lattice. This value can be determined experimentally. The basic idea is to irradiate the sample, typically with electron radiation, and then look for a signature of point defect production. The energy of the radiation is varied to determine the lowest energy that produces defects. This energy is then converted to the maximum energy transferred to the recoiling particle to obtain the threshold displacement energy. It should be noted that the fraction of recoils of an energy, E, that produce damage increases from zero at the threshold energy and should saturate near unity for high-energy recoils. This reflects both the dependence of the recoil event on the direction of the recoil and stochastic factors associated with, for example, thermal vibrations.
In the context of BCA calculations, one of the input parameters is the effective threshold displacement energy, E d,eff . In the typical implementation of the BCA, it is assumed that if an ion is given an impulse with a recoil energy E < E d,eff that it will not produce damage while for E > E d,eff there will be damage produced. Thus the smooth increase of the fraction of recoils producing damage is modeled by a step function. It is expected that the most physical choice of E d,eff will be above E d .
The goals of the present work MD simulations are three-fold. The first is to estimate the best value of E d,eff to use in BCA calculations. This will involve detailed comparisons between the predictions of MD and BCA calculations. The second goal is to compare the spatial distribution of defects as predicted by MD and BCA calculations. The third and final goal is to provide preliminary information on the formation of amorphous zones in displacement cascades. The formation of amorphous zones can be inferred from the results of MD simulations, but cannot be addressed with BCA calculations.
Methodology
Interatomic Potentials
The development of an interatomic potential for GaAs is challenging for a variety of reasons. Due to the covalent nature of the bonding, the interatomic interactions will, at a minimum, depend on both bond distances and bond angles. In this sense, the challenge is similar to elemental covalent solids such as silicon. The presence of two species means that there are more types of interactions that must be considered compared to an elemental material. This makes the fitting problem larger and significantly increases the database required to optimize the interaction model. Further, there is the possibility of some level of ionic character in the interactions. The potentials discussed below do not consider this explicitly.
There are three existing interatomic potential models for GaAs based on extensions of the functional form proposed by Tersoff for the modeling of Si and other covalent systems [4] . The first such potential was developed by Smith [5] . This parameterization was later modified by Sayed [6] . Studies with these potentials showed that they have significant short-comings with regard to surfaces, melting behavior, point defect properties and relative energies of alternate crystal structures [7] . For these reasons, the potentials are not viewed as reliable for defect simulations. More recently, a new parameterization of the Tersoff approach was performed by Albe, Nordlund, Nord and Kuronen (ANNK) [8] . The strengths and weaknesses of the above potentials for GaAs have been analyzed and discussed in the context of vapor phase deposition by Murdick, Zhou and Wadley [9] .
Recently, a new potential model for GaAs has been proposed [10] which is based on the analytic Bond-Order-Potentials (BOP) that have been pioneered by Pettifor and coworkers [11] [12] [13] [14] [15] [16] . The bond-order potentials are based on a tight-binding description of the electronic bonding in spvalent systems. The analytic forms are developed to describe both the σ-and π-type bonding for systems that form open phases, close-packed structures and compounds. The details of the application of BOP to the sp-valent materials is discussed in detail by Drautz, et al. [11] and the details of the specific potential employed here are presented by Murdick, et al. [10] as well as the values of various point defects in GaAs. While the physical motivation behind the BOP potentials is superior to the Tersoff potentials, the computational effort associated with these potentials is also substantially greater.
Molecular Dynamics Simulations
The basic approach for simulating displacement cascades has been established for many years and has been reviewed by Averback and de la Rubia [3] . In the current study, the focus is on neutron damage. Imparting an impulse to a single ion and then following the evolution of the system simulates the interaction of the neutron with the ions. Recoil energies ranging from a few eV up to 50 keV are considered in this study. The simulations were performed using the LAMMPS [17] molecular dynamics program with a parallel implementation of the BOP potentials. The variable time step algorithm was used so that the maximum displacement of an atom in a given time step is less than 0.01 Å and the time step is always less than 1 femtosecond.
The length of each simulation is approximately 10 ps. Since data is output at fixed intervals in units of time steps, the variable time step means that there is some variation in the duration of different simulations. The initial state is an ideal GaAs lattice thermalized at 300 K in a cell with periodic boundary conditions. The size of the system used depended on the recoil energy. For the 50 keV simulations, the simulation cell contained 13, 824, 000 atoms corresponding to a cell side of 120 lattice constants or about 68 nm. A Langevin thermostat is applied to the atoms in the vicinity of the periodic boundaries. The recoiling atom and recoil direction are chosen so that the cascade will occur within the unthermostatted region. The Langevin thermostat serves two purposes. First, it maintains the overall system temperature near 300 K. This is a modest effect since the system sizes used are such that the temperature gain from the recoil energy would only be a few 10's of degrees. The other influence of the Langevin thermostat is to disrupt the pressure waves produced by the recoil event as they pass through the periodic boundary conditions and back into the region of the initial recoil.
Defect Analysis
A significant challenge in the analysis of displacement cascades is the identification of the defects that are produced. Recall that MD simulations produce a large set of atomic coordinates. What is desired is information about the nature of the resulting structures including the number and spatial distribution of various types of defects that are produced. This requires an analysis of the atomic positions resulting from the cascade dynamics. There have been many methods used in the past to identify defects in cascade simulations. These methods have looked at the local potential energy of atoms [18, 19] , bond angles [20, 21] and radial distribution functions [19, 22] . Other approaches consider the occupation of cells surrounding ideal lattice sites as has been reviewed by Nordlund et al. [23] .
The present work employs a generalization of an approach used in an earlier study of Si [24] . The defect analysis is inherently more complicated for an ordered binary alloy compared to an elemental semiconductor due to the need to consider two types each of vacancies and interstitials in addition to the new possibility of anti-site defects. A key feature of this approach is that the regions in the vicinity of the cascade are categorized as either amorphous or crystalline. The crystalline regions will potentially include point defects. The rationale for this approach is that different types of structural analysis methods make sense in these two regimes. For example, it is problematic to define point defects, such as an interstitial, in an amorphous region.
The criteria used to differentiate the amorphous and crystalline regions are the presence of 5-and 7-member rings. A ring is defined here to be a path of nearest neighbor atomic sites that returns to the original site. For this analysis, the elemental type of the atoms in the path are ignored, though in the ideal structure the atomic types should alternate around the ring. In an ideal diamond structure lattice the smallest rings are paths of 6-and 8-members or hops. It has been established that in amorphous Si and other systems that form a diamond structure that there is a significant presence of 5-and 7-member rings. The first step of the analysis is to identify all rings of 7 members or less. The cell is then subdivided into regions the size of the cubic unit cell of the GaAs lattice and the number of 5-and 7-member rings centered in each cell is counted. Cells that contain more than one 5-member ring or more than two 7-member rings are classified as amorphous regions. The remainder of the system is classified as crystalline.
The crystalline regions are then analyzed for point defects using a cell based method similar to the methods reviewed by Nordlund et al [23] . An ideal GaAs lattice is constructed and shifted so as to optimize the overall alignment of the ideal lattice with the atomic positions from the MD simulations. Space-filling cells are considered around each of the ideal lattice sites and the occupation of each such cell is determined. Point defects are identified with those cells that do not contain one and only one atom of the appropriate type. The initial assignment of defect types follows in an obvious manner. A cell with no atoms corresponds to a vacancy. The vacancies are further identified as Ga-vacancies and As-vacancies based on the atomic species that would occupy that ideal lattice site. A site with multiple atoms corresponds to an interstitial. The type of the additional atom determines whether the site is a Ga-and As-interstitial. Finally, a cell with one atom but of the wrong type corresponds to an anti-site defect. A Ga anti-site defect refers to a Ga atom located in an As cell.
The point defects so produced are next combined with defects on neighboring sites as appropriate. There are two reasons for such combinations. First, it is expected that certain nearest neighbor defect pairs will heal rapidly. For example an interstitial adjacent to a vacancy would be expected to annihilate quickly. Second, such combination of defects is consistent with the typical analysis of binary collision calculations. The inclusion of near-neighbor defect combination therefore facilitates the comparison with BCA results. The following nearest neighbor pairs of defects are combined: vacancy and interstitial of the same type annihilate, a vacancy and an interstitial of the opposite type form a anti-site defect of the type of the interstitial, a vacancy and a neighboring anti-site for a vacancy of the opposite type on the initial site of the anti-site defect. The process of combining defects is repeated until the resulting defect configuration is stable.
Effective Threshold Energy
Simulations were performed to determine the threshold displacement energy associated with the BOP potentials used here. These simulations used a simulation cell of 32, 768 atoms at ideal lattice sites with the atoms at ideal lattice sites. At each energy a series of simulations with an atom given that recoil energy are performed. A grid of recoil directions is chosen so as to uniformly sample the solid angle of the recoil directions. The trajectory is then computed for each direction and the defect analysis described above is performed to determine if there are defects produced. Figure 1 presents the fraction of directions that produced defects as a function of energy for both Ga and As recoils. For both species, no recoils were observed for simulations at 10 eV or below while a small number of recoils are observed at 11 eV. For both species, the recoils that produce damage at threshold are along <111>, ie along the nearest neighbor directions. The fraction of recoils that produce damage increases rapidly with energy until is starts to approach unity for recoils up to 100 eV. The energy at which about half of the recoils produce damage is around 20eV. Note that there is at most a small difference between the results for Ga and As recoils. The fraction of Ga recoils that produce persistent defects appears to be somewhat lower than for As recoils, but this effect is small compared to the error bars. The similarity of the results for the two types of recoils is not surprising given the similar mass, shortrange repulsion and covalent radii of the two elements. It is anticipated that for systems with greater differences in these properties, that there would be significant differences in the threshold energies for the differing ions. [30] . The threshold displacement energy has been discussed in a review by Pons and Bourgoin [31] and a recent compilation of displacement energies lists 10 eV [32] . An important observation regarding the low-energy defect formation energy is the anisotropy of the defect production with the direction of the electron irradiation in single crystal samples [27, 30, 33, 34] . It is observed that the damage production occurs when the electron irradiation is in the [111] direction, ie along the nearest neighbor directions of the lattice.
Figure 1. The fraction of MD simulations that produced persistent damage as a function of the recoil energy for both Ga (x) and As (+) recoils.
The results shown in Figure 1 allow for the determination of the threshold energy of E d = 11 eV. This is the lowest energy for which persistent damage is observed in the MD simulations. The recoils that produce damage at the threshold have a recoil direction in the <1 1 1> directions, ie parallel to the nearest neighbor bonds in the GaAs crystal. Note that there is at most a small difference between the results for Ga and As recoils. The fraction of Ga recoils that produce persistent defects appears to be somewhat lower than for As recoils, but this effect is small compared to the error bars. The similarity of the results for the two types of recoils is not surprising given the similar mass, short-range repulsion and covalent radii of the two elements. It is anticipated that for systems with greater differences in these properties, that there would be significant differences in the threshold energies for the differing ions.
Given that these results are predictions, they are in satisfactory agreement with the experimental results. Experimental estimates of the threshold vary, but the most recent results quote a value of E d = 9 eV [30] . Experimental results also indicate that the recoils at threshold are along the <1 1 1> directions consistent with the calculations. This comparison provides experimental validation of the recoil simulations based on the BOP potential. The comparison also suggests that the threshold energies predicted from MD will be systematically high by about 2 eV.
There is not an unambiguous way to go from the results presenting in Figure 1 to the effective threshold energy. There have been some approaches discussed in the literature, but the fundamental basis for these approaches is unclear. Here I will use an intuitively appealing criterion, namely the recoil energy at which half of the recoils produce persistent damage. Given the small differences in the results for Ga and As, the average of the two types of recoils will be used. This simple criterion gives a estimate of the effective threshold energy for the MD simulations of E d,eff,MD = 19 eV.
The effective threshold displacement energy can also be estimated by the direct comparison of the number of defects produced in the MD and BCA calculations. In this approach, BCA calculations are performed for a variety of assumed threshold energies. The number of defects produced as a function of effective threshold energy can then be compared to the MD estimates of the defect production number. For this comparison, the number of vacancies was chosen as the measure of defect production. This comparison is done for two recoil energies, 10 keV and 50 keV. While a precise determination of the best effective threshold energy is not possible from these results, a value of 15 eV appears to be a reasonable choice.
Having set the effective threshold energy to obtain agreement between MD and BCA for the vacancy production, it is important to compare the number of other defect types predicted by the two approaches at the same effective threshold energy. The results of this comparison are shown in the table. The predicted number of interstitials is marginally in agreement between the two approaches and there is substantial disagreement on the number of anti-site defects produced. In general, the number of interstitial type defects predicted from the MD simulation is less than the number predicted by the BCA calculations. The difference is clearly outside the statistical uncertainty in the averages. With regard to the effective threshold energy, a value in the range of 20 eV reduces the number of interstitials in the BCA calculation into rough agreement with the MD results.
The more troubling disagreement between the MD and BCA results is in the number of anti-site defects. The MD simulations predict roughly three times the number of anti-site defects predicted by the BCA calculations. Adjusting the effective threshold displacement energy will not bring these two predictions into alignment. The source of this disagreement is currently unknown. It should be noted that visualization of the MD simulation data reveals the presence of a large number of anti-site defect pairs that may result from replacement sequences. The number of these anti-site pairs, though, is not sufficient to explain the discrepancy.
Recoil Type Defect MD 10 keV BCA 10keV MD 50 keV BCA 50 keV Ga Ga int. 44.2 ± 1.8 52.9 ± 0.5 188.9 ± 9.6 248.2 ± 2.9 As Ga int. 46.3 ± 2.9 58.3 ± 0.5 194.7 ± 10.3 277.8 ± 2.7 Ga As int. 45.7 ± 4.7 50.9 ± 0.5 196.8 ± 11.2 240.1 ± 2. 
Correlations between point defects
The spatial extent of displacement cascades is another important characteristic. The spatial extent determines the degree of clustering of the point defects produced which impacts the longtime evolution of the damage population. The differences in the level of clustering of the point defects is believed to be a major contributor to the differences in the response to different types of radiation damage. For example, electron irradiation is expected to produce relatively uniform initial defect concentrations compared to neutrons and heavy ions that are expected to create initial defect populations that are highly clustered. It is therefore important the determine if the spatial extent of the displacement cascades predicted by BCA calculations are consistent with the results obtained using MD. The agreement of the Ga vacancy -Ga vacancy pair correlations is very good. This indicates that the spatial distribution of the vacancies predicted by BCA and MD are in good agreement. Examination of the pair correlations between other types of defects also showed good agreement with the exception that the density values predicted by BCA and MD differed consistent with the differences in predicted defect numbers presented in Table 1 . This indicates that except for the overall number of defects, the spatial distribution predictions of BCA and MD are in agreement. Thus BCA calculations can be used to assess the level of clustering in a radiation environment.
Amorphous Zone Production
One of the sharpest contrasts between the BCA and MD results is the prediction of amorphous regions. BCA calculations do not have a mechanism to predict amorphization, but MD simulations can predict amorphous zones. The production of amorphous zones has been observed experimentally as a result of irradiation by protons and other ions [35] [36] [37] [38] [39] . The production of amorphous zones has also been seen previously in molecular dynamics simulations. [22, 40] Here, the variation of the amount of amorphous material created as a function of energy will be examined. In addition, some structural characteristic of the amorphous regions will be discussed. Figure 4 shows the number of atoms identified as amorphous by the algorithm discussed above as a function of recoil energy. Each point represents a separate simulation. In this plot, Ga and As recoils are plotted together because there was no apparent systematic difference between the two types of recoils. Note that the production of amorphous regions starts at approximately 500 eV. A similar threshold for the creation of amorphous zones was found in simulations of Si recoil cascades [24] . In the Si case, the threshold energy was in the range of 200 -400 eV. Note that there is a wide variation in the amount of amorphous material created for recoils of the same energy; for 50 keV recoils the number of amorphous atoms varies by over a factor of 3. The solid line in the figure reflects a linear increase in the number of amorphous atoms with the recoil energy given by N amorphous ! 0.05(E recoil " 500) for recoil energies in eV. This curve provides a reasonable fit to the center of the distributions at each energy. It is plausible that the average amount of amorphous material would increase linearly with energy above a threshold point. The current data is not sufficient to determine if there are better descriptions of the variation of the amount of amorphous material created as a function of recoil energy.
The coordination of the atoms in the amorphous regions has been determined by counting the number of atoms within a shell of 2.7Å around each atom in the amorphous zones. This is a distance approximately halfway between the first and second nearest neighbor distances. The results presented here are for 50 keV recoils. The results for amorphous zones in 10 keV and 25 keV recoils are not significantly different. The average coordination computed in this manner is 3.93. This is somewhat less than the value of 4 for the perfect crystal. This results is in good agreement with an experimental determination of the average coordination of amorphous GaAs by Ridgway, et al [39] that gives a value of 3.85±0.20. While the average coordination is close to 4, this does not mean that most of the atoms have the bulk coordination of 4. In these simulations, 69% of the atoms in the amorphous regions have a coordination of 4 while 15 and 13% of the atoms have coordinations of 3 and 5, respectively. Thus a significant fraction of the amorphous atoms do not have the bulk 4-fold coordination.
It is also important to consider the chemical order in the amorphous zones. In the ideal crystal, the nearest neighbor shell of each atom is comprised of atoms of the opposite chemical species. Table 2 presents a summary of the coordination and composition of atoms in the amorphous zones. The rows in the table correspond to total coordination on the amorphous atoms ranging from 2 up to 5. The columns represent the composition of the neighbor shell by indicating the number of atoms in the neighbor shell that are the same composition as the central atom. Since the results for the environments of Ga and As atoms were very similar, the results presented here are an average of the results for the neighbors of Ga and As. The individual numbers in the table represent the fraction of the amorphous atoms that have that particular neighbor environment. The results presented are for 50 keV recoils. The results for 10 and 25 keV recoils were not significantly different. The most important observation is that only slightly over a quarter of the amorphous atoms have four neighbors of the opposite species as is found in the perfect crystal. A similar number have four neighbors but one of the neighbors is of the incorrect species. Thus Ga-Ga and As-As nearest neighbors are common in the amorphous zone. These results suggest that the electronic properties of the amorphous zones may differ significantly from the ideal crystal. This will be the subject of future studies.
Summary
This report summarizes some comparisons between the predictions of BCA and MD simulations of displacement cascades in GaAs. In general, BCA calculations are far less computer intensive than MD simulations and are therefore the preferred method to study the damage produced by complex radiation environments. MD simulations incorporate fewer physical assumptions and so are thought to be more accurate. The overarching goal of the current work was to use MD simulations to obtain an appreciation of the reliability of BCA results.
There is not a unique value of the effective threshold energy based on these calculations. An examination of the energy dependent defect production probability and matching the number of interstitials produced both suggest an effective threshold in the range of 19-20 eV. Matching the number of vacancies produced yields an effective threshold of about 15 eV. Note that since the threshold energy predicted by the MD is about 2 eV higher than experiment, either of these estimates should be reduced by 2 eV to compare to experimental results.
The spatial correlation of point defects as predicted by the two methods was also examined. It was found that the two methods agree on the spatial distribution of the defects produced in a single cascade.
Finally, MD simulations were used to determine the local atomic structure in amorphous zones produced in high-energy recoils. BCA calculations cannot study amorphous zone formation. The average coordination predicted by the MD simulations is in accord with experimental observations. There are significant differences in the nearest neighbor environment of atoms in the amorphous zone compared to the ideal crystal. The implications of these differences on the electronic structure will be the subject of future studies.
