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Abstract
Spectral invariant of Floer homology and its
application to Hill’s lunar problem
Junyoung Lee
Department of Mathematical Sciences
The Graduate School
Seoul National University
In this thesis, we reinterpret spectral invariants in symplectic homology
and wrapped Floer homology as symplectic capacities for fiberwise star-
shaped domains in a cotangent bundle of a closed orientable manifold. We
compute the spectral invariants of various homology classes in symplectic ho-
mology and wrapped Floer homology for the fiberwise star-shaped domains
defined by the rotating Kepler problem. Moreover we prove inclusions among
the fiberwise star-shaped domains defined by the rotating Kepler problem and
Hill’s lunar problem. Finally if we combine computations of spectral invari-
ants and result of inclusions, then we obtain estimates for spectral invariants
in the symplectic homology and the wrapped Floer homology of Hill’s lunar
problem using monotonicity of spectral invariants. As a result, using spec-
trality of spectral invariants, these estimates for spectral invariants of Hill’s
lunar problem give us estimates of the action values of periodic orbits, sym-
metric periodic orbits and doubly symmetric orbits in Hill’s lunar problem.
As a Corollary, we can obtain systole bounds for the regularized Hill’s lunar
problem: For c > c0H , there is at least one periodic Reeb orbit whose action
is less than π on (ΣcH , λcan). Moreover, we can say the same result for sym-
metric periodic Reeb orbits and for doubly symmetric periodic Reeb orbits.
Furthermore, we obtain a sequence of intervals which insure the existence of
a (symmetric) periodic orbit whose action lies on each of the intervals.
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Study of the motion of the Moon has been one of most interesting objects in
celestial mechanics. Before Hill, the accuracy of the lunar theory was not so
good. Hill introduced Hill’s lunar problem for the lunar theory which reflects
successfully the perturbation effect of the Sun. Hill’s lunar problem can be de-
rived from the (circular planar) restricted three body problem. The restricted
three body problem is obtained from the three body problem by assuming
one particle, say M(Moon), is massless and two primaries, say S,E(Sun,
Earth), take the Keplerian circular motion on the plane. 1 With suitable nor-
malization of physical constants, the time-independent Hamiltonian of the
restricted three body problem is
HR3BP : T
∗(R2 \ {(−µ, 0), (1− µ, 0)})→ R,
HR3BP (q, p) :=
1
2
|p|2 − 1− µ
|q − (µ, 0)|
− µ
|q − (1− µ, 0)|
+ p1q2 − p2q1
where µ = ME
MS+ME
is the mass ratio between the mass of the Earth and
the total mass. We will derive this Hamiltonian and discuss its properties in
1In the restricted three body problem, many authors use convention letting the massless
particle S(Satellite) and two primaries E,M(Earth, Moon). Here we use the Moon as a




section 3.1. If one takes the limit µ→ 0, then we get the Hamiltonian
HRKP : T





+ p1q2 − p2q1
of the rotating Kepler problem. As one can see, this is the Kepler problem on
the rotating reference frame. The rotating Kepler problem is completely in-
tegrable. Moreover, we can compute all periodic orbits of the rotating Kepler
problem. These properties will be discussed in section 3.2.
Hill’s lunar problem is another limit problem of the restricted three body
problem. Hill’s lunar problem can be obtained by not only taking µ → 0
but also thinking of the blow-up coordinate of order µ
1
3 near the Earth.
This derivation, which is borrowed from [36], is given in section 3.3. The
Hamiltonian of Hill’s lunar problem is
HHLP : T
∗(R2 \ {(0, 0)})→ R,









Hill’s lunar problem was introduced by Hill in order to study the stability
of the motion of the Moon in [27]. Hill assumed that the Sun is infinitely
far away from the Earth and has infinite mass. This approach brought us
a simple Hamiltonian with great improvement in accuracy. As one can see,
the difference on the Hamiltonians of the rotating Kepler problem and Hill’s
lunar problem is only the degree 2 term −q21 + 12q
2
2. However, in the dynamics,
this difference gives dramatic changes. For example, Hill’s lunar problem is
not completely integrable, see section 3.3 for the reference. Due to the non-
integrability of Hill’s lunar problem, geometric approaches could be effective
for Hill’s lunar problem. One common geometric feature of the rotating Ke-
pler problem and Hill’s lunar problem is fiberwise convexity.
Theorem for the fiberwise convexities of the rotating Kepler prob-
lem and Hill’s lunar problem ([15] for the rotating Kepler problem, [32]
for Hill’s lunar problem). Below the critical energy levels, the energy hy-
persurfaces of the rotating Kepler problem and Hill’s lunar problem can be
2
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symplectically embedded into the cotangent bundle of S2 as fiberwise convex
hypersurfaces, respectively.
We will explain the meaning of fiberwise convexity in section 4.2. As soon
as we know the fiberwise convexity of Hill’s lunar problem, we can regard the
regularized Hill’s lunar problem as geodesic problems on S2 with a family of
Finsler metrics. Thus we can apply the results of Finsler geometry on S2. For
example, we can reprove the existence of two periodic orbits using the general
result of Bangert and Long in [11]. We can obtain a systole bound using the
universal systole bound on S2 with Finsler metric proved in [9]. However,




V ol(ΣcH), is not sharp enough. To
improve the systole bound, one could try to get a pinching condition on the
flag curvature in order to apply the result of Rademacher in [45]. For Hill’s
lunar problem, it is hard to compute the flag curvature of corresponding
Finsler S2 because of computational complexity. For a systole bound of Hill’s
lunar problem, we will sandwich Hill’s lunar problem by the rotating Kepler
problem and we will apply spectral invariants in the homology H∗(ΛS
2) of
the free loop space of S2. As a result, we will prove the following Theorem.
Main Theorem. For the regularized Hill’s lunar problem, there exists a
(doubly symmetric) periodic orbit whose action is less than π for every energy
value below the critical energy level.
This is a simple consequence of Theorem D1, D2 and D3 below. In order
to apply spectral invariants of loop space homology, it is enough to consider
the Morse homology on the free loop space ΛS2 of S2 in this restricted case
because we have Finsler metrics for both of the rotating Kepler problem and







on ΛS2. However, if we use symplectic homology instead of using Morse ho-
mology, this can be applied not only to fiberwise convex energy hypersurfaces
but also to fiberwise star-shaped energy hypersurfaces. For example, the re-
stricted three body problem has fiberwise star-shaped energy hypersurfaces
3
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but it is not known if it has fiberwise convex energy hypersurfaces. There-
fore, we will use spectral invariants in the symplectic homology of fiberwise
convex domains in a cotangent bundle. Moreover, we will consider spectral
invariants in the wrapped Floer homology of fiberwise convex domains in a
cotangent bundle in order to equip the symmetric notion.
Hamiltonian spectral invariants for Floer homology have been established
by Schwarz for the symplectically aspherical case in [50] and Oh for the gen-
eral case in [42]. Oh in [41] and Milinković in [38] defined a Lagrangian version
of spectral invariants for cotangent bundles. Following the definitions in these
papers, we will define spectral invariants in symplectic homology(section 6.1)
and wrapped Floer homology(section 6.2) of fiberwise star-shaped domains
in a cotangent bundle. However, the main different point in this thesis is
that we assign the spectral invariant for Liouville domains in a fixed cotan-
gent bundle. Let (N, g) be a closed orientable Riemannian manifold. De-
note by FSD(N) the set of all fiberwise star-shaped domain in T ∗N . Since
M ∈ FSD(N) is a Liouville domain, we can define the symplectic homology
of M . Moreover, if we consider submanifolds Q0, Q1 of N , then we can de-
fine the wrapped Floer homology of M with respect to the conormal bundles
ν∗Q0, ν
∗Q1(Definition 2.3.3). We have the long exact sequences
· · · → SH<b∗ (M)
ibM−→ SH∗(M)
jbM−→ SH≥b∗ (M)→ SH<b∗−1(M)
ibM−→ · · ·
and
· · · → WFH<b∗ (ν∗Q0, ν∗Q1)
ibM−→ WFH∗(ν∗Q0, ν∗Q1)
jbM−→ WFH≥b∗ (ν∗Q0, ν∗Q1)
→ WFH<b∗−1(ν∗Q0, ν∗Q1)
ibM−→ · · ·
for the symplectic homology and the wrapped Floer homology of M with
action filtration b. Moreover, we have the isomorphism
ΨM : H∗(ΛN)→ SH∗(M)
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between the homology of the free loop space of N and the symplectic homol-
ogy of M , see [1], [49] and [52]. Similarly we have the isomorphism
ΨM : H∗(PQ0,Q1N)→ WFH∗(ν∗Q0, ν∗Q1,M)
between the homology of the space of paths from Q0 to Q1 on N and the
wrapped Floer homology of M with respect to ν∗Q0, ν
∗Q1, see [2]. With these
ingredients, we can define maps
cN : FSD(N)×H∗(ΛN)× → R,
cN(M,α) := inf{b ∈ R ∪ {+∞}|ΨM(α) ∈ im(ibM)}
and
cQ0,Q1,N : FSD(N)×H∗(PQ0,Q1N)× → R,
cQ0,Q1,N(M,α) := inf{b ∈ R ∪ {+∞}|ΨM(α) ∈ im(ibM)}.
We will prove Theorem A1 and A2 in section 6.1 and 6.2.
Theorem A1 (Properties of cN). The map
cN : FSD(N)×H∗(ΛN)× → R, (M,α) 7→ c(M,α)
satisfies the following properties.
1) (Conformality) cN(kM,α) = kcN(M,α) for all k ∈ R+.
2) (Monotonicity) cN(M2, α) ≥ κmin(Σ1,Σ2)cN(M1, α) for all M1,M2 ∈
FSD(N) where Σi = ∂Mi, i = 1, 2 and κmin(Σ1,Σ2) = minx∈Σ1{κ(x)|κ(x)x ∈
Σ2, κ(x) > 0}.
3) (Spectrality) cN(M,α) ∈ Spec(Σ, λcan) where Σ = ∂M .
for each α ∈ H∗(ΛN)×.
Theorem A2 (Properties of cQ0,Q1,N). The map
cQ0,Q1,N : FSD(N)×H∗(PQ0,Q1N)× → R, (M,α) 7→ cQ0,Q1,N(M,α)
5
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satisfies the following properties.
1) (Conformality) cQ0,Q1,N(kM,α) = kcQ0,Q1,N(M,α) for all k ∈ R+.
2) (Monotonicity) cQ0,Q1,N(M2, α) ≥ κmin(Σ1,Σ2)cQ0,Q1,N(M1, α) for all
M1,M2 ∈ FSD(N) where Σi = ∂Mi, i = 1, 2 and κmin(Σ1,Σ2) =
minx∈Σ1{κ(x)|κ(x)x ∈ Σ2, κ(x) > 0}.
3) (Spectrality) cQ0,Q1,N(M,α) ∈ Spec(Σ, λcan; ∂L0, ∂L1) where Σ = ∂M
and Li = M ∩ ν∗Qi.
for each α ∈ H∗(PQ0,Q1N)×.
We denote by ΣcR and Σ
c′
H the regularized energy hypersurface of the
rotating Kepler problem of energy −c and Hill’s lunar problem at energy −c′,
respectively. Since they are fiberwise convex, they bound Liouville domains
M cR and M
c′




















values of the rotating Kepler problem and Hill’s lunar problem. We will prove
the following Theorem.




by the regularized energy hypersurfaces of the rotating Kepler problem and
Hill’s lunar problem, we have the following inclusions in T ∗S2.
(1) M cH ⊂M
c1R
R for all c ≥ c0H .
(2) M cH ⊂M
cPR




R ⊂M cH for all c > c0H .
In section 7.1, we recall Conley-Zehnder indices of all periodic orbits of
the rotating Kepler problem from [7]. We also compute the actions of all
periodic orbits of the rotating Kepler problem in section 7.2. Based on these






Theorem C1. Let P be a positive integer. If c > cPR, then there exist
homology classes ∆R,N ∈ H∗(ΛS2) for N = 1, 2, · · · , P + 1 and ∆D,N ∈
H∗(ΛS
2) for N = 1, 2, · · · , P such that
cS2(M
c












































are zero of c = 1
2x2
− x.
For the corresponding result for the wrapped Floer homology, we define
equators Q1, Q2 of S
2. If we consider the conormal bundles ν∗Q1, ν
∗Q2, then
they are the fixed point sets of R1 and R2, respectively. We will define anti-
symplectic involutions R1 and R2 in section 3.3. Moreover, we can easily
see that the rotating Kepler problem and Hill’s lunar problem are invariant
under R1 and R2. In section 7.1, we compute Robbin-Salamon indices of all
Hamiltonian chords from ν∗Q1 to itself or to ν
∗Q2 of the rotating Kepler
problem. Likewise, we can compute the spectral invariant cQ1,S2(M
c
R,Ξ) for
some Ξ ∈ H∗(PQ1S2) and the spectral invariant cQ1,Q2,S2(M cR,Π) for some
Π ∈ H∗(PQ1,Q2S2).
Theorem C2. Let P be a positive integer. If c > cPR, then there exist
homology classes ΞR,N ∈ H∗(PQ1S2) for N = 1, 2, · · · , P + 1 and ΞD,N ∈
H∗(PQ1S2) for N = 1, 2, · · · , P such that
cQ1,S2(M
c
R,ΞR,N) = πLR(c)N, cQ1,S2(M
c
R,ΞD,N) = −πLD(c)N.















The proofs of Theorem C1, C2 and C3 are given in section 7.3.
Organizing Theorem A1, A2, B, C1 C2 and C3, we can obtain estimates
of spectral invariants of M cH in T
∗S2. Finally, we state the goal of this thesis.















≤ cS2(M cH ,∆D,1) < 2π × 0.793701
hold for all c > c0H .






≤ cS2(M cH ,∆R,N) ≤ 2πN
−(P + 1) +
√










≤ cS2(M cH ,∆D,N) ≤ 2πN(P + 1)−
1
3
hold for all N = 1, 2, · · · , P .















≤ cQ1,S2(M cH ,ΞD,1) < π × 0.793701
hold for all c > c0H .
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≤ cQ1,S2(M cH ,ΞR,N) ≤ πN
−(P + 1) +
√










≤ cQ1,S2(M cH ,ΞD,N) ≤ πN(P + 1)−
1
3
hold for all N = 1, 2, · · · , P .























hold for all c > c0H .
Theorem D1 gives estimates for action values of periodic orbits of Hill’s
lunar problem. Theorem D2 and D3 give estimates for action values of sym-
metric periodic orbits and doubly symmetric orbits of Hill’s lunar problem,
respectively. Throughout this thesis, we will prove Theorem A1, A2, B, C1,




In this chapter, we will introduce basic notations, conventions and defini-
tions which will be used throughout the thesis. We will also recall auxiliary
properties of symplectic geometry and Hamiltonian dynamics.
2.1 Hamiltonian dynamics and Symplectic ge-
ometry
We begin with the simplest case of configuration space: all possible states of
position. Consider a particle P of mass 1 in Rn under some force F . If we




by Newton’s law. Assume that the force F depends on the position of par-
ticle and time. Additionally, assume that F has the potential U , that is,
−∇U(t, q) = F (t, q) where ∇ is the gradient for the variable q. Then the






for q ∈ Rn. We denote by ˙ = d
dt
from now on. If we introduce the variable
v = q̇, then the equation becomes the first order differential equationq̇ = v,v̇ = −∇U(t, q)
for (q, v) ∈ Rn × Rn = R2n. This can be interpreted by principle of least
action. We define the function
L : R× Rn × Rn → R, L(t, q, v) = 1
2
|v|2 − U(t, q)
which is called Lagrangian. Then it is easy to see that the above first order











(t, q, q̇) (2.1.1)
and this equation is called the Euler-Lagrange equation associated to L. The
Euler-Lagrange equation can be derived by calculus of variations. Fix the
positions q0, q1 ∈ Rn and the times t0, t1 ∈ R. We define the following func-
tional
E : Pq0,q1(Rn)→ R, E(γ) =
∫ t1
t0
L(t, γ, γ̇)dt (2.1.2)
on the path space Pq0,q1(Rn) := {γ ∈ C∞([t0, t1],Rn)|γ(t0) = q0, γ(t1) = q1}
from q0 to q1 for γ ∈ Pq0,q1(Rn). This functional is called the energy functional
associated to L. One can show that solutions of the Euler-Lagrangian (2.1.1)
are stationary points of the energy functional (2.1.2), see [43] for proof.
Definition 2.1.1. A function f : Rn → R is said to be superlinear, if f is






Definition 2.1.2. Let f : Rn → R be a superlinear function. The Legendre
11
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transformation of f is the function g : Rn → R defined by
g(y) := sup
x∈Rn
(〈x, y〉 − f(x)).
We denote by g = L(f) the Legendre transformation of f . Here, 〈·, ·〉 is the
standard inner product.
We use the fact that the Legendre transformation is well-defined provided
f is superlinear. Moreover, we will consider only simple case, that is, f is
differentiable and convex. In this case, the Legendre transformation is well-
defined and satisfies the following property. One can find more details in the
book [43].
Theorem 2.1.3 (Fenchel). Let f : Rn → R be a differentiable, superlinear
and convex function. Then the Legendre transformation g = L(f) is convex
and f = L(g).
Proof. For y1, y2 ∈ Rn and λ ∈ [0, 1], we have
g(λy1 + (1− λ)y2) = sup
x∈Rn
(〈λy1 + (1− λ)y2, x〉 − f(x))
= sup
x∈Rn
(λ(〈y1, x〉 − f(x)) + (1− λ)(〈y2, x〉 − f(x)))
≤ sup
x∈Rn
(λ(〈y1, x〉 − f(x)) + sup
x∈Rn
(1− λ)(〈y2, x〉 − f(x)))
= λg(y1) + (1− λ)g(y2)
and so g is convex. If f is convex, then the function x 7→ 〈x, y〉 − f(x) is a
concave function and goes to −∞ as |x| goes +∞ for each y ∈ Rn. Hence
we have a unique maximum and it is attained at x if and only if ∇f(x) = y.
Thus, we have
g(y) ≥ 〈x, y〉 − f(x)
and equality holds if and only if y = ∇f(x). This implies that f(x) ≥ L(g)(x).
On the other hand, f(x) = 〈ȳ, x〉 − g(ȳ) for ȳ = ∇f(x) implies f(x) ≤
L(g)(x). This proves Theorem 2.1.3
Now we assume that the Lagrangian function L is smooth and fiberwise
convex, namely, the map v 7→ L(t, q, v) is convex for each fixed (t, q). We can
12
CHAPTER 2. PRELIMINARIES
apply the Legendre transformation
H(t, q, p) := L(L(t, q, v)) = sup
v∈Rn
(〈p, v〉 − L(t, q, v))
for v-variable. Then we have the following Theorem.
Theorem 2.1.4. Let L be a smooth and fiberwise convex Lagrangian. The












if and only if the curve (q, p) ∈ C∞([t0, t1],Rn×Rn) satisfies the Hamiltonian
equation q̇ = ∂H∂p (t, q, p),ṗ = −∂H
∂q
(t, q, p)
where H = L(L) and p = ∂L
∂v
(t, q, q̇).
Proof. From the computation in Theorem 2.1.3, we have H(t, q, p) = 〈p, v〉−
L(t, q, v) for p = ∂L
∂v
(t, q, v). Since L is the Legendre transformation of H by
Theorem 2.1.3, we have that v = ∂H
∂p
. Thus the equation q̇ = v = ∂H
∂p
holds
along the solution curve. From the identity
L(t, q, v) = sup
p∈Rn


































⇐⇒ ṗ = −∂H
∂q
for the corresponding p, v. This proves Theorem 2.1.4
13
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We call the variable p = ∂L
∂v
the generalized momentum. The function H
is called Hamiltonian.
Example 2.1.5. A Lagrangian L : R×Rn×Rn → R is called a mechanical
Lagrangian, if it has the following form
L(t, q, v) =
1
2
m|v|2 − U(t, q)
where m is the mass of particle and so a constant. Then the generalized
momentum is p = ∂L
∂v
= mv. The Legendre transformation H = L(L) is
given by the total energy




This form of Hamiltonian is called a mechanical Hamiltonian.
Consider a Hamiltonian H : R×Rn×Rn → R and the associated Hamil-
tonian equation q̇ = ∂H∂p (t, q, p),ṗ = −∂H
∂q
(t, q, p).
We can write it as a vector notation ẋ = XH(t, x) by defining x = (q, p) and





(t, x)). The vector field XH is called the Hamilto-
nian vector field of H. If we think of the 2-form ω0 = dp∧dq =
∑n
i=1 dpi ∧ dqi
on Rn × Rn, then the vector field X tH can be obtained by
ιXtHω0 = −dHt
where Ht(x) := H(t, x) is the function on the phase space Rn × Rn. This
2-form ω0 plays the role of switching vectors and covectors unique way due
to its nondegeneracy. This exposition allows us to extend the phase space
into arbitrary symplectic manifolds.
For an intermediate step, we consider the cotangent bundle T ∗N of a
manifold N . In fact, the cotangent bundle case is the main object in this
14
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thesis. We will show that there is always the canonical way to convert cov-
ectors with vectors on any cotangent bundle. In other word, every cotangent
bundle has canonical 1-form and its differential can play the same role with
ω0. We define this canonical 1-form.
Definition 2.1.6. Let π : T ∗N → N be the canonical projection. The
Liouville 1-form(or canonical 1-form) λcan is defined by
λcan(v) = p(π∗(v))
for v ∈ TxT ∗N where x = (q, p) ∈ T ∗N with q = π(x) ∈M and p ∈ T ∗qN .
In canonical coordinates (q, p), that is, q-variables are coordinates on N
and p-variables are the conjugated momentum, we can express these forms
λcan = pdq, ωcan = dp ∧ dq
in terms of q, p. It is independent of the choice of canonical coordinates. This
implies that in any local coordinate system of N , the equivalence between
the Euler-Lagrange equation and the Hamiltonian equation can be derived
by exactly same manner with Rn case. Thus, we can define the Hamilto-
nian equation with coordinate free notation. Let H : R × T ∗N → R be a
Hamiltonian. We define the Hamiltonian vector field X tH associated to H by
ιXtHωcan = −dHt
where Ht(x) = H(t, x). The first order differential equation
ẋ(t) = X tH(x(t)), for x(t) ∈ T ∗N
is called the Hamiltonian equation associated to H. In canonical coordinates
system (q, p), the Hamiltonian vector field has the form










One can easily see that ωcan is closed and nondegenerate. The 2-form ωcan
15
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is called the canonical symplectic form. This fact leads us naturally to the
definition of symplectic manifolds.
Definition 2.1.7. A smooth manifold M equipped with a 2-form ω is called
a symplectic manifold if ω is closed and nondegenerate. The 2-form ω is called
a symplectic form.
Definition 2.1.8. Let (M1, ω1) and (M2, ω2) be symplectic manifolds. A
smooth map φ : (M1, ω1) → (M2, ω2) is called symplectic if φ∗ω2 = ω1. In
addition, if φ is a diffeomorphism, then φ is called a symplectomorphism.
Even if we are mostly interested in the cotangent bundle case, it is not
difficult to develop the properties of Hamiltonian equations on symplectic
manifolds. Thus we will discuss about the Hamiltonian equation on symplec-
tic manifolds. Suppose that (M,ω) is a symplectic manifold. A Hamiltonian
is a function on R × M . Let H be a Hamiltonian on M . We will write
Ht := H(t, ·) : M → R for notational convenience. Following the cotangent
bundle case, we can define the Hamiltonian vector field X tH associated to H
by
ιXtHω = −dHt
and this is uniquely defined by nondegeneracy of ω.
The Hamiltonian flow φtH is the flow of the Hamiltonian vector field and










and φtH(x0) is given by solving the initial value problem
ẋ(t) = X tH(x(t)), x(0) = x0 ∈M.
This equation is called the Hamiltonian equation associated to H. We call
this diffeomorphism φtH a Hamiltonian diffeomorphism generated by H at
time t for each fixed t. Hamiltonian diffeomorphisms satisfy some properties.
Let us check the following basic properties.
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Theorem 2.1.9. The Hamiltonian diffeomorphism φtH is a symplectomor-
phism for each t.
Proof. Since φ0H is the identity, it is enough to see that (φ
t
H)
∗ω is time in-
dependent. Hence we will show that d
dt
(φtH)
∗ω = 0 for any t. Using Cartan’s









and ιXtHdω = 0, dιXtHω = d(−dHt) = 0 from the closedness of ω and the




Let Symp(M,ω) be the group of all symplectomorphisms on the symplec-
tic manifold (M,ω). We denote by
Ham(M,ω) := {φ1H |H ∈ C∞([0, 1]×M)}
the set of all Hamiltonian diffeomorphisms. Then Theorem 2.1.9 tells us that
Ham(M,ω) ⊂ Symp(M,ω). It is clear that the set Symp(M,ω) forms a
group with the composition of two maps. But it is not obvious if Ham(M,ω)
is a subgroup of Symp(M,ω). The following Lemma will prove thatHam(M,ω)
is a subgroup of Symp(M,ω).
Lemma 2.1.10. For given Hamiltonians K,H ∈ C∞(R ×M), we define a





for all t ∈ R.
Proof. Let x be a point in M and y = φtK ◦ φtH(x). We take any tangent
17
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φtK ◦ φtH(x), v) = ω(X tK(y) + dφtK(φtH(x))(X tH(x)), v)







= −dKt(v) + ω(X tH(x), (dφtK(φtH(x))−1(v))
= −dKt(v)− dHt((dφtK(φtH(x))−1(v))
= −(dKt + d(H ◦ (φtK)−1))(v)
= −d(K#H)(v)








and so φtK#H = φ
t
K ◦φtH because φ0K ◦φ0H = Id = φ0K#H . This proves Lemma
2.1.10.
Remark 2.1.11. Let K,H be Hamiltonians on (M,ω). Since the composi-
tion of two Hamiltonian diffeomorphisms φ1K , φ
1
H ∈ Ham(M,ω) is again a
Hamiltonian diffeomorphism φ1K#H ∈ Ham(M,ω), the subset Ham(M,ω)
is closed under the group operation of Symp(M,ω). Moreover, if we use
Lemma 2.1.10 again, it is not hard to see that K̄(t, x) = −K(t, φtK(x)) gen-
erates the Hamiltonian diffeomorphism which is inverse of φtK for any K ∈
C∞([0, 1]×M). This implies that Ham(M,ω) is a subgroup of Symp(M,ω).
We will mostly deal with time-independent Hamiltonian in this thesis.
When a Hamiltonian H is time-independent, the energy is conserved due to
the time translation symmetry. This can be followed by simple computation
below.
Theorem 2.1.12 (Energy Conservation). If H is time-independent, that is,
H is a function on M , then the Hamiltonian flow φtH preserves energy, that
is, H(φtH(x)) = H(x) for all t ∈ R and x ∈M .
18
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= −ω(φtH(x))(XH(φtH(x)), XH(φtH(x))) = 0
for any t ∈ R and x ∈M . This proves Theorem 2.1.12.
Theorem 2.1.12 tells us that if H is a time-independent Hamiltonian and
x ∈ H−1(c), then φtH(x) ∈ H−1(c) for every t. In other words, the Hamilto-
nian vector field XH is tangential to the energy hypersurface of H. Thus the
energy hypersurface Σ := H−1(c) is foliated by leaves Lx := {φtH(x)|t ∈ R}
through x ∈ Σ. At first glance, it seems that this foliation depends on the
choice of Hamiltonian. Surprisingly the foliation is completely determined
by the hypersurface Σ itself. We prove this as follows. Suppose that Σ is a
hypersurface, codimension 1 submanifold, of a symplectic manifold (M,ω).
Then Σ induces the canonical line bundle over Σ
LΣ → Σ
as a subbundle of the tangent bundle TM by defining the fiber
LΣ,x = {v ∈ TxM |ω(v, w) = 0 for all w ∈ TxΣ}
as the symplectic complement of TxΣ for each x ∈ Σ. Since dimTxΣ +
dimTxΣ
ω = dimTxM , LΣ becomes a line bundle. Moreover, every hyperplane
is a coisotropic subspace in the symplectic space, that is, LΣ,x = TxΣ
ω ⊂ TxΣ
for each x ∈ Σ. Therefore, the line bundle LΣ is a line subbundle of TΣ. We
will see that the Hamiltonian vector field of a time-independent Hamiltonian
is a section of the canonical line bundle on each energy hypersurface.
Lemma 2.1.13. Let H : M → R be a time-independent Hamiltonian on
a symplectic manifold (M,ω). Then the Hamiltonian vector field XH on a




Proof. We have to show that XH(x) ∈ LH−1(c),x for each x ∈ H−1(c). By
definition, it is enough to see that ω(XH(x), w) = 0 for all w ∈ TxH−1(c). In
fact, for any w ∈ TxH−1(c) we have
ω(XH(x), w) = −dH(x)[w] = 0.
This proves Lemma 2.1.13.
Lemma 2.1.13 implies that if two Hamiltonians have same regular energy
hypersurface than the Hamiltonian flows are same on that energy hyper-
surface up to reparametrization. In other words, they are orbitally equiva-
lent. For example, if we composite a monotone increasing invertible function
f : R → R to a given Hamiltonian H, then Xf◦H is parallel to XH and so
has the same Hamiltonian flow up to reparametrization.
2.2 Integrals and Completely Integrable Sys-
tems
We showed the law of energy conservation for time-independent Hamiltonians
through Theorem 2.1.12. Sometimes Hamiltonian system could have some
conservative quantities. For a given Hamiltonian H : R × M → R, if a
smooth function F : M → R is preserved under the Hamiltonian flow φtH(x),
namely F (x) = F (φtH(x)) for all x ∈M and t ∈ R, then we call F an integral
of the Hamiltonian system XH . In order to discuss integrals of Hamiltonian
systems, it is convenient to introduce the notion of Poisson bracket.
Definition 2.2.1. Let F and G be smooth functions on (M,ω). We define
the Poisson bracket of F and G by
{F,G} = ω(XF , XG) = −dF (XG) = dG(XF ) = −XG(F ) = XF (G)
We can immediately see the following Lemma from the definition.
Lemma 2.2.2. The function F ∈ C∞(M) is an integral of XH if and only




F (x) = F (φtH(x)) for all t ∈ R
⇐⇒ d
dt
F (φtH(x)) = 0 ⇐⇒ dF (XH) = 0 ⇐⇒ {H,F} = 0
We say that F and G are Poisson commute, if {F,G} = 0. Lemma 2.2.2
says that an integral of XH is a Poisson commuting function with H. By the
skew-symmetric property of the Poisson bracket, F is an integral of XH if
and only if H is an integral of XF . We say that a flow φ
t is a symmetry for
H if H(x) = H(φt(x)) for all x ∈ M and t ∈ R. The following interesting
phenomenon was discovered by Noether.
Theorem 2.2.3 (Noether). Let H be a time-independent Hamiltonian on a
symplectic manifold (M,ω). Then F ∈ C∞(M) is an integral of XH if and
only if the flow φtF is a symmetry for H.
Therefore, whenever we have a symmetry, we can obtain an integral. For
example, the rotational symmetry gives the integral of angular momentum
and the translation symmetry gives the integral of momentum.
Example 2.2.4 (The planar Kepler problem). We consider the Hamiltonian
HKP (q, p) =
1
2
|p|2 − 1|q| on symplectic manifold ((R
2 \ {(0, 0)}) × R2, ω =
dp∧dq) where q ∈ R2−{0} denotes the position variable and p ∈ R2 denotes
the momentum variable. This Hamiltonian system defines the Kepler problem
on a plane. Obviously, this problem has the rotational symmetry, that is, this
Hamiltonian HKP is invariant under the flow
Ψt := Rt ⊕Rt
where Rt =
(
cos t − sin t
sin t cos t
)










variables, respectively. We claim that the function, the angular momentum,
L := q1p2 − q2p1
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generates the flow Ψt, that is, φtL(q, p) = Ψ
t(q, p) for all (q, p) ∈ (R2 \
{(0, 0)})× R2 and t ∈ R. From the differential
dL = p2dq1 − p1dq2 − q2dp1 + q1dp2
of L, we obtain the Hamiltonian vector field












of L and this generates the rotation transformation Ψt. Therefore, the func-
tion L is an integral of the planar Kepler problem of the Hamiltonian HKP .
Alternatively, we can check that
{HKP , L} = −dHKP (XL) = 0
in order to prove L is an integral of the planar Kepler problem.
An integral of a Hamiltonian system helps to solve the system. An integral
reduces the dimension of the Hamiltonian system by 1 dimension. The ex-
treme case having maximal number of integrals is called completely integrable
system.
Definition 2.2.5. Let H be a Hamiltonian on the symplectic manifold
(M,ω) of dimension 2n. The Hamiltonian system with Hamiltonian H is
called completely integrable if there exist smooth functions F1, F2, · · · , Fn ∈
C∞(M) such that
• F1, · · · , Fn are integrals of XH ,
• {dF1(x), · · · , dFn(x)} is linearly independent on T ∗xM for almost every
x ∈M ,
• The Poisson brackets commute pairwise {Fi, Fj} = 0 for all i, j ∈
{1, 2, · · · , n},
• The Hamiltonian vector fields XFi are complete for all i ∈ {1, 2, · · · , n}.
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The planar Kepler problem is an example of completely integrable system
by setting F1 = HKP , F2 = L. We will see the rotating Kepler problem is
also completely integrable. Such completely integrable systems are relatively
easy to understand their dynamics due to the following Theorem. One can
find the proof of the following Theorem, for example in [10].
Theorem 2.2.6 (Arnold-Liouville). Let the Hamiltonian system of H on
(M,ω) be a completely integrable system with the set of integrals {F1, F2, · · · , Fn}.
Let F : M → Rn denote the vector valued function F = (F1, F2, · · · , Fn). If
c ∈ Rn is a regular value of F , then the level set Tc = F−1(c) satisfies the
following.
1. Tc is a smooth Lagrangian submanifold.
2. If Tc is compact and connected, then Tc is diffeomorphic to the n-
dimensional torus. This torus is called the Liouville torus.
3. In the neighborhood U = Tn ×Dn of the Liouville torus Tc, there is a
coordinate system s = (s1, · · · , sn), φ = (φ1, · · · , φn), where s is for Dn
and φ is for Tn, satisfying the following
- ω = Σdsi ∧ dφi,
- the variables si are functions of F1, · · · , Fn,
- the Hamiltonian vector field XH is given by
XH(s, φ) = f(s)
∂
∂φ
in this coordinate system for some function f : Dn → Rn and so the
flow is φtH(s, φ) = (s, φ+ f(s)t). We call (s, φ) by action-angle coordi-
nates.
For the first statement of Arnold-Liouville Theorem, we recall the defini-
tion of Lagrangian submanifold.
Definition 2.2.7. Let (M,ω) be a 2n-dimensional symplectic manifold. An
n-dimensional submanifold L of M is called a Lagrangian submanifold if




Let (N, g) be a Riemannian n-manifold. In dynamical aspect, one of the most









= 0, i = 1, 2, · · · , n
for a curve x : I → N in a local coordinate U of N where Γijk = 12g
im(gmj,k +
gmk,j − gij,m) are Christoffel symbols. Here we follow the Einstein summation
convention. This differential equation is derived from the Euler-Lagrange
equations of motion of the energy functional






on the smooth path space Px0,x1(N) = {γ ∈ C∞([0, 1], N)|γ(0) = x0, γ(1) =
x1} connecting two points x0, x1 ∈ N . In other words, a geodesic connecting
two points x0, x1 is the stationary point of the energy functional E defined
above. One can regard the integrand 1
2
gγ(t)(γ̇(t), γ̇(t)) as a Lagrangian L
defined on the tangent bundle TN by
L : TN → R, L(q, v) = 1
2
gq(v, v)
where q ∈ N, v ∈ TqN . Using the Legendre transformation, one can derive
the Hamiltonian equation on the cotangent bundle T ∗N corresponding to the
Euler-Lagrangian equation and consequently to the geodesic equation. Defi-
nition 2.1.6 tells us that every cotangent bundle has the canonical symplectic
structure ωcan = dλcan.
We want to find the Hamiltonian flow corresponding to the geodesic flow
on (N, g). Thus we will derive the Hamiltonian function H : T ∗N → R
corresponding to the above Lagrangian L(q, v) = 1
2




H(q, p) = sup
v∈TqN
(〈p, v〉 − L(q, v))
to L in order to obtain the corresponding Hamiltonian H. One can eas-
ily see that the supremum is attained at v(p) ∈ TqN determined by p =
dvL(q, v(p)) = ιv(p)gq. There exists a unique v(p) ∈ TqN satisfying p = ιv(p)gq
for each p ∈ T ∗qN by the nondegeneracy of Riemannian metric. Then we have
the Hamiltonian function







on T ∗N where g∗ is the metric on T ∗N which is dual to g. Intuitively, one can
think of a geodesic as a free motion of a particle and hence the Hamiltonian
corresponding to the geodesic equation has only the kinetic energy term. We
summarize the above discussion in the following Theorem.
Theorem 2.3.1. Let (N, g) be a Riemannian manifold. Then the Hamilto-





on the symplectic manifold (T ∗N, dλcan) is a lift of the geodesic flow of (N, g).
Namely, the projection π(φtH((q, p))) of a Hamiltonian flow into the base
manifold N is the geodesic flow starting at q with tangent vector v(p) ∈ TqN .
Any Riemannian manifold (N, g) can be interpreted as a Hamiltonian
equation on its cotangent bundle T ∗N . Let us see the following familiar
example.
Example 2.3.2. We consider the 2-sphere (S2, g0) with the round met-
ric. Then the Hamiltonian HS for the geodesic flow on (S




g∗0(q)(p, p) for (q, p) ∈ T ∗S2. Consider this Hamiltonian in a local
coordinate chart. In particular, if we think of the stereographic projection
φ : R2 → S2 − {N}
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from the north pole N = (0, 0, 1). The chart map is given by

























This induces the canonical local coordinate chart
Φ : T ∗R2 → T ∗(S2 − {N}) (2.3.1)
of the cotangent bundle. The Hamiltonian H on this coordinate chart have
the expression




in terms of (x, y) ∈ T ∗R2. This Hamiltonian system defined on T ∗R2 =
R2 × R2 is equivalent to the geodesic problem on (S2 − {N}, g0).
Of course, not every Hamiltonian system is a geodesic problem. For
instance, time-reversibility does not hold for Hamiltonian systems in gen-
eral. However, Moser in [40] found a beautiful connection between the n-
dimensional Kepler problem and the geodesic problem on (Sn, ground). The
Kepler problem is important in celestial mechanics as the most fundamental
problem. As one knows, the geodesic problem on the standard unit sphere
equipped with the round metric is also one of the most fundamental problems
in geodesic problems.
We have discussed geodesic with two fixed end points. We can introduce
various boundary conditions and these boundary conditions can be translated
into Hamiltonian language. An interesting boundary condition is the periodic
boundary condition. We define the free loop space ΛN := C∞(S1, N) of N
and the energy functional






on the free loop space ΛN . Then the critical loops are closed geodesics. From
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Theorem 2.3.1, closed geodesics will correspond to the periodic orbits of the




We explain another interesting case which generalize the fixed end points
condition. Let Q0 and Q1 be submanifolds of N . We define the space
PQ0,Q1(N) := {γ ∈ C∞([0, 1], N)|γ(0) ∈ Q0, γ(1) ∈ Q1}
of paths from Q0 to Q1 on N and the energy functional






From the variational calculus in [37], we have the differential




of E for ξ ∈ TγPQ0,Q1(N). Therefore, if γ is a critical path, then we should
have γ̇(i) ⊥ Tγ(i)Qi in order to make the boundary terms vanish. This condi-
tion gives a Lagrangian boundary condition called conormal boundary con-
dition.
Let π : T ∗N → N be the cotangent bundle of a manifold N .
Definition 2.3.3. Let Q be a smooth submanifold of N . The subbundle
ν∗Q := {x ∈ T ∗N |π(x) ∈ Q, x(v) = 0 for all v ∈ Tπ(x)Q}
of T ∗N |Q is called the conormal bundle of Q.
Example 2.3.4. If Q is the zero section N , then ν∗Q is the zero section N .
If Q is a single point q ∈ N , then ν∗Q = T ∗qN . Note that ν∗Q is Lagrangian
submanifold in any case.
In fact, every conormal bundle is Lagrangian submanifold of T ∗N . It is




Proposition 2.3.5. For an n-dimensional submanifold L of T ∗N which is
a closed subset of T ∗N , λcan|L = 0 if and only if L = ν∗Q for Q = L ∩ N
where N means the zero section of T ∗N .
We have the following Theorem.
Theorem 2.3.6. Assume that Q0, Q1 are submanifolds of a Riemannian
manifold (N, g). Let E be the energy functional on PQ0,Q1(N). Then there is
one-to-one correspondence between the set of critical points Crit(E) and the
set of Hamiltonian paths x : [0, 1]→ T ∗N satisfying
ẋ(t) = XHg(x(t)), x(0) ∈ ν∗Q0, x(1) ∈ ν∗Q1




Proof. Since geodesic flows are lifted to Hamiltonian flows of Hg by Theorem
2.3.1, it suffices to show the boundary condition. If γ ∈ Crit(E) is a critical
path, then the corresponding Hamiltonian path x = (q, p) is given by
q(t) = γ(t), p(t) = ιγ̇(t)gγ(t)
and we have to show x(0) ∈ ν∗Q0 and x(1) ∈ ν∗Q1. We showed that γ̇(i) ⊥
Tγ(i)Qi for i = 0, 1. This implies that p(i) = ιγ̇(i)gγ(i) vanishes on Tγ(i)Qi for
each i = 0, 1. Since q(i) = γ(i) ∈ Qi, we have
x(i) = (q(i), p(i)) ∈ ν∗Qi
for i = 0, 1. This proves the Theorem 2.3.6.
In [2], they proved that the correspondence in Theorem 2.3.6 gives an
isomorphism between Morse homology of E and Floer homology of the ac-
tion functional AH which will be defined later. In fact, they constructed
isomorphisms under the wider class of Lagrangian function and its Legen-
dre transformation. In this thesis, this will play an important role to define
symplectic capacity for fiberwise star-shaped domains in a cotangent bundle.
28
CHAPTER 2. PRELIMINARIES
2.4 Contact geometry and Liouville domain
We begin with the definition of the contact manifold.
Definition 2.4.1. Let Σ be a 2n−1-dimensional smooth manifold. A 1-form
λ ∈ Ω1(Σ) is called a contact form if λ ∧ (dλ)n−1 defines a volume form on
Σ. We call the pair (Σ, λ) a contact manifold. The hyperplane distribution
ξ = kerλ is called the contact structure.
Remark 2.4.2. One can define the contact manifold without contact form
using the notion of contact structure: maximally non-integrable codimension
1 distribution. In fact, this definition using hyperplane distribution is more
general notion. Sometimes we will refer a contact manifold by the pair (Σ, ξ)
of a manifold and a contact structure. However, we are mostly interested in
the case having a contact form defining ξ, because in this thesis we will study
the Reeb dynamics defined below. The study of contact structures itself is
nowadays a deep and interesting topic. One can find this, for example, in the
book [25].
Let (Σ, ξ = kerλ) be a contact manifold. We define the Reeb vector field
Rλ associated to the contact form λ by
λ(Rλ) = 1, ιRλdλ = 0.




then we call x a Reeb orbit. In this thesis, we are interested in the dynamics of
Reeb vector fields. First we consider periodic Reeb orbits. Let x : [0, T ]→ Σ
be a T -periodic Reeb orbit, namely x(0) = x(T ). We say that x is nonde-
generate if dφTλ (x(0))|ξ does not have an eigenvalue 1. Here, φtλ is the Reeb
flow : one parameter group of diffeomorphisms generated by Rλ. We say that
(Σ, λ) is nondegenerate if every periodic Reeb orbit is nondegenerate. Nonde-
generacy is a generic condition for closed contact manifolds. More precisely,
we borrow the following result in [47].
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Theorem 2.4.3. Assume that (Σ, λ) is a closed contact manifold. Then there
is a subset G ⊂ C∞(Σ,R+) which is a countable intersection of open and
dense subsets of C∞(Σ,R+) such that (Σ, fλ) is nondegenerate for all f ∈ G.
Thanks to Theorem 2.4.3, we can assume a closed contact manifold (Σ, λ)
is nondegenerate if we are allowed to have small perturbations. We denote
by P(Σ, λ) the set of all periodic Reeb orbits of (Σ, λ). The subset Spec(Σ, λ)
of R denotes the set of all periods of periodic Reeb orbits. We note that if
(Σ, λ) is nondegenerate, then Spec(Σ, λ) is a discrete subset of R.
As the analogue of Lagrangian submanifold, we can define Legendrian
submanifolds in a contact manifold.
Definition 2.4.4. An (n− 1)-dimensional submanifold L of a contact man-
ifold (Σ, ξ) is called Legendrian submanifold if TpL ⊂ ξp for all p ∈ L.
Second we consider Reeb orbits connecting given Legendrian submani-
folds. Let L0 and L1 be Legendrian submanifolds of (Σ, ξ = kerλ). They are
not necessarily different. If a path x : [0, T ]→ Σ satisfies
d
dt
x(t) = Rλ(x(t)), x(0) ∈ L0, x(T ) ∈ L1,
then x is called a Reeb chord from L0 to L1 and T is called the action(or
length) of x. We say that the Reeb chord x : [0, T ] → Σ is nondegenerate
if it satisfies dφTλ (Tx(0)L0) t Tx(T )L1 in Σ. Note that tangent spaces TxLi
of Legendrian submanifolds are Lagrangian subspaces of the contact plane
(ξx, dλx) by definition and the linearized map dφ
t
λ of Reeb flow preserves the
contact plane and defines symplectic linear map. Thus we have dφTλ (Tx(0)L0)
and Tx(T )L1 are Lagrangian subspaces of (ξx(T ), dλx(T )). Let P(Σ, λ;L0, L1) be
the set of all Reeb chords from L0 to L1. If every x ∈ P(Σ, λ;L0, L1) is nonde-
generate, then we call that the pair of Legendrian submanifolds L0, L1 is non-
degenerate. Nondegenerate condition for the pair of Legendrian submanifolds
is a generic condition, namely one can achieve this condition by arbitrarily
small perturbation of contact form. We denote by Spec(Σ, λ;L0, L1) ⊂ R the
set of all lenths of Reeb chords from L0 to L1. For a nondegenerate pair of
Legendrian submanifolds, we have that Spec(Σ, λ;L0, L1) is a discrete set.
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In particular, Σ can arise as a level set of Hamiltonian. In this case,
the Reeb dynamics is equivalent to the Hamiltonian dynamics. We shall see
the condition for this case and the relation between Reeb vector fields and
Hamiltonian vector fields.
Definition 2.4.5. Let (M,ω) be a symplectic manifold. If a vector field
Y satisfies LY ω = ω, then Y is called a Liouville vector field of (M,ω).
Let Σ ⊂ M be a hypersurface: codimension 1 submanifold of M . If there
is a Liouville vector field Y defined in a neighborhood of Σ such that Y is
transverse to Σ, then Σ is called a contact type hypersurface.
Proposition 2.4.6. Assume that (M,ω) be a 2n-dimensional sympelctic
manifold. If a hypersurface Σ is of contact type with transverse Liouville
vector field Y defined in a neighborhood of Σ, then (Σ, λ := ιY ω|Σ) is a con-
tact manifold. Furthermore, the Reeb vector field is a section of the canonical
line bundle LΣ → Σ.
Proof. Since LY ω = ω, we have dιY ω = ω by Cartan formula and so dλ =
ω|Σ. Therefore, we have that





Since Y is transverse to Σ, {Y, v1, · · · , vn−1} forms a basis for any basis
{v1, · · · , vn−1} of TΣ. Moreover, we know that ωn defines a volume form on




n|Σ(v1, · · · , vn−1) =
1
n
ωn(Y, v1, · · · , vn−1) 6= 0
and so λ∧ (dλ)n−1 defines a volume form on Σ. By the definition of the Reeb
orbit Rλ, we have that ιRλdλ = ιRλω|Σ = 0. This implies that Rλ ∈ kerω|Σ.
This shows that Rλ defines a section of the canonical line bundle.




Corollary 2.4.7. Let (M,ω) be a symplectic manifold. Assume that a time-
independent Hamiltonian H : M → R has an energy hypersurface Σ =
H−1(c) of contact type. Then the Reeb dynamics on (Σ, ιY ω|Σ) is equivalent
to the Hamiltonian dynamics on Σ.
As a special case, Σ could be the boundary of a manifold M and the
transverse Liouville vector field could be globally defined. We define this
special case.
Definition 2.4.8. A Liouville domain is a compact symplectic manifold
(M,ω = dλ) with a boundary Σ = ∂M having a Liouville vector field Y such
that Y is pointing outward along Σ and ιY ω = λ.
We will see in section 5.1 that star-shaped domains in R2n and fiberwise
star-shaped domains in a cotangent bundle T ∗N are Liouville domains. In
particular, their symplectic homologies will play an important role in this
thesis.
Finally, we consider the real Liouville manifold which will appear in the
thesis as important examples for wrapped Floer homology.
Definition 2.4.9. A real Liouville domain is a triple (M,λ,R) consisting of
a Liouville domain (M,λ) and an exact anti-symplectic involution R, that
is, a diffeomorphism R : M →M satisfying
R2 = id, R∗λ = −λ.
on (M,λ).
Let (M,λ,R) be a real Liouville domain. Then its boundary Σ = ∂M
with the restrictions λ|Σ and R|Σ of λ and R defines a real contact manifold.
For notational convenience, we will denote by λ and R, respectively, the
restriction of λ and R to Σ. The Reeb vector field Rλ of λ satisfies the
following identity R∗Rλ = −Rλ for the push-forward R∗ of R. This identity
induces an involution R∗ on the Reeb orbit. If v ∈ C∞([a, b],Σ) is a Reeb
orbit, then a curve R∗v ∈ C∞([a, b],Σ) defined by
R∗v(t) := R(v(a+ b− t))
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is a Reeb orbit. We define the symmetric Reeb orbit as the fixed point under
this induced involution on the Reeb orbit.
Definition 2.4.10. A T -periodic Reeb orbit v ∈ C∞([0, T ],Σ) on a real
contact manifold (Σ, λ,R) is called symmetric if v = R∗v.
Let (M,λ,R) be a real Liouville domain. Assume that the fixed point
set Fix(R) of the involution R is nonempty. Then we have that L =Fix(R)
is a Lagrangian in M . Suppose that ∂L = L ∩ ∂M defines a Legendrian
submanifold of Σ = ∂M . Let v : [0, T ] → Σ be a Reeb chord from ∂L to
itself. Then its involution R∗v : [0, T ]→ Σ becomes a Reeb chord. Since the
following














hold, the concatenation v#R∗v is a well-defined 2T -periodic Reeb orbit.
Conversely, if we have a symmetric T -periodic orbit γ : [0, T ] → M , then
the points γ(0), γ(T
2
) lie on ∂L and so the restriction of γ to [0, T
2
] becomes
a Reeb chord from ∂L to ∂L. We have proven the following Theorem.
Theorem 2.4.11. Let (Σ, λ,R) be a real contact manifold. Assume that
L = Fix(R) is a Legendrian submanifold of Σ. Then there is a one-to-one
correspondence between the set of all Reeb chords from L to itself and the set
of all symmetric periodic orbits.
We will see examples of real Liouville domains and their wrapped Floer
homologies in section 5.2.
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The restricted three body
problem and its limit problems
Since Isaac Newton discovered the law of universal gravitation, the three
body problem has been a naturally arising but extremely hard problem. The
three body problem is the problem determining the motion of three bodies
under the gravitational force for given initial positions and velocities of three
bodies. This problem is one of the hardest problems in celestial mechanics.
For instance, the dimension of the phase space of the three body problem is
18. By the difficulty of the three body problem, one usually gives restrictions
to this problem. One problem with reasonable and practical restrictions is the
(planar circular) restricted three body problem. The planar circular restricted
three body problem is a simplified version of the three body problem by con-
sidering the motion of only one particle which is regarded massless particle.
Additionally we assume that three particles have planar motion and two pri-
maries take Keplerian circular motions in the planar circular restricted three
body problem. Throughout this thesis, the restricted three body problem
always means the planar circular restricted three body problem. In section
3.1, we will describe the restricted three body problem and will derive the
time-independent Hamiltonian. We will derive diametrical limit problems of
the restricted three body problem, in section 3.2 and 3.3, as our main ingre-
dients of this thesis. Moreover, we will discuss their properties in section 3.2
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and 3.3.
3.1 The restricted three body problem
We consider two massive particles on the plane called primaries P1 and P2.
We denote the masses M1,M2 of two primaries P1, P2. We define the mass
ratio µ = M2
M1+M2
and assume that two primaries are under the Keplerian
circular motion
P1(t) = (−µ cos t,−µ sin t), P2(t) = ((1− µ) cos t, (1− µ) sin t)
with their center of masses at the origin. We are interested in the motion of
a massless particle S(t) ∈ R2−{P1(t), P2(t)}. Example 2.1.5 tells us that the
total energy







with suitable normalizations of physical constants defines the time-dependent
Hamiltonian of the restricted three body problem. We write the subscript I to
emphasize that this Hamiltonian is defined in the inertial system. Note that
HµI is a time-dependent Hamiltonian and so the value of this Hamiltonian is
not conserved under time evolution. In this sense it is useful to get a time-
independent Hamiltonian. We equip the rotating system and this rotating
system will fix the positions of two primaries. We define two points
A1 := (−µ, 0), A2 := (1− µ, 0)
on the plane. Then we have the motion of two primaries
P1(t) = R
tA1, P2(t) = R
tA2
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in terms of A1 and A2 where R




cos t − sin t
sin t cos t
)
.
We define Ψt := Rt⊕Rt time-dependent endomorphism on R4. We showed in
Example 2.2.4 that the time-dependent transformation Ψt is the Hamiltonian
diffeomorphism generated by the Hamiltonian L := q1p2 − q2p1 on (R4, dp ∧
dq). We prove the following Theorem which provides us the time-independent
Hamiltonian of the restricted three body problem.
Theorem 3.1.1. Let HµR be the Hamiltonian of the restricted three body
problem in the rotating system of Ψt. Then HµR = H
µ
I ◦φtL−L where L = q1p2−
q2p1 and φ
t
L are Hamiltonian diffeomorphisms generated by L. In particular
the Hamiltonian HµR is time-independent.
Proof. We omit the superscript µ in the proof. The Hamiltonian flow in the
rotating coordinate can be written by Ψ−t ◦ φtHI for all t ∈ R. We have seen
that Ψt = φtL and hence we have





= φt−L ◦ φtHI = φ
t
(−L)#HI
by Lemma 2.1.10. By the definition of ’#’, we obtain the Hamiltonian of the
restricted three body problem
HR(t, q, p) = (−L)#HI(t, q, p) = HI(t, φtL(q, p))− L(q, p)
in the rotating coordinate system. Note that we use (φt−L)
−1 = φtL. The last
statement follows from the computation
HI(t, φ
t
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of HI ◦ φtL and this is time-independent.
From Theorem 3.1.1, we have the time-independent Hamiltonian
HµR : (R








− q1p2 + q2p1 (3.1.1)
for the restricted three body problem.
As we discussed before, the time-independent Hamiltonian HµR is pre-
served under the Hamiltonian flow of itself. In fact, the integral −2HµR,
called Jacobi integral, was discovered first by Jacobi. One can ask if there
is another integral for the restricted three body problem and this question
was negatively answered by Poincaré. Poincaré proved that there is no real
analytic integral which is also analytic in µ except the Jacobi integral. This
can be found in his book [44]. This result was extended to the analytic non-
integrability of the restricted three body problem for all but finite values of
µ by Xia in [53] using the existence of the transversal homoclinic orbits.
Remark 3.1.2. Even though the restricted three body problem has no in-
tegral, there is a discrete symmetry of the restricted three body problem.
R1 : (q1, q2, p1, p2) 7−→ (q1,−q2,−p1, p2)
R1 is an anti-symplectic reflection and Hamiltonian HµR is invariant under
R1, namely HµR(R1(q, p)) = H
µ
R(q, p) for all (q, p) ∈ R4. This anti-symplectic
involution will give us the real Liouville domain structure defined in section
2.4 after suitable regularization.
A basic approach for the restricted three body problem is investigating
the region of possible positions for each energy level. This is called Hill’s
region. Let us determine Hill’s region of the restricted three body problem.
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and we define the so-called effective potential








then there is one-to-one correspondence between the critical point of HµR and
Uµ because their difference is only degree 2 terms. Precisely, the projection
π(q, p) = q onto q-coordinate
π : Crit(HµR)→ Crit(U
µ)
provides the one-to-one correspondence. Thus, it suffices to investigate the
critical points of Uµ in order to know the critical points of HµR. The critical
points of Uµ is called the Lagrangian points and we will show that there are









this critical points. From the gradient(
µ(q1 − (1− µ))
|q − (1− µ, 0)|3
+
(1− µ)(q1 + µ)
|q + (µ, 0)|3
− q1,
µq2
|q − (1− µ, 0)|3
+
(1− µ)q2
|q + (µ, 0)|3
− q2
)
of Uµ, we have the following cases satisfying DUµ(q1, q2) = (0, 0).
Case 1) q2 6= 0,
Then we should have µ|q−(1−µ,0)|3 +
(1−µ)
|q+(µ,0)|3 − 1 = 0 and thus we get
0 =
µ(q1 − (1− µ))
|q − (1− µ, 0)|3
+
(1− µ)(q1 + µ)





|q − (1− µ, 0)|3
+
(1− µ)






|q − (1− µ, 0)|3
+
µ(1− µ)





|q + (µ, 0)|3
− 1
|q − (1− µ, 0)|3
)
and this implies
|q + (µ, 0)| = |q − (1− µ, 0)|.
We plug this into µ|q−(1−µ,0)|3 +
(1−µ)
|q+(µ,0)|3 − 1 = 0, then we obtain |q+ (µ, 0)| =
38
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). One interesting result is that {lµ4 , A1, A2} and {l
µ
5 , A1, A2} form
equilateral triangles, respectively.
Case 2) q2 = 0,
We must solve the following 1-variable equation.
µ(q1 − (1− µ))
|q1 − (1− µ)|3
+
(1− µ)(q1 + µ)
|q1 + µ|3
− q1 = 0.
We define the function






The function uµ is strictly decreasing on each of intervals (−∞,−µ), (−µ, 1−




3 such that −∞ <
mµ3 < −µ < m
µ
1 < 1− µ < m
µ
2 < +∞. This gives us three critical points
lµ1 = (m
µ










Therefore, we have all five Lagrangian points lµi , i = 1, 2, · · · , 5. Under
the map (q1, q2) 7→ (q1, q2,−q2, q1), these correspond to the critical points Lµi





i ) = U
µ(lµi )
of the restricted three body problem. We borrow the following statement.
One can find the proof with details in [23].
Theorem 3.1.3. For each µ ∈ (0, 1), the Hamiltonian HµR of the restricted
three body problem has five critical points Lµi for i = 1, 2, · · · , 5. The corre-








































Moreover, the Morse indices of the critical points is ind(Lµ1) = ind(L
µ
2) =




5) = 2 for all µ ∈ (0, 1).
3.2 The rotating Kepler problem
If we take the limit µ→ 0 for the Hamiltonian (3.1.1) of the restricted three
body problem, then we can obtain the Hamiltonian
HRKP : (R2 − {(0, 0)})× R2 → R,





− q1p2 + q2p1 (3.2.1)
of the rotating Kepler problem. By the discussion in Example 2.2.4, {HKP , L} =
0 and so (−L)#HKP = HKP − L. This implies that the rotating Kepler
problem is nothing but the planar Kepler problem in the rotating coordinate
system. Moreover, the Hamiltonian HRKP = HKP − L satisfies
{HRKP , L} = {HKP , L} − {L,L} = 0.
Thus the angular momentum L is an integral of the rotating Kepler problem.
Therefore, the rotating Kepler problem is a completely integrable system.
Using the argument in Theorem 3.1.1, we obtain
φtHRKP = Ψ
−t ◦ φtHKP .
Thus it is sufficient to solve the Kepler problem in order to solve the rotating
Kepler problem. We will see in section 4.1 that every orbit of the Kepler
problem is periodic for each energy below the critical level. The circular
orbits of the Kepler problem always can be lifted to the periodic orbits of the
rotating Kepler problem. But the non-circular elliptic periodic orbits become
40
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the periodic orbits of the rotating Kepler problem only when some conditions
hold. The periodic orbits of the rotating Kepler problem will be discussed in
section 7.1.
The rotating Kepler problem has only one critical value and this value
corresponds to S1-family of critical points due to the rotation symmetry. We
can rewrite the Hamiltonian










using the effective potential URKP . As in the restricted three body problem
case, the critical points of HRKP correspond bijectively to the critical points
of URKP via projection onto q-coordinate. It is easy to see that
Crit(URKP ) = {|q| = 1}




= HRKP (q1, q2,−q2, q1) for |q| = 1
the critical value of the rotating Kepler problem.
3.3 Hill’s lunar problem
Hill’s lunar problem is another limit problem of the restricted three body
problem. Hill’s lunar problem was derived by Hill in [27] for studying the
motion of the Moon. If we consider the lunar theory in the Sun-Earth-Moon
system, then we can regard the Moon as the massless particle of the restricted
three body problem. The lunar theory is a limit case of the restricted three
body problem in the following sense. First, the Sun is much heavier than the
Earth. Second, the distance between the Sun and the Moon is much longer
than the distance between the Earth and the Moon. In modern language,
Hill’s idea is taking a blow up of the coordinates near the Earth to the power
1
3
of µ when one takes µ→ 0. We will borrow the simple derivation from [36].
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This will show the relation between Hill’s lunar problem and the restricted
three body problem. We apply the coordinate change on the Hamiltonian
HµR by applying translation on (q, p)-coordinates in the following way.
q1 → q1 + 1− µ, q2 → q2, p1 → p1, p2 → p2 + 1− µ.
The Hamiltonian (3.1.1) of the restricted three body problem becomes






|q + (1, 0)|
− q1p2 + q2p1 − (1− µ)q1
up to constant. By Newton’s binomial series (1 + x)
−1




x2 + · · · ,
we get the expansion
− 1− µ√
(q1 + 1)2 + q22
= −(1− µ)(1− q1 + q21 −
1
2
q22 + · · · )
and we apply this on Hµ3





− q1p2 + q2p1 − (1− µ)(q21 −
1
2
q22 + · · · ).
We consider the scaling q → µ 13 q, p → µ 13p which is symplectic with confor-
mal coefficient µ
−2







3p) = HHLP (q, p) +O(µ
1
3 ),
then we have the Hamiltonian
HHLP : (R2 − {(0, 0)})× R2 → R,









of Hill’s lunar problem by taking µ→ 0.
Hill’s lunar problem is non-integrable like the restricted three body prob-
lem. The non-integrability of Hill’s lunar problem has been determined in
many versions. Meletlidou, Ichtiaroglou and Winterberg in [35] proved the
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analytic non-integrability of Hill’s lunar problem. Morales-Ruiz, Simó and
Simon gave an algebraic proof of the meromorphic non-integrability in [39].
Recently, Llibre and Roberto [33] discussed the C1-integrability based on the
existence of two periodic orbits. Since Hill’s lunar problem is non-integrable,
Hill’s lunar problem provides a good non-integrable test ground for the re-
stricted three body problem.
Remark 3.3.1. There are discrete symmetries of Hill’s lunar problem.
R1 : (q1, q2, p1, p2) 7−→ (q1,−q2,−p1, p2),
R2 : (q1, q2, p1, p2) 7−→ (−q1, q2, p1,−p2).
These are anti-symplectic reflections and Hamiltonian HHLP is invariant un-
der these maps.
We can write the Hamiltonian










using the effective potential UHLP . Following the argument in section 3.1 and
3.2, the critical points and value
Crit(UHLP ) = (±3
−1
3 , 0), UHLP (±3
−1





of UHLP gives the critical points
Crit(HHLP ) = {(3
−1




3 , 0, 0,−3
−1
3 )} ∈ R2(q)× R2(p)
and the critical value HHLP ((±3
−1




In this chapter, we will see the Moser regularization for the Kepler problem in
section 4.1. This will show us the correspondence between the Kepler problem
and the geodesic problem on the standard sphere. We will discuss its gener-
alizations: fiberwise convexity in section 4.2 and fiberwise star-shapedness in
section 4.3, respectively.
4.1 Kepler problem and Moser regularization
We will discuss only the planar case. One can find the proof for general case
in [40]. Recall the Hamiltonian of the planar Kepler problem
HKP : T





from Example 2.2.4. We define the Hamiltonian
KcKP (q, p) = |q|(HKP (q, p) + c) =
1
2
(|p|2 + 2c)|q| − 1
in order to remove the singularity. Note that the energy hypersurfaces are
same, i.e., (KcKP )
−1(0) = H−1KP (−c), and so their Hamiltonian vector fields




by Lemma 2.1.13. We focus on the case of c = 1
2
. Other negative energy levels
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can be achieved simply by rescaling the variables and we will explain this
later. We consider the following symplectic transformation
Ψ : (T ∗R2 = R2 × R2, dy ∧ dx)→ (T ∗R2 = R2 × R2, dp ∧ dq),
Ψ(x, y) = (y,−x), (4.1.1)
namely p = −x, q = y. Then we define the Hamiltonian






(|x|2 + 1)|y| − 1
by applying the above symplectic transformation. We remark that this sym-
plectic transformation plays the role of changing the position and momentum
variables in our case. We recall the Hamiltonian H̃(x, y) = 1
8
(|x|2 +1)2|y|2 on
T ∗R2 in Example 2.3.2. Then the energy hypersurfaces K̃−1(0) and H̃−1(1
2
)
are same and so they have same Hamiltonian flows up to reparametriza-
tion. We know these energy hypersurfaces K̃−1(0) and H̃−1(1
2
) come from





), respectively, where HS(q, p) =
1
2
g∗round(p, p) for each
(q, p) ∈ T ∗S2. Thus we have partially proven the following Theorem.
Theorem 4.1.1 (Moser). For a negative energy c < 0, the energy hypersur-
face H−1KP (c) can be symplectically embedded into the cotangent bundle T
∗S2
as the hypersurface {(q, p) ∈ T ∗(S2−{N})|g∗round(p, p) = −2c}. Moreover, we
can compactify these energy hypersurfaces into {(q, p) ∈ T ∗S2|g∗round(p, p) =
−2c} by adding the collision orbits.








(T ∗S2, ω), (4.1.2)
we embed H−1KP (−12) into T
∗S2 symplectically. Then the closure of image




(S2, ground). Moreover, the limit points newly come in the closure correspond
to the unit circle fiber at the north pole and physically correspond to the
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collision orbits. In general, if we choose another energy level, then we have a
hypersurface
Φ ◦Ψ(H−1KP (−c)) = Σ
c
K ⊂ T ∗S2
of the cotangent bundle over S2. This hypersurface can be interpreted as a
unit cotangent bundle of S2 with respect to a Riemannian metric gc. We
have many possibilities for a generalization. For example, one can replace
Ψ and Φ by other symplectomorphisms. Consider the symplectic linear map
Tc : T
∗R → T ∗R, Tc(q, p) = ( q√2c ,
√
2cp). If we replace Ψ by Ψ ◦ Tc, then we
have that
Φ ◦Ψ ◦ Tc(H−1KP (−c)) = S
∗√
2c





for each c > 0. In fact, this completes the proof of Theorem 4.1.1 for the
planar Kepler problem.
4.2 Fiberwise convexity
In the last part of section 4.1, we discussed possibilities of generalization of
Moser regularization from replacing Ψ by another symplectomorphism. In
this section, we will discuss another generalization by considering different
metrics on S2.
Definition 4.2.1. A Finsler manifold is a differentiable manifoldN equipped
with a Finsler function F on the tangent bundle TN . Namely, F satisfies
the following conditions.
• F is smooth on TN\N . Here, N means the zero section.
• F ((q, v)) ≥ 0 for all (q, v) ∈ TN and F ((q, v)) = 0 if and only if v = 0.
• F ((q, λv)) = λF ((q, v)) for all λ ≥ 0 and (q, v) ∈ TN .
• F ((q, v + w)) ≤ F ((q, v)) + F ((q, w)) for all (q, v), (q, w) ∈ TN
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We call F a Finsler metric on N .
Let us define the corresponding geometric object.
Definition 4.2.2. Let N be a differentiable manifold. A hypersurface Σ,
codimension 1 submanifold, of the tangent bundle TN is called fiberwise
convex if Σ ∩ TqN bounds a strictly convex bounded domain of TqN which
contains the origin for each q ∈ N .
Remark 4.2.3. There is a one-to-one correspondence
{Finsler metric on N} ←→ {Fiberwise convex hypersurface of TN},
F 7−→ F−1(1).
between the set of all Finsler metrics and the set of all fiberwise convex
hypersurfaces for any fixed manifold N .
Remark 4.2.4. We can rewrite the above two definitions for the cotangent
bundle T ∗N by the exactly same way. Moreover, we also have a one-to-one
correspondence between the set of dual Finsler metrics on N and the set of
fiberwise convex hypersurfaces of T ∗N .
We extend the idea of the Moser regularization. Let U be an open subset
of R2. For a given Hamiltonian H : T ∗U → R, we define a subset
Σc := Φ ◦Ψ(H−1(−c)) ⊂ T ∗S2
of T ∗S2 using the maps (2.3.1) and (4.1.1). If its closure Σc in T ∗S2 is a fiber-
wise convex hypersurface of T ∗S2, then the Hamiltonian flow on H−1(−c) can
be interpreted as a geodesic flow of the corresponding Finsler metric on S2. In
this case, we say that the Hamiltonian system defined by H is fiberwise con-
vex for energy −c. If we prove fiberwise convexity of a Hamiltonian system,
then we can apply the results in the Finsler geometry on S2. For example,
we can prove the existence of two geometrically different periodic orbits by
Bangert and Long’s result [11] for Finsler 2-spheres. One can also obtain
a systole bound using the universal systole bound on S2 with Finsler met-
ric proven in [9]. Moreover, we can identify the Conley-Zehnder index of a
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Hamiltonian periodic orbit with the Morse index of the corresponding closed
geodesic. Thus, we can conclude that every periodic orbit, including collision
periodic orbits, has nonnegative Conley-Zehnder index.
In [15], Cieliebak, Frauenfelder and van Koert proved fiberwise convexity
of the rotating Kepler problem. Fiberwise convexity of Hill’s lunar problem
was also proven in [32]. One goal in this direction is determining the fiber-
wise convexity of the restricted three body problem. We still do not know
the fiberwise convexity of the restricted three body problem. As our main
ingredient, we give the precise statements below.
Theorem 4.2.5 (Fiberwise convexity of the rotating Kepler problem). The
bounded component of the regularized rotating Kepler problem is fiberwise
convex for all energy below the critical level.
Theorem 4.2.6 (Fiberwise convexity of Hill’s lunar problem). The bounded
component of the regularized Hill’s lunar problem is fiberwise convex for all
















of the rotating Kepler problem and Hill’s lunar problem, respectively. From
now on, HR and HH will denote the Hamiltonians of the rotating Kepler
problem and Hill’s lunar problem, respectively. We showed that HR and HH






, respectively. We define
the regularized energy hypersurfaces
ΣcR := (Φ ◦Ψ(H−1R (−c)))
b, Σc
′
H := (Φ ◦Ψ(H−1H (−c′)))
b
of each problem for some c > c0R and c
′ > c0H , respectively. The overlines
denote the closure in T ∗S2 and superscripts b denote the bounded component
in T ∗S2. We will call ΣcR(resp. Σ
c
H) the energy hypersurface of the regularized
rotating Kepler problem(resp. Hill’s lunar problem) at energy −c for each
c > c0R (resp. c > c
0
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fiberwise convex hypersurfaces for each c > c0R and c
′ > c0H . Therefore, we
can regard each of the rotating Kepler problem and Hill’s lunar problem as a
geodesic problem on S2 equipped with a Finsler metric. Moreover, fiberwise
convexity implies fiberwise star-shapedness and this fact opens the possibility
of applying symplectic topology and contact geometry. We will discuss the
definition of fiberwise star-shapedness and its result in the next section.
4.3 Fiberwise star-shapedness
We begin with the following definition.
Definition 4.3.1. Let N be a closed smooth manifold. A hypersurface Σ of
T ∗N is called fiberwise star-shaped if Σ∩T ∗qN bounds a star-shaped domain
with respect to the origin in T ∗qN for each q ∈ N .
It is obvious from the definition that fiberwise star-shapedness is a weaker
property than fiberwise convexity. Fiberwise star-shapedness can be charac-
terized by the property having contact structure.
Proposition 4.3.2. Suppose that N is a closed smooth n-manifold. A hyper-
surface Σ of T ∗N is a contact manifold with the restriction of the canonical
1-form of T ∗N to Σ if and only if Σ is fiberwise star-shaped. Moreover, if
Σ is a fiberwise star-shaped hypersurface, then the bounded region enclosed
by Σ defines a Liouville domain with the canonical 1-form and the Liouville
vector field of T ∗N .
Proof. Assume that Σ is a hypersurface in T ∗N . Let λ be the canonical 1-
form of T ∗N and ω = dλ be the canonical symplectic form of T ∗N . Then we
have that
λ|Σ ∧ (dλ|Σ)n−1 = (λ ∧ dλn−1)|Σ, λ = ιY ω
where Y is the Liouville vector field. Note that Y = p ∂
∂p
in any canonical
coordinates system using the equation ιY dp ∧ dq = pdq. Thus, by Definition
2.4.1, λ|Σ defines a contact form if and only if the (2n− 1)-form
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defines a volume form on Σ if and only if Y is transverse to Σ. Since Y is
an outward radial vector on each cotangent space T ∗qN . The (2n − 1)-form
λ|Σ ∧ (dλ|Σ)n−1 defines a volume form on Σ if and only if Σ is a fiberwise
star-shaped hypersurface of T ∗N . The last statement is clear from Definition
2.4.8. This proves Proposition 4.3.2.
Following the fiberwise convex case, we define the fiberwise star-shapedness
of Hamiltonians. For a given Hamiltonian H : T ∗U → R where U is an open
subset of R2, we embed the energy hypersurface
Σc := Φ ◦Ψ(H−1(−c))
of H at energy −c into the cotangent bundle over S2 using the maps (2.3.1)
and (4.1.1). If its closure Σc in T ∗S2 is a fiberwise star-shaped hypersur-
face of T ∗S2, then we say that the Hamiltonian H is fiberwise star-shaped
for energy −c. Suppose Σ is a fiberwise star-shaped hypersurface in T ∗S2.
Then (Σ, λ := λcan|Σ) is a contact manifold by Proposition 4.3.2. Moreover,
by Corollary 2.4.7, the Reeb vector field Rλ on Σ is a section of the canon-
ical line bundle LΣ → Σ and so the Reeb flows are equivalent with the
Hamiltonian flows generated by H. As a result, if a Hamiltonian is fiberwise
star-shaped at energy −c, then the Hamiltonian flow on H−1(−c) can be
interpreted as the Reeb flow of corresponding fiberwise star-shaped hyper-
surface in T ∗S2. First, a fiberwise star-shaped hypersurface is diffeomorphic
to RP 3. By Eliashberg’ work in [20], there is a unique tight contact structure
up to isotopy on RP 3. From the criterion due to Eliashberg and Gromov in
[19] and [26], any symplectically fillable contact 3-manifold is tight. Because
regularized energy hypersurfaces ΣcR and Σ
c′
H are symplectically fillable and
diffeomorphic to RP 3, we have the following Corollary.
Corollary 4.3.3. The bounded component of the regularized rotating Kepler
problem and the regularized Hill’s lunar problem has a contact structure for
the energy level below each of critical values. Moreover, these contact struc-
tures are the unique tight contact structure on RP 3 up to contact isotopy.
Moreover, for a fiberwise star-shaped hypersurface Σ, the inside M of Σ
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in T ∗S2 defines a Liouville domain. We denote by M cR and M
c′
H the Liouville
domains defined by the regularized energy hypersurfaces of the rotating Kepler
problem at energy −c and Hill’s lunar problem at energy −c′, respectively.
Because the tools in this thesis can be applied to any Liouville domain defined
by a fiberwise star-shaped hypersurface in a cotangent bundle. Although the
fiberwise convexity of the restricted three body problem is still unknown, it
is worthwhile to refer the fiberwise star-shapedness of the restricted three
body problem proven in [8]. Furthermore, they proved existence of contact
structure slightly above the first Lagrangian value. We recall the result.
Theorem 4.3.4 (Albers-Frauenfelder-van Koert-Paternain). For a energy c
below the first critical value, two bounded components Σµ,cE and Σ
µ,c
M near the
earth and the moon, respectively, of the regularized restricted three body prob-
lem in T ∗S2 admit compatible contact forms, respectively. Moreover, there






1)+ ε) the bounded component
ΣcE,M admits a compatible contact form λ.
Theorem 4.3.4 opened the possibility of using contact topology for the
restricted three body problem. We can see that the tight contact structure on
RP 3#RP 3 is unique up to isotopy, using the unique decomposition theorem
for tight contact structure in [18]. Adding this result, we obtain the following
Corollary.
Corollary 4.3.5 (Albers-Frauenfelder-van Koert-Paternain). For an energy
−c < HµR(L
µ
1), the contact structures of (Σ
c
E, kerλcan) and (Σ
c
M , kerλcan)







1)+ε), the contact structure of (Σ
c
E,M , kerλ) is the tight
contact structure on RP 3#RP 3.
A recent result of Cristofaro-Gardiner and Hutchings in [17] tells us that
every contact 3-manifold has at least two closed Reeb orbits. This general
result on contact manifolds tells us again the existence of at least two Hamil-
tonian periodic orbits for the restricted three body problem and Hill’s lunar
problem below the first critical energy levels. In particular, this argument
valid for the restricted three body problem slightly above the first critical




In this chapter, we discuss two types of Floer homology. Because our main
ingredient of the thesis is Liouville domains defined by fiberwise star-shaped
hypersurfaces in a cotangent space T ∗N , we need a Floer homology theory for
a symplectic manifold with boundary. Fortunately, Floer homology theory for
a symplectic manifold with boundary was developed under some assumptions
on the boundary. We will consider a simple case: Liouville domains. First, we
define the symplectic homology of a Liouville domain in section 5.1. Second,
we define the wrapped Floer homology of a Liouville domain with a pair of
admissible Lagrangians in section 5.2 under strong assumptions.
5.1 Symplectic homology of Liouville domain
In this thesis, we will use the symplectic homology of cotangent bundles.
However, we can define more generally the symplectic homology of Liou-
ville domains without any difference in difficulty. Thus we will define the
symplectic homology for Liouville domains. More generally, one can define
the symplectic homology for a symplectic manifold (M,ω) with contact type
boundary, see Definition 2.4.5, under the following assumptions.
• (Ω): [ω] vanishes on π2(M).
• (C): The first Chern class c1(M) vanishes on π2(M).
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One can see this general construction under these assumptions in [13] and
[51]. In our case, Liouville domains, assumption (Ω) always hold by exactness
of symplectic form. Throughout this paper, we will assume that our Liouville
domain (M,ω = dλ) satisfies assumption (C). This is necessary to define
a integer-valued Conley-Zehnder index. Let us give examples which satisfy
(C). In particular, we have to keep in mind Example 5.1.2 throughout the
thesis.
Example 5.1.1 (Star-shaped domains in R2n). If we take the unit ball
B2n1 (0) = {x ∈ R2n||x|2 ≤ 1} in R2n with the symplectic form

















is the Liouville vector field. The vector field Y0 is radial and so it is trans-
verse to the unit sphere ∂B2n1 (0) = S
2n−1 with outward direction. Thus
(B2n1 (0), ω0 = dλ0) is a Liouville domain. More generally, if we take a domain
D ∈ R2n whose boundary S = ∂D is transversal to Y0, then (D,ω0 = dλ0)
is a Liouville domain. The condition to have Y0-transversal boundary is the
star-shapedness of D with respect to the origin. Clearly, this example satisfies
the condition (C).
Example 5.1.2 (Fiberwise star-shaped domains in T ∗N). Let (N, g) be an
orientable Riemannian manifold. If we take the unit disk cotangent bundle
D∗gN = {x ∈ T ∗N |g∗(x, x) ≤ 1} in T ∗N with the canonical symplectic
form ωcan = dλcan where λcan is the canonical 1-form defined in Definition
2.1.6. We have seen that λcan = pdq, ωcan = dp ∧ dq in any canonical local




vector field. We proved in Proposition 4.3.2 that any fiberwise star-shaped
hypersurface defines a Liouville domain without the notion of metric. By the
orientability of N , the condition (C) is satisfied.
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Let (M,ω = dλ) be a Liouville domain with Liouville vector field Y .
We define the completion of M by attaching the symplectization cylinder
[1,∞) × ∂M along ∂M identified with {1} × ∂M . Namely, the completion
(M̂, ω̂) is an open symplectic manifold
M̂ = M ∪{1}×∂M [1,∞)× ∂M,
ω̂ =
ω on Md(rλ) on [1,∞)× ∂M , λ̂ =
λ on Mrλ on [1,∞)× ∂M
where r is the coordinate for the first component [1,∞) of symplectization
cylinder.
Symplectic homology is obtained by taking a limit on a carefully chosen
family of Floer homology on M̂ . First, we will define the Floer homology for
1-periodic Hamiltonians and later we will specify the type of Hamiltonians
that we use for the symplectic homology. Throughout this paper, we will use
Z2-coefficient to avoid the orientation argument. However, our discussion in
this section is still valid in general for Z-coefficient by considering the coherent
orientation discussed in [21] and [13].
Let (M̂, ω̂ = dλ̂) be the completion of a Liouville domain (M,ω). We
choose a 1-periodic Hamiltonian H : S1 × M̂ → R, S1 = R/Z. We define








associated to H on the free loop space ΛM̂ := C∞(S1, M̂) of M̂ . Roughly
speaking, we want to formulate Morse homology on ΛM̂ using the action
functional AH as a Morse function. Thus, first, we want to know if AH
is nondegenerate at every critical point. The corresponding concept is the
nondegeneracy of Hamiltonians and it is a generic condition as Morse theory.
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for a tangent vector v̂ ∈ TxΛM̂ at x ∈ ΛM̂ where ˙ = ddt . Here, we interpret
the tangent vector v̂ ∈ TxΛM̂ as a section of pull-back bundle x∗TM̂ , namely
v̂(t) ∈ Tx(t)M̂ . From this computation, we know that the loop x is a critical
point of AH if and only if it satisfies the equation of Hamiltonian system
ẋ(t)−X tH(x(t))) = 0 for all t ∈ S1
that is, x is a 1-periodic orbit of X tH . We have that
Crit(AH) = {x ∈ ΛM̂ |ẋ(t) = X tH(x(t))}
and we denote this set by PH .
Definition 5.1.3. A 1-periodic orbit x ∈ PH is called nondegenerate if the
linearized Hamiltonian flow of time 1 map
dφ1H(x(0)) : Tx(0)M̂ → Tx(0)M̂
at x(0) has no eigenvalue 1, equivalently, det(id− dφ1H(x(0))) 6= 0. A Hamil-
tonian H ∈ C∞(S1 × M̂) is called nondegenerate if every x ∈ PH is nonde-
generate.
Nondegeneracy of Hamiltonian function is a generic condition and we
will assume our Hamiltonian H is nondegenerate. If a Hamiltonian H is
nondegenerate, then we have well-defined Conley-Zehnder indices for all x ∈
PH . The Conley-Zehnder index for paths of symplectic matrices can be found
in Appendix A.
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We state the definition of the Conley-Zehnder index µCZ(x) of a 1-periodic
orbit x ∈ PH . If x is contractible, then we take a filling disk x̄ : D → M̂ and
we take a symplectic trivialization
Γ̄ : D × R2n → x̄∗TM̂
for a symplectic vector bundle x̄∗TM̂ → D. This trivialization induces a
symplectic trivialization
Γ : S1 × R2n → x∗TM̂
of the subbundle x∗TM̂ → S1 by restriction. We obtain a path of symplectic
matrices
ΦΓx(t) = Γ(t)
−1dφtH(x(0))Γ(0) ∈ Sp(2n), t ∈ [0, 1]
from the linearized Hamiltonian flow dφtH . Nondegeneracy of H implies Φ
Γ
x ∈
SP (2n) := {Φ : [0, 1]→ Sp(2n)|Φ(0) = id, det(Φ(1)− id) 6= 0}. We define
the Conley-Zehnder index of x with respect to x̄, Γ̄ by
µCZ(x; x̄, Γ̄) := µCZ(Φ
Γ
x).
By the condition (C), Conley-Zehnder index of x is independent of the choices
of x̄ and Γ̄ and so we will denote simply by µCZ(x) := µCZ(x; x̄, Γ̄). For
the Conley-Zehnder index of a noncontractible 1-periodic orbit, we choose
a representative xc and a trivialization Γc : x
∗
cTM̂ → S1 × R2n for each
0 6= c ∈ H1(M̂ ;Z). For a given x ∈ PH of [x] = c, we extend the trivialization
Γc along the 2-cycle connecting xc and x. This induces an trivialization Γ :
x∗TM̂ → S1 × R2n. Then we can define the Conley-Zehnder index of x as
before.
One important ingredient of Morse homology is a Riemannian metric. In
order to define the metric on LM̂ , we introduce the definition of ω-compatible
almost complex structure on M .
Definition 5.1.4. Let (M,ω) be a symplectic manifold(possibly with bound-
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ary). We call a section J ∈ Γ(End(TM)) an almost complex structure on M
if J(x)2 = −id|TxM for all x ∈ M . An almost complex structure J on the
symplectic manifold (M,ω) is called ω-compatible, if ω(·, J ·) defines a Rie-
mannian metric on M . We denote by Jω(M) the space of all ω-compatible
almost structure.
We need the following particular type of ω̂-compatible almost complex
structure on M̂ in order to define symplectic homology.
Definition 5.1.5. Let (M̂, ω̂ = dλ̂) be a completion of a Liouville domain
(M,ω = dλ). An ω̂-compatible almost complex structure J is called SFT-like
if it satisfies the following conditions
• J preserves the contact hyperplane ξ = kerλ|T∂M on (∂M, λ).
• JY = R and JR = −Y on ∂M where Y is the Liouville vector field
and R is the Reeb vector field.
• J is invariant under the flow of the Liouville vector field Y in the
cylindrical end [1,∞)× ∂M .
Denote by J SFTω̂ (M̂) the set of all SFT-like ω̂-compatible almost complex
structure on M̂ .
The space J SFTω̂ (M̂) is nonempty and contractible. One can see the proof
of this fact, for example, in [34]. We choose an SFT-like ω̂-compatible struc-
ture J ∈ J SFTω̂ (M̂). From the definition, one can define the metric from J .
We denote this metric by 〈v1, v2〉J := ω̂(v1, Jv2) for v1, v2 ∈ TpM̂ . Consider
a S1-family of SFT-like almost complex structures J := {Jt}t∈S1 . This in-
duces a metic on ΛM̂ by L2-metic. Let x ∈ ΛM̂ be a loop in M̂ . One can
regard a vector of the tangent space TxΛM̂ as a vector field along x, that
is, we identify v̂ ∈ TxΛM̂ with a section v̂ ∈ Γ(x∗TM̂) of pullback bun-
dle. With this identification, we define a metric on ΛM̂ as follows. Given
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on ΛM̂ associated to J . We can deduce the gradient flow line equation for










for any v̂ ∈ TxΛM̂ and x ∈ ΛM̂ , we have the gradient vector
∇AH(x)(x(t)) = −Jt(x(t))(ẋ(t)−X tH(x(t)))
of AH at x ∈ ΛM̂ . This induces the gradient flow line
u : R→ ΛM̂, du
ds
= ∇AH(u(s))
of AH on ΛM̂ . This is an ODE on an infinite dimensional space. Using the
identification C∞(R,ΛM̂) = C∞(R × S1, M̂), we can rewrite this ODE to




(s, t) = ∇AH(u(s, t)) ⇐⇒ ∂su+ Jt(u)(∂tu−X tH(u)) = 0 (5.1.2)
called Floer equation on the infinite cylinder. As in the Morse homology,
we will define the boundary map by counting the gradient flow line. Given
x± ∈ PH , we denote by M̂(x−, x+) the moduli space of gradient flow lines
from x− to x+, that is,
M̂(x−, x+) = {u : R× S1 → M̂ |(5.1.2), lim
s→±∞
u(s, t) = x±}.
There is R-action on R×S1. We can obtain the unparametrized moduli space
by taking quotient by this R-action on M̂(x−, x+). This quotient is called
the moduli space of Floer trajectories from x− to x+ and is denoted by
M(x−, x+) := M̂(x−, x+)/R.
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Assume now that all elements in PH and the gradient trajectories between
them are contained in the compact subset of M̂ . This will be achieved by
taking H with suitable assumptions and we will introduce these assumptions
later. For a generic J ∈ S1 × J SFTω̂ (M̂), the moduli space M(x−, x+) is a
smooth manifold of dimension µCZ(x
+)−µCZ(x−)− 1 for each x−, x+ ∈ PH .
We define the Floer chain group for H
CF<ak (H) := Z2 〈x ∈ PH |µCZ(x) = k,AH(x) < a〉
as the Z2-module generated by the 1-periodic orbits of index k for k ∈ Z
and of action less than a for a ∈ R ∪ {±∞}. We abbreviate CF<+∞k (H) =
CFk(H). We define the filtered chain complex
CF
[a,b)




















on it. If we have compactness for the moduli spaces, then ∂
[a,b)
(H,J) is well defined




(H,J) = 0. Under the
compactness assumption, we can define the filtered Floer homology groups





for a < b ∈ R ∪ {±∞}. From a short exact sequence of chain complexes
0→ CF [a,b)∗ (H)→ CF [a,c)∗ (H)→ CF [b,c)∗ (H)→ 0,
we have a long exact sequence of the filtered Floer homology groups
· · · → FH [a,b)∗ (H, J)→ FH [a,c)∗ (H, J)→ FH [b,c)∗ (H, J)→ FH
[a,b)
∗−1 (H, J)→ · · ·
(5.1.3)
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A standard argument in Floer homology theory says that FH
[a,b)
∗ (H, J) is
independent of the choice of J . Thus, we denote FH
[a,b)





∗ (H) depends on the choice of the Hamiltonian. Moreover,
FH
[a,b)
∗ (H) cannot be defined for an arbitrary Hamiltonian due to compact-
ness. We specify the Hamiltonians which guarantee compactness.
Definition 5.1.6. A smooth Hamiltonian H : S1× M̂ → R is called admis-
sible if it satisfies the following conditions
• H is nondegenerate.
• H|S1×M ≤ 0
• limr→∞H(·, r, x) = ar+b on symplectic cylinder (r, x) ∈ [1,+∞)×∂M
for some a, b ∈ R such that 0 < a /∈ Spec(∂M, λ).
We denote by Ad(M) the set of all admissible Hamiltonian on M̂ .
For an admissible Hamiltonian H ∈ Ad(M), there is a S1-family of SFT-
like ω̂-compatible almost complex structure J such that the moduli space
M(x−, x+;H, J) is a smooth manifold for each x−, x+ ∈ PH . Moreover, in
fact, the set of all such S1-family of SFT-like ω̂-compatible almost complex
structure forms a Baire set in C∞(S1,J SFTω̂ (M̂)). We call such pair (H, J) ∈
Ad(M)× C∞(S1,J SFTω̂ (M̂)) an admissible pair. We denote by Nreg(M) the
set of all admissible pairs. For an admissible pair (H, J) ∈ Nreg(M), we can
define the filtered Floer homology FH
[a,b)
∗ (H) for any a < b ∈ R ∪ {±∞}.
Moreover, if we have two admissible pairs (H0, J0), (H1, J1) ∈ Nreg(M) such
thatH0(x) ≤ H1(x) for every x ∈ M̂ , then we can take a monotone homotopy,
say (L, J), between them satisfying
L : R× S1 × M̂ → R, Ls ∈ Ad(M),
∂L
∂s
≥ 0, L(s, t, x) =
H0(t, x) if s ≤ −s0H1(t, x) if s ≥ s0 (5.1.4)
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where Ls(t, x) := L(s, t, x) and
J : R× S1 → J SFTω̂ (M̂), J(s, t) =
J0(t) if s ≤ −s0J1(t) if s ≥ s0
for some large s0 ∈ R. Using this pair (L, J), we can define moduli spaces
M(x, y;L, J) := {u : R× S1 → M̂ |∂su+ J(s, t)(u)(∂tu−XL(s, t, u)) = 0,
lim
s→−∞
u(s, ∗) = x, lim
s→+∞
u(s, ∗) = y}.
for each x ∈ PH0 , y ∈ PH1 . Note that the condition (5.1.4) gives the com-
pactness. For a generic (L, J), the moduli space M(x, y;L, J) is a smooth












This becomes a chain map between CF∗(H0) and CF∗(H1). Thus φ
(L,J) in-




: FH [a,b)∗ (H0)→ FH [a,b)∗ (H1)
on the filtered Floer homology. In fact, one can prove that this map is inde-
pendent of the choice of L by considering the homotopy of homotopies and
hence we denote φ
(L,J)
(H0,H1)
by φ(H0,H1). The map φ(H0,H1) is called the monotone
homomorphism between H0 and H1. This defines a direct system
(Nreg(M),≤)
FH[a,b)−−−−→ GAb
where (Nreg(M),≤) is a directed set with the induced partial order from
Ad(M), namely (H0, J0) ≤ (H1, J1) ⇐⇒ H0(t, x) ≤ H1(t, x) for all t ∈
S1, x ∈ M̂ and GAb is the category of graded abelian groups. We define the
61
CHAPTER 5. FLOER HOMOLOGY
symplectic homology
SH [a,b)∗ (M,ω) := lim−→
FH [a,b)∗ (H) (5.1.5)
of a Liouville domain (M,ω = dλ) with filtration [a, b). Since direct limit
preserves exactness, long exact sequence (5.1.3) induces a long exact sequence
of symplectic homology
· · · → SH [a,b)∗ (M)→ SH [a,c)∗ (M)→ SH [b,c)∗ (M)→ SH
[a,b)
∗−1 (M)→ · · ·
(5.1.6)
for each a < b < c ∈ R ∪ {±∞}. In particular, we obtain the following long
exact sequence
· · · → SH<b∗ (M)
ibM−→ SH∗(M)
jbM−→ SH≥b∗ (M)→ SH<b∗−1(M)
ibM−→ · · · (5.1.7)
by taking a = −∞, c = +∞ for each b ∈ R. This will play an important






∗ (H)→ SH [a,b)∗ (M)





























Suppose that (M̂, ω̂ = dλ̂) is an open exact symplectic manifold. We
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assume that there exist two Liouville domain (M1, λ1) ⊂ (M2, λ2) ⊂ (M̂, λ̂)
such that can be identified M̂1 = M̂2 = M̂ . Then we have Ad(M2) ⊂ Ad(M1)




: SH [a,b)∗ (M2)→ SH [a,b)∗ (M1) (5.1.8)
for symplectic homology of M1 and M2. We call this map the monotone
morphism for M1 ⊂M2.
Example 5.1.7. LetM1 ⊂M2 be compact star-shaped domains in (R2n, ωcan =





: SH [a,b)∗ (M2)→ SH [a,b)∗ (M1)
on the symplectic homology. In [21], Floer and Hofer define monotone mor-
phisms more generally for symplectic embeddings and in [22] Floer, Hofer
and Wysocki use this morphism in order to study symplectic embeddings of
ellipsoids in R2n and to classify polydisks in R2n symplectically. Moreover,
they constructed a symplectic capacity for domains in R2n.
Example 5.1.8. LetM1 ⊂M2 be fiberwise star-shaped domains in (T ∗N,ωcan =
dλcan). Then we have that M̂1 = M̂2 = T





: SH [a,b)∗ (M2)→ SH [a,b)∗ (M1)
on the symplectic homology. Observing this monotone morphism, we will
define a symplectic capacity for fiberwise star-shaped domains in a cotangent
bundle in chapter 6.
We have defined the symplectic homology for a Liouville domain (M,ω =
dλ). However, it is hard to see directly the computation of symplectic homol-
ogy, the generators of the symplectic homology and so on. Because Ad(M)
is too big, we can consider a simpler set instead of Ad(M). In Ad(M), we
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allow only nondegenerate Hamiltonians and so we consider only the time-
dependent Hamiltonian(A time-independent Hamiltonian is automatically a
degenerate Hamiltonian due to S1-action of each 1-periodic orbit).
Remark 5.1.9. If one uses the perturbation argument in [22], then it is pos-
sible to consider the time-independent Hamiltonian by requiring transver-
sal nondegeneracy, that is, there is no eigenvalue 1 of linearized Hamil-
tonian flow for a 1-periodic orbit when it is restricted to the contact hy-
perplane. The Conley-Zehnder index defined above will be replaced by the
transversal Conley-Zehnder index obtained by restricting the linearized flow
to the contact plane. Moreover, we do not need to insist a smooth Hamil-
tonian if we use the remark about C0-Hamiltonian in [51]. Hence we will
assume that Ad(M) contains transversely nondegenerate time-independent
C0-Hamiltonians which satisfy the original conditions as well.
Following the argument of Remark 5.1.9, we will use the following family
of time-independent Hamiltonians
KcM(x) =
0 if x ∈Mc(r − 1) if x = (r, p) ∈ [1,∞)× ∂M
on M̂ for a Liouville domain (M,ω = dλ) and for 0 < c /∈ Spec(∂M, λ). See
Figure 5.1.
Note that the family of functions {KcM}c∈R+\Spec(∂M,λ) is cofinal in Ad(M),
that is, for any H ∈ Ad(M) there exists c ∈ R+ such that KcM ≥ H. This
implies that





Let H : M̂ → R be a time-independent Hamiltonian. We assume that
H is C2-small in M and H(r, x) = h(r) on (r, x) ∈ [1,∞) × ∂M . Then 1-
periodic orbits in M are all constant orbit at each of the critical points of H.
We observe the symplectization cylinder part. Because we have
dH(r, x) = dh(r) =
dh
dr










1 2 3 4 5
Figure 5.1: The graph of KcM : M̂ → R
for (r, x) ∈ [1,∞) × ∂M where Rλ(r, x) = (Tr)∗(Rλ(x)) for the trivial map
Tr : ∂M → {r}× ∂M . Let x : S1 → [1,∞)× ∂M be a 1-periodic orbit of H.
Then x lies on a level set, say {r}×∂M . Thus ẋ(t) = dh
dr
(r)Rλ(r, x(t)) and so
x is a copy of dh
dr






















of x in terms of r, h. Let us discuss 1-periodic orbits of the Hamiltonian
KcM . We assume that c /∈ Spec(∂M, λ) and denote KcM(x, r) = kcM(r) on the
cylinder. In the function kcM , every slope between 0 and c appears exactly
once near r = 1. This implies that the 1-periodic orbits of KcM have one-
to-one correspondence with the periodic Reeb orbits of period T ∈ (0, c)
in (∂M, λ). Moreover, the action value of a 1-periodic orbit is given by its
corresponding Reeb period T .
We shall introduce the symplectic homology for our previous examples.
Our first example is the star-shaped domain in R2n. It is the simplest ex-
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ample for symplectic homology. In particular, computations of symplectic
homologies with any action filtration for ellipsoids and polydisks was done
in [22]. We borrow the result.
Example 5.1.10 (Symplectic homology of ellipsoid). Let r = (r1, r2, · · · , rn)










in Cn. We define the set
σ(r) :=
{
kπr2j |k ∈ N, j ∈ {1, 2, · · · , n}
}
= {d1 ≤ d2 ≤ · · · }
that allows repeated elements according to the multiplicity. For every d ∈
R ∪ {+∞}, we define a chain complex
Cd(r) = 0 for d ≤ 0
Cd(r) = (Z2, n) for 0 < d ≤ d1





where the right component denotes the grade and m(d, r) := sup{l|dl < d}.
We also define its quotient
C [a,b)(r) := Cb(r)/Ca(r)
The boundary map
· · · id−→ (Z2, n+ 2m)
0−→ (Z2, n+ 2m− 1)
id−→ · · ·
id−→ (Z2, n+ 2)
0−→ (Z2, n+ 1)
id−→ (Z2, n)
0−→ 0
of infinite chain complex gives the boundary map for each Cd(r) or C [a,b) by
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restriction. The following result was proven in [22].
SH [a,b)∗ (E(r)) = H∗(C
[a,b)(r), ∂[a,b)(r)).
In particular, we have SH∗(E(r)) = 0.
In [22], they answered many embedding problems between two ellipsoids
from the information of periodic Reeb orbits because we know every peri-
odic Reeb orbits on ∂E(r). In this thesis, we will work in the opposite way.
Namely, we will obtain information of periodic Reeb orbit from the embed-
ding relations.
We shall see the symplectic homology of our another example. This com-
putation was done in [1], [49] and [52] independently. We will follow the proof
of Abbondandolo-Schwarz.
Example 5.1.11 (Symplectic homology of cotangent bundle). Assume that
N is a closed orientable manifold. Let M be a fiberwise star-shaped domain
in (T ∗N,ωcan = dλcan). Then we have the following result.
Theorem for Floer homology of a cotangent bundle (Abbondan-
dolo-Schwarz [1], Salamon-Weber [49], Viterbo [52]). The symplectic homol-
ogy SH∗(M) is isomorphic to the homology H∗(ΛN) of the free loop space
of N .
We will give a sketch of proof for this result. In [1], they regarded a sym-
plectic homology as a Floer homology on the cotangent bundle and defined
special conditions for Hamiltonian H : S1 × T ∗N → R as follows.
• (H1): dH(t, q, p)[Ycan] − H(t, q, p) ≥ c0|p|2 − h1 for some constants
c0 > 0, c1 ≥ 0.
• (H2): |∇qH(t, q, p) ≤ c2(1 + |p|2), |∇pH(t, q, p) ≤ c2(1 + |p|2) for some
constant c2 ≥ 0.
Let Qd(T ∗N) be the set of Hamiltonians which satisfy the above conditions
(H1) and (H2). A difficulty of this extension of function is the compactness of
moduli spaces. Instead of using the maximum principle, they observe directly
67
CHAPTER 5. FLOER HOMOLOGY
the Cauchy-Riemann operator and they get an L∞ estimate. The conditions
(H1) and (H2) allow a Hamiltonian H to have a Lagrangian L satisfying
• (L1): ∇vvL(t, q, v) ≥ d0I for some constant d0 > 0.
• (L2): |∇qqL(t, q, v)| ≤ d1(1 + |v|2),∇qvL(t, q, v)| ≤ d1(1 + |v|) and
|∇vvL(t, q, v)| ≤ d1 for some constant d1 ≥ 0.
by the Legendre transformation. Using this Lagrangian L, one can consider





on the free loop space x ∈ ΛN := W 1,2(S1, N) of N . They developed the
Morse homology on ΛN using EL and defined an isomorphism
Θ : (CM∗(EL), ∂∗(EL, g))→ (CF∗(H), ∂∗(H, J))
on the chain levels where g is a Morse-Smale Riemannian metric on ΛN .
This proves the isomorphism between the symplectic homology SH∗(M) and
the Morse homology H∗(ΛN). This will play an important role to define
symplectic capacity using a min-max argument.
We shall finish this section with one more example. It is a particular case
of Example 5.1.11. We will use this to apply the symplectic capacity defined
in this thesis to Hill’s lunar problem.
Example 5.1.12 (Symplectic homology of T ∗S2). From the Theorem for
Floer homology of a cotangent bundle, we have that
SH∗(M) ∼= H∗(ΛS2)
for any fiberwise star-shaped domain M ∈ T ∗S2. We know the homology of
ΛS2 from the result of string topology in [16] including general computations
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for loop homologies of spheres and projective spaces.
H∗(ΛS
2;Z2) =
Z2 if ∗ = 0, 1Z2 ⊕ Z2 if ∗ ≥ 2
5.2 Wrapped Floer homology of Liouville do-
main
Wrapped Floer homology has several interpretations. One can understand
wrapped Floer homology as Lagrangian Floer homology for open symplectic
manifold or an open string version of symplectic homology. In the thesis,
we will emphasize the action filtration and try to keep the view of the ana-
logue of symplectic homology case. In this thesis, we will use the wrapped
Floer homology for cotangent bundles. However, except the Maslov indices
argument, the derivation of wrapped Floer homology on Liouville domains
is similar to that on cotangent bundles. Thus we will discuss more generally
on Liouville domains. We will assume that Maslov indices are well-defined.
One can find more general conditions which impose the well-definedness of
Maslov indices in [3] and [4]. We have to be able to assign Maslov indices of
Hamiltonian chords on cotangent bundles for our application. For Maslov in-
dices of Hamiltonian chords on cotangent bundles, we will use the definition
in [2]. We will leave the index discussion on cotangent bundles in Appendix
A.2.
Let (M,ω = dλ) be a Liouville domain with Liouville vector field Y . We
are interested in the Lagrangian L satisfying the following conditions. These
are strong conditions.
• (L1): Yq ∈ TqL for all q ∈ L.
• (L2): L is transverse to ∂M .
• (L3): L|λ = 0.
One can find relaxed conditions in [3] and [4] as well. A pair of Lagrangian
(L0,L1) is called admissible if each satisfies (L1), (L2), (L3) and the pair
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of Legendrian (∂L0, ∂L1) is nondegenerate. Note that L0 and L1 are not
necessarily different. We can think of the completion of Li as well by our
assumptions. That is, Li extends to the Lagrangian submanifold
L̂i = Li ∪{1}×∂Li [1,∞)× ∂Li
of the completion (M̂, ω̂) for each i = 0, 1.
Example 5.2.1 (Star-shaped domain in R2n with Lagrangian subspace).
We have seen that (B2n1 (0), ω0 = dλ0) is a Liouville domain. If we take
L = {p = 0} ∩ B2n1 (0), then this pair satisfies (L1), (L2) and (L3). More
generally (D,ω0 = dλ0) is a Liouville domain provided D is a star-shaped
domain in R2n. If Λ is a Lagrangian subspace, then Λ∩D satisfies (L1), (L2)
and (L3).
Example 5.2.2 (Fiberwise star-shaped domain in T ∗N with conormal bun-
dle). Let (N, g) be a closed Riemannian manifold and Q is a submanifold
of N . A fiberwise star-shaped domain (M,ωcan = dλcan) with canonical 1-
form in T ∗N defines a Liouville domain by Proposition 4.3.2. If L is the
intersection M ∩ ν∗Q, then L satisfies the conditions (L1), (L2) and (L3).
Example 5.2.3 (Real Liouville domain). Let (M,λ,R) be a real Liouville
domain. Then we have a Lagrangian submanifold L = Fix(R) of M if Fix(R)
is nonempty. If L satisfies the conditions (L1), (L2) and (L3), then this pair
provides an example. As a concrete example, we consider (T ∗S2, ωcan = dλ)
and we identify
T ∗S2 = {((x1, x2, x3), (y1, y2, y3)) ∈ T ∗R3||x| = 1, x · y = 0}.
Define the following map
R1 : T ∗S2 → T ∗S2, ((x1, x2, x3), (y1, y2, y3)) 7→ ((−x1, x2, x3), (y1,−y2,−y3)).
Then it is easy to see that R21 = id and R∗1λcan = −λcan. Therefore, if we
take a fiberwise star-shaped domain M in T ∗S2 which is invariant under R1,
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then (M,λcan,R1) is a real Liouville domain. We have that
Fix(R1) = {((0, x2, x3), (y1, 0, 0)) ∈ T ∗S2}
and this is the conormal bundle ν∗Q1 of the equator Q1 = {(0, x2, x3) ∈ S2}.
We can also define R2 and R3. If we define Li := Fix(Ri) ∩M , then
((M,dλcan), (Li,Lj)), i, j ∈ {1, 2, 3}
becomes the pair satisfying the conditions (L1), (L2) and (L3) for any
Ri,Rj-invariant fiberwise star-shaped domain M in T ∗S2.
Wrapped Floer homology WFH∗(L0,L1) can be obtained by taking a
limit on a family of Lagrangian Floer homology for the pair (L̂0, L̂1) by
perturbing L̂0 with carefully chosen family of Hamiltonians. First, we will
define the Lagrangian Floer homology LFH(L̂0, L̂1, H) with a Hamiltonian
H and later we will specify the type of Hamiltonian that we use for the
wrapped Floer homology.
Let (M̂, ω̂ = dλ̂) be the completion of a Liouville domain (M,ω). We
choose a time-dependent Hamiltonian H : [0, 1]×M̂ → R. We define Ht(x) =








associated to H on the path space PL̂0,L̂1M̂ := {x ∈ C
∞([0, 1], M̂)|x(0) ∈
L̂0, x(1) ∈ L̂1} of M̂ . Following the computations in section 5.1, we can




ω̂(v̂(t), ẋ(t)−X tH(x(t)))dt+ λ(x(1))( ˆv(1))− λ(x(0))( ˆv(0))




interpret the tangent vector v̂ ∈ TxPL̂0,L̂1M̂ as a section of pull-back bundle
x∗TM̂ satisfying v̂(0) ∈ Tx(0)L̂0, v̂(1) ∈ Tx(1)L̂1. The boundary terms vanish
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by the condition (L3). Thus we have that
Crit(AH) = {x ∈ PL̂0,L̂1M̂ |ẋ(t) = X
t
H(x(t))}
and we will denote by PL0,L1(H) the set of all Hamiltonian 1-chord of H
from L̂0 to L̂1.
Definition 5.2.4. A Hamiltonian 1-chord x ∈ PL0,L1(H) is called nondegen-
erate if the image dφ1H(x(0))(Tx(0)L̂0) of the tangent space of L̂0 along the
linearized Hamiltonian flow transverses to Tx(1)L̂1. We call a Hamiltonian
H ∈ C∞([0, 1]× M̂) nondegenerate if every x ∈ PL0,L1(H) is nondegenerate.
Nondegeneracy is a generic condition and we will assume our Hamiltonian
H is nondegenerate. We choose a family of SFT-like ω̂-compatible almost
complex structure J = {Jt}t∈[0,1]. Following the derivation in section 5.1, we
have the perturbed Cauchy-Riemann equation
u : R× [0, 1]→ M̂, ∂su+ Jt(u)(∂tu−X tH(u)) = 0 (5.2.1)
satisfying the boundary conditions u(s, 0) ∈ L̂0 and u(s, 1) ∈ L̂1 for all s ∈ R.
This partial differential equation is called Floer equation on the infinite strip.
The boundary map is given by counting the solution of Floer equation
having fixed asymptotic chords. Define the moduli space of the gradient flow
lines from x− to x+ for x± ∈ PL0,L1(H).
M̂(x−, x+;H, J) = {u : R× [0, 1]→ M̂ |(5.2.1), lim
s→±∞
u(s, t) = x±(t),
u(s, 0) ∈ L̂0, u(s, 1) ∈ L̂1}.
We define the unparametrized moduli space M(x−, x+;H, J) by quotient
the free R-action on M̂(x−, x+;H, J). We can assume that all elements in
PL0,L1(H) and the gradient trajectories between them are contained in the
compact subset of M̂ . For a generic J ∈ C∞([0, 1],J SFTω̂ (M̂)), the moduli
spaceM(x−, x+;H, J) is a smooth manifold of dimension µ(x+)−µ(x−)− 1
for each x−, x+ ∈ PL0,L1(H). We define the following filtered Floer chain
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group for L0,L1 and H
CF<ak (L0,L1;H) := Z2 〈x ∈ PL0,L1(H)|µ(x) = k,AH(x) < a〉
as the Z2-module generated by Hamiltonian chords of index k and action less
than a for k ∈ Z and a ∈ R ∪ {±∞}. We abbreviate CF<+∞k (L0,L1;H) =
CFk(L0,L1;H). Define the filtered chain complex
CF
[a,b)

















If we have compactness for the moduli spaces, then ∂[a,b) is well defined and
it satisfies ∂[a,b)◦∂[a,b) = 0. Under the compactness assumption, we can define
the filtered Lagrangian Floer homology groups
LFH [a,b)∗ (L̂0, L̂1;H, J) = ker ∂[a,b)/im ∂[a,b)
associated with Hamiltonian H for a < b ∈ R ∪ {±∞}. A priori, the bound-
ary map ∂[a,b) depends on the choice of J . However we can show that the
Lagrangian Floer homology does not depend on the choice of the family of
the almost complex structures J using the standard homotopy argument.
Thus, we will hide J from now for the notational convenience. From a short
exact sequence of chain complexes
0→ CF [a,b)∗ (L0,L1;H)→ CF [a,c)∗ (L0,L1;H)→ CF [b,c)∗ (L0,L1;H)→ 0,
we have a long exact sequence of the filtered Lagrangian Floer homology
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groups
· · · → LFH [a,b)∗ (L̂0, L̂1;H)→ LFH [a,c)∗ (L̂0, L̂1;H)→ LFH [b,c)∗ (L̂0, L̂1;H)
→ LFH [a,b)∗−1 (L̂0, L̂1;H)→ · · · (5.2.2)
Now we have to specify the Hamiltonians which give the desired properties
for compactness.
Definition 5.2.5. We call a smooth Hamiltonian H : [0, 1] × M̂ → R ad-
missible for (M,L0,L1) if it satisfies the following conditions
• H is nondegenerate.
• H|[0,1]×M ≤ 0
• limr→∞H(·, r, x) = ar+b on symplectic cylinder (r, x) ∈ [1,+∞)×∂M
for some a, b ∈ R such that 0 < a /∈ Spec(∂M, λ; ∂L0, ∂L1).
We denote by Ad(L0,L1,M) the set of all admissible Hamiltonian on M̂ .
For an admissible Hamiltonian H ∈ Ad(L0,L1,M), there is a [0, 1]-family
of SFT-like ω̂-compatible almost complex structure J such that the moduli
space M(x−, x+;H, J) is a smooth manifold for each x−, x+ ∈ PL0,L1(H).
Moreover, in fact, the set of all such [0, 1]-family of SFT-like ω̂-compatible
almost complex structure forms a Baire set in C∞([0, 1],J SFTω̂ (M̂)). Such a
pair (H, J) ∈ Ad(L0,L1,M) × C∞([0, 1],J SFTω̂ (M̂)) is called an admissible
pair. We denote by Nreg(L0,L1,M) the set of all admissible pairs. For an ad-
missible pair (H, J) ∈ Nreg(L0,L1,M), we can define the filtered Lagrangian
Floer homology
LFH [a,b)∗ (L0,L1;H, J)
for a < b ∈ R ∪ {±∞}, because admissible Hamiltonians guarantee the
compactness of the moduli spaces and its compatible almost complex struc-
ture guarantees smoothness of the moduli space as we desired. Moreover, if
we have two admissible pairs (H0, J0), (H1, J1) ∈ Nreg(L0,L1,M) such that
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H0(x) ≤ H1(x) for every x ∈ M̂ , then we can take a monotone homotopy,
say (L, J), between them satisfying




L(s, t, x) =
H0(t, x) if s ≤ −s0H1(t, x) if s ≥ s0
where Ls(t, x) := L(s, t, x) and
J : R× [0, 1]→ J SFTω̂ (M̂), J(s, t) =
J0(t) if s ≤ −s0J1(t) if s ≥ s0
for some large s0 ∈ R. Using this pair (L, J), we can define moduli spaces
M(x, y;L, J) := {u : R× [0, 1]→ M̂ |∂su+ J(s, t)(u)(∂tu−XL(s, t, u)) = 0,
lim
s→−∞
u(s, ∗) = x, lim
s→+∞
u(s, ∗) = y}.
for each x ∈ PL0,L1(H0), y ∈ PL0,L1(H1). For a generic (L, J), the moduli
space M(x, y;L, J) is a smooth manifold of dimension µ(y) − µ(y). If we












Then this is a chain map between CF∗(L0,L1;H0) and CF∗(L0,L1;H1). Thus




: LFH [a,b)∗ (L0,L1;H0)→ LFH [a,b)∗ (L0,L1;H1)
on the filtered Floer homology. We denote φ
(L,J)
(H0,H1)
by φ(H0,H1) and call it the
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monotone homomorphism between H0 and H1. We have a direct system
(Nreg(L0,L1,M),≤)
FH[a,b)−−−−→ GAb
where (Nreg(L0,L1,M),≤) is a directed set with the induced partial order
from Ad(L0,L1,M), namely (H0, J0) ≤ (H1, J1) ⇐⇒ H0(t, x) ≤ H1(t, x)
for all t ∈ [0, 1], x ∈ M̂ and GAb is the category of graded abelian groups.
We define the wrapped Floer homology
WFH [a,b)∗ (L0,L1,M, ω) := lim−→ LFH
[a,b)
∗ (L0,L1;H)
of the pair of admissible Lagrangians (L0,L1) in a Liouville domain (M,ω =
dλ) with filtration [a, b). It will be denoted by WFH(L0,L1) when the Liou-
ville domain (M,ω = dλ) is clear in the context. We denote by WFH∗(L;M)
when L0 = L1 = L. From the naturality of direct limit and (5.2.2), we have
a long exact sequence of wrapped Floer homology
· · · → WFH [a,b)∗ (L0,L1)→ WFH [a,c)∗ (L0,L1)→ WFH [b,c)∗ (L0,L1)
→ WFH [a,b)∗−1 (L0,L1)→ · · · (5.2.3)
for each a < b < c ∈ R ∪ {±∞}. In particular, we obtain the following long
exact sequence




ibM−→ · · · (5.2.4)
by taking a = −∞, c = +∞ for each b ∈ R. This will play an important






∗ (L0,L1;H)→ WFH [a,b)∗ (L0,L1)
for each (H, J) ∈ Nreg(M) and these canonical maps satisfy the following
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Suppose that (M̂, ω̂ = dλ̂) is an open exact symplectic manifold. We as-
sume that there exist two Liouville domain (M1, λ1) ⊂ (M2, λ2) ⊂ (M̂, λ̂)
such that we can identify M̂1 = M̂2 = M̂ . Moreover we have two pairs of ad-
missible Lagrangians (L10,L11) and (L20,L21) of M1 and M2, respectively, such
that L̂10 = L̂20 and L̂11 = L̂21. Then we have Ad(L20,L21,M2) ⊂ Ad(L10,L11,M1)




: WFH [a,b)∗ (L20,L21,M2)→ WFH [a,b)∗ (L10,L11,M1)
on wrapped Floer homologies of M1 and M2. We call this map the monotone
morphism.
We have defined the wrapped Floer homology for a pair of admissible
Lagrangians (L0,L1) in a Liouville domain (M,ω = dλ). Following the argu-
ment in section 5.1, we consider the Hamiltonian
KcM(x) =
0 if x ∈Mc(r − 1) if x = (r, p) ∈ [1,∞)× ∂M
on M̂ for a Liouville domain (M,ω = dλ) and for 0 < c /∈ Spec(∂M, λ; ∂L0, ∂L1).
We note that the family {KcM}c∈R+\Spec(∂M,λ;∂L0,∂L1) of functions is cofinal in
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Ad(L0,L1,M). This implies that
WFH [a,b)∗ (L0,L1) = lim−→
c
LFH [a,b)∗ (L0,L1;KcM).
Let H : M̂ → R be a time-independent Hamiltonian. We assume that H
takes value 0 in M and H(r, x) = h(r) on (r, x) ∈ [1,∞)×∂M . Then Hamil-
tonian 1-chord from L0 to L1 in M are all constant chord on the intersection
point of L0 and L1. We observe the symplectization cylinder part. Because
we have
dH(r, x) = dh(r) =
dh
dr




for (r, x) ∈ [1,∞)×∂M where Rλ(r, x) = (Tr)∗(Rλ(x)) for the trivial map Tr :
∂M → {r} × ∂M . Let x : [0, 1]→ [1,∞)× ∂M be a Hamiltonian 1-chord of
H. Then x lies on a level set, say {r}×∂M . Thus ẋ(t) = dh
dr
(r)Rλ(r, x(t)) and
so x is a copy of Reeb dh
dr
(r)-chord, that is, one can identify the Hamiltonian
1-chord from L̂0 to L̂1 with the Reeb chord v : [0, dhdr (r)]→ ∂M from ∂L0 to





of x in terms of r, h. Let us discuss 1-chord of the Hamiltonian KcM . We
assume that c /∈ Spec(∂M, λ; ∂L0, ∂L1) and denote KcM(x, r) = kcM(r) on the
cylinder. In the function kcM , we can think that every slope between 0 and
c appears exactly once and arbitrarily close to {1} × ∂M . This implies that
the Hamiltonian 1-chords of KcM have one-to-one correspondence with the
Reeb chord of length T ∈ (0, c) in (∂M, λ). Moreover, the action value of a
Hamiltonian 1-chord is given by the length T of corresponding Reeb chord.
Example 5.2.6 (Wrapped Floer homology for star-shaped domains in R2n
with Lagrangian {p = 0}). We consider a star-shaped domain D, with re-
spect to the origin, in the standard symplectic space (Cn, ωcan = dλcan).
Then (D,ωcan = dλcan) is a Liouville domain. In addition, we consider the
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conjugation map
R : Cn → Cn, R(z1, · · · , zn) = (z̄1, · · · , z̄n)
on Cn. This is an anti-symplectic involution on Cn. For zj = qj+ipj, the fixed
point set Fix(R) is the Lagrangian {p = 0}. If D is invariant under this R,
then the triple (D,λcan,R) becomes a real Liouville domain. The wrapped
Floer homology
WFH∗(L;D) = 0
was computed in [29].
We shall see the wrapped Floer homology for our another example. This
computation was done in [2].
Example 5.2.7 (Wrapped Floer homology for fiberwise star-shaped domains
in T ∗N with conormal Lagrangians). Let M be a fiberwise star-shaped do-
main in (T ∗N,ωcan = dλcan). Let Q0 and Q1 be submanifolds of N . We
borrow the following Theorem in [2]. In fact, they proved the Theorem for
more general situation: non-local boundary condition. We need the following
partial result.
Theorem for Floer homology with conormal boundary conditions
(Abbondandolo-Portaluri-Schwarz, [2]). There is a isomorphism between the
wrapped Floer homology WFH∗(ν
∗Q0, ν
∗Q1;M) and the singular homology
H∗(PQ0,Q1N) where PQ0,Q1N := {γ ∈ C0([0, 1], N)|γ(0) ∈ Q0, γ(1) ∈ Q1}
the path space from Q0 to Q1 on N .
For a concrete example which will be used in our applications, we need
the following topological Lemma. This Lemma slightly generalize the Lemma
in Kang’s paper [30] and the proof is almost same.
Lemma 5.2.8. Let N be a closed connected manifold and Q0, Q1 be connected
submanifolds of N . If Q0 and Q1 are contractible in N , then we have the
following homotopy equivalence
PQ0,Q1N ' ΩN ×Q0 ×Q1
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where ΩN is the based loop space of N .
Proof. We pick a point p ∈ N and fix the following homotopies
F0 : [0, 1]×Q0 → N, F1 : [0, 1]×Q1 → N
such that
F0(0, ∗) = p, F0(1, ∗) = iQ0 and F1(0, ∗) = p, F1(1, ∗) = iQ1
where p denote the constant map to the point p and iQi is the canonical
inclusion for the submanifold Qi ⊂ N . We define maps E and F by
E : PQ0,Q1N → ΩN ×Q0 ×Q1,
v 7→ (F v(1)1 #v#F
v(0)
0 , v(0), v(1))
and
F : ΩN ×Q0 ×Q1 → PQ0,Q1N,
(w, x, y) 7→ (F y1 #w#F x0 )
where F xi (t) := Fi(t, x) is a curve obtained by fixing a point in Qi and overline
means the curve of opposite direction. Then we have that














0 , x, y)
in composition. It is easy to see that F ◦ E is homotopic to the identity









reparametrizing time. Similarly, we can show that E ◦ F is homotopic to the
identity on ΩN ×Q0 ×Q1. This completes the proof of Lemma 5.2.8.
Example 5.2.9. We consider the cotangent space (T ∗S2, ωcan = dλcan) of
S2. Let Q1 = {(0, x2, x3)} and Q2 = {(x1, 0, x3)} be equators of S2 := {x ∈
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R3||x| = 1}. We have shown in Example 5.2.3 that Fix(Ri) = ν∗Qi for
i = 1, 2. First, we consider a fiberwise star-shaped domain M ⊂ T ∗S2 such
that M is invariant underR1. The triple (M,λcan,R1) defines a real Liouville
domain. Thus we obtain a symmetric orbit whenever we have a Reeb chord
of length T from ν∗Q1 ∩ ∂M to ν∗Q1 ∩ ∂M . From Example 5.2.7, we can
compute the wrapped Floer homology
WFH∗(ν
∗Q1;M) ∼= H∗(PQ1,Q1S2)
of M with the Lagrangian ν∗Q1. Using Lemma 5.2.8, we have that
PQ1,Q1S2 ' ΩS2 × S1 × S1.




Z2 for ∗ = 0,
Z2 ⊕ Z2 ⊕ Z2 for ∗ = 1,
Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2 for ∗ ≥ 2.
of the wrapped Floer homology. Here, we use the fact that H∗(ΩS
2;Z2) = Z2
for all ∗ = 0, 1, 2, · · · . Second, we consider a fiberwise star-shaped domain
M ⊂ T ∗S2 such that M is invariant under R1 and R2. If we have a length
T Reeb chord, say w, from ν∗Q1 ∩ ∂M to ν∗Q2 ∩ ∂M , then w#R2,∗w is a
length 2T Reeb chord from ν∗Q1 ∩ ∂M to ν∗Q1 ∩ ∂M . Thus w corresponds
to a doubly symmetric periodic Reeb orbit on ∂M . Using Example 5.2.7 and









Z2 for ∗ = 0,
Z2 ⊕ Z2 ⊕ Z2 for ∗ = 1,
Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2 for ∗ ≥ 2.
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As a result of the computations in Example 5.2.9, we get the following
Corollary.
Corollary 5.2.10. Suppose U is an open subset of T ∗R2. Assume that H :
U → R is fiberwise star-shaped at energy c.
(1) If H is invariant under R1, then there is a symmetric orbit on the regu-
larized energy hypersurface at c.
(2) If H is invariant under R1 and R2, then there is a doubly symmetric
orbit on the regularized energy hypersurface at c.
If we apply this Corollary to the restricted three body problem and Hill’s
lunar problem, then we can give a homological reason of the classical results
of Birkhoff. Using the shooting method in [12], one can prove the existence
of a symmetric orbit of the restricted three body problem and the existence
of a doubly symmetric orbit of Hill’s lunar problem. This proof excludes the
collision orbit case and so in this sense Birkhoff’s result is stronger than
Corollary 5.2.10. Moreover, Birkhoff’s method guarantees the simpleness of




Spectral invariants for fiberwise
star-shaped domains in
cotangent bundles
In this chapter, we will define symplectic capacity for fiberwise star-shaped
domains in a cotangent bundle using spectral invariants of symplectic homol-
ogy and wrapped Floer homology. We will define the spectral invariant using
usual min-max argument. However we will assign the number to each fiber-
wise star-shaped domains in a fixed cotangent bundles. That will help to see
the embeddings among them. In section 6.1, we will define spectral invariant
in symplectic homologies of fiberwise star-shaped domains in a cotangent
bundle. In section 6.2, we will define spectral invariant in wrapped Floer
homologies of fiberwise star-shaped domains in a cotangent bundle.
6.1 Spectral invariant in symplectic homol-
ogy
Let N be a closed manifold. Consider the cotangent bundle (T ∗N, dλcan) with
the canonical symplectic structure. We define a symplectic capacity for fiber-
wise star-shaped domains in T ∗N . Let M be a fiberwise star-shaped domain.
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Then (M,ω = dλcan|M) is a Liouville domain as we discussed in Example
5.1.2. We note that [ω]|π2(M) = 0, c1(M)|π2(M) = 0 and the symplectic com-
pletion M̂ can be regarded as T ∗N . The symplectic homology for (M,ωcan)
is isomorphic to the homology of H∗(ΛN) by Example 5.1.11. We will denote
this isomorphism by
ΨM : H∗(ΛN)→ SH∗(M).
Recall the long exact sequence of symplectic homology (5.1.7)
· · · → SH<b∗ (M)
ibM−→ SH∗(M)
jbM−→ SH≥b∗ (M)→ SH<b∗−1(M)
ibM−→ · · ·
for each b ∈ R. Using this long exact sequence, we assign a constant in the
following way.
Definition 6.1.1. In the above setup, we define
cN(M,α) := inf{b ∈ R ∪ {+∞}|ΨM(α) ∈ im(ibM)}
for a homology class 0 6= α ∈ H∗(ΛN). This constant cN(M,α) is called the
spectral invariant of α in the symplectic homology of M .
Remark 6.1.2. One can see immediately that we have another description
of the spectral invariant cN . Let us define a constant
c′N(M,α) := sup{b ∈ R ∪ {+∞}|jbM(ΨM(α)) 6= 0}
for a while. For any ε > 0, there exist b ∈ [cN(M,α), cN(M,α) + ε) and
σ ∈ SH>b∗ (M) such that ΨM(α) = ibM(σ). Then we have jbM(ΨM(α)) = jbM ◦
ibM(σ) = 0 by exactness. This implies that c
′
N(M,α) ≤ b and so c′N(M,α) ≤
cN(M,α) because ε is arbitrary. On the other hand, for any b > c
′
N(M,α), we
have jbM(ΨM(α)) = 0. Then we have ΨM(α) ∈ ker jbM = imibM . This implies
that cN(M,α) ≤ b and so cN(M,α) ≤ c′N(M,α). This proves cN(M,α) =
c′N(M,α). Thus we will denote this common value by cN(M,α).
Because we have a constant whenever we have a fiberwise star-shaped
84
CHAPTER 6. SPECTRAL INVARIANTS FOR FIBERWISE
STAR-SHAPED DOMAINS IN COTANGENT BUNDLES
domain and a homology class of the free loop space ΛN , we can think of cN
as a map
cN : FSD(N)×H∗(ΛN)× → R
where FSD(N) is the set of all fiberwise star-shaped domains on T ∗N and
H∗(ΛN)
× = H∗(ΛN)\{0}. We will prove the following properties of cN .
Theorem A1 (Properties of cN). The map
cN : FSD(N)×H∗(ΛN)× → R, (M,α) 7→ c(M,α)
satisfies the following properties.
1) (Conformality) cN(kM,α) = kcN(M,α) for all k ∈ R+.
2) (Monotonicity) cN(M2, α) ≥ κmin(Σ1,Σ2)cN(M1, α) for all M1,M2 ∈
FSD(N) where Σi = ∂Mi, i = 1, 2 and κmin(Σ1,Σ2) = minx∈Σ1{κ(x)|κ(x)x ∈
Σ2, κ(x) > 0}.
3) (Spectrality) cN(M,α) ∈ Spec(Σ, λcan) where Σ = ∂M .
for each α ∈ H∗(ΛN)×.
In Theorem A1, kM in 1) denotes the Liouville domain obtained by mul-
tiplying k on each fiber of M as a scalar multiplication in each cotangent
space. We define κmin(Σ1,Σ2) in 2) by
κmin(Σ1,Σ2) = min
x∈Σ1
{κ(x)|κ(x)x ∈ Σ2, κ(x) > 0}
and we define similarly
κmax(Σ1,Σ2) = max
x∈Σ1
{κ(x)|κ(x)x ∈ Σ2, κ(x) > 0}
for any pair of fiberwise star-shaped hypersurfaces Σ1,Σ2. Clearly, these num-
bers are positive. Finally, We denote by P(Σ, λcan) the set of all periodic Reeb
orbits of the contact manifold (Σ, λcan). As we discussed in section 5.1, we
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can think of the Reeb orbit as a generator of symplectic homology. We denote
by Spec(Σ, λcan) ⊂ R the set of all nonnegative Reeb periods of the contact
manifold (Σ, λcan). The period of a periodic Reeb orbit can be regarded as
an action value of the Reeb orbit in symplectic homology.
We will prove Theorem A1 in this section. For the proof, we need the
following Lemmas.
Lemma 6.1.3. Let M be a fiberwise star-shaped domain in T ∗N . If b ∈
R+\Spec(Σ, λcan), then we have an isomorphism
SH<b∗ (M) ' FH∗(KbM)
between the symplectic homology of action less than b and the Floer homology
with Hamiltonian KbM : M̂ = T
∗N → R. The Hamiltonian KbM is given by
KbM(x) =
0 if x ∈M,b(r − 1) if x = (r, p) ∈ [0,+∞)× Σ
Proof. By definition of the symplectic homology of M , we have
SH<b∗ (M) = lim−→
H∈Ad(M)
FH<b∗ (H).
Since the action functional AKbM has no critical value larger than b, we have
FH∗(K
b
M) ' FH<b∗ (KbM) ' FH<b∗ (KcM)
for all c ≥ b. Since the set of functions {KcM |c ≥ b} is cofinal in Ad(M), we
have







This proves Lemma 6.1.3.
Throughout this section, we will assume that b ∈ R+\Spec(Σ, λcan). Be-
cause it is known that Spec(Σ, λcan) is discrete for a generic Σ.
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commutes where φ is the canonical inclusion in the direct system from a Floer
homology of M to the symplectic homology of M .
Proof. For an admissible Hamiltonian H ∈ Ad(M), we have the commutative
diagram
















// SH≥b∗ (M) ∂
// SH<b∗−1(M) // · · ·
We focus on the first square of the above commutative diagram and we


















with an isomorphism on the upper and right sides by Lemma 6.1.3. If we
identify two Floer homology groups in the first row, then we get the desired
commutative diagram. This proves Lemma 6.1.4.
Remark 6.1.5. By virtue of Lemma 6.1.3 and 6.1.4, we can identify the
induced map SH<b∗ (M)






M−−−→ SH∗(M) of the direct system.
First, we prove Theorem A1 3). This will be done by proving the following
Lemma.
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for a moment. We want to show that cN(Σ, α) = c̄(Σ, α). Let σ =
∑
x∈P(Σ,λ) cxx ∈
ΨM(α) be a representative of symplectic homology where the infimum is





= c̄(Σ, α) =: c̄. For any ε > 0,
if we take b = c̄ + ε, then [σ] ∈ FH∗(KbM) since every generator of action
below b in chain complex and ∂σ = 0 as well. By the choice of σ, we have
ibM(σ) = ΨM(α) and this implies cN(M,α) ≤ b and so cN(M,α) ≤ c̄ because
ε is arbitrary.
Conversely, we suppose that b < c̄ and ΨM(α) ∈ im(ibM). Then there
exists σ ∈ FH∗(KbM) such that ibM(σ) = ΨM(α). Since ibM(σ) consists of the
Reeb orbits whose periods are less than or equal to b. This implies c̄ ≤ b.
This contradicts the assumption. Therefore, the inequality cN(M,α) ≥ c̄.
This completes the proof of Lemma 6.1.6.
Remark 6.1.7. One can regard cN(M,α) as the spectral invariant corre-
sponding to α for the Floer homology of Hamiltonian KbM : T
∗N → R of
sufficiently large b. In that reason, we call cN(M,α) by the spectral invariant
of α in the symplectic homology of M .
We consider two fiberwise star-shaped domains M1,M2 ∈ FSD(N) in
T ∗N . If we assume that κmin(Σ1,Σ2) ≥ 1, that is M1 ⊂ M2 and abbreviate
κmin := κmin(Σ1,Σ2), then one can easily see that
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between Floer homologies. Using this morphism, we have the following Lemma.
Lemma 6.1.8. Let M1,M2 be fiberwise star-shaped domain in T
∗N . Suppose
































Proof. We recall the isomorphism between ΨM : H∗(ΛN)→ SH∗(M) in [1].
They constructed the isomorphism
ΘASH : FH∗(H)→ HM∗(EL)
between a Floer homology of a quadratic Hamiltonian H ∈ Qd(T ∗N) and
a Morse homology of Lagrangian action functional for L = L(H), Legendre
transformation of H. After this construction, ΨM can be obtained by iden-
tifying SH∗(M) with FH∗(H) and HM∗(EL) with H∗(ΛN). We can take a
quadratic Hamiltonian H ∈ Qd(T ∗N) on T ∗N such that H ≥ KbλminM2 and
H ≥ KbM1 . For example, we fix a metric g on N and take sufficiently large s













by the naturality of monotone homomorphism. In order to use the usual
compactness argument in symplectic homology, we can replace H by the
function that coincides with H in {|p|g < R} for sufficiently large R and is
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asymptotically linear at infinity. Thus we have




= ΘASH ◦ φ(H,KbκminM2 )
This implies that




= Ψ−1M2 ◦ φKbκminM2











This proves Lemma 6.1.8.
Lemma 6.1.8 implies the following crucial fact.
ΨM2(α) ∈ im(φKbκminM2
)















=⇒ ΨM1(α) ∈ im(φKbM1 )
for any α ∈ H∗(ΛN)× and b ∈ R. In sum, we have
ΨM2(α) ∈ im(φKbκminM2
) =⇒ ΨM1(α) ∈ im(φKbM1 )
for any α ∈ H∗(ΛN)×, b ∈ R and M1,M2 ∈ FSD(N). Therefore, we have
proven the following Lemma.
Lemma 6.1.9. Let M1,M2 be fiberwise star-shaped domains in T
∗N . Sup-
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pose that κmin(Σ1,Σ2) ≥ 1 for Σi = ∂Mi(i = 1, 2). Then the inequality
cN(M2, α) ≥ κmin(Σ1,Σ2)cN(M1, α)
holds for each α ∈ H∗(ΛN). In particular, the above inequality implies
cN(M2, α) ≥ cN(M1, α)
provided κmin(Σ1,Σ2) ≥ 1, that is, M1 ⊂M2.
We want to extend the above Lemma for any κmin(Σ1,Σ2) ∈ R+. We
need the following Lemma in order to define a contactomorphism between
two fiberwise star-shaped hypersurfaces.
Lemma 6.1.10. Let M1,M2 be fiberwise star-shaped domains in T
∗N . For
Σ1 = ∂M1 and Σ2 = ∂M2, we define a function
fΣ2Σ1 : Σ1 → R
+, fΣ2Σ1 (x) · x ∈ Σ2
on Σ1. In local coordinates x = (q, p), f
Σ2
Σ1




is the scalar multiplication on the cotangent space. We define a diffeomor-
phism




from Σ1 to Σ2. Then the map F
Σ2
Σ1
is a contactomorphism between (Σ1, ξcan)
and (Σ2, ξcan) where ξcan = kerλcan. More precisely, the pull-back of the Li-






Proof. It suffices to prove the last statement. We recall the canonical 1-
form λcan = pdq in the local coordinate x = (q, p). We will directly com-
pute the evaluation of the pull-back form (FΣ2Σ1 )
∗λcan(x) for an arbitrary
tangent vector h ∈ TxT ∗N for x ∈ Σ1. Assume that h = hq + hp where
hq ∈< ∂∂q1 ,
∂
∂q2
, · · · , ∂
∂qn
> and hp ∈< ∂∂p1 ,
∂
∂p2
, · · · , ∂
∂pn
>. For a notational
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F ∗λcan(x)(h) = λcan(F (x))(DF (h))











·λcan and this proves Lemma 6.1.10.
Remark 6.1.11. Lemma 6.1.10 implies that the map
FΣ2Σ1 : (Σ1, f
Σ2
Σ1
· λcan)→ (Σ2, λcan)
is a strict contactomorphism for all pair of fiberwise star-shaped hypersur-
faces Σ1,Σ2. In particular, if Σ2 = kΣ1 for some k > 0, then we have a strict
contactomorphism
F : (Σ1, kλcan)→ (Σ2, λcan)
and this extends to a symplectomorphism between two Liouville domains
(M1, kωcan), (M2, ωcan) enclosed by Σ1,Σ2, respectively. This implies the con-
formality of cN as follows.
cN(kM1, α) = cN(M2, α) = kcN(M1, α)
This proves Theorem A1 1).
We can prove Theorem A1 2) by combining Lemma 6.1.9 and Theorem
A1 1). Let M1,M2 be fiberwise star-shaped domains in T
∗N . We denote
k = κmin(Σ1,Σ2) where Σi = ∂Mi (i=1,2). If k ≥ 1, then we already have
that cN(M2, α) ≥ κmin(Σ1,Σ2)cN(M1, α) from Lemma 6.1.9. Suppose that
0 < k < 1. If we consider kM1 instead of M1, then κmin(kΣ1,Σ2) = 1. Hence
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we can apply Lemma 6.1.9 for the pair (kM1,M2) and so we have
cN(M2, α) ≥ cN(kM1, α) = kcN(M1, α) = κmin(Σ1,Σ2)cN(M1, α)
using Theorem A1 1). This proves Theorem A1 2). This completes the proof
of Theorem A1.
We have proven Theorem A1. Therefore, as we mentioned, the spectral
invariant cN(·, α) of α can play the role of symplectic capacity for FSD(N)
provided cN(·, α) 6= 0. Moreover, by spectrality of Theorem A1, the spectral
invariant cN(M,α) of α in the symplectic homology of M should be one
of Reeb periods. We will use the spectral invariant cS2 to obtain estimates
action values of Hill’s lunar problem in chapter 7.
6.2 Spectral invariant in wrapped Floer ho-
mology
Let N be a closed manifold. Consider the cotangent manifold (T ∗N, dλcan)
with the canonical symplectic form. Let Q0 and Q1 be submanifolds of N .
Their conormal bundles ν∗Q0 and ν
∗Q1 are Lagrangian submanifolds of T
∗N ,
respectively. If we have a fiberwise star-shaped domain M of T ∗N , then
(M,ωcan = dλcan) becomes a Liouville domain. Moreover, the intersections
Li = M ∩N∗Qi define Lagrangian submanifolds in M . We will assume that
this pair of Lagrangians (L0,L1) is an admissible pair in M . We will define a
spectral invariant of wrapped Floer homology for (L0,L1;Mωcan). We have
seen that the wrapped Floer homology for (L0,L1;M,ωcan) is isomorphic to
the homology of H∗(PQ0,Q1N). We will denote this isomorphism by
ΨM : H∗(PQ0,Q1N)→ WFH∗(L0,L1,M)
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for each fiberwise star-shaped domain M ⊂ T ∗N . We recall the long exact
sequence of wrapped Floer homology (5.2.4). For b ∈ R ∪ {+∞}, we have




ibM−→ · · ·
Definition 6.2.1. In the above setup, we define
cQ0,Q1,N(M,α) := inf{b ∈ R ∪ {+∞}|ΨM(α) ∈ im(ibM)}
for a homology class 0 6= α ∈ H∗(PQ0,Q1N). This constant cQ0,Q1,N(M,α) is
called the spectral invariant of α in the wrapped Floer homology of (L0,L1,M).
We denote by cq,N when Q0 = Q1 = Q.
Following the proof in section 6.1, we can prove the following Theorem.
Theorem A2 (Properties of cQ0,Q1,N). The map
cQ0,Q1,N : FSD(N)×H∗(PQ0,Q1N)× → R, (M,α) 7→ cQ0,Q1,N(M,α)
satisfies the following properties.
1) (Conformality) cQ0,Q1,N(kM,α) = kcQ0,Q1,N(M,α) for all k ∈ R+.
2) (Monotonicity) cQ0,Q1,N(M2, α) ≥ κmin(Σ1,Σ2)cQ0,Q1,N(M1, α) for all
M1,M2 ∈ FSD(N) where Σi = ∂Mi, i = 1, 2 and κmin(Σ1,Σ2) =
minx∈Σ1{κ(x)|κ(x)x ∈ Σ2, κ(x) > 0}.
3) (Spectrality) cQ0,Q1,N(M,α) ∈ Spec(Σ, λcan; ∂L0, ∂L1) where Σ = ∂M
and Li = M ∩N∗Qi.
for each α ∈ H∗(PQ0,Q1N)×.
The proof is an analogue of the proof of Theorem A1. Hence, instead
of the proof of Theorem A2, examples of the spectral invariant in wrapped
Floer homology for applications will be given in this section.
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Example 6.2.2 (real Liouville domain structures on cotangent bundles). Let
N be a closed manifold. Consider an involution i : N → N . The canonically
induced map I : T ∗N → T ∗N on the cotangent bundle space is a symplec-
tomorphism of (T ∗N, dλcan). Consider the map r : T
∗N → T ∗N , r(q, p) =
(q,−p). Note that this map is an anti-symplectic involution and Fix(r) is
the zero section. If we define the composition map R := r ◦I : T ∗N → T ∗N ,
the map R becomes an anti-symplectic involution of (T ∗N, dλcan). Assume
that, in addition, R∗λcan = −λcan. Let M ⊂ T ∗N be a fiberwise star-shaped
domain of T ∗N which is invariant under R. Then the triple (M,λcan,R) de-
fines a real Liouville domain. By Lemma 6.2.3 below, if Fix(i) = Q, then
Fix(R) = ν∗Q. Moreover, by Theorem 2.4.11, there is a one-to-one corre-
spondence between the set of all Reeb chords from Fix(R) ∩ ∂M to itself
and the set of all symmetric periodic orbits. Thus, the spectral invariant
cQ,N(M,α) in the wrapped Floer homology WFH∗(ν
∗Q ∩M,M) provides
information about R-symmetric periodic orbits on (∂M, λcan,R). This can
play a role of symmetric symplectic capacity by choosing the suitable involu-
tion i under consideration.
Lemma 6.2.3. Let i, I, r,R be as above. Suppose that Fix(i) = Q is a
submanifold of N . Then Fix(R) = ν∗Q.
Proof. The fixed point set
Fix(R) = {x ∈ T ∗N | − I(x) = x}
of R has the form {(q, p) ∈ T ∗N |(i(q),−i∗(p)) = (q, p)} in the canonical local
coordinate system induced from a local coordinate system on N . Therefore
(q, p) ∈ Fix(R) implies q ∈ Q. Fix q ∈ Q. Since i2 = id, the differential di(q) :
T ∗qN → T ∗qN has eigenvalue ±1. In particular, we have that di(q)|TqQ = id
on TqQ and di(q)|NqQ = −id on the normal direction. This implies that
(q, p) ∈ Fix(R) ⇐⇒ p = −p ◦ di(q) ⇐⇒ p|TqQ = 0




Application to Hill’s lunar
problem
We defined spectral invariants in symplectic homology and wrapped Floer
homology of fiberwise star-shaped domains in cotangent bundles. The spec-
tral invariant can be used as (symmetric) symplectic capacities for fiberwise
star-shaped domains in a cotangent bundle. In this chapter we will apply
this to Hill’s lunar problem. We need to compute spectral invariants of the
periodic orbit and Lagrangian chords of the rotating Kepler problem. For
this computation, it is important to know the Maslov indices and action
values of periodic orbits and Lagrangian chords. We already discussed or-
bits in the rotating Kepler problem is given by composition of rotating flow
and Hamiltonian flow of Kepler problem in section 3.2. In particular, the
Conley-Zehnder indices of all periodic orbits of the rotating Kepler problem
for energies below the critical value were completely determined in [7]. We
will introduce the result briefly and we will compute the Maslov indices of La-
grangian chords in section 7.1. We will also compute the action value of each
periodic orbit in section 7.2. This will lead us to derive the chain complex
structure in the symplectic homology of the Liouville domains determined
by the rotating Kepler problem. Using this information, we will compute in
section 7.3 spectral invariants of the symplectic homology and the wrapped
Floer homology of the Liouville domain determined by the rotating Kepler
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problem. We will derive some inclusion relations between the rotating Kepler
problem and Hill’s lunar problem in section 7.4. As results, we will get some
estimates for spectral invariants of Hill’s lunar problem in section 7.5 and
these will be interpreted as estimates for the period of periodic orbits and
symmetric periodic orbits.
7.1 The Maslov indices of the rotating Kepler
problem
In this section, we will recall the result in [7]. They use the Conley-Zehnder in-
dex defined in [28]. Because the rotating Kepler problem is time-independent,
there is the always present degeneracy if we use the definition in section 5.1.
In [28], they use the restriction to the contact plane of hypersurface and so
according to this definition, the retrograde and direct orbits are generically
nondegenerate. In [7], they compute directly the indices of the retrograde and
direct orbits using the suitably chosen trivialization of the contact structure.
For the noncircular orbits Tk,l, the Conley-Zehnder indices are computed by
using the fiberwise convexity of the regularized rotating Kepler problem. Be-
cause one can interpret the periodic orbits as critical points of the energy
functional associated to a Finsler metric, the Conley-Zehnder index agrees
with the Morse index of the energy functional. Then one can use the local
invariance of Morse homology to determine the Morse index of Tk,l at the
bifurcation point. For example, if one has a degenerate orbit γ of S1-family
with the Conley-Zehnder index k, then this will become the nondegenerate
obits γ−, γ+ of Conley-Zehnder index k and k+1, respectively, after a suitable
perturbation, see [14] for the discussion of local Floer homology including the
description of the perturbation. We will prove the following Theorem.
Theorem 7.1.1. For any c > 3
2
, under the nondegenerate conditions, we
have the following.
(1) Let γcR,N and γ
c
D,N be the N-th iteration of the retrograde and the direct
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orbits, respectively, on ΣcR. Then
µCZ(γ
c
R,N) = 1 + 2
⌊
N(−2E) 32




D,N) = 1 + 2
⌊
N(−2E) 32
(−2E) 32 − 1
⌋
.
Moreover, µCZ(γk,l) = 2k−1 for each k > l ≥ 1 where γk,l is a k-fold covered
ellipse in an l-fold covered coordinate system.
(2) Let vcR,N and v
c
D,N be the N-th concatenation of the retrograde and the
direct Lagrangian chords, respectively, from Fix(R1) to itself. Then
µRS(v
c
R,N) = 1 +
⌊
N(−2E) 32




D,N) = 1 +
⌊
N(−2E) 32
(−2E) 32 − 1
⌋
Moreover, µRS(vk,l) = k for each k > l ≥ 1 where vk,l is the chord corre-
sponding to γk,l.
(3) Let wcR,N and w
c
D,N be the N-th concatenation of the retrograde and the





(2N − 1)(−2E) 32






(2N − 1)(−2E) 32





for each k > l ≥ 1 with 2|k and 2 - l where wk,l is
the chord corresponding to γk,l.
where E = 1
2
|p|2 − 1|q| for (q, p) is point on the trajectory.
We introduce the notations. We recall the planar Kepler problem intro-
duced in Example 2.2.4. We denote the Hamiltonian HKP by E for the no-
tational convenience. As we have seen in Moser regularization in section 4.1,
every orbit of the Hamiltonian equation for HKP is periodic orbit, including
the collision orbit after regularization, for negative energy. In fact, we know
the orbits are either ellipses of eccentricity ε :=
√
2EL2 + 1 or collision orbits
by Kepler’s laws of planetary motion. Moreover, we have the equality
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for the period T of the ellipse. The rotating Kepler problem is the Kepler
problem in a rotating coordinate system. The Hamiltonian of the rotating
Kepler problem is given by HRKP = E +L in our convention. We computed
in section 3.2 that HRKP has the unique critical value −c0R := −32 . We are
interested in the energy hypersurfaces below this critical value. E,L are inte-
grals of the rotating Kepler problem and so invariant under the Hamiltonian
flow. Even though every orbit is periodic in the Kepler problem, not every
orbit is periodic in the rotating Kepler problem. In fact, the Hamiltonian
flow of the rotating Kepler problem is given by the composition
φtL ◦ φtE
of two Hamiltonian flows where φtL and φ
t
E are the flows generated by the
Hamiltonians L and E.
First, the circular orbits in the Kepler problem give the circular orbits
in the rotating Kepler problem and always give the periodic orbits in the
rotating Kepler problem. By the direction of the rotation of circular orbits
in the Kepler problem, we have two types of the circular orbits in the rotat-
ing Kepler problem. If we consider the opposite direction of the coordinate
rotation, then we have the retrograde orbit and denote by γR. If we consider
the same direction of rotation for orbit with the coordinate rotation, then we
have the direct orbit and denote by γD. The circular orbits have the eccen-
tricity 0 =
√
2EL2 + 1. If we fix an energy hypersurface H−1RKP (−c), then we
have the equation
0 = 2E(−c− E)2 + 1
of the value E for the circular orbits. There exist two zeros less than −1
2
for
each c > 3
2
. The smaller zero corresponds to the retrograde orbit and the
other zero corresponds to the direct orbit.
Second, an ellipse orbit with positive eccentricity in the Kepler problem
gives a periodic orbit in the rotating Kepler problem if and only if the period
is a rational multiple of 2π. If the period of such a periodic orbit is 2πl
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for some l ∈ N and the orbit is a k-fold cover of ellipses in the inertial
coordinate, then we we call this periodic orbit a k-fold covered ellipse in an
l-fold covered coordinate system and denote it by γk,l. In the circular orbit
case, there exist a retrograde orbit and a direct orbit for each c > 3
2
, up to
time reparametrization. On the other hand, γk,l exists only if energy condition
is satisfied. We discuss the energy values where γk,l exists for each k, l. From
the definition of γk,l, the period of underlying ellipse in the Kepler problem
is T = 2πl
k














for each k, l ∈ N. In fact, we only consider the energy E < −1
2
and so we will
assume k > l. From the eccentricity equation, γk,l can exist only when the
inequality
0 < 2Ek,l(c+ Ek,l)
2 + 1
holds. We solve this inequality for c. Then we have the energy range












for γk,l. At c = c
−







This means that γk,l is the multiple cover of the retrograde orbit. In fact,
the periodic orbit γk,l degenerates to (k + l)-fold cover of the retrograde
orbit at c = c−k,l. Similarly, the periodic orbit γk,l degenerates to (k − l)-
fold cover of the direct orbit at c = c+k,l. Using direct computation with
suitably chosen trivialization, Morse index theory with fiberwise convexity of
the rotating Kepler problem and bifurcation argument, they determined all
Conley-Zehnder indices of above orbits. We recall the following result from
[7]. This implies Theorem 7.1.1 (1).
Proposition 7.1.2 (Albers-Fish-Frauenfelder-van Koert). We define the N-
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th iteration of γR and γD by γR,N and γD,N , respectively. The Conley-Zehnder
indices of γR,N and γD,N are given by
µCZ(γR,N) = 1 + 2
⌊
N(−2E) 32
(−2E) 32 + 1
⌋
, µCZ(γD,N) = 1 + 2
⌊
N(−2E) 32
(−2E) 32 − 1
⌋















periods of γR and γD, respectively. Moreover, the Conley-Zehnder index of
γk,l is 2k − 1 for each k > l ≥ 1.
Let us explain the meaning of Proposition 7.1.2 and some related topic.
From the above computation of Conley-Zehnder indices of all periodic or-
bits, in [7], they proved the dynamical convexity and therefore there exists a
global disk-like surfaces of sections for each energy hypersurface of the rotat-
ing Kepler problem after the Levi-Civita transformation using the following
remarkable statements in [28].
Definition 7.1.3 (Hofer-Wysocki-Zehnder). Let (Σ, ξ = kerλ) be a contact
3-manifold. The contact form λ is called dynamically convex if c1(ξ) vanishes
on π2(N) and µCZ(γ) ≥ 3 for any contractible periodic Reeb orbit γ.
Theorem 7.1.4 (Hofer-Wysocki-Zehnder). Let λ be a dynamically convex
contact form on S3. Then there exists a disk-like global surfaces of section
for Reeb vector field.
Because, in general, it is hard to know all Reeb orbits of a contact three
manifold, it is hard to determine dynamical convexity using the definition.
However, in [28], they gave a useful sufficient condition for dynamical con-
vexity.
Theorem 7.1.5 (Hofer-Wysocki-Zehnder). A strictly convex regular energy
hypersurface Σ of R4 with the canonical contact form λcan is dynamically
convex.
As an application of above Theorems, one can see the following result for
the restricted three body problem in [6].
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Theorem 7.1.6 (Albers-Fish-Frauenfelder-Hofer-van Koert). Given c > 3
2
,
there exists µ0 = µ0(c) ∈ [0, 1) such that for all µ0 < µ < 1 there exists
a disk-like global surface of section for the hypersurface of the Levi-Civita
regularized restricted three body problem of mass ratio µ with its Reeb vector
field.
In other words, they proved that for such pairs (µ, c), the Levi-Civita
regularized energy hypersurfaces are strictly convex. On the other hand, in
[7], they also disproved strict convexity for energy hypersurfaces of the ro-
tating Kepler problem after Levi-Civita transformation. Thus Theorem 7.1.5
cannot be applied to the rotating Kepler problem. In this point of view, one
can ask whether the rotating Kepler problem has the convex embedding or
not. Recently, the answer was given in [24]. They proved that a combination
of the Ligon-Schaaf and Levi-Civita regularizations provides strictly convex
energy hypersurfaces of the regularized rotating Kepler problem in R4 be-
low the critical level. This application of holomorphic curve theory to the
celestial mechanics problem is well-organized in the up-coming book [23] of
Frauenfelder and van Koert.
Now, we prove (2) and (3) of Theorem 7.1. We recall the anti-symplectic
involutions
R1 : T ∗R2 → T ∗R2, R2 : T ∗R2 → T ∗R2
R1(q1, q2, p1, p2) = (q1,−q2,−p1, p2), R2(q1, q2, p1, p2) = (−q1, q2, p1,−p2)
of T ∗R2. The Hamiltonian HR of the rotating Kepler problem is invariant
under these involutions, that is, HR = HR ◦ Ri for i = 1, 2. A Hamiltonian
chord from the Lagrangian Fix(R1) to itself corresponds to a symmetric
orbit. We will compute the Robbin-Salamon indices of all Hamiltonian chords
connecting Fix(R1) with itself in the rotating Kepler problem. In the rotating
Kepler problem, every circular periodic orbit is symmetric with respect to
the involution R1 and so we will call the Hamiltonian chord by the name
of original periodic orbit like retrograde chord, direct chord. The retrograde
and direct chords denoted by vcR and v
c
D, respectively. Note that a circular
periodic orbit provide two Hamiltonian chords but we let any one of them
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be vR(resp. vD), then the other is R1∗vR(resp. R1∗vD). We have that
γcR = v
c
R#R1∗vcR, γcD = vcD#R1∗vcD.
We have seen the k-fold covered ellipse in an l-fold covered coordinate system
γk,l form a torus family for each c
−
k,l < c < c
+
k,l. We have 4 discrete symmetric
periodic orbits with respect to the involution R1. We will denote the corre-
sponding Hamiltonian chord by vk,l. We will denote by v
c
k,l the vk,l-chord on
the energy hypersurface H−1R (−c).
We will compute the indices of these chords vR, vD and vk,l. First, we
will determine the indices of the chords from circular orbits by direct com-
putation. We introduce a polar coordinate q1 = r cos θ, q2 = r sin θ for
q-coordinates. Consider the following transformation
p1 = R cos θ −
Θ
r




then T : (R,Θ, r, θ) 7→ (q, p) is a symplectic transformation and, moreover,
preserves the canonical 1-form, namely,
p1dq1 + p2dq2 = Rdr + Θdθ
holds. We define the transformed Hamiltonian
























We can compute the orbits for circular orbits. Since r is constant for circular
orbits, we should have R = 0 and this implies Θ2 = r. Thus we can find the
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where + is for the retrograde orbits and − is for the direct orbits and so the














respectively. We shall look for the linearized Hamiltonian flow to compute













































along the circular orbit of radius r0. Note that this is independent of t and
























0 0 0 0


















. This basis gives a global
trivialization for the phase space and this is a vertical preserving trivializa-
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0 0 0 0








by taking the exponential of the matrix [dXH̃R ]. The Lagrangian L1 =
Fix(R1) is given by
L1 = (q1, 0, 0, p2) ⇐⇒ L1 = (0,Θ, r, 0)
in (R,Θ, r, θ)-coordinate system. Therefore, the tangent space of L1 at (0,Θ0, r0, 0)












pendix A.2, under this set-up, we have to compute the following Robbin-
Salamon index
µRS(v) := µL0(ΨΘ0,r0(t)L0)
for the path of Lagrangians ΨΘ0,r0(t)L0 with respect to L0. From a direct





































































for the Lagrangian ΨΘ0,r0(t)L0. If t 6= 0, then a1(t) /∈ L0. On the other
hand, a2(t) ∈ L0 whenever t = nπr
3
2
0 for n ∈ Z. Thus we have 2-dimensional
crossing at t = 0 and 1-dimensional crossing at t = nπr
3
2
0 for n ∈ Z\{0}.
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0 )) = ω0((0, 0, (−1)n, 0), ((−1)n+1
1
r30
















where ω0 = dR ∧ dr + dΘ ∧ dθ is the symplectic form and the row vectors












Proposition 7.1.7. We define by vcR,N and v
c
D,N the N-th concatenations of
the retrograde chord vcR and the direct chord v
c
D from L1 to itself on H−1R (−c),
respectively. The Robbin-Salamon indices of vR,N and vD,N are given by
µRS(v
c
R,N) = 1 +
⌊
N(−2E) 32




D,N) = 1 +
⌊
N(−2E) 32

























respectively. The crossing appears for every t = πr
3
2
0 N and each crossing has





































are not integer multiples of πr
3
2


















indices when their radii are r0 in the q-coordinates. Since E = − 12r0 , we can
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R,N) = 1 +
⌊
N(−2E) 32




D,N) = 1 +
⌊
N(−2E) 32
(−2E) 32 − 1
⌋
in terms of E. This proves Proposition 7.1.7.
We have to determine the Maslov indices of the Hamiltonian chord vck,l
corresponding to the k-fold covered ellipse in an l-fold covered coordinate
system. However, it is indeed the analogue of the argument in [7] using local
invariance of Morse homology.
Proposition 7.1.8. The Robbin-Salamon index of vk,l is k.
Proof. Fix k > l ≥ 1. As the periodic orbit case, vk,l degenerates to v
c+k,l
D,k−l.
For sufficiently small ε > 0, we consider the indices of γcD,k−l for c ∈ (c+k,l −
ε, c+k,l + ε). Then µRS(γ
c
D,k−l) changes from k + 1 to k, when we increase c.
Since vk,l exists for c < c
+
k,l and the local homology should be preserved when
c passes through c+k,l, we have that
µRS(vk,l) = k.
This proves Proposition 7.1.8.
This proves (2) of Theorem 7.1.1. The proof of Theorem 7.1.1 (3) is
completely analogous. We define the retrograde chord wcR and the direct chord
wcD from L1 := Fix(R1) to L2 := Fix(R2). The N-th concatenation of the
chord is denoted by wcR,N and w
c
D,N , respectively. Note that first











becomes the tangent space of L2 in the trivialization
as well. Second, we note that
wcR,N#R2∗wcR,N = vcR,2N−1, wcD,N#R2∗wcD,N = vcD,2N−1. (7.1.1)
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From this, the number of crossing for wR,N and wD,N is given by⌊
(2N − 1)(−2E) 32




(2N − 1)(−2E) 32
2((−2E) 32 − 1)
⌋
,
respectively. We already showed that every crossing has signature 1. There-
fore, we have proven Proposition 7.1.9.
Proposition 7.1.9. We define by wcR,N and w
c
D,N the N-th concatenations of
the retrograde chord wcR and the direct chord w
c
D from L1 to L2 on H−1R (−c),





(2N − 1)(−2E) 32






(2N − 1)(−2E) 32















We note that not every γk,l gives the chord from Fix(R1) to Fix(R2).
From the definition of γk,l, the period is 2πl and k-times iterates the ellipse
in the inertial coordinate system. Among points on ellipse, only vertices on
the major axis, say C the closest point and F the farthest point from the
origin, can be points of Fix(R1) or Fix(R2). The shortest time from C to






in order to be possible
to begin with C or F on Fix(R1) and end with C or F on Fix(R2). This
implies 2|k. As we discussed, γk,l degenerates to (k − l)-iteration of γD and
wcD,N corresponds to v
c
D,2N−1 by (7.1.1). Therefore, k − l must be an odd
number. As the upshot of this argument, γk,l can be a doubly symmetric
periodic orbit only if k > l ≥ 1 with 2|k, 2 - l. As an analogue of Proposition
7.1.8, we have the following Proposition.
Proposition 7.1.10. The periodic γck,l can be the chord w
c
k,l if and only if





Proposition 7.1.9 and 7.1.10 completes the proof of Theorem 7.1.1 (3).
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7.2 Spectrum of the rotating Kepler problem
Another important ingredient of symplectic homology and wrapped Floer
homology is the action value of periodic Reeb orbits(resp. Reeb chords).
Because the action values of Reeb chord are proportional to the action value




and so on. It suffices to compute the action values of periodic Reeb orbits.




λ. We have seen that (ΣcR, λcan) is a contact manifold for each
c > c0R =
3
2
. We will compute the period of every closed Reeb orbit in
(ΣcR, λcan).
First, we will compute the period of the retrograde circular orbit γR. Let
r be the distance from the origin for the circular orbit of the Kepler problem.
In q-coordinate, the circular orbit can be parametrized as follows




K(t) = (−rω sin(ωt), rω cos(ωt))
for some frequency ω. On the other hand, we have
˙prK(t) = (−rω
2 cos(ωt),−rω2 sin(ωt)) = − q
|q|3
= (−r−2 cos(ωt),−r−2 sin(ωt))
from the Hamiltonian equation ṗ = −∂E
∂q
. This implies ω = r−
3
2 . For this cir-
cular periodic orbit, the energy is given by E = − 1
2r
. The corresponding retro-
grade orbit in the rotating Kepler problem has the following parametrization
qrR(t) = (r cos((r
− 3
2 + 1)t), r sin((r−
3
2 + 1)t))
on the q-coordinate. We have thatq̇1 = p1 − q2q̇2 = p2 + q1 =⇒
p1 = q̇1 + q2p2 = q̇2 − q1
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2 )dt = 2πr
1
2
where Φ,Ψ are symplectomorphisms defined in section 4.1. The energy −c
satisfies










for this retrograde orbit in terms of r. In sum, the retrograde orbit γrR of
radius r satisfies that
A(γrR) = 2πr
1









Similarly we can compute the action and energy for the direct orbit of




D(t)) be the direct orbit of radius r in the
rotating Kepler problem. Then we have
qrD(t) = (r cos((−r−
3












by similar computation in above. We can compute the action and the energy
A(γrD) = 2πr
1






of γrD with similar argument.
We want to express the action values of the retrograde and direct orbits
in terms of L. In the retrograde orbit case, we have L = r
1
2 and we have
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L_D HcL
y = c
y = 1  H2 x^2L - x




Figure 7.1: Definition of LR(c) and LD(c)
−c = E + L = − 1
2L2
+ L. Therefore, the action of retrograde orbit γcR on
H−1RKP (c) is given by
A(γcR) = 2πLR(c)
where LR(c) is the positive zero of an equation c =
1
2x2
−x for x. In the direct
orbit case, we have that L = −r 12 . We also have −c = E + L = − 1
2L2
+ L
and r < 1. Therefore, the action of direct orbit γcD on H
−1
RKP (c) is given by
A(γcD) = −2πLD(c)
where −1 < LD(c) < 0 is the larger negative zero of the equation c = 12x2 −x
for x. See Figure 7.2 for LR(c) and LD(c).
Finally, we have to compute the action of γk,l. We recall that γk,l denotes
a k-fold covered ellipse in an l-fold covered coordinate system and thus the







3 . In the Kepler problem, every simple periodic orbit in a fixed energy
has the same action value because every simple periodic orbit corresponds to
the great circle in the standard S2 with round metric by Moser regularization.
In fact, the action value of any simple periodic orbit γc on E−1(−c) is given
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by
AKP (γc) = 2π(2c)−
1
2
for each c > 0. Define
λ := (Φ ◦Ψ)∗λcan = −qdp






































If we consider the periodic orbit γck,l onH
−1
RKP (−c), then we have−c = Ek,l+L













for every c ∈ (c−k,l, c
+
k,l). We have seen that


































































where LR(c) > 0 and −1 < LD(c) < 0 are zeros of c = f(x) = 12x2 − x see
Figure 7.2 for the graph. We have proven the following Proposition.
Proposition 7.2.1. Let Spec(ΣcR, λcan) be the set of actions of the energy
hypersurfaces of regularized the rotating Kepler problem at energy −c. Then
we have









∈ (LR(c)3,−LD(c)3), k > l and k, l ∈ N}
for each c > 3
2
. The values 2πLR(c) and −2πLD(c) are the actions of the
retrograde and direct orbit, respectively, where
LR(c) > 0 and − 1 < LD(c) < 0
are zeros of c = f(x) = 1
2x2
− x.








































for the zeros of c = 1
2x2
− x using trigonometric identity, see Figure 7.2. As
one can expect, it is easy to see that the retrograde orbit is the smallest
action orbit in the rotating Kepler problem.
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Figure 7.2: The graphs of LR(c) and −LD(c) with variable c
7.3 Computation of spectral invariant for the
rotating Kepler problem
We will determine the chain complexes and the boundary maps for the sym-
plectic homology of the Liouville domain M cR defined by the rotating Kepler
problem.
The Conley-Zehnder indices of these orbits are
µCZ(γ
c
R,N) = 1 + 2
⌊
N(−2E) 32




D,N) = 1 + 2
⌊
N(−2E) 32
(−2E) 32 − 1
⌋

























and we have the Conley-Zehnder indices
µCZ(γ
c
R,N) = 1 + 2 bNαR(c)c , µCZ(γcD,N) = 1 + 2 bNαD(c)c
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of the Nth-iterated retrograde and direct orbit on energy −c in terms of
αR, αD. Note that αR(c) < 1 and αD(c) > 1 go to 1 as c goes to +∞. For
any integer P ∈ N, we consider c > c0R such that the inequalities
P
P + 1




1 < αD(c) <
P + 1
P
⇐⇒ 0 < −LD(c)3 <
1
P + 1
hold. Then we have
µCZ(γ
c
R,N) = 2N − 1 for N = 1, 2, · · · , P + 1,
µCZ(γ
c
D,N) = 2N + 1 for N = 1, 2, · · · , P
for such c. This condition implies that there is no γck,l satisfying k ≤ P +1 for
such c by Proposition 7.2.1. Then we have the periodic orbit γcR,N(resp, γ
c
D,N)






D,N), on the chain level by a
suitable perturbation. The indices are µCZ(γcR,N) = 2N,µCZ(γ
c
R,N) = 2N − 1
and µCZ(γcD,N) = 2N + 2, µCZ(γ
c





Z2 if ∗ = 0, 1Z2 ⊕ Z2 if ∗ = 2, 3, · · · , 2P + 1
for any sufficiently large b. On the other hand, we recall from Example 5.1.12




Z2 if ∗ = 0, 1Z2 ⊕ Z2 if ∗ = 2, 3, · · ·
of M cR. The boundary map in each grade less than 2P + 2 should be 0-map,
because the number of generators in chain level coincides with the dimension
of resulting homology in each grade less than 2P + 2. Moreover, we have two
generators of constant orbits for a suitable Morse function inside ΣcR. Thus
we have the following Theorem.
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N = 1, 2, · · · , P of H∗(ΛS2), then we have spectral invariants
cS2(M
c
R,∆R,N) = 2πLR(c)N, for N = 1, · · ·P + 1,
cS2(M
c
R,∆D,N) = −2πLD(c)N, for N = 1, · · ·P
of ∆R,N and ∆D,N in the symplectic homology of M
c
R.
Proof. We have seen that if c satisfies P
P+1




















) with k = 0, 1, · · · , 2P +1 for sufficiently large b.
For dimensional reason in the resulting homology SH∗(M
c
R), the boundary
map should be 0-map in CFk(K
b
McR
) for k = 0, 1, · · · , 2P + 1. They become
generators of SH∗(M
c






































for c where f(x) = 1
2x2
− x. This proves the first statement of Theorem. The
second statement follows from the first statement and Proposition 7.2.1. This
completes the proof of Theorem C1.
Remark 7.3.1. If we consider P = 1, then c has to satisfy −LD(c)3 < 12 and
equivalently c > 2
2
3 (the birth point of Hekuba orbit γ2,1). This implies that
if c > 2
2
3 then the retrograde and direct orbit are generators of SH(M cR).
Now we consider the spectral invariant in wrapped Floer homology for
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under the maps
R1 : T ∗S2 → T ∗S2, ((x1, x2, x3), (y1, y2, y3)) 7→ ((−x1, x2, x3), (y1,−y2,−y3)),
R2 : T ∗S2 → T ∗S2, ((x1, x2, x3), (y1, y2, y3)) 7→ ((x1,−x2, x3), (−y1, y2,−y3))
where T ∗S2 = {((x1, x2, x3), (y1, y2, y3)) ∈ T ∗R3||x| = 1, x · y = 0}. As we
discussed in Example 5.2.3, the triple(M cR, λcan,Ri), i = 1, 2 becomes a real
Liouville domain. Moreover, the fixed point sets Fix(R1) and Fix(R2) are
conormal bundles ν∗Q1 and ν







Z2 for ∗ = 0,
Z2 ⊕ Z2 ⊕ Z2 for ∗ = 1,
Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2 for ∗ ≥ 2.
in Example 5.2.9. By Theorem 7.1.1, we have that
µRS(v
c
R,N) = 1 +
⌊
N(−2E) 32




D,N) = 1 +
⌊
N(−2E) 32
(−2E) 32 − 1
⌋
.







R,N) = N for N = 1, 2, · · · , P + 1,
µRS(v
c
D,N) = N + 1 for N = 1, 2, · · · , P
and vck,l does not appear for k ≤ P + 1. Since the R1-action R1∗v of a Reeb
chord v from ν∗Q1 itself is a Reeb chord from ν
∗Q1 itself as well, the chain







Z2 for ∗ = 0,
Z2 ⊕ Z2 ⊕ Z2 for ∗ = 1,
Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2 for ∗ = 2, 3, · · ·P + 1.
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including the constant chords for a suitable Morse function inside ΣcR. Thus
the boundary map in each grade less than P + 2 should be 0-map, because
the number of generates in chain complex coincides with the dimension of
resulting homology in each grade less than P+2. We have proven the following
Theorem.

























N = 1, 2, · · · , P of H∗(PQ1S2) where Q1 is the equator of S2 defined above,
then we have the spectral invariants
cQ1,S2(M
c
R,ΞR,N) = πLR(c)N, for N = 1, · · ·P + 1,
cQ1,S2(M
c
R,ΞD,N) = −πLD(c)N, for N = 1, · · ·P
of ΞR,N and ΞD,N in the wrapped Floer homology of M
c
R with respect to
ν∗Q1.
Now we consider chords from ν∗Q1 to ν








Z2 for ∗ = 0,
Z2 ⊕ Z2 ⊕ Z2 for ∗ = 1,
Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2 for ∗ ≥ 2.





(2N − 1)(−2E) 32






(2N − 1)(−2E) 32
2((−2E) 32 − 1)
⌋
.
If c > 2
2
3 , then we have that
2
3
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The chord w2,1 does not exist by Proposition 7.2.1 and thus every w
c
k,l-chord
has index greater than 1. Moreover, we have µRS(w
c





R,2) = 2, µRS(w
c
D,2) > 1 if c > 2
2
3 . Thus, including the constant








Z2 ⊕ Z2 for ∗ = 0,Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2 for ∗ = 1












Because the dimension of resulting homology in this grade ∗ = 1 is 3, there







D . We prove the following Lemma.






D be as above. Then there exists at
least one nonzero homology class which can be expressed using only wc,+R , w
c,−
R .
Moreover there exists at leas one nonzero homology class which cannot be
expressed using only wc,+R , w
c,−
R .







1, 2, 3, aij ∈ Z2}. If there exists k such that ak3 = ak4 = 0, then we are done.
If there exist k 6= l such that ak3 = al3 and ak4 = al4, then the homology
class Ak−Al 6= 0 can be represented by wc,+R , w
c,−
R alone and so we are done.
If above two cases do not happen, then the set of pairs {(ak3, ak4)} must be
{(1, 0), (0, 1), (1, 1)}. Without loss of generality we assume that (a13, a14) =
(1, 0), (a23, a24) = (0, 1), (a33, a34) = (1, 1). Then the homology class A1+A2−
A3 6= 0 can be represented by wc,+R , w
c,−
R . The second statement is trivial from
dimension. This proves the Lemma.
We can compute the spectral invariant of the classes, denoted by R and
D, in Lemma 7.3.2.
Theorem C3. For c > 2
2





R) in Lemma 7.3.2. If we denote ΠR = ΨMcR(R) and
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ΠD = ΨMcR(D) of H∗(PQ1,Q2S












of ΠR,N and ΠD,N in the wrapped Floer homology of M
c
R with respect to
ν∗Q1 and ν
∗Q2.
7.4 Inclusions between the rotating Kepler
problem and Hill’s lunar problem
In this section, we will discuss various inclusions between Liouville domains
determined by the regularized energy hypersurfaces of the rotating Kepler
problem and Hill’s lunar problem. Recall the Hamiltonians (3.2.1) and (3.3.1).
We have discussed in section 4.2 that they are fiberwise convex and define
Liouville domains in T ∗S2 whenever energy levels below the critical level
are fixed. We defined the Liouville domains M cR and M
c′
H determined by
the rotating Kepler problem and Hill’s lunar problem for c > c0R and c
′ >
c0H , respectively. One can easily see the inclusions between different energy

















Namely, the energy hypersurface is getting smaller as the energy goes down.
Now we want to know the inclusions between M cR and M
c′






















values of the rotating Kepler problem and Hill’s lunar problem. We state the
main Theorem of this section.
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by the regularized energy hypersurfaces of the rotating Kepler problem and
Hill’s lunar problem, we have the following inclusions in T ∗S2.
(1) M cH ⊂M
c1R
R for all c ≥ c0H .
(2) M cH ⊂M
cPR




R ⊂M cH for all c > c0H .
Let the map π : T ∗(R2 \ {(0, 0)}) → R2 \ {(0, 0)}, π(q, p) = q be the





R (−d))b Hill’s region of the rotating Kepler problem of energy −c
near the origin. Here, superscript bmeans the bounded component. Moreover,
we denote by RR :=
⋃
c>c0R
RcR Hill’s region of the rotating Kepler problem
near the origin. We denote the Hill’s regions of Hill’s lunar problem by RcH
and RH similarly.
Lemma 7.4.1. For c > c0R and c
′ > c0H , the Hill’s regions are given by






|q|2 < c, |q| < 1},
Rc
′







′, |q1| < 3
−1




The figures of the Hill’s regions for some energy levels are given in Figure
7.3 and Figure 7.4. We construct Proposition 7.4.2 in order to compare two
Liouville domains.
Proposition 7.4.2. We have the following criteria for inclusions.
(1) M c
′
H ⊂M cR if and only if HR(q, p)+ c ≤ 0 for all (q, p) ∈ H−1H (−c′) with
q ∈ Rc′H .
(2) M c
′
H ⊂M cR if HH(q, p) + c′ ≥ 0 for all (q, p) ∈ H−1R (−c) with q ∈ RcR.
(3) M cR ⊂ M c
′
H if and only if HH(q, p) + c
′ ≤ 0 for all (q, p) ∈ H−1R (−c′)
with q ∈ RcR
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(4) M cR ⊂M c
′
R if HR(q, p) + c ≥ 0 for all (q, p) ∈ H−1H (−c′) with q ∈ Rc
′
H .
for every c > c0R and c
′ > c0H .
Proof. For a fixed p ∈ R2, we define the function HR,p : (R2 − (0, 0)) → R
by HR,p(q) := HR(q, p). Then for any c > c
0
R, the curve H
−1
R,p(−c) has one
bounded component. We will denote this bounded component by σcR,p. Since
we know that the rotating Kepler problem is fiberwise convex, the closed
curve σcR,p bounds a strictly convex domain, say D
c
R,p, containing the origin
and σcR,p ⊂ RcR for all p. Following symplectomorphisms, Φ◦Ψ(σcR,p) becomes
a fiber of ΣcR at p and thus Φ ◦ Ψ(σcR,p) ⊂ T ∗φ(p)S2. We can define the fiber
Φ ◦ Ψ(σc′H,p) of Σc
′
H and the strictrly convex domain D
c′




Proof of (1): The inclusion M c
′
H ⊂ M cR holds if and only if the fiber
Φ ◦ Ψ(σc′H,p) of Σc
′
H is contained inside the fiber Φ ◦ Ψ(σcR,p) of ΣcR for every
p ∈ R2. Because inclusion relation is preserved by Φ ◦Ψ, we have
M c
′
H ⊂M cR ⇐⇒ Dc
′
H,p ⊂ DcR,p ⇐⇒ σc
′
H,p ⊂ DcR,p
for every p ∈ R2. Assume we have σc′H,p ⊂ DcR,p, then the following holds
q ∈ σc′H,p =⇒ HR,p(q) ≤ −c =⇒ HR(q, p) + c ≤ 0
for every p ∈ R2, because HR,p is less than −c on DcR,p. Since we know that
σc
′
H,p is a closed curve including the origin on its inside, if the inequality
HR(q, p) + c ≤ 0 holds for every q ∈ σc
′
H,p, then q has to on R
c
R. Therefore,
the converse is also true. This proves (1).
Proof of (2): By similar argument in the proof of (1), we have
M c
′
H ⊂M cR ⇐⇒ σcR,p ⊂ R2\Dc
′
H,p for all p
⇐= HH,p(q) ≥ −c′ for every q ∈ σcR,p for all p




(3) and (4) can be proven analogously. This proves Proposition 7.4.2.
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Figure 7.3: R1.6R and σ
1.6
R,(0,1)
Using Proposition 7.4.2, we will prove the Theorem B. First, we observe
the following Theorem.
Theorem 7.4.3. Every energy hypersurface of the regularized Hill’s lunar





















2 + c0H = 0, q̄ ∈ RH .
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Figure 7.4: R2.2H and σ
2.2
H,(0,1)
We compute the value of H2
2
3
R := HR + 2
2
















2 − c0H + 2
3
2
















R by Proposition 7.4.2. This completes the proof of Theorem 7.4.3.
Recall that the sequences (7.4.1). Since c1R = 2
2
3 , Theorem 7.4.3 proves
Theorem B (1). We note that the energy level −2 23 is the bifurcating point
of Hekuba orbit: γ2,1. This fact is important because it is hard to say about
generators of symplectic homology and wrapped Floer homology when the
energy level is between the critical value c0R and−2
2
3 as we discussed in section
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7.3. From the computation in the proof of Theorem, one can immediately see
the following Corollary.
Corollary 7.4.4. We have the embedding
M cH ⊂M c−3
− 23
R
for any c > c0H .
Theorem 7.4.5. For the constants cPR and c
P







for each P ∈ {2, 3, 4, · · · }.
















2 + cPH = 0, q̄ ∈ R
cPH
H .
We insert (q̄, p̄) in H
cPR
R := HR + c
P
R, then we have
H
cPR










2 − cPH + cPR
≤ q̄12 + cPR − cPH
and we want to prove the last term less that or equal to 0. It suffices to prove
the following Claim.
Claim: If q̄ ∈ Rc
P
H
H , then q̄1
2 ≤ cPH − cPR for any P ∈ {2, 3, · · · }.
Proof of Claim. For q̄ ∈ Rc
P
H
H , |q̄1| attains its maximum, say q̄1M , when q̄2 =
0. It suffices to prove that
(q̄1
M)2 ≤ cPH − cPR
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On the other hand, we know that q̄1
























and so in fact we get (q̄1
M)2 = cPH − cPR. This proves the Claim.
Claim implies that H
cPR
R (q̄, p̄) ≤ 0. By Proposition 7.4.2, this proves The-
orem 7.4.5.
We have proven (2) of Theorem B. Since M cH shrinks as c increases, using
Theorem 7.4.3 and Theorem 7.4.5, we formulate the inclusion for any c > c0H
in the following Corollary.
Corollary 7.4.6. For any c > c0H , we have the following inclusionsM cH ⊂M
c1R
R if c ∈ (c0H , c2H),
M cH ⊂M
cPR
R if c ∈ [cPH , c
P+1
H ) for P = 2, 3, 4, · · ·
We also have embeddings of opposite direction. Namely, the Liouville
domain determined by the rotating Kepler problem can be embedded in the
Liouville domain determined by Hill’s lunar problem.







for each c > c0H .
Proof. It suffices to prove that Σ
c+ 1
2c2











































The last inequality can be proven by the following Claim.
Claim: For any (q̄, p̄) ∈ Σ
c+ 1
2c2
R , we have |q̄| ≤ 1c .
Proof of Claim. Since (q̄, p̄) ∈ Σ
c+ 1
2c2





















|q̄|2 − c− 1
2c2
This implies 1|q̄| +
1
2
|q̄|2 ≥ c + 1
2c2
and so we have |q̄| ≤ 1
c
. This proves the
Claim.
Therefore, we have that Σ
c+ 1
2c2
R ⊂ M cH . By the criteria in Proposition
7.4.2, this proves Proposition 7.4.7.
This proves (3) of Theorem B. We will use these inclusions to get estimates
of action of Hill’s lunar problem in the next section.
7.5 Estimates for spectral invariants of Hill’s
lunar problem
We combine the results in section 7.3 and 7.4 in this section. Using the
properties of spectral invariants in symplectic homology and wrapped Floer
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homology discussed in chapter 6, we will get estimates for spectral invariants
in symplectic homology and wrapped Floer homology of Liouville domains
defined by Hill’s lunar problem. Recall that we have defined the homology
classes ∆R,N and ∆D,N of H∗(ΛS
2) in Theorem C1. Using this homology
classes, we prove the following Theorem.






















Proof. By Theorem B (3), the inclusion M
c+ 1
2c2
R ⊂ M cH holds. Then we can









R ,∆D) ≤ cS2(M
c
H ,∆D)
















(∆R) = ∆R is represented by the retrograde orbit γR

























































for all c > c0H . This completes the proof of Theorem 7.5.1.
This provides us a simple and sharp lower bound for spectral invariants
in symplectic homology of M cH . Let us discuss about upper bounds as well.
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≈ 2π × 0.490534
cS2(M
c

































≈ 2π × 0.793701
hold for all c > c0H .




















R ,∆R) = 2πLR(2
2















R ,∆D) = −2πLD(2
2
3 + ε) < −2πLD(2
2
3 )
for all c > c0H . Theorem follows by expressing LR and LD explicitly.
From the above Theorem, there is an obvious Corollary. Let l1(Σ, λ) be
the period of the shortest periodic Reeb orbit of contact manifold (Σ, λ).
l1(Σ, λ) is called the systole of the contact manifold (Σ, λ).
Corollary 7.5.3. We have the following estimates
l1(Σ
c















for the systole of the regularized Hill’s lunar problem.
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For example, if we consider c = c0H(in fact, arbitrarily close c to c
0
H), then
we have spectral gap











H ,∆R) < 2π × 0.49053,











H ,∆D) < 2π × 0.79370
for the contact manifold (Σ
c0H
H , λcan). This means the spectrum of the contact
manifold (Σ
c0H
H , λcan) satisfies
Spec(Σ
c0H
H , λcan) ∩ (2π × 0.43029, 2π × 0.49053) 6= φ,
Spec(Σ
c0H
H , λcan) ∩ (2π × 0.53713, 2π × 0.79370) 6= φ.








H , λcan) < π for every c > c
0




−(P + 1) +
√






R) = −(P + 1)−
1
3
hold for all P ∈ N. Following the proof of Theorem 7.5.2, we can prove the
following Theorem using (2) of Theorem B.
Theorem 7.5.4. Let P be a positive integer. Suppose that c ∈ [cPH , cP+1H ).







≤ cS2(M cH ,∆R,N) ≤ 2πN
−(P + 1) +
√











≤ cS2(M cH ,∆D,N) ≤ 2πN(P + 1)−
1
3
for all N = 1, 2, · · · , P .
This provides spectral gaps for the contact manifold (ΣcH , λcan). If c ∈
130
CHAPTER 7. APPLICATION TO HILL’S LUNAR PROBLEM
Spectral gap from the retrograde orbit
Spectral gap from the direct orbit
Spectral gap from double cover of the retrograde orbit 
Spectral gap from double cover of the direct orbit
c c cHH H
0 2 3





Figure 7.5: Estimates for the action of Hill’s lunar problem on c ∈ (c0H , c3H)
[cPH , c
P+1









−(P + 1) +
√



















for N = 1, 2, · · · , P for any P ∈ N. This implies only the existence of an orbit
with an action range. Thus we do not know whether they are geometrically
different or not. These spectral gaps are visualized in Figure 7.5 and 7.6.
We can ensure the existence of at least one periodic orbit of action in these
spectral gaps.
If we use Theorem C2 and Theorem B, then we can obtain analogue result
for spectral invariants in wrapped Floer homology. Recall that we defined the
equator Q1 = {(x1, x2, x3) ∈ S2|x1 = 0} of S2 and PQ1S2 means the space of
path from Q1 to Q1.
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Figure 7.6: Estimates for the action of Hill’s lunar problem on c ∈ (c0H , c5H).
Note that they can be overlapped from third cover.






















Theorem 7.5.6. For the homology classes ΞR,ΞD ∈ H∗(PQ1S2), the follow-
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≈ π × 0.490534
cQ1,S2(M
c

































≈ π × 0.793701
hold for all c > c0H .
Theorem 7.5.7. Let P be a positive integer. Suppose that c ∈ [cPH , cP+1H ).







≤ cQ1,S2(M cH ,ΞR,N) ≤ πN
−(P + 1) +
√










≤ cQ1,S2(M cH ,ΞD,N) ≤ πN(P + 1)−
1
3
for all N = 1, 2, · · · , P .
Let us explain the meaning of these analogous results. As we explained
in Example 5.2.3, the conormal bundle ν∗Q1 is the fixed point set of anti-
symplectic involution R1. The anti-symplectic maps R1 and R2 on T ∗S2 in
Example 5.2.3 correspond to the anti-symplectic mapsR1 andR2 on T ∗R2 in
Remark 3.3.1 via stereographic projection Φ in (2.3.1) and switching map Ψ
in (4.1.1). Thus, symmetric orbits with respect to R1 in T ∗S2 correspond to
symmetric orbits with respect to R1 in T ∗R2. Let (Σ, λ,R) be a real contact
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manifold. We define the set
SpecR(Σ, λ) ⊂ Spec(Σ, λ)
of all periods of R-symmetric periodic Reeb orbits. Then above Theorems
about spectral invariants in WFH∗(ν
∗Q1;M
c










−(P + 1) +
√



















for N = 1, 2, · · · , P for any P ∈ N. Thus the spectral gaps hold also for
symmetric orbits.





R). Using Theorem C3 and Theorem B, we
have the following Theorem.
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for spectral invariants of ΠR,ΠD ∈ H∗(PQ1,Q2S2) in wrapped Floer homology
of M cH with respect to ν
∗Q1 and ν
∗Q2.
As we discussed in Example 5.2.9, a chord from ν∗Q1 to ν
∗Q2 corresponds
to a doubly symmetric periodic orbit. Thus we can say that there exists a
doubly symmetric orbit whose action is less than π for the regularized Hill’s




A.1 Appendix: Maslov indices for paths of
Lagrangian subspaces
We summarize definitions and results in [46] for the definition of indices which
are used as grades in symplectic homology and wrapped Floer homology in
this thesis. We begin with the Maslov index for the loop. In order to define the
Maslov index for the loop, we have to define the Lagrangian Grassmannian
and research its topology.
For the standard symplectic vector space (R2n, ω0), a subspace L is called
Lagrangian subspace if L is n-dimensional and ω0(x1, x2) = 0 for all x1, x2 ∈
L. We call the space of all Lagrangian subspace Λ(n) by Lagrangian Grass-
mannian. Then it is easy to see that Λ(n) has the structure of a homogeneous
space
Λ(n) = U(n)/O(n)
because U(n) acts on Λ(n) transitively and O(n) is the stabilizer. If we define
the following map
ρ : U(n)/O(n)→ S1, [A] 7→ detA2,
then this is well-defined and gives an isomorphism for the fundamental group,
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see [10]. In other words, the induced homomorphism
ρ∗ : π1(Λ(n))→ π1(S1) ∼= Z
is an isomorphism and so π1(Λ(n)) ∼= Z. For a loop λ : S1 → Λ(n) in
the Lagrangian Grassmannian, we define Maslov index of λ by ρ∗[λ] ∈ Z.
Explicitly, this is the degree of the map
ρ ◦ λ : S1 → S1
for the loop λ on Λ(n).
We want to generalize the Maslov index for loops to the Maslov index
for paths. For this generalization, we need to define the Maslov cycle defined
in [10]. We fix a base point L0 ∈ Λ(n) and define the following submanifold
of Λ(n)
Λk(n) := {L ∈ Λ(n)| dim(L ∩ L0) = k}
for each k = 0, 1, · · · , n. Then we state the following facts as Proposition.
Proposition A.1.1. The spaces have the following dimensions.
(1) dim Λ(n) = n(n+1)
2
,





In particular, Λ0(n) is an open subset of Λ(n) and Λ1(n) has codimension 1
in Λ(n).
The closure of Λ1(n)
ΛL0 := Λ
1(n) = ∪nk=1Λk(n)
is called Maslov cycle (associated to L0). The Maslov index for a loop can be
interpreted as an intersection number with the Maslov cycle. For a loop of
Lagrangian subspace, this intersection number is independent of the choice
of base point L0, see [10]. The advantage of this interpretation is allowing
us to generalize to the path case. Robbin and Salamon proposed in [46] a
Maslov index for any path regardless of where its endpoints lies. In order to
define this index, we introduce the following identification of TL0Λ(n) with
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quadratic form on L0. We fix a Lagrangian complement L1 of L0, that is,
R2n = L0 ⊕ L1. Then we can define an isomorphism
TL0Λ(n)→ S2(L0), L̂ 7→ QL0(L̂)
between the tangent space at L0 and the space of quadratic forms. Let us
define the quadratic form QL0(L̂) on L0. For a path L(t) ∈ Λ(n) such that
L(0) = L0 and
d
dt
L(0) = L̂, we can find w(t) ∈ L1 such that v + w(t) ∈ L(t)







It is proved in [46] that QL0(L̂) defines a quadratic form on L0 and is inde-
pendent of the choice of L1.
Definition A.1.2. We fix a base point L ∈ Λ(n). Let λ : [a, b] → Λ(n)
be smooth curve of Lagrangian subspaces. A number t ∈ [a, b] is called a
crossing for λ if λ(t) ∩ L 6= {0}. At a crossing t, the quadratic form
Γ(λ, L; t) = Qλ(t)(λ̇(t))|λ(t)∩L
is called the crossing form at t. A crossing t is called regular if the corre-
sponding crossing form is nonsingular.
For a path λ : [a, b] → Λ(n) with only regular crossings, we define the




signΓ(λ, L; a) +
∑
a<t<b




with respect to L. Using the following Lemma, we can extend this definition
to paths having nonregular crossing.
Lemma A.1.3. Every Lagrangian path is homotopic with fixed endpoints to
a path having only regular crossings.
We recall the following Theorem in [46].
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Theorem A.1.4 (Robbin-Salamon). The Maslov index satisfies the follow-
ing properties.
• (Naturality) For a symplectic matrix Φ, µΦL(Φλ) = µL(λ).
• (Catenation) For a < c < b, µL(λ) = µL(λ|[a,c]) + µL(λ|[c,b]).
• (Product) µL0⊕L1(λ0 ⊕ λ1) = µL0(λ0) + µL1(λ1).
• (Localization) If L = Rn × {0} and λ(t) = Graph(A(t)) for a path




• (Homotopy) If two paths λ0, λ1 : [a, b] → Λ(n) with λ0(a) = λ1(a)
and λ0(b) = λ1(b) are homotopic relative to endpoints if and only if
they have the same Maslov index.
• (Zero) Every path λ : [a, b]→ Λk(n) has Maslov index 0.
We have defined the Maslov index for paths of Lagrangian submanifold.
It is convenient to have such index for paths of symplectic matrices and it is
called the Conley-Zehnder index. We can explain the Conley-Zehnder index
in terms of the Maslov index discussed above.
We denote by Sp(2n) the group of 2n × 2n symplectic matrices. Define
its subset Sp∗(2n) of all 2n × 2n symplectic matrices which do not have 1
as an eigenvalue. Note that Sp∗(2n) is open and dense in Sp(2n). We have a
Maslov type index on the set
SP (2n) = {Ψ : [0, 1]→ Sp(2n)|Ψ(0) = I,Ψ(1) ∈ Sp∗(2n)}
of paths in Sp(2n). Consider the symplectic vector space (R2n × R2n,Ω =
(−ω0)×ω0). For Ψ ∈ SP (2n), it is easy to seeGraph(Ψ(t)) ⊂ (R2n×R2n,Ω) is
a Lagrangian subspace for each t ∈ [0, 1]. Thus we have a path of Lagrangian
subspaces. We define the Conley-Zehnder index
µCZ(Ψ) := µ4(Graph(Ψ))
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for Ψ ∈ SP (2n) where 4 is the diagonal of R2n × R2n. We state properties
of the Conley-Zehnder index for a path of symplectic matrices.
Theorem A.1.5. For each n ∈ N, there is a unique map
µnCZ : SP (2n)→ Z
satisfying the following properties.
• (Naturality) For any path Ψ : [0, 1] → Sp(2n), µCZ(Ψ−1ΦΨ) =
µCZ(Φ)
• (Homotopy) If Φ1 and Φ2 are homotopic in SP (2n), then µCZ(Φ1) =
µCZ(Φ2).
• (Zero) If Φ(s) has no eigenvalue on the unit circle for s > 0, then
µCZ(Φ) = 0.
• (Product) For n1 + n2 = n and Φ1 ∈ SP (2n1),Φ2 ∈ SP (2n2), we
can regard Φ1 ⊕ Φ2 as an element of SP (2n). Then µCZ(Φ1 ⊕ Φ2) =
µCZ(Φ1) + µCZ(Φ2).
• (Loop) If Ψ : [0, 1] → Sp(2n) is a loop, then µCZ(ΨΦ) = µCZ(Φ) +
2m(Ψ).
• (Signature) If S is a symmetric 2n× 2n matrix with ||S||op < 2π and




In fact, the map µnCZ is uniquely determined by (Homotopy), (Loop) and
(Signature) properties.
A.2 Appendix: Maslov indices on cotangent
bundles
In this Appendix, we introduce the vertical preserving trivialization for the
computation of Maslov index for Hamiltonian periodic orbits and Hamilto-
nian chords connecting conormal bundles in a cotangent bundle space. This
is borrowed from [1] and [2]. Thus see [1] and [2] for details.
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Let π : T ∗N → N be the cotangent bundle over a smooth orientable
n-manifold N . We define the vertical subbundle of TT ∗N by taking the fiber
ker dπ(x) ⊂ TxT ∗N
at x ∈ T ∗N . We denote by T vT ∗N the vertical subbundle of TT ∗N . We
consider the standard symplectic vector space (R2n = Rn×Rn, ω0). We denote
by λ0 the vertical Lagrangian subspace. We introduce vertical preserving
symplectic trivialization by the following Lemma.
Lemma A.2.1. (1) Let x : S1 = R/Z → T ∗N be a loop in T ∗N . Then the
symplectic vector bundle (x∗TT ∗N,ωcan) has a symplectic trivialization
Γ : S1 × R2n → x∗TT ∗N
such that Γ(t)(λ0) = T
v
x(t)T
∗N for all t ∈ S1.
(2) Let x : [0, 1]→ T ∗N be a path in T ∗N . Then the symplectic vector bundle
(x∗TT ∗N,ωcan) has a symplectic trivialization
Γ : [0, 1]× R2n → x∗TT ∗N
such that Γ(t)(λ0) = T
v
x(t)T
∗N for all t ∈ [0, 1].
One can find the proof of Lemma A.2.1 in Lemma 1.1 of [1]. Using vertical
preserving symplectic trivializations, we will define the Maslov indices of
nondegenerate Hamiltonian periodic orbits and nondegenerate Hamiltonian
chords. First, we consider the periodic orbit case. Let H : S1× T ∗N → R be
a time-dependent 1-periodic Hamiltonian on T ∗N . Let x : S1 → T ∗N be a
solution of the Hamiltonian system ẋ(t) = X tH(x(t)) of H. We can choose a
vertical preserving symplectic trivialization
Γ : S1 × R2n → x∗TT ∗N
by Lemma A.2.1. We define a path of symplectic matrices
ΦΓx(t) = Γ(t)
−1dφtH(x(0))Γ(0) ∈ Sp(2n), t ∈ [0, 1]
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from the linearized Hamiltonian flow dφtH . If x is nondegenerate, then Φ
Γ
x ∈




for the periodic orbit x. The trivialization Γ can be removed by Lemma A.2.3
below.
Remark A.2.2. In section 5.1, we defined Conley-Zehnder indices of Hamil-
tonian periodic orbits in a Liouville domain using filling disk. In the cotangent
bundle of a smooth orientable manifold, c1(TT
∗N) vanishes on π2(T
∗N).
Therefore, the index does not depend on the choice of filling disk in the
cotangent bundle case. Moreover, if x is a contractible periodic orbit, then
the vertical preserving trivialization can be extended to the filling disk and
the definitions coincide for contractible periodic orbits in T ∗N .
We recall the conormal bundle
ν∗Q := {x ∈ T ∗N |π(x) ∈ Q, x(v) = 0 for all v ∈ Tπ(x)Q}
of a submanifold Q ⊂ N . Let Q0 and Q1 be submanifolds of N . Let x :
[0, 1]→ T ∗N be a Hamiltonian chord from ν∗Q0 to ν∗Q1, that is,
ẋ(t) = X tH(x(t)), x(0) ∈ ν∗Q0, x(1) ∈ ν∗Q1.
We can choose a vertical preserving symplectic trivialization
Γ : [0, 1]× R2n → x∗TT ∗N
of x∗TT ∗N by Lemma A.2.1. We define the subspaces V Γ0 , V
Γ
1 of Rn by
ν∗V Γ0 = Γ(0)
−1Tx(0)ν
∗Q0, ν
∗V Γ1 = Γ(1)
−1Tx(1)ν
∗Q1
where the conormal bundles ν∗Vi are taken from the identification (R2n, ω0) ∼=
(T ∗Rn, ωcan). This trivialization can be achieved by considering canonical
local trivializations along x, see [2]. Note that dimV Γi = dimQi for i = 0, 1.
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We define the path of symplectic matrices
ΦΓx(t) = Γ(t)
−1dφtH(x(0))Γ(0) ∈ Sp(2n), t ∈ [0, 1].
This gives the following definition of Maslov index
µQ0,Q1(x) := µν∗V Γ1 (Φ
Γ
xν
∗V Γ0 ) +
1
2
(dimQ0 + dimQ1 − dimN)
of the Hamiltonian chord x. As before, this is independent of the choice of Γ
by Lemma A.2.3.
Lemma A.2.3. (1) If x is a Hamiltonian periodic orbit, then the Conley-
Zehnder index µCZ(Φ
Γ
x) does not depend on the choice of a vertical preserving
symplectic trivialization Γ.
(2) If x is a Hamiltonian chord connecting two conormal bundles ν∗Q0 and
ν∗Q1, then the Robbin-Salamon index µν∗V Γ0 (Φ
Γ
xν
∗V Γ0 ) does note depend on
the choice of a vertical preserving symplectic trivialization Γ.
One can find the proof of Lemma A.2.3 (1) in Lemma 1.2 of [1] and (2)
in Proposition 3.2 of [2].
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지에서의 스펙트랄 불변량들(spectral invariant)을 사교기하적 용량(symplec-
tic capacity)으로 재해석한다. 회전 케플러 문제로 정의되는 영역을 이차원
구의 코탄젠트 번들에서 정규화 한 파이버마다 별모양인 영역에 대한 스펙트
랄 불변량들을 계산한다. 그리고 회전 케플러 문제로 정의되는 영역을 이차원
구의 코탄젠트 번들(T ∗S2)에서 정규화(regularization)한 영역들과 힐의 달 문
제로 정의되는 영역을 이차원 구의 코탄젠트 번들에서 정규화한 영역들 사이
에 포함관계를 증명한다. 회전 케플러 문제에서 스펙트랄 불변량 계산과 회전
케플로문제와힐의달문제사이의포함관계증명을결합하면,스펙트랄불변
량의 단조성을 이용하여 힐의 달 문제에서 스펙트랄 불변량에 대한 추산값을
얻을 수 있다. 한 해밀턴 계에서 스펙트랄 불변량 값은 그 해밀턴 계가 가지
는 주기적인 궤도의 주기에 해당하는 값을 갖게되는 성질을 증명 할 수 있다.
이 성질을 이용하여 앞서 언급한 힐의 달 문제에서 스펙트랄 불변량에 대한
추산값으로 주기적인 궤도의 주기에 대한 정보를 얻을 수 있다. 특히, 힐의 달
문제에있는가장짧은주기를갖는주기적인궤도의주기에대한상한값을줄
수 있고 이 학위논문에서는 이 값이 π 보다 작다는 것을 입증한다. 라그랑지
경계 조건을 갖는 플로어 호몰로지를 고려하면 대칭인 주기적인 궤도에 대해
서도 앞에서 언급한 추산값을 그대로 사용할 수 있고 라그랑지 경계 조건을
서로 다른 라그랑지 부분 다양체로 택하면 이중 대칭인 주기적인 궤도에 대한
가장 짧은 주기의 상한값 역시 π라는 것을 증명할 수 있다.
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