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Path integral calculations of equilibrium isotope effects and isotopic fractionation are expensive due to
the presence of path integral discretization errors, statistical errors, and thermodynamic integration errors.
Whereas the discretization errors can be reduced by high-order factorization of the path integral and statis-
tical errors by using centroid virial estimators, two recent papers proposed alternative ways to completely
remove the thermodynamic integration errors: Cheng and Ceriotti [J. Chem. Phys. 141, 244112 (2015)]
employed a variant of free-energy perturbation called “direct estimators”, while Karandashev and Vaníček
[J. Chem. Phys. 143, 194104 (2017)] combined the thermodynamic integration with a stochastic change
of mass and piecewise-linear umbrella biasing potential. Here we combine the former approach with the
stochastic change of mass in order to decrease its statistical errors when applied to larger isotope effects, and
perform a thorough comparison of different methods by computing isotope effects first on a harmonic model,
and then on methane and methanium, where we evaluate all isotope effects of the form CH4−xDx/CH4 and
CH5−xD+x /CH
+
5 , respectively. We discuss thoroughly the reasons for a surprising behavior of the original
method of direct estimators, which performed well for a much larger range of isotope effects than what had
been expected previously, as well as some implications of our work for the more general problem of free energy
difference calculations.
I. INTRODUCTION
Equilibrium isotope effect and a closely related con-
cept of isotope fractionation1–3 belong among the most
useful experimental tools for uncovering the influence of
nuclear quantum effects on molecular properties.4,5 The
equilibrium (or thermodynamic) isotope effect measures
the effect of isotopic substitution on the equilibrium con-
stant of a chemical reaction and is defined as the ratio of
equilibrium constants,
EIE := K(B)/K(A), (1)
where A and B are two isotopologues of the reactant.
The equilibrium constant can, in general, be evaluated as
the ratio of the product and reactant partition functions
(K = Qprod/Qreact), and therefore every equilibrium iso-
tope effect can be computed as a product of several “ele-
mentary” isotope effects (IEs),
IE = Q(B)/Q(A), (2)
given by the ratio of partition functions corresponding to
different isotopologues. In the following, we will discuss
different approaches for evaluating these elementary par-
tition function ratios and call them “isotope effects” for
short.
The standard textbook approach for computing the
isotope effect assumes separability of rotations and vi-
brations, rigid rotor approximation for the rotations and
a)Electronic mail: konstantin.karandashev@alumni.epfl.ch
b)Electronic mail: jiri.vanicek@epfl.ch
harmonic approximation for the vibrations,5,6 but we will
focus our discussion on a more rigorous method that
avoids all three approximations and treats the problem
exactly. The method uses the Feynman path integral
formalism7–9 to transform the quantum partition func-
tion to a classical partition function of the “ring poly-
mer,” a larger, but classical system in an extended con-
figuration space; the isotope effect can then be evalu-
ated via the thermodynamic integration10 with respect
to mass.11–15 The main drawback of this approach is that
the “mass integral” is evaluated by discretizing the mass
and, as a result, introduces a certain integration error.
Although several elegant tricks reduce this integration
error significantly,1,2 it can never be removed completely
if the integral is evaluated deterministically.
This disadvantage of thermodynamic integration led
to the introduction of several strategies that avoid the
integration error altogether; these can be classified into
two main groups: The first group avoids discretizing
the mass integral by allowing the mass to take a con-
tinuous range of values during the simulation;15,16 this
approach is an example of a more general λ-dynamics
method17–19 for calculating free energy differences. Not
only do these techniques eliminate the integration error,
but they also tend to show faster statistical convergence
than does standard thermodynamic integration;16,20 this
property is similar to the improvement achieved by par-
allel tempering.21–23 The second group is based on the
free energy perturbation,1,15,24,25 which can be derived
by rewriting the ratio (2) using the Zwanzig formula;
the approach was proposed in Ref. 15, with more con-
venient estimators introduced in Ref. 3. Note, however,
that in the more general case of free energy difference cal-
culations one can come across a problem that cannot be
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2solved efficiently with either of these two general strate-
gies. For these complicated cases a third option is to run
an adiabatic free energy dynamics simulation26 and then
calculate the free energy difference from the ratio of the
resulting probability distributions.27,28 Because methods
based on finding ratios of probability densities may run
into difficulties discussed, for example, in Ref. 29, we do
not consider them here.
In Ref. 16, we introduced a method following the first
philosophy for eliminating the integration error—in par-
ticular, we showed that an effective Monte Carlo proce-
dure for changing the mass reduces the thermodynamic
integration error and that a special mass-dependent bias-
ing potential renders the integration error exactly zero.
Here, we explore the second strategy, namely the free
energy perturbation, or “direct estimator” approach;3,15
while direct estimators work best for isotope effects close
to unity, they can be applied to larger isotope effects as
well by rewriting Eq. (2) as a product of several smaller
isotope effects,15,30 which, incidentally, makes the result-
ing “stepwise” method reminiscent of thermodynamic in-
tegration. First, we investigate ways to optimize the
choice of the smaller isotope effects and the way they
are evaluated in order to decrease statistical error of the
calculated isotope effect. Second, since the statistical
convergence of thermodynamic integration can be im-
proved by changing the mass stochastically during the
simulation, it seems natural to combine this stepwise ap-
proach with the procedure for changing mass introduced
in Ref. 16; indeed, testing performance of the resulting
combined method on large isotope effects was the main
goal of this paper. Such a combination with direct es-
timators is only possible for a mass sampling procedure
that allows finite steps with respect to mass, making the
Monte Carlo procedure of Ref. 16 suitable for the task,
but disqualifying standard λ-dynamics algorithms based
on molecular dynamics. Lastly, it is interesting to con-
sider mass-scaled direct estimators used in this work as
a targeted free energy perturbation31 method, that is a
method that uses a physically motivated coordinate map-
ping (in this case transforming to and from mass-scaled
normal modes) to facilitate free energy perturbation cal-
culations. Since all methods discussed in this work rely
in some way on the mass-scaled normal mode transfor-
mation, their comparison can be rephrased as finding the
most efficient way to use a targeted free energy pertur-
bation transformation for a free energy difference calcu-
lation. This point will be elaborated further in Sec. IV.
To assess the numerical performance of the proposed
methodology, we apply it to evaluate isotope effects
in an eight-dimensional harmonic model and in full-
dimensional methane (CH4) molecule and methanium
(CH+5 ) cation. Methane was chosen because CH4 + D2
exchange is an important benchmark reaction for study-
ing catalysis of hydrogen exchange over metals32 and
metal oxides,33 and because the polydeuterated species
CH4−xDx are formed in abundance during the catalyzed
reaction. We therefore demonstrate how our new Monte
Carlo procedure allows computing not only the large
CD4/CH4 isotope effects, but also all CH4−xDx/CH4 iso-
tope effects (x = 1, . . . , 4) within a single simulation.
Methanium was used as an example of a highly fluxional
system with very small barriers separating 120 equiva-
lent local minima.34–36 As a consequence, the equilib-
rium properties of methanium, unlike those of methane,
cannot be reliably estimated with the harmonic approxi-
mation. We again evaluate all isotope effects of the form
CH5−xD+x /CH
+
5 (x = 1, . . . , 5).
II. THEORY
In this section, we explain how stochastic change of
mass16 can be combined with the method of direct
estimators3 in order to accelerate isotope effect calcula-
tions. In particular we show that for large isotope effects,
the stochastic implementation allows reducing the statis-
tical error while keeping the integration error zero. We
start with a brief overview of the path integral formalism,
thermodynamic integration, and stochastic implementa-
tion of the thermodynamic integration. For more details,
see Ref. 16, whose notation is followed here.
A. Path integral representation of the partition function
To evaluate the isotope effect (2) with path integrals,
one first needs a path integral representation of the par-
tition function Q = Tr exp(−βHˆ). For a molecular sys-
tem consisting of N atoms with massesmi (i = 1, . . . , N)
moving in D (= 3) spatial dimensions, the partition func-
tion can be expressed7,8 as the limit Q = limP→∞QP ,
where P is the number of imaginary time slices (the Trot-
ter number) and
QP =
∫
drρ(r) (3)
is the discretized path integral representation of Q. The
vector r contains all NDP coordinates of all N atoms
in all P slices of the extended configuration space; in
particular, r :=
(
r(1), . . . , r(P )
)
, where r(s), s = 1, . . . , P ,
is a vector containing ND coordinates of all atoms in
slice s. The statistical weight ρ(r) of each path integral
configuration is given by
ρ(r) = C exp [−βΦ(r)] , (4)
with the prefactor
C =
(
P
2piβ~2
)NDP/2( N∏
i=1
mi
)DP/2
(5)
3and with an effective potential energy of the classical ring
polymer given by
Φ(r) =
P
2β2~2
N∑
i=1
mi
P∑
s=1
|r(s)i − r(s−1)i |2 +
1
P
P∑
s=1
V (r(s)),
(6)
where r(s)i denotes the D components of r
(s) correspond-
ing to atom i, and V is the potential energy of the original
system. Since the path employed to represent the parti-
tion function is a closed path, we define r(0) := r(P ).
Note that QP is a classical partition function of a ring
polymer, a system in the extended configuration space
with NDP classical degrees of freedom exposed to the
effective potential Φ(r). For P = 1 the quantum path
integral expression (3) reduces to the classical partition
function.
B. Thermodynamic integration with respect to mass
A convenient way to evaluate the isotope effect (2)
is based on thermodynamic integration10 with respect
to mass.11 The isotope change is assumed to be con-
tinuous and parametrized by a dimensionless parame-
ter λ ∈ [0, 1], where λ = 0 corresponds to isotopo-
logue A and λ = 1 to isotopologue B. The simplest
possible choice for the mass interpolating function is a
linear interpolation,11–13 but faster convergence is often
achieved by interpolating the inverse square roots of the
masses,1
1√
mi(λ)
= (1− λ) 1√
m
(A)
i
+ λ
1√
m
(B)
i
, (7)
which is therefore the interpolation we will use in the nu-
merical examples below. (One can show rigorously that
this interpolation is the optimal one in harmonic systems
in the low temperature limit, but has a good behavior at
high temperature and in various other systems as well.)
If Q(λ) denotes the partition function of a fictitious
system with interpolated masses mi(λ), then the isotope
effect (2) can be expressed as an exponential of the “ther-
modynamic integral”
Q(B)
Q(A)
= exp
[∫ 1
0
d lnQ(λ)
dλ
dλ
]
= exp
[
−β
∫ 1
0
dF (λ)
dλ
dλ
]
, (8)
where F (λ) is the free energy corresponding to the
isotope change. While it is difficult to evaluate ei-
ther Q(A)P or Q
(B)
P with a path integral Monte Carlo
method, the logarithmic derivative d lnQP (λ)/dλ =
[dQP (λ)/dλ]/QP (λ) = −βdFP (λ)/dλ is a normalized
quantity and therefore can be computed easily with the
Metropolis algorithm with sampling weight ρ(λ)(r) cor-
responding to the fictitious system with masses mi(λ):
dFP (λ)/dλ = 〈[dF (λ)/dλ]est〉(λ) .
Here we used a general notation
〈Aest〉(λ) :=
∫
drAest(r)ρ
(λ)(r)∫
drρ(λ)(r)
for a path integral average of an observable A, given
by averaging the estimator Aest over an ensemble with
weight ρ(λ). An estimator for a quantity A is not unique;
different choices of the estimator result in different statis-
tical behavior. As the analogous centroid virial estimator
for energy37,38 (obtained by differentiating with respect
to inverse temperature β), the centroid virial estimator
for the isotope change12 (where the differentiation is with
respect to λ) has a statistical error that is independent
of P . This estimator, used in all our numerical examples,
is given by
[dF (λ)/dλ]cv =−
N∑
i=1
1
2mi
dmi
dλ
{
D
β
+
1
P
P∑
s=1
[
(r
(s)
i − r(C)i ) · ∇iV (r(s))
]}
,
(9)
where
r(C) :=
1
P
P∑
s=1
r(s) (10)
is the centroid coordinate and ∇i is the gradient with
respect to the coordinates of particle i. While in path
integral molecular dynamics gradients of V are available
and the centroid virial estimator is “free,” in path integral
Monte Carlo implementations only the potential energy
itself is required for sampling, and in order to avoid an
unnecessary evaluation of forces, one may evaluate the
centroid virial estimators by a single finite difference dif-
ferentiation with respect to λ.12,39
To summarize, the calculation of the isotope effect re-
quires running simulations at different values of λ and
then numerically evaluating the integral in Eq. (8).
C. Stochastic thermodynamic integration
Due to the discretization of the thermodynamic in-
tegral, the method of thermodynamic integration nec-
essarily introduces an integration error. While Ceriotti
and Markland1 reduced the integration error by optimiz-
ing the interpolation functions mi(λ), and thus obtained
Eq. (7), Maršálek and Tuckerman2 introduced higher-
order derivatives of Q(λ) with respect to λ. Alterna-
tively, we have shown16 that one can remove the integra-
tion error completely by including the λ variable as an
additional dimension in the Monte Carlo simulation, in a
similar manner to the more general λ-dynamics.15,17–20
More precisely, the λ-interval [0, 1] is divided into J
subintervals Ij := [λj−1, λj ], j = 1, . . . , J , with λ0 =
40 < λ1 < · · · < λJ = 1, and the isotope effect is then
calculated as
Q
(B)
P
Q
(A)
P
= lim
J→∞
exp
−β
J
J∑
j=1
〈[dF (λ)/dλ]cv〉Ij
 , (11)
where 〈· · · 〉Ij denotes an average over all path integral
configurations as well as over all λ ∈ Ij . The simulta-
neous stochastic evaluation of the thermodynamic and
path integrals permits using a much larger number of in-
tegration steps (i.e., J), rendering the integration error
negligible; if the simulation is, in addition, subject to
a special umbrella biasing potential that is a piecewise
linear function of λ, we have proven that the integra-
tion error becomes exactly zero.16 Our main goal here is
evaluating whether the stochastic change of mass can be
combined effectively with another method for evaluating
the isotope effect, namely the method of direct estima-
tors, which we review now.
D. Free energy perturbation and direct estimators for
equilibrium isotope effects
Free energy perturbation24,40 is an alternative strategy
which allows to calculate isotope effects without intro-
ducing an integration error.3,15 The approach consists in
rewriting Eq. (2) as
IE =
Q
(1)
P
Q
(0)
P
=
∫
ρ(1)(r)dr∫
ρ(0)(r)dr
=
∫
[ρ(1)(r)/ρ(0)(r)]ρ(0)(r)dr∫
ρ(0)(r)dr
=
〈
Z0,1th
〉(0)
,
(12)
where Z0,1th := ρ(1)(r)/ρ(0)(r) is the “thermodynamic di-
rect estimator,”3,15 numerically evaluated as
Z0,1th =
[
N∏
i=1
mi(1)
mi(0)
]DP/2
exp
(
P
2β~2
×
N∑
i=1
{
[mi(0)−mi(1)]
P∑
s=1
|r(s)i − r(s−1)i |2
})
.
(13)
However, a much lower statistical error is obtained by
using an alternative, mass-scaled direct estimator,3
Z0,1sc =
[
N∏
i=1
mi(1)
mi(0)
]D/2
exp
{
β
P
P∑
s=1
[
V (r(s))− V (r(s)0,1)
]}
,
(14)
where the scaled coordinates r(s)λ′,λ′′ are defined as
r
(s)
λ′,λ′′,i := r
(C)
i +
√
mi(λ′)
mi(λ′′)
(r
(s)
i − r(C)i ). (15)
The mass-scaled direct estimator can be derived by ex-
pressing Q(1) and Q(0) in Eq. (12) in terms of mass-
scaled normal mode coordinates u (see Appendix A of
Ref. 16 for details). This leads to a direct estimator
ρ˜(1)(u)/ρ˜(0)(u), which becomes Eq. (14) upon transfor-
mation back to standard Cartesian coordinates r. In con-
trast to the thermodynamic integration, the method of
direct estimators does not introduce an integration er-
ror; the direct estimators, however, are not suitable for
calculating large isotope effects, for which both Z0,1th andZ0,1sc exhibit large statistical errors because one always
uses a sampling weight ρ(0)(r) even though the natural
weight changes from ρ(0)(r) to ρ(1)(r). Although isotope
effect can be evaluated by running the simulation either
with ρ(0)(r) or ρ(1)(r), Cheng and Ceriotti noted3 that
running the simulation at the heavier isotope leads to
smaller statistical errors of Zsc; in Appendix A we prove
this property analytically for harmonic systems. In the
process we also encounter cases in which direct estimators
exhibit infinitely large root mean square errors, making
the calculation impossible to converge; however, as shown
in Appendix B, such situations cannot occur if one runs
the simulation at the lower-mass isotopologue while av-
eraging Zth or, for convex or bound potentials, at the
higher-mass isotopologue while averaging Zsc.
E. Stepwise implementation of the direct estimators
A simple way to bypass the issue of large statistical
errors of direct estimators for large isotope effects is per-
forming the calculation stepwise by factoring the large
isotope effect into several smaller isotope effects between
virtual isotopologues.15,30 For that purpose, one can, as
for thermodynamic integration, introduce a set of J + 1
intermediate values λj (j = 0, . . . , J) such that λ0 = 0,
λJ = 1, and write
Q(1)
Q(0)
=
J∏
j=1
Q(λj)
Q(λj−1)
. (16)
For J large enough, Q(λj)/Q(λj−1) will be sufficiently
close to unity, and hence can be evaluated with direct
estimators with a reasonably small statistical error. It
will prove useful to write Eq. (16), expressed in terms of
direct estimator averages, in a more general manner as
QP (1)
QP (0)
=
J∏
j=1
〈Zλj ,λjsc 〉(λj)
〈Zλj ,λj−1sc 〉(λj)
, (17)
by using an arbitrary reference value λj from the interval
Ij = [λj−1, λj ] as the λ-value of the sampling weight used
in the jth factor of the isotope effect; in a broader con-
text of free energy perturbations this approach is known
as “double-wide” sampling.41,42 From now on we will re-
fer to the stepwise evaluation of the isotope effect via
Eq. (17) simply as the method of “direct estimators.”
5Choices of λj and λj that minimize the statistical er-
ror are discussed in Appendix C; in general it appears
that λj = j/J (j = 0, . . . , J) and λj = (j − 1/2)/J
(j = 1, . . . , J) are quite close to the optimal values if in-
verse square root of mass interpolation (7) is used, and
therefore were used throughout this work.
F. Combining direct estimators with the stochastic change
of mass
In the original use of direct estimators,3 the largest
isotope effect was rather small, and hence it was possible
to evaluate several isotope effects in a single simulation.
In situations where the isotope effect is large, one should
use the generalized, stepwise expression (16) to compute
it, in order to avoid large statistical errors. In the previ-
ous subsection we assumed that each of the factors con-
tributing to the product (16) is obtained from a separate
simulation, as in Eq. (17).
Here, we propose, instead, to run a single simulation
which will explore all λj values at once in a way similar to
the stochastic thermodynamic integration with respect
to mass from Ref. 16 and described briefly in Subsec-
tion IIC. There are several reasons why this should be
advantageous.
The first, most obvious reason, is the same as for
stochastic thermodynamic integration from Ref. 16:
given fixed computational resources, it is much easier to
reach ergodicity, and therefore converge a single Monte
Carlo simulation than J separate simulations; in other
words, it is computationally less expensive to obtain a
converged isotope effect if all the factors in the right-
hand side of Eq. (17) are obtained from a single simula-
tion rather than from J separate simulations.
The second reason is similar to the motivation for the
original method of direct estimators,3 in which a sin-
gle Monte Carlo simulation suffices to evaluate several
different isotope effects; calculating all factors appear-
ing in Eq. (17) in a single simulation will indeed en-
able this at least for “sequential” isotope effects, such as
CH4−xDx/CH4 for x = 1, . . . , 4 or CH5−xD+x /CH
+
5 for
x = 1, . . . , 5 that will be presented below.
Last but not least, the stochastic change of λ can lead
to a decrease of statistical error of the calculated isotope
effect. Consider J sets of correlated samples obtained
from J independent simulations using the method of di-
rect estimators and run at different values of λ¯j ; reshuf-
fling the samples between simulations should make sam-
ples inside each simulation less correlated between each
other, thus lowering statistical error of averages obtained
from them. The proposed method can be regarded as
such a “shuffling,” and in this respect it resembles the par-
allel tempering or replica exchange Markov chain Monte
Carlo techniques,21–23 but for the latter approaches the
value of J that can be used in practice will depend on
the number of simulation replicas one can run simulta-
neously.
With this motivation in mind, it is easy to see that
to change λ value between different λj values one can
use the same procedure as that described in Ref. 16, the
only difference being that the trial λ value should be
restricted to a discrete set of values {λj}, j = 1, . . . , J ;
some more tedious details are left for Appendix D. The
overall isotope effect is again obtained from Eq. (17).
Combining stochastic change of mass with the thermo-
dynamic integration or stepwise direct estimators also
makes it possible to calculate several isotope effects at
once more efficiently. This result is discussed properly in
Supplementary Material using deuterization of methane
and methanium as examples.
III. NUMERICAL EXAMPLES
To test the stepwise and stochastic implementations
of the direct estimators, we applied them to a model
8-dimensional harmonic system and to several isotopo-
logues of methane and methanium. In addition we com-
pared the results of the new approaches with results of
the thermodynamic integration with either determinis-
tic or stochastic change of mass, and with the original
method of direct estimators.3 From now on, for brevity
we will refer to the five methods as follows: thermody-
namic integration with respect to mass (Subsection II B)
will be simply referred to as “thermodynamic integration”
(TI), thermodynamic integration with stochastic change
of mass (Subsection IIC) as “stochastic thermodynamic
integration” (STI), Cheng and Ceriotti’s original method
of direct estimators (Subsection IID) as “original direct
estimators” (ODE), stepwise application of direct estima-
tors (Subsection II E) as “direct estimators” (DE), and
stepwise application of direct estimators with stochastic
change of mass (Subsection II F) as “stochastic direct es-
timators” (SDE).
A. Computational details
The calculations presented in this work were done with
parameters mostly identical to those used in Ref. 16. The
DE and ODE calculations were done with the same num-
ber of different Monte Carlo steps and frequency of esti-
mators’ evaluation as TI, while the SDE calculations em-
ployed the same number of different Monte Carlo steps
and frequency of estimators’ evaluation as STI. In SDE
calculations, we additionally modified simple λ-moves
used in STI calculations according to a prescription de-
tailed in Appendix D. The way the λ interval was di-
vided into subintervals was also the same as in Sec. III
of Ref. 16.
As discussed in Sec. II B, results obtained with TI con-
tain integration error, which was estimated by comparing
the calculated isotope effects with the exact analytical43
values for a harmonic system with a finite Trotter num-
ber P and with the result of SDE for methane. (Recall
6that ODE, DE, and SDE have no integration error by
definition, while the absence of integration error in STI
was proven in Ref. 16.) Statistical errors were evaluated
with the “block-averaging” method44 for correlated sam-
ples the same way as in Sec. III of Ref. 16. Last but
not least, the path integral discretization error for the
harmonic system was estimated from a known analyti-
cal expression for finite P ,43 while for the CD4/CH4 and
CD+5 /CH
+
5 isotope effects it was estimated using a novel
procedure presented in Appendix E.
B. Isotope effects in a harmonic model
Numerical results are presented in Fig. 1 and corre-
spond to an 8-dimensional harmonic system with param-
eters identical to those used in Ref. 16. Panel (a) of
Fig. 1 shows that analytical values of the isotope effect
(at a finite value of P ) are reproduced accurately by all
five methods for several values of β~ω0, confirming, in
particular, that the proposed stepwise and stochastic im-
plementations of the direct estimators are correct.
Panel (b) displays the dependence of the thermody-
namic integration error on temperature. (Recall that the
integration error is zero for STI, ODE, DE, and SDE by
construction). The figure is a reminder of the fact that,
despite the improved mass interpolation scheme (7), TI
is the only of the five presented methods that exhibits
a significant integration error, especially noticeable at
higher temperatures since the mass interpolating func-
tion Eq. (7) was designed to be most effective in the deep
quantum regime.
Panel (c) of Fig. 1 compares statistical errors of the five
methods considered. The first evident trend is that at
lower temperatures ODE exhibit a larger statistical error
compared to the other methods; it illustrates the need to
use the stepwise (DE) or stochastic stepwise (SDE) vari-
ants instead in such cases. Secondly, similar statistical
errors are exhibited by TI and DE, as well as by STI and
SDE. This can be explained by noticing that in the limit
of large J TI becomes equivalent to DE, while STI be-
comes equivalent to SDE; to see this one can recall that
[dF (λ)/dλ]est is related to the derivative of Zλ′,λ′′sc with
respect to λ′′ and compare Eq. (17), Eq. (11), and the
midpoint rule used for thermodynamic integration in this
work [also see Eq. (32) of Ref. 16]. It is therefore reason-
able to expect that for large values of J or small isotope
effects statistical errors of TI and DE or STI and SDE
will be quite close; here J = 8 is apparently already suf-
ficient to enforce this tendency over a wide temperature
range.
Panel (d) of Fig. 1 displays integration errors of TI
as a function of the number J of λ intervals. Clearly,
for TI, the integration error approaches zero only in the
J → ∞ limit, which is, exceptionally, attainable in this
particular case since the Monte Carlo procedure produces
uncorrelated samples. Note, however, that in most prac-
tical calculations, this is impossible and the limit cannot
be reached.
Finally, panel (e) of Fig. 1 shows the dependence of
statistical errors on J , demonstrating that the statistical
errors of the four methods approach their limiting values
for J → ∞. As already mentioned earlier, similar sta-
tistical errors for TI and DE, or for STI and SDE in the
J →∞ limit are expected. Here, however, the tendency
is already observed at a surprisingly small value of J = 1
for TI and DE. For STI and SDE it is observed after
J = 64.
C. Deuteration of methane
1. Computational details
As mentioned above, calculation parameters for DE,
SDE, and ODE are identical to those from Ref. 16, with
a few modifications described in Subsection IIIA; the TI
and STI results were taken from Ref. 16. Here we only
add that the computational time spent on TI, STI, SDE,
DE, and ODE calculations was approximately the same.
For each temperature we also ran calculations at λ = 0
and λ = 1 to estimate the path integral discretization
error with the method explained in Appendix E which
uses estimator W2 for Q2P /QP . These simulations were
107 Monte Carlo steps long, 14% were whole-chain moves
and 86% were multi-slice moves performed on one sixth
of the chain with the staging algorithm45,46 (this guar-
anteed that approximately the same computer time was
spent on either of the two types of moves). W2 was eval-
uated only after each ten Monte Carlo steps to decrease
the calculation cost.
2. Results and discussion
The results of the calculations of the CD4/CH4 isotope
effect are presented in Fig. 2, with TI and STI results
from Ref. 16 plotted for comparison. Panel (a) shows that
the isotope effects calculated with the five different meth-
ods described in Sec. II agree, confirming that SDE were
implemented correctly, even though TI does exhibit a
small integration error [see panel (b)]. Panel (c) of Fig. 2
shows that STI, SDE, TI, and DE exhibit quite similar
statistical errors, while the ODE, quite surprisingly, ex-
hibit statistical errors quite close to stepwise approaches
for all but the lowest temperature. Several reasons why
ODE seem to perform well for a rather large range of
isotope effect values are analyzed in Appendix B.
For reference, the SDE, DE, and ODE values plotted
in Fig. 2 are listed in Table I together with their dis-
cretization errors estimated by the method described in
Appendix E. Note that the discretization error only de-
pends on P and not on the method used for the isotope
effect calculation, and that our method for estimating
this discretization error exhibits favorable statistical be-
havior.
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Figure 1. Isotope effect calculations in an eight-dimensional harmonic model from Ref. 16. Results of thermodynamic integration
(TI), stochastic thermodynamic integration (STI), stepwise direct estimators (DE), stochastic direct estimators (SDE), and
original direct estimator (ODE) approach from Ref. 3 are compared with exact analytical values (for the same finite Trotter
number P ). The proposed method is SDE, while DE already provide some improvement over ODE. Panels (a)-(c) show the
temperature dependence of (a) the isotope effect, (b) its integration errors for TI, and (c) its statistical root mean square errors
(RMSEs). Panels (d)-(e) display the dependence of integration errors (for TI) and RMSEs on the number J of integration
subintervals at a temperature given by β~ω0 = 32.
As mentioned in Ref. 16, benefits of stochastically
changing mass become most apparent when computa-
tional resources are limited. We therefore compared iso-
tope effects obtained with TI, DE, STI, SDE, and ODE
using simulations of increasing length, starting with very
short, and hence nonergodic simulations. The results of
these calculations, performed according to a prescription
detailed in Ref. 16, are plotted in Fig. 3. The general
tendency is the same as was observed in Ref. 16: ap-
proaches that require several simulations to evaluate the
isotope effect (TI and DE) require more Monte Carlo
steps in total to achieve converged results than those re-
quiring only one simulation (STI, SDE, and ODE). This
is due to a certain time needed for a simulation to ad-
equately explore the r space; while TI and DE need to
take the corresponding minimal number of Monte Carlo
steps for J simulations, STI, SDE, and ODE need to do it
only for one simulation. For STI and SDE this benefit is
slightly counteracted by introducing an extra dimension
λ to be explored by the simulation, but we have found
our Monte Carlo procedure tends to explore this dimen-
sion much faster than r in realistic simulations; a model
example, where this is not the case, is provided in Sec. II
of Supplementary Material.
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Figure 2. CD4/CH4 isotope effect (IE) computed with sev-
eral methods. Panels (a)-(c) show the temperature depen-
dence of (a) the isotope effect, (b) its integration errors for
thermodynamic integration, and (c) its statistical root mean
square errors (RMSEs).
D. Deuteration of methanium
In this subsection we evaluate the CD+5 /CH
+
5 isotope
effect using the same techniques as for methane in Sub-
sec. III C and Ref. 16, including TI, DE, STI, SDE, ODE,
and harmonic approximation; the only difference of the
calculation parameters was that J = 5 was employed
for mass discretization. Potential energy surface from
Ref. 47 was used during the simulations.
The resulting isotope effects are plotted in Fig. 4 along
with their root mean square errors and integration error
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Figure 3. Impact of nonergodicity appearing in shorter cal-
culations of the CD4/CH4 isotope effect (IE) at T = 200 K.
Panel (a) presents the convergence of the IE as a function of
the number of potential energy evaluations needed for calcula-
tions with different simulation lengths, while panel (b) shows
the corresponding error of the IE (in logarithmic scale) rela-
tive to a converged stochastic direct estimators (SDE) result.
The horizontal line in panel (a) labeled “SDE (converged)” is
the converged SDE result ln(IESDE) = 19.785 from Fig. 2 and
Table I; the same value was used as a reference in panel (b).
for TI. As seen in panel (a), the four path integral meth-
ods that do not exhibit integration error (DE, SDE, STI,
and ODE) agree with each other up to statistical error,
while TI exhibits a noticeable, but rather small, integra-
tion error plotted in panel (b). Panel (c) shows root mean
square errors of the isotope effect obtained with different
methods. As was the case for methane, TI, DE, STI, and
SDE exhibit similar statistical errors in the entire tem-
perature range. ODE exhibit statistical errors similar to
the other four methods for all temperatures but the low-
est one, for which using the stepwise approach decreases
the statistical error by approximately 40%; an analysis of
why ODE perform well for isotope effects of such a large
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Figure 4. CD+5 /CH
+
5 isotope effect (IE) computed with sev-
eral methods. For details, see caption of Figure 2.
magnitude is presented in Appendix B. Isotope effect val-
ues obtained with the harmonic approximation are also
plotted in panel (c) and they agree surprisingly well with
exact path integral methods in this case, probably be-
cause the greatest contributions to an isotope effect tend
to arise from more rigid molecular degrees of freedom
(e.g., movement of the carbon atom towards one of the
hydrogens), which are largely harmonic.48–50 Note that
the harmonic approximation was obtained by expanding
the potential energy about one of the 120 equivalent po-
tential energy minima of CH+5 . For reference, all calcu-
lated isotope effects along with the estimated discretiza-
tion errors are presented in Table II.
As in Subsec. III C, we compared isotope effects ob-
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Figure 5. Impact of nonergodicity appearing in shorter cal-
culations of the CD+5 /CH
+
5 isotope effect (IE) at T = 200 K.
For details, see the caption of Figure 3. The horizontal line
in panel (a) labeled “SDE (converged)” is the converged SDE
result ln(IESDE) = 22.674 from Fig. 4 and Table II; the same
value was used as a reference in panel (b).
tained with TI, DE, STI, SDE, and ODE using simula-
tions of increasing length, starting with very short, and
hence nonergodic simulations. The results of these cal-
culations, performed according to a prescription detailed
in Ref. 16, are plotted in Fig. 5. The general tendency
is the same as was observed in Ref. 16 and in the case
of methane in Subsec. III C: approaches that require sev-
eral simulations to evaluate the isotope effect (TI and
DE) require more Monte Carlo steps in total to achieve
converged results than those requiring only one simula-
tion (STI, SDE, and ODE).
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Table I. Values of the CD4/CH4 isotope effect (IE) obtained with direct estimators (DE), “stochastic direct estimators” (SDE),
and “original direct estimators” (ODE) (for other values seen in Fig. 2, see Ref. 16). The proposed methodology is SDE. The
discretization error is defined as IEP /IE− 1 and is estimated with the procedure described in Appendix E.
T (K) P ln(IE) (CD4/CH4) with statistical error Estimate ofDE SDE ODE discretization error (10−3)
200 360 19.786± 0.002 19.785± 0.002 19.790± 0.003 −5.1± 0.3
300 226 13.672± 0.002 13.672± 0.001 13.673± 0.001 −3.7± 0.2
400 158 10.666± 0.001 10.667± 0.001 10.666± 0.001 −3.2± 0.2
500 118 8.910± 0.001 8.910± 0.001 8.909± 0.001 −3.0± 0.2
600 90 7.780± 0.001 7.780± 0.001 7.780± 0.001 −3.0± 0.2
700 72 7.006± 0.001 7.005± 0.001 7.007± 0.001 −2.8± 0.2
800 58 6.451± 0.001 6.450± 0.001 6.451± 0.001 −2.8± 0.2
900 46 6.039± 0.001 6.039± 0.001 6.038± 0.001 −3.4± 0.2
1000 36 5.725± 0.001 5.726± 0.001 5.725± 0.001 −3.9± 0.2
Table II. Values of the CD+5 /CH
+
5 isotope effect (IE) obtained with several different methods. For details, see the caption of
Table I. The values of P for a given temperature were the same as those for methane listed in Table I.
T (K)
ln(IE) (CD+5 /CD
+
5 ) Estimate of
discretization
error (10−3)
Path integral values with statistical errors harmonic
approximationTI DE STI SDE ODE
200 22.669± 0.003 22.669± 0.003 22.671± 0.003 22.674± 0.003 22.665± 0.004 23.727 −5.0± 0.3
300 15.789± 0.002 15.790± 0.002 15.790± 0.002 15.789± 0.002 15.790± 0.002 16.446 −3.9± 0.3
400 12.411± 0.001 12.412± 0.001 12.410± 0.001 12.410± 0.001 12.413± 0.001 12.875 −3.5± 0.3
500 10.443± 0.001 10.444± 0.001 10.445± 0.001 10.444± 0.001 10.443± 0.001 10.796 −3.1± 0.2
600 9.181± 0.001 9.183± 0.001 9.183± 0.001 9.182± 0.001 9.183± 0.001 9.461 −3.0± 0.2
700 8.319± 0.001 8.321± 0.001 8.321± 0.001 8.321± 0.001 8.321± 0.001 8.549 −2.7± 0.2
800 7.703± 0.001 7.705± 0.001 7.705± 0.001 7.706± 0.001 7.704± 0.001 7.896 −3.1± 0.2
900 7.248± 0.001 7.250± 0.001 7.249± 0.001 7.249± 0.001 7.250± 0.001 7.414 −3.7± 0.2
1000 6.902± 0.001 6.904± 0.001 6.905± 0.001 6.905± 0.001 6.905± 0.001 7.048 −4.1± 0.2
IV. CONCLUSION
In this paper, we continued our program of accelerat-
ing the calculations of equilibrium isotope effects. Start-
ing from a basic idea of thermodynamic integration with
respect to mass,11 one can 1) accelerate statistical con-
vergence by using centroid virial estimators, which, in the
case of path integral Monte Carlo avoid evaluating forces
by employing a finite-difference derivative trick,12,13 2)
accelerate convergence to the quantum limit by employ-
ing higher-order factorizations of the path integral,51 and
3) reduce or remove the error of thermodynamic integra-
tion, which was the focus of the present work.
To remove the thermodynamic integration error, we
investigated optimal ways to use direct estimators3,15
for larger isotope effects. First, we introduced a near
optimal way to discretize the larger isotope effect into
smaller ones, and showed that the statistical error of the
resulting method was quite close to the corresponding er-
ror exhibited by thermodynamic integration. Second, we
showed how statistical convergence of the method could
be improved by combining it with the stochastic change
of mass. We referred to the resulting method as the
“stochastic direct estimators.”
We also observed that simple, original application of
the mass-scaled direct estimators proposed in Ref. 3 per-
formed well for isotope effects of surprisingly large mag-
nitudes. These results, combined with our discussion of
the method’s convergence and divergence in Appendix B,
indicate that the applicability of the direct estimators
could be broader than what had been reported before.
In the end, the approach of Ref. 3 can be quite efficient
for isotope effects much larger than unity, especially if
the system in question allows to capitalize on atom in-
terchangeability. Yet, for the largest isotope effects using
stochastic direct estimators is still preferable, as indi-
cated by our results for the deuterization of methane and
methanium at lower temperatures.
The way we used mass-scaled normal modes to define
mass-scaled λ-moves can be extended to any mapping
used in targeted free energy perturbation31 provided the
mapping is non-local. In this context our results com-
pare using the same physically-motivated mapping either
to perform a free energy perturbation calculation (orig-
inal direct estimators) or to define an analogue of our
Monte Carlo procedure and combine it with thermody-
namic integration or stepwise free energy perturbation.
The quality of the mapping affects statistical errors of
the first approach through dispersion of the free energy
perturbation estimator; in the second approach estimator
properties are less affected, but an inefficient procedure
11
for sampling λ can increase correlation length of the sam-
ples. Our results for methane and methanium at lower
temperatures illustrate how the second approach is less
affected by the quality of the mapping.
Finally, let us mention that stochastic direct estimators
can be combined with the Takahashi-Imada or Suzuki
fourth-order factorizations52–55 of the Boltzmann oper-
ator, which would allow lowering the path integral dis-
cretization error of the computed isotope effect for a given
Trotter number P , and hence a faster convergence to the
quantum limit.2,51,56,57
SUPPLEMENTARY MATERIAL
Section I of Supplementary Material describes an al-
ternative procedure, in which several isotope effects are
evaluated simultaneously. Examples include four isotope
effects of the form CH4−xDx/CH4 (x= 1, . . . , 4) and five
isotope effects CH5−xD+x /CH
+
5 (x = 1, . . . , 5). Section II
analyzes effects of nonergodicity on isotope effect calcu-
lations in the harmonic model.
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Appendix A: Statistical errors, convergence, and divergence of
direct estimators for an isotope effect in a harmonic system
In this appendix we derive P →∞ limits of root mean
square errors (RMSEs) of direct estimators Zth and Zsc
for a harmonic system. For simplicity, the system is
defined as N particles with masses mi moving in one-
dimensional Cartesian space, the corresponding oscilla-
tor frequencies being ωi. We are mainly interested in the
relative statistical error of A, that is ∆A/A, where
∆A =
√
〈A2〉 − 〈A〉2 (A1)
is the RMSE of A and 〈X〉 denotes an average over all
samples of X. To simplify the analytical derivation, in-
stead of ∆A/A, we will evaluate the quantity
(
∆A
A
)2
+ 1 =
〈A2〉
〈A〉2 . (A2)
For a direct estimator Z0,1 this ratio takes the form
〈(Z0,1)2〉(0)
(〈Z0,1〉(0))2 =
Q(0)
∫
(Z0,1)2ρ(0)(r)dr
[Q(1)]2
. (A3)
For Z0,1th , we have
∫
(Z0,1th )2ρ(0)(r)dr =C
∫
dr
[
N∏
i=1
mi(1)
mi(0)
]P
× exp
{
P
2β~2
N∑
i=1
[mi(0)− 2mi(1)]
P∑
s=1
|r(s)i − r(s−1)i |2 −
β
P
P∑
s=1
V (r(s))
} (A4)
=
(
N∏
i=1
{
1 +
[mi(1)−mi(0)]2
mi(0)[2mi(1)−mi(0)]
})P/2(
P
2piβ~2
)NP/2{ N∏
i=1
[2mi(1)−mi(0)]
}P/2
×
∫
exp
{
− P
2β~2
N∑
i=1
[2mi(1)−mi(0)]
P∑
s=1
|r(s)i − r(s−1)i |2 −
β
P
P∑
s=1
V (r(s))
}
dr.
(A5)
If mi(0) > 2mi(1) for some i, then the first term in the argument of the exponential becomes positive and for large
enough values of P the integral over r starts to diverge; this can be easily seen after rewriting it in terms of mass-
scaled normal modes (see Appendix A of Ref. 16). If mi(0) < 2mi(1), then interpreting the integral over r as the path
integral representation of the partition function (3) for a harmonic system with rescaled masses reveals the limiting
behavior
lim
P→∞
∫
(Z0,1th )2ρ(0)(r)dr = limP→∞
N∏
i=1
{
1 + [mi(1)−mi(0)]2/m(0)/[2mi(1)−mi(0)]
}P/2
2 sinh
(
β~ωi
√
m(0)/[2mi(1)−mi(0)]/2
)
= +∞,
(A6)
implying the divergence of the statistical error of the thermodynamic direct estimator, consistent with the similar
divergence of the “thermodynamic free energy perturbation” estimator of Ref. 1. For Z0,1sc , we have∫
(Z0,1sc )2ρ(r)dr = C
[
N∏
i=1
mi(1)
mi(0)
]∫
dr exp
{
− P
2β~2
N∑
i=1
mi(0)
P∑
s=1
|r(s)i − r(s−1)i |2 −
β
P
P∑
s=1
[
2V (r
(s)
0,1)− V (r(s))
]}
.
(A7)
To simplify this expression, let us rewrite it in terms of mass-scaled normal modes u (see Appendix A of Ref. 16). We
will only consider the case of an even P , with the case of odd P being completely analogous. For a harmonic system,
we have
1
P
P∑
s=1
V (r(s)) =
N∑
i=1
mi(0)ω
2
i
2P
P∑
s=1
|r(s)i |2
=
N∑
i=1
ω2i
mi(0)|r(C)i |2
2
+
|a(P/2)i |2
2
+
P/2−1∑
k=1
(|a(k)i |2 + |b(k)i |2)
 , (A8)
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and recalling the expression (15) for r(s)0,1 in terms of mass-scaled normal modes yields
1
P
P∑
s=1
V (r
(s)
0,1) =
N∑
i=1
ω2i
mi(0)
mi(1)
mi(1)|r(C)i |2
2
+
|a(P/2)i |2
2
+
P/2−1∑
k=1
(|a(k)i |2 + |b(k)i |2)
 . (A9)
Combining this with the expression for the effective potential Φ˜(u) (see Appendix A of Ref. 16) leads to∫
(Z0,1sc )2ρ(u)du =
[
N∏
i=1
mi(1)
mi(0)
]
C˜
∫
dr(C) exp
[
−β
N∑
i=1
mi(0)ω
2
i |r(C)i |2
2
]
×
∫
da(P/2) exp
{
−2P
2|a(P/2)|2
β~2
− β
N∑
i=1
ω2i |a(P/2)i |2
2
[
2
mi(0)
mi(1)
− 1
]}
×
P/2−1∏
k=1
∫
da(k)db(k) exp
{
−2P
2
β~2
(
1− cos 2pik
P
)
(|a(k)|2 + |b(k)|2)
−β
N∑
i=1
ω2i (|a(k)i |2 + |b(k)i |2)
2
[
2
mi(0)
mi(1)
− 1
]}
.
(A10)
If mi(1) > 2mi(0) for some i, then for large enough ωi the expression will diverge, implying the divergence of the
statistical error of the mass-scaled direct estimator. Otherwise rescaling each r(C)i by a factor of
√
2mi(0)/mi(1)− 1
and comparing the resulting expression to QP rewritten in terms of u yields
lim
P→∞
∫
(Z0,1sc )2ρ(u)du =
N∏
i=1
{
mi(1)
mi(0)
√
2mi(0)/mi(1)− 1
2 sinh(β~ωi
√
2mi(0)/mi(1)− 1/2)
}
(A11)
We now introduce the function
fi(x) =
√
x
2 sinh(β~
√
kix/2)
, (A12)
where ki is the force constant for the ith degree of free-
dom, in order to rewrite expression (A3) in the limit
P →∞ as
〈(Z0,1sc )2〉(0)
(〈Z0,1sc 〉(0))2
=
N∏
i=1
fi[1/mi(0)]fi[2/mi(1)− 1/mi(0)]
{fi[1/mi(1)]}2 .
(A13)
Since fi(x) is a monotonously decreasing function of x
for each i = 1, . . . , N , it is straightforward to show that
if mi(0) < mi(1) for all i = 1, . . . , N , then the identity
(A13) implies the inequality
〈(Z1,0sc )2〉(1)
(〈Z1,0sc 〉(1))2
<
〈(Z0,1sc )2〉(0)
(〈Z0,1sc 〉(0))2
. (A14)
This final inequality proves, for harmonic systems, an
observation from Ref. 3: If one evaluates an isotope ef-
fect in a harmonic system using direct estimators for the
isotope effect, then running a path integral simulation at
the larger value of mass leads to smaller statistical errors
than running the simulation at the lower value of mass.
Appendix B: Sufficient conditions for the convergence of
direct estimators for isotope substitution
In this appendix we discuss several sufficient conditions
that guarantee that direct estimators exhibit a finite root
mean square error. For Z0,1th this is obviously the case if
2mi(1) ≥ mi(0) for all i = 1, . . . , N , as in this case the
path integral appearing in Eq. (A4) will have an upper
bound of∫
(Z0,1th )2ρ(0)(r)dr ≤ C
[
N∏
i=1
mi(1)
mi(0)
∫
e−βV (r
(1))/P dr(1)
]P
.
(B1)
This upper bound goes to infinity as P → ∞, as should
be expected from Z0,1th exhibiting an infinitely large sta-
tistical error in this limit. For Z0,1sc , we start by noting
that the root mean square error of a bound observable is
always finite, which is obviously the case if the potential
function V itself is bound. Z0,1sc is also bound if V is
convex and mi(0) > mi(1) for all i = 1, . . . , N . Indeed,
for a given s = 1, . . . , P
V (r(s))− V (r(s)0,1) ≤ ∇V (r(s)) · (r(s) − r(s)0,1), (B2)
which follows from V (r(s)) being a convex function of
one variable when change along the direction r(s) − r(s)0,1
is considered. From the definition (15) of r(s)0,1 we obtain
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a positive definite matrix A such that
r(s) − r(s)0,1 = A · (r(s) − r(C)). (B3)
We also introduce
r˜(s)(τ) = τr(s) + (1− τ)r(C) (B4)
and write
∇V (r(s)) ·A · (r(s) − r(C)) =∇V (r(C)) ·A · (r(s) − r(C)) +
∫ 1
0
dτ(r(s) − r(C)) ·
(
A
∂2V (r(s))
∂(r(s))2
∣∣∣∣
r(s)=r˜(s)(τ)
)
· (r(s) − r(C)).
(B5)
Since V is a convex function, ∂2V (r(s))/∂(r(s))2
is a positive semi-definite matrix, and therefore
A∂2V (r(s))/∂(r(s))2 has non-negative eigenvalues. Thus,
for each τ
(r(s)−r(C))·
(
A
∂2V (r(s))
∂(r(s))2
∣∣∣∣
r(s)=r˜(s)(τ)
)
·(r(s)−r(C)) ≥ 0.
(B6)
Combining Eqs. (B2), (B5), and (B6), then summing the
result over s leads us to
P∑
s=1
[V (r(s))−V (r(s)0,1)] ≤ ∇V (r(C))·A·
P∑
s=1
(r(s)−r(C)) = 0,
(B7)
proving that in this case Z0,1sc is bound in a way that does
not depend on P
Z0,1sc ≤
[
N∏
i=1
mi(1)
mi(0)
]D/2
. (B8)
Appendix C: Optimal choice of mass discretization and
reference masses for the stepwise application of direct
estimators
In this appendix we discuss choices of λj and λj that
minimize the root mean square error of the direct esti-
mator expression (17). In other words, we discuss the
optional choice of the partition of the interval [0, 1] into
subintervals [λj−1, λj ] and the optimal choice of the ref-
erence masses (λj) in each of the subintervals [λj−1, λj ].
The first part of the problem is the choice of
λ that minimizes the statistical error of the ratio
〈Zλ,1sc 〉(λ)/〈Zλ,0sc 〉(λ). Estimating the root mean square
error of this ratio analytically is problematic as the av-
erages are obtained from the same Monte Carlo trajec-
tory, and hence are correlated. Even if one could neglect
the correlation between the two averages, the resulting
estimate for an optimal λ value would be too compli-
cated to be useful. Yet, we can suggest two rules of
thumb based on an approximate behavior in the deep
quantum regime because the most quantum degrees of
freedom typically contribute the most to the statistical
error. [Equation (A13) can be shown to imply this.] For
simplicity let us consider a one-dimensional harmonic os-
cillator with force constant k, mass changed fromm(0) to
m(1) > m(0), and m(λ) given by the inverse square root
interpolation formula (7). Assuming the averages of Zλ,1sc
and Zλ,0sc to be approximately independent and to have
the limiting behavior of Eq. (A3) at low temperatures
allows us to write
[
∆(〈Zλ,1sc 〉(λ)/〈Zλ,0sc 〉(λ))
〈Zλ,1sc 〉(λ)/〈Zλ,0sc 〉(λ)
]2
≈
[
〈(Zλ,1sc )2〉
〈Zλ,1sc 〉2
+
〈(Zλ,0sc )2〉
〈Zλ,0sc 〉2
− 2
]
β →∞∼
√
m(1)[2m(λ)−m(1)]
m(λ)
exp
β~√k
 1√
m(1)
− 1
2
√
m(λ)
− 1
2
√
2
m(1)
− 1
m(λ)

+
√
m(0)[2m(λ)−m(0)]
m(λ)
exp
β~√k
 1√
m(0)
− 1
2
√
m(λ)
− 1
2
√
2
m(0)
− 1
m(λ)
 .
(C1)
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Figure 6. Relative root mean square error (RMSE) of
〈Zλ,1〉(λ)/〈Zλ,0〉(λ) as a function of λ for the harmonic system
used in Ref. 16 with β~ω0 = 32.
We also assume that Zλ,1sc does not exhibit a divergent
behavior [as described in Appendix A], since it could only
appear in this problem for very exotic mass differences
[m(1) > 2m(0)] and a too sparse discretization into λ
subintervals. In the β → ∞ limit, differentiating either
term in (C1) with respect to λ and dividing the result
by βdm(λ)/dλ leads to an expression whose magnitude
in the β → ∞ limit will be mainly determined by the
argument of the exponential. The minimum corresponds
to derivatives of the two terms having the same magni-
tude to cancel out, which implies the arguments of the
two exponentials being approximately equal. Straightfor-
ward algebra indicates the argument of the first exponent
is larger than in the second one at λ = 1/2, while the
inequality is reversed at λ = 1, implying that the mini-
mum lies in the interval [1/2, 1], which is consistent with
the optimal λ¯ value found in test calculations we have
performed with several harmonic systems. We have not
observed a significant difference between statistical errors
obtained for λ = 1/2 or λ = 1 in a wide range of situa-
tions; in the limit of large J , however, picking λ = 1/2
becomes numerically identical to performing thermody-
namic integration with the midpoint rule, while choosing
λ = 1 would correspond to the right hand rule, which
should lead to worse performance. λ = 1/2 was therefore
the choice used in this work.
To illustrate our estimate for the optimal λ, in Fig. 6
we plot root mean square error of 〈Zλ,1〉(λ)/〈Zλ,0〉(λ) as
a function of λ for the same harmonic system as in Sub-
section III B with β~ω0 = 32. Evidently, the optimal λ
is in the interval [1/2, 1] and is quite close to 1/2.
We will now discuss the best way to partition a large
isotope effect into smaller isotope effects, each of which
can be evaluated with the original direct estimators. As-
suming that the midpoint was used for an evaluation of
an intermediate isotope effect Q(λ′′)/Q(λ′) one can ob-
tain the following approximate upper bound for the rel-
ative statistical error in the low temperature limit
[
∆(〈Zλ,1sc 〉(λ)/〈Zλ,0sc 〉(λ))
〈Zλ,1sc 〉(λ)/〈Zλ,0sc 〉(λ)
]2
.β→∞ exp
{
β~
√
k
2
[
1√
m(0)
− 1√
m(1)
]}
≈ Q(1)
Q(0)
. (C2)
In this approximation the problem of minimizing statis-
tical error of a “stepwise” direct estimator isotope effect
calculation is equivalent to minimizing a sum of positive
terms whose product is fixed. Since the solution of the
latter problem requires all terms of the sum being equal,
the resulting rule of thumb is to pick the intermediate
isotope effects approximately equal in magnitude. In the
low temperature limit, and with mass interpolation (7),
this is equivalent to having the intermediate isotope ef-
fects correspond to λ subintervals of equal size. To check
this estimate we ran some test calculations for the same
system as in Subsection III B with β~ω0 = 32 using di-
rect estimators and J = 2 with different values of λ1. The
resulting root mean square errors are plotted in Fig. 7;
for this rather quantum harmonic oscillator root mean
square error is indeed minimized if λ1 is close to 1/2.
Appendix D: Details of combining direct estimators with
stochastic change of mass
The procedure for changing masses between discrete
values λj of λ for SDE is mostly the same as the one
described for STI in Subsection II C of Ref. 16, but for
two important differences. First, the umbrella potential
Ub(λ) is now updated in such a way that it satisfies for
all j = 1, . . . J − 1 the condition
exp{β[Ub(λj)− Ub(λj+1)]} = 〈Z
λj+1,λj
sc 〉(λj+1)
〈Zλj ,λjsc 〉(λj)
(D1)
in order to minimize the statistical error of the calcu-
lated isotope effect. Second, since the evaluation of the
acceptance criterion for the simple λ-move appearing in
Eq. (23) of Ref. 16 is computationally inexpensive and
we only need to consider a finite (and typically small)
number of λ-values, it is possible to include the accep-
tance probability into the trial distribution, leading to
the following procedure:
Simple λ-move:
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Figure 7. Relative root mean square error (RMSE) of the
isotope effect evaluated with direct estimators [DE, Eq. (17)]
with J = 2 as a function of λ1 for the harmonic system used
in Ref. 16 with β~ω0 = 32.
1. For each j = 1, . . . , J calculate:
pj =
[
N∏
i=1
mi(λj)
]
× exp
[
− P
2β~2
N∑
i=1
mi(λj)
P∑
s=1
|r(s)i − r(s−1)i |2
− βUb(λj)
] (D2)
p˜j =
∑j
j′=1 pj′∑J
j′=1 pj′
(D3)
2. Choose a random number ∆ distributed uni-
formly over [0, 1].
3. Choose j′ which is the smallest integer satis-
fying
∆ < p˜j′ . (D4)
4. Set j = j′, λ = λj′ .
It was mentioned in Subsection II C of Ref. 16 that
simple λ-moves used for stochastic thermodynamic in-
tegration cannot lead to large changes of λ as the cor-
responding acceptance ratio [Eq. (23) of Ref. 16, which
is basically the ratio of two different pj from Eq. (D2)]
exhibits a maximum which becomes sharper with larger
values of P . We note that the SDE variant of the pro-
cedure outlined above cannot address this issue, as the
smallest λ step one can make is limited by J , and there-
fore becomes less efficient at lower temperatures.
Finally, as for the mass-scaled λ-move, the only dif-
ference from the procedure for STI in Ref. 16 is that, in
the case of SDE, the trial λ values [Eq. (24) Ref. 16] are
picked not from the entire [0, 1] interval, but only from
among the reference λj values.
Appendix E: Estimate of the relative path integral
discretization error
To estimate the discretization error of the path integral
representation QP of the partition function we start from
the identity,
QP = Q+O
(
1
Pn
)
= Q+
c
Pn
+ o
(
1
Pn
)
, (E1)
where c is independent of P and the integer n depends
on the factorization used to derive QP [in particular,
n = 2 for the Lie-Trotter and n = 4 for Takahashi-
Imada52 and Suzuki-Chin (SC)53,54 factorizations]. As
usual, the little-o symbol is defined by the relation f(x) =
o[g(x)] if g(x) 6= 0 in some neighborhood of x = 0 and
limx→0 f(x)/g(x) = 0. We proceed to rewrite the relative
discretization error of QP as
QP −Q
Q
=
c/Pn + o(P−n)
Q
=
1
1− 2−n
Q+ c/Pn −Q− c/(2P )n + o(P−n)
QP +O(P−n)
=
1
1− 2−n
QP −Q2P + o(P−n)
QP +O(P−n) =
1
1− 2−n
QP −Q2P
QP
+ o(P−n).
(E2)
It follows that we can estimate the discretization error of QP if we can estimate the ratio Q2P /QP . We shall therefore
derive a direct estimator for Q2P /QP ; for simplicity, we will do this explicitly only for the special case of Lie-Trotter
splitting (n = 2). The derivation, which resembles that presented in Ref. 58 for the direct estimator of QP /Q1, starts
by expressing Q2P as
Q2P =
(
P
piβ~2
)DNP ( N∏
i=1
mi
)DP ∫
dr′dr
× exp
{
− P
β~2
P−1∑
s=0
(
||r′(s) − r(s)||2+ + ||r′(s) − r(s+1)||2+
)
− β
2P
P∑
s=1
[
V (r′(s)) + V (r(s))
]}
,
(E3)
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where both r and r′ are sets of P vector variables in the
system’s configuration space, ||r(s)||+ denotes the norm
of a contravariant vector r(s) in the system’s configura-
tion space; it is evaluated as
||r(s)||2+ :=
N∑
i=1
mi|r(s)i |2, (E4)
where r(s)i is the component of r
(s) corresponding to parti-
cle i. Being a norm induced by an inner product, || · · · ||+
satisfies the parallelogram law
||r′(s) − r(s)||2+ + ||r′(s) − r(s+1)||2+ =
1
2
(||2r′(s) − r(s+1) − r(s)||2+ + ||r(s) − r(s+1)||2+), (E5)
which allows to rewrite Q2P as
Q2P = C
∫
W2drρ(r), (E6)
where W2, defined as
W2 =
∫
exp
{
β
2P
P∑
s=1
[V (r(s))− V (r′(s))]
}
P∏
s=1
( N∏
i=1
mi
)D/2(
2P
piβ~2
)DN/2
exp
(
− 2P
β~2
∣∣∣∣∣∣∣∣r′(s) − r(s) + r(s+1)2
∣∣∣∣∣∣∣∣2
+
)
dr′(s)
 ,
(E7)
is obviously the direct estimator for Q2P /QP . W2 can be
evaluated by generating r′ with the Box-Muller method
and averaging the resulting exponential factor; the proce-
dure is in a way reminiscent of the last step of bisection
path integral sampling method.9,59 Note that for large
values of P the Gaussians from which r′ are sampled are
quite narrow, making the sum
∑P
s=1[V (r
(s)) − V (r′(s))]
approach 0, which should in turn lead to a reasonably
fast statistical convergence of the estimator.
Incidentally, one can express the discretization error of
QP by evaluating a direct estimator for QP/2/QP , which
we therefore denoteW1/2. This estimator can be derived
completely analogously, with the result
W1/2 = exp
 βP
P/2∑
s=1
[
V (r(2s−1))− V (r(2s))
] . (E8)
Unlike W2, W1/2 does not require additional evaluations
of the potential energy; however, estimating discretiza-
tion error from QP /QP/2 would typically yield less accu-
rate results than estimating it from Q2P /QP .
As for the discretization error of the isotope effect it-
self, one can similarly obtain the estimate
IEP
IE
− 1 = 1
1− 2−n
(
1− IE2P
IEP
)
+ o(P−n)
=
1
1− 2−n
(
1− 〈W2〉
(1)
〈W2〉(0)
)
+ o(P−n).
(E9)
In this case it is necessary to calculate two averages, at
λ = 0 and λ = 1, to obtain the discretization error esti-
mate.
To make sure that our estimates are correct we ran
test calculations for one-dimensional harmonic oscillator
with β~ω = 8 at several P values, with the isotope effect
corresponding to the doubling of the mass. The results,
presented in Fig. 8, show that our method for estimat-
ing the discretization error becomes very accurate with
increasing P , and in fact could, in principle, be used to
decrease the discretization error of the calculation from
O(P−n) to o(P−n) (by subtracting the error estimate
from the result). Unfortunately, a practical Monte Carlo
calculation also has a statistical error, which decreases
only as an inverse square root of the total number of
Monte Carlo steps, while Eq. (E1) implies that the dis-
cretization error decreases approximately as P−n. Since
the total cost of the calculation is approximately propor-
tional to the product of the number of Monte Carlo steps
and P , it is clear that in a practical calculation the statis-
tical error will be much harder to decrease than the dis-
cretization error. Therefore, in this manuscript, we opted
to use the discretization error estimate (E9) only to make
sure that the discretization error of the isotope effect is
comparable to statistical error. However, it is also possi-
ble to subtract these discretization error estimates from
the calculated value of ln(IE) in order to obtain a result
that will be closer to the quantum limit, but whose dis-
cretization error can no longer be estimated. Thus the
data presented in Table I for the CD4/CH4 isotope ef-
fect allow two different ways to interpret the results; the
choice is left to the reader.
Finally, note that expressions analogous to Eqs. (E7)
and (E8) can also be derived for the fourth-order
Takahashi-Imada52 and Suzuki-Chin53,54 factorizations.
One needs to be careful, however, since both fourth-order
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Figure 8. Comparison of exact analytical values of the path integral discretization error of (a) the partition function Q and
(b) isotope effect with their estimates [Eqs. (E2) and (E9)], which were evaluated either analytically or numerically using the
estimator (E7). The figure shows the dependence of the discretization error on the Trotter number P in a one-dimensional
harmonic oscillator with β~ω = 8, and the isotope effect corresponds to the doubling of the mass.
factorization replace V with an effective potential Veff
that, unlike V , depends on P . As for the Suzuki-Chin
factorization, the matter is further complicated by the
fact that the weight of this effective potential depends
on the bead s at which it is evaluated.
