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Введение
Ядерная энергетика – область энергетики, занимающаяся производ-
ством электрической и тепловой энергии путём преобразования ядер-
ной энергии. Главная специфическая особенность этой отрасли заклю-
чается в потенциальной радиационной опасности, которая может про-
явиться как в ходе технологического процесса, так и спустя некото-
рый промежуток времени. Радиационная опасность связана с наличи-
ем естественных радионуклидов, добываемых вместе с ураном и тори-
ем, и, в большей степени, с радиоактивными продуктами деления и
захвата нейтронов, образующимися в ядерных реакторах. Топливный
цикл ядерной энергетики на всех этапах вызывает проблему радиаци-
онной безопасности. Эта проблема решается в соответствии со специ-
фикой текущих производственных процессов. Наибольшую радиацион-
ную опасность во всей системе ядерной энергетики представляют непо-
средственно производители энергии – ядерные энергетические установ-
ки. Ядерные энергетические реакторы характеризуются высоким дав-
лением теплоносителя, высокими температурами, высокой плотностью
энерговыделения, большим количеством радиоактивных продуктов де-
ления в топливе. В этих реакторах возникают запаздывающие нейтро-
ны. Несмотря на то, что запаздывающие нейтроны менее 1% от всех
испускаемых нейтронов, обладают большим запаздыванием чем суще-
ственно увеличивают время жизни нейтронов из одного поколения и
дают возможность управлять цепной ядерной реакцией.
Определение 1. Запаздывающие нейтроны - это нейтроны испускае-
мые продуктами деления через некоторое время после реакции деления
тяжелых ядер.
Определение 2. Функция x(t) являющаяся решением дифференциаль-
ного уравнения с начальным условием x(t0) = x0 называется устойчи-
вым, если для любого " > 0 найдётся такое  > 0, что для каждо-
го такого x0, что jx0   x0j < , решение x(t) с начальным условием
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x(t0) = x0 при t0  t <1 существует и
jx(t)  x(t)j < " (t0  t <1)
Определение 3. Областью устойчивости называется область в про-
странстве параметров, каждой точке которой соответствуют толь-
ко левые корни характеристического уравнения.Область устойчиво-
сти выделяет из всех возможных значений параметров лишь те зна-
чения, при которых система устойчива.
В данной работе рассматривается точечная модель ядерного распа-
да с учётом запаздывающих нейтронов.Данная модель представлена в
[1], и описывается уравнением:
dn(t)
dt
=
  

n(t) +
X
i
iCi + S(t); (1)
где n - плотность нейтронов;  - время генерации мгновенных нейтро-
нов;  = 
0
kef
(0 - время жизни мгновенных нейтронов в реакторе, kef
- эффективный коэффициент размножения),i; Ci - постоянная и кон-
центрация распада ядер эмиттеров i-й группы,  - полная доля запаз-
дывающих нейтронов,  = kef 1kef - реактивность, S - мощность источника
нейтронов.
”Под S может подразумеваться как внешний источник нейтронов,
так и источник, обусловленный вторичными ядерными реакциями с
испусканием нейтронов: (; n), (; n), спонтанное деление и др.”[1]
Для исследования устойчивости ядерного распада с запаздывающи-
ми нейтронами будут использованы методы D-разбиения описанный в
[2] и метод функционала Ляпунова изложенный в [3]. Подробнее мето-
ды будет представлен в соответствующих главах.
Постановка задачи
В данной работе ставится задача построения области устойчиво-
сти двумя методами, методом D-разбиения и методом функционала
Ляпунова. Подлежит рассмотрению уравнение (1) приведенное выше.
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В данном уравнении необходимо провести некоторые преобразования
для того, чтобы оно стало уравнением с отклоняющимся аргументом.
В первую очередь в работе [1] было отмечено, что для рассмотрения
уравнения (1) можно пренебрегать членом S(t). Также из уравнения
(1) заменяется второй член стоящий справа, а именно происходит рас-
пад ядер-эмиттеров происходит рождение запаздывающих нейтронов:X
i
iCi ! cn(t  h) + bdn(t  h)
dt
Данные члены будет отвечать за группу запаздывающих нейтронов,
первый член за запаздывающие нейтроны выделвшиеся при первом
распаде, а второй член отвечает за изменение плотности группы запаз-
дывающих нейтронов выделившихся при предыдущем распаде. Таким
образом мы приняв некоторые допущения построили модель ядерного
распада с учётом группы запаздывающих нейтронов, которая представ-
лена в виде дифференциального уравнения с запаздывающим аргумен-
том.
dn(t)
dt
=
  

n(t) + cn(t  h) + bdn(t  h)
dt
(2)
В дальнейшем в работе будет фигурировать уравнение (2). Введем обо-
значение для члена   = a.
Основные понятия теории уравнений с отклоняю-
щимся аргументом
В данной работе рассматриваются дифференциальные уравнения с
отклоняющимся аргументом.
Определение 4. Дифференциальным уравнением с отклоняющимся
аргументом является уравнение относительно неизвестной функции,
её производных вычисленных при некоторых значениях аргумента, от-
личающихся на постоянные. Примером такого уравнения является:
_x(t) + _x(t  1) + x(t) = 0
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Дифференнциальным порядком уравнения называется порядок наивыс-
шей входящей в него производной, разностным порядком уравнения на-
зывается число на единицу меньшее числа разных значений аргумента
встречающихся в уравнении.
Существует множество задач, где используются дифференциальные
уравнения с отклоняющимся аргументом. Приведём пару примеров ко-
торые описаны в [4]
1. Система с запаздывающей обратной связью.
В такой системе делается предположение, что величина, подводи-
мая цепью обратной связи на её вход в момент времени t зависит от
состояния системы в предыдущий момент времени t   , где  - посто-
янная величина. Элемент запаздывания  , появляется из-за невозмож-
ности предположить, что воздействие выходной координаты предыду-
щего звена на вход последующего звена происходит мгновенно, а для
передачи сигнала потребуется время пренебречь которым мы не мо-
жем. Схематически систему с запаздывающей обратной связью можно
изобразить так:
Рис. 1: Система с запаздывающей обратной связью
Дифференциальное уравнение системы можно записать в виде:
Q1(D)u2 = P1(D)u1 (3)
гдеD - оператор дифференцирования, Q1(D) и P1(D) - полиномы опера-
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тора D. Из-за того что цепь обратной связи состоит из двух элементов
обратной связи и запаздывания имеем уравнение элемента обратной
связи :
Q2(D)u3 = P2(D)u2 (4)
и уравнение запаздывания:
u4 = u3(t  ) (5)
Исключая из уравнений (3,4,5) получим: Q(D)u4 = P (D)u1(t  ), если
предположить u4 = u1, то можно записать уравнение с запаздывающей
обратной связью:
Q(D)u1 = P (D)u1(t  )
если расписать полиномы Q1(D) и P1(D) уравнение примет вид:
a0
dnu1(t)
dtn
+ : : :+ an
du1(t)
dt
= b0
dmu1(t  )
dtm
+ : : :+ bm
du1(t  )
dt
2.Исследование реакции клеток на рентгеновское облучение.
Пусть клетки подвергнуты рентгеновскому облучению, и мы ставим
перед собой задачу описать химические реакции в клетках уравнения-
ми. Предположим что время T , x(t) - концентрация вещества, подверг-
нутого облучению, x0 - нормальная равновесная концентрация этого
же вещества при отсутствии облучения. Пусть облучение начинается в
момент времени t = 0 и продолжается в течение времени t0,затем пре-
кращается. Допустим, также что клетки обладают способностью вос-
полнить недостаток или устранить лишнее время, но их реакция про-
исходит с запаздыванием равным . Тогда x(t0) = x0, t  0.Согласно
Зиверту процессы описываются уравнениями:
_x(t) + kx(t) +Rx(t  ) = Rx0; 0  t  t0
_x(t) +Rx(t  ) = Rx0; t  t0;
где k - постоянная облучения зависящая от степени облучения, R -
постоянная, характеризующая реакцию клетки на отклонение от нор-
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мальной равновесной концентрации x0.
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1. Построение области устойчивости мето-
дом D-разбиения
1.1. Метод D-разбиения
Рассмотрим один из методов анализа устойчивости дифференциально-
разностных систем. Метод D-разбиения. «Корни характеристического
квазиполинома (z) при фиксированном отклонении  являются непре-
рывными функциями его коэффициентов(предполагается неравенство
нулю коэффициента при главном члене что всегда выполнено для урав-
нений с запаздывающим аргументом)».Необходимо разбить простран-
ство коэффициентов на области гиперповерхностями, точкам которых
соответствуют квазиполиномы, имеющие хотя бы один нуль на мни-
мой оси (случай z = 0 не исключается). Данное разбиение называется
D-разбиением.
Точкам каждой области D-разбиения соответствуют квазиполино-
мы с одинаковым числом корней с положительной вещественной ча-
стью (под числом корней здесь подразумевается сумма из кратностей),
изменение числа корней с положительной вещественной частью может
произойти при непрерывном изменении коэффициентов лишь при пе-
реходе через границу области нашего разбиения. Среди областей раз-
биения находятся области u0 которым соответствуют квазиполиномы,
не имеющие ни одного корня с положительной вещественной частью.
Эти области называются областями асимптотической устойчивости для
решений соответствующих рассматриваемым квазиполиномам стаци-
онарных линейных дифференциальных уравнений с отклоняющимся
аргументом.»[2]
Исследование устойчивости методом D-разбиения в пространстве
коэффициентов проводится по следующему алгоритму: находим D-разбиение
и выделяем из него области u0. Для того чтобы выделить область u0, ес-
ли она связна, достаточно убедиться, что хотя бы одна её точка соответ-
ствует полиному, все нули которого имеют отрицательную веществен-
ную часть. Для определения того как меняется число корней с положи-
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Рис. 2: Случай b = 0
тельно определенной вещественной частью при переходе через любую
границу D-разбиения, необходимо вычислить дифференциал действи-
тельной части корня и по его знаку судят об уменьшении или увели-
чении корней с положительной вещественной частью. Рассмотрим два
случая уравнения (2).
1.Случай b = 0, который соответствует выделению запаздывающих
нейтронов при первом распаде:
dn(t)
dt
= an(t) + cn(t  );
данному случаю соответствует характеристический полином (x) =
 x+a+ ce x, в данном полиноме произведем замену x = i! при (0) =
0, (i!) = 0.Разделяя вещественную и мнимую части получим систему
уравнений, решением которой является:
a = ! ctg(!); c =
 !
sin(!)
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При произвольном выборе  , возьмем  = 6, и получим D-разбиение
представленное на (Рис. 2), область выделенная на рисунке является
областью устойчивости. (Рис. 2) построен с помщью языка MAPLE код
приведён в приложении.
2.Случай c = 0, соответствующий изменению плотности запаздыва-
ющих нейтронов выделившихся при предыдущем распаде.
dn(t)
dt
= an(t) + b
dn(t  )
dt
;
характеристический полином (x) =  x+ a+ bxe x, при замене x = i!
при (0) = 0, (i!) = 0. Решение системы уравнений:
a =  !tg(!); b = 1
cos(!)
Рис. 3: Случай c = 0
Заштрихованная на (Рис. 3) область является областью устойчиво-
сти.(Рис. 3) построен с помщью языка MAPLE код приведён в прило-
жении.
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2. Метод функционалов
Ляпунова-Красовского
Этот метод в отличие от метода D-разбиения позволяет учитывать
нелинейность, нестационарность уравнения и неопределённость пара-
метров процесса. Общий подход заключается в следующем. Для номи-
нальной системы (2) строим функционал Ляпунова-Красовского v(xt).
Затем мы ищем производную этого функционала вдоль решений исход-
ной нелинейной и нестационарной системы (), а именно
dv(xt)
dt

()
= w(t; xt);
где ()
dn(t)
dt
= f(t; n(t); n(t  h))
мы считаем, что номиальная система (2) является системой линейного
приближения системы (). Далее анализируем отрицательную опреде-
ленность функционала w.
2.1. Вспомогательные сведения
Для построения функционала необходимо привести некоторые вспо-
могательные сведения из [5], для систем линейных дифференциальных
уравнений с запаздыванием.
dx(t)
dt
= A0x(t) + A1x(t  h); t  0 (6)
Теорема 1. Система уравнений (6) экспоненциально устойчива, если
существует функционал v : PC([ h; 0]; Rn)! R такой, что выполня-
ются следующие условия:
1. Для любых положительных 1 и 2
1jj(0)jj2  v()  2jjjj2h;  2 PC([ h; 0]; Rn)
12
2. Для любого  выполняется неравенство
dv(xt)
dt
  jjx(t)jj2; t  0
вдоль решений системы.
Метод функционала Ляпунова является одним из основных спосо-
бов исследования систем с запаздывающим аргументом. Одной из глав-
ных проблем данного метода является то что функционал v() не свя-
зан с системой (6).
Предположим, что система (6) экспоненциально устойчива. Выбе-
рем квадратичную форму w0(x) = xTWx с заданной матрицей W и
построим функционал v0(), удовлетворяющий условию:
dv0(xt)
dt
=  w0(x); t  0
Используя формулу Коши и экспоненциальную устойчивость систе-
мы (6), запишем выражение функционала:
v() = T (0)U(0)(0) + 2T (0)
0Z
 h
U( h  )A1()d+
+
0Z
 h
T (1)A
T
1
24 0Z
 h
U(1   2)A1(2)d2
35 d1;
где матрицу
U() =
Z 1
0
KT (t)WK(t)dt
называют матрицей Ляпунова, с ассоциированной матрицей W . Мат-
рица K(t) - фундаментальная матрица системы (6). Далее будут при-
ведены некоторые свойства матрицы Ляпунова.
Определение 5. Система называется экспоненциально устойчивой,
если существуют   1 и  > 0, такие что, любое решение x(t; )
системы удовлетворяет неравенству
jjx(t; )jj  etjjjjh; t  0
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Лемма 1. Матрица Ляпунова U() удовлетворяет динамическому
свойству:
dU()
dt
= A0U() + A1U(   h);   0
Лемма 2. Матрица Ляпунова обладает свойством симметричности:
U( ) = UT ();   0
Лемма 3. Матрица Ляпунова удовлетворяет алгебраическому свой-
ству:
U(0)A0 + U( h)A1 + AT0U(0) + AT1U(h) =  W
2.2. Построение матрицы Ляпунова для уравнения
ЯР с запаздывающим аргументом (случай b = 0)
Рассмотрим наиболее интересный случай уравнения (2). Случай b =
0.
dn
dt
= an(t) + cn(t  h)
Пусть w0; w1; w2 - положительно определенные числа, w = w0 +w1 +
hw2 и u() - является матрицей Ляпунова. Известно, что матрица Ля-
пунова удовлетворяет свойствам из лемм 1-3.
Произведём замену переменных в уравнении (6):
Y () = u()
Z() = u(   h)
Получим систему:
dY ()
d = aY () + bZ()
dZ()
d =  bY ()  aZ()
Из леммы 3:
aY (0) + Y (0)a+ bY (h) + Z(0)b =  W; Y (0) = Z(h)
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Таким образом система примет вид:
d
dt

y()
z()

=
 
a b
 b  a
!
y()
z()

(7)
С начальным условием:

y(0)
z(0)

=
 
1 0
2a b
!
+
 
0  1
b 0
!
e
0B@ a b b  a
1CAh
] 1

0
 w

(8)
Решением системы (7) с начальным условием (8) является:

y()
z()

= e
0B@ a b b  a
1CA
26664
 
1 0
2a b
!
+
 
0  1
b 0
!
e
0B@ a b b  a
1CAh
37775
 1
0
 w

(9)
Таким образом вычислив выражение стоящее справа от знака равенства
в выражении (9) получим:

y()
z()

= e
0B@ a b b  a
1CA  webh
b+2ebha+ebhbe bh
 w
b+2ebha+ebhbe bh

Для того чтобы вернуться к изначальным переменным воспользуемся
некоторыми утверждениями приведёнными в [5].
Лемма 4. Если задача (7) с условием (8) имеет единственное решение
Y (), Z(), то
U() = Y ();  2 [0; h]
является единственной матрицей Ляпунова с ассоциированной мат-
рицей W .
Теорема 2. Система (6) допускает единственную матрицу Ляпунова
связанную с заданной симметричной матрицей Ляпунова W тогда и
только тогда, когда система удовлетворяет условию Ляпунова.
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Теорема 3. Система (6) удовлетворяет условию Ляпунова тогда и
только тогда, когда выполняется
det(M +NeLh) 6= 0
Замечание 1. Условие теоремы (3) выполнено для уравнения (2), если
параметры находятся в области устойчивости (см.(Рис. 2,Рис. 3)).
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Заключение
В данной работе была рассмотрена задача устойчивости ядерного
распада методами D-разбиения и функционала Ляпунова. Методом D-
разбиения была получена область устойчивости в пространстве коэф-
фициентов номинальной системы. Был построен функционал Ляпунова-
Красовского для системы (2). На основе которого можно оценить устой-
чивость процесса ядерного распада для реальной модели.
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