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Introduction
Finite element (FE) simulations are indispensable in the design stage of metal forming to reduce trial-and-error iterations in various sheet-metal operations such as deep drawing, stamping, and hydroforming. In order to guarantee reliable results from the simulation, first of all, an appropriate elasto-plastic constitutive model needs to be chosen and, second, the constitutive parameters should be determined accurately from a set of experiments. The true stress-strain curve describing the strain hardening behavior up to large strains is the fundamental information among the elastoplastic parameters. The standard uniaxial tensile test on thin sheet specimens with a rectangular cross-section is the most popular method for acquiring the flow curve of sheet metal materials. However, the true stress-strain curve can be achieved up to the maximum uniform elongation point using conventional measurement techniques such as strain gauges or extensometers. Once diffuse necking occurs, the stress and strain distributions over the necking area become heterogeneous (Tvergaard, 1993) . Then, the assumption of uniformity (uniaxial state of stress) is no longer valid.
Since metal forming simulations involve large strains, the prenecking true stress-strain curve information is not sufficient. Therefore, usually, the available pre-necking hardening curves are extrapolated to predict the behavior at large strains using phenomenological strain hardening models (Enami, 2005) . Obviously, there is no guarantee to obtain the correct prediction of the postnecking hardening behavior with the simple extrapolation method. Consequently, numerous attempts have been made to characterize the post-necking hardening behavior. Generally, these attempts can be classified into two groups. The first group is an approximate approach based on Bridgman's method (Bridgman, 1952) . The equivalent stress cannot be achieved directly from the nominal stress (F=A, where F is the load and A the cross-sectional area) due to stress triaxiality (Mirone, 2004) . Therefore, this approach derives analytical formulas for the equivalent stress in the necking zone from the nominal stress by considering the geometry of the neck, for instance, curvature profile and diameter of the neck. This approach has been applied to tensile specimens with a circular cross section (Bridgman, 1952; Mirone, 2004) and with a rectangular cross section (Ling, 1996; Zhang et al., 1999; Cabezas and Celentano, 2004) . However, accurate measurements of the evolving geometries such as curvature radius and rectangular cross-sectional area are not easy tasks in practice (Ling, 1996; Cabezas and Celentano, 2004) . The second approach is inverse methods based on FE model updating. An estimated true stress-strain curve is fed into the FE program and the simulated result is compared with the experimentally measured data. The measurements needed for comparison purposes could be the load-axial displacement curves (Zhano and Li, 1994; Koc and Štok, 2004; Joun et al., 2008) or sur-face displacement fields (Kajberg and Lindkvist, 2004) . A minimization of the discrepancy between the computed and experimental data is carried out iteratively using a cost function. The true stressstrain curve is achieved when the cost function reaches a termination threshold. An intensive iteration procedure is required for the FE model updating method, which is computationally expensive and time-consuming.
Usually, a priori known hardening laws are assumed to determine the true stress-strain curve in the latter approach. However, several studies have been conducted to obtain the true stressstrain curve at large strains without adopting phenomenological hardening laws (Dunand and Mohr, 2010; Tardif and Kyriakides, 2012; Kamaya and Kawakubo, 2011; Tao et al., 2009) . It is interesting to note that a piecewise linear hardening model was used in Dunand and Mohr (2010) and Tardif and Kyriakides (2012) , which can depict realistic post-necking hardening behavior since widely used hardening models do not describe the flow behavior properly at large strains in some materials (Tardif and Kyriakides, 2012) . In addition, it was pointed out that triaxial stress state at the necking region and the yield function (anisotropy) play important roles in the stress-strain behavior at large strains (Dunand and Mohr, 2010; Tardif and Kyriakides, 2012) .
The aim of the current study is to propose an alternative way to characterize the post-necking hardening behavior of thin sheet specimens by making use of full-field measurements combined with the virtual fields method (VFM) without utilizing the approximate and FE model updating method. In order to derive the true stress-strain curve after the uniform elongation region, simple tensile tests on sheet metal specimens are performed up to failure and heterogeneous logarithmic strain fields are measured through a digital image correlation technique. Then, a constitutive model, which describes the hardening behavior adequately, is chosen. The constitutive parameters are determined using the VFM, an inverse analytical identification tool applicable to heterogeneous stress states. The VFM was applied to various materials (metals, composites, wood, polymers and biomaterials) and the properties were identified successfully (Pierron and Grédiac, 2012) , which proved the ability of the VFM to extract the constitutive parameters from full-field measurements. The first application of the VFM to the identification of elasto-plastic constitutive coefficients was carried out with simulated full-field kinematic data obtained from a thin notched tensile specimen (Grédiac and Pierron, 2006) . Experimental validations of the VFM in elasto-plasticity were successfully conducted at small strains in Pannier et al. (2006) , Avril et al. (2008c) and Pierron et al. (2010) ). In Pannier et al. (2006) , a simple tensile test was performed on a thin notched specimen showing a varying cross section and only the longitudinal stress component was used for the identification. A significant improvement was made in Avril et al. (2008c) by reconstructing all the heterogeneous in-plane stress components. Kinematic hardening behavior in addition to isotropic hardening was investigated in Pierron et al. (2010) . The approach was recently extended to large deformation using a thick sheet specimen with simulated data (Rossi and Pierron, 2012) . The volume strain distribution inside the specimen was reconstructed from three-dimensional displacement fields and the constitutive parameters of Swift hardening law were identified.
Interestingly, another study (Coppieters et al., 2011) has been carried out recently for identifying the true stress-strain curve including the post-necking region by minimizing the difference between the internal and the external work in the necking area.
In this study, the VFM is used to determine the true stress-true strain curve at large strains, including post-necking, for thin sheet specimens, which are widely used in practice. The proposed methodology is first introduced and validated on a virtual test simulated using finite elements and then, on a real test instrumented with an extensometer. Next, the complete true stress-strain curve that extends to the post-necking strain range is determined. Finally, various aspects of the results obtained in this study are analyzed and limitations of the current method are discussed.
Methodology

Materials
Three kinds of sheet metals with different strain hardening behaviors, dual-phase (DP780), transformation-induced plasticity (TRIP780) and extra deep drawing quality (EDDQ) mild steel were chosen in this study. DP and TRIP steels are two advanced high strength steel (AHSS). DP steels consist of a ferritic matrix with scattered martensitic phase islands (WorldAutoSteel, 2009 ). The ductility is attributed to the soft ferritic phase while the strength depends on the volume fraction of the hard martensitic phase. DP steels exhibit high strength, high strain hardening and relatively good ductility, making them versatile for many automotive applications. The microstructure of TRIP steels is composed of a ferritic matrix with martensite and/or bainite hard phases, and more than 5% volume fraction of austenite. The austenite phase transforms into martensite during plastic deformation, leading to higher strain hardening at large strains and better formability compared to DP steels. TRIP steels are also widely used in the automotive industry. EDDQ steels mainly consist of ferrite and exhibit relatively low tensile strength but high ductility. In uniaxial tension, the total elongation of EDDQ steel specimens is much larger than that of DP780 and TRIP780 specimens.
Uniaxial tensile test
The tensile specimens were taken from 1.2 mm steel sheets along the rolling direction according to JIS (Japan Industrial Standards) 13B standard. After measuring the dimensions, the specimens were mounted on a 500 kN MTS tensile machine with care given to alignment in order to avoid bending and twisting. Tensile tests based on displacement control were performed with a constant crosshead speed of 0.03 mm/s for all specimens, which corresponds to an average strain rate of 4.2 Â 10 À4 s À1 during the uniform deformation. The tests were carried out until fracture occurred. The longitudinal strain was measured using both a digital image correlation (DIC) technique and an extensometer over a gauge length of 50 mm. It was found that the engineering stressstrain curves up to the maximum uniform elongation point obtained from an extensometer and from DIC are exactly the same. Therefore, the engineering curves were achieved using the DIC.
Stereo digital image correlation
The full-field measurement system was installed in front of the MTS test frame. During the deformation, the heterogeneous inplane displacements at the specimen surface were measured using a stereo digital image correlation (SDIC) technique. SDIC is an extended version of the DIC technique (Sutton et al., 2009 ) with two cameras to measure the in-plane and the out-of-plane displacements simultaneously. In this study, SDIC was adopted because SDIC can decouple each component of the displacement fields so that the effects of out-of-plane displacement due to slight twisting and thickness change resulting from localized necking can be removed.
In order to use DIC, a speckle pattern is required on the area of interest (AOI) of the surface where the full-field displacements are measured. A random pattern was made by spraying matt white paint as a base and black dots were applied with an airbrush to make a fine speckle pattern. In DIC, the AOI consists of a large number of small correlation windows (subset). For a two-dimensional (2D) analysis, since the grayscale intensity distribution pattern in each subset is unique, the measurement of the in-plane coordinates of each subset during deformation is feasible. In the case of SDIC, two cameras with different incidence angles are used for the measurement of the three-dimensional (3D) coordinates of each subset. A specific camera calibration is necessary before the measurement to determine the imaging parameters such as camera locations and relative angle between the two cameras.
The experimental implementation of the SDIC system is shown in Fig. 1 . Two 2448 Â 2048 pixels 14 bit CCD cameras were used for SDIC. The initial size of the AOI was 12.5 mm (width) Â 50 mm (initial gauge length). The important correlation parameters used in the analysis were; subset: 21, step: 5, image pixel size: 0.043 mm.
Before starting the test, a reference image was recorded and sets of pictures at a constant acquisition rate (1 Hz frequency) were taken simultaneously by the two cameras up to the specimen failure. Synchronized load data was obtained from analog output of the tensile tester when images were taken. Polarizing filters were attached to the lenses to maximize the contrast and to remove excessive light reflection on the specimen surface. In this study, the Vic-3D software (www.correlatedsolutions.com) was used for the calculation of the coordinates and the deformation. It was observed that the longitudinal strain is quite large in the localized necking area for the EDDQ specimen (maximum e yy in the localized necking zone is more than 70%). Thus, special paints, which can resist large deformation, were used to prevent the speckle patterns from cracking. The paints were applied just before the test.
Although an initial gauge length of 50 mm was used, it was difficult to control the location where plastic instability initiates for specimens with a uniform cross-section. For each material, four specimens were tested but only two with localized necking near the central region were selected for data processing. In order to locate the localized necking area in the middle of the AOI, a 40 mm gauge length was finally selected for the identification with the VFM.
Logarithmic strain
In this study, the logarithmic strain is used to deal with large deformation and to calculate the Cauchy true stress. In order to derive the logarithmic strain fields, the deformation gradient tensor F is retrieved from the undeformed and deformed coordinates of measurement points through the analytical procedure used in Avril et al. (2010) and the finite deformation theory (Dunne and Petrinic, 2005) .
The exact shape and size of AOI on the specimen are taken from a FE software and the whole AOI is meshed with triangular elements using a Delaunay triangularization algorithm as shown in Fig. 2 . In the undeformed configuration, the coordinates of nodal points in each triangle element are fitted from the coordinates of scattered measurement points inside the triangle using a basis of piecewise linear functions as used in the FE method. This process is achieved by linear interpolation (least-squares fitting). Using the piecewise functions and the coordinates of measurement points in the deformed configuration, the coordinates of deformed nodal points in each triangle are calculated. The fitting procedure allows the measurement of nodal coordinates at the edge area since the data is not obtainable in the vicinity of the edge in the DIC technique. Then, the linear relation between the nodal coordinates in the undeformed and deformed triangles can be derived by a 2D affine transformation:
where x; y are deformed nodal coordinates and X, Y undeformed nodal coordinates. For each triangle, the six coefficients (a 1 $ a 6 ) can be calculated from six equations (total three nodes and two equations per node). The deformation gradient in each triangle is obtained using Eq. 2 assuming a plane stress state and the incompressibility condition (det (F) = 1). 
These assumptions are reasonable because the thickness of the sheet metal specimen is relatively small compared to the in-plane dimensions and the volume remains constant during plastic deformation. Then the logarithmic strain tensor e ln is derived from the deformation gradient F through the left stretch tensor (Bower, 2011) .
where k a and r a are the eigenvalues and eigenvectors of the left stretch tensor V respectively. It should be noted here that though the linear interpolation method has a spatial smoothing effect of the experimental noise, it was found that the smoothing effect is insufficient in this case. Here, a diffuse approximation method (Avril et al., 2008a) was applied to the measured coordinates before calculating the deformation gradient. The effect of spatial smoothing will be discussed again in Section 4.3.
Constitutive model
It is essential to choose an appropriate constitutive model, which can describe the plastic behavior in order to derive accurate stress fields from the measured strain fields. First, a yield condition, which determines the critical stress that induces plastic deformation, is selected. The corresponding yield surface evolves according to a strain hardening law (Dunne and Petrinic, 2005; Chen, 1994) , which is then assumed. In this study, the plane stress von Mises isotropic yield criterion associated to a rate independent isotropic hardening law is considered as an initial step. The yield condition can be written as:
where r eq is the von Mises equivalent stress, r s the current yield stress and e p the equivalent plastic strain. The von Mises equivalent stress r eq and the equivalent plastic strain e p are defined as (plane stress state):
where the summation convention applies on repeated indices. Here, r 0 ij and de p ij are the deviatoric stress and plastic strain increment tensor, respectively.
Two different isotropic hardening laws, Swift and modified Voce, are adopted is this study.
The parameters K; e 0 ; n; Y 0 ; R 0 ; R inf and b are the material parameters to be identified.
The relationship between the stress and the strain increments in plasticity can be derived from Hooke's law and the total strain decomposition assumption (total strain = elastic strain + plastic strain).
where fdrg is the stress increment vector, [C] the elastic stiffness matrix and fdeg; fde e g; fde p g are the total, elastic and plastic strain increment vector, respectively. Here, the incremental form is used due to the history dependent characteristic in plasticity. Stress and strain increments are vectors with three in-plane components only because of the plane stress assumption.
Next, the associated flow rule is introduced,
which defines the plastic strain increment. In this equation, the direction is defined by f @f @r g, derived from the yield condition, and the magnitude is determined by the plastic multiplier dk. Hence,
At this stage, the consistency condition, which requires the current stress state to stay on the yield surface during plastic deformation, is used to determine the plastic multiplier. @f @r
By substituting the stress increment of Eq. (9) into Eq. (10), the plastic multiplier, which includes all the unknown parameters, becomes:
Finally, the relationship between the stress and total strain increments may be expressed as:
The virtual fields method
In this study, the virtual fields method (VFM) is adopted to deal with the full-field measurements obtained experimentally for the identification of the constitutive parameters. The VFM utilizes the principle of virtual work describing the global equilibrium of the solid. In plasticity, the equilibrium equation can be written as (for static loading, and in absence of volume forces):
where dr=dt is the stress rate, V the volume of the specimen, @V the boundary of the specimen where the tractions are applied, T the surface tractions acting on @V; u Ã the virtual displacement field and e Ã is the virtual strain field derived from u Ã . The equilibrium equation means that the internal virtual work (IVW) containing the stress information equals the external virtual work (EVW) performed by the external forces. A proper choice of kinematically admissible virtual displacement fields is needed for the identification of the constitutive parameters when the actual strain fields and load information are given by an experiment. The time integration of the stress rate is calculated by discrete summation at each time step (loading step). The stress components at each step are updated by minimizing the quadratic gap between the IVW and the EVW, leading to the identification of the material parameters. A specific stress update algorithm known as radial return is used (Sutton et al., 1996; Avril et al., 2008c) . In this algorithm, a trial stress increment is calculated to predict the new stress state at each time step. If the new stress state is located outside of the yield surface, then a plastic correction is used to take it back onto the yield surface. The minimization is performed through the lsqnonlin function (trust region reflective algorithm) in Matlab Ò . The parameters are determined by an iteration procedure in less than 10 min. Since the parameters are unknown, initial estimates are provided for the identification.
A proper choice of the virtual fields is very important for the identification from the experimental data including the noise. In this study, several different virtual fields have been tested empirically using simulated data. Since no significant difference in terms of identification was observed, the simplest virtual fields were chosen as in Eq. 14.
where y is the vertical coordinate of the measurement points in the deformed configuration. This assumes that the same virtual fields are used for all time steps unlike (Pierron et al., 2010) .
Results
Numerical validation
In order to validate the proposed identification procedure, virtual measurements were computed using the FE software Abaqus Ò .
The identification was carried out with the same procedure as that used in the experiments. Then, the parameters identified using the VFM were compared to the reference values, which were the input of the FE simulations. A specimen geometry generating heterogeneous strain fields as in Fig. 2 was chosen to verify the ability of the VFM to process such heterogeneous strain fields for the identification. The material parameters were extracted from the central AOI. The translational degrees of freedom were constrained at the lower edge while the upper edge was subjected to constant vertical displacement to simulate a tensile test. The dimensions of the specimen are 80 mm (height) Â 40 mm (width) Â 1.2 mm (thickness) and the notch radius R is 57.5 mm. In Abaqus, it is necessary to provide the relationship between the equivalent stress and the plastic strain to simulate isotropic hardening behavior. This was achieved with a Swift law approximation of the experimental true stressplastic strain curve for a DP780 specimen. This virtual test was conducted using the nonlinear geometry option in Abaqus to simulate large plastic deformation.
In order to obtain a similar number of measurement points as in the experiments, a very fine mesh size was generated. Three nodes triangular shell elements were used. After obtaining the (a) (b) undeformed and deformed coordinates of the simulated measurement points, the whole AOI was meshed with triangular elements as depicted in Fig. 2 . Then, the logarithmic strain field of the AOI was calculated as described in Section 2.4. It was found that if the mesh size is too small, the noise effect increases due to the small amount of measurement points in each triangle. However, if the mesh size is too large, the spatial resolution decreases, resulting in poor identification. The relative errors on the identified parameters using the VFM with Swift law is represented as a function of the maximum e yy (at the central area of the AOI) in Fig. 3(a) . It was observed that the relative error increases significantly for e 0 when the strain magnitude increases while the relative errors for K and n are very small up to 25% of the maximum e yy (before the initiation of the deviation between IVW and EVW). The accuracy of identification of e 0 decreases at large strains due to the characteristic of e 0 , which captures the behavior near the yield point (pre-strain). So, the flow stress information is more significant for e 0 at small strain. However, the relative errors between the calculated true stress values from the identified parameter sets and the reference values are less than 1% regardless of the deviation of e 0 (see Fig. 3(b) ). Therefore, it is considered that e 0 does not have a noticeable influence on the flow curve. The accuracy of the curve is mostly determined by K and n. To further investigate this behavior, the influence of each parameter on the cost function was assessed through a sensitivity study. To this end, two parameters were fixed while the other was varied within a range of AE10% of the nominal value. Then, the variation of the cost function was calculated with respect to this parameter change. The results are shown in Fig. 4 , in which the x-axis represents the parameter variation and the y-axis represents the value of the cost function. From Fig. 4 , it is obvious that the influence of K on the cost function is the most pronounced, which means that K is the easiest term to identify. On the other hand, the influence of e 0 on the cost function is very small.
Before proceeding further, it should be noted here that some deviation between the IVW and the EVW is observed when the strain magnitude is very high. The IVW and the EVW as a function of the time step are shown in Fig. 5(a) . Once the deviation occurs, the relative errors of the identified K and n increase gradually (see Fig. 3(a) ). But, even after the deviation, the relative error between the reconstructed true stress-strain curves from the determined parameters and the reference curve is less than 1% as shown in Fig. 3(b) (for the cases of 25.4% and 35.5% of maximum e yy ). A deviation between the IVW and the EVW is also found in the experiment as can be seen in Fig. 5(b) .
Experimental results
Two specimens for each material were used for data processing. It was found that the deviations were within a negligible range in terms of the true stress-strain curves. Therefore, results of the analysis for only one specimen for each material will be presented for the sake of simplicity.
Engineering stress-strain curves
The measured engineering stress-strain curves for the three materials are shown in Fig. 6 . The initial yield stress and the maximum load for three materials are listed in Table 1 . The initial yield stress is 0.2% offset yield stress. Fig. 7 shows the evolution of the three in-plane logarithmic strain fields, measured by the DIC technique, at three different loading stages of the DP780 specimen. The rolling and transverse directions are denoted by y and x, respectively. The uniaxial tension tests were conducted in the rolling direction.
Measured full-field strain fields
The three stages are shown on the engineering stress-strain curve in Fig. 6 . The strain fields are quite uniform for stage A, which corresponds to the pre-necking region. However, e xx and e yy increase in the central area for stage B due to diffuse necking. At stage C (just before failure of the specimen), a high strain concentration is observed in the localized necking area with an X-shaped pattern. The strain is the highest in the central area of the necking zone. e yy is positive (tension) and reaches a maximum magnitude of 51% while e xx is negative (compression). The shear strain e xy is negligible even in stage C (of the order of 10 À3 ) compared to the strains in the x and y directions (of the order of 10 À1 ). Once localized necking starts, the thickness along the necking area decreases rapidly ( Fig. 8(a) ), leading to final fracture (Fig. 8(b) ).
True stress-strain curves
Using a conventional extensometer, the true stress-strain curves can be acquired from the engineering stress-strain curves only in the pre-necking region. Fig. 9 compares the pre-necking true stress-strain curves for the three materials. In the figure, 'extensometer' indicates the true stress-strain curve obtained from an extensometer. The true stress and true strain values at the maximum load are given in Table 1 .
At this stage, it is worth noting how the hardening laws were selected is this study. In order to choose the proper hardening law, several of them were curve-fitted to the pre-necking true stress-strain curve obtained from an extensometer. As can be seen in Fig. 10 , the Swift and modified Voce laws describe the pre-necking hardening behavior correctly for DP780. However, discrepancy is larger in the case of pure Voce law (R 0 =0 in Eq. 6) due to the characteristic of a saturation model. Therefore, the Swift and modified Voce laws are selected in the remaining of this work because they also well describe the pre-necking hardening behavior of the other two materials.
Characterization of hardening behavior using the VFM
In the VFM identification procedure, a large number of loading steps were used to maintain the strain increment between two successive measurements small because of the assumption of constant stress and strain rates in the stress updating algorithm (Avril et al., 2008c; Sutton et al., 1996) . The average strain increment for DP780 in the uniform elongation region is 4.2 Â 10 À4 as depicted in Fig. 11 . The strain increment increases in the post-necking area, but this is not significant. Elastic properties. Young's modulus E and Poisson's ratio m are required for the identification of plastic hardening parameters. Both elastic constants were calculated from the direct relationship between stress and strains using the average strain values in the x and y directions measured by the DIC technique. The identified values for E and m are presented in Table 1 .
Pre-necking hardening behavior. Before characterizing the complete hardening behavior including the post-necking region, the pre-necking true stress-strain curves were identified using the VFM and compared to those measured with an extensometer for verification. Fig. 9 demonstrates that these curves are in excellent agreement both for the Swift and modified Voce laws, showing the stability and accuracy of the VFM identification at large strains. The resulting hardening parameters from the pre-necking region are shown in Table 2 . It was found that the identification resulted in a unique global optimum regardless of the initial estimates.
Post-necking hardening behavior. In order to determine the complete hardening behavior including the post diffuse necking range, all the data up to fracture were processed using the VFM. As mentioned in Section 3.1, a deviation between the IVW and the EVW was observed at the end of the loading stages. The reason for this deviation will be explored in Section 4.4. Therefore, identification was performed up to zone A (excluding the deviation, see Fig. 5(b) ) and up to zone B (including the deviation) separately. As can be seen in Figs. 12-14 , there is not much difference between the identified curves regardless whether the deviation region is included or not. The extension of the strain range is the only change occurring when the identification is carried out up to zone B.
The maximum plastic strains in Figs. 12-14 were obtained from the average of the equivalent plastic strain (of the last measurement stage) calculated using the VFM. The maximum plastic strains are 19.7%, 21.5% and 45.9% for DP780, TRIP780 and EDDQ, respectively. The identified parameters using the VFM for each law and for each material are listed in Tables 3,4 . It is important to note that very satisfactory agreement between the identified curves corresponding to the two chosen hardening laws is obtained (see Figs. 12(c) , 13(c), 14(c)). This is discussed further in the next section.
Discussion
The importance of constitutive model
Figs. 12(c), 13(c), 14(c) show the identified curves using the VFM with the Swift and modified Voce laws. Although the identification is performed with two different hardening laws, the two curves are very close to each other, indicating that not only the identification with the VFM is reliable but also the chosen models represent the hardening behavior accurately. However, there is a deviation at large strains in the case of Voce law (see Fig. 15 ), which tends to saturate as discussed in Section 3.2.3. This may explain the discrepancy between the identified Swift and Voce curves in Coppieters et al. (2011) . These authors assumed that Voce depicts the hardening behavior better than Swift because the value of the cost function is lower in the case of the Voce law. From the observation obtained in this study, it is considered that the ability of a hardening model to characterize the stress-strain behavior accurately is more important than the values of the cost function. However, the deviation may be attributed to the inability of the hardening law to fit the real behavior at very large strains (Tardif and Kyriakides, 2012) .
Extrapolation
The true stress-strain curves determined with the VFM are compared to the curves based on extrapolation in Figs. 16-18 . Here, extrapolation means that the available pre-necking hardening curve from a conventional measurement technique is extrapolated using the selected hardening laws. To do so, a curve-fitting algorithm was used to find the material parameters of the Swift and modified Voce laws for the given pre-necking true stressstrain curve and the post-necking hardening curve was reconstructed using these parameters.
For DP780, the identified and extrapolated curves are in good agreement with the Swift law, but a significant difference is observed with the modified Voce law. The extrapolated modified Voce curve exhibits more strain hardening in the post necking region than the identified curve. This is due to the characteristic of the modified Voce law, which asymptotically tends towards a linear hardening rate. Thus, the extrapolation with the modified Voce law seems to be inappropriate for DP780. However, in the case of TRIP780, the extrapolated curve with the modified Voce law is closer to the curve identified using the VFM than that with the Swift law. For EDDQ, the extrapolated curves with both hardening laws approximate the identified curves well. Overall, the extrapolated curves with the Swift law describe the post-necking hardening behavior reasonably well for the three materials. Nevertheless, the extrapolation method should be applied carefully because the suitability of a hardening law depends on the material.
The importance of spatial smoothing
As mentioned in Section 2.4, two spatial smoothing methods were applied to reduce the effect of noise. It was observed that, although the source is unknown, the noise level was higher for (a) (b) (c) Fig. 14. Comparison between the complete true stress-strain curves identified using the VFM and extensometer for EDDQ (a) Swift law (b) modified Voce law (c) Swift and modified Voce laws up to zone B. Table 3 Identified hardening parameters using the VFM (post-necking, up to zone A). Table 4 Identified hardening parameters using the VFM (post-necking, up to zone B). (a) (b) (c) Fig. 15 . Comparison between the complete true stress-strain curves identified using the VFM with different hardening laws (a) DP780 (b) TRIP780 (c) EDDQ.
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the EDDQ specimens than that of DP780 and TRIP780, even after applying the linear interpolation method.
During pre-necking, r xx should be almost zero because of the characteristic of a simple tensile test. However, the unexpected higher noise in the strain fields induces abnormal calculation of r xx , leading to a deviation between the curves determined with an extensometer and identified by the VFM. Thus, the diffuse approximation (DA) method (Avril et al., 2008a ) was applied to decrease the noise effect. The DA method performs local polynomial regression on the full-field displacements in order to filter out the experimental noise. The local smoothing is done in the window with a chosen pixel radius. The smoothed strain fields resulting from the DA method with a radius of 20 are compared with the original strain fields in Fig. 19 . The strain range in the x direction is about 0.0034 after smoothing with the DA, whereas it is about 0.0097 before. For the strain in the y direction, the range is 0.0026 after smoothing, down from 0.0063 before. The range of shear strain reduces from 0.0094 to 0.0031. As a consequence, the level of r xx calculated by the VFM in the pre-necking regime decreased significantly with the use of the additional filtering method.
Deviation between IVW and EVW
As can be seen in Fig. 5(b) , the IVW and the EVW curves deviate from each other near the fracture point. After further investigation of the strain and stress fields in the FE simulations, it was discovered that the stress is calculated erroneously when very high strain concentration occurs as shown in Fig. 20(b) . The strain field was obtained as depicted in Section 2.4 and the stress field was reconstructed from the strain field using the VFM. As a result, the IVW curve deviates from the EVW curve during the localized necking phase.
Although the deviation between the IVW and the EVW near the fracture point did not affect the identified curve significantly (see Section 3.2.4), the stress calculation is inaccurate in this region. Therefore, strictly speaking, the current approach is no longer valid once the deviation between the IVW and the EVW occurs.
In order to scrutinize the initiation point of the deviation (the limit of the validity), a full-scale 3D FE model of the dog bone-type specimen used in the experiments was built using Abaqus standard. The virtual specimen was modeled with 8-node solid elements (C3D8R). was generated in the gauge section area (40 mm of length Â 12.5 mm of width) and a coarse mesh size was applied for the rest of the area. 8 elements were used through-thethickness.
The identified parameters for the DP780 specimen with the Swift law up to zone A (excluding the deviation, see Table 3 ) were employed as input data in the FE simulations. To simulate a virtual tensile test, the upper edge was subjected to vertical displacement. Then, the identification was conducted with the VFM using the same procedure as the experiments (see Section 3.1).
As can be seen in Fig. 21 , it was found that the initiation point depends on the size of the triangular mesh which is used for calculation of the logarithmic strain fields. The finer mesh size retards the initiation and also decreases the deviation. However, the mesh size A increases the noise level significantly in the experiments. In this study, the mesh size B was selected as a compromise.
Validation of the identified parameters with the VFM
The aim of this section is to validate the identified parameters with two different hardening laws using the VFM in Section 3.2.4. To do so, load-displacement curves using a gauge length of 40 mm were obtained from simulated measurements with the 3D FE model and compared with the curve from the experiments. For the val- idation, the identified parameters using the two hardening laws of the DP780 specimen (up to zone A, see Table 3 ) were fed into the FE simulations. As can be seen in Fig. 22 , the load-displacement curves are in satisfactory agreement between the experimental and simulated measurements up to zone A. Therefore, it can be concluded that the hardening models chosen in this study are able to describe the flow behavior accurately up to the initiation point of the deviation between the IVW and the EVW.
True stress-strain curves depending on gauge length
Since the strain magnitude is the largest at the central part of the AOI during localized necking, the maximum plastic strain in the true stress-strain curve is different depending on the gauge length (length of the AOI). Thus, it is interesting to compare the true stress-strain curves identified by the VFM using different gauge lengths ranging from 40 to 5 mm.
The identification was performed only up to zone A (excluding the deviation, see Fig. 5(b) ) with the Swift law. It can be seen that the identified curves with different gauge lengths are very similar to each other except with the 5 mm gauge length in Fig. 23 . In this case, the identified curve exhibits lower strain hardening compared to other cases. First, it was considered that the softening behavior was due to the fact that uncertainties increase when the AOI size decreases. However, the exactly same behavior was also observed in the FE simulation. The reason of softening in the 5 mm gauge length is still unclear; this should be investigated further in the future. The maximum plastic strains calculated using a gauge length of 10 mm are 20.9%, 22.0% and 50.9% for DP780, TRIP780 and EDDQ, respectively.
Limitations
Before closing, it is worth discussing some limitations of the current approach.
Plane stress assumption
In this study, the plane stress assumption was adopted because the thickness is very small compared to the in-plane dimensions and the volume integral in Eq. 13 needs to be calculated from the measurement of surface strain (strain fields cannot be obtained from inside the specimen using DIC). Nevertheless, the plane stress assumption becomes a limitation of the current approach due to the sharp thickness gradient at the localized necking area.
In order to pinpoint the limit of this approach, the variation of the longitudinal strain (e yy ) at the center of the localized necking area (top surface) is plotted as a function of e yy at a distance sufficiently far from the neck (namely, 10 times the sheet thickness) along the longitudinal direction. The strain distributions were obtained from the 3D FE model. As can be seen in Fig. 24 , the deviation between the IVW and EVW (with the mesh size B, see Fig. 21 ) just occurs when localized necking initiates. Therefore, it is tentatively concluded that the current approach is valid up to the initial stage of localized necking. Next, the evolution of each stress component at the center of the localized necking area (mid-plane) was monitored during the deformation using the 3D FE model. Shear stress components are not included in Fig. 25 because those are negligible. The calculated stress triaxiality (r m /r eq , where r m is the mean stress and r eq the equivalent stress) at the initiation point of the deviation was 0.46. However, this might just indicate that the stress state inside the localization area is moving towards plane strain, i.e., the localization mode. More interestingly, the initiation point is indeed consistent with the appearance of the normal stress r zz . Since the IVW is calculated from the in-plane stress components, the IVW deviates from the EVW as the normal stress appears. Once the normal stress develops, the plane stress assumption used in this study ceases to be valid.
However, this issue may be overcome with the development of bulk full-field measurement techniques. The first extension of the VFM to 3D full-field displacement data from MRI technique has been presented in Avril et al. (2008b) .
Anisotropy
In this study, anisotropic plastic behavior was not considered for characterizing post-necking hardening behavior because the materials used in this study are quite isotropic in terms of the initial yield stress. However, even for an isotropic material, the von Mises yield condition is not likely to be optimum for these materials. Moreover, the true stress-strain curve may be altered even by a small amount of plastic anisotropy (Dunand and Mohr, 2010; Tardif and Kyriakides, 2012) .
One strategy for identifying all the anisotropic parameters from simple tensile tests is to use a sheet metal specimen having a complex geometry. In such a case, the geometry should provide very heterogeneous stress state so that the test can yield sufficient heterogeneous information for each parameter. Hill (1948) or YLD 2000-2D yield criterions (Barlat et al., 2003) in combination with isotropic hardening may be used instead of von Mises. The initial step is to find an appropriate specimen geometry. Due to the increased number of parameters to identify, more attention should be paid on the selection of the virtual fields and on the optimization algorithm.
Strain range
Although the current approach allows the identification of the true stress-strain curve up to the initial stage of the localized necking, the maximum strain range is still insufficient for metal forming simulations. For instance, the maximum plastic strain obtained with the VFM is 20.9% (12.6% with an extensometer) for DP780. The maximum strain attained in various sheet-metal forming operations is likely to exceed 21%.
Though the applied stress state is different (Nasser et al., 2010) , a good alternative of the uniaxial tensile test is the hydraulic bulge test, which can yield much higher strains under a biaxial state of stress (maximum strain is more than 30% for DP780). To possibly increase this range further, it will be worth analyzing the bulge test using the VFM in a future investigation.
Concluding remarks
In the present study, a full-field measurement technique combined with the virtual fields method (VFM) was utilized to characterize the post-necking strain hardening behavior of thin sheet specimens subjected to uniaxial tension. The von Mises yield criterion associated to isotropic hardening was adopted for the constitutive description. The VFM was used as an inverse procedure to take advantage of the full-field strain fields determined from the digital image correlation technique for the identification. The determination of the true stress-strain curves was conducted successfully for three types of sheet metals, namely, DP780, TRIP780 and EDDQ up to the initial stage of localized necking. The main observations and conclusions of the present work are as follows:
A proper choice of a hardening law that accurately describes the hardening behavior is essential for a successful identification of the constitutive parameters. The true stress-strain curves identified using the VFM with the Swift and modified Voce laws are very close to each other even in the post-necking region for the selected materials. However, the identification with the pure Voce law deviates from the experimental data at large strains because of the characteristic of the saturation model. For DP780, when the pre-necking true stress-strain curve obtained from an extensometer is extrapolated with the Swift law, it is in good agreement with the curve identified by the VFM. However, the curve extrapolated with the modified Voce law deviates significantly from the VFM curve. For TRIP780, the curve extrapolated with the modified Voce law is in better agreement with the identified curve than that with the Swift law. For EDDQ, the curves extrapolated with both hardening laws fit the identified curves satisfactorily. Thus, the extrapolation method should be selected carefully because the suitability of a hardening law depends on the material under investigation. A deviation between the internal and external virtual works was observed near fracture due to inaccurate stress calculations in the area of high strain concentration. Although there is no significant difference between the curves identified with the VFM regardless whether the data in the deviation region are eliminated or not, the current approach is valid up to the initiation point of the deviation. From the 3D FE analysis, it was found that the deviation occurs when localized necking initiates or, alternately when the normal stress through-the-thickness develops.
The maximum plastic strain in the true stress-strain curve is different depending on the gauge length (length of the AOI) because the strain magnitude is the largest at the central part.
The maximum equivalent strains obtained with a 10 mm gauge length are 20.9%, 22.0% and 50.9% for DP780, TRIP780 and EDDQ, respectively. However, these maximum strains are 12.6%, 16.0% and 26.1% for the curves obtained using an extensometer.
