Reading irregular text of arbitrary shape in natural scene images is still a challenging problem. Many existing approaches incorporate sophisticated network structures to handle various shapes, use extra annotations for stronger supervision, or employ hard-to-train recurrent neural networks for sequence modeling. In this work, we propose a simple yet robust approach for irregular text recognition. With no need to convert input images to sequence representations, we directly connect two-dimensional CNN features to an attention-based sequence decoder. As no recurrent module is adopted, our model can be trained in parallel. It achieves 3× to 18× acceleration to backward pass and 2× to 12× acceleration to forward pass, compared with the RNN counterparts. The proposed model is trained with only word-level annotations. With this simple design, our method achieves state-of-the-art or competitive recognition performance on the evaluated regular and irregular scene text benchmark datasets.
Introduction
Text in natural scene images contains rich semantic information that is crucial for visual understanding and reasoning in many cases. Text reading has been integrated in a variety of vision tasks, such as fine-grained image classification [17, 18, 3] , image retrieval [17, 11] and visual question answering [13, 1] .
Recognizing regular text in almost straight lines can be considered as a sequence-to-sequence problem and solved by an attentional Recurrent Neural Network (RNN) framework as shown in Figure 1 (a). In comparison to regular text recognition, it is much more challenging to recognize irregular text of arbitrary shape for a machine. Existing approaches for irregular text recognition can be roughly categorized into four types, namely, shape rectification, multi-direction encoding, character detection and 2D attention based approaches, as shown in Figure 1 (b), (c), (d), (e) respectively. The shape rectification based methods [35] first approximately rectify irregular text into regular one, and then apply regular text recognizers. Nevertheless, severely distorted or curved shapes are difficult to be rectified. Cheng et al. [5] propose a sophisticated four-directional encoding method to recognize arbitrarilyoriented text, which, however, introduces redundant representations. Character detection based methods [24] firstly detect and recognize individual characters and then connect them using a separate post-processing method, which inherently requires character-level annotations and cannot be trained end-to-end. 2D attention based approaches learn to focus on individual character features in 2D spaces during decoding, which can be trained either with word-level [23] or character-level annotations [41] .
Note that a large number of irregular text recognizers (e.g., [35, 4, 5, 23, 34] ) still need to convert input images into intermediate sequence representations, and use RNNs to encode and decode them. There are two limitations for this type of approaches. First, given that irregular text actually being distributed in two dimensional spaces, to some extent, it is inappropriate and difficult to convert them into one dimensional sequence representations. As shown in [24] , solving the irregular text recognition problem from two dimensional perspective may yield more robust performance. Second, RNNs are inherently difficult to be parallelized and typically hard to train due to the problem of gradient vanishing/exploding. In the field of regular text recognition, some attempts have been made to replace RNNs with non-recurrent architectures, including convolution based [9] and attention based sequence modeling [32] methods. However, both methods are still based on sequence-to-sequence structures, which is not well capable of handling irregular text of arbitrary shape. [35] ; (c) Multi-direction encoding based [5] ; (d) Character detection based [24] ; (e) 2D attention based [23] ; (f) our model (end-to-end trainable convolutional attention based, without RNNs being used.)
To this end, we propose a simple yet robust architecture for irregular text recognition, as shown in Figure 1 (f). Our approach directly connects a CNN-based 2D image encoder to an attention-based 1D sequence decoder, preventing from using intermediate sequence representations. Inspired by the Transformer [36] in NLP, we adopt an attention-based decoder that does not rely on recurrent connections and so can be trained in parallel and converges quickly.
Note that the Transformer is proposed for machine translation, taking 1D sequences as inputs. But the inputs of our proposed irregular text recognizer are 2D images, which makes these two models different from each other. The selfattention mechanism, which plays a key role in the Transformer to model long-range dependencies in both input and output sequences, is relatively less important in our model for text recognition. Firstly, instead of using self-attention, we use a CNN to encode input scene text images. Accordingly, we need to use 2D attention in the decoder. Secondly, the employment of self-attention in the decoder offers relatively small performance gain. This is not surprising: the dependency between characters of a single word is typically weaker than that between words of a sentence or paragraph.
Our main contributions are three-fold: 1) The proposed model is simple by design. It only consists of a CNN model for image encoding and a tailored attention-based sequence decoder. Unlike sequence-tosequence text recognizers, we do not convert input images to sequence representations, which itself is challenging for text of complex shape. Instead, the 2D image encoder and 1D sequence decoder are directly connected. Furthermore, the training of the proposed model only requires word-level annotations, which enables it to be trained with real data that usually does not come with character-level annotations.
2) The proposed model is robust. It achieves highly competitive results on both irregular and regular text recognition. Moreover, our proposed model behaves more robustly to inaccurate bounding boxes, as demonstrated in experiments. Note that it is important for a recognizer to be able to tolerate imprecise detection results in an end-to-end text detection and recognition task.
3) To our knowledge, the proposed method is the first endto-end trainable non-recurrent framework for both regular and irregular text recognition. Without using any RNN module, this model can be trained in parallel. Compared with RNN-based irregular text recognizers, our model is 3× to 18× faster in backward pass and 2× to 12× faster in forward pass. This acceleration leads to a rapid experimental turnaround and makes our model scalable to larger datasets. Notation Matrices and column vectors are denoted by bold upper and lower case letters respectively. R m and R m×n indicate real-valued m dimensional vectors and m × n matrices respectively. a, b ∈ R means the inner-product of
represent the horizontal and vertical stacks of a and b respectively.
Related Work
Irregular Scene Text Recognition Early work for scene text recognition adopts a bottom-up fashion [38, 30] , which detects individual characters firstly and integrates them into a word by means of dynamic programming, or a top-down manner [15] , which treats the word patch as a whole and recognizes it as multi-class image classification. Considering that scene text generally appears in the form of a character sequence, recent work models it as a sequence recogni-tion problem. RNNs are generally used for sequential feature learning. Connectionist Temporal Classification (CTC) and sequence-to-sequence learning models are two prevalent methods that are widely used for scene text recognition [33, 21, 4, 22, 2] .
Methods for irregular text recognition are mostly driven by the above frameworks but involve some improvements to deal with the distortions or curvatures of irregular text. For instance, Shi et al. [34, 35] proposed to rectify irregular text images into regular ones by Spatial Transformer Network (STW) [16] , and then recognized them using a 1D attentional sequence-to-sequence model. Zhan and Lu et al. [44] proposed to iteratively remove perspective distortion and text line curvature by an innovative rectification network so as to result in a fronto-parallel view of text for recognition. Rather than rectifying the entire word image, Liu et al. [25] proposed to detect and rectify individual characters in the word by STW. Cheng [5] captured the deep features of irregular text image along four directions by RNNs, which are then combined by 1D attention based decoder to generate character sequence. A filter gate was designed to fuse those redundant features and remove irrelevant ones. Liao et al. [24] argued that it is inappropriate to represent irregular text image with a 1D sequence, and proposed a Character Attention Fully Convolutional Network to detect each character accurately in two-dimensional perspective. Word formation is then realized with a separate segmentation based method. This model cannot be trained end-toend. Some methods attempt to extend 1D attention mechanism into 2D spaces. Character-level annotations are often needed to supervise the training of 2D attention network. For example, the Focusing Attention Network (FAN) proposed by Cheng et al. [4] introduced a focus network to tackle the attention drift between the local character feature and target. Yang et al. [41] introduced an auxiliary Fully Convolutional Network for dense character detection. An alignment loss was used to supervise the training of attention model during word decoding. Li et al. [23] modified the attention model and proposed a tailored 2D attention based framework for exact local feature extraction. Nevertheless, 2-layer RNNs are adopted respectively in both encoder and decoder which precludes computation parallelization and suffers from heavy computational burden.
Non-recurrent Sequence Modeling Some work has been proposed in recent years to remove the recurrent structure in the sequence-to-sequence learning framework, so as to enable fully parallel computation and accelerate the processing speed. Gehring et al. [10] proposed an architecture for machine translation with entirely convolutional layers. Compositional structures in the sequence can be discovered based on the hierarchical representations. However, this model still has difficulty to learn dependencies between distant positions. Vaswani et al. [36] proposed a "Transformer" for machine translation, which is based solely on attention mechanisms. The fundamental selfattention module can draw dependencies between different positions in a sequence through position-pair computation rather than position-chain computed by RNNs, which leads to more computation parallelization and less model complexity. Inspired by this model, Dong et al. [7] introduced Transformer to speech recognition and Yu et al. [42] combined local convolution with global self-attention for reading comprehension task. Most recently, Dehghani et al. [6] generalized the Transformer and proposed the "Universal Transformer" to deal with string copying or logical inference with string's length exceeding those observed at training time. There are also some efforts for scene text reading without using recurrent networks. Gao et al. [9] presented an end-to-end attention convolutional network for scene text recognition, with a CTC layer followed to generate the final label. Wu [40] presented a sliding convolutional attention network for scene text recognition, based on the convolutional sequence-to-sequence learning framework [10] . Sheng et al. [32] proposed a non-recurrent sequence-tosequence model for scene text recognition based on Transformer [36] , with self-attention module working as the basic block in both encoder and decoder to learn character dependencies. All these sequence-to-sequence frameworks are mainly for regular text recognition and are not easy to be extended to handle irregular text because of their inherent model design. In contrast, in this work, we propose an simple yet effective 2D image to 1D sequence model based on convolution and attention modules. It maps text images into character sequences directly and can address both regular and irregular scene text recognition.
Model Architecture
As shown in Figure 2 , the proposed model is based on an encoder-decoder structure, which is popular for many cross-modality transformation tasks. Previous sequence-tosequence based text recognizers represent input images with 1D sequences, which, however, encounter difficulties when dealing with irregular text scattering in 2D spaces. Alternatively, we employ a CNN encoder to extract two dimensional representations of text images. The resulting image representations are then directly fed into an attention-based decoder with a stack of masked self-attention, 2D attention and point-wise feed-forward layers.
During testing, the decoder takes as input at each step the addition of the d-dimensional embedding of the previously generated symbol and the encoding of the current position, adaptively focuses on the related image regions via 2D attention, and predict the symbol at the current position. During training, given ground-truth labels, the computation of the decoder can be easily parallelized. In the following, we introduce each component of our proposed model in detail.
Encoder
Without bells and whistles, we adopt as our CNN encoder the standard ResNet34 [14] architecture, which consists of four residual blocks as shown in Figure 2 . We remove the final average pooling layer of the original ResNet34, and directly feed into our decoder the resulting 2D feature maps. All the input images are uniformly resized into 128 × 400 × 3, resulting in feature maps of size 4 × 13 × 512. Empirically, we find that the larger the input image sizes are, the better is the recognition performance (see Section 4.3 for details). We also evaluate other CNN backbones such as ResNet50 and ResNet152 for image encoding, which do not offer significant performance improvements, as referred to the ablation experiments. Note that it may be more reasonable to rescale images without destroying their original aspect ratios [23] , which we leave for future work.
Decoder
Inspired by [36] , the designed attention-based sequence decoder is composed of three layers: 1) a masked selfattention mechanism for modeling dependencies between different characters within output words; 2) a 2D attention module linking encoder and decoder; and 3) a point-wise feed-forward layer applied to each decoding position separately. A residual connection with an addition operation is employed for each of the above three layers, followed by layer normalization. The above three components form a block and can be stacked N times without sharing parameters. There are N = 6 blocks in the Transformer [36] , but we found that using only one block already achieves saturated performance in our case (see Section 4.3). In the following, we describe the decoder components in detail. Output Embedding and Positional Encoding During testing, the previously generated symbol will be embedded to a d-dimensional vector at each decoding step, which is further added with the encoding of the current position as follows:
where p is the position and i ∈ {1, . . . , d} is the dimension. While at training time, the ground-truth symbols are shifted right and embedded simultaneously, which enables parallel training.
Multi-Head Dot-Product Attention Both masked selfattention and two-dimensional attention in our decoder are based on the multi-head dot-product attention formulation [36] . Here, we briefly review this formulation. The scaled dot-product attention takes as inputs a query q ∈ R d and a set of key-value pairs of d-dimensional vectors {(k i , v i )} i=1,2,...,M (M is the number of key-value pairs), Figure 2 . The overall structure of our proposed model. It consists of two parts: a ResNet34-based image encoder (left) and an attention-based sequence decoder (right). The 2D feature maps generated by the encoder are directly connected to the 2D attention mechanism in the decoder. In contrast to other irregular text recognizers [28, 35] , there is no intermediate sequence representation or recurrent networks to model this representation. As a non-recurrent network, our model can be trained in parallel. Furthermore, training our model only needs word-level annotations.
and computes as output a weighted sum of the values, where the weight for each value is computed by a scaled dotproduct of the query and the corresponding key. The formulation of scaled dot-product attention can be expressed as follows:
If there is a set of queries Q = [q 1 , q 2 , . . . , q M ] (M is the number of queries), then we have:
where a i = Atten(q i , K, V).
The above scaled dot-product attention can be applied multiple times (multi-head) with different linear projections to Q, K and V, followed by a concatenation and projection operation:
where
We set the number of attention heads H to 8 for our proposed model (see Section 4.3 for the ablation study on the selection of H). Masked Self-Attention This attention layer is used to model the dependencies between different decoding positions, where the queries, keys and values are the same, i.e., the right-shifted outputs. In this case, M = M = the length of decoded sequence. A mask is applied to prevent each position from attending to positions after that position. Two-Dimensional Attention In this layer, the queries come from the masked self-attention layer, and the keys and values are the 2D output features of the CNN encoder. In this case, M = 4 × 13 and M is the length of decoded sequence. It is the only connection between the encoder and decoder, and allows each decoding position attend to the 2D positions of the encoder outputs. Point-wise Feed-Forward Layer A simple feed-forward network is applied at each position of the outputs of two-dimensional attention layer, which contains two linear transformations of dimension d and a ReLU non-linearity in between. The parameters of this layer are shared across all positions. Prediction and Loss Function A linear transformation followed by a softmax function is used to transform the decoder output into prediction probabilities over character classes. Here we use 94 symbol classes, including digits, case-sensitive letters and 32 punctuation characters. The parameters are also shared over all decoding positions. The standard cross-entropy function is adopted to compute the loss of the predicted probabilities w.r.t. the ground-truth, at each decoding position.
Experiments
We evaluate the performance of our method on a number of scene text recognition benchmarks including both regular and irregular text. Ablation study is also conducted to investigate the impact of different model hyper-parameters.
Datasets
Our model is solely trained on synthetic datasets without using any real-world images. The same trained model, without further fine-tuning, is then evaluated on the following standard datasets: IIIT 5K-Words (IIIT5K) [29] , Street View Text (SVT) [38] , ICDAR2013 (IC13) [20] , ICDAR2015 (IC15) [19] , Street View Text Perspective (SVTP) [30] and CUTE80 (CT80) [31] .
Synthetic Datasets Three public synthetic datasets are employed to train our model: the 9-million-word synthetic data released by [15] , the 8-million-word data proposed by [12] and the 1.6-million-word synthetic data released by [23] . IIIT5K [29] 
Implementation Details
The proposed model is implemented using PyTorch. All experiments are conducted on an NVIDIA GTX 1080Ti GPU with 11GB memory. We use the ADADELTA optimizer [43] to train the model, with a batch size of 152. The model is trained 3 epochs on synthetic datasets. The CNN encoder is initialized by the ImageNet pre-trained model. The learning rate is initially set to 1.0, and decreased to 0.01 at the last epoch. The embedding dimensions d and d are set to 512 and 2048 respectively in our experiments.
A few data augmentation is adopted during test phase. The test image is rotated ±5 degrees respectively, and fed into our model together with the original image. For images with height twice larger than width, we rotate the image ±90 degrees. The highest-scored recognition result will be chosen as the final output. Beam search is also applied for the decoder. It keeps the top-k candidates with the highest accumulative scores, where k is empirically set to 5 in our experiments. our backbone in the following experiments. We also evaluate different input image sizes, including 32×100, 64×200 and 128 × 400, and find that larger input size results in higher accuracy. Number of Decoder Blocks As shown in Row 3, 5 and 6 of Table 2 , we set the number of decoder blocks to 1, 2, 6 while keeping the number of attention heads as 8. The results show that best performance of our model is achieved when N = 1. This phenomenon is in contrast to the experimental results of the Transformer [36] , which shows that using more blocks yield better machine translation performance. For further analysis, we visualize the 2D attention weights at each block for the six-block decoder. As shown in Figure 3 , only the 2D attention mechanism at the last block correctly focuses on the image region corresponding to the character being decoded. Our explanation is given as follows. The 2D attention modules are actually trained in a weakly-supervised fashion: there is no loss directly computed on the 2D attention weights, and the gradients of 2D attention modules are solely from the loss of the final predictions. Given that the final 2D attention module already focus most-correctly on the decoded characters, the supervision signal of the preceding 2D attention layers may be diluted. An experiment is also conducted to validate this hypothesis: we add auxiliary predictions on each of the 6 decoder blocks, in order to inject additional gradients and so enforce stronger supervision. We can see from Figure 3 that, the attention weights of all blocks now focus on the correct regions. The recognition performance of the sixblock model is also improved significantly (see Row 7 of Table 2 ). Note that the convergence of the six-block model is slower than shallower models. For simplicity, we set the decoder block number to 1 in the remainder of the paper. Number of Attention Heads Another factor that affects the recognition performance is the number of attention heads H. We evaluate the recognition performance of our models with 1, 4, 8, 16 attention heads, respectively. The experimental results in Table 2 show that the more attention heads we used, the better performance it achieved. In the following, we set the number of attention heads H to 8. Impact of Self-Attention Self-attention plays a key role in many sequence-to-sequence tasks (e.g., machine trans- Figure 3 . Visualization of 2D attention weights at the 2nd, 4th and 6th blocks for two six-block decoders. The upper part shows the attention maps which only receive supervisory signal at the last block, while the lower part shows the attention maps which have supervisory signal at every block. For upper part, the decoder focuses on the correct characters only at the 6th block. After adding predictions at each of the 6 blocks, all the blocks focus correctly. Table 2 . The performance with different block numbers and head numbers in the decoder. It shows that using more heads can slightly improve the performance but using more blocks degrades the performance. With auxiliary predictions at each of blocks, the performance is improved significantly. Table 3 . The performance with or without self-attention in the encoder and decoder. Comparing Rows 1 and 2, removing selfattention in the decoder from our model results in a moderate performance drop. From Rows 2 and 3, we can see that adding selfattention in the encoder does not show significant improvement. lation), due to its ability of modeling long-range dependencies. In the context of image processing, self-attention share a similar spirit with non-local neural networks [39] . In this section, we examine the impact of self-attention in our proposed model for irregular text recognition. We firstly add a self-attention module on top of the convolutional feature maps, to enhance the representation of dependencies between distant image regions. However, the results in Table 3 show that the addition of self-attention in the encoder does not bring significant improvement. On the other hand, to ex- amine the impact of self-attention on the decoder side, we remove the self-attention modules from the decoder. The recognition performance of the resulting model just moderately drops compared with the original model (0.5% for IIIT5K containing regular text and 1.4% for IC15 consisting of irregular text), which is still comparable to previous methods. In contrast to machine translation, we find that the usage of self-attention in our irregular text recognizer has a relatively small impact on the performance. We analyze that the reasons may be three-fold. First, the lengths of sequences to be modeled in the task of irregular text recognition is typically smaller than that in machine translation. For example, in the Multi30K [8] dataset for English-German translation, the average lengths of input and output sequences are 11.8 and 11.1 respectively. While the average length of output sequences is 5.3, in the test set of IC15 [19] for irregular text recognition. Apparently, it is less important to model long-range dependencies for short sequences. Second, the deep CNN encoder already models a certain level of longrange dependencies, given that the receptive field of the final feature layer of ResNet34 is 889 that is larger than the input image size (128 × 400). Last, in machine translation, self-attention is typically used to model the dependencies between words in a sentence or even a paragraph. There are still rich semantic and syntactic relationships between words that are far from each other. While for irregular text recognition, each input image usually contains a particular word, and the self attention is only used to model character dependencies in a word. The dependencies between characters of a word are typically weaker than that between words in a sentence or paragraph. That may be why self-attention does not empirically improve a lot to the performance of irregular text recognition.
Ablation Study

Comparison with State-of-the-art
In this section we evaluate our model with N = 1, H = 8 and d = 512, in comparison with state-of-the-art approaches on several benchmarks. For fair comparison, we only demonstrate the performance of the SAR [23] model trained with the same synthetic data. As shown in Table 5 , our proposed method outperforms other approaches on 5 out of 6 evaluated settings for irregular text recognition. It gives relative accuracy increases of 2.4% (from 76.1% to 77.9%) on IC15-1811, 1.6% (from 78.9% to 80.2%) on SVTP-None and 2.2% (from 83.3% to 85.1%) on CT80. On IC15, our model is only slightly worse than [25] (a difference of 0.2%). Note that the model in [25] is trained with extra character-level annotations, while our method does not. And for regular text datasets, our performance is also competitive. On the IIIT5K dataset which contains the largest number of test images over the three evaluated regular datasets, our model is only 0.1% worse than the best model (93.3% v.s. 93.4%).
We also compare the model size and computation speed of our model with a simple yet strong baseline [23] and a state-of-the-art model [35] . The experiment is performed on a 1080ti GPU with a batch size of 20. Due to the nonrecurrence property, our model is significantly faster than these two RNN-based models.
Some success and failure cases are also presented in Figure 4 . It shows that our model is capable of dealing with text of complex shapes. There are several reasons for our method to make wrong decisions, including blurry images, low resolution, vertical text, lighting and occlusion.
Performance with Inaccurate Bounding-boxes
For end-to-end text spotting task, we need to detect the text area firstly. If the detected bounding box is not precise enough, it may have a negative impact on the following scene text recognition. Therefore, we simulate inaccurate text detection by randomly expanding the bounding boxes in the original image, to verify the robustness of our method.
We use the expanded datasets constructed by Liao et al. [24] : '-p' means padding the images with extra 10% both Table 5 . Scene text recognition performance on public datasets. "50" and "Full" are lexicon sizes, "None" means no lexicon. For datasets with lexicons, we select from lexicon the one with the minimum edit distance to the predicted word. "*" indicates models trained with both word-level and character-level annotations. Bold and Italic fonts represent the best and second best performance respectively. Table 6 . Performance with inaccurate bounding boxes. "Acc" is the short for accuracy, "Gap" is the difference value compared with original accuracy, "Ratio" is the ratio of Gap to original accuracy. The performance of CRNN, ACSM and CA-FCN are copied from [24] .
on height and width by repeating the border pixels. '-r-p' means separately stretching the four vertexes of the images with a random scale up to 20% of height and width respectively. Border pixels are repeated to fill the quadrilateral images, and images are transformed back to axis-aligned rectangles. '-ex' means expanding the height and width with extra 10%, and '-r-ex' means respectively expanding the height and width of the bounding box randomly up to 20%. We compare our method with three representative models including CRNN [33] , Attention Convolutional Sequence Model (ACSM) [9] and Character Attention Fully Convolutional Network (CA-FCN) [24] . From Table 6 , we can see our method has the smallest performance drops on all of the inaccurate bounding-box datasets. This demonstrate the robustness of our algorithm: our model is relatively insensitive to inaccurate bounding boxes. This robustness may be caused by our adopted 2D attention mechanism, which successfully focuses on the most related image region and thus suppresses the noise introduced by inaccurate detection results.
Conclusion
In this work, we propose a simple and robust model for irregular text recognition. The simplicity of our model is reflected in three aspects. 1) Simple architecture: the proposed model directly connects a CNN encoder to an attention-based encoder. We do not convert input images into sequences as in many existing irregular text recognizers. 2) Parallel training: as a non-recurrent network, our model can be trained in parallel. Compared with two stateof-the-art RNN-based irregular text recognizers, the computational speed of our model is significantly faster. 3) Simple training data: our model only relies on the word-level annotations. The proposed model also behaves robustly with inaccurate localization, which is of significant importance for the end-to-end text detection and recognition task. As a simple meta-algorithm, this model can be extended in multiple ways, such as incorporating multi-scale image features via stacked 2D attention and resizing input images while keeping aspect ratios. We leave them for further work.
