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The`me – 2.1 - The´orie de l’information, 2.7 - Coope´ration, Diversite´, Re´seaux de capteurs, 2.8 - Syste`mes de communications
Proble`me traite´ – Cet article conside`re le proble`me de la compression de donne´es sans perte dans un re´seau de capteurs.
Originalite´ – Les sche´mas classiques de compression dans les re´seaux de capteurs supposent que les corre´lations entre les mesures pre´leve´es
par les capteurs sont parfaitement connues. Ici, nous prenons en compte une possible incertitude sur les niveaux de ces corre´lations et mode´lisons
cette incertitude par par un parame`tre θ inconnu a` valeurs dans un ensemble connu.
Re´sultats – Nous comparons plusieurs strate´gies de codage : 1) codage conjoint, ou` une coope´ration entre capteurs est autorise´e 2) codage
se´pare´, ou` la corre´lation entre les sources est prise en compte, sans coope´ration entre capteurs, et en tenant compte des incertitudes sur les
corre´lations 3) sans coope´ration entre capteurs mais avec une se´quence d’apprentissage pour que le re´cepteur estime la corre´lation entre les
capteurs. Les couˆts de codage sont e´value´s analytiquement pour chaque strate´gie en fonction des couˆts de transmission entre les nœuds du
re´seau.
1 Introduction
Conside´rons un re´seau de capteurs dans lequel les capteurs doivent transmettre re´gulie`rement leurs mesures a` un point de collecte
dont le but est de reconstruire l’ensemble des informations collecte´es dans le re´seau. Un certain nombre de solutions pratiques ont
e´te´ propose´es dans le cas ou` la distribution de probabilite´ jointe entre les sources est parfaitement connue [1, 5]. Dans ce cas, le
codage se´pare´ des sources est aussi efficace en terme de de´bit qu’un codage conjoint [4]. Pour le re´seau de capteurs, on choisit
donc en ge´ne´ral d’effectuer un codage se´pare´, ce qui e´vite aux capteurs d’avoir a` de´penser du de´bit pour communiquer entre eux.
Malheureusement, la distribution jointe est souvent difficile a` caracte´riser avec pre´cision, puisqu’elle peut de´pendre de grandeurs
incertaines : position relative des capteurs, variations de l’environnement, etc.
Cet article conside`re un re´seau a` trois nœuds : deux capteurs X , Y et un re´cepteur S . On suppose que la distribution jointe est
parame´tre´e par un vecteur θ inconnu, qui peut varier d’une transmission a` l’autre. Il s’agit d’un mode`le non ergodique. On montre
que pour ce mode`le, le codage conjoint peut eˆtre plus efficace que le codage se´pare´ et on explique comment choisir l’une ou l’autre
des me´thodes en fonction des parame`tres du mode`le et du re´seau. De plus, nous proposons e´galement l’analyse d’une solution
mettant en œuvre des se´quences d’apprentissage pour estimer θ.
2 Mode`le de sources et de re´seau
Les capteurs X et Y sont associe´s a` des sources discre`tes X et Y qui ge´ne`rent des suites de symboles {(Xn, Yn)}
+∞
n=1
inde´pendants et identiquement distribue´s. La loi jointe est parame´tre´e par un vecteur θ avec P (X,Y |θ) = P (X)P (Y |X,θ).
Le vecteur θ est inconnu mais fixe´ pour une suite de symboles {(Xn, Yn)}
+∞
n=1. Il appartient a` un ensemble Pθ connu. En re-




X , Y et S peuvent communiquer entre eux selon le sche´ma de communication repre´sente´ sur la Figure 1. Les areˆtes repre´sentent
les liens de communication entre les nœuds et sont associe´es a` des poids µ1, µ2, µ3. Le couˆt de transmission a` un de´bit R sur le
FIGURE 1 – Mode`le de re´seau
lien i est µiR. La de´termination des µi re´sulte des proble`mes de codage canal associe´s au re´seau, nous ne les analysons pas ici. En
revanche, nous nous inte´ressons au proble`me de codage des sources et e´valuons le couˆt des transmissions point a` point pour des
µi fixe´s.
3 Codage conjoint ou Codage se´pare´





n=1. Quelque soit le type de codage conside´re´, nous supposerons que le de´bit moyen par symbole est donne´ par le de´bit moyen
minimum atteignable au sens de la the´orie de l’information. Meˆme si ces de´bits the´oriques ne sont pas toujours atteignables, ils
nous permettent de comparer deux strate´gies de codage conjoint et deux strate´gies de codage se´pare´.
Avec la premie`re strate´gie de codage conjoint, X transmet {Xn}
+∞
n=1 a` Y et a` S a` un de´bit par symbole H(X), et Y transmet
{Yn}
+∞
n=1 a` S en utilisant {Xn}
+∞
n=1 comme information adjacente disponible a` la fois au codeur et au de´codeur. Le codage de X
avec l’information adjacente Y pre´sente a` la fois au codeur et au de´codeur se fait a` un de´bitH(X|Y,θ), ou` θ est le vrai parame`tre.
Avec la deuxie`me strate´gie de codage conjoint, les roˆles de X et Y sont simplement inverse´s. On note m
(X)
c (θ) et m
(Y )
c (θ) les
couˆts moyens par symbole correspondant aux deux strate´gies pour un θ donne´.
Dans la premie`re strate´gie de codage se´pare´, X transmet {Xn}
+∞
n=1 uniquement a` S , et Y transmet {Yn}
+∞
n=1 a` S en utilisant
{Xn}
+∞
n=1 comme information adjacente disponible seulement au de´codeur. D’apre`s [2] le de´bit par symbole ne´cessaire a` cette
dernie`re ope´ration est donne´ par supθ∈Pθ H(X|Y,θ). Dans la deuxie`me strate´gie de codage se´pare´, les roˆles de X et Y sont
a` nouveau inverse´s. D’apre`s [1], si µ3 ≥ µ2, la premie`re strate´gie de codage se´pare´ donne toujours un couˆt plus faible que la
deuxie`me. On conside`re donc ici le cas µ3 ≥ µ2 et on note m
(X)
s (θ) le couˆt moyen par symbole associe´ a` la premie`re strate´gie.
L’analyse s’adapte directement si l’ine´galite´ est inverse´e. On remarque e´galement que ces deux strate´gies correspondent a` des
sommets de la re´gion des de´bits atteignables [4]. Ce sont en effet les seules qui peuvent eˆtre optimales pour ce mode`le de re´seau [1].
On a alors
m(X)c (θ) = (µ1 + µ2)H(X) + µ3H(Y |X,θ) (1)
m(Y )c (θ) = (µ1 + µ3)H(Y |θ) + µ2H(X|Y,θ) (2)
m(X)s (θ) = µ2H(X) + µ3 sup
θ∈Pθ
H(Y |X,θ) . (3)
Une strate´gie est optimale si le sous-ensemble de parame`tres θ pour lesquels le couˆt de transmission est minimal (parmi toutes
les strate´gies), est de mesure maximale. Pour de´terminer la strate´gie optimale, nous les comparons deux a` deux. Pour comparer




c (θ). Soit Pcθ l’ensemble des θ







dθ la mesure associe´e a` Pc
θ
. On conserve la strate´gie ou` Y est information
adjacente si γc > 0.5, on conserve l’autre strate´gie sinon. Ensuite, on compare la strate´gie conserve´e a` la strate´gie de codage
se´pare´. Par exemple, si γc > 0.5, on calcule ∆cs(θ) = m
(Y )
c (θ) − m
(X)
s (θ), on de´finit Pcsθ comme l’ensemble des θ tels que
∆cs(θ) ≥ 0 et on note γcs la mesure associe´e. On choisit l’une ou l’autre des strate´gies en conse´quence. On observe par exemple
que lorsque le rapport µ1/µ3 ≪ 1 ou µ1/µ2 ≪ 1, la meilleure strate´gie est syste´matiquement le codage conjoint.
Remarquons que si l’on souhaite conside´rer le cas du broadcast, les expressions des couˆts sont modifie´es. Par exemple, la
transmission de {Yn}
+∞
n=1 a` X et S a un couˆt max(µ1, µ3)H(Y ).
4 Estimation de parame`tres
Nous avons montre´ dans [2] que la connaissance d’une estime´e θˆ de θ au de´codeur pouvait re´duire le temps de de´codage
et ame´liorer sa pre´cision, a` condition que l’estimation soit suffisamment pre´cise. Nous e´tudions donc l’inte´reˆt pour les sources
de transmettre au pre´alable des se´quences d’apprentissage, pour permettre au de´codeur d’estimer θ. Il s’agit ici de caracte´riser
l’augmentation de de´bit qui serait due au choix d’une strate´gie avec se´quence d’apprentissage. Dans cette partie, nous supposons





n=1 de longueurs finiesN . Sans perte de ge´ne´ralite´, nous supposons que µ3 ≥ µ2 c’est-a`-dire queX
est l’information adjacente. L’analyse est la meˆme dans l’autre cas.




la strate´gie avec se´quence d’apprentissage, X transmet {Xn}
N
n=1 a` S a` un de´bit H(X), Y transmet une se´quence d’apprentis-
sage {Yn}
uN
n=1 de longueur uN a` S a` un de´bit H(Y ) puis transmet les {Yn}
N
n=uN+1 restants en utilisant {Yn}
N
n=uN+1 comme
information adjacente pre´sente uniquement au de´codeur. La strate´gie sans se´quence d’apprentissage correspond a` la strate´gie de
codage se´pare´ de´crite dans la section pre´ce´dente. On noteml(θ) etmwl(θ) les couˆts moyens par symbole correspondant a` chaque
strate´gie pour un θ donne´, et on a












mwl(θ) = µ2H(X) + µ3 sup
θ∈Pθ
H(Y |X,θ) . (5)
La solution avec se´quence d’apprentissage implique un couˆt plus important a` longueur N finie, mais les deux solutions sont
e´quivalentes quand N → ∞. A longueur finie, soit ∆(uN , θ) la perte en de´bit de la solution avec se´quence d’apprentissage en













La perte ne de´pend pas des parame`tres µi. On suppose que l’estime´e de θ est obtenue avec un estimateur au sens du maximum
de vraisemblance pour lequel la variance de l’erreur d’estimation est infe´rieure a` K/uN , ou` K est le nombre de parame`tres a`










Pour finir, on peut expe´rimentalement de´terminer la valeur de ǫ qui garantit un de´codage correct, et obtenir un et ∆(uN ) a` partir
de cette valeur.
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