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UNIFORM LOCAL DEFINABLE CELL DECOMPOSITION FOR
LOCALLY O-MINIMAL EXPANSION OF THE GROUP OF
REALS
MASATO FUJITA
Abstract. We demonstrate the following uniform local definable cell decom-
position theorem in this paper.
Consider a structure M = (M,<, 0,+, . . .) elementarily equivalent to a
locally o-minimal expansion of the group of reals (R, <, 0,+). Let {Aλ}λ∈Λ
be a finite family of definable subsets of Mm+n. There exist an open box B
in Mn containing the origin and a finite partition of definable sets Mm×B =
X1∪. . .∪Xk such that B = (X1)b∪. . .∪(Xk)b is a definable cell decomposition
of B for any b ∈ Mm and Xi ∩ Aλ = ∅ or Xi ⊂ Aλ for any 1 ≤ i ≤ k and
λ ∈ Λ. Here, the notation Sb denotes the fiber of a definable subset S of
Mm+n at b ∈Mm.
1. Introduction
The author introduced the notion of uniform local o-minimality of the second
kind and investigated its basic properties in [2]. A definably complete uniformly
locally o-minimal structure of the second kind admits the following local definable
cell decomposition:
Let {Aλ}λ∈Λ be a finite family of definable subsets of M
n. For
any point a ∈Mn, there exist an open box B containing the point
a and a definable cell decomposition of B partitioning the finite
family {B ∩ Aλ | λ ∈ Λ and B ∩ Aλ 6= ∅}.
The purpose of this paper is to extend the above theorem when the structure
is a structure M = (M,<, 0,+, . . .) elementarily equivalent to a locally o-minimal
expansion of the group of reals (R, <, 0,+). Our main theorem is as follows:
Theorem 1.1 (Uniform local definable cell decomposition). Consider a structure
M = (M,<, 0,+, . . .) elementarily equivalent to a locally o-minimal expansion of
the group of reals (R, <, 0,+). Let {Aλ}λ∈Λ be a finite family of definable subsets
of Mm+n. There exist an open box B in Mn containing the origin and a finite
partition of definable sets
Mm ×B = X1 ∪ . . . ∪Xk
such that B = (X1)b ∪ . . . ∪ (Xk)b is a definable cell decomposition of B for any
b ∈ Mm and Xi ∩ Aλ = ∅ or Xi ⊂ Aλ for any 1 ≤ i ≤ k and λ ∈ Λ. Here, the
notation Sb denotes the fiber of a definable subset S of M
m+n at b ∈Mm.
2010 Mathematics Subject Classification. Primary 03C64.
Key words and phrases. locally o-minimal structure, uniform local definable cell
decomposition.
1
2 M. FUJITA
In an locally o-minimal structure which admits a local definable cell decompo-
sition, the image of a definable set under a definable map may be of dimension
greater than the dimension of the original definable set as in illustrated in [2, Re-
mark 5.5]. However, the image is of dimension not greater then the original set
when the universe is the set of reals. It is demonstrated in Section 2. In Section
3, we define multi-cells and show that any definable set is partitioned into finite
multi-cells when the structure is a locally o-minimal expansion of the group of reals.
We finally demonstrate the main theorem in Section 4. We first demonstrate the
main theorem when the structure is a locally o-minimal expansion of the group
of reals. Using a standard model-theoretic argument, we extend the theorem to
the case in which the structure is a structure elementarily equivalent to a locally
o-minimal expansion of the group of reals.
We introduce the terms and notations used in this paper. The term ‘definable’
means ‘definable in the given structure with parameters’ in this paper. For a linearly
ordered structure M = (M,<, . . .), an open interval is a definable set of the form
{x ∈ R | a < x < b} for some a, b ∈ M . It is denoted by ]a, b[ in this paper. An
open box in Mn is the direct product of n open intervals. Let A be a subset of a
topological space. The notations int(A) and A denote the interior and the closure
of the set A, respectively. The boundary bd(A) of A is given by A \ int(A). The
frontier ∂A of A is defined by A \A. The notation |S| denotes the cardinality of a
set S. It also denotes the absolute value of an element. The abuse of notation will
not confuse readers.
2. Dimension of the image
Consider a locally o-minimal structure whose universe is the set of reals R. Note
that the structure in consideration is strongly locally o-minimal by [6, Corollary 3.4].
It admits local definable cell decomposition by [2, Theorem 4.2] or [3, Proposition
13]. Therefore, the dimension of a definable set is well-defined by [2, Section 5].
In general, the image of a definable set under a definable map may be of dimen-
sion greater than the original definable set as illustrated in [2, Example 5.2]. We
show that the image is of dimension not greater than the original definable set when
the structure is a locally o-minimal structure whose universe is the set of reals R.
We first demonstrate three lemmas necessary for the proof of the main result in
this section.
Lemma 2.1. Consider a locally o-minimal structure whose universe is the set of
reals R. Let I be an open interval in R. Let {Xj}j∈J be a family of definable subsets
of I such that the index set J is countable and all Xj do not contain open intervals.
Then, the union of all Xj does not coincides with I.
Proof. For any j ∈ J and x ∈ Q, there exists an open subinterval Uj,x of I such that
Uj,x is an open neighborhood of x and Xj ∩ Uj,x consists of finite points because
the structure is locally o-minimal. We have∣∣∣∣∣∣
⋃
j∈J
Xj
∣∣∣∣∣∣ ≤ |J | · |Q| · ℵ0 = max{|J |, |Q|,ℵ0} < |I|.
Hence, we have
⋃
j∈J Xj 6= I. 
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Lemma 2.2. Consider a locally o-minimal structure whose universe is the set of
reals R. Let X be a definable subset of Rn of dimension d. Let {Xj}j∈J be a family
of definable subsets of X of dimension smaller than d such that the index set J is
countable. Then, we have
⋃
j∈J Xj 6= X.
Proof. We demonstrate the lemma by the induction on d. The lemma is obvious
when d = 0.
We next consider the case in which d > 0. There exist an open box B ⊂ Rd and
a definable map f : B → X which is definably homeomorphic onto its image by the
definition of dimension. We may assume that X is an open box B by considering
the preimages of X and Xj under f by [2, Corollary 5.2, Theorem 5.4]. We may
also assume that B is bounded without loss of generality.
Let pi : Rd → Rd−1 be the projection forgetting the last coordinate. Set B1 =
pi(B) and we have B = B1 × I for some open interval I. We consider the sets
Yj = {x ∈ B1 | pi
−1(x) ∩Xj contains an open interval}
for all j ∈ J . They are definable and of dimension smaller than d − 1. In fact,
for any x ∈ B, there exist an open box Bx in Rd−1 and an open interval Ix
such that x ∈ Bx × Ix and the definable set Yjx = {x′ ∈ Bx | pi−1(x′) ∩ Xj ∩
Ix contains an open interval} is definable and of dimension smaller than d − 1 by
[2, Lemma 5.4]. Since B is compact, there exist finite points x1, . . . , xN in B
such that {Bxi × Ixi}
N
i=1 is an open covering of B. We have Yj =
⋃N
i=1 Yjxi for
any j ∈ J . Therefore, Yj is definable and of dimension smaller than d − 1 by [2,
Corollary 5.4(ii)].
There exists a point x ∈ B1 \
(⋃
j∈J Yj
)
by the induction hypothesis. Since
x 6∈
⋃
j∈J Yj , the intersection of pi
−1(x) with Xj does not contain an open interval
for any j ∈ J . Therefore, we can take y ∈ ({x}× I) \
⋃
j∈J Xj by Lemma 2.1. The
point (x, y) ∈ X = B is not contained in
⋃
j∈J Xj . 
Lemma 2.3. Consider a locally o-minimal structure whose universe is the set of
reals R. Let X be a definable subset of Rm+n and pi : Rm+n → Rm be a coordinate
projection. Assume that the fibers Xx = pi
−1(x) ∩ X are of dimension ≤ 0 for all
x ∈ Rm. Then, we have dimX ≤ dimpi(X).
Proof. For any (a, b) ∈ Rm × Rn, there exist open boxes Ba ⊂ Rm and Bb ⊂ Rn
with (a, b) ∈ Ba×Bb and dim(X∩(Ba×Bb)) = dimpi(X∩(Ba×Bb)) by [2, Lemma
5.4]. We have dimpi(X ∩ (Ba ×Bb)) ≤ dim pi(X) by [2, Lemma 5.1]. On the other
hand, we have dim(X) = sup
(a,b)∈Rm×Rn
dim(X ∩ (Ba×Bb)) by [2, Corollary 5.3]. We
have finished the proof. 
The following theorem is the main theorem of this section.
Theorem 2.4. Consider a locally o-minimal structure whose universe is the set of
reals R. Let X be a definable set and f : X → Rn be a definable map. Then, we
have
dim(f(X)) ≤ dim(X).
Proof. Let X be a definable subset of Rm. We demonstrate the theorem by the
induction on dim(X).
We first prove the theorem when dim(X) = 0. We lead to a contradiction
assuming that dim(f(X)) ≥ 1. There exists an open interval I and a definable map
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g : I → f(X) which is definably homeomorphic onto its image. In particular, we
have
|I| = |g(I)| ≤ |f(X)|.
On the other hand, the set X is a discrete definable set because dim(X) = 0. There
exists a definable open neighborhood Ux of x such that X ∩ Ux is a finite set for
any x ∈ Qm. We get
|X | ≤ |Qm| · ℵ0 = ℵ0.
We finally obtain |I| ≤ |f(X)| ≤ |X | ≤ ℵ0. Contradiction.
We next consider the case in which dim(X) > 0. Set d = dim(X). We lead
to a contradiction assuming that dim(f(X)) ≥ d + 1. We can reduce to the case
in which the image f(X) is an open box B of dimension d + 1. In fact, there
exists a definable map g : B → f(X) for some open box B in Rd+1 and the
map g is a definable homeomorphism onto its image. Set Y = f−1(g(B)) and
h = g−1 ◦ f |Y : Y → B. The map h is clearly onto. If dim(Y ) < d, then we
have d + 1 = dimB = dim(h(Y )) ≤ dim(Y ) < d by the induction hypothesis.
Contradiction. We therefore get dim(Y ) = d. We may assume that f(X) = B by
considering Y and h in place of X and f .
We next reduce to the case in which the map f is the restriction of a coordinate
projection. Consider the graph G ⊂ Rm+d+1 of the definable map f . Let pi :
Rm+d+1 → Rd+1 be the projection onto the last d + 1 coordinates. We have
dim(G) ≤ dim(X) = d by Lemma 2.3. The dimension of G cannot be smaller than
d by the induction hypothesis in the same way as above because the restriction
of pi to G is a surjective map onto the open box B of dimension d + 1. We get
dim(G) = d. We may assume that f : X → B is the restriction of the projection
pi : Rm+d+1 → Rd+1 to X .
For any x ∈ Qm+d+1, there exists an open box Ux such that X ∩ Ux is a finite
union of cells because the structure admits local definable cell decomposition by
[2, Theorem 4.2]. We have dim f(X ∩ Ux) ≤ dim(X ∩ Ux) ≤ dimX = d by
[2, Lemma 5.1, Corollary 5.4(ii), (iii)]. Since {Ux}x∈Qm+d+1 is an open cover of
Rm+d+1, we have B = f(X) =
⋃
x∈Qm+d+1 f(X ∩ Ux). On the other hand, We
obtain B 6=
⋃
x∈Qm+d+1 f(X ∩ Ux) by Lemma 2.2. Contradiction. 
Corollary 2.5. Consider a locally o-minimal structure whose universe is the set
of reals R. Let X be a definable subset of Rm and f : X → Rn be the restriction of
a coordinate projection to X. Assume further that dim(f−1(x)) ≤ 0 for all x ∈ Rn.
Then, we have dim(f(X)) = dim(X).
Proof. Immediate from Lemma 2.3 and Theorem 2.4. 
Corollary 2.6. Consider a locally o-minimal structure whose universe is the set of
reals R. Let X be a definable subset of Rm and f : X → R be a definable function.
The notation D ⊂ X denotes the set of the points at which f is discontinuous.
Then, we have dim(D) < dim(X).
Proof. Let G be the graph of f . We have dim(G) = dim(X) by Corollary 2.5. Set
E = {(x, y) ∈ X × R | y = f(x) and f is discontinuous at x}. We get dim(E) <
dim(G) by [2, Theorem 4.2, Corollary 5.3]. Let pi : Rm+1 → Rm be the projection
forgetting the last coordinate. We have D = pi(E) by the definitions of D and E .
We finally obtain dim(D) = dim(pi(E)) ≤ dim(E) < dim(G) = dim(X) by Theorem
2.4. 
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3. Partition into multi-cells
A set definable in an o-minimal structure is a finite union of cells. See [4, 5, 7].
A set definable in a definably complete uniformly locally o-minimal structure of
the second kind is locally a finite union of cells by [2, Theorem 4.2], but it is not
always true globally. In this section, we define multi-cells and demonstrate that
a definable set is decomposed into finite multi-cells if the structure is a locally
o-minimal expansion of the group of reals (R, <, 0,+).
Fornasiero also defined multi-cells and demonstrated that a set definable in a
definably complete locally o-minimal field is decomposed into finite multi-cells in
[1]. We use the same term ‘multi-cell’ in this paper. Our definition of multi-cells is
similar to but not the same as Fornasiero’s.
We first define locally definable sets and investigate their basic properties.
Definition 3.1. Consider a locally o-minimal structure whose universe is the set
of reals R. A locally definable subset X of Rn is a subset such that, for any x ∈ Rn,
there exists an open box Ux in R
n containing the point x such that X ∩ Ux is
definable. A subset X of Rn+1 is called bounded in the last coordinate if there
exists a bounded open interval I such that X ⊂ Rn × I.
Lemma 3.2. Consider a locally o-minimal structure whose universe is the set of
reals R.
(a) A bounded locally definable set is definable.
(b) The closure of a locally definable set is locally definable.
(c) Any connected component of a locally definable set is locally definable.
Proof. The assertions (a) and (b) are easy to prove. We prove the assertion (c).
Take an arbitrary connect component C of a locally definable subset X of Rn. For
any point x ∈ Rn, there exists an open box B containing x such that B ∩ X is
definable. Shrinking B if necessary, we may assume that B ∩ X is a finite union
of cells by [2, Theorem 4.2]. The set B ∩ C is also definable because it is a finite
union of cells. It means that C is locally definable. 
Lemma 3.3. Consider a locally o-minimal structure whose universe is the set of
reals R. Let X be a locally definable subset of Rn+1 which is bounded in the last
coordinate. The image pi(X) is also locally definable, where pi : Rn+1 → Rn is the
projection forgetting the last coordinate.
Proof. Take an arbitrary point x ∈ Rn. Since X is bounded in the last coordinate,
there exists an open interval I with X ⊂ Rn × I. Since {x} × I is compact,
there exists a finite cover by open boxes {Bi}
m
i=1 of {x} × I such that Bi ∩ X is
definable for any 1 ≤ i ≤ m. Set B =
⋂m
i=1 pi(Bi) and B
′
i = Bi ∩ pi
−1(B). We
have B ∩ pi(X) =
⋃m
i=1 pi(B
′
i ∩ X), and it is definable. Therefore, pi(X) is locally
definable. 
We need the following curve selection lemma:
Lemma 3.4 (Curve selection lemma). Consider a locally o-minimal expansion
of the group of reals (R, <, 0,+). Let X be a locally definable subset of Rn and
a ∈ ∂X. There exist ε > 0 in R and a definable continuous curve γ :]0, ε[→ X such
that lim
t→0
γ(t) = a.
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Proof. Take a sufficiently small open box B containing the point a. The set B ∩X
is definable. We may assume that X is definable considering B ∩ X in place of
X . The proof is the same as the o-minimal case given in [7, p.94] using Corollary
2.6 in place of the monotonicity theorem for o-minimal structures. We omit the
proof. 
Lemma 3.5. Consider a locally o-minimal structure whose universe is the set of
reals R. Then, it is o-minimal or there exists an unbounded discrete definable subset
of R.
Proof. We have only to show that the structure is o-minimal if every discrete de-
finable subset of R is bounded.
Let A be a definable subset of R and A′ be the boundary of the set A. The
definable set A′ is discrete. It is bounded by the assumption. Take a bounded
closed interval I containing A′. It is obvious that A′ is a finite set because I is
compact and the structure is locally o-minimal. The definable set A′ is finite and
A is a finite union of points and open intervals. It means that the structure is
o-minimal. 
We next define multi-cells.
Definition 3.6. Consider a locally o-minimal expansion of the group of reals (R, <
, 0,+). We define a multi-cell X in Rn inductively.
• If n = 1, X is a discrete definable set or all connected components of the
definable set X are open intervals.
• When n > 1, let pi : Rn → Rn−1 be the projection forgetting the last coor-
dinate. The projection image pi(X) is a multi-cell and, for any connected
component Y of X , pi(Y ) is a connected component of pi(X) and Y is one
of the following forms:
Y = pi(Y )× R,
Y = {(x, y) ∈ pi(Y )× R | y = f(x)},
Y = {(x, y) ∈ pi(Y )× R | y > f(x)},
Y = {(x, y) ∈ pi(Y )× R | y < g(x)} and
Y = {(x, y) ∈ pi(Y )× R | f(x) < y < g(x)}
for some continuous functions f and g defined on pi(Y ) with f < g.
The proof of the main theorem in this section is long. We divide the proof into
several lemmas.
Lemma 3.7. Consider a locally o-minimal expansion of the group of reals (R, <
, 0,+) which is not o-minimal. Let X be a definable subset of Rn and pi : Rn → Rn−1
be the projection forgetting the last coordinate. Assume that, for any x ∈ Rn−1, the
fiber X ∩ pi−1(x) is at most of dimension zero. Then, there exist definable subsets
Z1 and Z2 of R
n−1 satisfying the following conditions:
(a) dim(Z1) < dim(pi(X)) and dim(Z2) < dim(pi(X));
(b) For any x ∈ Rn \ pi−1(Z1), there exists an open box U containing the point
x such that X∩U = ∅ or pi(X)∩pi(U) is a manifold and X∩U is the graph
of a continuous function defined on pi(X) ∩ pi(U);
UNIFORM LOCAL DEFINABLE CELL DECOMPOSITION 7
(c) Any connected component C of X \ pi−1(Z1 ∪ Z2) is bounded in the last
coordinate;
(d) ∂C ⊂ pi−1(Z1 ∪ Z2) for any connected component C of X \ pi−1(Z1 ∪ Z2).
Proof. We first find a definable subset Z1 of R
n−1 with dim(Z1) < dim(pi(X))
satisfying the condition (b). Set d = dim(X). We have dim(pi(X)) = d by Corollary
2.5. The notation Reg(pi(X)) denotes the set of points at which pi(X) is locally a
d-dimensional manifold. It is open in pi(X). The notation Sing(pi(X)) denotes the
singular locus given by pi(X)\Reg(pi(X)). It is a definable set of dimension smaller
than d by [2, Theorem 4.2]. Let S be the set of points x in Rn \ pi−1(Sing(pi(X)))
at which there exist no open boxes U containing the point x such that X ∩ U = ∅
or X ∩ U is the graph of a continuous function defined on pi(X) ∩ pi(U). We
have dim(S) < d by [2, Theorem 4.2]. Set Z1 = pi(S) ∪ Sing(pi(X)). We have
dimZ1 ≤ max{dim(S), Sing(pi(X))} < dim(X) by [2, Theorem 5.5] and Theorem
2.4. The condition (b) is obviously satisfied. We may assume that Z1 = ∅ by
considering X \ pi−1(Z1) in place of X .
There exists an unbounded discrete definable subset D of R by Lemma 3.5. We
may assume that inf(D) = −∞ and sup(D) = ∞ by considering D ∪ (−D) in
place of D because the group operation is definable. Let Zr be the boundary of
X ∩ (pi(X) × {r}) in pi(X) × {r} for any r ∈ D. Set W = ∂X ∪
(⋃
r∈D
Zr
)
and
Z2 = pi(W ). The set W is definable. In fact,
⋃
r∈D
Zr is given by {(x, r) ∈ R
n−1 ×
R | r ∈ D, the point x is contained in the boundary of X ∩ pi−1(r) in pi−1(r)} and
it is definable. We prove the assertion (a) for Z2. Let C be a definable cell contained
in
⋃
r∈D
Zr. There exists r ∈ D with C ⊂ Zr. We have dim(C) < dim(X ∩ (pi(X)×
{r})) ≤ dim(X) and dim(∂X) < dim(X) by [2, Theorem 5.5]. We also have
dim
(⋃
r∈D
Zr
)
< dim(X) by [2, Corollary 5.3]. We finally get the assertion (a) by
Corollary 2.5 and [2, Corollary 5.4(ii)].
Furthermore, the following assertion (∗) holds true becauseX∩((pi(X) \ Z2)×D)
is locally the graph of a constant function on pi(X) ∩ pi(U).
(∗): There exists an open neighborhood ofX∩((pi(X) \ Z2)×D) in (pi(X)\Z2)×
D which does not intersect with X \ pi−1(Z2) other than X ∩ ((pi(X) \ Z2)×D).
We next show that the definable set Z2 satisfies the assertions (c) and (d). We
consider two cases, separately. We first consider the case in which C∩((pi(X)\Z2)×
D) has a non-empty interior in (pi(X)\Z2)×D. We have C ⊂ (pi(X)\Z2)×{r} for
some r ∈ D. In fact, the definable set X ∩ ((pi(X)\Z2)×{r}) is open and closed in
(pi(X) \ Z2)× {r} by the definition of Z2 for any r ∈ D. We have C ⊂ Rn−1 × {r}
for some r ∈ D because C is connected. In particular, C is bounded on the last
coordinate and satisfies the assertion (c). The assertion (d) is also trivial in this
case because C is closed and open subset of X ∩ ((pi(X) \ Z2)× {r}) in this case.
The next case is the case in which C ∩ ((pi(X) \ Z2)×D) has an empty interior
in Rn−1 ×D. We have C ∩ ((pi(X) \Z2)×D) = ∅ by the assertion (∗) in this case.
We demonstrate that C ⊂ Rn−1×]r1, r2[ for some r1, r2 ∈ R. Let pi2 : Rn → R
be the projection onto the last coordinate. Set s = inf(pi2(C)). Assume that
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s = −∞. Take a point x1 ∈ C, then there exists an R ∈ D with pi2(x1) > R because
inf(D) = −∞. We can get x2 ∈ C with pi2(x2) < R because s = −∞. The partition
C = {x ∈ C | pi2(x) > R} ∪ {x ∈ C | pi2(x) < R} is a partition into two non-
empty open and closed subsets. It contradicts the assumption that C is connected.
Therefore, we have inf(pi2(C)) > −∞. We can show that sup(pi2(C)) < +∞ in the
same way. We can take r1, r2 ∈ R with r1 < inf(pi2(C)) ≤ sup(pi2(C)) < r2. We
have finished the proof of the assertion (c).
We finally demonstrate the assertion (d). Assume the contrary. Take an ar-
bitrary point x ∈ ∂C \ pi−1(Z2). We have x 6∈ Rn−1 × D by the assertion (∗).
Set X ′ = X \ pi−1(Z2). The point x is contained in X ′ because X ′ is closed in
Rn \ pi−1(Z2) by the definition of W and Z2. There exists an open box B contain-
ing the point x and a definable cell decomposition of B partitioning X ∩B, D∩B,
pi−1(Z2) and W by [2, Theorem 4.2]. Since C is a connected component of X
′,
C ∩B is a finite union of cells. Let C1 be a cell contained in C with x ∈ C1. Since
C is closed in X ′, we have x ∈ C1 ∩X ′ ⊂ C. Contradiction to the assumption that
x ∈ ∂C. 
The following lemma is the major induction step of the proof of the main theo-
rem.
Lemma 3.8. Consider a locally o-minimal expansion of the group of reals (R, <
, 0,+) which is not o-minimal. Let X be a definable subset of Rn and pi : Rn → Rn−1
be the projection forgetting the last coordinate. Assume that, for any x ∈ Rn−1, the
fiber X ∩ pi−1(x) is at most of dimension zero. Assume further that any definable
subset of Rn−1 is partitioned into finite multi-cells. Then, the definable set X is
also partitioned into finite multi-cells. Furthermore, the projection images of two
distinct multi-cells are disjoint.
Proof. We prove the lemma by the induction on dim(X). When dim(X) = 0, X is
a discrete definable set and its projection images are also discrete by Theorem 2.4.
Therefore, X itself is a multi-cell. We consider the case in which dim(X) > 0. We
can find definable subsets Z1 and Z2 of R
n−1 satisfying the following conditions by
Lemma 3.7.
(a) dim(Z1) < dim(pi(X)) and dim(Z2) < dim(pi(X));
(b) For any x ∈ Rn \pi−1(Z1), there exists an open box U containing the point
x such that X∩U = ∅ or pi(X)∩pi(U) is a manifold and X ∩U is the graph
of a continuous function defined on pi(X) ∩ pi(U);
(c) Any connected component C of X \ pi−1(Z1 ∪ Z2) is bounded in the last
coordinate;
(d) ∂C ⊂ pi−1(Z1 ∪ Z2) for any connected component C of X \ pi−1(Z1 ∪ Z2).
The lemma holds true for X ∩pi−1(Z1∪Z2) by the induction hypothesis because
dim(X ∩ pi−1(Z1 ∪ Z2)) = dim(Z1 ∪ Z2) < dim(pi(X)) = dim(X) by Corollary 2.5.
Replacing X with X \ pi−1(Z1 ∪ Z2), we may further assume that any connected
component of X is bounded in the last coordinate and closed in pi−1(pi(X)). We
can partition pi(X) into finite multi-cells by the assumption. Hence, we may assume
that pi(X) is a multi-cell. We demonstrate that X is a multi-cell in this case. Let
C be a connected component of X . We have only to show the following assertions:
• pi(C) is a connected component of pi(X).
• C is the graph of a continuous function defined on pi(C).
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We first demonstrate that pi(C) is a connected component of pi(X). The con-
nected component C is locally definable by Lemma 3.2. The image pi(C) is locally
definable by Lemma 3.3 because C is bounded in the last coordinate. There exists
a connected component E of pi(X) with pi(C) ⊂ E because pi(C) is connected.
Assume that pi(C) 6= E. Take a point x in the boundary of pi(C) in E. There
exists a definable continuous curve γ :]0, ε[→ pi(C) with lim
t→0
γ(t) = x by Lemma
3.4. Define fu :]0, ε[→ R by fu(t) = sup{y ∈ R | (γ(t), y) ∈ C}. The definable
set {(t, y) ∈]0, ε[×R | (γ(t), y) ∈ C} is definable by Lemma 3.2(a) because C is
bounded in the last coordinate. Therefore, the function fu is definable. We may
assume that fu is continuous by Corollary 2.6 by taking a sufficiently small ε > 0
if necessary. The limit y = lim
t→0
fu(t) exists. In fact, the frontier of the graph is of
dimension zero by [2, Theorem 5.5]. The intersection of the frontier with the line
t = 0 is a singleton because the function fu is continuous. It means that the limit
exists. We have (x, y) ∈ C because C is closed in X ∩ pi−1(E). By the assumption,
there exists an open box U with (x, y) ∈ U such that U ∩ C is the graph of a
continuous function defined on E ∩ pi(U). Therefore, the image pi(C) contains the
neighborhood E ∩ pi(U) of the point x. Contradiction to the assumption that x is
a point in the boundary of pi(C) in E.
We next demonstrate that C is the graph of a continuous function defined on
pi(C). We have only to show that the restriction of pi to C is injective because X
is locally the graph of a continuous function by the assumption. Set
T = {x ∈ pi(C) | |pi−1(x) ∩ C| > 1}.
We have only to demonstrate that T is an empty set. We first show that T is locally
definable. Consider the set S = {(x, y1, y2) ∈ Rn−1 × R× R | (x, y1) ∈ C, (x, y2) ∈
C and y1 < y2}. The locally definable set S is bounded in the last coordinate,
and the image S′ of S under the projection forgetting the last coordinate is locally
definable by Lemma 3.3. It is obvious that S′ is also bounded in the last coordinate
and T = pi(S′). The set T is locally definable using Lemma 3.3 again.
The set T is open in pi(C). In fact, take an arbitrary point x ∈ T . There
exist y1 < y2 ∈ R with (x, y1), (x, y2) ∈ C. Since X is locally the graph of a
continuous function, there exists an open box B with x ∈ B ∩ pi(C) such that
X ∩ pi−1(B) contains the graphs of continuous functions whose values at x are y1
and y2, respectively. Therefore, B ∩pi(C) is contained in T , and T is open in pi(C).
We next show that T is closed in pi(C). Assume the contrary. Take a point
x ∈ pi(C) ∩ ∂T . We can take the unique y ∈ R with (x, y) ∈ C because x 6∈ T .
There exists a definable continuous curve γ :]0, ε[→ pi(C)∩T such that lim
t→0
γ(t) = x
by Lemma 3.4. We define the maps ηu, ηl :]0, ε[→ R by
ηu(t) = sup{u ∈ R | (γ(t), u) ∈ C} and
ηl(t) = inf{u ∈ R | (γ(t), u) ∈ C}.
They are well-defined because C is bounded in the last coordinate. Take a suffi-
ciently small ε > 0. They are definable and continuous and they have the limits
yu = lim
t→0
ηu(t) ∈ R and yl = lim
t→0
ηl(t) ∈ R for the same reason as above. We have
ηu(t) 6= ηl(t) because γ(t) ∈ T . We have (x, yu) ∈ C and (x, yl) ∈ C because C is
closed in pi−1(pi(C)). We therefore get y = yl = yu because x 6∈ T . The definable
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set X is not locally the graph of a definable function at (x, y) because ηu(t) 6= ηl(t).
Contradiction. We have shown that T is closed in pi(C).
Since pi(C) is connected and T is open and closed in pi(C), we have T = pi(C) or
T = ∅. We have only to lead to a contradiction assuming that T = pi(C). Define
the function fu : pi(C) → R by fu(x) = sup{t | (x, t) ∈ C}. We can easily show
that its graph is a locally definable set using Lemma 3.2(a) because C is bounded
in the last coordinate. It is a continuous function. In fact, let D be the set of
all the points at which fu is discontinuous. Take a point x ∈ D. The set Vx
is the intersection of pi−1(x) with the closure of the graph of fu|pi(C)\{x}, where
fu|pi(C)\{x} denote the restriction of fu to pi(C) \ {x}. The closure of the graph of
fu|pi(C)\{x} is locally definable by Lemma 3.2(b). The set Vx is locally definable
and compact. Consequently, Vx is definable by Lemma 3.2(a). There exists a point
(x, y) ∈ Vx with y 6= fu(x) by the assumption. Note that (x, y) ∈ C because C
is closed in pi−1(pi(C)). The set C is locally the graphs of continuous functions g
and h defined on a neighborhood of x in pi(X) at (x, y) and (x, fu(x)), respectively.
Take a sufficiently small ε > 0. Since g and h are continuous and g(x) < h(x), we
have g(x′) + ε < h(x′) if x′ is sufficiently close to x. We also get h(x′) ≤ fu(x
′)
by the definition of the function fu. We then have g(x
′) + ε < fu(x
′) for any
x′ sufficiently close to x and we obtain (x, y) = (x, g(x)) 6∈ Vx. Contradiction.
We have demonstrated that the function fu is continuous. Consider the graph
{(x, y) ∈ C | y = fu(x)}. It is easy to prove that the graph is an open and
closed proper subset of C using the fact that C is locally the graph of a continuous
function. Contradiction to the assumption that C is connected. 
The following theorem is the main theorem in this section.
Theorem 3.9. Consider a locally o-minimal expansion of the group of reals (R, <
, 0,+). A definable set is partitioned into finite multi-cells.
Proof. Consider the case in which the structure in consideration is o-minimal. A
definable set is partitioned into finite cells by [7, Theorem 3.2.11]. It is also a
partition into finite multi-cells because a cell is simultaneously a multi-cell.
We next consider the case in which the structure is not o-minimal. Let X be a
definable subset of Rn. We demonstrate that the set X is partitioned into finite
multi-cells. We prove it by the induction on n. Consider the case in which n = 1.
The theorem is clear when X = ∅ or X = R. We consider the other cases. The set
X1 is the union of all the maximal open intervals contained in X , which is definable.
In fact, the set X1 is described as follows:
X1 = {x ∈ X | ∃ε > 0, ∀y ∈ R, |x− y| < ε→ y ∈ X}.
The set X2 = X \ X1 is the set of the isolated points and the endpoints of the
maximal open intervals in X because the structure is locally o-minimal. It is
clearly a discrete definable set. The decomposition X = X1 ∪ X2 is a partition
into multi-cells.
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We next consider the case in which n > 1. Let pi : Rn → Rn−1 be the projection
forgetting the last coordinate. Consider the sets
Xoi = {(x, y) ∈ R
n−1 × R | ∃ε > 0, ∀y′, |y′ − y| < ε→ (x, y′) ∈ X},
X∀ = {(x, y) ∈ R
n−1 × R | ∀y′, (x, y′) ∈ X},
X ′∞ = {(x, y) ∈ R
n−1 × R | ∃ε > 0, ∀y′, y′ > y − ε→ (x, y′) ∈ X} and
X ′−∞ = {(x, y) ∈ R
n−1 × R | ∃ε > 0, ∀y′, y′ < y + ε→ (x, y′) ∈ X}.
Set
Xboi = Xoi \ (X∀ ∪X
′
∞ ∪X
′
−∞),
X∞ = X
′
∞ \X∀,
X−∞ = X
′
∞ \X∀ and
Xpt = X \ (Xboi ∪X∞ ∪X−∞ ∪X∀).
The definable set X is partitioned as follows:
X = Xboi ∪X∞ ∪X−∞ ∪X∀ ∪Xpt.
By the definition, connected components of non-empty fibers of Xboi, X∞, X−∞,
X∀ and Xpt are a bounded open interval, an open interval unbounded above and
bounded below, an open interval bounded above and unbounded below, R and a
point, respectively.
We have only to show that the above five definable sets are partitioned into
multi-cells. The definable set Xpt is partitioned into multi-cells by Lemma 3.8. As
to X∀, there exists a partition into multi-cells pi(X∀) =
⋃k
i=1 Yi by the induction
hypothesis. Set X∀,i = Yi × R, then the partition X∀ =
⋃k
i=1X∀,i is a partition
into multi-cells. Consider the set
Y∞ = {(x, y) ∈ pi(X∞)× R | (x, y) 6∈ X∞, ∀y
′, y′ > y → (x, y′) ∈ X∞}.
The definable sets Y∞ consists of the lower endpoints of fibers of X∞. In particular,
Y∞ satisfies the assumption of Lemma 3.8. Let Y∞ =
⋃k
i=1 Y∞,i be a partition into
multi-cells given by Lemma 3.8. Set X∞,i = X∞ ∩ pi−1(pi(Y∞,i)). The definable
set X∞,i is a multi-cell. In fact, it is clear that the projection image pi(X∞,i) is a
multi-cell because pi(X∞,i) = pi(Y∞,i). Since Y∞,i is a multi-cell, it is the graph of
a continuous function f defined on pi(Y∞,i). It is obvious that X∞,i = {(x, y) ∈
pi(X∞,i) × R | y > f(x)} by the definition. Hence, the definable set X∞,i is a
multi-cell, and the partition X∞ =
⋃k
i=1X∞,i is a partition into multi-cells. We
can show that the definable set X−∞ is partitioned into multi-cell in the same way.
The remaining task is to demonstrate that Xboi is partitioned into multi-cells.
We may assume the followings:
(i) All the connected components of non-empty fibers of X are bounded open
intervals;
(ii) For any x ∈ pi(X), the closures of two distinct connected components of
X ∩ pi−1(x) have an empty intersection.
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We may employ the assumption (i) by setting X = Xboi. We demonstrate that we
may also employ the assumption (ii). Consider the definable set
Yboth = {(x, y1, y2) ∈ pi(X)× R
2 | (x, y1) 6∈ X, (x, y2) 6∈ X, y1 < y2,
∀c, y1 < c < y2 → (x, c) ∈ X}.
Set
Xupper = {(x, y) ∈ pi(X)× R | ∃y1, y2, (x, y1, y2) ∈ Yboth, (y1 + y2)/2 < y < y2},
Xmiddle = {(x, y) ∈ pi(X)× R | ∃y1, y2, (x, y1, y2) ∈ Yboth, y = (y1 + y2)/2} and
Xlower = {(x, y) ∈ pi(X)× R | ∃y1, y2, (x, y1, y2) ∈ Yboth, y1 < y < (y1 + y2)/2}.
The definable set Xmiddle can be partitioned into finite multi-cells by Lemma 3.8.
The closures of two distinct connected components of Xupper ∩ pi−1(x) have empty
intersections for all x ∈ pi(X). The fiber Xlower∩pi−1(x) also enjoys the same prop-
erty. Therefore, we may assume that the definable set X satisfies the assumption
(ii) by setting X = Xupper and X = Xlower.
Consider the definable sets
Yupper = {(x, y) ∈ pi(X)× R | (x, y) 6∈ X, ∃ε > 0, ∀c, y − ε < c < y
→ (x, c) ∈ X} and
Ylower = {(x, y) ∈ pi(X)× R | (x, y) 6∈ X, ∃ε > 0, ∀c, y < c < y + ε
→ (x, c) ∈ X}.
For any x ∈ pi(X), the fiber Yupper ∩ pi
−1(x) is the set of the upper endpoints of
the maximal open intervals contained in X ∩ pi−1(x) by the assumption (i). The
fiber Ylower∩pi−1(x) is the set of the lower endpoints of the maximal open intervals.
By Lemma 3.8, both Yupper and Ylower are partitioned into finite multi-cells. Let
Yupper =
⋃k
i=1 Yupper,i and Ylower =
⋃l
i=1 Ylower,i be partitions into finite multi-cells.
We have pi(Yupper,i1) ∩ pi(Yupper,i2) = ∅ by Lemma 3.8 if i1 6= i2. We may further
assume that, for all 1 ≤ i ≤ k and 1 ≤ j ≤ l, we have pi(Yupper,i) = pi(Ylower,j)
or pi(Yupper,i) ∩ pi(Ylower,j) = ∅. In fact, for all 1 ≤ i ≤ k and 1 ≤ j ≤ l, the
definable set pi(Yupper,i) ∩ pi(Ylower,j) are partitioned into finite multi-cells by the
induction hypothesis. Let pi(Yupper,i) ∩ pi(Ylower,j) =
⋃p(i,j)
m=1 Zijm be partitions. Set
Yupper,ijm = Yupper,i ∩ pi−1(Zijm) and Ylower,ijm = Ylower,j ∩ pi−1(Zijm). They are
obviously multi-cells satisfying the requirement.
SetXi = X∩pi−1(pi(Yupper,i)). We have a partitionX =
⋃k
i=1Xi. The remaining
task is to show that Xi is a multi-cell. Take an arbitrary connected component C of
Xi and an arbitrary point zˆ ∈ C. Set xˆ = pi(zˆ) and zˆ = (xˆ, yˆ) for some yˆ ∈ R. Since
connected components of the fiber X ∩ pi−1(xˆ) are bounded open intervals by the
assumption (i), there exist yu, yl ∈ R, 1 ≤ i′ ≤ k and 1 ≤ j′ ≤ l with yl < yˆ < yu,
(x, yu) ∈ Yupper,i′ , (x, yl) ∈ Ylower,j′ and (xˆ, y) ∈ X for all yl < y < yu. We have
pi(Yupper,i′) = pi(Ylower,j′ ) by the assumption. Let Z be its connected component
containing the point xˆ. There are two continuous function f and g defined on Z
such that yl = f(xˆ), yu = g(xˆ) and the graphs of f and g are connected components
of Ylower,j′ and Yupper,i′ , respectively, because Ylower,j′ and Yupper,i′ are multi-cells.
We demonstrate that f(x) < g(x) on Z and C = {(x, y) ∈ Z×R | f(x) < y < g(x)}.
We show that the graph of f does not intersect with Yupper. In particular, we
have f(x) < g(x) on Z by the intermediate value theorem. Assume the contrary.
Let x′ ∈ Z and y′ = f(x′) with (x′, y′) ∈ Yupper. By the definition of f and Yupper,
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there exist y1, y2 ∈ R with y1 < y′ < y2 such that {x}×]y1, y′[ and {x}×]y′, y2[ are
connected components of the fiber X ∩ pi−1(x). The intersection of their closures
is not empty. It is a contradiction to the assumption (ii).
We finally show that C = {(x, y) ∈ Z × R | f(x) < y < g(x)}. The set C is
contained in {(x, y) ∈ Z × R | f(x) < y < g(x)} because the intersection of the
latter set with X is closed and open in X by the definition. We demonstrate the
opposite inclusion. Assume the contrary. Let (x′, y′) be a point satisfying x′ ∈ Z,
f(x′) < y′ < g(x′) and (x′, y′) 6∈ C. By the assumption (i), there exists y ∈ R with
f(x′) < y < y′ and (x′, y) ∈ Yupper. Since we have pi(Yupper,i1)∩pi(Yupper,i2) = ∅ for
all i1 6= i2, we have (x′, y) ∈ Yupper,i′ . Since Yupper,i′ is a multi-cell, the connected
component of Yupper,i′ containing the point (x
′, y) is the graph of some continuous
function g′ defined on Z. We have f(x′) < g′(x′) < g(x′). The graph of g′ does not
intersect with the graph of g because Yupper,i′ is a multi-cell. The graph of g
′ does
not intersect with the graph of f because the graph of f does not intersect with
Yupper as we demonstrated previously. We get yl = f(xˆ) < g
′(xˆ) < g(xˆ) = yu by
the intermediate value theorem. We obtain (xˆ, g′(xˆ)) 6∈ X , which contradicts the
fact that (xˆ, y) ∈ X for all yl < y < yu. 
4. Uniform local definable cell decomposition
In this section, we first show that a locally o-minimal expansion of the group
of reals (R, <, 0,+) has a uniformity property. We also prove the uniform local
definable cell decomposition theorem introduced in Section 1 using the uniformity
property.
We need the following technical definition for proving the uniformity theorem.
Definition 4.1. Consider a locally o-minimal expansion of the group of reals (R, <
, 0,+). Let X ⊂ Rn be a multi-cell and Y be a discrete definable subset of X . The
notation pik : R
n → Rk denotes the projection onto the first k coordinates for all
1 ≤ k ≤ n. Note that pin is the identity map. The definable set Y is a representative
set of connected components of X if the intersection of pik(Y ) with any connected
component of pik(X) is a singleton for any 1 ≤ k ≤ n.
Lemma 4.2. Consider a locally o-minimal expansion of the group of reals (R, <
, 0,+). Let X ⊂ Rm+n be a multi-cell and pi : Rm+n → Rm be the projection onto
the first m coordinates. There exists a definable subset Y of X such that Y ∩pi−1(x)
is a representative set of connected components of X ∩ pi−1(x) for any x ∈ pi(X).
Proof. We demonstrate the lemma by the induction on n. We first consider the
case in which n = 1. Consider the following definable sets:
S∞ = {x ∈ pi(X) | ∀y ∈ R, (x, y) ∈ X},
Su = {x ∈ pi(X) | ∃y ∈ R, ∀z, z > y → (x, z) ∈ X} and
Sl = {x ∈ pi(X) | ∃y ∈ R, ∀z, z < y → (x, z) ∈ X}.
The definable functions ρu : Su \S∞ → R and ρl : Sl \S∞ → R are given as follows:
ρu(x) = inf{y ∈ R | ∀z, z > y → (x, z) ∈ X} and
ρl(x) = sup{y ∈ R | ∀z, z < y → (x, z) ∈ X}.
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We set
Yc = {(x, y1, y2) ∈ pi(X)× R
2 | (x, y1) 6∈ X, (x, y2) 6∈ X, y1 < y2,
∀c, y1 < c < y2 → (x, c) ∈ X} and
Yp = {(x, y) ∈ X | ∃ε > 0, ∀c, 0 < |y − c| < ε→ (x, c) 6∈ X}.
We finally set
Y = {(x, ρu(x) + ε) ∈ R
m+1 | x ∈ Su} ∪ {(x, ρl(x) − ε) ∈ R
m+1 | x ∈ Sl}
∪ {(x, y) ∈ Rm+1 | ∃y1, y2, (x, y1, y2) ∈ Yc, y = (y1 + y2)/2}
∪ Yp ∪ (S∞ × {0}),
where ε is a fixed positive real number. The definable set Y ∩ pi−1(x) is obviously
a representative set of connected components of X ∩ pi−1(x) for any x ∈ pi(X).
We consider the case in which n > 1. The notations pi1 : R
m+n → Rm+n−1 and
pi2 : R
m+n−1 → Rm denote the projections forgetting the last coordinate and onto
the first m coordinates, respectively. The projection image pi1(X) is a multi-cell by
the definition of multi-cells. There exists a definable subset Y1 ⊂ pi1(X) such that
the definable set Y1 ∩ pi
−1
2 (x) is a representative set of connected components of
pi1(X) ∩ pi
−1
2 (x) for any x ∈ pi(X) by applying the induction hypothesis to pi1(X)
and pi2. Set X
′ = X ∩ pi−11 (Y1), and apply the lemma for n = 1 to X
′ and pi1.
We can find a representative set Y of connected components of X ′. It is easy to
demonstrate that Y is also a representative set of connected components of X . 
Theorem 4.3 (Uniformity theorem). Consider a locally o-minimal expansion of
the group of reals (R, <, 0,+). For any definable subset X of Rn+1, there exist a
positive element r ∈ R and a positive integer K such that, for any a ∈ Rn, the
definable set X ∩ ({a}×]− r, r[) has at most K connected components.
Proof. Consider the set
X = {(r, x, y) ∈ R× Rn × R | (x, y) ∈ X , r > 0 and − r < y < r}.
Apply Theorem 3.9 to X . We have a partition into multi-cells X =
⋃k
i=1 Xi. Let
Π1 : R × Rn × R → R be the projection onto the first coordinate. We next apply
Lemma 4.2 to Xi and Π1. For any 1 ≤ i ≤ k, we can take a definable subset Yi
of Xi such that, for any r ∈ R, Yi ∩ Π
−1
1 (r) is a representative set of connected
components of Xi ∩Π
−1
1 (r). Let Π2 : R×R
n ×R→ R2 be the projection given by
Π2(r, x, y) = (r, y). Set Zi = Π2(Yi). We have dim(Yi ∩ Π
−1
1 (r)) ≤ 0 for all r ∈ R
because Yi ∩ Π
−1
1 (r) is discrete. We get dim(Zi ∩ ({r} × R)) ≤ 0 by Theorem 2.4.
Since the structure is a uniformly locally o-minimal structure of the second kind,
there exists a positive element R ∈ R such that, for any r > 0 with r < R, the
definable sets Zi ∩ ({r}×]−R,R[) consist of finite points for all 1 ≤ i ≤ k.
Fix an r > 0 with r < R and an arbitrary point a ∈ Rn. The definable set
Zi∩({r}×]−r, r[) is a finite set for any 1 ≤ i ≤ k. SetK =
k∑
i=1
|Zi ∩ ({r}×]− r, r[)|.
Let Π3 : R
n+2 → Rn+1 be the projection forgetting the first coordinate. Set
X<r = {(x, y) ∈ X | − r < y < r} = Π3(X ∩ ({r} × R
n+1)),
Xi = Π3(Xi ∩ ({r} × R
n+1)) and
Yi = Π3(Yi ∩ ({r} × R
n+1)).
UNIFORM LOCAL DEFINABLE CELL DECOMPOSITION 15
Let pi1 : R
n+1 → Rn and pi2 : Rn+1 → R be the projections onto first n coordinates
and onto the last coordinate, respectively. We easily get X<r =
⋃k
i=1Xi and
X ∩ ({a}×] − r, r[) = X<r ∩ pi−11 (a). The definable set Xi is a multi-cell. The
definable set Yi is a representative set of connected components of Xi. The notation
p : R2 → R denotes the projection onto the second coordinate. We have pi2(Yi) =
p(Zi ∩ ({r}×]− r, r[)).
When a ∈ pi1(Xi) for some 1 ≤ i ≤ k, there exists a point a′ ∈ pi1(Yi) contained
in the connected component of pi1(Xi) containing the point a. The definable set
Xi ∩ pi
−1
1 (a) has the same number of connected components as Xi ∩ pi
−1
1 (a
′), and
which is equal to |Yi ∩ pi
−1
1 (a
′)| by the definitions of multi-cells and representative
sets of their connected components. The notation NC(S) denotes the number of
connected components of a definable set S. We therefore have
NC(X ∩ ({a}×]− r, r[)) = NC(X<r ∩ pi−11 (a)) ≤
k∑
i=1
NC(Xi ∩ pi
−1
1 (a))
=
k∑
i=1
NC(Xi ∩ pi
−1
1 (a
′)) =
k∑
i=1
|Yi ∩ pi
−1
1 (a
′)|
≤
k∑
i=1
|pi2(Yi)| =
k∑
i=1
|p(Zi ∩ ({r}×]− r, r[))|
=
k∑
i=1
|Zi ∩ ({r}×]− r, r[)| = K.
We have finished the proof. 
We begin with the proof of Theorem 1.1.
Definition 4.4. Let (j1, . . . , jd) be an increasing sequence of positive integers with
1 ≤ jk ≤ n for all 1 ≤ k ≤ d. Let pi(j1,...,jd) : R
n → Rd be the projection
given by pi(j1,...,jd)(x1, . . . , xn) = (xj1 , . . . , xjd). A cell C in R
n of dimension d is
of type (j1, . . . , jd) if the restriction of the projection pi(j1,...,jd) to C is a definable
hemeomorphism onto its image.
Theorem 4.5 (Uniform local definable cell decomposition). Consider a locally o-
minimal expansion of the group of reals (R, <, 0,+). Let {Aλ}λ∈Λ be a finite family
of definable subsets of Rm+n. There exist an open box B in Rn containing the origin
and a finite partition of definable sets
Rm ×B = X1 ∪ . . . ∪Xk
such that B = (X1)b ∪ . . . ∪ (Xk)b is a definable cell decomposition of B for any
b ∈ Rm and Xi ∩ Aλ = ∅ or Xi ⊂ Aλ for any 1 ≤ i ≤ k and λ ∈ Λ. Furthermore,
the type of the cell (Xi)b is independent of the choice of b with (Xi)b 6= ∅.
Proof. We first show the assertion for n = 1. For any definable set S ⊂ Rm+1,
the notation bdm(S) denotes the set {(x, y) ∈ Rm × R | y ∈ bd(Sx)}. Since the
locally o-minimal expansion of the group of reals is strongly locally o-minimal by
[6, Corollary 3.4], there exists an open interval I containing the origin such that
S ∩ I is a finite union of points and open interval for any definable subset S of R.
Set X =
⋃
λ∈Λ bdm(Aλ ∩ I). The fibers Xb are finite sets for all b ∈ R
m. It is
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obvious that any definable cell decomposition of B partitioning Xb ∩ I partitions
{(Aλ)b ∩ I}λ∈Λ for any point b ∈ Rm.
There exists a positive integer K and a positive element r ∈ R such that |Xb ∩
({b}×] − r, r[)| ≤ K for any point b ∈ Rm by Theorem 4.3. Set I =] − r, r[ and
Si = {b ∈ R
m | |Xb ∩ I| = i} for all 0 ≤ i ≤ K. The family {Si}
K
i=0 partitions the
parameter space Rm. Let yj(b) be the j-th largest point of Xb ∩ I for all b ∈ Si.
Set y0(b) = −r and yi+1(b) = r for all b ∈ Si. Applying Corollary 2.6 inductively,
we can find a partition into definable sets
Si = Si0 ∪ . . . ∪ Sim
such that Sik = ∅ or dim(Sik) = k, and yj is continuous on Sik for any 0 ≤ j ≤ i
and 0 ≤ k ≤ m. We set
Cijk = {(x, yj(x)) ∈ Sik × R} (1 ≤ j ≤ i) and
Dijk = {(x, y) ∈ Sik × R | yj(x) < y < yj+1(x)} (0 ≤ j ≤ i)
for any 0 ≤ i ≤ K and 0 ≤ k ≤ m. Consider the family of maps F = {σ : Λ →
{0, 1}}. Set
T 0ijkσ = {x ∈ Sik | Cijk ∩ ({x} × R) is contained in Aλ iff σ(λ) = 1} and
T 1ijkσ = {x ∈ Sik | Dijk ∩ ({x} × R) is contained in Aλ iff σ(λ) = 1}
for any 0 ≤ i ≤ K, 0 ≤ j ≤ i, 0 ≤ k ≤ m and σ ∈ F . We finally set Cijkσ =
Cijk ∩ (T 0ijkσ × R) and Dijkσ = Dijk ∩ (T
1
ijkσ × R). The partition
Rm × I =
K⋃
i=0
 m⋃
k=1
⋃
σ∈F
 i⋃
j=1
Cijkσ ∪
i⋃
j=0
Dijkσ

is the desired partition. Furthermore, the above definable functions yj can be
chosen as continuous functions on p(Cijkσ) and p(Dijkσ), where p : R
m+1 → Rm
is the projection forgetting the last coordinate. It is clear that the type of the cell
(Xi)b is independent of the choice of b with (Xi)b 6= ∅.
We consider the case in which n > 1. Let pi : Rm+n → Rm+n−1 be the pro-
jection forgetting the last coordinate. Applying the theorem for n = 1 to the
family {Aλ}λ∈Λ, there exist an open interval I containing the origin and a parti-
tion Rm+n−1 × I = Y1 ∪ . . . ∪ Yl such that I = (Y1)b ∪ . . . ∪ (Yl)b is a definable cell
decomposition I for any b ∈ Rm+n−1 and Yi ⊂ Aλ or Yi ∩Aλ = ∅ for any 1 ≤ i ≤ l
and λ ∈ Λ. We can further assume that Yi is one of the following forms:
Yi = {(x, f(x)) ∈ pi(Yi)× R} and
Yi = {(x, y) ∈ pi(Yi)× R | f(x) < y < g(x)},
where f and g are definable continuous functions on pi(Yi) with f < g.
Apply the induction hypothesis to the family {pi(Yi)}li=1. There exist an open
box B′ in Rn−1 containing the origin and a partition Rm×B′ = Z1 ∪ . . .∪Zp such
that B′ = (Z1)b ∪ . . . ∪ (Zp)b is a definable cell decomposition B
′ for any b ∈ Rm,
and pi(Yi) ∩ Zj = ∅ or Zj ⊂ pi(Yi) and the type of the cell (Zj)b is independent of
the choice of b with (Zj)b 6= ∅.
Set B = B′ × I and Xij = Yi ∩ pi−1(Zj) for all 1 ≤ i ≤ l and 1 ≤ j ≤ p. Let
{Xi}ki=1 be the family of non-empty Xij ’s. It is easy to demonstrate that the family
{Xi}
k
i=1 satisfies the requirement of the theorem. We omit the proof. 
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Corollary 4.6. Consider a locally o-minimal expansion of the group of reals (R, <
, 0,+). For any definable subset X of Rn, there exist a positive integer K and an
open box B in Rn containing the origin such that the definable set X ∩ (b+B) has
at most K connected components for all b ∈ Rn. Here, b+B denotes the set given
by {x ∈ Rn | x− b ∈ B}.
Proof. Consider the definable set Y defined by
{(y, x) ∈ Rn × Rn | x− y ∈ X}.
Applying Theorem 4.5, there exist an open box B containing the origin and a
partition Rn×B = X1 ∪ . . .∪XK such that B = (X1)b ∪ . . .∪ (XK)b is a definable
cell decomposition B partitioning the definable set Yb ∩B for any b ∈ Rn. It means
that the definable set X∩(b+B) is the union of at mostK cells. The set X∩(b+B)
has at mostK connected components because cells are connected. We have finished
the proof. 
We begin to prove Theorem 1.1.
Lemma 4.7. LetM = (M,<, . . .) be a densely linearly ordered structure. Consider
a definable set C ⊂ Mn defined by a first-order formula with parameter c. There
exists a first-order sentence with parameters c expressing the condition for C being
a definable cell of type (j1, . . . , jd).
Proof. We prove the lemma by the induction on n. When n = 1, the definable set
C is a cell if and only if C is a point or an open interval. This condition is clearly
expressed by a first-order sentence.
We next consider the case in which n > 1. The notation pi : Mn → Mn−1
denotes the projection forgetting the last factor. The condition for pi(C) being a
cell is represented by a first order sentence with parameters c by the induction
hypothesis. We only prove the lemma in the case in which the definable set C is of
the form
C = {(x, y) ∈Mn−1 ×M | f(x) < y < g(x)},
where f and g are definable continuous functions defined on pi(C). We can demon-
strate the lemma in the other cases in the similar way. The above condition is
equivalent to the following conditions:
• For any x ∈ pi(C), the fiber Cx = {y ∈ M | (x, y) ∈ C} is a bounded
interval.
• Set f(x) = inf{y ∈ M | (x, y) ∈ C} and g(x) = sup{y ∈ M | (x, y) ∈ C}
for any x ∈ pi(C), then f and g are continuous on pi(C).
The above conditions are obviously expressed by first-order sentences with param-
eters c. 
The following corollary is Theorem 1.1.
Corollary 4.8. Theorem 4.5 holds true for a structure elementarily equivalent to
a locally o-minimal expansion of the group of reals.
Proof. Consider a structure M = (M,+, 0, <, . . .) elementarily equivalent to a lo-
cally o-minimal expansion R˜ of the group of reals. We first reduce to the case in
which Aλ are definable without parameters for all λ ∈ Λ. There exist parameters
c ∈Mp and first-order formulae ϕλ(x, y, c) with parameters c defining the definable
sets Aλ for all λ ∈ Λ. Set A
′
λ = {(z, x, y) ∈M
p×Mm×Mn | M |= ϕλ(x, y, z)}. If
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the corollary holds true for the family {A′λ}λ∈Λ, the corollary also holds true for the
family {Aλ}λ∈Λ because Aλ is the fiber (A′λ)c = {(x, y) ∈ M
m ×Mn | (c, x, y) ∈
A′λ}. Hence, we may assume that Aλ are definable without parameters for all λ ∈ Λ.
The notations ϕλ(x, y) denote the first-order formulae without parameters defining
the definable sets Aλ.
Let ARλ be the definable subset of R
m+n defined by the formula ϕλ(x, y) for each
λ ∈ Λ. By Theorem 4.5, there exist an open box BR in Rn containing the origin
and a partition into definable sets
Rm ×BR = XR1 ∪ . . . ∪X
R
k
such that the fibers (XRi )b are definable cells of a fixed type for all b ∈ R
m with
(XRi )b 6= ∅ and X
R
i ⊂ A
R
λ or X
R
i ∩A
R
λ = ∅ for all 1 ≤ i ≤ k. There exist parameters
c ∈ Rp and first-order formulae ψi(x, y, c) with parameters c defining the definable
sets XRi for all 1 ≤ i ≤ k.
Using the first-order formulae ψi(x, y, c), the condition that
• there exists an open box BR in Rn containing the origin and
• Rm ×BR = XR1 ∪ . . . ∪X
R
k
can be expressed by a first-order sentence Φ(c) with parameters c. Let Ψi(c) be the
sentence expressing the condition XRi ⊂ A
R
λ or X
R
i ∩A
R
λ = ∅ for any 1 ≤ i ≤ k. The
condition for the fiber (XRi )b being a cell for all b ∈ R
m is expressed by a first-order
formula Πi(c) with parameters c by Lemma 4.7. We have
R˜ |= Φ(c) ∧
k∧
i=1
(Ψi(c) ∧ Πi(c))
by the definitions of Φ(c), Ψi(c) and Πi(c). We therefore get
R˜ |= ∃c Φ(c) ∧
k∧
i=1
(Ψi(c) ∧ Πi(c)) .
Since M is elementarily equivalent to R˜, we finally obtain
M |= ∃d Φ(d) ∧
k∧
i=1
(
Ψi(d) ∧ Πi(d)
)
.
Take d ∈ Mp satisfying the above condition and set Xi = {(x, y) ∈ M
m ×
Mn | M |= ψi(x, y, d)} for all 1 ≤ i ≤ k. Then, there exists an open box B
in Mn containing the origin such that the partitionMm×B = X1 ∪ . . .∪Xk is the
desired partition. 
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