We prove that the number of primitive Vassiliev knot invariants of degree d grows at least as d log(d) when d tends to in nity. In particular it grows faster than any polynomial in d. The proof is based on the explicit construction of an ample family of linearly independent primitive elements in the corresponding graded Hopf algebra.
This space turns out to be a graded, associative, coassociative, commutative and cocommutative Hopf algebra. Therefore it coincides with the algebra of polynomials over the primitive subspace P A. The primitive space is also graded: P = P 0 P 1 P 2 P 3 : : :
D. Bar-Natan BN1] has calculated dimP d up to d = 9: d 1 2 3 4 5 6 7 8 9 dimP d 1 1 1 2 3 5 8 12 18 The knowledge of dimP i for i d is equivalent to the knowledge of dimA i , i d, or dimV i , i d. At present, the exact asymptotic behaviour of these numbers as d tends to in nity is not known. Below, we summarize the known results on the asymptotic lower and upper bounds. 
1
In our paper CD] we proved that dimA d < (d ? 1)! | an upper bound which is certainly far from being sharp; it was later improved by K. Ng Ng] who replaced (d?1)! by (d?2)!=2. In a recent preprint St1] A. Stoimenow proves that dimA d grows slower than d!=a d for a constant a > 1.
The story of lower bounds for the number of Vassiliev knot invariants is more enigmatic. The strongest estimate that appeared in the published literature is contained in the following passage from K], section 3: \Using this construction 1 , one can obtain the estimate dim (V n ) > e c p n ; n ! +1
for any positive constant c < q 2=3 (see BN3] , Exercise 6.14)."
We assume that here V n is a slip of the pen, instead of P n , because of the reference to Exercise 6.14 where primitive elements are considered. Exercise 6.14 was present, however, only in the rst edition of Bar-Natan's preprint and eliminated in the following editions as well as in the nal published version of his text BN1]. In BN3] it reads as follows (page 43): \Exercise 6.14. (Kontsevich, 24] ) Let P 2 (m) denote the number of partitions of an integer m into a sum of integers bigger than or equal to 2. Show that dimP m P 2 (m + 1).
Hint 6.15. Use a correspondence like 4 3 2 2 -10 + 1 = 4 + 3 + 2 + 2;
and . . . " The reference 24] is to \M. Kontsevich. Private communication."! Thus, although this estimate might be true, both authors refer to each other, and none of them gives any proof.
Among the facts that are related to the lower bound for the number of Vassiliev invariants and proved in the existing literature, let us mention the following estimates for the dimension of d-th grading of the primitive space:
1. dimP d 1 (\forest elements" found in CDL3] (see Du] ). This paper has grown from our attempts to carry out Bar-Natan's exercise 6.14. Although we could not attain the hypothetical Kontsevich{Bar-Natan lower bound mentioned above, we prove the following lower bound: dimP d We will draw PCCs using their plane diagrams similar to those adopted in knot theory. A vertex is pictured by a fat point and at each trivalent vertex the counterclockwise ordering of the edges is chosen. Here is an important example which will be used in the main theorem. Note that every PCC has an even number of vertices. We will call the half of this number the degree of a PCC and denote it by d. Both relations that we use are homogeneous with respect to d. Moreover, they are homogeneous with respect to the number of univalent vertices n. The space C is thus bigraded: C = C d;n , where C d;n is a subspace of C generated by PCCs with a total of 2d vertices, precisely n of which are univalent. The baguette diagram of Example 2.2 has d = n 1 + : : : + n k + k ? 1 and n = n 1 + : : : + n k .
Since all PCCs are connected by de nition, a standard graph theoretic argument shows that n and d always satisfy n d + 1. It is easy to check that C d;d+1 = 0, if d > 1.
2 D. Bar-Natan referred to this relation as IHX. We prefer the name \Kirchhof law" because of the following analogy. Consider the left vertex in the left hand side picture as an electron moving through another vertex. Then the relation expresses the law: the sum of currents coming in a node is equal to the sum of currents coming out of the node. This electro-technical analogy is quite useful. Another acceptable name is Jacoby identity | by the reason that it is closely related to the Jacoby identity in Lie algebras (see below).
Theorem (Theorem 8 of BN1] 2.4. Main Theorem. Let n = n 1 + : : : + n k and d = n + k ? 1. Elements B n 1 ;:::;n k from Example 2.2 are linearly independent in C d;n if n 1 ; : : :; n k are all even and satisfy the following conditions: n 1 < n 2 n 1 + n 2 < n 3 n 1 + n 2 + n 3 < n 4 n 1 + n 2 + : : : + n k?2 < n k?1 n 1 + n 2 + : : : + n k?2 + n k?1 < n=3: 4 2.5. Outline of the proof of Main Theorem. The proof of Main Theorem 2.4 spans three sections, 3{5. First of all, we construct a linear mapping P G , associated with a Lie algebra G, from the space C d;n to the algebra of polynomials in n + 1 variables x 0 ; x 1 ; : : :; x n . This is done in subsection 3.1 and then, in 3.2{3.5, specialized for the case G = gl N . Section 4 is devoted to nding an explicit formula for P gl N (B n 1 ;n 2 ;:::;n k ) where B n 1 ;n 2 ;:::;n k is the baguette element presented in Example 2.2. In Section 5, we prove the linear independence of P gl N (B n 1 ;n 2 ;:::;n k ) when the numbers n 1 ; n 2 ; : : :; n k satisfy the assumptions of the theorem. Proof. This theorem follows from Main Theorem 2.4. Indeed, we have to count the number of integer points with even coordinates belonging to the body in R k?1 described by the set of inequalities above. Asymptotically the number of such points is equal to the volume of the body divided by 2 k?1 .
To nd the volume, note that the condition n 1 + n 2 + : : : + n k?1 < n=3 speci es the inner part of a (k?1)-dimensional simplex in R k?1 having (k?1) sides of length n=3 at right angles to each other. Its volume is equal to (n=3) k?1
. The inequality n 1 < n 2 cuts exactly one half of this body, the next inequality n 1 + n 2 < n 3 | exactly one fourth of the already chosen part, etc., the inequality n 1 + n 2 + : : : + n k?2 < n k?1 cuts 1=2 k?2 -th part of the result obtained at the previous step.
Summing up, we get the expression given in the statement of the Theorem. Proof. The desired estimate can be achieved using Theorem 2.6 with an appropriate choice of k.
We will prove that for k = log 2 d] + 1 the right hand side of the inequality stated in Theorem 2.6 is asymptotically greater than d log b d for any b > 4. Taking the logarithm to base 2, we see that the inequality to prove becomes
We will show that under the assumptions of the theorem, the expression on the left is not only asymptotically positive, it even tends to +1. In fact, as d tends to in nity, each of the three rst terms of the sum outweighs the remaining two. Their sum is
Since log 2 (d ? log 2 d]) is asymptotically equivalent to log 2 d, the desired fact follows from the inequality 1 2 log 2 d > log b d which holds for any b > 4. The theorem is proved. A simple argument (taking the maximum over k) shows that the assertion of Theorem 2.8 is the best lower bound that can be deduced from Theorem 2.6 by the techniques employed. More details and relevant discussions can be found in St2].
Lie algebra invariants
In this section for a Lie algebra G we construct a polynomial valued function P G on the set of PCCs. This function satis es the Antisymmetry relation and the Kirchhof law and thus descends to the space C.
3.1. Universal Lie algebra weight systems. Our de nition of functions P G is related to the universal Lie algebra weight systems | a construction invented by M. Kontsevich K] for chord diagrams and, in a modi ed form, used in CV] for Japanese Characters. In distinction with the Japanese Characters of CV], the Primitive Chinese Characters studied here have no numbering of their univalent vertices, therefore we can correctly de ne only the highest graded part of the mapping with values in the universal enveloping algebra.
Suppose that G is a Lie algebra supplied with an ad-invariant symmetric non-degenerate bilinear form h ; i and C is a PCC with n univalent vertices.
We proceed in four steps:
First of all for a PCC C with the set V of n univalent vertices we construct an element T G (C) of the space N v2V G whose tensor factors correspond to the univalent vertices.
We cut all the edges connecting trivalent vertices of C. This splits C into a union of elementary pieces (tripods), each consisting of one trivalent vertex and three univalent vertices. Here is an example:
Now with each elementary piece we associate a tensor ?J 2 G G G whose factors correspond to the univalent vertices in agreement with the cyclic ordering of the edges. This tensor is de ned as follows. Consider the Lie bracket ; ] as an element of G G G. Identi cation of G and G via h ; i provides the tensor J 2 G G G. Due to the properties of ; ] and h ; i this tensor J is skew-symmetric under the permutations of the three factors which ensures that the previous construction makes sense. The tensor corresponding to C is combined from these elementary ones in the following way. Let us restore C from the tripod pieces. Each time two univalent vertices are put together, we contract the two tensor factors corresponding to these vertices by taking the form h ; i on the factors. For example, if J = P j j j , then the tensor we relate to the union of two pieces will be:
Gluing and contracting in such a way over all the edges previously cut we obtain a tensor whose factors correspond to the univalent vertices of C. This is T G (C). Actually W G (C) belongs to the center ZU(G) of U(G). By Harish-Chandra theorem ZU(G) is isomorphic to an algebra of polynomials. These polynomials are weighted by the natural ltration in U(G). So W G (C) is equal to the (maximal possible) weight n part of the polynomial W G (C). We put P G (C) to be equal to the highest degree homogeneous part of the polynomial W G (C).
3.2. Lie algebra gl N . Consider the Lie algebra G = gl N of N N matrices. Fix the trace of the product of matrices as the ad-invariant form: hx; yi = Tr(xy).
The algebra gl N is generated by matrices e ij with 1 on the intersection of i-th row with j-th column and zero elsewhere. We have he ij ; e kl i = l i k j , where is the Kronecker delta. 3.3. Graphical notation for tensors. Here we develop a graphical notation for a special class of the elements of (gl N ) n and U(gl N ) similar to that invented by R. Penrose Pe] (see also BN1]). Consider a plane diagram (T-diagram) that consists of n pairs of mutually close points arranged along a circle and connected pairwise by n lines. Strictly speaking, a T-diagram is a set S of cardinality 2n endowed with three structures: a cyclic ordering and two involutions without xed points (or, in other words, two partitions of S into n two-point subsets). The rst partition should be consistent with the cyclic order in the sense that the two points of each pair must be neighbours with respect to that order. In the pictures below, S is the set of all protruding endpoints of the lines which indicate the second partition, while the pairs of the rst partition are the endpoints that are drawn close to each other. The cyclic order is the one de ned by going counterclockwise along an imagined circle that encompasses the whole picture. Given a T-diagram, we can write down an element of n-th tensor power of gl N in the following way. We put the same index at either end of each line, and then, travelling around the encompassing circle, write a factor e ij each time we encounter a pair of neighbouring points, the rst of which is assigned the index i and the second, the index j. Then, we consider the sum of all such tensors when all the indices range from 1 to N. In a sense, this procedure gives a graphical substitute for the formal Einstein summation rule in multi-index expressions. We must admit that in general the element of n gl N thus obtained may depend on the choice of the starting point of the circle, | but the corresponding element of the universal enveloping algebra will not depend on this choice.
For example, to nd the tensor corresponding to the diagram we take three indices i, j and k and write: Therefore, if we consider a T-diagram up to an arbitrary permutation of the pairs, it correctly de nes an element of U n (gl N )=U n?1 (gl N ). On the combinatorial level, a T-diagram considered up to an arbitrary permutation of pairs of legs is a set of cardinality 2n with a splitting into n ordered pairs and a splitting into n unordered pairs. Thus, the linear combination of T-diagrams which is considered up to such permutations represents W gl N (C). Multiplication in U(gl N ) corresponds to the disjoint union of diagrams. where the sum is taken over all the 2 n resolutions of the n triple points of C, jrj is the number of points resolved in the negative sense, and variables x i correspond to the connected components of the diagram obtained from C after the resolution (see examples in the next section). The correctness of this de nition can be veri ed directly, without even mentioning the Lie algebra gl N . 4.3. De nition of a scheme. A scheme is a combinatorial object de ned as follows.
Center of U(gl N ). It is known
Consider k pairs of vertices arranged in two rows: . Choose one of 2 k?1 subsets of the set f1; : : : ; k ?1g. If s belongs to the chosen subset then we connect the lower vertices of s-th and (s + 1)-th pairs, otherwise we connect the upper vertices.
Here is an example of a scheme for k = 5 and the subset f2; 3g: , where n = n 1 + : : : + n k . So, for even n the signs coincide too and for odd n the signs are opposite. Therefore, the right hand side vanishes for odd n. 4.9. Plan of the proof of Proposition 4.5. The PCC B n 1 ;:::;n k has k parts separated by k ? 1 walls. Each wall is an edge connecting trivalent vertices to which we will refer as wall vertices. The s-th part has n s outgoing legs. We will refer to the corresponding trivalent vertices as leg vertices.
The proof of Proposition 4.5 consists of three steps.
At the rst step we study the e ect of resolutions of wall vertices. We prove that the monomial obtained by certain resolutions of these vertices has the maximal possible degree if and only if for each wall both resolutions of its vertices have the same sign. These signs are related to the above de ned schemes in the following way. If we take the positive resolutions at both endpoints of s-th wall, then we connect the lower vertices of s-th and (s + 1)-th pairs in the scheme. If we take the negative resolutions, then we connect the upper vertices.
At the second step we study the e ect of resolutions of leg vertices. We show that the result depends only on the numbers of positive resolutions of leg vertices in each part and does not depend on which vertices in a part were resolved positively and which negatively. We denote by i s the number of positive resolutions in part s. This yields the binomial coe cients ( ns is ) in the formula of Proposition 4.5. The total number j 1 + : : : + j k of negative resolutions of leg vertices gives the sign (?1) j 1 +:::+j k in Proposition 4.5.
The rst two steps allow us to consider only those cases where the resolutions of the left i s leg vertices in the part s are positive, the rest j s resolutions are negative and both resolutions at the ends of each wall have the same sign. At the third step we prove that such resolutions of wall vertices lead to monomials associated with corresponding schemes according to De nition 4.4. 4.10. The rst step of the proof. Let us x certain resolutions of all trivalent vertices of B n 1 ;:::;n k . We denote the obtained T-diagram by T. According to Sec. 3.3 (see also Examples 4.1 and 4.2) it consists of n = n 1 + : : : + n k pairs of points and a number of lines connecting them. The Lie algebra construction of Sec. 3 implies that after a suitable permutation of the pairs T will look like a disjoint union of certain x m 's. Hence it de nes a monomial in x m 's which we denote by m(T).
Let us close all lines in the diagram by connecting the two points in every pair with an additional short line. We obtain a number of closed curves, and we can draw them in such a way that they have 3 intersection points in the vicinity of each negative resolution and do not have other intersections. Each variable x m gives precisely one closed curve. Thus the degree of m(T) is equal to the number of these closed curves.
Now represent the lines of T by curves in 3-dimensional space without intersections which in the neighbourhood of every negative resolution behaves as shown in the picture:
Consider an oriented surface S which has our family of curves as its boundary (the Seifert surface). The degree of m(T) is equal to the number of boundary components b of S. The whole surface S consists of an annulus corresponding to the big circle in B n 1 ;:::;n k and k ? 1 bands corresponding to the walls. Here is an example:
where each of the two walls on the left has the same resolutions at its endpoints, while the two walls on the right have di erent resolutions at their endpoints. The resolutions of the leg vertices do not in uence the surface S. We claim that if there exists a wall whose ends are resolved with the opposite signs then the genus of S is not zero. Indeed, in this case we can draw a closed curve in S which does not separate the surface (independently on the remaining resolutions):
So, the contribution to P gl N (B n 1 ;:::;n k ) is given by only those monomials which come from equal resolutions at the ends of each wall. Proof of Lemma. Since we can freely interchange the pairs of legs we have:
The lemma is proved. Using the Lemma we can collect all positive resolutions on the left side of a part and all negative resolutions on the right side. Let i s (resp. j s ) be the number of positive (resp. negative) resolutions in a part s. The lemma implies that such a diagram appears in P gl N (B n 1 ;:::;n k ) with the coe cient (?1) j 1 +:::+j k ( n 1 i 1 ) : : :( n k i k ) as in Proposition 4.5. 13
Several consecutive positive resolutions look like a fragment of x m . Indeed, after resolutions of wall vertices they participate in a certain x m (see Sec. 4.12) . Let us look at several consecutive negative resolutions. Two such resolutions can be transformed as:
If we have three such resolutions then:
Analogously j s consecutive negative resolutions can be transformed to | {z } js pairs : : :
| and this picture is also a fragment of some x m .
4.12. The third step of the proof. In the previous subsection we showed that P gl N (B n 1 ;:::;n k ) consists of diagrams
: : : : : : : : :
: : :
with coe cients (?1) j 1 +:::+j k ( n 1 i 1 ) : : :( n k i k ). Here we assume the wall vertices in the dashed ovals have the same resolutions at their respective endpoints. Now we will prove that such a diagram yields the monomial associated with a scheme according to De nition 4.4. To do so let us look at positive and negative resolutions of the ends of the rst wall on the left.
For positive resolutions we have: We again obtain the product of x i 1 with the diagram of a similar type having one wall less. This case corresponds to the connection of upper vertices of the rst and second pairs of our scheme.
Continuing this process, we obviously obtain the monomial associated with the scheme. Proposition 4.5 is proved.
5 Linear independence of P gl N (B n 1 ;:::;n k ) 5.1. Proposition. Polynomials P gl N (B n 1 ;:::;n k ) from Proposition 4.5 are linearly independent if n 1 ; : : :; n k satisfy the conditions of Main Theorem 2.4. Before giving the formal proof of the proposition for the arbitrary k, we will explain the main geometric idea in the case of small values of k. As k grows, geometry becomes more and more complicated; this is why in the eventual proof we have to resort to algebra. 5.2. Example: k = 2. We will represent the monomials of this polynomial by points of the triangular lattice. All these points will lie inside a triangle with side d ? 1. A monomial x a x b x c corresponds to the point which has distances (a; b; c) from the sides of this triangle, or, more precisely, to the orbit of such a point with respect to the group of permutations of contains the point (n 1 ; : : :; n k?1 ) and thus is not empty. We divide the proof of this fact into two lemmas. 5.5. Lemma. (n 1 ; : : :; n k?1 ) 2 M n 1 ;:::;n k .
Proof. We have to prove that the coe cients of all monomials x n 1 x n 2 : : :x n k?1 x 2 n k =2 that appear in the right-hand side of P gl N (B n 1 ;:::;n k ) = X i 1 ;:::;i k (?1) j 1 +:::+j k n 1 i 1 ! : : : n k i k ! X x 0 x 1 : : :x k sum up to a number di erent from zero. We will show that for an arbitrary scheme there is one and only one choice of i 1 ; : : :; i k which yields the given monomial x n 1 x n 2 : : :x n k?1 x 2 n k =2 , and all the coe cients have the same sign.
In fact, for each scheme there exists at least one collection i 1 ; : : :; i k such that the corresponding monomial is equal to x n 1 : : :x n k?1 x 2 n k =2 . To see this, let us assign zero to those vertices of which are not right hand endpoints of a connected component of . If the right endpoint of a connected component of belongs to the s-th pair (s < k) then we assign n s to it. Finally, assign n k =2 to either vertex of the k-th pair. Here is an example of such an assignment: : So, for this scheme we put i 1 = n 1 , i 2 = i 3 = 0, i 4 = n 4 , i 5 = n 5 =2. In general, the sum of indices assigned to the t-th component of is equal to n t with two exceptions of components containing the two vertices of the k-th pair. For these two exceptional components the sum will be n k =2. Therefore, such an assignment always gives the monomial x n 1 : : : x n k?1 x 2 n k =2 . For these assignments j s (s < k) is either 0 or n s . Since all n s are even, we have one and the same sign (?1) n k =2 for all monomials corresponding to our assignments. So the sum of the coe cients is not zero. Now we would like to show that the collections i 1 ; : : :; i k constructed above for a scheme are the only collections that can lead to the monomial x n 1 : : :x n k?1 x 2 n k =2 . Indeed, x a scheme and consider a collection i 1 ; : : :; i k such that the associated monomial is x n 1 : : : x n k?1 x 2 n k =2 . In this way the indices j 1 ; : : :; j k get assigned to the upper vertices of and the indices i 1 ; : : :; i k | to the lower vertices. Since the variable x n k =2 enters in the monomial twice, there must be precisely two connected components of such that the sum of indices assigned to their vertices is equal to n k =2. The last inequality given in the premises of Main Theorem 2.4 means that n 1 +: : :+n k?1 < n k =2. This implies that each of the two components giving n k =2 must contain one of the two vertices of the last column in . By the de nition of a scheme (4.3) one of these components consists of only one vertex, so the number assigned to this vertex must be n k =2. Since the sum of the two is n k , the number assigned to another vertex must also be equal to n k =2 and thus all the remaining vertices of its connected component have zeros. Therefore, the numbers assigned to all vertices of the two rightmost components of are exactly the same as in the previous paragraph. The second biggest index of variables in the monomial under study is n k?1 . To match it, there must be a component in with the sum of indices equal to n k?1 . This component is obliged to contain a vertex from k ? 1-th column because of the assumptions of Main Theorem 2.4. One of the two numbers in this column is zero, according to previous argument. Hence the numbers assigned to the vertices of this component follow the same pattern: all are zero except for the last one which is equal to n k?1 . Continuing this process, we deduce that the distribution of numbers assigned to all vertices must be the same that we had in the previous paragraph.
The lemma is proved.
5.6. Lemma. If (n 0 ) < (n) then (n 1 ; : : :; n k ) 6 2 M n 0 1 ;:::;n 0 k .
Proof. We have to prove that the polynomial P gl N (B n 0 1 ;:::;n 0 k ) contains no monomial x n 1 : : :x n k?1 x 2 n k =2 .
By our de nition of order (Sec. 5.2) there exists t (1 t k ? 1) such that n 0 1 + : : : + n 0 k?1 = n 1 + : : : + n k?1 ; n 0 1 + : : : + n 0 k?t+1 = n 1 + : : : + n k?t+1 ; n 0 1 + : : : + n 0 k?t < n 1 + : : : + n k?t : It is su cient to show that each monomial of P gl N (B n 0 1 ;:::;n 0 k ) contains k ? t variables such that the sum of their indices is no greater than n 0 1 + : : : + n 0 k?t . Indeed, the smallest possible sum of indices of k ? t variables in x n 1 : : :x n k?1 x 2 n k =2 is n 1 + : : :+ n k?t which is strictly greater than n 0 1 + : : : + n 0 k?t .
Consider a scheme . By De nition 4.3, in s-th pair (1 s k ? 1) there is a unique vertex which is the right hand endpoint of a connected component of . So, for s = k ? t there exists exactly k ?t connected components of whose right endpoints belong to at most (k ? t)-th pair. According to De nition 4.4 of a monomial, the sum of indices of variables corresponding to these k ? t components is no greater than n 0
