Estimation procedures based on recursive algorithms are interesting and powerful techniques that are able to deal rapidly with (very) large samples of high dimensional data. The collected data may be contaminated by noise so that robust location indicators, such as the geometric median, may be preferred to the mean. In this context, an estimator of the geometric median based on a fast and efficient averaged non linear stochastic gradient algorithm has been developed by Cardot et al. (2013) . This work aims at studying more precisely the non asymptotic behavior of this algorithm by giving non asymptotic confidence balls. This new result is based on the derivation of improved L 2 rates of convergence as well as an exponential inequality for the martingale terms of the recursive non linear Robbins-Monro algorithm.
Introduction
Dealing with large samples of observations taking values in high dimensional spaces such as functional spaces is not unusual nowadays. In this context, simple estimators of location such as the arithmetic mean can be greatly influenced by a small number of outlying values.
Thus, robust indicators of location may be preferred to the mean. We focus in this work on the estimation of the geometric median, also called L 1 -median or spatial median. It is a generalization of the real median introduced by Haldane (1948) that can now be computed rapidly, even for large samples in high dimension spaces, thanks to recursive algorithms (see Cardot et al. (2013) ).
Let H be a separable Hilbert space, we denote by ., . its inner product and by . the associated norm. Let X be a random variable taking values in H, the geometric median m of X is defined by:
Many properties of this median in separable Banach spaces are given by Kemperman (1987) such as existence and uniqueness, as well as robustness (see also the review Small (1990) ). Recently, this median has received much attention in the literature. For example, Minsker (2014) suggests to consider, in various statistical contexts, the geometric median of independent estimators to obtain much tighter concentration bounds. In functional data analysis, Kraus and Panaretos (2012) consider resistant estimators of the covariance operators based on the geometric median in order to derive a robust test of equality of the second-order structure for two samples. The geometric median is also chosen to be the central location indicator in various types of robust functional principal components analyses (see Locantore et al. (1999) , Gervini (2008) and Bali et al. (2011) ). Finally, a general definition of the geometric median on manifolds is given in Arnaudon et al. (2012) with signal processing issues in mind.
Consider a sequence of i.i.d copies X 1 , X 2 , . . . , X n , . . . of X. A natural estimator m n of m, based on X 1 , . . . , X n , is obtained by minimizing the empirical risk
Convergence properties of the empirical estimator m n are reviewed in Möttönen et al. (2010) when the dimension of H is finite whereas the recent work of Chakraborty and Chaudhuri (2014) proposes a deep asymptotic study for random variables taking values in separable Banach spaces.
Given a sample X 1 , . . . , X n , the computation of m n generally relies on a variant of the Weiszfeld's algorithm (see e.g. Kuhn (1973) ) introduced by Vardi and Zhang (2000) . This iterative algorithm is relatively fast (see Beck and Sabach (2014) for an improved version)
but it is not adapted to handle very large data sets of high-dimensional data since it requires to store all the data. However huge datasets are not unusual anymore with the development of automatic sensors and smart meters. In this context Cardot et al. (2013) have developed a much faster recursive algorithm, which does not require to store all the data and can be updated automatically when the data arrive online. The estimation procedure is based on the simple following recursive scheme,
where the sequence of steps (γ n ) controls the convergence of the algorithm and satisfy the usual conditions for the convergence of Robbins Monro algorithms (see Section 3). The averaged version of the algorithm is given by
with Z 0 = 0, so that Z n = 1 n ∑ n i=1 Z i . The averaging step described in (4), and first studied in Polyak and Juditsky (1992) , allows a considerable improvement of the convergence of the initial Robbins-Monro algorithm. It is shown in Cardot et al. (2013) that the recursive averaged estimator Z n and the empirical estimator m n have the same Gaussian limiting distribution. In infinite dimensional spaces, this nice result heavily relies on the (locally) strong convex properties of the objective function to be minimized. Note that Bach (2014) adopts an analogous recursive point of view for logistic regression under slightly different conditions, called self-concordance, which involve uniform conditions on the third order derivatives of the objective function.
The aim of this work is to give new arguments in favor of the averaged stochastic gradient algorithm by providing a sharp control of its deviations around the true median, for finite samples. To get such non asymptotic confidence balls, new results about the behavior of the stochastic algorithm are proved : improved convergence rates in quadratic mean compared to those obtained in Cardot et al. (2013) as well as new exponential inequalities for "near" martingale sequences in Hilbert spaces, similar to the seminal result of Pinelis (1994) for martingales. Note that, as far as we know, there are only very few results in the literature on exponential bounds for non linear recursive algorithms (see however Balsubramani et al. (2013) for recursive PCA).
The paper is organized as follows. Section 2 recalls some convexity properties of the geometric median as well as the basic assumptions ensuring the uniqueness of the geometric median. In Section 3, the rates of convergence of the stochastic gradient algorithm are derived in quadratic mean as well as in L 4 . In Section 4, an exponential inequality is derived borrowing ideas from Tarrès and Yao (2014) . It enables us to build non asymptotic confidence balls for the Robbins-Monro algorithm as well as its averaged version. All the proofs are gathered in Section 5.
Assumptions on the median and convexity properties
Let us first state basic assumptions on the median.
(A1) The random variable X is not concentrated on a straight line: for all h ∈ H, there exists h ′ ∈ H such that h, h ′ = 0 and
(A2) X is not concentrated around single points: there is a constant C > 0 such that for all h ∈ H:
Assumption (A1) ensures that the median m is uniquely defined (Kemperman, 1987) . Assumption (A2) is closely related to small ball probabilities and to the dimension of H. It was proved in Chaudhuri (1992) that when H = R d , assumption (A2) is satisfied when d ≥ 2 under classical assumptions on the density of X. A detailed discussion on assumption (A2) and its connection with small balls probabilities can be found in Cardot et al. (2013) .
We now recall some results about convexity and robustness of the geometric median.
We denote by G : H −→ R the convex function we would like to minimize, defined for all
This function is Fréchet differentiable on H, we denote by Φ its Fréchet derivative, and for all h ∈ H:
Under previous assumptions, m is the unique zero of Φ.
Let us define U n+1 := − X n+1 −Z n X n+1 −Z n and let us introduce the sequence of σ-algebra
The sequence (ξ n ) n defined by ξ n+1 := Φ(Z n ) − U n+1 is a martingale difference sequence with respect to the filtration (F n ). Moreover, we have for all n, ξ n+1 ≤ 2 and
Algorithm (3) can be written as a Robbins-Monro or a stochastic gradient algorithm:
We now consider the Hessian of G, which is denoted by Γ h : H −→ H. It satisfies (see Gervini (2008) )
where I H is the identity operator in H and u ⊗ v(h) = u, h v for all u, v, h ∈ H. The following (local) strong convexity properties will be useful (see Cardot et al. (2013) for proofs).
Proposition 2.1 ( Cardot et al. (2013) 
As a particular case, there is a positive constant c m such that for all h ′ ∈ H:
The following corollary recall some properties of the spectrum of the Hessian of G, in particular on the spectrum of Γ m . 
As a particular case, the eigenvalues λ j,m of Γ m satisfy, c m ≤ λ j,m ≤ C, for all j ∈ N.
The bounds are an immediate consequence of Proposition 2.1. Remark that with these different convexity properties of the geometric median, we are close to the framework of Bach (2014) . The difference comes from the fact that G does not satisfy the generalized self-concordance assumption which is central in the latter work.
Rates of convergence of the Robbins-Monro algorithms
If the sequence (γ n ) n of stepsizes fulfills the classical following assumptions:
the recursive estimator Z n is strongly consistent (see Cardot et al. (2013) ). The first condition on the stepsizes ensures that the recursive algorithm converges towards some value in H whereas the second condition forces the algorithm to converge to m, the unique minimizer of G.
From now on, Z 1 is chosen so that it is bounded (consider for example Z 1 = X 1 1 { X ≤M ′ } for some non negative constant M ′ ). Consequently, there is a positive constant M such that for all n ≥ 1:
Let us consider now sequences (γ n ) n of the form γ n = c γ n −α where c γ is a positive constant, and α ∈ (1/2, 1). In order to get confidence balls for the median, the following additional assumption is supposed to hold.
(A3) There is a positive constant C such that for all h ∈ H:
This assumption ensures that the remainder term in the Taylor approximation to the gradient is bounded. Note that this assumption is also required to get the asymptotic normality in Cardot et al. (2013) . It is also assumed in Chakraborty and Chaudhuri (2014) for deriving the asymptotic normality of the empirical median estimator. Remark that for the sake of simplicity, we have considered the same constant C in (A2) and (A3 (2013) reveals that the logarithmic term has disappeared as well as the constant C N that was related to a sequence (Ω N ) N of events whose probability was tending to one.
Theorem 3.1. Assuming (A1)-(A3) hold, the algorithm (Z n ) defined by (3), with γ n = c γ n −α , converges in quadratic mean, for all α ∈ (1/2, 1) and for all α < β < 3α − 1, with the following rate:
Upper bounds for the rates of convergence at order four are also given because they will be useful in several proofs. Remark that obtaining better rates of convergence at the order four would also be possible at the expense of longer proofs, but it is not necessary here. The proof of this theorem relies on two technical lemmas. The following one gives an upper bound of the quadratic mean error.
Lemma 3.1. Assuming (A1)-(A3) hold, there are positive constants C 1 , C 2 , C 3 , C 4 such that for all n ≥ 1:
The proof of Lemma 3.1 is given in Section 5.
Lemma 3.2. Assuming the three assumptions (A1) to (A3), for all α ∈ (1/2, 1), there are a rank n α and positive constants C ′ 1 , C ′ 2 such that for all n ≥ n α :
The proof of Lemma 3.2 is given in Section 5. The next result gives the exact rate of convergence in quadratic mean and states that it is not possible to get the parametric rates of convergence with the Robbins Monro algorithm when α ∈ (1/2, 1).
Non asymptotic confidence balls

Non asymptotic confidence balls for the Robbins-Monro algorithm
The aim is now to derive an upper bound for P [ Z n − m ≥ t], for t > 0. A simple first result can be obtained by applying Markov's inequality and Theorem 3.1. We give below a sharper bound that relies on exponential inequalities that are close to the ones given in Theorem 3.1 in Pinelis (1994) . As explained in Remark 4.2 below, it was not possible to apply directly Theorem 3.1 of Pinelis (1994) and the following proposition gives an analogous exponential inequality in the case where we do not have exactly a sequence of martingale differences.
Proposition 4.1. Let (β n,k ) (k,n)∈N×N be a sequence of linear operators on H and (ξ n ) be a sequence of H-valued martingale differences adapted to a filtration (F n ). Moreover, let (γ n ) be a sequence of positive real numbers. Then, for all r > 0 and for all n ≥ 1,
The proof of Proposition 4.1 is postponed to Section 5. As in Tarrès and Yao (2014) , it enables to give a sharp upper bound for P ∑ n−1
Corollary 4.1. Let (β n,k ) be sequence of linear operators on H, (ξ n ) be a sequence of H-valued martingale differences adapted to a filtration (F n ) and (γ n ) be a sequence of positive real numbers. Let (N n ) and σ 2 n be two deterministic sequences such that
For all t > 0 and all n ≥ 1,
In order to apply these results, let us linearize the gradient around m in decomposition (8),
where
and introduce, for all n ≥ 1, the following operators:
By induction, (14) yields
with 
In this context, Corollary 4.1 can be written as follows:
be two deterministic sequences such that
Then, for all t > 0 and for all n ≥ 1,
We can now derive non asymptotic confidence balls for the Robbins Monro algorithm.
Theorem 4.1. Assume that (A1)-(A3)
hold. There is a positive constant C such that for all δ ∈ (0, 1), there is a rank n δ such that for all n ≥ n δ ,
Remark 4.2. Note that we could not apply Theorem 3.1 in Pinelis (1994) to the martingale term 
Non asymptotic confidence balls for the averaged algorithm:
As in Cardot et al. (2013) and Pelletier (2000), we make use of decomposition (14). By summing and applying Abel's transform, we get:
with
The last term is the martingale term. Applying Pinelis-Bernstein's Lemma (see Tarrès and Yao (2014) , Appendix A) to this term and showing that the other ones are negligible, we get the following non asymptotic confidence balls.
Theorem 4.2. Assume that (A1)-(A3)
hold. For all δ ∈ (0, 1), there is a rank n δ such that for all n ≥ n δ ,
Since the smallest eigenvalue λ min of Γ m is strictly positive,
Remark 4.3. We can also have a more precise form of the rank n δ (see the Proof of Theorem 4.2): (Cardot et al. (2013) 
This implies, with the continuity of the norm in H, that for all t > 0, 
where V is a centered H-valued Gaussian random vector with covariance operator
∆ V = Γ −1 m ΣΓ −1 m . Operator ∆ V
is self-adjoint and non negative, so that it admits a spectral decomposition
The averaged algorithm converges at the parametric rate of convergence in quadratic mean.
Proofs
Proofs of the results given in Section 3
In order to prove Lemma 3.1, we have to introduce a technical lemma which controls the remainder term δ n (see eq. 14) appearing in the Taylor approximation. This will enable us to bound the term β n−1 R n in decomposition (15).
Lemma 5.1. Assuming assumption (A3), there is a constant C m such that for all n ≥ 1, almost surely:
Proof of Lemma 5.1. Using Taylor's theorem with remainder of integral form, almost surely
and
For all h, h ′ ∈ H, we denote by ϕ h,h ′ the function defined as follows:
Finally, using assumption (A3),
Using previous inequalities, we obtain that for all h ∈ H
Taking h = Z n − m, for all n ≥ 1:
with C m = 6C.
We can now prove Lemma 3.1.
Proof of Lemma 3.1. We need to study the asymptotic behaviour of the sequence of operators (β n ) n . Since Γ m admits a spectral decomposition, we have the upper bound α k ≤ sup j |1 − γ k λ j | where λ j is the sequence of eigenvalues of Γ m . Since for all j ≥ 1 we have 0 < c m ≤ λ j ≤ C, there is a rank n 0 such that for all n ≥ n 0 , γ n C < 1. In particular, for all n ≥ n 0 we have α n ≤ 1 − γ n c m . Thus, there is a positive constant c 1 such that for all n ≥ 1:
where λ min > 0 is the smallest eigenvalue of Γ m and β n−1 denotes the spectral norm of operator β n−1 . Similarly, there is a positive constant c 2 such that for all integer n and for all integer k ≤ n − 1:
Moreover, for all n > n 0 and k ≥ n 0 such that k ≤ n − 1,
see Cardot et al. (2013) for more details. Using decomposition (15) again, we get
We now bound each term at the right-hand side of previous inequality.
Step 1: The quasi-deterministic term: Using inequality (21), with help of an integral test for convergence, for all n ≥ 1:
Since α < 1, this term converges exponentially fast to 0.
Step 2: The martingale term: We have
Since (ξ n ) is a sequence of martingale differences, for all k ′ < k we have
Thus,
because for all k ∈ N, E ξ k+1 2 ≤ 1. The term β n−1 β −1 k converges exponentially fast to 0 when k is small enough compared to n. We denote by E(.) the integer function and we isolate the term which gives the rate of convergence. Let us split the sum into two parts:
We shall show that the first term on the right-hand side on (26) converges exponentially fast to 0 and that the second term on the right-hand side converges at the rate 1 n α . Indeed, we deduce from inequality (22):
We now bound the second term at the right-hand side of (26). Using inequality (23), for all n > 2n 0 :
Moreover, for all n > 2n 0 and k ≤ n − 2:
and hence e Note that the integral test for convergence is valid because there is a rank n 0 ≥ 1 such that
Consequently, there is a positive constant C 2 such that for all n ≥ 1,
Step 3: The remainder term. In the same way, we split the sum into two parts:
It can be checked (see the proof of Lemma 5.3 for more details) that there is a positive constant M such that for all n ≥ 1,
Moreover, by Lemma 5.1, almost surely δ n ≤ C m Z n − m 2 . Thus, for all k, k ′ ≥ 1, applying Cauchy-Schwarz's inequality,
As a particular case, we also have
Applying this result to the term on the right-hand side of (29),
This term converges exponentially fast to 0. To bound the second term, we use the same idea as for the martingale term. Applying previous inequalities for the terms
which appear in the double products, we get:
2 is bounded. This fact can be checked with similar calculus to the ones in the proof of inequality (28).
To prove Lemma 3.2, we introduce two technical Lemmas. The first one gives a sharp convexity bound when Z n − m is not too large.
Lemma 5.2. If assumptions (A1) and (A2) hold, there are a rank n α and a constant c such that for
As a corollary, there is also a deterministic rank n
Proof of Lemma 5.2. We suppose that Z n − m ≤ cn 1−α . We have to consider two cases. If Z n − m ≤ 1, we have Z n ≤ m + 1, so that by Corollary 2.2 in Cardot et al. (2013) , there is a positive constant c 1 such that
, by continuity and linearity of the inner product,
Moreover, operators Γ h are non negative for all h ∈ H. Applying Proposition 2.1 of Cardot et al. (2013) , and since for all t ∈ 0,
there is a positive constant c 2 such that:
We can choose a rank n α such that for all n ≥ n α we have c 1 ≥ 1 c γ n 1−α which concludes the proof of inequality (31) with c = c 2 c γ .
We now prove inequality (32). For all n ≥ n α , Z n − m ≤ cn 1−α yields
Consequently, we can choose a rank n ′ α ≥ n α such that for all n ≥ n ′ α we have C 2 c 2 γ n −2α ≤ n −1 . Note that this is possible since α > 1/2. Lemma 5.3. There is a positive constant C α such that for all n ≥ 1,
where constant c has been defined in Lemma 5.2.
Proof of Lemma 5.3. In order to use Markov's inequality, we prove by induction that for all integer p ≥ 1, there is a positive constant M p such that for all n: Cardot et al. (2013) have proved previous inequality for the particular case p = 1. Decomposition (8) yields
Using previous inequality,
We now bound the three terms in (34). First, using induction assumptions,
there is a positive constant C p such that for all n ≥ 1, Finally, using Cauchy-Schwarz's inequality and by induction, we get Consequently,
Thus, applying Lemma 5.3, we get
We now bound the second term. Suppose that Z n − m ≤ cn 1−α . Since ξ n+1 ≤ 2, using Lemma 5.2, there is a rank n α such that for all n ≥ n α ,
Moreover, since (ξ n+1 ) is a sequence of martingale differences for the filtration (F n ),
Applying Cauchy-Schwarz's inequality,
Finally, since E ξ n+1 2 |F n ≤ 1, we get with Lemma 5.3,
Since γ 4 n = o 1 n 3α , there are two positive constants C ′ 1 and C ′ 2 such that for all n ≥ n α ,
Proof of Theorem 3.1. Let β ∈ (α, 3α − 1). Let us check that there is a rank n β ≥ n α (n α has been defined in Lemma 3.2) such that for all n ≥ n β , we have
We now prove by induction that there are two positive constants C ′ and C ′′ such that 2C ′ ≥ C ′′ ≥ C ′ ≥ 1 and such that for all n ≥ n β ,
Let us choose C ′ ≥ n β E Z n β − m 2 and C ′′ ≥ n β E Z n β − m 4 . This is possible since there is a positive constant M such that for all n ≥ 1,
Let n ≥ n β , using Lemma 3.2 and by induction,
Moreover, since C ′ ≤ C ′′ and since C ′′ ≥ 1,
Factorizing by
By definition of n β ,
We now prove that
Since C ′′ ≤ 2C ′ , by Lemma 3.1 and by induction, there is a constant C ′′′ > 0 such that
The proof is complete for all n ≥ 1 by taking C ′ ≥ max n≤n β n α E Z n − m 2 and
Proof of Proposition 3.1. A lower bound for Z n − m − Φ(Z n ) is obtained by using decom-position (8). Using Corollary 2.1, for all h ∈ H,
Consequently, there is a rank n 0 such that for all n ≥ n 0 ,
In particular, for all n ≥ n 0 ,
Finally, since (ξ n+1 ) is a sequence of martingale differences adapted to the filtration (F n ), there is a rank n 1 ≥ n ′ 0 such that for all n ≥ n 1 ,
We can prove by induction that there is a positive constant C 0 such that for all n ≥ n 1 ,
To conclude the proof, we just have to consider C ′ := min min 1≤n≤n 1 E Z n − m 2 n α , C 0 .
Proofs of the results given in Section 4.1
Proof of Proposition 4.1. As in Pinelis (1994) , let us define, for all integers j and n such that 2 ≤ j ≤ n,
It is not possible to apply directly Theorem 3.1 of Pinelis (1994) because the sequence (β n−1,k ξ k+1 ) is not properly a martingale differences sequence. As in Pinelis (1994) , for all t ∈ [0, 1], let us define u(t) := x + tv , with x, v ∈ H. We have for all t ∈ [0, 1], u ′ (t) ≤ v and u 2 (t) ′′ ≤ 2 v 2 . Moreover, since for all u ∈ R, cosh u ≥ sinh u, we also get
Moreover, since (ξ n ) is a sequence of martingale differences adapted to the filtration (F n ), for all j ≥ 1, E d j,n |F j−1 = 0 and ϕ ′ (0) = 0. We get for all j ≥ 1 such that j ≤ n,
Let G 1 := 1 and for all 2 ≤ j ≤ n, let
. Using previous inequality, since e j+1,n is F j -measurable,
(1 + e j,n ) .
Proof of Theorem 4.1. Using Theorem 3.1, one can check that
Moreover, with calculus similar to the ones for the upper bound of the martingale term in the proof of Proposition 3.1 and applying Proposition 3.1,
Finally, the term β n−1 (Z 1 − m) converges exponentially to 0. So, there are positive constants
We now give a "good" choice of sequences (N n ) and (σ 2 n ) to apply Corollary 4.2.
Step 1: Choice of N n . Using inequality (22) and since ξ n+1 ≤ 2, we have β n−1 β Let C N := max sup n≥1 e −2λ min c γ n 1−α n α , 2c 2 , 1 , thus for all n ≥ 1,
n α . So we take
Step 2: Choice of σ 2 n . In the same way, for n large enough, we have
Indeed, we can split the sum into two parts, the first one converges exponentially fast to 0, and is smaller than the second one from a certain rank. For n large enough, we can take 
Using inequality (38) and Corollary 4.2, P [ Z n − m ≥ t] ≤ 2 exp − (t/2) 2 2(σ 2 n + N n (t/2)/3)
We look for values of t for which f (t, n) ≤ δ. We search to solve: 2 exp − (t/2) 2 2(σ 2 n + N n t/6) ≤ δ/2,
We get (see Tarrès and Yao (2014) , Appendix A, for the exponential term):
Let us take a rank n δ such that for all n ≥ n δ , with (39),
Thus, for all n ≥ n δ , with probability at least 1 − δ:
δ .
Proof of Theorem 4.2
Since E Z n − m 2 ≤ C ′ n α , applying Cauchy-Schwarz's inequality, we have E [ Z n − m ] ≤ C ′ n α . These bounds are useful to prove that the first terms in equation (17) are negligible. Indeed,
Since α < 1, we have that We get (see Tarrès and Yao (2014) , Appendix A, for the martingale term):
, the other terms are negligible for n large enough and we can consider a rank n δ as in (18).
