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Aquest cap´ıtol introdueix una primera idea del projecte i tambe´ s’explica
com esta organitzada aquesta memo`ria.
1.1 El projecte
Cada dia so´n me´s populars les compres de tot tipus de productes que es
realitzen a trave´s d’Internet. Sembla que les compres d’aparells electro`nics
o llibres estan molt esteses i normalitzades. Pero` en els darrers anys les
compres d’altres productes, com ara tot tipus de roba online, han sofert un
gran increment. Es va comenc¸ar amb botigues del tipus outlet a la xarxa,
amb les restes de col·leccions de roba de temporades passades de marques
comercials conegudes, pero` avui en dia gairebe´ totes les grans cadenes de
botigues de roba, o inclu´s molts dels petits comerc¸os, ja tenen la seva botiga
online.
Un dels grans avantatges del anomenat shopping online e´s la comoditat
que suposa comprar a trave´s de la xarxa: des de casa, a qualsevol hora i
sense haver de sofrir cues a l’hora de pagar. A me´s, les empreses que ofe-
reixen aquest servei posen a l’abast del consumidor cada cop me´s facilitats,
com ara descomptes o la possibilitat de devolucio´ un cop comprat el produc-
te. No obstant aixo`, un dels principals desavantatges en la compra de roba
per Internet e´s l’impediment de no poder emprovar-se la roba. Aixo` suposa
arriscar-se a comprar una talla me´s gran o me´s petita de la necessa`ria o
el detall de no poder veure com queda la pec¸a de roba al damunt del cos.
Aquests dos factors so´n els me´s importants per a la majoria de consumi-
dors, i so´n els que limiten una mica la venta de roba per Internet, deixant
de banda factors com no poder tocar la roba o no poder disposar d’ella
immediatament.
Amb aquest projecte e´s vol aconseguir fer una primera versio´ del que
anomenarem Emprovador Virtual de Roba, mitjanc¸ant un model virtual el
qual vestirem amb varies peces de roba i animarem amb els moviments reals
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de la persona. Aquest model virtual o avatar tindra` les mesures el me´s
semblant possible a la persona real. Finalment, a trave´s de la produccio´ de
v´ıdeos amb animacions del model amb la roba posada es podra` veure l’efecte
que la roba te´ a sobre seu, per tal de facilitar les compres de roba a trave´s
de la xarxa.
1.2 Organitzacio´ de la memo`ria
Aquesta memo`ria esta` organitzada en quatre parts ben diferenciades. La pri-
mera d’elles e´s una presentacio´ i introduccio´ al projecte, on es parla sobre
la problema`tica que sorgeix al comprar roba a trave´s de la xarxa i s’explica
quins so´n els objectius que es volien aconseguir amb aquest projecte (part
I). A la segona part s’explica el proce´s de cerca de les eines necessa`ries per
dur a terme cada una de les fases del projecte, quines so´n les que es van
escollir finalment i els motius (part II). A la tercera part es parla del desen-
volupament del projecte i de la metodologia que s’ha seguit (part III). A la
segu¨ent part (part IV) es presenten els resultats obtinguts i les conclusions
finals del projecte.
Tal com s’ha dit, despre´s d’aquesta part de presentacio´ es defineix quin e´s
problema que es busca resoldre en aquest projecte, aix´ı com la motivacio´ per
desenvolupar-lo i un breu aclariment dels objectius que es volen aconseguir
(cap´ıtol 2). A me´s a me´s, per poder entendre aquesta memo`ria amb me´s
claredat es fa una breu explicacio´ d’alguns conceptes ba`sics en el cap´ıtol 4,
on es mostren alguns treballs anteriors relacionats amb el tema.
A la segona part es presenten les eines utilitzades per portar a terme els
diferents objectius del projecte, aix´ı com les possibles alternatives que es van
provar. Per cada eina usada es fa una breu explicacio´ dels aspectes que es
van tenir en compte durant aquesta part de cerca i s’exposen les raons per
les que es van triar unes o altres. D’aquesta manera, en el cap´ıtol 5 es parla
sobre les eines emprades per la captacio´ de les mesures de la persona. Al
segu¨ent cap´ıtol (el 6) es tracten les eines per el modelatge dels avatars. El
cap´ıtol 7 esta` dedicat a les eines per animar els avatars o cara`cters virtuals
un cop ja tenen la roba posada. I en l’u´ltim cap´ıtol d’aquesta part (el cap´ıtol
8) es parla sobre les eines usades per obtenir les dades de les captures de
moviment de la persona.
A la segu¨ent part es mostra el desenvolupament de les diferents fases
del projecte i la metodologia que s’ha seguit en cadascuna d’elles. Per co-
menc¸ar e´s fa una presentacio´ de l’arquitectura del sistema en el cap´ıtol 9.
En el cap´ıtol 10 s’explica el proce´s de creacio´ de les bases de dades, tant
de cara`cters virtuals pre`vis com de peces de roba. Despre´s es parla sobre
la fase de creacio´ de l’avatar (cap´ıtol 11). D’una banda s’explica l’obtencio´
de les dades de la persona, e´s a dir, prendre les mesures del cos. D’altra
banda, es mostra el proce´s d’eleccio´ de l’avatar i com es fa per que sigui
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el ma`xim semblant possible a la persona. Per u´ltim, el cap´ıtol 12 tracta
sobre la fase d’animacio´ de l’avatar amb la roba posada. Aqu´ı, es descriuen
el proce´s de vestir l’avatar i el d’obtencio´ de la sequ¨e`ncia de moviments de
l’usuari. Finalment, tambe´ es parla sobre el renderitzat de l’animacio´ i com
es captura en format v´ıdeo.
Per acabar, en l’u´ltima part es mostren els resultats finals obtinguts
segons el desenvolupament que s’ha explicat (cap´ıtol 13). Tambe´ es proposen
algunes possibles millores que es consideren que podrien ser factibles per un
treball futur (cap´ıtol 14). A continuacio´, el cap´ıtol 15 mostra la planificacio´
del projecte i es fa un ana`lisi econo`mic d’aquest. Finalment, en el cap´ıtol
16 es fan unes conclusions finals tant generals com a nivell personal.
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Cap´ıtol 2
Motivacio´ i objectius del
projecte
Aquest cap´ıtol presenta la motivacio´ del projecte, aix´ı com la descripcio´ dels
objectius principals d’aquest.
2.1 Motivacio´
Aquest projecte sorgeix d’una proposta de projecte d’una altra universitat
amb la col·laboracio´ del grup de recerca Moving de LSI de la UPC. Aquesta
proposta descrivia tot l’apartat de ma`rqueting i publicitat d’una eina enca-
rada al comerc¸ electro`nic de roba. La finalitat de l’eina era que permete´s a
qualsevol persona emprovar roba sobre un avatar en 3 dimensions amb les
mateixes mesures del cos que la persona i que reprodu´ıs els mateixos movi-
ments que aquesta. D’aquesta manera es podria permetre a l’usuari veure
com li queda la roba sobre un cos molt semblant al seu i en moviment.
La motivacio´ principal del projecte es investigar quins so´n els requeri-
ments necessaris per portar a terme aquesta idea i quines eines es poden
utilitzar. La finalitat de la investigacio´ e´s demostrar que es pot dur a ter-
me un projecte d’aquestes caracter´ıstiques amb eines de llice`ncia gratu¨ıta i
obtenir resultats el me´s realistes possible.
2.2 Objectius del Projecte
L’objectiu principal d’aquest projecte e´s obtenir v´ıdeos d’animacions d’ava-
tars semblants a l’usuari, que estiguin vestits i que reprodueixin els mateixos
moviments que l’usuari. Amb aixo` es vol aconseguir reproduir l’efecte que
tenen els diferents tipus de roba sobre el cos huma`. E´s a dir, les defor-
macions que pateix el teixit segons les seves propietats, la forma del cos i
els moviments que fa aquest. Es volen obtenir resultats el ma`xim realistes
possibles, tant pel que fa al cara`cter virtual de la persona com pels efectes
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de la f´ısica de la roba a sobre del cos, aix´ı com pels moviments del cara`cter
animat.
Tot aixo` amb la finalitat d’utilitzar aquests v´ıdeos com a mecanisme per
facilitar les compres de roba des de casa, ja que permeten veure com queda
la roba a sobre d’un model virtual amb les mesures semblants al mateix
usuari.
Per tal d’analitzar els requeriments d’aquest objectiu principal, aquest
es pot dividir en dues etapes: d’una banda la creacio´ de l’avatar i per l’altra
banda l’animacio´ d’aquest avatar amb la roba posada. La primera meta es
crear un avatar amb les mesures de la persona el me´s semblant possible.
Un cop ja es te´ l’avatar creat, s’ha de posar-li roba i fer que reprodueixi els




En aquest cap´ıtol es fa una descripcio´ general de les parts principals de que
consta el projecte per tenir una visio´ global d’aquest. Tambe´ es mostren els
problemes que s’han d’enfrontar per tal de dur a terme aquestes parts.
3.1 Descripcio´ del projecte
Aquest apartat conte´ una visio´ global de cada una de les parts que formen el
projecte. Aquestes parts clarament diferenciades s’expliquen a continuacio´
i tambe´ es pot veure un esquema general del projecte a la figura 3.1.
Figura 3.1: Esquema general del projecte
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• Preparar les bases de dades: Primer de tot, es necessari fer un
preproce´s per preparar les bases de dades de models d’avatars i de
peces de roba.
- Base de dades d’avatars
Per una banda, per crear la base de dades de models d’avatars cal
crear diversos models tant d’homes com de dones (en aquest cas seran
tres models de cada tipus). E´s necessari que els models siguin diferents
entre s´ı pel que fa a les complexions, per poder abastar me´s diversitat
de persones. Una vegada estan els models creats, s’han de mesurar
per extreure les relacions entre algunes mesures i totes aquestes dades
es guarden en un fitxer de text pla. Aquestes dades so´n les que s’u-
tilitzaran per poder realitzar la cerca entre els diferents models de la
base de dades segons el tipus d’usuari.
- Base de dades de roba
Per l’altra banda, per la base de dades de roba el que es vol fer en un
futur es tenir peces de roba de diferents tallatges (veure el cap´ıtol de
possibles millores 14.2.1). Pero` en aquest projecte es treballa amb una
se`rie de models que es tenen desats.
• Creacio´ dels avatars: A l’hora de crear un model o cara`cter virtual
per a representar a l’usuari, primer cal obtenir les seves mesures. Des-
pre´s es tria el model me´s semblant de la base de dades d’avatars i es
modifica per a que sigui el ma`xim semblant possible.
- Obtenir les dades de l’usuari
Per obtenir les dades es prenen les mesures me´s significatives del cos
i es desen en un fitxer de text pla. Cal dir que aquestes mesures de
l’usuari han de correspondre a les mateixes parts que s’han mesurat
en els models de la base de dades.
- Escollir un model de la base de dades d’avatars
Amb les dades de les mesures de l’usuari, es cerca a la base de dades
l’avatar que me´s s’assembla a l’usuari. E´s a dir, es busca el model que
tingui unes relacions entre les mesures me´s semblants a les mateixes
dades del cos de l’usuari. Aquesta cerca es fa entre els models d’homes
o de dones segons el sexe de l’usuari.
- Adaptar el model
Per tal de fer l’avatar el me´s semblant possible a l’usuari tambe´ es
modifiquen algunes parts del cos segons les mesures obtingudes de
l’usuari.
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• Animacio´ de l’avatar: Un cop enllestit l’avatar, cal vestir-lo i animar-
lo amb les dades de moviment pre`viament capturades de l’usuari.
- Vestir el model amb roba de la base de dades de roba
Es seleccionen algunes peces de roba i s’associen a l’avatar.
- Obtenir sequ¨e`ncia de moviment de l’usuari
En aquesta part, l’usuari enregistra una se`rie de moviments per despre´s
associar-los a l’avatar.
- Animar el model vestit
Finalment, s’anima el model amb la roba posada fent que reprodueixi
els mateixos moviments que l’usuari ha enregistrat pre`viament. En
aquesta animacio´ es poden apreciar les propietats f´ısiques de la roba
aix´ı com les deformacions que aquesta sofreix amb els moviments del
cos. Per u´ltim, es desa l’animacio´ en format v´ıdeo.
3.2 Definicio´ dels Problemes
En aquesta seccio´ es tracten els problemes que es van trobar per tal de
dur a terme les dues etapes de l’objectiu principal: la creacio´ de l’avatar i
l’animacio´ de l’avatar amb la roba posada.
• Creacio´ dels avatars
Tal com s’explica al cap´ıtol 4, un model virtual esta` composat per una
malla de triangles que representa la pell de l’avatar.
Es va descartar des de primer moment la creacio´ del model a partir de
la geometria que s’obte´ amb qualsevol dispositiu de captura de dades,
ja que les malles resultants tenen molt soroll i perden la forma i els
detalls que han de tenir els models de cara`cters humans. Per facilitar
la creacio´ de l’avatar es va pensar en tenir una base de dades amb
diferents models de cara`cters tant d’homes com de dones. L’idea era,
un cop preses les mesures de l’usuari, escollir quin e´s el model de la
base de dades que me´s s’assembla i refinar-lo per tal que sigui el ma`xim
semblant possible.
Creacio´ de la base de dades d’avatars: Per la creacio´ d’aquesta
base de dades amb models de cara`cters humans, era necessari crear
models tant d’homes com de dones de diferents complexions, per tal
d’abastar el ma`xim possible de tipus d’estructures de cossos humans.
• Animacio´ dels avatars
Per animar els models dels cara`cters calia vestir-los i associar un es-
quelet a la malla. En aquest esquelet era on s’aplicaria el moviment
per l’animacio´.
12 CAPI´TOL 3. DEFINICIO´ DEL PROJECTE
En un primer moment es va pensar en animar en temps real l’avatar
vestit. Pero` com es veura` me´s endavant, aquesta part es va tenir que
descartar per ser incompatible amb el renderitzat de les propietats
f´ısiques de la roba amb l’eina que s’usa. Aixo` es degut a que les eines
que permeten reproduir aquestes propietats necessiten un cert temps
de ca`lcul, per la qual cosa es impossible fer l’animacio´ del model vestit
en temps real.
Vestir els avatars: E´s el proce´s d’associar la malla que forma la
roba a la malla de l’avatar per tal de vestir-lo. Respecte a la roba,
hi ha una gran quantitat de models de peces de roba que es poden
obtenir gratu¨ıtament.
Associar esquelet: Una vegada es te´ el model de l’avatar, cal
preparar-lo per a que e´s pugui animar. S’ha de tenir preparat un
esquelet amb els ossos me´s importants i asociar cada part del cos del
model a un o varis ossos.
Associar moviment a l’esquelet: Al no utilitzar moviment en temps
real, el moviment que s’associa a l’esquelet prove´ d’un fitxer on pre`viament
s’ha emmagatzemat els moviments capturats de l’usuari.
Cap´ıtol 4
Conceptes previs i treballs
relacionats
En aquesta seccio´ s’expliquen alguns conceptes que so´n importants per com-
prendre la totalitat del projecte.
Abans cal introduir el concepte d’avatar o cara`cter virtual. Aquest es
representa en dues parts: una que constitueix la pell i un altra part per
l’esquelet. Per una banda, per representar la pell s’utilitza una malla de
triangles anomenada skin que simbolitza la forma o silueta de la persona.
Per l’altra, per formar l’esquelet s’utilitza una jerarquia d’ossos interconnec-
tats anomenats armadura o rig. Aquestes dues parts es poden veure ben
diferenciades a la figura 4.1.
Si es vol que l’avatar es mogui, e´s a dir, que faci gestos que fa una
persona normalment, cal animar l’esquelet (veure 4.2). Aixo` es pot fer
a partir de definir manualment keyframes o automa`ticament amb dades
Motion Capture (veure 4.2.1). Per donar me´s realisme cal associar la malla
de triangles a l’esquelet i aix´ı simular les deformacions que experimenta la
pell quan s’anima aquest u´ltim. En aquest proce´s, la creacio´ i interconnexio´
dels ossos d’aquest esquelet s’anomena Rigging (veure 4.3), i l’associacio´ de
cada os a una part de la malla e´s l’Skinning (veure 4.4).
La roba, igual que la pell de l’avatar, esta` formada per malles de triangles.
En aquest projecte aquestes malles s’emmagatzemen en format OBJ, per ser
un format esta`ndard va`lid per la majoria de software i que e´s molt utilitzat.
El format de fitxers OBJ e´s un format de dades molt simple per definir
geometria en 3 dimensions. E´s un format obert i esta` molt este`s en el mo´n
del modelatge en 3D. Els fitxers OBJ estan escrits en text pla, i contenen
les posicions de cada ve`rtex, les coordenades de textura per cada ve`rtex, les
normals i les cares que formen el model, aix´ı com els materials. E´s a dir, per
cada pol´ıgon es desa la llista de ve`rtex que el formen (ordenats en el sentit
de les agulles del rellotge) i els seus atributs.
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(a) Model so`lid (b) Model amb filferros
Figura 4.1: Model d’un avatar amb esquelet associat
4.1 Model huma` realista
Un aspecte molt important e´s que l’animacio´ de l’avatar en moviment sigui
el ma`xim realista possible. Per aconseguir aixo` el primer pas es obtenir un
avatar que s’apropi a la realitat, e´s a dir que la forma del cos i les seves
mesures estiguin dintre de lo comu´.
Aquest tema es tractat per Hasler et al. en A Statistical Model of Human
Pose and Body Shape [11], on l’objectiu d’aquesta investigacio´ e´s desenvo-
lupar un model estad´ıstic detallat de les formes del cos huma`. Per fer aixo`,
van capturar mitjanc¸ant un esca`ner 3D les mesures i la forma del cos de 114
persones en una se`rie de posicions diferents. La seva finalitat era aconseguir
millorar la generacio´ d’animacions de personatges virtuals molt realistes a
partir d’una abstraccio´ de dades reals.
Un altre factor que ajuda a donar realisme a l’avatar e´s el cabell. Una
opcio´ que dona molt bon efecte e´s el renderitzat d’aquest amb corbes de
Bezier o amb part´ıcules, pero` ambdo´s tenen un elevat cost de ca`lcul i de
memo`ria. L’altra opcio´ e´s usar malles de triangles per simular cabell, pero`
encara que el cost de renderitzat d’aquesta e´s mı´nim, visualment no resulta
gens realista.
Cem Yuksel et al. a la seva publicacio´ Hair Meshes [20] proposen una
manera me´s fa`cil i efectiva d’afegir cabell als cara`cters humans. Mitjanc¸ant
una malla es defineix la forma i el volum que ocupa el cabell i despre´s a
dintre d’aquesta malla es defineixen una se`rie de ve`rtex interiors que so´n els
que definiran els cabells. Amb soroll afegit als ve`rtex interiors aconsegueixen
resultats bastant reals i eficients.
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Per un altra banda, Allen et al. proposen un me`tode per ajustar una
plantilla d’un model huma` d’alta resolucio´ amb cossos humans escanejats
amb pocs marcadors. En The space of human body shapes: reconstructi-
on and parameterization from range scans [1], proposen una optimitzacio´
en les transformacions dels ve`rtex de la plantilla al adaptar-se al objectiu,
segons els seus ve¨ıns i els marcadors que hi han a prop. En aquest article
tracten una varietat d’aplicacions per a la modelitzacio´ del cos huma` com
ara: transformacions, transfere`ncies de textura, ana`lisi estad´ıstica de la for-
ma, ajustament del model amb escassos marcadors i la funcio´ de ana`lisi per
modificar diversos para`metres com ara el pes i l’estatura. Tambe´ tracten la
transfere`ncia de detall entres les superf´ıcies i els controls d’animacio´.
4.2 Animacio´ del Esquelet
E´s un me`tode d’animacio´ per ordinador que s’utilitza per animar cara`cters
virtuals. S’utilitza una jerarquia d’ossos formant un esquelet i que esta`
associat a una malla de triangles que forma la pell. So´n aquestos ossos els
que controlen la deformacio´ de la malla del cara`cter, de manera que amb el
moviment d’un os es mouen tots els ve`rtex de la malla associats.
Per aconseguir que el personatge es mogui o canvii de posicio´ es pot fer
manualment o mitjanc¸ant dades motion capture 4.2.1.
Si es vol utilitzar la primera opcio´ cal definir una se`rie de keyframes
amb les posicions me´s importants per les que passara` el moviment final, e´s
a dir, es defineixen els punts d’inici i fi d’un desplac¸ament o moviment que
s’aplica a l’objecte. Normalment es crea i posiciona nome´s els frames me´s
importants d’una sequ¨e`ncia i el software utilitzat omple els forats intercalant
moviments. Aquest me`tode e´s molt costo´s per a animacions llargues o amb
molt moviments diferents, ja que s’han d’anar definint els keyframes a ma`.
En canvi si s’usen dades provinents del motion capture e´s molt me´s sen-
zill, ja que els moviments estan definits per cada frame i per cada articulacio´.
A me´s a me´s, aquestes dades es poden llegir des d’un fitxer o es poden usar
en temps real mentre s’estan capturant des del dispositiu (com pot ser el
Kinect 5.1).
4.2.1 Motion Capture
El seguiment o captura de moviment e´s la te`cnica amb la que s’enregistra
digitalment el moviment, principalment d’una persona. Va comenc¸ar com
una eina d’ana`lisi per la investigacio´ de la biomeca`nica en els anys 1970 i
1980, i es va expandir a altres a`rees ra`pidament.
Es basa en la fotogrametria, que e´s una te`cnica per determinar les pro-
pietats geome`triques dels objectes. Durant el proce´s d’enregistrament dels
moviments del actor e´s desa la posicio´ de parts significatives i conegudes
del cos diversos cops per segon. Aquestes parts del cos acostumen a ser
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les principals articulacions tant de les extremitats com del to`rax, com per
exemple colzes, genolls, cintura, etc.
Cal dir que un cop acabat l’enregistrament nome´s tenim informacio´ del
moviment d’una se`rie de punts, no de la seva aparenc¸a visual. Aquesta
informacio´ s’utilitza per animar models digitals de personatges en animacio´
per computador. Aixo` es fa transferint el moviment de les articulacions que
hem enregistrat a les articulacions del esquelet del model digital en temps
real. No obstant, les dades del motion capture tambe´ es poden desar en un
fitxer que so´l ser del tipus BVH.
Habitualment, per fer motion capture es posen marcadors a prop de les
articulacions per identificar el moviment amb les posicions i l’angle entre
els marcadors. Aquests marcadors poden ser acu´stics, inercials, de tipus
LED, magne`tics o una combinacio´ de qualsevol d’ells. En les sessions de
captura, el moviment dels actor es mostrejat varies vegades per segon amb
diversos sensors situats en diferents angles. Despre´s, es processen aquestes
dades i es genera un esquelet amb els moviments del actor. Els resultats so´n
moviments molt precisos i reals, pero` e´s una te`cnica molt cara.
Per afrontar aquest problema de cost, Budiman et al. proposen un
me`tode de captura de moviments de baix cost mitjanc¸ant ca`meres web en
Low Cost Motion Capture [8]. La seva proposta e´s molt semblan als me`todes
de captura de moviment tradicionals ja que utilitza marcadors, pero` per l’en-
registrament nome´s usen dues webcams. Les imatges obtingudes so´n trac-
tades i processades amb Matlab i a partir d’aquestes extreuen la sequ¨e`ncia
de moviment.
El format BVH (BioVision Hierarchy) e´s un format d’arxiu d’animacio´
de personatges. Els fitxers BVH estan escrits en text pla i consten de dos
parts: la primera descriu jera`rquicament la posicio´ inicial de l’esquelet i la
segona conte´ les dades dels moviments. El fitxer tambe´ conte´ informacio´
del nombre de frames que dura l’animacio´ i la frequ¨e`ncia de mostreig de les
dades.
Un problema molt comu´ que te´ el motion capture e´s que les dades captu-
rades solen tenir molt de soroll, i cal un post-proce´s per eliminar les vibra-
cions i els moviments bruscos antinaturals. Tambe´ pot oco´rrer que durant
l’animacio´ el model no es correspongui exactament amb l’esquelet que s’ha
extret del motion capture, e´s a dir, que les articulacions no estan ben situa-
des o que l’esquelet esta a un altra escala. Aixo` pot portat a que apareguin
artifacts, com ara que una ma` traspassi el cos.
Un altre obstacle e´s l’anomenat foot sliding o foot skate, que apareix
quan l’avatar esta` movent les cames i les seves passes no es corresponen amb
la velocitat a la que es desplac¸a. Per exemple, si l’avatar esta` caminant poc
a poc pero` es desplac¸a ra`pidament per l’escena aixo` crea l’efecte com si este`s
lliscant pel terra. Beacco et al. proposen en el seu treball Efficient elimi-
nation of foot sliding for crowds [5] una manera o`ptima d’eliminar aquest
problema en el render de multituds o crowds. La seva proposta consisteix
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per cada agent en seleccionar, d’un nombre redu¨ıt de clips d’animacio´, el me´s
adient i modificar la seva velocitat de reproduccio´ aix´ı com ajustar l’esque-
let del personatge per a que la seva orientacio´ sigui correcta. Aixo` permet
cubrir tot l’espai de locomocions possibles amb un error mı´nim per a cada
un dels agents que pertanyen a la multitud.
4.3 Rigging d’un Model
Figura 4.2: Exemple de una jerar-
quia d’ossos o armadura
Consisteix en la construccio´ d’un esque-
let o armadura formada per una se`rie
d’ossos enllac¸ats per articulacions. Per
a que funcioni correctament, els ossos
i les articulacions han d’estar formant
una jerarquia lo`gica. Es parteix d’un
os o articulacio´ arrel (root bone o root
joint), i cada os o articulacio´ posteri-
or ha d’estar connectada al pare direc-
tament o indirectament a trave´s d’un
altra articulacio´. Cada os esta` definit
amb una posicio´, una orientacio´ i un es-
calat, tots tres en tres dimensions. Ca-
dascun dels ossos de l’esquelet ha d’es-
tar situat a la posicio´ exacta dins de la
malla amb la que es vol associar l’es-
quelet, ja que aixo` influeix en el resultat
final.
Per calcular el moviment de una ar-
ticulacio´ d’un cara`cter sencer riggejat es
pot fer de dues maneres: forward kinematics i inverse kinematics.
Quan s’utilitza forward kinematics es calcula la posicio´ i l’orientacio´
final segons els angles de les articulacions. Cada una de les articulacions
nome´s afecta a les parts de l’esquelet que li queden per sota de la jerarquia.
Amb forward kinematics l’animador ha de definir la rotacio´ i la posicio´ de
cada joint individualment, i de manera jera`rquica comenc¸ant per l’arrel. La
posicio´ de l’articulacio´ final es calculada segons els angles de cada una de
les articulacions per sobre de la jerarquia.
En canvi en inverse kinematics l’articulacio´ final es directament des-
plac¸ada per l’animador, mentre que les articulacions per sobre d’aquesta a
la jerarquia es calculen per software. E´s a dir, es defineix la posicio´ i l’ori-
entacio´ desitjades manualment i a partir d’aqu´ı es calculen automa`ticament
els valors dels angles de les articulacions. Aix´ı si per exemple es mou l’os de
la cuixa es moura` automa`ticament la resta de la cama.
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Per ajudar a crear una animacio´ me´s realista es poden establir restric-
cions en les articulacions durant el proce´s de rigging. D’aquesta manera es
pot restringir les rotacions d’algunes articulacions, com per exemple per a
que el model no pugui girar el coll 360o. Tambe´ es poden definir graus de
llibertat, com ara per definir que el genoll nome´s es pugui flexionar sobre un
eix.
Per automatitzar el proce´s de creacio´ d’un esquelet intern que s’adequ¨i
a la forma de cada cara`cter, Baran and Popovic proposen en Automatic
Rigging and Animation of 3D Characters [4] una manera ra`pida i fa`cil de
fer el rigging. Donat el model d’un cara`cter qualsevol i un esquelet gene`ric ja
definit, mitjanc¸ant una discretitzacio´ del model es permet adaptar l’esquelet
a la forma i posicio´ del model de forma automa`tica. Tambe´ apliquen un
algoritme d’skinnig 4.4 per associar els ve`rtex del model a l’esquelet.
Per augmentar el realisme, els autors Pratscher, et al. en el seu treball
Outside-In Anatomy Based Character Rigging [19] afegeixen als ossos de
l’esquelet una se`rie de muscles associats. En aquest treball proposen un
esquelet composat per ossos i muscles pre`viament modelats per un artista.
Aquest esquelet es pot usar com a plantilla i es pot adaptar a nous models.
Amb aixo` obtenen un me`tode general que permet millorar l’efecte de la pell
en moviment gra`cies a les deformacions d’aquests muscles.
4.4 Skinning d’un Model
Figura 4.3: Exemple pesos
Skinning e´s el proce´s de fixacio´ d’una pell
renderitzable a un esquelet articulat, e´s a
dir, l’associacio´ de cada una de les parts
de la malla del model a un o me´s ossos de
l’esquelet. En altres paraules es podria dir
que e´s la fase on es vinculen els ve`rtex amb
els ossos.
Amb aixo` aconseguim que quan s’aplica
moviment a cadascun dels ossos (translaci-
ons, rotacions i/o escalats) es moguin els
ve`rtex associats de la malla, i per tant es
mogui el model.
Hi ha dos tipus d’skinning : el simple
i el suau. En l’skinning simple cada ve`rtex de la malla s’associa nome´s
a un os de l’esquelet. Aquesta te`cnica no e´s adequada per models d’alta
resolucio´ ja que produeix deformacions de molt baixa qualitat i poc realistes.
D’altra banda, en l’skinning suau cada ve`rtex de la malla pot ser associat a
me´s d’un os i cada associacio´ afecta al ve`rtex amb un pes o forc¸a diferent.
D’aquesta manera, la posicio´ final de cada ve`rtex e´s una mitjana ponderada
de la posicio´ inicial transformada segons el moviment de cadascuna de les
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articulacions associades.
A la segu¨ent figura 4.4 es pot apreciar la difere`ncia dels resultats dels
dos tipus d’skinning. A la primera s’ha utilitzat un skinning simple, on cada
ve`rtex nome´s s’assigna a un os com a ma`xim. A la segona s’ha utilitzat un
skinning suau, on cada ve`rtex de la malla pot estar associat a me´s d’un os.
Es pot veure clarament com la deformacio´ del genoll a la primera imatge
te´ moltes irregularitats i queda molt irreal. En canvi a la segona imatge la
deformacio´ es me´s gradual, apropant-se bastant a com es la deformacio´ a la
realitat.
(a) Skinning simple (b) Skinning suau
Figura 4.4: Comparativa entre diferents tipus d’skinning
Aquest proce´s d’skinning ha estat desenvolupat tradicionalment per ani-
madors professionals, pero` existeixen te`cniques per realitzar el proce´s au-
toma`ticament. Ladislav et al en Fast and Efficient Skinning of Animated
Meshes proposen una millora a aquestes te`cniques automatitzades, ja que
aquestes nome´s tenen bons resultats en alguns casos determinats. El seu
algorisme esta` basat en un proce´s iteratiu d’optimitzacio´ de descens de co-
ordenades, e´s a dir, es centra en la idea que es pot minimitzar una funcio´
minimitzant nome´s al llarg d’una sola direccio´ alhora. Optimitzen tambe´ els
para`metres de l’skinning com ara les transformacions o`ssies, els pesos dels
ve`rtex i les posicions. Aix´ı aconsegueixen menys temps de tractament previ
que els me`todes anteriors.
Per aconseguir un realisme ma`xim a l’hora de simular la pell d’un avatar
cal tenir en compte tambe´ les deformacions que pateixen els muscles durant
el moviment. En el treball Realistic Deformation of Human Body Shapes[2]
dels autors Aubel et al., es proposa un nou me`tode per a l’automatitzacio´
de les deformacions de la pell dels personatges humans, basades en con-
sideracions fisiolo`giques i anato`miques. En la seva proposta, cobreixen la
capa muscular amb una capa de greix viscoela`stic que l’utilitzen per gene-
rar importants efectes dina`mics de l’animacio´ i simular la deformacio´ dels
muscles.
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Part II




Eina per la captacio´ de les
dades
El primer que es necessita e´s un dispositiu d’entrada que permeti detectar a
la persona i mesurar el seu cos. El dispositiu triat e´s el Kinect de Microsoft
que s’explica en aquest cap´ıtol, aix´ı com els seus controladors i alternatives.
5.1 Microsoft Kinect
L’opcio´ triada e´s un dispositiu anomenat Kinect [10], que e´s un perife`ric
d’entrada i detector de moviment creat per l’empresa Microsoft per la se-
va videoconsola XBox 360. Aquest aparell permet als usuaris controlar e
interactuar amb la videoconsola sense necessitat de comandaments, nome´s
utilitzant els gestos i comandes per veu. El software va ser desenvolupat per
una empresa filial de Microsoft Game Studios anomenada Rare, pero` tota
la tecnologia que comporta el reconeixement de moviments espec´ıfics va ser
desenvolupada per una empresa israelita anomenada PrimeSense.
Figura 5.1: Components que formen el dispositiu Microsot Kinect
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El dispositiu e´s una barra horitzontal que porta integrada una vide-
oca`mera, un altra ca`mera amb sensor de profunditat, una se`rie de micro`fons
i un processador. La ca`mera de v´ıdeo s’utilitza per obtenir el senyal de v´ıdeo
en color o RGB i te´ una resolucio´ de 640 per 480 p´ıxels amb un frame rate
de 30 frames per segon (fps). D’altra banda, la ca`mera de profunditat esta`
formada per un projector d’infrarojos i un sensor monocrom que permet
obtenir la informacio´ de la profunditat o dista`ncia a la que es troben els
objectes dintre del camp de visio´ del Kinect. Aquest camp de visio´ avarca
des de 0.8 metres fins a 3.5 metres de dista`ncia del dispositiu i la resolucio´
que s’obte´ a uns 2 metres de dista`ncia e´s de 3 mil·l´ımetres per l’alc¸ada i
l’amplada i d’ 1 cent´ımetre en profunditat.
Per captar la profunditat de l’escena el projector de infrarojos emet un
patro´ irregular de rajos amb diferents intensitats. Despre´s el sensor de la
ca`mera reconstrueix una imatge de profunditats mitjanc¸ant el reconeixement
de la distorsio´ en aquest patro´. La resolucio´ que te´ el sensor del projector
d’infrarojos e´s de 1280 per 1024, pero` la resolucio´ que tenen les imatges
generades e´s de 640 per 480 amb uns 30 fps. Tambe´ porta incorporats
quatre micro`fons al llarg de la barra horitzontal per determinar on e´s la font
acu´stica. Pel que fa al processador que porta, esta` especialment dissenyat
per executar el seu propi software, com ara el que permet la captura de
moviments de tot el cos. A me´s a me´s, aquesta barra horitzontal on so´n tots
aquests elements i un led que indica si esta` en funcionament, esta` connectada
a una base monitoritzada que permet canviar el grau d’inclinacio´ de l’aparell.
[14]
El Kinect e´s un dispositiu de baix cost que es pot comprar separada-
ment de la consola per una mica menys de 100 C (dades de Maig 2012), la
qual cosa permet que estigui a l’abast de tothom. A me´s a me´s, existeixen
controladors (veure 5.2) per poder-lo utilitzar des de l’ordinador i crear apli-
cacions pro`pies. Aquests motius, junt amb les seves caracter´ıstiques, so´n les
raons per les quals es va escollir com a dispositiu per entrar les mesures de
la persona.
5.1.1 Alternatives
A l’hora de triar el dispositiu de captacio´ de les dades del usuari, que en cas
d’aquest projecte so´n mesures del cos, tambe´ es van tenir en compte altres
sistemes que es mostren a continuacio´.
Webcam
La captacio´ de les dades de la persona es podria fer amb una webcam o
ca`mera normal i un posterior tractament de les imatges. Existeixen algo-
ritmes de processat de les imatges obtingudes per determinar la forma de
la silueta del cos, i amb varies imatges des de diferents posicions es podria
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obtenir el contorn sencer. Aquestes imatges haurien de estar capturades
sempre amb la mateixa dista`ncia entre la ca`mera i la persona per poder
determinar amb correccio´ les mesures, o tenir algun objecte amb mesures
conegudes per poder utilitzar-lo de refere`ncia.
Com s’ha dit, e´s possible obtenir les imatges per seleccionar la geometria
(en aquest cas la silueta de la persona), per la qual cosa es podria utilitzar
una ca`mera de v´ıdeo convencional. Pero` la principal limitacio´ e´s que nome´s
amb una ca`mera d’aquest tipus no es pot fer Motion Capture 4.2.1, ja que
serien necessaris marcadors i software especialitzat. Per aquesta rao´, es
va cercar un altre dispositiu que s’adequ¨e´s me´s a les necessitats d’aquest
projecte, evitant si es podia el processat d’imatges i que fos me´s econo`mic
que els sistemes habituals d’enregistrament de moviments.
Asus Xtion Pro Live
Figura 5.2: Asus Xtion Pro Live
Aquest e´s un dispositiu molt sem-
blant al Kinect (veure 5.1) que la
marca Asus va llenc¸ar despre´s de
veure l’e`xit d’aquest. Porta els
mateixos components: una ca`mera
de color i una per la profunditat,
un parell de micro`fons i un pro-
cessador. Inclu´s les seves carac-
ter´ıstiques so´n igual que les del Ki-
nect (dista`ncia efectiva, resolucio´ de
les ca`meres, etc). Utilitza els con-
troladors de codi obert OpenNI i
NITE (veure 5.2.1). Pero` a diferencia de Microsoft, la marca Asus llenc¸a el
producte com un dispositiu enfocat u´nicament per a desenvolupadors per a
la creacio´ d’aplicacions d’ordinador, joc o qualsevol tipus de software.
La rao´ per la qual no es va escollir aquest dispositiu e´s que quan es va
comenc¸ar aquest projecte, l’Asus Xtion Pro Live encara no estava al mercat
en aquest pa´ıs.
5.2 Controladors Software per Kinect
Aquesta seccio´ es centra en el software per l’ordinador que s’utilitza pel
Kinect, tant per desenvolupar com per utilitzar les aplicacions finals.
5.2.1 OpenNI + NITE + SensorKinect
Aquests tres paquets so´n els que es necessiten per poder desenvolupar apli-
cacions per Kinect. El primer d’ells, OpenNI 5.2.1, e´s una interf´ıcie que
ens proporciona la comunicacio´ amb els components hardware del dispositiu
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(amb els sensors de v´ıdeo, profunditat i audio) i amb NITE 5.2.1, el software
de l’empresa PrimeSense, encarregat de analitzar les dades visuals i d’a`udio
que es recullen i analitzar-les per recone`ixer gestos o ordres de veu. Per
u´ltim, SensorKinect 5.2.1 e´s un driver per els sensors hardware del Kinect,
que interactuen amb el middleware NITE i amb la interf´ıcie OpenNI.
OpenNI
OpenNI (Open Natural Interaction) e´s un framework de codi obert i multi
plataforma que defineix una se`rie d’ API ’s (Application Programming Inter-
face) per desenvolupar aplicacions controlades per veu o amb reconeixement
de moviments mitjanc¸ant el Kinect. E´s a dir, proporciona la interf´ıcie entre
l’aplicacio´ final i el dispositiu f´ısic (la comunicacio´ amb els sensors de v´ıdeo
i d’a`udio) i els components middleware (que es detallen a 5.2.1).
El la segu¨ent imatge es mostra un esquema de com OpenNI interactua
amb els diferents components. A la part superior esta` l’aplicacio´ en s´ı,
e´s a dir, el software final. Despre´s es troba el framework d’OpenNI que
interactua amb els propis dispositius hardware i amb el software que processa
informacio´ per el reconeixement de gestos, veu, etc.
Figura 5.3: Esquema de funcionament d’OpenNI
Tal com s’ha dit, el framework d’OpenNI e´s una capa abstracta que pro-
porciona la interf´ıcie entre els dispositius f´ısics i els components del midd-
leware. Des d’aquesta interf´ıcie e´s possible comunicar-se amb els sensor de
v´ıdeo o a`udio i obtenir directament les dades que generen, com amb els com-
ponents del software que tracten aquestes dades i les analitzen per generar-ne
unes altres. Per dur a terme aquesta comunicacio´ i obtenir les dades aquest
framework utilitza Nodes de Produccio´. Cada node te´ la funcionalitat de
generar un tipus de dades espec´ıfic. Pero` s’ha de tenir en compte que no
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e´s l’OpenNI el que crea les dades, sino´ que nome´s s’encarrega d’obtenir-les
dels sensors o dels mo`duls del middleware, facilitant la feina del programador
d’aplicacions i fent transparent tot el proce´s de creacio´.
Els Nodes de Produccio´ poden ser de les segu¨ents categories: nodes re-
lacionats amb els sensors o nodes relacionats amb el middleware. Els nodes
relacionats amb els sensors so´n els encarregats de generar les dades de me´s
baix nivell, com els mapes de profunditat o els d’infrarojos. Alguns exemples
d’aquests nodes so´n el node que representa el dispositiu en s´ı, el generador
de profunditats, el generador d’imatge o el d’a`udio. Aquests nodes formen
part del sensor SensorKinect i es veuran amb me´s detall al apartat 5.2.1.
D’altra banda, els nodes relacionats amb el middleware so´n els que generen
dades de me´s alt nivell, e´s a dir, processen les dades de baix nivell i generen
dades me´s elaborades com el seguiment del moviment de la ma`. Poden ser
exemples el generador d’alertes de moviments, l’analitzador de l’escena o el
generador d’usuari, que es veura` amb me´s detall en l’apartat 5.2.1.
NITE
NITE [18] e´s el middleware de codi obert que permet la percepcio´ de l’es-
cena en 3D, desenvolupat per l’empresa PrimeSense. Ba`sicament el que fa
e´s obtenir informacio´ de les imatges de profunditat mitjanc¸ant el SensorKi-
nect i transforma aquesta informacio´ en dades significatives me´s elaborades.
Aquestes dades so´n per una interaccio´ de forma natural per l’usuari, con-
cretament proporcionen la identificacio´ de l’usuari i el seguiment dels seus
moviments. D’aquesta manera el NITE proporciona el middleware per una
interaccio´ natural (com ells l’anomenen) basada en els gestos de l’usuari.
Per dissenyar aquest middleware es van basar en el conjunt de controls
amb les mans i els controls amb tot els cos sencer. Els controls nome´s amb
les mans normalment s’utilitza per la seleccio´ en el contingut de menu´s.
En canvi, la interaccio´ amb el cos complet s’usa me´s quan s’esta jugant
per exemple. Per poder fer aixo`, NITE s’encarrega de crear un esquelet
i associar-lo a l’usuari, a partir de les posicions de les articulacions me´s
importants. Aquestes posicions so´n calculades a cada frame, aix´ı se’n pot
extreure el moviment de l’esquelet i detectar gestos concrets.
Internament NITE es descompon en dues capes: els algoritmes i els
controls. La capa me´s a baix nivell e´s la dels algoritmes que processa la
sequ¨e`ncia d’imatges de profunditat. Aquets algoritmes s’utilitzen per la
segmentacio´ de l’escena en la que es separa l’usuari del fons i s’etiqueta
correctament, la deteccio´ i seguiment de les mans, i per el seguiment del cos
complet que determina la posicio´ i localitzacio´ de l’usuari. D’altra banda, la
capa de me´s alt nivell e´s la de controls que s’encarrega d’identificar gestos
espec´ıfics que es fan servir per controlar la interf´ıcie. Tota aquesta informacio´
que genera el middleware NITE e´s la que utilitza despre´s el framework
OpenNI, com s’explica a l’apartat 5.2.1. No obstant, aquesta informacio´
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tambe´ la podria utilitzar directament l’aplicacio´ final, pero` no e´s l’habitual.
A la segu¨ent imatge es pot veure un esquema de com el middleware NITE
interactua amb el framework OpenNi i amb el controlador dels dispositius
f´ısics SensorKinect.
Figura 5.4: Esquema detallat de funcionament de NITE
Cal tenir en compte que per que el middleware detecti correctament les
mans o tot el cos complet, aquest han d’estar en el cap de visio´ del dispositiu
i no ha de ser oclo`s per cap altre objecte. La dista`ncia ido`nia per el control
de l’usuari e´s entre 1 metre i 3’5 metres del dispositiu.
SensorKinect
Com ja s’ha mencionat en els cap´ıtols anteriors, SensorKinect e´s el driver de
codi tancat de l’empresa PrimeSense que permet al middleware interactuar
amb el dispositiu f´ısic. Aquest driver permet obtenir les dades de me´s baix
nivell com ara els mapes de profunditat o els mapes de color de l’escena que
produeix el Kinect.
5.2.2 Alternatives
A continuacio´ es fa una breu repassada de les diferents possibilitats disponi-
bles pel que fa al software per desenvolupar l’aplicacio´ de captacio´ de dades,
un cop escollit el Kinect com dispositiu per mesurar les dades de l’usuari.
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SDK Microsoft
L’SDK (Software Development Kit) Microsoft for Kinect [16] e´s el paquet
oficial de desenvolupament que ofereix l’empresa Microsoft per aplicacions
que utilitzin el dispositiu Kinect. Ofereix les funcionalitats que ofereixen
altres paquets com ara OpenNI 5.2.1, pero` l’SDK de Microsoft ofereix mi-
llores com una millor deteccio´ i seguiment de l’esquelet dels usuari inclu´s si
aquest esta` assegut i millores en la deteccio´ de moviments de la cara i en el
reconeixement de comandes per veu.
El principal motiu per el que no es va triar aquest paquet per dur a terme
aquest projecte e´s que quan es va comenc¸ar, l’SDK de Microsoft encara no
estava disponible, i a me´s a me´s, les millores que ofereix sobre OpenNI no
so´n necessa`ries per aquest projecte. D’altra part, la llice`ncia amb la que es
va llanc¸ar el producte no permetia desenvolupar aplicacions amb finalitats
comercials, tot i que es va canviar me´s tard Tambe´ es va tenir en compte que
aquest paquet oficial e´s de codi tancat i nome´s es pot utilitzar en Windows
7, a diferencia d’OpenNI i Libfreenect 5.2.2 que suporten varies plataformes
com Linux, Mac OS X i Windows.
Libfreenect
So´n un conjunt de llibreries de codi obert i multi-plataforma desenvolupades
per la comunitat OpenKinect [14]. Aquesta e´s una comunitat oberta que
treballa desinteressadament per aconseguir eines per treballar amb el Kinect
mitjanc¸ant l’ordinador.
Com a difere`ncia amb OpenNI incorpora llibreries per el moviment del
motor que porta el Kinect a la seva base. Pero` per contra no ofereix suport
per utilitzar el middleware NITE ni ofereix cap funcionalitat de processat de
les dades d’alt nivell, e´s a dir, nome´s proporciona la informacio´ que capten
els sensors. Per aquesta rao´ es va escollir OpenNI per el desenvolupament
de l’aplicacio´.
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Cap´ıtol 6
Eina pel modelatge dels
avatars
Una part molt important d’aquest projecte e´s utilitzar models de persones
en 3D o avatars que siguin el me´s realistes possible.
En aquesta seccio´ es parla de la cerca d’una eina que ens permeti modelar
i preparar els avatars per poder-los vestir i animar. Tot i que els processos de
modelar i animar un model poder ser independents, aquesta cerca es va fer
tenint en compte tambe´ les possibles eines d’animacio´ que es poden utilitzar
despre´s.
6.1 MakeHumanTM
MakeHumanTM[15] e´s un software amb llice`ncia de codi obert per crear de
manera ra`pida i fa`cil cara`cters humans foto-realistes i d’alta qualitat. La
seva interf´ıcie permet un ra`pid aprenentatge de l’eina i dona molta flexi-
bilitat a l’hora definir les caracter´ıstiques dels nous models. L’estructura
interna del programa e´s publica i esta` ben documentada per promocionar el
desenvolupament de nous scripts o pluggins escrits en Phyton o C. D’aquesta
manera es facilita i s’agilitza l’adaptacio´ a les necessitats dels seus usuaris.
Els para`metres que es poden modificar de la persona so´n l’e`tnia, el
ge`nere, l’edat, el to muscular i la massa corporal. En el proce´s de modi-
ficacio´ de la massa corporal, programa disposa d’eines que so´n transparents
a l’usuari i que fan que el resultat final sigui me´s realista. Per exemple, quan
es modifica el pes MakeHumanTMho fa de manera que es te´ en compte les
zones on els homes o les dones solen acumular me´s grasa. Un altre exemple
e´s la modificacio´ de l’altura on el programa mante´ les proporcions de les
parts del cos.
El resultat de la creacio´ d’avatars en MakeHumanTMe´s una malla de
triangles que forma la superf´ıcie de la persona i un esquelet associat ja
riggejat (veure 4.3) i amb els pesos associats (veure 4.4). El model resultant
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esta` completament texturat i de forma bastant realista.
L’aplicacio´ incorpora tambe´ diversos plugguins per l’exportacio´ d’aquests
models resultants a tres formats resultants: l’universal format Wavefront
OBJ, el format Collada i un format propi per exportar els models a Blender
(veure 7.1) anomenat MHX (MakeHuman eXchange) i que es veura` en el
segu¨ent apartat.
Figura 6.1: Creacio´ d’un model amb MakeHumanTM
6.1.1 MHX
El format MHX (MakeHuman eXchange) e´s un format de fitxers definit per
MakeHumanTMque permet exportar avanc¸adament fitxers a Blender. Per
poder importar els fitxers a Blender cal instal·lar un pluggin distribu¨ıt amb
el propi software MakeHumanTM.
Aquest format permet exportar la malla del avatar que hem creat amb
MakeHumanTMamb un esquelet associat, roba i inclu´s amb expressions per
la cara. Cal dir que la roba que incorpora ve posada al damunt del model,
e´s a dir, la malla inclou un altra capa de ve`rtex que formen les peces de
roba. Aixo` implica que no podem aplicar-li cap tipus de f´ısica a aquesta
roba, ni treure i posar-la de manera fa`cil. Per lo tant, aquest tipus de roba
no serveix per aquest projecte, el que si que podem fer e´s exportar-la per
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separat en format OBJ mitjanc¸ant MakeHumanTMi utilitzar-la despre´s per
la base de dades de roba. D’altra banda l’esquelet que porta per defecte
el format MHX esta suficientment detallat per facilitar moviments del cos
prou realistes, fins i tot permet moviments de les parts de la cara pero` que
no so´n necessaris per aquest projecte.
6.1.2 Alternatives
Abans d’escollir el software MakeHumanTM es van provar me`todes me´s cos-
tosos que no van tenir e`xit, i que s’expliquen a continuacio´. Tots es basen
en cercar models a la xarxa i afegir-ls’hi esquelet per poder animar-los me´s
tard.
Les malles de persones es van baixar d’Internet en format OBJ, on hi ha
una gran varietat de pa`gines de les que es pot descarregar models gratu¨ıta-
ment. Els models havien de ser de persones sense roba, per poder afegir-ls’hi
un esquelet i roba. Aquesta cerca va ser me´s costosa del que s’esperava ja
que molts models no s’adequaven al que s’estava cercant. Per exemple, molts
personatges estaven modelats amb la roba inclosa, e´s a dir, era una u´nica
malla amb la forma del personatge vestit. Un altre cas era que la malla del
model estava dividida per parts del cos que no estaven connectades, cosa
que tampoc servia. Tambe´ hi havia malles que no incorporaven cabell o que
no tenien textures o color, pero` aquests dos factors no es van considerar tan
importants com els mencionats abans.
Rigging i Skinning manualment
La primera opcio´ va ser descarregar models de persones de la xarxa i fer el
rigging4.3 i skinning4.4 “a ma`”. Com ja s’ha explicat, el rigging e´s el proce´s
de construccio´ de l’armadura o esquelet i l’skinning e´s associar l’esquelet amb
els ve`rtex de la malla. El programa triat per dur a terme aquestes tasques
va ser Blender (que s’explica en l’apartat 7.1), ja que e´s un programa lliure
molt utilitzat per modelatge de personatges en 3D i proporciona una a`mplia
documentacio´ i exemples.
Un cop triat un model, el segu¨ent pas era fer el rigging. El procediment
habitual per crear l’esquelet es crear i afegir on toca cada un dels ossos i
interconnectar-los entre ells. No cal crear-los tots, nome´s els me´s importants
per permetre el moviment de l’esquelet, pero` han d’estar situats dins de la
malla.
Amb l’esquelet ja definit, s’ha de designar quins ossos tindran influencia
sobre quines parts de la malla. Primer cal agrupar els ve`rtex que formen una
determinada part del cos important. Despre´s cal definir quins so´n els ossos
que mouran aquesta part del cos i amb quina intensitat. Per fer aixo` u´ltim
s’assigna un valor o pes a cada ve`rtex que defineix el nivell de modificacio´
del ve`rtex respecte a l’os. Malgrat que Blender ofereix eines per fer aquest
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pas automa`ticament, aquestes no donen gaire bon resultat i s’ha de retocar
manualment.
El lloc on s’apreciaven clarament irregularitats quan es deforma la malla
al realitzar un moviment era a les articulacions, on es veien plecs i deformaci-
ons antinaturals. Com a conclusio´, aquest proce´s va resultar massa laborio´s
per els resultats gens bons que es van obtenir i per lo tant es va descartar.
Rigify
Una altra alternativa era usar l’eina Rigify per Blender. Ba`sicament, e´s un
pluggin per automatitzar i fer me´s fa`cil el proce´s de rigging i skinning d’un
cara`cter huma`.
Aquesta eina permet importar un esquelet o armadura ja creat, amb
tota la jerarquia d’ossos ja creada. Nome´s cal ajustar aquesta armadura
a la posicio´ del model del avatar, fent coincidir les articulacions. Tambe´
permet automa`ticament l’assignacio´ de l’esquelet a la malla amb assignacio´
de pesos automa`tica. Pero` aquests processos s’han de repetir varies vegades
i fer petites modificacions en els para`metres per ajustar l’esquelet i obtenir
uns resultats acceptables.
Amb aquesta eina es fa molt me´s ra`pid i senzill tot el proce´s d’afegir un
esquelet al model. Tot i que els resultats finals milloraven bastant respecte
a fer-ho manualment, seguien apareixent irregularitats en les deformacions
de les articulacions per la quan cosa es va descartar aquesta opcio´.
Cap´ıtol 7
Eina per l’animacio´ dels
avatars
En aquest cap´ıtol es parla sobre l’eina triada per l’animacio´ dels avatars.
A l’hora de triar el software per animar els avatars amb la roba posada es
van tenir en compte tres aspectes: que es pugues aplicar moviment a l’avatar,
que es pugues afegir-li roba i que es poguessin reproduir les propietats de la
roba al deformar-se segons el moviment del cos.
7.1 Blender
Blender [6] e´s un programa multi-plataforma per crear contingut 2D i 3D,
com ara per crear pel·l´ıcules d’animacio´, efectes visuals, aplicacions 3D in-
teractives o inclu´s videojocs. Una caracter´ıstica molt important e´s que e´s
lliure i de codi obert.
Entre les seves funcionalitats me´s importants estan el modelat 3D, l’a-
nimacio´, la texturitzacio´ d’objectes, el rigging (veure 4.3) i skinning (veure
4.4), la simulacio´ de fluids, de fum i de part´ıcules i el renderitzat, i por-
ta tambe´ un motor de jocs. A me´s a me´s, permet l’execucio´ d’scripts en
Phyton, que fa el programa molt me´s funcional i versa`til. Tot aixo` amb re-
sultats d’alta qualitat. Cal afegir que Blender esta` desenvolupant un mo`dul
per motion capture que s’incloura` a la nova versio´ 2.61.
L’u´nic desavantatge e´s que la interf´ıcie de Blender e´s molt poc intu¨ıtiva,
pero` a l’hora dona la possibilitat de configurar-la a gust i necessitats de
l’usuari.
A l’hora de triar Blender com a programa per realitzar les animacions
dels avatars amb la roba posada es va tenir en compte que el programa
dispose´s d’una se`rie de funcionalitats importants per dur a terme aquesta
tasca.
Una de les funcionalitats me´s importants per aquest projecte e´s la si-
mulacio´ de la roba. Blender disposa d’un robust simulador de roba, el qual
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permet la interaccio´ amb la roba i que aquesta es vegi afectada per el mo-
viment d’objectes i de les forces que hi actuen. Per dur a terme aquesta
tasca, Blender utilitza un simulador (que tambe´ es pot utilitzar separada-
ment) per a reproduir propietats f´ısiques com ara la gravetat o propietats
del teixit com ara la seva viscositat, densitat o massa.
Un altra funcionalitat molt important e´s la que gestiona les col·lisions
dels objectes de l’escena. Aixo` es vital per poder vestir al model, e´s a dir,
afegir-li roba i que aquesta interactu¨ı amb ell i amb els seus moviments.
Tambe´ tenen suma importa`ncia les eines de rigging i skinning. Per poder
associar un esquelet a la malla del avatar, Blender disposa d’eines per la
creacio´ i manipulacio´ de armadures o esquelets (com s’ha explicat en el
cap´ıtol de modelatge d’avatars 6.1.2). Apart de gestionar les deformacions
dels cossos, per exemple per a que la malla del model i de la roba es deformin
amb el moviment de l’esquelet.
Per complementar tot aixo` i afegir me´s realisme al resultat, Blender
ens proporciona la possibilitat d’afegir materials als objectes i definir les
seves propietats i el color o textura que se li aplicara`, aix´ı com definir els
para`metres i les propietats de la llum. Tambe´ inclou eines de generacio´ de
cabell mitjanc¸ant corbes, que fa que el resultat final sigui me´s realista, pero`
que consumeix molts recursos de l’ordinador i per la qual cosa e´s necessari
un ordinador amb altes prestacions.
Tot el conjunt de funcionalitats que ens proporciona Blender i que so´n
necessa`ries per aquest projecte, sumat a la caracter´ıstica de ser un programa
amb llice`ncia gratu¨ıta, van fer que es tries aquest programa per realitzar tot
el proce´s d’animacio´ dels avatars amb la roba posada.
7.2 Alternatives
Abans de triar Blender com a programa per realitzar les animacions, es
va estar cercant informacio´ d’altres programes que s’utilitzen per aquest
propo`sit. Dues opcions molt esteses en el camp del modelatge i animacio´
so´n Maya i 3ds Max, ambdo´s propietat d’Autodesk.
El problema e´s que per utilitzar aquest software es necessita comprar
la llice`ncia. Tot i que es pot adquirir una llice`ncia per a estudiants del
producte amb limitacions, com una de les prioritats d’aquest projecte e´s
utilitzar software lliure es van descartar ambdo´s productes. Tot i aix´ı, se’n





Maya e´s un software d’animacio´ que permet realitzar
animacions, modelat i renderitzat de models 3D.
Aquest programa es caracteritza per ser molt po-
tent i per les possibilitats d’expansio´ i personalitzacio´
de la seva interf´ıcie, ja que es poden crear i executar
scripts en un llenguatge propi de Maya.
Una qualitat molt important i que anava molt be´
per aquest projecte era que la versio´ completa (i per
suposat, de pagament) proporciona eines molt u´tils per
al modelatge i animacio´ d’avatars. Algunes d’elles so´n:
permet un renderitzat d’alta velocitat, la creacio´ de
cabell basat en corbes i que dona un gran realisme,
simulacions fidedignes de propietats de la f´ısica que es
poden utilitzar per la roba i un enllac¸ de la geometria
del model a l’esquelet amb molta precisio´.
Respecte a Blender, Maya te´ una major pote`ncia ja
que posseeix una estructura interna que fractura l’escena i fa que el temps
de renderitzat i la memo`ria consumida siguin menors. A me´s a me´s, e´s
compatible amb Motion Builder, un software per motion capture especial-
ment en temps real. Un altra millora respecte a Blender e´s que incorpora
millor llibreria de materials i millores en la il·luminacio´ amb unes propietats
f´ısiques me´s acurades.
Com a contrapartida, Maya nome´s es compatible amb els formats propis
d’Autodesk, com ara FBX. Pero` el major desavantatge e´s el seu preu que
esta` al voltant de 3000 C .
Es va provar una versio´ gratu¨ıta per estudiants, pero` no inclo¨ıa moltes
d’aquestes caracter´ıstiques per la qual cosa es va descartar completament.
7.2.2 Autodesk 3ds Max
Figura 7.2: Logo
Autodesk 3ds Max
3ds Max e´s un dels programes d’animacio´ 3D me´s
utilitzats, especialment per a la creacio´ de videojocs,
anuncis televisius, pel·l´ıcules o en el cap de l’arquitec-
tura.
Aquest e´s un programa per fer renderitzats i ani-
macions me´s generals, amb tot tipus d’eines especia-
litzades per la creacio´ d’efectes especials. Tambe´ per-
met renderitzacions interactives mitjanc¸ant l’u´s de sha-
ders (pero` nome´s per a targes gra`fiques d’NVIDIA R©),
la qual cosa permet realitzar canvi en les ca`meres, la
il·luminacio´, els materials i la geometria mentre s’esta`
renderitzant el model.
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Un altra caracter´ıstica molt important per aquest projecte e´s que inclou
un mo`dul per la gestio´ de la roba i la f´ısica que comporten els teixits.
Igual que passava amb Maya, les tasques estan me´s automatitzades que
en Blender. Aixo` pot ser un avantatge de cara a desenvolupar les tasques
me´s ra`pidament, pero` limita la llibertat i el control que es te´ sobre la tasca
que du a terme. Les llibreries de materials i la il·luminacio´ tambe´ so´n me´s
realistes que en Blender.
Malauradament 3ds Max d’Autodesk tambe´ e´s un software de pagament
(el seu cost e´s de 3000 C aproximadament) i la llice`ncia d’estudiant no per-
met utilitzar totes les funcionalitats. Aix´ı que tambe´ es va haver de descartar
aquest software.
Cap´ıtol 8
Eina pel motion capture
Aquest cap´ıtol conte´ la descripcio´ del proce´s de cerca d’una eina per capturar
sequ¨e`ncies de moviment.
El dispositiu Kinect permet saber on i en quina posicio´ es troba l’usuari
en cada moment, pero` es necessita software especialitzat per l’enregistrament
de moviments o Motion Capture (veure 4.2.1). A continuacio´ s’explica el
software utilitzat per aquest propo`sit i les diferents alternatives que es van
tenir en compte.
Cal afegir que el motion capture que ens proporcionen aquestes eines
contenen una mica de soroll, cosa que deriva del propi dispositiu Kinect
i que pot fer que en algun moment hi hagi alguna petita vibracio´ o un
moviment poc natural.
8.1 Brekel Kinect
Brekel Kinect [7] e´s una aplicacio´ per Windows que permet capturar objectes
3D i exportar-los a diferents formats, aix´ı com fer el tracking o seguiment
del esquelet que pot ser exportat en temps real a Autodesk MotionBuilder o
desar-lo a disc en format BVH.
El programa esta` desenvolupat per Jasper Brekelmans, un holande`s que
es dedica professionalment al mo´n del modelatge i animacio´ 3D i que porta
a terme aquest projecte en el seu temps lliure.
Aquest software utilitza el Kinect per captar les dades, i usa els contro-
ladors OpenNI amb NITE i PrimeSense 5.2.1. Permet visualitzar en tot
moment la informacio´ que arriba del Kinect, tant les imatges de v´ıdeo, com
les de profunditat i infrarojos de l’escena. Tambe´ detecta i mostra on e´s
l’usuari i el seu esquelet associat. A me´s a me´s, permet l’enregistrament
dels moviments i la seva exportacio´ a fitxers BVH, format que despre´s es
pot importar a Blender 7.1 per animar els models.
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8.2 Alternatives
Abans de triar Brekel Kinect com el programa pel motion capture, es van
provar altres eines que s’expliquen a continuacio´. La tria de l’eina per la
captura de moviment anava molt lligada al segu¨ent pas que e´s l’animacio´ del
model. E´s a dir, s’havia de tenir en compte les funcionalitats que permet el
programa amb el que s’anima l’avatar.
Ambdo´s alternatives so´n eines per capturar moviment i utilitzen Blender
per animar un esquelet en temps real. Aixo` que a primera vista sembla un
gran avantatge, despre´s d’escollir MakeHuman 6.1 com l’eina per modelar
els avatars, no es podia utilitzar l’animacio´ dels avatars en temps real mit-
janc¸ant motion capture i Blender ja el renderitzat de la persona alenteix
molt el proce´s. Per la qual cosa, l’animacio´ amb temps real usant moti-
on capture va passar a ser un dels punts a tenir en compte per a futures
modificacions, on realment es pugui aprofitar aquesta possibilitat.
Tambe´ es va fer un breu cop d’ull al programa Autodesk MotionBuilder
8.2.3, ja que e´s molt utilitzat per els animadors professionals.
8.2.1 Blender + OpenNI
La primera opcio´ que es va provar va ser utilitzar directament les dades que
generen els controladors de Kinect a trave´s de l’interf´ıcie OpenNI 5.2.1.
L’idea era anar guardant les dades dels moviments de l’esquelet en un
fitxer intermedi que despre´s es llegiria mitjanc¸ant un script en Phyton per
Blender. En aquest fitxer es guardaven quines eren les posicions en cada fra-
me de les articulacions de l’esquelet que generava la pro`pia interf´ıcie OpenNI.
Al mateix temps, en Blender s’havia de tenir corrent un script que anava
llegint el fitxer i aplicava a un esquelet les posicions de les articulacions
llegides.
El problema d’aquest me`tode era que per a que Blender ane´s llegint el
fitxer el mateix programa havia de generar una interrupcio´ que fes que lleg´ıs
les noves l´ınies que s’havien escrit al fitxer, i aixo` donava molts problemes.
8.2.2 Blender + NI Mate
Tambe´ es va testejar un pluggin oficial per a Blender de la companyia De-
licode. Aquest software disponible per Windows i per Mac OS X, permet
importar en temps real les dades de motion capture de Kinect en Blender.
E´s una eina oberta i al mateix temps molt flexible, que mante´ els protocols
esta`ndard i aixo` permet una major adaptacio´. Esta molt ben documentada
de cara a oferir exemples i programes d’aprenentatge per al seu funciona-
ment.
NI Mate [9] agafa les dades de les captures de moviment i les converteix
en dos protocols esta`ndard: OSC (Open Source Control) i MIDI (Musical
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Instrument Digital Interface). En aquest cas s’utilitza OSC per la deteccio´
i seguiment de l’esquelet, i s’envien aquestes dades a Blender a trave´s de la
xarxa. Aquest protocol de dades OSC permet mu´ltiples opcions pel trac-
tament de l’esquelet complert, les me´s importants so´n: permetre mu´ltiples
usuaris, el suavitzat i eliminacio´ del soroll de la captura de moviment, l’au-
tocorreccio´ de l’orientacio´ per si el Kinect esta` inclinat, l’escalat o simetria
de l’esquelet.
Com s’ha mencionat abans, per utilitzar NI Mate amb Blender es neces-
sita instal·lar un pluggin per aquest u´ltim. Aquest pluggin rep els moviments
de cada una dels ossos de l’esquelet que processa NI Mate i l’aplica a l’es-
quelet (o qualsevol altre objecte) que tenim a l’escena de Blender.
El problema e´s l’esquelet que inclouen els models creats amb MakeHuman
so´n massa complexos i no donen bons resultats amb aquest software. Es
va provar d’aplicar els moviments al mateix esquelet que inclou el model
i no es va aconseguir que es mogue´s respecte als moviments que s’estaven
capturant amb el Kinect. Tambe´ es va provar una eina de Blender per
utilitzar l’esquelet que s’inclou amb l’exemple per Blender d’NI Mate, fent
la corresponde`ncia dels ossos que inclou el model MakeHumanTMa els pocs
que ens proporciona el exemple, pero` no es va aconseguir que done´s cap
tipus de resultat.
Com no es van aconseguir bons resultats amb NI Mate i a me´s a me´s
e´s una eina que esta` me´s encarada al motion capture en temps real, es va





Autodesk MotionBuilder [3] e´s un software especialit-
zat en l’animacio´ en temps real de personatges 3D. En
les seves funcionalitats s’inclouen eines d’animacio´ i
visualitzacio´ en temps real, eines d’edicio´ de captura
de moviments i neteja de dades obtingudes. Tambe´
ofereix suport de compatibilitat amb altres productes
d’Autodesk com Maya i 3dsMax.
Tot i que e´s una eina molt potent i comunament
utilitzada en l’a`mbit professional en pel·l´ıcules d’ani-
macio´ i videojocs, el fet que la seva llice`ncia sigui de
pagament va fer que descarte´ssim aquesta opcio´, igual
que es va fer amb Maya i 3dsMax (veure 7.2).








Aquest cap´ıtol conte´ una visio´ global de les principals parts del projecte. A
la primera seccio´ s’explica com esta organitzada l’arquitectura del sistema,
e´s a dir, quina e´s la interaccio´ entre les eines utilitzades. A la segona part
es mostra en detall quines so´n les tasques que es desenvolupen en l’eina
Blender, ja que te´ un paper molt important en aquest projecte.
9.1 Diagrama de l’arquitectura del sistema
En el segu¨ent diagrama (figura 9.1) es mostra la utilitzacio´ i les relacions
entre les eines usades en el projecte (que s’expliquen a la part II).
Figura 9.1: Esquema de l’arquitectura del projecte
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Primer de tot, cal posar a punt ambdues bases de dades: la d’avatars
i la de roba. Aquesta fase de preproce´s nome´s cal fer-la una vegada, pero`
evidentment aquestes bases de dades poden ser modificades en qualsevol
moment.
Per crear la base de dades d’avatars s’utilitza MakeHumanTM6.1 per
modelar cadascun dels models que la formen. Aquests models d’avatars
s’exporten a .mhx, un format propi de MakeHumanTMfa`cil d’importar a
Blender i que porta l’esquelet incorporat (e´s a dir, tota la part de rigging
4.3 i skinning 4.4 preparada).
Despre´s s’analitza cada un dels avatars creats per tal d’establir una se`rie
de relacions amb algunes de les seves mesures corporals. Aixo` es fa amb el
mateix Blender mitjanc¸ant un script en Phyton. Per tal de tenir les dades
de cada un dels models me´s clares i accessibles en qualsevol moment, es crea
un fitxer de text pla amb les relacions de les mesures de cada un dels avatars
de la base de dades.
D’altra banda, tambe´ es tenen desats a disc una se`rie de models de peces
de roba que s’han extret d’Internet. Aquests fitxers estan en format .obj, ja
que es poden importar fa`cilment a Blender.
Un cop esta` enllestida la part de preproce´s, ja es pot continuar amb
la part de creacio´ de l’avatar. Per comenc¸ar s’obtenen les mesures me´s
rellevants de l’usuari des del Kinect amb la interf´ıcie que ens proporciona
OpenNI 5.2. Aquestes dades de mesures s’emmagatzemen en un fitxer de
text pla, per facilitar l’intercanvi d’informacio´ amb les altres eines.
Amb Blender i un script Phyton es llegeixen aquestes dades de les me-
sures de l’usuari. Es carrega la informacio´ que pre`viament s’havia desat
de cadascun dels models de la base de dades d’avatars i es cerca el model
que me´s s’assembli a l’usuari, tenint en compte si es dona o home. Quan
es troba el model me´s semblant, aquest avatar es modifica per a que tingui
les mateixes mesures que l’usuari mitjanc¸ant un altre script amb Phyton i
Blender. I amb aquest mateix programa, s’importa la roba que se li vol
posar i s’associa al model.
Amb el Kinect i Brekel 8.1 s’enregistren les dades del motion capture,
que s’exporten al format .bvh. Amb Blender 7.1, s’importa aquest fitxer
amb les dades de la sequ¨e`ncia de moviment i se li apliquen a l’avatar vestit.
En aquest punt ja es pot fer el renderitzat de l’avatar animat amb la roba i
tota la f´ısica de teixits i col·lisions. Per u´ltim, aquesta animacio´ es desa en
format de v´ıdeo per a que sigui accessible i compatible per a qualsevol tipus
d’usuari.
9.2. TASQUES EN BLENDER 47
9.2 Tasques en Blender
Tal com s’ha vist en el cap´ıtol anterior la majoria dels processos auxiliars
es realitzen amb Blender 7.1, encara que aquest programa es va escollir
principalment per animar el model amb la roba posada. Aixo` e´s gra`cies a la
diversitat de funcionalitats de les que disposa el programa i la seva extensio´
mitjanc¸ant scripts Phyton. A la figura 9.2 es mostra un esquema d’aquests
processos que es fan amb Blender amb els fitxers necessaris que s’obtenen
amb la resta d’eines.
Figura 9.2: Esquema dels processos en Blender
En primer lloc, per preparar la base de dades amb les mesures dels
avatars es carreguen a Blender cadascun dels avatars creats amb el Make-
HumanTM. Es prenen mesures d’algunes parts del cos mitjanc¸ant un script
en Phyton i aquestes es desen en un altre fitxer de text pla.
Per la creacio´ de l’avatar, primer de tot es llegeixen les dades que s’ob-
tenen de l’usuari i que es troben en un fitxer de text pla. Amb aquestes
mesures es cerca l’avatar que me´s s’assembla a l’usuari en el fitxer que conte´
la base de dades de mesures dels avatars. Despre´s, es carrega el model a
Blender de l’avatar que s’ha trobat me´s semblant.
A continuacio´, es modifica l’avatar per a que es correspongui amb les
mesures que s’han pres de l’usuari i s’apropi el ma`xim possible a la realitat.
En aquest punt es pot dir que l’avatar esta` preparat i nome´s cal vestir-lo
i animar-lo. Cal afegir que es treballara` sempre sobre el mateix fitxer de
Blender on s’ha carregat el model.
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Per vestir l’avatar, es carreguen els models de les peces de roba i es
posicionen manualment per a que s’ajustin al cos de l’avatar. S’afegeix a
la roba el tipus de material i algunes propietats f´ısiques per donar-li me´s
realisme, com ara per a que sembli que la tela e´s de coto´ o de seda. Tambe´
s’activen les col·lisions entre els models, per a que la robi quedi a sobre de
la superf´ıcie de l’avatar.
El segu¨ent pas e´s importar a Blender el fitxer que conte´ la sequ¨e`ncia de
moviment que ha enregistrat pre`viament l’usuari. Aquest moviment s’as-
socia a l’esquelet de l’avatar que ja esta` vestit per a que reprodueixi els
mateixos moviments que l’usuari ha desat.
Per acabar, es renderitza l’animacio´ de l’avatar vestit en moviment i es
desa aquesta animacio´ en format v´ıdeo.
Cap´ıtol 10
Creacio´ bases de dades
pre`vies
En aquest cap´ıtol es descriu el proce´s de creacio´ de les bases de dades pre`vies:
la primera amb models de cara`cters humans o avatars i la segona amb peces
de roba.
10.1 Creacio´ de la base de dades d’avatars
Per a crear la base de dades de models humans s’utilitza el programa Make-
HumanTM(que s’explica en detall en 6.1).
Figura 10.1: Interf´ıcie MakeHumanTM
Per comenc¸ar amb la creacio´
de cadascun dels avatars, Make-
Human ens proporciona un mo-
del neutral com a plantilla. El
programa proporciona una se`rie
de funcionalitats que permeten
modificar diversos para`metres i
modelar l’avatar segons les ne-
cessitats. A continuacio´ es mos-
tra en 10.1 una figura de la in-
terf´ıcie del programa.
Primer de tot, cal triar el
ge`nere del model segons si es
vol modelar un home o una do-
na. Aquesta interf´ıcie dona mol-
ta llibertat a l’hora de crear el
model. E´s a dir, permet fer mo-
dificacions generals al model (com ara l’alc¸ada o el pes) aix´ı com modifica-
cions de parts me´s concretes (com ara el gruix del brac¸ o el dia`metre de la
cintura).
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Alguns para`metres que es poden modificar so´n: l’alc¸ada, el pes, el to
muscular i fins i tot l’edat del model. De la mateixa manera, aquest pro-
grama ens dona la possibilitat de canviar para`metres me´s detallats com per
exemple la dista`ncia entre muscles, el dia`metre de la cintura o el dels malucs,
el gruix dels brac¸os, etc.
A continuacio´, a la figura 14.1, es mostra un exemple d’alguns dels con-
trols que proporciona la interf´ıcie per tal de modificar els para`metres del cos
del model.
Figura 10.2: Alguns controls de MakeHumanTM
Quan s’hagi finalitzat el model, aquest s’exporta a .mhx, un format es-
pecial del programa MakeHuman i que es compatible amb Blender.
Un cop es tenen acabats i desats tots els avatars que es volen incloure a
la base de dades, cal obtenir les mesures del cos de cadascun d’ells i desar-
les. Per dur a terme aquesta tasca s’utilitza Blender, on es pot importar un
a un els models que s’han creat pre`viament. Despre´s, mitjanc¸ant un script
en Phyton s’obtenen les posicions de les articulacions me´s importants, es
prenen algunes mesures de l’esquelet i es desen en un fitxer de text pla.
Durant la importacio´ dels models d’avatar es pot triar si es carreguen
algunes opcions que van incloses al mateix fitxer .mhx. Aquestes opcions,
que poden ser molt u´tils per al tractament posterior del model, e´s millor
no carregar-les si no es necessiten ja que consumeixen memo`ria i recursos
i poden fer me´s lent el proce´s. Uns quants exemples de les opcions que
es poden triar si es carreguen o no so´n: l’esquelet incorporat al model,
restriccions predefinides en les articulacions de l’esquelet, una malla auxiliar
de baixa resolucio´ del model o els controls per els gestos de la cara.
Les mesures que es prenen de l’esquelet amb l’script so´n: l’alc¸ada des de
les espatlles fins els peus, l’alc¸ada des de les espatlles i la cintura, l’amplada
entre les espatlles, l’amplada de la cintura i la llarga`ria de ambdues parts
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dels brac¸os i de les cames.
Pero` tal com es veura` en el cap´ıtol segu¨ent (cap´ıtol 11) les mesures
obtingudes de l’esquelet de la persona de l’amplada entre les espatlles i
de la cintura donen problemes de precisio´. Per la qual cosa tambe´ s’han
de modificar aquestes dues mesures que es prenen dels avatars per tal de
que l’algorisme de cerca de model 11.2 funcioni correctament. Finalment,
aquestes es substitueixen per les mesures dels mateixos llocs pero` s’agafa
l’amplada de la malla que representa la pell. Com a la base de dades d’aquest
projecte es te´ pocs models, aquesta presa de mesures ja no es fa amb l’script
sino´ que es fa a ma`.
Figura 10.3: Mesurament dels avatars amb Blender
10.2 Creacio´ de la base de dades de roba
Figura 10.4: Exemple de
models de peces de roba
A l’hora de seleccionar els models es va tenir
en compte diversos factors. Alguns d’ells so´n:
que el model fos una sola malla, ja que hi han
models d’una sola pec¸a de roba que estan seg-
mentats en varies parts. Aixo` no conve´ ja que
a l’hora d’animar la roba, aquesta es trenca per
les parts on esta` segmentada i dificulta molt
les coses. Tambe´ es va tenir en compte que el
format fos compatible amb Bleder (preferible-
ment .obj ), ja que les animacions es realitzen
amb aquest programa. Pero` la restriccio´ me´s
important va ser que els models fossin gratu¨ıts.
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Cap´ıtol 11
Creacio´ del model
En aquest cap´ıtol es descriu com es porta a terme la creacio´ de l’avatar: des
de que l’usuari es pren les mesures amb el Kinect fins que s’obte´ un avatar
molt semblant a l’usuari.
11.1 Obtenir de les mesures de l’usuari
Per obtenir les mesures de l’usuari s’usa un programa escrit en C++ per la
interf´ıcie OpenNI.
Amb la primera versio´ primer de tot calia detectar la posicio´ d’inici per
fer el tracking de la persona. Aquesta posicio´ consistia en estar de peu de
manera que tot el cos fos visible pel Kinect i amb els brac¸os aixecats formant
una u. Pero` amb la u´ltima actualitzacio´ d’OpenNI es va millorar la deteccio´
de l’esquelet i aquesta part es va suprimir, ja no cal fer la posicio´ d’inici per
a que detecti l’esquelet.
Figura 11.1: Esquema de l’esquelet
Per la deteccio´ de l’usuari amb Kinect, cal posar-se al davant del Kinect
de manera que tot el cos sigui visible i amb els brac¸os una mica separats
dels muscles. El que fa OpenNI es separar el cos de l’usuari del fons de
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l’escena. Un cop esta` definida la silueta del cos, intueix on estan algunes
de les articulacions me´s importants i a partir d’aquestes crea i posiciona
l’esquelet de l’usuari. Cada una d’aquestes articulacions te´ una posicio´, tant
en coordenades de mo´n com en coordenades de dispositiu.
Per mesurar el cos de la persona, primerament es van prendre les mesures
a partir de les posicions de les articulacions de l’esquelet. S’obtenen deu
mostres de mesures de cada una de les parts que es vol mesurar i es fa
una mitjana, per tal de disminuir l’error que genera el Kinect. Aquestes
dista`ncies de l’esquelet eren:
• Des de les espatlles als peus (alc¸ada)
• Des de les espatlles i als malucs
• Entre les espatlles
• Entre els malucs
• Des de l’espatlla al colze
• Des del colze al canell
• Des de el maluc al genoll
• Des del genoll al turmell
(a) Imatge ca`mera color (b) Deteccio´ de l’usuari amb esquelet
Figura 11.2: Deteccio´ de l’usuari i assignacio´ de l’esquelet
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Pero` va apare`ixer un problema, la dista`ncia entre els malucs sempre es-
tava al voltant de 20-22 cent´ımetres per a qualsevol persona. Tambe´ passava
una cosa semblant amb la dista`ncia entre els muscles, i aixo` representava un
gran problema ja que aquestes so´n unes de les mesures me´s significants d’una
persona. Per solucionar-ho, es substitueixen aquestes mesures de l’amplada
de les espatlles i els malucs (de l’esquelet) per les mesures de les mateixes
parts pero` del cos. E´s a dir, s’agafa l’amplada real de les espatlles i dels
malucs de l’usuari, fins on arriba la pell.
Aixo` es fa combinant la informacio´ de l’esquelet amb un mapa de l’escena
que genera OpenNI. En aquest mapa cada p´ıxel conte´ una etiqueta: 0 si
aquell p´ıxel no forma part de cap usuari, o un nombre de l’1 al 10 segons a
quin usuari pertanyi cada p´ıxel. D’aquesta manera e´s molt fa`cil saber quin
so´n els p´ıxels de la imatge de l’escena que genera Kinect i que formen la
silueta de l’usuari.
Tant en el cas de les espatlles com el dels malucs, s’obtenen ambdo´s
punts de les articulacions en coordenades reals i es fa el mapeig al mapa de
profunditats. Una vegada trobada en aquest mapa la posicio´ que correspon a
cada articulacio´, es va mirant p´ıxel a p´ıxel el seu valor fins trobar els punts
on acaba la silueta de l’usuari per ambdues bandes horitzontalment. Es
busquen les coordenades reals d’ambdo´s punts i d’aqu´ı se’n treu la dista`ncia
real.
Les mesures obtingudes s’emmagatzemen en un fitxer de text pla per tal
que Blender les pugui llegir posteriorment.
11.2 Escollir un avatar
Amb Blender i un script Phyton es llegeixen les mesures de l’usuari que
pre`viament s’han generat amb el OpenNI. De la mateixa manera es llegeixen
les mesures de tots els avatars de la base de dades que tambe´ estan en un
fitxer. Amb aquestes mesures per cada avatar existent a la base de dades es
calculen una se`rie de para`metres. Aquests para`metres so´n les divisions de
les mesures segu¨ents:
• Entre les espatlles / Des de les espatlles als peus
• Entre els malucs / Des de les espatlles als peus
• Des de l’espatlla al colze / Des de les espatlles als peus
• Des del colze al canell / Des de les espatlles als peus
• Des de el maluc al genoll / Des de les espatlles als peus
• Des del genoll al turmell / Des de les espatlles als peus
• Des de les espatlles i als malucs / Des de les espatlles als peus
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• Des de les espatlles i als malucs / Entre els malucs
• Entre les espatlles / Entre els malucs
• Des de l’espatlla al colze / Entre els malucs
• Des del colze al canell / Entre els malucs
• Des de el maluc al genoll / Entre els malucs
• Des del genoll al turmell / Entre els malucs
Aixo` ens dona tretze para`metres per cada avatar p1...p13. Tambe´ es
tenen tretze pesos que ens permeten ajustar la importa`ncia que donem a
cada un dels para`metres w1...w13. Amb els que s’han obtinguts de l’usuari
u1...u13, es calcula la dista`ncia ponderada a cada un dels models de la base
de dades. E´s a dir, aquesta dista`ncia e´s la arrel quadrada de w1*(q1-p1)*(q1-
p1) + ... + w13*(q13-p13)*(q13-p13).
D’aquesta manera, el model de la base de dades que me´s s’assembla a
l’usuari e´s el que do´na la mı´nima dista`ncia. Ara, per a cada persona, es
guarda l’´ındex del model que me´s s’hi assembla i el valor de la corresponent
dista`ncia mı´nima.
Es va comenc¸ar amb els pesos tots a 1, per veure el comportament que
tenia l’algorisme. El que passava era que sempre retornava el mateix ı´ndex
a l’avatar de la base de dades. Despre´s, es van modificar aquests pesos de
manera que es dona me´s importa`ncia als para`metres relatius a l’amplada
dels malucs que a la llarga`ria del brac¸, per exemple. A la segu¨ent taula es
mostra cadascuna de les relacions i el pes final assignat.
Relacions de les mesures Pes
Entre les espatlles / Des de les espatlles als peus 3
Entre els malucs / Des de les espatlles als peus 3
Des de l’espatlla al colze / Des de les espatlles als peus 1
Des del colze al canell / Des de les espatlles als peus 1
Des de el maluc al genoll / Des de les espatlles als peus 1
Des del genoll al turmell / Des de les espatlles als peus 1
Des de les espatlles i als malucs / Des de les espatlles als peus 4
Des de les espatlles i als malucs / Entre els malucs 4
Entre les espatlles / Entre els malucs 3
Des de l’espatlla al colze / Entre els malucs 1
Des del colze al canell / Entre els malucs 1
Des de el maluc al genoll / Entre els malucs 1
Des del genoll al turmell / Entre els malucs 1
Figura 11.3: Pes assignat a cadascuna de les relacions de les mesures del cos
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Un cop es te´ l’´ındex al model que me´s s’apropa a l’usuari, es busca el
fitxer que conte´ el model de l’avatar i es carrega en Blender.
A continuacio´ es pot veure un exemple del model que s’ha triat (a l’es-
querra) per l’usuari de la fotografia de la dreta:
(a) Model escollit de la base de dades (b) Usuari
Figura 11.4: Exemple d’eleccio´ d’un model de la base de dades
A continuacio´ es mostra una figura d’un dels avatars creats a partir
del mateix usuari que la figura 11.4 pero` usant les mesures erro`nies de les
espatlles i els muscles. E´s a dir, amb les mesures preses de l’esquelet que
genera OpenNI en comptes de les de la silueta de l’usuari. Es pot apreciar
clarament com les espatlles i els malucs so´n massa amples.
Figura 11.5: Animacio´ d’un dels avatars amb les mesures de les espatlles i
els malucs erro`nies
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11.3 Adaptar l’avatar
El segu¨ent pas e´s modificar el model de l’avatar carregat al Blender per
tal que s’assembli el ma`xim possible a l’usuari. Per portar a terme aquesta
tasca es fa amb un script amb Phyton.
Primer de tot, es carreguen les dades de les mesures de l’usuari i de les
mesures de l’avatar. Despre´s, es van agafant una per una les mesures de
l’avatar i es comparen amb les de l’usuari de la mateixa part del cos. Es
modifica l’esquelet de l’avatar segons si so´n me´s grans o me´s petites que
les de l’usuari. Per modificar l’esquelet nome´s cal canviar la posicio´ de les
articulacions que corresponen a cada part. D’aquesta manera, com la malla
que representa la pell del model esta` associada a l’esquelet, aquesta s’adapta
automa`ticament als canvis que l’esquelet sofreix.
Per les dues parts que es tenen les mesures de la malla exterior (l’amplada
de les espatlles i de els malucs) el proce´s e´s una mica diferent. Es pren la
mesura de entre els malucs de l’esquelet de l’avatar i es calcula la difere`ncia
entre aquesta longitud i la mesura que es te´ del model en aquesta part (la de
la malla exterior). Aleshores, es modifica l’esquelet de l’avatar per a que la
dista`ncia entre malucs me´s la difere`ncia que s’ha calculat abans s’apropi el
ma`xim possible a la mesura que es te´ de l’usuari. Es fa el mateix procediment
per ajustar les espatlles.
Un cop fet aixo`, es considera que el model de l’avatar e´s el ma`xim sem-
blant a l’usuari pel que fa al cos. Per tant, ja esta` preparat per vestir-lo i
animar-lo amb la roba posada.
A continuacio´ es mostra l’adaptacio´ del mateix model que s’ha escollit
en la figura 11.4.
(a) Model escollit de la base de da-
des
(b) Model adaptat
Figura 11.6: Exemple d’adaptacio´ d’un model a les mesures de l’usuari
Cap´ıtol 12
Animacio´ del model vestit
Una vegada ja esta` l’avatar llest, el segu¨ent pas e´s animar-lo amb la roba
posada. En aquest cap´ıtol es descriu tot el proce´s de capturar la sequ¨e`ncia
de moviments de l’usuari que despre´s s’aplicaran a l’avatar. Tambe´ s’explica
la fase de vestir l’avatar i finalment es parla sobre la fase de renderitzat i
captura en v´ıdeo de l’avatar amb roba i en moviment.
Cal afegir que l’obtencio´ de les dades motion capture i el proce´s de vestir
el model es poden fer en qualsevol ordre. Pero`, com e´s lo`gic, s’han d’haver
finalitzat totes dues tasques abans de passar a fer el renderitzat de l’anima-
cio´.
12.1 Obtenir les dades motion capture
Abans de obtenir dades provinents del motion capture, es va provar d’assig-
nar a l’avatar sequ¨e`ncies de moviments predefinides per testejar i descobrir
com es podria fer el proce´s d’associacio´ d’aquestes dades a l’esquelet de l’a-
vatar. El resultat va ser que els moviments de l’avatar eren poc naturals i
no s’adaptaven correctament a l’esquelet.
Per adquirir les dades de motion capture cal trobar un software que ens
proporcioni aquesta funcionalitat. E´s a dir, cal un programa que permeti
desar qualsevol sequ¨e`ncia de moviments que l’usuari faci, i el programa triat
va ser Brekel (veure 8.1).
Brekel ofereix una interf´ıcie molt intu¨ıtiva, en la qual es pot triar quines
vistes es mostren en cada moment. Per exemple, en la figura 12.1 es mostra
en la part de dalt la silueta que defineix a l’usuari de color blau amb el
seu esquelet associat sobreposat de color groc. En aquest u´ltim es mostren
tambe´ quines so´n les articulacions que s’agafen com a refere`ncia per tal de
crear l’esquelet, i estan marcades com un cercle groc. En la part de baix,
es mostren les imatges generades per les ca`meres del Kinect. A la dreta
es mostra la imatge de l’escena que genera la ca`mera de profunditat i a
l’esquerra es mostra la imatge en color. Encara que no es mostra en la
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figura, tambe´ es pot configurar per mostrar la imatge que s’obte´ amb la
ca`mera d’infrarojos.
Figura 12.1: Interf´ıcie Brekel amb varies vistes
Com s’ha comentat abans en el cap´ıtol 8, en les dades de motion capture
hi sol haver molt de soroll. Brekel ens proporciona l’opcio´ de suavitzar
l’esquelet per tal de reduir aquest soroll. Per l’enregistrament de les dades
en format BVH, Brekel ens permet escollir entre diversos tipus d’esquelet,
per tal que despre´s s’adapti a les necessitats de cadascu´. En el cas d’aquest
projecte s’usa un tipus d’esquelet anomenat Biped que es compatible amb
l’esquelet que ja conte´ l’avatar creat amb MakeHumanTM.
L’enregistrament dels moviments amb Brekel comenc¸a quan l’usuari ho
indica amb un sol clic. En aquest moment nome´s cal que l’usuari es posi a
davant del Kinect, tenint cura de que tot el cos estigui visible, i que comenci
a realitzar els moviments que es volen capturar. Quan l’usuari indica que
ha finalitzat, el programa desa el fitxer BVH en la ubicacio´ triada. Ara, el
fitxer ja esta` llest per ser usat.
Figura 12.2: Interf´ıcie Bvhacker
Per veure i poder comprovar si la
sequ¨e`ncia de moviments es correcta es
pot fer amb un programa de llice`ncia
lliure anomenat Bvhacker. E´s un vi-
sualitzador de fitxers en format BVH
que mostra un esquelet que reprodu-
eix els moviments que hi ha en el fit-
xer. Tambe´ mostra la posicio´ i rotacio´
de cada articulacio´ en cada frame, i
inclu´s permet afegir-hi canvis.
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12.2 Vestir l’avatar
A l’hora de vestir l’avatar, cal treballar amb Blender sobre el mateix fitxer
en el que s’ha desat l’avatar adaptat que s’ha creat en el cap´ıtol 11. Amb
aquest fitxer de Blender obert, es carreguen les peces de roba una a una i
es situen manualment a sobre de l’avatar, en el lloc on haurien d’estar. La
majoria dels cops tambe´ caldra` escalar o rotar el model de la roba per tal
que quedi el cos de l’avatar just a dintre de la pec¸a de roba. Cal afegir que
aquest proce´s de vestit de l’avatar es fa amb aquest en posicio´ de repo`s, e´s
a dir, de peu amb els brac¸os en creu.
Figura 12.3: Proce´s de posicionament de la roba
A part d’aixo`, un cop la roba esta` en la posicio´ adequada, aquesta pot
intersecar en alguna part amb el model de l’avatar (veure figura 12.4). Aixo`
passa la majoria de les vegades que es vesteix a l’avatar, ja que la roba no
esta` dissenyada especialment per aquell avatar i no te´ la mateixa forma del
cos. Quan aixo` succeeix, cal editar la malla de la roba modificant la posicio´
dels ve`rtex afectats un a un. D’aquesta manera, tots els ve`rtex de la pec¸a
de roba queden fora de la malla de l’avatar, just per sobre. Aquest aspecte
e´s molt important per tal de garantir que la roba no interseca amb la malla
de l’avatar durant l’animacio´.
Una cop la roba esta` ben col·locada i sense interseccions, cal associar la
malla de la roba amb l’avatar per tal que aquesta segueixi els moviments
l’avatar, e´s a dir, cal fer l’skinning (veure 4.4) de la malla. Per fer aixo` es
necessita emparentar la malla de la roba a l’esquelet de l’avatar i assignar
pesos a cada ve`rtex per tal que s’adapti als moviments de l’avatar.
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Figura 12.4: Problema d’interseccio´ de la roba amb l’avatar
A l’hora de l’assignacio´ de pesos als ve`rtex de la malla de roba s’utilitza
un pluggin per Blender anomenat Copy Weight Bones. Aquest pluggin per-
met copiar els pesos que tenen assignats els ve`rtex de la malla de l’avatar a
els ve`rtex de la malla de la roba que estan en la mateixa zona. D’aquesta
manera la roba es moura` seguint la els moviments de l’avatar.
Tambe´ cal activar la f´ısica de col·lisions en totes les malles, per tal que
la roba quedi per sobre de l’avatar i no li traspassi la pell.
(a) Propietats per la roba (b) Modificadors de comportament de la
roba
Figura 12.5: Controls de Blender per les propietats de la roba
Per aconseguir que la malla de la roba tingui les propietats f´ısiques de
un teixit real cal afegir-li un altre modificador. Aquest modificador per
simular roba permet modificar una gran varietat de propietats que es poden
veure en la figura 12.5. Les me´s importants es poden veure en la figura 12.5
de l’esquerra i so´n: la qualitat de la simulacio´, el material, l’amortiment o
elasticitat de la tela i el control de les col·lisions. Tambe´ es pot fixar un
grup de ve`rtex per tal que no es moguin com la resta i estigui me´s r´ıgid,
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com podria ser per exemple un coll d’una camisa. En la figura 12.5 de la
dreta es poden veure me´s propietats per modificar el comportament de la
roba, com ara afegir una component de vent.
Figura 12.6: Posicionament de
la malla del cabell
D’altra banda, esta` el problema de
que els models d’avatars generats amb
el MakeHumanTMno inclouen cabell, la
qual cosa resta realisme a l’avatar. Tal
com s’explica en el cap´ıtol 4.1 per re-
presentar el cabell en aquest projecte
s’usen malles de triangles. Per afegir
la malla del cabell es fa de la matei-
xa manera que qualsevol pec¸a de ro-
ba: s’importa el model a Blender, es
posiciona en el lloc adequat i s’associa
al model de l’avatar per tal que que-
di fixat. Del mateix mode que amb
la roba, primer s’emparenta a l’esquelet
i despre´s es fa la co`pia de pesos dels
ve`rtex.
12.3 Renderitzat de l’animacio´
Amb l’avatar vestit i amb el moviment associat nome´s queda renderitzar
l’animacio´ de l’avatar en moviment.
Per aquesta part s’han de modificar els para`metres necessaris per la
generacio´ de v´ıdeo, com ara els que es mostren en la figura 12.7: el format
en que es desara` el v´ıdeo, les dimensions que tindra` aquest, la resolucio´, el
nombre de frames total o el nombre de frames per segon que tindra` aquest
v´ıdeo.
Figura 12.7: Controls de Blender per crear una animacio´
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Un cop s’han definit els para`metres, nome´s comenc¸ar amb la generacio´
automa`tica de l’animacio´. Aquesta eina renderitza frame a frame l’avatar
mentre va realitzant la sequ¨e`ncia de moviment que te´ assignada, e´s a dir, com
va canviant de posicio´ i com la roba es va deformant amb aquest moviment.
Aquest proce´s e´s molt lent, ja que per renderitzar cada frame pot trigar al
voltant de deu segons.
Quan acaba tot aquest proce´s, es pot visualitzar el v´ıdeo des de qualsevol
reproductor.
Normalment, al acabar de renderitzat una animacio´ es veuen els errors
que han anat apareixent durant l’animacio´. Aquets errors poden ser in-
terseccions de la roba amb la pell, que la roba no segueix el moviment de
la persona o que les propietats de la roba no so´n les que s’esperaven. Per
resoldre aquests errors cal fer les modificacions necessa`ries (reajustar algun
ve`rtex de les peces de roba, canviar els valors de les propietats de la roba,
provar amb un altre motion capture, etc.) i tornar a comenc¸ar amb el proce´s
de renderitzat per generar un altre v´ıdeo amb la nova animacio´.








En aquest cap´ıtol es parla sobre els resultats que s’han obtingut en cada una
de les parts del projecte, aix´ı com el rendiment de cada proce´s.
13.1 Creacio´ de les bases de dades pre`vies
Per la creacio´ de la base de dades d’avatars s’ha usat l’eina MakeHumanTMi
els resultats han set molt bons ja que els models creats so´n bastant realistes.
Pero` una de les majors avantatges e´s que la malla que forma el model e´s de
molt bona qualitat, aix´ı com l’esquelet que porta associat. A me´s a me´s,
permet crear avatars amb diverses proporcions i mesures, la qual cosa e´s
molt u´til per crear la base de dades. Com ja s’ha comentat tambe´, l’u´nic
problema e´s que els models no porten el cabell associat, pero` s’ha solucionat
fa`cilment afegint una malla per representar el cabell.
El proce´s de creacio´ dels models e´s molt senzill e intu¨ıtiu. Pero` cal dir
que cada cop que es canvia un para`metre el programa triga uns 20 segons en
executar-se i mostrar el resultat per pantalla. Aixo` fa que el flux de treball
no sigui gaire flu¨ıt.
Pel que fa a les peces de roba de les que es disposa, les malles tenen bona
qualitat i estan ben modelades. L’u´nic inconvenient e´s que les mesures de
la roba no corresponen a la realitat, e´s a dir, que no estan creades tenint en
compte el sistema internacional de talles.
13.2 Creacio´ del model
Per la creacio´ de l’avatar cal obtenir les dades de l’usuari i despre´s modelar
l’avatar per tal que s’assembli a l’usuari.
Com s’explica en la seccio´ 11.1, durant l’obtencio´ de les mesures del cos
de l’usuari van apare`ixer els problemes que introdueix OpenNI al crear un
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esquelet amb la mateixa mida d’espatlles i muscles per tothom. Un cop
solucionat aquest problema, les mesures que s’obtenen s’apropen bastant a
la realitat per lo que l’error que tenen e´s baix. Aquest error e´s el que ve
donat per el propi dispositiu Kinect.
El procediment per obtenir les dades e´s molt rapit, ja que nome´s es tarda
segons en realitzar les preses de mesures.
La seleccio´ de l’avatar de la base de dades e´s fa tenint en compte un nom-
bre redu¨ıt de relacions que provenen de les mesures obtingudes. Amb aixo`
no es contemplen molts factors que tambe´ influeixen en la definicio´ del cos
huma`. Com ha consequ¨e`ncia el resultat e´s bastant bo per un projecte petit
com aquest, pero` caldria millorar aquest aspecte si es vulgues perfeccionar
el projecte.
De la mateixa manera, el proce´s d’adaptacio´ e´s fa a partir d’un nombre
redu¨ıt de mesures. Encara que aquestes mesures siguin part de les me´s
importants per definir un cos huma`, queden fora altres que ajuden a que
el cos de l’avatar sigui igual que el de l’usuari. Igual que en cas anterior,
el fet de ser un projecte de petita envergadura resta importa`ncia a aquest
problema.
Les execucions dels dos scripts utilitzats per escollir i adaptar l’avatar
so´n molt ra`pides, casi es podria dir que so´n instanta`nies.
13.3 Animacio´ del model vestit
Per l’animacio´ de l’avatar cal capturar la sequ¨e`ncia de moviment de l’usuari
i vestir l’avatar. Tot aixo` amb la finalitat d’obtenir una animacio´ de l’avatar
en moviment i amb roba, i desar-la en format v´ıdeo.
A l’hora de capturar la sequ¨e`ncia de moviment o motion capture, les
dades resultants que s’obtenen tenen una mica de soroll. Aquest soroll
apareix en forma de moviments bruscs i desplac¸aments o rotacions en les
articulacions que fan que alguns moviments de l’esquelet semblin postissos
i irreals. Igual que en la presa de mesures del cos de l’usuari, aquest soroll
ve donat per el dispositiu Kinect. L’associacio´ del moviment a l’esquelet de
l’avatar e´s realitza manualment, pero` es fa de forma ra`pida i simple.
Aquest proce´s de capturar sequ¨e`ncies de moviments e´s molt rapit, pero`
cal repetir diverses vegades el proce´s fins que s’aconsegueixi desar els movi-
ments desitjats amb el mı´nim soroll possible.
El procediment de vestit de l’avatar e´s potser un dels me´s tediosos ja
que e´s absolutament manual. Cal situar el model de la pec¸a de roba en el
lloc adequat mitjanc¸ant rotacions, translacions i escalats. A me´s a me´s, un
cop fet aixo` sempre queden parts que intersequen amb el model de l’avatar,
per la qual cosa s’han de desplac¸ar un a un els ve`rtex afectats fins que no
queden interseccions.
Com s’ha dit, el proce´s de posar la roba a l’avatar e´s molt lent i laborio´s.
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L’ultima fase e´s la de renderitzat de l’animacio´. En aquesta part s’han
de anar modificant els para`metres que defineixen les propietats f´ısiques de
la roba per tal que el resultat sigui el que s’espera. E´s a dir, cal renderitzar
una quantitat significativa de frames per tal de poder veure l’efecte de la
roba sobre el model. Aquest e´s potser el major problema de tot el projecte,
el renderitzat de cada frame e´s molt lent, la qual cosa fa que per obtenir un
v´ıdeo de uns 10 segons es tardi una mica me´s de mitja hora. A me´s a me´s,
si s’augmenta el nivell de qualitat de la roba i s’afegeixen propietats encara
augmenta me´s el temps de renderitzat.
Cal afegir que durant el renderitzat de les animacions en algun cas el mo-
tor de col·lisions de Blender no funciona correctament i pot apare`ixer algun
artefacte. Per exemple, en algun moment la roba pot arribar a traspassar la
pell de l’avatar o un altra pec¸a de roba. Tambe´ pot passar que a causa d’un
moviment brusc de l’avatar (normalment causat pel soroll del motion captu-
re) es trenqui la malla, la qual cos es pot veure tambe´ en la figura 13.1. El
problema e´s que aixo` treu naturalitat i resta realisme a l’animacio´. Tambe´
s’ha observat que la roba te´ massa efecte vibrant, inclu´s quan l’avatar no
s’esta` movent.
(a) Exemple d’interseccio´ de la roba
amb el cos
(b) Exemple de trencament d’una malla
de roba
Figura 13.1: Problemes amb les malles de la roba durant l’animacio´
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Cap´ıtol 14
Possibles millores
A continuacio´ es descriuen algunes possibles ampliacions que es podrien afe-
gir al sistema. Aquestes ampliacions s’han dividit en dos grups: les possibles
millores per crear un avatar encara me´s semblant a l’usuari i les millores per
aconseguir un avatar me´s realista.
14.1 Creacio´ d’un avatar me´s acurat
Un dels aspectes me´s importants e´s que l’avatar sigui una representacio´ el
ma`xim acurada possible de l’usuari real. Per la qual cosa un dels objec-
tius principals seria millorar l’avatar per a que sigui encara me´s semblant a
l’usuari.
14.1.1 Millores en la presa de les mesures de l’usuari
Un millora podria ser mesurar me´s parts del cos de l’usuari, e´s a dir, prendre
les mesures de me´s punts importants. Aquestes mesures tambe´ serien en
alguns casos de l’esquelet que proporciona OpenNI i en altres de la silueta
del cos de l’usuari.
Per una banda, dividir el cos en regions a partir de les articulacions que
s’obtenen de l’esquelet que proporciona OpenNI. Despre´s, es podria dividir
aquesta regio´ en un nombre determinat de parts iguals i prendre mesures
d’aquests punts. D’aquesta manera es tindrien me´s mesures del cos i dels
mateixos llocs per cada usuari. D’altra banda, es podria mesurar amb el
mateix me`tode a l’usuari pero` de perfil. Amb aixo` es podria tenir un model
3D amb la forma del cos me´s af´ı a l’usuari.
14.1.2 Algoritme de seleccio´ de l’avatar me´s acurat
Amb un major nombre de mostres de les mesures de l’usuari es podria
millorar tambe´ l’algoritme per escollir un avatar de la base de dades. Per
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complementar l’ampliacio´ anterior, es podrien tenir moltes me´s mesures en
compte, inclu´s es podria canviar el tipus de cerca.
14.2 Animacio´ i detalls me´s realistes
Un altre aspecte molt important e´s el nivell de realisme de l’avatar final,
aix´ı com de les animacions de la roba. En aquest apartat es tracten algunes
ampliacions per tal d’aconseguir les animacions el me´s reals possibles.
14.2.1 Patronatge de la roba
Tal com s’ha esmentat en la seccio´ on e´s descriu el projecte 3.1, l’idea e´s
canviar les peces de roba de la base de dades per unes altres que s’ajustin a
la realitat. E´s a dir, una millora molt important seria que la roba estigui a
escala i que es correspongui amb les mesures de tallatge internacionals. Per
complir aquests requisits, els models de roba virtuals han d’estar dissenyats
com si fossin una pec¸a de roba convencional, amb els patrons i mesures
corresponents (es pot veure un exemple en la segu¨ent figura).
Figura 14.1: Exemple de patrons per a models virtuals de roba en 3D
14.2.2 Moviments en temps real
Un altra ampliacio´ seria poder animar el model en temps real. E´s a dir,
animar l’avatar amb la roba posada amb els moviments de l’usuari mentre
aquest els esta` fen al davant del Kinect. Tot aixo` amb la f´ısica de col·lisions
activada, aix´ı com totes les propietats f´ısiques de la roba.
Per aconseguir aixo` caldria optimitzar tot el proce´s. Actualment, exis-
teixen programes en el mercat que permeten capturar els moviments del
Kinect i aplicar-los a un model en temps real amb un motor per la f´ısica
tambe´ en temps real, pero` so´n de pagament.
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14.2.3 Texturacio´ de la cara
Una de les primeres parts del cos que criden l’atencio´ d’un model en 3D e´s
la cara. Per tal que l’avatar sembli me´s real i s’assembli me´s a l’usuari es
podria obtenir una imatge de la cara de l’usuari i despre´s utilitzar-la per
texturar la cara de l’avatar.
14.2.4 Cabell me´s realista
El cabell e´s una de les coses me´s dif´ıcils de modelar i simular per ordinador.
Com ja s’ha esmentat en cap´ıtols anteriors, el cabell que se li ha posat a
l’avatar en aquest projecte e´s una malla de triangles senzilla i a la vegada
consumeix pocs recursos. Pero` el problema e´s que aixo` fa que el model
sencer perdi realisme.
Per aconseguir un cabell realista per l’avatar una de les opcions es simular
el cabell amb corbes. El resultat e´s molt atractiu, pero` el problema e´s que
el seu renderitzat consumeix molts recursos. Per la qual cosa s’hauria de
buscar alguna manera d’optimitzar-ho el proce´s de simulacio´ d’aquest tipus
de cabell o cercar alguna altra alternativa.




A continuacio´ s’explica quina ha estat la planificacio´ del projecte i com s’ha
anat completant. Despre´s tambe´ es fa un breu ana`lisi econo`mic.
15.1 Planificacio´ del projecte
Aquest projecte va ser inscrit al setembre de 2011, pero` no va ser fins a
novembre quan es va comenc¸ar aquest. Per tal de comprendre millor el
desenvolupament del projecte, a continuacio´ s’especifica el treball real rea-
litzat mes a mes.
• Novembre 2011: Inici del projecte i fase d’ana`lisi, disseny i planificacio´,
on es plantegen els objectius i problemes a resoldre. Es comenc¸a amb
la cerca d’una eina per el modelatge d’avatars, provant varies opcions
que es descriuen al cap´ıtol 6.
• Desembre 2011: Es continua amb la cerca de una eina o te`cnica per el
modelatge d’avatars, pero` al mateix temps es prepara la base de dades
de roba. Es van triant models de peces de roba que poden servir per
aquest projecte. Durant l’u´ltima setmana d’aquest me´s i la primera
setmana de gener es va realitzar una aturada per vacances.
• Gener 2012: Finalment, es troba una eina que genera models d’avatars
amb esquelet incorporat, de bona qualitat. Amb aquesta eina es creen
diversos models amb diferents caracter´ıstiques. Tambe´ es cerquen les
eines per a la captacio´ de les dades d’usuari (veure cap´ıtol 5) i es
desenvolupa el mo`dul per OpenNI que realitza les mesures de l’esquelet
de l’usuari. Tambe´ s’estudien quines so´n les mesures me´s importants
que es poden obtenir de l’usuari.
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• Febrer 2012: Durant aquest mes es solucionen els problemes que apa-
reixen amb les mesures de les espatlles i els malucs de l’esquelet i es
comenc¸a a fer proves amb l’algorisme de seleccio´ d’un model de la base
de dades.
• Marc¸ 2012: S’acaba amb l’algorisme d’eleccio´ de l’avatar me´s semblant
de la base de dades i es comenc¸a amb el proce´s d’afegir roba al model
per a vestir-lo.
• Abril 2012: En aquest per´ıode es deixa enllestit el procediment per
vestir l’avatar i es cerca i es realitzen proves amb d’un software per
a la captura de sequ¨e`ncies de moviments (veure cap´ıtol 8). Tambe´
es comencen a fer proves renderitzant les primeres animacions per
estudiar el seu funcionament. A me´s a me´s, es redacta l’informe previ
del projecte.
• Maig 2012: Durant el mes de maig es fan proves d’animacio´ amb
diferents dades motion capture. Mentre tambe´ es va comprovant el
funcionament de les col·lisions i les propietats f´ısiques de la roba, i es
realitza la generacio´ dels v´ıdeos amb les animacions.
• Juny 2012: Finalment, durant aquest mes es porta a terme el desen-
volupament de la memo`ria del projecte. Encara que aquesta es va
comenc¸ar a definir a finals del mes de marc¸ i s’anava escrivint algunes
anotacions de manera me´s informal.
A continuacio´ es mostra el diagrama de Gantt amb la planificacio´ del
projecte. Cal dir que algunes tasques van durar me´s de lo que s’esperava.
Pero` aixo` no va suposar cap problema ja que la planificacio´ es va fer deixant
un marge d’error per evitar qualsevol contratemps.
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Figura 15.1: Diagrama de Gantt
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15.2 Ana`lisi econo`mic
En aquesta seccio´ s’analitza el cost que tindria aquest projecte si s’hague´s es-
tat desenvolupat en el mo´n laboral. En aquest ana`lisi s’ha tingut en compte
el cost del personal i de l’equipament necessari.
15.2.1 Cost del personal
Respecte al personal s’han distingit tres rols: analista, modelador 3D i pro-
gramador. S’ha suposat que l’analista ha estat contractat per hores i que
el modelador 3D i el programador han estat en no`mina amb una jornada
laboral de 4 hores dia`ries.
Cal tenir en compte que durant tot el projecte s’ha anat documentant
de manera informal per tal de facilitar la feina a l’hora de desenvolupar la
memo`ria. Aquestes hores s’han contant com hores de documentacio´ igual-
ment.




Figura 15.2: Cost del personal
Tasca Nombre d’ hores Encarregat Cost per tasca
Ana`lisi, disseny i planificacio´ 20 Analista 800C
Creacio´ de les bases de dades 80 Modelador 3D 2000C
Obtencio´ dades usuari 80 Programador 1200C
Eleccio´ i adaptacio´ de l’avatar 50 Modelador 3D 1250C
Vestir l’avatar 80 Modelador 3D 2000C
Captura del motion capture 40 Programador 600C
Renderitzat de l’animacio 120 Modelador 3D 3000C
Documentacio´ 130 Programador 1950C
Total 560 12800C
Figura 15.3: Cost del projecte segons la feina
15.2.2 Cost de l’equipament
El desenvolupament del projecte s’ha dut a terme en un ordinador amb
unes prestacions normals. En quant al software, el que s’ha utilitzat e´s tot
de llice`ncia lliure per la qual cosa les despeses en aquest cas so´n nul·les.
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A me´s a me´s, cal tenir en compte el cost que tindria el lloguer de l’ofi-
cina en la qual s’ha desenvolupat el projecte. Per tal de calcular els mesos
d’oficina s’ha tingut en compte que la durada del projecte ha set de vuit
mesos i s’ha suposat que el treball ha estat a mitja jornada.
Element Cost
Equipament Hardware 650C
Alquiler de oficina (500C /mes) 4000C
Total 4650C
Figura 15.4: Cost dels equipaments
15.2.3 Cost total del projecte
Finalment, si sumem el cost de personal i el cost dels equipaments el cost





Figura 15.5: Cost total
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Cap´ıtol 16
Conclusions finals
Per acabar, en aquest cap´ıtol s’exposen les conclusions finals del projecte,
aix´ı com unes breus conclusions a nivell personal. Tambe´ es fa una valoracio´
dels aspectes me´s importants que estan relacionats amb els estudis i que
s’han usat en el desenvolupament del projecte.
16.1 Conclusions generals
Com s’explica en la part de presentacio´ (veure 2.2, l’objectiu d’aquest projec-
te e´s aconseguir animacions el ma`xim realistes possible d’un avatar semblant
a l’usuari amb roba posada. Per tant, l’objectiu principal d’obtenir v´ıdeos
d’aquestes animacions s’ha assolit amb e`xit. Per fer aixo`, calia completar les
tres fases principals del projecte: la creacio´ de les base de dades de models
i de peces de roba, la creacio´ d’una avatar semblant a l’usuari i l’animacio´
del model vestit.
En primer lloc, s’ha aconseguit tenir una base de dades de models d’a-
vatars realistes, amb suport per a eines gratu¨ıtes i amb la malla i l’esquelet
de qualitat. Els models de peces de roba tambe´ estan ben modelats.
D’altra banda per obtenir un avatar semblant a l’usuari, s’ha aconseguit
captar les mesures de les parts del cos me´s importants de l’usuari amb un
error mı´nim. Amb aquestes mesures i amb un algorisme simple, s’ha solven-
tat el problema de triar el model de la base de dades que me´s s’assembla i
s’ha adaptat per aconseguir les mateixes mesures que l’usuari.
Finalment, per aconseguir una animacio´ realista de l’avatar vestit i movent-
se, s’ha aconseguit registrar una sequ¨e`ncia de moviments que realitza l’usu-
ari. Tambe´ s’ha vestit l’avatar amb roba de la base de dades, se li ha posat
cabell i s’han afegit propietats f´ısiques a la roba. Amb l’avatar vestit i els
moviments enregistrats, s’ha aconseguit animar-lo i desar aquesta animacio´
en format v´ıdeo. E´s a dir, s’ha animat l’avatar per a que realitze´s els ma-
teixos moviments que l’usuari havia desat anteriorment per veure els efectes
que te´ la roba al deformar-se al damunt del cos en moviment.
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A me´s a me´s, l’objectiu principal s’havia de complir usant sempre que fos
possible eines amb llice`ncia gratu¨ıta. Per tant, el proce´s de cerca d’aquestes
eines ha set igual d’important que les proves que s’ha realitzat amb cadas-
cuna d’elles. Pero` aquesta cerca ha set satisfacto`ria i tots els programes
utilitzats per desenvolupar aquest sistema so´n gratu¨ıts.
En conclusio´, s’han complert els objectius que presentava aquest pro-
jecte. A l’hora, s’han creat nous problemes i s’han creat possibles nous
objectius per tal de millorar i ampliar el projecte.
16.2 Conclusions personals
Personalment, aquest projecte m’ha ofert la possibilitat d’aprendre molt i
sobre diverses a`rees. Aquests a`mbits van des del proce´s de modelat i anima-
cio´ d’un model en 3d amb totes les tasques i conceptes que aixo` comporta,
fins a cone`ixer i provar diverses eines que permeten realitzar cada una d’a-
questes tasques. Amb aquesta cerca d’eines i l’eleccio´ per treballar nome´s
amb programes gratu¨ıts, he apre´s a valorar molt me´s les possibilitats que
ofereixen les eines de llice`ncia gratu¨ıta.
Per mi ha estat un plaer poder treballar amb la gent que forma part
de l’equip de MOVING, i cal dir que he apre´s moltes coses noves i molt
interessants durant aquest temps.
Per acabar, voldria agra¨ır a la directora del projecte Nu´ria Pelechano
totes les aportacions i l’ajuda oferida que han aconseguit que aquest projecte
agafe´s forma i que poc a poc millore´s. Agra¨ır tambe´ a Pere Brunet tot
l’intere`s i la confianc¸a depositades en mi i en aquest projecte, i per tota
l’ajuda rebuda que ha conseguit que el projecte tire´s endavant. Per altra
banda, agra¨ır a tots els amics i amigues que han estat disposats a animar
en moments dif´ıcils i solventar petits dubtes. Finalment, agraeixo a tots
i cadascun dels membres de la meva famı´lia i a la parella el suport i la
confianc¸a depositada, tant en els bons moments con en els dolents ja que
sense ells no hague´s pogut arribar fins aqu´ı.
16.3 Aspectes relacionats amb els estudis
Per dur a terme aquest projecte s’han aplicat diversos aspectes apresos du-
rant la carrera. Lo`gicament, totes les assignatures de programacio´ han
estat aprofitades tant per la creacio´ dels scripts en Phyton com per el
mo`dul d’OpenNI. De la mateixa manera, les assignatures de matema`tica
i algor´ısmia per el proce´s d’eleccio´ i adaptacio´ de l’avatar. Tambe´ han set
u´tils les assignatures de disseny i enginyeria del software, les de planificacio´ i
gestio´ de projectes. De la mateixa manera que les assignatures relacionades
amb les bases de dades.
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Pero` cal destacar algunes assignatures que han tingut un paper me´s
concret:
• Sistemes Gra`fics Interactius (SGI)
Per el modelat, animacio´ i renderitzat de models en 3D, aix´ı com el
disseny d’scripts per Blender.
• Visualitzacio´ i Interaccio´ Gra`fica (VIG) i Visualitzacio´ Avanc¸ada (VA)
Per a gra`fics i visualitzacio´ en general, com ara per el mo`dul d’OpenNI
que s’usa per obtenir les mesures de l’usuari
• F´ısica (F)
Per als conceptes relacionats amb les propietats f´ısiques dels teixits i
les col·lisions.
• Ana`lisi i Disseny d’Algosimes (ADA)
Per avaluar i millorar els processos i algorismes utilitzats.
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