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1 Overview
Ordinary least-squares regression suffers from a fun-
damental lack of symmetry: the regression line of y
given x and the regression line of x given y are not
inverses of each other. Two alternative symmetric
regression methods which overcome this problem are
orthogonal regression and geometric mean regression.
In the rst paper of this series [2], a variety of al-
ternative symmetric and weighted regression methods
were presented and analyzed. The derivations were
efcient in their use of Ehrenberg's formula for the
ordinary least-squares error [1], avoiding the cumber-
some algebraic manipulations with summations which
would otherwise have been necessary. The deriva-
tions also extracted a unique weight function g (b)
from the error expression in every case. Clearly there
are innitely many cases of symmetric and weighted
regressions, and a similar efcient derivation will ap-
ply in every case.
With the pattern of derivation now clearly es-
tablished, this paper generalizes the procedures in
a theory for computing and classifying any general-
ized least-squares regression. In the theory, the gen-
eral symmetric least-squares problem and the gen-
eral weighted least-squares problem are formally de-
ned. Since generalized regressions are characterized
by their weight function g (b), this paper derives for-
mulas for the regression coefcients a and b in terms
of g (b) as well as general formulas for the Hessian
matrix and determinant. In the process, formulas for
general classes of weight functions emerge, and all the
regression cases derived previously are categorized as
belonging to various weight function classes.
2 Theory and Classication
The theory for classifying least-squares regressions is
detailed now.
2.1 General Framework and Coefcient For-
mulas
Denition 1 Dene a function  (x; y) that is:
(i) Non-negative:
 (x; y)  0
(ii) Symmetric in x and y:
 (x; y) =  (y; x)
(iii) Even in x and y:
 ( x; y) =  (x; y)
(iv) Non-decreasing in x and y: For  differen-
tiable this means
 x  0 and  y  0:
(v) Homogeneous with degree 2 in x and y:
 (x; y) = 2 (x; y) :
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Denition 2 (The General Symmetric Least-Squares
Problem) Values of a and b are sought which minimize
an error function dened by
E =
1
N
NX
i=1
 

a+ bxi   yi; a
b
+ xi   1
b
yi

: (1)
Denition 3 (The General Weighted Ordinary Least-
Squares Problem) Values of a and b are sought which
minimize an error function dened by
E = g (b)  1
N
NX
i=1
(a+ bxi   yi)2 (2)
or
E = g (b)

2y
 
1  2+ (bx   y)2
+
 
a+ bx   y
2 (3)
where g (b) is a positive even function that is non-
decreasing for b < 0 and non-increasing for b > 0.
The next theorem is fundamental and it is already
anticipated from the previous work. It states that
every generalized symmetric least-squares problem is
equivalent to a weighted ordinary least-squares prob-
lem with weight function given by g (b).
Theorem 4 The general symmetric least-squares er-
ror function can be written equivalently as
E = g (b)  1
N
NX
i=1
(a+ bxi   yi)2 (4)
or
E = g (b)

2y
 
1  2+ (bx   y)2
+
 
a+ bx   y
2 (5)
where
g (b) =  

1;
1
b

: (6)
Proof. Substitute ab +xi  1byi with 1b (a+ bxi   yi)
and then use the homogeneity property:
E =
1
N
NX
i=1
 

a+ bxi   yi; a
b
+ xi   1
b
yi

1
N
NX
i=1
 

a+ bxi   yi; 1
b
(a+ bxi   yi)

=
1
N
NX
i=1
(a+ bxi   yi)2  

1;
1
b

:
Dene
g (b) =  

1;
1
b

and write
E = g (b)  1
N
NX
i=1
(a+ bxi   yi)2 :
Substitute using Ehrenberg's formula and obtain
E = g (b)

2y
 
1  2+ (bx   y)2
+
 
a+ bx   y
2
:
From the characterization of the generating func-
tion it follows that the weight function must be a posi-
tive even function of b that is non-decreasing for b < 0
and non-increasing for b > 0. The following table
summarizes the non-hybrid symmetric regressions de-
tailed earlier.
Case Generating
Function
( )yx,y
OLS Weight
Function
)(bg
OLS xy | 2x 1
OLS yx | 2y
2
1
b
Orthogonal
22
22
yx
yx
+ 21
1
b+
GMR xy
b
1
nPythagorea 22 yx +
2
11
b
+
Least Perimeter
Squared
2)( yx + 211 ÷÷
ø
ö
ç
ç
è
æ
+
b
Squared Harmonic
Mean
2
÷
÷
ø
ö
ç
ç
è
æ
+ yx
xy
2)1(
1
b+
Theorem 5 Every generating function  (x; y) can
be recovered from its corresponding weight function
g (b) using
 (x; y) = x2g

x
y

= y2g
y
x

: (7)
Proof. By denition and homogeneity
x2g

x
y

= x2 

1;
1
x=y

=  

x;
x
x=y

=  (x; y)
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and the second formula follows by symmetry.
The procedure for nding a and b is to again set
partial derivatives of the error function equal to zero
and then solve the resulting equations for a and b.
This is done in the next theorem for the general case.
The result is a general equation for the slope b in terms
of , x, y, g (b) and g0 (b) which can be used to ver-
ify the specic formulas for b in the rst paper with
greater ease. The formula for b is called here the First
Discrepancy Formula because the left hand side is the
discrepancy between the generalized least-squares co-
efcient b and the ordinary least-squares coefcient
given by yx :
Theorem 6 The y-intercept a and the slope b of the
generalized least-squares regression line satisfy:
a = y   bx (8)
and
d
db
n
g (b)

2y
 
1  2+ (bx   y)2o = 0:
(9)
Proof. Begin with the error function
E = g (b)

2y
 
1  2+ (bx   y)2
+
 
a+ bx   y
2
:
Take the rst partial derivative with respect to a and
set it equal to zero.
Ea = 2g (b)
 
a+ bx   y

= 0
Solve for a and obtain a = y   bx:
Next, take the rst partial derivative of the error
function with respect to b and set it equal to zero.
0 = Eb
= g0 (b)

2y
 
1  2+ (bx   y)2
+
 
a+ bx   y
2
+2g (b)
 
x (bx   y) + x
 
a+ bx   y

Substitute a = y   bx
0 = g0 (b)

2y
 
1  2+ (bx   y)2
+2g (b)x (bx   y) :
Observe that the same result is obtained by rst sub-
stituting a = y   bx and eliminating a from the
error function. Then one can solve the equation
d
db
n
g (b)

2y
 
1  2+ (bx   y)2o = 0
for b. This is the simpler computation to perform.
Theorem 7 (First Discrepancy Formula) The dis-
crepancy between the generalized least-squares coef-
cient b and the ordinary least-squares coefcient yx
is given implicitly by
b  y
x
=  1
2
g0 (b)
g (b)
 
b  y
x
2
+

y
x
2  
1  2! (10)
Proof. Perform the differentiation indicated by the
previous formula.
Corollary 8 The general regression coefcient b al-
ways has the same sign as . Denote the ordinary
least-squares coefcient yx by bOLS. When  is pos-
itive b > bOLS and when  is negative b < bOLS.
Proof. The above equation for b calculates the dis-
crepancy between ordinary least squares slope yx
and the least squares slope based on the function g.
Observe that the expression
b  y
x
2
+

y
x
2  
1  2
is always positive since jj  1. The function g (b)
is always positive and g0 (b) is always negative for b
positive and g0 (b) is always positive for b negative.
Conclude that when b > 0, the right hand side is pos-
itive and therefore b > yx . Similarly, when b is
negative the right hand side is negative and b < yx :
This implies that sgn b = sgn :
The First Discrepancy Formula is useful for de-
riving the formulas for b in the cases that were already
worked out, but it is also problematic in that it is an
implicit formula in b   yx . In the next theorem an
explicit formula for b  yx is given.
Theorem 9 (Second Discrepancy Formula) An ex-
plicit formula for the discrepancy is given by
b  y
x
=   g (b)
g0 (b)
  sgn 
s
g (b)
g0 (b)
2
 

y
x
2
(1  2)
(11)
Proof. Use the quadratic formula to solve for b yx .
Choose the sign in front of the radical to be   sgn .
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Lemma 10 The following inequality is true for all b
for which the expression is denedg0 (b)g (b)
  xy 1p1  2 (12)
Proof. The quantity under the radical in the sec-
ond discrepancy formula must necessarily be non-
negative. Therefore
g (b)
g0 (b)
2


y
x
2  
1  2
g0 (b)
g (b)
2


x
y
2 1
1  2g0 (b)g (b)
  xy 1p1  2 :
It is shown now that g (b) can grow or decay at
most exponentially over an interval.
Theorem 11 Let g (b) be dened over an interval
[b0; b]. Then g (b) can grow or decay at most expo-
nentially over this interval. More specically
ke
 bx
y
1p
1 2  g (b)  Keb
x
y
1p
1 2 (13)
where
k = g (b0) e
b0
x
y
1p
1 2
and
K = g (b0) e
 b0 xy
1p
1 2 :
Proof. Rewrite the previous inequality as
 x
y
1p
1  2 
g0 (b)
g (b)
 x
y
1p
1  2
or
 x
y
1p
1  2 
d
da
ln g (b)  x
y
1p
1  2 :
Integrate all three sides of the inequality over [b0; b]
and obtain
 x
y
b  b0p
1  2  ln g (b)  ln g (b0) 
x
y
b  b0p
1  2 :
Exponentiate all three sides, solve for g (b) and obtain
the inequality.
2.2 The Weight Function and Relative Error
It was seen that the error function for generalized
least-squares regression is the product of the weight
function g (b) and the ordinary least-squares error
function. It follows that the weight function g (b) is
the ratio of generalized least-squares error to ordinary
least-squares error:
g (b) =
Eg
EOLS
: (14)
For several regressions the weight function g (b) is
strictly less than 1. In these cases
Eg < EOLS (15)
which may be a desirable feature for a regression to
have.
If ordinary least-squares regression is viewed as
the standard, then the relative error between the two
regression errors is given by
jEOLS   Egj
EOLS
= j1  g (b)j : (16)
If the generalized least-squares regression is viewed
as the standard, then the relative error is given by
jEg   EOLSj
Eg
=
1  1g (b)
 : (17)
More generally, for any two regressions with weight
functions g1 (b) and g2 (b) the error relative to the
g2 (b) regression is given by
jEg2   Eg1 j
Eg2
=
1  g1 (b)g2 (b)
 : (18)
Multiplying by 100% yields the equivalent percent
errors. The methods can be ranked according to the
percent error relative to ordinary least-squares regres-
sion, relative to geometric mean regression, or relative
to any other generalized regression. In this way the
fundamental role of the weight function in analyzing
generalized regressions is further underscored.
2.3 The Indicative Function and the Hessian
Matrix
In order for the values of a and b to minimize the error
function, the Hessian matrix of second order partial
derivatives evaluated at a and b must also be positive
denite. The general Hessian matrix is calculated in
the next theorem.
For a given weight function g (b) a particular
combination of g and its rst and second derivatives
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always occurs in the calculation ofH and detH . It is
denoted here by G (b). It plays a fundamental role in
indicating whether the Hessian matrix will be positive
denite. It also plays a fundamental role in deter-
mining the common form which all weight functions
possess.
Denition 12 Dene the indicative function
G (b) =
2g0 (b)
g (b)
  g
00 (b)
g0 (b)
: (19)
and call the equation the indicative equation.
Theorem 13 The general Hessian matrix can be
written compactly as
H = 2g (b)
"
1 x
x
detH
4g(b)2
+ 2x
#
(20)
where
detH = 4g (b)2 2x

1 +G (b)

b  y
x

:
(21)
Proof. Begin with
E = g (b)
n
2y
 
1  2+ (bx   y)2
+
 
a+ bx   y
2o
and take second order partial derivatives:
Eaa =
@
@a
 
2g (b)
 
a+ bx   y

= 2g (b)
and
Eab =
@
@b
 
2g (b)
 
a+ bx   y

= 2g (b)x + 2g
0 (b)
 
a+ bx   y

:
Replace a with y   bx and obtain
Eab = Eba = 2g (b)x:
The second derivative with respect to b is given by
Ebb =
@
@b
f2g (b) (x (bx   y)
+ x
 
a+ bx   y

+g0 (b)

2y
 
1  2+ (bx   y)2
+
 
a+ bx   y
2o
= 2g0 (b)
 
x (bx   y) + x
 
a+ bx   y

+g00 (b)

2y
 
1  2+ (bx   y)2
+
 
a+ bx   y
2
+2g (b)
 
2x + 
2
x

+ 2g0 (b)x (bx   y)
+x
 
a+ bx   y

:
Replace a with y   bx and obtain
Ebb = 2g (b)
 
2x + 
2
x

+ 4g0 (b)
 
b2x   2xy

+g00 (b)

(bx   y)2 + 2y
 
1  2o
= 2g (b)
 
2x + 
2
x

+ 2x
2g0 (b)
g (b)

b  y
x

+2x
g00 (b)
g (b)
 
b  y
x
2
+

y
x
2  
1  2!) :
Now use the First Discrepancy Formula to re-
place

b  yx
2
+

y
x
2  
1  2 with
 2 g(b)g0(b)

b  yx

and obtain
Ebb = 2g (b)
 
2x + 
2
x

+2x

2g0 (b)
g (b)
  g
00 (b)
g0 (b)

b  y
x

:
Finally
detH = EaaEbb   E2ab
= 4 (g (b))2
 
2x + 
2
x

+2x

2g0 (b)
g (b)
  g
00 (b)
g0 (b)

b  y
x

 4 (g (b))2 2x
= 4 (g (b))2 2x

1 +

2g0 (b)
g (b)
  g
00 (b)
g0 (b)



b  y
x

:
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The next theorem is a simple corollary of the pre-
vious theorem. However, it is called a theorem in
order that the reader not miss its signicance. It gives
the simplest way to check for positive-deniteness:
use the indicative function.
Theorem 14 Suppose g (b) and g0 (b) are not zero.
Then the Hessian matrix is positive denite and the
Hessian determinant is positive if and only if
G (b)

b  y
x

>  1: (22)
Any functionG (b) satisfying this condition is ad-
missible as an indicative function. For example, any
G (b) such that sgnG (b) = sgn b is admissible as an
indicative function, since sgn b = sgn  ensures that
G (b)

b  yx

> 0. More generally, any G (b) of
the form G (b) = p (b)  1
b  y
x
where p (b) is a posi-
tive function is admissible.
To aid the reader in the process of verifying the
Hessian determinant formulas presented earlier, a ta-
ble of indicative functions is presented.
Case Weight
Function
)(bg
Indicative
Function
)(bG
OLS xy | 1 NA
OLS yx |
2
1
b b
1
-
Orthogonal
21
1
b+ b
1
-
GMR
b
1 0
nPythagorea
2
11
b
+
1
41
2 +
+-
b
b
b
Least Perimeter
Squared
2
11 ÷÷
ø
ö
ç
ç
è
æ
+
b 1
sgn31
+
+-
b
b
b
Squared Harmonic
Mean 2)1(
1
b+ 1
sgn
+
-
b
b
Hybrid Least
Perimeter b
11+
1
sgn2
+b
b
Hybrid Harmonic
Mean b+1
1 0
Hybrid nPythagorea
2
11
b
+ 1
3
2 +b
b
Hybrid Orthogonal
21
1
b+ 1
1
2 +
+-
b
b
b
lExponentia )exp( bp- bp sgn-
There is clearly redundancy in this table. It is appar-
ent, for example, that different weight functions can
have the same indicative function. Furthermore, sev-
eral indicative functions differ from each other only
by a multiplicative constant. To consolidate and fur-
ther generalize the above table, the inverse problem
of determining all weight functions corresponding to
a given indicative function must be solved. The solu-
tion to the inverse problem reveals the common form
that all the weight functions share.
Theorem 15 Let G (b) be an indicative function.
Then a general solution g (b) to the indicative equa-
tion is given by:
g (b) =
1
c+ k
R
exp
   R G (b) db db (23)
where c and k are arbitrary constants.
Proof. The indicative equation
G (b) =
2g0 (b)
g (b)
  g
00 (b)
g0 (b)
is solved for g (b). Write
G (b) =
2g0 (b)
g (b)
  g
00 (b)
g0 (b)
= 2
d
db
ln jg (b)j   d
db
ln
g0 (b)
=
d
db
ln
 
(g (b))2
jg0 (b)j
!
:
Therefore
ln
 
(g (b))2
jg0 (b)j
!
=
Z
G (b) db+ C
and
(g (b))2
g0 (b)
= K exp
Z
G (b) db

where K = eC . The resulting differential equation
is now a Bernoulli equation:
g0 (b)
(g (b))2
= K 1 exp

 
Z
G (b) db

:
To solve it, let u = 1g(b) so that u
0 =   g0(b)
(g(b))2
. Sub-
stituting for u yields
u0 (b) =  K 1 exp

 
Z
G (b) db

and
u (b) = k
Z
exp

 
Z
G (b) db

db+ c
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where k =  K 1. Substituting back for g (b) yields
the result.
The next theorem shows that linear combinations
of indicative functions produce valid weight func-
tions.
Theorem 16 (Linear Combinations of Indicative
Functions). Let G0 (b), G1 (b) and G2 (b) be indica-
tive functions with corresponding weight functions:
gfG0g (b) =
1
c0 + k0
R
0 (b) db
;
gfG1g (b) =
1
c1 + k1
R
1 (b) db
and
gfG2g (b) =
1
c2 + k2
R
2 (b) db
:
Then:
1. The weight functions corresponding to multi-
plication of G0 (b) by a constant p are given by
gfpG0g (b) =
1
c+ k
R
(0 (b))
p db
: (24)
2. The weight functions corresponding to a sum
G1 (b) +G2 (b) are given by
gfG1+G2g (b) =
1
c+ k
R
1 (b) 2 (b) db
: (25)
3. The weight functions corresponding to a dif-
ference G1 (b) G2 (b) are given by
gfG1 G2g (b) =
1
c+ k
R 1(b)
2(b)
db
: (26)
4. The weight functions corresponding to a gen-
eral linear combination pG1 (b) + qG2 (b) are given
by
gfpG1+qG2g (b) =
1
c+ k
R
(1 (b))
p (2 (b))
q db
:
(27)
With the above theorems, any admissible function
G (b) can now be used to construct a weighted ordi-
nary least-squares regression problem. Linear combi-
nations of previously known indicative functions can
also be formed and the resulting weight functions are
more easily constructed. As always, the value for
b which minimizes the error is determined by solv-
ing the First Discrepancy Formula for b and setting
a = y   bx:
The table presented next is a consolidation and a
generalization of the previous chart. Every regres-
sion is categorized using a common indicative func-
tion. To every general indicative function there is a
corresponding class of weight functions. Many of the
regressions derived previously and their weight func-
tions are now seen to be instances of the same general
weight function.
Indicative
Function
)(bG
General
Weight Function
)(bg
Specific
Cases
.1
0 bkc +
1
GMR:
c=0, k=1, bbg 1)( = .
Hybrid Harmonic Mean:
c=1, k=1,
)1/(1)( bbg +=
.
.2
b
p
pbkc -+ 1
1
OLS x|y:
c=0, k=1, p= –1,
21)( bbg = .
Orthogonal:
c=1, k=1, p= –1,
)1/(1)( 2bbg += .
Previous cases: p=0.
.3
bp sgn- )exp(
1
bpkc +
Exponential:
c=0, k=1, 00 pp <<
)exp()( bpbg -=
.
.4
12 +b
pb
ò -++ dbbkc p 2/2 )1(
1
Hybrid Pythagorean:
c=0, k=1, p=3,
211)( bbg += .
.5
1
1
2 +
+-
b
pb
b 2/12 )1(
1
pbkc -++
Pythagorean:
c=1, k= –1, p=4,
211)( bbg +=
Hybrid Orthogonal:
c=0, k=1, p=1,
211)( bbg += .
.6
1
sgn
+b
bp
pbkc -++ 1)1(
1
Squared Harmonic
Mean:
c=0, k=1, p= –1,
2)1/(1)( bbg +=
.
Hybrid Least Perimeter:
c=1, k= –1, p=2,
bbg 11)( +=
.
.7
1
sgn1
+
+-
b
bp
b )1)1(()1(
1
1 +-++ - bpbkc p
Least Perimeter Squared:
c=1, k= –1, p=3,
2)11()( bbg +=
.
The table reveals the hidden relationships and
the underlying unity behind the disparate regressions
presented previously. It also opens up many more
specic cases of weighted ordinary least-squares re-
gression for future exploration. Further generaliza-
tions and additions to this table are possible as well.
The detailed construction of generalized least-squares
problems based on other choices for G (b) is a subject
for future work.
3 Summary
The derivation of least-squares regressions involves
constructing the summation expression for the mean
squared error between the data and the line, denoted
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here by E. In the standard derivation, Ea and Eb are
set equal to zero, and the equations are solved for min-
imizing solution (a; b) : To check that the solution is
actually a minimum, the Hessian determinant must be
computed and found to be positive.
In the rst paper of this series, efcient deriva-
tions for a variety of generalized least-squares regres-
sions were presented on a case-by-case basis. The
novelty of the derivations lied in their use of Ehren-
berg's formula for the ordinary least-squares error,
avoiding cumbersome algebraic manipulations with
summation symbols. The derivations also related the
x and y deviations of the data to the slope of the line in
order to extract a weight function g (b) from the error
expression.
With the pattern of derivation now clearly es-
tablished, this paper generalizes the procedure into a
theory for computing and classifying any generalized
least-squares regression. In the theory, every symmet-
ric least-squares regression begins from a generating
function denoted by  (x; y). The generating func-
tion is a positive, even, non-decreasing and homoge-
nous function of the x and y deviations. The x and
y deviations are then related to the slope of the line
and a weight function g (b) =  
 
1; 1b

is extracted
from the error expression. In this way it is shown that
every generalized symmetric least-squares problem is
equivalent to a weighted ordinary least-squares prob-
lem, since the generalized error function is a product
of g (b) and Ehrenberg's ordinary least-squares error
formula. All cases of symmetric regression are classi-
ed in terms of a specic generating function  (x; y)
and a corresponding weight function g (b).
Even when a weight function g (b) does not stem
from a symmetric least-squares regression, as was
the case with the hybrid symmetric regressions and
the exponential regressions, one can still solve the
weighted ordinary least-squares problem. In all cases,
setting Ea = 0 and Eb = 0 leads to an implicit for-
mula and an explicit formula for the discrepancy be-
tween the ordinary least-squares slope and the gener-
alized least-squares slope, b   bOLS: These formulas
for b are called discrepancy formulas. The formula
for a in all cases is given by a = y   bx.
The general calculation of the Hessian matrix
and determinant produces a particular combination
of g (b) and its rst and second derivatives. This
expression is called the indicative function and de-
noted by G (b). The indicative function streamlines
the computation of the Hessian matrix and determi-
nant. It subsequently also gives a simple way to
test whether a regression arising from a weight func-
tion g (b) has a minimizing solution: check whether
G (b) (b  bOLS) >  1. A table of indicative func-
tions G (b) for the specic regressions already de-
scribed is presented.
Finally, the indicative equation (the differential
equation expressing G (b) in terms of g (b)) is solved,
and a general integral formula expressing g (b) in
terms of G (b) is obtained. The integral formula for
g (b) contains arbitrary constants, so that many differ-
ent regressions actually have the same general weight
function. Linear combinations of indicative functions
are shown to produce valid weight functions. A ta-
ble of indicative functions is presented with the corre-
sponding integral weight functions worked out. The
table reveals many disparate regressions belonging to
the same general weight function class and having the
same indicative function.
In this way, all symmetric least-squares regres-
sions are categorized by a generating function, a
weight function, and an indicative function. All
weighted ordinary least-squares regressions, of which
symmetric regressions are a part, are categorized by
grouping them into classes with the same general in-
dicative function and the same general weight func-
tion.
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