Abstract. This paper presents the blast responses of ultrahigh-performance concrete (UHPC) structural members obtained using finite element (FE) modelling. The FE model was developed using LS-DYNA with an explicit solver. In the FE simulation, the concrete damage model, which is a plasticity-based constitutive material model, was employed for the concrete material. The simulation results were verified against previous experimental results available in the literature and were shown to be in good agreement with the experimental results. In addition, the developed FE model was implemented in a parametric study by varying the blast weight charges. The numerical results for UHPC members were compared with those for conventional reinforced concrete (RC) members. The numerical responses, such as the maximum deflections, deflected shapes, and damage patterns, of the UHPC members subjected to blast loading were significantly better performance than those of the RC members as a result of the high strength and ductile capacity of UHPC.
Introduction
The behaviour of nonlinear structural members, such as reinforced concrete (RC) members, during explosions is a complex issue because of the short duration and high amplitude of such blasts (CEB-FIP Model Code, 1990; Ngo, Mendis, & Krauthammer, 2007) . In addition, although accidental or intentional explosions rarely occur, blast damage to RC structures can produce disastrous consequences. Short-duration blast loads impart an extremely large amount of energy to the structures and can excite global or local responses. The excitement of the blast effect may cause the immediate failure of structural members or heighten the risk of the progressive collapse of whole structures. It is thus necessary to explore the use of new and innovative materials that can improve structural performance under blast loading.
With the advancement of concrete technology, ultrahigh-performance concrete (UHPC) has been developed with exceptional properties, such as high compressive strengths exceeding 150 MPa, strain hardening, ductility, and superior damage tolerance (Richard & Cheyrezy, 1995; Wille, Naaman, & Parra-Montesinos, 2011; Wu, Oehlers, Rebentrost, Leach, & Whittaker, 2009 ). The integration of UHPC into structural members is effective against blast loading because the high strength and ductility of UHPC can help mitigate deflection and damage. According to previous experimental studies (Yi, Kim, Han, Cho, & Lee, 2012; Li, Wu, Hao, Wang, & Su, 2016; Li, Wu, Hao, & Su, 2017; Mao, Barnett, Begg, Schleyer, & Wight, 2014; Mao et al., 2015) , the inclusion of UHPC structural members under blast loading significantly enhances the blast resistance capacity in comparison with that of conventional RC members made of normal-strength concrete (NSC).
However, studies on the blast response of UHPC members using the finite element (FE) method, which is one of the most effective tools for structural performance analysis, have been very limited (Mao et al., 2014; Li, Wu, Hao, & Su, 2015) . The FE models developed by Mao et al. (2014) and Li et al. (2015) could reasonably predict the maximum deflection and damage pattern of UHPC panels under blast loading, but the evolution of the deflected shapes of the members was not reported. In addition, investigation on the effectiveness of UHPC members in comparison with that of conventional RC members using FE modelling has not yet been clearly reported. This means much work on relevant FE methods remains to be carried out to address the issue of blast loading.
The main objective of the present study was to investigate the blast-resistant response of UHPC members using FE modelling. Blast simulations were conducted for both UHPC and RC members. The simulation results were verified against previous experimental results available in the literature. In addition, a numerical assessment with various blast weights was carried out to evaluate the effectiveness of UHPC members in comparison with that of conventional RC members. Comparisons of simulation results included the maximum deflections, deflected shapes, and damage patterns of the two types of members.
Finite element modelling

Modelling and conditions
In this study, the behaviour of UHPC members was numerically investigated. The general-purpose FE software package LS-DYNA (Hallquist, 2016) was used for the numerical simulation. Both NSC and UHPC were modelled using eight-node constant-stress solid elements. For longitudinal rebar, a two-node beam element was used. The adopted mesh sizes of the FE model were based on a convergence investigation. A perfect bond between longitudinal rebar and concrete was assumed; to this end, the longitudinal rebar was embedded in the concrete (NSC and UHPC). Yin, Shirai, and Teo (2019a) have analytically investigated on the effect of mesh size by varying sizes of an eight-node cubic element model. In the present study, a preliminary analysis on mesh convergence was carried out using the same method as conducted by Yin et al. (2019a) . Although details of the analysis were omitted here, similar to findings by Yin et al. (2019a) , the mesh sizes of 5 through 20 mm could be used in the present paper.
The loading and support boundaries were modelled to represent the actual conditions of specimens used for verification (Section 3.1). Two loading types, static and blast loads were considered in this study. For the static simulations, both implicit and explicit analyses in LS-DYNA were adopted, and displacement-controlled loading was used.
For the blast response simulations, only the explicit method was used. The details of the loading conditions are given in Section 2. According to the results of the blast experiments reported by Yi et al. (2012) , both displacement and acceleration response of time history waveforms gradually decreased as time proceeded. To consider such behaviour in the blast simulation, a global damping system in LS-DYNA was adopted in the present study. Through several trials, it was found that the most appropriate damping ratio was 5%, and this ratio was applied to all blast simulations in this study.
Material model for concrete
Several material models in LS-DYNA, such as Mat Johnson Holmquist Concrete (Mat-111), Mat Pseudo Tensor (Mat-16), Mat CSCM Concrete (Mat-159), and Mat Concrete Damage (Mat-72r3), can be used to configure the behaviour of concrete. In the present study, the concrete damage model (Mat-72r3), a plasticity-based constitutive model (Malvar, Crawford, Wesevich, & Simons, 1997) , was employed for both the NSC and UHPC because it has been demonstrated to show high reliability (Li & Zhang, 2011; Li & Hao, 2014) .
The major advantage of the concrete damage model Mat-72r3 is that only a single parameter, the unconfined compressive concrete strength ′ c f , is required as an input. The remaining parameters are automatically generated using a built-in algorithm and can also be modified by the user.
The concrete damage model is defined by three independent strength surfaces: an initial yield surface, a maximum failure surface, and a residual surface. The function of each of these strength surfaces can be expressed as (Magallanes, Wu, Malvar, & Crawford, 2010 ):
where p is the pressure; F i is the ith failure surface; and a 0i , a 1i , and a 2i are parameters defining the three-parameter failure surfaces. The surface interpolation is accomplished by internally scaling the softening and hardening of the variable η, which is determined from the damage function λ as:
where ε p is the effective plastic strain; b 1 and b 2 are the damage parameters for configuring the concrete hardening and softening behaviour, respectively; and f t is the quasi-static concrete tensile strength. The value of η varies from 0 to 1 depending on the accumulated effective plastic strain parameter λ. The full details of the parameters can be found in the original study (Malvar et al., 1997) .
Equation of state
An equation of state (EOS) with tabulated compaction was employed in the concrete damage model Mat-72r3. The tabulated compaction model is multi-linear in internal energy. The pressure p in the loading phase is given as a function of volumetric strain ε v , as (Hallquist, 2016) 
where ε v is the logarithmic volumetric strain, C and T are coefficients that are functions of ε v , γ is the specific heat ratio, and E is the internal energy.
When it is necessary, modification of this EOS in the simulation was adopted for the stiffness correction of UHPC members (Yin et al., 2019a) . The parameters b 1 and b 2 in Eqn (2) are used in the concrete damage model to configure the concrete hardening and softening behaviour. The values of b 1 and b 2 might be modified to reflect the actual behaviour of UHPC after the modification of EOS. According to Yin et al. (2019a Yin et al. ( , 2019b , changes in the compressive parameter b 1 did not significantly affect the behaviour of UHPC, whereas changes in the tensile softening parameter b 2 demonstrated a clear effect. In the present study, the material model for UHPC was calibrated by changing the parameter b 2 based on the same approach as performed by Yin et al. (2019a) .
Strain rate effect
As is commonly known, concrete is a strain-rate-dependent material. The strength characteristic of concrete under blast loading (strain rate of 10 -1 to 10 3 s -1 ) is significantly higher than that under a quasi-static event (strain rate of 10 -6 to 10 -4 s -1 ). The dynamic increase factor (DIF), which is defined as the ratio of the dynamic strength to the static strength, has been used to consider the effect of strain rate in the material.
For NSC, the DIFs under compression and tension can be obtained using existing empirical models (CEB-FIP Model Code, 1990) . For UHPC, investigation on the strain rate effect has been very limited. Ngo et al. (2007) proposed a method of determining the DIF for UHPC based on a compressive strength of 160 MPa; at given strain rate of 300 s -1 , they obtained a DIF of 1.5. Teng, Chu, Chang, Shen, and Cheng (2008) used a constant DIF of 1.5 in their numerical simulation on the impact response of fibre-reinforced concrete members; however, a constant DIF may lead to high overestimates of the response. In addition, the DIF was not considered in the numerical models of Z. Wang, Wu, and J. Wang (2010) in their simulation of the penetration of fibre-reinforced concrete members or those of Li et al. (2015) in their blast response analysis of UHPC members; however, their numerical results showed good performance.
Recently, some studies on DIFs for the UHPC material have been conducted (Thomas & Sorensen, 2017) . Millard, Molyneaux, Barnett, and Gao (2010) used drop-hammer techniques to investigate the DIF under both flexural and shear high-speed loading of blast-resistant UHPC. It was found that the strain rate enhancement of flexural strength for UHPC is reduced as the fibre percentage increases from 0% to 6%, and in the case of shear loading, there is no significant DIF observed. Pyo, El-Tawil, and Naaman (2016) conducted tests for direct tensile behaviour of UHPC at strain rates from 90 to 146 s -1 . They evaluated the DIF in terms of first cracking strength, post-cracking strength, energy absorption capacity, and strain capacity. Under increasing strain rates, UHPC showed exceptional rate sensitivities in energy absorption capacity. However, full details of DIFs that can be used for FE modelling on the dynamic behaviour of UHPC have not been yet confirmed (Othman, Marzouk, & Sherif, 2019) . In the present study, as in the work done by Wang et al. (2010) and Li et al. (2015) , the strain rate effect was not considered for the FE simulation of the concrete materials (NSC and UHPC).
Material model for longitudinal rebar
For the longitudinal reinforcement, the LS-DYNA material model Mat-03, which is an elastic-plastic model with kinematic and isotropic hardening, was used in the present study. The reliability of this model has been demonstrated in previous works (Lin, Zhang, & Hazell, 2014; W. Chen, Hao, & S. Chen, 2015) .
As with the concrete material, the strain rate effect was not considered in the simulation of the longitudinal rebar.
Loading conditions
Static loading
In the static simulation with the implicit solver, a static loading rate of 2×10 −5 m/s was used. The implicit method is commonly used to solve iterative equations and can be effectively applied to static problems because it is unconditionally stable for large time increments. However, the numerical solution of this method is often inaccurate when the convergence of the equilibrium iterations is difficult to achieve.
In addition, the explicit method, which directly solves the problem without iterations, was also adopted to assess the static behaviour. However, the explicit method is conditionally stable and requires very small time increments to guarantee accuracy. The explicit solution for the static problems thus inevitably leads to a large number of time steps. The simulation time can be reduced by either reducing the total number of time steps or increasing the time increment, and the results can be considered acceptable when the kinetic energy is negligible in comparison with the internal energy of the model. In the present investigation with the explicit solver, an increased loading rate of 2×10 −3 m/s was adopted to reduce the total number of time steps.
Static loading was applied directly to the node sets of the FE model of the specimens. Displacement-controlled loading was used for both the implicit and explicit methods.
Blast loading
Overview
High explosives create shock waves and can burst, shatter, penetrate, lift or heave materials. When a high explosive detonates in air, it produces an air blast (Mays & Smith, 1995) . The high pressure causes a violent expansion of the gaseous products of the explosive reaction, and the surrounding air is forced out of the volume it occupies. This layer of air contains most of the explosive energy and is known as the blast wave. Because a disequilibrium is set up between the highly compressed air in the blast wave and the undisturbed air in front of it, the blast wave travels outwards from the centre of the explosion. At this point, the total energy in the system is constant because the explosive has now fully detonated. The pressure at the blast wave front decreases as the wave front travels further from the explosion. The momentum of the gas causes it to overexpand and results in the pressure at the tail of the blast wave falling below the air pressure of the atmosphere. The resulting removal of the air from the atmosphere creates a negative pressure phase, causing the flow to reverse back towards the explosion centre. Eventually equilibrium is restored to the ambient air. Figure 1 shows a typical pressure profile of a blast wave over time for an explosion occurring in free air. The peak pressure of the negative phase is typically small in comparison with that of the positive phase.
The pressure time history of a blast wave can be described as an exponential function, i.e. the Friedlander equation, which is given as
where t is the wave duration, t a is the arrival time, t o is the duration of the positive phase, p so is the peak overpressure, and α is a waveform parameter. The peak overpressure produced by the spherical blast wave is given as a function of the scaled distance Z = R/W 
where W [kg] is the charge weight of TNT and Z is the scaled distance.
Blast load modelling
In the present study, the blast loading was modelled using a load-blast-enhanced function. In LS-DYNA, this function is based on the empirical model described in the TM5-855 US army handbook (CONWEP) (US Department of the Army, 1990). The load-blast-enhanced function is commonly used by many researchers and has been shown to yield high reliability (Mao et al., 2014; Li & Hao, 2014; Lin et al., 2014; Chen et al., 2015) . The major advantage of the blast-enhanced function is that it can avoid the detailed modelling of the explosive charge and shock wave in air. The function requires only the equivalent mass of TNT, the location of the detonation charge, and the type of blast. The blast type used in the present simulation was the spherical free-air burst.
Blast pressure response
The incident pressures obtained using blast load modelling as described above were compared with those measured at a distance of 5 m in the experiment performed by Yi et al. (2012) . As shown in Figure 2 , as with the numerical results conducted by Yi et al. (2012) , the present numerically obtained pressure agreed well with the first peak pressure of the experimental results. In addition, the reflected pressures, which are similar to the incident pressures, were computed using the Unified Facilities Criteria (UFC 3-340-02, 2008) and are depicted in Figure 2 for comparison.
Numerical simulations
Database description
In the present study, eight specimens were chosen from open documents (Li et al., 2015; Yi et al., 2012; Yin, Teo, & Shirai, 2017) . The geometries and material properties adopted in the simulations of the specimens are listed in Table 1 .
Two UHPC specimens were tested by Li et al. (2015) . One was tested under static loading, and the other was tested under blast loading. A four-point bending system was used for the static testing of the 100×100×400 mm UHPC specimen, named MF15, with no reinforcement rebar. A blast test was conducted on the 200×200×2500 mm UHPC specimen, named U1B1. Specimen U1B1 was reinforced with six longitudinal rebar of 16 mm in diameter (6∅16). A blast charge of 1 kg TNT was hung over the centre of the specimen at a height of 1500 mm. The full details of the experiment can be found in Li et al. (2015) .
Four specimens were reported by Yi et al. (2012) . Two of the specimens, named NSC1 and NSC2, were made of NSC, and the other two, named RPC1 and RPC2, were made of UHPC. Each specimen was reinforced with two layers of mesh reinforcements of 10 mm in diameter in both directions. The blast charge was installed at a height of 1500 mm above the centre of the specimens. Specimens NSC1 and NSC2 were respectively tested under blast charges of 15.88 kg TNT and 15.88 kg ammonium nitrate/ fuel oil (ANFO), which has a TNT equivalence of 0.82. For UHPC specimens, both RPC1 and RPC2 were tested under the same blast weight of 15.88 kg ANFO. The full details can be found in Yi et al. (2012) .
The last two specimens were tested under static loading by Yin et al. (2017) . One was made of NSC and the other was made of UHPC; these are named RE-0 and RE-100, respectively. The specimens had five high-tensile-strength steels of 12 mm in diameter (5DB12) installed along both the bottom and top as longitudinal reinforcement. Figure 3 shows the details of the cross sections of the specimens. Although these specimens were tested under static conditions in the experiments, they were numerically studied under blast loading. In the present paper, the static FE analysis was first validated against the experimental results, and then blast simulations based on the FE model used in the static simulation were investigated under different blast charges.
Simulation results
Specimens by Li et al. (2015)
The static specimen MF15 tested by Li et al. (2015) was modelled using a 10-mm mesh. The FE model described in Section 1 was implemented. The FE model was individually calibrated for the implicit and explicit solvers to (2017) yield good predictions. The concrete model parameters obtained from the calibration used in the FE model are listed in Table 2 . Figure 4 shows the static load-deflection curves obtained from the numerical simulation and the experiment. When equal parameters were used in the FE model for both the implicit and explicit methods, the numerical peak load from explicit method was significantly less than that from the implicit method, as shown in Figure 4 (a). The FE model in the explicit method was then recalibrated with a new set of concrete model parameters. With these newly calibrated parameters (Table 2) , the load-deflection curve obtained using the explicit method was in good agreement with the experimental curve, as shown in Figure 4(b) . Thus, these parameters for the explicit method were used in the blast simulation.
The full-scale blast specimen U1B1 tested by Li et al. (2015) was modelled using a 20-mm mesh. The material models described in Section 1 were implemented. The supports were modelled using solid rigid panels and constrained in all directions. The overall configuration of the model setup for the blast simulation of specimen U1B1 is shown in Figure 5 . As mentioned previously, the global damping system was used. The damping constant of the global damping system in LS-DYNA was determined such that damping ratio was 5%. Figure 6 (a) and (b) respectively shows the experimental results and numerical responses without the damping effect and with the damping ratio set to 5%. As shown in Figure 6 (a), the numerical simulation results were indicative of an undamped free vibration. When a damping ratio of 5% was applied in the FE model, the numerical response showed reasonable agreement with the experimental results, as shown in Figure 6 (b). However, for the maximum response at the first cycle deflection, there was not much difference between the case with damping (Figure 6(b) ) and without damping (Figure 6(a) ). 
Specimens by Yi et al. (2012)
The specimens tested by Yi et al. (2012) were modelled using a 20-mm mesh. The supports were modelled using solid rigid panels and constrained in all directions. The overall configuration of the FE model is shown in Figure 7 . The concrete damage model parameters used for the NSC and UHPC specimens are listed in Table 2 . Figure 8 (a) and (b) respectively shows the experimental results and numerical responses without the damping effect and with a damping ratio of 5% for specimen NSC1. As shown in Figure 8(a) , the numerical simulation results showed damped free vibration after the first cycle of deflection time history as a result of the nonlinear hysteresis behaviour of the reinforced NSC member. When a damping ratio of 5% was included in the FE model, the residual deflection obtained from the numerical simulation agreed well with the experimental results, as shown in Figure 8(b) . The maximum deflection obtained in the numerical simulation was higher than that measured in the experiment because the maximum deflection that occurred in the experiment exceeded the maximum range of the measurement device for specimen NSC1 under 15.88 kg TNT, as reported by Yi et al. (2012) . Figure 9 (a) and (b) shows the simulated and experimental results for specimen NSC2 subjected to a blast charge of 15.88 kg ANFO. As shown in Figure 9 (b), the numerical results obtained with a damping ratio of 5% showed good agreement with the experimental results. (b) respectively show the experimental results and numerical responses without the damping effect and with a damping ratio of 5% for the UHPC specimens tested by Yi et al. (2012) . As shown in Figure 10 , when a damping ratio of 5% was applied in the FE model, the maximum and residual deflections obtained from the numerical simulation agreed well with those of the experimental results.
Investigation of static and blast responses of specimens RE-0 and RE-100
Overview of FE model
Specimens RE-0 and RE-100 tested by Yin et al. (2017) were modelled using a 10-mm mesh. The FE model described in Section 1 and the loading conditions in Section 2 were implemented.
In addition to the static behaviour, the dynamic blast response was numerically investigated in the present study. An overview of the FE model for blast analysis is shown in Figure 11 . Supports were modelled using rigid plates and were fixed in all directions. The clear span of the modelled specimens was 1200 mm. The blast performance was assessed by comparing the response of the NSC specimen, RE-0, to that of the UHPC specimen, RE-100. A series of 10 different blast charge weights W ranging from 1 to 10 kg TNT in increments of 1 kg TNT at a constant distance R of 1.5 m from the centre of the specimens was applied to each specimen, as shown in Table 3 . In addition, the damping effect was also considered with an assumed damping ratio of 5%, as described in the preceding sections. Notes: R -distance from the blast charge detonation; W -TNT equivalent charge weight; Z -scaled distance, Z = R/(W) 1/3 ; (∆ max ) RE-0 -maximum deflection for specimen RE-0; (∆ max ) RE-100 -maximum deflection for specimen RE-100.
The model parameters used in the numerical simulation of the specimens are given in Table 2 . As shown in this table, it should be noted that equal model parameters were applied in both the implicit and explicit methods for RE-0 whereas for RE-100, different sets of concrete model parameters were adopted for the implicit and explicit methods based on the model calibration. The model parameters in Table 2 derived from the static calibration based on the explicit method were used in the blast simulation because the dynamic blast behaviour was assessed in the explicit domain. Figure 12 shows the load-deflection curves obtained from static simulations and the experiments. As shown in Figure 12 , the implicit and explicit load-deflection curves showed similar performance and agreed well with the experimental results for both specimens RE-0 and RE-100. It is worth noting that the strength capacity of specimens RE-0 and RE-100 was analytically predicted by Yin, Shirai, and Teo (2018) .
Simulation results
Load-deflection results under static loading
Comparison of blast responses
As with the specimens tested by Li et al. (2015) (Section 3.2.1), for the blast simulation, specimens RE-0 and RE-100 were modelled using the model parameters employed in the static FE analysis with the explicit method presented in Section 4.2.1. The simulated blast responses of RE-0 and RE-100 are compared in this section.
The simulated peak deflection at the mid-span of specimens RE-0 and RE-100 is shown in Figure 13 . A summary of simulated maximum deflections of blast responses for RE-0 and RE-100 is given in Table 3 . The results given in Table 3 demonstrate that the ratio of the maximum deflection of RE-100 to that of RE-0 was remarkably reduced from 0.55 to 0.16 when the blast weight was increased from 1 to 10 kg TNT. This reduction in the relative deflection is a result of the excellent properties of UHPC.
The simulated deflection time histories under blast weights of 1, 5, and 10 kg TNT are depicted in Figure 14 . As the blast weight increased, the deflection increased for both RE-0 and RE-100. Figure 15 shows the simulated blast responses of the NSC specimen RE-0 and UHPC specimen RE-100 Figure 12 . Load-deflection curves under static loading for specimens RE-0 and RE-100 Figure 13 . Simulated maximum deflection at the mid-span under different blast weights for specimens RE-0 and RE-100 Figure 14 . Simulated deflection time histories under blast weights of 1, 5, and 10 kg TNT for specimens RE-0 and RE-100 under three blast loading weights 1, 5, and 10 kg TNT. It was clearly seen that UHPC significantly enhances blast resistance by reducing the deflection at the midspan of specimen RE-100 compared to those of the specimen RE-0. In addition, as blast charge increased, the difference of response deflection of RE-0 and RE-100 increased. Figure 16 illustrates the evolution of the shape of the deflection of the clear span of both specimens RE-0 and RE-100 under blast weights of 1 to 10 kg TNT. As shown in this figure, specimen RE-0 experienced roughly flat deflection in the mid-span zone when it was subjected to blast charges from 5 to 7 kg TNT as shown in Figure 16 (a). This could have been caused by the brittleness and large nonlinearity of NSC, permitting ultimately flat deflection under the large blast charges. Unlike RE-0, specimen RE-100 in the entire range of 1 to 10 kg TNT showed a smooth deflected shape with a clear peak at the mid-span, as shown in Figure 16 (b). This could have been caused by the high strength of the UHPC. These configurations also prove that UHPC effectively enhances the blast effect in comparison with NSC.
Figures 17(a) and 17(b) illustrate the configuration of the effective plastic strain from the numerical simulation of specimens RE-0 and RE-100, respectively. The damage crack pattern of the UHPC specimen, RE-100, was improved relative to that of the NSC specimen, RE-0, as a result of the high-performance characteristics of the UHPC, including its high compressibility, tensile strength, and ductility.
Conclusions
The blast response of UHPC members was assessed using FE analysis in this study. The simulated results were veri- 
