We consider the efficient estimation of a low-dimensional parameter in the presence of very high-dimensional nuisances that may depend on the parameter of interest. An important example is the quantile treatment effect (QTE) in causal inference, where the efficient estimation equation involves as a nuisance the conditional cumulative distribution evaluated at the quantile to be estimated. Debiased machine learning (DML) is a data-splitting approach to address the need to estimate nuisances using flexible machine learning methods that may not satisfy strong metric entropy conditions, but applying it to problems with estimand-dependent nuisances would require estimating too many nuisances to be practical. For the QTE estimation, DML requires we learn the whole conditional cumulative distribution function, which may be challenging in practice and stands in contrast to only needing to estimate just two regression functions as in the efficient estimation of average treatment effects. Instead, we propose localized debiased machine learning (LDML), a new three-way data-splitting approach that avoids this burdensome step and needs only estimate the nuisances at a single initial bad guess for the parameters. In particular, under a Fréchet-derivative orthogonality condition, we show the oracle estimation equation is asymptotically equivalent to one where the nuisance is evaluated at the true parameter value and we provide a strategy to target this alternative formulation: construct an initial bad guess for the estimand using one third of the data, estimate the nuisances at this value using flexible machine learning methods using another third of the data, plug in these estimates and solve the estimation equation on the last third of data, repeat with the thirds permuted, and average the solutions. In the case of QTE estimation, this involves only learning two binary regression models, for which many standard, time-tested machine learning methods exist. We prove that under certain lax rate conditions, our estimator has the same favorable asymptotic behavior as the infeasible oracle estimator that solves the estimating equation with the true nuisance functions. Thus, our proposed approach uniquely enables practically-feasible efficient estimation of important quantities in causal inference and other missing data settings such as QTEs.
Introduction
In this paper, we consider estimating the parameters θ * = (θ * 1 , θ * 2 ) ∈ Θ defined by the following estimation equation from observations of N independent and identically distributed (iid) draws of a random variable Z ∼ P: Pψ(Z; θ * , η * 1 (Z, θ * 1 ), η * 2 (Z)) = 0,
where η * 1 (Z, θ 1 ) and η * 2 (Z) are two unknown nuisance functions. In particular, we propose a localized debiased machine learning (LDML) approach that performs similarly to an oracle estimator with known nuisances while -and in a departure from previous work -crucially avoiding needing to estimate η * 1 (Z; θ 1 ) for all θ 1 and instead only estimating it for one θ 1 , thereby enabling practical and efficient estimation using time-tested machine learning methods for fitting regression (i.e., conditional expectation) functions.
Notation. We let P (Z ∈ A) and E [Z | Z ∈ A] for measurable sets A denote probabilities and expectations with respect to P. Our data are N samples {Z i } N i=1 drawn iid from P. We let Pf (Z) = f dP for measurable functions f denote expectations with respect to Z alone, while we let Ef (Z; Z 1 , . . . , Z n ) denote expectations with respect to Z and the data. Thus, ifφ depends on the data, Pf (Z;φ) remains a function of the data while Ef (Z;φ) is a number. We let P N denote the empirical expectation: P N f (Z) = 1 N N i=1 f (Z i ) for any measurable function f . Moreover, for vector-valued function f (Z) = (f 1 (Z), . . . , f d (Z)), Pf 2 (Z) := (Pf 2 1 (Z), . . . , Pf 2 d (Z)). For any θ * ∈ R d , we denote the open ball centered at θ * with radius δ as B(θ * ; δ).
Motivating example: quantile treatment effect
A primary motivation of considering the setting of Eq. (1) is the estimation of quantile treatment effects. In this case, we consider a population of units, each associated with some baseline covariates X ∈ X , two potential outcomes Y (0), Y (1) ∈ R, and a treatment indicator T ∈ {0, 1}. We are interested in the γ-quantile of Y (1): the θ * 1 such that P (Y (1) ≤ θ * 1 ) = γ (assuming existence and uniqueness), where γ ∈ (0, 1). And, similarly we are interested in the quantile of Y (0) and in the difference of the quantiles, known as the quantile treatment effect, but these estimation questions are analogous so for brevity we focus on θ * 1 . As compared to the average outcome and the average treatment effect, the quantile of outcomes and the quantile treatment effect provide a more robust assessment of the effects of treatment that accounts for the risk to the population to be treated.
We do not observe the potential outcomes but instead only the realized factual outcome corresponding to the assigned treatment, Y = Y (T ). Therefore, our data consists of Z = (X, T, Y ). Ignorability with respect to X assumes that Y (t) ⊥ ⊥ T | X for t = 0, 1 (i.e., no unobserved confounders) and ensures that θ * 1 is identifiable from observations of Z. Specifically, a straightforward identification is given by the so-called inverse propensity weighting (IPW) equation:
where ψ IPW (Z; θ 1 , η 2 (Z)) = η 2 (Z)I [Y ≤ θ 1 ] − γ, η * 2 (Z) = I [T = 1] (P (T = 1 | X)) −1 .
In particular, estimating η * 2 by someη 2 and lettingθ IPW 1 solve 1 N N i=1 ψ IPW (Z i ; θ 1 ,η 2 (Z i )) = 0, we obtain the standard IPW estimator with estimated propensities. In particular, estimating η * 2 amounts to learning a conditional probability from binary classification data, for which many standard machine learning methods exist. When η * 2 is satisfies very strong smoothness assumptions and estimated by a certain polynomial sieve estimator, the IPW estimator may be √ N -consistent and efficient [Firpo, 2007] . However, generally, the issue with the IPW estimator is that its convergence rate can be slowed down by that ofη 2 and its error may heavily depend on the particular method used to learnη 2 , prohibiting the use of general machine learning methods.
Instead, one can alternatively obtain the following estimating equation from the efficient influence function for θ * 1 :
Pψ(Z; θ * 1 , η * 1 (Z; θ * 1 ), η * 2 (Z)) = 0, where ψ(Z; θ 1 , η 1 (Z; θ 1 ), η 2 (Z)) = η 2 (Z) (I [Y ≤ θ 1 ] − η 1 (Z; θ 1 )) + η 1 (Z; θ 1 ) − γ, η * 1 (Z; θ 1 ) = P (Y ≤ θ 1 | X, T = 1) .
An important feature of the above is that it satisfies a property known as Neyman orthogonality, i.e., for any functions η 1 (Z; θ ′ 1 ), η 2 (Z) (within a relevant nuisance realization set) we have that
This means that the estimating equation is robust to small perturbations in the nuisances so that errors therein contribute only to higher-order error terms in the final estimate of θ * 1 . In particular, Chernozhukov et al. [2018] recently proposed to leverage Neyman orthogonality to enable the use of plug-in machine learning estimates of the nuisances. Their proposal, debiased machine learning (DML), is as follows: split the data randomly into two even folds, D 0 , D 1 ; construct estimatesη
using data in D k alone; letθ (k) be the solution of the equation 1) . Then, as long as the estimatesη k 1 ,η k 2 converge to η * 1 , η * 2 faster than o(N −1/4 ), our estimateθ will have similar error to the oracle estimate that solves 1
, solving the empirical estimating equation using the true nuisance functions, which is often an asymptotically normal and efficient estimate, as in the case above. Since, apart from the mild rate requirement onη (k) 1 ,η (k) 2 , we assume no metric entropy conditions, this allows one to successfully use machine learning methods to learn nuisances and achieve asymptotically normal and efficient estimation.
A key issue with this approach for estimating quantile treatment effects, however, is that it requires the estimation of a very complex nuisance function: η * 1 (Z; θ 1 ) is the whole conditional cumulative distribution function of a real-valued outcome. While certainly nonparametric methods for estimating conditional distributions exist such as kernel estimators, this learning problem is much harder to do in a flexible, blackbox, machine-learning manner, compared to estimating a single regression function. Moreover, in practical terms, using such estimates in solving the estimating equation will inevitably be rather unstable. In contrast, when estimating the average treatment effect, it suffices to consider the nuisance function given by the regression of outcome on covariates, E [Y | X, T = 1], where a long list of practice-proven machine learning methods can be directly and successfully applied in practice. The key difference is that this nuisance function does not depend on the estimand and can therefore be estimated in an independent manner whereas the nuisance function in quantile treatment effect estimation does depend on the estimand. This issue makes DML, despite its theoretical benefits, untenable in practice for the important task of quantile treatment effect estimation.
The primary goal of this paper can be understood as extending DML to effectively tackle the case where nuisances depend on the estimand by alleviating this dependence. In particular, this will enable efficient estimation of important quantities such as quantile treatment effects in the presence of high-dimensional nuisances by using and debiasing time-tested machine learning regression methods.
The basic idea, which we will generalize and analyze thoroughly in the following, is as follows. While perhaps inefficient,θ IPW 1 relies only on estimating the regression of a binary indicator. This is amenable to machine learning approaches but may have a slow convergence rate in general. Despite this slow rate, however, this bad initial guess can sufficiently localize our nuisance estimation and it may suffice to only estimate η * 1 (Z;θ IPW 1 ), i.e., the nuisance evaluated at just a single point of θ 1 . In particular, we propose a particular three-way data splitting procedure that debiases such plug-in nuisance estimates in order to obtain an estimate for θ * 1 with near-oracle performance.
A more general example: conditional value at risk and other estimating equations
There are many other examples that fit into the framework we consider. One extension of the quantile of outcomes is the conditional value at risk (CVaR) of outcomes:
where F 1 is the cumulative distribution function of Y (1) (again, assuming uniqueness of the γquantile). (Again, we may consider the CVaR of Y (0) and the differences of CVaRs as well.) A Neyman-orthogonal estimating equation for the estimand (θ * 1 , θ * 2 ), where θ * 1 is the γ-quantile as above, is given by
Even more generally, we can consider parameters (θ * 1 , θ * 2 ) defined as the solution to the following estimating equation on the (unavailable) complete data:
for some given U and V . This includes all of the above examples. A Neyman-orthogonal estimating equation (using the available data Z) for the estimand (θ * 1 , θ * 2 ) is given by
where η * 1 (Z;
In all of the above, the nuisance η * 1 (Z; θ 1 ) depends on the estimand and learning η * 1 (Z; θ 1 ) for all θ 1 is a practically difficult problem that may consist of learning a whole continuum of conditional expectation functions rather than just a single one. Firpo [2007] first considered efficient estimation of quantile treatment effect and proposed an IPW estimator based on propensity scores estimated by a logistic sieve estimator. Under strong smoothness conditions, this IPW estimator is √ N -consistent and achieves the semiparametric efficiency bound, which is reminiscent of analogous results for the IPW estimator for average treatment effect with nonparametrically estimated propensities [Hirano et al., 2003] . Although this purely weighted approach bypasses estimation of nuisances that depend on the estimand, its success appears specialized to the sieve estimator. Díaz [2017] proposed a Targeted Minimum Loss Estimator (TMLE) for efficient quantile estimation under incomplete data. Built on the efficient influence function with nuisance that depends on the quantile itself, this estimator requires estimating a whole conditional cumulative distribution function, which may be very challenging in practice using flexible machine learning methods. In contrast, our proposed estimator can leverage a wide variety of flexible machine learning methods for nuisance estimation, and requires estimating conditional cumulative distribution function only at a single point, which amounts to a binary regression problem.
Related literature
CVaR is a risk measure widely used in risk management and optimization [Rockafellar and Uryasev, 2002, Acerbi and Tasche, 2002] . In this paper, we formulate the efficient estimation equation for CVaR under incomplete data based on joint estimation equation of quantile and CVaR.
Besides quantile and CVaR, many efficient estimation problems involve nuisances that depends on the estimand [e.g., Robins et al., 1994a , Tsiatis, 2006 , Chen et al., 2005 . Previous approaches estimate the whole continum of the estimand-dependent nuisances either by positing simple parametric model for conditional distributions [Tsiatis, 2006, Chap 10] or use sieve estimators [Chen et al., 2005] . In contrast, our proposed method obviates the need to estimate infinitely many nuisances by fitting nuisances only at a preliminary estimate of the parameter of interest. Robins et al. [1994b] briefly touched on this idea when using parametric models for nuisance estimation. Our paper rigorously develops this approach in the debiased machine learning framework [Chernozhukov et al., 2018] , which enables flexible machine learning methods for estimating nuisances that depend on the estimand.
Method
Ideally, if the nuisances η * 1 and η * 2 were both known, then Eq. (1) suggests that θ * could be estimated by solving the following estimation equation:
Under standard regularity conditions for Z-estimation [van der Vaart, 1998 ], the resulting (infeasible) oracle estimatorθ that solves Eq. (7) is asymptotically linear (and hence √ N -consistent and asymptotically normal):
where J * is the following Jacobian matrix
Furthermore, if the estimating function ψ(Z; θ, η * 1 (Z, θ 1 ), η * 2 (Z)) is the semiparametrically efficient influence function, thenθ also achieves the efficiency lower bound, that is, has minimal asymptotic variance among regular estimators [van der Vaart, 1998 ].
Since η * 1 and η * 2 are unknown, the oracle estimatorθ is of course infeasible. Instead, we must estimate the nuisance functions. A direct application of DML would require we learn the whole functions η * 1 and η * 2 . That is, we would need to estimate infinitely many nuisance functions, H 1 = {η * 1 (·, θ 1 ) : θ ∈ Θ}. To avoid the daunting task of estimating infinitely many nuisances, we will instead attempt to target the following alternative oracle estimation equation
provided that its associated Jacobian matrix coincides with J * , which ensures the two (infeasible) oracle estimation equations (7) and (9) are equivalent up to first orders. Assumption 1.
Although Eq. (9) appears very similar to Eq. (7), it only involves η * 1 (Z, θ 1 ) at the single value θ 1 = θ * 1 , as opposed to infinitely many values. In other words, among the whole family of nuisance {η * 1 (·, θ 1 )}, only η * 1 (Z, θ * 1 ) is relevant for estimating θ. This formulation considerably reduces the need of nuisance estimation: now we only need to estimate η * 1 (Z, θ * 1 ) and η * 2 (Z). In the following proposition, we show that the critical Assumption 1 enabling this handy formulation can be guaranteed by an orthogonality condition in terms of Fréchet derivatives.
. Namely, assume that there exists a bounded linear operator D η * 1 , such that for any
Assume further that for any (θ, η ′ 1 (·, θ ′ 1 )) ∈ N , there exists C > 0 such that
Then Assumption 1 is satisfied.
Here the condition in Eq. (11) is an orthogonality condition using the Fréchet derivative, which is stronger than the Gâteaux differentiability required in Neyman orthogonality (see Eq. (3)). Nevertheless, this condition is satisfied in many applications. For example, for our most general example of solving an estimation equation under incomplete data given in Eq. (6), we have that
, which does not depend on η 1 at all. Thus, its Fréchet derivative with respect to η 1 trivially exists, and is always 0, and therefore our Assumption 1 will be satisfied. This means solving Eq. (7) or Eq. (9) will have the same asymptotic behavior.
Motivated by the new (infeasible) estimation equation, Eq. (9), we propose to estimate θ * by the following new (feasible) three-way sample splitting method, which we term localized debiased machine learning (LDML):
1. Randomly split the whole dataset {Z i } N i=1 into three even folds D 0 , D 1 , D 2 . 2. For j = 0, 1, 2:
In fact, we can allow for ε N = o(N −1/2 ) approximation error, which is useful if the estimation equation cannot be solved exactly. Namely we letθ (j) be any satisfying
Let the final estimator beθ
Compared to the standard debiased machine learning [Chernozhukov et al., 2018] , our estimator uses one subsample to construct an initial estimateθ 1,init , and then uses another separate subsample to construct estimatorη 1 only atθ 1,init . In the example of quantile estimation, we may use a sample-splitting IPW estimator as the initial estimator: we further randomly split D j 0 into two folds D j 0 ,0 , D j 0 ,1 , constructη (0) 2 using data in D j 0 ,0 alone, and finally letθ 1,init solve
2 (Z)) = 0. We may refine this estimate by permuting the folds and averaging (i.e., cross-fold estimation) and even increasing the number of folds, which may provide practical benefits but does not affect the final asymptotics of our estimator,θ. In the general setting of estimators defined by a general estimation equation under incomplete data using the orthogonal estimation equation Eq. (6), as presented in Section 1.2, we can also use as the initial estimator an analogous IPW estimator, which solves the IPW reweighted empirical version of Eq. (5). In the next section, we will give sufficient conditions that guaranteeη 1 (Z,θ 1,init ) estimates η * 1 (Z, θ * 1 ) well. Moreover, we will show the asymptotic distribution ofθ is similar to that of the infeasible oracle estimatorθ.
Note that it is asymptotically equivalent to let our final estimatorθ be the solution of the average of the equations in Eq. (12). Additionally, we can use all six permutations of the folds rather than only the three cyclings, average the results from more random splits, and even increase the number of folds so that each nuisance estimate uses more data. All of these modifications may provide practical benefits but they do not affect the asymptotics. For brevity we focus our theoretical development on the average of the solutions over three cycling of three folds as in Eq. (14).
Theoretical Analysis
In this section, we provide the sufficient conditions that guarantee the proposed estimatorθ in Eq. (14) is consistent and asymptotically normal. In particularly, although the proposed estimator relies on plug-in nuisance estimators, it is asymptotically equivalent to the infeasible estimator Eq. (9) that uses the true nuisances, that is, it satisfies Eq. (8). While some of our conditions are analogous to those in Chernozhukov et al. [2018] , some are not and our proof takes a different approach that enables weaker conditions for convergence rates of the nuisance estimators.
Our first set of assumptions ensure that θ * is reasonably identified by the given estimating equation. Finally, we also assume that our estimating equation satisfies the Neyman orthogonality condition with respect a nuisance realization set T N that contains the nuisance estimatesη 1 (·,θ 1,init ) and η 2 (·) with high probability. Note the set T N consists of pairs of functions of the data Z and not of θ 1 . Therefore, we denote members of the set as (η 1 (·, θ ′ 1 ), η 2 (·)) ∈ T N , where η 1 (·, θ ′ 1 ) is simply understood a symbol representing of some fixed function of Z alone.
Assumption 2. Assume the following conditions hold.
. . , d, θ ∈ Θ} is suitably measurable and its uniform covering entropy satisfies the following condition: for positive constants a, v, c 1 and q > 2, (3) holds for all (η 1 (·, θ ′ 1 ), η 2 (·)) ∈ T N . Assumption 2 conditions i-v constitute standard identification and regularity conditions for Zestimation. Assumption 2 condition vi requires that ψ is a well-estimable function of θ for any fixed set of nuisances. Importantly, this condition is not imposing metric entropy conditions on our nuisance estimators. The assumption is very mild as Θ is finite-dimensional. Assumption 2 condition vii requires the same Neyman orthogonality as in Chernozhukov et al. [2018] .
Finally, our second set of assumptions involve conditions on our nuisance estimators.
Assumption 3. Assume the following conditions hold.
i. The nuisance estimatesη 1 (·,θ 1,init ),η 2 (·) belong to the realization set T N with high probability 1 − o(1).
ii. For some sequence of constants δ N , τ N → 0, the following conditions on the statistical rates r N ,
iii. The estimation equation solution approximation error in Eq. (13) satisfies ε N ≤ δ N N −1/2 .
Here our condition on λ ′ N differs from the counterpart condition in Chernozhukov et al. [2018] , which also leads to a different proof strategy. Our condition and proof generally requires weaker conditions for convergence rates of nuisance estimators. See the discussion following Theorem 2 and Appendix B for more details.
Our key result in this paper is the following theorem, which shows that the asymptotic distribution of our estimator is similar to the (infeasible) oracle estimator solving estimation equation Eq. (7) with known nuisances.
Theorem 1. If Assumptions 1 to 3 hold with N −1/2+1/q log N ≤ δ N and N −1/2 log N ≤ τ N ≤ δ N , then the proposed estimatorθ in Eq. (14) satisfies that
Application to estimation equations for incomplete data
In this section, we study the asymptotic distribution of our estimatorθ applied to the general case of an estimation equation with incomplete data, as presented in Section 1.2, where we use the Neymanorthogonal estimation equation Eq. (6). Recall, this case subsumes the estimation of quantile treatment effects, quantile of potential outcomes, CVaR treatment effect, and CVaR of potential outcomes. For t ∈ {0, 1} and x ∈ X , we denote π * (t | x) = P(T = t | X = x) and µ * j (x, t; θ) = E [U j (Y ; θ) | X = x, T = t] for j = 1, . . . , d and µ * (x, t; θ) = [µ * 1 (x, t; θ), . . . , µ * d (x, t; θ)] ⊤ . We first assume the ignorability condition and overlap condition common for causal inference in Assumption 4, and specify the convergence rates of nuisance estimators in Assumption 5.
Assumption 4. Assume that Y (t) ⊥ T | X, and π(t | X) ≥ ε π almost surely for t = 1 and a constant ε π ∈ (0, 1).
Assumption 5. Assume that the nuisance estimators converge to the truth at the following rates: for t = 1, P μ X, t;θ 1,init ) − µ * X, t;θ 1,init )
Moreover,π(t | X) ≥ ε π almost surely for t = 1.
The following theorem establishes that the asymptotic distribution of our proposed estimator is similar to the (infeasible) one that solves the semiparametric efficient estimation equation Eq. (6) with known nuisances.
Theorem 2. Assume Assumptions 4 and 5, and the following conditions hold:
i. Conditions i-iii and condition vi in Assumption 2 for the estimation equation in Eq. (6), condition iii in Assumption 3.
ii
is differentiable for any θ in a compact set Θ, and its derivative is continuous at θ * . Moreover,
iii. For any θ ∈ B(θ * ; ρ π,N δ N ) ∩ Θ, r ∈ (0, 1), and t = 1, there exist functions h 1 (x, t, θ 1 ) and h 2 (x, t, θ 1 ) such that almost surely
iv. There exists a positive constant C such that for j = 1, . . . , d and t = 1:
where ψ(Z; θ * , η * 1 (Z; θ), η * 2 (Z)) is given in Eq. (6). Analogous conclusion for estimation equation involving Y (0) holds when all assumptions above hold for t = 0.
In Theorem 2, condition ii guarantees the identification condition iv and v. Condition iii enables exchange of integration and interval, which together with conditions iv and v imply the rate condition ii in Assumption 3. We note that if we directly follow the proof of Theorem 3.3 in Chernozhukov et al. [2018] , we need to additionally assume that ρ π,N = o(N −1/4 ) to reach the same conclusion (see Appendix B) . In contrast, our proof technique circumvents the extra condition ρ π,N = o(N −1/4 ). 1 Moreover, the remainder o p (1) in Eq. (15) only depends on the constant C, covariate dimension d and the pre-specified sequence δ N without any reliance on instance-specific constants, so the asymptotic representation Eq. (15) holds uniformly over all population distributions that agree with our assumptions.
Quantile and CVaR. Now we consider estimating quantile and CVaR based on the semiparametrically efficient estimation equation Eq. (4). We use F t (· | x, t) and F t (·) to denote the conditional cumulative distribution function of Y (t) given X = x, and unconditional cumulative distribution function respectively: for any y, F t (y | x) = P(Y (t) ≤ y | X = x) and F t (y) = P(Y (t) ≤ y).
The following proposition gives the asymptotic distribution of our proposed estimators for quantile and CVaR. This conclusion is proved by verifying all conditions in Theorem 2.
Proposition 2. Suppose the following conditions hold for any x ∈ X , t = 1, and θ ∈ B(θ * ; max{ρ θ,N , ρ π,N δ N }) and θ ∈ Θ: i. Condition i and condition v in Theorem 2 for the estimation equation in Eq. (4) and the corresponding nuisance estimators, and that the parameter space Θ is compact.
iv. There exist a constant C > 1 such that P [f t (θ 1 | X)] 2 1/2 ≤ C, P ḟ t (θ 1 | X) ≤ C, and
where ψ(Z; θ * , η * 1 (Z; θ * 1 ), η * 2 (Z)) is given in Eq. (4), and
Analogous conclusion for quantile and CVaR of Y (0) holds when all assumptions above hold for t = 0.
Conclusion
In many causal inference and missing data settings, the efficient influence function involves nuisances that depend on the estimand of interest. A key example provided was that of quantile estimation under missingness (and, analogously, quantile treatment effect estimation), where the efficient influence function depends on the conditional cumulative distribution function evaluated at the quantile of interest. This structure, common to many other important problems, makes the application of existing debiased machine learning methods difficult in practice. In quantile estimation, it requires we learn the whole conditional cumulative distribution function. To avoid this difficulty, we proposed the LDML approach, which localized the nuisance estimation step to an initial bad guess of the estimand. This was motivated by the fact that under a Fréchet-derivative orthogonality condition the oracle estimation equation is asymptotically equivalent to one where the nuisance is evaluated at the true parameter value, which our localization approach targets. Assuming only standard identification conditions, Neyman orthogonality, and lax rate conditions on our nuisance estimates, we proved the LDML enjoys the same favorable asymptotics as the oracle estimator that solves the estimation equation with the true nuisance functions. This newly enables the practical efficient estimation of important quantities such as quantile treatment effects using machine learning.
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A Proofs
A.1 Proof for Section 2 Proof for Proposition 1. For any θ = (θ 1 , θ 2 ) such that (θ, η * 1 (·, θ)) ∈ N , the asserted Fréchet differentiability and orthogonality condition imply that
This means that J * = ∂ θ {P [ψ(Z; θ, η * 1 (Z, θ 1 ), η * 2 (Z))]}| θ=θ * .
A.2 Proof for Section 3
Proof for Theorem 1. Since all folds have O(N ) samples, the estimatorsθ (0) ,θ (1) ,θ (2) are asymptotically equivalent to each other, and to the final estimatorθ. Here we generically prove the asymptotic distribution for any one of them. For simplicity, we use to P N generically denote the empirical average operator based on any of D 0 , D 1 , D 0 . For example, if we considerθ (0) , then
for any measurable function f . Throughout the proof, we condition on the event (η 1 (·,θ 1,init ),η 2 (·)) ∈ T N .
Step I: Prove a preliminary convergence rate forθ: θ − θ * = o p (τ N ). Here we prove this by showing
so that Assumption 2 implies that
Since the singular values of J * are bounded away from 0, we can conclude that θ − θ * = o p (τ N ). This means that for large enough N , θ − θ * ≤ τ N with high probability 1 − o(1).
In order to prove Eq. (16), we use the following decomposition:
.
Denote
Then obviously,
To bound (c), note that Eq. (13) implies P N ψ(Z;θ,η 1 (Z,θ 1,init ),η 2 (Z)) ≤ inf θ∈Θ P N ψ(Z; θ,η 1 (Z,θ 1,init ),η 2 (Z)) + ε N ≤ P N ψ(Z; θ * ,η 1 (Z,θ 1,init ),η 2 (Z)) + ε N .
Then Assumption 3 condition ii implies that I 1 = o(τ N ) and the Assumption 3 condition iii implies that ε N = o(N −1/2 ) = o(τ N ).
To bound I 2 , we can condition onη 1 (Z,θ 1,init ),η 2 (Z), and then prove that
which further implies that I 2 = O p (N −1/2 log N ) = o p (τ N ) according to Lemma 2.6 in Chernozhukov et al. [2018] . Conditionally onη 1 (Z,θ 1,init ),η 2 (Z), Eq. (17) can be proved by applying Lemma 6.2 in Chernozhukov et al. [2018] : the function class F 1,η,θ 1,init = {ψ j (·; θ,η 1 (·,θ 1,init ),η 2 ) : j = 1, . . . , d, θ ∈ Θ} satisfies the asserted entropy condition in Assumption 2, has envelope F 1,η,θ 1,init , and satisfies that sup θ∈Θ ψ(Z; θ,η 1 (Z,θ 1,init ),η 2 (Z)) P,2 ≤ F 1,η,θ 1,init P,2 < ∞, thus (A.1) in Chernozhukov et al. [2018] implies that
Step II: Linearization and √ N −Consistency. In Step I, we proved that θ − θ * ≤ τ N with high probability 1 − o(1). Conditioned on this event, we will show that
where
I 5 := G N ψ(Z;θ,η 1 (Z,θ 1,init ),η 2 (Z)) − ψ(Z; θ * , η * 1 (Z, θ * 1 ), η * 2 (Z)) .
Here Assumption 3 condition ii guarantees that I 4 = O δ N 1 + √ N θ − θ * and the assumption that ε N = δ N N −1/2 guarantees that ε N N 1/2 ≤ δ N . In step III and IV, we will further bound I 5 = O p (log N (r ′ N + N −1/2+1/q )) = O p (δ N ) and I 3 = I 4 + I 5 respectively. Consequently,
Since J * is nonsingular, and √ N P N [ψ(Z; θ * , η * 1 (Z, θ * 1 ), η * 2 (Z))] = O p (1) according to Markov inequality and Assumption 2 condition iii, Eq. (20) implies that 1) . Therefore, the asserted conclusion follows from Eq. (20):
Now we prove the decomposition Eq. (18). Note that for any θ ∈ Θ and (η 1 (·, θ ′ 1 ), η 2 ) ∈ T N √ N P N ψ(Z; θ, η 1 (Z, θ ′ 1 ), η 2 (Z)) = √ N P N ψ(Z; θ, η 1 (Z, θ ′ 1 ), η 2 (Z)) − P ψ(Z; θ, η 1 (Z, θ ′ 1 ), η 2 (Z))
If we apply Eq. (20) with θ =θ and η 1 (·, θ ′ 1 ) =η 1 (·,θ 1,init ), η 2 =η 2 , and apply Eq. (13), then
Here G N ψ(Z;θ,η 1 (Z,θ 1,init ),η 2 (Z)) − ψ(Z; θ * , η * 1 (Z, θ * 1 ), η * 2 (Z)) = I 5 and the second order tayler expansion at r = 0 gives that for some data-dependentr ∈ (0, 1), √ N P ψ(Z;θ,η 1 (Z,θ 1,init ),η 2 (Z)) − P [ψ(Z; θ * , η * 1 (Z, θ * 1 ), η * 2 (Z))] =f (1;θ,η 1 (·,θ 1,init ),η 2 ) − f (0;θ,η 1 (·,θ 1,init ),η 2 )
where the third equality uses the Neyman orthogonality in Assumption 2 condition vii. Step III: bounding I 5 . To bound I 5 , we still condition onη 1 (Z,θ 1,init ),η 2 (Z), and then apply Lemma 6.2 in Chernozhukov et al. [2018] with function class F 2,η,θ 1,init = {ψ j (·; θ,η 1 (·,θ 1,init ),η 2 ) − ψ j (·; θ * , η * 1 (·, θ * ), η * 2 ) : j = 1, . . . , d, θ ∈ Θ, θ − θ * ≤ τ N }.
We can verify that F 2,η,θ 1,init satisfies similar entropy condition with envelope F 1,η,θ 1,init + F 1,η * ,θ * 1 . Moreover, Assumption 3 implies that sup θ−θ * ≤τ N ψ(Z; θ,η 1 (Z,θ 1,init ),η 2 (Z)) − ψ(Z; θ * , η * 1 (Z, θ * ), η * 2 (Z)) P,2 ≤ r ′ N .
Thus (A.1) in Chernozhukov et al. [2018] implies that
Step IV: bounding
Since θ * is in the interior of Θ according to Assumption 2 condition i, θ ∈ Θ for large enough N . Therefore,
Then apply the linearization Eq. (20) and similar taylor expansion Eq. (22), we can get that
where the second equality here holds due to the special construction of θ.
A.3 Proof for Section 4
Proof for Theorem 2. In this part, we prove the asymptotic distribution of our estimators for the quantile and conditional value at risk for Y (t) for t = 0, 1. We prove this by verifying all conditions in the assumptions for Theorem 1.
Verifying Assumption 1.
Verifying Assumption 2. We first verify conditions iv and v in Assumption 2. We denote that
is continuous at θ * , for any ε > 0, there exists an open ball centered at θ * with radius δ, which we denote as B(θ * ; δ), such that for any θ ∈ B(θ * ; δ),
By first order Taylor expansion, for any θ ∈ B(θ * ; δ), there exists θ ∈ B(θ * ; θ − θ * ) such that
where the second last inequality holds if we choose ε ≤ 1 2 √ d σ min (J(θ * )), where σ min (J(θ * )) is the smallest singular value of J(θ * ). Thus
Moreover, min θ∈Θ\B(θ * ;δ) 2 P [U (Y (t); θ 1 ) + V (θ 2 )] exists, because Θ is compact. We denote its value as c 0 .
We then verify condition vii in Assumption 2: for any (η 1 (·, θ ′ 1 ), η 2 ) ∈ T N ,
Verifying Assumption 3. We take T N to be the set that contains all (µ(·, θ ′ 1 ), π(·)) that satisfies the following conditions:
Then Assumption 5 and condition v in Theorem 2 guarantee that the nuisance estimates (μ(,θ 1,init ),π) ∈ T N with high probability, namely, condition i in Assumption 3 is satisfied.
Before verifying other conditions, first note that the condition that P [µ * (X, T ; θ 1 ) − µ * (X, T ; θ * 1 )] 2 1/2 ≤ C θ 1 − θ * 1 for any θ 1 such that θ 1 − θ * 1 ≤ ρ θ,N implies that
Now we verify the condition on r N : for any (η 1 (·; θ ′ 1 ), η 2 (·)) = (µ(·, θ ′ 1 ), π(·)) ∈ T N , and θ ∈ Θ,
Thus the condition on r N is satisfied with τ N such that τ N = ρ π,N δ N . According to the proof in Theorem 1, we can get that θ − θ * ≤ ρ π,N δ N with high probability 1 − o(1). Next, we verify the condition on r ′ N : for any θ such that θ − θ * ≤ ρ π,N δ N , and any (η 1 (·; θ ′ 1 ), η 2 (·)) = (µ(·, θ ′ 1 ), π(·)) ∈ T N ,
So when ρ π,N ≤ Finally, to verify the condition on λ ′ N , we note that for any θ such that θ − θ * ≤ ρ π,N δ N , and any (η 1 (·; θ ′ 1 ), η 2 (·)) = (µ(·, θ ′ 1 ), π(·)) ∈ T N f (r; θ, η 1 (Z; θ ′ 1 ), η 2 ) = P I(T = t) π * (T | X) + r(π(T | X) − π * (T | X)) µ * (X, T ; θ * 1 + r(θ 1 − θ * 1 )) − µ * (X, T ; θ * 1 )
Thus the first order derivative is
The second order derivative is
All exchange of integration and differentiation above is guaranteed by condition iii in Theorem 2.
Note that
. . .
and sup r∈(0,1)
Thus 
Since ρ π,N ρ q,N = O(N −1/2 δ N ), ρ π,N ρ θ,N = O(N −1/2 δ N ), ρ π,N = O( δ 3 N log N ) ≤ δ N for large enough N , then ∂ 2 r f (r; θ, µ(X, T ; θ ′ 1 ), π) = O(δ N N −1/2 + δ N θ − θ * ).
Proof for Proposition 2. We prove Proposition 2 by verifying the assumptions in Theorem 2.
Verifying condition ii in Theorem 2. Note that
When F t (θ 1 ) is differentiable, P [U (Y (t); θ 1 ) + V (θ 2 )] is also differentiable by Leibnitz integral rule, with derivative f t (θ 1 ) 0
Ft(θ 1 )−γ 1−γ −1 .
Thus the derivative is continuous at (θ * 1 , θ * 2 ) if f t (θ 1 ) is continuous at θ * 1 .
Verifying condition iv in Theorem 2. For any (θ 1 , θ 2 ) ∈ Θ, P [µ * 1 (X, t; θ 1 )] 2 1/2 = |F t (θ 1 | X) − γ| ≤ 1 P [µ * 2 (X, t; θ 1 )] 2 1/2 = P E[(Y (t) − θ 1 ) + | X] 2 1/2 ≤ C.
By first order Taylor expansion, for any θ such that |θ − θ * | ≤ min{ρ θ,N , ρ π,N δ N }, there existsθ 1 between θ 1 and θ * 1 such that P [µ * 1 (X, t; θ 1 ) − µ * 1 (X, t; θ * 1 )] 2 1/2 = P (θ 1 − θ * 1 )f t (θ 1 | X) 2 1/2 ≤ C |θ 1 − θ * 1 | P [µ * 2 (X, t; θ 1 ) − µ * 2 (X, t; θ * 1 )] 2 1/2 = P (θ 1 − θ * 1 )(F t (θ 1 | X) − 1) 2 1/2 ≤ |θ 1 − θ * 1 | .
Moreover,
P [∂ θ 1 µ * 1 (X, t; θ 1 )] 2 1/2 = P [f t (θ 1 | X)] 2 1/2 ≤ C,
B Comparison with Chernozhukov et al. [2018]
Our proof of Theorem 1 and the corresponding proof of Theorem 3.3 in Chernozhukov et al. [2018] are overall similar, but critically differ in Step II. In Step II, both proofs are based on the following decomposition:
where I 4 := √ N sup r∈(0,1),(η 1 (·,θ ′ 1 ),η 2 )∈T N ∂ 2 r f (r;θ, η 1 (·, θ ′ 1 ), η 2 ) , I 5 := G N ψ(Z;θ,η 1 (Z,θ 1,init ),η 2 (Z)) − ψ(Z; θ * , η * 1 (Z, θ * 1 ), η * 2 (Z)) , and I 5 = O p (δ N ) is proved analogously in both proofs.
However, our proof and the proof in Chernozhukov et al. [2018] assume different rate on λ ′ N and thus I 4 :
Our condition λ ′ N ≤ θ − θ * + N −1/2 δ N (25)
Condition in Chernozhukov et al. [2018] 
Under our condition, I 4 ≤ √ N θ − θ * + 1 δ N , then jointly considering the left hand side and right hand side in Eq. (24) gives θ − θ * = O p (N −1/2 ), which in turn implies that I 4 = O(δ N ), and thus the asserted conclusion in Theorem 1. In contrast, the counterpart condition in Chernozhukov et al. [2018] guarantees that I 4 = O(δ N ) directly without needing to consider both sides of Eq. (24) jointly. Now we use the example of estimation equation for incomplete data to show that the condition (26) in Chernozhukov et al. [2018] generally requires stronger conditions for the convergence rates of nuisance estimators than our condition (25).
According to Eq. (23), under suitable regularity conditions,
∂ 2 r f (r;θ, µ(X, T ; θ ′ 1 ), π) = O(ρ π,N ρ q,N ) + O p (ρ π,N ρ θ,N ) + O( θ − θ * 2 ) + O(ρ π,N θ 1 − θ * 1 ).
Since
Step I in the proof of Theorem 1 already proves that θ − θ * ≤ ρ π,N δ N , we need ρ π,N ρ q,N ≤ δ N N −1/2 , ρ π,N ρ θ,N ≤ δ N N −1/2 , and ρ π,N ≤ δ 2 N to guarantee our condtion. Thus our condition in Eq. (25) only requires that the product error rates to vanish faster than O(N −1/2 ), which is common in debiased machine learning for linear estimation equation [Chernozhukov et al., 2018] .
In contrast, to guarantee the condition in Chernozhukov et al. [2018] given in Eq. (26), we need to assume that ρ π,N ≤ δ 3/2 N N −1/4 , besides the conditions on product error rates. Therefore, following the proof in Chernozhukov et al. [2018] directly will require the propensity score to converge faster than O(N −1/4 ), no matter how fast the initial estimatorθ 1,init and the regression estimator µ(·,θ 1,init ) converge.
