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Abstract
We study here the topology of information on the space of probability measures over Polish spaces that was
defined in Hellwig (1996). We show that under this topology, a convergent sequence of probability measures
satisfying a conditional independence property converges to a measure that also satisfies the same conditional
independence property. This also corrects the proof of a claim in Hellwig (1996, Lemma 4). Additionally,
we determine sufficient conditions on the Polish spaces and the topology over measures spaces under which
a convergent sequence of probability measures is also convergent in the topology of information.
Keywords: Convergence of measures, Topology of information, Conditional independence, Optimization
under uncertainty, Games with incomplete information
1. Introduction
Consider Polish spacesA, B andC, with generic elements in the spaces denoted by a, b and c, respectively.
Let ℘(·) denote the space of probability measures over the space (·). If µ ∈ ℘(A ×B), then µ(·|a) denotes
the conditional measure on the space B given an element a ∈ A.
Suppose {µn}n∈N ⊂ ℘(A×B×C) be a converging sequence of measures such that µn converges to µ0 in
some topology as n → ∞, and for all n ∈ N, the conditional measure on the space B given elements a and
c is independent of c, that is, µn(db|a, c) = µn(db|a) for a ∈ A, c ∈ C µn-almost everywhere (see Subsection
2.1 for a formal definition of conditional independence). A natural question that arises is whether the limit
µ0 also satisfy this conditional independence condition, that is, does µ0(db|a, c) = µ0(db|a) µ0-almost every
a ∈ A, c ∈ C hold? As we will soon see (by an example) in Section 3, if we endow the space of measures with
the usual weak-* topology, then this conditional independence condition may not be satisfied in the limit.
Thus, we must endow the space of measures with a stronger topology such that if we take a convergence
sequence (or net) of measures in that topology, then the conditional independence condition is maintained
in the limit.
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To see why a stronger topology is essential in certain problems, consider an optimization, a team, or
a game problem, in which the actions of decision makers depend on their information. If a sequence of
measures induced by the strategies of a decision maker is taken, then in the weak-* limit, the actions of the
decision maker may become independent of the information of the decision maker, or may become dependent
on some other random variables that are not observed by the decision maker. This may be unacceptable
in many circumstances1, as it may violate information or causality constraints of the problem. Due to this
issue, several authors studying game or optimization problems have assumed specific structures on sequences
of measures or corresponding conditional measures in order to ensure that the causality or the information
constraints are not violated by the limiting measure (see, for example, Engl (1995); Jackson et al. (2012);
Jordan (1977); Milgrom and Weber (1985), among several others).
The failure of preserving causality or information constraints in the limit under usual topologies on
measure spaces led Hellwig (1996) to define the topology of convergence in information2 on measure spaces,
which, generally speaking, is stronger than the usual weak-* topology on the measure spaces. Under this
stronger topology, a convergent sequence of measures preserves the conditional independence property in the
limit. The purpose of this paper is twofold: (i) to study the structure of this new topology over measure
spaces, and (ii) to identify sufficient conditions when convergence of a sequence of measures under any of
the other well-known topologies on measure spaces imply convergence in the topology of information.
1.1. Previous Work
One of the first papers to make assumptions on a sequence of measures over general Polish spaces in
order to preserve informational constraints in the limit is Jordan (1977). The author considered an infinite
horizon one-person discrete-time optimization problem in which the state of the nature evolved as time
progressed, and the decision maker, at any time step, observed the realizations of the state until that time
step and actions taken until the previous time step. The author studied the continuity properties of the value
functions as a function of the distribution of the states of nature. In order to maintain the information and
causality constraint, that is, the action at a time step must be a function of the past actions, and realizations
of the past and the current states of the world, the author assumed that the conditional measure of the
future states given the past and the current states is a continuous function of the realizations of the past
and the current states.
The continuity assumption on the conditional measures is restrictive, as pointed out by Hellwig (1996).
This motivated Hellwig (1996) to define the topology of information on the measure spaces, under which
a convergent sequence of measures maintain the informational constraints in the limit. Further, using this
1The action of a decision maker becoming independent of the information in the limit is not necessarily troublesome; the
decision maker can decide not to use the information while making a decision.
2We prefer to use “topology of information” instead of topology of convergence in information for brevity.
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topology, he obtained the continuity properties of the value function as a function of the distribution of
exogenous states of nature variables and proved the existence and continuity of optimal strategies in infinite
horizon optimization problems. There is a mistake in the crucial steps in the proof of one of the main results,
Lemma 4, in Hellwig (1996), which we also address and correct in this paper.
Independently, Milgrom and Weber (1985) considered a game of incomplete information where the type
spaces and action spaces of the decision makers, respectively, are Polish spaces and compact metric spaces.
They assumed certain absolute continuity condition on the joint measures over the product space of the type
spaces of the decision makers. This absolute continuity assumption was crucial in showing that the limit
of a weak-* convergent sequence of distributional strategies3 retain informational constraints in the limit.
Engl (1995) studied the continuity properties of Nash equilibrium correspondence, as a function of the joint
measures over the type spaces (also known as beliefs), in games with incomplete information. The author
assumed that the type space of the decision makers is countable and the beliefs on the type space converge
in the topology of setwise convergence. Similar setups have been studied in Kajii and Morris (1998) and
Jackson et al. (2012) later on.
1.2. Outline of the Paper
The paper is organized as follows. We discuss some preliminary results in Section 2. In Section 3, we
motivate the discussions on why the topology of information is important, and then define the topology of
information on the space of measures over the product of two Polish spaces. Section 4 is the main section of
this paper, where we prove that a convergent sequence of measures in the topology of information maintains
the conditional independence property in the limit and discuss how this result fixes the mistake in the
proof of Hellwig (1996, Lemma 4). We study some topological properties of the topology of information
in Section 5 and present an example that applies the concept of topology of information to show existence
of an optimal solution to an optimization problem described in that section. Thereafter, we study the
relation between the topology of information and other well-known topologies like weak-* topology, topology
of setwise convergence and convergence assumptions made in the literature in Section 6. In particular, we
identify certain sufficient conditions for a sequence of measures under which convergence in either topology
imply convergence of that sequence in the topology of information. Finally, we conclude our discussion in
Section 7.
3A distributional strategy of a decision maker is the joint measure over the action and type spaces of a decision maker
induced by an equivalence class of behavioral strategies of the decision maker. For a precise definition and details, the reader
is referred to Milgrom and Weber (1985).
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1.3. Notation
Throughout the paper, we use the following notation. Let X be a set and X ⊂ X be a subset. Then, X∁
denotes the complement of the set X . Now, let X be a topological space. The vector space of all bounded
continuous functions on the topological space X endowed with supremum norm ‖ · ‖∞ is denoted by Cb(X),
that is, Cb(X) := {f : X→ R : f is continuous and ‖f‖∞ <∞}. For a metric space X, we let Ub(X) denote
the vector space of all bounded uniformly continuous functions with the supremum norm.
We use B(X) and P(X) to denote, respectively, the Borel σ-algebra and the power set of a topological
space X. For two topological spaces X1 and X2, B(X1)⊗ B(X2) denotes the Borel σ-algebra generated by
the set of sets {X1 ×X2 : X1 ∈ B(X1), X2 ∈ B(X2)}.
The space of probability measures over the measurable space (X,B(X)) is denoted by ℘(X). We let δ{·}
denote the Dirac measure over a point {·}. Henceforth, we use ℘w(X) to denote the space of probability
measures over the space X endowed with the weak-* topology, which is defined to be the weakest topology
such that the map µ 7→
∫
X
f dµ is a continuous map for every f ∈ Cb(X). If {µα} ⊂ ℘(X) is a convergent net
of measures converging to µ0 in weak-* topology, then we denote it by µα
w∗
⇀ µ0. For a measure µ ∈ ℘(X×Y),
µX ∈ ℘(X) denotes the marginal of µ onto the space X.
A Polish space is defined as a separable topological space which is completely metrizable. It is well
known that the space of measures over Polish spaces with weak-* topology is also a Polish space (see
Aliprantis and Border (2006, p. 505) or Bogachev (2006b, Theorem 8.9.4, p. 213)). Thus, if A and B are
Polish spaces, then A×B, ℘w(A), ℘w(℘w(A)), ℘w(A× ℘w(B)) are all Polish spaces.
2. Preliminaries
Before we discuss the topology of information, we recall disintegration theorem for measures Ambrosio et al.
(2008, Theorem 5.3.1, p. 121). The main statement of the theorem is that if A and B are Polish spaces
and µ ∈ ℘(A ×B), then there exists a conditional measure on the space B given an element a ∈ A. Thus,
one can disintegrate a joint measure into a product of a conditional measure and a marginal. We state the
following lemma without proof, the proof of which relies on the disintegration theorem.
Lemma 2.1 (Ambrosio et al. (2008)). Let A,B and C be Polish spaces. Consider µ1 ∈ ℘(A × B) and
µ2 ∈ ℘(B×C) such that µ
B
1 = µ
B
2 . Then, there exists a measure µ0 ∈ ℘(A×B×C) such that
µA×B0 = µ1, µ
B×C
0 = µ2. (1)
Moreover, µ0 is unique if either there exists a Borel measurable function h1 : B→ A such that µ1(da, db) =
δ{h1(b)}(da)µ
B
1 (db), that is, µ1(A × B) =
∫
B
δ{h1(b)}(A)µ
B
1 (db) for any A ∈ B(A) and B ∈ B(B), or there
exists a Borel measurable function h2 : B→ C such that µ2(db, dc) = δ{h2(b)}(dc) µ
B
2 (db).
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Proof. For proof, the reader is referred to Ambrosio et al. (2008, Lemma 5.3.2, pp. 122). The first part is
also proved in Dudley (1999, Theorem 1.1.10, p. 7).
We use the following result on the convergence of marginals of measures.
Lemma 2.2 (Convergence of Marginals). Let X and Y be Polish spaces. Suppose {νn}n∈N ⊂ ℘w(X ×Y)
is a converging sequence of measures that converges to ν0 as n → ∞ in weak-* topology. Define ζn(B) :=
νYn (B) = νn(X×B) for all Borel sets B ⊂ Y and n ∈ N∪{0}. Then, limn→∞ ζn
w∗
⇀ ζ0, that is, ν
Y
n converges
to νY0 in the weak-* topology.
Proof. This is a simple consequence of Lemma 5.2.1 in Ambrosio et al. (2008, p. 118).
We now formally define conditional independence property of a measure in the next subsection.
2.1. Conditional Independence
We recall here the formal definition of conditional independence. Let µ ∈ ℘(A×B×C) be a probability
measure. Let µ(·|a) denote the regular conditional distribution of µ on B × C given a ∈ A. Then, the
distribution µ is said to be conditionally independent given a point a ∈ A if
µ(B × C|a) = µ(B|a)µ(C|a) (2)
for all B ∈ B(B), C ∈ B(C) and µ-almost every a ∈ A. If µ(·|a, c) denotes the regular conditional distribution
of µ on B given a ∈ A and c ∈ C. Then, conditional independence of µ given a is equivalent to
µ(B|a, c) = µ(B|a) (3)
for all B ∈ B(B), µ-almost every c ∈ C and a ∈ A (see Lemma 2.7 in Jordan (1977) or any other probability
textbook)4. We will use the characterization of conditional given by (3) in this paper. For condition (3), we
use the short-hand notation µ(db|a, c) = µ(db|a).
3. The Topology of Information
In this section, we present the definition of the topology of information on the space of measures over
a product of two Polish spaces. This topology has been defined in Hellwig (1996). For this topology, we
answer the following question: If {µn}n∈N ⊂ ℘(A×B×C) is a sequence of measures that converges to µ0
in some topology and each µn satisfies (2) (or equivalently (3)), does (2) also hold for µ0?
First, an example is presented that demonstrates that the usual weak-* topology does not retain condi-
tional independence property in the limit if we consider a weak-* convergent sequence of measures.
4Jordan (1977) states things in terms of conditional independence from σ-algebras generated by random variables. These
properties translate straightforwardly into the properties fro regular conditional distributions
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3.1. Motivation
We first take a look at the following example.
Example 1. Let A = R, B = {−1, 1}, C = R. In this example, c is a bijective function of b, whereas a
is a noise corrupted version of c. Define hn : B → C as hn(b) = b
(
1 + 1
n
)
. Let us define {µn}n∈N∪{0} ⊂
℘(A×B×C) as
µn(da|b) =
1
2
δ{hn(b)+1}(da) +
1
2
δ{hn(b)−1}(da) µn(dc|b) = δ{hn(b)}(dc),
µ0(da|b) =
1
2
δ{b+1}(da) +
1
2
δ{b−1}(da) µ0(dc|b) = δ{b}(dc),
µBn = µ
B
0 =
1
2
δ{−1} +
1
2
δ{1}.
Since hn(b)→ b as n→∞, we conclude that µn
w∗
⇀ µ0. For every n ∈ N, we have
µn(db|a) = δ{sgn(a)}(db) =


δ{−1}(db) if a ∈ {−
1
n
,−2− 1
n
}
δ{1}(db) if a ∈ {
1
n
, 2 + 1
n
}
,
µn(dc|a) = δ{(1+ 1n )sgn(a)}
(dc).
This implies, given a, conditional independence holds. On the other hand, µ0(db|a, c) = δ{c}(db) 6= µ0(db|a)
for a = 0 as µ0(db|a) =
1
2δ{−1} +
1
2δ{1}. In other words, given a, b and c are completely determined if the
three-tuple (a, b, c) are distributed according to measure µn, n ∈ N, but the same does not hold if the they
are distributed according to the measure µ0. Thus, the conditional independence property is lost in the
limit. 
The conditional independence property is crucial to show the existence of optimal strategies in the
problems of optimization under uncertainty, where the decision makers have informational or causality
constraints, such as the ones considered in Hellwig (1996); Jordan (1977); Milgrom and Weber (1985) and
others. In such problems, if we take a convergent sequence of measures, then in the limit, we have to avoid
situations where the control actions (lying in the space C) of the decision makers become independent of
their information (lying in the space A) or dependent on some other random variables (lying in the space
B) that they do not observe.
In the next subsection, we define the topology of information on probability measures over a product of
two Polish spaces. The definition of this topology over measure spaces comes from Hellwig (1996, p. 448).
3.2. Topology of Information on Probability Measure Space
We let ℘I(A × B) denote the space of probability measures over the space A × B endowed with the
topology of information. This is defined as follows: Let N ⊂ ℘w(A × ℘w(B)) be the set of measures
5
5We reserve this notation for the rest of this paper.
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that are induced by measurable functions, that is, for every ν ∈ N, there exists a measurable function
hν : A → ℘(B) such that ν(da, dζ) = δ{hν(a)}(dζ)ν
A(da). Assume that N is endowed with the subspace
topology of ℘w(A × ℘w(B)). There is a bijection, say ψ : ℘(A × B) → N, between the space of measures
℘(A×B) and N which can be seen as follows: If µ ∈ ℘I(A×B), then there exists a unique measure ν ∈ N
such that ν(da, dζ) = δ{µ(·|a)}(dζ)µ
A(da). Conversely, if ν ∈ N, then there exists a unique µ ∈ ℘I(A × B)
defined by µ(A×B) =
∫
A
∫
℘(B)
ζ(B)ν(da, dζ). Also recall that by the definition of conditional measure, the
function that maps a 7→ µ(·|a) is a Borel measurable function from A to ℘w(B). We now define the topology
of information.
Definition 1 (Topology of Information (Hellwig (1996))). The topology of information is defined to be
the coarsest topology on ℘(A × B), denoted by ℘I(A × B), that makes the function ψ : ℘I(A × B) → N
continuous. Thus, if a set U ⊂ ℘I(A×B) is open, then there exists an open set V ⊂ N such that U = ψ
−1(V ).
The topology of information is stronger than the weak-* topology on the space of measures over the
space A×B, and we prove this later in Corollary 4.6. Since ψ is one-to-one mapping, the space ℘I(A×B)
is homeomorphic to N ⊂ ℘w(A × ℘w(B)) with ψ and ψ
−1 being the homeomorphism between the spaces.
This fact is a consequence of the following result.
Lemma 3.1. ψ−1 : N→ ℘I(A×B) is continuous.
Proof. Let U ⊂ ℘I(A×B) be open. Then, ψ(U) is open in N by Definition 1. Thus, ψ
−1 is continuous.
The above result is also stated in Hellwig (1996, p. 449). In the next section, we show that the a
convergent sequence of measures in the topology of information retains the conditional independence property
in the limit.
4. Limit of Convergent Sequences in Topology of Information
This section is devoted to prove the main result of this paper, that is, the topology of information retains
the conditional independence condition in the limit. In order to show this, we first prove a few auxiliary
results, that are used in the main result of this section, Theorem 4.5.
4.1. Auxiliary Results
We need the following definition to prove a few results later.
Definition 2. Let X, Y and Z be Polish spaces and let µ1 ∈ ℘(X ×Y) and µ2 ∈ ℘(Y × Z). We say that
the measures µ1 and µ2 are consistent if and only if µ
Y
1 = µ
Y
2 . 
The next lemma discusses some properties of the function that glues two consistent probability measures
in a specific manner.
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Lemma 4.1. Let X, Y and Z be Polish spaces. Let M ⊂ ℘w(X×Y)×℘w(Y×Z) be the set of all consistent
measure pairs, and let M˜ ⊂M be a tight set of consistent measure pairs. Define χ1 :M→ ℘w(X×Y × Z)
as
χ1(µ, ν)(X × Y × Z) =
∫
Y
µ(X |b)ν(Z|b)µY(db) =
∫
Y×Z
µ(X |b)ν(db, dc). (4)
for all Borel sets X ⊂ X, Y ⊂ Y, Z ⊂ Z. Then,
1. (χ1(µ, ν))
X×Y = µ and (χ1(µ, ν))
Y×Z = ν.
2. χ1(M˜) is a tight set of measures.
3. Let there exists a Borel measurable function h0 : Y → X such that µ0(dx, dy) = δ{h0(y)}(dx)µ
Y
0 (dy).
If {(µn, νn)}n∈N ⊂M is a convergent sequence with the limit (µ0, ν0) ∈M, then limn→∞ χ1(µn, νn) =
χ1(µ0, ν0).
Proof. See Appendix A.
This leads us to the following result, which is a corollary of the Lemma 4.1.
Corollary 4.2. Let M ⊂ N × ℘w(A ×C) be a set of consistent measure pairs. Then, ϕ1 : M → ℘w(A ×
℘w(B)×C), defined in an identical fashion as χ1 in (4), is a continuous function.
Proof. The proof follows from the third part of the result in Lemma 4.1.
The next lemma is also an important result.
Lemma 4.3. Let X and Y be Polish spaces, and χ2 : ℘w(X× ℘w(Y))→ ℘w(X×Y) be defined as
χ2(ν)(X × Y ) =
∫
X
∫
℘w(Y)
ζ(Y )ν(dx, dζ) (5)
for all Borel sets X ⊂ X, Y ⊂ Y. Then, the following holds:
1. For any bounded measurable function g : X × Y → R, define g¯ : X × ℘w(Y) → R as g¯(x, ζ) =∫
Y
g(x, y)ζ(dy). We have∫
X×Y
g(x, y)χ2(ν)(dx, dy) =
∫
X×℘w(Y)
g¯(x, ζ)ν(dx, dζ). (6)
2. If g is a bounded continuous function on its domain, then g¯ is a bounded continuous function on its
domain.
3. χ2 is a continuous function.
Proof. See Appendix B.
Corollary 4.4. ϕ2 : ℘w(A× ℘w(B)×C)→ ℘w(A×B×C), defined in an identical fashion as χ2 in (5),
is a continuous function.
Proof. This is a direct application of Lemma 4.3.
We have now proved all the auxiliary results to prove the main result of this paper in the next subsection.
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4.2. Main Result
We show that when we take a convergent sequence of measures in the topology of information, then
conditional independence property holds.
Theorem 4.5. Let P ⊂ ℘I(A × B) × ℘w(A × C) be a set of consistent measure pairs. Let ϕ : P →
℘w(A×B×C) be defined as
ϕ(µ, ν)(A ×B × C) =
∫
A×C
µ(db|a)ν(da, dc).
Then, ϕ is a continuous function on P and ϕ(µ, ν)(db|a, c) = ϕ(µ, ν)(db|a) = µ(db|a).
Proof. Note that ϕ(µ, ν) = ϕ2(ϕ1(ψ(µ), ν)), where ϕ1 and ϕ2 are defined in Corollaries 4.2 and 4.4, respec-
tively. It is clear that ϕ is continuous since ϕ1, ϕ2 and ψ are continuous functions on their domain. We now
show that conditional independence property of ϕ.
Let g ∈ Cb(A×B×C) and g¯(a, ζ, c) :=
∫
B
g(a, b, c)ζ(db). Then, g¯ ∈ Cb(A×℘w(B)×C) by Lemma 4.3
Part 2, which further implies
∫
A×B×C
g(a, b, c)ϕ(µ, ν)(da, db, dc) =
∫
A×℘w(B)×C
g¯(a, ζ, c) ϕ1(ψ(µ), ν)(da, dζ, dc),
=
∫
A×℘w(B)×C
g¯(a, ζ, c)δ{µ(·|a)}(dζ)ν(da, dc),
=
∫
A×B×C
g(a, b, c)µ(db|a)ν(da, dc).
In the expressions above, the first equality follows from the definition of ϕ2, the second equality follows from
the definition of ϕ1(ψ(·), ·) and the third equality follows from the definition of g¯. On the other hand∫
A×B×C
g(a, b, c)ϕ(µ, ν)(da, db, dc) =
∫
A×B×C
g(a, b, c)ϕ(µ, ν)(db|a, c)ν(da, dc),
which follows from the fact that (ϕ(µ, ν))A×C = ν by the definition of ϕ1 and ϕ2 in Corollaries 4.2 and 4.4.
Since the above equality holds for all continuous bounded functions on space A×B×C, we conclude that
ϕ(µ, ν)(db|a, c) = ϕ(µ, ν)(db|a) = µ(db|a), and the proof of the theorem is complete.
Now, if we take a sequence of measures {(µn, νn)}n∈N ⊂ P which converges to (µ0, ν0) ∈ ℘I(A × B) ×
℘w(A×C), then ϕ(µ0) = limn→∞ ϕ(µn). Moreover, we also conclude that
ϕ(µ0)(db|a, c) = ϕ(µ0)(db|a) = µ0(db|a).
Thus, the conditional independence is retained. We also have the following corollary.
Corollary 4.6. The topology of information is a stronger topology than the usual weak-* topology on the
space of measures. Thus, the space of probability measure endowed with the topology of information is a
Hausdorff space.
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Proof. The statement follows from taking C to be a one-point space in the result of Theorem 4.5. Second
statement follows immediately from the first statement of the corollary.
Corollary 4.7. Using the same notation as in Theorem 4.5, consider µ ∈ ℘I(A × B) and {νn}n∈N ⊂
℘w(A×C) such that µ
A = νAn for all n ∈ N. If νn
w∗
⇀ ν for some ν ∈ ℘w(A×C), then ϕ(µ, νn)
w∗
⇀ ϕ(µ, ν).
Proof. First note that by Lemma 2.2, we know that νA = µA. Consequently, the tuple (µ, ν) is a consistent
pair of measures. Since ℘I(A×B) is a Hausdorff space by Corollary 4.6, the statement follows.
Next example illustrates that if we use ℘w(A × B) instead of ℘I(A × B) in the statement of Theorem
4.5, then the function ϕ may not be continuous.
Example 2. Let A =
{
0, 1, 12 ,
1
3 , ...
}
,B =
{
b, b
}
,C = {c, c}, where A is endowed with the subspace
topology of the real line, and B and C is endowed with discrete topology. Consider two sequences {µn}n∈N ⊂
℘(A×B) and {νn}n∈N ⊂ ℘(A×C) given by
µn :=
1
2
δ{( 1n ,b)}
+
1
2
δ{(0,b)} νn =
1
2
δ{( 1n ,c)}
+
1
2
δ{(0,c)} n ∈ N.
Clearly, νn
w∗
⇀ ν and µn
w∗
⇀ µ in the weak-* topology, where µ := 12δ{(0,b)} +
1
2δ{(0,b)} and ν :=
1
2δ{(0,c)} +
1
2δ{(0,c)}. Also, note that µn and νn have identical marginal distributions on A for all n ∈ N. Let f ∈
Cb(A×B×C) with f(0, b, c) < f(0, b, c) and f(0, b, c) < f(0, b, c). Then we have∫
f(a, b, c)dϕ(µn, νn) =
∫
A×C
∫
B
f(a, b, c)µn (db|a) νn(da, dc) =
1
2
f
(
1
n
, b, c
)
+
1
2
f(0, b, c)
so that this converges to 12f(0, b, c) +
1
2f(0, b, c) as n→∞. On the other hand, we have∫
f(a, b, c)dϕ(µ, ν) =
∫
A×C
∫
B
f(a, b, c)µ (db|a) ν(da, dc)
=
1
2
(
1
2
f(0, b, c) +
1
2
f(0, b, c)
)
+
1
2
(
1
2
f(0, b, c) +
1
2
f(0, b, c)
)
.
Given the assumptions on f , we have no equality. So, ϕ(νn, µn) does not converge to ϕ(ν, µ) as n → ∞ in
the weak-* topology. 
4.3. Revisiting Example 1
Recall Example 1. We show that the sequence of measures {µA×Bn }n∈N does not converge in the topology
of information. We use here the same notation as in the example. First, note that
µn(db|a) = δ{sgn(a)}(db), µ
A
n =
∑
i∈{−1,1}
1
4
(
δ{hn(i)+1} + δ{hn(i)−1}
)
.
We now show that the sequence {µA×Bn }n∈N does not converge to µ
A×B
0 in the topology of information. For
any continuous function f ∈ Cb(A× ℘w(B)) such that f(a, δ{1}) 6= f(a, δ{−1}), we get∫
f(a, ζ)δ{δ{sgn(a)}}µ
A
n (da) =
∑
i∈{−1,1}
1
4
(
f(hn(i) + 1, δ{hn(i)+1}) + f(hn(i)− 1, δ{hn(i)−1})
)
.
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The right side of the equation above does not converge as n → ∞, because sgn(hn(1) − 1) = sgn(
1
n
) and
sgn(hn(−1) + 1) = −sgn(
1
n
) do not converge as n → ∞. Furthermore, since B = {−1, 1}, f(a, δ{0}) is
not well-defined. Using a similar approach as above, one can show that the sequence {µA×Cn }n∈N does not
converge in the topology of information to µA×C0 .
Remark 4.1. In the above setting, if either sequence {µA×Bn }n∈N or sequence {µ
A×C
n }n∈N converges in the
topology of information, then the conditional independence property (b and c are conditionally independent
given a) would hold. However, for the example we constructed, both sequences fail to converge in the
topology of information, which implied that the conditional independence property failed to hold for the
limit, µ0. 
4.4. Relation to Hellwig (1996)
Our main result Theorem 4.5 can be used to give a correct proof of Lemma 4 in Hellwig (1996). Hellwig
considers a infinite-horizon sequential optimization problem. We present here a simpler version of the problem
of Hellwig, and we refer the reader to Hellwig (1996) for a detailed description of the original model.
The basic structure of Hellwig’s problem can be set up as follows: Let A denote the set of exogenous
states today, B is the set of states tomorrow and C is the set of actions chosen today. There is an exogenous
probability distribution on the states of the world today and tomorrow given by ν ∈ ℘(A×B). Any choice of
the decision maker is represented by a probability measure on action and both the states, µ ∈ ℘(A×B×C).
Note that µ is consistent with ν in the sense that µA×B = ν. The choice of actions that the decision maker
can take is restricted by a correspondence β(ν), which assigns the possible choices of joint distributions of
states and action for each exogenous measure ν. Besides the technological constraints in β, it captures an
informational constraint that the action chosen today cannot depend on the information (the state of the
world) revealed tomorrow. Formally, this requires that conditioned on the state of the world today a, the
action today c and the state of the world tomorrow b have to be conditionally independent. This means that
for each µ ∈ β(ν), we must have ϕ(ν, µA×C) = µ, where ϕ is defined in Theorem 4.5. Lemma 4 in Hellwig
(1996) aims to show that if the set of exogenous states is endowed with the topology of information, then
the correspondence β is upper-hemicontinuous. Since this topology is metrizable (see Lemma 5.1 below),
the proof relies on the sequential characterization of upper-hemicontinuous correspondences.
If νn converges to ν in ℘I(A × B), µn ∈ β(νn), and µn
w∗
⇀ µ to some µ ∈ ℘w(A × B × C), it must be
true that µ ∈ β(ν). It is easy to verify the technological constraints imposed by β. However, in order to
belong to β(ν),µ has to satisfy the conditional independence property. This follows now immediately from
Theorem 4.5, since µn = ϕ(νn, µ
A×C
n )
w∗
⇀ ϕ(ν, µA×C), so by the uniqueness of limits in the weak-* topology,
µ = ϕ(ν, µA×C).
Hellwig (1996) instead tries to prove the preservation of conditional independence in the limit as follows:
He considers ψ(ν) ∈ N ⊆ ℘w(A × ℘w(B)) and µ
A×C on page 452 of his paper, applies the mapping ϕ1 to
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these measures. He claims that (on p. 452) that
ϕ1(ψ(ν), µ
A×C)(A×B × C) =
ψ(ν)(A ×B)µA×C(A× C)
µA(A)
.
for any A ∈ B(A) with µA(A) > 0 and B ∈ B(℘w(B)) and C ∈ B(C), and applies this equality to prove the
conditional independence. However, the equality in the equation above is not true in general. We provide a
counterexample to this claim now.
Consider A = {a1, a2}, B = {b1, b2} and C = {c1, c2}. Now, define h1 : A→ B and h2 : A→ C as
h1(ai) = bi, h2(ai) = ci, i = 1, 2.
Let ν ∈ ℘(A×B) and µ ∈ ℘(A×C) be probability measures, respectively, induced by functions h1 and h2,
with the marginal on A as the uniform distribution:
νA(da) = µA(da) =
1
2
δ{a1}(da) +
1
2
δ{a2}(da).
Consider ψ(ν), which assigns probabilities 12 to (a1, δ{b1}) and (a2, δ{b2}). Now ϕ1(ψ(ν), µ) ∈ ℘w(A×℘w(B)×
C) is given by
ϕ1(ψ(ν), µ) =
1
2
δ{(a1,δ{b1},c1)}
+
1
2
δ{(a2,δ{b2},c2)}
.
Now, let A = A, B = {δ{b1}} and C = {c2}, we get
ψ(ν)(A ×B)µ(A× C)
νA(A)
=
1
2
×
1
2
=
1
4
,
but ϕ1(ψ(ν), µ)(A ×B × C) = 0,
which is what we wanted to show. This completes the counterexample.
5. Topological Properties of ℘I(A× B)
In this section, we study a few topological properties of the space of measures endowed with topology
of information. Since ℘I(A × B) and N are homeomorphic, we can show that ℘I(A × B) is a metrizable
separable space, which is also proved in Hellwig (1996, Lemma 2, p. 449).
Lemma 5.1. ℘I(A×B) is a metrizable and separable space.
Proof. Let ρ(·) denote the metric on a metric space (·). For any µ1, µ2 ∈ ℘I(A ×B), one can just the take
metric
ρ℘I (A×B)(µ1, µ2) = ρN(ψ(µ1), ψ(µ2)).
It is easy to verify that the above definition is indeed a metric on space ℘I(A×B). Since N is a subset of a
separable space, we conclude that ℘I(A ×B) is also separable under this metric. This completes the proof
of this lemma.
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However, it is easy to show that N is not a closed subset of ℘w(A×℘w(B))
6. Thus, we cannot conclude
that ℘I(A×B) is complete under the metric defined in the proof above.
Corollary 4.6 allows us to state the following result.
Lemma 5.2. Let T be a topological space. We use the same notation as in Theorem 4.5.
1. Let f : ℘w(A × B × C) → T be any function, and define f¯ : ℘I(A × B) × ℘w(A × C) → T as
f¯(µ, ν) = f(ϕ(µ, ν)) for any µ ∈ ℘(A × B) and ν ∈ ℘(A × C). If f is lower (resp. upper) semi-
continuous, then f¯ is lower (resp. upper) semi-continuous. Thus, if f is continuous, then so is f¯ .
2. Let c : A×B×C→ R∪{−∞,∞} be a measurable function. Define f¯c : ℘I(A×B)×℘w(A×C)→ R
as f¯c(µ, ν) =
∫
A×B×C c dϕ(µ, ν) for µ ∈ ℘(A ×B) and ν ∈ ℘(A ×C). If c is lower semi-continuous
and bounded from below, then f¯c is a lower semi-continuous function. If c is upper semi-continuous
and bounded from above, then f¯c is an upper semi-continuous function. Thus, if c is continuous and
bounded, then so is f¯c.
Proof. The proof of Part 1 follows from Theorem 4.5 and Corollary 4.6. Part 2 follows immediately from
Part 1 of the result along with Lemma 4.3 of Villani (2009, p. 43).
We now present an example below that applies the result of Lemma 5.2 to prove the existence of an
optimal solution to an optimization problem. The proof technique adopted in the following example can be
extended to a game of incomplete information or any sequential optimization with perfect recall.
Example 3. Let B be the state space of the world, A be the observation space of a decision maker and C
be the decision space of the decision maker. Assume that C is a compact space and c : A×B×C→ [0,∞)
is a continuous function. Further, assume that observation a and state b are correlated with each other and
let µ ∈ ℘(A×B) denote the joint probability measure over the observation space and the state space. Let
Γ denote the space of all measurable functions γ : A→ C. The question now is that under what conditions,
there exists a measurable function γ⋆ ∈ Γ such that the following holds
E [c(a, b, γ⋆(a))] = inf
γ∈Γ
E [c(a, b, γ(a))] := inf
γ∈Γ
∫
A×B
c(a, b, γ(a))µ(da, db). (7)
We now show that the aforementioned optimization problem admits an optimal solution, thereby showing
the existence of an optimal γ⋆. We show the existence result in four steps.
Step 1: Let us first expand the strategy space of the decision maker to include all randomized strategies
as well. Thus, each decision maker decides on a conditional measure ν(dc|a) such that the measure on A×C
is given by ν(da, dc) := ν(dc|a)µA(da), and let P ⊂ ℘w(A×C) denote the set of all such ν. It is immediate
6One can use a variation of Example 4 to show this fact.
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that P is a tight and weak-* closed set of measures, thus weak-* compact. Since the space P subsumes the
measures induced by strategies in Γ, we have
inf
ν˜∈P
∫
c(a, b, c)ν˜(dc|a)µ(da, db) ≤ inf
γ∈Γ
∫
A×B
c(a, b, γ(a))µ(da, db). (8)
Step 2: Let us endow the space of measures over A × B with the topology of information. Consider
the sequence {µn}n∈N, defined by µn = µ for all n ∈ N. Since ℘I(A × B) is a metric space, the sequence
{µn}n∈N converges to µ in the topology of information.
Step 3: Now, consider a sequence {νn}n∈N ⊂ P satisfying∫
c(a, b, c)νn(dc|a)µ(da, db) < inf
ν˜∈P
∫
c(a, b, c)ν˜(dc|a)µ(da, db) +
1
n
.
Since P is weak-* compact, there exists a convergent subsequence, say {νnk}k∈N ⊂ {νn}n∈N, such that it
converges to some ν⋆ ∈ P. A consequence of this result is that ϕ(µnk , νnk)
w∗
⇀ ϕ(µ, ν⋆) as k →∞. Since c is
continuous and bounded from below, applying the result of Lemma 5.2 Part 2, we conclude that
∫
c(a, b, c)ν⋆(dc|a)µ(da, db) ≤ lim inf
n→∞
∫
c(a, b, c)νn(dc|a)µ(da, db),
which further implies
∫
c(a, b, c)ν⋆(dc|a)µ(da, db) = inf
ν˜∈P
∫
c(a, b, c)ν˜(dc|a)µ(da, db).
Hence, we know that there exists an optimal randomized strategy of the decision maker.
Step 4: Now, we can apply Blackwell’s principle of irrelevant information (see Blackwell (1964), Yu¨ksel and Bas¸ar
(2013, p. 457) for details) to conclude that there exists a measurable function, say γ⋆ : A→ C, such that
∫
c(a, b, γ⋆(a))µ(da, db) =
∫
c(a, b, c)ν⋆(dc|a)µ(da, db),
which, together with (8), completes the proof of existence of an optimal solution to the optimization problem
posed in (7). 
Remark 5.1. Instead of formulating the optimization problem over the space ℘I(A×B)×℘w(A×C) in the
example above, if we had formulated it over the space ℘w(A×B×C), then we could show that there exists
a λ⋆ ∈ ℘w(A×B×C) such that ∫
c dλ⋆ = inf
λ˜∈℘w(A×B×C)
∫
c dλ˜
using similar arguments as above, but to show the conditional independence property (state and action are
independent given the observation) of the limiting measure, we will have to use a similar approach as used in
Lemmas 4.1 and 4.3. Thus, formulating the optimization problem over a product space ℘I(A×B)×℘w(A×C)
that uses topology of information makes it easier to show the conditional independence property of the
limiting decision strategy. 
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The example stated above also shows how to apply topology of information to solve optimization prob-
lems. A similar approach, with certain modifications, can be used to analyze game problems. In the next
section, we study the relation between other well-known topologies over measure spaces and the topology of
information.
6. Relation to Other Topologies on Measure Spaces
In this section, we show that under some conditions, convergence of a sequence of measures in some
well-known topologies on the space of measures - weak-* topology, topology of setwise convergence, and the
norm topology (the topology induced by total variation norm), implies convergence of that sequence in the
topology of information. First, we state definitions of setwise convergence and convergence in total variation
of a sequence of measures for a Borel space (X,B(X)).
Definition 3 (Setwise Convergence of measures). A sequence of measures {νn}n∈N over the space X is said
to converge setwise to a measure ν0 if
lim
n→∞
νn(X) = ν0(X)
for every measurable set X ⊂ X. 
Definition 4 (Convergence of measures in total variation norm). A sequence of measures {νn}n∈N over the
space X is said to converge in total variation to a measure ν0 if
lim
n→∞
‖νn − ν0‖TV = 0,
where the total variation norm of any countably additive signed measure ν is defined to be
‖ν‖TV := sup
f :X→[−1,1]
∫
X
f dν,
where the supremum is taken over all functions f that are Borel measurable. 
In the next few subsections, we identify certain sufficient conditions on the sequences of measures, such
that if the sequence converges under some topology, then it implies that the sequence also converges in the
topology of information.
6.1. Relation to the Weak-* Topology
Example 1 is an example of the case where weak-* convergence of a sequence of measures does not imply
convergence of that sequence in the topology of information. Thus, it is clear that the notion of weak-*
convergence is not sufficient to guarantee conditional independence property of limiting measures. However,
under some restrictive assumptions, weak-* convergence implies convergence in the topology of information.
Our next two results identify two such sets of conditions.
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Theorem 6.1. Let X be a Polish space and Y be a locally compact Polish space. Consider a sequence
{µn}n∈N of probability measures on X×Y such that each µn has a (measurable) density fn with respect to
µXn ⊗ µ
Y
n . Further, assume that (i) {µn}n∈N converges to µ in the weak-* topology, (ii) µ has a continuous
density f with respect to µX ⊗ µY, and (iii) fn converges uniformly to f on each compact subset of X×Y
as n→∞. Then, {µn}n∈N converges to µ as n→∞ in ℘I(X×Y).
Proof. See Appendix C.
The conditions above is motivated from the convergence condition in Milgrom and Weber (1985), which
considers convergence results for Bayesian games7. We have the following corollary of the theorem above.
Corollary 6.2. Let X,Y1,Y2 and Z be locally compact Polish spaces. Consider weak-* sequences of mea-
sures {µn}n∈N ⊂ ℘w(X×Y1 ×Y2) and {νn}n∈N ⊂ ℘w(Y1 × Z) such that µ
Y1
n = ν
Y1
n , µn
w∗
⇀ µ and νn
w∗
⇀ ν
for some µ ∈ ℘w(X×Y1×Y2) and ν ∈ ℘w(Y1×Z). Assume that (i) µn has a (measurable) density fn with
respect to µXn ⊗µ
Y1
n ⊗µ
Y2
n for every n ∈ N, (ii) µ has a continuous density f with respect to µ
X⊗µY1⊗µY2 ,
and (iii) fn converges uniformly to f on each compact subset of X×Y1×Y2 as n→∞. Define a sequence
of measures {λn}n∈N ⊂ ℘(X×Y1 ×Y2 × Z) and λ ∈ ℘(X×Y1 ×Y2 × Z) as
λn(dx, dy1, dy2, dz) = νn(dz|y1)µn(dx, dy1, dy2) n ∈ N, λ(dx, dy1, dy2, dz) = ν(dz|y1)µ(dx, dy1, dy2). (9)
Then, the following holds:
1. The sequence {µn}n∈N converges to µ as n → ∞ in three topological spaces: ℘I(X × (Y1 ×Y2)) and
℘I(Yi × (X×Yj)), where i, j ∈ {1, 2}, i 6= j.
2. The sequence {λn}n∈N converges to λ as n→∞ in the weak-* topology.
3. The sequence {λn}n∈N converges to λ as n→∞ in the space ℘I(Y2 × (X×Y1 × Z)).
Proof. Theorem 6.1 implies the first part of the corollary. The second part then follows from Theorem 4.5.
We now prove Part 3 of the corollary.
Let Y˜1 = Y1 × Z. Also note that, by the definition of λn and λ in (9), λ
Y˜1
n = νn and λ
Y˜1 = ν. Define
f˜n, f˜ : X ×Y2 × Y˜1 → R as f˜n(x, y2, (y1, z)) = fn(x, y1, y2) for n ∈ N and f˜(x, y2, (y1, z)) = f(x, y1, y2).
Then, for any n ∈ N, we have µn(dx, dy1, dy2) = f(x, y1, y2)λ
X
n (dx)λ
Y1
n (dy1)λ
Y2
n (dy2), which further implies
λn(dx, dy1, d2, dz) = νn(dz|y1)µn(dx, dy1, dy2) = fn(x, y1, y2)λ
X
n (dx)λ
Y2
n (dy2)
(
νn(dz|y1)λ
Y1
n (dy1)
)
,
= f˜n(x, y2, (y1, z))λ
X
n (dx)λ
Y2
n (dy2)λ
Y˜1
n (dy1, dz).
A similar result holds for λ. Thus, the following statements follow immediately from the definitions above,
hypotheses of the corollary, and the above equations:
7In fact, they require that the limit density be a.s.-continuous with respect to the product measure. They also do not require
the spaces to be locally compact. We impose a slightly stronger assumption in order to obtain a general result.
16
(i) λn is absolutely continuous with respect to the measure λ
X
n ⊗ λ
Y2
n ⊗ λ
Y˜1
n for every n ∈ N with the
Radon-Nikodym derivative as f˜n.
(ii) λ has a continuous density f˜ with respect to λX ⊗ λY2 ⊗ λY˜1 .
(iii) f˜n converges uniformly to f˜ on each compact subset of X×Y2 × Y˜1 as n→∞.
The above statements, Part 2 of the corollary, together with the result of Theorem 6.1, imply that the
sequence {λn}n∈N converges to λ as n → ∞ in the space ℘I(Y2 × (X × Y˜1)) = ℘I(Y2 × (X ×Y1 × Z)).
This completes the proof of the corollary.
The above corollary is useful in optimization or game problems in which multiple decision makers act
simultaneously based on their observations. To see this, consider a game or an optimization problem with
N ∈ N decision makers. Let X, Yi and Zi denote the state space of the nature, observation space of decision
maker i and the decision space of decision maker i, respectively, for i ∈ {1, . . . , N}. Assume that all the
spaces are locally compact Polish spaces, and the joint distribution of the state and the observations of the
decision makers admits a continuous density function with respect to the product measure of their marginals.
Then, the result of Corollary 6.2 can be used iteratively to conclude that a weak-* convergent sequence of
joint measures over state, observation and action spaces of the decision makers, induced by appropriate
strategies of the decision makers, maintains conditional independence properties8 in the limit.
Our proof of Theorem 6.1 relies on a property of measure spaces over a locally compact Polish space with
weak-* topology. Therefore, it is not clear as of now if the restriction of locally compact Polish spaces can
be weakened in the hypotheses of Theorem 6.1 and its corollary above.
A somewhat different condition was considered in Jordan (1977), in which the conditional measure on
Y given x is assumed to be continuous in x. In our next theorem, we show that under such an assumption
with another condition, weak-* convergence of a sequence of measures imply convergence in the topology of
information.
Theorem 6.3. Let X and Y be Polish spaces. Let {µn}n∈N ⊂ ℘w(X×Y) be a weak-* convergent sequence
of measures, converging to µ as n → ∞. For each n ∈ N, let fn : X → ℘w(Y) be the measurable function
defined as fn(x)(·) = µn(·|x). Similarly, define measurable function f : X→ ℘w(Y) as f(x)(·) = µ(·|x). Let
E ⊂ X be the set of all x ∈ X such that there exists a sequence {xn}n∈N ⊂ X such that xn → x, but the
sequence {fn(xn)}n∈N does not converge to f(x). If µ
X(E) = 0, then {µn}n∈N converges to µ as n→∞ in
℘I(X×Y).
Proof. Define hn : X → X × ℘w(Y) to be the function as hn(x) = (x, fn(x)), and similarly define
h(x) = (x, f(x)). Then, for any x ∈ E∁, if {xn}n∈N ⊂ X is a sequence converging to x, then the se-
8In this setup, the number of conditional independence properties to check are the same as the number of decision makers.
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quence {hn(xn)}n∈N converges to h(x). Since µ
X
n
w∗
⇀ µX, we know from Billingsley (1968, Theorem 5.5, p.
34) or Bogachev (2006b, Theorem 8.4.1 (iii), p. 195) that for any continuous function g ∈ Cb(X× ℘w(Y)),
we have
lim
n→∞
∫
X×℘w(Y)
g(hn(x))dµ
X
n =
∫
X×℘w(Y)
g(h(x))dµX.
This implies that µn converges to µ0 as n→∞ in ℘I(X×Y), which completes the proof of the theorem.
Jackson et al. (2012) also make similar assumptions as mentioned in Theorems 6.1 and 6.3 above. For
one part, their assumption on page 207 of ther paper is similar to the one in Milgrom and Weber (1985),
which we discuss in Theorem 6.1. For other parts, on page 206 of their paper, they assume a sort of uniform
continuity version of the original continuity assumption of Jordan (1977). Theorem 6.3 can be used to show
that both of these assumptions imply convergence in the topology of information. We refer the reader to
Appendix F to see how the result of Theorem 6.3 can be applied to the setting considered in Jordan (1977).
To see how the assumptions of page 206 in Jackson et al. (2012) are a special case of Theorem 6.3, recall
that their assumption requires that µn converges weakly to µ∞. Further, if dX denotes some fixed metric
generating the topology on X, they require that for each ε > 0 and each continuous function f : X×Y →
[0, 1], there exists N ∈ N and δ > 0 such that for all m,n > N (including n =∞) and for all x, x′ ∈ X with
dX(x, x
′) < δ
∣∣∣∣
∫
Y
f(x, y)dµn(y|x)−
∫
Y
f(x′, y)dµm(y|x
′)
∣∣∣∣ < ε. (10)
Now, let g : Y→ [0, 1] be a continuous function. Fix some x∞ ∈ X and consider a sequence {xm}m∈N such
that xm → x∞ as m → ∞. In (10) above, take f = g, n = ∞, x = x∞ and x
′ = xm. Then, (10) implies
that µm(·|xm) converges to µ∞(·|x∞) as m → ∞ in weak-* topology
9. From Theorem 6.3, it follows that
µn converges to µ∞ as n→∞ in ℘I(X×Y).
6.2. Relation to the Topology of Setwise Convergence
In this subsection, we state sufficient conditions when setwise convergence of measures imply convergence
in topology of information. Before we state the conditions, let us first consider an example where setwise
convergence of a sequence of measures does not imply convergence in the topology of information.
Example 4. This example uses Rademacher functions, which were used in Hellwig (1996, p. 445) to
construct an example for discontinuous behavior of conditional distributions under weak convergence. Let
9Weak-* convergence for conditional distributions in Theorem 6.3 requires one to consider convergence for all bounded
continuous functions, not just those mapping to [0, 1]. However, by adding a constant and rescaling, it suffices to show
convergence for functions mapping to [0, 1].
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[0, 1[ with Borel σ-algebra B[0,1[ be given. Let λ denote the Lebesgue measure restricted to [0, 1[. Recall that
the n-th Rademacher function is defined as Fn(ω) =
∑2n−1−1
k=0 I[ 2k2n ,
2k+1
2n [
(ω) for any ω ∈ [0, 1[. We have the
following result.
Lemma 6.4. Define a sequence of measures {λn}n∈N such that λn(A) := λ
(
A ∩ F−1n (1)
)
for any A ∈ B[0,1[
and n ∈ N. For any A ∈ B[0,1[,
λn(A) = λ
(
A ∩ F−1n (1)
)
−→
1
2
λ(A) as n→∞. (11)
In other words, λn →
1
2λ as n→∞ in the setwise topology over the space of measures over [0, 1[.
Proof. See Appendix D.
Note that then also λ
(
A ∩ F−1n (0)
)
−→ 12λ(A) as n→∞. Let X := [0, 1[ and Y := {1, 2}. We consider
now the set X×Y with σ-algebra B(X)⊗ P({1, 2}). Let µ be the measure given by
µ(A) =
∫
[0,1[
µ(Ax|x)dλ
where Ax is the x−section of the set A ∈ B(X)⊗P(Y) and for each x ∈ [0, 1[ we set µ({1}|x) = µ({2}|x) =
1
2 .
For each n, we set µn({1}|x) = 1 if Fn(x) = 0 and µn({1}|x) = 0 if Fn(x) = 1. The measure µn ∈ ℘(X×Y)
is defined for each A ∈ B(X)⊗ P(Y) as
µn(A) =
∫
[0,1[
µn(Ax|x)dλ
For each A ∈ B(X) ⊗ P(Y), let A1 := {x ∈ X|Ax = {1}}, A2 := {x ∈ X|Ax = {2}} and A12 :=
{x ∈ X|Ax = {1, 2}}. Note that A1, A2 and A12 are all measurable sets. We have
µn(A) =
∫
A1
(1− Fn)dλ+
∫
A2
Fndλ+
∫
A12
µn({1, 2}|x)dλ
= λ(A1 ∩ F
−1
n (0)) + λ(A2 ∩ F
−1
n (1)) + λ(A12),
µ(A) =
∫
A1
µ({1}|x)dλ+
∫
A2
µ({2}|x)dλ+ λ(A12) =
1
2
λ(A1) +
1
2
λ(A2) + λ(A12).
Lemma 6.4 implies that µn(A) → µ(A) for each A ∈ B(X) ⊗ P(Y), that is, µn converges to µ setwise. On
the other hand, µn does not converge to µ in the topology of information, as µ(·|x) =
1
2δ{1} +
1
2δ{2} for all
x ∈ X and µn(·|x) is either equal to δ{1} or δ{2}. 
It turns out that if X is countable with discrete metric and Y is a Polish space, then setwise convergence
of a sequence of measures over X ×Y implies convergence of that sequence of measures in the topology of
information. This assumption corresponds to the convergence assumption in Engl (1995).
Theorem 6.5. Let X be a countable space with discrete metric and Y be a Polish space. If a sequence
{µn}n∈N of probability measures on X ×Y converges setwise to a probability measure µ, then the sequence
{µn}n∈N converges to µ as n→∞ in ℘I(X×Y).
19
Proof. See Appendix E.
We also have an immediate corollary to the above theorem.
Corollary 6.6. Under the same assumptions of Theorem 6.5, the result of Theorem 6.5 holds if µn → µ as
n→∞ in the metric induced by the total variation norm.
Proof. For a sequence of measures, convergence in total variation norm implies setwise convergence (see the
discussion on page 291 of Bogachev (2006a)). This fact implies the result of the corollary.
We can use Theorem 6.5 to conclude the following result for measures over countable discrete spaces.
Theorem 6.7. Let X and Y be countable spaces, each of which is endowed with the discrete metric. Let
{µn}n∈N ⊂ ℘w(X ×Y) be a weak-* convergent sequence of measures, converging to µ. Then, the sequence
{µn}n∈N converges to µ in ℘I(X×Y).
Proof. Note that both X and Y are Polish spaces. Furthermore, the space of measurable functions and the
space of continuous functions over discrete countable spaces are the same. Since µn
w∗
⇀ µ, we know from that
µn converges to µ in total variation norm, which further implies that µn converges to µ setwise, as n→∞.
The result then follows from Theorem 6.5.
The assumption of countable spaces in the above theorem is part of the conditions on a convergent
sequence of measures considered in Kajii and Morris (1998). Besides this assumption, they require additional
assumptions motivated by game theoretic considerations, which makes their convergence concept stronger
than weak-* convergence (or in this case equivalently setwise or norm convergence) on a discrete countable
space. Their assumptions on the convergent sequence of measures imply that the sequence converges in the
topology of information.
6.3. Discussion
The theorems we proved in this section show that topology of information is weaker that other well-known
topologies under certain conditions on the Polish spaces or underlying distributions of random variables.
However, for general Polish spaces, it is not clear as of now if convergence of a sequence of measures in total
variation norm implies convergence of that sequence in the topology of information or vice-versa. It could
be possible that the topology of information is stronger than the topology of convergence in total variation
metric under certain conditions, but we have been unable to prove this or construct a counterexample. Thus,
we leave the following question as a topic for further research:
Open Problem 1: Let X and Y be Polish spaces, and let ℘TV (X×Y) denote the space of probability
measures over X×Y with the topology induced by total variation norm. What is the relation between the
topological spaces ℘I(X ×Y) and ℘TV (X ×Y)? Does there exists a sequence {µn}n∈N ⊂ ℘(X ×Y) that
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converges to µ in the metric induced by the total variation norm, but does not converge to µ in the topology
of information? 
We showed that a sequence of measures converging in the topology of information preserves conditional
independence property in the limit. A natural question to ask would be if this is also necessary, that is, if
a sequence of measures converging under some topology preserves conditional independence property in the
limit, then does it also converge in the topology of information? In other words, the following problem is
also interesting in its own right:
Open Problem 2: Let X, Y, Z be Polish spaces and let {µn}n∈N ⊂ ℘(X ×Y × Z) be a sequence of
measures. Assume that (i) µn → µ for some measure µ as n → ∞ in some topology, (ii) µn(dy, dz|x) =
µn(dy|x)µn(dz|x) for µn almost every x, and (iii) µ(dy, dz|x) = µ(dy|x)µ(dz|x) for µ almost every x. Does
either of the following holds: (i) {µX×Yn }n∈N converges to µ
X×Y in the space ℘I(X×Y), or (ii) {µ
X×Z
n }n∈N
converges to µX×Z in the space ℘I(X× Z)? 
7. Conclusion
In this paper, we studied the topology of information on the space of measures over Polish spaces. We
showed, through examples, that the weak-* topology and the topology of setwise convergence are weaker
notions of topology than the topology of information for probability measures over general Polish spaces. We
also determined conditions under which weak-* convergence or setwise convergence of a sequence of measures
implied convergence in the topology of information.
This topology is useful in game or optimization problems that feature informational constraints among
the decision makers or causality constraints in the decision making process. For applications, we refer the
reader to the papers listed in the introduction. In particular, Hellwig (1996) uses topology of information
explicitly in showing the existence of optimal solution in an infinite horizon decision problem, while Jordan
(1977); Kajii and Morris (1998); Milgrom and Weber (1985) assume specific conditions on the underlying
spaces, sequences of measures, and/or the topology over measure spaces, to ensure that the limits satisfy
information and causality constraints in the problem.
Our results show that many notions of convergence used in this literature are a special case of convergence
in the topology of information and we believe that the results of this paper will be helpful in unifying and
extending conditions for existence and continuity of optimal solution or Nash equilibrium strategies in such
problems. Recently, Yu¨ksel and Linder (2012) considered one-person optimization of observation channels
in dynamic decision problems. The technical difficulty in Yu¨ksel and Linder (2012) arose partly due to the
fact that the actions of a decision maker affected future states of the world, but the decision maker does not
recall the past observations. It will be interesting to consider such dynamic decision making problems (for
example, Markov decision problems) with or without memory, and use topology of information to identify
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conditions that guarantee existence of optimal decision rules.
Appendix A. Proof of Lemma 4.1
Part 1 of the lemma follows directly from the definition. We prove Part 2 and 3 of the lemma here.
2. Let ǫ > 0. Since M˜ is a tight set of measure pairs, without loss of generality, we can assume that there
exist compact sets K1 ⊂ X,K2 ⊂ Y,K3 ⊂ Z such that
µ
(
(K1 ×K2)
∁
)
< ǫ, ν
(
(K2 ×K3)
∁
)
< ǫ.
By Part 1 of the lemma, we know that µ(K1 × K2) = χ1(µ, ν) (K1 ×K2 × Z). Moreover, note that
since µ(K1|y) ≤ 1 for all b ∈ Y, we get
χ1(µ, ν)
(
K1 ×K2 ×K
∁
3
)
=
∫
K2×K∁3
µ(K1|y)ν(dy, dc) ≤ ν
(
(K2 ×K3)
∁
)
< ǫ.
Thus, using the two equations above, we get
χ1(µ, ν) (K1 ×K2 ×K3) = µ(K1 ×K2)− χ1(µ, ν)
(
K1 ×K2 ×K
∁
3
)
> 1− 2ǫ,
which proves Part 2 of the lemma.
3. Assume, contrary to the claim, that the sequence {χ1(µn, νn)}n∈N does not converge to χ1(µ0, ν0)
as n → ∞. Since {χ1(µn, νn)}n∈N does not converge to χ1(µ0, ν0), there exists an ε0 > 0 and a
subsequence {χ1(µnl , νnl)}l∈N such that
ρ℘w(X×Y×Z)(χ1(µnl , νnl), χ1(µ0, ν0)) > ε0, (A.1)
where ρ℘w(X×Y×Z)(·, ·) is the distance between the two measures under Prohorov’s metric over the
space ℘w(X×Y×Z). By Part 2 of the lemma, we can conclude that {χ1(µn, νn)}n∈N is a tight set of
measures, which implies that for the subsequence {χ1(µnl , νnl)}l∈N, there exists a further subsequence
{(µnl
k
, νnl
k
)}k∈N such that χ1(µnl
k
, νnl
k
) converges to some measure λ0 ∈ ℘(X×Y ×X).
We now show that λ0 = χ1(µ0, ν0). First, note that
λX×Y0 = lim
k→∞
(χ1(µnl
k
, νnl
k
))X×Y = lim
k→∞
µnl
k
= µ0,
which follows from Lemma 2.2. Similarly, λY×Z0 = ν0. Now, since µ0 is induced by a Borel measurable
function, applying Lemma 2.1, we conclude that λ0 is the unique probability measure that glues the
two probability measures µ0 and ν0, which implies λ0 = χ1(µ0, ν0). However, this contradicts (A.1).
Thus, our assumption that the sequence {χ1(µn, νn)}n∈N does not converge to χ1(µ0, ν0) as n→∞ is
false. This completes the proof of the lemma.
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Appendix B. Proof of Lemma 4.3
1. Let ΠX be the projection map. For all D ∈ B(X×Y), note that
χ2(ν)(D) =
∫
ΠX(D)
∫
℘w(Y )
ζ(Dx)ν(dζ, dx), (B.1)
is the unique measure defined by (6), where Dx is the Y-section of the set D at point x. First, we
prove that for any D ∈ B(X ×Y), the map hD : ℘w(Y) ×X → R, defined by hD(ζ, x) = ζ(Dx), is
B(X× ℘w(Y))-measurable. To see this, define D ⊂ B(X×Y) as follows:
D = {D ∈ B(X×Y) such that ζ(Dx) is B(X× ℘w(Y)) −measurable } (B.2)
Since X and Y are Polish spaces, the space X resp. Y have countable bases of open sets O resp. U .
We now show that D is a Dynkin-system that contains C := {O × U : O ∈ O, U ∈ U}. For a set
O × U ∈ C, we have to show that the following map
h(ζ, x) =


ζ(U) if x ∈ O
0 otherwise
is B(X × ℘w(Y))-measurable. This follows since {(x, ζ)|h(ζ, x) > α} is equal to X × ℘w(Y) for
α = 0 and equal to O × {ζ ∈ ℘w(Y) s.t. ζ(U) > α} for α > 0. Since U is an open set in Y, by
Portmonteau theorem Billingsley (1968), the map ζ 7→ ζ(U), as a function from ℘w(Y) to R, is upper-
semicontinuous, and therefore measurable. So {ζ ∈ ℘w(Y) s.t. ζ(U) > α} ∈ B(℘w(Y)). This shows
the measurability of h. Since C is closed under finite intersection and generates B(X×Y), by Dynkin’s
lemma (see Theorem 2.4 in Bauer (2001)), D = B(X×Y). This implies that hD is measurable for any
D ∈ B(X×Y), which further implies that (B.1) is well defined.
Further, (B.1) is easily seen to define a probability measure, and for D ∈ C (B.1) reduces to (5). By
Theorem 5.4 in Bauer (2001), the measure defined by (B.1) is the unique extension of (5).
To see that (6) holds, note that g¯(x, ζ) is for g(x, y) = ID for D ∈ B(X×Y) equal to ζ(Dx), so that
(B.1) is just (6) for indicator functions. By standard arguments, (6) holds for all simple functions, and
therefore, holds for all bounded measurable functions from X×Y to R.
2. Let {xn, ζn}n∈N converge to (x, ζ). Since ζn
w∗
⇀ ζ, Prohorov’s theorem implies that for every ε > 0,
there exists a compact set Kε ⊆ Y such that ζn(Kε) > 1− ε for all n ∈ N. Now we have∣∣∣∣
∫
Y
g(xn, y)ζn(dy)−
∫
Y
g(x, y)ζ(dy)
∣∣∣∣
≤
∣∣∣∣
∫
Y
g(xn, y)ζn(dy)−
∫
Y
g(x, y)ζn(dy)
∣∣∣∣ +
∣∣∣∣
∫
Y
g(x, y)ζn(dy)−
∫
Y
g(x, y)ζ(dy)
∣∣∣∣
The second integral converges to zero as n→∞. For the first integral, we have∣∣∣∣
∫
Y
g(xn, y)ζn(dy)−
∫
Y
g(x, y)ζn(dy)
∣∣∣∣ ≤
∫
Kε
|g(xn, y)− g(x, y)|ζn(dy) +
∫
K∁
ε
|g(xn, y)− g(x, y)|ζn(dy)
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We now show that both integrands in the right side of the equation above converge to 0 as n→∞. On
the compact set
(
{xn}n∈N
⋃
{x}
)
×Kε, the function g is uniformly continuous
10. Thus, for any κ > 0,
there exists a natural number N1 ∈ N such that |g(xn, y) − g(x, y)| < κ for all n ≥ N1 and y ∈ Kε.
This implies that the first integrand converges to zero as n→∞. Also, |g(xn, y)− g(x, y)| is bounded
as g is bounded. Further, ζn(K
∁
ε ) < ε for all n ∈ N implies that the second integrand can be made
arbitrarily small (as ε can be chosen arbitrary) for sufficiently large n. Thus, the second integrand
converges to zero as n → ∞. Boundedness is immediate given the boundedness of g. This proves the
result.
3. Let {νn}n∈N ⊂ ℘w(X×℘w(Y)) be a weak-* convergent sequence with the limit ν0. Define µn := χ2(νn)
for n ∈ N ∪ {0}. We want to show that for any g ∈ Cb(X×Y),
lim
n→∞
∫
X×Y
g(x, y)µn(dx, dy) =
∫
X×Y
g(x, y)µ0(dx, dy),
which would imply that χ2 is continuous. In order to prove this, let us define g¯ as g¯(x, ζ) =∫
Y
g(x, y)ζ(dy). Part 2 of the lemma implies g¯ ∈ Cb(X× ℘(Y)), which further implies
∫
X×Y
g(x, y)µn(dx, dy) =
∫
X×℘w(Y)
g¯ dνn −→
n→∞
∫
X×℘w(Y)
g¯ dν0 =
∫
X×Y
g(x, y)µ0(dx, dy),
where equalities hold due to Part 1 of the lemma. This completes the proof of third part of the lemma.
Appendix C. Proof of Theorem 6.1
To prove this, recall that convergence in the topology of information means that ψ(µn) converges to ψ(µ)
as n→∞ in the weak-* topology. Let g be a bounded and continuous function from X×℘w(Y) to the real
numbers. Thus, we want to show that as n→∞
∫
X×℘w(Y)
g(x, ν)dψ(µn) −→
∫
X×℘w(Y)
g(x, ν)dψ(µ). (C.1)
We now prove the (C.1) in three steps.
Step 1: We claim that
µ(B|x) =
∫
B
f(x, y)dµY for all B ∈ B(Y) µX-almost surely. (C.2)
Let B ∈ B(Y). For any A ∈ B(X), we have
∫
A
µ(B|x)µX(dx) = µ(A×B) =
∫
A
(∫
B
f(x, y)µY(dy)
)
µX(dx),
10See Lemma 9.5 in Stokey (1989) for a similar argument
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which implies (C.2). A similar statement is true for µn and fn for any n ∈ N. For every x ∈ X and n ∈ N,
define νxn ∈ ℘(Y) and ν
x ∈ ℘(Y) as
νxn(·) :=
∫
(·)
fn(x, y)dµ
Y
n , ν
x(·) =
∫
(·)
f(x, y)dµY.
Then, νxn and ν
x, respectively, are precisely the conditional measures µn(·|x) and µ(·|x) at x ∈ X for n ∈ N.
Step 2: For any sequence {xn}n∈N converging to x, we now show that the sequence of probability measures
{νxnn }n∈N converges to the probability measure ν
x as n→∞ in the weak-* topology. Note that on a locally
compact space (as Y), weak-* convergence of a sequence of probability measures holds if and only if vague
convergence of the sequence of measures holds Bauer (2001, Corollary 30.9, p. 197)11. Thus, we now prove
that {νxnn }n∈N converges to ν
x as n→∞ in vague topology.
Let q : Y → R be bounded continuous function with a compact support denoted by Kq ⊂ Y. The
sequence {νxnn }n∈N converges vaguely to ν
x if and only if
∫
Y
q(y)fn(xn, y)dµ
Y
n −→
∫
Y
q(y)f(x, y)dµY as n→∞.
In order to prove that the equation above holds, note that
∣∣∣∣
∫
Y
q(y)fn(xn, y)dµ
Y
n −
∫
Y
q(y)f(x, y)dµY
∣∣∣∣ ≤
∣∣∣∣
∫
Y
q(y)fn(xn, y)dµ
Y
n −
∫
Y
q(y)f(x, y)dµYn
∣∣∣∣
+
∣∣∣∣
∫
Y
q(y)f(x, y)dµYn −
∫
Y
q(y)f(x, y)dµY
∣∣∣∣ . (C.3)
The last summand in (C.3) converges to zero as n → ∞, because for a fixed x ∈ X, q(y)f(x, y) is bounded
continuous function on the compact set Kq and µ
Y
n
w∗
⇀ µY. We now show that the first summand on the
right side of (C.3) converges to zero as n→∞. By triangle inequality, we have
|fn(xn, y)− f(x, y)| 6 |fn(xn, y)− f(xn, y)|+ |f(xn, y)− f(x, y)|
By assumption, fn converges uniformly to f on compact sets. Also, since f is continuous function, f is
uniformly continuous on the compact set ({xn}n∈N ∪ {x})×Kq
12. Using these two facts, for any given ε > 0
we can find a N ∈ N such that for any n > N and for all y ∈ Kq, we have
|fn(xn, y)− f(xn, y)| <
ε
2
and |f(xn, y)− f(x, y)| <
ε
2
.
Since q is bounded and {µYn }n∈N is a set of probability measures, the first summand on the right side of
(C.3) converges to zero as n→∞. This implies that for any sequence {xn}n∈N converging to x, the sequence
of measures {νxnn }n∈N converges to ν
x in the weak-* topology. The second step of the proof is complete.
11See Bauer (2001, Chapter 30) for more details on vague convergence and its relation to weak-* convergence of a sequence
of measures over a locally compact Polish space
12See Lemma 9.5 in Stokey (1989) for a similar argument.
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Step 3: Let kn(x) := g(x, ν
x
n) and k(x) := g(x, ν
x). Using the result of Step 2, we know that for any
sequence {xn} converging to x, we get (xn, ν
xn
n ) −→ (x, ν
x). This implies the desired property∫
kn(x)dµ
X
n −→
∫
k(x)dµX as n→∞
by (Billingsley, 1968, Theorem 5.5, p. 34) or Bogachev (2006b, Theorem 8.4.1 (iii), p. 195). The above
equation is precisely (C.1), which completes the proof of the theorem.
Appendix D. Proof of Lemma 6.4
Let us define D to be the set of all A ∈ B[0,1[ for which (11) holds. We show that D form a Dynkin
system. Clearly, [0, 1[ satisfies (11), which implies [0, 1[ ∈ D. We show D form a Dynkin system using two
steps.
Step 1: Let {Am}m∈N ⊂ D be a mutually disjoint sequence of sets. We want to show that ∪
∞
m=1Am ∈ D.
For every n ∈ N, we have
λ
(
(∪∞m=1Am)
⋂
F−1n (1)
)
=
∞∑
m=1
λ
(
Am ∩ F
−1
n (1)
)
Recall that since Am ∈ D,
1
2λ(Am) = limn→∞ λ(Am ∩ F
−1
n (1)). Since λ(Am) = λ(Am ∩ F
−1
n (1)) + λ(Am ∩
F−1n (0)) for any n ∈ N, we get
1
2λ(Am) = limn→∞ λ(Am ∩ F
−1
n (0)). By taking the counting measure on
natural numbers, we apply Fatou’s lemma to get
1
2
∞∑
m=1
λ(Am) 6 lim inf
n→∞
∞∑
m=1
λ
(
Am ∩ F
−1
n (1)
)
6 lim sup
n→∞
∞∑
m=1
λ
(
Am ∩ F
−1
n (1)
)
,
1
2
∞∑
m=1
λ(Am) 6 lim inf
n→∞
∞∑
m=1
λ
(
Am ∩ F
−1
n (0)
)
6 lim sup
n→∞
∞∑
m=1
λ
(
Am ∩ F
−1
n (0)
)
.
We also have
∑∞
m=1 λ
(
Am ∩ F
−1
n (1)
)
=
∑∞
m=1 λ (Am)−
∑∞
m=1 λ
(
Am ∩ F
−1
n (0)
)
, which further implies
lim sup
n→∞
∞∑
m=1
λ
(
Am ∩ F
−1
n (1)
)
=
∞∑
m=1
λ (Am)− lim inf
n→∞
∞∑
m=1
λ
(
Am ∩ F
−1
n (0)
)
≤
1
2
∞∑
m=1
λ(Am).
Inequalities proved above imply λ
(
(∪∞m=1Am)
⋂
F−1n (1)
)
→ 12λ (∪
∞
m=1Am) as n→∞, that is,
λn (∪
∞
m=1Am)→ λ (∪
∞
m=1Am) as n→∞.
Thus, ∪∞m=1Am belongs to D.
Step 2: Note that 12 = λ(F
−1
n (1)) = λ(A∩F
−1
n (1)) +λ(A
∁ ∩F−1n (1)). Since λ(A∩F
−1
n (1))→
1
2λ(A), we
get λ(A∁ ∩ F−1n (1))→
1
2λ(A
∁). This completes the second step.
Steps 1 and 2, along with the fact that [0, 1[ ∈ D, proves that D is a Dynkin system.
Now, we show that D = B[0,1[. Since for m ∈ N and each k ∈ {1, ..., 2
m − 1}, the sets of the form[
k
2m ,
k+1
2m
[
belong to D and are intersection stable, the Dynkin system D is equal to the σ-algebra generated
by
[
k
2m ,
k+1
2m
[
, k ∈ {1, ..., 2m − 1}, m ∈ N, which is the Borel σ-algebra B[0,1[. This shows that D = B[0,1[.
Thus, λn converges to λ setwise as n→∞.
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Appendix E. Proof of Theorem 6.5
Let g a bounded and uniformly continuous function onX×℘w(Y) (where X×℘w(Y) is endowed with the
product metric). For any µn and x ∈ X, define ν
x
n ∈ ℘(Y) as ν
x
n(·) := µn(·|x). Similarly, define ν
x ∈ ℘(Y)
as νx(·) := µ(·|x). By the definition of the convergence in the topology of information as weak-* convergence
of the measure ψ(µn) to ψ(µ) and by Exercise 10 on p.203 in Bauer (2001), it suffices to show that
∣∣∣∣∣
∑
x∈X
g(x, νx)µX(x)−
∑
x∈X
g(x, νxn)µ
X
n (x)
∣∣∣∣∣ −→ 0
where µX denotes the marginal distribution on X. Towards this end, note that
∣∣∣∣∣
∑
x∈X
g(x, νx)µX(x)−
∑
x∈X
g(x, νxn)µ
X
n (x)
∣∣∣∣∣
≤
∣∣∣∣∣
∑
x∈X
g(x, νx)µX(x) −
∑
x∈X
g(x, νx)µXn (x)
∣∣∣∣∣+
∑
x∈X
∣∣∣g(x, νx)− g(x, νxn)
∣∣∣µXn (x). (E.1)
We show that the two summands in the equation above converges to 0 as n→∞ in two steps.
Step 1: Note that g(x, νx) is a bounded measurable function on X. Furthermore, µXn converges setwise
to µX. By Exercise 11.2 in Stokey (1989) we then have that
∣∣∣∣∣
∑
x∈X
g(x, νx)µX(x) −
∑
x∈X
g(x, νx)µXn (x)
∣∣∣∣∣ −→n→∞ 0.
Thus, the first summand in (E.1) converges to 0 as n→∞.
Step 2: The support of µX, denote Sµ ⊂ X is given by
Sµ :=
{
x ∈ X : µX(x) > 0
}
.
Since µX is a probability measure on a discrete countable space, for each ε > 0, there exists a finite set
Fε ⊆ Sµ such that µ
X(X\Fε) < ε. For any x ∈ Fε, the regular conditional distribution µ(B|x) for any
B ∈ B(Y) is given by µ(B∩{x})
µ({x}) . Since {µn}n∈N converges setwise to µ, for each B ∈ B(Y), we get
νxn(B) = µn(B|x) =
µn(B ∩ {x})
µn({x})
−→
µ(B ∩ {x})
µ({x})
= µ(B|x) = νx(B) as n→∞.
So, {νxn}n∈N converges setwise to ν
x for every x ∈ Fε, which further implies that {ν
x
n}n∈N converges to ν
x
in weak-* topology for every x ∈ Fε. Next, we have
∑
x∈X
∣∣∣g(x, νx)− g(x, νxn)
∣∣∣µXn (x) =
∑
x∈Fε
∣∣∣g(x, νx)− g(x, νxn)
∣∣∣µXn (x) +
∑
x∈X\Fε
∣∣∣g(x, νx)− g(x, νxn)
∣∣∣µXn (x).
We now show that the first summand in the equation above converges to 0 as n → ∞. Fix x ∈ Fε. Since
νxn
w∗
⇀ νx and g is uniformly continuous, for ε > 0, there exists Nx ∈ N such that for n > Nx, we have that
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|g(x, νx)− g(x, νxn)| < ε. Define N1 := maxx∈Fε Nx, which is finite since Fε is a finite set. Then, for any
n ≥ N1, we have |g(x, ν
x)− g(x, νxn)| < ε for all x ∈ Fε.
Next, we prove the second summand in the equation above converges to 0 as n→∞. Since µXn converges
setwise to µX, There exists N2 such that for any n > N2, µ
X
n (X\Fε) < 2ε. This implies
∑
x∈X\Fε
∣∣∣g(x, νx)− g(x, νxn)
∣∣∣µXn (x) < 4‖g‖∞ε for n ≥ N2.
Thus, we proved that for any ε > 0, there exists N := max{N1, N2} such that for any n ≥ N , we have
∑
x∈X
∣∣∣g(x, νx)− g(x, νxn)
∣∣∣µXn (x) < (1 + 4‖g‖∞)ε.
This completes Step 2 of the proof.
Now, using the inequality in (E.1) and the results from Steps 1 and 2 above, we know that µn → µ in
the topology of information, which completes the proof of the theorem.
Appendix F. Jordan’s Result as a corollary of Theorem 6.3
Remark Appendix F.1. Hellwig (1996) also considers the relation between the topology of information and
the assumptions in Jordan (1977). However, we have been unable to verify the remark on Hellwig (1996, p.
449), in which he claims the following: If {µn}n∈N ⊂ ℘w(X×Y) is a weak-* convergent sequence of measures
converging to µ such that the conditional measure µn(·|x) is a continuous function from X to ℘w(Y) for
every n ∈ N, then µn → µ as n → ∞ in the topology of information. We provide a counterexample to this
claim in Example 5 below. 
We now provide a counterexample to Hellwig’s claim stated in the remark above, which adapts the
example given on Jordan (1977, p. 1371).
Example 5. Consider X =
{
2, 2 + 1
n
, n ∈ N
}
and Y = {1, 3}, where X is endowed with the subspace topol-
ogy of the real line, and Y is endowed with discrete topology. Define ν ∈ ℘(X×Y) such that ν ({(2, 1)}) =
ν ({(2, 3)}) = 12 . Consider a sequence {νn}n∈N ⊂ ℘(X × Y) with νn ({(2, 1)}) = νn
({(
2 + 1
n
, 3
)})
= 12 .
Therefore, νn converges to ν as n→∞ in the weak-* topology. For each n, the conditional distribution on
Y given x is given by
νn (1|2) = 1, νn
(
3
∣∣∣∣2 + 1k
)
= 1 for k = n.
For k ∈ N \ {n}, let us assume that the conditional measures are given by
νn
(
1
∣∣∣∣2 + 1k
)
= 1 for k 6= n, k ∈ N.
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For fixed n ∈ N, the conditional distribution νn(·|x) is a continuous function on X. Nevertheless, we have
ψ (νn) =


(
2, δ{1}
)
with probability 12(
2 + 1
n
, δ{3}
)
with probability 12
, ψ (ν) = δ{(2, 12 δ{1}+
1
2 δ{3})}
.
Now, consider a bounded continuous function h : ℘w(Y)→ R such that h(δ{1}) = h(δ{3}) = 0 and h(
1
2δ{1}+
1
2δ{3}) = 1
13. We have
∫
X×℘w(Y)
h(ζ)dψ(νn) = 0 for all n ∈ N and
∫
X×℘w(Y)
h(ζ)dψ(ν) = 1. Thus, ψ (νn)
does not converge to ψ (ν) in the weak-* topology. Hence, νn does not converge to ν in the topology of
information. 
To relate the topology of information to the assumptions of Jordan (1977), one can instead argue as
follows: Jordan (1977) assumes that there is a first countable spaceH and that there are continuous functions
λ : H → ℘w(X×Y) and ν : H ×X→ ℘w(Y)
14 such that for each η ∈ H , ν(η, x) is the regular conditional
distribution of λ(η) given x ∈ X. Let {ηn}n∈N ⊂ H be a convergent sequence with limit η. In the proof of
the Theorem 6.3, define the functions hn : X→ X×℘w(Y) and h : X→ X×℘w(Y) as hn(x) = (x, ν(ηn, x))
and h(x) = (x, ν(η, x)) for n ∈ N. The continuity properties of the map ν imply that hn(xn) → h(x) in
X × ℘w(Y) whenever xn → x, which holds for all x ∈ X. Convergence of the sequence in the topology of
information follows using the same steps as in the proof of Theorem 6.3.
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