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Abstract
We give some a priori estimates for Yamabe equation on Riemannian manifold in dimensions 5 and 6.
In dimension 5 we present an inequality of type sup× inf. In dimension 6, we have an L∞loc estimate if we
assume that the infima of the solutions are uniformly bounded below by some positive constant.
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Dans ce qui suit, nous noterons Δ = −∇ i (∇i ) le laplacien géométrique.
Dans cet article, on s’intéresse à certaines inégalités du type sup× inf pour l’équation de
Yamabe sur une variété Riemannienne (M,g).
Ce type d’estimations a été étudié pour l’équation de la courbure scalaire prescrite sur un
ouvert Ω de Rn, voir [2–4,6,7,11,12,14].
En dimension 2, Brézis, Li et Shafrir (voir [3]), ont prouvé que sup+ inf est toujours borné
quand les courbures scalaires prescrites sont lipschitziennes. Ce résultat a été amélioré par Chen
et Lin (voir [6]) pour des courbures scalaires prescrites hölderiennes. Shafrir (voir [14]) obtient
un résultat du type sup+C inf avec des courbures scalaires prescrites seulement dans L∞.
Quant aux dimensions n  3, de nombreux résultats ont été prouvés dans le cas euclidien,
avec des conditions diverses sur les courbures scalaires prescrites, voir [2,7,12].
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4(n − 1)
n − 2 Δu + Sgu = u
N−1, u > 0 avec N = 2n
n − 2 .
Sg est la courbure scalaire.
Dans la suite, par soucis de simplification d’écriture, on considérera l’équation suivante :
Δu + Rgu = n(n − 2)uN−1, u > 0 et Rg = n − 24(n − 1)Sg.
Rappelons que dans le cas où M est compacte, l’équation de Yamabe a été étudiée par de
nombreux auteurs. L’existence de solutions pour cette équation a été donné par T. Aubin dans le
cas où la variété est non conformément plate et de dimension n 6, quant aux cas des dimensions
3, 4, 5 et où la variété est conformément plate, la réponse a été donnée par R. Schoen grâce au
théorème de la masse positive, voir, par exemple, [1].
Cette équation a engendré de nombreux problèmes, comme ceux relatifs aux meilleures
constantes dans les injections de Sobolev et les phénomènes de concentrations, voir [1,8,9], par
exemple. Un autre problème est celui de la majoration du produit sup× inf. Grâce à un résultat
de T. Aubin, on voit que ce produit est constant et égal à 1 dans le cas où M = Sn est la sphère
unité de dimension n.
Un résultat important a été donné pour n = 3,4 par Li et Zhang (voir [13]), à savoir la majo-
ration du produit sup× inf.
Notons que dans notre travail, il n’y a pas de borne a priori de l’énergie. Il existe des résultats
intéressants si on suppose l’énergie bornée, voir [8].
Nous nous proposons d’étudier les cas des dimensions 5 et 6. Nous obtenons :
Théorème 1. Si n = 5, alors pour tout compact K de M , il existe une constante positive c =
c(K,M,g) telle que
(sup
K
u)1/7 × inf
M
u c.
Théorème 2. Si n = 6 alors, pour tout m > 0, pour tout compact K de M , il existe une constante
positive c = c(K,M,m,g) telle que
sup
K
u c, si min
M
um.
Rappelons que dans [3], une des principales questions, a été de savoir, s’il était possible
d’avoir une idée sur les maxima des solutions de l’équation de la courbure scalaire prescrite
si on contrôlait les minima, d’où le Théorème 2 ci-dessus.
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1.1. La technique « blow-up »
Soit (ui)i une suite de fonctions sur M telles que
Δui + Rgui = n(n − 2)uiN−1, ui > 0, N = 2n
n − 2 .
On raisonne par l’absurde, en supposant que sup× inf n’est pas borné. On note, s = 1/7 si
n = 5 et s = 1 si n = 6. On suppose que
∀c,R > 0, ∃uc,R solution de l’équation précédente telle que
Rn−2
(
sup
B(x0,R)
uc,R
)s × inf
M
uc,R  c. (H)
Proposition 1. Il existe une suite de points (yi)i , yi → x0 et deux suites de réels positifs
(li)i , (Li)i , li → 0, Li → +∞, telles qu’en posant vi(y) = ui [expyi (y)]ui(yi ) , on ait :
0 < vi(y) βi  2(n−2)/2, βi −→ 1,
vi(y) −→
(
1
1 + |y|2
)(n−2)/2
, uniformément sur tout compact de Rn,
l
3/2
i [ui(yi)]1/7 × inf
M
ui −→ +∞, si n = 5,
l2i ui(yi) −→ +∞, si n = 6.
Preuve. On utilise l’hypothèse de l’absurde (H), on prend deux suites Ri > 0, Ri → 0 et ci →
+∞, telles que
Ri
(n−2)( sup
B(x0,Ri )
ui
)s × inf
M
ui  ci −→ +∞.
Soit, xi ∈ B(x0,Ri), tel que supB(x0,Ri ) ui = ui(xi) et si(x) = [Ri − d(x, xi)](n−2)/2ui(x),
x ∈ B(xi,Ri). Alors, xi → x0.
On a
max
B(xi ,Ri)
si(x) = si(yi) si(xi) = Ri(n−2)/2ui(xi)√ci −→ +∞.
On pose
li = Ri − d(yi, xi), u¯i(y) = ui
[
expyi (y)
]
, vi(z) =
ui[expyi (z/[ui(yi)]2/(n−2))] .
ui(yi)
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Li = li
(ci)1/2(n−2)
[
ui(yi)
]2/(n−2) = [si(yi)]2/(n−2)
c
1/2(n−2)
i

c
1/(n−2)
i
c
1/2(n−2)
i
= c1/2(n−2)i −→ +∞.
Si |z| Li , alors y = expyi [z/[ui(yi)]2/(n−2)] ∈ B(yi, δi li) avec δi = 1(ci )1/2(n−2) et d(y, yi) <
Ri − d(yi, xi), d’où, d(y, xi) < Ri et donc, si(y) si(yi), ce qui revient à écrire
ui(y)
[
Ri − d(y, yi)
](n−2)/2  ui(yi)(li)(n−2)/2.
Comme d(y, yi) δi li , Ri > li et Ri −d(y, yi)Ri − δi li > li − δi li = li (1− δi), on obtient
0 < vi(z) = ui(y)
ui(yi)

[
li
li (1 − δi)
](n−2)/2
 2(n−2)/2.
On pose alors, βi = ( 11−δi )(n−2)/2, il est clair que βi → 1. La fonction vi vérifie l’équation sui-
vante :
−gjk[expyi (y)]∂jkvi − ∂k[gjk√|g| ][expyi (y)]∂j vi + Rg[expyi (y)][ui(yi)]4/(n−2) vi = n(n − 2)viN−1.
En, utilisant les estimations elliptiques, les théorèmes d’Ascoli et de Ladyzenskaya, (vi)i
converge uniformément sur tout compact vers une fonction v solution sur Rn de
Δv = n(n − 2)vN−1, v(0) = 1, 0 v  1 2(n−2)/2.
Par le principe du maximum, on a v > 0 sur Rn et un résultat de Caffarelli–Gidas–Spruck
(voir [5]) donne, v(y) = ( 11+|y|2 )(n−2)/2. On obtient les mêmes propriétés de convergence des vi
que dans un article précédent (voir [2]). La Proposition 1 est prouvée. 
1.2. Coordonnées géodésiques polaires
Soit u une fonction définie sur M . On pose u¯(r, θ) = u[expx(rθ)]. On note gx,ij les compo-
santes de g dans la carte exponentielle centrée en x.
On pose aussi
wi(t, θ) = e(n−2)/2u¯i
(
et , θ
)= e(n−2)t/2ui[expyi (et θ)],
a(yi, t, θ) = logJ
(
yi, e
t , θ
)= log[√det(gyi ,ij )].
Le laplacien en coordonnées géodésiques polaires s’écrit :
−Δu = ∂rr u¯ + n − 1
r
∂r u¯ + ∂r
[
logJ (x, r, θ)
]
∂r u¯ − 1
r2
Δθ u¯.
On en déduit les lemmes suivants :
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−∂ttwi − ∂ta∂twi − Δθwi + cwi = n(n − 2)wN−1i ,
avec
c = c(yi, t, θ) =
(
n − 2
2
)2
+ n − 2
2
∂ta + Rge2t .
Preuve. On écrit
∂twi = ent/2∂r u¯i + n − 22 wi, ∂ttwi = e
(n+2)t/2
[
∂rr u¯i + n − 1
et
∂r u¯i
]
+
(
n − 2
2
)2
wi,
∂ta = et∂r logJ
(
yi, e
t , θ
)
, ∂ta∂twi = e(n+2)t/2[∂r logJ∂r u¯i] + n − 22 ∂tawi.
Le Lemme 1 s’en suit. 
Soit b1(yi, t, θ) = J (yi, et , θ) > 0. On peut écrire
− 1√
b1
∂tt
(√
b1wi
)− Δθwi + [c(t) + b−1/21 b2(t, θ)]wi = n(n − 2)wiN−1, où
b2(t, θ) = ∂tt
(√
b1
)= 1
2
√
b1
∂tt b1 − 14(b1)3/2 (∂tb1)
2.
On pose,
w˜i =
√
b1wi.
Lemme 2. La fonction w˜i est solution de
−∂tt w˜i + Δθ(w˜i) + 2∇θ (w˜i).∇θ log
(√
b1
)+ (c + b−1/21 b2 − c2)w˜i
= n(n − 2)
(
1
b1
)(N−2)/2
w˜N−1i ,
où c2 est une fonction qu’on déterminera.
Preuve. On a
−∂tt w˜i −
√
b1Δθwi + (c + b2)w˜i = n(n − 2)
(
1
b1
)(N−2)/2
w˜N−1i , or
Δθ
(√
b1wi
)=√b1Δθwi − 2∇θwi.∇θ√b1 + wiΔθ (√b1 ) et
∇θ
(√
b1wi
)= wi∇θ√b1 +√b1∇θwi,
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∇θwi.∇θ
√
b1 = ∇θ (w˜i).∇θ log
(√
b1
)− w˜i∣∣∇θ log(√b1 )∣∣2,
et on en déduit que
√
b1Δθwi = Δθ(w˜i) + 2∇θ (w˜i).∇θ log
(√
b1
)− c2w˜i, avec
c2 =
[
1√
b1
Δθ
(√
b1
)+ ∣∣∇θ log(√b1 )∣∣2
]
.
Le Lemme 2 est prouvé. 
1.3. La méthode « moving-plane »
Soit ξi un réel, on suppose ξi  t , on pose t ξi = 2ξi − t et w˜ξii (t, θ) = w˜i(tξi , θ).
Proposition 2. On a
w˜i(λi, θ) − w˜i(λi + 4, θ) k˜ > 0, ∀θ ∈ Sn−1. (1)
Pour tout β > 0, il existe cβ > 0 tel que :
1
cβ
e(n−2)t/2  w˜i(λi + t, θ) cβe(n−2)t/2, ∀t  β, ∀θ ∈ Sn−1. (2)
Preuve. Comme dans [2], on a, wi(λi, θ) − wi(λi + 4, θ)  k > 0 pour i assez grand, ∀θ . En
remarquant que b1(yi, λi, θ) → 1 et b1(yi, λi + 4, θ) → 1 uniformément en θ , on obtient (1) de
Proposition 2. Pour (2) on utilise le Lemme 2 ci-dessus, voir aussi [2]. On pose :
Zi = −∂tt (·) + Δθ(·) + 2∇θ (·).∇θ log
(√
b1
)+ (c + b−1/21 b2 − c2)(·). 
Remarque. Dans l’opérateur Zi , en utilisant la Proposition 3 le coefficient c + b−1/21 b2 − c2
vérifie :
c + b−1/21 b2 − c2  k′ > 0, pour t 
 0,
ceci est fondamental si on veut appliquer le principe du maximum de Hopf.
Dans la suite, on doit tenir compte de l’accroissement (de t à tξi ) des coefficients et non seule-
ment des fonctions (accroissements des opérateurs et des fonctions entre t et tξi ). On utilisera la
Proposition 1.
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Comme dans [2], on dispose d’un opérateur elliptique du second ordre, ici c’est Zi , le but est
d’utiliser la méthode « moving-plane » pour avoir une contradiction. On veut prouver ceci :
Zi
(
w
ξi
i − wi
)
 0, si wξii − wi  0.
Avec, wi , une fonction convenable obtenue à partir de wi . Nous devrons alors, estimer la
contribution des opérateurs Zi en les fonctions wξii − wi .
Ensuite, comme dans [2], on utilisera le principe du maximum de Hopf pour conclure. Expli-
citement, Δθ = Δgyi ,et ,Sn−1 . On obtient alors :
Zi
(
w˜
ξi
i − w˜i
)= (Δg
yi ,e
tξi ,Sn−1
− Δgyi ,et ,Sn−1 )
(
w˜
ξi
i
)
+ 2(∇
θ,et
ξi − ∇θ,et )
(
w
ξi
i
)
.∇
θ,et
ξi log
(√
b
ξi
1
)
+ 2∇θ,et
(
w˜
ξi
i
)
.∇
θ,et
ξi
[
log
(√
b
ξi
1
)− log√b1 ]
+ 2∇θ,et wξii .(∇θ,etξi − ∇θ,et ) log
√
b1
− [(c + b−1/21 b2 − c2)ξi − (c + b−1/21 b2 − c2)]w˜ξii
+ n(n − 2)
(
1
b
ξi
1
)(N−2)/2(
w˜
ξi
i
)N−1
− n(n − 2)
(
1
b1
)(N−2)/2
w˜N−1i . (∗∗∗1)
Clairement, on a le lemme suivant :
Lemme 3.
b1(yi, t, θ) = 1 − 16 Ricciyi (θ, θ)e
2t + · · · ,
Rg
(
et θ
)= Rg(yi) + 〈∇Rg(yi)|θ 〉et + · · · .
Proposition 3.
Zi
(
w˜
ξi
i − w˜i
)
 b(2−N)/21
[(
w˜
ξi
i
)N−1 − w˜N−1i ]+ C∣∣e2t − e2tξi ∣∣[∣∣∇θ w˜ξii ∣∣+ ∣∣∇2θ (w˜ξii )∣∣
+ |Ricciyi |
[
w˜
ξi
i +
(
w˜
ξi
i
)N−1]+ ∣∣Rg(yi)∣∣w˜ξii ]+ C′w˜ξii ∣∣e3tξi − e3t ∣∣.
Preuve. En coordonnées géodésiques polaires (et le lemme de Gauss) :
g = dt2 + r2g˜kij dθ i dθj et
√∣∣g˜k∣∣= αk(θ)√[det(gx,ij )],
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Lemme 3) :
∣∣∂tb1(t)∣∣+ ∣∣∂tt b1(t)∣∣+ ∣∣∂tt a(t)∣∣ Ce2t et
|∂θj b1| + |∂θj ,θk b1| + |∂t,θj b1| + |∂t,θj ,θk b1| Ce2t .
D’autre part,
Δθ = Δgyi ,et ,Sn−1 = −
∂θl [g˜θ lθj (et , θ)
√|g˜k(et , θ)|∂θj ]√|g˜k(et , θ)| .
On a alors,
Ai :=
[[
∂θl (g˜
θ lθj
√|g˜k|∂θj )√|g˜k|
]ξi
−
[
∂θl (g˜
θ lθj
√|g˜k|∂θj )√|g˜k|
]](
w˜
ξi
i
)= Bi + Di
avec
Bi =
[
g˜θ
lθj
(
et
ξi
, θ
)− g˜θ lθj (et , θ)]∂θlθj w˜ξii et
Di =
[
∂θl [g˜θ lθj (etξi , θ)
√|g˜k|(etξi , θ)]√|g˜k|(etξi , θ) −
∂θl [g˜θ lθj (et , θ)
√|g˜k|(et , θ)]√|g˜k|(et , θ)
]
∂θj w˜
ξi
i .
Il est clair qu’on peut choisir 1 > 0 tel que∣∣∂r g˜kij (x, r, θ)∣∣+ ∣∣∂r∂θmg˜kij (x, r, θ)∣∣ Cr, x ∈ B(x0, 1), r ∈ [0, 1], θ ∈ Uk.
En conclusion,
Ai  Ck
∣∣e2t − e2tξi ∣∣[∣∣∇θ w˜ξii ∣∣+ ∣∣∇2θ (w˜ξii )∣∣].
Si, on prend C = max{Ci, 1 i  q} et si on utilise (∗∗∗1), on obtient la Proposition 3. 
On a
c(yi, t, θ) =
(
n − 2
2
)2
+ n − 2
2
∂ta + Rge2t , (α1)
b2(t, θ) = ∂tt
(√
b1
)= 1
2
√
b1
∂tt b1 − 14(b1)3/2 (∂tb1)
2, (α2)
c2 =
[
1√
b1
Δθ
(√
b1
)+ ∣∣∇θ log(√b1 )∣∣2
]
, (α3)
donc,
∂t c(yi, t, θ) = (n − 2)∂tt a + 2e2tRg
(
et θ
)+ e3t 〈∇Rg(et θ)|θ 〉,2
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|∂t c2| + |∂tb1| + |∂tb2| + |∂t c|K1e2t .
On sait que 0 < vi(y) 2(n−2)/2, par les estimations elliptiques, on a
‖∇vi‖L∞(B(0,R)) +
∥∥∇2vi∥∥L∞(B(0,R))  C(R,n). (∗∗∗2)
1.5. Étude du cas n = 5
On se place en dimension n = 5. Considérons maintenant la fonction
wi(t, θ) = w˜i(t, θ) − [ui(yi)]
α/3 minM ui
2
e2t .
Pour t  ti = − 2α3 logui(yi), on a
wi(t, θ) = e2t
[
b1(t, θ)e
−t/2ui
[
expyi
(
et θ
)]− [ui(yi)]α/3 minM ui
2
]
 e2t [ui(yi)]
α/3 minM ui
2
> 0.
On pose, μi = [ui(yi )]α/3 minM ui2 . En utilisant le même raisonnement que dans [2], on obtient :
Lemme 4. Il existe ν < 0 tel que pour λ ν :
wλi (t, θ) − wi(t, θ) 0, ∀(t, θ) ∈ [λ, ti] × S4.
On pose, λi = − 23 logui(yi), alors, on a :
Lemme 5.
wi(λi, θ) − wi(λi + 4, θ) > 0.
Preuve. Il est clair que
wi(λi, θ) − wi(λi + 4, θ) = w˜i(λi, θ) − w˜i(λi + 4, θ) + μie2λi
(
e4 − 1),
on déduit le Lemme 5 de la Proposition 2. 
Soit, ξi = sup{λ λi + 2, wξii (t, θ) − wi(t, θ) 0, ∀(t, θ) ∈ [ξi, ti] × S4}.
Le réel ξi existe (voir [2]). On utilise (∗∗∗2) pour obtenir :
w˜
ξi
i (t, θ) +
∣∣∇θ w˜ξii (t, θ)∣∣+ ∣∣∇2θ w˜ξii (t, θ)∣∣ C(R), ∀(t, θ) ∈ ]−∞, logR] × S4.
On peut écrire :
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(
w
ξi
i − wi
)= Zi(w˜ξii − w˜i)− μiZi(e2tξi − e2t),
−Zi
(
e2t
ξi − e2t)= [4 − 9
4
− 3
2
∂ta − Rge2t + b−1/21 b2 − c2
](
e2t
ξi − e2t) c1(e2tξi − e2t),
avec c1 > 0.
La Proposition 3 permet d’avoir sur [ξi, ti] × S4 :
Zi
(
w
ξi
i − wi
)
 c2
[(
w˜
ξi
i
)7/3 − w˜7/3i ]+ [μic1 − C′(R)](e2tξi − e2t) 0.
Comme dans [2], le principe du maximum de Hopf assure que
sup
θ∈S4
w
ξi
i (ti , θ) inf
θ∈S4
wi(ti , θ).
Ce qui s’interprète, en utilisant la Proposition 2,
e3ti /2 min
B(x0,1)
ui  c˜e3(λi−ti )/2,
ainsi,
[
ui(yi)
]1−2α
min
M
ui = e3(2ti−λi)/2 min
M
ui  c˜.
Ce qui contredit notre hypothèse de départ pour α = 37 .
Finalement,
∃R > 0, ∃c = c(M,g,R) > 0,
[
sup
B(x0,R)
ui
]1/7 × inf
M
ui  c ∀i.
Le Théorème 1 est démontré.
1.6. Étude du cas n = 6
Les calculs sont globalement les mêmes que pour la dimension 5, il y a quelques modifications
à faire.
On fait un changement de métrique conforme de telle manière qu’on ait,
Riccix0 = Rg˜(x0) = 0,
√
det(g˜x0,jk) = 1 + O
(
rs
)
, s  4.
Ceci est donné par [1] (voir aussi Lee et Parker [10]). On sait que :
(1) yi → x0 et donc, Rg˜(yi) → 0 et Ricciyi → 0,
(2) √det(g˜yi ,jk) = 1 − 13 Ricciyi (θ, θ)r2 + · · · et b˜1 = √det(g˜yi ,jk) = J˜ (yi, et , θ), donc les dé-
rivées successives de b1 ont pour premiers termes dans le développement de Taylor, des
coefficients qui tendent vers 0 avec i.
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On travaille avec un réel λ λi + 2 = 12 logui(yi) + 2, qu’on choisira plus tard.
(3) Les fonctions vi tendent vers une fonction radiale, donc, ∂θj wλi → 0 si i → +∞ et de plus,
∂θj w
λ
i (t, θ)
wλi
= e
(n−2)[(λ−λi )+(ξi−t)]/2e[(λ−λi)+(ξi−t)](∂θj vi)(e[(λ−λi )+(λ−t)]θ)
e(n−2)[(λ−λi )+(λ−t)]/2vi[e(λ−λi)+(λ−t)θ ]  Ci,
où Ci est une constante qui tend vers 0 si i tend vers l’infini et ne dépend pas de λ. On
obtient la même chose si on dérive encore une fois par rapport à θ . Ainsi,
∣∣∂θwλi (t, θ)∣∣+ ∣∣∂θ,θwλi (t, θ)∣∣ C˜iwλi (t, θ), C˜i −→ 0.
On a w˜i =
√
b˜1wi . Comme ∂θj b1 et ∂θj ,θk b1 ont leurs premiers coefficients tendant vers 0,
on obtient que
∣∣∂θ w˜λi (t, θ)∣∣+ ∣∣∂θ,θ w˜λi (t, θ)∣∣ C˜iw˜λi (t, θ), C˜i −→ 0.
Ci ne dépend pas de λ. On suppose alors, que minM ui  m˜ > 0 (m˜ correspond à la mé-
trique g˜).
(4) On remplace les fonctions w˜i par wi = w˜i − m˜2 e2t .
Comme dans la preuve de [2, Théorème 3], on choisit t0 très petit, de telle manière que les
coefficients devant w˜λi (e2t
λ − e2t ) et e2t (e2tλ − e2t ) (qui ne dépendent pas de λ), soient négli-
geables respectivement devant m˜ > 0. On a le Lemme 6 suivant dont la preuve est identique à
celle du Lemme 4 :
Lemme 6. Il existe ν < 0 tel que pour λ ν
wλi (t, θ) − wi(t, θ) 0, ∀(t, θ) ∈ [λ, t0] × S5.
On choisit ξi comme pour le cas de la dimension 5. On remplace λ par ξi .
ξi = sup
{
λ λi + 2, wξii (t, θ) − wi(t, θ) 0, ∀(t, θ) ∈ [ξi, t0] × S5
}
.
Remarque importante. Si on veut éviter la confusion avec le λ, on peut choisir, t0 = ti =
log
√
li → −∞, comme pour la dimension 5. Les réels li sont comme dans la Proposition 1.
Pour i assez grand, tous les coefficients ne contenant pas m˜ tendent vers 0. On remarquera aussi
que, log
√
li  λi + 2.
Avec la Proposition 3 et le fait que R˜icciyi → 0, R˜g(yi) → 0, on écrit :
Zi
(
w˜
ξi − w˜i
)
 Ciw˜ξi
(
e2t − e2tξi )+ b−1/2[(w˜ξi )2 − (w˜i)2],i i 1 i
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Zi
(
w
ξi
i − wi
)= (w˜ξii Ci + m2 C′ie2t
)(
e2t − e2tξi )+ b−1/21 (w˜ξii − w˜i)(w˜ξii + w˜i),
avec C′i → 0 quand i → ∞. Puisque, w˜ξii − w˜i  m˜2 (e2t
ξi − e2t ) < 0, et w˜i  m˜2 e2t , on en déduit
que
Zi
(
w
ξi
i − wi
)

(
m˜
2
b
−1/2
1 − Ci
)
w˜
ξi
i
(
e2t
ξi − e2t)+( m˜
2
b
−1/2
1 −
m˜
2
C′i
)
e2t
(
e2t
ξi − e2t) 0.
Comme dans [2], on peut appliquer le principe du maximum de Hopf et obtenir que
ui(yi) c, ∀i.
Si, comme dans la remarque importante ci-dessus, on travaille sur l’intervalle [ξi, ti], on ob-
tient, en utilisant le principe du maximum de Hopf :
max
θ∈S5
wi(ti , θ) min
θ∈S5
wi(2ξi − ti ).
Ce qui revient à écrire (en utilisant la Proposition 2)
l2i ui(yi) c,
ce qui contredit la Proposition 1. Le Théorème 2 est démontré.
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