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1. Introduction
The attainable set of the controllable system is the set of all points to which the system can be steered at a given instant
of time and it is a very useful tool in the study of various problems of optimization, dynamical systems, differential game
theory etc. With the approximate calculation of the attainable sets, most of the properties of the given control system can
be established in advance.
The control systems with integral constraint on controls are generally needed in the modeling of the systems having
limited energy resources, which are exhausted by consuming, such as fuel or money. For example, the motion of a flying
apparatus with variable mass is described in the form of controllable system, where the control functions have integral
constraint (see., e.g. [1–3]).
In [4–9], topological properties and numerical methods for constructing the attainable sets of linear control systemswith
integral constraint on control functions are investigated. The attainable sets of affine control systems, i.e., the attainable sets
of control systems which are nonlinear with respect to the phase state vector but linear with respect to the control vector,
have been considered in [10–12]. The properties of attainable sets of nonlinear control systems have been studied in [13].
The approximation method for the construction of attainable sets of affine control systems with integral constraint on
the controls is given in [10,11]. The algorithm presented here is based on the results obtained in paper [14] and is designed
for the approximate calculation of the attainable sets of nonlinear control systems with integral constraint on controls.
The paper is organized as follows. In Section 2, the system and basic conditions satisfied by this system are given. In
this section, the theorem, which the algorithm is based on, is formulated (Theorem 2.1). In Section 3, simplification of the
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approximation scheme and specification of the steps of the algorithm are discussed. One of the basic steps in the presented
algorithm is the choice of a finite σ -net from the unit sphere that ismade in Section 4. In Section 5, an algorithm for choosing
the vectors from this σ -net is given. In Section 6, the algorithm for choosing the integers j0, j1, . . . , jN−1 is presented. These
integers satisfy some type algebraic inequality and characterize the norms of control efforts, which act in given short time
intervals. Finally in Section 7, the attainable set of a given 3-dimensional control systemwith integral constraint on controls
is calculated. This system describes the evolution of the controllable biological system which consists of three species.
2. Preliminaries
Consider the control system, the behavior of which is described by the differential equation
x˙(t) = f (t, x(t), u(t)), x(t0) ∈ X0 (2.1)
where x ∈ Rn is the phase state vector of the system, u ∈ Rm is the control vector, t ∈ [t0, θ] is the time and X0 ⊂ Rn is a
compact set.
Let ‖·‖ be a Euclidean norm in Rm; ‖u(·)‖p (1 < p < ∞) be a norm in Lp([t0, θ],Rm) where Lp([t0, θ],Rm) denotes the
space of measurable functions u(·) : [t0, θ] → Rm with finite ‖u(·)‖p norm which is defined as
‖u(·)‖p =
∫ θ
t0
‖u(t)‖p dt
 1
p
.
For p > 1 and µ0 > 0, we set
Up =

u(·) ∈ Lp
[t0, θ],Rm : ‖u(·)‖p ≤ µ0. (2.2)
The set Up is called the set of admissible control functions and a function u(·) ∈ Up is said to be an admissible control
function. It is obvious that Up is the closed ball centered at the origin with radius µ0 in Lp
[t0, θ],Rm.
It is assumed that the right hand side of system (2.1) satisfies the following conditions:
1.A. The function f (·) : [t0, θ] × Rn × Rm → Rn is continuous;
1.B. For any bounded set D ⊂ [t0, θ] × Rn there exist constants L1 = L1(D) > 0, L2 = L2(D) > 0 and L3 = L3(D) > 0 such
that
‖f (t, x1, u1)− f (t, x2, u2)‖ ≤ [L1 + L2(‖u1‖ + ‖u2‖)] ‖x1 − x2‖ + L3 ‖u1 − u2‖
for any (t, x1) ∈ D, (t, x2) ∈ D, u1 ∈ Rm and u2 ∈ Rm;
1.C. There exists a constant c > 0 such that
‖f (t, x, u)‖ ≤ c(1+ ‖x‖)(1+ ‖u‖)
for every (t, x, u) ∈ [t0, θ] × Rn × Rm.
Let u∗(·) ∈ Up. The absolutely continuous function x∗(·) : [t0, θ] → Rn, which satisfies the equation x˙∗(t) =
f (t, x∗(t), u∗(t)) a.e. in [t0, θ] and the initial condition x∗(t0) = x0 ∈ X0, is said to be a solution of system (2.1) with
initial condition x∗(t0) = x0, generated by the admissible control function u∗(·). We denote this solution by the symbol
x(·; t0, x0, u∗(·)).
Let us define the set
Xp(t; t0, X0) =

x(t; t0, x0, u(·)) : x0 ∈ X0, u(·) ∈ Up

where t ∈ [t0, θ].
The set Xp(t; t0, X0) is called the attainable set of system (2.1) with constraint (2.2) at the instant of time t . It is clear that
the set Xp(t; t0, X0) consists of all x ∈ Rn to which system (2.1) is steered at an instant of time t ∈ [t0, θ].
The Hausdorff distance between the sets A ⊂ Rm and E ⊂ Rm is denoted by h(A, E) and is defined as
h (A, E) = max

sup
x∈A
d(x, E), sup
y∈E
d(y, A)

where d(x, E) = inf {‖x− y‖ : y ∈ E}.
For given δ > 0 and σ > 0, let
Xδ =

x1, x2, x3, . . . , xQ

be a finite δ-net of the compact set X0 and
Sσ = {s0, s1, s2, . . . , sK }
be a finite σ -net of unit sphere S = {u ∈ Rm : ‖u‖ = 1}.
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Let H > 0 be a given number, Γ = {t0 < t1 < · · · < tN = θ} be a uniform partition of the interval [t0, θ],∆ =
ti+1 − ti (i = 0, 1, . . . ,N − 1),Γ ∗ = {0 = y0 < y1 < · · · < ya = H} be a uniform partition of the segment [0,H] and
∆∗ = yj+1 − yj (j = 0, 1, . . . , a− 1).
Setting
UHp,∆,∆∗,σ =

u(·) ∈ Lp
[t0, θ],Rm : u(t) = yjisli , t ∈ [ti, ti+1), yji ∈ Γ ∗, sli ∈ Sσ ,
i = 0, 1, . . . ,N − 1 and∆ ·
N−1−
i=0
ypji ≤ µp0

we define a new set of control functions. It is clear that UHp,∆,∆∗,σ ⊂ Up.
By ZHp,∆,∆∗,σ (θ; t0, Xδ), we denote the set of all points z(θ) = z(tN) calculated by the recurrent formula
z(ti+1) = z(ti)+ (ti+1 − ti) f

ti, z(ti), yjisli

, z(t0) = xk, i = 0, 1, . . . ,N − 1 (2.3)
where yji ∈ Γ ∗, sli ∈ Sσ , i = 0, 1, . . . ,N − 1, xk ∈ Xδ, k = 1, 2, . . . ,Q and∆ ·
∑N−1
i=0 y
p
ji
≤ µp0.
The following theorem characterizes the Hausdorff distance between the attainable set of system (2.1) with constraint
(2.2) and the finite set ZHp,∆,∆∗,σ (θ; t0, Xδ).
Theorem 2.1 ([14]). For each ε > 0, there exist δ (ε) > 0,H (ε) ∈ (0,∞),∆∗(ε) > 0,∆∗(ε) > 0 and σ(ε) > 0 such that
the inequality
h

Xp (θ; t0, X0) , ZH(ε)p,∆,∆∗(ε),σ (ε)

θ; t0, Xδ(ε)

< ε (2.4)
holds for every∆ ≤ ∆∗(ε).
Remark 2.1. For a given ε > 0, the determination of the numbers δ (ε) > 0,H (ε) ∈ (0,∞),∆∗(ε) > 0,∆∗(ε) > 0 and
σ(ε) > 0 in Theorem 2.1 can be found in [14].
Note that Theorem 9.1 from [14] specifies only the convergence of the set ZH(ε)p,∆,∆∗(ε),σ (ε)

θ; t0, Xδ(ε)

to the attainable set
Xp (θ; t0, X0) and does not provide any error evaluation. If the right hand side of Eq. (2.1) is affine, i.e. if
f (t, x, u) = g(t, x)+ B(t, x)u
then, Theorem 7.1 from [11] gives an error evaluation between the sets Xp (θ; t0, X0) and ZHp,∆,∆∗,σ (θ; t0, Xδ) depending on
δ > 0,H ∈ (0,∞),∆ > 0,∆∗ > 0 and σ > 0.
3. Calculation of the attainable set at the time θ
Using Theorem 2.1, it is possible to construct an algorithm for the approximate calculation of the attainable set of system
(2.1) with constraint (2.2).
For a given ε > 0, after the numbers δ (ε) > 0,H (ε) ∈ (0,∞),∆∗(ε) > 0,∆∗(ε) > 0, σ (ε) > 0 having been chosen in
accordance with inequality (2.4), the approximate calculation of the attainable set Xp (θ; t0, X0) can be reduced to a simpler
set ZHp,∆,∆∗,σ (θ; t0, Xδ) consisting of the finite number of points z(θ) = z(tN) calculated by recurrent formula (2.3).
Since Γ ∗ = {0 = y0 < y1 < · · · < ya = H} is the uniform partition of the segment [0,H] and the diameter of Γ ∗ is∆∗,
then yji ∈ Γ ∗ can be represented by
yji = ji∆∗ (3.1)
where 0 ≤ ji ≤ a is an integer. Since the numbers yji ∈ Γ ∗ (i = 0, 1, . . . ,N − 1) satisfy the inequality∆ ·
∑N−1
i=0 y
p
ji
≤ µp0,
then the integers 0 ≤ ji ≤ a (i = 0, 1, . . . ,N − 1) should be such that
N−1−
i=0
(ji)p ≤ µ
p
0
∆ (∆∗)p
. (3.2)
Taking (3.1) and (3.2) into consideration, recurrent formula (2.3) in the definition of the set ZHp,∆,∆∗,σ (θ; t0, Xδ) can be
rewritten in the form
z(ti+1) = z(ti)+ (ti+1 − ti) f

ti, z(ti),∆∗jisli

, z(t0) = xk, i = 0, 1, . . . ,N − 1 (3.3)
where xk ∈ Xδ, k = 1, 2, . . . ,Q , sli ∈ Sσ and the integers 0 ≤ ji ≤ a (i = 0, 1, . . . ,N − 1) satisfy inequality (3.2).
Now, let us describe the steps of the algorithm to calculate the set ZHp,∆,∆∗,σ (θ; t0, Xδ).
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1. First, for a given δ > 0 and σ > 0, we construct the sets
Xδ =

x1, x2, x3, . . . , xQ

and
Sσ = {s0, s1, s2, . . . , sK }
which are finite δ-net of the compact set X0 and finite σ -net of the unit sphere S = {u ∈ Rm : ‖u‖ = 1}, respectively.
An algorithm, determining a σ -net on unit sphere S will be discussed in Section 4.
The finite δ-net of the compact set X0 depends on the structure of this set. Note that if X0 is composed of a finite number
of points, then Xδ is taken as X0. In other words, it is not required to choose the parameter δ for this case. By virtue of (3.3),
we observe that
ZHp,∆,∆∗,σ (θ; t0, Xδ) =
Q
k=1
ZHp,∆,∆∗,σ (θ; t0, xk) .
2. In calculation of the set ZHp,∆,∆∗,σ (θ; t0, xk), the integers j0, j1, . . . , jN−1 satisfying inequality (3.2) must be chosen,
where 0 ≤ ji ≤ a (i = 0, 1, . . . ,N − 1).
After choosing the integers {j0, j1, . . . , jN−1}, satisfying inequality (3.2) and elements {sl0 , sl1 , . . . , slN−1} from Sσ , the
points of the set ZHp,∆,∆∗,σ (θ; t0, xk) are calculated by formula (3.3).
4. The finite σ-net of the unit sphere
In this section, we will define a finite σ -net on the m-dimensional unit sphere S and give an algorithm for sequencing
the elements of the defined σ -net.
The following proposition characterizes them-dimensional unit sphere.
Proposition 4.1 ([15]). Let S = {u ∈ Rm : ‖u‖ = 1} , τ (m) = (τ1, τ2, . . . , τm−1) and
u(m)

τ (m)
 = u(m)(τ1, τ2, . . . , τm−1) =

cos (τm−1) cos (τm−2) · · · cos (τ2) cos (τ1)
sin (τm−1) cos (τm−2) · · · cos (τ2) cos (τ1)
sin (τm−2) · · · cos (τ2) cos (τ1)
· · · · · · · · · · · ·
sin (τ2) cos (τ1)
sin (τ1)

where τ1 ∈ [0, 2π ], τ2 ∈ [0, 2π ], . . . , τm−1 ∈ [0, 2π ]. Then,
S = u(m) τ (m) = u(m)(τ1, τ2, . . . , τm−1) ∈ Rm : τ1 ∈ [0, 2π ], τ2 ∈ [0, 2π ], . . . , τm−1 ∈ [0, 2π ] .
Proposition 4.2 ([16]). Let C > 0, i1, i2, . . . , im−1 be positive integers,
k(m)(i1, i2, . . . , im−1) =

cos

2π im−1
C

cos

2π im−2
C

· · · cos

2π i2
C

cos

2π i1
C

sin

2π im−1
C

cos

2π im−2
C

· · · cos

2π i2
C

cos

2π i1
C

sin

2π im−2
C

· · · cos

2π i2
C

cos

2π i1
C

· · · · · · · · · · · ·
sin

2π i2
C

cos

2π i1
C

sin

2π i1
C


(4.1)
and let us define the set
L(m) =  k(m)(i1, i2, . . . , im−1) : 1 ≤ i1 ≤ C, 1 ≤ i2 ≤ C, . . . , 1 ≤ im−1 ≤ C . (4.2)
Then the inequality
h(L(m), S) ≤ π
√
m− 1
C
holds.
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Fig. 1. 0.1-net of the unit sphere in R3 .
Using Proposition 4.2, it is possible to define a finite σ -net on the unit sphere S ⊂ Rm. If the number C satisfies the
inequality C > π
√
m−1
σ
, then the set L(m) ⊂ Rm given by relation (4.2) will be the finite σ -net on the unit sphere S ⊂ Rm.
Since k(m)(i1, i2, . . . , im−1) ∈ L(m) (1 ≤ i1 ≤ C, 1 ≤ i2 ≤ C, . . . , 1 ≤ im−1 ≤ C) is defined by (4.1), we can describe the
set L(m) as
L(m) = {s0, s1, . . . , sK }
where s0, s1, . . . , sK are numbered by the standard numbering of the elements of Cartesian product
{1, 2, . . . , C}m−1 = {1, 2, . . . , C} × {1, 2, . . . , C} × · · · × {1, 2, . . . , C}
and
K = C (m−1) − 1.
Thus, the elements s0, s1, . . . , sK are numbered as follows:
s0 = k(m)(1, 1, . . . , 1, 1, 1), s1 = k(m)(1, 1, . . . , 1, 1, 2), . . . , sC−1 = k(m)(1, 1, . . . , 1, 1, , C),
sC = k(m)(1, 1, . . . , 1, 2, 1), . . . , sC2−1 = k(m)(1, 1, . . . , 1, C, C), sC2 = k(m)(1, 1, . . . , 2, 1, 1), . . . ,
sC(m−2)−1 = k(m)(1, C, . . . , C, C, C), . . . , sK = sC(m−1)−1 = k(m)(C, C, . . . , C, C, C).
In Fig. 1, the 0.1-net of the unit sphere in R3 is shown. This net consists of 2025 points.
5. The algorithm for choosing the vectors (sl0, sl1, . . . , slN−1) from the finite σ-net L
(m) = {s0, s1, . . . , sK }
Now, let us describe an algorithm for choosing the vectors (sl0 , sl1 , . . . , slN−1) from the finite σ -net L
(m) of the unit sphere
S.
Step 1. Choose the vectors as sl0 = sl1 = · · · = slN−1 = s0.
Step 2. Choose the vectors as sl0 = sl1 = · · · = slN−2 = s0, slN−1 = s1.
...
Step K + 1. Choose the vectors as sl0 = sl1 = · · · = slN−2 = s0, slN−1 = sK .
Step K + 2. Choose the vectors as sl0 = sl1 = · · · = slN−3 = s0, slN−2 = s1, slN−1 = s0.
Step K + 3. Choose the vectors as sl0 = sl1 = · · · = slN−3 = s0, slN−2 = s1, slN−1 = s1.
...
Step 2K + 2. Choose the vectors as sl0 = sl1 = · · · = slN−3 = s0, slN−2 = s1, slN−1 = sK .
Step 2K + 3. Choose the vectors as sl0 = sl1 = · · · = slN−3 = s0, slN−2 = s2, slN−1 = s0.
...
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Step (K + 1)2. Choose the vectors as sl0 = sl1 = · · · = slN−3 = s0, slN−2 = sK , slN−1 = sK .
Step (K + 1)2 + 1. Choose the vectors as sl0 = sl1 = · · · = slN−4 = s0, slN−3 = s1, slN−2 = s0, slN−1 = s0.
Step (K + 1)2 + 2. Choose the vectors as sl0 = sl1 = · · · = slN−4 = s0, slN−3 = s1, slN−2 = s0, slN−1 = s1.
...
Step (K + 1)2 + K + 1. Choose the vectors as sl0 = sl1 = · · · = slN−4 = s0, slN−3 = s1, slN−2 = s0, slN−1 = sK .
Step (K + 1)2 + K + 2. Choose the vectors as sl0 = sl1 = · · · = slN−4 = s0, slN−3 = s1, slN−2 = s1, slN−1 = s0.
...
Step (K + 1)N−1. Choose the vectors as sl0 = s0, sl1 = sl2 = · · · = slN−2 = slN−1 = sK .
Step (K + 1)N−1 + 1. Choose the vectors as sl0 = s1, sl1 = sl2 = · · · = slN−2 = slN−1 = s0.
Step (K + 1)N−1 + 2. Choose the vectors as sl0 = s1, sl1 = sl2 = · · · = slN−2 = s0, slN−1 = s1.
...
Step q. Let at the qth step the vectors sl0 , sl1 , . . . , sli , sli+1 , . . . , slN−2 , slN−1 be chosen, where 0 ≤ l0 = n0 < K , 0 ≤ l1 =
n1 < K , . . . , 0 ≤ li = ni < K , li+1 = K , . . . , lN−2 = K , lN−1 = K . Then, the next step is made as follows.
Step q+ 1. Choose the vectors as sl0 = sn0 , sl1 = sn1 , . . . , sli = sni+1, sli+1 = · · · = slN−1 = s0.
Step q+ 2. Choose the vectors as sl0 = sn0 , sl1 = sn1 , . . . , sli = sni+1, sli+1 = · · · = slN−2 = s0, slN−1 = s1.
...
Step q+ K + 1. Choose the vectors as sl0 = sn0 , sl1 = sn1 , . . . , sli = sni+1, sli+1 = · · · = slN−2 = s0, slN−1 = sK .
Step q+ K + 2. Choose the vectors as sl0 = sn0 , sl1 = sn1 , . . . , sli = sni+1, sli+1 = · · · = slN−3 = s0, slN−2 = s1, slN−1 = s0.
...
Step (K + 1)N . Choose the vectors as sl0 = sl1 = sl2 = · · · = slN−2 = slN−1 = sK .
6. Algorithm for choosing the integers j0, j1, . . . , jN−1 and for calculating the points of the attainable set
In this section, we give an algorithm for choosing the admissible integers j0, j1, . . . , jN−1, and then calculate the points
of the set ZHp,∆,∆∗,σ (θ; t0, xk)where xk ∈ Xδ .
Step 1. Choose the sequence of integers as j0 = j1 = · · · = jN−1 = 0 and verify the validity of inequality (3.2). By choosing
all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ)with the aid of formula (3.3).
Step 2. Choose the sequence of integers as j0 = j1 = · · · = jN−2 = 0, jN−1 = 1 and verify the validity of inequality (3.2).
By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ)with the aid of formula (3.3).
...
Step a + 1. Choose the sequence of integers as j0 = j1 = · · · = jN−2 = 0, jN−1 = a and verify the validity of inequality
(3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ)with the aid of formula (3.3).
Step a + 2. Choose the sequence of integers as j0 = j1 = · · · = jN−3 = 0, jN−2 = 1, jN−1 = 0 and verify the validity
of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ) with the aid of
formula (3.3).
...
Step 2(a + 1). Choose the sequence of integers as j0 = j1 = · · · = jN−3 = 0, jN−2 = 1, jN−1 = a and verify the validity
of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ) with the aid of
formula (3.3).
...
Step (a + 1)2. Choose the sequence of integers as j0 = j1 = · · · = jN−3 = 0, jN−2 = a, jN−1 = a and verify the validity
of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ) with the aid of
formula (3.3).
Step (a + 1)2 + 1. Choose the sequence of integers as j0 = j1 = · · · = jN−4 = 0, jN−3 = 1, jN−2 = jN−1 = 0 and verify
the validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ)with
the aid of formula (3.3).
...
Step (a+ 1)2 + (a+ 1). Choose the sequence of integers as j0 = j1 = · · · = jN−4 = 0, jN−3 = 1, jN−2 = 0, jN−1 = a and
verify the validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ)
with the aid of formula (3.3).
...
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Step (a+1)3. (a+1)2+(a+1). Choose the sequence of integers as j0 = j1 = · · · = jN−4 = 0, jN−3 = a, jN−2 = a, jN−1 = a
and verify the validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points
z(tN) = z(θ)with the aid of formula (3.3).
...
Step (a+1)N−1. (a+1)2+(a+1). Choose the sequence of integers as j0 = 0, j1 = j2 = · · · = jN−2 = jN−1 = a and verify
the validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ)with
the aid of formula (3.3).
Step (a+ 1)N−1 + 1. (a+ 1)2 + (a+ 1). Choose the sequence of integers as j0 = 1, j1 = j2 = · · · = jN−2 = jN−1 = 0 and
verify the validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ)
with the aid of formula (3.3).
...
Step r . Let at the rth step the integers j0, j1, . . . , jN−1 be chosen where 0 ≤ j0 = m0 < a, 0 ≤ j1 = m1 < a, . . . , 0 ≤
ji = mi < a, ji+1 = a, . . . , jN−2 = a, jN−1 = a. Then the validity of inequality (3.2) is verified and by choosing all possible
vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , the points z(tN) = z(θ) are calculated with the aid of formula (3.3).
Step r + 1. Choose the sequence of integers as j0 = m0, j1 = m1, . . . , ji = mi + 1, ji+1 = · · · = jN−1 = 0 and verify the
validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ) with
the aid of formula (3.3).
Step r + 2. Choose the sequence of integers as j0 = m0, j1 = m1, . . . , ji = mi + 1, ji+1 = · · · = jN−2 = 0, jN−1 = 1 and
verify the validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ)
with the aid of formula (3.3).
...
Step r+a+1. Choose the sequence of integers as j0 = m0, j1 = m1, . . . , ji = mi+1, ji+1 = · · · = jN−2 = 0, jN−1 = a and
verify the validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ)
with the aid of formula (3.3).
Step r + a + 2. Choose the sequence of integers as j0 = m0, j1 = m1, . . . , ji = mi + 1, ji+1 = · · · = jN−3 = 0, jN−2 =
1, jN−1 = 0 and verify the validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the
points z(tN) = z(θ)with the aid of formula (3.3).
...
Step (a+ 1)N−1 + (a+ 1). Choose the sequence of integers as j0 = 1, j1 = j2 = · · · = jN−2 = 0, jN−1 = a and verify the
validity of inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ) with
the aid of formula (3.3).
...
Step (a + 1)N . Choose the sequence of integers as j0 = j1 = j2 = · · · = jN−2 = jN−1 = a and verify the validity of
inequality (3.2). By choosing all possible vectors sl0 , sl1 , . . . , slN−1 ∈ Sσ , calculate the points z(tN) = z(θ) with the aid of
formula (3.3).
7. Example
Consider a control system, which describes the evolution of the biological system consisting of three species. In this
system, the first one is a kind of species that survives and multiplies by consuming the natural resources (e.g. a biological
species nourished by plants). The second species has to eat the first one to be able to survive. On the other hand, the third
species is the strongest of all and lives through the other species. Furthermore, there is an exterior supplemental food
resource to affect the number of each three species. Since this exterior supplemental food resource is limited, it is in the
form of depleted resource when it is used for any species.
Given an instant of time t , the densities of the species in the system are denoted by x1(t), x2(t) and x3(t), respectively.
Also, the exterior supplemental food resources used to influence the evolution of the species are denoted by u1(t), u2(t) and
u3(t), respectively. It is assumed that the evolution equation of the biological system is given as follows:
x˙1 = x1 [ε1 − (γ12x2 + γ13x3)]+ α1x1 |u1| , x1(0) = x01,
x˙2 = x2 [ε2 − (−γ21x1 + γ23x3)]+ α2 x
2
2 |u2|
(1+ x2)

2+√|u2|
 , x2(0) = x02,
x˙3 = −x3 [ε3 − (γ31x1 + γ32x2)]+ α3 x3u
2
3
(2+ x3) (4+ |u3|) , x3(0) = x
0
3
(7.1)
where t ∈ [0, θ ].
Various evolution models of prey–predator systems can be found in [17–20].
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Let u = (u1, u2, u3). We assume that the control function u(·) : [0, θ ]→ R3 satisfies the inequality∫ θ
0
‖u(t)‖p dt =
∫ θ
0

u1(t)2 + u2(t)2 + u3(t)2
p
dt ≤ µp0. (7.2)
In other words, the whole food which can be consumed to affect the densities of species is µ0.
In the system, we represent the other parameters as follows:
ε1 > 0—the natural growth rate of x1 (the species x1 is not able to survive to the last. They are consumed by the species
x2 and x3);
γ12 > 0—the consumption rate of the species x1 by the species x2 (effectiveness of x2 in killing x1);
γ13 > 0—the consumption rate of the species x1 by the species x3 (effectiveness of x3 in killing x1);
ε2 > 0—the natural growth rate of x2 (a part of the species x2 is keeping alive to the end, the species x2 is prey for the
species x1 and hunted by the species x3);
γ21 > 0—the maximum predation rate of x2 on x1;
γ23 > 0—the consumption rate of x2 by the species x3;
ε3 > 0—the death rate of the species x3 (the species x3 is keeping alive to the end by consuming the species x2 and x3);
γ31 > 0—themaximumpredation rate of the species x3 on the species x1 (the benefits accrued from capturing the species
x1);
γ32 > 0—themaximumpredation rate of the species x3 on the species x2 (the benefits accrued from capturing the species
x2);
α1 > 0—the growth rate of the species x1 under control effort;
α2 > 0—the growth rate of the species x2 under control effort;
α3 > 0—the growth rate of the species x3 under control effort.
In Fig. 2, the sections with respect to the axis Ox1 of the attainable set of system (7.1) with constraint (7.2) are shown
where t0 = 0, θ = 0.6, p = 2, µ0 = 2, x01 = 10, x02 = 5, x03 = 2, ε1 = 1, ε2 = 0.6, ε3 = 0.7, γ12 = 0.4, γ13 = 0.6, γ21 =
0.4, γ23 = 0.2, γ31 = 0.6, γ32 = 0.2, α1 = 1, α2 = 0.33, α3 = 0.1.
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