Abstract Simulations are often computationally expensive and the need to perform multiple realizations, as in uncertainty quantification (UQ) or optimization, makes surrogates models an attractive option. However, for expensive high-fidelity (HF) models even performing the number of simulations needed for fitting a surrogate may be too expensive. Inexpensive but less accurate low-fidelity (LF) models are often also available. Multi-fidelity (MF) models combine HF and LF models in order to achieve accuracy at a reasonable cost. With the increasing popularity of MF models in mind, the aim of this paper is to summarize the state-of-the-art of MF modeling trends. For this purpose, publications in the literature reviewed in this work are classified based on application, surrogate selection if any, difference between fidelities, method used to combine these fidelities, field of application and year published. Computer time savings are usually the reason for using MF models, hence it is important to properly report the achieved savings. Unfortunately we find that many papers do not present sufficient information to determine these savings. Therefore, the paper also includes guidelines for authors to present their MF savings in a way that it is useful to future MF users. Based on papers that provided enough information we find that time savings are highly problem dependent and that MF approaches we surveyed provided time savings up to 90%.
Introduction
Multi-fidelity (MF) models involve, in most of the cases, the construction of surrogate models. These approximations were created to reduce computational cost when large number of expensive simulations are needed for such processes as optimization [54] [164] and uncertainty quantification (UQ) [122] . Surrogates models, also known as metamodels, are algebraic approximations that are fit to the available data set and make a functional relationship between input variables and the output quantity of interest. There are multiple surrogate model options and the best choice will depend on the characteristics of the sampling points and the function being fitted.
When surrogates are fitted to high-fidelity (HF) expensive simulations, the number of samples needed for an agreeable approximation may still require unaffordable amount of computation. A possible solution to this problem is to rely on lower-cost low-fidelity (LF) simulations. These typically involve a simplification of the physical model or a coarse discretization of the problem. They are often the type of simulations that were used to analyze similar problems a generation ago, when computers were much less powerful. Surrogates models can also be constructed to approximate LF models, but sometimes they are cheap enough to use the model directly, see for example Nguyen et al., 2013 [123] .
In some cases, it may be worthwhile to combine the two models, HF and LF, and create a surrogate to correct the LF simulation. This is the case, for example, when we cannot afford enough HF simulations for constructing a HF surrogate and the LF analysis available is not accurate enough for our purpose. This combination of different fidelity levels in a single surrogate is commonly called multi-fidelity surrogate model. MF surrogates, also known as variable-complexity and variable-fidelity surrogates, have drawn much attention recently because they hold the promise of achieving good accuracy at low cost. Nevertheless constructing a surrogate combining fidelity levels is not a requirement to use a MF techniques, see for example Choi et al., 2008 [37] , where different levels of fidelity are used efficiently through adapting sampling.
However, MF models often require substantial investment of time and effort on the part of the user, and it is not clear from the literature when the payoff justifies the effort. Therefore our survey attempts to do the following:
1. Give the reader an overall summary of the LF and HF basis, 2. Review the available methods for combining fidelities using surrogates, 3. Review sampling strategies for MF surrogates, 4. Give the reader an overall summary of surrogate choices, 5. Single out papers that showed large improvements in accuracy or cost by the use of MF surrogates, 6 . Suggest how the payoff from MF surrogate should be reported so that the reader will get a good sense of whether it is worth the effort and provide examples of papers that report such information.
Overview
Throughout this work we reviewed a large variety of MF implementations, and we chose a classification system based on six attributes as shown in Figure 1 . The categories are application, surrogates used, fidelity type, the surrogate based approach used to combine fidelities, the paper field, and the year published.
Figure 1a
shows that most applications are for optimization, the second place is for uncertainty quantification (UQ) and some papers perform optimization under uncertainty. This is understandable because UQ and optimization under uncertainty are relative new subjects, however, it is expected that more publications will appear in these applications in near future. Figure 1b shows the distribution of papers by the type of fidelities that are combined; these will be discussed in Section 3.
Some authors call MF model to use HF and LF models in the same analysis, e.g. in optimization, the use of LF models to reduce the domain of interest and then the use HF models to determine more accurately where the extreme is, see for example Rodriguez et al., 2001 [144] and Peherstorfer et al., 2016 [128] . However these kind of approaches are not considered in Figure 1c , where all papers techniques involve a MF surrogate model construction using deterministic or non-deterministic approaches. In Section 4 methods to combine fidelities are discussed, including MF surrogate based approaches and also methods that do not use MF surrogates. Figure 1d shows the distribution of papers by surrogate type.This pie chart includes not only MF surrogate based approaches but also surrogate based models without the construction of a MF surrogate. Others include proper orthogonal decomposition, support vector machines, radial basis interpolation and ordinal transformation representing each less than 3%. Sampling techniques for MF surrogates construction is discussed in Section 5 while the most commonly used surrogate models in MF approaches are introduced in Section 6. Figure 1e shows that most of the papers reviewed use MF strategies for fluid and solid mechanics applications. Other represents electronics, aeroelasticity, thermodynamics and no specific field (e.g. some papers used mathematical functions like Hartman or Rosenbrock to test the methods). Figure 1f shows that MF models usage seems to be expanding since its beginning in the late 80's.
It is important to keep in mind that surrogates can be constructed without using MF analysis and different fidelities can be combined without building a surrogate. For example Choi et al., 2008 [37] propose a hierarchical MF de- cations, fidelity type, combining approaches, surrogate models used, field of application and year published sign approach to optimize a jet design where HF models are only used when they are needed to correct the shortcomings of the LF models. Here no MF surrogates are built and fidelities are not explicitly combined. Kalivarapu and Winer, 2008 [74] use a MF software framework for interactive modeling of advective and diffusive contaminant transport with no surrogates. Other examples are Giunta et al., 1995 [58] and Zahir et al., 2013 [179] .
Usually the main goal of MF surrogate modeling is to reduce cost for given accuracy or improve accuracy for given computation cost. Section 7 discusses computational cost and accuracy including also possible guidelines on how authors should present cost savings and accuracy improvements.
Types of fidelities
An MF approach can be used in many disciplines, and the fidelities involved can vary depending on the application. Still, one can discern three principal categories: (i) Simplifying the mathematical model of the physical reality, typically changing the differential equations being solved. This can correspond to an increase of details in the physical representation, such as modeling a flow using Euler inviscid equations corresponds to a lower fidelity and modeling the flow using RANS (Reynolds averaged Navier Stokes) equations to a higher fidelity by including viscous effects. Alternatively, the lower fidelity can represent simplification of the numerical model. Examples include linearization by simplifying the geometry so that the dimensionality of the problem can be reduced, and simplifying the boundary conditions to allow simpler solution.
(ii) Changing the discretization model, for example using finer discretization for the higher fidelity. (iii) Using experimental results, in this case experiments are considered the highest fidelity. Through the literature review we found two main areas where MF models are used, fluid mechanics and solid mechanics. [60] , where the physics is simplified by assuming constant instead of variable material properties, -in Keane, 2012 [77] , where the fidelity distinction is based on the number of Monte Carlo samples to be combined, and -in Forrester et al., 2010 [52] where the LF model is a RANS simulation with simplified geometry and the HF model is a RANS simulation with full geometry. use an iterative method that uses LF surrogate models for approximating coupling variables and adaptive sampling of the HF system to refine the surrogates in order to maintain a similar level of accuracy as uncertainty propagation using the coupled HF multidisciplinary system.
Combining fidelities

Combining fidelities using MF surrogates
To obtain a surrogate model that includes the information of multiple fidelities, a way to combine them is needed. One possibility is the construction of a surrogate providing an additive or multiplicative correction factor to the LF model (Balabanov et al., 1998) [11] ) where the LF can be used without building a surrogate if it is cheap enough. These additive and multiplicative factors can be also extended to a function (Haftka, 1991 [63] ). A comprehensive approach it is also possible, where both corrections (additive and multiplicative) are used in the same surrogate, but in this case the multiplicative correction is in most cases a constant, see for example Keane, 2012 [77] and Perdikaris et al., 2015 [129] .
Instead of correcting the output of the LF model, it is possible also to correct the input variable in an approach called space mapping (SM), see for example Bandler et al, 1996 [14] , and Koziel and Leifsson, 2012 [87] . In this paper we will refer to the original SM approach [15] , however SM has been extended a long time ago to include output (additive, multiplicative), input, and implicit approaches.
Calibration has been widely used to improve simulations predictions by adjusting physical parameters to achieve the best agreement with data points from experiments (Kosonen and shows that the MF surrogate construction in a MF approach is optional and that in 35% of the cases surrogates models are not constructed, and instead the two fidelities are used as indicated to benefit a process, such as optimization. 
Deterministic vs. non-deterministic surrogates models
In this paper, MF surrogate based approaches are categorized into deterministic and non-deterministic approaches based on the property of the model used to make prediction. For example Balabanov et al., 1998 [11] makes prediction using polynomials by minimizing the root mean square error (RMSE) in order to find the best coefficients of the polynomials and the approach is categorized as deterministic approach. In addition, deterministic approaches are more flexible in that they can be applied to any surrogate. This flexibility is because they do not need an uncertainty structure as non-deterministic ones do. CoKriging is categorized as non-deterministic approach because it assumes that the prediction uncertainty follows a Gaussian distribution and it makes predictions based on the corresponding probabilistic model. Non-deterministic approaches are usually more accurate than deterministic approaches, see for example, Keane, 2012 [77] . Figure 3 shows the percentage of each approach using combination techniques. Based on our survey, the multiplicative correction is most commonly used for deterministic approaches while the comprehensive approach is popular in non-deterministic approaches.
The 20th century literature was mostly dominated by deterministic approaches.
In the 21th century non-deterministic approaches using Kriging [82] , co-Kriging models [109] (Kriging extension to multiple-fidelity sets of inputs) and related metamodels [79] became well known in the statistical community. The use of Gaussian process, GP, surrogate construction became also quite popular as we shows the distribution between deterministic and non-deterministic frameworks. Also it is shown the distribution of MF surrogate approaches for each framework, with comprehensive denoting both multiplicative and additive correction in the same surrogate can see it for example in Kennedy and O'Hagan, 2000 [78] and in LeGratiet papers 2012 [98] , 2013 [97] , 2014 [99] . Figure 4 presents the histogram of year interval vs. amount of papers published for each of the two approaches considered, deterministic and non-deterministic, where it is shown the increasing utilization of non-deterministic approaches.
Available MF surrogate approaches
Correction techniques are used to correct the LF analysis using HF results. Four main approaches are: multiplicative correction, additive correction, comprehensive correction and space mapping.
Additive and multiplicative corrections
The multiplicative correction used to construct the MF model can be expressed as y
and the additive correction, also known as discrepancy function correction, δ as y
(a) Histogram of the number of papers reviewed that use deterministic approach throughout the years. We can distinguish two peaks, 1996 and 2010, but in general the frameworks has been used since the 1990
(b) Histogram of the number of papers reviewed that use non-deterministic approach throughout the years. The approach was barely used before XXI century and its use has been increasing remarkably since then The corrections are fitted to the n values of the ratio y HF /y LF at the sampling points or to their differences y HF -y LF as functions of the design variable vector x. If the LF model is not cheap enough, y LF (x) can be replaced by a surrogate. Alternatively, the MF combination can be fitted by a surrogate. In order to illustrate this we can think in the following example, if we can only afford 20 HF analysis and 200 LF analysis, step one is to build a surrogate to approximate the difference or the ratio between the LF and HF results based on the 20 common points and then in step two we have two options: (a) Fit the 200 LF, and the MF is the sum of two surrogates (if we used the difference) or the product (if we used the ratio).
(b) Using the correction built in step one calculate the discrepancy, or the ratio, at the 180 points where only LF data is given. Then calculate the predicted HF at these 180 points as the sum of the discrepancy, or ratio, calculated previously and the LF data. We now have HF data at 20 points, and we have estimated HF data at 180 points. We treat them equally and fit a surrogate to the 200 points using this surrogate as a MF surrogate from now on.
Note that the difference between the two approaches can be noticeable when we do regression rather than interpolation. With the first approach, we can get large differences between the MF prediction and the HF data, at points where HF data is given. With the second approach the difference may be smaller, and we can also make it even smaller by using a weighted least square (WLS) surrogate with higher weights for HF points.
Comprehensive approach
A comprehensive correction is also possible where both corrections, additive and multiplicative, are used in the same surrogate,
The literature review process carried out in this paper shows that the most common approach is to set the multiplicative factor ρ as a constant and to use a surrogate to model the additive correction. We could find a comprehensive approach with non constant ρ, that is ρ(x), only in Qian et al., 2008 [131] .
Model calibration with comprehensive correction
Instead of additive or multiplicative corrections, it is quite common to use the HF samples to tune or calibrate model parameter θ in the low fidelity model y LF (x, θ). For example, measured vibration frequencies are used to correct the stiffness or mass matrices of structural models, see Baruch, 1978 [19] . Pure calibration, though, is not reviewed in this paper. However, model calibration together with comprehensive correction, also known as Kennedy and O'Hagan [78] framework, is gaining popularity in non-deterministic approaches and it is reviewed in this work as a MF surrogate based technique. GP model is used to define a HF response which is the sum of a calibrated LF response and a discrepancy function as
The payoff of the flexibility is that the number of parameters to be estimated is larger than other models. Therefore the estimation process requires more data and special numerical schemes to make it practical. Calibration approach in MF models were only found in non-deterministic framework papers.
Space Mapping
Space mapping (SM) was first introduced by Bandler et al., 1994 [15] [13] and the key idea behind this approach is the generation of an appropriate transformation of the vector of fine model parameters, x HF , to the vector of coarse model parameters, x LF ,
This technique allows the vectors, x HF and x LF , to have different dimensions. Finding the relationship F is an iterative process and is desirable, although not necessary, for F to be invertible. The goal is that the HF response, y HF (x HF ), and the LF response, y LF (x LF ) satisfy
within some local region, where · is a suitable norm and is a tolerance setting. Combining fidelities using space mapping was only found in deterministic approaches.
The SM concept has been extended to include aggressive SM [16] , trust regions [9] , artificial neural networks [10] , implicit SM [18], neural-based SM [180] [181], inverse problems [137] and tuning SM [89] . There are two main review papers in the area, the first one it was published after ten years of SM implementation [17] , and the second one after two decades [136] .
Deterministic framework table
Deterministic approaches are based on the minimization of the root mean square error (RMSE), are more flexible and can be applied to any surrogate. Table 5 organizes the deterministic framework papers found for each MF combining approach.
Non-deterministic framework table
Non-deterministic approaches maximize the likelihood and are usually more accurate than deterministic frameworks, although they need surrogates with readily available uncertainty structure, like Kriging. using simpler/faster cost functions and coarse resolution, and increasing the resolution of the domain and the complexity of the models where is needed.
Strategies for design of experiment
Building surrogates requires a sampling strategy for the generation of a representative group of sample points. Sample strategies are also related with the accuracy that the surrogate will reach, see Dribusch et al., 2010 [43] . The simplest sampling techniques are grid based, such as the full factorial design (FFD) where each variable (factor) is sampled at a fixed number of levels, this technique is used for low dimensional problems (usually less than three variables), see Figure 6a , its application can be seen in Fernández-Godino et al., 2016 [49] . Central composite design (CCD) approach takes the two level FFD and adds to it the minimum number of points needed to provide three levels of each variable, so that a quadratic polynomial can be fitted. It is often used when the the number of design variables is between three and six, see Designs of experiments that allow any number of samples are usually based on an optimality criterion. For example, the D-optimal design [41], where a subset of a grid in any domain shape is selected by minimizing the determinant of the Fisher information matrix [113] , so as to reduce the effect of noise on the fitted polynomial leading to most points at the boundary of the domain, see Figure 7 . Space filling approaches that spread the points more uniformly in the domain are more popular when noise in the data is not an issue because when that is the case the best approach is to sample near the domain boundaries using an optimality criterion technique. Space filling approaches include Fig. 7 : Nested sapling design. Low-fidelity points (blue bubbles) are placed first and then, using D-optimal design, the HF ones (orange bubbles) are selected
Monte Carlo and latin hyper Cube sampling (LHS). The most common flavor of LHS attempts to maximize the minimum distance between points, also known as maximin [71] criterion, in order to promote uniformity.
When it comes to MF surrogates, there is the additional issue of the relation between the LF and HF sampling points. Nested design sampling strategy generates HF points as a subset of LF ones or LF points as a superset of HF points. It was initially developed as a space filling technique for generating additional data set to complement the existing one using a criteria. Almost all MF schemes require that the HF points are a subset of the LF set and that LF and HF points should be uniformly spread, at least in low dimensions [130] , however there are different ways of achieving this goal. One approach is to generate first the LF DOE and then select a subset using some criterion. This technique is used in Balabanov et al., 1998 [11] where they generated 2107 points in 29-dimensional space using SCD for the LF samples and then selected 101-point subset using the D-optimality criterion. It is also possible to take the opposite approach and generate LF points as a superset of the HF points.
Le Gratiet, 2013 [97] generates independently the LF and HF samples, then the LF nearest points to each HF points are moved on top of them, as illustrated in Figure 8 . This approach is usually called nearest neighbor sampling.
Adaptive sampling methods are surrogate modeling strategies used to reduce the number of simulations required to construct a model to a specified accu- Fig. 8 : Nearest neighbor sampling. HF points (blue bubbles) and LF points (orange bubbles) are sampled independently, then the LF nearest neighbor to each HF point is moved on top of it (black bubbles) racy using effective interpolation and sampling methods. These techniques are widely applied nowadays and different approaches can be found in the literature. In particular Mackman et al. 2013 [105] compare two adaptive sampling strategies for generating surrogate models based on Kriging and radial basis function interpolation finding that both perform better than traditional space filling approaches.
Surrogates models
Surrogates are widely applied in MF models. Surrogates or metamodels are algebraic models that approximate the response of a system, based on fitting a limited set of computationally expensive simulations in order to predict a quantity of interest. The accuracy of a surrogate model is also determined by the design of experiment, DOE, used to select data points, the size of the domain of interest, the simulation accuracy at the data points and the amount of samples available to construct the surrogate model [148] .
Response surface models (RSM) are the oldest and they may still be the most widely used form of surrogate models in engineering design. RSM are fitted by linear regression combining simplicity and low cost as it only requires the solution of a set of linear algebraic equations. RSM assumes models are correct but data have noise and in MF context can be found in an outstanding number of papers, just to cite some of them, Chang et al. Polynomial chaos expansion (PCE) became popular in the 21th century for the analysis of aleatory uncertainties using probabilistic methods in UQ [174] and in this review is included as a RSM. In PCE, the statistic of the outputs are approximated constructing a polynomial function that maps the uncertain inputs to the outputs of interest. The chaos coefficients are estimated by projecting the system onto a set of basis functions (Hermite, Legendre, Jacobi, etc. With increasing computer power, more expensive surrogates have been developed, which work better for highly non-linear, multi-modal functions. These include Kriging, artificial neural networks (ANN) moving least squares (MLS) and support vector regression (SVR).
Kriging surrogate estimates the value of a function as the sum of a trend function (e.g., polynomial), low frequency variation, and a systematic departure representing, high frequency variation components [132] . Unlike RSM, Kriging assumes that data are correct but model is uncertain. Kriging has become a very popular surrogate, in general, but even more so for MF applications. This may reflect the fact that it has an uncertainty structure that lends itself to probabilistic MF, as it was shown in Section 4. Artificial neural networks (ANN), basically consists of artificial neurons that compute a weighted sum of inputs and a saturation function, like a sigmoid, then computes the output of the artificial neuron. An example of ANN use in MF can be found in Minisci and Vasile, 2013 [115] where it is used during the optimization process to correct the aerodynamic forces in the simplified LF using a HF CFD model. LF is used to generate samples globally over the range of the design parameters, while the HF is used to locally refine the metamodel in later stages of the optimization.
Another well-known surrogate is moving-least squares (MLS) surrogate, which is introduced by Lancaster and Salkauskas, 1981 [94] and is extensively discussed in Levin, 1998 [104] . MLS is an improvement of the weighted leastsquares approach (WLS) proposed by Aitken, 1935 [2] . WLS recognizes that all design points may not be equally important in estimating the polynomial coefficients. A WLS model is still a straightforward polynomial, but with the fit biased towards points with a higher weighting. In a MLS model, the weightings are varied depending upon the distance between the point to be predicted and each observed data point. Examples of its implementation in MF models can be seen in 
Accuracy and cost comparison
Savings Report
Cost saving is usually the main goal of using MF models, and that is why a clear report of the savings is very important. However savings can be highly problem dependent so, unless we are dealing with a class of problems of similar structure, the savings that an author reports for a specific problem could be very different for other problems, even if the same methodology is used. This issue is more severe when the savings is not just for surrogate construction but for an entire optimization process. For instance, convergence results achieved with first-order corrections can guarantee global convergence of some algorithms, meaning that an algorithm will converge to a local critical point of a HF problem regardless of the initial guess, but the fact of global convergence will not say anything about the local rate of convergence and, in practice, it will depend on the relative properties of the HF model and LF model. Having said that, Table 7 is a summary of the cost of MF model in comparison with HF models in papers where the savings were clearly reported. The table also divides papers by field. Previous research indicates that savings up to 90% for the same accuracy were found in MF models, this represents higher gains than the 50% accuracy improvement found for the same cost. [127] .
One would expect that computational savings would be enhanced when the Table 7 : MF/HF cost ratio. The references are divided also per field, fluid mechanics, solid mechanics and other. Other includes electronics, aeroelasticity, thermodynamics and analytical functions LF simulation costs a small fraction of the HF simulation. We collected data from papers that used MF surrogates for optimization and, as shown in Figure 9 , no clear relationship between LF/HF cost ratio for a single analysis (LFA/HFA) and MF/HF for a complete optimization process (MFO/HFO) exits. This result could be due to that savings are highly problem dependent, as we stated before, and also due to the correlation between the cost and quality of the LF model involved. That is, very inexpensive models may be less accurate. In addition, in optimization the complexity of the resulting model may also influence the cost of the optimization. The information presented in Figure 9 was extracted from 18 papers of the 120 that perform optimization in which both, MFO/HFO cost and HFA/LFA cost ratio, are clearly reported.
Recommendations
Time savings and accuracy improvement are good incentives for applying MF methods. Unfortunately, we found that it is often difficult to tell from a paper how useful was the MF implementation. An example of a good savings report is Padrón et al., 2016 [125] , where cost/savings information was successfully stated. We think that this will allow future MF models users to make a clear decision on their application in their own research. [125] cost/savings report chaos expansion) and the models are combined through additive correction.
In addition, it would be informative to include also the accuracy of LF, HF and MF models obtained at the same computational cost and the cost of the HF and MF models obtained for the same accuracy. This is done, for example, by Peherstrofer et al., 2016 [128] where in order to account for accuracy in the quantity of interest calculation, a plot is presented giving the RSME as a function of the number of samples used. This answers the question of how accurate are MF models in comparison with LF and HF models at the same computational cost. Also it is included a second plot reporting time savings for multiple number of samples options. This answers the question of what are the savings associated with the implementation of MF surrogate models compared with the HF surrogate for the same accuracy.
Concluding remarks
The fact that multi-fidelity (MF) surrogates models are not attached to a certain discipline or science allows its constant improvement and change. In this paper we reviewed the state-of-art in MF models highlighting its most remarkable features. MF models are widely used in optimization (more than 70%) compared to other applications and this did not change through the years although we expect an increase in uncertainty quantification applications in the next years. During the last decade of the 20th century MF surrogates became popular and the favorite approaches were the simple deterministic ones. These days the deterministic approaches are being replaced by non-deterministic where the complexity is increased and the uncertainty distribution in the data is included. Although during the last century the most common surrogate used to build MF surrogates was response surface models, currently it is being replaced by Kriging. In the past, the levels of fidelities used were most of all related with finer or coarser discretization while nowadays the change in physical models plays also an important role.
We highlighted the lack of cost vs. savings information in many MF papers. Sometimes this information is included but not clearly presented making very difficult for the reader to realize of the advantages/disadvantages of using MF. Therefore we recommend authors to include a 
