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Dem  Institutsleiter  und  Hauptreferenten,  Herrn  Prof.  Dr.  Wolf 
Fichtner,  gilt mein  Dank  für  das  entgegengebrachte  Vertrauen,  die 
stetige,    fachliche  Förderung  und  die  konstruktiven  Diskussionen. 
Herrn  Prof.  Dr.  Orestis  Terzidis  danke  ich  für  die  Übernahme  des 
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ec      Index für Energieträger 
elec      Elektrischer Strom (Teilmenge der Energieträger) 
exp      Index für Senken der Graphenstruktur 
ext, ext‘    Index für externe Netzknoten 
imp      Index für Quellen der Graphenstruktur 
proc      Index für Prozesse 
prod, prod‘  Indizes für Produzenten 
seas      Zeitscheibenindex 
sec      Index für Sektoren 
t      Jahresindex 
unit      Index für Anlagen 
 
Indexmengen 
DEMPROCprod,ec   Nachfrageprozesse  nach  ec  eines  Produzenten 
prod 
EC      Energieträger 
ECnon‐seas    Energieträger  ohne  unterperiodische  zeitliche 
Differenzierung 
ECseas       Energieträger  mit  unterperiodischer  zeitlicher 
Auflösung 
ECvolatil     Energieträger mit  zeitlich differenzierter Verfüg‐
barkeit 
EXP      Senken der Graphenstruktur 
EXT      Menge der externen Netzknoten 
GENPROCprod,ec   Stromerzeugungsprozesse  des  Produzenten 
prod, die den Energieträger ec einsetzen 
IMP      Quellen der Graphenstruktur 
PROC      Prozesse 












SEAS      Zeitscheiben 
Storage    Speicheranlagen (Teilmenge der Anlagen) 
T      Perioden 








proc,ec      Wirkungsgrad des Prozesses proc 
minproc,ec    Wirkungsgrad des Prozesses proc am Mindestbe‐
triebspunkt in Teillast 




CAPRESunit,t  Bereits  installierte,  in  der  Periode  t  noch  zur 
Verfügung stehende Kapazität der Anlage unit 
CapMaxunit,t  Maximale  Kapazität  eines  Pumpspeicherkraft‐
werks 
Cfixunit,t    Fixe  jährliche  Betriebsausgaben  für  die  Anlage 
unit 
Cfuelimp,prod,ec,t  Brennstoffkosten  für  die  Belieferung  von  prod 
mit ec in Periode t 







Cvarprod,prod‘,ec,t  Variable  Transportkosten  des  Flusses  zwischen 
prod und prod‘ für den Energieträger ec in t 







hyear      Jahresstundenzahl (8760 h/a) 
hseas      Stundenzahl einer Zeitscheibe 
LTunit      Technische Lebensdauer der Anlage unit 
M       Hilfsparameter  zur  Abbildung  der  Binärbedin‐
gungen 















VLHMinproc,t  Minimale Volllaststundenanzahl  für  den  Prozess 
proc in der Periode t 





ϴext,t,seas    Phasenwinkeldifferenz am Netzknoten ext  in der 
Zeitscheibe seas in der Periode t 
BINproc,t,seas  Binäre  Zustandsvariabele  die  angibt  ob  ein 
Prozess  proc  in  der  Zeitscheibe  seas  ein‐  oder 
ausgeschaltet ist 
CAPunit,t     Installierte  Kapazität  der  Anlage  unit  in  der 
Periode t 
CAPNEWunit,t  In  der  Periode  t  neu  installierte  Kapazität  der 
Anlage unit 
Flprod,prod‘,ec,t   Niveau des ec‐Flusses von prod  (imp)  zu Produ‐
zenten prod‘ (ex) in der Periode t  
Flprod,prod‘,ec,t,seas   Niveau des ec‐Flusses von prod  (imp)  zu Produ‐




StorageStateunit,t,seas  Speicherstand  der  Anlage  unit  am  Ende  der 
Zeitscheibe seas 
Plproc,t      Aktivitätsniveau des Prozesses proc  in der Perio‐
de t 





































































































































































Die  Energiewirtschaft  in  Deutschland  befindet  sich  in  einer  Phase 
weitreichender Umstrukturierung. Der  Einsatz  konventioneller  Kraft‐
werke wird in den nächsten Jahrzehnten durch fluktuierende Energie‐
träger  wie  Photovoltaik  und  Windenergie  in  zunehmendem  Maße 





Die  Aufgabe  des  Elektrizitätssystems,  jederzeit  ein  Gleichgewicht 
zwischen Erzeugung und Verbrauch herzustellen, wird aufgrund dieser 
Entwicklungen  sowohl  in  zeitlicher  als  auch  in  räumlicher  Hinsicht 
zunehmend zu einer Herausforderung. Denn im Gegensatz zu konven‐
tionellen  Kraftwerken,  die  zumeist  in  der  Nähe  der  Lastzentren  zu 
finden sind, orientieren sich die Standorte für erneuerbare Kraftwerke 
an  den  aufgrund  geographischer  Gegebenheiten  vorherrschenden 
Potentialen. Diese sind insbesondere bei der Windenergie oft fern der 
Lastzentren  anzutreffen  [4].  Hieraus  resultiert  ein  zunehmender 
Bedarf  an  Transportkapazität  über weite  Entfernungen  [5]. Darüber 
hinaus  können  sich  Windenergie  und  Photovoltaik  aufgrund  ihres 




zität  [6,  7]. Um  den  steigenden Anteil  der  fluktuierenden  EE  in  das 




zunehmendem Maße  Flexibilität  benötigt; Maßnahmen,  die  sowohl 
einen  zeitlichen  als  auch  einen  räumlichen Ausgleich  von Nachfrage 
und Erzeugung gewährleisten können [8].  
Der  räumliche  Ausgleich  von  Erzeugung  und  Nachfrage  kann  durch 
das  Übertragungsnetz  erfolgen.  Unzureichende  Übertragungskapazi‐
tät löst hierbei Engpässe aus, die einen solchen Ausgleich erschweren 
oder  sogar unmöglich machen.  Infolge des  zunehmenden Transport‐
bedarfs werden  in Deutschland zusätzliche Leitungen erforderlich  [9, 
10].  Aufgrund  von  sowohl  Akzeptanzproblemen  und  regionalen 
Konflikten,  als  auch  aufwendigen  Genehmigungsverfahren,  ist  die 
Umsetzung hinsichtlich Umfang und Zeitpunkt allerdings unsicher [11‐
13].  
Steuerbare  Kraftwerke,  Speicher  und  Lastverschiebemaßnahmen 
ergänzen die  fluktuierenden EE. Zum  zeitlichen Ausgleich von Erzeu‐
gung und Nachfrage ermöglichen es Speichersysteme, überschüssige 
Energie  aufzunehmen  und  an  einem  späteren  Zeitpunkt  wieder 
abzugeben. Hierbei  stehen dem  System  verschiedene Optionen  von 
Speichersystemen  mit  unterschiedlichen  Verhältnissen  an  Lade‐ 
beziehungsweise  Entladeleistung  und  Speichervolumina  zur  Verfü‐
gung. Es stellt sich die Frage nach einem gesamtwirtschaftlich optima‐
len  Kraftwerks‐  und  Speichersystem,  welches  in  der  Lage  ist,  die 




eines  perfekten Marktes  optimale  Entwicklung  des  konventionellen 







stellt  eine  Zielgröße dar,  an die durch das  Festlegen  von  regulatori‐




und  Speicherparks  unter  den  gegebenen  Randbedingungen  erlaubt. 
Für die adäquate Bewertung der Flexibilitätsmaßnahmen ist dabei ein 
Modellkonzept erforderlich, das sowohl einen langen Betrachtungsho‐
rizont umfasst  als  auch eine hohe  zeitliche Auflösung  gewährleistet. 
Da  in der bestehenden wissenschaftlichen  Literatur  keine Arbeit die 
zuvor beschriebenen Anforderungen abdeckt, ergibt sich die Notwen‐
digkeit,  das  techno‐ökonomische  Modellkonzept  PERSEUS‐LTST 
(Program  Package  for  Emission  Reduction  Strategies  in  Energy  Use 
and  Supply  –  Long  Term  Short  Term)  zu  entwickeln,  um  diese  For‐
schungslücke zu schließen.  
Das  zu  entwickelnde  Verfahren  soll  es  erlauben,  sowohl  den  Leis‐
tungsbedarf als auch die Standorte von Kraftwerken und Speichern im 
zukünftigen deutschen Elektrizitätssystem quantitativ  zu analysieren. 
Unter  Berücksichtigung  des  Übertragungsnetzes  sollen  die  techni‐
schen  Charakteristika  von  erneuerbaren  und  konventionellen  Kraft‐
werken detailliert mit einbezogen werden. Zusätzlich muss ein beson‐
deres  Augenmerk  auf  die  Unterscheidung  der  verschiedenen  Spei‐
chertypen gelegt werden, um geeignete Kombinationen von Kurzzeit‐ 
und Langzeitspeichern zu identifizieren. Weiter sollen auch alternative 
Flexibilitätsmaßnahmen,  Lastverschiebepotentiale  oder  die  Abrege‐
lung  der  fluktuierenden  Erneuerbaren  berücksichtigt  werden.  Es 












Entwicklungen,  die  das  deutsche  Elektrizitätsversorgungssystem 
beeinflussen, aufgezeigt. Auf diesen Wandel kann mit verschiedenen 
Flexibilitätsoptionen  reagiert  werden,  die  anschließend  beschrieben 
werden.  In  Kapitel  3  werden methodisch  geeignete  Ansätze  vorge‐
stellt, um ein der Fragestellung entsprechendes Modell entwickeln zu 
können.  Des Weiteren werden  die  bereits  existierenden  Ansätze  in 
der Literatur beschrieben sowie die Forschungslücke aufgezeigt.  
Die  Beschreibung  des  entwickelten  integrierten  Modellkonzeptes 
PERSEUS‐LTST  erfolgt  in  Kapitel  4.  Dazu  wird  zunächst  die Modell‐
struktur  und  Verschaltung  der  Teilmodelle  erläutert,  bevor  die ma‐





gen  erfolgt  In  Kapitel  6.  Dazu  werden  zunächst  wesentliche  Eigen‐






















Dieses  Kapitel  beschreibt  zunächst  die  aktuellen  und  zukünftigen 















Gleichgewicht  zwischen Erzeugung und  Last herzustellen. Da  sich  im 
Stromnetz  selbst  keine  größeren  Energiemengen  speichern  lassen, 
muss sich die ins System eingespeiste und entnommene Energie stets 
im Gleichgewicht befinden. Die  Zunahme der  intermittierenden und 
oft  lastfernen  Einspeisung  der  EE macht  dies  zu  einer wachsenden 
Herausforderung. Neben der Zunahme der EE haben auch die politi‐









Die  elektrische Nachfrage  stellt  die  Basis  für  den  Bedarf  an  elektri‐
scher Versorgung und den Handel mit Elektrizität dar. Die aggregierte 
Nachfrage  unterliegt  dabei  zeitlichen  Schwankungen,  die  sowohl 
zyklischen Rhythmen folgen als auch stochastischen Einflüssen ausge‐
setzt  sind.  Sie  weist  in  den meisten  Elektrizitätsmärkten  zumindest 
kurzfristig nur eine sehr geringe Preiselastizität auf, obwohl vielfältige 
Bemühungen existieren, durch zeitvariable Tarife den Endkunden zur 




entsprechend  den  Grenzkosten  ihrer  Kraftwerke  ab,  durch  deren 
Aggregation die Angebotsfunktion entsteht [16, 17]. Die Bestimmung 
der  Grenzkosten  ist  hierbei  ein  komplexer  Vorgang,  da  sowohl  die 
variablen Produktionskosten, beispielsweise für Brennstoffe und CO2‐
Emissionszertifikate,  als  auch  Opportunitätskosten  für  alternative 
Erlösoptionen, berücksichtigt werden müssen [15, 18]. 
Mit der Einleitung der  Liberalisierung der europäischen Elektrizitäts‐
märkte  1996  durch  die  Elektrizitätsbinnenmarktrichtlinie  96/92/EG 
wurde  die  Grundlage  für  wettbewerbliche  Elektrizitätsmärkte  in 
Europa  gelegt  [19]. Der Handel  findet  an  zentralen Handelsplattfor‐
men  statt,  für  die  sich  zwei  unterschiedliche  Extremformen  heraus‐
kristallisiert haben. Zum einen das Prinzip eines zentralen Börsenmo‐
dells und zum anderen das Prinzip regionaler Preissignale. Die beiden 







an  der  Strombörse  EEX),  ein  einheitlicher Markträumungspreis  be‐





die  Erzeugungsleistung  der  Kraftwerke  durch  den  Netzbetreiber, 
wodurch  zusätzliche  Kosten  entstehen.  Fehlen  bei  der  Investitions‐ 
und  Einsatzplanung  regionale  Preissignale  kann  es  zu  einem  hohen 
Redispatchbedarf kommen [20]. 
Systeme, die regional unterschiedliche Preise aufgrund von Engpässen 
der  Übertragungsleistung  abbilden,  werden  als  Nodalpreissysteme 
bezeichnet  (alternativ:  Locational  Marginal  Pricing,  LMP).  Nodale 
Preise erlauben es, die regionalen Markträumungspreise der Elektrizi‐
tätserzeugung in Abhängigkeit der Restriktionen der Elektrizitätsflüsse 
zu  bestimmen,  indem  durch  eine  zentralisierte  Einsatzplanung  der 




Märkte  direkt  ein  einheitlicher Markträumungspreis  bestimmt  wer‐
den,  da  Preisunterschiede  sofort  durch Arbitrage  ausgeglichen wür‐
den.  Ist die Möglichkeit zum Austausch der Elektrizität  jedoch einge‐
schränkt,  können  sich  unterschiedliche  Preise  für  die  jeweiligen 
Märkte  (oder  Knotenpunkte)  einstellen.  Diese  werden  als  nodale 
Preise bezeichnet  [15, 21]. Ein dem  Locational Marginal Pricing  ver‐
wandtes  System  stellt  das  Konzept  des  Zonal  Pricing  dar.  Hierbei 
werden  Zonen  ohne  Netzengpässe  zusammengefasst,  so  dass  sich 
eine größere Anzahl an Erzeugern und Nachfragern gegenüberstehen 









Die  nachfolgenden  Kapitel  zeigen  Randbedingungen  auf,  die  die 
Entwicklung  des  Elektrizitätssystems  unabhängig  von  der Wahl  des 
Handelsmodells beeinflussen. 
2.1.2 Emissionsminderung und erneuerbare Energien 
Auf  europäischer  Ebene  stellt  der  europäische  Emissionszertifikate‐
handel  (Emission  Trading  System,  ETS)  das  zentrale  Instrument  zur 
Reduktion  der  Treibhausgasemissionen  für  den  Stromsektor  und 
ausgewählte Industriesektoren dar [2, 25, 26]. Es wird für die EU eine 
maximale  Treibhausgasemissionsmenge  für  eine  Handelsperiode 
vorgegeben  und  über  den  „cap‐and‐trade“‐Mechanismus  soll  eine 
marktbasierte,  effiziente  Erfüllung  des  Minderungsziels  erreicht 
werden. Innerhalb des ETS muss jeder Teilnehmer für das Recht, eine 
bestimmte Menge CO2 auszustoßen, Emissionszertifikate nachweisen. 
Das  „cap“  bezeichnet  hierbei  die  vorgegebene  Emissionsobergrenze 
und  „trade“  bedeutet,  dass  die  Teilnehmer  des  ETS  die  Zertifikate 
untereinander handeln können. Es können über CDM  (Clean Develo‐
pment Mechanism) und JI (Joint Implementation) auch Emissionsmin‐
derungsmaßnahmen  in  nicht‐europäischen  Ländern,  die  sich  im 
Rahmen des Kyotoprotokolls ebenfalls  zu einer Emissionsobergrenze 
verpflichtet  haben,  im  ETS  bilanziert werden  [2,  25,  27].  Durch  die 
Zuweisung  eines Wertes  zu den  CO2‐Emissionen  lassen  sich  (zumin‐
dest  teilweise)  die  externen  Kosten  der  fossilen  Stromerzeugung 
internalisieren. Hieraus resultiert ein wesentlicher Einfluss des ETS auf 
den  Einsatz  fossiler  Kraftwerke.  Weiterführende  modellgestützte 






Auf  nationaler  Ebene  stellt  der  Ausbau  der  EE  einen  wesentlichen 
Baustein  zur  Vermeidung  von  Treibhausgasemissionen  im  Elektrizi‐
tätssektor dar. So  legt das Energiekonzept der Bundesregierung vom 
28.  September  2010  quantifizierte  Ziele  zur  Entwicklung  der  deut‐
schen  Energieversorgung  vor  [32].  Für  die  Stromversorgung  spielen 
mehrere Elemente aus dem Energiekonzept eine entscheidende Rolle. 
So  sollen  die  Treibhausgasemissionen  bis  2020  bundesweit  um  40 
Prozent und bis 2050 um 80 Prozent –  im Vergleich  zum  Stand  von 
1990  ‐ reduziert werden.   Weiter soll, wie bereits 2011 vom Bundes‐
tag  beschlossen,  die  Nutzung  der  Kernenergie  zur  Stromerzeugung 
zeitlich gestaffelt bis zum Ende des Jahres 2022 beendet werden [33]. 
Die  deutsche  Bundesregierung  hat  sich mehrmals  dazu  verpflichtet, 
den  Ausbau  der  EE  in Deutschland  voranzutreiben,  zuletzt  2013  im 
Koalitionsvertrag  zwischen  CDU,  CSU  und  SPD. Hierin wird  ein  Aus‐
baukorridor  für  die  EE  festgelegt.  So  soll  der  Anteil  der  EE  an  der 
Stromerzeugung auf 40 bis 45 Prozent bis zum  Jahr 2025 und 55 bis 
60  Prozent  bis  zum  Jahr  2035  gesteigert  werden  [1].  Diese Werte 
finden  sich auch  im aktuellen EEG, Stand 2014, wieder  [34].  Im EEG 
[35],  Stand  2012,  werden  weitere  Ziele  genannt:  35  Prozent  bis 
spätestens zum  Jahr 2020, 50 Prozent bis spätestens zum  Jahr 2030, 
65 Prozent bis spätestens zum  Jahr 2040 und 80 Prozent bis spätes‐
tens  zum  Jahr 2050.  [35] Auch wenn nicht  in allen Dokumenten der 
genaue  Bezugsrahmen  angegeben wird,  ist  davon  auszugehen,  dass 









      Quelle: [36] 
EE  können  Elektrizität  mit  sehr  geringen  spezifischen  Treibhaus‐
gasemissionen  bereitstellen,  stehen  nahezu  unbegrenzt  und  außer‐




hohen  Akzeptanz  zur  Errichtung  der  benötigten  EE‐Anlagen  in  der 
Bevölkerung  auszugehen.  Jedoch  zeigen  sich  in  einzelnen  Bereichen 
durchaus Akzeptanzprobleme,  beispielsweise  hinsichtlich der  Zunah‐
me der Verstromung  von Biomasse aus Mais, den  Lärm‐ und  Schat‐
teneffekten der Windkraftanlagen und der steigenden EEG Umlage. Es 
lässt sich beobachten, dass generell von gesellschaftlichen Akzeptanz‐
problemen  bei  Technologieoptionen  auszugehen  ist  [37‐39].  Ganz 
ähnliche  Probleme  ergeben  sich  auch  hinsichtlich  des  Ausbaus  der 
Stromtrassen [4, 11, 40]. 




























Solarstrahlung  beziehungsweise  dem  Windangebot  abhängen.  Der 
fluktuierende  Charakter  ihrer  Einspeisung  ist  in  untenstehender 
Abbildung 2 verdeutlicht. Unter gesicherter Leistung der EE wird dabei 
der Anteil der  installierten Leistung verstanden, welche die EE  jeder‐
zeit  zur  Verfügung  stellen  können.  Es  lassen  sich  unterschiedliche 
Methoden  zur  Bestimmung  der  gesicherten  Leistung  anwenden, 
erwähnt werden sollen hier die stochastische und die chronologische 
Variante. Die stochastische Variante betrachtet nur die Sicherstellung 
der  Jahreshöchstlast,  während  die  chronologische  Variante  den 
Zusammenhang  zwischen  Last  und  Einspeisung  berücksichtigt  und 
hieraus die Wahrscheinlichkeit einer ungedeckten Last für jede Stunde 
des  Jahres  berechnet.  Weiterführende  Details  zu  den  Methoden 
finden  sich  in  [4]. Während  sich  die  Ergebnisse  der Methoden  im 
Detail  unterscheiden,  ergibt  sich  für  PV  eine  gesicherte  Leistung  in 
Höhe  von 0 bis 0,1 Prozent der  installierten  Leistung und  für Wind‐




      Quelle: eigene Darstellung nach [41, 42] 
Daher  ergibt  sich  auch  zukünftig  ein  Bedarf  an  thermischer  Kraft‐




















nahmen  zum Lastmanagement  (DSM). Diese Maßnahmen müssen  in 
der Lage sein, den Bedarf auch zu Zeiten mit geringer  fluktuierender 
EE‐Einspeisung zu decken. Daneben gilt, dass nicht alle EE angebots‐
orientiert  einspeisen.  Biomasse‐,  Geothermie‐  und  Laufwasserkraft‐
werke  können  (in  Grenzen)  bedarfsgerecht  Strom  einspeisen.  Die 
überwiegenden  Potentiale  der  EE  in  Deutschland  werden  zukünftig 




gung  und  Verbrauch.  Unter  zeitlicher  Diskrepanz  wird  hierbei  ein 
Auseinanderfallen  des  Zeitpunktes  von  Erzeugung  und  Verbrauch 
verstanden. Während  in der Vergangenheit das Prinzip galt, dass die 
Erzeugung dem Verbrauch bzw. der Last zu folgen hat, wird dieses  in 
Zukunft  immer  weniger  gelten.  Die  fluktuierenden  EE  können  nur 
dann  Elektrizität  liefern, wenn  der Wind weht  beziehungsweise  die 
Sonne  scheint. Daher wird  zumindest  teilweise  gelten müssen,  dass 
die Last der Erzeugung folgen muss. Unter räumlicher Diskrepanz wird 
verstanden, dass Kraftwerke und Lastzentren zukünftig eine stärkere 
räumliche Distanz  aufweisen,  als  dies  in  der  Vergangenheit  der  Fall 
war.  Nicht  ganz  unproblematisch  ist  daher  die  angebotsorientierte 




land wird  sich  zukünftig deutlich  verändern, mit Auswirkungen  auch 
auf  die  Stromnetze.  Zum  einen  wird  sich  der  heute  bestehende 
thermische Kraftwerkspark in Deutschland, aufgrund des alterungsbe‐
dingten Ausscheidens  der  bestehenden  fossilen  Kraftwerke  und  des 






dieser  Entwicklung  ein  starker  Anstieg  der  Kraftwerke,  die  mit  EE 
betrieben  werden,  gegenüber. Während  thermische  Kraftwerke  (in 
der Vergangenheit)  in der Nähe  großer  Lastzentren  gebaut wurden, 
werden  EE‐Kraftwerke  vorwiegend  lastfern  zugebaut,  gemäß  den 
vorhandenen  und  regional  deutlich  unterschiedlichen  Potentialen. 
Überschlägig  lässt sich  für Deutschland  festhalten, dass Windkraftan‐
lagen  verstärkt  in  Norddeutschland  zugebaut  werden,  da  sie  dort 
höhere Volllaststunden erreichen können als  im Süden, wo stattdes‐
sen  bevorzugt  Photovoltaikanlagen  zugebaut  werden  [4].  Auch  der 
zukünftig  zu  erwartende,  deutliche  Ausbau  der  Offshore‐Windkraft 
bedeutet  eine  Verlagerung  der  Elektrizitätserzeugungszentren  Rich‐














Die  einzelnen  Spannungsebenen  sind  über  Transformatoren  in  den 
Umspannwerken  und  Ortsnetzstationen  miteinander  verbunden. 
Große thermische Kraftwerke sind  in der Regel direkt an das Höchst‐
spannungsnetz  angeschlossen.  Von  diesen  werden  sukzessive  die 




kleinere  Kraftwerke  angeschlossen  sind  [45].  Insbesondere  EE‐
Kraftwerke werden  vorrangig  dezentral,  basierend  auf  den  regional 
verfügbaren  Ressourcen,  an  den  unterliegenden  Netzebenen  ange‐
schlossen (mit Ausnahme großer Windparks). Neben den nachfolgend 
beschriebenen  Herausforderungen  für  die  Übertragungsnetze  resul‐




fen  worden,  sondern  dienen  der  Versorgungssicherheit,  indem  sie 
einzelne  Netze  der  regionalen  Energieversorger  zu  Verbundnetzen 
verschalten. Durch den Ausbau der EE ergibt  sich eine Veränderung 
der  Anforderungen  an  den  Betrieb  des  Höchstspannungsnetzes, 
welches  zukünftig  große  Energiemengen  über  weitere  Strecken 
transportieren muss. Dies macht eine Verstärkung des Transportnet‐
zes erforderlich. Daher wurde  in mehreren Studien der erforderliche 
Ausbau  der  Übertragungsnetze  abgeschätzt.  Die maßgeblichen  Stu‐
dien  sind  [10,  46‐48]. Während  die  länger  zurückliegenden  DENA‐




energiewirtschaftlichen,  politischen  und  technischen  Entwicklungen. 
Aufgabe des NEP  ist es, dabei ein Netz zu entwerfen, das  in der Lage 
ist, den EE Strom vollständig aufzunehmen und zu übertragen. Es wird 
ein  engpassfreies Netz  bestimmt.  Es wird diskutiert,  die Abregelung 













ist.  Unterstützt  wird  der  NEP  Strom  durch  die  Netzpläne  für  den 
effizienten Anschluss  der Offshore Windparks  [49]  und  die  Entwick‐
lung der Ferngasnetze [50, 51]. Dabei wird der Szenariorahmen für die 
Gasverstromung  des  NEP‐Gas  abgestimmt mit  dem  NEP‐Strom,  um 
konsistente Szenarien zu betrachten. Das EnLAG regelt den beschleu‐
nigten Ausbau der als besonders relevant eingestuften Ausbauvorha‐
ben  [52]. Der  aktuelle Netzausbau weist  allerdings  bereits  Verzöge‐






gung  von  Elektrizität.  Zukünftig wird  sich  sich möglicherweise durch 
die  Einspeisung  von  per  Elektrolyse  erzeugtem  Wasserstoff  oder 
Methan  eine  weitere  Verbindung  mit  einem  Stofffluss  Richtung 
Gasnetz ergeben. Hierdurch  könnte  für den Transport und die  Spei‐
cherung von Energie auf die großen Kapazitäten der Erdgasnetze und  
‐speicher  zurückgegriffen  werden.  So  verfügt  Deutschland  aktuell 
bereits über 21 Poren‐ und 29 Kavernenspeicher mit einem Arbeits‐




welches  aus  biogenen  Rohstoffen  gewonnen  wird,  in  das  Gasnetz 




Einspeisemengen  seitens  der  Bundesregierung  angestrebt  [56].  Die 
Anlagen werden in der Regel über das EEG gefördert, so dass sich eine 
zumindest  indirekte  Beziehung  zur  Elektrizitätswirtschaft  ergibt. 
Details zu diesen Anlagen und den Potentialen der Technologie lassen 




Die  Infrastrukturen  für  Strom  und  Gas  haben  einen  vergleichbaren 
Aufbau. Beide Energieträger sind leitungsgebunden und verfügen über 




werden.  Beim  Transport  von  Erdgas  treten  Druckverluste  in  den 
Rohrleitungen  auf,  die  vom  Rohrdurchmesser,  dem  Volumenstrom, 
der Oberflächenrauhigkeit, der Dichte des Gases sowie der Entfernung 
abhängen. [59]. Dabei ist der Volumenstrom eine Funktion des Druck‐
gefälles.  Steigende  Pipelinedurchmesser  können  den  Druckverlust 
deutlich reduzieren. In regelmäßigen Abständen müssen aufgrund des 














Durch  die  Umwandlung  von  elektrischer  Energie  per  Elektrolyse  in 
Wasserstoff  oder Methan,  die  in  Kapitel  2.2.3  eingehend  erläutert 
wird,  bietet  sich  die Möglichkeit,  auch  große  Energiemengen  über 
lange  Zeiträume  zu  speichern  und  zu  transportieren.  Die  Power‐to‐
Gas‐Technologie (PtG) bietet dabei den Vorteil, die bereits vorhande‐
ne und gut ausgebaute Gasinfrastruktur der Bundesrepublik nutzen zu 
können.  So  verfügt  das  deutsche Gasnetz  über  ein  Fernleitungsnetz 
von über 47.000 km Länge und ein Verteilnetz von rund 450.000 km 
Länge  [60].  Insgesamt  transportiert  das  deutsche  Erdgasnetz  eine 
Energiemenge von über 1.000 TWh  jährlich und damit  rund doppelt 
so  viel  Energie wie  das  Stromnetz.  Die Übertragungskapazität  einer 
typischen  Ferngasleitung  liegt  circa  eine  Größenordnung  über  der 
einer  typischen  Transportleitung  des  Elektrizitätsnetzes  [61].  Hier‐
durch  ließen  sich mit dem bereits existierenden System große Ener‐
giemengen  von Nord nach  Süd  transportieren ohne dass ein  Strom‐
netzausbau erforderlich wäre. Hinzu kommt ein erhebliches Potential 
zur  Energiespeicherung  in  den  vorhandenen  Poren‐  und  Kavernen‐















Aufgrund  der  unvermeidbaren  Schwankungen  bei  elektrischer  Last 
und  Erzeugung  muss  das  Elektrizitätssystem  über  entsprechende 
Flexibilität  verfügen,  diese  auszugleichen.  Flexibilität  wird  hier  ver‐
standen  im Sinne der Definition von  [8], wonach Flexibilität das Aus‐
maß bezeichnet, zu dem ein Elektrizitätssystem in der Lage ist, Erzeu‐
gung  oder  Verbrauch  an  erwartete  oder  unerwartete  Änderungen 
anzupassen.  Die  Flexibilität  kennzeichnet  also  die  Fähigkeit,  eine 
zuverlässige Versorgung in Anbetracht schneller und großer Ungleich‐
gewichte zu gewährleisten. 
Bei  der  Elektrizitätsversorgung  kann  eine  zeitliche  und  räumliche 
Komponente der Flexibilität unterschieden werden. Maßnahmen, die 
eine zeitliche Flexibilität auf der Erzeugungsseite bereitstellen, umfas‐
sen  den  Lastfolgebetrieb  der  thermischen  und  der  dargebotsunab‐
hängigen EE sowie die Möglichkeit, die Einspeisung fluktuierender EE 
abzuregeln. Zu den Maßnahmen, die eine zeitliche Flexibilität auf der 








teme  nur  dann  durchgeführt  werden,  wenn  die  modellendogenen 
Entscheidungsvariablen begrenzt werden. Die weiteren Einflussgrößen 
werden  exogen  vorgegeben  und  über  Szenarioanalysen  wird  ihr 
Einfluss abgeschätzt.  In dieser Arbeit konzentrieren sich die Entschei‐









Als  Residuallast  versteht man  den  Leistungsbedarf,  der  sich  ergibt, 
wenn von der Verbraucherlast die Stromerzeugung aus dargebotsab‐
hängigen  EE  sowie  nicht‐regelbaren  erneuerbaren  und  thermischen 
Kraftwerken  abgezogen  wird.  Zusätzliche  Berücksichtigung  finden 
möglicherweise vorhandene Importe und Exporte von Elektrizität. Die 
Zusammensetzung  dieser  Residuallast wird  in  Abbildung  4  verdeut‐
licht. Die allgemeine Last ergibt sich aus den Sektoren Industrie, GHD 





      Quelle: eigene Darstellung nach [62]  



















trieb  der  flexiblen  EE,  der  thermischen  Kraftwerke  oder  Importe 
beziehungsweise Exporte gedeckt werden. Als  flexible EE eignen sich 
insbesondere  Biomasseanlagen,  Laufwasserkraftwerke  und Geother‐
miekraftwerke.  Diese  Anlagen  können  jedoch,  da  sie  weiteren  Be‐




Kraftwerke dar, die einen must‐run  Sockel bilden. Dieser  ergibt  sich 
aus dem Bedarf  an Anlagen die  in Kraft‐Wärme‐Kopplung betrieben 
werden oder die Systemdienstleistungen anbieten [63]. 
Ein  großer  Teil  der  thermischen  Kraftwerke wird  jedoch  lastgeführt 
betrieben. Aber  auch  diese  Kraftwerke unterliegen  Einschränkungen 
bezüglich  ihres Lastwechselverhaltens. So erfordern unterschiedliche 




einzuplanen. Die  thermischen  Belastungen  spielen  insbesondere  bei 
Dampfkraftwerken  eine  Rolle, während  sie bei Gasturbinen weniger 




noseunsicherheiten  oder  Kraftwerksausfällen,  besteht  ein  Regelleis‐
tungsbedarf.  Dieser  dient,  unterschieden  in  Primär‐,  Sekundär‐  und 
Minutenreserve,  dem  sofortigen, minütlichen und  viertelstündlichen 
Ausgleich  [45].  Die  Primärreserve  zur  Netzstabilisierung  wird  dabei 
von den rotierenden Massen der thermischen Kraftwerke unmittelbar 
bereitgestellt. Die  Sekundärreserve  löst  nach maximal  fünf Minuten 












Energiemengen  speichern  können.  Dagegen  umfasst  die  Kategorie 
Langzeitspeicher  Speicher,  die  über  einen  geringeren Wirkungsgrad 
verfügen, aber große Energiemengen speichern können. Die wesentli‐
chen  Speichertechnologien,  die  sich  unter  dem  Begriff  Kurzzeitspei‐
cher zusammenfassen  lassen und für die Arbeit relevant sind, umfas‐









      Quelle: eigene Darstellung nach [67] 
Zusätzlich zu den in der Arbeit betrachteten Klassen der Kurzzeit‐ und 
Langzeitspeicher, werden  im  Energiesystem  auch  noch  Speichersys‐
teme  eingesetzt,  deren Aufgabe  allerdings  primär  die  Bereitstellung 
von Systemdienstleistungen  ist und nicht die Herstellung eines zeitli‐
chen  Ausgleichs  bei  der  Energiebilanzierung.  Diese  von  Speichern 
geleisteten Systemdienstleistungen werden  im nachfolgenden Kapitel 




me  eine  Vielzahl  an  Systemdienstleistungen  (SDL)  zu  erbringen  zur 
Gewährung  eines  sicheren  Netzbetriebs.  Dies  umfasst Maßnahmen 
zur  Spannungs‐  und  Frequenzregelung,  zur  Bereitstellung  von  Re‐
gelenergie  und  Blindleistung  sowie  zum  Versorgungswiederaufbau 





























Großteil  der  SDL  bereit,  die häufig  im  unterstündlichen beziehungs‐
weise sekündlichen Zeitbereich liegen [68]. 
Zur  Frequenzregelung  im  sehr  kurzfristigen  Bereich  eigenen  sich 
insbesondere  Schwungradspeicher  (Schwungmassen).  Schwungmas‐
senspeicher nutzen die kinetische Energie in rotierenden Massen. Der 
Einsatzzeitraum  liegt  im Sekunden‐ bis Minutenbereich. Heutige SMS 




auf  glasfaser‐  oder  kohlefaserverstärkten  Kunststoffen  gefertigt 
werden,  womit  sich  deutlich  höhere  Rotationsgeschwindigkeiten 
erzielen  lassen.  [68,  69]  Zukünftig  könnten  auch  elektrochemische 




Pumpspeicherkraftwerke  speichern Energie,  indem  sie Wasser  in die 
Höhe pumpen wodurch die elektrische Energie als potentielle Energie 
des  Wassers  gespeichert  werden  kann.  Durch  den  umgekehrten 






können.  Sie  verfügen  über  hohe  Wirkungsgrade  sowie  eine  hohe 







kann  genutzt werden,  um Übertragungsverluste  zu minimieren  und 
Übertragungsleitungen  zu  entlasten.  Pumpspeicherkraftwerke  sind 
schwarzstartfähig und können daher bei einem Zusammenbruch des 
Netzes die Stromversorgung wiederaufbauen. [68, 72] 
Pumpspeicher  stellen  aktuell  die  wesentliche  Speicherkapazität  im 
Energiesystem zur Verfügung. Es handelt sich um eine seit  Jahrzehn‐
ten  etablierte  und  ausgereifte  Technologie.  Allerdings  sind  die  Aus‐
baupotentiale  für  diese  Technologie  in  Deutschland  aus  mehreren 
Gründen stark eingeschränkt. Zum einen  ist der Neubau nur an geo‐






re Salzkavernen, die  sich  im Norden Deutschlands  finden  lassen und 
die  ebenfalls  zur  Erdgas‐,  erneuerbarem  Methan‐  und  Wasser‐
stoffspeicherung  geeignet  sind.  Bei  Druckluftspeichern  lassen  sich 
diabate  und  adiabate  Druckluftspeicher  unterscheiden.  Adiabate 
Druckluftspeicher  benötigen  einen  zusätzlichen Wärmespeicher  um 
die  bei  der  Kompression  anfallende Wärme  aufnehmen  zu  können. 
Diese kann anschließend bei der Expansion genutzt werden, wodurch 
sich  ein  gegenüber  den  diabaten  Speichern  höherer  Wirkungsgrad 
einstellt. Der  in Deutschland bereits bestehende diabate Speicher  in 
Huntorf  stellt  ein  kombiniertes Druckluftspeicher‐  und Gasturbinen‐
kraftwerk  dar.  Bei  der  Bereitstellung  elektrischer  Arbeit  wird  der 
Turbine neben Erdgas  auch die  verdichtete  Luft  zugeführt, wodurch 







Bei Batteriespeichern wird  elektrische  Energie  in  chemische  Energie 
und  umgekehrt  umgewandelt.  Hierzu  findet  in  einer  galvanischen 
Zelle  eine  Redoxreaktion  statt.  Aufladbare  Batterien  bestehen  aus 
einer  Zusammenschaltung  von mehreren  galvanischen  Zellen.  Diese 
können  aus  einer  Vielzahl möglicher Materialkombinationen  herge‐
stellt werden. Batteriespeicher können  ihrer Art nach  in  zwei Unter‐
gruppen unterteilt werden, jene mit internem und jene mit externem 
Speicher. Bei einem internen Speicher ist der Speicher räumlich nicht 










Batterien  (Pb)  sind  die  zurzeit  weltweit  am  häufigsten  eingesetzte 
Technologie  zur  stationären  Energiespeicherung  und  Bereitstellung 





















stationäre  Anwendungsfälle  im  Falle  einer  ebensolchen Massenpro‐
duktion ebenfalls zu erwarten wäre. Daher kann  für die Zukunft von 
hohen  Kostensenkungspotentialen  ausgegangen  werden.  Lithium‐
Ionen‐Batterien  (Li‐Ion)  bieten  gegenüber  Blei‐Säure‐Batterien  we‐
sentliche  Vorteile  hinsichtlich Wirkungsgrad  und  Lebensdauer  [68]. 
Die aktuell noch hohen Herstellungskosten könnten, getrieben durch 
die  zunehmende  Nachfrage  und  die  resultierende  Optimierung  der 




lungskosten  sowie  lange  Lebensdauern. Redox‐Flow‐Batterien bieten 
gegenüber den bereits vorgestellten Batterie‐Technologien ein flexibel 
einstellbares Verhältnis von Energie zu Leistung. Die Systeme befinden 




In  einem  von  EE  geprägten  zukünftigen  Elektrizitätssystem  werden 
große  Speicherkapazitäten benötigt. Die bestehenden Pumpspeicher 
können zwar eine hohe Leistung bereitstellen, mit einem Speichervo‐
lumen  von  etwa  0,04  TWh  allerdings  nur  geringe  Energiemengen 
aufnehmen.  Demgegenüber  wird  bereits  in  mehreren  Studien  ein 
ungleich  höheres,  benötigtes  Speicherpotential  berechnet,  das  auch 
nicht durch den  Zubau  von Pumpspeichern gedeckt werden  könnte. 








Für  die  Langzeitspeicherung  größerer  Mengen  elektrischer  Energie 
steht in Deutschland nur die Möglichkeit der chemischen Speicherung 
zur  Verfügung.  Diese  kann  über  die  Umwandlung  von  elektrischer 
Energie  in  Wasserstoff  per  Elektrolyse  erfolgen.  Der  entstehende 
Wasserstoff kann auf verschiedene Arten weiterverwendet werden. Er 
kann  direkt  gespeichert  werden,  beispielsweise  in  unterirdischen 
Kavernen,  er  kann  in  begrenztem  Ausmaß  dem  Erdgasnetz  beige‐
mischt werden oder  in einem weiteren Verfahrensschritt  zu Methan 




      Quelle: eigene Darstellung nach [81] 
Hierdurch  kann  das  Anwendungsspektrum  erheblich  vergrößert 
werden, allerdings sind zusätzliche Verluste  in Kauf zu nehmen. Über 


















entwickelte  Verfahren  zur  Verfügung.  Im  Wesentlichen  lassen  sich 








lich,  um die Reaktion  ablaufen  zu  lassen. Die  bei  den unterschiedli‐
chen  Elektrolysen  stattfindenden  Teilreaktionen  unterscheiden  sich, 
jedoch ist die Gesamtreaktion stets die Gleiche. [83, 84] 
2 → 2 + 	, ∆ = +571,8 																		( . 2.3) 
Eine  alkalische  Elektrolysezelle  besteht  aus  zwei  Elektroden  (Anode 
und Kathode), einem alkalischen Elektrolyten und einem Diaphragma, 
das  für  die  Gase  Wasserstoff  und  Sauerstoff  nicht  durchlässig  ist, 
jedoch  für die Hydroxidionen  (OH‐) des  Elektrolyten. Durch Anlegen 
einer  Gleichspannung  an  den  Elektroden  werden  an  der  Kathode, 
unter Aufnahme von Elektronen, Wassermoleküle  in Wasserstoff und 
Hydroxidionen  gespalten.  An  der  Anode  reagieren  Hydroxidionen 
unter  Abgabe  von  Elektronen  zu  Sauerstoff  und Wasser.  Alkalische 
Elektrolyseure bestehen aus zusammengebauten, einzelnen Elektroly‐
se‐Zellen  (Stack).  Alkalische  Elektrolysen  sind  bereits  standardmäßig 
kommerziell verfügbar und werden seit vielen  Jahren eingesetzt. Die 







renden  Betrieb  hinsichtlich  Lebensdauer,  Verfügbarkeit  und  Wir‐
kungsgrad hinzunehmen sind. [83] 
Bei  der Membran‐Elektrolyse  (PEM)  sind Anode  und  Kathode  durch 
eine Protonenaustauschmembran voneinander getrennt. Die Elektro‐
den  werden  direkt  auf  der  Membran  angebracht.  An  der  Anode 
werden Wassermoleküle  in  H+‐Ionen  und  Elektronen  gespalten.  Die 
H+‐Ionen können durch die Membran auf die Kathodenseite diffundie‐
ren, wo sie unter Aufnahme von Elektronen zu Wasserstoffmolekülen 
reagieren.  PEM‐Elektrolysen werden  bisher  nur  in  kleinem Maßstab 
eingesetzt, da sie  technisch noch nicht den Reifegrad der alkalischen 
Elektrolysen  erreichen.  Die  bei  der  PEM‐Elektrolyse  eingesetzten 
Edelmetalle machen das Verfahren aktuell noch sehr teuer [10]. 
Die Hochtemperaturelektrolyse besteht aus einer  festen  ionenleiten‐
den Membran  und  zwei  gasdurchlässigen  Elektroden.  Bei  der  HAT‐
Elektrolyse kann ein Teil der für die Reaktion benötigten Energie durch 
Wärme gedeckt werden, so dass der elektrische Energiebedarf redu‐
ziert  werden  kann.  Die  Spaltung  des  Wassers  findet  daher  in  der 
Dampfphase  statt. An der Kathode wird Wasser  in Wasserstoffmole‐
küle und Sauerstoffionen (O2‐) zerlegt, welche durch die Membran zur 
Anode  diffundieren  und  dort  unter  Aufnahme  von  Elektronen  zu 




turniveau  verfügbar  ist. Wie  bereits  erwähnt, befinden  sich die  ver‐
schiedenen  Technologien  in  unterschiedlichen  Entwicklungsstadien, 
wobei insbesondere bei der Membran‐ und der Hochtemperaturelekt‐
rolyse zukünftig deutliche Verbesserungen zu erwarten sind, während 
die  alkalische  Elektrolyse  ein  seit  Jahrzehnten  bewährtes  Verfahren 
darstellt. Bei der Elektrolyse fällt neben dem Zielprodukt Wasserstoff 






hoch  sind,  werden  diese  Parameter  in  der  weiteren  Untersuchung 
nicht mit betrachtet. 
Aktuell  Ist von einer maximalen Beimischung  von  fünf Prozent Was‐







auszugehen,  dass  die  bestehende  Erdgasinfrastruktur  weitgehend 
eine  Zumischung bis  zu 10 Volumenprozent  tolerieren  kann.  Jedoch 
existiert  Forschungsbedarf  hinsichtlich  ausgewählter  Elemente.  [83] 
Da die maximale Wasserstoffzumischung nur einen Anteil des Gasvo‐
lumenstroms  ausmachen  darf,  ist  die  Wasserstoffeinspeisung  zeit‐ 
und  ortsabhängig.  Je  nach herrschendem  Erdgasstrom  und Druckni‐
veau kann eine unterschiedlich hohe Menge Wasserstoff eingespeist 
werden, der Grenzwert  ist dabei  immer einzuhalten. Lokal  sind Kon‐
zentrationsspitzen vorstellbar, die berücksichtigt werden müssen. Die 
sich  hieraus  ergebenden  Grenzen  können  allerdings  nur  bei  einer 
detaillierten Gasnetzanalyse, die nur von den örtlichen und überregi‐
onalen  Gasnetzbetreibern  durchgeführt  werden  kann,  ermittelt 
werden. Ein weiterer Nebeneffekt der Wasserstoffeinspeisung  ist die 
Erhöhung der Transportkosten und die Reduktion der Speicherkapazi‐
täten.  Die  Transportkosten  für  reinen  Wasserstoff  liegen  etwa  50 













ren  Verfahrensschritt  zu  synthetischem  Methan  (Synthetic  Natural 
Gas, SNG) umgewandelt werden, wodurch eine vollständige Kompati‐
bilität  mit  der  Gasinfrastruktur  hergestellt  werden  kann.  In  einer 
thermochemischen  Synthesereaktion  (Methanisierung)  muss  hierzu 
die  in  Gleichung  2.4  dargestellte  exotherme  Reaktion  durch  einen 
Katalysator  in  Gang  gesetzt werden,  die  auch  als  Sabatier‐Reaktion 
bekannt  ist.  Die  Reaktion  baut  auf  der  Co‐Methanisierung  und  der 
Wassergas‐Shift‐Reaktion auf. Als Katalysatormaterialien finden meist 
Nickel  oder  Ruthenium  Verwendung  [89].  Bei  der  Reaktion  können 
Nebenprodukte  auftreten,  diese  liegen  aber  innerhalb  der  für  die 
Einspeisung tolerierbaren Grenzen, so dass keine weitere Entfernung 
erforderlich ist. [83] 
+ 4 → + 2 	, ∆ = −165 					( 	.2.4) 
Die Reaktion ist stark exotherm, eine steigende Temperatur verschiebt 
das Reaktionsgleichgewicht jedoch auf die Eduktseite. Auch können zu 
hohe  Temperaturen  den  Katalysator  schädigen.  Daher  kommt  der 
Wärmeabfuhr eine zentrale Aufgabe zu. Eine Untergrenze der Tempe‐
ratur  ergibt  sich  aufgrund  der  Gefahr  der  Bildung  von  hochgiftigen 
und  krebserregendem Nickelcarbonylen  [90].  Ein  hoher Druck wirkt 
sich positiv auf das Reaktionsgleichgewicht aus. 
Für  die Methanisierung  eignen  sich  verschiedene  Reaktorkonzepte, 
die es erlauben, eine konstante Betriebstemperatur zu gewährleisten. 




Phasen‐Reaktoren  und Wabenreaktoren,  die  sich  in  die  Klassen  2‐
Phasen‐Systeme  und  3‐Phasen‐Systeme  einteilen  lassen  [83].  2‐
Phasen‐Systeme  erfordern  einen  kontinuierlichen  Gasstrom  der 
Edukte, da  ansonsten der Reaktor  auskühlt und erst wieder  auf Be‐
triebstemperatur gebracht werden muss, woraus Wirkungsgradverlus‐
te resultieren. Da bei der Aufnahme von überschüssigem EE‐Strom mit 
Fluktuationen  zu  rechnen  ist,  bietet  sich  ein  zwischengeschalteter 
Wasserstoffspeicher zur Verstetigung der anfallenden Eduktströme an 
[85]. 3‐Phasen‐Systeme bieten demgegenüber den Vorteil, dass sie die 
Betriebstemperatur  aufgrund  der  höheren  Wärmekapazität  länger 
halten können.  
Neben  der  beschriebenen  katalytischen  Methanisierung  stellt  die 
mikrobielle  Methanisierung,  bei  der  Mikroorganismen  Wasserstoff 
und Kohlendioxid  in Methan umwandeln, einen neuartigen alternati‐
ven Methanisierungsprozess  dar  [91]. Wie  bereits  beschrieben,  fällt 
bei  der  katalytischen  Methanisierung  Wärme  auf  einem  erhöhten 
Temperaturniveau  an,  die  genutzt werden  kann  [92].  Daher  eignen 
sich Standorte mit Wärmesenken besonders für Anlagenkonzepte mit 
Methanisierung. Weitere  die  Standortwahl  von  PtG‐Anlagen  beein‐
flussende Faktoren sind die Verfügbarkeit von Kohlendioxid, sowie der 
Zugang  zu  Strom‐ und Gasnetzen  [93].  In  anderen Bereichen  ist die 
Methanisierung bereits erfolgreich eingesetzt worden. So wird sie seit 
vielen  Jahren  erfolgreich  bei  der  Kohle‐Vergasung  (CO‐
Methanisierung)  eingesetzt  und  auch  im  Bereich  der  Biomasse‐
Vergasung  sind  inzwischen  erfolgreiche  Projekte  umgesetzt worden 
[94, 95].  
Das  für die Methanisierung benötigte CO2 kann verschiedenen Quel‐
len  entstammen. Geeignet  sind  besonders  CO2‐reiche  Abgasströme, 
wie man sie bei Biogasanlagen, die Biogas zu Biomethan aufbereiten 






Aufwand,  abzutrennen  oder  eine  CO2‐Abtrennung  aus  den  Abgasen 
fossiler Kraftwerke durchzuführen. Die Verfügbarkeit von CO2‐Quellen 







hen  zur Berücksichtigung der  im Bereich der  PtG‐Technologie  ange‐
nommenen  Schritte  zur  Kostenreduktion  wird  gemäß  [97]  nachfol‐














der  Verdichtereinheit. Weiter  erlaubt  dieser  Technologiesprung  den 
Verzicht  auf  einen  Prozessgaschromatographen  und  reduziert  den 
Bedarf  an  Zwischenspeicherung  aufgrund  einer  dynamischeren 
Anlagenfahrweise  und  flexibleren Regeln  bei  der Gasbeschaffenheit. 





Kostenreduktion.  Zusätzlich wird  kein  Zwischenspeicher mehr  benö‐
tigt.  
Wasserstoff  und  SNG  können  in  mehreren  Wirtschaftssektoren 
eingesetzt werden,  die  hier  kurz  vorgestellt werden  sollen.  Bei  der 
Betrachtung des Stromsystems  ist die nächstliegende Möglichkeit die 
Rückverstromung in Zeiten mit hoher Residuallast. Weitere Einsatzfel‐





über  Blockheizkraftwerke.  Weiter  kann  SNG  im  Verkehrssektor  als 
alternativer  Brennstoff  eingesetzt  werden  wie  auch  in  chemischen 
Prozessen in der Industrie.  
Beim  Einsatz  von Wasserstoff  zur  Elektrizitätserzeugung  können  bei 
heutigen  Gasturbinen  durch  einen  höheren  Wasserstoffgehalt  im 
Brenngas Schäden auftreten, weil die Verbrennungstemperaturen von 
wasserstoffhaltigen Brennstoffen  für die verwendeten Materialien zu 
hoch  sind.  Ausgereifter  als  eine  auf  den  Betrieb  mit  Wasserstoff 




Endgeräten  ab  einer  Grenze  von  circa 10 Prozent  vorbereitende 
Untersuchungen  durchzuführen  [83].  Neben  der  Kraft‐Wärme‐
Kopplung bietet Wasserstoff auch die Möglichkeit, Wärme als Haupt‐
produkt zu nutzen. So bietet die Dampferzeugung mit Sauerstoff die 
Möglichkeit,  reinen Wasserdampf  bei  sehr  hohen  Temperaturen  für 
industrielle Anwendungen zu erzeugen. [101, 102] Die Brennstoffzelle 











muss. Wasserstoffanwendungen  finden  sich  in  zahlreichen  Industrie‐





die Möglichkeit,  Systemdienstleistungen  für  das  elektrische  Energie‐
system  bereitzustellen.  Hierzu  zählt  insbesondere  die  Bereitstellung 
von Regelleistung, wobei sowohl die Bereitstellung positiver Regellei‐
tung durch das Abschalten  in Betrieb befindlicher  Elektrolyseure  als 
auch die Bereitstellung negativer Regelleistung durch das Anschalten 
der  Elektrolyseure  vorstellbar  ist.  Hierdurch  können  die  Anlagenbe‐
treiber neben den Produkterlösen weitere Einkünfte generieren [105]. 
Aktuell  werden  in  Deutschland  bereits  über  20  Pilotprojekte  zum 
Thema  Power‐to‐Gas  betrieben.  Zentrales  Ziel  stellt  hierbei  die  De‐




Lastverschiebepotentiale  können,  ähnlich wie  Speicher,  einen  zeitli‐
chen Ausgleich für die Anpassung von elektrischem Bedarf und Ange‐
bot,  leisten.  Lastverschiebepotentiale  bieten  die Möglichkeit,  Lasten 
zeitlich zu verschieben.  In dieser Arbeit wird der Begriff Lastverschie‐




mand  Side  Response  verwendet,  da  die  Unterscheidung  zwischen 
diesen beiden, ähnlichen Konzepten, nicht  im Fokus der Arbeit steht 
[106].  Hierdurch  lässt  sich  für  einen  begrenzten  Zeitraum  sowohl 
positive  Regelenergie  (Abschaltung  von  Lasten),  als  auch  negative 
Regelenergie  (Zuschalten  von  Lasten)  bereitstellen  [6].  DSM  stellt 
somit eine Alternative zu Kurzzeitspeichern dar, wobei davon ausge‐
gangen werden kann, dass zumindest ein Teil des durch DSM bereit‐
stellbaren  Potentials  zu  vergleichsweise  geringen  Kosten  angeboten 
werden kann [6]. 
Möglichkeiten  zur Lastverlagerung bestehen  sowohl  im  Industriesek‐
tor,  als  auch  bei Gewerbe, Handel,  Dienstleistung  (GHD),  sowie  bei 
den privaten Haushalten. Einsatzfelder für Lastmanagement bieten im 
Haushaltssektor  insbesondere  Nachtspeicherheizungen,  die  Warm‐
wasserbereitstellung,  Kühl‐  und  Gefrierschränke,  Waschmaschinen, 
Trockner und Spülmaschinen. Im Bereich der GHD bieten sich Potenti‐
ale durch benötigte Prozesskälte und ‐wärme, Belüftung und Heizsys‐
teme.  Im  Bereich  der  Industrie  bergen  insbesondere  die  Branchen 
Chemie, Zement, Papier, Aluminium‐ und Stahlherstellung erhebliche 
Potentiale zur Lastverlagerung. [4] 
Voraussetzung  für die Hebung der  Lastverschiebepotentiale  ist  stets 
eine Leistungsmessung bzw. Spitzenlastbeschränkung, wie sie bereits 







6, 10]  ausgewiesenen  technischen Potentiale  sind  sehr  hoch  (bis  zu 
über 50 GW). Jedoch  ist zu beachten, dass diese sich nur mit zuneh‐





Restriktionen,  wie  produktionsbedingten  Vorgaben  in  der  Industrie 









zunächst  eine  zusätzliche Nachfrage  dar. Der  Verlauf  und  die Höhe 
dieser Nachfrage werden durch das Mobilitätsverhalten definiert. Bei 
vorhandener  Nutzerakzeptanz  kann  es  möglich  sein,  den  Ladezeit‐
punkt der Fahrzeuge zu verschieben, wodurch ein Lastverschiebepo‐
tential  generiert wird  [107,  108]. Die  Potentiale  hängen  jedoch  von 
vielen  Faktoren  ab,  vor  allem  von  dem  Fahrverhalten und  von  dem  
Fahrzeugtyp  [109],  woraus  sich  deutliche  regionale  Unterschiede 
ergeben. Die sich  in Abhängigkeit der Entwicklungen des Marktes für 
Elektromobilität  ergebende  zusätzliche  Nachfrage  nach  Elektrizität 
wird in Kapitel 5.4.5 erläutert.  
Dabei werden je nach Antriebstrang verschiedene Typen von Elektro‐
fahrzeugen  unterschieden.  Sogenannte  Hybride  verfügen  neben 
einem elektrischen Motor noch über einen  konventionellen Antrieb, 
rein  elektrische  Fahrzeuge  verfügen  über  keinen  konventionellen 
Antrieb  und  Fahrzeuge  mit  range  extender  verfügen  über  einen 
Verbrennungsmotor,  der  die  Reichweite  verlängern  kann  [110].  Für 
das  Elektrizitätssystem  relevant  sind  nur  rein  elektrische  Fahrzeuge 
und  Hybridfahrzeuge  mit  Anschlussmöglichkeit  an  das  Elektrizitäts‐
netz.   Ausführliche Untersuchungen  zum  Thema der  Integration der 






Eine Wärmepumpe  hebt Wärme  aus  einer  Umgebungsquelle  unter 
Aufnahme  elektrischer  Energie  auf  ein  höheres  Temperaturniveau, 
das  dann  zu Heizzwecken  eingesetzt werden  kann. Dabei wird  eine 
deutlich  höhere  Effizienz  der  eingesetzten  elektrischen  Energie  er‐
reicht als bei einer direkten elektrischen Beheizung. Allerdings  ist ein 
höherer  apparativer  Aufwand  erforderlich  [112].  Wärmepumpen 
könnten  zukünftig  verstärkte  Verwendung  beispielsweise  im  Haus‐
haltsbereich erfahren. Das Lastverschiebepotential ergibt sich aus der 
Kombination  der Wärmepumpe mit  der  Gebäudemasse  und  einem 
eventuell vorhandenen Warmwasserspeicher. Ein Vorteil der Lastver‐
















Dieses  Kapitel  gibt  zunächst  einen  Überblick  über  verschiedene 
Klassen  von  Energiesystemmodellen.  Diese  werden  abgegrenzt  von 
bereits  in der  Literatur bestehenden Ansätzen  zur Ausbau‐ und  Ein‐
satzplanung. Anschließend werden bestehende Methoden  zur Abbil‐
dung  von  Netzrestriktionen  und  verschiedene  Möglichkeiten  zur 
zeitlichen Dekomposition von  Elektrizitätssystemmodellen dargestellt. 
Dazu wird erstens ein Ansatz  zur Berechnung  regionaler Preissignale 






restriktionen  und  der  PtG‐Technologie  beschäftigen.  Im  nachfolgen‐
den  Kapitel wird  ein Überblick  zur  Klassifikation  von  Energiesystem‐
modellen  gegeben,  an  die  sich  eine  Auflistung  einer  Auswahl  an 
bestehenden Literaturarbeiten anschließt. Betrachtet werden hier vor 
allem die Arbeiten, die sich aus einer gesamtwirtschaftlichen Perspek‐
tive  mit  der  Entwicklung  des  deutschen  Elektrizitätssystems,  der 
Integration  hoher  Anteile  von  fluktuierenden  EE  und  Speichersyste‐
men  beziehungsweise  Lastverschiebepotentialen  unter  Berücksichti‐










Modelltypen  und  ‐ansätzen.  Diese  können  grundsätzlich  charakteri‐
siert werden, wie  in Abbildung 8 dargestellt und nachfolgend erläu‐
tert. Alternativ gibt es in der Literatur auch nach anderen Merkmalen 


























als  top‐down Modelle  ausgeführt,  betrachten  also  ganze  Volkswirt‐
schaften  auf  einem  sehr  hohen  Aggregationslevel.  Sektorspezifische 
Modelle,  aufgrund der Vernachlässigung  von Wechselwirkungen mit 
anderen  Sektoren  der  Volkswirtschaft  oft  auch  als  Partialmodelle 
bezeichnet,  lassen  sich  in die Klassen der Simulations‐ und der Opti‐
miermodelle  unterteilen.  Beide  werden  oft  als  bottom‐up Modelle 
beschrieben,  da  sie  eine  detaillierte  Abbildung  der  betrachteten 
Technologien beinhalten.  Bei  Simulationsmodellen werden  Entschei‐
dungsregeln vorgegeben, welche in Algorithmen während der Simula‐
tion  weiterentwickelt  werden  können.  Bei  Optimiermodellen  wird 
eine  zu  optimierende  Zielfunktion,  z.B.  die Minimierung  der  Kosten 
oder  die  Wohlfahrtsmaximierung,  vorgegeben.  Unter  Berücksichti‐
gung  der  zu  beachtenden  Restriktionen  kann mittels  des  Optimier‐
problems  die optimale Variablenbelegung  ermittelt werden. Hieraus 
lassen  sich Strategien  zur Erreichung des optimalen Zustandes ablei‐
ten.  Die  Grundidee  bei  optimierenden  bottom‐up Modellen  (auch: 
Fundamentalmodelle)  ist, dass die Entwicklung der Sektoren  langfris‐




In  diesem  Kapitel  wird  ein  Überblick  über  die  relevanten  Arbeiten 
gegeben, die sich mit den Themen Kraftwerkseinsatz‐ und Ausbaupla‐
nung,  Speichersysteme,  EE  und  Netzrestriktionen,  im  Besonderen 
solche aus Deutschland mit einer gesamtwirtschaftlichen Perspektive, 








zum  Jahr  2050  betrachtet. Die  Arbeit  fokussiert  sich  dabei  auf  den 
Einfluss,  den  die  Flexibilität  bei  konventionellen  Kraftwerken  und 
biomassebefeuerten  Kraftwerken  auf  die  entstehenden  Stromüber‐
flüsse  ausübt. Methodisch  basiert  die  Arbeit  auf  dem  Einsatz  eines 
linearen  Optimiermodells  zur  Kraftwerks‐  und  Speichereinsatzpla‐
nung.  Die  konventionellen  Kraftwerke  werden  dabei  vereinfacht  in 
sechs, die Speichersysteme  in drei Klassen eingeteilt. Die Kraftwerke 
unterliegen  keinen  Laständerungsrestriktionen.  Außerdem  werden 
keine  Netzrestriktionen  in  die Modellierung  einbezogen.  Der  ange‐
nommene  Kraftwerkspark  für  die  Berechnungen  der  betrachteten 
Stützjahre  basiert  auf  [4,  47].  Die  Einspeisungen  der  Energieträger 
Wind und PV werden auf Basis historischer Daten bestimmt. Hierbei 
wird  auf  die  Daten  der  vier  deutschen  Übertragungsnetzbetreiber 
zurückgegriffen.  Die  Ergebnisse  zeigen  auf,  dass  eine  verstärkte 
Kraftwerksflexibilität  die  entstehenden  Stromüberschüsse  ebenso 
deutlich  reduzieren  kann,  wie  eine  beschränkte  Abregelung  der 
einspeisenden  fluktuierenden  Energieträger.  Mittel‐  bis  langfristig 
werden  Energiespeicher  zur  Spitzenlastdeckung,  zur  Aufnahme  von 
Überschüssen,  zur  Flexibilisierung  der  thermischen  Stromerzeugung 
und zur Bereitstellung von Systemdienstleistungen benötigt. 
Die  Studie  von Höfling et al.  [118] ermittelt den Bedarf  für Energie‐
speicherung  in Deutschland mit Fokus auf Baden‐Württemberg. Dazu 
wird  ein  Optimiermodell  zur  stündlichen  Kraftwerkseinsatzplanung 
eingesetzt.  Die  Entwicklung  der  konventionellen  und  erneuerbaren 
Kapazitäten wird dabei exogen vorgegeben und  ist nicht Gegenstand 
der Optimierung. Weiter wird ein 20‐Regionen Modell des deutschen 
Übertragungsnetzes  genutzt,  um  mögliche  Engpässe  mit  in  den 
Rechnungen  berücksichtigen  zu  können.  Bei  hohen  erneuerbaren 
Energieanteilen wird ein ökonomischer und ökologischer Nutzen von 
Speichern  für das Energiesystem  festgestellt. Es  zeigt  sich, dass eine 






Im  sogenannten  „NEP‐Strom“  [47] wird der erforderliche Ausbaube‐
darf  im  Übertragungsnetz  abgeschätzt.  Hierzu  wird  auch  eine 
Marktsimulation durchgeführt, um aufzuzeigen wie sich die regionalen 
Einspeise‐  und  Verbrauchssituationen  entwickeln.  Die  PtG‐
Technologie  wird  hierbei  jedoch  nicht  berücksichtigt. Weiter  findet 
kein modellendogener Zubau an thermischen Kraftwerken statt, auch 
da der Betrachtungszeitraum nur  zehn bis maximal  zwanzig  Jahre  in 
die Zukunft reicht. Die Möglichkeit EE‐Erzeugungsspitzen abzuschnei‐
den,  um  den  notwendigen  Netzausbau  zu  reduzieren,  wird  nicht 
betrachtet,  da  laut  aktuell  gültigen  gesetzlichen  Regelungen  dieser 
vollständig  aufzunehmen  ist.  Im  Ergebnis wird  ein  hoher  Bedarf  an 
Netzverstärkung und –optimierung sowie an neuen Leitungen identifi‐
ziert.  Für  den  Bedarf  an  neuen  Leitungen  werden  keine  konkreten 
Trassenverläufe erarbeitet, sondern der notwendige Übertragungsbe‐
darf zwischen einzelnen Netzknoten berechnet. 
Die  Studie  „dena‐Netzstudie  II“  [10]  baut  auf  der  Vorgängerstudie 
„dena‐Netzstudie  I“  [46] mit  dem  Ziel  auf,  eine  langfristige Ausrich‐










stellt  ein  vereinfachendes  Verfahren  zur  näherungsweisen  Berech‐
nung  von  Lastflüssen  dar,  mit  dem  Spannung,  Blindleistung  und 
Übertragungsverluste  nicht  berechnet werden.  In  der  Studie wurde 
auch  untersucht,  inwiefern  ein  zusätzlicher  Speichereinsatz  den 










falls  der  Einsatz  der  PtG‐Technologie  in  einem  zukünftigen,  von  EE 
geprägten  deutschen  Energiesystem  untersucht.  In  Szenarien  wird 
dabei  ein  detaillierter  Ausbaupfad  für  die  EE‐Kapazitäten  und  den 
verbleibenden  thermischen  Kraftwerkspark  entworfen. Anschließend 
werden zwei verschiedene Modelle eingesetzt um eine Betriebssimu‐
lation durchzuführen, die eine  ‚Soft‐coupling‘ Verbindung aufweisen. 






rollierenden  Planung  mit  stündlicher  Auflösung  gerechnet,  wobei 
innerhalb Deutschlands ein idealer Netzausbau unterstellt wird. Daher 
können  die  Einflüsse möglicher  dauerhafter Netzengpässe  innerhalb 
Deutschlands  im  Rahmen  der  Studie  nicht  untersucht werden.  Eine 
modellendogene  Berechnung  des  Speicherbedarfs  und  dessen  opti‐
male Zusammensetzung ist nicht Gegenstand der Studie. 
Kuhn  [64]  entwickelt  in  seiner Dissertation  ein  iteratives Modell  zur 
Optimierung von Speicherausbau und ‐betrieb  in einem Stromsystem 
mit  zunehmend  fluktuierender  Erzeugung. Dazu  erstellt  er drei  Teil‐
modelle, die  in einem ersten Teil eine  intertemporale Kraftwerksaus‐













bau  in  allen  Szenarien  als wirtschaftlich bewertet und  zwar  für  jede 
der drei betrachteten Speichertechnologien Wasserstoff‐, Pump‐ und 




dien  [120,  121]  die  Rolle,  die  die  PtG‐Technologie  in  der  Zukunft 




Anlagen  über  alle  Knoten  des  betrachteten  Netzes  verteilt  und  die 
Anlagenauslastung bestimmt, wodurch geeignete Standorte gefunden 
werden können. Die Höhe der  installierten Leistung  je Standort wird 
dabei  nicht  modellendogen  bestimmt.  In  der  zweiten  Studie  [121] 
wird die benötigte Speicherleistung aus Systemsicht für einen langfris‐
tigen Zeitraum mit einem EE‐Anteil von bis zu 80 Prozent berechnet. 
Das Ziel der  Studie  ist die Ermittlung einer  idealen Kombination aus 
Kurzzeit‐ und Langzeitspeichern. Der Bedarf an den beiden Speicher‐
systemen wird über  eine  Jahresbetriebsanalyse  ermittelt, wobei der 
Betrieb des Übertragungsnetzes nicht berücksichtigt wird. Die Studie 
bestimmt den benötigten Speicherbedarf nicht über eine Lösung eines 
Optimierproblems  mit  endogenem  Speicherausbau,  sondern  es 
werden  sinnvolle  Varianten  eines  Speicherausbaus  definiert  und 
bewertet, um Rückschlüsse auf den erforderlichen Speicherausbau zu 




eine  Netzanalyse  der  Jahresbetriebsanalyse  nachgestellt.  Im  ersten 
Schritt  der  Studie  wird  also  unterstellt,  dass  keine  Netzengpässe 
bestehen  und  in  einem  zweiten  Schritt  wird  diese  Annahme  unter 
Betrachtung  verschiedener  Netzausbauvarianten  überprüft,  ob  sie 
gerechtfertigt  ist.  Die  Studie  gelangt  zu  dem  Ergebnis,  dass  bis  zu 
einem EE‐Anteil von 40 % die geringfügige Abregelung der EE und die 
Flexibilität  der  thermischen  Kraftwerke  eine  ausgeglichene  Energie‐
versorgung am effizientesten  leisten können. Bei einem Anteil der EE 
von 80 %  ist eine Kombination  aus Kurz‐ und  Langzeitspeichern mit 
einer  installierten  Leistung  von mehreren Dutzend GW  empfehlens‐
wert. 
Jentsch et al. [122] zielen mit ihrer Arbeit darauf ab, das ökonomische 
Optimum  an  PtG  Kapazität  in  einem  zukünftigen  Szenario mit  sehr 
hohem  EE‐Anteil  (85  %  der  Stromerzeugung)  zu  bestimmen.  Die 
Arbeit untersucht dabei nur die Einspeisung von Methan, die Nutzung 
von erzeugtem Wasserstoff wird nicht betrachtet.  In der Arbeit wird 
neben  der  PtG‐Technologie  auch  der  Einsatz  von  Kurzzeit‐
Stromspeichersystemen und Lastverschiebepotentialen ermittelt. Das 
genutzte  Optimiermodell  basiert  auf  der  Arbeit  von  Oehsen  [123], 
ergänzt um eine Abbildung des Stromtransportnetzes. Dieses wird auf 
Basis  von  18  Regionen,  die  über  Interkonnektoren  verbunden  sind, 
sowie  eines DC‐Ansatzes  abgebildet.  Somit  kann  auch  eine  regional 
differenzierte Untersuchung des Einsatzes und der Verteilung der PtG‐




ein  Optimum  bestimmt.  Eine  modellendogene  Ausbauplanung  der 











nicht  Gegenstand  der modellgestützten  Untersuchung. Weiter wer‐
den  in  dem Modell  keine  netzseitigen  Restriktionen  berücksichtigt. 
Der  Fokus  wird  in  der  Arbeit  auf  eine  detaillierte  Betrachtung  der 




nagementmaßnahmen  im  Jahre 2020. Dabei handelt  es  sich um  ein 
Punktmodell  zur  Deckung  des  Elektrizitätsbedarfs.  In  der  Arbeit 
werden auch Speichersysteme berücksichtigt,  jedoch keine Netzrest‐
riktionen. Hinsichtlich der  Strompreise  in der  Spitzenlast  ist der Ein‐
fluss der Speichersysteme auch bei erhöhten Anteilen  fluktuierender 
EE relativ niedrig. Die höhere Flexibilität  in der Stromerzeugung kann 
allerdings  die  unerwünschte  Überschussproduktion  reduzieren,  so 
dass  sich  die  Integration  von  Speichern  als  energetisch  sinnvoll  er‐
weist. 
Ellersdorfer et al. [125] untersuchen in ihrer Arbeit die Preisbildung an 
Elektrizitätsmärkten mit  einem  Fundamentalmodell.  Um  einen  adä‐
quaten Zeithorizont abzubilden, wird eine  rollierende Einsatzplanung 
mit  einem  zweiwöchigen  Betrachtungszeitraum  gewählt.  Hierbei 
werden technische Restriktionen des Kraftwerksparks in ihrem Modell 
detailliert  berücksichtigt.  Fokus  der Untersuchung  stellt  die  Preisbil‐
dung  in den  Jahren 2002 bis 2006 dar sowie die Quantifizierung des 
Einflusses von Unsicherheiten auf das Ergebnis. 
Hundt  et  al.  [126]  betrachten  mit  einem  Fundamentalmodell  die 





rollierende  Einsatzplanung  angewendet,  die  auf  einer  Auswahl  an 
Typtagen basiert. Die Windeinspeisung wird dabei stochastisch abge‐
bildet  und  geht mit  jeweils  drei  Eintrittswahrscheinlichkeiten  in  die 
Modellierung  ein.  Eine  Betrachtung  von  Langzeitspeichern  und  sehr 
hohen Anteilen von EE erfolgt nicht, ebenso werden keine netzseiti‐
gen  Restriktionen  berücksichtigt.  Der  Fokus  der  Studie  liegt  auf 
Deutschland  und  der  Elektrizitätsaustausch  mit  dem  Ausland  wird 
nicht betrachtet. 
Die Studie von Klobasa et al.  [127] analysiert mittels zweier Simulati‐
ons‐  und  Optimiermodelle  den  Einfluss  von  Lastmanagement  und 
verstärkter  Windenergieintegration  auf  den  thermischen  Kraft‐
werkseinsatz  und  die  Netzbelastung.  Die  Studie  konzentriert  sich 
dabei  auf  den  Zeitraum  bis  2030  und  auf  die  Region  Nordwest‐
deutschland. Der Kraftwerkspark wird in der Modellierung fest vorge‐
geben,  der  Kraftwerkseinsatz  berechnet  und  erst  anschließend wird 
die  Netzbelastung,  mit  einem  stark  abstrahierten  Netzmodell  der 
untersuchten  Region,  bestimmt.  Ein  Fokus  der  Untersuchung  liegt 
auch  auf  dem  Einfluss  des  Windenergieprognosefehlers  auf  die 
Regelenergievorhaltung der  thermischen Kraftwerke.  Im Ergebnis  ist 
der Beitrag  des  Lastmanagements  zur Vermeidung  von Netzausbau‐
maßnahmen  im  Verhältnis  zu  den  Ausbauplänen  der  EE  als  gering 
einzustufen  und  Konkurrenztechnologien  wie  Speichersysteme  sind 
mitentscheidend. Die Charakteristik der Windeinspeisung bedingt sehr 
große  Speichervolumen,  die  über  längere  Zeiträume  gefüllt werden 
können. 
Die  Studie  von  Pape  et  al.  [128]  untersucht  den  Speicherbedarf  in 
Deutschland  im  europäischen Kontext. Hierbei wird  zwischen  einem 
mittelfristigen und einem  langfristigen  Zeithorizont, die  sich  im We‐
sentlichen durch den vorherrschenden Anteil der EE‐Stromerzeugung 
charakterisieren  lassen,  unterschieden.  Zur  Analyse  des  Speicherbe‐





Methoden  eingesetzt.  Für  den mittelfristigen  Zeitbereich  wird  eine 
detaillierte  Modellierung  des  europäischen  Elektrizitätssystems 
durchgeführt,  die  in  zwei  Schritten  abläuft.  Im  ersten  Schritt  wird 
mittels einer Marktsimulation der Kraftwerkseinsatz bestimmt. Hierbei 
werden  die  einzelnen  Länder  als  Punktmodelle  behandelt,  die  über 
Übertragungskapazitäten mit  den  anderen  Ländern  verbunden  sind. 
Im zweiten Schritt werden die  resultierenden Residuallastsituationen 
in  einer  Netzbetriebssimulation  geprüft  und  falls  notwendig,  ein 
Redispatch  vorgenommen.  Für  den  langfristigen  Zeithorizont  wird 





einem  detaillierten  Deutschlandmodell  die  Speicherergebnisse  für 
Deutschland  überprüft.  Zusätzlich  beschreibt  die  Studie  diverse 
Handlungsempfehlungen  zur Weiterentwicklung  des  Rechtsrahmens 
für Stromspeicher. Mittelfristig ist gemäß der Studie der Speicheraus‐
bau keine notwendige Voraussetzung  zur    Integration der EE,  sofern 
die Abregelung  geringer Mengen  von  EE  akzeptiert wird.  Langfristig 
kann  der  Einsatz  von  Stromspeichern  einen  Nutzen  im  Engpassma‐
nagement bringen,  insbesondere bei einem verzögerten Netzausbau. 
Hierbei weisen PtG‐Anlagen den größten Nutzen auf. Die Wirtschaft‐
lichkeit  der  Speicher  hängt  in  hohem  Maße  von  der  zukünftigen 
Kostendegression ab. 
In  der  Arbeit  von  Eßer‐Frey  [21]  wurde  das  Modell  PERSEUS‐NET 
entwickelt, welches  die  bestehende  Kraftwerksausbau‐  und  einsatz‐
planung  der  PERSEUS‐Modellfamilie  um  die  Berücksichtigung  von 
Netzrestriktionen  in  einem  DC‐Ansatz  erweitert  (Vgl.  auch  Kapitel 
3.2.1). Das Modell  ist  jedoch nicht geeignet, die Auswirkungen hoher 
EE‐Anteile an der Stromerzeugung oder den Zubau von Speichersys‐









das  deutsche  Energiesystem  abzuschätzen. Hierzu werden  in  einem 
ersten Modell  zur  Kraftwerksausbau‐  und  Einsatzplanung  in  Europa 
die  grenzüberschreitenden  Lastflüsse,  unter  Berücksichtigung  der 
Austauschkapazitäten zwischen den Ländern, aber ohne Berücksichti‐
gung der Netzrestriktionen  innerhalb der einzelnen Länder, ermittelt. 
Anschließend  werden  die  Import‐  und  Exportbilanzen  dem  zweiten 
Modell vorgegeben, allerdings nun unter Berücksichtigung der Restrik‐
tionen  des  Übertragungsnetzes.  Auf  diese  Weise  kann  in  einem 
iterativen Prozess eine Lösung gefunden werden. Die Arbeit betrach‐
tet  allerdings  weder  Kurzzeit‐  noch  Langzeitspeicher  und  auch  die 
zeitliche Auflösung  ist zu gering, um den Einfluss der EE angemessen 
erfassen zu können. 
Die  Arbeit  von  Babrowski  [130]  untersucht  den  Bedarf  an  Kurzzeit‐








tät  und  der  Netzrestriktionen.  Die  zeitliche  Auflösung  des Modells 
baut auf typischen Wochen‐ und Wochenendtagen der vier Jahreszei‐







abgebildet.  Eine  Untersuchung  des  Einflusses  der  ganzzahligen  Ent‐
scheidungsvariablen auf den Kraftwerkseinsatz wird durchgeführt und 
eine  geeignete  linearisierte  Abbildung  des  Kraftwerkseinsatzes  über 
Anfahrkosten und Lastwechselkosten abgeleitet.  






schritt  für  ausgewählte  Länder  der  Kraftwerkszubau  nur  noch  in 
Blöcken  erlaubt.  Dieses  sich  anschließende,  gemischt‐ganzzahlige 
Problem wird für  jedes Land einzeln gelöst. Aus den Untersuchungen 
lässt  sich  schließen,  dass  bereits  eine  lineare  Lösung  die  belastbare 
Herleitung des  zukünftigen Erzeugungssystems erlaubt, da ein Groß‐
teil  der  benötigten  Flexibilität  durch  die  zugebauten  Gaskraftwerke 
erfüllt werden  kann.  Speicher  können  eine  vorteilhafte Option  sein, 
die  Zubauentscheidung  hängt maßgeblich  von  der  Entwicklung  der 
Speicherkosten,  der  verfügbaren  Übertragungskapazität  und  den 
Regeln  zur  Beandlung  überschüssiger  EE‐Mengen  ab. Netzrestriktio‐
nen werden  in der Arbeit nicht näher betrachtet. Die zeitliche Auflö‐
sung im Modell beschränkt sich auf zwei typische Wochen, um die im 
Jahresverlauf  auftretenden  Gradienten  und  Energiemengen  der 
Residuallast zu bestimmen.  
Die  Studie  „Stromspeicher  in  der  Energiewende“  [5]  ermittelt  den 









liegt  der  Studie  kein  Optimierungsmodell  zugrunde,  sondern  der 
Bestand  an  Kraftwerken  und  Speichersystemen wird  dem Modell  in 
Form  von  Kombinationen  exogen  vorgegeben.  Die  annuitätischen 
Kosten  für  verschiedene  Kombinationen  von  Speichersystemen 
werden  anschließend  verglichen.  Die  Schlussfolgerungen  aus  der 
Studie belegen, dass mittelfristig der Flexibilitätsbedarf durch andere 
Flexibilitätsmaßnahmen als  Speicher gedeckt werden  sollte. Bei  sehr 
hohen  Anteilen  der  EE  gewinnen  Speicher  an  Bedeutung  und  ein 
Szenario mit  über  10 GW  zusätzlich  installierter  Speicherleistung  ist 
ökonomisch  vorteilhaft.  Innerhalb  der  Modellierung  werden  keine 
Restriktionen des Transportnetzes berücksichtigt.  
Die Arbeit von Egerer et al.  [132] untersucht mit einem  integrierten 
Einsatz‐  und  Ausbauplanungsmodell  den  Investitionsbedarf  in  Kraft‐
werke, Kurzzeitspeicher und Netze  für einen mittelfristigen Zeitraum 
bis  zum  Jahr 2034. Als  Speicheroptionen  stehen dem Modell Pump‐





Ergebnisse  ergeben  geringfügige  Investitionen  in  Pumpspeicher  und 
einen erheblichen Bedarf neuer gasgefeuerter Kraftwerke in Süd‐ und 
Westdeutschland.  Die  Untersuchung  beinhaltet  nicht  die  Abbildung 











gut  erfassen  kann.  Da  durch  die  zunehmend  lastferne  Stromerzeu‐
gung  auch  der  Elektrizitätstransport  im  Übertragungssystem  an 
Bedeutung  gewinnt,  ist  es  erforderlich,  das  deutsche  Höchstspan‐
nungsnetz  in  geeigneter Weise  in  der Modellierung  zu  berücksichti‐
gen. Das Modell  kann  hierdurch  in  die  Lage  versetzt werden,  unter 
Berücksichtigung  von  Transportrestriktionen  einen  geographisch 
differenzierten  Kraftwerks‐  und  Speicherzubau  vorzunehmen.  In 
einem zukünftigen Energiesystem wird weiterhin die Einspeisung aus 






ren  Eigenschaften  im  Modell  essentiell.  Dieses  Modell  muss  fünf 
wesentlichen  Anforderungen  genügen.  Es muss  erstens  in  der  Lage 
sein,  den  Zubau  der  thermischen  Kraftwerke  und  Speichersysteme 
bestimmen  zu  können.  Es  muss  zweitens  in  geeigneter  Weise  die 
räumliche  Verteilung  der  Kraftwerke  berücksichtigen  können,  wozu 
die Abbildung des Übertragungsnetzes erforderlich ist. Weiter muss es 




an  den  Betrieb  der  thermischen  Kraftwerke  erfordert,  fünftens,  die 
detaillierte  Abbildung  der  Betriebsflexibilitäten  der  thermischen 
Kraftwerke. 
Eine  Klassifizierung  der  beschriebenen  Studien wird  in  der  nachfol‐
genden  Tabelle  1  gegeben.  Dabei werden  die  folgenden  Klassifizie‐


















die  gleichen  Aspekte  berücksichtigen,  werden  zusammengefasst 
dargestellt. Die Details zu diesen Punkten sind  jeweils bei der weiter 







Studie  a b c  d  e 
[47]  + ‐ +  +  ‐ 
[10]  + ‐ +  ‐  ‐ 
[21, 28, 132]  + + ‐ ‐  ‐ 
[130]  + + +  ‐  ‐ 
[64]  ‐ (+) +  +  + 
[120]  + ‐ ‐ +  + 
[122, 128] [118]  (+) ‐ +  +  + 
[131]  ‐ (+) +  +  ‐ 
[4‐6]  ‐ ‐ +  +  + 
[123‐126]  ‐ ‐ (+)  ‐  + 
[117]  ‐ ‐ (+)  (+)  + 
[127]  ‐ ‐ +  ‐  + 
 
In der Tabelle  lässt sich erkennen, dass  in einigen Arbeiten Netzrest‐
riktionen  detailliert  berücksichtigt  werden,  aber  nur  in  wenigen 
Arbeiten ein modellendogener Kraftwerks‐ und  Speicherzubau unter 
Berücksichtigung  von Netzrestriktionen  bestimmt wird.  In mehreren 
der  Arbeiten wird  jedoch  der  Einfluss  der  Kraftwerkseinsatzplanung 




Dies  ist  bedingt  durch  die Notwendigkeit,  die  deutschen  Pumpspei‐
cherkraftwerke  in  Elektrizitätssystemmodellen  mitabzubilden.  Aller‐
dings  lassen nur wenige Arbeiten einen Zubau von Kurzzeitspeicher‐
optionen  zu,  insbesondere  nicht  von  Batteriespeichern.  Besonders 
wird nur selten eine regionalisierte Betrachtung des Batteriespeicher‐
zubaus durchgeführt. Langzeitspeicher werden nur  in wenigen  jünge‐
ren  Arbeiten mitbetrachtet  und wenn,  dann  zumeist  nur  in  ausge‐




hängt  aber  stark  von dem  sie umgebenden  Elektrizitätssystem, wel‐
ches sich dynamisch entwickelt, ab. Wie auch schon bei den Kurzzeit‐
speichern gibt es nur wenige Modelle, die eine endogene Zubauent‐






verschiebepotentiale  in  einem  noch  zu  bestimmenden  zukünftigen 
Elektrizitätssystem  zur Netzentlastung  und Verminderung  von Über‐
schüssen aus der Stromerzeugung von EE  leisten können. Daher  soll 




Wie  in  den  vorangehenden  Abschnitten  gezeigt  werden  konnte, 
erfordert die Fragestellung nach der Integration von EE in die zukünf‐
tige deutsche Elektrizitätsversorgung eine zeitlich und  räumlich hoch 



















Der  zeitabhängige  Strompreis  pk(t)  an  einem  Knoten  k  in  Periode  t 
entspricht beim Nodal Pricing den Grenzkosten der Stromversorgung 
(Gl. 3.1). Diese ergeben sich aus der Ableitung der Gesamtkosten der 
Stromversorgung  Ctotal  nach  der  Stromnachfrage  des  Knoten  dk(t). 
Weiter  entspricht  dieser  Strompreis  den  Grenzkosten  der  Stromer‐




den  unterschiedlichen  Grenzkosten  an  den  Knoten  des  Netzes  be‐
stimmen  zu  können,  muss  der  Lastfluss  des  elektrischen  Stroms 
berechnet werden. Hierzu stehen verschiedene Methoden zur Verfü‐
gung,  die  sich  nach  Genauigkeit  und  Komplexität  unterscheiden 
lassen.  Für  den  Einsatz  in  Elektrizitätsmodellen  auf  nationaler  oder 
internationaler  Ebene  stehen  im  Wesentlichen  drei  Optionen  zur 
Auswahl:  der  Transportmodell‐Ansatz,  die  AC‐Lastflussberechnung 
sowie die DC‐Lastflussberechnung.  
Eine sehr große Vereinfachung der Lastflussrechnung stellt der Einsatz 
eines  Transportmodells  dar.  In  einem  solchen Modell  gibt  es  einen 
Energietransport zwischen Knoten, der als gerichteter Graph abgebil‐




Stromtransports,  beispielsweise  die  Kirchhoff’schen  Gesetze,  igno‐
riert.  Der  Stromtransport  wird  wie  der  Transport  eines  beliebigen 
Gutes  zwischen  verschiedenen  Regionen  abgebildet.  Beispiele  für 
Modelle diesen Typs finden sich in [28, 29, 131]. 
Demgegenüber  erlaubt  die  AC‐Modellierung  die  exakte  Berechnung 
der Lastflüsse  in einem Stromnetz, indem sowohl die Wirkleistung als 
auch die Blindleistung erfasst werden. Eine genaue Beschreibung der 
mathematischen Grundlagen  des Ansatzes  findet  sich  in  [133,  134]. 
Aufgrund  der  abgebildeten  Nicht‐Linearitäten  und  komplexen  Kom‐
ponenten  sind  die  resultierenden  Gleichungen  weder  konvex  noch 
konkav,  so  dass  eine  Lösung  sehr  rechenintensiv  und  zudem  sehr 
abhängig von den Startwerten  ist  [135]. Daher kann  für diese Unter‐
suchung mit sehr großen, dynamischen Elektrizitätssystemen der AC‐
Ansatz keine Anwendung finden. 
Eine  gegenüber  der  AC‐Modellierung  vereinfachte  Berechnung  der 
Lastflüsse  kann  mit  der  DC‐Modellierung  erreicht  werden,  die  im 
Folgenden erläutert wird. Ein DC‐Ansatz erlaubt die näherungsweise 
Berechnung der Wirkleistungsflüsse  in einem  linearen Modellansatz. 
Dazu  sind, gemäß dem Modell  von  [136], mehrere Vereinfachungen 
und Annahmen erforderlich. 
 Die Phasenwinkeldifferenzen werden als gering angenommen, 












= ∗ 																																																																			( . 3.2) 
Für  bestimmte Netzeigenschaften  hinsichtlich  Phasenwinkeldifferenz 
und  Verhältnis  von  Reaktanz  zu  ohmschen Widerstand  ist  der  DC‐
Ansatz,  in  Abhängigkeit  der  Fragestellung,  eine  gute  Näherung.  Die 
Eignung des DC‐Ansatzes zur Approximation der realen Lastflüsse wird 
in [21] auf Basis verschiedener Studien diskutiert und für das Höchst‐
spannungsnetz  als  geeignet  klassifiziert.  Die  Eignung  des  Ansatzes 
wird  auch  in Kapitel 7.2 einer  kritischen Würdigung unterzogen. Der 
Ansatz  kann  sowohl  zur  Einsatzplanung  als  auch  zur Ausbauplanung 
eingesetzt werden.  In  einer  Kurzfristbetrachtung  erlaubt  der  Ansatz 
die Bestimmung eines optimalen Kraftwerkseinsatzes  in Hinsicht auf 
die  Berücksichtigung  von  Netz‐Restriktionen,  wodurch  Redispatch‐
Maßnahmen  vermieden  werden  können.  In  einer  Langfristbetrach‐
tung  setzt der Ansatz Anreize, um den optimalen Zeitpunkt und Ort 
für Kraftwerkszubauten zu bestimmen  [133]. Somit erfüllt der Ansatz 









der  Elektrizitätswirtschaft  mit  ihren  kapitalintensiven  Investitionen 
und  langen Abschreibungszeiträumen sind verlässliche Szenarioanaly‐
sen  für den Betrachtungszeitraum ein unerlässliches Hilfsmittel  [116, 
139]. Die  Ergebnisse der Modelle  sind dabei nicht  als Prognosen  zu 




Randbedingungen,  wie  beispielsweise  politischen  Maßnahmen, 
quantifizieren [140]. 
Eine  Möglichkeit,  die  Kurzfristigkeit  des  Erwartungshorizontes  der 
Entscheidungsträger  zu  erfassen,  stellt  der  kurzsichtige  (myopische) 
Ansatz dar, der nachfolgend in Abgrenzung zu seinem direkten Gegen‐
stück,  dem  Ansatz  der  perfekten  Voraussicht  (perfect  foresight) 
erläutert werden  soll.  Die  Darstellung  folgt  dabei  einer  gemeinsam 
erstellten  Veröffentlichung  des  Autors  dieser  Arbeit  zusammen mit 
Kollegen des IIP[141]. Beim Ansatz der perfekten Voraussicht werden 
dem Modell oder den abgebildeten Akteuren alle Entwicklungspfade 













lung  als  zeitliche  Dekomposition  eines  globalen  Optimierungsprob‐
lems  in  mehrere  statische  Subprobleme,  die  iterativ  nacheinander 
gelöst werden, verstanden werden. Der gesamte Untersuchungszeit‐








raum kann  somit  in  jeweils  kleinere, aufeinanderfolgende Zeiträume 
aufgeteilt  werden. Während  diese  Art  der  Problemabbildung  nicht 
notwendigerweise  das  globale  Optimum  aufzeigt,  bietet  sie  die 
Möglichkeit,  den  Erwartungshorizont  der  Entscheidungsträger  zu 
Beginn jedes Optimierungszeitraumes adäquat abzubilden.  






stärkere  Realitätsbezug.  Zu  den  Nachteilen  des  Ansatzes  werden 
gezählt,  dass  nicht  das  globale  Optimum  bestimmt  wird  und  die 
fehlenden  Informationen  über  zukünftige  Entwicklungen  zu  einer 
verspäteten Anpassung des modellierten Entscheidungsträgers führen 
kann.  Ein  für  die  operative Modellierung  bedeutender Nebenaspekt 
der  veränderten  Berücksichtigung  der  Erwartungen  der  Entschei‐
dungsträger ist die Auswirkung auf die Modellgröße. Durch die Unter‐
teilung  des  Gesamtproblems  entstehen  aus  einem  großen mehrere 
kleinere Teilprobleme. Diese Einzelprobleme können typischerweise in 
einer wesentlich kürzeren Zeit gelöst werden als das Gesamtproblem, 

















ist  eine  weitere  Variante  der  zeitlichen  Dekomposition  eines  Opti‐
mierproblems  von  Bedeutung.  Diese  soll  als  rollierende  Planung 
(Rolling‐Horizon)  bezeichnet  werden  und  im  Folgenden  von  den 
Ansätzen  mit  perfekter  bzw.  myopischer  Voraussicht  abgegrenzt 
werden. Hierzu  ist  in Abbildung 10  schematisch die Reihenfolge der 
Optimierprobleme bei einem Rolling‐Horizon‐Ansatz  im Vergleich zur 
myopischen  und  vollständigen  Voraussicht  dargestellt.  Die  Pfeile  in 






raum  hinausgehen,  vor.  Demgegenüber  wird  bei  der  rollierenden 
Planung  jeweils ein Teilproblem für überlappende Zeiträume entwor‐

























den  gesamten  Betrachtungszeitraum  vorliegt.  Gleichzeitig  kann  die 
Konsistenz der Lösungen gewährleistet werden, da  jedes Teilproblem 
auch  die  vorhergehenden  und  sich  anschließenden  Teilprobleme 
berücksichtigt. Diese Art  der Modellierung  erlaubt  insbesondere  bei 




Eine  Klassifikation  von Rolling‐Horizon Ansätzen  findet  sich  in  [146]. 
Hierin werden über 200 Arbeiten mit einem Rolling‐Horizon‐Ansatz in 





Ein  weiterer  Vorteil  der  Modellierung  mit  einem  Rolling‐Horizon‐
Ansatz ist seine besondere Eignung für die Abbildung der Einspeisung 
von  volatilen  EE  sowie  der  elektrischen  Last.  Bei  diesen  ist  nur  für 
einen begrenzten Zeitraum näherungsweise bekannt, wieviel Elektrizi‐
tät  die  fluktuierenden  EE  zukünftig  einspeisen werden. Daher  ist  es 
erforderlich, den Kraftwerkseinsatzplan der  thermischen Kraftwerke, 
in dem Maße wie  Informationen verfügbar werden, anzupassen. Wie 














Im  Zentrum  dieser  Arbeit  steht  die  Entwicklung  eines Modells  zur 
Untersuchung  der  Integration  hoher  Anteile  an  fluktuierender,  de‐
zentraler EE sowie die Bedeutung von Langzeitspeichersystemen und 
Energieverteilung in einem zukünftigen Energiesystem.  




lumgebung  PERSEUS‐LTST,  ist  in  der  Lage  diese  Anforderungen  zu 
erfüllen und Antworten auf die Fragestellungen zu geben. 
Zunächst  wird  das  in  dieser  Arbeit  entwickelte  Modellkonzept  auf 
struktureller  Ebene  beschrieben, woran  sich  die  detaillierte, mathe‐







systeme  für  die Nachfragedeckung  in  einem  zukünftig  von  fluktuie‐
renden  EE  geprägtem  Energiesystem.  In  dem  entworfenen Modell‐
konzept  werden  der  zunehmenden  Dezentralisierung  und  den 




integrierte  Abbildung  des  Übertragungsnetzes mit  einem  DC‐Ansatz 





die  für  jeden Netzknoten  einzeln  vorgegeben wird. Die  Zielfunktion 
wird durch Nebenbedingungen ergänzt, die die wesentlichen techno‐
ökonomischen  und  ökologischen  Charakteristiken  des  deutschen 
Elektrizitätssystems beschreiben. Hierzu zählen die Bilanzgleichungen, 
die sicherstellen, dass an  jedem Netzknoten und zu  jedem Zeitpunkt 
die  vorgegebene  Elektrizitätsnachfrage  durch  den  Betrieb  der  am 
jeweiligen Netzknoten vorhandenen Kraftwerke oder durch den Bezug 
von  Elektrizität  von  anderen  Netzknoten  gedeckt  wird.  Weitere 
Nebenbedingungen betreffen unter anderem die Kapazitätsrestriktio‐
nen,  die  Lastwechselkosten  und  die  Lebensdauer  der  Kraftwerke. 
Durch  die Optimierung wird  eine  kostenminimale  Lösung  gefunden, 
die  den  Kraftwerkseinsatz,  den  benötigten  Kraftwerkszubau,  den 
Elektrizitätstransfer  zwischen  den  Netzknoten  und  den  Einsatz  der 
Energieträger festlegt.  
Aufgrund  der  bei  den  EE  vorherrschenden  dezentralen  Einspeisung 
und  den  aufgrund  von  Kosten‐  und  insbesondere  Akzeptanzproble‐
men  nur  bedingt  ausbaubaren  Übertragungsnetzen  (Vgl.  Kapitel 
2.1.2), ist es von Bedeutung, den Einfluss von sowohl der Regionalität 
als auch der Übertragungskapazität im Modell zu berücksichtigen. Um 
die  fluktuierende  Einspeisung  der  EE  adäquat  berücksichtigen  zu 
können,  muss  eine  hohe  zeitliche  Auflösung  wählbar  sein.  Da  die 
Fluktuationen  ihre wesentlichen  Gradienten  im  stündlichen  Bereich 
aufweisen,  (wie  die  Betriebserfahrung  zeigt)  soll  eine  stündliche 









nung mit  stündlicher  Auflösung  für  ein  ganzes  Jahr  durchzuführen, 
insbesondere nicht bei einer gemischt‐ganzzahligen Problemstellung. 
Daher werden zwei Modelle miteinander kombiniert. Das erste Modell 
dient  der  Kapazitätsplanung  und  das  zweite  Modell  erlaubt  eine 
detaillierte  unterjährige  Einsatzplanung.  In  der  Kapazitätsplanung 
kommt  eine  vereinfachte  Zeitstruktur  mit  Typtagen  zum  Einsatz 
während  in  der  Einsatzplanung  eine  stundenscharfe  Einsatzplanung 
über ein Jahr vorgenommen wird. Die Verschaltung der beiden Model‐
le  ist  in  Abbildung  11  dargestellt. Die  detaillierte  Betrachtung  eines 
ganzen  Jahres  bei  der  Einsatzplanung  macht  es  möglich,  sowohl 








Grundsätzlich  kann  das Modell  genutzt  werden,  um  den  künftigen 
Kraftwerkspark zu bestimmen  (PERSEUS‐LT) und diesen anschließend 
an  die  Einsatzplanung  zu  übergeben  und  somit  einer  detaillierten 
Einsatzplanung zu unterziehen  (PERSEUS‐ST).  Im Modellteil PERSEUS‐
LT wird eine  integrierte  Einsatz‐ und Ausbauplanung  vorgenommen, 
mit einer auf Typtagen basierenden Zeitstruktur, in denen die zeitvari‐
ablen  Parameter  der  Nachfrage  und  der  erneuerbaren  Einspeisung 
vorgegeben  werden,  wobei  jedes  Stützjahr  der Modellierung  myo‐
pisch betrachtet wird (Vgl. Kap. 3.2). Die genaue Struktur der Typtage 
wird  in  5.1.1  eingehend  erläutert.  Die  Abfolge  der  Berechnung  der 
Stützjahre  erfolgt  dabei  sequentiell.  Das Modell  PERSEUS‐LT  ist  ein 
lineares, bottom‐up Fundamentalmodell, das dazu geeignet ist, einen 
zukünftigen  Kraftwerkspark  zu  bestimmen,  der  in  der  Lage  ist,  die 
Nachfrage zu jedem Zeitpunkt zu decken. Das Modell kann für thermi‐



















































Modellberechnung  wird  mittels  einer  rollierenden  Einsatzplanung 
durchgeführt, bei der jeweils ein Tag unter Kenntnis der Last und der 
Einspeisung  der  fluktuierenden  EE  für  den  Folgetag  optimiert  wird 
(Vgl.  Kap.  3.2.3).  Hierdurch  kann  ein  Problem  mit  einer  erheblich 
feineren  zeitlichen Auflösung  betrachtet werden. Außerdem  ermög‐
lich  es  eine  detaillierte Modellierung  der  Restriktionen  des  thermi‐
schen  Kraftwerkseinsatzes.  So  können  beispielsweise  Mindestbe‐
triebs‐ und Stillstandszeiten sowie Teillastwirkungsgrade Berücksichti‐
gung  finden. Die  vier  Jahreszeiten werden  dabei  parallel  berechnet, 
um eine schnellere Lösung des Gesamtproblems zu erzielen. Anschlie‐
ßend werden die Ergebnisse der vier unterjährigen Optimierungsläufe 
zu  einem  vollständigen  Betrachtungsjahr  zusammengesetzt.  Das 
Vorgehen wird  im Detail  in Kap. 5.1.2 beschrieben. Das Modell PER‐
SEUS‐ST  ist  ein  gemischt‐ganzzahliges,  lineares,  bottom‐up  Funda‐
mentalmodell,  das  geeignet  ist,  einen  detaillierten  Kraftwerks‐  und 
Speichereinsatz zur Deckung einer vorgegebenen Last zu bestimmen.  















Die  erste  Iteration  bestimmt  zunächst mit  dem Modell  PERSEUS‐LT 
den Kraftwerkspark im Zieljahr 2050, jedoch ohne die Option Speicher 
zuzubauen. Anschließend wird der bestimmte Kraftwerkspark modifi‐
ziert  an  das  Modell  PERSEUS‐ST  übergeben,  indem  dem  Modell 





der  Speicher  können  die  aussichtsreichsten  Standorte  durch  eine 
Auswertung der Prozessauslastung identifiziert werden. In der zweiten 
Iteration  werden  die  ermittelten  potentiellen  Speicherstandorte  an 
das Modell PERSEUS‐LT übergeben, das nun einen zweiten Durchlauf 
der  Ausbauplanung  startet,  diesmal  allerdings  zusätzlich  mit  der 
Möglichkeit an aussichtsreichen Netzknoten Speicher zuzubauen. Der 
sich  aus  der  erneuten  Ausbauplanung  ergebende  Kraftwerks‐  und 

















Prinzipiell  ist  es  auch möglich,  die  beiden Modelle  PERSEUS‐LT  und 
PERSEUS‐ST  unabhängig  voneinander  einzusetzen.  Die  iterative 
Kopplung  ermöglicht  allerdings  eine  detaillierte  Beantwortung  der 








von  Energiesystemen  zu  untersuchen.  Eine  ausführliche  Übersicht 
über aktuelle Untersuchungsschwerpunkte, methodische Entwicklun‐




























































































zugeordnet,  die  miteinander  über  Stoff‐  und  Energieflüsse 
(Flprod,prod‘,ec,t,seas)  verschiedener  Energieträger  (ec    EC)  verbunden 
sind. Die Produzenten bilden damit die Knoten, während die Flüsse die 
Kanten des Graphen bilden. Ein Sektor kann mehrere Produzenten zur 
Energieverteilung,  Nachfragedeckung  oder  Erzeugung/Umwandlung 
enthalten  (Vgl. Abbildung 14). Die Quellen und Senken des Graphen, 
die den  Import und Export über die  Systemgrenzen erlauben,  kenn‐
zeichnen  die  Energieträgermärkte  (imp   PROD)  und  die Nachfrage 
nach  Elektrizität  (exp    PROD).  Jeder  Produzent  ist  genau  einem 
Sektor zugeordnet. Flüsse können zwischen den Zeitperioden Energie 
oder  Stoffe  übertragen.  Der  Wert  dieser  Flüsse  stellt  dabei  eine 
Variable der Optimierung dar, bei der durch die Vorgabe  von  Fluss‐
ober‐  und  untergrenzen  der  Lösungsraum  eingeschränkt  werden 
kann.  
Die Modellstruktur der Modellelemente und  ihre Beziehung zueinan‐
der  ist  in  Abbildung  14  zusammenfassend  und  exemplarisch  darge‐
stellt. Bei der modelltechnischen Abbildung des Übertragungsnetzes 
stellen  die  externen  Netzknoten  (ext    EXT)  die  Netzknoten  des 
Höchstspannungsnetzes dar, während die internen Netzknoten (int  
INT)  die  angeschlossenen  unteren  Netzebenen  repräsentieren.  Der 
Stromaustausch zwischen den externen Netzknoten wird über Kanten, 
über  die  die  externen  Netzknoten  miteinander  verbunden  sind, 
abgebildet.  Diese  Kanten  stellen  das  deutsche  Übertragungsnetz  in 
detaillierter  Form  dar,  deren  Elektrizitätsflüsse  mit  einer  DC‐
Modellierung  abgebildet werden. Die  vorgegebenen  Leitungen wer‐
den hierzu mit ihrer thermischen Obergrenze und ihrem Blindleitwert 
(Suszeptanz)  charakterisiert.  Den  internen  Netzknoten  ist,  sofern 
vorhanden, ein Erzeugerpark und eine Nachfrage zugeordnet. Bei der 
Abbildung  des  Übertragungsnetzes  wird  zwischen  drei  Typen  von 
Netzknoten unterschieden. So gibt es erstens Umspannwerke, die die 






















Auf  der  Detailebene  sind  den  Produzenten  Anlagen  (unit    UNIT) 
zugordnet, die wiederum Prozesse (proc  PROC) enthalten. Anlagen 
kennzeichnen  in dieser Arbeit  zumeist Kraftwerke  zur Energiebereit‐
stellung.  Anlagen  umfassen  dabei  sowohl  Bestandsanlagen  als  auch 
Zubauoptionen.  Je  nach  geographischer  Situation  stehen  an  einem 
Knoten  Zubauoptionen  verschiedener  Technologieklassen  zur  Verfü‐




ordnet. Die  zu den  jeweiligen NUTS‐3‐Regionen  korrespondierenden 
Erzeugungs‐ und Nachfragekapazitäten werden invers zu ihrer Entfer‐









































Kapazitäten  der  Anlagen  stellen  eine  Variable  der Optimierung  dar. 
Eingeschränkt wird der Lösungsraum in Bezug auf diese Variable durch 
die  Vorgabe  bestehender  Kapazitäten  des  Kraftwerksparks  sowie 
Ober‐  und  Untergrenzen  des  Anlagenzubaus.  Daneben  werden  die 
bestehenden  Kraftwerke  durch  die  Vorgabe  eines  Außerbetriebnah‐
medatums  beeinflusst.  Darüber  hinaus  werden  Anlagen  charakteri‐















miteinander  verwandt  und  zielen  jeweils  auf  eine Minimierung  der 







levanten Ausgaben  (Gl.  4.1)1. Bei der myopischen  PERSEUS‐Variante 
werden  die  Systemausgaben  für  jede  betrachtete  Periode  einzeln 
betrachtet,  im Gegensatz  zum Perfect‐Foresight Ansatz, bei dem ein 
intertemporales Optimum bestimmt wird. Über mehrere Summanden 
werden  alle  ausgabenbeeinflussenden  Systemelemente,  die  zur 
Deckung der Nachfrage erforderlich sind, erfasst. Diese umfassen die 





Transparenz  und  somit  auch  Konkurrenz)  und  die  Vernachlässigung 
von strategischem Verhalten. Ziel ist es jeweils, eine gesamtwirtschaft‐
lich  optimale  Lösung  zu  finden.  Eine  eingehende  Untersuchung  
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der  Brennstoffe  über  die  Importflüsse  (Flimp,prod,ec,t).  Dies  umfasst 
erstens die  reinen  spezifischen Brennstoffausgaben bis  zum nutzen‐
den Produzenten (Cfuelimp,prod,ec,t), in denen die Ausgaben für die CO2‐
Emissionszertifikate, entsprechend des Kohlenstoffgehalts der jeweili‐
gen  Brennstoffe,  enthalten  sind.  Zweitens die  spezifischen Durchlei‐
tungsentgelte und andere Ausgaben (Cvarprod,prod‘,ec,t), die beim Trans‐
port  zwischen  zwei Produzenten anfallen  (Flprod,prod‘,ec,t). Drittens  sind 
die  finanziellen Anreize  für die Zielprodukte der PtG‐Prozesse  (Cvar‐
prod,exp,ec,t)  in  den  spezifischen  Vergütungen  der  Flüsse  zum  Export 
(Flprod,ex,ec,t) enthalten; vergleichbar der Berücksichtigung von finanziel‐
len Anreizen der EE‐Einspeisung bei  [151]. Der  zweite  Summenterm 
beinhaltet  die  Ausgaben  die  mit  der  Energieumwandlung  in  den 
Prozessen  (Plproc,t)  der  Kraftwerken/Anlagen  einhergehen  (Cvarproc,t). 
Der dritte Term umfasst alle Investitionen (Cinvunit,t) für die Installation 
neuer Kraftwerke  (CapNewUnit,t), die  fixen Ausgaben  (Cfixunit,t)   beste‐
hender Kraftwerke (Capunit,t) und die Lastwechselkosten (Cloadunit,t)  in 










für den Anlagenbetrieb  sowie die  Investitionen  für den Anlagenneu‐
bau  ignoriert werden. Hinzu  kommen Kosten um den Teillastbetrieb 
der Prozesse (Δcfuelproc,t,seas) zu berücksichtigen (Gl. 4.2).  
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gungen  vorgestellt. Diese Nebenbedingungen  integrieren die  techni‐
schen und ökonomischen Zusammenhänge des modellierten Systems 
in das Modell. Hier besteht bei der Modellerstellung stets die Heraus‐
forderung,  die  wesentlichen  Abhängigkeiten  abzubilden,  ohne  das 
Modell zu überfrachten. Aus Gründen der Komplexität  ist hierbei bei 







Nachfragedeckung.  Die  Nachfrage  nach  Energie  oder  Stoffen 
(Dprod,t,seas,ec)  muss  im Modell  zu  jedem  Zeitpunkt  für  jeden  Sektor 
(Netzknoten) erfüllt sein  (Gl. 4.3). Dafür  ist ein entsprechender Fluss 
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ger  Elektrizität wird  für  jede  Zeitscheibe  einzeln  bilanziert, während 
für  beispielsweise  Primärenergieträger  eine  rein  jährliche  (nicht‐
saisonale) Bilanzierung durchgeführt wird. In beiden Bilanzen gilt, dass 
die  linke  Seite  der  Gleichung  alle  Flüsse  in  den  Knoten  sowie  die 
Erzeugung  in  diesem  Knoten  beschreibt,  und  die  rechte  Seite  alle 
Flüsse  aus  dem  Knoten  heraus  sowie  die  Nachfrage  der  Prozesse 
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nutzung  Konsistenz  zu  gewährleisten, muss  gelten,  dass  die  Summe 
der saisonalen Werte den nicht‐saisonalen Werten entspricht.  In  (Gl. 
4.6) ist dieser Zusammenhang für die Prozessnutzung dargestellt. Eine 
analoge  Forderung  gilt  für die  Flüsse. Die  Flussvariablen  können mit 
oberen  (FlMaxprod,prod‘,ec,t,seas) und unteren  (FLMinprod,prod‘,ec,t,seas) Gren‐
zen  eingeschränkt  werden  oder  ihnen  kann  ein  fester  Wert 
(FLLevprod,prod‘,ec,t,seas)  zugewiesen  werden.  Die  Prozessnutzung  wird 
über die Anlagenkapazität und die minimalen und maximalen Volllast‐
stunden begrenzt, wie in Kapitel 4.3.4 erläutert. 
, ,∈ = , 																																													(4.6) 
  ∀ ∈ ; ∀ ∈ ( \ ) 
Da die Abbildung  von erneuerbaren und  volatil einspeisenden Ener‐
gien  im Modell  gesondert  erfolgt,  gilt  obenstehende  Gleichung  (Gl. 
4.6)  nicht  für  die  volatilen  Prozesse. Die  Abbildung  der  volatilen  EE 
wird in Kapitel 4.3.6 beschrieben. 
4.3.3 Kapazitätsrestriktionen 
Die  Entwicklung  der  Kraftwerkskapazitäten  ist Gegenstand der Opti‐






park, wie  in  (Gl.  4.7).  dargestellt.  Für  jede Anlage  und  jede  Periode 
können obere (CapMaxunit,t) und untere (CapMinunit,t) Grenzen festge‐





Kernkraftwerke  und  Zubaupläne,  beispielsweise  für  EE  festgelegt 
werden.  
, ≥ , + , 																										(4.7) 
  ∀ ∈ ; ∀ ∈  
Bei  der  Berechnung  der  Einsatzplanung  ist  kein  Zubau  von  Anlagen 





genutzt  werden,  wie  die  Anlagenkapazität  und  der  angenommene 
durchschnittliche Anlagenverfügbarkeitsfaktor (Avaiunit,t) dies zulassen. 
In  (Gl. 4.8) wird diese Bedingung eingefordert. Die durchschnittliche 
Anlagenverfügbarkeit  ist  geringer  als  die  installierte  Kapazität,  weil 
aufgrund von geplanten und ungeplanten Ausfällen die Anlage nicht 
jederzeit zur Verfügung steht. 
, ∗ , ∗ ℎ ≥ , ,∈ (4.8) 
  ∀ ∈ ; ∀ ∈ ; ∀ ∈  
Minimale und maximale Volllaststunden. Neben den Beschränkungen, 







,ℎ ∗ , ≤ , ∗ , 							(4.9) 
  ∀ ∈ ; ∀ ∈  
,ℎ ∗ , ≥ , 	∗ , 							(4.10) 
  ∀ ∈ ; ∀ ∈  
Kraft‐Wärme‐Kopplung. Anlagen mit Prozessen, die neben Elektrizität 
auch Wärme  bereitstellen,  unterliegen  zusätzlichen  Restriktionen  in 




werden, wenn  aus  Systemsicht  sie  nicht  zur  Lastdeckung  eingesetzt 
würden,  der  lokale  Wärmebedarf  aber  trotzdem  gedeckt  werden 
muss. Dazu wird eine Untergrenze, ähnlich wie die Obergrenze bei der 
Integration  der  fluktuierenden  EE  ein  Einspeiseverlauf,  dem Modell 
(Vgl. Kapitel 4.3.6), vorgegeben (Gl. 4.11).  
  , , ≥ , , ∗ , ∗ ℎ 	(4.11) 
  ∀ ∈ ; ∀ ∈ ; ∀ ∈ ; ∀ℎ ∈  
Lastwechselkosten.  Um  die  unterschiedlichen  Fähigkeiten  der  ver‐
schiedenen im Modell abgebildeten Kraftwerksklassen zum Lastwech‐
sel  zu  berücksichtigen,  werden  Lastwechselkosten  berechnet  (Gl. 
4.12). Hierzu wird die Laständerung zwischen zwei Zeitscheiben über 
zwei  positive  Variablen  (LVupunit,seas‐1,seas,t  und  LVdownunit,seas‐1,seas,t) 
erfasst, um den Betrag der Laständerung zu erhalten. Der Betrag der 
Laständerung  wird  mit  der  Häufigkeit  der  Anzahl  der  Übergänge 
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zukünftigen  Energiesystems müssen  die  technischen  und  ökonomi‐
schen  Restriktionen  des  Betriebs  der  thermischen  Kraftwerke  daher 
detailliert  abgebildet werden.  In dieser Arbeit werden diese  in  PER‐
SEUS‐ST mit  ergänzenden Gleichungen  detailliert  berücksichtigt. Die 
nachfolgend  beschriebenen  Gleichungen  zur  Einschränkung  der 
Prozesse gelten daher nur für das Einsatzplanungsmodell PERSEUS‐ST, 
in dem der Betrieb der thermischen Kraftwerke neben den Lastwech‐






denn die Mindestleitung  ist  eine  Funktion der  installierten  Leistung. 
Daher  ist neben der Rechenzeit dies ein weiterer Grund dafür, diese 
Restriktionen nicht  in PERSEUS‐LT zu berücksichtigen, sondern  in der 
detaillierten  Einsatzplanung,  die  in  PERSEUS‐ST  durchgeführt  wird. 




Ausbauplanung  durch  die  alleinige  Berücksichtigung  der  Lastände‐
rungskosten  erreichen.  Bei  der  Einsatzplanung  ist  hingegen  eine 
Verbesserung der Ergebnisgüte durch die detailliertere Abbildung der 
Betriebsrestriktionen zu erwarten.  
Kraftwerke  können  aus  verschiedenen  Gründen  (Vgl.  [123])  nur 
oberhalb einer minimalen Leistung betrieben werden. Für Teile des in 
der  Einsatzplanung  bestehenden  thermischen  Kraftwerksparks  wird 
daher eine Mindestleistung modelliert. Hierzu wird eine Binärvariable 
(BINproc,t,seas)  eingeführt,  die  für  jeden  Prozess  für  jede  Zeitscheibe 
angibt,  ob  die  Anlage  in  Betrieb  (BIN=1)  oder  aus  (BIN=0)  ist.  Die 
Obergrenze des Betriebs wird mittels eines Skalars  (M) gebildet. Der 
Wert dieses Skalars muss dabei mindestens dem maximalen Prozess‐
niveau  entsprechen.  Mit  den  zwei  Gleichungen  4.13  und  4.14  ist 
sichergestellt,  dass  die  Anlage  für  den  Fall,  dass  sie  in  Betrieb  ist, 
zwischen ihrer Mindest‐ und Maximalleistung betrieben wird.  
, , 																																																																																		(4.13) ≥ , ∗ ℎ ∗ , ∗ , ,  
  ∀ ∈ ⊂ ;∀ ∈ ; ∀ ∈  
, , ≤ ∗ , , 																																										(4.14) 
  ∀ ∈ ⊂ ;∀ ∈ ; ∀ ∈  
Mindestbetriebs‐  und  Stillstandszeiten.  Wie  in  Kap  1  beschrieben, 
stellen Mindestbetriebs‐ und Stillstandszeiten eine  in Optimiermodel‐
len häufig gewählte Methodik dar, um die Flexibilität von Kraftwerken 
abzubilden  (Vgl.  [154]).  Hierzu  dienen  im  Modell  PERSEUS‐ST  die 
nachfolgenden Gleichungen (Gl. 4.15 und 4.16). Die Binärvariable zur 
Zustandsbeschreibung des Prozesses ist in diesen Gleichungen diesel‐
be,  die  auch  zur Abbildung  der minimalen  Leistungen  und  der  Teil‐





Mindestbetriebsdauer  (Betrieb)  und  Stillstandszeit  (Stillstand)  defi‐
niert. 
( , , ), , 																						(4.15) ≥ ( , , − , , ) ∗ ,  
  ∀ ∈ ⊂ ; ∀ ∈ ; ∀ , ′ ∈  
(1 − , , ), , 																		(4.16) ≥ ( , , − , , ) ∗ ,  
  ∀ ∈ ⊂ ; ∀ ∈ ; ∀ , ′ ∈  
Teillastwirkungsgrade.  Der  spezifische  Kraftstoffverbrauch  eines 
Kraftwerks ist abhängig von der Leistung bei der es betrieben wird. Im 
Teillastbetrieb  sinkt  typischerweise  der  Wirkungsgrad,  woraus  ein 
erhöhter  spezifischer  Brennstoffbedarf  resultiert,  wie  in  Kap  5.2 
erläutert. Nach  [123, 125]  lässt  sich dieser Zusammenhang gut über 
(Gl. 4.17) linearisieren. Im Modell  ist das folgendermaßen abgebildet: 
In der Berechnung der saisonalen Bilanz wird der Brennstoffverbrauch 
mit  dem maximalen Wirkungsgrad  berechnet.  Daher  ist  es  für  eine 
adäquate  Teillastabbildung  erforderlich,  die Differenz  zwischen  dem 
Brennstoffbedarf  im  Teillastbetrieb  ‐  berechnet  mit  maximalem 
Wirkungsgrad  ()  und  dem  verminderten Wirkungsgrad,  der  unter 
Berücksichtigung  des  minimalen  Wirkungsgrades  (min)  berechnet 
wird  ‐  zusätzlich  zu  berücksichtigen.  Weiter  wird  ein  maximales 
Prozesslevel (PLmax) und ein minimales Prozesslevel (PLmin) definiert, 
abhängig  von  der Mindestleistung.  In  der  nachfolgend  dargestellten 







level  stets  größer  sein  muss  als  das  Verhältnis  des  maximalen  zu 
minimalem Wirkungsgrad, was bei den betrachteten Energieumwand‐




des  Prozesses  unterschieden:  Betrieb  bei  minimaler  Last,  Betrieb 
zwischen minimaler und maximaler Last, Betrieb bei maximaler Last, 
Prozess ausgeschaltet. Hierzu besteht die Gleichung aus drei Termen, 
die  jeweils mit  den  spezifischen  Brennstoffkosten multipliziert wer‐
den. Im Fall des Betriebs bei minimaler Last berechnet der erste Term 
die  Brennstoffkosten,  die  aus  dem  Betrieb mit  vermindertem Wir‐




Brennstoffkosten  bestimmt.  Im  Fall  des  Betriebs  zwischen Mindest‐ 
und Volllast ergeben  sich die Brennstoffkosten aus den Termen eins 
und zwei, während der dritte Term erneut die bereits in der Zielfunk‐
tion  enthaltenen  Brennstoffkosten  enthält,  so  dass  nur  die  zusätzli‐
chen Kosten bestimmt werden. Wird die Anlage bei Volllast betrieben 







∆ , , =	 
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  ∀ ∈ ⊂ ; ∀ ∈ ; ∀ ∈  
4.3.5 Stromnetzrestriktionen 
Die modelltechnische Abbildung des DC‐Ansatzes  folgt der  von  [21]. 
Hierauf  sei  auch  für  eine  ausführlichere,  über  die  in  Kapitel  3.2.1 
hinausgehende Beschreibung der Theorie des DC‐Ansatzes verwiesen.  
Wirkleistungsflüsse  und  Admittanzmatrix.  Die  Wirkleistung  P  eines 
Lastflusses wird bei der DC‐Modellierung als Produkt von Suszeptanz 
(Blindleitwert  B)  und  Phasenwinkeldifferenz  (θ)  berechnet.  In  (Gl. 
4.18)  ist dies  in Matrixschreibweise dargestellt. Bei einer gegebenen 
Impedanz X und einem ohmschen Widerstand R können die Elemente 
der Matrix wie  in  (Gl.  4.19)  beschrieben,  berechnet werden. Da  im 
Modell  nur  Wirkleistungsflüsse  berücksichtigt  werden,  stellt  B  die 
Admittanzmatrix  des  Elektrizitätsnetzes  dar.  Die  Elemente  auf  der 
Diagonalen der Admittanzmatrix geben dabei die Summe der Admit‐










fluss  Flext,ext‘,elec,t,seas  über  eine  Leitung  (ext,ext‘)  dem  Produkt  aus 
Suszeptanz  hext,ext‘,ext‘‘,t  und  der  Phasenwinkeldifferenz  θext‘‘,t,seas  am 
Knoten ext‘‘ zu jedem Zeitpunkt entspricht.  
, , , , 	ℎ 																																																																			(4.20) = ℎ , , , ∗ , ,∈  
  ∀ , ∈ ⊂ ; ∀ ∈ ; ∀ ∈  














, , , = , , ∗ , ,∈ 								(4.21) 
  ∀ ∈ ; ∀ ∈ ; ∀ ∈  
Thermische Grenzen  der  Leitungen. Die  thermischen Grenzen  (THLi‐
mitext,ext‘,t)  der  Leitungen  werden  im  Modell  als  Flussbegrenzungen 
behandelt  (Gl.  4.22  und  Gl.  4.23).  Da  keine  Berücksichtigung  der 
Blindleistung  vorgenommen  wird,  werden  Durchschnittswerte  für 
typische Übertragungsleitungen  angenommen. Da es sich bei der DC‐
Abbildung  um  einen  ungerichteten Graphen  handelt, wird  der  Fluss 
(Flext,ext‘,elec,t,seas)in beide Richtungen begrenzt. 
, , , , ≥ (−1) ∗ ℎ , , 																		(4.22) 
  ∀ , ′ ∈ ⊂ ; ∀ ∈ ; ∀ ∈  
, , , , ≤ ℎ , , 																																(4.23) 
  ∀ , ′ ∈ ⊂ ; ∀ ∈ ; ∀ ∈  
Slackknoten.  Für  eine  gültige  DC‐Lastflussrechnung  muss  mit  einer 
weiteren Gleichung ein  ‚Slack‘‐Knoten  (Slackext) definiert werden  (Gl. 






, , ∗ = 0																																																									(4.24) 
  ∀ ∈ ; ∀ ∈ ; ∀ ∈  






sung,  die  sich  aus  dem  vorgegebenen Verlauf,  der Anlagenkapazität 
und der Länge der Zeitscheibe ergibt, beschreibt die maximal mögli‐
che  Einspeisung  aus  einer  EE‐Anlage  zu  jeder  Stunde.  Dabei  ist  die 
Obergrenze  individuell für  jede Stunde festgelegt und  ist definiert als 
Anteil  an  verfügbarer  Leistung  zu  installierter  Leistung.  Um  eine 
Energiemenge  zu  erhalten  wird  dieser  Wert  mit  der  installierten 
Leistung und der Länge der Zeitscheibe multipliziert (Gl. 4.25). 
, , ≤ , , ∗ , ∗ ℎ 					(4.25) 
  ∀ ∈ ;∀ ∈ ; ∀ ∈ ; ∀ ∈  
Da  die  volatilen  Energieträger  von  der  Konsistenzgleichung  (Gl.  4.6) 
ausgenommen  sind,  erlaubt die  gewählte Abbildung  die Abregelung 
der fluktuierenden EE. Die Summen der Prozessniveaus je Zeitscheibe 















einen  Elektrizität  erzeugen  (Plproc,t,seas)  und  zum  anderen  Elektrizität 




Der Wirkungsgrad  des  Einspeicherns  wird  bereits  in  der  saisonalen 
Energie‐ und Stoffstrombilanz berücksichtigt, während der Wirkungs‐
grad der Ausspeicherung (proc, elec) hier Berücksichtigung findet. Somit 
gilt,  dass  der  aktuelle  Speicherstand,  dem  Speicherstand  aus  der 
vorhergehenden  Zeitscheibe  korrigiert  um  Einspeicherung  und  Aus‐
speicherung  entspricht.  Die  Gleichung  gilt  für  die  Mehrheit  aller 
Zeitscheiben, ausgenommen sind jedoch die ersten Zeitscheiben jeder 




der  Speicherstand  am  Ende  einer  Saison wieder  dem  Speicherstand 




ten  bzw.  des  Extremtags  enthalten.  Weiter  muss  gelten,  dass  der 





, ,  ≥ , , 																																																				(4.26) 
+ , ,ℎ ∗ ,∈  
+ , ,ℎ ∗ , ,∈  
  ∀ , ′ ∈ ; ∀ ∈ ; ∀ ∈ ( \	 ∪ ); ∀ ∈ ;	∀ ∈
 
, , = , , 		(4.27) 
  ∀ ∈ ;∀ ∈ ; ∀ ∈ ( ∪
& ); ∀ ∈ ;∀ ∈   
Pumpspeicherkapazität  und  ‐leistung.  Neben  der  Konsistenz  der 
Entwicklung  des  Speicherstandes  gelten  weitere  Gleichungen  für 
Pumpspeicher  (Gl.  4.28  und  Gl.  4.29),  um  die  Speicherkapazität 
korrekt  im  Modell  abzubilden.  Hierbei  wird  für  Pumpspeicher  ein 
Speichervolumen  (StorVolumeunit,t),  für Batteriespeicher und  Lastver‐










≤ , , ∗ ,  
  ∀ ∈ ;∀ ∈ ; ∀ ∈ ( ∪
& ); ∀ ∈ ;∀ ∈   
Die  maximale  Leistung  eines  Prozesses  wird  basierenden  auf  der 
installierten Leistung einer Anlage berechnet. Bei Speichern  sind der 
Einspeicher‐ und Ausspeicherprozess der gleichen Anlage zugeordnet. 




, , 																																																																															(4.29) ≤ , ∗ ℎ ∗ , ∗ ,  
  ∀ ∈ ;∀ ∈ ; ∀ ∈ ( ∪); ∀ ∈ ; ∀ ∈   
Batteriespeicherkapazität  und  Lastverschiebepotentiale.  Für  Batterie‐
speicher  wird  ein  festes  Verhältnis  zwischen  Speicherleistung  und 
Speicherkapazität definiert (Gl. 4.30). 
, , ≤ , ∗ , 				(4.30) 









näher  erläutert.  Hierbei  stellt  zukünftig  insbesondere  die  durch  die 
möglicherweise  verstärkte  Verbreitung  von  Elektrofahrzeugen  gene‐
rierte  Last  ein  LVP  dar,  das  im  Rahmen  der  hier  durchgeführten 
Untersuchungen  keine  detaillierte  Berücksichtigung  finden  soll.  Die 
Berücksichtigung  der  Elektromobilität  ist  detailliert  zu  finden  in  [28, 
111]. 
4.4 Lösungsverfahren 




werden,  während  heuristische  Verfahren  ausgeschlossen  werden 
können. Für komplexe Modelle mit einer Vielzahl von Entscheidungs‐
stufen  ist  eine  stochastische  Optimierung mit  erheblichem  Rechen‐
aufwand behaftet. Dieser Rechenaufwand kann die Rechenzeit eines 
deterministischen Problems um  ein Vielfaches übertreffen  [145].  Im 
Folgenden  soll  daher  auf  deterministische  Lösungsverfahren  zurück‐
gegriffen werden. Die Unsicherheit  in den Eingangsparametern wird 
über Szenarioanalysen berücksichtigt. 
Für  die  vorliegende Arbeit,  die  die  Klassen  der  linearen  Programme 
(LP)  und  der  gemischt‐ganzzahligen  linearen  Programme  (MIP)  be‐
trifft,  stehen mehrere  Lösungsverfahren  zur  Verfügung,  die  im  Fol‐
genden  kurz  beschrieben werden.  Die  genannten  Lösungsverfahren 
sind  in der Lage global optimale Lösungen zu finden sowie den Nach‐
weis zu erbringen ob eine solche existiert. [155] 











Innere‐Punkte‐Verfahren  dar  [156],  welches  aufgrund  der  gemäß 
Theorie nur polynomialen Laufzeit dem Simplex‐Verfahren überlegen 
sein  sollte.  Im Gegensatz  zum Simplex‐Verfahren, welches die Ecken 
des  Lösungsraumes  absucht,  von  denen  eine  die  Optimallösung 
darstellt, sucht das Innere‐Punkte‐Verfahren die optimale Lösung über 
einen Weg durch das Innere des Lösungsraumes. [155, 157] 
MIP‐Probleme  lassen  sich  mit  dem  Branch‐and‐Bound  Algorithmus 










ben  in  [123,  142].  Eine weitere  Beschleunigung  des  Lösungsprozess 




Das  beschriebene Modell wurde  in  der  Programmiersprache GAMS, 
General Algebraic Modelling System, (Version 23.9.1) geschrieben und 






Zustandswerten  zwischen  den  Perioden  im  myopischen  Teilmodell 
und  zwischen  den  Tagen  bei  der  rollierenden  Einsatzplanung  wird 
ebenfalls diese Schnittstelle genutzt. Die Ergebnisse werden  im GDX‐
Format  über  ein  Hilfsprogramm  zur  Verschmelzung  (GDXMerge) 
zusammengeführt  und  zur  einfachen  Weiterverarbeitung  nach  MS 
Excel  exportiert.  Die  georeferenzierte  Visualisierung  der  Ergebnisse 
erfolgt durch das Programm ArcGIS, wobei dieses auf die in MS Excel 
gespeicherten und  speziell  aufbereiteten  Ergebnisse  zugreifen  kann. 
Durchgeführt  werden  die  Rechnungen  auf  einem  PC mit Windows 
Server  Architektur  bestehend  aus  zwölf  CPU‐Kernen mit  je  4,0 GHz 
und 96 GB RAM Arbeitsspeicher.  
Das Modell PERSEUS‐LT als  lineares Problem  (LP) beinhaltet  je Opti‐
mierlauf etwa  zwei bis drei Millionen Gleichungen und ebenso  viele 






ergibt  sich  eine  große  Bandbreite  der  Rechenzeit,  je  nach  Problem‐
konfiguration  zwischen drei Minuten und  drei  Stunden. Die Modell‐
größe  lässt sich überschlägig kennzeichnen durch etwa eine halbe bis 
eine Million Gleichungen mit  circa  ebenso  vielen  linearen  Variablen 
und circa 1.000 bis 5.000 Binärvariablen.  Insgesamt sind die Rechen‐
zeiten der Einsatzplanung durch ein breites Spektrum gekennzeichnet 
und  auch  die  Modellgröße  bildet  nur  einen  sehr  überschlägigen 
Indikator für die zu erwartende Rechenzeit. So können die eingesetzte 






Auch  spielt  die  gewählte  Genauigkeit  der  GGLP‐Lösung  eine  Rolle, 






Um  die  Berechnung  der  Ergebnisse  zu  beschleunigen, wird  das  Be‐
trachtungsjahr  in  vier  Jahreszeiten  aufgeteilt,  die  parallel  berechnet 
werden.  So  fehlt  zwar  bei  48  Stunden  im  Jahr  die  Übergabe  der 
Zustandsparameter, dies stellt aber einen vernachlässigbaren Genau‐
igkeitsverlust dar. Der Vorteil einer parallelen Berechnung der Einzel‐
probleme  der  Jahreszeiten  ist  die  Reduktion  der  solverbedingten 
Totzeiten  bei Modellaufbau  sowie  Datenein‐  und  auslese.  Dadurch 
kann  allerdings  bei  jedem  Jahresdurchlauf  eine  signifikante  Zeiter‐
sparnis erreicht werden.  Insgesamt benötigt die vollständige Berech‐
nung  der  Einsatzplanung  typischerweise  etwa  drei  Stunden bis  zwei 











ben. Zunächst wird  in Kapitel 5.1 die  im Modellkonzept  verwendete 
zeitliche Auflösung dargestellt. Anschließend werden in Kapitel 5.2 die 
zur Abbildung  des  thermischen  Kraftwerksparks  verwendeten Daten 
beschrieben, gefolgt von den  in Kapitel 5.3 beschriebenen Daten zur 
Abbildung  des  erneuerbaren  Kraftwerksparks.  Danach  werden  in 
Kapitel 5.4 die  verwendeten  Parameter  zur Abbildung der  Speicher‐
systeme dargestellt,  in Kapitel 5.5 die Daten des Übertragungsnetzes 






sucht  die  Entwicklung  des  Kraftwerksparks  bis  zum  Jahr  2050.  Auf‐
grund der Problemkomplexität wird mit Typtagen und einer reduzier‐
ten zeitlichen Auflösung gerechnet. Für das Modell PERSEUS‐ST wird 
eine  stündliche  Auflösung  über  ein  vollständiges  Betrachtungsjahr 
eingesetzt, um den Einfluss der fluktuierenden EE sowie weitergehen‐











zeitraum wird  dabei  auf  frei wählbare  Stützjahre  aufgeteilt.  Für  die 
Berechnung repräsentiert ein Stützjahr jeweils 8 bis 10 reale Jahre. Für 
die Untersuchung werden die Jahre 2012, 2020, 2030, 2040 und 2050 
ausgewählt,  so  dass  fünf  aufeinanderfolgende  Optimierprobleme 
behandelt werden.  In Abbildung 15  ist  im oberen Teil die Übergabe 







be  einzelner  ausgewählter  Typtage,  oder  zum  anderen  die  Vorgabe 
von  chronologischen  längeren  Zeiträumen.  Beim  erstgenannten 




der  erneuerbaren  Einspeisung wird  in  [160]  vorgestellt. Demgegen‐
über  hat  der  andere  Ansatz mit  der  Vorgabe  von  chronologischen 
Zeiträumen, insbesondere in der Länge einer Woche den Vorteil, dass 
die typischen zeitlichen Charakteristika von Speichersystemen, bei den 
zur  Zeit  dominierendem  Speichertyp  Pumpspeicher  beispielsweise 







tung  kommt  dabei  der  Auswahl  der  Typwochen  zu.  Diese  wird  in 
Kapitel 5.3.1 eingehend beschrieben. Aus den Typwochen resultieren 
dem  Modell  vorzugebende  zeitlich  differenzierte  Lastkurven  sowie 
Einspeisezeitreihen  der  fluktuierenden  EE.  Die  zeitliche  Differenzie‐











Leistung.  Die  EE  können  nur  einen  geringen  Beitrag  an  gesicherter 







































dem  keine  Erzeugung  aus  EEvolatil  und  eine  an  einem  Winter‐
Wochentag orientierte Last angenommen wird  (Vgl. Kap. 5.6). Dieser 
Extremtag  dient  der  Berechnung  der  vorzuhaltenden  Leistung  aus 
dargebotsunabhängigen  Kraftwerken.  Im Gegensatz  zu  den  anderen 
Typtagen,  die  im Modell  betrachtet  werden,  wird  jede  Stunde  des 
Extremtages nur mit Faktor 1 gewichtet, während alle anderen Zeit‐
scheiben  jeweils für eine repräsentative Dauer mit Faktor 26 gewich‐
tet  werden.  Durch  dieses  Vorgehen  wird  eine  Leistungsvorhaltung 
gewährleistet,  so  dass  alle  Lastspitzen  des  Jahres  gedeckt  werden 
können. Mithilfe  dieser,  in Abbildung  15  dargestellten  Zeitscheiben‐
struktur, ist es möglich, ein Jahr angemessen im Modell abzubilden. 
5.1.2 Detaillierte Einsatzplanung in PERSEUS‐ST 




Stunden  des  im  Fokus  stehenden  Tages,  sowie  aus  12  Stunden  des 
Vorgängertages und 24 Stunden des Nachfolgetages zusammen.  
Eine Veranschaulichung wird  in Abbildung  16  gegeben. Dabei  kenn‐
zeichnet  der  graue  Kasten  jeweils  den  Tag,  dessen  Lösung  im Opti‐
mierproblem berechnet wird.  Im Problem n wird also die Lösung  für 
den  Tag  n  berechnet. Diesem werden  jedoch  die  Zustandsvariablen 
der  Kraftwerke  der  zweiten  Tageshälfte  des  Tages  n‐1  vorgegeben 
sowie ein Ausblick auf den Tag n+1,  so dass das Einsatzproblem  für 















nen  Zeitscheiben  angepasst werden, die weiteren Werte  (Nachfrage 
im  Betrachtungszeitraum,  verfügbare  Vollast‐  und  Mindestlaststun‐
den,  etc.)  passen  sich  in  der  Dateneinlesung  automatisiert  an. Mit 
zunehmender  Länge der Voraussicht  steigt allerdings auch die Prob‐
lemkomplexität  exponentiell  an.  Daher  gilt  es  eine  Abschätzung  zu 
treffen.  In  dieser  Arbeit  wird  eine  Voraussicht  von  24  Stunden  als 
guter  Kompromiss  zwischen  Rechenzeit  und  Ergebnisqualität  ermit‐
telt.  Die  Details  der  Bestimmung  dieser  Länge  wird  In  Kapitel  6.1 
dargestellt. Die Länge  ist  jeweils problemabhängig von den weiteren 

















Sowohl  die  Ausbau‐  als  auch  die  Einsatzplanung werden wesentlich 
von den Parametern der  thermischen Kraftwerke beeinflusst. Die  im 
Modell  verwendeten  Parameter  zur  Charakterisierung  der  thermi‐






























In  diesem  Abschnitt  werden  die  für  die  Berechnungen  genutzten 
Daten der  thermischen Kraftwerke  erläutert. Dabei wird unterschie‐









dem  Modell  auf  Basis  der  Kraftwerksliste  der  Bundesnetzagentur 
abgebildet  [162].  Dabei  sind  alle  Kraftwerke    größer  als  100 MWel 
blockscharf abgebildet. Die  größeren Kraftwerksstandorte, die direkt 
an  das Übertragungsnetz  angeschlossen  sind,  sind  dabei mit  einem 
eigenen Netzknoten abgebildet. Bekannte Entwicklungen hinsichtlich 
neuer Kraftwerksbauten oder Kraftwerksrückbauten werden ebenfalls 
berücksichtigt.  Kernkraftwerke  gehen  gemäß  des  Beschlusses  der 
Bundesregierung bis 2022  vollständig  vom Netz  [33].  Jedem  thermi‐
schen  Kraftwerk  ist  eine  technische  Lebensdauer  zugeordnet,  an 
deren Ende das Kraftwerk vom Netz geht. Kleinere thermische Kraft‐





etwa  5 GW.  Für  den  Betrachtungszeithorizont  wird  angenommen, 
dass  aufgrund  der  technischen  Lebensdauer  dieser  Anlagen  von  40 
Jahren  jährlich  rund  2,5 %  der  im  Basisjahr  bestehenden  Kapazität 
stillgelegt werden.  Ein weiter  Zubau dieses Anlagentyps wird  ausge‐
schlossen.  In  Abbildung  17  ist  das  Ausscheiden  der  vorhandenen 
thermischen  Kraftwerke  im  Verlauf  des  Betrachtungszeitraumes 










werken  zur  Deckung  der  Last  und  der  Bereitstellung  gesicherter 





nen),  sowie  Steinkohle‐  und  Braunkohlekraftwerke  zur  Auswahl.  In 
Deutschland  werden  keine  Kernkraftwerke mehr  zugebaut.  An  den 
verschiedenen  Knoten  des Modells  stehen  jeweils  unterschiedliche 
Ausbauoptionen der einzelnen Kraftwerkstypen zur Verfügung. Es  ist 
nicht an allen Standorten  (Knoten) des Modells möglich,  jeden Kraft‐

































Die  strengsten  Restriktionen  betreffen  den  Zubau  von  Braunkohle‐
kraftwerken. Da der Transport von Braunkohle über längere Distanzen 
nicht wirtschaftlich  ist, werden  diese  in  der  Regel  in  der  Nähe  der 
Abbaugebiete gebaut [28]. Daher können auch zukünftige Kraftwerke 
nur  in der Nähe der großen deutschen Abbaugebiete  installiert wer‐
den. Dies  ist  im Westen die Region Rheinland, die  Lausitz  im Osten 
sowie Mitteldeutschland. Zusätzlich sind im Modell Höchstgrenzen der 
Braunkohleförderung in den einzelnen Regionen definiert.  
Dem  Steinkohleabbau  kommt  in  Deutschland  keine  wirtschaftliche 
Bedeutung mehr  zu,  weswegen  Steinkohlekraftwerke  zukünftig mit 
importierter Kohle betrieben werden. Daher sollten neue Kraftwerke 
in  der  Nähe  von  Flüssen  konstruiert werden,  um  den  Transport  zu 
erleichtern. Dem Modell werden nur  Zubauoptionen  für  Steinkohle‐
kraftwerke  an  Standorten  vorgegeben,    an denen  sich bereits Kraft‐
werke dieses Typs befinden.  
Keinen Restriktionen unterworfen sind die potentiellen Standorte von 






ausbauoptionen  werden  die  in  Tabelle  3  angegebenen Werte  dem 
Modell  vorgegeben.  Diese  umfassen  den Wirkungsgrad,  die  spezifi‐
schen  Investitionen,  sowie die  fixen und  variablen Betriebsausgaben 
der  Kraftwerkszubauoptionen.  Die  Daten  für  die  Zubauoptionen 
stammen  aus  [4,  65,  145]  und  der  IIP‐Technologiedatenbank,  die 

























61  700 14 0,07 
Steinkohle‐
kraftwerk 
51  1.300 26 0,10 
Braunkohle‐
kraftwerk 
49  1.500 30 0,12 
 
5.2.3 Flexibilität des Betriebs 
Die  Flexibilität  beim  Betrieb  der  thermischen  Kraftwerke  gewinnt 
aufgrund der in Kapitel 2.2 aufgezeigten Entwicklungen an Bedeutung. 




gradverluste  im  Teillastbetrieb  und  die  Betriebseinschränkungen  bei 
vorhandener Kraft‐Wärme‐Kopplung durch die anliegende Wärmelast. 





Anfahren  der  Anlagen  infolge  der  auftretenden  Temperatur‐  und 







Die  thermische Belastung  spielt  insbesondere bei klassischen Grund‐
lastkraftwerken,  die  einen  Dampfkreislauf  besitzen,  eine  wichtige 
Rolle, während  ihre Bedeutung bei Gasturbinen und Wasserkraftwer‐
ken  weniger  bedeutend  ist.  Typischerweise  wird  nach  der  Dauer 
beziehungsweise dem Temperatur‐Level unterschieden, aus dem ein 
Kraftwerk  wieder  angefahren  wird.  [65,  124,  165]  Beim  Anfahren 
eines  Kraftwerks  entstehen  zusätzliche  Kosten. Diese  setzen  sich  im 
Wesentlichen aus drei Komponenten zusammen. Erstens dem zusätz‐




und  Anfahrzeiten  Lastwechselkosten  und  Mindestbetriebs‐  sowie 
Stillstandszeiten  verwendet  um  die  technischen  Restriktionen  des 
Kraftwerkseinsatzes  abzubilden.  Analog  zu  den  technischen  Ein‐
schränkungen, die beim Anfahren des Kraftwerks gelten, spielen auch 
bei der Anpassung der Kraftwerksleitung die thermischen Spannungen 
die  Hauptrolle.  Somit  bestimmen  sich  die  Lastwechselkosten  durch 




benen  technischen  und  ökonomischen  Restriktionen  bei  der  Kraft‐
werkseinsatzplanung  zu  berücksichtigen,  stellt  die  Implementierung 
von minimalen Betriebs‐ und Stillstandszeiträumen dar. Diese stellen 










temmodellen  abzubilden,  ist  in  [153,  154]  zu  finden.  Kraftwerke 
können nur oberhalb einer Mindestlast betrieben werden, da ansons‐











Braunkohle  6  6‐8 40‐50 
Steinkohle  6  4 25‐50 
Gas‐GuD  1‐4  1‐2 30‐50 






aus  anliegender  Leistung  (Pt)  und Wirkungsgrad  (),  der  wiederum 
von der Leistung abhängig  ist.  In  jedem Zeitpunkt  (t) kann sich somit 
ein    unterschiedlicher  Brennstoffverbrauch  einstellen.  Diese  Bezie‐
hung ist in Gleichung (5.1) zusammengefasst.  
ℎ = ( )																																	( . 5.1) 
Das  Prinzip  der  reduzierten  Effizienz  im  Teillastbetrieb  ist  exempla‐
risch  in Abbildung 18 dargestellt. Dabei stellt die reale Kurve den Fall 
dar, wie er  in der Wirklichkeit geben  ist, wobei der Wirkungsgrad  in 
nicht‐linearer Weise von der Leistung abhängt. Der Fall „Ideal“ kenn‐
zeichnet die Annahme eines konstanten Wirkungsgrades, unabhängig 









      Quelle: eigene Darstellung  nach [65, 154] 
Gemäß  [123,  125]  lässt  sich  für  die  reale,  nicht‐lineare  Beziehung 
nachfolgende Näherung  finden  (Gl. 5.2). Sie bildet auch die Basis  für 
Gl. 4.18 bildet, wie zuvor bereits in Kap. 4.3.4 beschrieben. 
, = ∗ + / − / min	− 				( . 5.2)∗ ( − )  
Je nach Technologie wird dabei ein Abschlag  in Höhe von 4 bis 20 % 
Prozentpunkten  auf  den  Wirkungsgrad  bei  Volllast  bei  Betrieb  am 
minimalen Betriebspunkt, vorgenommen. Damit resultiert ein minima‐

















nachfrage  bestimmt,  sondern muss  auch  den  vorhandenen Wärme‐
bedarf berücksichtigen. Der Wärmebedarf  ist ein  lokal  zu deckender 
Bedarf, da Wärme  im Gegensatz zu Elektrizität nicht über eine weit‐
räumige Verteilung  gedeckt werden  kann. Daher wird  für  alle  KWK‐
Anlagen  eine  zusätzliche  Restriktion  berücksichtigt.  KWK‐Anlagen 





ein  vorgegebener  Verlauf  der Wärmelast,  der  sich  an  den  in  [169] 
veröffentlichten Daten orientiert, berechnet.  Im Winter  ist der Wär‐
mebedarf  größer  als  im  Sommer.  Entsprechend  ist  der  Betrieb  im 
Winter  stärker  durch  die  must‐run  Bedingung  determiniert  als  im 
Sommer.  Für  das Modell  PERSEUS‐LTST werden  die  Kraftwerke  aus 







Der  steigende  Anteil  der  fluktuierenden  EE  an  der  Stromerzeugung 
bedingt  einen  erhöhten  Flexibilitätsbedarf  beim  Betrieb  der  thermi‐
schen Kraftwerke. Daher ist es vorstellbar, dass zukünftig die Stromer‐
zeugung  in Kraft‐Wärme‐Kopplung deutlich  flexibilisiert werden kann 
[117].  Der  Einfluss  einer  solchen  Entwicklung  lässt  sich  mit  dem 







Für  die  Entwicklung  des  Elektrizitätssystems  stellen  die  Brennstoff‐ 
und  CO2‐Zertifikatepreise  wichtige  Eingangsparameter  dar,  die 
gleichwohl  aufgrund  des  langen  Betrachtungszeithorizonts  einer 
großen  Unsicherheit  unterliegen.  Um  auf  möglichst  anerkannte 
Studien zurückzugreifen, werden für die Entwicklung der Primärener‐




dem  Modell  vorgegeben.  Unter  Berücksichtigung  der  spezifischen 
CO2‐Emissionen  der  unterschiedlichen  Energieträger  werden  die 
Kosten  für die Emissionszertifikate auf die Preise  für die Brennstoffe 
addiert. Die Preispfade  für die Primärenergieträger und die korrigier‐
ten  Preise  sind  in  Abbildung  19  dargestellt.  Aufgrund  der  höheren 
spezifischen CO2‐Emissionen steigt die Differenz zwischen den beiden 
Preisen bei Braunkohle stärker an als bei Gas; sie sind daher  stärker 
von den  angenommenen  Zertifikatspreisen  beeinflussbar. Die  Preise 
für  Braunkohle  werden  nicht  der  Leitstudie  entnommen,  sondern 
abweichend  gemäß  der  bestehenden  IIP‐Technologiedatenbank 
übernommen. Da Braunkohle nicht wirtschaftlich über längere Entfer‐
nungen  transportierbar  ist,  gibt  es  keinen  Marktpreis,  wodurch 
Preisinformationen schwer erhältlich sind. Eine genaue Beschreibung 
der Problematik  findet  sich  in  [28]. Sowohl  für die Primärenergieträ‐









Bei  der  Elektrizitätsbereitstellung  aus  EE  kann  zwischen  den  darge‐
botsabhängigen  (fluktuierenden)  und  den  dargebotsunabhängigen 
Energiequellen unterschieden werden. Wind und PV können aufgrund 
der hohen Potentiale zukünftig den größten Beitrag zu einer erneuer‐
baren  Stromversorgung  leisten,  jedoch  keinen  Lastfolgebetrieb  ge‐
währleisten. Dagegen sind die erneuerbaren Energiequellen Biomasse, 
Geothermie  und  Laufwasser  in  jeweils  unterschiedlichem Maß  zum 
Lastfolgebetrieb  geeignet.  Zunächst  wird  im  folgenden  Kapitel  die 






































Arbeit  von  [21].  Der  Verteilungsschlüssel  berücksichtigt  regionale 
Potentiale differenziert nach eingesetzter Technologie. Die Potentiale 
der  Windenergie  ergeben  sich  aus  den  regionalen  Potentialen  für 
Zubauten  und  Ertüchtigung  bestehender Windparks,  in  die  die  zur 
Verfügung  stehenden  Flächen  einfließen.  Die  Potentiale  der  PV‐
Anlagen ergeben sich aus den regional verfügbaren Frei‐ und Dachflä‐







Die  gesamte  Kapazität  der  fluktuierenden  EE  orientiert  sich  an  [4], 
geht  jedoch  abweichend  dazu  von  einem  leicht  reduzierten  und 
zeitverzögertem Ausbau der Offshore‐Windenergie aus, deren Kapazi‐
tätswegfall  durch  zusätzliche  Onshore‐Windanlagen  kompensiert 
wird. Die Entwicklung der Kapazitäten  ist  in  Tabelle 5  zusammenge‐
fasst.  Abbildung  20  zeigt  zur  Veranschaulichung  die  Verteilung  der 
installierten Kapazitäten von Wind und PV im Jahr 2050. Hierbei ist ein 




[GW]  2012 2020 2030 2040  2050
PV  28,82 53,50 65,22 72,80  79,03
Wind‐Onshore  29,85 44,38 51,41 56,85  59,65











dass  die  Volllaststunden  der  Anlagen  im  Zeitverlauf  deutlich  zuneh‐
men. Die  erwartete  Steigerung  ist  zum  einen begründet  durch  eine 
zukünftig  höhere  technische  Verfügbarkeit  der  Anlagen  und  zum 
anderen  durch  eine  zunehmende mittlere  Nabenhöhe.  [4,  118]  Bis 
zum Jahr 2050 steigen die Volllaststunden der Onshore‐Windanlagen 
demnach  auf  2.600  im  bundesweiten  Durchschnitt.  Bei  Offshore‐
Windturbinen wird eine leichte Zunahme der Verfügbarkeit auf 4.000 
im  Jahr 2050 angenommen. Bei PV‐Anlagen wird, anders als bei der 
Windstromerzeugung,  nur  ein  geringer  Anstieg  der  Volllaststunden 














[VLH/a]  2020 2030 2040 2050 
Wind‐Onshore  2.100 2.300 2.450 2.600 
Wind‐Offshore  3.295 3.800 3.900 4.000 
PV  843 905 931 950 
 
Neben  der  Verfügbarkeit  der  fluktuierenden  EE  in  einem  Jahr,  die 
durch die Volllaststunden definiert wird,  ist auch die Verfügbarkeit  in 
den einzelnen Stunden von entscheidender Bedeutung. Diese Verfüg‐
barkeit  kann durch  Zeitreihen beschrieben werden. Diese  Zeitreihen 
können auf verschiedene Art und Weise gewonnen werden.  
Gemäß [171, 172] existieren im Wesentlichen zwei Methoden, um aus 
Wetterdaten  die  Stromerzeugung  in Wind‐  und  PV‐Anlagen  abzulei‐
ten. Erstens die physikalische Methode und zweitens die statistische 
Methode. Bei der physikalischen Methode wird anhand physikalischer 
Berechnungsansätze  und  detaillierten  technischen  Daten  der Wind‐
parks  (Nabenhöhe, anlagenspezifischer Kennlinie, Abschattungseffek‐
te  etc.)  die  Leistung  bestimmt.  Bei  der  statistischen Methode wird 
eine  auf  historischen  Datensätzen  basierende  Beziehung  zwischen 
Wetterdaten und Leistungsdaten hergestellt, wodurch auch Einfluss‐
faktoren berücksichtigt werden können, die nicht in die physikalischen 
Modelle einfließen. Allerdings  sind  für diese Methode  große histori‐
sche Datensätze erforderlich. In der Praxis kommen auch Kombinatio‐
nen  der  beiden  Ansätze  zum  Einsatz,  bei  denen  in  der  Regel  die 
physikalischen Modelle durch statistische Methoden ergänzt werden. 
Um von der Vorhersage der Windeinspeisung eines Windparks auf die 







Projekt  HEA  bereitgestellten  Zeitreihen  die  Basis,  die  durch  eine 
umfassende meteorologische Auswertung des Wetterjahres 2011, auf 
Basis der oben beschriebenen Verfahren, gewonnen wurden [173].  
Für  die  beiden  Teilmodelle  PERSEUS‐LT  und  PERSEUS‐ST  wird  eine 
unterschiedlich  detaillierte  Abbildung  der  Einspeisezeitreihen  auf‐
grund  der  unterschiedlichen  zeitlichen  Auflösung  gewählt.  Nachfol‐
gend wird zunächst die Aufbereitung der   bereitgestellten Einspeise‐
zeitreihen für das Modell PERSEUS‐ST beschrieben, die die Grundlage 
für  die  Erstellung  der  repräsentativen  Einspeisezeitreihen  für  das 
Modell PERSEUS‐LT bilden. 
PERSEUS‐ST können Einspeisezeitreihen  für  jede Stunde eines  Jahres 
vorgegeben werden,  so dass die Einspeisung der EE  in  jeder Stunde 
individuell beschränkt werden kann. Die genutzten Einspeisezeitreihen 




Verfügbarkeit  und  zum  anderen  der  Erwartung  einer  überwiegend 
gleichbleibenden Ausrichtung der Anlagen eine  lineare Skalierung der 
Zeitreihen erfolgen. Bei den Windkraftanlagen wird  jedoch, aufgrund 
technischer  Entwicklungen,  die  insbesondere  die  Anlagenhöhen 
betreffen,  eine  signifikante  Steigerung  der  Volllaststunden  erwartet, 
so dass hier ein anderes Verfahren angewendet werden muss. Dieses 
Verfahren  richtet  sich  nach  der  in  [118]  beschriebenen  Methode, 
wozu wie nachfolgend beschrieben, vorgegangen wird. 
Im ersten Schritt  ist die vorliegende Windleistungszeitreihe  in Wind‐







schwindigkeit und hieraus  erzeugbarer  elektrischer  Leistung mit der 
entsprechenden Windturbine. Eine typische Anlagenleistungskennlinie 
kann gut über eine logarithmische Funktion beschrieben werden. Hier 




Windgeschwindigkeit. ( ) = ( ) − ( ) 																																					( . 5.3)  
( ) = log ( ) − log	(1 − ( )) + 																					( . 5.4) 









=			 ∗ 		 																											( . 5.5)  
mit   ℎ = öℎ 	1, = ℎ 	 	ℎ 	 ℎ = öℎ 	2, = ℎ 	 	ℎ  = öℎ  
Die  im ersten Schritt bestimmten Windgeschwindigkeiten  lassen sich 
somit linear skalieren. Im zweiten Schritt werden die skalierten Wind‐
















die  Korrelation  zwischen Wind‐  und  PV‐Einspeisung  sowie  der  Last 
Berücksichtigung findet. 
Typwochenzeitreihen für PERSEUS‐LT 
Für  PERSEUS‐LT  werden  zwei  Typwochen,  jeweils  eine  aus  dem 
Sommer  und  eine  aus  dem  Winter  genutzt,  innerhalb  derer  eine 
chronologische  Reihenfolge  gilt.  Ergänzend  wird  ein  Extremtag  be‐
rücksichtigt, wie  in  Kapitel  5.1.1  beschrieben.  Die  Verwendung  von 
Typtagen bzw. die Modellkomplexität im Modell PERSEUS‐LT schränkt 
die Möglichkeiten der Abbildung der  fluktuierenden Einspeisung aus 
EE  ein.  So  müssen  Einspeiseverläufe  verwendet  werden,  die  die 
Gesamteinspeisung  nicht  durch  zu  stark  gewichtete,  aber  selten 
auftretende Wetterphänomene verzerren, gleichzeitig aber in Summe 
die  Jahreseinspeisung  ergeben  und  die  typischen  Gradienten  der 
Einspeisung  mitabbilden.  Die  Gradienten  der  Einspeisung  aus  EE 





























einer  Winterwoche  soll  eine  hinreichende  Berücksichtigung  der 
Volatilität der Einspeisung ermöglichen.  
Aus den wie oben beschrieben, für  jedes Betrachtungsjahr  individuell 
erstellten,  Einspeisezeitreihen  sollen  geeignete  Typwochen  ausge‐
wählt werden.  Hierzu wird  die  nachfolgend  beschriebene Methodik 
angewandt, bei der die Zeitreihen der einzelnen Wochen einer Jahres‐
zeit mit den Zeitreihen der gesamten Jahreszeit verglichen werden.  
Es werden  die  relativen Häufigkeiten  der  Einspeisung  je  EE  und  die 
relativen Häufigkeiten der auftretenden Einspeisegradienten  je EE  in 
10 Klassen bestimmt. Dies wird sowohl  für  jede Woche einer  Jahres‐
zeit als auch für die gesamte Jahreszeit durchgeführt. Diese absoluten 
Häufigkeiten  werden  in  relative  Häufigkeiten  der  einzelnen  Klassen 
überführt.  Für  die  relativen  Häufigkeiten  der  Einspeisung  und  der 
Gradienten  je Woche wird  durch  einen  Vergleich mit  den  relativen 
Häufigkeiten der  Jahreszeit die mittlere quadratische Abweichung  in 
jeder  Klasse  und  für  jede  EE  berechnet.   Die  quadratischen  Abwei‐






Auf  diese Weise  kann  auf  Basis  der  beiden  Kriterien  EE‐Einspeisung 
und  EE‐Gradienten  eine  möglichst  typische  Woche  je  Jahreszeit 
ausgewählt  werden.  Anschließend  müssen  diese  Daten  noch  so 





wird.  Aufgrund  der  gewählten Methode  ist  hier  nur  eine minimale 
Skalierung erforderlich.  
Die Einspeisezeitreihen wurden mit denen von  [63] und  [174] vergli‐
chen.  [117]  stützt die Berechnung  seiner Verfügbarkeitsfaktoren  auf 
die Auswertung der historischen Daten der vier Netzbetreiber  in den 
Jahren  von  2006  bis  2012.  [174]  verwendet  für  die  Erstellung  der 
Einspeisezeitreihen  eine  Auswertung  von  Wetterdaten  des  Jahres 
2011. Bezogen auf die durchschnittliche Anlagenverfügbarkeit konnte 
eine  sehr  hohe  Übereinstimmung  bei  beiden  Studien  festgestellt 
werden. 
In  dieser  Arbeit  werden  die  Prognosefehler  in  der  Vorhersage  der 
fluktuierend einspeisenden EE  (insb. Wind) nicht betrachtet. Für das 
Modell  PERSEUS‐LT  wird  der  Einspeiseverlauf  für  den  gesamten 
Betrachtungszeitraum  deterministisch  vorgegeben.  Für  das  Modell 
PERSEUS‐ST  wird  jeweils  für  das  einzelne  Problem  inklusive  des 
Zeitraums der Voraussicht der zukünftig eintretende Einspeiseverlauf 
dem Modell zur Verfügung gestellt. Typischerweise zeigt die Progno‐
següte  für  Wind  einen  deutlichen  Qualitätsverlust,  wenn  sie  über 
einen  Zeitraum  von  einem  Tag  hinausgeht  [175].  Dagegen  kann  in 
einem  Zeitraum  von null bis  24  Stunden  von  einer  geringen Abwei‐
chung ausgegangen werden, wie  in mehreren Studien gezeigt wurde 





Im  Modell  werden  die  eintretenden  Last‐  und  Einspeisezeitreihen 






Da  in  dieser  Arbeit  kein  konkretes  Marktdesign  untersucht  wird, 
sondern vielmehr ein kostenminimales Optimum aus der Sicht eines 
zentralen Planers bestimmt wird, ist der Effekt, der aus dem Fehler bei 
der  Prognose  der  drei  genannten  Parameter  resultiert,  als  gering 
anzunehmen. So konnte  in mehreren Studien, die den Einfluss unter 
verschiedenen Marktdesigns untersuchten,  gezeigt werden, dass die 
Kosten  der  fehlerhaften  Einschätzung  dramatisch  gesenkt  werden 
können,  wenn  ein  Marktdesign  gewählt  wird,  bei  dem  ein  hoher 
untertägiger Stromhandel erfolgt [171, 177, 178].  
5.3.2 Sonstige EE 
Die  Entwicklung  der  Kapazitäten  der  nicht  fluktuierenden  EE  (im 
Modell: Biomasse, Geothermie  und  Laufwasserkraftwerke)  folgt den 
Vorgaben  der  Leitstudie  und  wird  gemäß  dem  Verteilungsschlüssel 
von  [21]  für den  jeweiligen Energieträger auf die  regionalen Knoten 





Tabelle  7  zusammengefasst.  Bei  Biomasse  wird  demnach  von  nur 
einem  begrenzten  weiteren  Zubau  ausgegangen.  Geothermie  be‐









GW  2020 2030 2040 2050 
Biomasse  8,96 10,00 10,38 10,38 
Geothermie  0,3  1,0 1,94 2,95 
Laufwasser  3,91 4,12 4,33 4,54 
 
Der  Betrieb  der  Kraftwerke mit  diesen  drei  Energieträgern wird  im 
Wesentlichen  durch  die  Vorgabe  des Mindestbetriebs  und  der  Ver‐
fügbarkeit von 80 Prozent eingegrenzt. Für alle drei EE wird  in  jeder 
Zeitscheibe ein Mindestbetrieb  in Höhe von einem Drittel der  instal‐




gen mit  Steuerungssystemen  ausgerüstet  sind.  Bei Geothermie  und 
Biomasseanlagen  ergeben  sich  Restriktionen  aus  der Wärmebereit‐
stellung.  So  werden  insbesondere  Biomasse‐Anlagen  eingesetzt  um 
auch Wärme bereitzustellen und eine in Betrieb befindliche Biogasan‐
lage  verfügt  auch  nur  über  einen  begrenzten  Speicher,  so  dass  nur 
eine begrenzte Flexibilität gegeben ist [58]. Während die Stromerzeu‐
gung aus Biomasse im Modell mit geringen variablen Kosten belegt ist, 
sind Geothermie und  Laufwasserkraftwerken  keine  variablen  Kosten 
zugewiesen, so dass ein Anreiz besteht, diese zu nutzen.  
5.4 Speichersysteme 
Aufgrund  der  zeitlichen  Diskrepanz  zwischen  Erzeugung  und  Last 
kommt  Elektrizitätsspeichern  zukünftig  eine  erhöhte  Bedeutung  zu. 
Für das hier entwickelte Modellkonzept PERSEUS‐LTST werden daher 








ten  Turbinierleistung  von  rund 6,6 GW  installiert  (Vgl.  Tabelle 8).  Es 
wird davon  ausgegangen,  dass bestehende  Pumpspeicherkraftwerke 
auch  in  Zukunft unabhängig  von  ihrer  Lebensdauer dem Modell  zur 
Verfügung  stehen. Ähnlich der Abbildung der KWK‐Kraftwerke  impli‐
ziert  dies  einen  baugleichen  Ersatz  alter  Kraftwerke.  Die  Daten  für 
bestehende Speicherkraftwerke und die Zubauoptionen basieren auf 












Bestehend  6,6  6,2 153 53‐78 




















Für  die  zu  untersuchende  Fragestellung  der  Wechselwirkungen 
zwischen Langzeit‐ und Kurzzeitspeichern  in ein  zukünftiges Energie‐
system spielen die Speichertechnologien, die ein sehr geringes Ener‐
gie‐  zu  Leistungsverhältnis  haben,  eine untergeordnete Rolle. Daher 
stellt  eine  detaillierte  Differenzierung  zwischen  den  verschiedenen 
Typen  von  Batteriespeichern  nicht  den  Fokus  der Arbeit  dar.  Basie‐
rend auf den vorgestellten Batterietypen wird ein Kurzzeitspeichertyp 
abgeleitet,  der  in  der  entwickelten  Modellierungsumgebung  einen 
Batteriemix  repräsentiert.  Eine  detaillierte  Differenzierung  zwischen 
den  einzelnen  Batterietechnologien  ist  nicht  der  Fokus  der  Arbeit. 
Genauere  Informationen  zu  den  einzelnen  Technologien  finden  sich 
beispielsweise  in  [68,  69,  72]. Daher wird  für  die Untersuchung  ein 
Energie‐  zu  Leistungsverhältnis  von  5:1  angenommen.  Ein  ähnliches 
Vorgehen wird auch in vergleichbaren Studien gewählt, beispielsweise 
in der Studie [6]. 
Zukünftig  wird  für  NaS‐Batterien  das  preislich  günstigste  Verhältnis 
von Energie zu Leistung erwartet  [6]. Für diesen Batterietyp wird ein 
Verhältnis  von  Energie  zu  Leistung  von  5  zu  1  angenommen.  Die 
Investitionen werden mittelfristig mit  200 €/kWh  und  zukünftig mit 
100 €/kWh  veranschlagt  [6].  Hinzu  kommen  noch  Kosten  für  den 
Umrichter in Höhe von mittelfristig 100 €/kW und zukünftig 50 €/kW. 
Damit  ergeben  sich  spezifische  Investitionen  von  aktuell  rund 
1.100 €/kWel und einer zu erwartenden Kostensenkung auf 550 €/kWel 
für  den  im Modell  als  Ausbauoption  angebotenen  Batteriespeicher. 





87 %  angenommen  [6].  Es wird  keine  zyklische  Lebensdauer  neben 
der  kalendarischen  Lebensdauer  von  18  Jahren  berücksichtigt.  Die 
Betriebskosten für Wartung/Reparatur werden mit 0,5 %/a der Inves‐
tition angenommen. Vereinfachend werden die Parameter über den 





MW  und  wird  mit  Erdgas  sowie  verdichteter  Luft  betrieben.  Die 
Speicherdimensionierung  erlaubt  einen  kontinuierlichen  Betrieb  bei 
Volllast  über  zwei  Stunden,  danach  ist  aufgrund  des  verminderten 
Drucks nur noch ein Betrieb mit reduzierter Leistung möglich [75].   
Zukünftige  adiabate  Druckluftspeicher  könnten,  vorausgesetzt  die 
Technologie etabliert  sich, mit hohen Wirkungsgraden und  reduzier‐
ten  Kosten  betrieben  werden.  Zu  beachten  ist  allerdings,  dass  das 
Ausbaupotential  durch  die  benötigten  Salzkavernen  begrenzt  ist. 
Deren Nutzung  durch  die Druckluftspeicher  steht  in  Konkurrenz  zur 
Nutzung  als  Erdgasspeicher  und  durch  die Nutzung  als Wasserstoff‐
speicher durch PtG. Mögliche Wirkungsgrade  liegen bei bis  zu 69 %, 
die Kosten für die Speicherkaverne bei etwa 47 €/kWh und die Kosten 
für  Turbine  und  Verdichter  bei  etwa  570 €/kW  [6].  In  der  Arbeit 
werden  keine  Ausbauoptionen  für  Druckluftspeicher  betrachtet 
aufgrund der Konkurrenz um die Nutzung der Salzkavernen, die auch 
für die PtG‐Anlagen benötigt werden.  








Die  PtG  Technologie  stellt  eine  neue  Anwendung  zur  Speicherung 
elektrischer Energie  in chemischer Form dar. Bislang wird diese noch 
nicht in kommerziellem Maßstab eingesetzt und ist noch nicht ausge‐
reift.  Daher  findet  sich  in  der  Literatur  eine  große  Bandbreite  an 
technischen  und  ökonomischen  Parameter  der  Technologie.  Die 
Wesentlichen,  für  ein  Elektrizitätsmodell  relevanten  Parameter  und 
deren Spannen zeigt Tabelle 9. Hierbei beziehen sich die Werte für die 
Investition auf die gesamte Anlage,  inkl. Einspeisetechnik.   Aufgrund 
unterschiedlicher  energetischer  Bezugsgrößen,  sind  diese,  zur  Ver‐
gleichbarkeit,  über  die  in  den  jeweiligen  Studien  angenommenen 
Wirkungsgrade  auf  eine  einheitliche  Einheit  umgerechnet  worden. 
Zusätzlich wird der  zeitliche Bezugsrahmen der Studien als  Indikator 
für  den  angenommenen  Reifegrad  angegeben,  da  es  sich  um  eine 
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Aus  den  Studien werden  repräsentative  Parameter  ausgewählt, wie 
die weiter  unten  stehende  Tabelle 10  zeigt. Hierbei wird  keine  Ent‐







durch  einen  EE‐Anteil  kleiner  50 %  gekennzeichnet  sind,  kein  nen‐
nenswerter  PtG‐Zubau  zu  erwarten,  so  dass  man  sich  durch  das 
Vorgehen  keinen  für  die  Interpretation  der  Ergebnisse  relevanten 
Fehler einhandelt.  
Im Gegensatz zu anderen Studien, die sich mit der Wirtschaftlichkeit 
von  PtG‐Anlagen  beschäftigen,  wird  in  dieser  Arbeit  kein  fester 
Strombezugspreis vorgegeben, sondern dieser wird  im Modell endo‐
gen  ermittelt. Weitere  Elemente  aus  denen  sich  die  Betriebskosten 
zusammensetzen  sind  im  Wesentlichen  Wartung,  Instandhaltung 
sowie der Wasserverbrauch. Diese Ausgaben werden unter variablen 




















H2  750  3 75 20 
SNG  1.125 3 60 20 
 
In dieser Arbeit soll der erzielbare Preis für die Produktgase der PtG‐
Anlage  gemäß  des  Prinzips  der Anlegbarkeit  bestimmt werden  [45]. 
Demnach  gilt,  dass  die  Produkte  einen  konkurrenzfähigen  Preis 
erzielen, also dass SNG den gleichen Preis erzielt wie konventionelles 







bezogen  auf den  Energiegehalt mindestens  so  hoch  ist wie  der  von 
Erdgas,  da  Wasserstoff  (aus  Erdgas)  nicht  günstiger  bereitgestellt 
werden  kann  als  Erdgas  selbst  [83]. Daher wird  in dieser Arbeit der 
gleiche  Preis  für  beide  Produkte  verwendet.  Vor  dem  Hintergrund, 
dass sich  im Modell der H2‐Pfad ohnehin durch niedrigere  Investitio‐
nen und höhere Wirkungsgrade auszeichnet, würde ein dritter Para‐
meter  zur  Bevorteilung  des  H2‐Pfades  keinen Mehrwert  leisten.  In 
dieser  Arbeit wird  Power‐to‐Gas  als  eine  Komponente  des  Elektrizi‐
tätssystems betrachtet. Daher  ist das primäre Anwendungsgebiet  für 
das  Produktgas  der  Einsatz  als  Brennstoff  zur  Stromerzeugung. Hier 
kann angenommen werden, dass das Produktgas den gleichen Wert 







rung  der  Importabhängigkeit  leisten.  Aufgrund  des  angenommenen 
gleichen Preises für Importe von Erdgas und PtG‐Produktgase sind die 
beiden Energieträger im Modell gleichwertig.  
Diese  Art  der Modellierung  entspricht  einem  virtuellen  Speicher,  in 
dem  das  erzeugte  Produktgas  eingespeichert  wird,  und  der  allen 
gasnachfragenden Sektoren zur Verfügung steht. Für die Modellierung 
des Modells PERSEUS‐LTST bietet diese Art und Weise allerdings den 
Vorteil,  dass  keine  Speicherstände,  denen  ein  Wert  zugewiesen 






Bei  Power‐to‐Gas  Anlagen  besteht  die  Möglichkeit,  eine  über  die 
Vergütung  für das Zielprodukt hinausgehende Vergütung  für Neben‐
produkte zu erzielen. Diese Nebenprodukte beinhalten bei der Elekt‐
rolyse  den  entstehenden  reinen  Sauerstoff  und bei  der Methanisie‐
rung  die  entstehende Wärme  auf  erhöhtem  Temperaturniveau.  Im 
Rahmen  dieser  Arbeit  werden  diese  Erlösquellen  nicht  separat  be‐
trachtet,  da  der  erzielbare  Erlös  stets  standortabhängig  ermittelt 
werden muss. 
Darüber hinaus besteht  für Power‐to‐Gas Anlagen auch die Möglich‐
keit,  am  Regelenergiemarkt  teilzunehmen  um  zusätzliche  Erlöse  zu 
generieren. Eine Untersuchung der hieraus  resultierenden Erlösmög‐
lichkeiten wurde  aus Basis historischer Daten  in  [190] durchgeführt. 
Im  Ergebnis  zeigt  sich,  dass  signifikante  Zusatzerlöse  durch  die  Teil‐
nahme  am  Regelenergiemarkt  für  PtG‐Anlagen  generiert  werden 
können. Bei den Kosten der Speichersysteme kann daher Berücksich‐
tigung  finden, dass Speicher oft  ihre Erlöse nicht nur auf dem Ener‐
giemarkt  erzielen,  sondern  30‐50 %  ihres  Einkommens  über  die 
Bereitstellung  von  Systemdienstleistungen  erzielen  [118].  Problema‐
tisch hieran ist, dass sich diese Beträge nur schwer über fundamentale 
Zusammenhänge  erklären  und  daher  auch  abbilden  lassen.    In  der 
entwickelten  Modellierungsumgebung  kann  davon  ausgegangen 
werden,  dass  der Wert  der  Speichersysteme  für  das Gesamtsystem 
unterschätzt wird, da der Beitrag  (bei Batterie‐ und Pumpspeichern) 
zu Systemdienstleitungen nicht angemessen honoriert werden  kann. 








bepotentiale  (Demand‐Side‐Management)  erfüllen.  Diese  bieten  die 
Möglichkeit,  Lasten  kurzfristig  zeitlich  zu  verschieben. Damit  stehen 










Gleichungen  und  somit methodisch  der Abbildung  von  Kurzzeitspei‐
chern. Es wird  in dieser Arbeit, sofern die Option DSM  im betrachte‐
ten  Szenario  aktiviert  ist,    angenommen, dass  an  jedem Knoten des 
Energiesystems,  an  dem  eine  Elektrizitätsnachfrage  besteht,  ein 
Speicher  installiert  ist. Dieser erlaubt es, Teile der anliegenden   Last 
mit einem Verhältnis von Energie zu Leistung von 3  zu 1 und einem 
Wirkungsgrad von 97 % zu verschieben. Die Werte stammen aus den 
in  [168]  detailliert  ermittelten  Potentialen  zur  Lastverlagerung,  in 
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Netz bildet  aufgrund der  im Rahmen dieser Arbeit  vorgenommenen 
Anpassungen das Startnetz des NEP‐2014 inklusive des EnLAG und der 
im NEP‐2014 beschriebenen Änderungen  und Verzögerungen  ab  [9, 
52]. Der Netzausbau selbst ist  in PERSEUS‐LTST nicht Gegenstand der 
Optimierung, sondern wird fest vorgegeben. 
Insgesamt  werden  auf  der  Hoch‐  und  Höchstspannungsebene  der 






Bei  der  Abbildung  wurden  Leitungen,  die  auf  einem  gemeinsamen 
Elektrizitätsmast verlaufen, zusammengefasst, so dass die Anzahl der 
Einzelleitungen  reduziert  werden  konnte.  Gemäß  der  in  [21,  191] 









      Quelle: angepasst nach [21] 
In dieser Arbeit werden  zusätzlich,  in ausgewählten Szenarien, Netz‐
ausbauoptionen,  über  die  im  Startnetz  hinterlegten  hinaus,  als  Lö‐
sungsmöglichkeit betrachtet. Dazu werden die Maßnahmen, die das 
Zielnetz  des  NEP‐2014  beschreiben,  zusätzlich  abgebildet.  Hierbei 
wird auf das Szenario B abgestellt, da dieses einen Entwicklungspfad 
über  das  Jahr  2024  hinaus  bis  zum  Jahr  2034  aufzeigt. Damit weist 
dieses  Szenario  den  umfangreichsten Netzausbau  auf.  Insbesondere 







Die  treibende  Kraft  für  das Modellkonzept  PERSEUS‐LTST  stellt  die 
Deckung der Nachfrage nach Elektrizität dar. Für die Entwicklung der 
Elektrizitätsnachfrage  (Nettostromverbrauch)  wird  abweichend  von 
[4],  Szenario B, nur eine moderate Reduktion um 15% bis  zum  Jahr 
2050 bezogen auf das Jahr 2010 angenommen [192]. Im Rahmen der 
Szenariodiskussionen  des  Projektes  HEA  wurde  dieses  Szenario  als 
wahrscheinlicher erachtet [173]. Somit reduziert sich die Nettostrom‐
nachfrage von 566 TWh im Jahr 2010 auf 481 TWh im Jahr 2050. Nicht 
berücksichtigt  in  der  dargestellten  Nettostromnachfrage  sind  der 
Kraftwerkseigenverbrauch,  der  Pumpstromverbrauch  sowie  der 
entstehende Bedarf durch neue Verbraucher wie Wärmepumpen, E‐
Mobilität und Elektrolyseure. Berücksichtigt  sind allerdings die Netz‐
verluste.  Die  geographische  Verteilung  der  Last  auf  die  Landkreise 
folgt der von [21] entwickelten Methode. Hierzu wird die bundesweite 
Nachfrage,  über  das  durchschnittliche  BIP  je  Einwohner  und  die 
Anzahl  der  Einwohner  je  Kreis,  auf  die  Kreise  verteilt.  Anschließend 
wird  die  regionalisierte  Nachfrage,  invers  zur  Entfernung  zu  den 
beiden nächstgelegenen Netzknoten, den Netzknoten zugeordnet. Die 
Verteilung  der  Last  auf  die  8760  Stunden  des  Betrachtungsjahres 
basiert  auf  den  Daten  der  historischen  Nachfrageverläufe  Deutsch‐
lands [193] für das Jahr 2011. In Abbildung 23 ist der Verlauf der Last 




Lastzeitreihen  gewählt.  Im Modell  PERSEUS‐ST wird  die  vollständige 









      Quelle: eigene Darstellung nach [193] 
Die Modellrechnungen  zielen  darauf  ab,  ein  zukünftiges  deutsches 
Energiesystem  zu  entwickeln  und  zu  bewerten,  dass  im  Stande  ist, 
ohne Elektrizitätsimporte aus dem Ausland eine sichere Stromversor‐
gung  zu  leisten.  Der  Elektrizitätsaustausch mit  den  Nachbarländern 
wird im Modell folglich nicht mitabgebildet. Das hier gewählte Vorge‐









Rolle  um  zukünftigen  Zahlungsströmen  einen  angemessenen  Wert 
zuzuweisen. Daher werden die Ausgaben zukünftiger Perioden schwä‐



















der  vorliegenden  Modellumgebung  PERSEUS‐LTST  gewählt  wurde, 
werden dagegen die Zahlungsströme einer Periode nicht diskontiert. 
Die  Perioden werden  somit  gleichgewichtet. Der  Zinssatz  ist  für  die 
Untersuchung  jedoch  weiterhin  relevant,  da  die  Lebensdauern  der 
Kraftwerks‐ und  Speicherzubauten die  Länge der Betrachtungsperio‐
den  überschreiten  und  die  Investitionen  annuitätisch  berücksichtigt 
werden. 
Bei  Energiesystemanalysen  hängt  die Wahl  des  Zinssatzes  von  der 
Fragestellung  ab.  So  werden  in  Analysen,  die  der  Politikberatung 
dienen, meist niedrige Zinssätze zwischen 3‐5 % angenommen. Ener‐
giesystemanalysen  für  Unternehmen  der  Energiewirtschaft  gehen 
dagegen eher von einer Verzinsung von 8‐12 % aus. Während Zinssät‐
ze  zwischen  3‐5 %  einer  risikofreien  Verzinsung  am  Kapitalmarkt 
entsprechen,  verlangen Marktakteure  einen  Risikoaufschlag  für  das 




HEA  als  ein  aktuell  aus  volkswirtschaftlicher  Sicht  adäquater  Wert 
heraus [173]. Eine vollständige, nach Akteur und Technologie differen‐
zierte Struktur von Zinssätzen könnte die unterschiedlichen Erwartun‐
gen  der  Marktteilnehmer  und  technologischen  Entwicklungsstände 
(insb. der EE) genauer abbilden. Hierzu ist jedoch keine ausreichende 









Im  nachfolgenden  Kapitel  wird  der  gesamtwirtschaftlich  optimale 
Kraftwerks‐  und  Speicherbedarf  in  Deutschland  zur  Deckung  der 
Stromnachfrage  bei  einem  vorgegebenen  Ausbau  der  EE  mit  dem 
entwickelten Modellkonzept  berechnet.  Hierzu  werden  zunächst  in 
Kapitel 6.1 die    für die Untersuchungen gewählten Modelleinstellun‐
gen und die Szenariodefinition beschrieben. Diese dienen im nachfol‐
genden  Kapitel  6.2  als  Basis  des  Referenzszenarios,  anhand  dessen 
ausführlich Ergebnisse ermittelt und dargestellt werden. Anschließend 
werden  in  Kapitel  6.3  Szenariorechnungen  durchgeführt,  um  die 




Im  Folgenden  sollen  wichtige  methodische  Eigenschaften  des  neu‐
entwickelten Verfahrens einer eingehenden Betrachtung unterzogen 











Den  nächsten  Untersuchungspunkt  bildet  die  Auswahl  der  zwei 
typischen Wochen für das Modell PERSEUS‐LT und deren Einfluss auf 
die Entwicklung des Energiesystems. Hierzu werden den ausgewähl‐
ten Wochen  drei weitere  Auswahlen  von  Typwochen  gegenüberge‐
stellt  und  die  resultierenden  Kraftwerks‐  und  Speicherparks  für  das 
Zielsystem berechnet (Kapitel 6.1.3).  
Für  das Modell  PERSEUS‐ST wird  untersucht, welche  Länge  der  Vo‐
raussicht,  also  welcher  Umfang  an  Informationen  hinsichtlich  der 
zukünftigen  Entwicklung  von  Last  und  fluktuierender  Einspeisung 
geeignet  ist  (Kapitel  6.1.4).  Darauf  aufbauend  wird  für  das Modell 
PERSEUS‐LT untersucht, welchen  Einfluss die  zusätzlichen Restriktio‐
nen der Kraftwerkseinsatzplanung auf das Ergebnis ausüben  (Kapitel 
6.1.5).  Für  die  beiden  letztgenannten  Untersuchungspunkte  wird 





vanten  Speicherstandorte  zu  treffen.  Der  potentielle  Fehler,  der 








ren  für  die  Auswahl  der  Szenarien.  [140]  In  der  Praxis  hat  sich  die 







Auf  der  in  diesem  Abschnitt  beschriebenen  Parameterwahl  bauen 
sowohl  die  nachfolgend  beschriebenen  Ergebnisse  und  Plausibilisie‐
rungsuntersuchungen des Kapitels 6.1 als auch die Ergebnisse bezüg‐
lich des Referenzszenarios, die in Kapitel 6.2 beschrieben werden, auf. 
Das  Referenzszenario  basiert  auf  den  in  Kapitel  1  beschriebenen 
Daten. Darüber hinaus wird die Festlegung der betrachteten Speicher‐








über  PtG  mit  anschließender  Methanisierung,  auf  die  Methanisie‐
rungseinheit  verzichten  kann.  Hieraus  resultieren  sowohl  höhere 
Wirkungsgrade als auch niedrigere spezifische Investitionen. Hinsicht‐
lich des Zielproduktes ist der Wert von Wasserstoff als mindestens so 
hoch  wie  der  von  SNG  einzuschätzen.  Aufgrund  dieser  Vorteilhaf‐
tigkeit  können  dem Modell  nicht  beide  Varianten  als  Ausbauoption 
gleichzeitig  vorgegeben  werden,  beziehungsweise  würde  stets  die 
Wasserstoffvariante  bevorzugt. Daher wird  in  Szenario  Referenz  die 
Obergrenze des Bedarfs an PtG‐Anlagen abgeschätzt. Nicht im Modell 
abgebildet werden  eventuell  auftretende  Einspeiserestriktionen,  die 








Um  die  Sensitivität  der  Lösung  gegenüber  veränderten  Randbedin‐
gungen  zu  untersuchen,  wird  in  Kapitel  6.3  eine  Szenarioanalyse 
durchgeführt.  In  Tabelle  12  sind  die  Eigenschaften  der  einzelnen 
Szenarien, abweichend von denen des Referenzszenarios, zusammen‐








Stroms  auf  die  Speichersysteme  und  die  Netzbelastung  analysiert 
werden. Das Szenario C untersucht den Einfluss des Ausbauzustandes 
des Übertragungsnetzes auf die Ergebnisse.  Im Gegensatz zum Refe‐
renzszenario  wird  daher  nicht  das  Startnetz  des  NEP  betrachtet, 
sondern das Zielnetz.  Im Szenario D wird die Möglichkeit zur Lastver‐
lagerung  als  Konkurrenz  zu  den  anderen  Speichertechnologien  dem 
Modell als Option fest vorgegeben, um Substitutionsmöglichkeiten zu 
analysieren.  Um  die  Abhängigkeit  der  Ergebnisse  hinsichtlich  der 
installierten Leistungen von den angenommenen Investitionen für die 
Speicher zu berücksichtigen, werden diese in den Szenarien E1 bis E3 
variiert.  Das  Szenario  E3  untersucht  zusätzlich  die  Bedeutung  der 
Speicher für eine weitgehende EE‐Integration. Abschließend wird der 











































































für  das  Jahr  2050  stellt  die  dazwischenliegende  Übergangszeit  dar. 
Konventionelle Kraftwerke können gerade  in dieser Übergangszeit zu 
einem  regenerativen  Erzeugungssystem  einen  hohen  Wert  für  das 
Elektrizitätssystem  besitzen,  der  bei  einer  ausschließlichen  Betrach‐
tung des  Zieljahres  keinen  Eingang  in die  Lösung  finden würde. Um 
dies  zu  überprüfen  und  zu  belegen,  wird  nachfolgend  der  bereits 
vorgestellten  Bestimmung  des  Energiesystems  im  Jahr  2050  mit 
Stützjahren im 10‐Jahres‐Rhythmus eine Bestimmung des Zielsystems 
ohne Stützjahre gegenübergestellt. Bei der Bestimmung des Energie‐
systems  unter  Vernachlässigung  der  Übergangszeit,  besteht  der 
Basiskraftwerks‐ und  speicherpark aus den  im  Jahre 2012 bestehen‐
den  Kraftwerken,  die  bis  zum  Jahr  2050  noch  nicht  das  Ende  ihrer 
Lebensdauer erreicht haben. Es wird nur diese Periode  in der myopi‐
schen Optimierung betrachtet. Es handelt  sich  somit um eine  annä‐
hernde  „grüne Wiese“ Planung des  konventionellen Kraftwerks‐ und 
Speicherparks. 
In  Abbildung  24  sind  die  endogenen  Zubauten  des  thermischen 
Kraftwerksparks und der Speicher für die Betrachtungen mit und ohne 
Stützjahre dargestellt. Es  lässt sich erkennen, dass durch die Berück‐
sichtigung  der Übergangszeit  eine  rund  2,5 GW  höhere  Leistung  an 
Braunkohlekraftwerken  und  eine  dementsprechend  geringere  Leis‐
tung  an  gasbefeuerten  Kraftwerken  im  Zielsystem  resultieren.  Der 
Zubau der Braunkohlekraftwerke erfolgt  in den Stützjahren 2020 und 
2030, bei geringeren EE‐Anteilen und niedrigen CO2‐Zertifikatekosten, 
wenn  folglich  die  Stromerzeugung  aus  Braunkohle  eine  günstige 
Energieversorgung  erlaubt.  Bei  der  Steinkohle  lässt  sich  bei  den 
Kapazitäten zwischen den beiden Szenarien kein Unterschied feststel‐
len,  da  diese  in  keinem  Fall  endogen  zugebaut werden.  Sie werden 





niert  (vergleiche  Kapitel  5.2.3).  Daher  lassen  sich  auch  nur  geringe 






Betrachtet man  die  endogen  zugebauten,  gasgefeuerten  Kraftwerke 
genauer,  lässt  sich  beobachten,  dass  unter  Vernachlässigung  der 





der  Speicher  zeigt  sich  das  Ergebnis  jedoch  recht  vergleichbar.  Die 
Berücksichtigung  von  Stützjahren  führt  aufgrund  des  anderen  Kraft‐
werksparks  zu  einer  nur  sehr  geringfügig  erhöhten  Installation  von 





















Um  den  zukünftigen  Kraftwerks‐  und  Speicherpark  sowie  den  Kraft‐
werkseinsatz möglichst  genau  zu  bestimmen,  wird  im Modell  PER‐
SEUS‐LTST  der  Kraftwerks‐  und  Speicherpark  unter  Berücksichtigung 
der  Stützjahre  bestimmt. Hierdurch wird  der Wert  der  thermischen 





tungsjahr  repräsentieren.  In  diesem  Kapitel  wird  der  Einfluss  der 
Auswahl  dieser Wochen  auf  die  Bestimmung  des  zukünftigen  Kraft‐
werksparks mit dem Modell PERSEUS‐LT abgeschätzt. Dazu wird das 
Modell PERSEUS‐LT mehrfach mit unterschiedlichen Zeitreihenvorga‐
ben  für die  Einspeisung  der  fluktuierenden  EE  berechnet.  In  Kapitel 




jahr  zu  repräsentieren. Diese  unterscheiden  sich  folglich  hinsichtlich 
ihrer Zeitreihen, stellen aber jeweils konsistente Zeitreihen dar. Diese 




sind  die  thermischen  Kapazitäten  und  Speichersysteme,  für  die  das 
Modell  endogen  Zubauentscheidungen  trifft.  Hinsichtlich  der  stein‐
kohlegefeuerten Kraftwerke  findet  in keinem Fall ein modellendoge‐
ner Ausbau statt. Bei der installierten Leistung der braunkohlegefeuer‐









aus.  Hierbei  ist  eine  negative  Korrelation  zwischen  der  installierten 
Batteriespeicherleistung und der gasgefeuerten Leistung zu beobach‐
ten. Größere Unterschiede als bei den installierten Kapazitäten zeigen 
sich  demgegenüber  in  der  Stromerzeugung  aus  den  verschiedenen 
fossilen  Energieträgern,  wie  in  der  nachfolgenden  Abbildung  25 
































































lässt.  Folglich  lassen  sich  die  Unsicherheiten  bei  der  vereinfachten 
Einsatzmodellierung in der Ausbauplanung durch die Kombination mit 
einer detaillierten Einsatzplanung reduzieren. Somit bietet das Verfah‐
ren  die  Möglichkeit,  den  Kraftwerkseinsatz  für  ein  Zieljahr  zeitlich 
hochaufgelöst zu untersuchen.  
6.1.4 Ideale Länge der Voraussicht 
Bei  der  entworfenen  Einsatzplanung  PERSEUS‐ST  ist  es möglich,  für 
die  einzelnen  Optimierprobleme  einen  Vorausschauzeitraum  unter‐
schiedlicher Länge vorzugeben. Diese Voraussicht  ist von Bedeutung, 
um  einen  optimalen  Kraftwerkseinsatzplan  umsetzen  zu  können. 
Parameter,  die  einer  erhöhten  Unsicherheit  in  der  kurzfristigen 
Zukunft unterliegen,  sind  insbesondere die erwartete  Last  sowie die 
Stromeinspeisung  aus  fluktuierenden  EE.  Unter  der  Kenntnis  dieser 
Parameter optimiert das Modell den Kraftwerks‐ und Speichereinsatz.  
Einschränkungen  ergeben  sich  vor  allem  aus  den  zeitscheibenüber‐
greifenden Restriktionen wie den Speicherständen, Lastwechselkosten 
oder Mindestbetriebs‐ und Stillstandszeiten. Daher sollte ein längerer 
Vorausschauzeitraum  einen  kostengünstigeren  Betrieb  erlauben  als 
ein kürzerer Voraussichtszeitraum.  
Nachfolgend  wird  das Modell mehrmals  eingesetzt,  jeweils mit  zu‐
nehmender  vorgegebener  Länge  der Voraussicht.  Es wird  dabei  der 
Zeitraum der Vorausschau  im Bereich  von 0 bis 72 Stunden variiert. 
Eine Voraussicht über 72 Stunden hinaus bringt aus mehreren Grün‐
den  keinen Mehrwert.  So  ist  nicht  von  einer  längeren  Voraussicht 
ohne  signifikante Prognosefehler  auszugehen. Bezüglich der  Einsatz‐








den Betrieb optimieren,  jedoch  ist ein derartiger Einsatz  in der Praxis 
gar nicht oder nur sehr selten zu erwarten. Langzeitspeichersysteme 
sind  aufgrund  der  Modellierung  weniger  stark  von  der  Länge  der 
Voraussicht betroffen, da sie das Zielprodukt über die Systemgrenzen 
führen  und  ihr  Speicherstand  somit  keinen  Restriktionen  unterliegt. 









bezogen  auf  die  Stromerzeugung  der  thermischen  Kraftwerke  ohne 
Voraussicht  und  zum  anderen  die  Abweichung  der  Stromerzeugung 
der  EE  bei  variierender Voraussichtslänge bezogen  auf  die  Stromer‐
zeugung der EE ohne Voraussicht. Hinsichtlich des Kraftwerkseinsatzes 
erlaubt die zunehmende Länge der Voraussicht eine leichte Reduktion 


















































zu  reduzieren,  und  die  Stromerzeugung  der  EE  um  ca.  0,35  %  zu 





deutlich  ansteigt  aufgrund  der  Steigerung  der  Problemgröße 
(Abbildung 26).  In der Abbildung  ist auch die auftretende Bandbreite 
der Rechenzeit für die einzelnen Modelle zu sehen. Die Parameterkon‐
figuration  jedes  einzelnen  Problems  hat  demnach  einen  deutlichen 
Einfluss auf die erforderliche Lösungszeit. Die 84 Rechnungen  für die 
zwölf  Wochen  wurden  auf  der  gleichen  Rechnerkonfiguration  mit 





In  der  Einsatzplanung  können  über  die  deutlich  erhöhte  zeitliche 
Auflösung  hinaus,  auch  gemischt‐ganzzahlige  Restriktionen,  also 
insbesondere  Mindestlasten,  Mindestbetriebs‐  und  Stillstandszeiten 
sowie  Teillastwirkungsgrade  berücksichtigt  werden.  Hierdurch  wird 
die  Flexibilität  der  thermischen  Kraftwerke  eingeschränkt.  Um  den 


















27  für  einen Analysezeitraum  von  zwölf Wochen  gegenübergestellt. 
Wie  schon  in  Kapitel  6.1.4,  zeigt  die  linke  Abbildung  zum  einen  die 
Abweichung  der  Stromerzeugung  der  thermischen  Kraftwerke  bei 
variierender Voraussichtslänge bezogen  auf die  Stromerzeugung der 
thermischen  Kraftwerke  ohne  Voraussicht  und  zum  anderen  die 
Abweichung  der  Stromerzeugung  der  EE  bei  variierender  Voraus‐
sichtslänge bezogen auf die Stromerzeugung der EE ohne Voraussicht. 
Erkennbar steigt mit zunehmender Berücksichtigung weiterer Restrik‐
tionen  der  thermische  Kraftwerkseinsatz  um  bis  zu  ca.  1,7  %  an, 
während der Anteil der EE um maximal ca. 0,27 % absinkt. Die verrin‐
gerte EE‐Integration lässt sich daher mit zunehmenden Inflexibilitäten 



















Der  Unterschied  im  Kraftwerkseinsatz  zwischen  den  verschiedenen 
betrachteten Varianten  ist  jedoch vor dem Hintergrund der zugebau‐
ten Kraftwerkstypen zu interpretieren. So besteht der Kraftwerkspark 
in  den  verschiedenen  Modellen  im  Zieljahr  2050  zu  einem  hohen 
Anteil  aus  schnellstartfähigen  und  regelbaren  Gaskraftwerken,  bei 
denen  insbesondere die  ganzzahligen Restriktionen nur einen  gerin‐
gen Einfluss haben. Der Unterschied  im Betrieb der Kraftwerke kann 
jedoch  gerade  regional  einen deutlichen  Effekt  ausüben und  sich  in 
veränderten Elektrizitätsflüssen niederschlagen. 
Die Berücksichtigung zusätzlicher Restriktionen kann eine zunehmen‐
de Genauigkeit  der Modellierung  gewährleisten. Unter  Berücksichti‐
gung  der  in  diesem  Kapitel  dargestellten  Beobachtungen  wird  die 























































der  in  einem  iterativen  Verfahren  eine  Standortvorauswahl  für  die 
Speichersysteme  trifft.  Hierdurch  kann  ein  Fehler  auftreten,  da  im 
ersten  Schritt  Standorte  aus  der  Lösung  ausgeschlossen  werden 







verteilt.  Anschließend  werden  aus  der  Lösung  der  Einsatzplanung 
jeweils 50 bis 100 Standorte mit der höchsten Volllaststundenanzahl 
ausgewählt.   Die gefundenen Standorte sind  in Abbildung 28 auf der 





te  von  PtG‐Anlagen  eine  sehr  gute  Abschätzung  liefert.  Hierdurch 
können  19  von  20  frei  gefundenen  Standorten  identifiziert werden. 
Der  nicht  identifizierte  Standort  wurde  in  der  freien Wahl  nur mit 
knapp  1 MW  ausgebaut  und  kann  daher  vernachlässigt  werden. 
Demgegenüber  zeigte  sich  bei  der  Vorauswahl  der  Standorte  für 




reichend.  Hierdurch  konnten  lediglich  22  von  42  frei  gewählten 
Standorten erfasst werden. Erhöht man die Anzahl der vorausgewähl‐
ten Standorte auf 100 Standorte können 33 Standorte erfasst werden. 
Die  nicht  erfassten  Standorte  wurden  in  der  freien  Modellversion 
jeweils mit weniger als 10 MW ausgebaut, bis auf die beiden  rechts 
rot  umkreisten  Standorte.  Insgesamt  werden  rund  6  %  der  in  der 
freien  Zubauvariante  insgesamt  zugebauten  Speicherleistung  durch 
die Methode nicht erfasst. Da die Standorte die Regionen der Zubau‐
ten gut treffen, liegt der verbleibende Fehler zumeist in der Wahl des 













Das  folgende  Kapitel  beschreibt  die  mit  dem  Modell  berechnete 
Entwicklung  des  deutschen  Energiesystems.  In  den  Unterkapiteln 
werden die Kapazitätsentwicklung, die Einsatzplanung der Kraftwerke, 
auftretende  Netzengpässe  und  der  Einsatz  der  Elektrolyseure  be‐
schrieben.  Die  Unsicherheiten  der  das  Ergebnis  beeinflussenden 
Parameter werden im nachfolgenden Kapitel 6.3 adressiert. 
6.2.1 Kraftwerks‐ und Speicherpark 
Das Modell  PERSEUS‐LT  berechnet  unter  Berücksichtigung  von  Ein‐
satzrestriktionen  die  langfristige  Entwicklung  des  deutschen  Kraft‐
werks‐  und  Speicherparks  bis  zum  Jahr  2050. Mit  der myopischen 
Voraussicht werden jeweils einzelne Perioden im 10 Jahres‐Abstand (8 



















ren  Volllaststunden  ist  eine  höhere  installierte  Leistung  erforderlich 
um  eine definierte Menge  Elektrizität  zu  erzeugen.  Konträr  zur  Ent‐
wicklung der Kapazitäten der EE verläuft die Entwicklung der thermi‐
schen  Kraftwerkskapazitäten. Deren  Anteil  am  Kraftwerkspark  redu‐
ziert  sich bis  2050  auf  rund  54 GW.  Steuerbare  Kraftwerkskapazität 
wird dann zusätzlich von Biomassekraftwerken mit rund 10 GW, sowie 
von Geothermiekraftwerken mit rund 3 GW, sowie den bestehenden 
Pumpwasserspeicher‐  und  Laufwasserkraftwerken  mit  rund  11  GW 











































Abbildung  30  zeigt  auf, wann  im Modell  endogen  thermische  Kraft‐
werke,  Kurzzeitspeichersysteme  und  PtG‐Anlagen  zugebaut werden. 






kohlekraftwerke  werden  nur  in  den  Stützjahren  2020  und  2030 
zugebaut mit einer gesamten  Leistung  von  rund 2,5 GW. Erste Gas‐















Abbildung  30  zeigt  neben  den  Zubauentscheidungen  thermischer 
Kraftwerke auch den Zubau an Elektrolyseuren, Batterie‐ und Pump‐
speichern.  Bis  zum  Jahr  2020  findet  kein  Zubau  statt.  Im  Jahr  2030 
werden rund 0,5 GW Elektrolyseure  installiert, bis hin zum Jahr 2050 





von  rund 0,6 GW. Ein deutlicher Zubau erfolgt  in 2050 mit  rund 5,5 
GW.  Die  dem  System  ebenfalls  als  Zubauoption  bereitgestellten 






























Die  vollständige Optimierung  des  Kraftwerkseinsatzes  in  stündlicher 




tungsjahr  dargestellt.  Es  lässt  sich  beobachten,  dass  die  klassischen 




Um  den  Kraftwerks‐  und  Speichereinsatz  genauer  zu  analysieren, 
werden  im  Folgenden  einzelne  ausgewählte  Wochen  genauer 
betrachtet. Die nachfolgenden beiden Abbildungen (Abbildung 32 und 
Abbildung 33)    zeigen, ergänzend  zu der vorangestellten Darstellung 
für  ein  ganzes  Jahr,  für  jeweils  eine  ausgewählte  Winter‐  und 
Sommerwoche  den  Betrieb  des  thermischen  Kraftwerksparks,  der 
Speicher,  der  nicht  fluktuierenden  und  der  fluktuierenden  EE,  den 




































dass  eine  durch  thermische  Kraftwerke  zu  deckende  Residuallast 
verbleibt.  So  verbleibt  in weiten Teilen der betrachteten Woche ein 
durchgehendes  Einsatzband  für  die  Braunkohlekraftwerke.  Dagegen 
werden Biomassekraftwerke, Steinkohlekraftwerke und  insbesondere 
Gaskraftwerke  flexibel  betrieben.  Erkennbar  sind,  besonders  am 
Anfang der betrachteten Wochen, auch die Einschränkungen, die sich 
aus den must‐run Restriktionen der KWK ergeben. Hier übersteigt die 
Leistung  der  EE  die  Last,  dennoch  werden  thermische  Kraftwerke 
betrieben, um die vorgegebene Wärmenachfrage zu bedienen. 
In  den  betrachteten  Sommerwochen  (Abbildung  33)  stellt  sich  ein 
deutlich  anderes  Bild  des  Kraftwerksbetriebes  ein. Offensichtlich  ist 
die stärkere Relevanz der PV. Durch deren Einspeisung, in Kombinati‐
on mit der Windeinspeisung wird das Betriebsband der Braunkohleer‐
zeugung  wiederholt  unterbrochen,  so  dass  eine  deutlich  höhere 
Anzahl  an  Schaltvorgängen  resultiert.  Benötigte  Erzeugungsspitzen 



















































erten Kraftwerken  zu  sehen. Der Anteil der  Steinkohlekraftwerke an 
der Stromversorgung sinkt auf langfristig nur 3 %, der der Braunkohle‐

































kraftwerke  auf  4  %.  Anders  verhält  es  sich  bei  den  gasgefeuerten 




Die  Entwicklung  der  Volllaststunden  der  thermischen  Kraftwerke  im 
Zeitverlauf beschreibt Abbildung 35. Es lässt sich bei allen thermischen 















































und  GuD‐Kraftwerken.  Beide  Kraftwerkstypen  verzeichnen  einen 
Rückgang  der  Volllaststunden  im  Zeitverlauf.  Allerdings  gehen  die 
Volllaststunden  der  GuD  von  gut  4.000  h  auf  gut  2.000  h  zurück, 
während  die  Volllaststunden  der GT  von  über  1.000  h  pro  Jahr  auf 
knapp unter 1.000 h fallen.  
Abbildung  35  zeigt  für  die  verschiedenen  betrachteten  Speichersys‐
teme  die  Entwicklung  der  durchschnittlichen  Volllaststunden  auf. 
Hierbei werden Ein‐ und Ausspeicherung durch zwei Prozesse dersel‐
ben Anlage zusammengefasst  ‐ daher ergeben sich höhere Werte als 
bei  der  Angabe  von  Zyklen.  Hinsichtlich  der  Entwicklung  bei  den 





























Einsatz beobachten.  Ihre Volllaststunden steigen auf  rund 2.200 h  in 
2050. Demgegenüber  lassen sich bei den Batteriespeichern zunächst 
deutlich höhere Werte von rund 4.000 h im Jahr 2030 beobachten, die 
im Zeitverlauf auf  rund 2.900 h  sinken. Der  zunächst höhere Einsatz 
der Batteriespeicher  lässt sich dadurch erklären, dass diese zunächst 
in  den  Regionen  zugebaut werden, wo  der  höchste Bedarf  besteht. 
Dadurch sind sie gegenüber den Pumpspeicherkraftwerken im Vorteil, 
da  diese  nicht  an  allen  Standorten  verfügbar  sind.  Im  Zeitverlauf 
werden  auch  weniger  günstige  Standorte  erschlossen,  so  dass  der 
durchschnittliche Einsatz der Batteriespeicher  sich denen der Pump‐
speicher annähert. Der Einsatz der PtG‐Anlagen lässt eine kontinuierli‐





ten der  Stromerzeugung  steigt  im  Zeitverlauf  zunächst  deutlich und 
dann nur noch geringfügig an. Die Preise steigen von zunächst rund 44 
€/MWh  in 2012 auf rund 56 €/MWh  im Jahr 2020 und 65 €/MWh  in 
2030. Bis zum Jahr 2050 (2040) ist dann nur noch eine geringe Steige‐
rung  auf  rund  69 €/MWh  (67  €/MWh)  zu beobachten. Auf die  Ent‐
wicklung  der  Grenzkosten  wirken  im  Wesentlichen  zwei  einander 
entgegengesetzte  Trends.  Zum  einen  bedingt  die  Steigerung  der 
Primärenergieträgerpreise  und  Zertifikatspreise  steigende  Grenzkos‐
ten der thermischen Kraftwerke. Zum anderen steigt der Anteil der EE, 
die mit  vernachlässigbaren Grenzkosten Elektrizität produzieren. Die 












und die Anzahl der Engpasssituationen  steigt  im  Zeitverlauf deutlich 
an.  Erkennbar  treten die  Engpässe  vor  allem  im Bereich  südlich der 
Wind‐Offshore‐Einspeisung  der  Nordsee  auf,  sowie  ebenfalls  zu 





Knotenpreise,  wie  in  Abbildung  37  dargestellt.  Deutlich  lassen  sich 
Zonen erkennen,  in denen der  jeweils  gleiche Preis  vorherrscht und 
die Trennung der Preiszonen findet an den in Abbildung 36 gezeigten 















Die  Knotenpreise  liefern  auch  einen  entscheidenden  Beitrag  zur 
Erklärung  der  Orte  der  zugebauten  Kraftwerke  und  Speicher.  Spei‐
chersysteme werden zu einem großen Teil nördlich der auftretenden 
Engpässe gebaut. In Abbildung 38 wird die Verteilung der thermischen 
Kraftwerke  und  der  PtG‐Anlagen  geographisch  dargestellt.  Die  linke 
Seite der Abbildung   zeigt, dass der Kapazitätszubau der PtG‐Anlagen 























Die  rechte Seite zeigt die  installierte Leistung der  thermischen Kraft‐
werke  in  2050.  Erkennbar  wurden  keine  neuen  Kohlekraftwerke 
gebaut,  ein  Zubau  von Braunkohlekraftwerken erfolgte  in den deut‐
schen  Braunkohleabbaugebieten.  Der  Zubau  von  Gaskraftwerken 
erfolgte zum einen südlich direkt unterhalb der später in Kapitel 6.2.3 
genauer  beschriebenen  Leitungsengpässe  und  zum  anderen  in  Süd‐
deutschland.  
Die beiden Abbildungen verdeutlichen auch einen Technologieunter‐
schied  der  betrachteten  Speichersysteme.  So  werden  die  Batterie‐
speicher  tendenziell  südlicher  als  die  Elektrolyseure  zugebaut.  Bei 
einem  Batterie‐  oder  Pumpspeicher  sind  die  Elektrizitätsaufnahme 
und  die  anschließende  Abnahme  stets  am  gleichen  Ort  installiert. 
Dagegen stellt die PtG‐Technologie ein zweigeteiltes, räumlich trenn‐
bares  System  dar.  So  kann  die  Elektrizitätsaufnahme  im  Norden 
erfolgen,  während  der  Prozess  der  Rückeinspeisung,  der  typischer‐
























gelten  Anteile  sind  eher  gering  und  steigen  im  Zeitverlauf  an.  Die 
höchste Abregelung findet im Jahr 2040 statt. Hier werden rund 4,5 % 
der Onshore‐Windenergie, 7,9 % der Offshore‐Windenergie und 4,6 % 
der  Photovoltaik  abgeregelt.  Aufgrund  der  vermehrten  Integration 
von Speichersystemen  sinkt die Abregelung von 2040 von  insgesamt 
rund 5,5 % auf 4,8 %  in 2050. Die nicht‐fluktuierenden EE (Biomasse, 
















































Im  Zeitverlauf  lässt  sich  ein  deutlicher  Rückgang  der  Emissionen 
beobachten. Insbesondere die hohen Emissionen aus der Braunkohle‐
und Steinkohleverstromung nehmen stark ab. Die Emissionen aus dem 
Einsatz  von  Erdgas  bleiben  dagegen  konstant  oder  nehmen  sogar 
leicht zu. Im Modell stellen sich somit im Vergleich zu den beobachte‐




jahr  2012  mit  gut  23  TWh  deutliche  Auswirkungen  auf  die  CO2‐
Emissionen hat [198]. Zweitens  liegen die  im Modell angenommenen 
























beobachteten  Fahrweise,  die  weiteren  Restriktionen  unterliegt,  ein 
deutlich verminderter Einsatz abzeichnet. Die Korrektur dieser  in die 
gleiche  Richtung  wirkenden  Tendenzen  ließe  eine  deutliche  Anglei‐
chung von Modellergebnissen und Realdaten erwarten. Mit Emissio‐





den  bereits  oben  betrachteten  beiden  Wochen  im  Jahr  2050.  Als 
Kurzzeitspeicher  werden  hier  Batteriespeicher  und  Pumpspeicher 
aggregiert  betrachtet.  In  diesem  Jahr  ist  der  Anteil  der  EE  und  der 













Erkennbar  ist  in  der  Sommerwoche  ein  lang  andauernder 




werden  und  trotzdem  abgeregelt  werden  müssen.  Ebenfalls 
erkennbar  ist  ein  flexibler  Betrieb  der  Elektrolyseure.  Die  Anlagen 
zeigen  eine  hohe  Variation  des  Betriebszustandes.  Demgegenüber 
werden  die  Kurzzeitspeicher  bevorzugt  eingesetzt  und  zeigen  einen 
stetigen Wechsel aus Ein‐ und Ausspeicherung. Elektrolyseure werden 
eingesetzt, wenn mehr  Energie  zur  Verfügung  steht  als  nachgefragt 
wird  und  diese  sich  auch  nicht mehr  über  Kurzzeitspeicher  in  das 
Energiesystem  integrieren  lässt.  Die  Analyse  zeigt  weiter,  dass  der 
Betrieb der Kurzzeitspeicher zukünftig keinen klaren Rhythmen mehr 
(beziehungsweise  neuen  Rhythmen)  unterworfen  ist.  Durch  die 
zunehmende Bedeutung der fluktuierenden Einspeisung der EE nimmt 
einerseits die Bedeutung der Speicherfüllung während der Niedriglast 
in  der  Nacht  ab,  andererseits  sorgt  die  regelmäßig  auftretende 





























den  Mittagsstunden.  Die  Residuallast  wird  zur  bestimmenden 
Einflussgröße,  die  aufgrund  der  Einspeisung  der  flukuierenden  EE 
zukünftig  einen  sehr  variableren  Verlauf  annimmt.  Auch  nachts 
kommt  es,  wenn  auch  nur  gelegentlich,  zur  Bereitstellung  von 
Leistung  der  Kurzzeitspeicher. Am  häufigsten  eingesetzt werden  die 
Kurzzeitspeicher  zur  Leistungsbereitstellung  jedoch  in  den Morgen‐ 
oder Abendstunden, wobei auch eine Erzeugung in beiden Zeiträumen 






























































‐  in  dieser  Zeit wird  aber  kumuliert  nur  ein  Fünftel  der  Elektrizität 
aufgenommen. Um also die fluktuierenden EE zu weiten Teilen in das 










































eingesetzt.  Über  den  PtG‐Weg  könnte  also  knapp  die  Hälfte  des 
Erdgaseinsatzes  substituiert  werden.  Nimmt  man  eine  vollständige 
Rückverstromung  des  erzeugten Wasserstoffes  an,  und  weiter  den 
durchschnittlichen  Wirkungsgrad  der  gasgefeuerten  Kraftwerke  im 
Jahr 2050 von 55 %,  so  lassen  sich die durch den Ersatz von Erdgas 
vermeidbaren CO2‐Emissionen berechnen. Ab dem  Jahr 2040  (2030) 
wird mit knapp 4 Mio. t (0,3 Mio. t) und im Jahr 2050 mit gut 9 Mio. t 
eine  signifikante Minderung  erzielt,  so  dass  die  in  Kapitel  6.2.4  be‐
schriebenen Ziele übererfüllt werden können.  
Um  die  Auswirkungen,  die  die  PtG‐Technologie  auf  die  bestehende 
Gasinfrastruktur  ausübt,  abzuschätzen,  wird  in  Abbildung  44  der 
Speicherfüllstand eines hypothetischen Speichers,  in den alle vorhan‐
denen PtG‐Anlagen einspeisen, dargestellt. Hierbei wird  jeweils eine 
konstante Entnahmerate  angenommen. Diese  ist  so bemessen, dass 
der  Speicherstand  am  Ende  des  Betrachtungsjahres  dem  Speicher‐
stand  am  Anfang  entspricht  und  der  Speicherstand  zu  keinem  Zeit‐
punkt  negativ  wird.  Hierdurch  lässt  sich  abschätzen,  wie  hoch  die 
maximale zusätzliche Beladung der Gasinfrastruktur mit Gas aus PtG 
Anlagen über das  Jahr wäre. Es  zeigt  sich, dass  zu keinem Zeitpunkt 
ein  Speichervolumen  mit  einem  Energieäquivalent  von  mehr  als  5 










Die  aus  einer  reinen  Betrachtung  des  Elektrizitätssystems  heraus 





Diesen  Standorten  werden  vergleichend  die  im  NEP‐Gas  2013  als 
vorteilhaft  identifizierten  Standorte  auf  der  rechten  Seite der Abbil‐
dung  gegenübergestellt.  Die  im  NEP‐Gas  angewendete  Auswahlme‐
thode wird nicht näher beschrieben. Es wird lediglich angegeben, dass 
die Parameter Aufkommensquellen  für Strom und kohlenstoffhaltige 
Gase,  das  elektrische Übertragungsnetz  sowie  das Gastransportnetz 
miteinander  verschnitten  werden.  Darauf  aufbauend  werden  drei 
nördliche  Regionen  als  besonders  vorteilhaft  identifiziert.  Zwei  auf‐
grund ihrer Entfernung zu den windreichen Standorten benachteiligte 




























Aufgrund  der  knappen  Angaben  im  NEP‐Gas  sind  genaue  Angaben 




noch  nicht  die  Stromnetzausbaumaßnahmen  berücksichtigt.  Die 
Herausforderungen  bei  der  Bewertung  der  identifizierten  Standorte 
aus Sicht der Elektrizitätsversorgung werden in Kapitel 7.2 diskutiert. 
6.3 Szenariorechnungen 




systems  zu  gewinnen.  Hier  soll  eine  vergleichende  Szenarioanalyse 
durchgeführt werden mit  dem  Ziel, weitergehende  Schlussfolgerun‐





Entscheidungen  sollen  hierbei  verstanden  werden  als Maßnahmen, 
die sich über einen weiten Unsicherheitsbereich der Einflussfaktoren 




der  thermischen  Kraftwerke  und  der  Speicherkraftwerke  für  alle 





































1,7  GW  (2,3  GW)  mehr  Batteriespeicherleistung.  Die  zusätzlichen 






den  thermischen  Kraftwerkskapazitäten  zeigt  sich  ein  nur  geringer 
Unterschied. So ist in 2040 geringfügig (20 MW) weniger Braunkohle‐
leistung  installiert. Diese Differenz bleibt auch  in 2050 bestehen. Bei 
den Gaskraftwerken  ist  in  2040  ein Unterschied  von  rund  750 MW 
weniger installierter Leistung zu beobachten. In 2050 sind jedoch rund 
250 MW mehr  Leistung  installiert.  Ansonsten  zeigt  sich  eine  recht 
vergleichbare  Entwicklung  der  thermischen  Kraftwerkskapazitäten 
bezüglich der  insgesamt  installierten Leistung. Hinsichtlich der  instal‐
lierten Speicherleistung  lassen  sich  jedoch wesentliche Unterschiede 
feststellen. In den späteren Stützjahren 2040 und 2050 fällt vor allem 
auf, dass weniger PtG‐ und Batteriespeicher zugebaut werden als  im 
Referenzszenario.  Dem  verminderten  Ausbau  der  Batteriespeicher 
steht  allerdings  ein  verstärkter  Zubau  an  Pumpspeicherkraftwerken 
gegenüber. So werden  in 2030 rund 300 MW an Pumpspeicherkraft‐
werken  zugebaut und  im  Jahr 2040 weitere 2 GW. Dies verdeutlicht 
die  zunehmende Bedeutung des Standortes und  somit der Netzrest‐











Im  Szenario  D  stehen  dem Modell  zur  Abbildung  von  Lastmanage‐
mentmaßnahmen an allen Knoten  installierte Kurzzeitspeicher, wie in 
5.4.5 beschrieben, zur Verfügung.  Jedoch haben diese auf die  instal‐
lierten  Leistungen  der  thermischen  Kraftwerke  einen  nur  geringen 
Einfluss.  So  werden  bis  zum  Jahr  2030  insgesamt  rund  180  MW 
zusätzliche  Leistung  an Braunkohlekraftwerken  zugebaut. Dem  steht 
eine geringere Leistung an Gaskraftwerken von rund 260 MW gegen‐
über.  Die  verbleibende  Differenz  erklärt  sich  mit  dem  Beitrag  der 
Lastverschiebemaßnahmen zur Reduzierung der benötigten gesicher‐





Die Verdoppelung  der  Investitionen  für  PtG‐Anlagen  im  Szenario  E1 
bedingt einen deutlichen Rückgang der  installierten Kapazität dieser 
Anlagen. Interessanterweise sinkt jedoch zugleich auch die installierte 

















kapazität auf  rund 12 GW  in 2050. Gleichzeitig bleibt die  installierte 
PtG‐Leistung auf einem den Szenarien A und B vergleichbaren Niveau, 
mit 1‐2 GW weniger installierter Leistung. Zusätzlich werden rund 150 
MW  Pumpspeicherkraftwerke  zugebaut.  Die  zusätzlichen  Batterie‐
speicher  können  rund  1 GW  gasgefeuerte  Kraftwerke  ersetzen.  Die 
installierte  Braunkohleleistung  ist  im  Zieljahr  2050  rund  190  MW 
geringer.  
Im  Szenario  F1 wird  ein  konstant  niedriger  CO2‐Preis  angenommen. 
Diese  Veränderung  bewirkt  einen  deutlichen  Unterschied  bei  der 
installierten  Leistungen  der  thermischen  Kraftwerke.  Die  insgesamt 
installierte Kapazität bleibt weitgehend gleich, da sie durch die vorzu‐
haltende  gesicherte  Leistung  bestimmt  wird.  Allerdings  findet  eine 
Verschiebung von gasbefeuerten Kraftwerken (3,3 GW) zu Braunkoh‐
lekraftwerken  (3,7 GW)  statt. Die  insgesamt  günstigere  Stromerzeu‐
gung  in  thermischen  Kraftwerken  reduziert  den  Bedarf  an  Batterie‐
speichern um 1,7 GW. Dazu werden 300 MW  zusätzliche Pumpspei‐
cherkraftwerke errichtet. 




(1,3 GW)  statt. Aufgrund der  höheren  Produktionskosten  in  thermi‐
schen Kraftwerken  findet  zusätzlich ein  verstärkter Batteriespeicher‐









In  Abbildung  47  ist  die  Abweichung  in  der  Stromerzeugung  in  den 
verschiedenen  Szenarien  im  Vergleich  zum  Referenzszenario  darge‐


























































anlagen  verstärkt  abgeregelt werden.  Im  Szenario  E2  zeigt  sich  nur 
eine  geringe  Veränderung  gegenüber  dem  Referenzszenario.  Die 
fehlende Erzeugung der Batteriespeicher wird durch einen verstärkten 




Die  deutlichsten Unterschiede  im  Kraftwerkseinsatz  gegenüber  dem 
Referenzszenario  zeigen  die  Szenarien  F1  und  F2.  Im  Szenario  F1 
werden deutlich mehr kohlegefeuerte Kraftwerke eingesetzt aufgrund 












Die  Szenarien  B  und  D  zeigen  einem  dem  Referenzszenario  sehr 







Diese  Entwicklung  ist  verständlich,  da  die  thermischen  Kraftwerke 
einen wesentlichen Einfluss auf die Grenzkosten haben. Sinken deren 











































C,  welches  das  vollständige  Zielnetz  des  NEP  2014  enthält,  kann 
dagegen bis zu 75 % der auftretenden Engpässe im Jahr 2050 vermei‐
den  (65 %  in 2040). Bis auf wenige Einzelleitungen mit  lokalen Effek‐
ten sind in diesem Szenario keine Engpässe mehr zu erwarten. In 2040 
kann  der  Bedarf  an  Elektrolyseur‐  und  Speicherleistung  drastisch 
reduziert werden.  In 2050  führen die zeitliche Diskrepanz von Erzeu‐








ist  der  flexibleren  Verteilung  der  Gaskraftwerke  gegenüber  den 
Steinkohle‐  und  Braunkohlekraftwerken  geschuldet. Daher  lässt  sich 



































ren  Szenarien  liegt die Abregelung  auf einem dem Referenzszenario 
vergleichbaren Niveau.  Besonders  im  Szenario  E1  führen  die  hohen 
Investitionen für PtG‐Anlagen und die resultierenden niedrigen instal‐







schen  Gründen  heraus  sind  die  Investitionen  in  diese  zusätzlichen 
Speicher jedoch nicht empfehlenswert. Der Netzausbau des Szenarios 
C  erlaubt  es  bei  nur  geringen  installierten  Leistungen  der  Speicher, 








Die  in den  verschiedenen  Szenarien  resultierenden Emissionen  zeigt 
Abbildung  51.  Für  die  meisten  Szenarien  zeigen  sich  nur  geringe 
Abweichungen  gegenüber  dem  Referenzszenario.  Stärkere  Abwei‐
chungen ergeben sich  insbesondere  im  Jahr 2040  im Szenario C. Die 
vorhandenen Engpässe  im Referenzszenario  verhindern  folglich eine 













































































Besonders  hohe  Betriebszeiten  der  Batteriespeicher  stellen  sich 
insbesondere in den Szenarien E1, E3 und F1 ein. In den Szenarien E1 
und  E2  sind  PtG‐Anlagen  nur  in  geringem Maße  installiert,  woraus 
eine verstärkte Nutzung der Batteriespeicher resultiert. Die Einsatzzei‐
ten  der  Speicher,  die  das  DSM  abbilden,  erreichen  im  Szenario  D 
vergleichbar geringe Einsatzzeiten, die im Jahr 2040 rund 1670 h und 
im  Jahr 2050  rund 1450 h erreichen. Die Verteilung gemäß der  Last 
bedingt eine ungünstige Verteilung, die  ihre Nutzung gegenüber der 





























Die  Szenarien B, D, E2 bis  F2  zeigen dem Referenzszenario ähnliche 




des höheren Netzausbauzustandes  erst  in 2050  signifikante  Leistun‐




























In  diesem  Kapitel werden  zunächst  die  Schlussfolgerungen  aus  den 





Die    Ergebnisse  zeigen, dass das entwickelte Verfahren  geeignet  ist, 







nenen  Erkenntnisse  zur  Entwicklung  des  Elektrizitätssystems  und 





Zukunft  ein  erheblicher  Bedarf  an  thermischer  Erzeugungskapazität 
verbleibt.  Dieser  wird  zukünftig  vorwiegend  durch  gasgefeuerte 









kostenminimierenden  Aspekten  nicht modellendogen  zugebaut.  Die 
thermischen  Kraftwerke werden weiterhin  zur  Vorhaltung  der  gesi‐
cherten  Leistung  benötigt.  Allerdings  sinken  ihre  Volllaststunden 
deutlich  auf  rund  4.500  Stunden  für  Braunkohlekraftwerke,  rund 
2.000  Stunden  für  Steinkohlekraftwerke  und  gasgefeuerte  GuD‐
Kraftwerke und knapp 1.000 Stunden für Gasturbinen. Die Kraftwerke 
sind  folglich  zukünftig  durch  eine  deutlich  flexiblere  Betriebsweise 
gekennzeichnet,  wodurch  die  klassische  Dauerbetriebsweise  der 




tung  dieser  ab  dem  Stützjahr  2040  mit  noch  einem  deutlicheren 
Anstieg in 2050, bei dann entsprechend hohen EE‐Anteilen von bis zu 
über  80 %  der  Stromerzeugung.  Der  Bedarf  an  Langzeitspeichern 





gende Windeinspeisung,  insbesondere  auch  der Offshore‐Windkraft, 
erfolgt. Die Speicher werden dabei nördlich der auftretenden Engpäs‐
se  im Übertragungsnetz platziert. Unter Berücksichtigung der beste‐









(gegenüber  rund 0,5 %  im  Jahr 2020). Die Analyse des Betriebs der 
Speichersysteme  zeigt,  dass  insbesondere  lange  Betriebsphasen  der 




produzierten  Wasserstoffmengen  zu  erkennen,  dass  rein  bilanziell 
ungefähr  die  Hälfte  des  Erdgasbedarfs  zur  Stromerzeugung  ersetzt 




und  Speicherparks,  die  Emissionsminderungsziele  erfüllt  werden 
können.  Bezieht man  eine  bilanzielle  Rückverstromung  des Wasser‐
stoffs aus der PtG Technologie mit ein, also den Ersatz konventionel‐
len  Erdgases  durch Wasserstoff,  so  kann  sogar  eine  umfassendere 
Minderung um  rund 9 Mio.  t CO2  im  Jahr 2050 erreicht werden. Die 
aus  einer  reinen  Betrachtung  des  Elektrizitätssystems  erfolgende 
Platzierung der  Standorte der PtG‐Anlagen  im Nordwesten Deutsch‐
lands  lässt  eine  gute  Integrationsmöglichkeit  in  das  bestehende 
Erdgasnetz möglich erscheinen. 
7.1.2 Sensitivitätsuntersuchungen 
In  mehreren  Szenarien  wird  der  Einfluss  der  mit  Unsicherheiten 
behafteten Parameter auf das Ergebnis untersucht. Die Einflüsse der 







Abregelung  von  2,5  %  der  fluktuierenden  EE  löst  einen  erhöhten 
Speicherbedarf  aus.  So  werden  bei  der  Vorgabe  einer  maximalen 
Abregelung  deutlich  höhere  Leistungen  an  Speicherkapazität  als  im 
Referenzszenario zugebaut. Die erzwungene EE‐Integration führt zwar 
zu  einem  deutlich  höheren  Zubaubedarf  an  Speicherkapazität,  kann 
aber die CO2‐Emissionen der gesamten Stromerzeugung nur geringfü‐
gig reduzieren. Gegenüber der Abregelung stellt die Speicherung der 
über  das  wirtschaftliche  Maß  hinausgehenden  EE‐Integration  im 
Referenzszenario  folglich  die  ökonomisch  ungünstigere  Maßnahme 
dar.  
Es  zeigt  sich,  dass  selbst  eine  Verdopplung  der  Preise  für  die  PtG‐
Anlagen deren Ausbau nur marginal um 380 MW bis 2050 reduzieren 
kann.  So werden  alternativ  deutlich  höhere  Leistungen  an  Batterie‐
speichern von zusätzlich 7,5 GW  in 2040  (6,2 GW  in 2050) benötigt. 
Diese  Untersuchung  veranschaulicht,  dass  sehr  hohe  installierte 
Leistungen an Kurzzeitspeichern notwendig sind, um eine ausreichen‐







einen  relativ  geringen  Einfluss  auf  die  benötigte  thermische  Kraft‐
werkskapazität,  jedoch einen sehr großen Einfluss auf die benötigten 








stärker  ausgebaute  Netz  im  Jahr  2040  eine  höhere  EE‐Integration 
erfolgen,  die  den  Einsatz  der  thermischen  Kraftwerke  und  folglich 
auch  die  CO2‐Emissionen  reduziert.  Dieser  Effekt  schwächt  sich  bis 
2050 wieder ab. Aufgrund der wesentlich, um bis zu 75 %, verminder‐
ten  Engpässe  im Übertragungsnetz werden  in  diesem  Szenario  ver‐
stärkt weiter  südlich  befindliche Pumpspeicheroptionen mit    rund 2 
GW  ausgebaut.  Dies  kennzeichnet  die  zunehmende  Bedeutung  des 
Standorts der Speicher bei der Berücksichtigung von Netzrestriktionen 




zehn  Jahre  nach  hinten  verschoben  werden  und  wird  erst  im  Jahr 
2050  relevant.  Die  Bedeutung  der  Langzeitspeicher  für  die  EE‐
Integration  lässt  sich  auch  bei  einem  stark  ausgebauten  Netz  be‐
obachten, jedoch zeitversetzt. Das stärker ausgebaute Netz hat einen 
preissenkenden Einfluss von circa 10 €/MWh auf die Grenzkosten der 








thermische  Kraftwerksleistung  zur  Vorhaltung  der  gesicherten  Leis‐
tung.  Diese  kann  durch  die  Lastverschiebung  in  geringem  Umfang 
reduziert werden. Bezogen auf die Grenzkosten der Stromerzeugung 





Die Variationen der  Speicherpreise  zeigen direkte Auswirkungen  auf 
die modellendogen zugebauten Leistungen der Langzeit‐ und Kurzzeit‐
speichersysteme.  Werden  die  angenommenen  Preise  drastisch  er‐
höht, so sinken auch die installierten Leistungen deutlich ab. Lediglich 
bei einer erzwungenen EE‐Integration erfolgt noch ein nennenswerter 
Ausbau  der  Speichersysteme mit  erhöhten  Preisen.  Eine  Verdoppe‐
lung  der  Batteriespeicherpreise  bewirkt  einen  anteiligen  Ersatz  von 







Einfluss  sowohl  auf  die  thermischen  Kraftwerke  als  auch  auf  die 
Speicher.  Höhere  Zertifikatepreise  lassen  Speicher  früher  und  in 
größerem  Umfang  wirtschaftlich  werden.  Die  Auswirkungen  der 
Zertifikatepreise zeigen sich auch deutlich bei den CO2‐Emissionen. So 
werden  bei  günstigen  Zertifikatepreisen,  aufgrund  des  verstärkten 
Einsatzes von Braunkohle anstelle von Erdgas zur Stromerzeugung, die 
Emissionsminderungsziele um  rund 20 Mio.  t CO2  im  Jahr 2050  ver‐
fehlt.  Selbst wenn die Rückverstromung des  erzeugten Wasserstoffs 













in  einem  zukünftigen  Energiesystem  entwickelt.  Das  entwickelte 
Modell geht in mehreren Punkten über die in der Literatur bestehen‐
den Arbeiten hinaus  (vergleiche Kapitel 3.1.2). Das Modell  ist  in der 
Lage, einen, aufgrund der Einschränkungen des Übertragungsnetzes, 
geographisch  differenzierten  Kraftwerks‐  und  Speicherzubau  vorzu‐
nehmen.  In der Einsatzplanung können die Auswirkungen der fluktu‐
ierenden EE  in hoher  zeitlicher Auflösung und  technische Restriktio‐
nen des Kraftwerkseinsatzes berücksichtigt werden. Hieraus kann ein 
detailliertes Bild von einem künftigen Kraftwerks‐ und Speichereinsatz 
abgeleitet  werden.  Zum  entwickelten  Modellkonzept  lassen  sich 
jedoch mehrere, nachfolgend diskutierte, Kritikpunkte anbringen. 




on  gründlich  diskutiert  und  gelangt  zu  dem  Schluss,  dass wenn  der 
Fokus der Untersuchung auf der Modellierung der Wirkleistungsflüsse 
liegt,  der Gleichstromansatz  gewählt werden  sollte,  da  er  eine  gute 
Abschätzung  dieser  liefert.  Aus  diesem  Grund  stellt  der  gewählte 
Ansatz der DC‐Modellierung für diese Arbeit einen guten Kompromiss 
zwischen Detailgrad und Komplexität dar. 
Im  entworfenen Modellkonzept  wird  der  Elektrizitätsaustausch  mit 
den Nachbarländern nicht mitberücksichtigt. Eine fundierte Abbildung 
des zukünftig zu erwartenden Austausches stellt eine wichtige, jedoch 
sehr  komplexe  Aufgabe  dar.  Eine  Fortschreibung  der  historischen 





verworfen werden. Geht man  von  einem weiteren  Zusammenwach‐
sen der europäischen Strommärkte aus, könnte dies in einem zukünf‐









der  Aufnahmekapazität  des  Gasnetzes  ergeben,  nur  eingeschränkt 
berücksichtigt werden. So ist die Aufnahmekapazität des Erdgasnetzes 
von Wasserstoff  auf  einen  geringen  Volumenanteil  beschränkt.  Die 
absolut einspeisbare Menge ist also eine Funktion des Gasflusses und 
müsste in Abhängigkeit von diesem Fluss modelliert werden. Um diese 
Grenze  exakt  vorgeben  zu  können  ist  eine  integrierte  Strom‐  und 
Gasnetzmodellierung erforderlich. Aktuell sind hiermit jedoch erhebli‐
che Herausforderungen verbunden, sowohl bei der Datenlage als auch 
bei  der  Auswahl  einer  geeigneten  Abstraktionsebene  der Modellie‐
rung. Hinsichtlich der Datenlage auf der Gasseite zählen insbesondere 
die  Unsicherheiten  bezüglich  der  Unterscheidung  zwischen  Knoten‐ 
bzw. Kreuzungspunkten der Leitungen, die maximalen Kompressions‐
faktoren, maximale  und  tatsächlich  gefahrene  Druckdifferenzen  auf 
den  Leitungen  sowie  die  Entwicklung  der  nicht‐
elektrizitätssektorgebundenen  Entwicklungen  wie  der  Verlauf  der 
Importe und deren zeitliche Fixierung sowie die Lastprofile. Insgesamt 







ber,  in  Abstimmung  mit  den  Stromnetzbetreibern,  einen  NEP  zu 
entwerfen [50].  




perfekte Voraussicht  (begrenzt auf einen Zeitraum  von  zwei Tagen). 
Diese  Art  der Modellierung  bedingt,  dass  Kraftwerke  und  Speicher 
stets bedarfsoptimiert  zugebaut und eingesetzt werden. Real  vorlie‐
gende  Beschränkungen  und  Schwierigkeiten,  die  den  Ausbau  verzö‐
gern oder gar verhindern können, finden keine Berücksichtigung. Auch 
kann kein strategisches Verhalten der Marktteilnehmer berücksichtigt 
werden.  Es  kann daher davon  ausgegangen werden, dass der Kraft‐
werks‐ und Speicherbedarf tendenziell unterschätzt wird.  
Speziell für das Modell PERSEUS‐NET wurde  in einer Fallstudie unter‐
sucht, wie  sich  ein myopischer  Betrachtungszeithorizont  gegenüber 
einer  perfekten  Voraussicht  auswirkt.  Hierzu  wurden  die  gleichen 
Parameter bzw. Parameterentwicklungen  zwei, bis auf die Modellie‐
rung des Erwartungshorizonts, identischen Modellen vorgegeben und 
die  Ergebnisse  miteinander  verglichen.    Verwendet  wurden  zwei 
Szenarien,  die  sich  durch  die  Veränderung  der  Parameter  über  der 
Zeit unterscheiden. In einem ersten Szenario unterliegen die Parame‐
ter  einer  konstanten  Änderungsrate  während  in  einem  zweiten 
Szenario  ein  plötzlicher  Preisanstieg  der  Emissionszertifikate  ange‐
nommen wird.  Für  das  erste  Szenario  zeigte  sich  eine  geringfügige 
Abweichung in den Ergebnissen, je nach Betrachtungsgröße, zwischen 
0,4  und  1,5 Prozent.  Dagegen  ergab  sich  im  zweiten  Szenario  ein 
signifikant anderes Ergebnis mit Abweichungen von bis zu 21 Prozent 






CO2‐Ausstoßes  eine  hohe  Sensitivität  gegenüber  CO2‐
Zertifikatspreisen aufweisen, zurückzuführen [141].  
Für  langfristige  Untersuchungen  von  Elektrizitätssystemen  stellt  die 
Entwicklung der Nachfrage eine Unsicherheit dar. In den vorangegan‐
genen Untersuchungen wurde  von  einem  leichten  Rückgang  ausge‐
gangen,  aufgrund  der  in  Kapitel  5.6  dargestellten  Einschätzung. 
Jedoch erstreckt sich das politische Ziel, die CO2‐Emissionen Deutsch‐
lands bis zum  Jahre 2050 um 80 % zu  reduzieren, nicht nur auf den 
Stromsektor,  sondern  betrifft  insbesondere  auch  die  Sektoren  Ver‐
kehr, Wärme und  Industrie,  in denen nur eingeschränkte  technische 
Minderungsoptionen  verfügbar  sind,  beziehungsweise  eine  Umstel‐
lung  auf den Energieträger  Elektrizität  erfordern. Hierdurch  ist  auch 
ein Anstieg der elektrischen Nachfrage durch neue Verbraucher wie 
Wärmepumpen, E‐Mobilität und industrielle Prozesse vorstellbar. Eine 




nachfragenden  Sektoren  und  die Auswirkungen  auf  die  elektrischen 
Netze. 
Die dem Übertragungsnetz nachgeordneten  Ebenen der Mittelspan‐
nung  und  der  Verteilnetze werden  in  der  Arbeit  nur  aggregiert  be‐











Anknüpfungspunkte  kurz  skizziert werden.  Diese  bedingen  teilweise 
methodische  Erweiterungen  und  Erschließung  zusätzlicher  Datenba‐
sen.  
Ein wichtiges Untersuchungsgebiet  ist die verstärkte Betrachtung von 
Lastverschiebung.  Die  Flexibilisierung  der  Nachfrage  kann  einen 
wesentlichen  Beitrag  zur  effektiven  Integration  der  EE  leisten.  In 
diesem  Zusammenhang  interessant wäre  eine  vertiefte  Betrachtung 
des  Power‐to‐Heat‐Konzeptes,  also  die  Nutzung  überschüssiger 
elektrischer  Energie  zur  Wärmeerzeugung,  statt  zur  Elektrolyse. 






thodischen  Erweiterungen  hinaus,  weitere  Anknüpfungspunkte 
gegeben, um regionalisierte Einspeiseprofile vorzugeben. Die Auswei‐
tung der Regionalisierung der Einspeisung aus EE erfordert erstens die 
detaillierte  geographisch  differenzierte  Analyse  der  Potentiale  und  
zweitens eine Auswertung  von Wetterdaten der  vergangenen  Jahre. 
Die  Verbesserung  der  Potentialanalysen  ist  ein  kontinuierlicher  Pro‐
zess [204‐206]. Zum anderen besteht die Option, die Einspeisung der 
Erneuerbaren  stochastisch  zu  betrachten.  Die  Möglichkeit  der 




Kombination mit  einem  längeren  Prognosezeitraum  in der  rollieren‐
den Planung  ließe  sich hier darstellen.  In beiden  Fällen  könnte eine 






Kap  5.5  beschrieben,  werden  jedoch  für  die  Zukunft  verschiedene 
Netzverstärkungs‐ und Ausbaumaßnahmen diskutiert. Eine zukünftige 
Fragestellung  ist  daher  der  ökonomische  Vergleich  der  Kraftwerks‐ 
und Speicherausbauoptionen mit dem Netzausbau. Erste Forschungs‐




europäischen  Energiebinnenmarkt  an  Bedeutung  gewinnen  dürfte 
[208]. Neben dem Ausbau der bestehenden Netzkuppelleitungen kann 
in diesem Zusammenhang auch die Bedeutung eines dem bestehen‐
den  Stromtransportsystems  überlagerten  Höchstspannungs‐
Gleichstromnetzes betrachtet werden [183]. Ein weiteres spannendes 
Thema  ist die Validierung des gewählten DC‐Ansatzes durch Prüfung 
mittels  eines  AC‐Ansatzes.  Hierzu  finden  ebenfalls  bereits  erste 
Forschungsarbeiten  statt  [133].  Schwierigkeiten  bereiten  hierbei 















statt.  Es  ergibt  sich  für  das  Elektrizitätssystem die Herausforderung, 
Angebot und Nachfrage sowohl zeitlich als auch räumlich  in Einklang 
zu  bringen, wozu  verschiedene  technische  Optionen  zur  Verfügung 
stehen. Ein  räumlicher Ausgleich kann durch Übertragungsnetze, ein 
zeitlicher  Ausgleich    durch  den  Lastfolgebetrieb  der  steuerbaren 
Kraftwerke, Speichersysteme oder Lastmanagement erfolgen. Um die 
Versorgungssicherheit  zu  gewährleisten,  muss  die  Nachfrage  nach 
Elektrizität auch bei  für Photovoltaik und Windturbinen ungünstigen 
Wetterbedingungen  gedeckt  werden  können.  Zahlreiche  konventio‐
nelle Kraftwerke erreichen bis zum Ende des Betrachtungszeitraumes 




und  Speicherparks  unter  den  gegebenen Randbedingungen. Um  die 
technischen  Möglichkeiten  zum  Ausgleich  von  Last  und  Erzeugung 
bewerten  zu  können,  stellt  sich  die Herausforderung,  sowohl  einen 
langen  Betrachtungshorizont  als  auch  eine  hohe  zeitliche  Auflösung 
abzubilden. Weiter gilt es, der ansteigenden Rolle der fluktuierenden 
EE  und  deren  Auswirkungen  auf  das  konventionelle  Energiesystem 









sichtigt.  Die  Last  und  die  Kraftwerke  werden  dabei  den  räumlich 
verteilten  Netzknoten  zugeordnet.  Ziel  der  Optimierung  ist  die  De‐
ckung  der  systemrelevanten  Ausgaben  unter  Berücksichtigung  der 
anliegenden Last sowie der technischen Restriktionen des Kraftwerks‐ 
und Speichereinsatzes.  
Aufgrund  des  langen  Betrachtungszeitraumes  ist  eine  integrierte 
Lösung  in  stündlicher  Auflösung  nicht  möglich.  Es  werden  daher 
verschiedene  Varianten  zur  zeitlichen  Dekomposition  des  Problems 
herangezogen. Das Teilmodell PERSEUS‐LT ermittelt den  langfristigen 
Kapazitätszubau  unter  Betrachtung  ausgewählter  Stützjahre  mit 
einem  myopischen  Betrachtungsansatz.  Jedes  Stützjahr  wird  als 
einzelnes Problem betrachtet und der  resultierende Kraftwerks‐ und 
Speicherpark  an  das  nachfolgende  Problem  übergeben.  Innerhalb 
eines  Stützjahres werden  zwei  typische Wochen  zur  Repräsentation 
des  Kraftwerkseinsatzes  und  ein  Extremtag  zur  Bestimmung  der 
gesicherten Leistung betrachtet. Das Teilmodell PERSEUS‐ST  löst den 
Kraftwerkseinsatz in stündlicher Auflösung für ein Stützjahr, indem auf 
Basis  einer  rollierenden  Planung,  bei  der  jeweils  die  Last  und  die 
Einspeisung der fluktuierenden EE für den Folgetag bekannt sind, der 
Kraftwerkseinsatz  für  jeden Tag bestimmt wird. Die  rollierende Opti‐
mierung erlaubt dabei zum einen eine hohe zeitliche Auflösung, die es 
ermöglicht, jährliche Zyklen aber auch selten auftretende Situationen, 
beispielsweise  lang‐anhaltende,  stagnierende  Wetterlagen  oder 
Stürme,  zu erfassen.  Zum  anderen  können  auch  zusätzliche  Einsatz‐
restriktionen  der  Kraftwerke  in  die  Analyse  integriert  werden.  In 







Die  iterative  Kopplung  der  beiden  Teilmodelle  erlaubt  das  Treffen 
einer  Vorauswahl  der  zu  betrachtenden  Speicherstandorte,  woraus 




stündlichen  Einsatzplanung  auf  dem  modifizierten  Kraftwerks‐  und 
Speicherpark  identifiziert die aussichtsreichsten Standorte, die  in der 






zept  bietet  hierbei  die  erstmalige  Kombination  einer  detaillierten 
Kraftwerksausbauplanung mit  einer  stundenscharfen  Einsatzplanung 
für  ein  vollständiges  Jahr  unter  Berücksichtigung  von Netzrestriktio‐
nen. Hierdurch kann  insbesondere der Einfluss der fluktuierenden EE 
und  deren  Einfluss  auf  konventionelle  Kraftwerke  und  Speicher  be‐
rücksichtigt werden. Dabei wurde die Abbildung der Kraftwerksflexibi‐
lität  über  eine  detaillierte  Berücksichtigung  von  Lastwechselkosten, 
Mindestlasten und Teillastwirkungsgraden implementiert. Hinsichtlich 





ßen  auf  den  Speicher‐  und  Kraftwerkseinsatz  zu  identifizieren.  Der 
Trend zu gasgefeuerten Kraftwerken zeigt sich unter den gegebenen 
Randbedingungen  in  allen  Szenarien  als  robust. Gasgefeuerte  Kraft‐







im  Jahr  2050.  Die  maximalen  Ausschläge  der  installierten  Leistung 
zeigen sich bei den extremen Annahmen hinsichtlich der Entwicklung 































EE‐Integration.  Hinsichtlich  der  Netzbelastung  fällt  auf,  dass  diese 
durch Kurzzeitspeicher nicht reduziert wird, während PtG‐Anlagen die 
Netzbelastung  durchaus  reduzieren  können.  Kurzzeitspeicher  erlau‐
ben  eine  Auslastung  der  Leitungen  über  einen  verlängerten  Zeitbe‐
reich.  
Zwischen  Kurzzeitspeichern  und  thermischen  Kraftwerken  besteht 
eine  Konkurrenz  hinsichtlich  der  Bereitstellung  von  gesicherter  Leis‐
tung. So kann der Zubau von Batteriespeichern oder Pumpspeichern 
den  Zubau  von  thermischen  Kraftwerken  teilweise  ersetzen.  Das 
Verhältnis  des  Einsatzes  der  beiden  Technologien  zeigt  eine  direkte 





reduzierten  Volllaststunden.  Insbesondere  Gasturbinen  weisen  sehr 
niedrige  Einsatzzeiten  auf,  woraus  sich  schließen  lässt,  dass  Ihre 
installierte Leistung insbesondere der Vorhaltung gesicherter Leistung 
geschuldet ist.  
Die  Zubauleistung  der  Speichersysteme  zeigt  eine  starke  Sensitivität 
gegenüber  der  Entwicklung  der  Speicherpreise.  Dabei  haben  diese 
eine unterschiedliche Wirkung auf Kurzzeit‐ und Langzeitspeicher. Der 
Ausbau der Kurzzeitspeichersysteme lässt eine deutliche Abhängigkeit 
von  der  angenommenen  Preisentwicklung  erkennen.  So werden  bei 
einer sehr ungünstigen Entwicklung die Batteriespeicher nahezu nicht 
mehr ausgebaut.  Ihr Beitrag  zur gesicherten Leistung wird dann von 
zusätzlichen  Gasturbinen  übernommen.  Dagegen  wird  eine  starke 
Beziehung  zwischen  den  Investitionen  in  Langzeitspeicher  und  den 
abgeregelten EE‐Mengen  sichtbar. Sofern die EE‐Integration erzwun‐







Die  Analyse  der  Kraftwerkseinsatzplanung  zeigt,  dass  sich  die  Be‐
triebsweise  von  Speichern  zukünftig  deutlich  verändert.  So  werden 




Leistungsbereitstellung  ist  in  den  Morgen‐  und  Abendstunden  zu 
beobachten.  Langzeitspeicher werden bei längeren Phasen hoher EE‐
Einspeisung verwendet. Insbesondere diese langen Überschussphasen 
der  EE  sind  für  eine weitgehende  EE‐Integration  entscheidend  und 
können  nur  von  Systemen mit  sehr  hoher  Speicherkapazität  erfüllt 
werden.  Die  Untersuchung  des  Einflusses  einer  erzwungenen  EE‐
Integration  zeigt  einen  deutlich  erhöhten  Investitionsbedarf  in  Spei‐
chersysteme. Daher erscheint die teilweise Abregelung überschüssiger 
EE‐Anlagen gesamtwirtschaftlich sinnvoll.  
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