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GLUCOCORTICOID HORMONES ARE a primary component of the stress response. Physiologically, secretion of glucocorticoids (cortisol in humans) is regulated in the paraventricular nucleus (PVN) of the hypothalamus, where corticotropin-releasing hormone (CRH) functions as the principal hypothalamic stimulus for the production of adrenocorticotropic hormone (ACTH) from the anterior pituitary, which in turn drives the secretion of cortisol by the adrenal cortex (3) . Eventually, cortisol feeds back in a negative manner to both the PVN and the anterior pituitary to inhibit the release of CRH and ACTH respectively, forming a negative feedback loop that enables the hypothalamicpituitary-adrenal (HPA) axis and ultimately cortisol to maintain circadian oscillations (11, 16, 75) .
In diurnal species (such as human) the autonomous circadian activity of HPA axis is entrained to 24 h light/dark cycles so as to maintain increased cortisol secretion in the morning hours as the organism is anticipating the impending activity phase and a reduced production at night as the organism enters its rest phase (16) . However, when light perception is partially or totally absent, the host is uncoupled from the environment and adopts its free-running (intrinsic) rhythms that can have slightly greater or smaller periods than 24 h (13, 23) . The majority of evidence indicates that a free-running HPA axis maintains autonomous rhythmicity where cortisol exhibits circadian rhythm albeit of increased, i.e., Ͼ24 h, period (53, 56, 67) . Generally, cortisol rhythmicity that deviates from the homeostatic 24 h may denote the loss of entrainment between the body's internal clock and environmental light/dark cycles and is related to recurrent insomnia and daytime sleepiness in blind individuals (55) . Changes in cortisol's rhythmic patterns have been also documented in chronically jet-lagged subjects or shift workers (66) and have been associated with a number of comorbidities such as cardiovascular disease, gastrointestinal discomfort, and cancer (30, 41, 76) . On the other hand, light treatment has been shown to realign and entrain the rhythm of cortisol as well as melatonin, promoting the adaptation of individuals to environmental cycles (9, 34) . Therefore, a systematic analysis of the dynamic interactions between light and the HPA axis would reveal characteristics mediating successful entrainment resulting in robust cortisol amplitudes and likely identify parameters that regulate the adaptation strategy. Numerous studies have shown that light can phase shift the circadian rhythms of cortisol and melatonin in human subjects (20, 72, 79, 82) . Despite the critical importance of melatonin and its use as a target hormone to reset body rhythms (49, 73) , our work currently focuses on cortisol as a prototypical regulatory hormone and reliable circadian markers of human body (9) .
Peripheral tissues also maintain circadian rhythmicity in synchrony with the environment likely entrained by systemic signals that transmit the photic information (18, 32, 62) . The cell-based machinery for central as well as peripheral circadian timekeeping includes a family of genes named clock genes (CGs), which through transcriptional and translational negative and positive feedback loops maintain circadian activity. In particular, PER and CRY clock proteins inhibit CLOCK/ BMAL1 heterocomplex-mediated transcription of Per and Cry genes (negative feedback) and stimulate indirectly the transcription of Bmal1 clock gene (positive feedback) (64) . Interestingly, single cell experiments in rat-1 fibroblasts have indicated that individual cells are capable of maintaining circadian rhythmicity of peripheral clock genes (PCGs) even in vitro but become desynchronized, i.e., fall out of phase, exhibiting an apparently blunted rhythmicity at the ensemble level (54, 88) . These results indicate that peripheral cells maintain autonomous rhythms entrained by systemic signals. The light-mediated HPA axis activity makes cortisol a putative systemic entrainer of the circadian function of the periphery of the body (77) . In fact, both in vitro experiments with human peripheral blood mononuclear cells and fibroblasts (5, 6, 12) as well as in silico analyses (52) have established that glucocorticoids can entrain PCGs by regulating the transcription of Per1-2 CGs (74), ultimately adjusting their ensemble level phase, amplitude, and frequency. On the other hand, it has been shown that impaired cortisol amplitude often results in PCG desynchronization (78) . Given the central role of PCGs in coordinating circadian physiology (31) , this work aims to elucidate the dynamics of light-mediated HPA axis activity that ultimately leads to entrainment of PCGs.
The importance 1) of light-regulated cortisol secretion and 2) of PCGs as the basic cellular machinery for peripheral circadian timekeeping motivates the need for a quantitative characterization of the interactions between the two. In that respect, mathematical modeling is a critical enabler toward developing a better understanding of the underlying dynamics. Although there is considerable prior work focusing on mathematical modeling of the circadian and ultradian dynamics of the HPA axis (69, 75, 86) , as well as models incorporating HPA interaction with light (35, 43, 84) , in the present work we extend earlier efforts by exploring the ability of light's rhythmic characteristics to entrain the HPA's autonomous clock, thus adjusting cortisol's period and phase relative to light/dark cycles (19) .
By taking into consideration the autonomous oscillations of the HPA axis, we aim to investigate the entrainment of different light schedules and their ultimate effects on the cortisol's rhythmic characteristics. Expanding on our previous work (52), we propose a two-level model that simulates the HPA axis as the central component entrained by light/dark cycles and a population of PCGs as the peripheral component synchronized by cortisol. This two-level model is leveraged to understand the ultimate effects of photoperiod characteristics on the synchronization of PCGs that are mediated by changes in the rhythmic patterns of cortisol secretion.
Our integrated model enabled us to reveal time-of-day characteristics of the HPA responsiveness and, in particular, the increased sensitivity to light during cortisol's rising phase as well as the dependence of cortisol's rhythmic dynamics on light's intensity. Importantly, our model uncovered a sensitivity of the HPA axis's amplitude to different photoperiods, which denotes the functional relationship between light/dark schedules and cortisol rhythm. Furthermore, we demonstrate that high cortisol amplitudes mediated through a balanced light/dark ratio lead to a high level of synchronization of the population of PCGs, whereas light schedules of either very long or very short photoperiods induce higher desynchronization that leads to lower PCG ensemble amplitude, which further indicates a loss of transmission of circadian information to the periphery of the body.
MATERIALS AND METHODS
In the present work we accounted for the circadian variability present in the light schedule as well as the central and peripheral levels of the body. Each of the levels maintains autonomous oscillations of constant period. At the central level we consider the release of cortisol, originated by the negative feedback in the HPA axis between CRH, ACTH, and cortisol, ultimately entrained by the light/dark cycles (environmental cues), while at the peripheral level we describe the network of CGs at peripheral cells entrained by cortisol (Fig. 1) .
HPA axis and cortisol signal transduction in the hypothalamus and the anterior pituitary. The mathematical representation of the HPA axis involves the approximation of the rhythmic response of CRH, ACTH, and cortisol (Eqs. 1-3). Its structure is based on the Goodwin oscillator refined further to include Michaelian kinetics for the degradation terms in the hypothalamic, pituitary, and adrenal regions to avoid the use of unrealistically high Hill coefficients (29) . The CRH production is regulated by a zero order production term (Eq. 1) and further stimulates the secretion of ACTH (Eq. 2), which in turn activates the production of cortisol (Eq. 3). Cortisol then feeds back to the hypothalamus, where it inhibits the secretion of CRH and ACTH as suggested in Ref. 75 . This negative feedback of cortisol has been also assumed to induce ultradian rhythmicity (86) , and mathematical models have been constructed in order to take into consideration both the ultradian and the circadian component of the feedback mechanism (25) . However, in the current work we evaluate only the generation of circadian rhythmicity.
The physiological actions of cortisol are mediated through the glucocorticoid receptor. Boyle et al. (10) have shown that alterations in forebrain glucocorticoid receptor are a causative effect of major depressive disorders that are highly related with cortisol-blunted amplitude (17) . Therefore, for cortisol to feed back to the hypothalamus or anterior pituitary and mediate its inhibiting effects, it needs to bind to its receptor in these brain regions and transduce its signal to the nucleus of the cells. To describe this signal transduction, we explored a glucocorticoid pharmacodynamic model (61) that simulates the transcription of glucocorticoid receptor mRNA (mRNA R_HPA, Eq. 4) and the subsequent expression of its protein (RHPA, Eq. 5). The glucocorticoid receptor binds to cortisol in the cytoplasm of the target cells forming the cortisol/receptor complex (FR HPA, Eq. 6) that ultimately translocates to the nucleus [FR(N)HPA, Eq. 7], regulating downstream effects by binding to glucocorticoid-responsive elements (GREs) (59) .
The autonomous oscillations of the HPA axis are entrained by the suprachiasmatic nucleus (SCN), a hypothalamic region above the optic chiasm that senses photic information and functions as the central endogenous pacemaker of the body's internal clock (21) . In particular, experiments have demonstrated that SCN-mediated secretion of arginine vasopressin (AVP) is crucial for the maintenance of PVN neuronal firing (38, 80) . Furthermore, microinfusions of AVP to rodent hypothalamus resulted in significant downregulation of adrenal corticosterone (37). Jung et al. (36) have also shown that acute photic stimuli in humans induced a downregulation of their cortisol levels. Therefore, our underlying hypothesis is that light entrains the circadian production of cortisol to a 24 h period by regulating the degradation of the PVN's output, CRH. Light cycles are modeled as a step function (Eq. 8), active for 12 h during the light period (i.e., 6 AM-6 PM) and inactive during the dark period between (i.e., 6 PM-6 AM). Light response is further modulated through the saturation of photoreceptors (Eq. 1). 
The characteristics of the intrinsic cortisol rhythms are inferred from free-running rhythms of individuals living in carefully controlled, mild light conditions (ϳ0.03-150 lux) and indicate an intrinsic period of 24.18 Ϯ 0.04 h (19) . We have calculated intrinsic period after averaging the period estimates of core body temperature, plasma melatonin, and cortisol rhythm. Furthermore, based on the available evidence, we hypothesized that cortisol's rhythmicity in absence of light maintains an amplitude and mean value that are largely within normal limits (33, 63) . The parameters used in the model are taken from our previous work (69) .
Cortisol signal transduction in periphery and PCG entrainment. Based on our prior work (52) (Eqs. 10 -20), we modeled the entrainment dynamics of PCGs by taking into consideration the binding of cortisol receptor nuclear complex to the GRE at the promoter region of Per1 and Per2 CGs (Eq. 14) (74, 90) . The network of PCGs incorporates the positive and negative feedback loop present in the PCGs network that ultimately results in autonomous oscillations of the CGs. In particular, after expression of PER and CRY proteins (Eq. 15) they translocate back into the nucleus (nuc PER/CRY, Eq. 16) and inhibit the binding of CLOCK/BMAL1 heterocomplex to E box enhancer (Eq. 14), inhibiting the transcription of Per1-3, Cry1-2 genes (Eq. 14), hence forming the negative feedback loop of the network. Concurrently, nuclear compartments of PER/CRY proteins induce the transcription of the Bmal1 gene (Eq. 17) that regulates the expression of CLOCK/BMAL1 transcription factor (Eqs. 18 -20) . Our previous efforts showed that cortisol's homeostatic rhythm synchronizes a population of peripheral cells and therefore produces robust rhythmic signals at the ensemble level, whereas loss of cortisol's rhythmic characteristics leads to peripheral cell desynchronization. To further account for the delay present at the transportation of the central cortisol signal to the peripheral cells, we applied a transit compartment model (F periphery), by using a mean transient time delay ϭ 15 min, which we assumed to be equal with the delay present between ACTH production and cortisol secretion (58, 86) (Eq. 9). Finally, we hypothesized that the glucocorticoid receptors present in the peripheral tissue retain the same physiochemical properties as to that of brain level, and as such the parameters of the Eqs. 10 -13 were the same as that of the Eqs. 4 -7 and the same as the original model (61) . Similarly, parameters of PCGs network have been based on prior work (7) .
Ensemble of cells and calculation of synchronicity, periodicity, and phase. We opted to examine cell-cell variability introduced by uniformly sampling (Ϯ5%) the parameters of the Eqs. 9 -20 that represent the reactions that take place at the level of peripheral cells (50) . Various alternative methods could have been used, including solution of the ordinary differential equations (ODEs) stochastically as we previously demonstrated (52) using the Gillespie or the Chemical Langevin equations (28) . For the purpose of our analysis, the results would not be dependent on the specific method used mainly due to the fact that, as we have already shown in Ref. 52 , the entrainment of PCGs by cortisol would force the ensemble of cells to adopt cortisol's period and would lock its phase based on the rhythmic characteristics of cortisol. Therefore, we applied the simplest method that could generate a distribution of cell responses.
When the cortisol entrainer is absent (k c ϭ 0, in Eq. 14), the variation of peripheral cells parameters causes the individual cells to oscillate at their intrinsic period (ϳ23.4 h) but with different phases thus falling out of synch. In contrast, when k c is set to its nonzero value (kc ϭ 0.004), cortisol entrains the population of cells imposing its period (either 24 h when the HPA axis is entrained by light or 24.2 h when HPA free-runs according to our inferred frequency to the model) and synchronizing their phases.
Period and phases are determined relative to cortisol's peak time. In particular, we estimated cortisol's period by calculating the time between two consecutive peaks and its phase by calculating the time between the first peak and 12 AM, which was assumed to be the reference phase. Next we calculated the phase on angular coordinates by ⌽ ϭ (2·⌬t)/T where T is the period of the cortisol rhythm and ⌬t the time difference between the peak and 12 AM.
To calculate the level of synchronization among f peripheral cells, we incorporated the degree of synchronization for Per/Cry mRNA, R syn (27, 29, 81 ) (Eq. 21) that represents the ratio of the variance of the mean field over the mean variance of each oscillator. 
R syn has been calculated for a time span of 100 h. Rsyn has a minimum value of zero when the cells are completely desynchronized and a maximum value of 1 when cells are fully synchronized.
RESULTS
Our in silico studies aimed at characterizing the dynamics of interacting rhythms: light, cortisol, and PCGs, deciphering the complexities of their cross-communicating signals. Figure 2 depicts the dynamics of the HPA axis hormones (CRH, ACTH, and cortisol) as entrained by a rhythmic light stimulus of a 24 h period. Entrainment leads HPA axis autonomous rhythm to adopt the 24 h period of light/dark cycles and as a result the HPA axis compartments to maintain a constant phase relative to light. For the purposes of our study we assume that a "typical" day is represented by a 12 h light/12 h dark cycle (12L/12D) with light onset at 6 AM and offset at 6 PM. During the course of the day, light intensity is assumed constant. This is a typical way of representing an in silico day ( Fig.  2A) . CRH and ACTH exhibit a small time delay in their peak responses since the secretion of CRH (Fig. 2B ) drives the secretion of ACTH (Fig. 2C ) ultimately leading to the secretion of cortisol (Fig. 2D) . The phase that cortisol adopts after light entrainment closely follows physiological observations (33) .
Initially we explored the effects of light's mean value to cortisol rhythm. Therefore, we compared cortisol's profile resulting from rhythmic light with profiles resulting from constant light of varying intensities. (Fig. 3, A-D) . (Fig. 3F) , further downregulated as the intensity of light increases (Fig. 3, G and H) . Similarly, Fig. 4 illustrates the change in cortisol's period for different intensities of constant light. In the absence of light cortisol adopts the period that in accordance with experimental data (19) we imposed to our model and is slightly greater than 24 h (24.2 h), and as the intensity of light increases, the period decreases.
To evaluate the sensitivity of the autonomous clock of the HPA axis to light, the system was exposed to persistent "dim" light conditions (low light intensity, no rhythmic variability; black line in Fig. 5A ) and a 6 h light stimulus nearly 100 times higher than its maximum rhythmic level was introduced at different times of the subjective time (Fig. 5, A and B) . Since in dim light conditions there is no rhythmic light entrainment, we assumed that subjective time equals to zero at the point where cortisol peaks in accordance with experiments setting subjective time to zero at the start of the activity period. Light stimuli induced different levels of downregulation to cortisol profile (Fig. 5C ) dependent on the phase where the stimulus was applied. Higher downregulation was observed when light was introduced at the increasing phase of cortisol (light blue, pink, brown curves), whereas light at the descending phase of cortisol induced a lower decrease (blue, green, red curves). Next, we created a phase response curve (PRC) by measuring the phase changes between the perturbed and unperturbed cortisol profiles (Fig. 5, B-D) . The resulting PRC was of type 1 with a very slight period of time where cortisol was insensitive to light stimulus resulting in a zero phase difference ("dead zone" when light was introduced at subjective time Ϫ12 and Ϫ4). These results, as further analyzed in the next section, are in agreement with experimental observations (36, 40) .
We then explored the implications of varying the light/dark rhythmic characteristics ranging from very "long" (22L/2D) to very "short" (2L/22D) days to quantify how these photoperiod lengths affect the phase and amplitude characteristics of cortisol. Figure 6 , A-C, depicts three different experiments of various light schedules: 1) the start of the light period is the same but the length of the light period varies (Fig. 6A) ; 2) the middle of the light period remains the same while the length of the light period changes (Fig. 6B) ; and 3) the end of the light period remains the same and length varies (Fig. 6C) . Therefore, the purpose of the experiment is to assess the interplay between cortisol's and light's entraining rhythmic characteristics.
In Fig. 6 , D-F, the radial dimension represents the amplitude of cortisol profiles and angular displacement cortisol's phase. Based on the results of Fig. 6D we note that although there is a consistent phase shift, where the angle decreases as the photoperiod decreases (decreased angle from light green to yellow arrow), the amplitude initially increases (from photoperiod 22L/2D to 12L/12D) and then decreases (from photo- period 12L/12D to 2L/22D). Similarly, in Fig. 6E we observed that there is a peak in cortisol's amplitude near the 12L/12D photoperiod as the phase is shifted from higher to lower values. However, we observed that decreased photoperiod induces a phase advance instead of a phase delay.
To elucidate the effects of rhythmic characteristics of light on the dynamics of PCGs, we further analyzed the link between the HPA axis and a representative peripheral tissue consisting of 1,000 cells. In Fig. 7 we compare the effects of the 12L/12D photoperiod (Fig. 7B) and the two extremes of 2L/22D (Fig. 7A ) and 22L/2D (Fig. 7C) while keeping the middle of the light period the same, on the synchronization of PCGs. As our experiment in Fig. 6 indicates, the second row of 22D and 22L/2D) resulted in reduced cortisol's amplitude (Fig.  7 , D and F) compared with its amplitude when 12L/12D schedule is present (Fig. 7E ). This reduction in cortisol's amplitude further affects the synchronization of the population of PCGs as can be seen in the R syn value in Fig. 7 , G-I. In particular, compared with the 12L/12D profile of the PCG population that presented very high synchronization (Fig. 7H) , light schedules of very short (2L/22D, Fig. 7G ) or very long (22L/2D, Fig. 7I ) photoperiod resulted in desynchronized states. Furthermore, we observed that the desynchronization at the single cell level is translated to a reduced ensemble average amplitude (bold line in Fig. 7, G-I) .
Finally, we examined how the coupling strength between the HPA axis and periphery, as quantified by the parameter k c (Eq. 14), affects the synchronization of the population of PCGs and ultimately their ensemble phase. The light periods were changed by keeping the middle of the light period the same. Figure 8A depicts the model predictions while varying the photoperiod of light schedule for varying coupling strength. Low coupling strength (ϳ0.001) results in low synchronization as quantified by R syn . As the coupling strength increases (ϳ0.003), PCGs present higher synchronization near "balanced" light-dark schedules (i.e., 12 h photoperiod) compared with either high or low photoperiods. Finally, for high entrainment strengths the population adopts high R syn values in all photoperiods. In Fig. 8B we observe that for low coupling, the cells are not synchronized and therefore PCGs ensemble phase does not consistently shift according to different light schedules. For higher coupling strength, the population of cells become synchronized and changes its ensemble phase according to photoperiod. In particular, we observe that as the photoperiod increases, the ensemble phase is delayed.
DISCUSSION
Entrainment between the internal body clock and the environment is crucial for the maintenance of biological fitness. In this work, we investigated how the changes in light/dark characteristics affect the HPA-mediated secretion of cortisol and ultimately the synchronization of a population of PCGs.
Recent evidence suggests that appropriate synchronization between the environment and the internal clock is critical for the recovery in a rodent model of sepsis (14) . In particular, it was observed that exposure to constant dark conditions following cecal ligation and puncture, increased mortality compared with exposure to the 12L/12D schedule. In our model, we hypothesized that light entrains the HPA axis via inhibition of the secretion of CRH in the hypothalamus (Fig. 1) . The interaction between light and CRH entrains HPA compartments, namely CRH, ACTH, and cortisol to the 24 h light/dark period and to a phase commanded by the phase of the light/ dark rhythm. Although there is evidence that light can increase (47, 68) , decrease (36, 42) , or have little effect (46, 48) on cortisol levels, our model is assumed to simulate the indirect inhibiting effects of AVP on the hypothalamus emanating from the central clock of SCN.
Observations in blind individuals (56, 67) as well as experiments investigating endogenous rhythms independent of external zeitgebers (19) reveal that cortisol's autonomous period is slightly greater than 24 h (24.1-24.5 h) with robust amplitude. Therefore, our HPA axis model (Eqs. 1-3) was calibrated such that the intrinsic cortisol period in the absence of light is 24.2 h, while its amplitude and average levels are similar to those of normal subjects (parameters shown in Table 1 ). Clearly, there are multiple groups of parameters that can be used in Eqs. 1-3 that can achieve the aforementioned characteristics. However, once the HPA axis is entrained by light, it adopts the 24 h period of light and a phase commanded by the functional form of the interactions with light. Therefore, despite the fact that we only adjusted parameters associated with cortisol's intrinsic rhythms (i.e., in the absence of light rhythmicity, constant dark), the introduction of light results in appropriate cortisol rhythmic patterns leading to morning peak values (Fig. 2D) (33) .
Prior studies have examined circadian rhythms in order to discriminate between the internal rhythms and external zeitgebers, such as light/dark cycles or food intake, using experimental protocols that aim to disrupt the synchronization among them in order to focus on the free-run body clock (24) . These protocols ("constant routines") aim to reveal the endogenous circadian clock of the body by excluding external rhythmic stimulus such as light and sleep. In particular, in the context of light entrainment, these protocols incorporate the introduction of a very mild constant light. In our model, constant mild light enables the HPA compartments to adopt their autonomous rhythmic patterns with period of 24.2 h similar to the one corresponding to complete lack of any light stimulus, i.e., constant darkness. When the HPA axis is uncoupled with the environment, we can test the sensitivity of the autonomous HPA axis rhythm when it is perturbed by light stimuli at different times of subjective day (Fig. 5, A and B) . The resulting PRC (Fig. 5D ) revealed a characteristic type 1 PRC with significant point-to-trough amplitude with no prolonged dead zone of photic insensitivity. This lies in accordance with the work of Khalsa et al. (40) in which they measured melatonin's PRC. Furthermore, under constant routine protocols CRH and FRn central oscillate in an antiphasic manner. This dynamic further leads to increased CRH/ACTH and cortisol sensitivity at their rising phase to light perturbations, since the Fig. 5C ; light blue, pink, and brown curves), due to the reduced intensity of FRn central negative feedback, leads to a more pronounced downregulation compared with administration of stimulus at the descending phase ( Fig. 5B ; blue, green, and red curves). It is well established that different photoperiods induce different effects both in central hormones and in the periphery of the body especially in components related to immune function (2). Vondrasova et al. (85) have shown that exposure of human subjects to "summer" photoperiod (i.e., increased "light" period: 16L/8D) induced a 2 h phase advance to cortisol rise. Along similar lines Laakso (44) reported that cortisol's peak in human subjects was significantly delayed in midwinter compared with midsummer and midautumn. In both of these experiments, shorter (winter) days were days where the light was introduced at later times of the day similar to our in silico experiments of Fig. 6 , B, C, E, and F, where shorter days, such as 8L/16D, 4L/20D, or 2L/22D, correspond to a light schedule where light increases later than the regular time of 6 AM. Our in silico predictions are in agreement with experimental observations predicting a consistent phase advance relative to cortisol peak, as the photoperiod increases. This is due to interactions between the light and CRH degradation (Eq. 1) since increased light exposure at specific times of the day differentially affects CRH degradation. Therefore, as we advance or delay the time where light is introduced, relative to the intrinsic CRH rhythm (Fig. 6 ), we simultaneously advance or delay the peak of CRH and as such its phase, since we move forward or backward respectively the time that CRH will start to decrease. However, when light was introduced at 6 AM (Fig. 6, A and D) the difference among the various photoperiods is the time when light decreases that further induce a decreased degradation in CRH and ultimately an increased CRH production. A shorter light period will then signal an increase in CRH at an earlier time and as such a phase advance (Fig. 6D) . Recent experiments by Otsuka et al. (57) in rodents have shown that long photoperiods, in addition to phase shifting corticosterone rhythms, also result in an amplitude decrease compared with shorter photoperiods. Our model uncovers this type of response, in accordance with experimental data, characteristic of cortisol's amplitude changes as the photoperiod is changing. We further predict that near a 12 h photoperiod is required for cortisol to maintain its maximum amplitude. The implication being that the rhythmic characteristics of light affect the amplitude of cortisol oscillation, which has also been shown to be a critical downstream regulator (70, 71) . Previous works investigating the activity of chaffinches have also demonstrated that 12L/12D cycles represent particularly strong zeitgebers (89) .
As the photoperiod changes both the light/dark ratio as well as the mean value or else the area under the curve (AUC) of light exposure, changes. Longer photoperiods induce a prolonged decrease on the rhythmic characteristics of CRH and as such greater cortisol amplitude. Furthermore, longer photoperiods of more intense light (higher mean value) increase the degradation of CRH ultimately resulting in decreased cortisol amplitude. The latter can be also seen in Fig. 3, F-H , where as a result of increased constant light, cortisol's amplitude is reduced. Therefore, longer photoperiods result in opposing forces that control the amplitude in the opposite manner. As the photoperiod changes from short to long, initially there is an increase of cortisol's amplitude due to the elongation of CRH degradation, until a point where the mean value of light schedule is "high enough" and starts to have a negative impact on cortisol's amplitude. The resulting dynamic indicates that not only the rhythm of the light entrainer but also the balance between its rhythmic characteristics and mean value should be accounted for to achieve the desired entrainment characteristics. This can be also seen in Fig. 9 , where the photoperiods were kept constant but the amplitude (Fig. 9, A and  B) as well as the phase (Fig. 9, C and D) of the entrainer was varied, simulating scenarios of impaired light perception and phase shift respectively. Our model indicates that a reduced entrainer's amplitude (Fig. 9A ) mainly affects cortisol's amplitude (Fig. 9B) and not its phase until a regime where the light amplitude is not high enough to induce entrainment and cortisol oscillates independently (Fig. 9 , A and B; red line and arrow). This would further suggest that the circadian information is weakened and the body lose its sensitivity relative to its environment. On the other hand, a phase shift of the light entrainer (Fig. 9C) will affect the phase of cortisol only and not its amplitude (Fig. 9D ). In such a case, sensitivity is time-shifted, anticipating activity or rest periods at different times of day.
Our results demonstrate that light can also affect the period of the HPA compartments. Figure 4 indicates that increased constant light reduces the period of cortisol. Under conditions of constant darkness (light ϭ 0) according to our model assumptions that are based in experimental evidence (19) , cortisol free-runs with the period of 24.2 h. The observed decrease in frequency with increasing light intensity is the result of a higher CRH degradation rate (Eq. 1) that accelerates its degradation and as such reduces the time between peaks and troughs. This dynamic is in accordance with Aschoff's first rule (4) stating that diurnal animals decrease their behavioral period with increasing light intensity, while nocturnal animals tend to increase it. Since our HPA axis model is formed on assumptions based on experiments in humans, it can be presumed to be indicative of a diurnal organism.
It is now well established that light/dark information is transduced to the periphery of the body through systemic signals entraining numerous physiological functions (51) and that disrupted light rhythmicity can result in detrimental outcomes. In particular Prendergast et al. (60) showed that exposure of rodents to short days was followed by a decreased production of cytokines in response to LPS and a decreased mortality. Along the same lines Bilbo et al. (8) further observed that short days accompanied a reduction in fever and anorexia and overall attenuation of infection symptoms comparing to long days. There is enough evidence in humans indicating that circadian disruption may implicate immune dysfunction. The review of Dinges et al. (22) as well as more recent works (26, 45, 65) elucidate the attribution of immune suppression to sleep restriction. Additionally, there is evidence relating shift work to circadian disruption of cytokine rhythms (83) and chronic diseases (87) . Lastly, the work of Keller et al. (39) convincingly linked the rhythmic component of the inflammatory response to PCGs, further elucidating the critical role of PCGs to the regulation of immune parameters (35) .
Our model predicts that high cortisol amplitudes emanating from an appropriate light schedule (i.e., 12L/12D) induce high synchronization in the peripheral cell population (Fig. 7) in contrast with very short (2L/22D) or very long photoperiods (22L/2D). In particular, 12L/12D schedules result in cortisol profiles of higher amplitude that successfully entrain the population of PCGs producing high amplitude oscillations (i.e., total mRNA) at the ensemble level (Fig. 7H) . Changing the rhythmic patterns of light results in a reduction of cortisol's amplitude (Fig. 7, D and F) that leads to PCG desynchronization ultimately manifested as increased R syn value and blunted ensemble average rhythmicity. This disrupted rhythm at the ensemble level signifies loss of circadian information at the periphery. This loss of information may result in increased vulnerability and decreased adaptability to respond to external stressors (15) .
The effective cortisol amplitude "sensed" by the PCGs is dependent on the choice of the parameter k c (Eq. 14), which expresses the regulation of expression of Per/Cry by FRN(N) quantifying the coupling strength between the HPA axis and PCGs (52) . Based on experimental findings, we wished our population of PCGs to be efficiently synchronized when cortisol maintained its normal rhythmicity and become desynchronized when cortisol lost its amplitude variability. Our analysis indicates that rhythmicity and synchronization of PCG are very sensitive to the choice of k c parameter, providing a very small regime of k c values.
We further examined how coupling strength affects the PCG synchronization in relation to changes in photoperiod. For a given photoperiod, as the coupling strength k c increases (Fig.  8A ) cells are gradually becoming more synchronized indicated by the gradually increasing R syn . Interestingly, for intermediate levels of coupling (Fig. 8A, 0 .003 Ͻ k c Ͻ 0.005) cells are more synchronized at photoperiods near the homeostatic (ϳ12 h). This is a result of the higher cortisol amplitude emanating from balanced light schedules (Fig. 6, D-F) . Figure 8 further reveals that for intermediate levels of coupling the observed changes in PCG synchronization for different photoperiods are relatively low. This is because, despite the different light/dark schedules, cortisol retains its circadian period and its robust amplitude. As it is by now well established (1, 52) , these two characteristics of the entrainer play a major role for circadian entrainment. For high coupling strengths cells are synchronized independently of the photoperiod (Fig. 8A , k c Ͼ 0.005). Once cells are synchronized, their phase is locked relative to the cortisol entrainer in exactly the same manner as cortisol rhythm becomes phase-locked to light (Fig. 2) . If instead of the cortisol phase, we examine how the phase of the ensemble of PCGs advances or delays as function of the photoperiod, we observe a similar phase shift. In particular, for a given coupling strength, as photoperiod increases there is a concurrent delay in the ensemble PCG phase (Fig. 8B) . This phase shift is independent of the coupling strength once cells are synchronized (Fig. 8B) . However, for small coupling strengths (Fig. 8B , k c Ͻ 0.002) cells are desynchronized and they adopt phases that depend solely on the level of their desynchronization. We therefore observe a consistent phase delay as we increase the photoperiod. This is because the light schedule was changed, retaining the middle of the light schedule constant according to Fig. 6B . The results would be similar if we were to use the light schedules of Fig. 6 , A and C, but instead of phase delay we would observe a phase advance for the case of Fig. 6A similar to what has been observed for cortisol rhythm in Fig. 6E .
In summary, our model is able to evaluate a number of experimental observations as well as point toward ways of understanding the signal transduction of photic information from the central clock of the SCN and HPA axis to the periphery of the body and PCGs. Through our modeling efforts we showed that light characteristics, such as light/dark ratio or light mean value, regulate HPA axis phase (Fig. 6) , amplitude (Figs. 3 and 6 ), or frequency (Fig. 4) and play a critical role for the successful delivery of environmental information to the periphery of the body. In particular, we showed that cortisol's rhythm retained maximum amplitude variability when entrained by light schedules resembling environmental light cycles of 12L/12D, ultimately leading to a successful synchronization of PCGs. On the contrary, loss of light amplitude led to disrupted cortisol profiles that were incapable of synchronizing peripheral cells. Our work shows the importance of maintaining significant rhythm variability in the hormonal level originating from successful entrainment with the environment.
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