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ABSTRACT
We present a combined, homogenized analysis of archival Submillimeter Array (SMA) and Atacama
Large Millimeter/submillimeter Array (ALMA) observations of the spatially resolved 340 GHz (870µm)
continuum emission from 105 nearby protoplanetary disks. Building on the previous SMA survey,
we infer surface brightness profiles using a simple model of the observed visibilities to derive the
luminosities (Lmm) and effective sizes (Reff) of the continuum emission. With this sample, we confirm
the shapes, normalizations, and dispersions for the strong correlations between Lmm, M∗ (or L∗), and
M˙∗ found in previous studies. Moreover, we verify the continuum size–luminosity relation determined
from the SMA survey alone (extending to an order of magnitude lower Lmm), demonstrating that the
amount of emission scales linearly with the emitting surface area. Moreover, we identify new, although
weaker, relationships between Reff and the host and accretion properties, such that disks are larger
around more massive hosts with higher accretion rates. We explore these inter-related demographic
properties with some highly simplified approximations. These multi-dimensional relationships can be
explained if the emission is optically thick with a filling factor of ∼0.3, or if the emission is optically thin
and disks have roughly the same optical depth profile shapes and normalizations independent of host
properties. In both scenarios, we require the dust disk sizes to have a slightly sub-linear relationship
with the host mass and a non-negligible dispersion (∼0.2 dex at a given M∗).
Keywords: circumstellar matter — planetary systems: formation, protoplanetary disks — dust
1. INTRODUCTION
The physical processes most relevant to the formation
and early evolution of planetary systems in the disks
orbiting young stars are remarkably complex and, at
present, only weakly constrained by the data. Never-
theless, the prospect that the most dominant of these
processes will imprint deterministic signatures in the
“bulk” characteristics of the disk population serves as
a strong motivation for demographics studies (e.g., Ida
& Lin 2004, 2008; Mordasini et al. 2009, 2012).
Early successes in such population-oriented research
were manifested in basic evolutionary trends. Surveys
found that the infrared excess fractions (Haisch et al.
2001; Herna´ndez et al. 2007; Richert et al. 2018) and ac-
cretion rates (M˙∗; Muzerolle et al. 2000; Sicilia-Aguilar
et al. 2005) in different clusters decreased with stellar
host age (τ∗), indicating that gas and dust in the inner-
most regions of disks are (exponentially) depleted over a
(half-life) timescale of a few Myr (Mamajek 2009; Fedele
et al. 2010). Those same metrics also depend on the
stellar host mass (M∗), such that (at a given age) warm
dust is more depleted and gas accretes faster in the disks
around more massive stars (e.g., Carpenter et al. 2006;
Muzerolle et al. 2003; Manara et al. 2017). Such behav-
ior is broadly consistent with predictions for the viscous
evolution of disk structures (Hartmann et al. 1998), but
these specific diagnostics are not obviously associated
with the more global disk properties that are most rele-
vant for testing planet formation models.
The global property of most interest is the disk mass
(Md). By far, the most accessible estimates of Md for
large-scale demographics studies come from the (pre-
sumed) optically thin millimeter-wavelength continuum
emitted by dust grains in the disk (Beckwith et al. 1990).
Millimeter continuum luminosities (Lmm) are expected
to scale roughly linearly with Md, modulo assumptions
about the dust opacities (κν), dust-to-gas ratio, and
temperature (Td). In population studies of several young
(∼1–3 Myr) clusters, Lmm is found to have a steep de-
pendence on M∗ that has been interpreted as a linear or
super-linear scaling between Md and M∗ (Andrews et al.
2013; Ansdell et al. 2016; Pascucci et al. 2016). Similar
surveys in older clusters demonstrate that this relation-
ship evolves (steepens) on few Myr timescales (Baren-
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2feld et al. 2016; Ansdell et al. 2017; Ru´ız-Rodr´ıguez et al.
2018). Building on these results, Manara et al. (2016)
also identified a tentative Md – M˙∗ relationship.
Taken together, these studies affirm the promise of
demographics to reveal fundamental links between the
bulk properties of disks that are relevant to planet for-
mation (e.g., Mulders et al. 2017). They also con-
firm that the general disk population is rife with high-
dimensionality connections: so far, there is evidence that
dynamics and/or heating (viaM∗), evolution (τ∗), accre-
tion (M˙∗), and mass (Md) are all related. That said, the
substantial amount of scatter around these confirmed re-
lationships hints at other parameters of interest.
Some of that scatter, and perhaps some of those re-
lationships, might be associated with the ways in which
mass is spatially distributed in these disks (e.g., Hart-
mann et al. 1998; Rafikov 2017). The relevant observ-
able that is a complement to Lmm (∼Md) and suitable
for demographics studies in that case is the spatial ex-
tent, or size, of the mm continuum emission. Andrews
et al. (2010) first tentatively identified a positive trend
between disk sizes and masses inferred from mm con-
tinuum data (see also Pie´tu et al. 2014), which was ro-
bustly verified for a much larger sample by Tripathi et al.
(2017). Recent work with other samples has broadly val-
idated and extended this size–luminosity correlation (al-
beit with somewhat different definitions of “size”; Taz-
zari et al. 2017; Barenfeld et al. 2017). One challenge
in linking the sizes with the other relevant parameters
has been that the Tripathi et al. (2017) sample has a
comparatively heterogeneous construction: it was pri-
marily based on availability in the Submillimeter Array
(SMA) archive, and thereby comprises smaller collec-
tions of disks in different cluster environments.
In this article, we aim to alleviate some potential
sample biases and re-examine the mm continuum size–
luminosity relationship for a large and well-defined col-
lection of disks in the Lupus star-forming region (Ansdell
et al. 2016), with the goal of facilitating a more holistic
look at its links to the larger disk demographics land-
scape. Section 2 describes the associated data, collected
from the Atacama Large Millimeter/submillimeter Ar-
ray (ALMA) archive. Section 3 describes the sample.
Section 4 explains the size measurements, and Section 5
quantifies some relationships with other parameters. Fi-
nally, Section 6 considers potential origins for these con-
nections in the context of the general disk population.
2. DATA
The vast majority of the ALMA data used here were
obtained on 2015 June 14 and 15 as part of Program
2013.1.00220.S. The observations and calibration proce-
dure were described in detail by Ansdell et al. (2016).
To briefly summarize in the context of this article, this
program employed the ALMA Band 7 receivers to ob-
serve the dust continuum emission at a mean frequency
of 335 GHz (895µm) with 41 and 37 of the 12 m antennas
arranged to span baselines of 21 to 784 m. The obser-
vations were “snapshots”, with total integration times
of 48–120 s per target. The raw data were pipeline-
calibrated by NRAO staff. We then removed two nar-
rowband spectral windows (containing spectral lines at
high velocity resolution) and then spectrally averaged
the data in 3 other spectral windows to 256 MHz-wide
pseudo-channels. The total continuum bandwidth in
those windows is ∼5 GHz. For brighter targets, a single
iteration of phase-only self-calibration (on a 30 s inter-
val) was employed, which enhanced the peak S/N in the
resulting emission maps by ∼20%.
Those data were supplemented with ALMA Band
7 observations of three additional targets – IM Lup,
Sz 91, and GQ Lup – from Programs 2013.1.00694.S,
2012.1.00761.S, and 2013.1.00374.S, respectively. These
data and their calibration were already presented by
Cleeves et al. (2016), Tsukagoshi et al. (2018), and Mac-
Gregor et al. (2017), respectively. IM Lup was observed
on 2014 June 8 with 34 antennas configured to have
baseline lengths of 28–646 m. The on-source integra-
tion time was ∼20 minutes. After a single iteration of
phase-only self-calibration, spectrally-averaged contin-
uum visibilities were extracted from a ∼2 GHz-wide win-
dow centered at 343 GHz (875µm). Sz 91 was observed
on 2015 July 20 and 21, with 42 antennas distributed on
baselines from 15 to 1574 m, in two 1.875 GHz-wide con-
tinuum windows. The mean frequency for these data is
349 GHz (858µm); the total on-source integration time
was ∼90 minutes. GQ Lup was observed on 2015 June
14 and 15, using 41 and 37 antennas, respectively, cov-
ering baseline lengths of 15 to 784 m. The combined
integration time was about 30 minutes. The visibilities
were spectrally averaged after excising bright emission
lines, providing a total continuum bandwidth of roughly
7 GHz, and phase self-calibrated on 30 s intervals.
3. SAMPLE
The ALMA “snapshot” survey of Lupus (Program
2013.1.00220.S; originally presented by Ansdell et al.
2016) includes 98 distinct pointings. As noted by Ans-
dell et al., 8 of these pointings are toward targets that
were later identified as background giants unrelated to
the Lupus clouds (see their Table 4). One additional
pointing, toward Lupus MMS 3, was excluded because
that target shows clear evidence for contamination by
a circumstellar envelope (e.g., Yen et al. 2015). Of the
remaining 89 pointings, 24 have targets that are not de-
tected. An additional 3 are too faint (< 2 mJy) to be
usefully included in our subsequent analysis.
The remaining 62 pointings actually contain 62 unique
disks with continuum detections, albeit (confusingly)
not in the sense of one detection per pointing. Three
pointings include close binary systems where both com-
ponents are detected: V856 Sco, Sz 74, and Sz 81. Two
other systems, Sz 88 and Sz 123, are targeted in multiple
overlapping pointings (2 and 3, respectively).
3In the analysis that follows, we have excluded the
known multiple systems with projected separations .
2′′. That threshold is designed to remove disks that
could have their continuum sizes and luminosities af-
fected by dynamical interactions with their companions
(e.g., Artymowicz & Lubow 1994; Jensen et al. 1994;
Harris et al. 2012; Akeson & Jensen 2014). The same
criterion was adopted in the similar study by Tripathi
et al. (2017). Accounting for these exclusions, the final
sample includes 56 disks. The Lupus population has not
been thoroughly vetted for multiplicity, particularly at
sub-arcsecond separations. Presuming a similar binary
fraction as in the Taurus Class II population (e.g., Kraus
et al. 2011), we could be missing up to ∼6–10 additional
multiple systems in this sample. Due to their truncation,
such interlopers may have already been excluded by the
detection/flux density criterion noted above.
In Sections 5 and 6, we will fold in the Tripathi et al.
(2017) results. For clarity, when appropriate we will
refer to the new measurements presented here as the
‘Lupus’ sample, the Tripathi et al. (2017) collection as
the ‘SMA’ sample, and their combination as the ‘joint’
sample. Noting the overlap of one target (IM Lup) be-
tween the Lupus and SMA samples, the joint sample has
a total count of 105 unique disk targets.
4. ANALYSIS
4.1. Modeling Surface Brightness Profiles
To measure luminosities and sizes for the continuum
emission, we follow the procedure described in detail
by Tripathi et al. (2017). This approach models the
observed interferometric visibilities with a simple para-
metric prescription for the radial surface brightness pro-
file, and then derives a constraint on an “effective” size,
defined as the radius that encircles a fixed fraction of
the luminosity. Tripathi et al. (2017) discussed how a
size defined in this way is robust against the intrinsic
parameter uncertainties in the adopted model, and also
the actual choice of model. Any prescription that de-
scribes the data well suggests the same effective size.
We adopt a Gaussian likelihood that compares the
observed complex visibilities and Hankel transforms of
“Nuker” surface brightness profiles (Lauer et al. 1995),
Iν(%) ∝
(
%
%t
)−γ [
1 +
(
%
%t
)α](γ−β)/α
, (1)
that are shifted for positional offsets from the phase cen-
ter (dx, dy), stretched to account for an inclined viewing
angle (i), and rotated by a sky-plane position angle (ϕ).
Equation 1 is normalized based on a total flux density
parameter (Fν , equivalent to its integral over all angular
separations % and polar angles). The model prescrip-
tion has nine parameters, five in the Nuker profile and
four from the geometry of the sky projection. Adopting
the same practical and conservative priors advocated by
Tripathi et al. (2017), we sample the posterior distribu-
tion of the model parameters conditioned on the data
using emcee (Foreman-Mackey et al. 2013), a Monte
Carlo Markov Chain (MCMC) code that employs the
affine-invariant ensemble sampler developed by Good-
man & Weare (2010). A detailed practical description
and demonstration of the mechanics of this modeling
are provided by Tripathi et al. (2017); they are broadly
applicable to the analysis performed for this sample.
Posterior samples of the effective size, %eff , are then
calculated from the cumulative intensity profile,
fν(%) = 2pi
∫ %
0
Iν(%
′) %′ d%′, (2)
such that fν(%eff) = xFν ; we adopt x = 0.68 (see the dis-
cussion by Tripathi et al. 2017 and Section 5.3.1). Then,
we compute posterior samples for related quantities in
physical units, including the effective size, Reff = %eff×d,
and the continuum luminosity1, Lmm = Fν× (d/140)2×
s, where d is a distance in pc and s is a multiplicative
factor that crudely accounts for a systematic flux cali-
bration uncertainty (s values are drawn from a normal
distribution with a mean of unity and a standard devia-
tion of 0.1). Posterior draws for the distance were made
following Astraatmadja & Bailer-Jones (2016), condi-
tioned on parallax measurements and assuming an uni-
form d prior. Trigonometric parallax ($) measurements
were collected from the Gaia DR2 catalog (Gaia Collab-
oration et al. 2018) for all but 4 targets in the Lupus
sample.2 In those remaining cases, we assigned $ based
on the weighted mean of the ∼20 nearest Lupus mem-
bers within a 30′ distance; the standard deviation of
those neighbor parallaxes was adopted as the associated
uncertainty. For all targets, we corrected the catalog
parallaxes for the known 30µas systematic shift with
respect to the quasar reference frame, and folded in a
0.1 mas systematic uncertainty in quadrature with the
formal quoted uncertainty (cf., Lindegren et al. 2018).
For the SMA sample, we adopted the parameters in-
ferred by Tripathi et al. (2017)3 and then re-calculated
the posteriors on {Lmm, Reff} using parallaxes from the
Gaia DR2 catalog (Gaia Collaboration et al. 2018).
4.2. Modifications for Special Cases
There are 10 targets4 in the Lupus sample for which
the MCMC sampling would not converge with the stan-
1 The continuum luminosities are cast here in units of Jy for a
distance of 140 pc, to ease comparisons with other datasets.
2 2MASS J15450634-3417378, 2MASS J16011549-4152351,
2MASS J16070384-3911113, and 2MASS J16075475-3915446.
3 We used the modified results for the UZ Tau E disk computed
by Tripathi et al. (2018).
4 2MASS J16000060-4221567, Sz 130, 2MASS J16070384-
3911113, 2MASS J16073773-3921388, Sz 95, Sz 104, 2MASS
J16084940-3905393, 2MASS J16085373-3914367, 2MASS
J16101984-3836065, and 2MASS J16134410-3736462.
4dard priors. Each of these targets exhibits a faint
(.5 mJy), unresolved emission distribution. Their rel-
atively noisy visibility data means that we cannot dis-
criminate models well along the degeneracy between the
transition radius, %t, and the inner disk index, γ. The
marginal posteriors on %t are clearly peaked at low val-
ues, but with non-negligible tails that spanned the full
prior range (out to 10′′) when γ values were pegged to
the high end of its prior distribution (γ ≈ 2). This is
a classic problem in modeling disk emission with lim-
ited resolution and sensitivity: large sizes can be ac-
commodated by steep gradients (e.g., Mundy et al. 1996;
Andrews & Williams 2007). While we cannot rule out
the possibility that these faint disks do have systemat-
ically steeper brightness profiles, the brighter disks in
this sample (and the SMA sample; see Tripathi et al.
2017) where γ can be measured reliably favor lower val-
ues. Therefore, we prefer the low–γ, low–%t solution to
this problem. To mitigate this issue, we modified the %t
prior for these systems, employing a Gaussian prior with
a mean of zero and a width (σ = 0.′′13) corresponding
to the (naturally weighted) data resolution.
We also found the need to significantly relax the priors
on the index parameters β and γ for the specific case of
the Sz 91 disk, which appears as an extremely narrow
belt of emission (for details, see Tsukagoshi et al. 2018).
We increased the upper bound of the β prior from 10
to 20, and extended the low-end turnover of the logistic
function prior on γ from -3 to -20.
Two wide binary systems, Sz 65+Sz 66 and 2MASS
J16085324-3914401+2MASS J16085373-3914367, have
their individual components observed in distinct ALMA
pointings. However, both components lie within the pri-
mary beam for each of those pointings. In these cases,
we only modeled the visibility data from the one point-
ing centered on each individual component. A com-
bined modeling of both pointings of each system to-
gether would require a reliable treatment of primary
beam attenuation, and thereby makes the modeling un-
necessarily complicated. Each pointing has more than
sufficient signal that the ∼20–30% decrease in the noise
level was deemed inconsequential. However, the com-
panion disk emission in the periphery of each field could
bias the modeling. So, that emission was removed be-
fore modeling by subtracting off the Fourier transform
of its associated CLEAN components.
Finally, we had to modify the model parameterization
itself for the HK Lup (Sz 98) disk. An initial mod-
eling as described above cannot provide a good match
to the observed visibilities, which feature a pronounced
oscillation indicative of abrupt brightness changes on
relatively small angular scales. A close examination
of a continuum image made to enhance the resolution
(with Briggs robust=0), as shown in Figure 1, indicates
a shallow depression in the intensity distribution at a
(deprojected) radius of ∼0.′′4. With the image as a
guide, we modified the Nuker brightness profile model
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Figure 1. Synthesized image of the 335 GHz emission from the
HK Lup disk (beam size of 0.′′29 × 0.′′25, PA = 89◦) showing a
narrow, apparently shallow, depression near a (projected) radius
of 0.′′4 from the peak. That depression motivates a slight modifi-
cation of the standard model for this source.
to include three additional parameters that can mimic
this depression: an inner radius (%d), a width (∆%d),
and a depletion factor (d), such that the functional
form in Equation 1 is multiplied by d when % ∈ (%d,
%d + ∆%d). Because the depression is at best marginally
resolved, we set somewhat restrictive Gaussian priors
on the spatial parameters, p(%d) ∼ N (0.35, 0.10) and
p(∆%d) ∼ N (0.35, 0.10). The prior on the depletion fac-
tor is less stringent, with p(log d) ∼ U(−4, 0). Unsur-
prisingly, this modified profile provides a much improved
fit to the visibility data, and thereby a more reliable
%eff . We find %d = 0.
′′36 ± 0.03, ∆%d = 0.′′43 ± 0.05,
and log d = −0.4 ± 0.1, where the quoted values are
the peaks of the marginal posteriors and the 68.3% con-
fidence interval ranges (the other parameter values will
be presented in Section 5.1 with the rest of the sam-
ple). These should be considered tentative values, since
the data resolution is not really sufficient to do a proper
evaluation of the depression properties (i.e., there is a
propensity to over-fit in this case). In the end, because
the perturbation is modest, we end up with the same
effective size (%eff) as the depression-free model.
4.3. Stellar and Accretion Parameter Estimation
A variety of demographics inquiries that follow require
estimates of some basic stellar and accretion parameters.
Nearly all of the Lupus sample host stars have been stud-
ied with extensive spectroscopic analyses in a dedicated
campaign with the X-shooter spectrograph at the VLT
(Alcala´ et al. 2014, 2017; Frasca et al. 2017; Biazzo et al.
2017). We primarily use the parameters compiled by Al-
cala´ et al. (2017) as a base set of values, but do make
some modifications as appropriate. In their Table A.2,
5Alcala´ et al. list effective temperatures (Teff) and stel-
lar luminosities (L∗), and their associated uncertainties,
for a presumed (fixed) distance. The L∗ measurements
are quoted in the linear domain, but presumably this
is for clarity of tabulation and the inferences are actu-
ally made in something equivalent to logL∗ (since the
quoted uncertainties would frequently imply physically
impossible negative values). We re-cast their estimates
into their corresponding log Teff and logL∗ posteriors,
where the latter is properly scaled to account for our
adopted d posteriors (Section 4.1).5
We then compare these measurements to pre-main se-
quence evolutionary models in the Hertzsprung-Russell
(H-R) diagram to make estimates of the target masses
and ages. To do that, we assume that Teff and L∗ are in-
dependent (this should produce a conservative bias that
in a sense over-estimates the uncertainties on M∗ and τ∗)
and adopt the approach advocated by Jørgensen & Lin-
degren (2005), and implemented in the ScottiePippen
software package (see Czekala et al. 2016), to sample the
joint posterior distribution of {M∗, τ∗} conditioned on
{Teff , L∗}. We prefer here the MIST evolutionary mod-
els (Choi et al. 2016) as the basis for that inference, since
they are well-sampled across the parameter-space rele-
vant for these targets. The same analysis was performed
for various other evolutionary models (Siess et al. 2000;
Dotter et al. 2008; Tognelli et al. 2011; Baraffe et al.
2015) and no significant differences were identified.
Accretion rates were calculated following Alcala´ et al.
(2017), based on their estimates of the accretion lumi-
nosities, Lacc (their Table A.3). When a measurement
was available, their tabulated values were used to con-
struct log-normal Lacc distributions with their suggested
dispersion of 0.25 dex applied uniformly. When only up-
per limits are quoted, we presumed that logLacc is dis-
tributed like ∼ erfc(logLacc−UL)/0.25, where UL is the
quoted upper limit on logLacc and erfc is the comple-
mentary error function (e.g., see Law et al. 2017). In all
cases, the input Lacc was scaled to account for the d dis-
tributions adopted here. The derived log M˙∗ posteriors
were then calculated by combining those distributions
with the inferences on M∗, L∗, and Teff (where the lat-
ter two terms define the stellar radius; see Alcala´ et al.
2017, their Equation 1, for details). It is worth noting
that the cases which only produce upper (lower) limits
on M∗ will correspond to lower (upper) limits on M˙∗.
The same analysis was performed for the SMA sample
targets, with measurements collated from various liter-
ature sources (references are provided below).
5 For Teff , we draw random samples from a normal distribution
with the specified means and standard deviations and take their
logarithms. For L∗, we estimate an appropriate standard devia-
tion in logL∗ based on the specified uncertainty and logarithm of
the mean, and then proceed as for Teff . For each logLstar draw,
we add an appropriate term to account for the d re-scaling.
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Figure 2. Brightness temperature (top) and cumulative inten-
sity (bottom) radial profiles for each disk in the joint sample, in
each case defined as the median profile constructed from samples
of the parameter posterior distributions. The color-coding tracks
Lmm; a scale-bar is shown at the top of the figure.
5. RESULTS
5.1. Surface Brightness Modeling Results
In an effort to keep the focus on the demographics,
we have collated the detailed individual results in Ap-
pendix A. The inferred model parameters for the Lupus
sample disks are summarized in Table 2, which lists the
peaks of the marginal posteriors and the 68.3% confi-
dence interval ranges (or the 95.5% confidence limits, as
appropriate). The equivalent summaries for the SMA
sample are provided in Table 3. These tables also in-
clude posterior summaries for the derived effective sizes,
%eff , as well as for logLmm and logReff (see Section 4.1).
For the disks in the Lupus sample, Figure A1 compares
the observed visibilities with synthetic data generated
from random draws from the parameter posterior dis-
tributions. Figures A2 and A3 show the inferred sur-
face brightness profiles (Iν ; Equation 1) and cumulative
intensity profiles (fν ; Equation 2). The corresponding
results for the SMA sample are shown by Tripathi et al.
(2017) in their Figures 7 and 8, respectively.
6Figure 2 effectively summarizes the brightness profile
modeling for all 105 disks in the joint sample. It shows
the brightness temperature (Tb; computed from the full
Planck function) and (normalized) cumulative intensity
profiles (fν/Fν), constructed from the medians of pos-
terior surface brightness values at each radius. Each
profile is color-coded by its logLmm value (see Tables 2
and 3). Before exploring these results in more detail
below, there are a few basic features worth mentioning
from these plots. First, the Tb profiles actually show
relatively small dispersion. The median Tb at 40 au is
∼5 K, with a standard deviation of only a factor of two
despite the more than two orders of magnitude spread
in Lmm. Second, the Tb values are lower than would
be expected for typical dust temperatures, but not con-
siderably so (certainly within a factor of 5–10). This
suggests either that the continuum is marginally opti-
cally thin (τν & 0.1), or that it could be optically thick
if the true emission distribution is poorly resolved (i.e.,
there is structure on scales &2× smaller than the resolu-
tion). And third, the color-coding of the fν/Fν profiles
clearly demonstrates the presence of a size–luminosity
relationship: more luminous disks have more emission
distributed at larger distances from their host stars.
Based on the modeling results (and the appearance of
the data), we find that 9 of the 56 Lupus targets exhibit
a large central depression in their emission profiles: Sz
84, RY Lup, 2MASS J16070854-3914075, Sz 91, Sz 100,
2MASS J16083070-3828268, Sz 111, 2MASS J16090141-
3925119, and Sz 118. Most of these were already iden-
tified and studied in more detail by van der Marel et al.
(2018). With slightly different selection criteria, their
sample does not include 2MASS J16090141-3925119 (al-
though we note that Ansdell et al. 2016 tentatively iden-
tified a central depression in its associated emission), but
adds in Sz 123 A, 2MASS J16102955-3922144, and MY
Lup. We concur that Sz 123 A has a central depression,
but we exclude it here due to our criterion against select-
ing targets with close companions. We do not find any
evidence that 2MASS J16102955-3922144 or MY Lup
have centrally depressed emission morphologies. There
are an additional 17 such targets in the SMA sample:
LkHα 330, IRAS 04125+2902, UX Tau A, DM Tau,
LkCa 15, GM Aur, MWC 758, CQ Tau, TW Hya, SAO
206462, RX J1604.3-2130, RX J1615.3-3255, SR 24 S,
SR 21, WSB 60, DoAr 44, and RX J1633.9-2442. In
the following, we will refer to these targets as “transi-
tion disks”. Despite the Tripathi et al. (2017) selection
bias (caused by folding in the targeted SMA transition
disk survey by Andrews et al. 2011), the total fraction
of transition disks in the joint sample, ∼25%, is similar
to what is found in infrared surveys of other ∼Myr-old
clusters (e.g., see Currie & Sicilia-Aguilar 2011).
5.2. Host Parameters
The inferred stellar host properties, including the dis-
tances used to calculate some of the continuum emission
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Figure 3. The H-R diagram for the joint sample. The Lupus
and SMA samples are shown with closed and open markers, re-
spectively; transition disk hosts are colored blue. The solid curves
show MIST evolutionary tracks for (from top left to bottom right)
M∗/M = 3, 1, 0.3, 0.1; the dashed curves show (from right to
left) the τ∗/Myr = 0.1, 1, 10 isochrones (Choi et al. 2016).
properties in physical units, are summarized in Tables 4
and 5 for the Lupus and SMA samples, respectively. Fig-
ure 3 shows the location of the target hosts in the H-R
diagram, with some representative MIST evolutionary
models and isochrones overlaid (Choi et al. 2016). The
joint sample spans the full mass range of T Tauri and
Herbig AeBe stars, from 0.1 to 3M, although the vast
majority has M∗ . 1M. The mean age of the sample
is about 1.5 Myr, although with a wide dispersion (the
combined posterior for all sample targets has a peak at
log τ∗/yr ≈ 6.2, with 68.3% of the posterior probability
within ±0.5 dex of that value). There are no discernible
differences in the age distributions of the Lupus and
SMA samples. The latter has a M∗ distribution rela-
tively biased toward the high end, but on the mass range
where both samples overlap (−0.6 ≤ logM∗ ≤ 0.2) their
relative mass functions are indistinguishable.
In much of the following analysis, we will consider
the joint sample under the implicit assumption that the
parent distributions of the host properties for sources in
Lupus and the clusters from which the SMA sample are
drawn (primarily Taurus and Ophiuchus) are the same.
Ultimately that is an assumption that ought to be re-
visited when complete samples of spatially resolved con-
tinuum measurements are available for those clusters.
5.3. Inferred Scaling Relations
In this section, we aim to quantify the properties of
any scaling relations between the mm continuum sizes
and luminosities (Section 5.3.1), and between those pa-
rameters and the host star properties (Section 5.2) and
7Table 1. Selected Regression Posterior Summaries
x y sample A B σ ρˆ, CIρ(99%)
logLmm/Jy logReff/au Lupus 2.15
+0.10
−0.10 0.51
+0.07
−0.06 0.25
+0.04
−0.03 0.81 (0.60, 0.94)
logLmm/Jy logReff/au SMA 2.10
+0.05
−0.05 0.48
+0.06
−0.08 0.17
+0.03
−0.01 0.77 (0.53, 0.97)
logLmm/Jy logReff/au joint 2.10
+0.06
−0.03 0.49
+0.05
−0.03 0.20
+0.02
−0.01 0.86 (0.76, 0.92)
logL∗/L logLmm/Jy joint -0.88 +0.06−0.06 0.84
+0.08
−0.08 0.47
+0.04
−0.03 0.75 (0.59, 0.90)
logM∗/M logLmm/Jy joint -0.69 +0.08−0.05 1.51
+0.11
−0.16 0.46
+0.04
−0.03 0.75 (0.61, 0.86)
logL∗/L logReff/au joint 1.69 +0.04−0.04 0.30
+0.06
−0.05 0.31
+0.03
−0.03 0.54 (0.29, 0.81)
logM∗/M logReff/au joint 1.77 +0.05−0.04 0.58
+0.10
−0.10 0.30
+0.03
−0.03 0.58 (0.35, 0.74)
logLmm/Jy log M˙∗/Myr−1 joint -7.6 +0.2−0.2 1.03
+0.15
−0.13 0.80
+0.10
−0.07 0.67 (0.47, 0.82)
logReff/au log M˙∗/Myr−1 joint -10.9 +0.7−0.5 1.25
+0.35
−0.41 1.04
+0.12
−0.08 0.36 (0.06, 0.64)
logL∗/L log M˙∗/Myr−1 joint -8.3 +0.1−0.1 1.42
+0.14
−0.15 0.66
+0.08
−0.08 0.81 (0.64, 0.94)
logM∗/M log M˙∗/Myr−1 joint -8.2 +0.1−0.1 1.95
+0.25
−0.32 0.84
+0.11
−0.07 0.63 (0.40, 0.79)
Note—The quoted values for A, B, and σ are the peaks of their posterior distributions; the corresponding uncertainties represent
the 68% confidence interval. The quoted correlation coefficients (ρ) and associated confidence intervals (CIρ) represent the
median and 99% confidence regions of the 104 posterior samples for the regression.
accretion rates (Section 5.3.3). For the sake of simplic-
ity, we will interpret any such scaling relations with a
linear regression analysis – thereby presuming power-
law behavior when the variables of interest are logarith-
mic – following the general mixture model formulation
described in detail by Kelly (2007).6 To succinctly sum-
marize, that regression analysis presumes a relation
y = A+ B x + ε, (3)
where {x, y} are the variables of interest (with associ-
ated covariances), A and B are the intercept (normaliza-
tion) and slope (power-law index) of the model scaling
relation, and ε represents an additional Gaussian “scat-
ter” (in y) around the mean relation (i.e., ε is drawn
from a Gaussian distribution with mean zero and stan-
dard deviation σ). The Kelly (2007) methodology infers
posterior samples on {A, B, σ} conditioned on {x, y},
their covariance matrices, and any associated censoring
(limits). We have further simplified this analysis by ap-
proximating the two-dimensional posteriors for any {x,
y} as (symmetric, elliptical) Gaussian distributions with
representative means and covariances.
5.3.1. Size–Luminosity Relation: {Lmm, Reff}
Figure 4 shows the continuum size–luminosity scaling
for the Lupus and SMA samples, along with the corre-
sponding regression results. A dark shading marks the
68% confidence interval region inferred for the joint sam-
ple; the lighter shading includes the scatter term. We
6 We use the same algorithms, but in software modified for
python by J. Meyers (https://github.com/jmeyers314/linmix).
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Figure 4. The mm continuum size–luminosity relationship.
Symbols are as in Figure 3. Error bars mark the 68% confidence
intervals; upper limits (at 95% confidence) are marked with gray
arrows. The dark shaded region marks the 68% confidence interval
on the scaling relation from the linear regression analysis on the
joint sample. The lighter shaded region marks the same behavior
with the additional scatter term (σ) folded in.
find a definitive size–luminosity relationship in both the
joint sample and its constituent sub-samples. The re-
gression parameters are listed in Table 1. The inferred
size–luminosity scaling is the same within the uncertain-
ties for either sub-sample or their union. Moreover, we
find that the slope of this relationship is identical re-
gardless of how Reff is defined. The same behavior is
inferred if we consider the radii that encircle 50, 68 (our
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Figure 5. The top panels show how the continuum luminosity (Lmm) scales with the host star luminosity (L∗; left) and mass (M∗;
right). The bottom panels show the corresponding scalings with the continuum effective size (Reff). Annotations are as in Figure 4.
adopted value), 80, 90, or 95% of Lmm; the normaliza-
tion (intercept) changes modestly, from A ≈ 2.0 for the
50% definition to 2.4 for the 95% definition.
These results verify the original Tripathi et al. (2017)
conclusions from the SMA sample alone, that there is
a clear and linear relationship between the continuum
luminosity and its emitting surface area, Lmm ∝ R2eff .
The Lupus sample extends that relation almost an or-
der of magnitude lower in Lmm (albeit with considerable
uncertainty on size estimates there), suggesting that the
original analysis from the SMA sample was not substan-
tially biased by either a lack of depth or by combining
targets from different cluster environments. It is notable
that the inferred scatter around the mean relation does
not appreciably shrink for the joint sample of 105 disks;
the implication is that the relation has some intrinsic
dispersion and/or higher dimensionality.
As discussed by Tripathi et al. (2017) (see also Sec-
tion 6.1), disks cannot populate the lower right corner
of the Reff–Lmm plane because emission levels saturate
at sizes a factor of ∼3 below the mean relation when the
continuum becomes optically thick. There is no obvious
physical reason that the region above the mean relation
should be depopulated, but it is worth considering two
potential selection effects. First is the possibility that
we have excluded large, low-surface brightness disks in
the Lupus sample because of the sensitivity criterion in
Section 3 (i.e., the continuum must be firmly detected).
This can be ruled out. For any reasonable brightness
profile (Nuker profiles with a range of gradient param-
eters), the Ansdell et al. (2016) ALMA survey is sen-
sitive enough that we would have included any target
with Reff values (at least) 10× larger than the mean
size–luminosity relation. A second, more subtle, possi-
bility is that the disks that populate the upper left of
the size–luminosity plane were excluded from the Ans-
dell et al. sample because they have negligible (optically
thin) infrared excess emission. Again, for a range of
brightness profiles that produce such large Reff for their
Lmm, and reasonable assumptions about dust temper-
atures and opacities, we find it difficult to accommo-
date the possibility of optically thin infrared emission.
One interesting exception is a scenario with a low-mass
(∼0.1M) host and a large (& 70 au in radius) dust
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Figure 6. The top panels show how the accretion rate (M˙∗) scales with the host star luminosity (L∗; left) and mass (M∗; right). The
bottom panels show its behavior as a function of continuum luminosity (Lmm; left) and size (Reff ; right). Annotations are as in Figure 4.
ring. Deep imaging surveys of Class III sources could
perhaps identify such elusive systems.
5.3.2. Disk–Host Relations: {[Lmm, Reff ], [L∗, M∗]}
We consider comparisons of Lmm and Reff with the
four representative host star properties calculated for
the sample targets: effective temperature (Teff), lumi-
nosity (L∗), mass (M∗), and age (τ∗). No relationships
were found as a function of age, which is not surpris-
ing given the general co-evality of the sample and the
large individual τ∗ uncertainties (i.e., there is simply not
enough dynamic range in the age dimension for this sam-
ple). And while there are significant scalings between
these disk properties and Teff , we find those relation-
ships are more readily interpreted in the contexts of M∗
(a natural proxy for Teff for a young, roughly co-eval
population). Therefore, we will focus the discussion on
connections between {Lmm, Reff} and {L∗, M∗}.
We find clear correlations of Lmm with either L∗ or
M∗. The derived regression parameters are summarized
in Table 1; the scaling relations are shown in the top
panels of Figure 5. The regression analyses for the joint
sample suggests that Lmm ∝ L0.8∗ and ∝M1.5∗ , with sim-
ilar dispersions (∼0.5 dex in Lmm). Those scalings make
sense with respect to one another, given the approximate
mass-luminosity relation for the ∼Myr isochrones in the
evolution models (roughly L∗ ∝M1.8∗ ). The same analy-
sis of the Lupus sample alone finds similar results. That
is not true of the SMA sample only, where there is not
evidence for a correlation due to a selection bias toward
more luminous (therefore massive) hosts. The Lmm−M∗
relation derived here is consistent with those found from
previous continuum photometry surveys of comparable
size (and some overlapping targets) and age in the Tau-
rus (Andrews et al. 2013), Lupus (Ansdell et al. 2016),
and Cha I (Pascucci et al. 2016) populations. That said,
it is not clear in Figure 5 that these scalings are opti-
mally described by single power-laws: the least luminous
(massive) hosts tend to have (marginally) lower Lmm
than the regression trends would suggest.
The inferred relationships between Reff and L∗ or
M∗ are less robust (correlation coefficients ∼0.5–0.6),
but in line with expectations given the continuum size–
luminosity scaling and the connections between Lmm
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and host properties. Those relationships are shown in
the bottom panels of Figure 5 and summarized in Ta-
ble 1: they suggest that Reff ∝ L0.3∗ and ∝ M0.6∗ , with
a dispersion of ∼0.3 dex in Reff around those scalings.
These correlations are not found in the SMA sample
(again, due to the same selection bias outlined above),
but are present in the Lupus sample alone. We are un-
aware of any other claims for relationships between the
continuum size and L∗ or M∗ in the literature.
5.3.3. Links to Accretion: {[Lmm, Reff ], [L∗, M∗], M˙∗}
Figure 6 explores the relationships between the accre-
tion rates and both the stellar host parameters and disk
continuum emission parameters for this sample. The
corresponding regression parameters are also included
in Table 1. We find strong correlations between M˙∗ and
the host parameters, such that M˙∗ ∝ L1.4∗ or ∝M2.0∗ , al-
beit with considerable scatter (0.7–0.8 dex in M˙∗). This
behavior agrees well with many previous studies of the
mass-dependence of accretion rates (e.g., Muzerolle et al.
2003; Herczeg & Hillenbrand 2008; Rigliaco et al. 2012;
Alcala´ et al. 2014; Manara et al. 2015).
We also find a clear linear correlation between the
accretion rate and continuum luminosity, with a dis-
persion of ∼0.8 dex in M˙∗. For a simple scaling be-
tween Lmm and the disk mass, this behavior is consis-
tent with such relationships found recently by Manara
et al. (2016) and Mulders et al. (2017). There is only a
relatively weak suggestion for a roughly linear relation-
ship between accretion rates and continuum sizes, with
considerable scatter (∼1 dex in M˙∗).
6. DISCUSSION
We have used archival ALMA and SMA observations
to measure the sizes (Reff) and luminosities (Lmm) of
the 340 GHz continuum emission from 105 nearby pro-
toplanetary disks. After collating measurements of the
effective temperatures, luminosities, and accretion lu-
minosities of the corresponding stellar hosts from the
literature, we computed a homogenized set of host
masses, ages, and accretion rates and then examined
the multi-dimensional relationships among these basic
demographic parameters. With this analysis, we con-
firm the L∗–Lmm (or, equivalently, M∗–Lmm) scaling
relations inferred previously in various ∼Myr-old young
clusters (Andrews et al. 2013; Ansdell et al. 2016; Pas-
cucci et al. 2016), the recent claims of a Lmm–M˙∗ cor-
relation (Manara et al. 2016; Mulders et al. 2017), and
the classical M∗–M˙∗ scaling (e.g., Muzerolle et al. 2003;
Manara et al. 2015). Moreover, we verify the Lmm–Reff
scaling inferred by Tripathi et al. (2017) and present
corresponding, albeit weaker, relationships between Reff
and the host and accretion parameters.
Although we have now identified and quantified the
higher dimensional connections between these proper-
ties (Table 1), the origins of these relationships, and
particularly the lingering scatter around them, are not
yet clear. Such ambiguity will likely remain until larger
samples with considerably better angular resolution and
sensitivity are available. There are simply too many
forking paths to generalize with the limited information
at hand, since the detailed distribution of the continuum
emission may indeed provide the hidden links to the de-
mographic connections studied here. Nevertheless, we
hope to illuminate some broadly relevant issues by ex-
ploring these parameter relationships in highly simpli-
fied scenarios. With that more modest goal in mind, we
will explore two limiting approximations.
First, we need to design a population model for the
host properties in this sample to enable a more general
interpretation of their connections to the disk parame-
ters. Figure 7 summarizes that model characterization,
showing probability densities in grayscale with the mean
behaviors in red, and compares it to the individual mea-
surements. This host population model was manually
designed and tuned as described in Appendix B. Briefly,
it employs a three-part linear model of (visual, though
not necessarily physical) sub-populations in {log Teff ,
log τ∗}-space (bottom left corner of Figure 7).
And second, we make two assumptions that will enable
a more intuitive (both physically and mathematically)
exploration. The first is that the continuum emission
distribution has a distinct outer boundary, Ro. This
rigidity compared to the surface brightness models used
in Section 4 is solely designed to simplify the interpreta-
tions and focus on the basic results. In the parlance of
the “Nuker” profile models, it is worth noting that the
vast majority of the disks in this sample have .20% of
their total emission originating outside Rt (i.e., crudely
approximated here as Ro), due to their relatively large
β indices. We will briefly touch on the effects of ignor-
ing this component of the emission profile below. The
second assumption is that the radial dust temperature
profile has a simple parameterization,
Td(r) = T0
(
L∗
L
)0.25 (
r
r0
)−q
, (4)
with a fiducial normalization of T0 = 30 K at r0 = 10 au
for L∗ = L. This behavior is motivated by the (ad-
mittedly coarse) radiative transfer grid calculated by
Andrews et al. (2013), and is roughly consistent with
measurements that locate the CO condensation fronts
at ∼20 K in the disks around two benchmark sample
members, TW Hya (Qi et al. 2013) and HD 163296 (Qi
et al. 2015) for reasonable values of q.
6.1. Optically Thick Scenario
The first scenario we will consider is the case where
all of the emission is optically thick (τd  1). We define
a corresponding brightness profile,
Iν(r) ≈
{
F Bν(Td) if r ≤ Ro .
0 otherwise ,
(5)
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Figure 7. The relationships between stellar host parameters for the joint sample (points, symbols as in Figure 3. The red curves describe
the mean behavior of a population model, manually designed to match the sample (see Appendix B). The grayscale represents a probability
density map, folding in an appropriate amount of scatter to account for the measured dispersion in the stellar parameters.
where F is a constant, tunable, intensity-weighted “fill-
ing factor” (0 < F ≤ 1). To simplify the discussion, let
us temporarily assume the disks in this sample can be
described in the Rayleigh-Jeans approximation, so that
Iν(r) ≈ 2 ν
2 k
c2
F T0 rq0
(
L∗
L
)0.25
r−q (6)
inside Ro. Then, following Equation 2, the cumulative
intensity profile is
fν(r) =
4pi ν2 k
(2− q) c2 F T0 r
q
0
(
L∗
L
)0.25
r2−q , (7)
and, recalling the definitions of the key observables
Lmm = fν(Ro) and xLmm = fν(Reff), we can relate the
continuum luminosity and effective size to the model,
Lmm =
4pi ν2 k
(2− q) c2 F T0 r
q
0
(
L∗
L
)0.25
R2−qo , (8a)
Reff = x
1/(2−q)Ro . (8b)
These are the “base” relations that connect the disk ob-
servables {Lmm, Reff} to the stellar population (through
L∗, via the population model shown in Figure 7) and the
model parameters {q, F , Ro}.
Combining Equation 8 and re-arranging terms, we find
Reff ∝ L−1/4(2−q)∗ L1/(2−q)mm . (9)
Therefore, in this scenario the shapes of both the Reff–
Lmm and L∗–Lmm scaling relations derived in Sec-
tion 5.3 (see Table 1) are reproduced when q = 0.57 ±
0.08, a reasonable temperature gradient for irradiated
accretion disks (e.g., D’Alessio et al. 1998). Going back
to the base relations in Equation 8, we can re-cast the re-
quirement to reproduce these scaling relations in terms
of the model parameters and find that Ro ∝ L0.4∗ , or, for
the mean M∗–L∗ relationship, Ro ∝M0.7∗ .
The normalization of that Ro–M∗ relation needs to
be chosen to reproduce the observed Reff–M∗ behavior
(or its equivalents; see Figure 5). However, for the fidu-
cial Td normalization and a continuous distribution of
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Figure 8. The relationships between disk continuum and stellar host parameters for the joint sample (points, symbols as in Figure 3.
The red curves describe the mean behavior of a population model that assumes all of the emission is optically thick, with the assumptions
described in Equation 10. The grayscale is a probability density map for that mean population model which folds in some appropriate
scatter in T0, q, F , and the prescribed Ro–M∗ scaling, along with the underlying stellar population model.
emitting dust (F = 1), this model scenario generates
too much emission (i.e., Lmm is too high for any given
L∗, M∗, or Reff). The magnitude of the discrepancy is
about a factor of six in Lmm, although roughly half of
that is a result of presuming the Rayleigh-Jeans approx-
imation is valid; a more accurate discrepancy is a factor
of three. The only ways to reconcile this offset are to
make the disks colder (e.g., decrease T0 from∼30 to 10 K
for solar luminosity hosts), to selectively remove some
emitting material (i.e., set F ≈ 0.3), or some combina-
tion of those options. The first option alone is difficult
to achieve for realistic radiation transfer calculations,
so we prefer the second. There are many ways to dis-
tribute the emitting material to fulfill that criterion, but
from the demographics perspective considered here the
arrangement itself is not important.
Figure 8 compares the observed relationships between
{Lmm, Reff , L∗, M∗} for the joint sample with a popu-
lation model of the optically thick scenario described
above (using the full Planck function instead of the
Rayleigh-Jeans approximation). The mean behavior
in this multi-dimensional parameter-space can be ex-
plained well with three key assumptions:
q ≈ 0.57 ,
Ro ≈ 90 (M∗/M)0.7 au ,
F ≈ 0.3 .
(10)
The scatter around these mean relationships has modest
contribution (∼30–50%) from the dispersion in the stel-
lar host parameters. Neither those variations, nor the
additional scatter imposed by reasonable uncertainty in
q (±0.08) or even in T0 (±5 K), nor any variations in
F , provide an explanation for the broad distribution
observed in the M∗–Reff plane. That scatter must be
explained in the assumed Ro–M∗ behavior: we find that
all of the observed scatter can be explained if its nor-
malization has a log-normal variation around the mean
with a standard deviation of 0.2 dex and its index has
a normal distribution with a standard deviation of 0.1.
The permissible range of F is ∼0.1–0.5 before the model
scatter becomes considerably broader than is observed.
6.2. Optically Thin Scenario
We also consider the opposite limiting scenario, where
the emission is optically thin (τd  1) and
Iν(r) ≈
{
Bν(Td) τd if r ≤ Ro .
0 otherwise .
(11)
This scenario is mathematically similar to the optically
thick case, but with the added complexity of permissible
variations in τd. We assume the generic behavior
τd(r) = τ0
(
L∗
L
)η (
r
r0
)−p
. (12)
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Figure 9. The same as Figure 8, but for an optically thin disk population model.
To again analytically illustrate the scaling behaviors in
this model, we (temporarily) assume that the Rayleigh-
Jeans approximation is applicable, so
Iν(r) ≈ 2 ν
2 k
c2
T0 τ0 r
p+q
0
(
L∗
L
)0.25+η
r−(p+q) (13)
inside Ro. Integrating that brightness profile and relat-
ing it to the definitions of the continuum luminosity and
effective size, we arrive at the “base” relations,
Lmm =
4piν2kT0 τ0 r
p+q
0
(2− p− q) c2
(
L∗
L
)0.25+η
R2−p−qo , (14a)
Reff = x
1/(2−p−q)Ro (14b)
(cf., Equation 8 for the τd  1 case).
Combining the parts of Equation 14, we find the some-
what unwieldy scaling behavior
Reff ∝ L−(η+0.25)/(2−p−q)∗ L1/(2−p−q)mm . (15)
In this case, the criterion required to simultaneously re-
produce the observed shapes of the Reff–Lmm and L∗–
Lmm scaling relations is
η ≈ 0.4(p+ q)− 0.2 . (16)
For reasonable p + q (based on the γ values inferred in
Section 5), that again implies that Ro ∝ L0.4∗ , or equiv-
alently Ro ∝M0.7∗ in this case (as it must to explain the
observed Reff–L∗ or –M∗ behaviors).
Figure 9 shows the parameter relationships of interest
overlaid with optically thin population models that were
manually tuned to match the data. In those model cal-
culations, we assumed the more general surface bright-
ness prescription Iν ≈ Bν(Td)(1 − e−τd), although the
simplification described above still provides a reasonable
approximation. As was the case for the optically thick
models, we need to make three assumptions to repro-
duce the trends, relating to a gradient, a size-scaling,
and a normalization,
η ≈ 0.4(p+ q)− 0.2 ,
Ro ≈ 90 (M∗/M)0.7 au ,
τ0 ≈ 0.4 (M∗/M)1.7η ,
(17)
where in the last criterion we substituted the mass scal-
ing for the original luminosity scaling using the mean
L∗–M∗ relation appropriate for this sample. In Figure 9,
we have assumed p + q ≈ 0.75 ± 0.25 (η ≈ 0.10 ± 0.11)
to be consistent with the measured surface brightness
slopes (note that p+ q ≈ γ in this model).
We want to explicitly point out two consequences of
this formulation. First, this behavior, where η is roughly
zero, is consistent with a scenario where all disks have
the same optical depth profile, regardless of their host
properties (cf., Eq. 12; see also Pie´tu et al. 2014): the
observed scaling relations can all be explained with vari-
ations in the disk sizes. And second, if we make the
standard assumption that the dust opacity κν does not
vary with radius, we can derive a scaling relation be-
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Figure 10. An analogous comparison as Figure 8, but in this case for the added dimension of accretion rate (M˙∗). These behaviors
presume the same stellar population model, the optically thick prescription from Section 6.1, and an intrinsic M˙∗–M∗ scaling (see Table 1).
tween the disk mass and host mass. To do that, under
these assumptions (η ∼ 0 and κν(r) ≈ constant) we note
that the dust surface density profile would vary like
Σ ∝Mξ∗ r−p, (18)
where we have permitted an M∗-dependence in the nor-
malization. The dust mass is the integral of the surface
density profile over the disk area, and so
Md =
∫ Ro
0
Σ(r) 2pi r dr ∝Mξ∗ R2−po . (19)
Since Ro ∝M0.7∗ (Eq. 17), and p = 0.25 for the fiducial
case where q = 0.5, we find that Md ∝ M1.2+ξ∗ . The
salient point is that a consideration of disk sizes in the
demographic landscape shows that the roughly linear
Md–M∗ scaling relation inferred for the typical set of
assumptions (Andrews et al. 2013; Ansdell et al. 2016;
Pascucci et al. 2016) implies that disks have similar sur-
face density profiles regardless of their host parameters
(i.e., ξ is consistent with zero). It is worthwhile to con-
sider these implications in studies that employ the scal-
ing relations that are inferred with such assumptions.
In terms of the scatter in these parameter relation-
ships, we are again forced to assume the same disper-
sion around the mean Ro–M∗ relation as in the optically
thick case. Some additional scatter in the optical depth
normalization (τ0) is also plausible, so long as the stan-
dard deviation in a log-normal distribution is .0.4 dex
(and ∼0.2 dex is more appropriate).
6.3. Links to Accretion Rates
An example of the extensions of these population mod-
els to include the mass accretion rate is shown in Fig-
ure 10, in the case for the optically thick scenario (al-
though the optically thin scenario works just as well).
The added assumption when expanding the dimension-
ality this way is that there is an intrinsic M˙∗–M∗ rela-
tion like the one observed (including the scatter; see Ta-
ble 1). We could just as easily have presumed an intrin-
sic Lmm–M˙∗ relationship as observed (e.g., see Mulders
et al. 2017), and thereby would predict an appropriate
M˙∗–M∗ scaling and amount of scatter. Figure 11 makes
the comparison between Lmm and a crude diagnostic of
the gas mass of the disk, Mgas ≈ M˙∗ τ∗ (cf., Hartmann
et al. 1998). The observed correlation is to be expected,
since M˙∗ and Lmm are correlated (Figure 6) and neither
of those variables depend significantly on τ∗. For the
assumptions outlined above, the same behavior would
be produced for the optically thick or thin population
models. That said, the latter models may seem more
compelling in this context because Lmm is roughly pro-
portional to the dust mass (Mdust). The red curve in
Figure 11 is not a fit: it represents the expected behavior
for equivalent masses if the disks are optically thin, have
a dust-to-gas mass ratio of 1% a mean dust temperature
of 20 K, and a 340 GHz dust opacity of 3.5 cm2 g−1.
It is tempting to fold the added dimensionality of size
into an interpretation in the context of the viscous evolu-
tion of simple accretion disks (e.g., Hartmann et al. 1998;
Andrews et al. 2009; Isella et al. 2009; Pascucci et al.
2016; Rafikov 2017; Tazzari et al. 2017; Lodato et al.
2017; Mulders et al. 2017). The effective continuum
sizes and luminosities as measured here are not easily
associated with the viscous model parameters of inter-
est (the gas mass and characteristic radius) because they
are both strongly (and non-linearly) modulated by the
coupled evolution of the gas and solids in the disk (e.g.,
Birnstiel et al. 2012, 2015). Moreover, models that per-
form that coupling are known to have a significant effi-
ciency problem (e.g., Takeuchi & Lin 2002, 2005; Brauer
et al. 2007), presumably requiring disk structures that
deviate significantly from the standard gas model con-
figurations (e.g., Pinilla et al. 2012). For those reasons,
our preference is to keep the focus on more empirical
relationships. Nevertheless, it would be interesting in
future work to consider full population models that link
the evolution of solids in viscous accretion disks in an
effort to more accurately assess their ability (or not) to
reproduce the observed scalings on the right timescales.
6.4. Comments on Transition Disks
To this point, we have discussed the multidimen-
sional relationships among all of the sample targets to-
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Figure 11. A comparison of the continuum luminosities (∝
Mdust) and a simple diagnostic of the gas mass in standard accre-
tion disk models (Mgas ≈ M˙∗ τ∗; cf., Hartmann et al. 1998). The
red curve marks the expected behavior for standard opacity and
temperature assumptions if the dust-to-gas mass ratio is 1%.
gether, regardless of their continuum emission morphol-
ogy. The sub-sample of transition disks (see Section 5.1
for our definition) have bulk demographic properties
that, broadly speaking, match well with the overall sam-
ple. But aside from that general agreement, there are
some subtle deviations that merit brief attention.
First, and perhaps most obviously, the transition disks
in this sample tend to be hosted by more luminous (mas-
sive) stars. We presume that this is a selection effect,
in that there could well be other transition disks among
the less luminous (massive) members of the sample that
have not yet been identified (e.g., see Ercolano et al.
2009). However, this could instead be a real physical
effect; very high angular resolution imaging would be
required to know for certain. Figure 7 suggests that the
transition disk hosts are slightly less luminous than their
“normal” counterparts at a fixed effective temperature,
and therefore appear older. Their inferred age distribu-
tion does indeed peak at 2.5 Myr, compared to 1.5 Myr
for the normal disks, but a shift of that amount is not
statistically significant given the large uncertainties.
Pinilla et al. (2018) recently argued that the Md–M∗
(or equivalently Lmm–M∗) scaling for transition disks is
considerably flatter than for the normal disk population.
A close examination of the top right panel of Figure 5 in-
deed shows a similar result for this sample.7 The normal
disk relation is the same as quoted in Table 1, but the
transition disks alone have a much lower scaling index
(B = 0.86±0.18; a difference at the 3σ level). We should
caution, however, that both this analysis and the Pinilla
et al. (2018) result are strongly influenced by the 2 or 3
7 There is substantial sample overlap between this article and
the Pinilla et al. (2018) study, particularly at the low-M∗ end.
targets at the low-M∗ end. If those are just the brightest
transition disks with low-mass hosts, and there are in-
deed more such systems with fainter disks that we have
not yet identified, this apparent discrepancy could eas-
ily be biased by selection effects. We also find marginal
support for the claim by Najita et al. (2007, 2015) that
the transition disks have preferentially lower accretion
rates for a given disk mass (see Figures 6 or 10). A com-
parison of the regression results in the Lmm–M∗ plane
finds that the normalization (intercept) is∼0.6 dex lower
for transition disks compared to normal disks (at ∼90%
confidence); both sub-samples have the same slopes.
Finally, we note that the surface brightnesses mea-
sured in Section 4 for the transition disks are high.
Assuming the standard dust temperature prescription
(Equation 4), we would infer that all of these disks are
optically thick around their peaks. One could reason-
ably argue that the local Td at these peaks should be
enhanced by direct stellar irradiation (e.g., Dullemond
et al. 2001; D’Alessio et al. 2005), but not to a level
that would substantially reduce the optical depth esti-
mates. In reality, the “ring” features for these systems
are not resolved well, so if they are more narrow than
we can infer then the peak brightness temperatures (and
thereby optical depths) could actually be higher. This
is all an interesting manifestation of the first scenario
to explain the multi-dimensional scaling relations, de-
scribed in Section 6.1: the emission is optically thick
and has a large effective size, but the depleted central
cavities reduce the continuum luminosity to a level con-
sistent with a “filling factor” (F) of ∼0.1–0.5. Since
the transition disks generally have similar demographic
behaviors to the general population, it is natural to won-
der if they are just a more obvious manifestation of this
kind of behavior. Perhaps this is a clue that the multi-
dimensional relationships probed here are produced by
optically thick substructures on spatial scales consider-
ably smaller than the available resolution.
6.5. Further Caveats and Future Work
Of course, the limiting approximations in Sections 6.1
and 6.2 are vast over-simplifications. The reality is prob-
ably a messier hybrid of those scenarios, perhaps where
there are higher-level dependencies between the model
parameters and the host and/or disk properties. In a
sense, this could still be treated in the optically thick
substructures paradigm if we permit a complicated func-
tional form for the “filling factor” F . That parameter
can include optically thin contributions, depleted zones,
or both, in myriad morphological configurations.
This may seem like a good explanation of demographic
trends will rely on some knowledge of complicated minu-
tiae. In reality, that is probably the case: it will be diffi-
cult to distinguish how to properly formulate population
models without observations at much higher resolution.
However, we can start to check if even the simple pic-
tures laid out above make sense for specific examples.
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Figure 12. The 340 GHz continuum surface brightness distri-
bution model inferred from the 0.′′3 SMA observations of the TW
Hya disk (black), overlaid with the observed (deprojected) ALMA
emission profile at 20 mas resolution (Andrews et al. 2016). The
vertical dashed line marks the %eff for this target listed in Table 3.
The shaded region marks the radial separations where the emission
transitions from optically thick to thin, based on the brightness
temperatures and spatially resolved spectral index measurements
of Tsukagoshi et al. (2016) and Huang et al. (2018).
Perhaps the most obvious case to illustrate the point is
the TW Hya disk, which has been observed at very high
angular resolution (20–30 mas; ∼2 au) with ALMA (An-
drews et al. 2016). Figure 12 shows the model brightness
profile inferred from the more modest-resolution SMA
observations (Andrews et al. 2016; Tripathi et al. 2017),
overlaid with the ALMA data. The spectral index of this
emission is roughly constant at ≈2 inside ∼0.′′5 (and per-
haps out to 0.′′9); coupled with the high brightness tem-
peratures (comparable to the expected Td), it is clear
that the inner disk emission is optically thick (Tsuk-
agoshi et al. 2016; Huang et al. 2018). In this case, the
optically thick filling factor is F ≈ 0.4–0.6; if we further
account for the small-scale radial depletions (“gaps”),
F decreases by another ∼0.1. So, in this case, a high-
resolution knowledge of where the emission is optically
thick lends some credence to an explanation similar to
the scenario described in Section 6.1.
Ultimately, similar evidence as for TW Hya would be
needed to definitively connect physical models to the de-
mographic properties discussed here (or perhaps more
elaborate ones). That said, some tests of the optically
thick scenario might be available by folding in spectral
index information (perhaps even unresolved) to the pop-
ulation analyses. Some guidance from linking models
of viscous evolution and the coupling between gas and
solids would also be welcome.
7. SUMMARY
We have combined the archival SMA measurements
from Tripathi et al. (2017) with the comparable archival
ALMA survey in Lupus (Ansdell et al. 2016) to conduct
a homogeneous analysis of the resolved 340 GHz con-
tinuum emission from 105 nearby protoplanetary disks,
with a focus on the multidimensional demographics re-
lated to emission sizes. Our key findings are:
• We confirm (in form and normalization) and quan-
tify the previous measurements of strong correla-
tions between the continuum luminosities (Lmm)
and the stellar host masses (M∗) or luminosities
(L∗) – Lmm ∝ M1.5∗ or Lmm ∝ L0.8∗ – as well as
the accretion rates – Lmm ∝ M˙1.0∗ .
• We verify the relationship between the continuum
emission size (Reff) and Lmm measured by Tripathi
et al. (2017): the amount of emission scales lin-
early with its surface area: Lmm ∝ R2.0eff .
• We identify new, albeit weaker, scaling relations
connecting the emission sizes and the host prop-
erties – Reff ∝ M0.6∗ or ∝ L0.3∗ – and a marginal
connection with the accretion rates – Reff ∝ M˙0.9∗ .
• With some simplified approximations, demo-
graphic models explain these scaling relations and
their associated dispersions for either optically
thick or thin emission. The thick case requires an
intensity-weighted filling factor of ∼0.3. The thin
case suggests that disks have a relatively uniform
optical depth profile that is independent of the
host properties: the distribution of continuum lu-
minosities are explained with variations in the disk
size. In both cases, we require a slightly sub-linear
scaling (and considerable dispersion) between the
dust disk size and the host mass.
• The transition disks appear superficially to exhibit
the same behavior as the general population, but
may show some subtle differences in their connec-
tions to the stellar host and accretion parameters.
Selection effects are still an issue in making firm
conclusions in this regard.
• The key takeaway point is that the standard demo-
graphic analyses show clear connections among the
disk masses (∼Lmm), disk sizes, and host proper-
ties. Unambiguously disentangling those connec-
tions may require large mm continuum surveys at
a few times better angular resolution, preferably
with spectral index information, to assess the role
of optical depth in shaping the observables.
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APPENDIX
A. DETAILED MODEL RESULTS
Figure A1 shows the deprojected, azimuthally-averaged visibility profiles for each target in the Lupus sample,
normalized by their most probable flux densities. Error bars correspond to the uncertainties on the mean in each
spatial frequency bin. The black and gray points are the real and imaginary components. The red (orange) curves
show the real (imaginary) visibility profiles that correspond to 200 random draws from the surface brightness posteriors,
constructed with the same Fourier sampling as the observations and averaged in the same way. The blue curves are
models constructed from the mean of those posterior draws, assuming perfect Fourier coverage. Figures A2 and A3
show the confidence intervals on the surface brightness and cumulative intensity profiles for the Lupus sample.
Table 2 is a compilation of summary statistics for the posterior distributions inferred for the parameters of the
continuum surface brightness profiles of the Lupus sample targets. It includes the effective (angular) sizes, determined
IK Lup Sz 66 J15450634 J15450887 HW Lup GW Lup HM Lup
Sz 73 GQ Lup IM Lup RU Lup Sz 84 Sz 129 RY Lup
J16000060 J16000236 Sz 130 MY Lup Sz 131 J16011549 Sz 133
J16070384 J16070854 Sz 90 Sz 91 J16073773 Sz 95 J16075475
J16080017 Sz 96 J16081497 Sz 97 HK Lup Sz 100 Sz 103
J16083070 Sz 104 Sz 108 B J16084940 V1193 Sco J16085324 J16085373
Sz 111 J16085529 Sz 112 Sz 113 J16090141 V908 Sco J16092697
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Figure A1. The azimuthally-averaged, deprojected real (black points) and imaginary (gray points) visibility profiles from each target in
the sample, normalized by the median values of the Fν posterior distributions. Red (real) and orange (imaginary) curves show corresponding
visibility profiles with the same spatial frequency sampling as the data, constructed from random draws from the model posteriors. Blue
curves represent models with perfect spatial frequency sampling, using an average model of 200 posterior parameter draws.
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Figure A2. The surface brightness, Iν(%), profiles (top panels of each row; in Jy arcsec−2 units) and cumulative flux, fν(%)/Fν , profiles
(bottom panels of each row). The black curves are the median profiles constructed from the posteriors of the brightness profile model
parameters. The light and dark shaded regions represent the 95 and 68% confidence intervals on those profiles, respectively.
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Figure A3. Surface brightness and cumulative flux radial profiles for additional targets, as in Fig. A2.
from the brightness profiles, and (the logarithms of) that size (Reff) and the continuum luminosity (Lmm) in physical
units. Table 3 is the equivalent compilation for the SMA sample. This has been transcribed from Table 3 of the original
study by Tripathi et al. (2017), but with the last two columns (Reff and Lmm) adjusted according to the updated
distances for each target. Tables 4 and 5 catalog the adopted or inferred values and uncertainties for the distances,
stellar properties, and accretion rates for the targets in the Lupus and SMA samples, respectively, along with notes
on the literature origins for any relevant assumptions.
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c
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c
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p
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e
lo
g
L
m
m
v
a
lu
e
s
d
o
)
a
n
d
th
a
t
th
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e
v
e
rt
ic
a
l
b
a
r
(%
e
ff
,
lo
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c
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c
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i
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a
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c
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b
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Figure 13. An illustration of the underlying construction of the
host star population model, showing a three-part linear model
of (visual, not necessarily physical) sub-populations a (red), b
(green), and c (blue). The model component mean values are
shown as darker lines, and their corresponding (Gaussian) disper-
sions are marked as lighter shaded regions. The datapoints are as
shown in the lower left corner of Figure 7.
B. HOST POPULATION MODEL
To discuss the relationships between disk and host star
properties in the general population, we first need to de-
sign a model of the stellar properties in our joint sample.
The goal is to build a framework from which random
draws would produce a sample that is statistically simi-
lar to the multi-dimensional host star properties derived
here (in Tables 4 and 5); in effect, a model that can re-
produce the behavior in Figure 7. In principle, given the
inter-relationships between these properties one could
pick any two-dimensional projection of that parameter-
space (any panel in Figure 7), generate a parametric de-
scription of its behavior, and then naturally reproduce
the other projections (panels). But in practice, it makes
sense to quantify the population in a projection that can
be parameterized relatively easily.
After some experimentation, we decided to manually
tune (i.e., adjust by visual experimentation) a three-part
linear model in the {log Teff , log τ∗} plane. Figure 13
directly illustrates this model behavior. The three sub-
populations of interest were identified manually; they
are technically arbitrary, but are suitable for achieving
our goals. Each sub-population is characterized with a
linear mean model and a Gaussian dispersion in log τ∗,
such that samples would be drawn from
log τ∗ = A+ B log Teff +N (0, σ), (B1)
whereN (0, σ) indicates a random Gaussian deviate with
mean zero and standard deviation σ. For the cooler,
younger sub-population a (red in Figure 13), the tar-
gets are described well with Aa = 22.9, Ba = −4.7,
and σa = 0.3 on the interval log Teff,a ∈ [3.47, 3.65]. At
overlapping, but slightly warmer and older temperatures
and ages, respectively, sub-population b (green in Fig-
ure 13) is characterized by Ab = 20.9, Bb = −4.0, and
σb = 0.3 on the interval log Teff,b ∈ [3.55, 3.77]. The few
remaining sample targets include the early type stars in
sub-population c (blue in Figure 13), for which we set a
constant mean age with a broad distribution: Ac = 7.0,
Bb = 0, and σb = 0.5 for log Teff,c ∈ [3.77, 4.00]. A
model host star population of size N is then created as
follows: (1) evenly distribute 0.72N points over the in-
terval log Teff,a, 0.25N points over log Teff,b, and 0.03N
points over log Teff,c; (2) for each sub-population, com-
pute log τ∗ values according to Eq. B1.
The fact that we have broken down the behavior into
sub-populations is not to imply that these are necessar-
ily physically distinct. The uncertainties on individual
host parameters are typically large enough to be con-
sistent with a single age (although see Section 6.4) – it
just represents a convenient way to reproduce the in-
ferred parameters for the full population. .
