Energy efficient virtual machine (VM) consolidation in modern data centers is typically optimized using methods such as Mixed Integer Programming, which typically require precise input to the model. Unfortunately, many parameters are uncertain or very difficult to predict precisely in the real world. As a consequence, a once calculated solution may be highly infeasible in practice. In this paper, we use methods from robust optimization theory in order to quantify the impact of uncertainty in modern data centers. We study the impact of different parameter uncertainties on the energy efficiency and overbooking ratios such as e.g. VM resource demands, migration related overhead or the power consumption model of the servers used. We also show that setting aside additional resource to cope with uncertainty of workload influences the overbooking ration of the servers and the energy consumption. We show that, by using our model, Cloud operators can calculate a more robust migration schedule leading to higher total energy consumption. A more risky operator may well choose a more opportunistic schedule leading to lower energy consumption but also higher risk of SLA violation.
Introduction
Energy efficiency is an increasingly important concern for datacenter operators due to both cost and environmental issues. Clearly, reducing the energy consumption of a datacenter is an economic incentive for datacenter operators, and would also lead towards a more sustainable environment as it helps to reduce the global CO 2 footprint. As estimated by Amazon [8] , the monetary costs of a datacenter related to energy consumption is approximately 42% which include both direct power consumption (approximately 19%) and the cooling infrastructure (approximately 23%). While operators of large datacenters such as Google or Facebook are constantly reducing their energy consumption by e.g. replacing old hardware by more energy efficient one or introducing more efficient cooling systems, still the total energy consumption is increasing due to the massive expansion of capacity in order to support increasing user demand. For example, the energy consumed by all datacenters of Facebook in 2012 was 678 m kWh, an increase of almost 30% from the year before. 1 But replacing datacenter hardware is difficult to do for small or medium datacenter operators due to the extra CAPEX involved. As a consequence, a more energy efficient operation of a datacenter is imperative.
Modern virtualization technology offers many benefits such as higher resource utilization, minimized operational cost, flexible server management, etc. virtual machines (VM) consolidation (i.e., the process to move around VMs among the datacenter physical machines (PMs) in order to reduce the total power consumption) is supported by the process of VM Live Migration, which transfers e.g. CPU, memory and disc states from one physical host to another with minimum service interruption. In order to save energy, it is imperative to reduce the total number of powered on servers required in a datacenter by applying VM consolidation. As resource demands of applications are typically much lower during nights and weekends, a smaller set of servers would be sufficient during off-hours to host the given VMs. As a consequence, an important method to reduce the energy consumption is the consolidation of the VMs on the minimum number of physical rack servers that are required for the requested resources and the powering down of the unused ones. However, such consolidation has to be achieved without possibly violating the Service Level Agreements (SLA). Additionally, aggressive consolidation of VMs, due to e.g. overbooking the given host may lead to significant performance degradation if many of those VMs run at their peak demand concurrently. Therefore, finding an optimal allocation of VMs to support their resource demands on the given set of physical servers in order to minimize e.g. energy consumption is a very hard computational problem and has led to a number of interesting mathematical modeling approaches in recent years [6, 19, 29, 32, 41] .
Common to all those models is the assumption that input data that drives those models is known precisely, which is very difficult to achieve in practice. For example, it is difficult to quantify exactly the required resources of each VM, as modern cloud applications often have highly variable workloads which can lead to dynamic resource usage patterns. Due to the complex architecture of modern servers, precise estimation of servers' power consumption is also becoming a hard task. Furthermore, the resource overhead due to VM migrations is complicated to predict as they often depend on their current workload and memory dirty patterns. Therefore, predicting all these design parameters beforehand in a precise way is a very difficult task in the real world. Unfortunately, the presence of uncertain data in an optimization problem may lead to solutions that are useless in practice [7, 10] . This is because small deviations in input data values may lead to situations where a found optimal solution is even not feasible any more. As a consequence, we need to develop models that allow to work with data uncertainty such as Stochastic Programming or Robust Optimization (RO). Specifically, we try to answer the following research questions: (1) How can we model the uncertainty in a modern datacenter using robust optimization techniques? (2) What is the impact of different parameter uncertainties (such as non-deterministic and non-stationary resource demands, migration related overhead, etc.) on the VM consolidation problem?
In this paper, we build a mathematical model based on the theory of robust optimization (RO) for the problem of energy efficient VM consolidation in modern datacenters under the assumption that we do not know the input to the model precisely. Unlike [57] , we consider uncertainty on several input parameters and also integrate the possibility of overbooking into our model. By using a so-called ''rowwise uncertainty'' data model, datacenter operators are given a tool to specify their risk aversion. This leads to the so-called price of robustness [9] where the optimal value of the robust model counterpart may in general lead to higher energy consumption compared to the optimal value of the original deterministic problem. Therefore, the main contributions of this work can be highlighted as:
-We formulate a novel multi-objective robust optimization model that optimally solves the problem of VM consolidation under random and non-stationary resource demands and overhead due to VM migrations, given that we know the uncertain parameter bounds. -Our model integrates the possibility of overbooking resources and demonstrates the relation between energy-efficiency and risk of SLA violations under the fluctuations of VMs resource demands which helps the datacenter operators to set proper overbooking ratios. -We investigate real workload traces from a small datacenter that illustrate that CPU demands of different VMs vary over time but it is very unlikely that all fluctuates at the peak at the same time. Further, the workload traces indicate that the fluctuations of the resource demands are bounded by a range. -We present extensive analysis on the impact of several uncertain parameters-such as power consumption of the PMs, resource demands of the VMs, migrations related resource overhead in order to study the tradeoffs in terms of operational cost (energy cost) and SLA violations in modern datacenters.
Our model helps to improve the quality of VM placement decisions in scenarios where workloads are varying and non-stationary but bounded. In addition, our model allows to calculate an upper bound for the probability that constraints are violated for a given protection level and the price of the robustness of such protection in terms of additional energy needed to power on more servers to cope with demand uncertainty.
The remainder of this paper is structured as follows. Section 2 reviews related work and point out novelties of our work. In Sect. 3, we describe different sources of possible uncertainties in modern datacenters and the problem of VM consolidation under uncertainty. Section 4 provides the detailed background on robust optimization theory from Bertsimas et al. used in this work. Our problem formulation is detailed in Sect. 5 . An extensive numerical evaluation with different scenarios is described in Sect. 6, which is useful to understand the trade-offs that our model allows to calculate. The impact of the uncertainty on the power consumed by a server, on the amount of CPU needed to run a VM and on the amount of resource overhead due to migrations is analyzed; also, the impact of more aggressive versus more relaxed overbooking strategies is studied. Finally, Sect. 7 concludes the paper.
Related work
There are several works addressing the problem of VM consolidation in datacenters. The research within the area of VM consolidation is categorized into different subareas based on the focus of the research such as resource utilization, energy efficiency, multi-tier application deployment, load balancing, etc. Some works such as [19, 27, 53] use the technique of live VM migration in order to optimize power consumption of a datacenter. Prior research focusing on optimal resource provision for reducing energy consumption in datacenters can be classified into two distinct categories: (1) assume deterministic or exact values as input to the model, and (2) assume non-deterministic or range of data as input.
Energy-efficient resource provision
Xiao et al. [53] present a system which uses virtualization technology in order to support dynamic application demands and to minimize the number of active physical machines (PMs) for minimizing the power consumption. The paper also introduces a concept called skewness to measure the utilization of multidimensional resources of the PMs. By minimizing skewness, the authors try to combine different types of workload efficiently so that the number of PMs can be minimized. Xu et al. [54] presents a multi-objective VM consolidation problem in order to minimize power consumption, resource wastage and cost of thermal dissipation simultaneously. Their work maps workloads to VMs and VMs to PMs using a two-level control system, where they apply combinatorial optimization and multi-objective optimization.
Li et al. [27] present an energy-efficient VM placement algorithm while focusing on minimizing the energy consumption. The authors consider physical resources as multi-dimensional and present a multi-dimensional space partition model to balance the utilization of physical resources in order to reduce the number of active PMs and minimize energy consumption. Ohta et al. [35] investigate the problem of optimal VM placement and propose an exact MILP formulation but also develop heuristic solution algorithms. The authors argue that, in order to minimize the power consumption under limited resource capacity, one should consider dynamic workload and also avoid frequent migrations. The authors formulate the problem as a multiobjective optimization problem. Zhao et al. [56] present a heuristic for live VM migration policy which combines the particle swarm optimization (PSO) with the idea of simulated annealing (SA). The main idea is to improve the accuracy of the global optimum solution provided by the PSO by introducing SA. The authors aim at searching an appropriate destination host for migrating a VM with the aim of reducing total incremental energy consumption for a long period of time.
Beloglazov et al. [6] investigate the energy-efficient resource allocation policies and scheduling algorithms while considering negotiated Quality of Service (QoS) and power usage characteristics. The authors divide the problem into two subproblems (e.g., VM selection and VM placement) and propose different heuristics for dynamic adaptation of VM allocation without depending on the particular workload type. The proposed algorithms are evaluated in an OpenStack environment [5] . In [4] , Beloglazov et al. focus on the host overload detection for the VM consolidation problem and try to maximize the mean inter-migration time under a QoS goal based on the model of the Markov chain. While they have an exact algorithm assuming known stationary workload, they deal with unknown non-stationary workloads by a heuristic that tries to predict the workload. Murtazaer et al. [32] investigate the problem of server consolidation and propose an algorithm called 'Sercon' in order to minimize both the number of migrations and the number of active nodes. The authors compare their algorithm with first fit decreasing (FFD) for the bin packing problem and found that they can reduce the number of migrations by three to five times, at the expenses of a slightly higher power consumption. Marotta et al. [29] also tackle the problem of server consolidation and propose an algorithm based on SA which tries to minimize both the number of migrations and the number of active nodes. The termination criteria is based on the probability to accept a new solution rather than a value for the final temperature, and instead of exploring a large number of solutions in each iterations, the algorithm searches for an unique solution. The authors show that their algorithm outperforms both FFD and Sercon [32] .
Wolke et al. [51] present a VM allocation strategy based on the dynamic server allocation problem (DSAP), which is used to calculate a dynamic allocation plan. DSAP can increase the efficiency of the VM consolidation but degrade the application performance due to a potential high number of migrations. Therefore, the reallocation frequency needs to be adjusted so that it does not affect the service quality negatively. Ghribi et al. [19] present two exact algorithms for VM allocation and VM migration with the aim of reducing excessive energy consumption. The authors solve the optimal allocation problem as a bin packing problem with the aim of minimizing power consumption, and solve the VM migration problem with the aim of minimizing both the number of migrations and power consumption with a set of valid constraints. These two approaches are merged together in order to put maximum number of servers in sleep mode. Wu et al. [52] considers dynamic VM consolidation while considering the migration cost and achieving energy efficiency. The authors propose a combination of greedy heuristic, Best Fit and swapping operation, and introduce an improved grouping genetic algorithm (IGGA) with a goal of higher energy efficiency and lower migration cost. The authors propose to use a consolidation score in order to evaluate the quality of the solutions.
The authors in [47] explore the trade-off between energy savings and service quality for dynamic resource configuration and bursty traffic in a datacenter. The authors introduce a queuing model with a control-level service rate which tracks the changes in the rate of arriving traffic and switching frictions for transitions between energy states with the aim of reducing power consumption in a datacenter. In [46] , they present a loss queuing model for planning capacity of the VMs which uses physical resources from the cloud under varying friction cost. The paper shows the optimal resource management control using dynamic programming. Li et al. [26] study the problem of dynamic resource allocation and tries to optimize the objectives for end users, Infrastructure as a Service (IaaS) providers and Software as a Service (SaaS) providers in the area of cloud computing. They combine different layers of service provision within a cloud environment such as IaaS, SaaS, Platform as a Service (PaaS), etc. and provide a joint iterative optimization algorithm for efficient resource allocation. Hieu et al. [34] presents a VM consolidation algorithm with multiple usage prediction (MUP) to estimate long term future utilization and aims to improve the energy efficiency for the datacenters. The authors try to use both current and future predicted workload in order to ensure reliable characterization of overload and underload PMs and hence, avoid the possibility of SLA violations. Li et al. [28] also consider the impact of dynamic workload on the utilization of PMs and predict the migration probability of VMs. Based on that, the authors develop a Bayesian network-based estimation model (BNEM) for live VM migration to estimate workload patterns, predict overload probability and adaptively adjust the overload threshold.
Comments on above works All the approaches presented above as well as some recent works such as [15, 22, 36, 50] share the common assumption of having an exact knowledge or accurate prediction on the input parameters, such as VM resource demands or migration related overhead; based on this assumption, the authors then calculate an optimal solution or propose a heuristic algorithm. However, once uncertainty in some parameters is present or some parameters cannot be estimated precisely, it is likely that their optimal solution is no longer optimal or the proposed solution may loose its quality; it may even be a totally infeasible one, thus leading to the violation of the constraints. Such constraint violation may manifest itself as e.g. violation of SLAs and unhappy customers. In contrast, our model explicitly takes into account uncertainty and assume that we only know the bounds on parameter values. This allows us to trade-off different robustness levels during the solution finding process.
Non-deterministic resource provision
In relation to resource provisioning techniques that deal with uncertainty of data, [43] presents a robust optimization model for proactive capacity planning using robustness on both number of VMs and their CPU demands. The authors claim that RO is a better choice over the stochastic optimization because of its less computational complexity when the uncertain distribution of data is very complex [55] ; they also conclude that RO is more realistic to be used in a datacenter in order to achieve energy saving. Zola et al. [57] propose a robust MILP model for energy-efficient VM consolidation under uncertain resource demand of the VMs. The authors present a numerical study which shows the trade-off between two important aspects-operational cost and SLA violations for the cloud operators. Takouna et al. [44] propose a robust consolidation approach to achieve a balance between service quality and power consumption. The proposal consists of three algorithmsover utilized host detection, VM selection and VM placement. All three algorithms consider a robust statistical analysis of historical data of CPU demands of a set of VMs.
Poola et al. [38] identify the problem of scientific workflow in the context of cloud computing and propose a robust scheduling algorithm to schedule a task in a heterogeneous cloud environment in order to minimize both execution time and cost. The proposed algorithm is robust against uncertainties such as performance variation and scheduling time and offers multi-objective resource allocation policies to add a task based on deadline and budget constraints. Chaisiri et al. [13] present a robust cloud resource provisioning (RCRP) approach while considering the fact that consumers' resource demand and cloud providers resource price both fluctuate. A RO model is formulated and solved while considering various types of uncertainties such as customer demand, provider prices, provider resource availability, etc. The solution is able to reduce both oversubscribed and on demand cost while meeting the model robustness.
Hwang et al. [23] consider the VM workloads as random variables with a known average and standard deviation which may be correlated with each other. The VM consolidation problem is modelled as multi-capacity stochastic bin packing problem. The work proposes a heuristic with hierarchical structure and compared with four other methods-algorithms based on SA, random VM allocation, FFD and PM-to-cluster algorithm. The hierarchical heuristic is comprised of two phases, where in the first phase, VMs are migrated from over-utilized PMs to under-utilized PMs and in the second phase, if there is no over-utilized PMs, then PMs are consolidated in order to save energy consumption.
Difference and benefits of our modeling technique
In contrast to the related works presented above, our work, is to our knowledge, the first one to jointly model uncertainty on different input parameters such as VM resource demands, power model of servers, and migration cost. Also, we have integrated the possibility for overbooking the resources of servers into the model. Assuming we know the uncertainty bounds of the parameters, we can calculate optimal solutions for a given protection level. The protection level allows us to specify how much uncertainty our solutions should protect against in terms of simultaneous maximum deviations of number of input parameters. With our model, we are able to study the impact of different parameter uncertainties on the VM placement decisions. The model also allows us to evaluate the impact of overbooking on both energy efficiency and possible performance penalty under demand uncertainty. Additionally, we are also able to quantify the cost of uncertainty in terms of additional energy needed in order to reduce the probability that SLAs are violated. Further, the model helps to analyse the trade-off between the total number of migrations and the total energy savings. Finally, we want to stress that our intention is to calculate exact solutions for the VM migration problem under uncertainty, as the model intends to calculate an optimal VM allocation plan rather than a sub-optimal heuristic. Consequently, our model can serve as a benchmark against which any robust heuristic can be compared.
Uncertainty inside cloud datacenters
Due to dynamic nature of modern datacenters, along with diverse applications and rapidly-changing hardware, datacenter operators may observe significant uncertain behaviours which may require proper controls in order to ensure efficient management. Several possible uncertain behaviours in modern datcenters are briefly described below.
Uncertainty in the power model for PMs
A large number of recent works such as [29] , present that CPU is the most influencing factor on power consumption for a PM. This can also be seen from Fig. 1 , which illustrates the breakdown of the total power consumption for different components in Google data centers in 2012 [3] . However, building an accurate power model to estimate the power consumption as a function of the CPU load of a PM is a difficult task. An accurate power model usually requires a large number of input data which can cause additional overhead [25] . For example, McCullough et al. [30] shows that the power consumption of a PM with a single core can be modeled with 97% accuracy where the accuracy lies within 94-98% for a PM with multiple cores. Consequently, a more simple linear model for the power consumption can reduce the accuracy of the model up to 88-90% on average or even higher due to clock throttling, dynamic voltage and frequency scaling, caching effects, etc. Therefore, it is rational to assume that the estimation of power consumption is imprecise to some extent when it follows a linear model. 
Uncertainty in the resource demands for VMs
Efficient management of heterogeneous resources in a datacenter is a big challenge due to the dynamic and uncertain nature of resource demands. Hence, given the dynamic nature of user and application demands, it is very difficult to estimate resource demands accurately for most of the cases. Additionally, a small uncertainty in such demand estimates may render an optimal VM allocation a highly infeasible one, may result in SLA violations and thus loss in revenue. In order to demonstrate such demand fluctuations, we have collected traces from 6 VMs that run in our Computer Centre based on VMWare at Karlstad University (KAU) over 1 week in the begin of June 2015. We have measured CPU utilization in terms of required frequency to run the given VM workload.
2 Table 1 gives an overview on the workloads that the 6 VMs run. Figure 2 shows Another observation is that all the VMs are not running at their peak at the same time. This is illustrated from our workload traces from the VMSphere centre at our university, where Fig. 3 presents the CPU demands of the given 6 VMs over 1 week. While we see that some VMs peek in the evening (due to backup jobs), not all have their peak demand at the same time. While we acknowledge that our workload traces may be not generalizable to any given VM load, we can assume nevertheless that for large datacenter the probability that all VMs run at their peak loads is small.
Uncertainty in the migration-related overhead
VM migration is one of the most elementary tool for DC operators in order to manage dynamic re-allocations of VMs into PMs. However, each VM migration creates an additional resource overhead during the time of migration. VM migration is an I/O-intensive application, which involves a significant amount of data to be transferred over the network. In addition, VM migration process needs to mirror block devices, maintain device drivers, configuring IP address, etc. which can cause overhead on other resources [51] . Additionally, performance of both source and destination host involved in a migration process, is affected. For example, in [41] , the authors present experimental results using different workload scenarios based on real data sets and show that CPU overhead due to migrations may exceed up to 30-40% of a VM's actual CPU load. This VM migration related overhead may lead a PM to run into an unexpected overloaded state which can significantly degrade the performance of the VMs which are running inside the PM. The VM migration depends on several factors such as size of the memory of the VM, the workload characteristics (e.g. memory dirty rate), migration algorithm, network transmission rate, etc. For example, [1] estimates the migration overhead and tries to predict VMs' workload. Consequently, the overhead due to migration may be very difficult to predict precisely, it will rather vary dynamically due to the high diversity and large variation of VMs' workload characteristics over time. As we have seen before, the resource demand of the VMs may vary over time, hence, the resource overhead of these VMs' during migrations can vary as well.
Uncertain resource demands and overbooking
The objective of overbooking is to both improve the expected profit of the cloud providers but also to ensure higher utilization of the cloud resources. For example, an analysis of the Google traces [39] shows that CPU utilization is only 40 memory utilization is only 53% of the available capacity in a typical datacenter. Another study using 5000 Google servers [2] shows that average CPU utilization for most of the hosts within six months duration is 10-50%. Similarly, for PlanetLab [37] the average utilization is approximately 22%. The elastic nature of the cloud applications may lead to large fluctuations of resource utilization [45] within a datacenter over time. One reason behind low utilization of the resources is that users put over-provisioned requests for the resources in order to be on the safe side, which utilize only a fraction of the allocated resources. As a consequence, most of the popular hypervisors such as Xen, KVM, and VMware provide an option for resource overbooking ratio. In addition, open source cloud platforms such as OpenStack, OpenNebula or Eucalyptus allow to enable resource overbooking. For example, OpenStack [18] has by default enabled 16:1 CPU over-commit ratio (one physical core can be overbooked by up to 16 virtual cores) and 1.5:1 over-commit ratio for memory. For memory overbooking, hypervisors use different technique such as memory ballooning [49] which steals memory from underloaded VMs and provides it to overloaded VMs. However, it is very difficult for a cloud provider to decide about the proper capacity management because, on one side, the energy consumption decreases by packing more VMs on a given PM as less PMs need to be powered on; on the other hand, there is a higher risk of potential SLA violations due to performance degradation if all the VMs are running on their peak. Therefore, identifying proper overbooking ratio [12] is one of the most important aspects in datacenter management.
VM consolidation problem under uncertainty
The primary goal of VM consolidation is to re-allocate a set of VMs onto the fewest possible PMs and powering down the unused ones, with the help of VM migrations. However, VM migrations should not impact the services of all running VMs on the affected hosts. An efficient design for VM consolidation needs to ensure an efficient trade-off between total energy consumption of the PMs and the number of migrations [29] . The VM consolidation problem can be modeled as a multi-dimensional bin packing problem [31] where each VM is considered as an item and the dimensions are capacities of the resources such as CPU, memory, etc. The goal is to minimize the number of active PMs, power down the unused ones to conserve energy but placing VMs in such a way that the constraints in terms of e.g. resource demands are not violated. This problem is NP hard and usually is solved through the help of mixed integer linear programming (MILP) or heuristic algorithms. Most of the previous approaches assume perfect knowledge on e.g. resource demands of the VMs, migration-related resource overhead, migration time, etc., which is either to be known beforehand or estimated deterministically through the use of prediction algorithms. However, in practice these assumptions are likely to be not accurate that may turn a proposed optimal solution to a highly infeasible or sub-optimal one [9] . Moreover, multiple identical resources may show different performance for the same workload [17] . Therefore, it is very difficult to quantify the design parameters for such an optimization problem exactly. In order to give deep understandings, we describe the impacts of uncertainty on VM allocation decisions in the next two sections.
An illustrative example
A small illustrative example using two VMs and two PMs helps to demonstrate how a VM allocation approach may lead to potential SLA violations when uncertainty is involved. At the beginning, two VMs are allocated to two different PMs so that the VMs get their demanded share of resources from the assigned PMs. Assume then that the workloads of the two VMs are reduced so that it is possible to migrate them together into a single PM and power down the unused one. Figure 4 illustrates the effect of inaccurate knowledge of resource demands and migration overhead for VM2 and shows how deviation on the demand values can turn an optimal allocation into an allocation that may degrade the VMs' performance significantly. For the estimated demand, if it is quantified precisely, placing both of them on the same PM is the optimal solution to reduce energy cost (see Fig. 4b ), but uncertainty or erroneous estimation of demands (see Fig. 4c ) or migration overhead (see Fig. 4d ) may lead to a situation where the PM does not have enough capacity to fulfil both VMs' resource demands, which may lead to potential contention for resources and performance penalty for the affected VMs.
Problem analysis and decision problem
In order to analyse the VM consolidation problem in more detail, we have considered the bin packing problem again. Now, a set of items are presented as independent random variables without following any known distributions, R ¼ fr 1 ; r 2 ; . . .; r n g. We assume the probability for exceeding bins' capacity is 0 d 1, the dimension of the items is 1, and the objective is to pack the set of R into the smallest possible number of bins, S ¼ fs 1 ; s 2 ; . . .; s j g. If i ¼ f1; 2; . . .; ng where n is the number of items, j ¼ f1; 2; . . .; kg where k is the number of bins and X j is the subset of items which are packed into the jth bin, then the problem needs to satisfy the following probabilistic constraint:
If we relate this with the VM consolidation problem, constraint (1) can be translated into a probabilistic SLA, i.e. the probability that the VMs suffer for contention due to resource shortfall is at most d. The goal is to tightly allocate VMs into PMs in order to increase energy- efficiency; however in reality, there are many sources of uncertainty that can increase the risk of exceeding d, thus creating unexpected performance degradation for the VMs due to resource shortfall. Hence, it is very important for the datacenter operators to know how a specific VM placement plan will behave under the presence of uncertainty e.g. fluctuations on VMs' workload or migrations overhead and how the uncertainty can alter the plan. Therefore, in order to propose a robust VM allocation scheme, the datacenter operator should be able to deal with the following questions:
-What is the chance that the proposed migration plan becomes infeasible? What is the probability of exceeding PM's capacity due to uncertain behaviour (e.g. workload fluctuations) of allocated VMs'? -What is the magnitude of infeasibility? How to control that the magnitude of infeasibility is below a certain target in order to achieve the expected performance of the applications?
The ability of estimating the risk taken by a given migration plan will provide the datacenter operators with a deeper insight into the performance of the proposed plan. Knowing the probability of infeasibility can increase the confidence of the datacenter operator in choosing a plan. The expected shortage on resource allocation gives the datacenter operator a better understanding on how bad things can get and what is the cost of possible actions. If we look back to our previous example (Fig. 4) , it is hard for the datacenter operator to decide about the number of PMs to allocate for the given VMs. For instance, if one PM is selected then there is a high possibility of revenue loss due to service degradation; on the other hand, if both PMs are selected, then there is a high possibility of increasing operational cost (due to increased power consumption).
Additionally, when multiple VMs are packed into the same PM, the allocation scheme needs to consider both the individual workload of the VMs and the aggregate workload of all the allocated VMs for each host. We also should consider that in reality it is very rare that all allocated VM's for a given PM may simultaneously deviate to their highest demands at the same time. For instance, some of the VMs workload may decrease, which may release resources, while other VMs workload may increase, which may require more resources. Therefore, there is a high chance that aggregate resource demands of the VMs allocated to a PM is still below the capacity. Therefore, in order to make an efficient VM allocation plan, the datacenter operator needs a budget for handling uncertainty that can be acted as a knob to adjust their risk attitude i.e. the level of risk they are willing to take in terms of SLA violations.
Background on robust optimization
Robust optimization [7, 9, 10] effectively deals with optimization problems where robustness is sought against uncertainty or deterministic variability in input parameters [43] . Unlike stochastic optimization (SO), RO assumes that probability distribution of uncertain data is not known beforehand, rather the uncertain data is assumed to reside in a so called uncertainty set. As a consequence, robust solutions are by construction deterministically immune to realizations of the uncertain parameters in certain sets. This is an interesting approach for problems where the distribution of uncertainty is not available during design time or not stochastic. In addition, many RO problems are tractable which makes RO an interesting approach for practical problems where decision makers are interested in probabilistic guarantees for the robust solution that can be computed a priori. Formally, an uncertain linear optimization problem can be specified as [10] :
where x 2 R n is a vector of decision variables and the uncertain parameters take arbitrary values from the user specified uncertainty set U 2 R mÂn . The goal is to find minimum cost solutions x* among all feasible solutions for any realizations taken by the unknown coefficients. The constraints are considered individually so that they are satisfied for all U. It is also possible to design an optimization problem with multiple uncertain design parameters. For example, when looking at the constraint Ax b, both A and x can be uncertain. It is also possible to cope with uncertainty in the objective function by introducing a new auxiliary variable t 2 R and then transform the original problem to minimize t subject to c T x À t 0. The robust counterpart of (2) is an optimization problem with usually infinitely many constraints, depending on the uncertainty set U. The optimal solutions provided by the robust counterparts (called robust optimal solutions) are usually worse than the optimal solution provided by the original problem because it tries to mitigate the adverse effects of uncertainty on the solution quality. The quality of the solutions can typically be evaluated by the ''price of robustness'' [9] , which indicates the effects on the solutions when they are protected against data deviations.
The decision makers often try to trade-off between robustness against historical realizations of the random variables and the size of the uncertainty set. Different possible uncertainty sets such as box, ellipsoidal, polyhedral, cardinality constrained, cone, etc. and their advantages and disadvantages are described in [21] . The cardinality constrained uncertainty set defined by Bertsimas and Sim is practically relevant as it defines a family of polyhedral uncertainty sets [9, 11] that presents a budget of uncertainty in terms of cardinality constraints; that is, they define the maximum number of parameters that are allowed to deviate from their nominal value, also known as ''socalled row-wise uncertainty''. The key benefits of this type of uncertainty set are: (1) a protection level (known as budget of uncertainty) against deviations of the coefficients specified by the adopted uncertainty; and (2) the possibility to calculate probabilistic bounds for constraint violation for a given protection level. This type of uncertainty is practical for large number of real world problems as it is not too conservative but still provides a reasonable protection.
Let us consider again the bin packing problem described in Sect. 3.5.2. Same as before, items are presented as a random variable R ¼ fr 1 ; r 2 ; . . .; r n g; however, they are now treated as an uncertain variable with a known nominal value r i and a possible symmetric maximum deviation, r i ! 0, thus lying in the interval ½ r i Àr i ; r i þr i . We assume that each item is independent and that the deviations of item sizes only affect the item independently. When applying the budget of uncertainty, C i , the RO with cardinality constraint uncertainty set advocates that at most C i items may deviate from their nominal value; thus, C i denotes the budget of uncertainty for constraint i. The robust uncertainty set can be defined as all the items where the sum of the relative deviation from their nominal values is at most C i . More formally, we can define a scaled variation / i of parameter r i from its nominal value as:
and require
The bin packing problem can be reformulated as a single convex programming problem [11] for any convex uncertainty set, U ¼ fðr i Þ r i ¼ r i þr i / i 8i; / 6 ¼ Ug. After relaxing and considering the dual of this inner maximization problem, it is possible to represent the bin packing problem as a linear optimization problem which is tractable (for detailed steps, we refer the reader to [11] ). Further, the upper bound on the probability of constraint violation for a given uncertainty budget C can be calculated as in [9] . In the next section, we describe in detail how this concept of CÀrobustness can be used to build a robust VM consolidation model.
Robust model for the VM consolidation problem
In this section, the VM consolidation problem is formally defined as a robust optimization model by starting with the robust model presented in [57] . However, in this paper we extend that model by introducing uncertainty on several aspects such as power model of servers, VM resource demands or VM migration related overhead. In addition, we extend the model to take into account a possible overbooking of physical servers. Table 2 presents all the design parameters for our model and Table 3 describes the robust optimization model in detail.
Model formulation
The objective (5) of the proposed model is to both minimize the normalized power consumption and the number of migrations. 0 a 1 is a weighting factor that allows cloud operators to put more emphasis to conserve the power or minimize the number of migrations. If a is small, we try to reduce the number of migrations while still conserving energy, while a larger a will lead to a more aggressive reduction in energy consumption.
Modeling power consumption with uncertainty for PMs
As in [29] , we adopt a linear power model for the PMs, where the power consumption for a given PM is linearly increasing with the CPU utilization between the idle power (PM is powered on but no VMs are hosted on it) and the maximum power (the PM is running at full load). In our model, the power consumption of a PM consists of three different factors: (1) power consumption of the PM during idle load; (2) linearly dependent power consumption based on the resource utilization of the VMs allocated to the PM (only CPU utilization is considered in this model and is denoted as u ij for the resource i at server j); (3) an uncertain parameter, which is presented as a random variable uncP j and symmetrically distributed between ÀDP j ; þDP j Â Ã with mean 0.0. The power consumption of a PM is calculated as (6) ( Table 3) . Constraint (7) ensures that the power consumption lies within the minimum and maximum operational points. Finally, a PM is powered down if no VM is mapped onto that PM. Note, that in our model we support heterogeneous PMs which may have different idle and maximum power consumption.
Modeling uncertainty for resource demand
We adopt data uncertainty on resource requirements of the VMs. We use a random variable to model the uncertainty on resource requirements of a given VM k as uncR ik , which is symmetrically distributed between ÀDR ik ; þDR ik ½ Á r ik and with mean 0.0. r ik represents the fixed amount of resource required by the VM k and we can calculate the utilization of PM j for resource i according to (9) , which is used to calculate the power consumed as mentioned above.
Modeling uncertainty for migration-related overhead
We take the migration-related resource overhead (rovh ik ) into account for the budget constraint of a physical server. Uncertainty on resource overhead due to migration of VM k is modeled through a random variable uncROV ik , which is symmetrically distributed between ÀDROV ik ; ½ þDROV ik Á r ik and with mean 0.0. Hence, the total amount of migration-related overhead is calculated as the sum of a fixed overhead rovh ik and the uncertain variable. The budget constraint (11) says that, for each server j and resource i, the amount of resources held by the old assignment and the one produced by the migrations should not exceed the maximum amount of available resources (for overbooking multiplied by overbooking parameter). This includes the uncertain demands of both currently allocated VMs as well as the VMs subject to migration as well as the uncertain overhead they produce due to migrating in or out.
Modeling overbooking of resources for PMs
Let us illustrate first how we model in this paper an overbooked scenario using a simple example where we have given a single PM having a single CPU with 8 cores (pCPU) and we assume that we want to run a set of VMs that require two cores (vCPU) each, each one utilized to 100%. Let us assume that we use an overbooking factor of 50%, idle server power consumption of 80 W, and If the total demand of the VM is smaller than the capacity, each VM will get allocated the requested resources. For example, if we put two VMs on the given host, we would need 4 vCPU out of the total 8 physical ones and our server would not run at full load. The power consumption would be 140 W in this case (i.e., 30 W increase for each VM running on the server). When we put 4 VMs, the server will run at its full CPU utilization (and thus would consume the maximum power of 200 W) and without overbooking, we could not allocate more VMs on that host. However, enabling 50% overbooking on the available CPU, we can run 6 VMs concurrently on the same server while still running at 100% utilization (and thus having maximum power consumption of 200 W). Consequently, the VMs will share time slices of the available CPUs and some VMs will get penalized leading to a potential performance penalty for the applications running inside the VMs. The overall power consumption in the datacenter may be reduced when we enable overbooking because, in this case, only one PM needs to be powered on while without overbooking we would need to power on another server. Then, the total power consumption would be 200 W for server one and 140 W for server two, leading to a total energy consumption of 340 W, which is 70% higher compared to the case when we allow overbooking.
In our model, we introduce an asymmetric overbooking ratio, g ij which considers the possible overbooking ratio of each resource for every PM (i.e., g ij ¼ 1:5 means 50% maximum allowed overbooking for the resource i on PM j) and a new variable that holds the amount of allocated resources for each given VM. The maximum resource allocation for a given PM is thus smaller or equal to g ij Ã s ij . Constraint (8) ensures the accurate value for the amount of allocated resources i at the server j after consolidation (allocR ij ). The allocated resources of all VMs on a given PM need to be the minimum of the total requested ones (total resource demands of all hosted VMs for the given host), and the capacity of the host. This is because if 
subject to
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the requested resources are less than the host capacity, we can allocate them fully. If the requests are larger than the physical capacity, due to overbooking we can allocate just the proportional resource demands up to the maximum physical capacity leading to less allocated resources than requested. This is written by the following equations in the model, allocR ij ¼ minimum ð P m k¼1 ðr ik þ uncR ik Þ; s ij ÞÞ). w ij is a binary variable which indicates if the resource i on PM j is overbooked or not and M is a big number known as ''Big-M'' [40] (also known as ''Big-D'' or ''Big-R'') which is used to capture the logical constructs that if a PM is overbooked (i.e., more demands than the available capacity) then allocR ij ¼ s ij , while allocR ij ¼ P m k¼1 ðr ik þ uncR ik Þ otherwise.
Modeling additional constraints and role of 'C'
Additional constraints (12) are needed in order to avoid unacceptable combinations of the migration and allocation variables (e.g., x jk old and new both 1 for the same server and VM, or z jk to and from both 1 for the same server and VM). b jk is a binary variable, see also [29] for details. Migrating VMs may break the SLA requirements for the applications running on the VMs because of potential high downtime. Constraint (13) prevents the migrations of those VMs which have strict SLA requirements but the downtime due to migrations may be not acceptable for them.
We define C as the protection level against uncertainty. Constraint (10) impose that the sum of the deviations of the uncertain coefficients should be smaller than C, as defined by Bertsimas et al. in [10] . A natural interpretation is given for integer values of C, where it can be interpreted as the maximum number of parameters that may deviate from their nominal values. For example, if C ¼ 0, there is no protection against uncertainty at all and all robust parameters are assumed to take on their nominal values. This would for example mean that we can precisely quantify the resource demands for all VMs, etc. If C is at the maximum, each constraint is protected against maximum uncertainty, leading to a very conservative solution which has the highest energy consumption. For all intermediate values of C, the datacenter operator can thus tune against how much of this variability on the whole system he wants to protect from. For example, when C ¼ 2 and we only consider uncertainty on the resource demands of VMs, we protect the solution against any possible maximum deviation of resource demands of at most two VMs out of the total set of all VMs.
In summary, cloud operators can use C to reflect their hosted applications characteristics and connect them with operational cost and associated performance for the applications. Since cloud applications may experience timevarying diversity of workload, therefore, cloud operators can utilize C to reduce the overall capacity needed to support the aggregated demand of all applications through optimal allocations. Further discussion on the trade-offs between cost and SLA that we can make with our model by varying C is presented in Sect. 6.
Modeling assumptions and simplifications
The proposed model aims to calculate optimal allocation of the VMs in a datacenter where many parameters e.g. workload of the VMs, the migrations related resource overhead, or power consumption of the PMs are uncertain. It is worth to mention that the model is based on a few fundamental assumptions. First of all, it is assumed that all the uncertain parameters are independent. In other words, we assume that the probability that all the VMs in a datacenter run at their peak load at the same time is small. This is certainly the case for large data centers where different VMs are allocated to different customers implementing different services.
Another assumption is that for all uncertain input parameters of the model, we know the maximum deviation from their nominal values. For the uncertain parameters on VM workload, such statistics can be provided by cloud monitoring solutions that observe workload history over time and thus would allow to provide estimates about probability of certain workload bounds. Otherwise, it would be rather easy to implement extensions to hypervisors that allocate not more than a certain number of time slices to those VMs and the VMs specify the maximum number of time slices they want to use. For the power model, measurements have been done that allow to quantify the maximum deviation of the actual power consumption from the linear power model as mentioned above. Finally, for the migration allowed uncertainty, one could implement extensions to the hypervisor that would limit the overhead due to migrations. Such limit may however lead to longer downtime or time to migrate.
We also assume a rather simple model for the energy aware VM consolidation and we explicitly acknowledge the fact that our simple model may not perfectly capture real data centers. We had to keep our model simple in order to make it tractable because we want to study the effects of parameter uncertainties on the exact solutions. For example, we adopt a linear power model for the PMs which is only based on CPU utilization, and we don't consider any other parameters such as size of the cache, number of cache accesses, the number of the last level cache misses, etc. Secondly, our model for overbooking only considers oversubscription of the available resources and does not take into account any advanced feature such as sharing memory segments between VMs, sharing a single cache or having separate Level 2 caches for each core, etc. Finally, our model is temporal-oblivious that is, it is not intended to optimize VM-to-PM allocations over time.
With the clear understanding of the model assumptions and simplifications, and a careful assessment of the applicability of our model to a specific data center, an application of the model can nevertheless bring substantial benefits for the cloud operators in terms of balancing performance and power cost as we will see in the next section.
Numerical results and uncertainty analysis
We implemented our robust optimization model with Robust Optimization Made Easy (ROME) [20] , which is an algebraic modeling toolkit for Matlab. ROME operates as an intermediate layer between the modeler and the optimization solver and translates the modeling code into a solver specific input format. For all the experiments, we used the IBM ILOG CPLEX 12.6.0 [24] as the optimization solver. One parameters epgap is tuned for the experiments in order to set a relative tolerance for the gap between the best relaxed and best integer solution. In the following, we solve the model for the optimum migration schedule depending on different input parameters and uncertainty settings. We understand that the time to solve for large model instances is prohibitive for online optimization and fast heuristics are desired. However, this is not the goal of this paper. We rather are interested to calculate an optimal solution under different uncertainty settings which can be used to benchmark any heuristic later on.
Evaluation scenarios and parameter settings
Regarding the number of PMs, in Sect. 6.2, where we investigate the impact of uncertainty on the power model, we have used a set of 50 PMs (which is approximately the common size of a rack in a datacenter [3] ) and assume that each PM is equipped with different amounts of physical CPU and memory. The parameters related to PMs' power consumption such as maximum power consumption (P max ), idle power consumption (P idle ) are taken from [16] , where two types of physical servers (Lynx Calleo 1240, and IBM x3550 M4) are used for an OpenStack testbed setup. However, unlike them, we take a range of values for the parameter P max and P idle in order to present PMs which are invariably heterogeneous in terms of their power consumption. The values are presented in Table 4 . Note that the idle power is presented as a percentage of the maximum power consumption. In order to set uncertainty on power, we have chosen two different maximum deviations for DP j which is ± 5 and ± 10%. This values are taken from [30] which shows that a linear model for power consumption of a multi-core PM has an accuracy ranging from 94 to 98%.
Regarding the number of VMs in Sect. 6.2, we have considered 150 VMs and initially, they are allocated to PMs randomly while making sure that each VM is allocated to at most one of the PMs that have enough resource capacity to allocate that VM. After initial allocation, there are 44 active PMs where 150 VMs are allocated. For all the other experiments (Sects. 6.3, 6.4, 6.5, 6.6), we consider a set of 100 VMs and 14 PMs; after running the random initialization algorithm, 12 of the PMs are powered on. For our experiments, the number of PMs and VMs are selected in such a way that it can represent a small to medium size data center while keeping the solution time in a reasonable boundary. As our model is too complex to solve for a whole data center having 100,000 s of VMs, one either needs to develop fast solution heuristics or we can apply our model for each rack separately (leading to sub-optimal solutions).
The average resource demand (r ik ) for the VMs are taken from [29] and the uncertain range is taken from [48] . The 11,776 24-h long real-world workload traces from more than a thousand VMs that are hosted on PMs which are located on more than 500 places around the world, are analyzed [48] to obtain statistical indicators such as maximum, minimum CPU usage, standard deviation, etc. The authors mention that the standard deviation range varies from 26.34 to 43.5875. Hence, we have selected the uncertain range (uncR 1k ) of CPU demand from 30 to 50%. Regarding migration overhead, the uncertainty range (uncROV ik ) is selected to be either 10, 20 or 30% which has also been confirmed by several experiments with real data sets in [41] . In our case study, the migration downtime (tdown k ) is taken from [1] .
For all the experiments in Sects. 6.2, 6.3, and 6.4, a is set to 0.9 as [29] and g is set to 1. In Sect. 6.5, we explore the impact of overbooking factors by increasing g up to 2. In our experiments, we investigate and try to distinguish the SLA violations due to uncertainty and due to allowed overbooking. Therefore, g is selected as 1 to represent nonoverbooking scenario and additionally, the other values for g (e.g. 1.25, 1.50, or 2.0) are selected to define maximum allowed overbooking on PMs' capacity. The overbooking factors are chosen in relation with the VMs' workload fluctuations as we are interested in exploring the relationship among VMs' workload fluctuations (uncR ik ), allowed overbooking (g) and the level of protection (C). The impact of weighting factors in the objective function is explored in Sect. 6.6 by setting the values for a to 0.1, 0.5 or 0.9. The values for all the parameters in our experimental study are summarized in Table 4 and all the input data are available online 3 to reproduce results.
Impact of uncertainty in PMs' power consumption
In this section, we evaluate the impact of adding uncertainty on the power model parameters for the PMs. Under power model uncertainty, the power consumption of a PM depends not only on its CPU utilization but also on a symmetrically distributed uncertain factor, as explained in Sect. 5.1. Figures 5 and 6 show numerical results for different protection levels (varying C from 0 to 50) under different maximum uncertainties (5 and 10%) on power consumption of servers. Figure 5 also illustrates the effect of the protection level C on the total energy consumption (left axis: relative power consumption after consolidation when compared to the original power consumption before consolidation) and the upper bound for the probability of constraint violation (right axis). Note, that when C ¼ 0, there is no protection against uncertainty assumed and we end up with the deterministic solution. However, C [ 0 calculate solutions to protect against deviations of C uncertain variables, that is the PM power consumption in this case. For example, if we set C ¼ 10 we protect the solution against a maximum deviation of 10 servers from the linear power function, no matter which servers there are. The upper bound for the probability of constraint violation indicates the maximum probability that a constraint will be violated, if total power deviations of the PMs is more than C. For instance, for C ¼ 1, the probability of constraint violation assumes the maximum probability that the constraint (7) may be violated for some of the PMs, if the sum of the absolute normalized power deviations of the PMs is greater than 1. We also observe the time to solve the robust problems to optimality (with 0.3% tolerance) using CPLEX on a Intel(R) Core(TM) i7-4770 CPU @ 3.40 GHz, which ranges from 952 to 1280 s for a given C. The risk adjusted and expected power relative to the initial power consumption are shown in Fig. 5 . The expected power is calculated by taking the solution of the robust model and assuming that all parameters are at the nominal values while the risk adjusted power denotes the value of the objective function for the robust model. For all the cases, both the risk adjusted and expected power consumption increases with the level of protection, while at the same time the maximum probability of constraint violation is decreasing. However, the increase rate is higher when the maximum allowed deviation is higher. It is interesting to note that after some point, an increase in the protection level does not affect the gap between risk adjusted and expected power significantly. For instance, when 5% maximum deviation is allowed for the deviation, the risk adjusted power consumption is not increasing any more for C ! 10, where the same trend is observed for C ! 20 when maximum allowed deviation is equal to 10%. This is directly reflected in the solution when analyzing the number of active nodes after consolidation. For example, when considering 5% maximum deviation in uncertainty in the power model, the number of active nodes increases from 11 to 12 for increasing C while it increases from 11 to 13 nodes for 10% maximum deviation. After that, no more server is needed to cope with the uncertainty. Figure 6 depicts how much additional power is needed (in %) for different protection level C for both 5 and 10% maximum allowed deviation on power consumption. For example, for C ¼ 50 and 10% maximum allowed deviation, we can observe that we need to spend approximately 18% more power for protecting against the uncertainty. This is closely related to the risk measures which indicate the extra power requirements in order to avoid constraint violation for a given uncertainty budget. This gives the cloud operators a nice tool to trade-off risk versus additional power required in order to protect against uncertainty in model parameters. For example, as shown in Table 5 , if we take the risk of 0.77% probability of violation at maximum, we need to assume C ¼ 18 which leads to around 8.21% more power consumption compared to no protection at all (C ¼ 0). Interestingly, for lower probability of constraint violation (i.e., more risk-aversion), the amount of additional power required is very small. However, in the absence of protection against data uncertainty (C ¼ 0), the probability that a constraint will be violated is 55.89%.
Impact of uncertainty in VMs' resource demands
In this section, we evaluate two different aspects. First, we study the impact of uncertain resource demands on total energy consumption inside a datacenter while in the second part we study the potential adverse effect of uncertain demands on VMs' performance.
Impact on energy consumption
Under CPU demand uncertainty for the VMs, we introduce an uncertain range centered around the average demand which is either 30, 40 or 50% of the CPU demand (denoted as r 1k in our model). So, instead of knowing or predicting that the demand of a given VM is precisely 20% of a physical CPU, we rather have an estimate of the demand which is bounded between 14 and 26% (for the 30% case) and may fluctuate at any time within this bound. Figure 7 shows the risk adjusted power consumption relative to the initial power consumption (given by the initial allocation before consolidation) on the Z-axis, with respect to different maximum CPU uncertainties (on the Yaxis) and the protection level C (on the X-axis). For C ¼ 0, the risk adjusted power consumption is the same for any maximum allowed CPU deviation because no protection is assumed and all values are at their nominal values. As can be seen, the power consumption is increasing with the level of protection C because the new VM to PM assignment provides more room for accommodating the uncertain demand thus powering on more and more servers. As a consequence, the higher the relative CPU uncertainty (increasing from 30 to 40 and 50%), the higher the power consumption. For instance, for 30% maximum CPU uncertainty, the relative risk adjusted power increases 1.79% (from 0.762 to 0.776) for C ¼ 0 to C ¼ 1 whereas for 40% maximum CPU uncertainty the power consumption increases 2.37% (from 0.762 to 0.780) for the same value of C, while for 50% maximum allowed deviation the increase in power consumption is the highest (2.80%, from 0.762 to 0.785). Note, that for each C, our solution may result in a different migration schedule in order to protect against different uncertain demands, leading to different power consumption and different VM placement after the consolidation.
Moreover, with increased level of protection for different CPU uncertainties, the power consumption is even surpassing the initial power consumption. For example, for C ! 70 with maximum 30% CPU uncertainties, for C ! 50 with maximum 40% CPU uncertainties, C ! 40 with maximum 50% CPU uncertainties the risk adjusted power consumption is higher than the initial power consumption. Although the risk adjusted power is increasing with the level of protection, the growth rate is showing a different trend for different ranges of C. As we can see, the risk adjusted power consumption increases rapidly for the range zero to medium level of protection (C = 0-50). However, for larger level of protection (C ¼ 100), the power consumption is increasing very slowly. For instance, when maximum allowed deviation for CPU is 30%, the relative risk adjusted power consumption increases 29.45% for C = 0-50 but after that it increases only 7.03% for the highest level of protection. This is because after some point, there are enough servers powered on to provide free resources to cope with the uncertain demand and the additional nodes to be powered on is very small to cope with the increased protection level. Figure 8 shows the relative expected power, which is slightly increasing with C and with the maximum allowed uncertainty for CPU. For instance, for maximum 50% CPU uncertainty, the expected power increases only 0.29% for C = 70-100. The upper bound for the probability of constraint violation is presented in Table 6 . A good trade-off between the amount of risk taken and the robustness of the solution is given for example for C between 20 and 30 for which the upper bound for constraint violation is between 2.8 and 0.1%, but the energy consumption increases only 13-24% (for 30% maximum CPU uncertainty), 16-26% (for 40% maximum CPU uncertainty) and 21-32% (for 50% maximum CPU uncertainty) compared to having no protection against CPU demand variation at all. Figure 9 illustrates how much extra power is required in order to limit the maximum constraint violation for different (30, 40 and 50%) maximum allowed deviation on CPU demand. This risk measure provides a deeper insight on the power consumption for the proposed VM consolidation plan. As we can see, with higher level of protection there is an increase in power consumption. For example, for the case of C ¼ 100 and 50% maximum allowed CPU deviation, the new allocation is expected to consume 65.23% additional power compared to no protection (C ¼ 0). As expected, the budget for additional power needs for a given protection level is comparatively lower for the case of 30% and 40% maximum deviation on CPU demand. Together with the upper bound for the probability of constraint violation, the cloud operators can now tradeoff additional power consumption versus risk.
Quality of the robust solutions
In order to validate the results from ROME and compare with the deterministic problem in [29] where the problem is implemented and solved using CPLEX, we solved in total 1000 deterministic problems (100 for each C) varying CPU demands of the VMs randomly but making sure that they are bounded by ± 30% of the VMs' CPU requirements (r ik ). For example, to set up the deterministic problem when C ¼ 10, we randomly pick 10 VMs out of 100 and for these 10 VMs we assume they have random CPU demands but inside the range as given by the uncertainty set. Figure 10 depicts the corresponding results for 30% maximum CPU uncertainty when varying C. The expected power consumption is calculated as before by taking the solution of the robust model and then assuming that CPU demands for all the VM's are at their nominal values. The objective value of the robust model indicates the risk adjusted value which also indicates the possible worst value (maximum power consumption) for the robust optimization problem for a given level C of protection. The minimum power consumption is calculated by taking the solution of the robust model while considering that VM demands are at their minimum value (lower bound). As we have noticed before, with increasing protection level the expected and the maximum power consumption is increasing. However, the minimum power consumption is decreasing. As for the minimum power consumption, with increasing protection level, the number of VMs which are running on their minimum CPU demand are also increasing, therefore the minimum power consumption is showing a decreasing trend. The calculated power consumptions for the 1000 deterministic problems are presented with coloured points in Fig. 10 (e.g. green for C ¼ 10) . The results of the deterministic problems indicate the trade-off between risk and power consumption very nicely. For instance, when C ¼ 1, the robust solution protects against uncertainty of demands for 1 VM. However, a large number of the 100 deterministic solutions for C ¼ 1 resulted in a power consumption that was larger than the expected power consumption of the robust model. This corresponds very nicely to a high probability of constraint violation. For the 100 deterministic problems for this case (randomly picked 1 VM and for this VM picked a random VM demand within the interval given and solve that deterministic problem), the average power consumption was 1706.20 W while the maximum power consumption was 1716.04 W and the standard deviation was 3.95 W. But the tendency of consuming a higher power than the expected power provided by the robust model is getting lower with higher values of C. For instance, for C ¼ 10, the average power consumption of the 100 deterministic problems was 1721.83 W at a standard deviation of 32.37 W and 15 out of 100 deterministic problems showed higher power consumption than the expected power of the robust solution. However, for C ! 30, the power consumption of all deterministic problems are always lower than the expected power generated by the robust model. For instance, for C ¼ 50 the average power consumption of the 100 deterministic problems was 1743.11 W at a standard deviation of 47.28 W whereas the expected power for the robust model was 1959.11 W. Fig. 9 Extra power consumption (%) for different maximum CPU uncertainties Fig. 10 Empirical results on power consumption for 30% maximum CPU uncertainties
Impact of different maximum deviation in VMs' demands
In all scenarios so far, we introduced the same percentual deviation of CPU demands for all VMs. But this may not be the case in the real world where different VMs may have different demand fluctuations for CPU, which clearly depends on the type of workload. This is also motivated by the traces provided in Fig. 3 . In order to investigate the effects of skewed demand deviations on the results, we now assume a scenario where different VMs have random demand fluctuations while having the same total deviation for all the VMs. We compare the previous scenario of 50% maximum CPU deviation for all the VMs (scen-50) with a scenario where each VM has a random deviation, while the average allowed deviation for all the VMs is 50% (scenavg50). The results presented in Fig. 11 indicate strong similarity in risk adjusted and expected power consumption between scen-50 and scen-avg50 for different CPU demands. However, when the demand deviations are not distributed equally, the power consumption is in general higher compared to the case where the demand deviations are assumed to be the same percentage for each VM.
Impact on VMs' performance
In Fig. 4 , we have presented how uncertain resource demand of VMs' can create potential contention for resources and penalize the performance of the applications running inside the VMs. In the previous section we have discussed how much extra power is consumed with increasing level of protection and we could relate that to the upper bound for probability of constraint violation, which in the case for uncertainty on VM resource demand is interpreted as the potential that a capacity constraint of a physical server is violated. This may lead to situations where VMs are packed tightly on PMs in order to conserve energy but once they deviate in terms of resource demands to the maximum values, contention for resources may arise. The more we increase the protection level, the more energy we will spend to power on new machines that enable us to protect the solution against such VM demand deviations. In this section we try to understand the impact of such potential resource contention due to VM demand uncertainty for different protection levels. In order to quantify the potential penalty due to uncertainty on VM performance, we are using two different metrics inspired by the ''Service Level Agreement Violation (SLAV)'' proposed in [6] . The idea is to divide the time into timeslots and calculate the percentage of time the PMs run into a potential contention situation because the total VM demand of all VMs allocated to the given PM is higher than the PM capacity. The second metric tries to guess how severe such potential contention is, inspired by the degree of conflict [42] . In order to evaluate those metrics, we use the following procedure. First, we calculate the optimal solution of the robust optimization problem for each C, which gives us a new VM placement after consolidation. For this new placement, we know which VM is running on what host and what host is powered down. We divide time into 15 slots and for each VM and for each slot assume random CPU demands that vary within the specified bounds (e.g. within ± 50% of their requested resource demands). Suppose that a PM hosts k VMs after consolidation: VM 1 ; VM 2 ; . . .VM K . Let {r i;t1 ; r i;t2 ; . . .; r i;t15 } denote the CPU demands of the VM i from time t1 to t15. Then, the total CPU demands for all the VMs mapped to a PM is { P 15 s¼1 P k i¼1 r i;t s }. Therefore, the SLAV for all active nodes (y j in the model) can be derived as
; where AN denotes the total number of active nodes that are powered on after consolidation.
The degree of conflict for each active PM is calculated by
when a PM is overbooked. We aggregate over all active PMs in order to calculate the total degree of conflict for all the time slots. Here 'C' denotes the resource capacity of the given PM. We repeated such calculation 100 times by varying CPU demands randomly over each of the 15 time slots for each VM. Table 7 presents the average and standard deviation for the power consumption, SLAV (%) and total conflict degree for the 100 repetitions. We can clearly notice that both SLAV and conflict degree is decreasing with increasing level of protection. When C is large, the protection level is high against potential deviations from the mean demand for a large number of VMs'. Consequently, there is less probability that the PMs cannot fulfill the compute demands. On the other hand, for a low protection level, the energy consumption is low, but the risk for SLAV is high as is the conflict degree. In addition, we also calculate the actual energy consumption averaged over all repetitions based on demand fluctuation given by the random demands within the timeslots. For instance, for C ¼ 0 when there is no protection against uncertainty, the actual power consumption is 1749.77 W which is 2.58% more than the risk adjusted power consumption given by the robust model. Moreover, the SLAV and total conflict degree both are at the peak in this case (SLAV is 46.52% and conflict degree is 1.92 because there is no protection from demand uncertainty but in our simulations we assume that demands actually fluctuate randomly within the given bounds for all VMs. For C ¼ 1 the actual power consumption is 1.35% higher than the risk adjusted power consumption and the penalty metrics are also lower than the previous case (SLAV is 33.12% and conflict degree is 1.43). It is interesting to note that for C ¼ 40 both the penalty metrics are 0 and the actual power consumption is lower than the risk adjusted power consumption. This very nicely illustrates the benefits of our robust optimization approach. When one assumes a perfect prediction of VM demands and does not apply robust optimization, there will be no protection against demand fluctuations. If one would use the optimum VM allocation as given by the non-robust solution, one would have low energy consumption at the expense of a very high potential SLA violation and a large conflict degree. On the other hand, using robust optimization and protecting against potential deviations using e.g. C ¼ 40, the probability to have potential resource contention is very low at the expense of higher energy consumption. 4 6.4 Impact of uncertainty in both VMs' resource demands and migration-related resource overhead
Due to the high stress of VM migration on the PMs [41, 51] , VM migrations must be exercised in a careful way in order to avoid unwanted overload of the PMs. In particular, migrations should only be triggered if there are enough resources available on the PM during the time of migrations to cope with the additional migration related overhead such as copying the memory pages and streaming them over the network to the migration target host. In this section, we investigate a set of scenarios where both the amount of CPU demands of the VMs and the amount of resource overhead (both CPU and memory) are not known precisely. For these scenarios, the maximum uncertainty for VM' CPU demands is varied between 30%(cpu30ovh0), 40% (cpu40ovh0), and 50%(cpu50ovh0, called scen-50 in the previous case) while the maximum variability on the migration-related resource overhead varies between 10% (cpu30ovh10, cpu40ovh10, cpu50ovh10), 20% (cpu30ovh20, cpu40ovh20, cpu50ovh20) and 30% (cpu30ovh30, cpu40ovh30, cpu50ovh30) of VMs' resource demands. The experimental results are presented in Figs. 12, 13, 14 and 15. Figures 12, 13 and 14 show the risk adjusted power consumption relative to the initial power consumption before consolidation for different C and different maximum uncertainty bounds on the migration related overhead. Results for a specific DR k is shown in each figure (i.e., 30% in Fig. 12 , 40% in Fig. 13 , and 50% in Fig. 14) . The results show a positive correlation between migration related overhead and power consumption. This is because when the resource overhead due to migration decreases, the cost of a migration gets cheaper. For example, an overhead of 0% means that VMs can be migrated without any restriction in order to evacuate some PMs; on the other hand, a large overhead (e.g., 30% on top of VMs' resource demands) would prevent a large number of migrations, which may increase the overall power consumption of the datacenter. Additional uncertainty on the migration related overhead increases power consumption further. For example, in Fig. 12 , we can see that an increase in the maximum uncertainty bound for migration related overhead from 0 to 10% for a given fixed protection level (e.g. C ¼ 1)leads to an increase in the risk adjusted power consumption of almost 16.46% (from 0.776 to 0.904).
Also, increasing the maximum uncertainty for migration related resource overhead to 30% may increase the risk adjusted power consumption up to 19.11% (from 0.776 to 0.928). As can be seen, the power consumption is the highest for the case when both of the parameters have maximum uncertainty (in our case 50% for CPU demand and 30% for migration overhead). For this case, even with small values of C, the relative risk adjusted power is higher than 1. For instance, for C ¼ 10 the relative risk adjusted power is 1.025 and for C ¼ 100 the risk adjusted power is almost 36% more than the initial power consumption. The relative expected power for the multi uncertainty case is more than 1 when both the uncertain parameters have maximum uncertainty. For instance, for C [ 30, the expected power consumption is higher than the initial power consumption (by 4%). This shows that even by calculating the optimal migration schedule, we need to plan Fig. 11 Relative risk adjusted and expected power consumption for 50% CPU uncertainty with same and different deviation of all VMs for a higher energy consumption to cope with the increased uncertainty.
Required PMs to deal with uncertainty
Determining optimal PM capacity configurations while considering uncertainty on different parameters is a challenging problem that has direct impact on the capacity planning for cloud infrastructures. Figure 15 presents the required number of PMs for the four different cases mentioned above (cpu30ovh0, cpu50ovh0, cpu30ovh20, cpu50ovh30). When the workload of the VMs is deterministic, the capacity planing is straight forward, as the PMs only need to satisfy the VMs' resource demand. For instance, 8 PMs are enough to allocate all the 100 VMs. However, uncertainty brings additional challenges regarding optimization of cost and capacity in virtualized infrastructure. Key observations form Fig. 15 are the following: 1. Uncertainty in VMs' resource demands leads to allocations that leave enough room on the PM to cope with the uncertainty, again leading to a higher number of PMs that are left powered on. For instance, when VMs' CPU demands deviate up to maximum 30%, the number of required PMs is 10, when the maximum deviation increases to 50% the number of PMs increases to 12. 2. When an additional uncertain parameter is considered for migration related resource overhead, a number of VMs cannot migrate because of potential risk of not coping with the additional stress due to migrations. Furthermore, due to additional resource requirements, the number of required PMs increases again. For instance, for additional 30% uncertain overhead due to migrations, the number of PMs increases to 14. Moreover, the level of protection plays an important role when planning the number of required PMs, as with different protection levels the number of PMs is changing depending on the impact of uncertain parameters. For example, for C ¼ 10; the number of PMs is 8 for the casecpu30ovh0 whereas the number is 9 for the case cpu50ovh0, and 12 for the cases cpu30ovh20 and cpu30ovh30.
Our numerical results clearly highlight the limitations of prior works on modeling the infrastructures' capacity planning problem, which assumed complete and exact knowledge on input data (such as resource demands or migration-related resource overhead). Those models clearly may lead to a more energy efficient strategy, but at the risk of violating the SLAs or even increased power consumption, if actual VMs' workload or resource overhead for VM migrations varies from the assumed/predicted ones.
Impact of overbooking
In order to highlight the benefits of resource overbooking in relation to energy savings, three different overbooking ratios (25, 50 and 100% for CPU and memory) are compared with the default non-overbooking technique. We use the same input parameters while the maximum allowed deviation for CPU demand uncertainty is set to 50%. We vary the overbooking factor g j ¼ 1:25 or 1.5 or 2.0. The risk adjusted power consumption relative to the initial power consumption for 50% maximum CPU uncertainty is presented in Fig. 16 . As expected, the energy consumption is decreasing with increasing level of overbooking as we pack more VMs on a given PM and we can power down more servers. For instance, for C ¼ 30 the relative risk adjusted power for the case of no overbooking is 1.007 (highest) and it decreases gradually when using 25% overbooking to 0.745 and when using 50% overbooking to 0.591. For the case of 100% overbooking, the relative risk adjusted power consumption is the lowest (the value is 0.444). Therefore, for the same scenario, 100% overbooking can save approximately 55.87, 50% overbooking can save approximately 41.28, and 25% overbooking can save up to 26% power consumption compared to the case of default non-overbooking. A similar behavior is observed when we consider the relative expected power consumption. Here for all the cases of overbooking, the relative expected power consumption is even less than 0.8. For example, in the worst case with 25% overbooking the relative power consumption is 0.729 for the maximum protection level (C ¼ 100).
The energy savings obtained due to the overbooking is significant even with large variation on the resource demands of the VMs, but the overbooking scheme may cause significant resource contention which may lead to unpredictable performance for the applications running inside the VMs. The main assumption behind overbooking is that not all the VMs will claim 100% of their resources at the same time (Fig. 17) . However, the SLA between cloud providers and customers may be violated due to lack of ensuring negotiated level of applications performance, when the VMs are changing their resource demands frequently which can lead a PM to an unwanted overbooking state. In order to quantifying the risk of overbooking we compare the penalty metrics SLAV (%) and conflict degree (presented in Sect. 6.3.4) with the same set of data as before using 100 repetitions based on the optimal calculated robust VM allocation using the timeslot based evaluation approach. The corresponding results are presented in Figs. 18, 19 and 20. It is interesting to note that with increasing level of overbooking, although we can save a higher amount of energy, there is a higher probability of penalizing VMs' performance. We can see that 100% overbooking can save the highest amount of power however at the expense of higher SLA violation and conflict degree. Figure 18 presents the actual relative power consumption for different overbooking ratios (evaluated using the real demands for each timeslot). We clearly see that the tendency of consuming higher power than the risk adjusted power is getting lower with the higher level of protection. For instance, for C ¼ 10, 100% overbooking can save up to 54, 50% overbooking can save up to 38.68 and 25% overbooking can save up to 24.58% power consumption compared to the case of non overbooking. But compared to the risk adjusted power consumption, the actual power consumption are 9.07, 12.08 and 13.42% higher for 25, 50 and 100% overbooking, respectively. As a consequence, if the CPU demands for the VMs fluctuate over time, the more we increase the overbooking ratio, the higher the risk of consuming more power than expected.
Relation between overbooking factor and 'C': Figures 19 and 20 present the SLAV and total conflict degree for different overbooking ratios. Both of these penalty metrics are decreasing with an increasing level of protection for a given overbooking ratio. However, for a given protection level, both of these penalty metrics are increasing with increasing ratio of overbooking. For instance, for 100% overbooking the SLAV is decreasing from 99 to 75.16% and the conflict degree is decreasing from 5.67 to 1.43 for C ¼ 0 to 100. But when C ¼ 10, the SLAV is 22.22% for non overbooking case which is increasing to 63.20% for 25% overbooking, 82.61% for 50% overbooking and finally, 99% for 100% overbooking.
In general, the main challenge in overbooking is to decide about the allocation of excess capacity to minimize the risk of SLA violations when VMs' resource demands fluctuate over time. Our results nicely demonstrate this relation. For example, if all the VMs' CPU demand fluctuates within ± 50% of their requested resources, it is reasonable to adapt the robust solution with 25% overbooking and C ¼ 60 as it can save 29.43% power but the SLA violation is only 2.70% with 0.29 conflict degree. Obviously, when the VM's demand fluctuation rate is different, the balance between energy savings and penalty will come at different overbooking ratio and different protection level.
Furthermore, a single fixed overbooking ratio for a highly dynamic heterogeneous cloud environment may not be effective enough to calculate acceptable level of applications' performance with associated operational costs. Therefore, although the maximum allowed overbooking is fixed, the actual overbooking will be adjusted according to the protection level applied. This is because for higher protection level, the allocation of VMs to PMs will be less tight, leaving some spare capacity unused to cope with potential demand uncertainty at the expense of more servers used. Table 8 presents how the actual overbooking ratios are changing with increasing protection level, C, and for three different levels of maximum allowed overbooking. For instance, for 25% allowed overbooking, the actual overbooking is decreasing from 23.94 to 4.84% with increasing level of protection. In this case, overbooking is allowed up to 25%, but the actual average overbooking decreases substantially (approximately 19%) for C ¼ 100, as the demand variability is high, the allocation is more conservative and overbooking ratio is comparatively low. The same behaviour is also evident in terms of SLA violation and conflict degree (Figs. 19, 20 ).
Impact of weights (a) on the objective function
In our model, we minimize both the power consumption as well as the number of migrations as migrations put stress on both PMs and the datacenter network. As a consequence, our objective function contains a weighted sum of individual normalized single objectives. By modifying the weighting coefficient a, we can study the trade-off between energy efficiency and the number of migrations. For example, if a is close to 1, we favour more energy efficient VM consolidation strategies while when setting a close to 0 we favour strategies that try to minimize the number of migrations. While all results so far have been computed for a ¼ 0:9 (we were rather interested in finding power efficient migration strategies), we analyze in this section the effect of modifying a on two scenarios-cpu30ovh0 (30% CPU uncertainty and no migration overhead related uncertainty) and cpu30ovh30 (30% CPU uncertainty and 30% migration overhead related uncertainty) in Figs. 21, 22, 23, and 24. The relative power consumption for a ¼ 0:1; 0:5; 0:9 for the scenario cpu30ovh0 is presented in Fig. 21 and the corresponding number of migrations is depicted in Fig. 22 .
As we can see, the energy consumption and the number of migrations are changing according to the value of a for a given protection level. As expected, the power consumption is higher for a ¼ 0:1 compared to the other cases when a ¼ 0:5 or 0.9 as for higher a we favour more energy efficient strategies. As also can be seen, the number of migrations are showing the opposite trend as we can observe the lowest number of migrations for a ¼ 0:1. For a ¼ 0:5, we can see a strategy that is not as power efficient compared to a ¼ 0:9 but at the same time not so aggressive in the number of migrations.
When we examine the results in more detail, for e.g. C ¼ 10 the relative power consumption is 1.04 and the number of migrations is 3 for a ¼ 0:1 (highest power consumption while lowest migrations); the relative power consumption is 0.96 and the number of migrations is 6 for a ¼ 0:5; and the relative power consumption is 0.81 and the number of migrations is 59 for a ¼ 0:9 (smallest power consumption while highest number of migrations). It is interesting to note that, when we change the value of a from 0.5 to 0.9, the power consumption decreases around 15.83% but at a cost of 53 additional migrations. But when a ¼ 0:1, we cannot save power at all, as the power consumption is even higher than initial consumption due to the uncertainty. The situation is similar for the case with full protection (C ¼ 100), where the power consumption decreases 5% when a changes from 0.5 to 0.9 but we require 10 additional migrations. When we add additional migration overhead related uncertainty, we observe a similar behaviour (cpu30ovh30 and Figs. 23, 24 ) as 30% uncertainty on migration related overhead increases further the power consumption. For instance, under maximum protection (C ¼ 100) when we change a from 0.5 to 0.9, the number of migrations increases from 6 to 13 for the sake of saving only 0.88% power consumption. As we can see nicely from our results, by changing the weighting factor the cloud operators can either implement a more energy conserving VM consolidation strategy or favour a strategy that tries to minimize the number of migrations in order to reduce stress on the datacenter network. Figures 21, 22 , 23, and 24 illustrate the trade-off between relative risk adjusted power consumption and the number of migrations for different level of protection. This helps the cloud operators to decide whether it is worth to improve the energy efficiency at the cost of increasing number of migrations and what extent of increment on the number of migrations is reasonable. When the weight changes (a from 0.9 to 0.1) we get different optimal solutions. Most importantly, if the temporary downtimes due to VM migrations are lower than the value guaranteed upon in the SLA, cloud operators can be benefited by choosing a higher value for a. Further, the applications running inside a datacenter have an important influence on selecting the proper value for a. For instance, if a datacenter is running mostly compute-intensive applications or web-applications, then the temporary service disruption due to VM migrations that the downtime causes is not really important, which can encourage cloud administrators to select higher value for a; for example, it can be set as 0.9. On the other hand, if Network Function Virtualization (NFV) related services are hosted in the datacenter where different services such as firewalls, deep packet inspection, network address translation, etc. are running inside the VMs, the downtime due to migrations can degrade the applications performance significantly. In this situation, it is very justified to select a lower value for a; for example, it may be set to 0.1. In that case, we focus less on energy efficiency but rather target at minimizing the migrations. Further, if a datacenter has SLA approaches like auctionbased price negotiation in Amazon spot instances [14] and running both compute-and latency-sensitive applications, then the administrator may use a more balanced setting (e.g. a ¼ 0:5) and would limit the migration options by setting appropriate SLAs for the downtime for the given VM, which would then be excluded from the migration schedule.
Furthermore, depending on the migration strategies used (e.g. precopy or postcopy) and other network traffic during migrations (such as VM-to-VM communication traffic, management traffic etc.), the temporary downtime due to VM migration can vary [33] significantly. Therefore, these settings also play a critical role for selecting a proper value for a. For example, if a datacenter has implemented an efficient migration strategy [33] which tries to minimize the impact of migration traffic on VM-to-VM communication or separate migration traffic in order to not disrupt ongoing VM-to-VM latency sensitive traffic, then the cloud 
Conclusions
Energy is an important and limited resource. Therefore, it is crucial for Green Datacenters to reduce the energy consumption as much as possible while still obeying to SLAs of customers. Reducing energy consumption not only is important for reducing the operational expenses of a datacenter but also is imperative to cope with our limited resources on the planet. As we have seen, the energy can be reduced by leveraging VM live migration technology in order to consolidate the set of VMs on the smallest number of physical hosts and consequently power down the unused ones. While this problem can be modeled as a mixed integer program, it is very difficult to solve not only due to the intrinsic complexity but because it requires exact information as input to the model. Unfortunately, many parameters and coefficients that constitute this problem are not known precisely (such as CPU demands of VMs, the migration related resource overhead or the power model of the servers) which leads to the dilemma that a once calculated optimal solution may be highly infeasible in reality.
In this paper, we have applied the theory of robust optimization for the problem of energy aware VM consolidation under data and coefficient uncertainty. Based on the selected uncertainty model, we were able to calculate for a given protection level both the price of robustness in terms of higher energy consumption as well as the upper bound for the probability of constraint violation. Our numerical results demonstrate very nicely the trade-off a datacenter operator can deal with: by calculating more robust solutions, the resulting strategy leads to higher energy consumption. If the datacenter operator is more risky, our model can calculate more opportunistic solutions that save more energy at the expense of more likely SLA violations.
In addition, we have modeled a potential overbooking for resources and evaluated a potential penalty for services running inside VMs due to uncertain resource demands and overbooking. We have evaluated our model under several scenarios and uncertainty in different parameters of the model such as CPU demands, migration-related CPU overhead, or power consumption. It is important to remark that the model is not intended for online optimization of a datacenter as it takes a rather long time to solve it for optimality. We were rather interested in solving the model to optimality as a kind of benchmark against which any fast heuristic can be compared.
As future work, we intend to extend our model to include the datacenter network related energy consumption of routers and switches as well as the latency requirements between communicating VMs. This will guide us towards a robust VM consolidation method taking into account network related SLAs between communicating VMs, which is important in order to model a set of VMs that implement NFV related services. Also, we intend to solve larger problem sizes and develop fast heuristics and integrate them into our local OpenStack testbed. 
