Abstract
Introduction
Chinese is a language spoken by Chinese people, it forms one of the branches of Sino-Tibetan family of languages. About one-fifth of the world's population, or over one billion people, speak some variety of Chinese as their native language. Chinese features Subject-Verb-Object order, and like many other languages in East Asia, makes frequent use of the topic-comment construction to form sentences. Modern Chinese is an analytic language, whose functions such as number in nouns or tense in verbs are expressed through syntax rather than morphology. It is an isolated language, all words in Chinese have only one grammatical form, in other words, they are hieroglyphs, as the languages lack declension, or any other inflection.
Uyghur is a Turkic language which is spoken primarily in the Xinjiang Uyghur Autonomous Region of Western China, mainly by the Uyghur, which is one of the 56 recognized ethnic groups in China and is an official language of Xinjiang Uyghur Autonomous Region, used in many fields, some text books, magazines and government documents are written both in Chinese and Uyghur. Today the Uyghur is also used as a lingua franca by many non-Han minorities in Xinjiang, such as among the Xibe, Tajiks of China, Daurs, and even Russians [1] . Some ethnic minorities in China have even adopted Uyghur as a first language, these peoples include the Tatars, Uzbeks and Kyrgyz. Uyghur is an agglutinative language with a Subject Object Verb-word order and belongs to the Uyghur Turkic branch of the Turkic language family. Like many other Turkic languages, Uyghur displays vowel harmony and agglutination, lacks noun classes or grammatical gender, and is a left-branching language.
For statistical and data-drive NLP processing, the necessary step is to collect large scale data to train statistical model. In recent years, Statistical machine translation has obtained highly development by adding computational power and linguistic knowledge. Establishing SMT system for a new language pairs involves many aspects, the first and important is to collect parallel corpus, the amount of which should be large enough, or data sparsity problem will occur. In this paper, we will discuss some processing methods for Uyghur-Chinese translation under the circumstance of less training data. As far as we know, few researchers have worked on it.
Related work for SMT involving Uyghur or Chinese has investigated in [2] [3] [4] [5] [6] , in paper [2] [3],the author separated agglutinated suffixes from stems to obtain the smaller morpheme units. In paper [4] , to make the two languages more similar, the authors reordered Chinese sentence structures from SVO to SOV and also split Uyghur words into morphemes. In paper [5] , the authors obtained reordering templates from tree-string alignments of Chinese-English bilingual sentence pairs, to make Chinese and English more similar in syntactic structure, These reordering templates are applied to change the constituent orders of Chinese sentences in open test corpus. In paper [6] , the authors improved effectiveness of translation by aligning similar characters or syllables. Their experiments showed that morphological decomposition strategies for Uyghur could reduce the probability of Out-Of-Vocabulary(OOV) and improve the translation quality, specially for smaller-size training corpora.
The rest of this paper is organized as follows. Section 2 will discuss the challenges building translator from Uyghur to Chinese translation. Section 3 will explore morphological strategies for Uyghur-Chinese statistical machine translation . Section 4 shows statistical data of the corpus and experimental results. Finally, we conclude and the future works will be discussed.
Challenges building translator from Uyghur to Chinese translation
The most important thing is lack of parallel Chinese-Uyghur texts for building statistical models, they must be collected manually and be preprocessed to produce practicable parallel corpus, but up to now, we collect small scale parallel sentence pairs that can be directly used for SMT. Statistical data is shown in section 4.1.
The second for our concern is word-alignment. Uyghur words are made up of prefixes, stems, and inflectional suffixes. Stems can be formed by the way that root attaches word-building suffixes. Inflectional suffixes usually imply functional information of words. Words can be produced by the way that stems combine several inflectional suffixes. According to statistics, there are more than forty thousand roots and about 300 inflectional suffixes in Uyghur (loanwords are not included). Sometimes a stem can attach several suffixes, which indicates that there are a large amount of Uyghur words though not all combinations of stems and suffixes are grammatical. E.g. stem ‫ئاختۇر‬ can produce 3000 different Uyghur words by attaching inflectional suffixes. Stems which can produce large number of Uyghur words are a lot in Uyghur.
The accuracy of word-alignment based IBM 1-5 models premises co-occurrence frequency of source and target language words in parallel sentence pairs. We did a survey on number of occurrences for the word "book" in Chinese side of the parallel corpus( in Chinese, "book" is written as "书") , here, "书" occurs 25 times, but "我 的 书" (my book) only 3 times，the corresponding Uyghur words in target language sentences are : （once，singular） （twice，plural） The rest of the 22 counterpart Uyghur words present in other case form, in this case , the word "书" may not find counterpart in Uyghur in alignment training. But these Uyghur words have the same stems, of which we can take advantage in Uyghur-Chinese translation.
As noted above, Uyghur words are very inflectional and productive, thus the data sparsity will inevitably occur, many words are aligned incorrectly or can't find counterpart in alignment training,, which can result in low-quality translation results.
The third issue is OOV phenomenon (out-of-vocabulary).There are numerous Uyghur vocabulary and we can't collect all Uyghur words in training data set, while statistical machine translation system strictly takes string matching when decoding, if sentences to be translated contain Uyghur words which don't appear in training data set, the OOV phenomenon will appear.
Morphological strategies in Uyghur-Chinese statistical machine translation

Full morpheme segmentation
For phrase-based models, the word-alignment training based IBM1-5 usually is carried out on word-level, but as noted above, it easily leads to data sparsity problem, so we can take finer granularities--morphemes, that is, prefixes, stems and suffixes, which are smaller morphological units, into account. Since morphemes have a higher frequency than Uyghur words, we can get more accurate word-alignment matrix. E.g., a parallel sentence pair in corpus:
Factor-Based Uyghur-Chinese Statistical Machine Translation Xinghua Dong, Huajian Xue, Yong Yang Uyghur:
Chinese: The corresponding English sentence is: His two brothers ate three apples. The morpheme-level Uyghur sentence:
Here, a Uyghur word is split into morphemes which are divided by "+" and a white space. The alignment is as follows: Figure 1 . A morpheme-aligned Uyghur-Chinese parallel pairs
In the following experiment, we carried out word-alignment on morpheme-level corpus, and extracted morpheme-level phrases. Uyghur sentences in test set and dev set are also split into morphemes, then are fed into decoder.
Improved word alignment approach
The full morpheme segmentation method may get better alignment accuracy on morpheme-level, but because of the reorder model in phrase-based translation model, the translation hypothesis may become a mess when a morpheme-level test sentence is fed into the decoder, for example, the source phrase is unreasonable, which is contained in the first three consecutive words in Uyghur sentence "
", since the morpheme should not be separated from the morpheme . A more rational approach is to change morpheme-alignment matrix into word-alignment matrix. As shown below:
Factor
Figure 2. Transform morpheme-alignment matrix into word alignment matrix
The corresponding alignment file is also transformed: 
Factored models in Uyghur-Chinese translation
The so-called phrase-based models, are limited to the mapping of small text chunks (phrases) without any explicit use of linguistic information, may it be morphological, syntactic, or semantic. Such additional information has been demonstrated to be valuable by integrating it in pre-processing or post-processing.
One example to illustrate the short-comings of the traditional surface word approach in statistical machine translation is the poor handling of morphology. Each word form is treated as a token in itself. This means that the translation model treats, e.g., the word house completely independent of the word houses. Any instance of house in the training data does not add any knowledge to the translation of houses, while this problem does not show up as strongly in English -due to the very limited morphological production in English, but for Uyghur and other morphologically rich languages such as Arabic, German, Finnish, and Uyghur, it is a great challenge since it's very inflectional and productive. To alleviate this problem, Koehn introduces Factored Translation Models in [7] .
Factor-Based Uyghur-Chinese Statistical Machine Translation Xinghua Dong, Huajian Xue, Yong Yang
Producing factored Uyghur and Chinese sentences Figure 4. Factors displayed in Uyghur-Chinese translation
For Uyghur-Chinese translation, the source factors which we could think of are Uyghur surface form, stem, suffix, POS (part of speech). Since Chinese is an isolated language and many words are hieroglyphs, factors only include Chinese word itself and POS.
We developed a Uygur analyzer tool that is used to split words into morphemes, that is, prefixes, stems and inflectional suffixes. The tool is based on database of prefix, stem and inflectional suffix we collect. The method we apply is very simple, first we remove the prefix and inflectional suffix from a Uyghur, then we restore the weakening vowel and loss phoneme for the rest. If the rest can be found in stem database, it is a successful segmentation, or an alternative segment solution is given. The accuracy of the tool is about 85%.
A parallel sentence pairs in original corpus seems like this:
We can get the factored corpus when parallel sentence pairs are passed through Uyghur and Chinese analyzer1 ,as shown below:
他|PN 的|DEG 两个|JJ 弟弟|NN 吃|VV 了|AS 三个|CD 苹果|NN 。|PU
The source factors are:
Uyghur-word |stem|suffix|POS The target factors are:
Chinese-word |POS Factors are separated by vertical bar. Factors which don't exist are represented as an empty string.
Alignment and phrase extracting
Suffix and Pos have little value for Uyghur-Chinese translation, so we only have Uyghur stems left in real corpus. In our case, the generation model can't be used. The above parallel sentence pairs seems like this:
In Factored Translation Models, it actually divides one parallel sentence pairs in corpus into two parallel sentence pairs , one is word-level sentence pair:
The other is stem-level sentence pair:
The alignment training is carried out on word-level corpus or stem-level corpus, then the alignment file can be obtained. Of course, the alignment file can be obtained by other approaches, such as improved word alignment approach in section 3.2. Then the training module respectively extracts phrases from word-level corpus and stem-level corpus based on alignment file. Finally, Two phrase tables are produced, as shown below: Figure 5 . Phrase extracting in factored model We optimize translation performance on a development set by minimum error rate training [8] that can produce better weights, then we get the factored test set from original texts before decoding.
3.3.3
Decoding in factored model :multiple decoding paths Figure 6 . Two decoding paths displayed in multiple decoding paths
The factored model allows multiple paths to translate in parallel, which means translation options are collected from multiple phrase tables. As Fig. 5 , we set two decoding paths, translation options are from two different phrase tables. One is word-level phrase table, the other is stem-level phrase table. Translation options from different tables compete in decoding, that is, if the same translation option is found in multiple tables, separate translation options are created for each occurrence, but with different scores. For example, for source factored phrase:
The first factor is Uyghur word, the second factor is Uyghur stems. The decoder will find the translation options containing in word-level phrase table and translation options containing in the stem-level phrase table.
Decoding in factored model: backoff model
A strategy for translating surface forms which have not been seen in the training corpus is to translate their stems instead, which can be done by backoff model. It is different from multiple-decoding-paths in which the decoder find one phrase in multiple phrase tables, since in backoff model we may prefer to use one phrase 
Experiments
The process of factored Uyghur-Chinese translation can be illustrated with the following figure: Figure 6 . The process of factored Uyghur-Chinese translation
Data Acquisition and Tools
We collect some parallel texts from different domains including daily conversation, technological manuals, and government documents. Interrelated characters of Chinese is about 1 million, to train the statistical models, the parallel texts must be preprocessed to produce practicable parallel corpus, but up to now, we collect 56235 parallel sentences that are directly used for SMT. We construct our training set, dev set, test set in proportion according to We use the phrase-based model, and apply Moses 2 toolkit, the state-of-the-art open-source statistical machine translation system, the SRILM language model toolkit, and extract phrase pairs by running Giza++ [9] from symmetrized word alignments，then optimize the weights of the log-linear model by means of a minimum error training procedure. Unless stated, all training parameters and decoder parameters are default, for instance, maximum phrase length entered into phrase 
Experimental Results
The translation quality is evaluated with the standard implementation of BLEU, as available for NIST evaluation and with the default setting. We define: OOV rate = number of un-translated tokens / total tokens x 100%, tokens here are words or morphemes. Evaluations are shown below: Experiments show that improved word alignment method produces better alignment quality, which can be seen from experiment 1&3. Morpheme strategies play an important role in reducing OOV rate. Multiple decoding paths and backoff model can substantially improve the quality of the translation. Backoff units size can affect the results.
Conclusion
This paper is an initial explore for Uyghur-Chinese machine translation. We presented the results for factored statistical machine translation systems based on Moses toolkit. The results show that significant improvements can be achieved by applying morphological strategies into SMT systems, especially multiple decoding paths and backoff model strategies. The future works involves increasing the parallel corpus, improving this accuracy of Uyghur analyzer.
