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THE UPPER CHROMATIC NUMBER OF
QUASI-INTERVAL CO-HYPERGRAPHS
VIOLETA PRISAKARU
Mixed hypergraph consists of two families of subsets: the edges and theco-edges. In any colouring, every edge has at least two vertices of differentcolours, and every co-edge has at least two vertices of the same colour.The upper chromatic number χ¯ is the maximum number of colours forwhich there exists a colouring of a mixed hypergraph using all the colours.If the mixed hypergraph contains the co-edges only then it is called a co-hypergraph.We investigate the structural and colouring properties of clique hyper-graphs of interval graphs called the quasi-interval hypergraphs. We �nd theconditions when they are interval hypergraphs. The upper chromatic numberfor the clique co-hypergraphs of interval graphs is found. It is shown thatfor the quasi-interval co-hypergraph HA = (X,A), χ¯(HA) = |X | − s(HA),where s(HA) is the so called sieve number introduced in [7]. That coincideswith the value of the upper chromatic number found in [7] for the mixed in-terval hypergraphs.The co-stability number αA(H ) of a mixed hypergraph H is the maxi-mum number of vertices which contain no co-edges. H is called co-perfect if
χ¯(H �) = αA(H �) for every its induced sybhypergraph H �. Using colouringproperties of acyclic co-hypergraph partitions onto co-bistars, we prove thatquasi-interval co-hypergraph is co-perfect if and only if it does not containco-monostars. This shows that Voloshins co-perfectness conjecture [6] forquasi-interval co-hypergraphs is true.
Entrato in Redazione il 9 ottobre 1996.
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1. Basic notions.
The colouring problem is one of the most important problems which wasthe stimulant of the graph theory development.
The existence of various generalizations of this problem on hypergraphsgenerated the necessity to �nd the common approach to the colouring problemin graph and hypergraph theory. It was an approach developed in [6] by V.Voloshin. The realization of such an approach is the really important andpromising problem. The problem is to �nd not only the minimal possiblenumber of colours required for the hypergraph colouring, it is to �nd themaximal possible number as well when we consider this colouring method. Fora number of hypergraph classes such a number, named the upper chromaticnumber, was found in particular in [2] and [6]. In the present paper therewere analysed the colouring and structural properties of the more extendedhypergraph class.
Throughout this paper we use the terminology of [6]. Recall in detailssome basic notions given in [6]: let X = {x1, x2, . . . , xn}, n ≥ 1, be a �niteset, S = {S1, S2, . . . , St}, t ≥ 1, be a family of subsets of X . The coupleH = (X, S) is called a hypergraph with the vertex set X and a family of subsets
S if t�
i=1
Si ⊆ X . In general we consider the hypergraphs H = (X, S�), |X | = n
such that S� = A ∪ E where A and E are two subfamilies of S� . If A �= ∅ and
E �= ∅ then arrange that A = {A1, . . . , Ak}, I = 1, . . . , k, E = {E1, . . . , Em},J = 1, . . . ,m and |Ai | ≥ 2, i ∈ I ; |Ej | ≥ 2, j ∈ J . When discussing thecolourings we call every Ei , j ∈ J and edge, and every Ai , i ∈ I a co-edge.In special cases if A = ∅ then H = (X, E) = HE will be called simply ahypergraph, if E = ∅, then H = (X,A) = HA will be called a co-hypergraph.In general case, if E �= ∅ and A �= ∅ then H = (X,A ∪ E) will be called amixed hypergraph.
Let us have t ≥ 1 colours. A strict colouring of a mixed hypergraphH = (X,A ∪ E) with t colours is the colouring of its vertices X in such away that the following four conditions hold:
1) any co-edge Ai , i ∈ I , has at least two vertices coloured with the samecolour;
2) any edge Ej , j ∈ J , has at least two vertices coloured differently;3) the number of used colours is exactly t ;
4) all the vertices are coloured.
The maximal (respective minimal) t for which there exists a strict colour-ing of a mixed hypergraph H = (X,A ∪ E) with t colours is called the upper
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(respective lower) chromatic number of H and denoted by χ¯(H ) (respective
χ (H )).Let r(H ) be the number of strict colourings of a mixed hypergraph Hwith t ≥ 1 colours. For each such hypergraph we associate the vectorR(H ) = (r1, r2, . . . , rn) ∈Rn and call it chromatic spectrum of H . The value
χm(H ) = (χ¯(H )+χ (H ))2 is called the middle chromatic number of a hypergraphH and the value b(H ) = χ¯(H ) − χ (H )+ 1 is called the breadth of chromaticspectrum of H .A set T ⊆ X is called a bitransversal of a hypergraph H = (X, E) if
|T∩Ej | ≥ 2 for any j ∈ J . Theminimal cardinality of a bitransversal is denotedby τ2(H ). If E does not contain the elements of cardinality ≥ 2 then we put
τ2(H ) = 0. Bitransversal of a co-hypergraph HA is called a co-bitransversal.By τ (H ) we denote the transversal hypergraph number [1]. Amixed hypergraphH = (X,A ∪ E), A �= ∅ is called a co-monostar if the following conditionshold:1) τ (HA) = 1; 2) τ2(HA) ≥ 3.A mixed hypergraph is called a co-bistar if there exists a co-bitransversalof cardinality 2, that does not constitute an edge.A mixed hypergraph H = (X,A∪E) is called a mixed interval hypergraph,if there exists a linear ordering of its vertex set X such that each edge Ej , j ∈ Jrepresents an interval and each co-edge Ai , i ∈ I , represents an interval [2].In a mixed hypergraph H = (X,A ∪ E) the set of indices I1 ∈ I and arespective subfamily Ai , i ∈ I1 of co-edges is called a sieve if for any x , y ∈ Xand j, k ∈ I1 the following implication holds:
(x , y)∈ Aj ∩ Ak �⇒ (x , y) = El ∈ E
for some l ∈ J . A maximum cardinality of a sieve in a hypergraph H is calledthe sieve-number of H and denoted by s(H ) [2].An undirected graph G = (X, E) is called an interval graph if its verticescan be put into one-to-one correspondence with a set of intervals I of a linearlyordered set (like the real line) such that two vertices are connected by an edge ofG if and only if their corresponding intervals have nonempty intersection [3].
De�nition 1. The hypergraph H = (X,C) is called the clique hypergraph of aninterval graph (the quasi-interval hypergraph) if there exists an interval graphG = (X, E) with the clique family C(G) such that for every edge of hypergraphthere exists the corresponding maximal clique in graph G and vice-versa.
It is known [6] that all the properties of arbitrary mixed hypergraphcolourings may be reduced to the respective properties of reduced hypergraphs,
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i.e. the hypergraphs with |Ai | ≥ 3, i ∈ I , and |Ej | ≥ 2, j ∈ J , andwithout included edges and co-edges. So, let us consider further the reducedhypergraphs.
2. The structural properties of quasi-interval hypergraphs.
Remind at �rst some basic notions of the hypergraph theory we will usebelow.The 2-section (H )2 of a hypergraph H = (X, S) is de�ned to be a graphG = (X, E) formed by X and the set E = {El : xixj = El ⇐⇒ ∃ Sk ∈ S : xi ∈Sk, xj ∈ Sk}.Let H = (E, X1, . . . , Xn) be a hypergraph with n edges. The representa-tive graph of H is de�ned to be a simple graph L(H ) of order n whose verticesx1, . . . xn respectively represent the edges X1, . . . , Xn of H and the vertices xiand xj are joined by an edge if and only if Xi ∩ Xj �= ∅. [1] The Gilmore andHoffman Theorem says that for undirected graph G = (X, E) the followingthree statements are equivalent:
1) G is an interval graph;2) G contains no chordless 4-cycle and its complement G is a comparabilitygraph;3) the maximal cliques of G can be linearly ordered such that, for every vertexx of G the maximal cliques containing x occur consecutively [3].
Theorem 1. If H = (X, S) is an interval hypergraph then (H )2 is an intervalgraph.
Proof. Let H = (X, S) be an arbitrary interval hypergraph. Construct (H )2and enumerate the vertices of (H )2 in the same way in which they have beennumbered in H = (X, S). After that we order the edges of hypergraph by theleft end. This is possible because each vertex may represent the left end of theonly one hyperedge (otherwise we should have included edges). In the orderingwe constructed for any vertex the edges containing it appear consecutively.Further we number the cliques of (H )2 in the same way in which have beennumbered in H = (X, S) the corresponding hyperedges. So, we obtain theorder in (H )2 such that for any vertex x the cliques Ci containing x have theconsecutive numbers. Since we have the third condition of the Gilmore andHoffman Theorem satis�ed, (H )2 is an interval graph. �
Corollary 1. If H = (X, S) is an arbitrary interval hypergraph and H ∗ =(X ∗, S∗) is its dual hypergraph then L(H ∗) is an interval graph.
THE UPPER CHROMATIC NUMBER OF. . . 241
Proof. Since L(H ∗) = (H )2 [1] the corollary evidently follows. �
Theorem 2. If H = (X, S) is an arbitrary interval hypergraph and H ∗ =(X ∗, S∗) is its dual hypergraph then (H ∗)2 is an interval graph.
Proof. It follows from the de�nition of interval hypergraph that if H = (X, S)is an interval hypergraph then L(H ) is an interval graph. But since L(H ) =(H ∗)2 we obtain that (H ∗)2 is an interval graph. �
Theorem 3. Let G = (X, E) be an arbitrary interval graph and H (G) =(X,C) be its clique hypergraph. Then the dual hypergraph H ∗(G) = (X ∗,C∗)is an interval hypergraph.
Proof. The Fullkerson-Gross Theorem [3] says that an undirected graph G =(X, E) is an interval graph if and only if its clique matrix M(G) has theconsecutive ones property for columns. Since G = (X, E) is an interval graph




1 0 · · · 0 0






0 1 · · · 1 0




But the clique matrix of G is simultaneously the incidence matrix of theclique hypergraph H (G).
M(G) = A(H (G)).




1 0 · · · 0 0






0 1 · · · 1 0




i.e. each hyperedge in H ∗(G) represents an interval. So, the proof iscomplete. �
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Now let us show that not for any interval graph G = (X, E) the cliquehypergraph H (G) is an interval hypergraph.
Example 1. Let us consider the graph G = (X, E):
• •
• • • •



























































x1 x2 x9 x10
x5 x6 x7 x8
x3 x4
C2 C3




x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
C1 1 1 1 1 0 0 0 0 0 0
C2 0 0 1 1 1 1 0 0 0 0
C3 0 0 1 1 0 0 1 1 0 0
C4 0 0 1 1 0 0 0 0 1 1


As one can see, M(G) has the consecutive ones property for columns. Hence,by the Fullkerson-Gross criterion G = (X, E) is the interval graph indeed.
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Thus the interval hypergraphs are not the self-dual hypergraphs.Now, let us clarify the conditions in which the quasi-interval hypergraphsare the interval hypergraphs in fact.
Theorem 4. Let {Ii }, i = 1, . . . , n, be the system of intervals on the real linewithout coinciding intervals and G = (X, E) the corresponding interval graph.Then the clique hypergraph H (G) is an interval hypergraph.
Proof. Let us number the intervals from {Ii } from left to right in ascendingorder. Thus {Ii }, i = 1, . . . , n, does not contain the coinciding intervals, then,obviously each clique in G = (X, E) will represent a numerical interval, henceH (G) will be an interval hypergraph. �
De�nition 2. Given graph G = (X, E). For any x ∈ X the number of cliquescontaining x we call the power of x , denoted by p(x ).
In fact, p(x ) is equal to the degree of x in the clique hypergraph H (G).
Theorem 5. Let G = (X, E) be an arbitrary interval graph and C =
{C1, . . . ,Cm} be the set of its maximal cliques. The clique hypergraph H (G) =(X,C) will be an interval hypergraph if and only if the following two conditionshold:
1) Ci ∩ Cj �= Ci ∩ Ck , ∀ i, j, k = 1,m2) If Ci−1,Ci and Ci+1 are the �rst three or the last three cliques in G andCi−1 ∩ Ci ∩ Ci+1 �= ∅,
then there is no vertex xi ∈Ci such that p(xi ) < 2.
Proof. �⇒ Let H (G) = (X,C) be an interval hypergraph. Then by Theorem 1,(H )2 is an interval graph. The �rst condition obviously follows from prohibitionof the existence of included edges.Now let us prove the second condition. Let Ci−1 = {xki−1 }, Ci = {xji } andCi+1 = {xli+1 }, i = 2, . . . ,m − 1, be the edges of the interval hypergraphH = (X,C). Since every hyperedge represents an interval, the followingprecedence relation for the vertices of H holds:
xki−1 � xji � xli+1 .
It means that for the indices of the vertices the following inequality is true:
ki−1 ≤ ji ≤ li+1,
where the equality achieves only for the vertices of degree more than one. Ifthere exists the vertex xhi ∈Ci such that p(xhi ) = 1 then
ki−1 < hi < li+1 , ∀k, l = 1, . . . , n,
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i.e. this vertex must be settled after the vertices from Ci−1 and before thevertices from the Ci+1 , what is impossible because of
Ci−1 ∩ Ci ∩ Ci+1 �= ∅.














































































•• •••• • • •
•
1 2 3 4 5 6 7 8 9
10




x1 x2 x3 x4 x5 x6 x7 x8 x9 x10
C1 1 1 0 0 0 0 0 0 0 0
C2 0 1 1 1 0 0 0 0 0 0
C3 0 0 0 1 1 1 0 0 0 0
C4 0 0 0 0 1 0 0 0 0 1
C5 0 0 0 0 0 1 1 1 0 0
C6 0 0 0 0 0 0 0 1 1 0


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1 2 3 4 5 6 7 8 9 10 11 12
13
14





x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14
C1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
C2 0 0 1 1 1 1 1 0 0 0 0 0 0 0
C3 0 0 0 0 1 1 1 1 1 0 0 0 0 0
C4 0 0 0 0 0 0 0 0 1 1 1 1 0 0
C5 0 0 0 0 0 1 1 0 0 0 0 0 1 1


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x1 x2 x3 x4 x5 x6 x7 x8
C1 1 1 0 0 0 0 0 0
C2 0 1 1 1 1 0 0 0
C3 0 0 1 1 0 0 0 1
C4 0 0 1 1 1 1 0 0
C5 0 0 0 0 0 1 1 0


by the same reason.
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• ••••• • •1 2 3 4 5 6 7 8
C1 C2 C3
Now let us begin the proof of Theorem 5.
Let G = (X, E) be an arbitrary interval graph which satis�es the twoconditions mentioned above. We number the vertices of X in the followingway: from all the simplicial vertices of G (remind that the vertex x is calledthe simplicial if its neighbourhood forms the clique and the simplicial vertex intriangulated graph necessarily exists [4]) we choose one, to which correspondsthe most left of the intervals, corresponding to the simplicial vertices. (It is donewith the aim to choose from the simplicial vertices 1, 2 , 4, 6, 7 (see the picture)the vertex number one).
