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It is shown that the traditional estimator of a discriminant coefficient vector is 
the generalized Bayes estimator with respect to a prior which can be approximated 
by proper priors. As a corollary the admissibility of this procedure in the class of 
all scale equivariant estimators is derived. !‘) 1992 Academic Press, Inc. 
1. INTR~DUCTI~N 
On the basis of a multivariate normal sample with an unknown mean 
vector p and an unknown covariance matrix C consider the estimation 
problem of the vector 
%=.z‘‘p. 
This parametric function arises in the problem of classification between 
two normal populations with different means and the same covariance 
matrix 2. In this situation p plays the role of the means difference and the 
vector % determines Fisher’s linear discriminant function which in practice 
is commonly estimated on the basis of a training sample (cf. Anderson [l, 
Section 6.51 or Seber [ 15, Section 6.31). 
The estimation problem of % under a (noninvariant) quadratic loss has 
been studied by Haff [6] who established the inadmissibility of a natural 
estimator. A larger class of better estimators for the same loss function was 
obtained recently by Dey and Srinivasan [3]. 
In this paper we show in Section 2 that for invariant quadratic loss the 
traditional estimator of 8 has Bayes nature with a generalized prior which 
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can be approximated by proper prior distributions. This fact explains the 
admissibility of the traditional estimator within the class of all scale equi- 
variant procedures which is proven in Section 3. It also makes plausible 
admissibility within the class of all estimators which is somewhat surprising 
in view of the pervasive Stein effect in multivariate statistical analysis. The 
non-optimality of James-Stein type procedures in this problem was 
demonstrated in [ 141. In the one-dimensional case the admissibility result 
has been established by Rukhin [12]. 
Generalized priors considered in Section 2 have been studied by Lin and 
Tsai [9], Strawderman [16], and Kubokawa [8]. These authors showed 
that in the estimation problem of the normal mean vector the corre- 
sponding Bayes estimator dominates the traditional estimator as well as 
the better estimator of James and Stein [7]. Also the admissible and 
minimax estimator of the normal variance obtained by Brewster and Zidek 
[2] is the generalized Bayes rule against such a prior distribution. A 
fiducial argument in favor of these priors is given in [ 181. One of the goals 
of this paper is to demonstrate their further use in multivariate statistical 
decision theory. 
2. BAYES ESTIMATORS OF DISCRIMINANT COEFFICIENTS 
By sufhciency reduction one can assume that the observables are X, a 
p-dimensional normal random vector with distribution N,,(p, C), and a 
random matrix S which is independent of X and has Wishart distribution 
PV,(n, z). Thus the joint density of (X, S) has the form 
PK s I P> 2) 
= c ISI (n-p- IV2 p/ -(n+ 1)/2 etr(--+E-‘[S+(X-p)(X-p)‘]}, 
where C is the normalizing constant. 
We consider linear estimators of 0, 
6(X, S) = cs-lx, c > 0, (2.1) 
and the following quadratic loss function 
W(p, z; 6) = (6 - qpqs - f3). (2.2) 
Observe that this loss is invariant with respect to linear transformations of 
the data, i.e., for any nonsingular matrix A, 
W(Ap, A&l’; (A’)-‘S) = W(p, c; 6) 
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and this property is not satisfied by the quadratic loss W,, 
W,(p, z; 6) = (6 - lq’(S - e) (2.3) 
used by Haff [6]. Also (as was pointed out by the referee of this paper) 
loss function (2.2) can be interpreted as entropy loss. Indeed 
The loss (2.2) was suggested by Sarkar and Krishnamoorthy [14], who 
also derived the following formula for the risk of a linear estimator: 
If n > p + 3 (and this is assumed throughout the paper), then 
[ 
c2(n- 1) 2c 
=< (n-p)(n-p-l)(n-p-3)-n-p-l+1 1 
c’p(n - 1) 
+ (n-p)(n-p- l)(n-p-3)’ 
where 
< = p’C-‘p (2.5) 
is the noncentrality parameter. 
The easiest way to derive (2.4) is to use the formula 
ES-‘ZS-‘=(n-l)[(n-p)(n-p-l)(n-p-3)]-’C-1 
which follows from [4, p. 536). Let 
co = (n - p)(n - p - 3)/(n - 1) 
be the value of c, which minimizes the first term in the right-hand side of 
(2.4). Then for any fixed value of 5, R(& 6) is monotonically increasing in 
c if c > cO. Therefore all estimators (2.1) with c > cO are inadmissible. 
It is easy to see that estimator (2.1) with c < cO is a proper Bayes 
estimator within the class (2.1) and that all estimators with c G co are 
admissible within this class. In Section 3 we demonstrate their admissibility 
within a larger class of all scale equivariant estimators. 
To this end we look at the form of Bayes estimators. Let A@, C) be a 
generalized prior density with respect to the measure whose differential 
element is (Zj - (p + ‘)” dp dC, where 
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(cf. Muirhead [lo, Section 2.11). The corresponding Bayes estimator for 
loss (2.2) has the form 
6,(X, S) = 
[ 
j-j .Zp(X, S ) /.L, C) A(p, Z) ICI -(p+ ‘I’* dp dC 1 -I 
x pp(X, S 1 p, C) A(p, C) (Cl --(p+1)‘2 d/i dC. 
We consider here prior densities, 
1(e,~)=~~exp[-~]t’-~(l-r)~-*2-~dt~~~-l’*, (2.6) 
where 5 is defined by (2.5) and c1 is positive. 
To evaluate dA notice that, for a fixed 2, 
and 
= C(2n)p/2 IO1 exp (- i X’C-‘X P(l- t)- dt ) 
= C(~K)~‘* ( exp ( - i X’C-‘X tm-l(l-t)BdtX. ) 
By using the properties of the inverted Wishart distribution 
([ 10, p. 1131, where in (b) V-’ should be replaced by V) one obtains 
if w(X, S I P, Z) k(p, C) ICI -(p+ ‘)‘* dp dZ 
s 
1 
= c, (SI(n-b7--1)/2 ta-l(l-t)B IS+tXX’(-‘“+“‘*dtX 
0 
Here C, is a positive constant depending on n and p only, and 
u= x’s-‘x. (2.7) 
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Similarly, 
ff ~PW, s I P> -q A(,& C) (Cl -(P+ l)‘* d/.l dZ 
= c, )S(‘“-p- II/* 
I 
1 yy1_ t)P- 1 
n-p 
[S + tXX’] dt. 
0 IS+ tXX’I(“+‘)‘* 
Combining these formulas we see that 
6,(X, S) = (n - p)[rl S + r,XX’] -‘X 
with 
rl = s ‘ta-‘(l-t)B-ldt o (1 + tu)(“+‘)‘* 
and 
s 
1 ta(l -t)B-ldt 
r*= o (l+tu)(“+‘)l* 
If 
then 
a + /I = (n - 1)/2, 
(2.8) 
(2.9) 
&a + 1, B) a 
“=B(a,/?+l)(l+U)=/I(l+U) 
and, since rl - r2 = 1, one derives from (2.8) 
6,(X, S) = 2/?(n -p)(n - l))‘S-‘X. 
Therefore if 28 <n-p - 3, i.e., if a 2 p/2 + 1, the estimator 6,(X, S) has 
form (2.1) with c ,< c,,. Now we formulate the obtained result. 
THEOREM 1. The generalized Bayes estimator S, against the prior density 
(2.6) under condition (2.9) has the form (2.1) with 
c=2/3(n-p)(n- 1)-l. 
In the next section Theorem 1 is used to obtain an admissibility result for 
estimators (2.1) with CGC,,. 
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3. ADMISSIBILITY FOR SCALE EQUIVARIANT ESTIMATORS 
In this section we consider scale equivariant estimators 6 of the form 
6(X, S) = s-“2y(s-“2x), (3.1) 
where y is a measurable vector-function. 
An easy calculation shows that the risk of these estimators depends only 
on 
so that for a prior distribution over rl one can define the Bayes procedure 
within the class (3.1) as the minimizer of the corresponding average risk. 
If Z(V) is the prior density with respect to the Lebesque measure in Rp, 
and 6, is the corresponding Bayes estimator within the class (3.1), then 6, 
is the Bayes estimator in the class of all estimators against the generalized 
prior density 
/l(p, Z)= K(P’*p) 121 -l’** 
For instance, density (2.6) has such a representation. It follows from 
(2.4) that for the corresponding Bayes estimator 6, 
= I I m ‘[e<+b]exp 0 0 [ i&j] - <P/2--f--(1 +-P/*-1 dtd< 
s 
1 
= a, 
0 ta- 
p’2-2(1-t)~dt+b~~~tu-~‘2-1(1-t)~-1dt (3.2) 
with positive constants a, a,, b, and bl. 
Therefore, the Bayes risk in finite, 
if and only if 
cr>p/2+ 1, p>o. 
Under condition (2.9) these inequalities mean that tl> p/2 + 1, which 
implies that estimator (2.1) with c < co is the proper Bayes estimator within 
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class (3.1) against a prior with finite Bayes risk. Therefore these estimators 
are admissible within the class of all scale equivariant procedures. 
The admissibiity of the estimator 
will be proven, if a sequence of prior denstities rck(v) is found such that as 
k-+co, 
where ~5~ is the Bayes rule with respect to Q, 
and for all k= 1, 2, . . . . 
If 
Put 
QclLG+ 12 Bk=b--1)/2-%, 
n,(rj)=I;exp[-&It”*-‘(l-r)“-p’*-’dr. 
Because of Theorem 1 estimator Jk has form (2.1). Applying (2.4) we see 
that 
R(q, 6,) - R(% 6,) =a,Mp/2 + 1 - aJ2 + b&/2 + 1 - ak) 
with positive constants a2 and b2. 
As in (3.2) it follows that (3.3) holds, since 
s CazVrlW + 1 -a/c)* + b,(pP + 1 - ~)ldv) 4 
=a,&(a,-p/2-l,/?,+l)(p/2+1-a,)* 
+ b, &a, - p/2, PJ( p/2 + 1 - a/c)--) 0. 
Thus the following result is proven. 
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THEOREM 2. Estimator (2.1) is admissible within class (3.1) ifand only ij 
c<c,. 
The admissibility conclusion here is likely to hold for the class of all 
estimators. As a matter of fact the admissibility proof of the Brewster- 
Zidek estimator of normal variance given by Proskin [ 111 is based on the 
approximation of a particular version of (2.6) by proper densities. Proskin’s 
proof can be modified to establish the admissibility of estimators in 
Theorem 2 when X is a normal vector with a covariance matrix a21 and 
S/o* has the x2 distribution and is independent of X (cf. [13]). Thus it 
appears that the better shrinkage estimators of C (see Haff [S] or 
Takemura [17]) would not lead to better estimators of the discriminant 
coefficients. 
If the function y in (3.1) is equivariant under orthogonal matrices H, i.e., 
then estimator (3.1) can be written as 
6(X, S) = q(U) s-lx, (3.4) 
where U is defined by (2.7) and cp is a real-valued function. Indeed the 
equivariance under the group of orthogonal matrices implies that 
Y(Z) = cp(Z’Z)Z 
so that representation (3.4) follows. In this situation the risk function of 6 
depends only on the noncentrality parameter <, which somewhat simplifies 
the admissibility proof. 
Notice also that prior density (2.6) is not the only one which makes (2.1) 
the generalized Bayes estimator. An easy calculation shows that estimator 
(2.1) is also generalized Bayes with respect to a conjugate prior distribution 
whose density is proportional to IL’1 --I with r = p + 1 + l/c. None of these 
generalized priors is approximable by proper priors so that one would 
expect inadmissibility of all estimators of the form (2.1). However in this 
situation, as in many other problems involving functions of normal 
parameters, the Bayes estimator does not determine the corresponding 
prior distribution. 
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