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Aktuelle und relevante Artikel sind immer schwerer zu finden
Anzahl der Publikationen steigt von Jahr zu Jahr an
Diverse, neue Publikationsforen entstehen
Zusätzliche Ressourcen sind nicht verknüpft (Quelltext)
Soziale Medien haben keinen Einfluss auf Relevanz
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Motivation




Bessere Web-Oberfläche zur Suche auf der arXiv-Plattform
Verlinkung der Artikel zu externen Ressourcen













Fokus auf Computer Vision und maschinellem Lernen
Verschiedene Such- und Sortiermöglichkeiten
Arxivsorter3
Fokus auf Artikel der Astrophysik






Darstellung der Artikel auf einer 2D-Karte


















Abbildung: Verteilung der Artikel nach Fachbereich








5. Such- und Rankingfunktionen
6. Zukünftige Arbeiten
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TIB arXiv: User Interface
Abbildung: Benutzer-Interface Desktop und mobil




Abbildung: Suchergebnis mit zugehöriger PDF-Datei
Mozilla PDF.js als PDF Betrachter
Verschiedene Aufteilungen zwischen Ergebnisliste und PDF
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Overview









Indizierung aller Meta-Informationen von arXiv
Einschränkung der Suche auf Suchfelder möglich
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TIB arXiv: Sortierfunktionen
Sortierfunktion nach unterschiedlichen Kriterien:
Datum: Erscheinungsdatum der letzten Version
Twitter: Anzahl der Erwähnungen auf Twitter
Collection: In wie vielen Benutzerbibilotheken ist ein Artikel
Relevanz: Übereinstimmung mit Suchanfrage
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Overview




5. Such- und Rankingfunktionen
6. Zukünftige Arbeiten
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Künftig: Neue externe Ressourcen
Verlinkung der Artikel zu neuen externen Ressourcen
Relevante Repositorien auf GitHub
Diskussionen auf Reddit




Empfehlung neuer Artikel anhand eigener Bibliothek
Merkmalsextraktion:
Einfachste Lösung nutzt Tf-Idf
Deep Learning für bessere Merkmale
Aktuelle Verfahren extrahieren mehr Kontext
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Vielen Dank für Ihre
Aufmerksamkeit.
https://labs.tib.eu/arxiv
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