We present an elaborate preconditioning scheme for Krylov subspace methods which has been developed to improve the performance and reduce the execution time of parallel node-based finite-element solvers for three-dimensional electromagnetic numerical modelling in exploration geophysics. This new preconditioner is based on algebraic multigrid that uses different basic relaxation methods, such as Jacobi, symmetric successive over-relaxation and Gauss-Seidel, as smoothers and the wave-front algorithm to create groups, which are used for a coarse-level generation. We have implemented and tested this new preconditioner within our parallel nodal finite-element solver for three-dimensional forward problems in electromagnetic induction geophysics. We have performed series of experiments for several models with different conductivity structures and characteristics to test the performance of our algebraic multigrid preconditioning technique when combined with biconjugate gradient stabilised method. The results have shown that, the more challenging the problem is in terms of conductivity contrasts, ratio between the sizes of grid elements and/or frequency, the more benefit is obtained by using this preconditioner.
Introduction
The growing significance, technical development and employment of electromagnetic (EM) methods in exploration geophysics, e.g. magnetotellurics (MT) and controlled-source (CSEM) techniques, have led to the increasing need for reliable and fast methods of interpretation of three-dimensional EM data sets acquired in extremely complex geological environments. In order to obtain realistic subsurface images of huge and geologically complex Earth areas, industrial large-scale surveys need to collect vast amounts of data, which make the solution of the 3-D EM inverse problem computationally immensely challenging (Newman and Alumbaugh, 2000) . One of the reasons for the enormous computational demands of 3-D EM inversion is the expensive solution of the 3-D EM forward problem, which is, in addition, solved many times inside an inversion algorithm to simulate the EM field. 3-D EM modelling is demanding due to the fact that the grids designed to approximate huge realistic 3-D geologies are usually enormous in order to correctly represent complex structures, e.g. bathymetric variations (Sasaki and Meju, 2009 ).
Consequently, it is normally necessary to solve hundreds of millions of field unknowns in the forward problem. In addition, immense industrial data sets may require thousands of forward-problem solutions for just one imaging experiment. Clearly, the ability to solve the forward problem as efficiently and accurately as possible is essential to the strategies for performing 3-D EM inversion.
3-D EM modelling, i.e. EM field simulation on a 3-D area of the Earth, involves the numerical solution of the diffusive Maxwell's equations in electrically conductive inhomogeneous anisotropic media in order to obtain the components of the EM field within the domain of interest. There are several different approaches to acquiring a numerical solution to these partial differential equations (PDEs). The most commonly used ones are finite-difference (FD) and finite-element (FE) methods. Regardless of which approach is employed, the initial EM forward problem is always reduced to the solution of a system of linear equations. The choice of a particular linear solver depends on the properties of the system matrix, which are determined by the technique applied to solve the forward problem. Usually, this resultant linear system, which is very large and sparse, is solved using iterative methods (Saad, 2003) . Currently, the group of iterative techniques most frequently used in applications are Krylov subspace methods.
There are two important aspects regarding the discretisation of the initial continuous problem (Avdeev, 2005) . The first one is how accurately the linear system represents Maxwell's equations. The second one is how well the system matrix, A, is preconditioned. The latter issue arises from the fact that condition numbers, κ(A), of unpreconditioned system matrices may be very large. For such poorly conditioned systems, Krylov methods converge extremely slowly, if they converge at all. In order to overcome this problem, a variety of preconditioners have been designed and applied. The most popular preconditioning schemes employed within FD and FE methods are Jacobi, symmetric successive over-relaxation (SSOR) and incomplete LU factorisation (Saad, 2003) . These preconditioners work quite well for medium and high frequencies, providing convergence of Krylov iterations. However, at low frequencies, more precisely, when the induction number is low, √ ωµ 0σ h 1, Maxwell's equations degenerate, which leads to some difficulties in convergence (h is the characteristic grid size). Therefore, some more elaborate preconditioners have been presented and all of them have proved to be much more efficient than traditional ones. For example, the low induction number (LIN) preconditioner has been introduced and tested by Newman and Alumbaugh (2002) and Weiss and Newman (2003) .
Also, there are many different multigrid preconditioners that have been described and used for solving linear systems that arise in EM problems. In geophysical 3-D EM modelling, mostly geometric multigrid methods on structured grids have been employed. Mulder (2006) , for example, presents and tests a geometric multigrid method for the discretisation of the diffusive Maxwell's equations using the finite-integration technique on tensor-product Cartesian grids. This method has proved to have a very good convergence when equidistant grids are used. However, its convergence deteriorates significantly on stretched grids. This multigrid method has been also applied in an approach for multifrequency, multisource finite-integration CSEM modelling in 3-D heterogeneous media, presented by Plessix et al. (2007) . However,for the cases in which the stretching in computational grids is more severe, a more robust multigrid method based on semi-coarsening and modified relaxation is employed, because it significantly reduces the number of iterations. Aruliah and Ascher (2002) present a multigrid preconditioner for the finite-volume discretisation of a vector potential formulation of time-harmonic Maxwell's equations on 3-D staggered grids and test it on uniform and exponentially-widening meshes. In order to build this preconditioner, they use a black-box multigrid solver, BoxMG. Since BoxMG is a general solver, the CPU time required for each iteration using the presented multigrid preconditioner is quite big compared to other methods, such as ILU, especially in the case of exponentially-widening grids. However, there is a crossover point in grid size beyond which the presented multigrid preconditioner becomes more efficient than other techniques, since it achieves convergence to a fixed tolerance within a constant number of iterations independent of the grid spacing, i.e. the grid size. The Black Box Multigrid algorithm (BoxMG), which is a robust geometric multigrid solver that is known to be effective for solving various PDEs discretised on logically structured two-or three-dimensional grids, has been introduced by Dendy (1982) . Recently, the extension of the adaptive multigrid framework to this structured-grid robust multigrid algorithm has been proposed by MacLachlan et al. (2012) , thanks to which it can be used for more challenging applications in terms of the domain geometry. Despite the effort to overcome problems that appear when dealing with stretched grids, none of these preconditioners is suitable for completely unstructured meshes. In addition, none of them has been integrated into a massively parallel modelling scheme.
In this paper, we present a preconditioning scheme based on algebraic multigrid (AMG) for parallel nodal finite-element 3-D EM modelling tools, whose ultimate goal is to improve the convergence of Krylov subspace methods and thus to increase effectiveness and efficiency of the whole numerical scheme. For a long time, multigrid (multilevel) methods (Briggs et al., 2000; Trottenberg et al., 2001) have been developed concurrently, but quite independently of general-purpose Krylov subspace methods and preconditioning techniques. However, recently, standard multigrid solvers have been very often combined with some acceleration methods, such as Krylov subspace techniques (CG, BI-CGSTAB, GMRES, etc.), in order to improve their efficiency and robustness. The simplest approach is to employ complete multigrid cycles as preconditioners. Algebraic multigrid methods (Stuben, 2001) , originally designed for creating standalone solvers, can be very good preconditioners, as well. This is due to the fact that AMG techniques, unlike other one-level preconditioners, work efficiently on all error components -from low-frequency to high-frequency ones. Taking this into account, instead of building a standalone AMG solver, which requires the very expensive set-up phase, it is generally more efficient to use AMG as preconditioning (Stuben, 2001 ) by employing, for example, an aggressive coarsening strategy. Also, AMG methods do not need any geometric information and thus can be used as black-box preconditioners with different iterative schemes, which gives them a big advantage over geometric multigrid techniques. In addition, AMG techniques are much better choice for problems defined on unstructured grids. Several recent applications of multigrid in different EM problems are discussed in Everett (2012) . However, preconditioners based on AMG have not been used within numerical methods for 3-D EM modelling in geophysics. Nevertheless, there are some interesting AMG applications to other EM problems, such as those presented by Henson and Yang (2002) , Kaltenbacher and Reitzinger (2002) and Li et al. (2012) . Henson and Yang (2002) have presented BoomerAMG -an algebraic multigrid solver for massively parallel computers. They focus on the critical part of the set-up phase that performs the selection of coarse grids, since it is the most challenging aspect of AMG parallelisation, and propose several novel parallel coarsening approaches that aim to overcome problems of the existing parallel strategies. However, the set-up phase does not scale as well as the solution phase due to an increase in operations and necessary communication when dealing with the boundaries. Also, the set-up phase still takes a considerable part of the total execution time. Contrary to this effort to parallelise the coarsening procedure, our approach has been to make it as simple and fast as possible, like in the work of Kaltenbacher and Reitzinger (2002) . Kaltenbacher and Reitzinger (2002) propose the coarsening process that is straightforward and can be done in a robust way. Also, they report that an appropriate coarsening is always guaranteed and, in addition, it is very fast. This work is conceptually the closest to ours, but it has not been studied in the parallel context.
The paper is organised in the following way. In the next section, we briefly describe the physical problem formulation, our numerical solution and the parallel implementation of the code that we have developed. In sections 3 and 4, we give an overview of Krylov subspace methods and multigrid, respectively. Section 5 presents an elaborate preconditioning scheme based on algebraic multigrid that we have implemented within our massively parallel finite-element 3-D EM modelling code. Numerical results of various tests are presented in section 6 and then discussed in section 7. Finally, in section 8 we draw conclusions of our work.
Numerical Modelling
In this section, we give a brief description of our parallel nodal finite-element solver for the 3-D EM forward problem. A more elaborate explanation of the physical problem formulation, our numerical solution, as well as our parallel computational implementation can be found in Puzyrev et al. (2013) .
Physical Problem Formulation
Due to the fact that EM methods in geophysics normally use very low frequencies (∼1 Hz), it is not necessary to solve the general form of Maxwell's equations in the frequency domain. At low frequencies, displacement currents can be neglected and hence the general equations simplify and reduce to the diffusive Maxwell's equations:
whereσ(r) is the electric conductivity of an anisotropic medium, which varies in all three spatial dimensions and is described by a 3 × 3 tensor, µ 0 is the magnetic permeability of the free space, which is chosen to approximate the value of permeability of the medium, and ω is the angular frequency with assumed time-dependence of the form: e −iωt . J S is the vector of current density of a source, while the ohmic conduction term,σE, describes induced currents inside the Earth.
In our work, this physical problem has been formulated in terms of the secondary Coulomb-gauged EM potentials (Badea et al., 2001) in order to be able to use node-based finite elements, to stabilise low-frequency calculations, as well as to avoid the problem of having singularities introduced by sources.
First, the diffusive Maxwell's equations have been transformed into a weakly-coupled PDE system that involves a magnetic vector potential, A, and an electric scalar potential, Φ. These EM potentials are defined by:
where the magnetic-induction and the magnetic-field vectors are related by the constitutive equation: B = µ 0 H. In order to avoid spurious divergente components in the solution, an additional condition, which is the Coulomb-gauge condition:
must be applied in the whole solution domain. In order to apply this condition, it is enough to enforce the zero Dirichlet condition on ∇ · A along the boundary of the solution domain.
Then, we have employed the secondary EM potentials, (A s , Ψ s ), defined by:
where Φ = −iωΨ and (A p , Ψ p ) is a set of known primary EM potentials determined for either homogeneous formations of constant electric conductivity,σ p = const., or horizontally layered models, by evaluating Hankel transforms (see e.g. Ingeman-Nielsen and Baumgartner, 2006) or by using analytical expressions for EM induction in partial cases.
Finally, the governing equations that we solve numerically have become:
where ∆σ =σ −σ p is the difference between conductivity distributionσ(r), whose response we want to calculate, and the background conductivity,σ p , whose response is already known. Our code assumes transverse anisotropy with horizontal, σ x = σ y = σ h , and vertical, σ z = σ v , conductivity. We remark that different types of anisotropy could be easily modelled, as well.
The boundaries of a domain are considered to be located far away from the transmitter -at the distance where EM fields have negligible values. Therefore, for the secondary EM potentials, we impose homogeneous Dirichlet boundary conditions on the outer boundary of the domain, Γ:
Equations (8) and (9), together with boundary conditions (10), fully describe the EM induction caused by either dipole or current-loop sources in anisotropic electrically conductive media.
Numerical Solution
In order to discretise the governing equations, which are continuous PDEs, we apply the nodal finiteelement method (Burnett, 1987) . We have chosen this approach because it is able to take into account arbitrary geometries more accurately than other techniques. Namely, the FE method has the advantage of supporting completely unstructured meshes, which are more flexible in terms of geometry and therefore more precise in modelling irregular and complicated shapes that often appear in the real heterogeneous subsurface geology. This is important since imprecise modelling of complex shapes may result in misleading artefacts in images. In addition, FE supports local mesh refinements, which allow a higher solution accuracy without increasing the overall computational requirements. Our program supports different types of elements, which makes it easy to shape very irregular and complex geometries. However, we will limit ourselves to tetrahedral elements in the following experiments.
The discretisation of differential equations (8) and (9) produces a system of linear algebraic equations:
where A is the system matrix, x is the solution vector, which contains the unknown secondary EM potentials, and b is the right-hand-side (RHS) vector, which represents the source contribution to the FE linear system of equations. Considering that we use nodal finite elements, the unknowns, i.e. the degrees of freedom, are connected to the vertexes of the elements. Furthermore, since we have to determine one vector function, A s , which can be decomposed into three scalar ones, A x , A y and A z , and one scalar function, Ψ s , there are 4 degrees of freedom in each node. Therefore, if a mesh has N nodes, there are 4N unknowns to be determined. The FE matrix is a 4N × 4N symmetric complex block matrix composed of 4 × 4 sub-matrices (see Puzyrev et al., 2013) .
Considering that, in our case, the matrix of the resultant linear system is large, sparse, complex and non-Hermitian, we have made a selection of appropriate iterative techniques that can handle a system with such characteristics. We have implemented three different right-preconditioned Krylov subspace methods to solve the system: the biconjugate gradient stabilised (BiCGStab) (Van der Vorst, 1992), quasiminimal residual (QMR) (Freund and Nachtigal, 1991) and generalised minimal residual (GMRES) (Saad and Schultz, 1986 ).
Parallel Implementation
As already stated, 3-D EM problems are typically large-scale problems whose solutions require enormous amounts of computation. Nowadays, parallel computing has been widely accepted as a means of handling very large and demanding computational tasks. Therefore, in order to deal with huge computational requirements coming from EM field simulations on large realistic Earth models, as well as to increase the efficiency of the numerical scheme for EM modelling, we have designed the algorithm from the beginning to run on massively parallel computing platforms. The algorithms designed to run on parallel computers have proved to be capable of handling large-scale problems that cannot be easily treated otherwise. As an example, a parallel finite-difference algorithm for the solution of diffusive 3-D transient EM simulations has been presented by Commer and Newman (2004) .
Our code works under the Alya system (Houzeaux et al., 2009 OpenMP for parallelisation inside of each computational unit. In this way, we have created a powerful hybrid parallel scheme which accelerates the execution of the forward-problem code to a great extent.
Scalability tests on massively parallel computers have shown that our code is highly scalable -it achieves significant speed-ups for more than a thousand processors (Puzyrev et al., 2013) .
Krylov Subspace Methods
Krylov subspace methods are extensively employed for achieving iterative solutions to sparse linear systems arising from the discretisation of PDEs in different application areas. The system of the form (11) is characterised by matrix A, which is of a very large dimension and, in most cases, extremely sparse, as well as by the given RHS vector, b. The properties of the system matrix, A, determined by the discretisation technique, dictate which particular technique should be employed for solving the system. Therefore, since the system matrix in our case is complex and non-Hermitian (not self-adjoint),
we have implemented GMRES, QMR and BiCGStab algorithms, which are probably the most widely used Krylov subspace methods for solving systems of this kind.
These three methods differ in storage requirements, number of calculations in each iteration and robustness. GMRES is a well-known Arnoldi-based method proposed by Saad and Schultz (1986) . This method generates a non-increasing sequence of residual norms and, consequently, it always guarantees smooth and monotonically decreasing convergence, which, however, is not necessarily the fastest one.
Also, it performs only one matrix-vector multiplication in one iteration. The main disadvantage of pure GMRES is its large storage requirement since the method stores all previously-generated Arnoldi vectors.
As an alternative, one can use restarted or truncated GMRES (see e.g. Baker et al., 2005) . QMR (Freund and Nachtigal, 1991) and BiCGStab (Van der Vorst, 1992) are two different Lanczos-based approaches.
These methods have low requirements for storage capacity, which is, in addition, fixed throughout a linear iteration. The number of iterations that QMR and BiCGStab need for convergence can be approximately the same as for GMRES, but each iteration requires two matrix-vector multiplications. Moreover, the original QMR requires transpose matrix-vector multiplications (although a transpose-free modification exists (Freund, 1993) ). Those additional calculations make QMR and BiCGStab computationally more demanding compared to GMRES. Also, these methods produce residuals whose norms oscillate -sometimes quite a lot. For more details about the advantages of these methods, as well as considerations on their practical implementations, convergence and breakdown possibilities, the reader is referred to the book of Saad (2003) and the review paper of Simoncini and Szyld (2007) .
Since linear systems arising from the EM problem under consideration are generally huge, GMRES has proved to be highly impractical because of its large demands for memory. Also, the experiments, which we have carried out to test the performances of the implemented solvers for these systems, have
shown that BiCGStab produces residuals whose norms oscillate significantly, but have smaller values than the ones produced by GMRES and QMR after the same number of iterations (Puzyrev et al., 2013) .
Preconditioning
Although Krylov subspace methods have many advantages, when it comes to very large, sparse and poorly conditioned linear systems, which appear in typical real applications, all of them quite often converge extremely slowly. In addition, it is well-known that the main weakness of iterative solvers, compared to direct ones, is lack of robustness (Saad, 2003) . The solution to these problems lies in preconditioning. A good preconditioning technique can substantially improve both the efficiency and the robustness of an iterative method. Moreover, generally, the reliability of iterative solvers, when dealing with various applications, depends much more on the quality of the preconditioner than on the particular Krylov subspace method that is used.
Preconditioning assumes a transformation of the original system, (11), into a new one, which is called preconditioned system, by applying some preconditioning matrix, M. One possibility, which is used in this work, is to apply the preconditioner to the right. This leads to the right-preconditioned system:
where A = AM −1 , x = Mx and b = b. The preconditioning matrix, M, can be defined in many different ways, but it should be such that matrix AM −1 is as close as possible to the identity matrix, I.
In this way, the preconditioned system will be better conditioned than the original one:
More details about preconditioning techniques and their applications to iterative methods can be found in (Saad, 2003) .
When used for solving systems that appear in finite-element 3-D EM modelling, Krylov methods converge very slowly. The main reasons for the bad convergence are big element size ratios of unstructured grids with local refinements and high conductivity contrasts in Earth models (especially when the air layer is included). In order to improve the performance of the three Krylov methods that we use,
we have implemented their right-preconditioned versions, in which all the calculations are performed in double complex arithmetic. At first, we have used Jacobi (diagonal) and SSOR preconditioning (Saad, 2003) . However, the experiments that we have carried out for different Earth models have shown that in many cases, especially the more realistic ones, these preconditioning methods are not powerful enough to ensure convergence to an approximation of the desired precision. Therefore, we have started looking for a better preconditioner. A very important selection criterion has been that the new preconditioner should be efficient in parallel, so that it does not deteriorate the scalability of the whole numerical scheme, which is, as previously said, close to the linear for more than a thousand processors. Incomplete LU (ILU) factorisation is a quite effective and widely used preconditioning technique. However, a great programming effort is needed to develop rather efficient parallel implementations of ILU preconditioners. Moreover, there still have not been proposed efficient ILU implementations on massively parallel computers, i.e. implementations that have good scalability for more than a thousand processors. An alternative class of preconditioning methods that have more natural parallelism are preconditioners based on approximate inverses (Benzi, 2002) . The basic idea of these techniques is that sparse matrix M ≈ A −1 is explicitly computed and used as a preconditioner for Krylov subspace methods. The main advantage of this approach is that the preconditioning operation can easily be implemented in parallel, since it consists of matrix-vector products. Also, these techniques have proved to be very robust and numerically stable in practice. Taking all this into account, we have decided to implement an approximate inverse preconditioner. In order to decrease the overhead that the preconditioner introduces into each iteration of a Krylov solver, we have implemented a version of the method that we refer to as Truncated Approximate Inverse (TAI) preconditioning. This preconditioner is presented and thoroughly explained in (Puzyrev et al., 2013) . Although this preconditioning technique significantly accelerates the convergence of the solvers, it has proved not to be able to improve the convergence rate to the desired level, especially in difficult realistic cases in which very high conductivity contrasts in models and big maximal element size ratios of meshes appear. Consequently, we have had to keep searching for a more elaborate and powerful preconditioning scheme. During this search, we came across the idea that algebraic multigrid methods can be very good preconditioners, as explained earlier. Therefore, we have implemented a more complex preconditioning scheme based on algebraic multigrid, which we present in this work.
Multigrid
Multigrid is not a single method, not even a group of methods, but a whole approach to solving large and demanding computational problems. There are no ready-to-use multigrid algorithms and recipes.
Instead, there are simply concepts and ideas, and some basic strategies, which can lead us and help us to create our own multigrid schemes. Here, we give just a brief overview of some basic concepts and ideas that are the heart of multilevel methods, and for more information on the topic, we refer the reader to Briggs et al. (2000) and Trottenberg et al. (2001) .
The idea of multigrid is based on two principles. The first one is the so-called smoothing principle.
Many classical basic iterative (relaxation) methods, when applied to discretised elliptic problems, have a strong smoothing effect on the error of any approximation to the exact solution. Namely, during the first several basic iterations, the error decreases rapidly. This is due to the fact that the standard iterations eliminate oscillatory (high-frequency) modes of the error quite efficiently. On the other hand, these iterations are very slow to remove smooth (low-frequency) modes of the error. Therefore, the basic relaxation schemes converge very quickly as long as the error has high-frequency modes, but after removing these modes, the convergence slows down and the entire scheme begins to stall due to the slower elimination of the smooth components. Clearly, the low-frequency components of the error degrade the performance of standard relaxation methods.
The second principle is known as coarse-grid principle. The idea is that any term which is smooth on one grid can be well approximated on some coarser grid (a grid with double the characteristic grid size h, for example) without any essential loss of information. What's more, only low-frequency components on the fine mesh are visible on the coarser one. In addition to this, a smooth wave on the fine grid looks more oscillatory on the coarse grid. Consequently, we can say that in passing from the fine to the coarse grid, the low-frequency modes become high-frequency ones.
These two principles lead to the following idea: when a relaxation method begins to stall, which means that smooth modes have become dominant in the error, it may be useful to move to a coarser grid and perform the basic iterations on it. Namely, since the smooth modes appear more oscillatory on the coarse mesh, the relaxation scheme can eliminate them more efficiently. In this way, some standard relaxation on different grid levels reduces the corresponding high-frequency components very quickly and, if this process covers all frequencies, the overall error can be eliminated quite rapidly. In addition, any coarse-grid procedure is much less expensive (fewer grid points) than the same procedure on the fine grid.
The described idea has given rise to the so-called coarse-grid correction (CGC) strategy, which is the essence of multigrid methods. CGC schemes also incorporate the idea of using the residual equation to iterate on the error directly. The residual equation of linear system (11):
describes a crucial relationship between the error, e = x −x, and the residual, r = b − Ax (wherex is an approximation to the exact solution, x). In addition, it shows that the error satisfies the same set of equations as the unknown x when b is replaced by the residual, r. Taking this into account, it is clear that relaxations on the original equation, (11), with an arbitrary initial guess, x 0 are equivalent to iterations on the residual equation, (13), with the specific initial guess, e 0 = 0, which makes the idea of CGC valid. The CGC procedure is described in Fig. 1 . Integers n 1 and n 2 are parameters in the scheme that control the number of basic iterations before and after the coarse-grid correction. The given procedure shows that, first, a basic relaxation method performs n 1 iterations on the original system, (11), on a fine grid. The idea, as already described, is to let the relaxation method to iterate as long as it is efficient, i.e. until the convergence stalls. In practice, n 1 is often 1, 2 or 3. After n 1 iterations, we have an approximation to the solution that we use to calculate the residual. Since the residual is determined for the fine grid, we have to transfer it to a coarse-grid vector using some restriction operator, I 2h h . Having the coarse-grid residual, we can solve the residual equation on this coarse grid and obtain the coarse-grid error. According to the procedure,
we should obtain the exact solution of the residual equation on the coarse grid. However, if this is not possible, we should approximate the coarse-grid error. When we get either the exact coarse-grid error or its approximation, the next step is to transfer it to a fine-grid vector by some interpolation operator,
. This fine-grid error is then used to correct the fine-grid approximation that we obtained after n 1
iterations. In the end, the relaxation method performs n 2 additional fine-grid iterations.
A very important feature of this procedure is that its functions are complementary to each other.
Namely, the relaxation on the fine grid eliminates the oscillatory components of the error and leaves an error that is relatively smooth. This error is determined by solving the residual equation on the coarse grid and by interpolation of the resultant coarse-grid error. Since the error is smooth, interpolation works very well and the error can be represented accurately on the fine grid. In cases when we cannot get the exact solution of the residual equation, it is good idea to approximate it using the relaxation scheme with initial guess equal to zero. This is due to the fact that the error produced on the fine grid, which is quite smooth, appears oscillatory on the coarse grid and therefore is quickly reduced by the relaxation. Having the described CGC procedure as the starting point, we can create a great variety of multilevel methods since each function and element of the procedure can be implemented in numerous different ways.
Another significant characteristic of multigrid techniques is that, unlike in other methods, the number of iterations required to obtain a prescribed accuracy is independent of the mesh size. In this sense, multigrid methods are optimal. On the other hand, a multigrid scheme needs not only the system matrix and the RHS vector, but also a sequence of coarser grids. This makes the implementation of a multigrid technique more challenging than that of some single-grid iterative method. In addition to this, unstructured, irregular grids are especially complicated for multigrid methods. For a given unstructured grid, it is usually not difficult to define a sequence of finer grids, but it may be difficult to define a sequence of reasonable coarser grids that are necessary for multigrid. Therefore, for problems defined on unstructured grids, it is much better to employ algebraic multigrid methods, because these methods construct a hierarchy of coarse grids automatically using only algebraic information contained in the matrix of the resultant linear system.
Algebraic Multigrid Applied as Preconditioning
In this section, we present an elaborate preconditioning scheme based on algebraic multigrid (AMG) that we have implemented within our massively parallel finite-element 3-D EM modelling code. The presented AMG preconditioner is essentially our specific implementation of the one-level coarse-grid correction (CGC) strategy. In order to create a coarse level, we employ a very simple coarsening technique that is based on groups of the mesh nodes. These groups are defined by the so-called wavefront algorithm, which we present here. Also, our AMG preconditioner has been designed as a black box, so that it can be employed by different iterative methods without any additional modifications of their preconditioned algorithms -simply by calling the particular preconditioning subroutine.
When AMG is used as preconditioning, the set-up phase, in which coarse levels and transfer operators
h and I h 2h are constructed, does not need to be complex and hence costly like in standalone AMG solvers.
Therefore, in order to reduce the overhead of AMG preconditioning, we have implement a simple and fast coarsening strategy that, in addition, creates only one coarse level. As already said, our coarsening approach is based on groups of the mesh nodes. Namely, the nodes of the mesh are divided into a given number of groups (sub-domains), each of which will be represented by only one value at the coarse level.
Consequently, the number of groups determines the dimension of the coarse system. These groups of nodes are defined by a simple algorithm that we refer to as wavefront algorithm. This algorithm uses a levelisation scheme, based on spatial distances from a prescribed starting point, to introduce an ordering into the node graph of the mesh. Having levels (wavefronts) of equally distant nodes form the starting point, the algorithm divides them into the groups in the following way: starting from the prescribed point, the nodes that are closest to this point are added into a group until the specified number of nodes per group is reached; the last node that is added to the group is used as the starting point for the next group; the procedure is repeated until all nodes are assigned to some group. The resultant graph of groups, which is, in fact, the graph of the coarse matrix, is much simpler than the graph of the original fine matrix and therefore, the solution of the coarse system is much easier and faster.
After dividing the nodes of the mesh into the groups, we can define projection matrix W. This matrix is used for building the coarse-system matrix:
where A c corresponds to A 2h and A to A h in Fig. 1 . Also, the projection matrix is employed for transferring vectors between the fine and the coarse level -as restriction operator I 2h h , we use the transpose of the matrix, W T , while as interpolation operator I h 2h , we use matrix W itself. In theory, W is a N × m matrix, where N is the dimension of the fine system and m is the dimension of the coarse system. Each column of W represents one group of nodes, and the entries of one column are ones for the nodes that belong to the assigned group and zeroes for all other nodes. In practice, matrix W is not explicitly constructed, as the clustering process is very simple. Let us say that lgrou(ipoin) is an array that defines to which group, igrou, each node, ipoin, belongs and that npoin is the total number of nodes. Special attention must be paid to the nodes to which Dirichlet boundary conditions are applied.
One way of dealing with this issue is to assign a null group to these nodes, i.e. lgrou(ipoin) = 0. Then, assuming for the sake of clarity that both the fine and the coarse matrices are dense, the construction of the coarse-system matrix, A c , is carried out as follows: Here, x c corresponds to x 2h and x to x h in Fig. 1 .
After creating the coarse-system matrix and transfer operators, we can use them in the CGC procedure, which corresponds to M −1 (defined in Subsection 3.1). The procedure is implemented in the following way:
Algorithm 5.1: Coarse-grid correction procedure -CGC(p).
• Do n 1 = p basic relaxations on the fine-level system, Az = p, with initial guess z 0 = 0, and get approximationẑ p .
• Find the residual: r p = p − Aẑ p .
-Project r p on the coarse level: r pc = W T r p . * Solve the coarse-level residual system: A c e pc = r pc .
-Project back e pc on the fine level: e p = We pc .
• Correct the fine-level approximation:ẑ p =ẑ p + e p
• Do n 2 = p basic relaxations on the fine-level system, Az = p, with initial guess z 0 =ẑ p , and get the final, i.e. preconditioned, approximation,ẑ.
This procedure numerically solves a fine-level system, Az = p, where vectors p and z are normally search directions within Krylov iterations. At the beginning and at the end of the CGC procedure, a few basic relaxations (iterations) are performed on this fine-level system. We have implemented three different basic iterative techniques that can be used for this: Jacobi, Gauss-Seidel and symmetric successive overrelaxation (SSOR). Each of these basic iterative methods behaves as a smoother, which means that they efficiently eliminate the high-frequency modes of the error in only a few iterations, after which just the smooth (low-frequency) components of the error remain. The number of basic iterations at the beginning and at the end of the procedure is the same, n 1 = n 2 = p, and is usually 1, 2 or 3. The first set of basic relaxations, with the initial guess equal to zero, produces a solution approximation,ẑ p , that can be far away from the exact solution, since only the oscillatory components of the solution are determined. In order to obtain an approximation that is closer to the exact solution, it is necessary to approximately determine the smooth modes of the solution, as well. And to do that, we determine the error generated by the first set of basic relaxations. In order to obtain this error, we first calculate the corresponding residual and transfer it to the coarse level. At the coarse level, we solve the residual equation and obtain the coarse-level error. Since the coarse residual system normally has a very small dimension (in the order of 10 2 -10 3 ), we use a direct method based on LU factorisation to solve it (consequently, after creating the coarse-system matrix, it is necessary to perform its LU factorisation). After obtaining the exact solution to the coarse residual system, we perform the interpolation of this resultant coarse-level error.
Considering that the error is smooth, interpolation works very well and the error can be represented accurately at the fine level. Having this fine-level error, which is an approximation of the real error, we can correct the solution approximation obtained after the first set of basic relaxations. This gives us a better initial guess for the second set of basic iterations on the fine-level system, Az = p. Finally, the procedure generates a solution approximation,ẑ, that is closer to the exact solution, z.
Having this procedure, we can incorporate it in iterations of any preconditioned Krylov method as a replacement for preconditioning matrix M −1 . In order to explain how our AMG preconditioner is applied to an iterative solver, we use as an example biconjugate gradient stabilised (BiCGStab). Algorithm (5.2) is the standard right-preconditioned BiCGStab scheme, in which some preconditioning matrix M is applied to the right.
Algorithm 5.2: BiCGStab algorithm with a preconditioner M applied to the right.
1 Compute the initial residual: r 0 = b − Ax 0 , and choose arbitrary r * 0 2 Set the initial search direction: p 0 = r 0 for j = 0 : until convergence do
In our AMG application, M −1 is replaced by CGC(p) function. Namely, every time when it is necessary to perform M −1 p multiplication in order to obtain preconditioned search direction z, the iterative method calls CGC(p) function instead. This function is the described one-level CGC procedure, 5.1, which, as explained, solves system Az = p using AMG and returns vector z that contains an approximate value,ẑ, to the exact solution of the solved system. In algorithm (5.2), every BiCGStab iteration calls CGC two times -for M −1 p j and M −1 s j . We would like to emphasise here that the preconditioner applies to any other iterative method in a similar way.
AMG is a complex preconditioning technique that is, in addition, called multiple times within one iteration of a Krylov subspace solver. Consequently, it introduces significant overheads in each iteration of the outer iterative method. Therefore, it is important to reduce its cost as much as possible without losing its effectiveness. This is why we have decided to use only one coarse level in this particular preconditioner and to see if such preconditioner will be effective enough. The results of tests that are presented in Section 6 have shown that, fortunately, one level of coarsening is enough to improve the convergence of Krylov subspace methods to a great extent. Therefore, we have concluded that there is no need to introduce more coarse levels, which would considerably increase the cost of each Krylov subspace iteration.
The described AMG preconditioner has been easily and efficiently introduced into the parallel implementation of our EM modelling code. Node partitioning into the groups, which is extremely simple and fast procedure (takes less than 1% of the execution time), is performed sequentially by the master process. The master creates lgrou(ipoin) array and sends its parts to the corresponding slave processes, each of which has one sub-domain of the mesh assigned to it. Having information to which group each node of the assigned sub-domain belongs, the slaves are able to create the coarse-system matrix. In the parallel context, when a distributed-memory machine is used, several techniques to deal with a coarse system exist (see e.g. Ramamurti and Löhner, 1996) . In this work, there is one, global, coarse matrix, which is distributed to each slave, although each slave contributes only to some of its entries. Namely, every slave creates a local coarse matrix that does not contain some entries and some entries are only partial, since just information on the assigned sub-domain is available. After all local coarse matrices have been created, the global one is obtained by simply carrying out MPI AllReduce with MPI SUM operation. Finally, all slaves have the complete coarse matrix and each of them performs its LU factorisation. Inside the CGC procedure, smoothers are easily parallelised since they consist of matrixvector multiplications. Then, when the coarse algebraic system is solved, an additional MPI AllReduce is required to assemble the complete RHS of the coarse system. In addition to this, considering that the LU factorisation of the coarse matrix is the most time-consuming part of AMG preconditioning, we have parallelised it employing OpenMP programming model in order to reduce the overhead of the preconditioner. This parallelisation is done within each MPI process since, as already said, each process performs LU factorisation.
Numerical Results
In order to evaluate the presented AMG preconditioning scheme, we have performed various tests for several Earth models. We have chosen models with different conductivity contrasts -from small ones, in the order of 10, to quite high contrasts, in the order of 10 5 . It is important to test a preconditioning scheme for cases with high contrasts between electric conductivities since solvers normally have problems with convergence when dealing with such conductivity structures. Also, in different tests, employed frequencies have different values -from low frequencies (∼1 Hz), which CSEM surveys usually use, to high frequencies (∼10 6 Hz). Furthermore, in some tests, the source is a current loop, while in others, it is an electric dipole.
In all the following experiments, we have used the right-preconditioned BiCGStab method to solve linear systems that are results of the finite-element discretisation. We have chosen this iterative solver because, as already said, it has proved to generally perform better than GMRES and QMR for the EM problem under consideration (Puzyrev et al., 2013) . The convergence criterion for all BiCGStab iterations is a reduction of the relative residual norm to a value in the order of 10 −10 . Also, the number of iterations has been limited by the maximum value of 3,000.
To inspect the benefits of our new preconditioning scheme, we have compared the performances of several preconditioning strategies:
1. Jacobi (diagonal) preconditioning 2. SSOR preconditioning with over-relaxation parameter equal to 0.1 3. TAI preconditioning 4. AMG preconditioning with Jacobi smoother (AMG-J)
AMG preconditioning with SSOR smoother (AMG-SSOR)
The AMG preconditioner has been tested with different parameters:
• number of basic iterations at the beginning and at the end of the CGC procedure: 1, 3
• number of groups, i.e. size of the coarse system: 100, 500, 1000, 5,000, 10,000
Two-Layer Model
The first model, given in Fig. 2 , is the one-dimensional model of a two-layer geo-electrical structure proposed by Badea et al. (2001) . The source is a horizontal finite current loop placed below the interface separating two conductive materials and it carries a current that oscillates at 2.5 MHz. We remark that this case is a borehole problem and thus the frequency is considerably large compared to frequencies normally used in CSEM.
Figure 2: Model of a two-layer geo-electrical structure with a horizontal finite current loop as the source.
In finite-element modelling, it is not necessary to create a fine mesh over the whole solution domain.
It is enough to make local mesh refinements in regions where field gradients are large, as well as in some parts of the domain in which it is preferable to obtain a solution of higher accuracy. The mesh that we have generated for this model has a strong refinement near the source and on the z-axis, along which the electric field varies rapidly. This mesh has 543,319 elements and 93,406 nodes, which means that the system to be solved has 373,624 unknowns. Furthermore, this same mesh has been used for the seven-material model described in the next subsection.
Small Conductivity Contrast
For the first set of tests, the conductivities of the lower and the upper half-space are σ 0 = 0.1 S/m and σ 1 = 1 S/m, respectively, which means that the conductivity contrast in this case is quite modest:
For this case, we give the results for both AMG-J and AMG-SSOR, and for all combinations of the AMG parameters given above. Looking at these results, we can draw some conclusions. First, we can notice that if we increase the number of basic iterations at the beginning and at the end of the CGC procedure, the convergence of the solver improves. Also, if we create more groups, i.e. if the dimension of the coarse system is bigger, the solver converges faster. Furthermore, it is clear that the choice of smoother affects the solver's convergence rate. We can see that, in this test, SSOR smoothing gives the smallest achieved number of iterations, 138 (green box), which is reached for the largest used number of basic iterations (3) and the largest used number of groups (5,000), while Jacobi smoothing leads to the better convergence on the average (392.5 vs. 712.6 iterations).
However, the presented results show that if we improve the convergence by increasing AMG parameters, it does not mean that we will reduce the execution time of the code. Namely, one AMGpreconditioned iteration is quite costly and each increment of any parameter makes it even more expensive. In addition, SSOR iterations are more computationally expensive than Jacobi iterations. Therefore, we have to be careful when choosing the AMG parameters in order to get the best possible performance.
Sometimes, we need to chose more expensive elements in order to make the solver converge to a desired precision. On the other hand, sometimes, it is necessary to select a cheaper version which provides the fastest solution, although it may not give the best convergence. Considering this model, for example, the shortest execution time of 14 seconds (yellow box) is obtained using 1+1 Jacobi iterations and 500 groups.
In Fig. 3, we SSOR preconditioning whose over-relaxation parameter is 0.1 (cyan), with TAI preconditioning (magenta) and with AMG-J preconditioning with 1+1 basic iterations and 500 groups (yellow), 1,000 groups (green), 5,000 groups (red), for the two-layer model with the small conductivity contrast. Fig. 3 clearly shows that the BiCGStab solver without any preconditioning cannot reach the prescribed precision after 3,000 iterations. It has the same problem when using only simple Jacobi preconditioning.
If the solver employs SSOR preconditioning, it converges after 2,823 iterations and the execution time of the code is 145 seconds. With the TAI preconditioner, the solver converges after 1,039 iterations and the code executes in 94 seconds. The results obtained with AMG preconditioning are given in Table 1 . It is obvious that, for this model, our preconditioner improves convergence of the solver, as well as execution time of the code to a great extent and for all the parameter configurations used. Namely, compared to SSOR preconditioning, AMG can reduce the number of iterations by two orders of magnitude and the execution time by one order of magnitude, and compared to TAI, it can reduce the number of iterations as well as the execution time around 7 times.
Big Conductivity Contrast
Secondly, we have performed the same tests, using the same mesh, for a much bigger conductivity contrast: σ 1 /σ 0 = 10 5 . The results have shown that AMG-J preconditioning cannot help the solver to converge to the desired precision in this case. Not even when using 3+3 basic iterations and 10,000
groups. However, the SSOR smoothing scheme can improve the convergence so that the solver can reach the expected precision. In order to provide a good convergence, the solver needs to employ AMG-SSOR preconditioning either with 3+3 basic iterations and at least 500 groups, or with 1+1 basic iterations and at least 1,000 groups. We can conclude that this model with high conductivity contrast is more challenging and, hence, requires more expensive versions of the AMG preconditioner. Fig. 4 shows the convergence reached when the BiCGStab does not use any preconditioner and when it uses different preconditioning schemes, including the AMG-SSOR preconditioner with 3+3 basic iterations and a varying number of groups. SSOR preconditioning whose over-relaxation parameter is 0.1 (cyan), with TAI (magenta) and with AMG-SSOR preconditioning with 3+3 basic iterations and 500 groups (yellow), 1,000 groups (green), 5,000 groups (red), for the two-layer model with the high conductivity contrast.
than 3,000 iterations only when preconditioned with the AMG-SSOR preconditioner that has 3+3 basic iterations and 500 or more groups. When there are 500 groups, the solver converges in 2,060 iterations and the execution time is 130 seconds. For 1,000 groups, the convergence is reached after 1,303 iterations and the execution time is the shortest achieved for this case: 94 seconds. And for 5,000 groups, the solver needs only 781 iterations to reach the desired precision, while the code needs 179 seconds to finish execution.
Seven-Material Model
The second model, presented in Fig. 5 , is a completely artificial one, made with the sole purpose of testing the preconditioning scheme for quite a complex conductivity structure featuring extremely large This model has proved to be quite difficult for all the tested preconditioning techniques. As expected, taking into account the results for the two-layer model with the high conductivity contrast, the AMG-J preconditioner is rather helpless in this case, so that AMG-SSOR is the only scheme that helps the solver to converge. However, in order to achieve the desired convergence, it is necessary to employ very expensive versions of the AMG-SSOR preconditioner. Namely, the proper convergence is reached only when using at least 5,000 groups. With 3+3 basic iterations and 5,000 groups, the convergence is reached in 1,650 iterations, while execution time is 359 seconds. For 10,000 groups, the solver converges after 933 iterations and the code is executed in 495 seconds. Fig. 6 presents the solver's convergences for different preconditioning schemes, including the AMG-SSOR preconditioner with 3+3 basic iterations, which is more efficient than the 1+1 AMG-SSOR version, and different number of groups.
Figure 6: Convergence of BiCGStab without preconditioning (black), with diagonal preconditioning (blue), with SSOR preconditioning whose over-relaxation parameter is 0.1 (cyan), with TAI (magenta) and with AMG-SSOR preconditioning with 3+3 basic iterations and 1,000 groups (yellow), 5,000 groups (green), 10,000 groups (red), for the seven-material model.
Flat Seabed Model
Our next numerical example is the flat seabed model described by Schwarzbach et al. (2011) . Similarly to the two-layer, this model also has a simple geometry. It consists of two half-spaces, which represent seawater (σ 0 = 3, 3 S/m) and sediments (σ 1 = 1, 0 S/m), separated by a planar interface. Unlike the previous case, the source here is an x-directed horizontal electric dipole that radiates with frequency of 1 Hz and is placed above the seabed. This is a common setup for marine CSEM.
The mesh created for this model has 3,121,712 elements and 533,639 nodes, and hence the system to be solved has 2,134,556 degrees of freedom. The average size of the elements ranges from 6 m, near the source, to 100 m, at the boundaries of the domain.
Since this model is not very challenging numerically, if we employ any of the tested preconditioners, we can significantly improve the convergence of the solver so that it is able to give us a suitable approximation rather easily. Therefore, the question for our AMG preconditioning is how much faster it can be compared to the other schemes that are less demanding in terms of computational requirements inside of one solver iteration. Considering that any combination of AMG parameters can ensure a good convergence, the best idea is to use the computationally cheapest parameters. Taking this into account, we compare the convergences obtained using AMG-J with 1+1 basic iterations and different number of groups (up to 5,000) with the convergences generated by the other schemes, Fig. 7 .
Figure 7: Convergence of BiCGStab without preconditioning (black), with diagonal preconditioning (blue), with SSOR preconditioning whose over-relaxation parameter is 0.1 (cyan), with TAI (magenta) and with AMG-J preconditioning with 1+1 basic iterations and 500 groups (yellow), 1,000 groups (green), 5,000 groups (yellow), for the flat seabed model.
Although AMG preconditioning greatly improves the convergence of the solver, the gain in execution time of the code is not so spectacular. This is demonstrated in to diagonal preconditioning, 6 times, compared to the SSOR preconditioner, or 2.5 times compared to TAI preconditioning. On the other hand, the biggest reduction in execution time is around 4 times, compared to SSOR. And compared to diagonal preconditioning, the execution time can be reduced only 1.3 times, while compared to the TAI preconditioner, the time of execution with AMG can be just slightly better. Although it is not significant, clearly there is some improvement obtained by employing AMG preconditioning for this model, as well. Namely, AMG obtains the smallest number of iterations, 209 (green box), as well as the shortest execution time, 43 seconds (yellow box).
Tests for Insensitivity to the Maximal Size Ratio Between the Grid Elements
Finite-element grids normally have extremely large size ratios between the elements due to local refinements. This is usually a reason for the poor convergence of a solver (Koldan et al., 2011) . Having this in mind, we have performed tests to see if our preconditioning scheme can reduce the sensitivity of an iterative solver to a big size difference between the biggest to the smallest element in a mesh.
We have created two meshes of almost the same sizes, but with very different local refinements and hence significantly different ratios between the sizes of the elements for the canonical disc model proposed by Constable and Weiss (2006) . The canonical disc model, shown in Fig. 8 , consists of two half-spaces, which represent seawater (σ 0 = 3.3 S/m) and sediments (σ 1 = 1.0 S/m), and a disc located beneath the interface, which is a simplified model of a hydrocarbon reservoir (σ 2 = 0.01 S/m). The transmitter is a horizontal electric dipole oriented in the x-direction and operating at the frequency of 1 Hz.
First mesh is quasi-uniform since it has a very small and simple refinement: the size of the largest element is only two times bigger than the size of the smallest one. It is quite easy to create such a mesh because it is not necessary to put much effort into the refinement process. This mesh has 2,993,420 elements and 512,060 nodes (2,048,240 degrees of freedom). Although with very simple refinement, this mesh has proved to have enough elements to provide a sufficiently accurate solution approximation in this case. Namely, the quality of approximations to the EM field vectors is almost the same for both meshes.
The results for this mesh have shown that our solver converges to the given precision with any of the tested preconditioning schemes. Fig. 9 shows that the AMG-J preconditioner with 1+1 basic iterations and a variant number of groups performs much better than other preconditioners. It reduces the number of iterations up to 11 times compared to the diagonal preconditioner, up to 9 times when compared to SSOR, and up to 4 times compared to TAI. SSOR preconditioning whose over-relaxation parameter is 0.1 (cyan), with TAI (magenta) and with AMG-J preconditioning with 1+1 basic iterations and 500 groups (yellow), 1,000 groups (green), 5,000 groups (red), for the quasi-uniform mesh for the canonical disc model. Table 3 shows that AMG-J can be 6 times faster than SSOR, almost 2 times faster than diagonal preconditioning and 1.7 times faster than TAI. Table 3 : Results for the quasi-uniform mesh for the canonical disk model.
When comparing execution times,
The second mesh used for simulations greatly exploits the power of FE method having huge local refinements around the source and receivers, as well as in the centre of the model. The ratio of the size of the biggest element to the size of the smallest one is 100:1. However, it is necessary to have a powerful mesh generator to create a high-quality mesh with such big refinements. This mesh has 2,991,478 elements and 511,020 nodes, which means 2,044,080 degrees of freedom.
The results for the second mesh have shown that convergence to the desired precision can be reached only when using TAI or AMG preconditioning. Since any combination of the tested AMG parameters gives good convergence, we choose the computationally least demanding version of the preconditioner.
Therefore, in Fig. 10 , where we give the comparison of the solver's performances when preconditioned with different schemes, we present the results obtained by AMG-J with 1+1 basic iterations and variant number of groups. The best execution time of 45 seconds is gained when using 1+1 Jacobi iterations and 1,000 groups. If the solver uses the TAI preconditioner, it reaches the wanted precision after 1,508 iterations, while the code finishes its execution in 136 seconds. This means that AMG is able to improve the execution time of the code 3 times for this case.
Generally, any local refinement of a mesh produces a deterioration in a solver's convergence. However, this set of tests has demonstrated that our AMG preconditioner can considerably improve the convergence of the solver no matter how big local refinements of the mesh are. Furthermore, if we compare results in Fig. 9 and Fig. 10 , we can see that the solver with any version of AMG preconditioning converges to the desired precision after almost the same number of iterations for both meshes. We may conclude that the AMG preconditioned solver is quite insensitive to the maximal size ratio between grid elements.
Tests for Grid-Independent Rate of Convergence
In order to prove a grid-independent rate of convergence of the BiCGStab solver when preconditioned with AMG, we have performed experiments using the automatic mesh refinement that is built in our code to create larger meshes (Houzeaux et al., 2012) . Namely, at each subsequent level of the refinement, each tetrahedron of the current mesh is divided into 8 new tetrahedra. Clearly, this leads to a new mesh Figure 10 : Convergence of BiCGStab without preconditioning (black), with diagonal preconditioning (blue), with SSOR preconditioning whose over-relaxation parameter is 0.1 (cyan), with TAI (magenta) and with AMG-J preconditioning with 1+1 basic iterations and 500 groups (yellow), 1,000 groups (green), 5,000 groups (red), for the very refined mesh for the canonical disc model. that is 8 times bigger than the preceding one. Due to the size of the new mesh, it is necessary to create 8 times more groups than for the lower-level mesh. In this way, the relative reduction of the fine-space dimension, i.e. dimension of the linear system, to a coarse-space dimension stays the same.
In all tests, we have performed automatic refinement up to the second level because of the enormous sizes of the meshes. This means that in each case we have three meshes for comparison, which is enough to show how the convergence of the solver preconditioned with AMG is (un)affected by the increase in number of elements, i.e. number of unknowns. The results of these tests for the two-layer model, flat seabed model and canonical disc model are given in Tables 4, 5 We can see that the convergence is quite independent of the mesh size in all cases. This means that our scheme really does guarantee convergence for extremely large meshes (∼ 200 million elements).
However, while the number of iterations almost does not change with the size, the execution time grows nearly linearly. This is due to the fact that for bigger meshes we have to create more groups, which means a bigger coarse system and more time for its factorisation and solution. Because of this drawback of the scheme, it is preferable to use as few groups as possible for the original mesh. In the presented tests, we have used 100 groups for the first mesh. Consequently, we have created 800 groups for the first and 6,400 groups for the second level of refinement.
Complex Real-Life Synthetic Model
In order to test possibilities of our FE approach to deal with arbitrarily complex geological structures, a large realistic synthetic test case that includes seabed bathymetry, shown in Fig. 11 , has been created. If not taken into account, bathymetry effects can produce large anomalies on the measured fields. Therefore, it is extremely important to have an accurate seabed representation in this case, which is, as already In order to accurately represent the complex geology and seabed bathymetry, A mesh that has 512,651 nodes and 2,996,017 elements, whose sizes vary from 6 to 400 m, has been created.
In Fig. 12 , the convergence of the solver for different preconditioning schemes is compared. In these tests, the convergence criterion for all BiCGStab iterations is a reduction of the relative residual norm to a value in the order of 10 −8 , while the number of iterations has been limited by the maximum value of 1,000.
Seabed bathymetry.
A X-Z slice. 
Discussion
We have performed series of experiments for several models with different characteristics to test the performance of our AMG preconditioning technique when combined with the BiCGStab method. The results have shown that the AMG preconditioner greatly improves the convergence of the solver for all tested cases. The convergence becomes better as we increase number of basic iterations as well as the size of the coarse system in the CGC procedure, which is expected since more basic relaxations give better solution approximations and a bigger coarse system leads to a more accurate fine-level error inside of CGC. However, these increases introduce additional computational costs that slow down the execution of a single BiCGStab iteration. Therefore, we must carefully find the right balance of all the parameters in order to obtain the best possible performance. The choice of parameters is not a trivial task and there are no straightforward rules for it. However, we have drawn some conclusions from the tests we have performed that can help to create a rough general strategy for choosing AMG parameters. The experiments have shown that, in most cases, the best results are achieved when using only 1+1 Jacobi iterations and 500 -1,000 groups. But, if a model is very complex and has high conductivity contrasts, it will be probably necessary to create up to 5,000 groups and to have more basic iterations. Similarly, SSOR relaxations have proved to be more efficient in dealing with high contrasts between conductivities than Jacobi iterations. In our examples, the systems that have been solved have between 0.5 and 2 million unknowns, which means that numbers of groups that proved to be the most efficient choices are three or four orders of magnitude smaller. We remark that these ratios may be used as guidance when choosing the number of groups. In addition, the obtained results have proved that there is no need to introduce more than one level of coarsening, which would considerably increase the cost of each BiCGStab iteration.
Compared to other preconditioning schemes, such as diagonal, SSOR or even TAI, which is a more efficient preconditioning technique, the AMG preconditioner has proved to be especially useful in cases with big conductivity contrasts, high frequencies employed and/or large maximal size ratio between the mesh elements. In these situations, in which the other preconditioners have problems to ensure the desired convergence, there is always at least one version of AMG preconditioned solver that is able to converge to the prescribed precision in less than 3,000 iterations. Furthermore, in situations when other preconditioning techniques work very well, computationally cheap versions of the AMG preconditioner can improve the performance of the solver even more. Namely, despite the extra cost per iteration, if we chose the right combination of parameters, AMG is always able to reduce the solution time compared to the other preconditioning schemes.
Tests have shown that our AMG preconditioner ensures the convergence of a Krylov subspace method which does not depend on the size of a mesh. This means that we can increase the size of a grid and the solver will converge after almost the same number of iterations. However, for a bigger mesh it is necessary to create a larger number of groups, i.e. a bigger coarse-system matrix, which introduces an additional computational overhead that increases the execution time almost linearly. This is due to the fact that the cost of the time-consuming LU factorisation of the coarse matrix grows with its size. This drawback has been overcome to some extent by parallelisation of LU factorisation by employing OpenMP, which fairly speeds up the execution of this most expensive part of the preconditioner.
In addition to this, we have seen that our preconditioner improves both the convergence and the execution time for simple (quasi-)uniform meshes as well as for complex ones with huge local refinements.
Moreover, the convergence of the AMG preconditioned solver is rather unaffected by the ratio between the sizes of the grid elements.
We have implemented AMG as a black-box preconditioner in order to be easy to use it and combine it with different iterative methods. However, this has not been completely obtained yet since a user has to choose AMG parameters in order to achieve the best performance. For having a perfect blackbox preconditioner, it is necessary to build in the code an automatic way of choosing optimal AMG parameters. One of possible ways to do this is to employ a suitable machine learning algorithm.
Finally, the results obtained for the complex realistic model demonstrate that thanks to the presented AMG preconditioning, our parallel numerical method is very well suited to solve extremely large and complex CSEM forward problems in a very accurate, robust and highly efficient way.
Conclusion
We have implemented a more elaborate preconditioning scheme for Krylov subspace methods to improve the performance and reduce the execution time of parallel node-based finite-element solvers for threedimensional electromagnetic numerical modelling in geophysics. This new preconditioner is based on algebraic multigrid that uses different basic relaxation methods as smoothers and the wavefront algorithm to create groups, on which generation of coarse levels is based.
We have shown that AMG preconditioning dramatically improves the convergence of Krylov subspace methods when used for 3-D EM numerical modelling. The more challenging the problem is in terms of conductivity contrasts, ratio between the sizes of mesh elements and/or frequency, the more benefit is obtained by using this preconditioner. For all models shown, at least one version of the AMG preconditioner requires less computational time than other preconditioners -in some cases, the speed-up can reach an order of magnitude. Although there is no a strict rule for obtaining an optimal AMG parameter set, the results vary mildly in all our tests, making AMG a quasi-black-box approach that can be attached to different iterative methods. Also, the preconditioner has been easily and efficiently implemented in the parallel scheme. Therefore, the gain obtained by AMG preconditioning together with fully parallel solvers can be crucial in allowing EM inversion schemes to reach accurate solutions for complex 3-D scenarios in a reasonable time.
Taking all the advantages and disadvantages into account, we may conclude that, for relatively modest programming effort, we obtain quite a powerful tool that can greatly improve the performance of a parallel nodal finite-element EM modelling scheme, which is critical for pushing EM methods towards a more common use in industry.
