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Naslov: Orodje za vizualizacijo delovanja algoritmov pri resˇevanju proble-
mov Sokoban
Avtor: Anei Makovec
Igra Sokoban ponuja racˇunsko zahtevne in tezˇko resˇljive probleme. Ob-
staja kopica algoritmov, ki jih je mocˇ uporabiti za resˇevanje teh problemov,
a nobenemu od njih ne uspe resˇiti prav vseh, cˇetudi morda na videz relativno
enostavnih problemov Sokoban. Igra Sokoban tako predstavlja izvrstno do-
meno za izpopolnjevanje preiskovalnih algoritmov, hkrati pa nam lahko po-
maga izboljˇsati njihovo razumevanje. V diplomskem delu bomo predstavili
aplikacijo, ki sluzˇi bodisi kot orodje za pomocˇ pri razvoju omenjenih al-
goritmov bodisi kot sredstvo za analizo in poucˇevanje njihovega delovanja.
Predstavili bomo razvoj omenjene aplikacije, preizkusili njeno delovanje na
prakticˇnih problemih Sokoban in pokazali, da deluje pravilno ter da je rele-
vantna za uporabo.
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Sokoban is a puzzle game that offers computationally complex problems that
are very difficult to solve. There are many algorithms that can be used
to solve these problems, but none is successful in solving all given, even
relatively simple problems. Therefore, the game Sokoban is an interesting
platform both for the improvement of the search algorithms and for a better
understanding. In this thesis we propose an application that can be used
both as a tool to support the developers of these algorithms, or as a means
to analyze and teach their functioning. We present the development process
of the application, test its functionality on practical Sokoban puzzles and
show that it works correctly and is a relevant tool.




Glede resˇevanja Sokobana je bilo v znanstveni literaturi predlaganih zˇe kar
nekaj resˇevalnih algoritmov, vendar se do sedaj sˇe noben ni izkazal za uspesˇnega.
Timo Virkkala v svojem delu Solving Sokoban [24] komentira algoritme, ki
se jih uporablja za resˇevanje Sokobana, ter ugotavlja prednosti in slabosti
njihove uporabe. Odkril je namrecˇ, da noben izmed navedenih algoritmov ni
ustrezal pogoju, da bi bil tako uspesˇen, da bi resˇil vsak podan problem Soko-
ban. Tak je na primer algoritem Rolling Stone, ki je prvi dokumentiran po-
skus resˇevanja problemov Sokoban in ki mu je uspelo optimalno resˇiti 12 od 90
testnih problemov [13]. Kasneje se je pojavilo vecˇ raziskav, ki so bodisi pred-
stavile primere novih nacˇinov resˇevanja, npr. s pomocˇjo strojnega ucˇenja [11],
poskus izboljˇsave algoritma A* z iterativnim poglabljanjem [18], poskus hi-
trega resˇevanja s pomocˇjo paralelnega izvajanja vecˇ resˇevalnih algoritmov in
izmenjevanjem podatkov [10], vzvratno resˇevanje, kjer z resˇevanjem zacˇnemo
na cilju in iˇscˇemo pot do zacˇetka [23] ter z uporabo podatkovnih zbirk vzor-
cev (angl. pattern databases) [17], ali pa predlagale razne izboljˇsave, kot npr.
izboljˇsanje preiskovanja s pomocˇjo znanja o domeni [15], predlog izboljˇsane
hevristike [16] ter nacˇin izboljˇsanega zaznavanja zamrznjenih stanj [7].
Iz omenjenega smo cˇrpali zamisel o nasˇem diplomskem delu, v katerem
predlagamo aplikacijo za vizualizacijo algoritmov pri resˇevanju problemov
Sokoban. Radi bi priskocˇili na pomocˇ razvijalcem omenjenih algoritmov in
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hkrati o njihovem delovanju poucˇili nove raziskovalce, sˇtudente ter vse, ki jih
zanima delovanje preiskovalnih algoritmov. Aplikacija pa je namenjena tudi
vsem tistim, ki jih Sokoban zanima, a se z njim ne ukvarjajo profesionalno.
Vizualizacijo smo izbrali, ker je ucˇinkovit medij za prenos informacij, kot
to omenja Will Schroeder v svojem delu The Visualization Toolkit [21]. V
njem nam podaja osnovno znanje o vizualni predstavitvi podatkov, ki smo
ga uporabili pri zasnovi in nacˇrtovanju funkcionalnosti nasˇe aplikacije, da bi
bila njena uporaba uporabniku prijazna.
V diplomskem delu bomo najprej na kratko predstavili Sokoban ter posto-
pek resˇevanja njegovih problemov. Nato bomo opisali funkcionalnosti, ki jih
omogocˇa razvita aplikacija. Sledila bo izvedba testiranja resˇevanja izbranih
primerov Sokobana z algoritmi, ki smo jih implementirali znotraj aplikacije.
Na koncu pa bomo sˇe predstavili analizo zajetih podatkov o resˇevanju, s
katero bomo dokazali, da nasˇa aplikacija deluje pravilno in je relevantna za
uporabo.
Sokoban je ne nazadnje zanimiva igra, ki odpira veliko vprasˇanj, na katera
bodo bodocˇe raziskave poskusˇale odgovoriti, upamo pa, da bo nasˇa aplikacija
pripomogla k njihovemu uspehu.
Poglavje 2
Sokoban
Sokoban je klasicˇna miselna igra. Izumljena je bila na Japonskem, ko je
racˇunalniˇsko igro SOKOBAN izdelal Hiroyuki Imabayashi [4]. Ime v dobe-
sednem prevodu iz Japonsˇcˇine pomeni
”
hiˇsnik“. Pravila so dokaj preprosta.
Imamo igralno plosˇcˇo, ki jo bomo v nadaljevanju imenovali problem, na ka-
teri je na abstraktnem nivoju predstavljeno skladiˇscˇe, v katerem se nahaja
hiˇsnik (v nadaljevanju igralec), ki je zadolzˇen za premik zabojev do zˇelenih
ciljev. Zaboje pa lahko samo poriva in ne vlecˇe, hkrati pa lahko porine samo
en zaboj. Zanimivost igre je v preprostih pravilih ter v naboru problemov,
ki se po zahtevnosti raztezajo od lahkih, skoraj trivialnih, do zelo tezˇkih [4].
Vsak problem je sestavljen iz polj, ki so prikazana v tabeli 2.1. Z vsako
potezo pa igralec spremeni organizacijo polj problema, ki jo bomo v nadalje-
vanju poimenovali stanje problema.
2.1 Resˇevanje
Igra Sokoban, kljub preprostim navodilom, ponuja resˇevanje zahtevnih pro-
blemov. Najucˇinkovitejˇsim algoritmom na podrocˇju resˇevanja problemov ne
uspe najti resˇitve za vsak podan primer problema Sokoban, saj je Sokoban
NP-tezˇek [9] in spada med P-SPACE probleme [8]. Tezˇavnost Sokobana pa je





prosto polje tla skladiˇscˇa, po katerih igralec izvaja poteze
igralec predstavlja lokacijo igralca
zaboj predstavlja lokacijo zaboja
ciljno polje predstavlja lokacijo, kjer se mora na koncu zaboj nahajati
zaboj na ciljnem polju predstavlja lokacijo, kjer se zaboj nahaja na ciljnem polju
Tabela 2.1: Polja, ki sestavljajo problem.
pri optimalnih resˇitvah), velikega vejitvenega faktorja iskalnega drevesa (tj.
sˇtevilo naslednjikov, ki jih ima vsako vozliˇscˇe) ter obstoja neresˇljivih stanj,
ki jih imenujemo zamrznjena stanja [14]. Pomembno pa je poudariti, da se
resˇevanje posameznih problemov Sokoban razlikuje od resˇevanja same igre
Sokoban. Resˇiti igro [5] pomeni znati napovedati izid igre (zmaga, poraz,
neodlocˇeno) iz katerega koli stanja. Primer resˇene igre si lahko ogledamo v
delu Checkers is solved [20], kjer avtorji predstavijo algoritem, ki je sposo-
ben napovedati izid igre dama. V tem delu pa bomo govorili o resˇevanju
problemov Sokoban, kar pomeni iskanje resˇitve za vsak problem posebej.
Pri Sokobanu je resˇitev sestavljena iz zaporedja potez igralca, ki se pre-
mika po poljih problema in potiska zaboje, dokler niso vsi zaboji na ciljnih
poljih. Vendar pa Sokoban nima samo ene resˇitve, temvecˇ jih ima lahko vecˇ,
saj lahko vsak zaboj potisnemo na kateri koli cilj, za to pa lahko uporabimo
poljubno sˇtevilo potez. Tako obstajajo razlicˇni algoritmi, ki dobijo resˇitev,
katera zadosˇcˇa dolocˇenim kriterijem. Obstajajo denimo algoritmi, ki najdejo
optimalno resˇitev, vendar v eksponentnem cˇasu in za katere ni nujno, da
sploh najdejo resˇitev katere koli stopnje. Drugi pa so hitrejˇsi in resˇijo vecˇji
nabor problemov, a njihova resˇitev ni optimalna in je lahko tako dolga, da je
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Slika 2.1: Primer zamrznjenega stanja skupaj z mrtvimi polji (precˇrtan rdecˇ
krog).
Slika 2.2: Primer tunela.
skoraj neuporabna.
Poleg tega pa sam resˇevalni algoritem ni dovolj, saj se vedno lahko ujame
v neskoncˇno zanko (npr. igralec izvede premik v levo, nato v desno, nato spet
v levo itd.) ali pa brezciljno tava zaradi neskoncˇnega iskalnega drevesa stanj.
Posledicˇno je potrebno take situacije preprecˇiti z implementacijo dodatnih
metod in tehnik [24], kot so:
1. mnozˇica zˇe obiskanih stanj – shranimo zˇe obiskana stanja, da se
jim izognemo in tako preprecˇimo neskoncˇno zanko;
2. detekcija zamrznjenih stanj – zamrznjeno stanje je stanje v igri,
ko ne moremo premakniti nobenega zaboja, zato se jim izognemo, ker
zagotovo ne vodijo do resˇitve (glej sliko 2.1);
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3. ocena dolzˇine resˇitve – s pomocˇjo razdalj zabojev do ciljev lahko oce-
nimo, kolikokrat bo moral igralec potisniti zaboje, da jih bo potisnil na
ciljna polja, vendar pa je ta operacija lahko precej racˇunsko zahtevna,
cˇe hocˇemo natancˇnejˇso oceno (to temo bomo podrobneje opisali v 4.
poglavju);
4. vrstni red potez – izkazˇe se, da resˇitve pogosto vsebujejo daljˇse zapo-
redje potez, s katerimi igralec potiska tocˇno dolocˇen zaboj, zato se pri
preiskovanju najprej pregledajo poteze, ki potiskajo nazadnje potisnjen
zaboj;
5. skupek potez – velikokrat lahko naletimo na stanje, v katerem je
mozˇno opraviti samo eno potezo, ki vodi v novo stanje, v katerem je
spet mozˇna samo ena poteza. Takrat je smiselno to zaporedje potez
zdruzˇiti v skupek potez, ker tako zmanjˇsamo velikost resˇevalnega dre-
vesa in s tem porabo pomnilnika (primer skupka potez je tunel (glej
sliko 2.2), kjer je edina mozˇna poteza potiskanje zaboja naprej skozi
tunel, zato celotno zaporedje potiskov zdruzˇimo v skupek potez tako,
da pregledamo samo stanja, ki izhajajo iz tega zaporedja);
6. mrtva polja – polje stopnje je mrtvo, cˇe vanj potisnjen zaboj ne mo-
remo vecˇ spraviti do ciljnega polja. Izogniti se moramo preiskovanju po-
tez, ki bi potisnile zaboj na tako polje, s cˇimer znatno zmanjˇsamo veli-
kost iskalnega drevesa. Zaznamo pa jih lahko zˇe pred samim resˇevanjem
in ga tako ne upocˇasnjujemo (glej sliko 2.1).
Kljub vsem nasˇtetim metodam in tehnikam, v znanstveni literaturi sˇe





V primeru, ko hocˇemo ustvariti ali se naucˇiti nov algoritem, moramo ra-
zumeti njegovo delovanje. Pri preprostejˇsih algoritmih nacˇeloma ni tezˇav z
razumevanjem. Ko pa naletimo na kompleksnejˇse algoritme, se povecˇa tudi
tezˇavnost razumevanja, zato potrebujemo nacˇin, kako to zmanjˇsati. Eden
izmed teh je vizualizacija, ki po definiciji pomeni pretvorbo podatkov ali in-
formacij v slikovno obliko, kar zaposli cˇlovesˇki senzoricˇni sistem (vid) in s
tem vzbudi procesno mocˇ cˇlovesˇkega uma. Poleg tega je vizualizacija zelo
ucˇinkovit medij, saj lahko z njeno pomocˇjo zajamemo vecˇjo kolicˇino infor-
macij in podatkov ter jih posredujemo v hitro razumljivem formatu [21].
Pri ustvarjanju resˇevalnih algoritmov nam vizualizacija omogocˇa zgodnje
odkrivanje pomanjkljivosti in nepravilnosti v delovanju algoritmov in s tem
pripomore k hitrejˇsemu razhrosˇcˇevanju (angl. debugging). Pri ucˇenju al-
goritmov pa nam vizualizacija omogocˇa predstavitev delovanja algoritmov
na preprost in razumljiv nacˇin. Vizualizacija kot taka pa pri Sokobanu ni
dovolj, zato smo ustvarili aplikacijo, ki zdruzˇuje vecˇ uporabnih funkcionalno-
sti, ki so koristne tako pri poucˇevanju, kot tudi pri ustvarjanju novih in pri
preucˇevanju obstojecˇih resˇevalnih algoritmov problema Sokoban. Radi bi,
da bi bila aplikacija dostopna cˇim sˇirsˇemu razponu uporabnikov, zato smo
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aplikacijo implementirali v programskem jeziku Java, ker bo tako aplikacija
prenosljiva med vsemi platformami. Izvorna koda aplikacije je dostopna na
spletni platformi GitHub [2].
Aplikacija podatke shranjuje v datoteke dolocˇenega formata, ki jih orga-
nizira v projekte. V vsakem projektu so lahko sˇtiri vrste datotek:
1. datoteka s problemom Sokoban;
2. datoteka s podatki o resˇevalnem algoritmu;
3. datoteka s podatki, zajetimi med resˇevanjem;
4. ter datoteka s podatki o resˇitvah.
Datoteka s podatki, zajetimi med resˇevanjem, ter datoteka s podatki o
resˇitvi sta vezani na dolocˇen resˇevalni algoritem in se ustvarita pred prvim
izvajanjem le-tega. V njiju se shranjujejo samo podatki tega algoritma.
V projektnem oknu ima uporabnik celoten pregled nad projekti in nji-
hovimi datotekami. S kliki na gumbe v orodni vrstici lahko dodaja nove
projekte in datoteke, z desnim miˇskinim klikom v projektnem oknu pa jih
lahko odstranjuje. Z dvojnim miˇskinim klikom na dolocˇeno vrsto datoteke
pa se odpre okno, ki uporabniku omogocˇa funkcionalnost, odvisno od vrste
datoteke.
3.1 Ustvarjanje in urejanje problemov Soko-
ban
Preden pozˇenemo resˇevalni algoritem, potrebujemo problem, na katerem ga
bomo preizkusili. Nasˇa aplikacija zato omogocˇa tako uvoz in urejanje zˇe
obstojecˇih, kot tudi ustvarjanje novih problemov Sokoban. Funkcionalnost
aktiviramo z dvojnim miˇskinim klikom na datoteko s problemom Sokoban,
pri cˇemer se nato odpre okno z urejevalnikom problemov. Postopek poteka
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vizualno: s pomocˇjo gumbov, ki predstavljajo polja problema (glej 2. po-
glavje), lahko uporabnik izbere zˇeleno polje in ga nato z levim miˇskinim
klikom doda ali pa ga z desnim miˇskinim klikom odstrani iz problema.
Slika 3.1: Okno za urejevanje problema.
Na tak nacˇin je uporaba lazˇja in hitrejˇsa, saj izkoristimo prednosti vizu-
alizacije.
Tezˇava pri prostem urejanju polj problema je, da bi lahko uporabnik
ustvaril problem, ki ne bi ustrezal pravilom Sokobana, zato mora aplikacija
preveriti sˇe skladnost in smiselnost ustvarjenega problema. To izvede tako,
da preveri:
1. cˇe obstaja igralec;
2. cˇe se sˇtevilo zabojev ujema s sˇtevilom ciljev;
3. cˇe nobeno prosto polje ne meji na prazno polje.
V primeru, ko problem izpolni vse pogoje, jo lahko uporabnik shrani.
Pred shranjevanjem se izvede sˇe optimizacija problema, kjer se odstranijo
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Slika 3.2: Primer optimizacije problema.
vsa neuporabna polja, ki bi po nepotrebnem zasedala pomnilnik (npr. kotni




igralec na ciljnem polju +
zaboj $




Tabela 3.1: Anotacija polj problema pri shranjevanju problema.
Vsak problem se shrani v svojo datoteko s problemom Sokoban v obliki
tekstovne datoteke (koncˇnica .txt), saj je ta format prenosljiv in uporabljen
tudi v drugih aplikacijah. Pri shranjevanju se uporablja anotacija, vidna v
tabeli 3.1, ki je najpogosteje uporabljena anotacija pri Sokobanu [4], z izjemo
praznega polja, cˇigar anotacijo smo dodali, da bi aplikacija lazˇje razlikovala
med neuporabnimi polji in polji problema. Primer shranjenega problema je
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Slika 3.3: Zapis optimiziranega problema s slike 3.2 v tekstovni datoteki.
prikazan na sliki 3.3.
3.2 Vizualizacija resˇevanja
Z resˇevanjem lahko zacˇnemo, ko imamo pripravljen problem. Pri Sokobanu
je postopek resˇevanja sestavljen iz vecˇ metod in tehnik, kot smo zˇe opisali v
podpoglavju 2.1. Tako so torej poleg dolocˇenega resˇevalnega algoritma po-
trebne sˇe dodatne tehnike, s katerimi zmanjˇsamo velikost iskalnega drevesa,
ki je glavno ozko grlo pri resˇevanju Sokobana. Posledicˇno je razumevanje
delovanja postopka resˇevanja zahtevnejˇse kot drugod, saj moramo poleg de-
lovanja resˇevalnega algoritma razumeti tudi delovanje omenjenih tehnik.
Nasˇa aplikacija ponuja predstavitev postopka resˇevanja skozi vizualizacijo
iskalnega drevesa ter stanja, katerega trenutno preiskuje resˇevalni algoritem.
Funkcionalnost aktiviramo z dvojnim miˇskinim klikom na datoteko s podatki
o resˇevalnem algoritmu, nato pa moramo sˇe vnesti ime datoteke s podatki o
problemu, ki naj ga algoritem resˇi.
Vizualizacija trenutnega stanja je dokaj preprosta, saj samo izrisuje vsa
polja. Vizualizacija iskalnega drevesa pa je zahtevnejˇsa, saj je potrebno za
vsako vozliˇscˇe izracˇunati optimalno pozicijo tako, da se vozliˇscˇa in pove-
zave pri izrisu ne prekrivajo. Teh pa je veliko, saj velikost iskalnega drevesa
narasˇcˇa tekom resˇevanja. Posledicˇno smo v aplikaciji uporabili algoritem
TreeLayout [1], ki temelji na Walkerjevem algoritmu [25] z izboljˇsavami, pre-
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Slika 3.4: Okno za vizualizacijo resˇevanja.
dlaganimi s strani Buchheima, Ju¨ngerja in Leiperta [6], ki izracˇuna optimalno
pozicijo vozliˇscˇ v linearnem cˇasu [1]. Nasˇa aplikacija uspe s pomocˇjo tega
algoritma izrisovati vecˇ deset tisocˇ vozliˇscˇ velika iskalna drevesa v realnem
cˇasu.
Nadzor izvajanja resˇevanja lahko uporabnik izvaja preko gumbov, ki so
na voljo:
1. gumb za zacˇetek resˇevanja;
2. gumb za zaustavitev resˇevanja;
3. gumb za zacˇasno zaustavitev in nadaljevanje resˇevanja;
4. gumb za ponastavitev resˇevanja v prvotno stanje;
5. gumba za rocˇno prehajanje med stanji;
6. gumb za spreminjanje hitrosti izvajanja resˇevanja.
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Na tak nacˇin lahko uporabnik preprosto nadzoruje izvajanje, hkrati pa
spremlja resˇevanje. Poleg tega aplikacija tekom resˇevanja izpisuje resˇevalne
podatke, ki so relevantni za analizo:
1. cˇas izvajanja resˇevanja – predstavlja izkljucˇno cˇas izvajanja resˇevalnega
algoritma in ne realnega cˇasa izvajanja vizualizacije;
2. globino trenutnega stanja – na kateri globini iskalnega drevesa se
trenutno stanje nahaja;
3. preiskana stanja – sˇtevilo stanj, ki jih je resˇevalni algoritem zˇe prei-
skal;
4. podvojena stanja – sˇtevilo stanj, na katera je resˇevalni algoritem zˇe
naletel;
5. zamrznjena stanja – sˇtevilo zamrznjenih stanj, na katera je resˇevalni
algoritem naletel;
6. ter robna stanja – sˇtevilo robnih stanj, ki so shranjena v pomnilniku







Tabela 3.2: Obarvanje vozliˇscˇ v izrisanem iskalnem drevesu.
Hkrati pa se vozliˇscˇa v izrisanem iskalnem drevesu obarvajo glede na to,
v katero kategorijo spadajo, kot je razvidno iz tabele 3.2, na sliki 3.5 pa je
primer izrisanega iskalnega drevesa z obarvanimi vozliˇscˇi.
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Slika 3.5: Izrisano iskalno drevo z obarvanimi vozliˇscˇi.
Ob uspesˇnem zakljucˇku resˇevanja se resˇevalni podatki shranijo v dato-







Tabela 3.3: Format zapisa resˇitve.
Resˇitev se zapiˇse v zaporedju cˇrk, ki predstavljajo potezo premika igralca
v eni izmed sˇtirih mozˇnih smeri, kot prikazuje tabela 3.3. Izbran format je
skladen s predlaganim standardiziranim formatom [4].
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Slika 3.6: Okno za vizualizacijo resˇevalnih podatkov.
3.3 Vizualizacija resˇevalnih podatkov
Sedaj, ko je resˇevanje zakljucˇeno, lahko analiziramo zajete podatke. Z dvoj-
nim miˇskinim klikom na datoteko s podatki, zajetimi med resˇevanjem. Odpre
se okno za vizualizacijo resˇevalnih podatkov algoritma, ki mu pripada izbrana
datoteka. Vizualizacija se izvede v obliki cˇrtnega diagrama, kjer lahko opa-
zimo spreminjanje resˇevalnih podatkov skozi cˇas resˇevanja za izbran problem.
Za izris aplikacija uporablja knjizˇnico JFreeChart [3]. Izrisujejo se lahko vsi
podatki hkrati ali pa vsak posamezno, s klikom na ustrezen gumb v oknu
vizualizacije. Poleg tega pa lahko uporabnik spreminja problem, za kate-
rega aplikacija izrisuje podatke, z izbiro ustreznega imena le-te na spustnem
seznamu poleg gumbov (glej sliko 3.6).
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3.4 Vizualizacija resˇitve
Pri Sokobanu je mozˇnih vecˇ resˇitev, kot smo zˇe omenili v 2. poglavju, ven-
dar v splosˇnem je cilj najti najkrajˇso oziroma optimalno resˇitev z najmanjˇsim
sˇtevilom potez. Resˇitve razlicˇnih algoritmov se lahko razlikujejo, zato aplika-
cija tudi omogocˇa vizualizacijo resˇitev. Funkcionalnost aktiviramo z dvojnim
miˇskinim klikom na izbrano datoteko s podatki o resˇitvah v projektnem oknu,
nakar se odpre okno, v katerem si lahko uporabnik ogleda resˇitev algoritma,
ki mu datoteka pripada, za izbran problem. Vizualizacija se nadzoruje na
enak nacˇin kot vizualizacija resˇevanja, izvede pa se kot animacija, ki prikazˇe
celotno zaporedje potez igralca iz resˇitve. Zanimivo je dejstvo, da resˇitve
razlicˇnih algoritmov, ki so enako dolge, niso nujno sestavljene iz enakega
zaporedja potez.
Slika 3.7: Okno za vizualizacijo resˇitev.
Poglavje 4
Resˇevalni algoritmi
Za izvajanje resˇevanja smo implementirali sˇtiri algoritme, ki so dobro znani
in dokumentirani v znanstveni literaturi. Izbrali smo jih zaradi zanimivih
znacˇilnosti delovanja in razlicˇnih uspehov pri resˇevanju Sokobana. Njihovo
Algoritem 1 Preiskovanje drevesa [19]
1: function TREE-SEARCH(problem) returns a solution, or failure
2: initialize the frontier using the initial state of problem
3: loop do
4: if the frontier is empty then return failure
5: choose a leaf node and remove it from the frontier
6: if the node contains a goal state then return the solution
7: expand the chosen node, adding the resulting nodes to the frontier
delovanje temelji na preiskovanju iskalnega prostora stanj, ki je lahko orga-
niziran kot drevo ali graf.
Pri Sokobanu lahko do enakega stanja pridemo na vecˇ razlicˇnih nacˇinov,
zato so stanja organizirana kot graf. Ker pa bi se lahko algoritmi pri prei-
skovanju takega grafa ujeli v neskoncˇne cikle, moramo graf preoblikovati v
drevo. Zato pri resˇevanju problemov Sokoban uporabljamo algoritme, ki pre-
iskujejo iskalno drevo stanj (angl. search tree), po postopku, ki ga opisuje
algoritem 1. Sestavljeno je iz vseh mozˇnih potez, ki so na voljo igralcu, vsako
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vozliˇscˇe v njem pa predstavlja problemsko stanje, zato bomo v nadaljevanju
namesto pojma vozliˇscˇe uporabljali kar pojem stanje.
4.1 Algoritem iskanje v sˇirino
Prvi algoritem, ki smo ga implementirali in testirali, je algoritem iskanje v
sˇirino (angl. Breadth-first search, v nadaljevanju BFS). Algoritem je popoln
in optimalen, kar pomeni, da vedno najde najboljˇso resˇitev, ob predpostavki,
da je iskalno drevo sestavljeno iz koncˇnega sˇtevila stanj. Deluje tako, da
Algoritem 2 Iskanje v sˇirino [24]
1: function BREADTH-FIRST-SEARCH(problem)
2: node.State = problem.InitialState
3: if problem.IsGoalState?(node.State) then
4: return Solution(node)
5: frontier = FIFO Queue
6: frontier.Insert(node)
7: explored = Set
8: while not frontier.IsEmpty?() do
9: node := frontier.Pop() /* Returns the shallowest node */
10: explored.Add(node)
11: foreach action in problem.Actions(node.State) do
12: child := ChildNode(problem, node, action)
13: if not (child.State in explored or child.State in frontier) then




najprej obiˇscˇe koren iskalnega drevesa, nato njegove naslednike, nato njihove
naslednike itd., tako da pregleda vsa stanja na dolocˇeni globini, preden se
spusti globlje (glej algoritem 2). Njegova cˇasovna kompleksnost je O(bd),
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kjer b predstavlja vejitveni faktor iskalnega drevesa (tj. sˇtevilo naslednikov,
ki jih ima posamezno stanje), d pa je globina resˇitve [24], saj mora algoritem
pregledati vsa stanja, ki se nahajajo na globinah, viˇsjih od globine, kjer se
nahaja resˇitev. Poleg tega pa je algoritem tudi prostorsko potraten, saj si
mora vsa ustvarjena stanja zapomniti, tako za preverjanje podvojenih stanj,
kot tudi za ustvarjanje poti do ciljnega stanja [24].
Slika 4.1: Vizualizacija resˇevanja z algoritmom iskanje v sˇirino.
Vizualizacijo delovanja algoritma prikazuje slika 4.1, kjer je razvidno pre-
gledovanje stanj drevesa na vsaki globini posebej.
4.2 Algoritem iskanje v globino
Algoritem iskanje v globino (angl. Depth-first search, v nadaljevanju DFS)
resˇi problem prostorske potratnosti, saj ne pregleduje stanj v iskalnem dre-
vesu na vsaki globini posebej, temvecˇ se pomika vedno globlje, dokler ne
naleti na stanje brez naslednikov (t. i. list, glej algoritem 3). Iz korena dre-
vesa najprej obiˇscˇe njegovega prvega naslednika, nato njegovega prvega itd.
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Algoritem 3 Iskanje v globino [24]
1: function DEPTH-FIRST-SEARCH(problem)
2: node.State = problem.InitialState
3: if problem.IsGoalState?(node.State) then
4: return Solution(node)
5: frontier = LIFO Queue
6: frontier.Insert(node)
7: explored = Set
8: while not frontier.IsEmpty?() do
9: node := frontier.Pop() /* Returns the node inserted last */
10: explored.Add(node)
11: foreach action in problem.Actions(node.State) do
12: child := ChildNode(problem, node, action)
13: if not (child.State in explored or child.State in frontier) then





Ko naleti na list, se vrne nazaj do najglobljega stanja, ki ima naslednika, in
od tam nadaljuje.
Vizualizacijo delovanja algoritma prikazuje slika 4.2, kjer lahko opazimo
pomikanje v globino.
Njegova prostorska kompleksnost je O(bm), kjer b predstavlja vejitveni
faktor iskalnega drevesa, m pa je najvecˇja globina, saj si mora algoritem
zapomniti samo stanja na trenutni poti [24]. Je popoln algoritem, vendar
pa ni optimalen, kar pomeni, da resˇitev, ki jo najde, ni nujno najboljˇsa
oziroma je lahko celo tako dolga, da je skoraj nesmiselna. Poleg tega pa
Slika 4.2: Vizualizacija resˇevanja z algoritmom iskanje v globino.
je njegova cˇasovna kompleksnost O(bm), kjer b spet predstavlja vejitveni
faktor iskalnega drevesa, m pa je najvecˇja globina iskalnega prostora, lahko
celo viˇsja od cˇasovne kompleksnosti algoritma BFS [24]. Ker pa imamo pri
Sokobanu v iskalnem drevesu vecˇ mozˇnih poti do istega stanja, se lahko
zgodi, da bo algoritem isto poddrevo pregledal vecˇkrat. Kot omenjeno v
podpoglavju 2.1 se temu lahko izognemo z mnozˇico zˇe obiskanih stanj, vendar
tako naletimo na enak prostorski problem, kot ga ima algoritem BFS.
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4.3 Algoritem A*
Oba prej opisana algoritma sta vrsti neinformiranega preiskovanja, kar po-
meni, da preiskujeta iskalno drevo brez znanja o le-tem ali o stanjih v njem.
Cˇisto nasprotje je informirano preiskovanje, ki iskalno drevo preiskuje tako,
Algoritem 4 A* [24]
1: function A*-SEARCH(problem)
2: node.State = problem.InitialState, PathCost = 0
3: node.TotalCost := node.PathCost + Heuristic(node)
4: frontier = Priority Queue ordered by TotalCost
5: frontier.Insert(node)
6: explored = Set
7: while not frontier.IsEmpty?() do
8: node := frontier.Pop() /* Returns the lowest-cost node */
9: if problem.IsGoalState?(node.State) then
10: return Solution(node)
11: explored.Add(node)
12: foreach action in problem.Actions(node.State) do
13: child := ChildNode(problem, node, action)
14: child.TotalCost = child.PathCost + Heuristic(node)
15: if not (child.State in explored or child.State in frontier) then
16: frontier.Insert(child)
17: else if child.State in frontier with higher TotalCost then
18: frontier.Replace(child) /*Replace higher-cost state*/
19: return failure
da se na podlagi razlicˇnih ocen (tj. hevristik) odlocˇi, katero poddrevo bo obi-
skalo prej. Vrsta takega preiskovanja je algoritem A* (glej algoritem 4), ki se
med preiskovanjem odlocˇa glede na oceno, ki je vsota cene poti od zacˇetnega
vozliˇscˇa do trenutnega vozliˇscˇa ter ocene cene poti od trenutnega vozliˇscˇa do
ciljnega vozliˇscˇa [24]. Ker je ocena poti pri Sokobanu od nekega stanja do
njegovega naslednika vedno enaka, bomo v nadaljevanju za oceno poti med
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stanji uporabljali kar njeno dolzˇino.
Delovanje, cˇasovna in prostorska kompleksnost algoritma, so mocˇno od-
visne od vrste hevristike. Cˇe je ta sprejemljiva (tj. ne precenjuje) in dosle-
dna (tj. ocena za vozliˇscˇe n ni nikoli vecˇja, kot vsota dolzˇine poti od n do
njegovega naslednika n’ ter ocene za n’ ), potem je algoritem popoln in op-
timalen [24]. Slika 4.3 prikazuje vizualizacijo algoritma, kjer lahko opazimo
Slika 4.3: Vizualizacija resˇevanja z algoritmom A*.
selektivno preiskovanje stanj glede na izbrano hevristiko.
4.3.1 Hevristike
Pri Sokobanu bi smiselna hevristika vkljucˇevala oddaljenost zabojev od ciljev,
kajti dlje kot se posamezen zaboj nahaja od ciljnega polja, vecˇ potez bo
moral igralec izvesti, da bo ta zaboj potisnil na cilj. Implementirali smo
dve vrsti hevristik: hevristika z Manhattansko razdaljo, ki je vsota razdalj
po X koordinati ter razdalj po Y koordinati med posameznim zabojem in
njemu najblizˇjim ciljnim poljem, ter hevristika, izracˇunana po Madzˇarski
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metodi (angl. Hungarian method) [24], ki razporedi zaboje in ciljna polja
v pare tako, da je vsota Manhattanskih razdalj vseh parov najmanjˇsa. Za
izracˇun hevristike po Madzˇarski metodi aplikacija uporablja algoritem, ki ga
je implementiral Kevin L. Stern [22].
Prva je preprostejˇsa in naivnejˇsa, vendar hitrejˇsa od druge, ki pa je na-
tancˇnejˇsa, a je racˇunsko zahtevna in posledicˇno pocˇasnejˇsa. Iz tega lahko
sklepamo, da se moramo pri izbiri hevristik odlocˇiti med natancˇnostjo in hi-
trostjo. V cˇlanku [12] lahko preberemo o odvisnosti med preiskovanjem (algo-
ritmi) in znanjem o domeni problema (hevristike). Razberemo lahko za nasˇ
primer relevantno dejstvo, da boljˇsi algoritmi ne potrebujejo natancˇnejˇsih he-
vristik za ucˇinkovitejˇse delovanje, kar bomo podrobneje obravnavali v 5. po-
glavju.
Slika 4.4: Vizualizacija resˇevanja z algoritmom A* z iterativnim poglablja-
njem.
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4.4 Algoritem A* z iterativnim poglabljanjem
Cˇe imamo zelo globoko iskalno drevo, nad katerim pozˇenemo algoritem DFS,
se lahko ujamemo v neskoncˇno poglabljanje, zato je smiselno postaviti glo-
binsko mejo, do katere preiskovanje poteka. Ko se meja precˇka, se na to gleda
kot da bi naleteli na list. Ker sedaj obstaja mozˇnost, da resˇitev lezˇi globlje
kot globinska meja, algoritem nikoli ne bo nasˇel resˇitve, zato bi bilo smiselno
po vsakem precˇkanju meje to povecˇati.
Taka metoda se imenuje iterativno poglabljanje in spada med metode
neinformiranega preiskovanja. Cˇe pa iterativno poglabljanje zdruzˇimo z in-
formiranim preiskovanjem, tako da globinsko mejo zamenjamo z vsoto cene
poti od korena in ocene poti do cilja, nastane algoritem A* z iterativnim
poglabljanjem (angl. Iterative deepening A*, glej algoritem 5, v nadaljevanju
IDA*), ki je, z nekaj dodatki, trenutno najucˇinkovitejˇsi algoritem za resˇevanje
Sokobana [24]. Na sliki 4.4 je prikazana vizualizacija algoritma.
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Algoritem 5 A* z iterativnim poglabljanjem [19]
1: function ITERATIVE-DEEPENING-A*-SEARCH(problem)
2: node.State = problem.InitialState, PathCost = 0
3: node.TotalCost := node.PathCost + Heuristic(node)
4: limit = node.TotalCost
5: frontier = LIFO Queue
6: frontier.Insert(node)
7: explored = Set
8: visit = Queue
9: while TRUE do
10: while not frontier.IsEmpty?() do
11: node := frontier.Pop() /*Returns next node on path*/
12: if problem.IsGoalState?(node.State) then
13: return Solution(node)
14: if node.TotalCost ≤ limit then
15: explored.Add(node)
16: foreach action in problem.Actions(node.State) do
17: child := ChildNode(problem, node, action)
18: child.TotalCost = child.PathCost + Heuristic(node)




23: if visit.IsEmpty?() do
24: return failure





Da bi preizkusili, cˇe aplikacija deluje pravilno, smo izvedli testiranje resˇevanja
izbranih problemov Sokoban s pomocˇjo aplikacije. Dokazati smo hoteli pred-
vsem pravilno vizualizacijo resˇevanja, hkrati pa sˇe zajeti rezultate, ki bi doka-
zovali pravilno delovanje uporabljenih resˇevalnih algoritmov, skladno z nji-
hovimi v literaturi zˇe dokazanimi lastnostmi. Zato smo v testno mnozˇico
primerov vkljucˇili primere problemov Sokoban, ki ne bi bili prezahtevni za
resˇevanje, a hkrati zadosti kompleksni, da bi lahko zajeli relevantne podatke.
Pri informiranem preiskovanju (algoritma A* in IDA*) smo resˇevanje testi-
rali z uporabo obeh implementiranih hevristik, omenjenih v podpoglavju 4.3,
saj smo tako lahko primerjali tudi njun vpliv na rezultat resˇevanja.
5.1 Testni mnozˇici primerov
Oblikovali smo dve mnozˇici primerov: mnozˇico manj zahtevnejˇsih problemov
(v nadaljevanju testna mnozˇica 1 ) ter mnozˇico bolj zahtevnejˇsih problemov
(v nadaljevanju testna mnozˇica 2 ). Probleme, ki spadajo vanju, prikazujeta
sliki 5.1 ter 5.2.
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Slika 5.1: Problemi, vsebovani v testni mnozˇici 1.
Slika 5.2: Problemi, vsebovani v testni mnozˇici 2.
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5.2 Vizualizacija
V 4. poglavju smo prikazali slike vizualizacij algoritmov, ki jih je ustvarila
nasˇa aplikacija. Pri vsakem algoritmu je uspesˇno vizualizirala njegove glavne
znacˇilnosti.
5.3 Primerjava algoritmov
Iz zajetih podatkov med resˇevanjem lahko razberemo kopico znacˇilnosti iz-
branih algoritmov.
Slika 5.3: Graf spreminjanja globine med resˇevanjem problema p16.
5.3.1 Premikanje po resˇevalnem drevesu
Na sliki 5.3 je predstavljen graf spreminjanja globine preiskovanih stanj te-
kom resˇevanja, ki nam pove, kako so se uporabljeni algoritmi premikali po
iskalnem drevesu. Opazimo lahko poglabljanje algoritmov DFS in IDA*,
kjer vsak vzpon na grafu pomeni poglabljanje do dolocˇene globine, spust
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pa preskok na viˇsje lezˇecˇa stanja. Nato je spet z vzponom prikazana po-
novitev poglabljanja. Za algoritem BFS znacˇilno preiskovanje po globinah
predstavlja stopnicˇast vzpon na grafu, graf algoritma A* pa preskakuje med
globinami, ker A* izbira stanja glede na njihovo oceno.
Slika 5.4: Graf cˇasov resˇevanja problemov iz testne mnozˇice 1 za vsak algo-
ritem.
5.3.2 Cˇas resˇevanja
Za sklepanje o ucˇinkovitosti algoritmov je pomemben cˇas resˇevanja. Sliki
5.4 in 5.5 prikazujeta grafa cˇasa resˇevanja posameznih problemov z uporabo
posameznih algoritmov. Cˇe se osredotocˇimo na delovanje samih algoritmov
brez uposˇtevanja vpliva hevristik, opazimo, da je najhitrejˇsi algoritem IDA*,
ki mu sledi algoritem DFS, nato algoritem BFS in na koncu sˇe algoritem
A*. Razlogi za ucˇinkovitost algoritma IDA* so najverjetneje v metodi ite-
rativnega poglabljanja, saj je Sokoban problem, katerega iskalno drevo ima
velik vejitveni faktor, zaradi cˇesar so ucˇinkovitejˇsi algoritmi, ki se spusˇcˇajo
v globino. Zˇe optimalne resˇitve se lahko nahajajo zelo globoko, zato nima
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Slika 5.5: Graf cˇasov resˇevanja problemov iz testne mnozˇice 2 za vsak algo-
ritem.
smisla iskati v sˇirino.
Druga stvar, ki jo opazimo iz grafov, je pocˇasnejˇse delovanje algoritma
A* v primerjavi z delovanjem algoritma BFS. Glede na to, da je A* vrsta
informiranega preiskovanja, bi pricˇakovali, da bi z njim hitreje nasˇli resˇitev
kot z neinformiranim preiskovanjem, kot to velja za algoritma IDA* in DFS.
Vendar pa moramo uposˇtevati vlogo hevristike. V podpoglavju 4.3 smo na-
mrecˇ navedli, da je ucˇinkovitost algoritma A* odvisna od vrste hevristike. V
primeru, da hevristika ni primerna, bo cˇasovna kompleksnost algoritma A*
postala enaka cˇasovni kompleksnosti algoritma BFS, saj si bodo ocene stanj
na enaki globini zelo podobne, nakar bo A* pregledal vsa stanja na dani glo-
bini, preden se bo spustil globlje. Poleg tega pa mora A* sˇe za vsako stanje
izracˇunati oceno, za kar potrebuje dodaten cˇas, cˇesar pa BFS ne pocˇne.
Enako pa ne velja za algoritem IDA*, saj se ta pomika najprej v globino,
zaradi cˇesar ocenjuje globlje lezˇecˇa stanja, ki pa so zˇe blizˇje resˇitvi in imajo




Tretja stvar, ki jo lahko opazimo z grafov na slikah 5.4 in 5.5, je daljˇsi resˇevalni
cˇas algoritmov, ki uporabljajo hevristiko po Madzˇarski metodi, v primerjavi
s tistimi, ki uporabljajo hevristiko z Manhattansko razdaljo. Razlog za to
je vecˇja racˇunska zahtevnost hevristike po Madzˇarski metodi zaradi komple-
ksnejˇsega izracˇuna, njena natancˇnost pa ne doprinese k hitrejˇsemu resˇevanju,
temvecˇ ga lahko celo upocˇasni.
Slika 5.6: Graf dolzˇine resˇitev problemov iz testne mnozˇice 1 za vsak algori-
tem.
5.3.4 Dolzˇina resˇitve
Vendar pa pri Sokobanu ni nujno, da je hitrejˇsi algoritem tudi najuspesˇnejˇsi.
Iz grafov na slikah 5.6 in 5.7 je razvidna dolzˇina resˇitve posameznih algo-
ritmov za dan problem. Algoritem BFS, kot opisano v 4. poglavju, najde
najboljˇso resˇitev, kar pomeni, da lahko resˇitve ostalih algoritmov ocenju-
jemo glede na njegovo. Torej lahko takoj opazimo, da algoritma A* in IDA*
najdeta vecˇinoma enako dolgo resˇitev kot BFS, izstopa pa algoritem DFS,
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Slika 5.7: Graf dolzˇine resˇitev problemov iz testne mnozˇice 2 za vsak algori-
tem.
ki vecˇinoma najde (ponekod tudi precej) daljˇso resˇitev. Kljub temu, da
najde resˇitev hitreje kot vecˇina drugih uporabljenih algoritmov, pa je nje-
gova resˇitev tako dolga, da ne moremo govoriti o uspesˇnem resˇevanju.
5.3.5 Prostorska zahtevnost
Poleg hitrega resˇevanja in kratke resˇitve je pomembna tudi cˇim manjˇsa
prostorska poraba, ker je dandanes, kljub velikemu tehnolosˇkemu razvoju,
kolicˇina hitrega pomnilnika sˇe vedno omejena. Zaradi tega moramo za oceno
ucˇinkovitosti algoritma uposˇtevati tudi njegovo prostorsko zahtevnost, saj
nam hiter algoritem ne koristi, cˇe zmanjka pomnilnika in posledicˇno ne najde
resˇitve.
V tabeli 5.1 so podani podatki o kolicˇini stanj, ki jih mora imeti algori-
tem shranjene v pomnilniku. Ta vkljucˇuje sˇtevilo robnih stanj (tj. stanj, ki
jih mora algoritem sˇe pregledati) ter sˇtevilo stanj, ki jih vsebuje mnozˇica zˇe
obiskanih stanj. V tabeli pa je podana najvecˇja vsota teh dveh podatkov te-
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kom resˇevanja posameznih problemov. Najvecˇja vrednost vsakega problema
je obarvana rdecˇe, najmanjˇsa pa zeleno.
Opazimo lahko, da je algoritem BFS ta, ki ima pri vecˇini problemov
najvecˇ shranjenih stanj, kar potrjuje navedeno znacˇilnost iz podpoglavja 4.1,
da je prostorsko potraten, ker si mora shraniti vsa ustvarjena stanja. Naspro-
tno pa velja za algoritem DFS, ki ima najmanj shranjenih stanj pri vecˇini
problemov, ker zaradi nacˇina iskanja (najprej v globino) pregleda skoraj vsa
ustvarjena stanja in mu jih tako ni potrebno shranjevati.
Vseeno pa velike razlike v kolicˇini shranjenih stanj med uporabljenimi
algoritmi ni, ker si morajo vsi algoritmi vsa zˇe pregledana stanja shraniti v
mnozˇico zˇe obiskanih stanj. Ta metoda ne samo znatno pohitri resˇevanje,
temvecˇ je tudi nujna za pravilnost resˇevanja, ker bi se drugacˇe algoritmi ujeli
v neskoncˇne cikle in vedno znova pregledovali ena in ista stanja. Zaradi tega
je visoka prostorska zahtevnost nujno zlo pri resˇevanju Sokobana.
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Shranjena stanja
Problem BFS DFS A* HM A* HH IDA* HM IDA* HH
p1.txt 314 163 199 256 289 274
p2.txt 1712 1156 1476 1527 1483 1580
p3.txt 303 273 291 261 305 304
p4.txt 695 212 647 609 678 641
p5.txt 1130 636 1123 1123 1138 1130
p6.txt 655 510 654 654 663 666
p7.txt 718 448 692 668 700 673
p8.txt 752 752 680 721 735 737
p9.txt 1179 1443 1077 1067 1109 1106
p10.txt 1297 1065 1274 1296 1289 1318
p11.txt 3356 2279 3163 3116 3202 3221
p12.txt 931 584 925 922 931 930
p13.txt 5983 2586 5868 5790 5922 5799
p14.txt 1551 460 1519 1480 1547 1514
p15.txt 10312 8443 10061 9876 10173 9994
p16.txt 474 450 407 351 395 460
p17.txt 239894 45169 239720 239674 239900 239770
p18.txt 296074 14287 295524 294959 295710 295183
p19.txt 74910 40983 61066 54270 64067 60570
p20.txt 382604 92174 368386 340126 378142 370322
Tabela 5.1: Sˇtevilo shranjenih stanj med resˇevanjem (HM – hevristika z




V diplomskem delu smo predstavili aplikacijo za analizo delovanja algoritmov
pri resˇevanju problemov Sokoban. V njej smo implementirali nekaj nujnih
funkcionalnosti, ki jih potrebuje kot aplikacija za analizo resˇevalnih algo-
ritmov, kot so vizualizacija delovanja algoritmov, zajemanje in vizualizacija
relevantnih podatkov o delovanju, shranjevanje in vizualizacija resˇitve ter
vizualno ustvarjanje in urejanje stopenj Sokobana.
Ko smo aplikacijo testirali, smo ugotovili, da izbira primernega algoritma
najbolj vpliva na ucˇinkovitost resˇevanja. Algoritem IDA* je najhitreje nasˇel
resˇitev problemov iz testnih mnozˇic, hkrati pa je najdena resˇitev bila naj-
boljˇsa oziroma zelo blizu najboljˇsi resˇitvi, saj se je njena dolzˇina vecˇinoma
ujemala z dolzˇino resˇitve algoritma BFS. S tem smo potrdili ugotovitev v
znanstveni literaturi, da je algoritem IDA* najverjetneje najboljˇsi algoritem
za resˇevanje Sokobana [24], hkrati pa smo dokazali, da nasˇa aplikacija deluje
pravilno. Poleg tega pa je pri algoritmih, ki so vrsta informiranega prei-
skovanja, ravno tako pomembna izbira primerne hevristike. Iz rezultatov
testiranja algoritmov A* in IDA* lahko sklepamo, da so pri Sokobanu vseka-
kor ucˇinkovitejˇse hevristike, ki so manj racˇunsko zahtevne, saj natancˇnejˇse
hevristike ne zagotovijo hitreje najdene resˇitve. Algoritmi, ki spadajo pod
neinformirano preiskovanje, pa so se izkazali za neucˇinkovite. Algoritem BFS
je najbolj prostorsko potraten od uporabljenih algoritmov, resˇitve algoritma
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DFS pa so, kljub hitremu delovanju in najmanjˇsi prostorski potratnosti le-
tega v primerjavi z drugimi algoritmi, predolge in s tem neuporabne.
Aplikacija je na voljo na spletnem repozitoriju GitHub [2], ki je javno
dostopen z namenom proste uporabe. Aplikacijo lahko prenese ter prosto
uporablja in spreminja kdor koli, saj je njen poglaviten namen sˇirjenje znanja
o problemu Sokoban.
Razvita aplikacija deluje pravilno, vendar je sˇe veliko stvari, ki bi se jih
dalo dodati ali pa izboljˇsati. Lahko bi recimo izboljˇsali videz aplikacije ali pa
dodali funkcionalnost, ki bi uporabniku omogocˇala, da bi spisal svoj lasten
algoritem, ki bi ga nato lahko analiziral v aplikaciji. Potrebna bi bila tudi
izboljˇsava vizualizacijskega algoritma, saj lahko postane izrisano drevo stanj
preveliko (zaradi velikega sˇtevila stanj v iskalnem drevesu). Zaradi tega bi
bila potrebna optimizacija izrisa, ki bi zmanjˇsala velikost izrisanega drevesa
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Problem Cˇas resˇevanja [s] Dolzˇina resˇitve Pregledana stanja Podvojena stanja Robna stanja Detektirana zamrznjena stanja
p1.txt 0,03 11 296 169 18 0
p2.txt 0,05 41 1678 928 34 4
p3.txt 0,01 30 300 162 3 3
p4.txt 0,01 37 691 376 4 4
p5.txt 0,02 43 1126 690 4 0
p6.txt 0,01 38 655 388 0 1
p7.txt 0,01 34 714 425 4 3
p8.txt 0,01 36 742 433 10 1
p9.txt 0,01 30 1155 683 24 1
p10.txt 0,02 56 1294 777 3 3
p11.txt 0,08 42 3330 1926 26 34
p12.txt 0,06 55 930 515 1 5
p13.txt 0,13 61 5975 3587 8 3
p14.txt 0,02 55 1544 872 7 3
p15.txt 0,22 120 10290 6266 22 6
p16.txt 0,00 26 458 256 16 4
p17.txt 67,56 109 239890 141990 4 805
p18.txt 61,43 219 296046 170667 28 789
p19.txt 6,23 67 73799 40325 1111 777
p20.txt 113,88 54 382372 238584 232 1826
Tabela A.1: Resˇevalni podatki algoritma BFS.
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Problem Cˇas resˇevanja [s] Dolzˇina resˇitve Pregledana stanja Podvojena stanja Robna stanja Detektirana zamrznjena stanja
p1.txt 0,00 37 142 67 21 0
p2.txt 0,02 59 1136 624 20 3
p3.txt 0,00 30 264 138 9 2
p4.txt 0,00 37 203 102 9 1
p5.txt 0,01 73 601 333 35 0
p6.txt 0,01 44 493 276 17 1
p7.txt 0,01 40 429 241 19 3
p8.txt 0,01 40 734 417 18 2
p9.txt 0,02 68 1407 819 36 2
p10.txt 0,01 62 1039 601 26 3
p11.txt 0,04 49 2248 1281 31 29
p12.txt 0,01 61 563 294 21 3
p13.txt 0,04 211 2507 1428 79 1
p14.txt 0,00 63 431 216 29 1
p15.txt 0,11 296 8319 4968 124 6
p16.txt 0,00 42 431 239 19 3
p17.txt 2,66 1145 44585 25833 584 58
p18.txt 0,78 473 14098 7797 189 68
p19.txt 1,07 1298 40533 22501 450 384
p20.txt 3,57 274 91962 57204 212 587
Tabela A.2: Resˇevalni podatki algoritma DFS.
Problem Cˇas resˇevanja [s] Dolzˇina resˇitve Pregledana stanja Podvojena stanja Robna stanja Detektirana zamrznjena.stanja
p1.txt 0,01 11 172 83 27 0
p2.txt 0,03 41 1429 773 47 4
p3.txt 0,00 30 286 151 5 3
p4.txt 0,01 37 633 334 14 3
p5.txt 0,02 43 1116 682 7 0
p6.txt 0,01 38 653 386 1 1
p7.txt 0,01 34 685 405 7 3
p8.txt 0,01 36 666 382 14 1
p9.txt 0,02 30 1049 614 28 1
p10.txt 0,02 56 1266 756 8 3
p11.txt 0,08 42 3116 1779 47 33
p12.txt 0,01 55 922 509 3 5
p13.txt 0,16 61 5838 3488 30 2
p14.txt 0,02 55 1504 843 15 3
p15.txt 0,28 120 10013 6070 48 6
p16.txt 0,01 26 384 205 23 4
p17.txt 168,73 109 239661 141804 59 805
p18.txt 133,88 219 295456 170278 68 789
p19.txt 7,22 67 59538 32118 1528 627
p20.txt 299,75 54 365511 225593 2875 1796
Tabela A.3: Resˇevalni podatki algoritma A* pri uporabi hevristike z Man-
hattansko razdaljo.
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Problem Cˇas resˇevanja [s] Dolzˇina resˇitve Pregledana stanja Podvojena stanja Robna stanja Detektirana zamrznjena stanja
p1.txt 0,01 11 239 134 17 0
p2.txt 0,05 43 1467 782 60 5
p3.txt 0,01 30 246 122 15 1
p4.txt 0,02 37 589 305 20 3
p5.txt 0,08 43 1116 682 7 0
p6.txt 0,01 38 653 386 1 1
p7.txt 0,01 34 653 380 15 3
p8.txt 0,01 36 701 400 20 1
p9.txt 0,02 30 1024 587 43 1
p10.txt 0,03 58 1292 775 4 3
p11.txt 0,10 45 3045 1716 71 32
p12.txt 0,02 55 918 506 4 5
p13.txt 0,24 61 5736 3411 54 2
p14.txt 0,03 57 1460 813 20 3
p15.txt 0,39 120 9801 5912 75 6
p16.txt 0,01 26 326 167 25 4
p17.txt 225,21 115 239572 141717 102 805
p18.txt 205,22 229 294761 169761 198 789
p19.txt 8,82 68 52144 27799 2126 583
p20.txt 443,31 58 329160 195004 10966 1756
Tabela A.4: Resˇevalni podatki algoritma A* pri uporabi hevristike z
Madzˇarsko metodo.
Problem Cˇas resˇevanja [s] Dolzˇina resˇitve Pregledana stanja Podvojena stanja Robna stanja Detektirana zamrznjena stanja
p1.txt 0,00 11 264 144 25 0
p2.txt 0,01 41 1446 788 37 4
p3.txt 0,00 30 298 159 7 3
p4.txt 0,00 37 663 353 15 4
p5.txt 0,01 43 1132 695 6 0
p6.txt 0,00 38 661 390 2 1
p7.txt 0,00 34 691 410 9 3
p8.txt 0,00 36 720 416 15 1
p9.txt 0,00 30 1085 637 24 1
p10.txt 0,01 56 1281 763 8 3
p11.txt 0,02 42 3164 1815 38 33
p12.txt 0,00 55 928 513 3 5
p13.txt 0,03 61 5894 3527 28 2
p14.txt 0,01 57 1534 864 13 3
p15.txt 0,03 124 10135 6156 38 6
p16.txt 0,00 26 383 209 12 4
p17.txt 2,75 111 239877 141968 23 805
p18.txt 3,22 219 295648 170401 62 789
p19.txt 0,50 67 62522 33783 1545 647
p20.txt 8,38 55 376588 234036 1554 1809
Tabela A.5: Resˇevalni podatki algoritma IDA* pri uporabi hevristike z Man-
hattansko razdaljo.
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Problem Cˇas resˇevanja [s] Dolzˇina resˇitve Pregledana stanja Podvojena stanja Robna stanja Detektirana zamrznjena stanja
p1.txt 0,03 11 257 143 17 0
p2.txt 0,03 41 1530 823 50 5
p3.txt 0,01 30 298 160 6 3
p4.txt 0,01 37 627 334 14 3
p5.txt 0,01 45 1123 689 7 0
p6.txt 0,01 42 665 393 1 1
p7.txt 0,01 38 664 390 9 3
p8.txt 0,01 36 722 417 15 1
p9.txt 0,01 30 1068 616 38 1
p10.txt 0,01 58 1317 790 1 3
p11.txt 0,02 46 3173 1813 48 32
p12.txt 0,01 55 926 511 4 5
p13.txt 0,02 61 5744 3420 55 2
p14.txt 0,01 59 1495 837 19 3
p15.txt 0,04 122 9929 6002 65 6
p16.txt 0,00 26 436 234 24 4
p17.txt 3,63 113 239656 141766 114 804
p18.txt 3,56 229 295043 169980 140 789
p19.txt 0,65 68 58597 31498 1973 623
p20.txt 9,78 59 365617 224365 4705 1784
Tabela A.6: Resˇevalni podatki algoritma IDA* pri uporabi hevristike z
Madzˇarsko metodo.
Dodatek B
Grafi spreminjanja globine za
probleme iz testnih mnozˇic
Slika B.1: Graf spreminjanja globine med resˇevanjem problema p1.
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Slika B.2: Graf spreminjanja globine med resˇevanjem problema p2.
Slika B.3: Graf spreminjanja globine med resˇevanjem problema p3.
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Slika B.4: Graf spreminjanja globine med resˇevanjem problema p4.
Slika B.5: Graf spreminjanja globine med resˇevanjem problema p5.
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Slika B.6: Graf spreminjanja globine med resˇevanjem problema p6.
Slika B.7: Graf spreminjanja globine med resˇevanjem problema p7.
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Slika B.8: Graf spreminjanja globine med resˇevanjem problema p8.
Slika B.9: Graf spreminjanja globine med resˇevanjem problema p9.
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Slika B.10: Graf spreminjanja globine med resˇevanjem problema p10.
Slika B.11: Graf spreminjanja globine med resˇevanjem problema p11.
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Slika B.12: Graf spreminjanja globine med resˇevanjem problema p12.
Slika B.13: Graf spreminjanja globine med resˇevanjem problema p13.
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Slika B.14: Graf spreminjanja globine med resˇevanjem problema p14.
Slika B.15: Graf spreminjanja globine med resˇevanjem problema p15.
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Slika B.16: Graf spreminjanja globine med resˇevanjem problema p17.
Slika B.17: Graf spreminjanja globine med resˇevanjem problema p18.
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Slika B.18: Graf spreminjanja globine med resˇevanjem problema p19.
Slika B.19: Graf spreminjanja globine med resˇevanjem problema p20.
