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• We investigate how hierarchical models improve point estimates of subject-level parameters.
• One accuracy measure used is the correlation between the model parameter and the subject’s trait variable.
• Another accuracy measure used is the root mean square error from the true parameter.
• For both measures, the conditions under which the hierarchical model is superior to other non-hierarchical methods are clarified.
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a b s t r a c t
Computational models have been used to analyze the data from behavioral experiments. One objective
of the use of computational models is to estimate model parameters or internal variables for individual
subjects from behavioral data. The estimates are often correlated with other variables that characterize
subjects in order to investigate which computational processes are associated with specific personal
or physiological traits. Although the accuracy of the estimates is important for these purposes, the
parameter estimates obtained from individual subject data are often unreliable. To solve this problem,
researchers have begun to use hierarchicalmodeling approaches to estimate parameters of computational
models from multiple-subject data. It is widely accepted that the hierarchical model provides reliable
estimates compared to other non-hierarchical approaches. However, how and under what conditions
the hierarchical models provide better estimates than other approaches has yet to be systematically
investigated. This study attempts to investigate these issues, focusing on two measures of estimation
accuracy: the correlation between estimates of individual parameters and subject trait variables and the
absolute measures of error (root mean squared error, RMSE) of the estimates. An analytical calculation
based on a simple Gaussian model clarifies how the hierarchical model improves the point estimates of
these two measures. We also performed simulation studies employing several realistic computational
models based on the synthesized data to confirm that the theoretical properties hold in realistic
situations.
© 2016 The Author(s). Published by Elsevier Inc.
This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Computational models that provide trial-by-trial predictions of
subjects’ behavior have been recognized as a valuable tool for in-
vestigating underlying neural, cognitive, and psychological pro-
cesses (Corrado & Doya, 2007; Daw, 2011; Lee & Wagenmakers,
2014; O’Doherty, Hampton, & Kim, 2007; Yechiam, Busemeyer,
Stout, & Bechara, 2005). One purpose of using these computational
Abbreviations: HB, hierarchical Bayes; EB, empirical Bayes; MLE, maximum
likelihood estimation; SEIP, standard error (of single-subject MLE) of the individual
parameter; LL, log-likelihood; SDT, signal detection theory; RL, reinforcement
learning; s.d., standard deviation.
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http://dx.doi.org/10.1016/j.jmp.2016.03.007
0022-2496/© 2016 The Author(s). Published by Elsevier Inc. This is an open access artmodels is to estimate latent variables underlying the computa-
tional processes. The estimates are often correlated with neural
signals (e.g., from functional magnetic resonance imaging, fMRI) to
find brain regions that represent the internal variables (O’Doherty,
Dayan, Friston, Critchley, & Dolan, 2003; O’Doherty et al., 2004,
2007; Tanaka et al., 2004). Other applications use the estimates
of model parameters to characterize individual subjects. In such
applications, the parameter estimates of individual model param-
eters are correlated with trait variables of individual subjects1
1 If the individual difference is the phasic state caused by an experimental
manipulation, it should be called ‘‘state’’ variable rather than trait variable.
However, we use ‘‘trait’’ throughout this paper for brevity.
icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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sonality trait, and the degree of mental disorders) to investigate
which parameter is related to which personal trait (Huys et al.,
2012; Katahira, Fujimura, Matsuda, Okanoya, & Okada, 2014; Ku-
nisato et al., 2012; Lindström, Selbing, Molapour, & Olsson, 2014;
Otto, Raio, Chiang, Phelps, & Daw, 2013; Sakamoto, Somatori,
Okubo, & Kunisato, 2015; Suzuki et al., 2012; Yechiam et al., 2005).
For both applications, obtaining accurate parameter estimates for
individual subjects is an important first step.
A typical experiment entails data from multiple subjects.
One method of addressing multiple-subject data in model-based
analysis is to separately estimate different parameter sets for
each subject’s data using maximum likelihood estimation (MLE).
This method is called single-subject MLE. Single-subject MLE is a
straightforward approach for considering individual differences.
However, such individual-level independent analysis often yields
unreliable estimates, especially when the number of trials is
limited. Recently, a hierarchical modeling approach that includes
the group-level population distribution of model parameters has
been used to estimate parameters at the individual level (Ahn,
Krawitz, Kim, Busemeyer, & Brown, 2011; Ahn et al., 2014; Guitart-
Masip et al., 2012; Huys et al., 2011, 2012; Suzuki, Adachi,
Dunne, Bossaerts, & O’Doherty, 2015). A hierarchical model can
incorporate group tendencies aswell as individual differences (e.g.,
Ahn et al., 2011). It is widely recognized that the hierarchical
model approach can provide reliable estimates compared to
parameter estimates that are separately estimated for each subject
(i.e., single-subject MLE).
Our primary focus in this paper is related to the second
purpose of using computational models, i.e., estimating the
correlation between the model parameter for individual subjects
and the trait variables associated with the subjects. It is well
known that a hierarchical model induces ‘‘shrinkage’’ of the
individual parameter estimates towards the population mean
(Efron & Morris, 1977). Thus, it appears to somehow distort
the relative parameter estimates among individuals. Such a
distortion could worsen the estimates of correlation between
the parameter estimates and trait variables. Considering this, a
natural question is howandunderwhat conditions the hierarchical
modeling approach can improve the estimates of the correlation.
Although some studies have evaluated the correlations between
the parameter estimates of HB and true parameters by using
simulations (e.g., Farrell & Ludwig, 2008), this question has not yet
been examined either systematically or analytically. We address
this by combining theoretical analysis of a simple Gaussian model
and systematic simulations based on several practical models.
In addition, we examine the absolute-estimation error of
estimates for individual parameters. Whereas the absolute values
of the parameter estimates do not affect the estimates of
correlation given the relative values among subjects, if the
model estimates are used to construct regressors for neural or
physiological activity data, the absolute values of the estimates
do matter. For example, the regressor obtained from different
parameter values (e.g., temporal discount rate) is correlated with
blood-oxygen-level dependent (BOLD) signals from different brain
regions (Tanaka et al., 2004; seeWilson&Niv, 2015 for a discussion
on robustness against mistuning of model parameters). For this
purpose, single-parameter sets that maximize the likelihood for
aggregated entire subject data have often been used to obtain
stable regressors. This approach is called the fixed-effectMLE. How
and under what conditions the fixed-effect MLE outperforms the
single-subject MLEwith respect to absolute errors in the estimates
and what advantages are provided by hierarchical modeling for
this purpose are investigated in this paper.
We discuss these issues for point estimates rather than for the
entire posterior distribution of the model parameters. Practically,many methods in cognitive neuroscience and psychology still rely
on point estimates, though full Bayesian analysis is becoming
popular. The following reasons describe why point estimates
are useful: first, when parameter estimates are used for fMRI
analysis, regression is performed for each voxel. The target
voxels can easily become greater than tens of thousands in
number. Thus, incorporating the full posterior distribution of the
model parameter is often infeasible. Although recent studies have
attempted to combine the BOLD signal and behavioral data in
a unified full Bayesian framework (Turner et al., 2013; Turner,
Van Maanen, & Forstmann, 2015), these methods are currently
not scalable to whole-brain, massive voxel data. Second, the point
estimates are easily visualized using correlation plots. In addition,
they can be easily submitted to traditional, mature analysis that
many researchers are still familiar with, although the full Bayesian
approach might be superior, in principle (Kruschke, 2013, 2014).
Because we focus on the point estimates, we do not claim that
the present study concerns the general properties of Bayesian
inference in computational models. However, our theoretically
derived results will also contribute to an understanding of the
properties of hierarchical (full) Bayesian approaches.We also focus
on estimates of parameters at the individual level, rather than
those at the group level. In many situations in psychology, the
population (the group level) distribution is the main concern,
rather than the parameters of individual subjects. However,
there are cases in which individual model parameters matter, as
discussed above.
This paper is organized as follows. In Section 2, we formally
describe the problem settings. We then analyze a simple Gaussian
model as a model for individual subject responses in Section 3.
This model is analytically tractable, and we gain several general
insights. Next, in Section 4, we perform numerical simulations
to confirm that the properties clarified by the analysis of the
Gaussian model also hold in various models that have been
influential in psychology and cognitive neuroscience. The models
include psychophysical functions, signal detection theory (SDT),
a response time (RT) distribution model, and a reinforcement
learning (RL) model (Q-learning model). In Section 5, we discuss
several implications of the results in terms of the fit of the
computational model to multiple-subject data.
2. Problem formulation
Here, we formally describe the scenario that this paper
considers. Suppose that we obtain the behavioral data of N
subjects. Each subject experiences a total of Ti trials. The response
(or action) at the tth trial of the ith subject is denoted by
xit . Computational models represent the internal computational
processes of the subjects and predict the responses of the subjects.
Specifically, the models predict how likely the subjects are to
exhibit a response at trial t . This prediction is represented as
p(xit; θi). This is a probability density function if the response xit
takes on continuous values but is a probability mass function if the
response is defined as a discrete set. θi = (θi,1, . . . , θi,M) denotes
the parameter set of the computational model for the ith subject,
where themth parameter for the ith subject is denoted by θi,m. The
response of the ith subject is denoted as xi = (xi1, . . . , xit), and all
of the subjects’ responses are denoted as x = (x1, . . . , xN).
The main task considered in this paper is estimating the
parameter set θi from the given behavioral data. To focus on
the accuracy of the parameter estimation, we assume that the
fitted model includes the true model and can exactly represent
the underlying computational processes with an appropriate
parameter set. The issues of mis-specification of the model and
model comparison are not addressed in this paper.
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The single-subject analysis assumes that parameters can vary
from subject to subject (parameters are regarded as random
effects). This approach separately estimates the parameters using
individual subject data. With the single-subject MLE, a parameter
set θi thatmaximizes the log-likelihood for each subject is obtained
from the subject’s data:
θˆi = argmax
θi
l(xi; θi), l(xi; θi) =
Ti
t=1
log p(xit; θi). (1)
This approach is also called ‘‘MLE at the individual level’’ (Ahn et al.,
2011).
2.2. Fixed-effect MLE
The fixed effect analysis aggregates model predictions across
subjects, and a single set of parameters θ fit to the entire data set
is used as the set of estimates. This approach assumes that the
parameters are homogeneous over all subjects, i.e., the parameters
are assumed to be fixed effects. The fixed-effect MLE uses the
parameter set θ that maximizes the aggregated log-likelihood as
the estimates of the individual parameter set θi:
θˆi = argmax
θ
l(x; θ) ∀i, l(x; θ) =
N
i=1
Ti
t=1
log p(xit; θ). (2)
The fixed-effect MLE is often employed to generate regressors for
model-based fMRI analysis (e.g., Daw, Gershman, Seymour, Dayan,
& Dolan, 2011; Daw, O’Doherty, Dayan, Seymour, & Dolan, 2006;
Gershman, Pesaran, & Daw, 2009; Katahira et al., 2015; Li, Schiller,
Schoenbaum, Phelps, & Daw, 2011; Pessiglione, Seymour, Flandin,
Dolan, & Frith, 2006; Schönberg, Daw, Joel, & O’Doherty, 2007;
Valentin & O’Doherty, 2009). It is often stated that unregularized
random-effect parameter estimates (corresponding to single-
subject MLE) tend to be too noisy for generating reliable results
related to neural activities. This is why the fixed effect estimates
are frequently used for such purposes. This approach is also called
‘‘MLE at the group-level analysis’’ (Ahn et al., 2011).
2.3. Hierarchical model
In hierarchical models, the parameters for individual subjects
are assumed to be drawn from a population distribution that
is shared by all subjects within a group. For example, each
component of the parameter set θi for the ith subject is assumed
to be independently drawn from a Gaussian distribution:
θi,m ∼ N (µm, τ 2m), (3)
where N (µ, τ 2) represents a Gaussian distribution with mean µ
and variance τ 2.
A commonly used method for estimating the parameters for
a hierarchical model is to perform a full Bayesian inference
(Gelman et al., 2013). This inference estimates the entire posterior
distribution of both the population parameters and individual
parameters given data set x:
p(θ,µ, τ|x) = p(µ, τ|x)
N
i=1
p(θi|µ, τ, x) (4)
whereµ = (µ1, . . . µM), τ = (τ1, . . . , τM). This approach is called
the hierarchical Bayesian (HB) approach. As we consider the point
estimate of each parameter, for the estimate of θi, the mode of the
marginalized posterior p(θi|x) is used:
θˆi = argmax
θi
p(θi|x), (5)where
p(θi|x) =

dµdτp(θi|µ, τ, x)p(µ, τ|x). (6)
This is called themaximuma posteriori (MAP) estimate. In general,
this integral is analytically intractable and is numerically obtained
using the Markov chain Monte Carlo (MCMC) method.
Other approaches to estimate the hierarchical model include
estimating point estimates of a population parameter set instead
of estimating their posterior distribution. This method is called
the empirical Bayes (EB) or type-II maximum likelihood. For the
Gaussian population case, the point estimate of the population
parameter set (µˆ, τˆ) is obtained so that the marginal likelihood:
p(x|µ, τ) =
N
i=1

dθip(xi|θi)p(θi|µ, τ) (7)
is maximized. Then, point estimates of the individual parameters
are given as the maximum of the posterior of the individual
parameters θi given the population distribution:
θˆi = argmax
θi
p(θi|µˆ, τˆ). (8)
The population distribution p(θi|µˆ, τˆ) acts as a common
prior distribution for the individual parameters. In general,
this maximization is not straightforward. To address this, Huys
et al. (2011) used the expectation–maximization (EM) algorithm
(Dempster, Laird, & Rubin, 1977). In this paper, we use the EB
method only for analyzing theGaussianmodel, which enables us to
perform analytic evaluations of the parameter estimates. We also
perform full Bayesian analysis basedon theMCMCmethod.Wewill
confirm that the results of the EB should not substantially differ
from those of the full Bayesianmethods in terms of the accuracy of
the point estimates of the individual parameters.
2.4. Correlation measure
As ameasure of the correlation between amodel parameter and
a trait variable that characterizes subjects, we consider the Pearson
product-moment correlation coefficient, which is denoted by ρ.
The definition of ρ for two random variables x and y is
ρx,y = Cov(x, y)√
Var(x)
√
Var(y)
(9)
where ‘‘Cov’’ represents the covariance and ‘‘Var’’ represents the
variance. The correlation coefficient ρ is a measure of the degree
of linear dependence of two variables. In this paper, we only
consider the linear dependence of individual model parameters
and trait variables. Thus, this measure is suitable for this study.
We simply refer to this as the correlation coefficient. Usually, ρ is
estimated based on samples of the random variables (x1, . . . , xN)
and (y1, . . . , yN) by computing the sample correlation coefficient,
which is denoted by r . The sample correlation coefficient r of x and
y is defined by
rx,y =
N
i=1
(xi − x¯)(yi − y¯)
N
i=1
(xi − x¯)2

N
i=1
(yi − y¯)2
, (10)
where x¯ denotes the sample mean of x.
Next, we derive the analytical expressions of the correlation co-
efficients under our assumptions. Here, we derive the expressions
of the (true) population correlation coefficients (ρ), but as we dis-
cussed in Appendix B, this is also good description of the expected
40 K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58sample correlation coefficient r when the number of subjects N is
sufficiently large. The correlation coefficients we consider are il-
lustrated in Fig. 1. As in Eq. (3), we assume that the true param-
eter θi,m independently obeys a Gaussian distribution with mean
µm and variance τ 2m. We denote a trait variable that characterizes
the subject i by ξi. We assume that ξi is the linear transformation
of the noise-contaminated θi,m:
ξi = am(θi,m + zi,m)+ bm, i = 1, . . . ,N (11)
where zi,m ∼ N (0, σ 2ξ ). When there is no correlation between
parameter θm and trait variable ξ , am = 0. The correlation
coefficient between θm and ξ is
ρθm,ξ = sign(am) ·
τm
τ 2m + σ 2ξ
, (12)
where sign(a) = 1, 0, or −1 depending on whether a > 0,
a = 0, or a < 0, respectively. The parameter estimate of θi,m is
represented as
θˆi,m = θi,m + δi,m (13)
where δi,m denotes the estimation error for parameter θi,m. We
assume that the estimation error δi,m and the noise in the
relation between two variables, zi,m, are independent. Under this
assumption, the correlation coefficients are
ρθˆm,ξ = sign(am) ·
τ 2m
Var(θˆm)

τ 2m + σ 2ξ
, (14)
ρθˆm,θm =
τm
Var(θˆm)
, (15)
ρθm,ξ = sign(am) ·
τm
τ 2m + σ 2ξ
. (16)
See Appendix A for the details of the derivation. From these results,
we can observe the following relation:
ρθˆm,ξ = ρθˆm,θm · ρθm,ξ . (17)
This suggests that the correlation between the parameter esti-
mates and the trait variable, ρθˆm,ξ , is proportional to the correla-
tion between the parameter estimates and true parameter values,
ρθˆm,θm . In otherwords, themore correlated the parameter estimate
θˆm is to the true parameter θm, the more correlated the parameter
estimate is to the trait variable (if a non-zero correlation indeed
exists between the model parameter and the trait variable). Note
that this relation concerns the true correlation coefficients rather
than the sample correlations. The sample correlation has a bias
that causes an underestimation of the correlation (see Appendix B).
However, when the sample size is sufficiently large, this relation
would be expected to hold. We can consider ρθˆm,θm as a reduction
factor that quantifies how the estimated correlation coefficient is
reduced by the estimation error. For instance, assume that the true
correlation coefficient ρθˆm,θm is 0.7 and that ρθm,ξ is 0.8. Then, the
expected value of the sample correlation coefficient rθˆ ,ξ is approx-
imately 0.7 × 0.8 = 0.56 when N is large enough. Because ρθm,ξ
is independent of the estimates, wemainly analyze the correlation
coefficient between the estimated parameter and true parameter,
ρθˆm,θm , as a measure of the accuracy of the correlation estimates of
single-subject MLE and hierarchical models. If wewant to evaluate
the correlations between parameter estimates and trait variables
based on the following results, we can do so by multiplying ρθm,ξ ,
which is the true correlation between the true parameter and the
trait variable.2.5. Measure of the absolute error of the parameter estimates
The absolute error of the model parameter estimates, rather
than the relative values among the subjects, is particularly
important for constructing regressors for neural activities. The
absolute error of the point estimates of the parameters at the
individual level is evaluated by computing the root mean square
error (RMSE). The RMSE is defined as the root of the square error
between the true value of themth parameter of the ith subject:
RMSE =
 1
N
N
i=1
(θˆi,m − θi,m)2. (18)
Usually, the RMSE is reported as the average value of several
simulation runs (thus, averaged over the sample realizations of
θi and xit ). For a theoretical analysis of the Gaussian models, it
is easier to analyze the expectation of the mean square error
(MSE). Thus, only for the Gaussian models, we report the root
of the expected value of the MSE (
√
E [MSE]) rather than the
expected value of the root-MSE (E[√MSE]) as the RMSE. Using
simulations, we confirmed that this substitution only produces a
slight difference in the mean values and does not qualitatively
influence the results (data not shown).
3. One-dimensional Gaussian model
First, we investigate the basic properties of the estimates of
three approaches based on a simple individual model with a
one-dimensional Gaussian distribution (Gelman et al., 2013). The
purpose of using this model is to extract the general properties of
the point estimates of the threemethods using theoretical analysis.
Thus, we do not intend to consider this model to be a realistic
model for behavioral data. The basic structure of the model is
shown in Fig. 2. The model parameter at the individual level is
the mean parameter θi, which can vary from subject to subject
and is assumed to be drawn from a common Gaussian distribution
θi ∼ N (µ, τ 2). The point estimates of the individual parameters
θi are denoted by θˆi. The response xit of the ith subject at the tth
trial is assumed to obey a one-dimensional Gaussian distribution
(Fig. 2, left panel):
xit ∼ N (θi, ν2i ). (19)
Here, ν2i represents the trial-to-trial variance within subjects for
the ith subject. The sample mean of each subject follows
x¯i = 1Ti
Ti
t=1
xit ∼ N (θi, σ 2i ), (20)
where σi = νi/√Ti (Fig. 2, right panel). We assume that the values
of νi and σ 2i are known. Varying the number of trials Ti and varying
the within-subject variance νi given the same change in σi has the
same effect on the estimation; thus, we only consider σi in the
subsequent analyses. As we will describe later, the single-subject
MLE for this model is just the sample mean. Thus, σi corresponds
to the standard deviation of the estimate of the single-subjectMLE.
In other words, σi also corresponds to the standard error (SE) of
the estimates of the individual parameter (θˆ ) of the single-subject
MLE; thus, we simply refer to this quantity as SEIP. The SEIP is
an important quantity for extending the following results to the
general properties of various estimation methods. Specifically, as
σi reflects the unreliability of the parameter estimates of individual
subjects, analyzing the effects of different σi will tell us how
the reliability of the estimates at the individual level influences
the estimates. The effects of heterogeneity in the reliability of
individual parameter estimates (measured by SEIP) have been
K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58 41Fig. 1. Illustration of the decomposition of the correlation between a parameter estimate and a trait variable. The correlation coefficient (asymptotic value of the sample
correlation coefficient) between the parameter estimate θˆ and trait variable ξ (A) is decomposed into that between the true parameter θ and trait variable ξ (B) and that
between the parameter estimate θˆ and true parameter θ (C).Fig. 2. Illustration of the assumption about the group data generation and the
hierarchical model. Here, the one-dimensional Gaussian model is assumed for
concreteness. SEIP, standard error of the individual parameter.
discussed in the literature on linearmixed-effects models (Baayen,
Davidson, & Bates, 2008; Pinheiro & Bates, 2006).
Regarding the distribution ofσ 2i , we consider three cases,which
are described below.
Case 1—Homogeneous SEIP case
The first case assumes that the SEIP is common to all subjects:
σ 2i = σ 2 ∀i.
Case 2—Two SEIP groups case
The second case is a simple form that considers the effect of
the heterogeneity of the SEIP. Half of the subjects share a small
SEIP (i.e., low unreliability; σi = σL, i = 1, . . . ,N/2), and theother half have a large SEIP (i.e., high unreliability; σi = σH , i =
N/2 + 1, . . . ,N). Fig. 2 illustrates this case: Subject 1 and Subject
2 experience a relatively large number of trials (Ti = 15) and
thus have a smaller SEIP, while Subject 3 and Subject 4 experience
relatively fewer trials (Ti = 5) and thus have a larger SEIP. For the
analysis, we parametrized σL and σH using the mean SEIP σM and a
constant d (0 ≤ d ≤ 1) as
σL = (1− d) · σM ,
σH = (1+ d) · σM .
Case 3—Uniformly distributed SEIP
Case 3 assumes that σi obeys a uniform distribution U(0.5σM ,
1.5σM). We examine this condition to show that the effect of
heterogeneity of the SE is general. For this case, an analytical
calculation is infeasible; thus, we only performed numerical
simulations.
3.1. Single-subject MLE
Single-subject MLE for the mean of the parameter is obtained
using individual data of each subject. The estimates are
θˆ
(SS)
i = x¯i =
1
Ti
Ti
t=1
xit ∀i. (21)
These are the sample average for each subject and follow the
Gaussian distribution with mean θi and variance σ 2i , as we
mentioned before.
3.2. Fixed-effect MLE
The fixed effect MLE assumes that a common parameter θ is
shared by all subjects. For this one-dimensional Gaussian case, we
have
θˆ (FE) =
N
i=1
x¯i
σ 2i
N
i=1
1
σ 2i
. (22)
For the homogeneous reliability case (Case 1), this is reduced to
θˆ (FE) = 1
N
N
i=1
x¯i, (23)
which is a simple average across all of the samples, ignoring the
labels of the subjects.
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To obtain the estimates of the individual parameters θi based
on EB, we first calculate the estimates of the parameters of the
population distribution (µ and τ ). EB provides the population
parameter estimates (µˆ, τˆ ) so as to maximize the marginal
likelihood. The estimates of the population parameters satisfy the
following two equations:
µˆ =
N
i=1
1
σ 2i +τˆ2
x¯i
N
i=1
1
σ 2i +τˆ2
, (24)
N
i=1
1
σ 2i + τˆ 2
=
N
i=1
(x¯i − µˆ)2
σ 2i + τˆ 2
2 . (25)
For details of the derivation, see Appendix C. The population
parameter estimates (µˆ, τˆ 2) can be obtained by solving these
equations. For Case 1, the solution of Eqs. (24) and (25) are
analytically obtained as
µˆ = 1
N
N
i=1
x¯i, (26)
τˆ 2 = 1
N
N
i=1
(x¯i − µˆ)2 − σ 2. (27)
In this case, µˆ equals the fixed-effect MLE value. From Eq. (27),
we see that τˆ 2 can be negative (Gelman et al., 2013). Thus, if the
solution for τˆ 2 of Eq. (27) is smaller than 0.1, we set τˆ 2 to 0.1. Given
the population distribution with these estimates as the prior, the
posterior of θi is the Gaussian distribution with mean
θ¯i = (1− wi)µˆ+ wix¯i (28)
and variance
1
1
τˆ2
+ 1
σ 2i
with a weight parameter
wi =
1
σ 2i
1
τˆ2
+ 1
σ 2i
, (29)
which determines the balance between each subject’s data and the
population mean. Here, we use the maximum a posteriori (MAP)
estimate as the estimate of θi, i.e., θˆ
(EB)
i = θ¯i.
3.4. Hierarchical Bayes
The full Bayesian approach (hierarchical Bayesian analysis)
imposes the prior distribution on the parameter at the group level
(µ and τ ). Here, we used a Gaussian distribution and a half Cauchy
distribution as the prior distributions:
µ ∼ N (0, 100), (30)
τ ∼ Cauchy(0, 10), (τ > 0). (31)
The posterior is obtained using a Markov chain Monte Carlo
(MCMC) method. See Appendix E.1 for the details. As a point
estimate, we again use the MAP estimation.3.5. Correlation coefficient
Here, we show the analytical expressions of the correlation
coefficient ρθˆ ,θ for the two SEIP groups case (Case 2), which can
be considered the asymptotic values of the sample correlation rθˆ ,θ
(Appendix B). The results of the homogeneous SEIP case (Case 1)
can be obtained as a special case with σH = σL = σ .
For single-subject MLE, the correlation coefficient is given by
ρ
(SS)
θˆ ,θ
= τ
τ 2 + σ 2L +σ 2H2
. (32)
For EB, ρθˆ ,θ given the estimate τˆ is
ρ
(EB)
θˆ ,θ
=
wL+wH
2 τ
(w2L+w2H )τ2
2 +
w2L σ
2
L +w2Hσ 2H
2
(33)
with
wL =
1
σ 2L
1
τˆ2
+ 1
σ 2L
, wH =
1
σ 2H
1
τˆ2
+ 1
σ 2H
.
It should be noted that ρ(EB)
θˆ ,θ
is independent of the true population
mean µ and its estimate, µˆ. Taking the derivative of Eq. (33) and
equating it to zero,we find thatρ(EB)
θˆ ,θ
takes amaximumvaluewhen
wH
wL
= τ
2 + σ 2L
τ 2 + σ 2H
, (34)
which is satisfied when τˆ is set to the true population s.d., τ .
When wL = wH , which occurs in Case 1 where σL = σH ,
ρ
(SS)
θˆ ,θ
and ρ(EB)
θˆ ,θ
are identical. This is an obvious result because the
wi’s are identical across subjects (because the σi’s are identical),
and the MAP estimate from EB is just a linear transformation of
the single-subject MLE estimate. The correlation coefficients are
invariant under a linear transformation of variables.
Fig. 3 presents two examples of the correlation plots of the
parameter estimates θˆ and the true parameter values θ that were
used for generating data. In Case 1 (Fig. 3(A)), the correlation
coefficients are identical between single-subject MLE and EB, even
though the parameter estimates of EB are pulled towards the
center of the population distribution (a shrinkage occurred). The
HB yielded very similar estimateswith EB, although the correlation
coefficients were slightly smaller.
In Case 2 (Fig. 3(B)), the correlation coefficients of EB and
HB were greater than that of single-subject MLE. This occurred
because the impact of unreliable subjects with σH = 6 was
suppressed in both EB and HB. The population distributions are
shown in the right area of each panel. For HB, the marginal
distributions in which µ and τ are marginalized out as p(θi|x) =
dµdτp(θi|µ, τ)p(µ, τ |x) are shown. The marginal distributions
tend to be heavier-tailed (solid lines), but for these cases, the
distributions have shapes that are very similar to that of the
Gaussian population distribution obtained using point estimates
of EB (dashed–dotted lines).
Fig. 4 shows contour maps that indicate how the correlation
coefficientρθˆ ,θ depends onwL andwH in Case 2 (with two different
heterogeneity values in SEIP: d = 0.5 and d = 0.2). The gray solid
line indicates the combination of wL and wH that is achieved by
varying the estimate of the population s.d. τˆ .When τˆ takes the true
value (τˆ = 4), the correlation coefficient is largest (ρθˆ ,θ = 0.744
for A and ρθˆ ,θ = 0.714 for B) because this satisfies Eq. (34), while
the single-subject MLE (corresponding towL = 1.0 andwH = 1.0)
yields smaller values. This suggests that thehierarchicalmodel (EB)
can yield better estimates of the correlation coefficient if usedwith
K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58 43Fig. 3. Correlation between true parameter θ and the estimates for the Gaussianmodel. (A) Homogeneous SEIP case (Case 1). The SEIPwas set to σ = 4. Datawere generated
from the Gaussian model with µ = 2, τ = 4, and N = 40. If the true value and estimates perfectly match, the data should lie on the diagonal broken line. (B) Two SEIP
groups case (Case 2). The SEIP was set to σL = 2 and σH = 6. The distributions plotted right of each panel show the estimated population distribution (see the main text).
The values of the sample correlation coefficients, r , are shown in legends. SS-MLE, single-subject MLE. HB, Hierarchical (full) Bayes. EB, empirical Bayes.Fig. 4. Contour map showing how the correlation coefficient between the EB estimates and true parameters (ρθˆ ,θ ) depends onwL andwH for Case 2 (two SEIP groups case).
(A) The case where the discrepancy in SEIP is relatively large (σL = 2, σH = 6). (B) The case where the discrepancy is relatively small (σL = 3.2, σH = 4.8). The gray, bold
lines represent the region attainable by EB with varying τˆ . Points are plotted per 0.5 steps.the appropriate estimate of the population variance. Even if the
population s.d. τˆ deviates from the true value, (e.g., see the region
from τˆ = 2 to τˆ = 7), the EB still results in a larger correlation
compared to single-subjectMLE. Additionally, the results show the
superiority of the hierarchicalmodel over single-subjectMLEwhen
the SEIP discrepancy is large (compare Fig. 4(A) and (B)).
Fig. 5(A)–(C) shows the dependency of the correlation coeffi-
cients on the (mean) SEIP. In general, the larger the SEIP is, the
smaller the correlation coefficient is. For the homogeneous SEIP
case (Case 1), the hierarchical model with EB and single-subject
MLE showed equivalent correlation coefficients as our analysis
predicted, while HB presented slightly smaller values. In contrast,
when the SEIP is heterogeneous (Case 2 and Case 3), both EB and
HB yielded better (higher) estimates of the correlation coefficient
compared to single-subject MLE. Fig. 5(D)–(F) shows the corre-
sponding results of the statistical hypothesis testing, where the
null-hypothesis is ρθˆ ,ξ = 0. The statistical power is calculated as
the fraction that the correlation between θˆ and ξ was deemed as
significant (p < 0.05), where ξ was generated by Eq. (11) (we set
a = 1 and b = 1, and σξ = 4). The false positive rate is calculated
as the fraction that the correlation between θˆ and irrelevant trait
variable ξ ′ was deemed as significant (p < 0.05), where ξ ′ was
generated by a standard Gaussian variable that is independent ofθ . As a result, the statistical power for detecting the correlation be-
tween the parameter estimates and the trait variable ξ is larger in
EB and HB than in single-subject MLE for heterogeneous SEIP cases
(Fig. 5(E), (F)). Additionally, the false positive rate is maintained
near the preset significance level (α = 0.05) for all cases, indi-
cating that no statistical bias towards the alternative hypothesis is
observed.
3.6. Absolute accuracy of the parameter estimates
Next, we consider the absolute error of the parameter estimates
for θi of the Gaussian model. For Case 1 and Case 2, the expected
value of the MSEs for the fixed-effect MLE, the single-subject MLE,
and the EB (given τˆ ) can be analytically evaluated (seeAppendixD).
For Case 2, the MSE of the EB is
MSE(EB) =γL + γH2 , (35)
with
γL = (1− wL)2

a2L (N − 2)
2N2

τ 2 + σ 2L
+ aL
N
− 1
2
τ 2
+ a
2
H
2N

τ 2 + σ 2H
+ (1− wL)aLN + wL2 σ 2L (36)
44 K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58Fig. 5. Results of the correlation in the one-dimensional Gaussianmodel by varying SEIP. (A–C) The (sample) correlation coefficients as functions of SEIP. (D–F) The statistical
power and false positive rate. Here, the statistical power is defined as the fraction of the correlation coefficients between θˆ and ξ deemed as significant (p < 0.05), when
ξ is indeed correlated with θ . The false positive rate is the fraction of the correlation coefficients between θˆ and ξ ′ deemed as significant (p < 0.05), even though ξ ′ is
independent of θ . For Case 1 (A, D), the common SEIP, σ was varied. For Case 2 (B, E) and Case 3 (C, F), the mean SEIP, σM was varied. The discrepancy parameter for Case 2
was d = 0.5. The bold lines in A and B represent the analytical correlation coefficients for single-subject MLE and EB (with τˆ set to the true value, 4) obtained from Eqs. (32)
and (33).and
aL =
2
σ 2L +τˆ2
1
σ 2L +τˆ2
+ 1
σ 2H+τˆ2
, aH =
2
σ 2H+τˆ2
1
σ 2L +τˆ2
+ 1
σ 2H+τˆ2
. (37)
γH is similarly defined by flipping L and H in Eq. (36). The expected
value of MSE for the fixed-effect MLE can be obtained as a special
case of wL = 0, wH = 0. Additionally, by setting wL = 1,
wH = 1, the expected value of the MSE for single-subject MLE can
be obtained. For Case 1, the expected MSEs are further simplified
as
MSE(FE) = N − 1N τ
2 + 1
N
σ 2, (38)
MSE(SS) = σ 2. (39)
Fig. 6(A) shows the RMSEs as a function of the SEIP, σ . Overall,
the largerσ is, the larger theRMSEs are.Whenσ is close to zero, the
RMSE of the single-subjectMLE is close to zero, and the fixed-effect
MLE produces a non-zero RMSE close to 4, which corresponds to
the s.d. of the population distribution, τ . The RMSE of the single-
subject MLE increases as σ increases, and finally, it exceeds that
of the fixed-effect MLE. This reversion MSE(FE) < MSE(SS) occurs
when σ > τ exactly for Case 1, as the comparison of Eqs. (38)
and (39) indicates. This suggests that when the SEIP is larger
than the s.d. of the population distribution of the corresponding
parameter, the fixed-effect MLE provides better estimates for
individual subjects than single-subject MLE.In contrast, the hierarchical models (EB and HB) provided
smaller or similar estimation errors compared to other non-
hierarchical methods (Fig. 6). This could be because the hierarchi-
cal model can utilize information on both individual subjects and
populations. If so, does the hierarchicalmodel optimize the balance
between the information on individual subject and the population?
Fig. 7 shows the RMSE as a function ofwL andwH for Case 1(A) and
Case 2 (B and C), calculated using Eq. (35). The results show that
when the estimates of τ are the true values, i.e., τˆ = 4, the esti-
mates yield the smallest MSE for both the homogeneous SEIP (A)
and heterogeneous SEIP cases (B and C). This can be analytically
confirmed as well. Taking the derivative of γL (γH)with respect to
wL (wH) and setting τˆ = τ , we can confirm that the derivative
is zero, suggesting that the MSE is minimum when the estimate
of τ is the true value. These results suggest that the hierarchical
model with the appropriate population distribution provides the
optimal weighting between the individual information and popu-
lation information to estimate the individual parameters. The an-
alytical results of the RMSE for EB (Fig. 6, solid lines) are obtained
with τˆ = 4 (true value). The simulation with estimated τˆ yielded
a slightly larger RMSE due to the estimation error in τˆ .
In contrast to the correlation results, the heterogeneity of SEIP
does not affect the overall patterns, except that the improvement
of the hierarchical models is slightly greater for the heterogeneous
cases (Case 2 and 3).
K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58 45Fig. 6. Results of the RMSE in the one-dimensional Gaussian model by varying SEIP. The convention and simulation settings are the same as those in Fig. 5. The bold lines
in A and B represent the expected RMSE of the fixed-effect MLE, single-subject MLE and EB (with τˆ set to the true value, 4), obtained using Eq. (35).Fig. 7. Contour map showing how the RMSE depends onwL andwH , obtained by using Eq. (35). (A) Homogeneous SEIP case (Case 1, σ = 3). (B) Heterogeneous SEIP where
the discrepancy between two groups is relatively small (Case 2, σL = 2, σH = 4). (C) Heterogeneous SEIP case where the discrepancy between two group is relatively large
(Case 2, σL = 4, σH = 12). The gray, bold lines represent the region attainable with EB with varying τˆ . Points are plotted per 0.5 steps.3.7. Discussion
Using the simple one-dimensional Gaussian model, we ob-
served how a hierarchical model improves the point estimates of
the parameters of individual subjects. The results clarified the con-
ditions under which the hierarchical model yields better results
compared to other non-hierarchical point estimates.
Regarding the correlation coefficient between the parameter
estimates and the true values (also the trait variables that are
correlated with the parameter), the hierarchical model provides
greater values if the reliability of the individual parameter
estimates (inverse of SEIP) differ from subject to subject. When
the reliability is homogeneous, the hierarchical model does not
increase the correlation coefficient.
In terms of an absolute error measure, the RMSE, the
hierarchical model approach provided better results compared
to the single-subject MLE and fixed-effect MLE, regardless of
the distribution of the reliability of the individual parameter.
The improvement is achieved by the appropriate weighting
between the information from data on individual subjects and
the population distribution. The weighting is optimal when the
estimates of the variance of the population distribution are valid.
When the estimates of the variance of the population are poor, the
hierarchical-model-based estimates would become even poorer
than those obtained using fixed-effect MLE, which assumes that
the parameters are homogeneous across subjects. When the SEIP
is very small, the hierarchical model exclusively weights data from
individual subjects, and the RMSE results are similar to those ofthe single-subject MLE. On the other hand, if the SEIP is larger than
the population variance, the hierarchical model relies more on the
population distribution; thus, the RMSE converges to the fixed-
effect MLE.
However, it should be noted that these conclusions come
with several limitations. First, we have considered models with a
Gaussian distribution, which is the most basic and simple model.
Thus, the shape of the likelihood function is Gaussian, which
is well behaved in the statistical sense. Second, the Gaussian
model assumes that the uncertainty of the individual parameters
(SEIP) is known (as σi). In reality, in computational modeling
studies, the uncertainty itself should be estimated. Third, there is
one parameter per subject in the model. Most practical models
have several individual parameters, and the estimates are often
correlated.
Next, we performed simulation studies using several computa-
tional/cognitivemodels and investigatedwhether the properties of
theGaussianmodel hold in realistic situations. The other limitation
will be discussed in the Discussion section.
4. Practical models
We performed simulation studies to examine whether the
properties demonstrated by the results of the one-dimensional
Gaussian model also hold in practical situations of model-based
analyses of behavioral data.
The first two models considered here are derived from Lee
and Wagenmakers (2014) as representative models in psychology
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time (RT) model and reinforcement learning model, which have
been intensely used in psychology and neuroscience. A specific
concern is the heterogeneity of the reliability of the individual
parameter (as measured by the SEIP) across subjects and the
improvement of the estimate of the correlation coefficients by the
hierarchical modeling approach. Another concern is whether the
hierarchical model always yields smaller or comparable absolute
estimation errors with other methods. Here, as an estimation
method for the hierarchical model, we only consider HB, rather
than EB, as the implementation of HB is more straightforward
and flexible. Below only the models for individual subjects are
described. The full description of the group model including the
population distribution and the prior distribution and details of the
simulations including the data generation procedure are given in
Appendix E.
4.1. Psychophysical functions
We begin with a basic curve fitting problem in psychology.
Specifically, we consider the problemof estimating psychophysical
functions (Lee & Wagenmakers, 2014, p. 168) from perceptual
judgment data. For instance, consider a psychophysical experiment
on time perception, following Lee andWagenmakers (2014). In the
experiment, each subject compares the duration of two beeps (a
standard beep and a test beep). They are required to judgewhether
the duration of the test beep is shorter or longer than the standard
beep, the duration of which is fixed (e.g., to 300 ms).
Let xij denote the stimulus duration of the test beep j presented
to subject i. yij indicates the number of trials on which subject
i reports that the test stimulus j is longer than the standard
stimulus out of T trials. For the individual psychophysical function,
we consider a logistic (sigmoid) function. The number of ‘‘long’’
responses is assumed to obey a binomial distribution as follows:
hij = 1
1+ exp −βi[xij − (θi − x¯i)] ,
yij ∼ Binomial(hij, T ),
where x¯ represents the mean duration of all test stimuli presented
in the experiment. The steepness parameter βi represents the
steepness of the psychophysical function. The center of the point
of subjective equality (PSE) relative to the mean of the stimulus
intensity x¯ is denoted as θi and referred to as the PSE parameter.2
The population distribution and the simulation procedure are
described in Appendix E.3.
Fig. 8 presents typical simulation results where the number
of trials for each stimulus was T = 20. Here, the data from
two typical subjects are highlighted: the steepness parameter is
relatively small for one (true value: β = 0.048; Subject 1) and
larger for the other (true value: β = 0.269; Subject 2). The data
and estimated psychophysical functions of these two subjects are
shown in Fig. 8(A). For both subjects, the estimates for the PSE
parameter θi are highly reliable and thus clearly peaked around
the maximum point in the log-likelihood (LL) functions (Fig. 8(B)).
Thus, the estimates for θ are almost unchanged by HB. In contrast,
the reliability of the steepness parameter β varies from subject to
subject. Of the two highlighted subjects, the estimate for Subject 1
is highly reliable (the LL function has a sharp peak), whereas that
for Subject 2 is less reliable (the LL function broadly distributed
around peak). The reason for this difference can be intuitively
2 Here, we used a different parametrization from Lee and Wagenmakers (2014),
in which the linear term is αi + βi(xij − x¯i). With the present parametrization, it is
easier to interpret the meaning of both the parameters.understood from an inspection of their psychophysical functions
(Fig. 8(A)). When β is small, the slope is gradual, and a relatively
large number of stimuli account for the slope. In contrast, when β
is large, only a small number of stimuli around PSE account for the
steepness of the slope. Thus, varying β for the latter case causes
only a slight change in the likelihood. The HB causes a greater
shrinkage for such unreliable estimates, resulting in the increase
of the sample correlation coefficient (r (SS)
βˆ,β
= 0.883, and r (HB)
βˆ,β
=
0.936; Fig. 8(B)).
This improvement in the correlation coefficient for β occurred
over a wide range of T , as shown in Fig. 9(A), whereas the
correlation coefficient for θ saturated even with very small T ,
and no difference between HB and the single-subject MLE was
observed (Fig. 9(B)). Regarding RMSE for β , the single-subject MLE
exhibits a large error, especially for small T . When T is less than
10, the fixed-effect MLE provides better estimates even for the
individual parameters than the single-subject MLE. In contrast,
HB yields a stable, small error for all T values (Fig. 9(A)). For
θ , the RMSEs of the HB and single-subject MLE are far smaller
than those of the fixed-effect MLE (Fig. 9(D)). This is because
for this case, individual subject’s data provide better information
for determining the individual parameter θ , compared to the
information from the population distribution.
4.2. Signal detection theory
The second example of a practical model is the statistical
model based on signal detection theory (SDT). SDT has been
widely used in data analysis in experimental psychology, and its
hierarchical Bayesian extension was discussed in Rouder and Lu
(2005). Typically, SDT is applied to the data with a two-alternative
forced choice paradigm. Suppose there are two types of trials: the
‘‘signal’’ trial, inwhich the target stimulus (signal) is presented, and
the ‘‘noise’’ trial, in which the target is absent and only noise is
presented. Assume that each trial type is presented T times. The
SDT model generates the number of ‘‘hit’’ responses (the number
of ‘‘yes’’ responses made in signal trials), which is denoted by hi,
and the number of ‘‘false alarm’’ responses (the number of ‘‘yes’’
responses made in noise trials), which is denoted by fi, for subject
i. These quantities are assumed to be generated as
θhi = Φ

1
2
di − ci

, θ
f
i = Φ

−1
2
di − ci

,
hi ∼ Binomial(θhi , T ), fi ∼ Binomial(θ fi , T ), (40)
where Φ(x) = 1√
2
 x
−∞ dy exp(−y2/2), d is the discriminability
of the signal from the noise, and c represents the bias (positive
c represents a bias towards a ‘‘yes’’ response). A psychological
interpretation of this model can be found in Lee andWagenmakers
(2014, p. 156).
Fig. 10 illustrates LL functions for the bias c and the
discriminability d for two different numbers of trials cases (T = 20
and T = 80). For each case, the subject with the largest SEIP for
c and that with the lowest SEIP for c are highlighted. All of the
LL functions have clear peaks and a quadratic shape, which is a
hallmark of normality in the LL function. However, for the case
T = 20, the SEIP differed among subjects, and the estimates of
the HB for the subjects with larger SEIP (Subject 21) were pulled
towards the population distribution (Fig. 10(A), (B)). In contrast,
when the number of trials was large (T = 80), the SEIP was almost
homogeneous, and the estimates were almost unchanged upon
using HB (no shrinkage occurred; Fig. 10(C), (D)).
Accordingly, the correlation coefficient for both parameterswas
higher for HB compared to the single-subjectMLE, especially when
T was small (Fig. 11(A), (B)). The pattern of the RMSE is also
K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58 47Fig. 8. Example of the estimation of the psychophysical functions (T = 20). (A) Estimated and true psychophysical functions for two representative hypothetical subjects
(Subject 1 and Subject 2). (B) Estimation results for the individual model parameters. Left panels are for β , and the right panels are for θ . The top panels shows the
log-likelihood as a function of each parameter with another parameter value fixed to the estimate value of the single-subject MLE. The likelihood functions for the two
representative subjects are highlighted with bold, colored lines. The quadratic (Gaussian) approximation of the log-likelihood functions are shown with dashed lines. For θ ,
the approximated values almost overlap with the true log-likelihood. The bottom panels show the correlation between the true parameter and the estimate. The size of the
circle of the single-subject MLE indicates the SEIP for each parameter estimate. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)similar to that of the Gaussian model (Fig. 11(C), (D)). When T is
small, the RMSE of the fixed-effect MLE is smaller than that of the
single-subjectMLE. As T increases, the single-subjectMLEbecomes
smaller than the fixed-effect MLE at some point. Estimates using
HB are always smaller or comparable to the errors obtained using
both MLE methods.
4.3. Response time model
The third example of a practical model involves estimating
the probability density function (pdf) from a continuous variable.
Specifically, we consider the response time (RT) model with a
shifted Weibull distribution (Rouder, Lu, Speckman, Sun, & Jiang,
2005; Rouder, Sun, Speckman, Lu, & Zhou, 2003). In this model, the
RT of the tth trial of subject i denoted by xit is assumed to obey the
three-parameter Weibull distribution:
p(xit |ψi, θi, βi) = βi(xit − ψi)
βi−1
θ
βi
i
exp

− (xit − ψi)
βi
θ
βi
i

for xit > ψi. Here, βi, θi, and ψi are the shape, scale, and shift
parameters, respectively. For an interpretation of these parameters
and how the parameters change the pdf, see Rouder et al. (2005,
2003).
For this RT model, the correlation coefficient for the three
parameters was higher for HB compared to single-subject MLE,
especially when T was small (Fig. 12(A), (B), (C)). The pattern of
the RMSEwas also similar to that of the Gaussianmodel (Fig. 12(D),
(E), (F)): when T was small, the RMSE of the fixed-effect MLE was
smaller than that of the single-subject MLE. As T was increased,
the single-subjectMLE yielded a smaller error than the fixed-effect
MLE. The RMSE of HB was always smaller or comparable to the
errors of bothMLEmethods: when the trial number was small, the
RMSE coincided with that of the fixed-effect MLE, and when the
trial number increased, the RMSE approached that of the single-
subject MLE.It is noteworthy that we did not use any population distribution
for the shift parameter ψ , following Rouder et al. (2005, 2003):
only the uniform prior distributionwas independently imposed on
ψ (See Appendix E.5 for details). Thus, if the other parameters, β
and θ , are fixed, the single-subject MLE and MAP estimates based
on HB should be identical. Nevertheless, the estimates for ψ were
improved in terms of both correlation and RMSE by HB. This is
because the estimate for the shift parameter ψ critically depends
on the other parameters. Thus, improvements in the estimates for
the other parameters also improve the estimates for ψ .
4.4. Reinforcement learning model
Finally, we consider an RL model as a model of choice for data
from a probabilistic reward learning task. Specifically, we consider
a standard Q-learning model (Watkins & Dayan, 1992), which is a
commonly usedmodel formodel-based analysis of choice behavior
(Daw, 2011). We assume that there are two options that a subject
would choose in each trial. The model assigns action j ∈ {1, 2} an
action value Qj(t) at trial t . The initial action values are set to zero,
i.e., Q1(1) = Q2(1) = 0. Let a(t) ∈ {1, 2} denote the option that
is chosen at trial t . Based on the set of action values, the model
computes the probability of choosing option 1 using the soft max
function:
P(a(t) = 1) = 1
1+ exp [−β (Q1(t)− Q2(t))] , (41)
with P(a(t) = 2) = 1 − P(a(t) = 1). Here, β is the
inverse temperature parameter that determines the sensitivity of
the choice probabilities to differences in action values.3 The model
subsequently evaluates the outcome of the action. The outcome
value in trial t is denoted by R(t), with R(t) = 1 if a reward is given
3 β can be considered a steepness parameter, as in the psychophysical functions.
48 K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58Fig. 9. Results of estimating the psychophysical functions by varying the number of trials for each stimulus, T . (A, B) Sample correlation coefficients between the true
parameters of the individual mean and the estimates. (C, D) RMSE of the parameter estimates. The error bars represent±1 s.d.and R(t) = 0 if no reward is given at trial t . Based on the outcome,
the action values for the chosen option j are updated as follows:
Qj(t + 1) = Qj(t)+ α

R(t)− Qj(t)

, (42)
where α is the learning rate, which determines how much
the model updates the action value depending on the reward
prediction error, R(t) − Qj(t). For the unchosen option, the action
value is typically unchanged (however, see Katahira (2015) and
references therein for exceptions). A detailed description of the
interpretation of the model parameters can be found in Katahira
(2015).
An example of a model fit to simulated group data is shown
in Fig. 13. Fig. 13(A), (B) shows the LL function, and three
representative subjects are highlighted. Subject 9 is an ideal
subject, whose LL function is well-behaved: the function peaked
near the true parameters (single-subject MLE: αˆ = 0.45, βˆ =
1.22, true parameter: α = 0.47, β = 1.54). In contrast, estimates
for Subjects 2 and 8 are unreliable. The LL function of β has a broad
shape for Subject 2 (the data are not sufficient for determining the
parameter), whereas the LL function of α is broadly distributed for
Subject 8. As a result, the parameter estimates for Subjects 2 and 8
are unreliable, and HB greatly pulled these estimates towards the
population means. This shrinkage does not substantially changethe model fit, as can be seen in the time course of the probability
of choosing 1 (Fig. 13(E), (F); compare the solid lines and the
dashed–dotted lines). In contrast, the parameter estimates for
Subject 9 are reliable and are not as influenced by HB (Fig. 13(G)).
As a result of these influences of HB, the correlation coefficient
between the model parameters and true parameters increased
(Fig. 14(A), (B)). This improvement is remarkablewhen the number
of trials, T , is small and the influence of unreliable parameters is
large (Fig. 14(A), (B)). Additionally, the improvement is prominent
in the estimates for the inverse temperature, β . Agreement with
the analysis of the Gaussian model is also observed in terms of
absolute error (Fig. 14(C), (D)). As expected, when the number
of trials is small (e.g., for α, up to around T = 40 and for β ,
up to around T = 200), the fixed-effect MLE provides better
estimates than the single-subject MLE. This result encourages the
use of the fixed-effect MLE rather than the single-subject MLE
for constructing regressors for fMRI when the number of trials is
limited. When there are more than 80 trials, the single-subject
MLE outperforms the fixed-effect MLE. In all regions, HB yields the
smallest RMSE, at least on average. When the number of trials is
very small, the HB results are comparable to those of the fixed-
effect MLE. When the number of trials is sufficient, the HB results
are comparable to those of single-subject MLE.
K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58 49Fig. 10. Log-likelihood functions of the SDT model. (A, B) Smaller number of trials (T = 20). (C, D) Larger number of trials (T = 80). The conventions are the same as those
in Fig. 8(B). The true values for two representative subjects and their point estimates are shown as symbols.5. General discussion
In this paper, we have discussed the properties of several
approaches to fit a computational model to behavioral data from
multiple subjects, emphasizing how the hierarchical modeling
approach improves the accuracy of the point estimates. We have
focused on estimates for individual subjects’ parameters rather
than group parameters. Although many research questions can
be translated to a question at the group level, the population
distribution (e.g., ‘‘Do themeans of twogroups differ?’’), estimating
individual parameters is also important for various purposes in
psychology and neuroscience.
5.1. Estimating the correlation
In particular, we have primarily focused on the estimates
of correlation coefficients between model parameters and trait
variables that characterize individual subjects. The parameter
estimation error can cause underestimation of the correlation
coefficients because of which the researcher may fail to detect the
correlation. It is widely assumed that the hierarchical modeling
approach reduces the estimation errors. However, it was not
previously known whether the hierarchical model also improves
the estimate of the correlation coefficients. We have shown
that the hierarchical model can reduce the impact of unreliable
estimates, which can be outliers that reduce the estimates of
the correlation. Thus, the estimates for correlation are improved
when the reliability (as measured by the SEIP) is heterogeneous.
When it is homogeneous, an improvement cannot be expected.
As the simulations in the present study have shown, many
practical computational models have such heterogeneity, even if
the number of trials is common to all subjects. In addition, the
HB does not cause overestimation (on average) of the correlation
coefficient, at least under our assumptions. From these points, it
can be said that it is reasonable to use hierarchicalmodels to obtainthe point estimates of the individual parameters that are correlated
to trait variables.
Recently, Boehm, Marsmann, Matzke, and Wagenmakers (sub-
mitted for publication) reported the methodological flaw of ‘‘a
two-step approach’’ that uses the individual-level estimates from
a hierarchical model to a subsequent statistical test. According
to Boehm et al. (submitted for publication), such a two-step ap-
proach causes a bias towards the alternative hypothesis. Although
themethod considered in the present study, which correlates a pa-
rameter estimate with a trait variable, is considered a two-step
approach, our results suggest that there is no bias towards the
alternative hypothesis that there is a correlation between the
parameter and the trait variable. This apparent difference in our
results from those of Boehm et al. (submitted for publication)’s is
explained as follows. The variance of the HB estimates becomes
smaller than the true parameter values due to shrinkage. Boehm
et al. (submitted for publication) reported that this underestima-
tion of the variance can cause bias in the statistical test. This under-
estimation also occurred in the situations considered in the present
study. The difference is that Boehm et al. (submitted for publica-
tion) discussed the case in which the population distribution is in-
dividually estimated for each group and the differences between
groups are tested. For such a case, the variance of each population
is underestimated, and the estimates for the difference between
the populationmeans of groups are unbiased. This can inflate the t-
values. In contrast, our study considered the situationwhere only a
single population distribution is estimated and the estimate is cor-
related with other covariates (i.e., trait variables). For our case, the
variance of the HB estimate is underestimated, but this is also the
case for the covariance. In the correlation coefficients, the variance
appears in the denominator, and the covariance appears in the nu-
merator. Thus, the effect of shrinkage thatmight cause a bias can be
canceled out. This issue is also discussed in Appendix B with some
simulation results.
Our analysis shows that the estimate of the population s.d.
of individual parameters, τˆ , can influence the results of the
50 K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58Fig. 11. Results of the estimated SDT model by varying the number of trials per condition (signal trial and noise trial), T . (A, B) Sample correlation coefficients between the
true parameters and the estimates. (C, D) RMSE of the parameter estimates. The conventions are same as those in Fig. 9.correlation coefficients. However, the estimates of the correlation
coefficients are relatively robust against the mistuning of τˆ . The
estimate of the population mean, µˆ, does not affect the results,
at least not for the Gaussian model. These results highlight
the robustness of the hierarchical-model-based estimation. They
also suggest that correct estimation of the population parameter
(especially the population s.d.) helps improve the estimate of the
correlation coefficient.
A more principled way of estimating the correlation coeffi-
cient involving a variable with different reliabilities among the
population may be to estimate the correlation coefficients in a
Bayesian framework (cf. Lee &Wagenmakers, 2014, p. 60). It is not
known whether such a framework can work well for correlating
the model parameters to other variables. Non-hierarchical models
with such Bayesian correlation estimations might be comparable
to the coefficient estimates based on point estimates from the hi-
erarchicalmodel. Additionally, there is a possibility that combining
both methods can provide better estimates. Future studies are re-
quired to examine this issue. Another non-hierarchical approach
addressing the heterogeneity in the reliability of the individual
parameter estimates is using plausible values (Marsman, Maris,
Bechger, & Glas, in press; Mislevy, 1991). In this approach, a single
sample is drawn from the posterior distribution of individual pa-rameters. Pooling a number of sets of samples (referred to as plau-
sible values) provides sets of estimates of the population statistics.
Under some conditions, the marginal distribution of the plausible
values provides a consistent estimator of the population distribu-
tion (Marsman et al., in press). How this approach is incorporated
into the correlation analysis that the present paper considers and
how well it works would be topics for future studies.
5.2. Absolute error of the estimates for individual parameters
We have also discussed the absolute accuracy of the parameter
estimates for individual parameters. The issue of absolute error
matters, especially when the model estimates are used for
constructing regressors for neural or physiological activity, as
discussed in the Introduction. It is often stated that individual-
level parameter estimates tend to be too noisy to yield reliable
results for amodel-based fMRI study. For that case, the fixed-effect
estimates, which assume that the parameters are homogeneous
across subjects, and hierarchical models have been deemed as
better approaches for multiple-subject data. Regarding this issue,
we note the following points. When the standard error of the
individual parameter estimates obtained by the single-subject
MLE (SEIP) is larger than the s.d. of its population distribution,
K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58 51Fig. 12. Results of estimating the RTmodel, showing the correlation coefficients/RMSE for the shape parameter,β (A/D), the scale parameter, θ (B/E), and the shift parameter,
ψ (C/F), as a function of the number of trials per subject, T . The conventions are the same as those in Fig. 9.the fixed-effect MLE provides better estimates compared to the
single-subjectMLE, even as estimates of the individual parameters.
Additionally, the hierarchical-model-based estimation, which uses
information on both individuals and populations, imposes more
weight on the information on populations for such situations and
produces comparable or better results than the fixed-effect MLE.
When the information from the individual subject is sufficient
so that the single-subject MLE produces better estimates, more
weight is imposed on the information about individuals, and thus,
estimates similar to those obtained with single-subject MLE are
obtained. From these points, hierarchical-model-based estimation
can be a reasonableway of obtaining better regressors as discussed
in Ahn et al. (2011). However, given the large computational
cost of hierarchical-model-based estimates, perhaps a fixed-
effect MLE can provide a more reasonable and convenient
way of constructing regressors in some situations. Especially
when the number of trials for each subject is relatively small,
the fixed-effect MLE and hierarchical models provide similar
estimates. Such a situation occurs not only in fMRI studies
but also in other paradigms of human group studies, where
model variables are used as regressors for skin conductance (Li
et al., 2011) or electroencephalogram (EEG) (Bai, Katahira, &
Ohira, 2015; Cavanagh, Frank, Klein, & Allen, 2010; Ichikawa,
Siegle, Dombrovski, &Ohira, 2010; Philiastides, Biele, Vavatzanidis,
Kazzer, & Heekeren, 2010).
Another method for confining individual parameter estimates
within a reasonable range and obtaining stable estimates is to
impose a prior individually on each parameter and obtain MAP
estimates (Gershman, 2016; Katahira et al., 2014; Niv, Edlund,
Dayan, & O’Doherty, 2012). This approach is easily implementable
compared to HB. As we mentioned above, our analysis showed
that a prior distribution with a relatively broad range for thepopulation s.d. (τ ) improves the estimate of the correlation
coefficient, and the population mean (µ) does not affect the
results for the Gaussian model. These results support the use of
MAP estimates with non-hierarchical Bayes methods to estimate
the correlation coefficients, as done in Katahira et al. (2014). To
obtain absolutely accurate parameter estimates, an appropriate
setting of the prior mean is more desirable, as it influences the
results. For such cases, the hierarchical modeling approach confers
a great advantage, whereby the appropriate prior distribution for
individual parameters is automatically adjusted as it is informed
by the data.
5.3. Limitations
Before concluding this paper, we discuss several limitations of
the present study. First, we have only considered cases where the
data are purely generated from the true model. This implicitly
assumes that the data are not contaminated with noise that is
not assumed in the statistical model. Such noise can generate an
outlying estimate, for which the SEIP is not large and is thus not
pulled towards the population mean by HB. However, such data
contamination processes themselves can be explicitly modeled in
the statistical model, e.g., by using the heavy tailed t-distribution
(Kruschke, 2013) for continuous data or by using a mixture model
(Lee & Wagenmakers, 2014, p. 172). If such models are used, the
results of the present studymay apply to data with contamination.
Second, we have assumed that variation in trait variables given
model parameter values is independent of the model parameters
and obeys aGaussian distribution. This assumptionmaynot always
hold. For example, trait variablesmay have a distorted distribution,
and some subjects may have extreme trait values and may tend
to have extreme parameter values. For such cases, hierarchical
52 K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58Fig. 13. Example of the Q-learning model fit. (A, B) The log-likelihood as a function of each parameter with another parameter value being fixed to the estimate value of the
single-subjectMLE. The log-likelihood functions for three representative subjects are highlightedwith bold, colored lines. (C, D) The correlation between the true parameters
and the estimates. The size of the circle for the single-subject MLE indicates the SEIP for each parameter estimates. (E–G) Example of choice data from three representative
subjects and the Q-learning model fit to the data. The vertical gray bars indicate the chosen option for each trial (an upward bar indicates that the option 1 was chosen,
and a downward bar indicates that the option 2 was chosen). The short vertical lines around these lines represent the rewarded trials. The probability of choosing option 1
was calculated from the fitted Q-learning model. For HB, the MAP estimates for individual parameters were used to compute the Q -values, from which the probability of
choosing option 1 was computed. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)modeling may diminish the impact of such extreme, but reliable
samples. A careful treatment will be needed to deal with such
situations.
Third, our arguments are based on the assumption of normal-
ity of the likelihood function. Our analytical evaluations were per-
formed for the Gaussian model in which the individual model is a
Gaussian distribution, as is the population distribution. As a con-
sequence, the log-likelihood function and posterior distribution of
the individual parameters have a quadratic shape. It is expected
that if the posterior distribution has a near-normal shape, our con-
clusion can apply to the model. Such a situation occurs if asymp-
totic normality holds (see Gelman et al., 2013, Chapter 4). The
practical models we considered in this paper hold this property
unless the true parameters do not lie on the boundary of the pa-
rameter space. A violation of the assumption can occur if a non-
regular or non-identifiable model is used. The Hidden Markov
model is a notable exception, which is also used for model-based
fMRI (Hampton, Bossaerts, & O’Doherty, 2006).
Furthermore, we have assumed that the group-level population
distribution is unimodal. The hierarchical modeling approaches
require assumptions about the functional form of the population
distribution. The superiority of a hierarchical model somewhat
relies on the validity of the assumption. If the assumption is invalid,
hierarchical model approaches do not necessarily improve the
estimates. For example, consider the case in which a population
distribution is assumed to be Gaussian despite the subjects
clustering into two separate subgroups (thus, the true parameter
distribution is bimodal). For such a case, the individual parameter
estimates can be pulled to the center of the population distribution,where no true parameters are distributed. For such a scenario,
the single-subject MLE may provide better estimates. Another
adequate approach for such a case would be a ‘‘group approach’’
that partitions the subjects into distinct groups and applies the
fixed-effects estimation separately for each partitioned group (Lee
& Webb, 2005).
5.4. Conclusion
It has been considered that hierarchical models provide better
estimations compared to single-subject MLE or fixed-effect MLE
because they combine the advantages of both methods. The
present study shows that this is essentially the case, in terms
of the point estimates for individual parameters, both in the
relative sense and absolute sense, albeit with some limitations.
The present study analytically clarifies the conditions under
which the hierarchical-model-based approach outperforms other
non-hierarchical methods. In terms of estimating the correlation
coefficient, especially when the reliability of the estimates is
heterogeneous among subjects, hierarchicalmodels provide better
estimates of the correlation. When the absolute value of the
parameter matters, hierarchical models yield better results when
the information from individual subjects is insufficient and
not excessive. However, in general, the hierarchical modeling
approach requires a larger computational cost compared to
other non-hierarchical methods. Researchers should decide which
method to use depending on the model properties, experimental
design and goal of the study. One effective approach would be
computer simulations that employ actual experimental designs
and supposed model structures, as this paper has demonstrated.
K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58 53Fig. 14. Results of the estimated Q-learning model by varying the number of trials, T . (A, B) Sample correlation coefficients between the true parameter and the estimates.
(C, D) RMSE of the parameter estimates. The conventions are same as those in Fig. 9.Acknowledgments
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Appendix A. Analytical expressions of the correlation coeffi-
cients
We outline the derivation of the analytical expressions of the
correlation coefficients shown in Eqs. (14)–(16), (32) and (33).
For notational simplicity, the subscript m is dropped. The true
parameter θ can be expressed as θ = µ+ τv, with v ∼ N (0, 1).4
With this expression, Cov(θˆ , θ) can be evaluated as
Cov(θˆ , θ) = EP

(θˆ − ¯ˆθ) · (θ − θ¯ )

= EP

(µ+ τv + δ − µ− δ¯) · (µ+ τv − µ)
= τ 2
4 Note that the following quantities (variances, covariances, and correlation
coefficients) include up to the second-order moments of the random variables.
Thus, we do not rely on the normality assumption; the following derivation holds
even if the distribution of v is not a Gaussian distribution.where EP[·] indicates the expectation over the populations of θˆ and
θ . This is equivalent to taking the average over an infinite number
of subjects: EP[·] = 1N
N
i=1[·] with N → ∞. Additionally, ·¯
indicates the mean value of the population. Similarly, we have
Cov(θˆ , ξ) = EP

(µ+ τv + δ − µ− δ¯) · a(µ+ τv + σξ z)
+ b− aµ− b
= aτ 2,
Cov(θ, ξ) = EP

(µ+ τv − µ) · a(µ+ τv + σξ z)
+ b− aµ− b
= aτ 2,
where z ∼ N (0, 1). By performing similar calculations, we obtain
the following expressions:
Var(θ) = τ 2,
Var(ξ) = a2(τ 2 + σ 2ξ ).
From these results, we obtain Eqs. (14)–(16).
For single-subject MLE, we have
Var(θˆ (SS)) = 1
2

EP

(θ + σLz)2
− EP [θ + σLz]2
+ 1
2

EP

(θ + σHz)2
− EP [θ + σHz]2
= τ 2 + σ
2
L + σ 2H
2
from which we obtain Eq. (32).
54 K. Katahira / Journal of Mathematical Psychology 73 (2016) 37–58Fig. 15. The effect of the number of subjects N on correlation estimates in the Gaussian model for Case 1 (A–D; homogeneous SEIP case) and Case 2 (E–H; heterogeneous
SEIP case). Samples from initial 100 simulations are plotted by marks only for every 3 conditions of N . The means over 20,000 simulations are connected by bold lines.
(A, E) Sample correlation coefficients between parameter estimates θˆ and trait variable ξ . (B, F) Standard deviation of the parameter estimates θˆ . (C, G) Covariance between
the parameter estimates θˆ and ξ . (D, H) Sample correlation coefficients between true parameter value θ and trait variable ξ . D and H are identical because we used the same
seed in the random number generator to generate θ .With similar calculations, for EB, we obtain
Cov(θˆ (EB), θ) = wL + wH
2
τ 2,
Var(θˆ (EB)) = (w
2
L + w2H)τ 2
2
+ w
2
Lσ
2
L + w2Hσ 2H
2
,
from which we obtain Eq. (33).
Appendix B. Asymptotic properties and bias of sample correla-
tion coefficients
The analytical results of the correlation reported in the present
paper rely on the true value of the correlation coefficient. However,
in practical situations, the correlation is estimated by using
sample correlation coefficients. Thus, if the sample size is limited
(as is the case for an ordinary experiment), there would be a
sampling error. Furthermore, the sample correlation coefficient
is known to be a biased estimator (Olkin & Pratt, 1958): in
general, the expected value of the sample correlation coefficient
is less than the true correlation coefficient. Thus, the expected
value of a sample correlation coefficient obtained using limited
samples does not necessarily agree with its true value. Here, we
performed simulations to examine the validity of the analytically
derived correlation coefficients as the description of the expected
behavior of the sample correlation coefficients. In addition,
hierarchicalmodelsmake the individual parameter shrink towards
the population mean, and thus, the variance of the parameter
estimates becomes smaller than the true value (Efron & Morris,
1977). Because the variance of the parameter estimates appears
in the denominator of the correlation coefficient, this may cause a
bias towards a larger value of the correlation coefficient. We show,
however, that the covariance, which appears in the numerator of
the correlation coefficient, also decreases such that it compensates
for the decrease in the variance; thus, the hierarchical model itself
does not cause a bias in the sample correlation coefficient.The simulationwas based on simple Gaussianmodelswith Case
1 and Case 2. The simulation settings were basically the same as
those used in the main text. The parameters for data generation
were as follows: T = 10,µ = 2, τ = 4, σM = σ = 10/
√
T , σξ = 4,
and d = 0.5. The number of subjects N was varied from 4 to 48
with the step size 4. For each setting, simulations were performed
20,000 times.
To show the effects of the bias of the sample correlation
coefficient, we also computed the unbiased estimator of the
correlation coefficient described as follows. Under the assumption
that two variables obey a bivariate Gaussian distribution and the
true mean and the true variance–covariance are unknown, the
unbiased estimator r∗ is derived as (Olkin & Pratt, 1958)
r∗ = rF

1
2
; 1
2
; N − 2
2
; 1− r2

, (43)
where r is the standard sample correlation coefficient given in
Eq. (10) and F is the hypergeometric function defined by
F(α, β; γ ; x) =
∞
k=0
Γ (α + k)Γ (β + k)Γ (γ )
Γ (α)Γ (β)Γ (γ + k)
xk
k! .
Note that this bias correction assumes the population distribution
is a bivariate Gaussian distribution. Thus, for the heterogeneous
reliability case (e.g., Case 2), whose population distribution is a
mixture of two Gaussians, this bias correction does not necessarily
work. A more easily interpretable approximation of the unbiased
estimator (Eq. (43)) is given by Olkin and Pratt (1958):
r∗ ≃ r

1+ 1− r
2
2(N − 4)

. (44)
This form implies that the bias in the ordinary sample correlation
coefficient disappears when the sample size N is sufficiently large.
The results are shown in Fig. 15. For Case 1 (homogeneous SEIP
case), as we discussed in the main text, the sample correlation
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contrast, the s.d. of the parameters and the covariance between
parameters and trait variable ξ are different for the two estima-
tion methods (Fig. 15(B), (C)). However, as the variance and the
covariance appear in the denominator and the numerator, respec-
tively, in the definition of the correlation coefficients (Eq. (9)),
the differences are canceled. Although we used unbiased variance
estimators for Fig. 15(B), (F), the s.d. is biased; especially when N
is small, the underestimation of s.d. is clearly seen. Correspond-
ingly, the bias in the sample correlation coefficients was observed
when N was small (Fig. 15(A), (E)). For Case 1, the bias correction
works, and the unbiased correlation agrees with the true correla-
tion coefficients (Fig. 15(A); the unbiased correlation coefficients
almost overlap with the dotted line that indicates the analytical
value of the correlation coefficient), suggesting that the discrep-
ancy between the mean of the simulated samples and analytical
correlation coefficients is due to the bias inherent in sample cor-
relation coefficients. Nevertheless, even if the ordinary (biased)
correlation coefficient is used, when N = 40, which is the com-
monly used sample size in this study, the biases are negligible. For
Case 2, where the assumption of the bias correction does not hold,
the bias correction did not correctlywork; the unbiased correlation
coefficient for single-subject MLE tends to be underestimated and
that for EB tends to be slightly overestimated (Fig. 15(E)). When N
is sufficiently large, however, the expected value agrees with the
true correlation coefficient.
Fig. 15(D) and (H) plot the sample correlation between the
true parameter value θ and the trait variable ξ , rθ,ξ . These figures
show that the distribution of rθ,ξ has comparable variance with
the distribution of rθˆ ,ξ (Fig. 15(A) and (E); symbols), except that
there are outlying smaller samples for rθˆ ,ξ . This indicates that the
deviation of the sample correlations rθˆ ,ξ from their theoretical
valuesρθˆ ,ξ is primarily driven by sampling variance rather than the
deviation of the estimated values from their true parameter values.
In summary, the analytic results for correlation coefficients
obtained in this study provide a better description of the expected
value of the sample correlation coefficients when N is reasonably
large.
Appendix C. Empirical Bayes for the one-dimensional Gaussian
model
The EB estimates for the hierarchical model with one-
dimensional Gaussian distributions can be evaluated in closed
form as in Eqs. (24) and (25). Here, we show the outline of
the derivation. The marginal distribution of x¯ in which θi is
marginalized is the Gaussian distribution with mean µ and
variance τ 2 + σ 2i (Gelman et al., 2013). Thus, the log marginal
likelihood l(x¯i;µ, τ, σ ) for this model is calculated as
l(x¯;µ, τ, σ ) = −1
2
N
i=1
log

2π(σ 2i + τ 2)
− N
i=1
(x¯i − µ)2
2(σ 2i + τ 2)
.
Differentiating this with respect to µ and equating it to zero, the
equation of the population mean given by Eq. (24) is obtained. In
addition, differentiating the logmarginal likelihoodwith respect to
τ 2 and equating it to zero, we get the equation for the population
variance, Eq. (25).
Appendix D. Derivation of MSE for the one-dimensional Gaus-
sian model
Here, we derive the analytical expression of the MSE in Eq. (35)
for EB (given τˆ ). Note that x¯i can be expressed as x¯i = θi + σizi,
where zi is a zero-mean, unit-variance Gaussian random variable.For Case 2, the expectation of theMSE of the EB, given the value
of τˆ , is represented as
EI[MSE(EB)] = EI

1
N
N
i=1
(θˆ
(EB)
i − θi)2

= γL + γH
2
, (45)
where we have defined
γL ≡ EI

2
N

i∈L

(1− wL)µˆ+ wL(µ+ τvi + σLzi)
− (µ+ τvi)}2

,
γH ≡ EI

2
N

i∈H

(1− wH)µˆ+ wH(µ+ τvi + σHzi)
− (µ+ τvi)}2

.
Here, EI[·] is the expected value over the possible realization of
each subject’s value rather than taking the average over the infinite
number of subjects (as in EP[·]). The summationi∈L i∈H is
taken over the set of i that belongs to the subject groups with
σL (σH). Because of the symmetry in γL and γH , we only need to
evaluate γL. We arrange this as
γL = EI

2
N

i∈L

(1− wL)(µˆ− µ− τvi)+ wLσLzi
2
. (46)
The estimate for the population mean µˆ is represented as
µˆ = µ+ aL
N

i′∈L
(τvi′ + σLzi′)+ aHN

i′∈H
(τvi′ + σHzi′) (47)
where aL and aH are defined in Eq. (37). Inserting this into Eq. (46),
we proceed as
γL = EI

2
N

i∈L

(1− wL)

aL
N

i′∈L
(τvi′ + σLzi′)− τvi
+ aH
N

i′∈H
(τvi′ + σHzi′)

+ wLσLzi
2
= EI

2
N

i∈L

(1− wL)

aL
N

i′∈L,i′≠i
(τvi′ + σLzi′)
+
aL
N
− 1

τvi

+ (1− wL)aHN

i′∈H
(τvi′ + σHzi′)
+

(1− wL)aLN + wL

σLzi
2
=

N
2
− 1

(1− wL)2 a
2
L
N2
(τ 2 + σ 2L )
+ (1− wL)2
aL
N
− 1
2
τ 2
+ N
2
(1− wL)2 a
2
H
N2
(τ 2 + σ 2H)+

(1− wL)aLN + wL
2
σ 2L .
With some arrangements, we obtain Eqs. (35) and (36).
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All the simulations and numerical calculations presented in this
paper were performed in R version 3.2.0 (R Core Team, 2015).
The details of the estimation methods and simulation settings are
described below.
E.1. Estimation procedure
For the simple one-dimensional Gaussian models, estimates of
the single-subject MLE and fixed-effect MLE were obtained using
Eqs. (21) and (22), respectively. To perform EB, except for Case
1, the estimates µˆ and τˆ were obtained by solving Eqs. (24) and
(25) using the nleqslv package ver 2.9 (Hasselman, 2015), which
implements the Newton method. For Case 1, the estimates were
calculated by Eqs. (26) and (27).
For other models, single-subject MLE and fixed-effect MLE
were conducted by numerically optimizing the parameters so that
the negative LL was minimized. Specifically, we used a package
rsolnp 1.15,which implements the augmented Lagrangemultiplier
method with an SQP interior algorithm (Ghalanos & Theussl,
2011). The SEIP was numerically computed based on the Gaussian
approximation of the LL functions. Specifically, the Hessian matrix
H of the negative LL at single-subject MLE estimates is numerically
computed using the ‘‘solnp’’ function in the rsolnp package. Then,
the matrix inverse of H was computed, and the square root of the
diagonal terms of H−1 was used as the SEIP for the corresponding
parameter (Daw et al., 2011).
For estimating the posterior distribution of HB, we used
Stan 2.8.0 (Stan Development Team, 2015b) with the interface
RStan v2.8.0 (Stan Development Team, 2015a). Stan employs a
Hamiltonian Monte Carlo (HMC) to sample from the posterior
distribution of a given model. A total of 3334 samples were
drawn after 2000 burn-in samples for each of 3 chains, so that
the total sample size was about 10,000. For each parameter, the
Gelman–Rubin Rˆ statistic (Gelman & Rubin, 1992) was monitored
to confirm that the MCMC chains converged to the target
distributions (Rˆ values close to 1.00 imply the convergence).
In the following Appendix, we denote the distributions
following the convention of Stan. For example, if a variable x is
generated from the Gaussian (normal) distribution with mean µ
and standard deviation σ , we denote it as x ∼ Normal(µ, σ ),
rather than x ∼ N (µ, σ 2).
E.2. One-dimensional Gaussian model
For the one-dimensional Gaussian model, the simulations were
performed by varying ν2 while the number of trials was fixed at
T = 10. For each condition (ν2), the individual mean parameters θi
of N = 40 subjects were drawn from the Gaussian distribution
with µ = 2 and τ = 4. Next, samples xit , (t = 1, . . . , T )
were drawn for each subject from the Gaussian distribution with
θi and ν2. These procedures were repeated 100,000 times for each
condition. For each sample set, single-subject MLE, fixed-effect
MLE, and EB were applied. Hierarchical (full) Bayesian analysis
was applied for only the first 1000 sample sets to conduct the
simulation within a reasonable amount of time, as the sampling
method requires a lot of time.
E.3. Psychophysical functions
For the simulation of psychophysical functions, the hypothet-
ical data were generated as follows. For all subjects, the stimulus
intensities xi were varied from 200 to 400 ms with a step size of
10 ms (thus, 21 stimuli were presented in total). For each stim-
ulus, the hypothetical subjects performed T trials of judgments(varying from 3 to 50). In each simulation run, the true individ-
ual parameter values were generated as θi ∼ Normal(0, 20), βi =
0.28/(1+ exp(−z))+0.02, where z is a standard normal variable.
The number of subjects was fixed to N = 40. The simulation was
conducted for 100 runs for each T .
The population distributions of the individual parameters used
in the HB for the psychophysical functions were
αi ∼ Normal(µα, τα),
βi ∼ Normal(µβ , τβ)T(0.01, 3),
where T(L,U) indicates a truncation that restricts the support to lie
between L and U . The priors over the population parameters were
µα ∼ Normal(0, 103), τα ∼ Uniform(0, 103),
µβ ∼ Normal(0, 103), τβ ∼ Uniform(0, 103).
E.4. Signal detection theory
The true parameters were generated as
d ∼ Normal(1, 0.4),
c ∼ Normal(−0.2, 0.4).
From these true parameters, the number of hit responses and the
number of false alarm responses were generated by the individual
model Eq. (40). The hypothetical subjects performed T trials
(varying from 5 to 100). The number of subjects was fixed as N =
40. One hundred runs were conducted for each T .
The population distributions of individual parameters for the
SDT model were
di ∼ Normal(µd, τd)
ci ∼ Normal(µc, τc)
and the priors over these population parameters were
µd ∼ Normal(0, 100), τd ∼ Uniform(0, 10),
µc ∼ Normal(0, 100), τc ∼ Uniform(0, 10).
E.5. Weibull response time model
The true parameters were generated as
βi ∼ Gamma(3.02/0.52, 0.52/3.0),
θi ∼ Gamma(0.32/0.052, 0.052/0.3),
ψi ∼ Normal(0.5, 0.05)T[0.2,∞].
The 40 hypothetical subjects performed T trials (varying from T =
20 to T = 120). The simulation was conducted 50 times for each
condition.
Following Rouder et al. (2005, 2003), we assumed that the
prior on each shift parameter ψi is a uniform distribution from
zero to the minimum RT value for the subject i (instead of
assuming a population distribution for this parameter). For the
shape parameter β and scale parameter θ , we assumed a truncated
Gaussian distribution5:
βi ∼ Normal(µβ , τβ)T[0.01, 10],
θi ∼ Normal(µθ , τθ )T[0.01, 10],
with the higher-level prior distributions
µβ ∼ Normal(0, 10)T[0.01, 10], τβ ∼ Uniform(0, 10),
µθ ∼ Normal(0, 10)T[0.01, 10], τθ ∼ Uniform(0, 10).
5 Rouder et al. (2005, 2003) used the gamma distribution, but we used the
Gaussian distribution for simplicity of implementation and consistency with the
other models in this paper.
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Simulations were conducted according to the following pro-
cedures. First, the choice data were generated from Q-learning
models that performed hypothetical decision-making tasks. The
parameters of the true model for the ith subject, αi and βi, were
drawn from a (truncated) Gaussian distribution with mean = 0.4
and s.d. = 0.2 (sample values of less than 0 were replaced with
0.01, and sample values larger than 1were replacedwith 0.99), and
a Gaussian distribution with mean = 3.0, s.d. = 1.0 (sample val-
ues less than 0 were replaced with 0.01), respectively. In the sim-
ulation for generating the hypothetical data, the Q-learning model
performed a simple, probabilistic learning task. In the hypothet-
ical probabilistic learning task, one option was associated with a
higher reward probability of 0.7, in contrast to the other option,
which had a reward probability of 0.3. Based on the reward proba-
bility for the chosen option, a reward was given (R(t) = 1); other-
wise, no reward was given (R(t) = 0). The number of hypothetical
subjects was set to N = 20. A smaller number compared to pre-
vious examples (N = 40) was used because computing MCMC for
Q-learning for each subject involves the value update loop and is
thusmore time-consuming. The number of trials T was varied from
20 to 500. The simulation was conducted 50 times for each T .
The population distribution and the prior distribution were set
as
α′i ∼ Normal(µα, τα), αi = Inv_logit(α′i),
β ′i ∼ Normal(µβ , τβ), βi = 20 · Inv_logit(β ′i ),
µα ∼ Normal(0, 1.5), τα ∼ Uniform(0, 1.5),
µβ ∼ Normal(0, 1.5), τβ ∼ Uniform(0, 1.5),
where Inv_logit indicates the logistic sigmoid function:
Inv_logit(x) = 1/(1+ exp(−x)).
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