We discuss recent progress and unsolved problems concerning extremal graph packing, emphasizing connections between Dirac-type and Ore-type problems. Extra attention is paid to coloring, and especially equitable coloring, of graphs.
Introduction
An important instance of combinatorial packing problems is that of graph packing. We say that n-vertex graphs G 1 , G 2 , . . . , G k pack, if there exists an edge-disjoint placement of all these graphs onto the same set of n vertices. By definition, two graphs G 1 and G 2 pack, if G 1 is a subgraph of the complement G 2 of G 2 , or, equivalently, G 2 is a subgraph of the complement G 1 of G 1 . Many basic graph theory problems and concepts can be expressed in a unified (and sometimes more natural) form using the language of graph packing. Here are some relevant examples.
Example 1.1
The problem of existence of a spanning (hamiltonian) cycle in an nvertex graph G (which is a close relative of the famous Travelling Salesman Problem) is equivalent to the question whether the n-cycle C n packs with the complement G of G.
Example 1.2
The independence number α(G) of an n-vertex graph G is at least k if and only if G packs with the graph K k + K n−k consisting of the k-clique and n − k isolated vertices. Example 1.3 An n-vertex graph G is k-colorable if and only if G packs with an n-vertex graph that is the union of k cliques.
A proper vertex coloring of a graph is equitable if the sizes of its color classes differ by at most one. Example 1.4 An n-vertex graph G is equitably k-colorable if and only if G packs with the complement H(n, k) of the Turán Graph T (n, k), i.e. with the n-vertex graph whose every component is a complete graph with either n/k or n/k vertices.
Turán-type and Ramsey-type problems also can be naturally stated in the language of graph packing.
Since finding optimal solutions of many graph packing problems is NP-hard, corresponding extremal problems giving sufficient conditions for packing graphs are of great interest. Some well-known theorems of this type can be translated into the language of packing as follows. Theorem 1.5 (Dirac [24] ) If G is an n-vertex graph and ∆(G) ≤ n/2 − 1, then G packs with the cycle C n of length n. Theorem 1.6 (Ore [63] ) If G is an n-vertex graph and d(x) + d(y) ≤ n − 2 for every edge xy in G, then G packs with the cycle C n of length n. Theorem 1.7 (Hajnal and Szemerédi [31] ) Let G be an n-vertex graph with ∆(G) ≤ r. Then G packs with the graph H(n, r +1), whose components are complete graphs with either n/(r + 1) or n/(r + 1) vertices.
Ore's theorem motivates considering the notion of Ore-degree, θ(xy), of an edge xy in a graph G as the sum, d(x)+d(y), of the degrees of its ends in G. By definition, the Ore-degree of an edge xy is two greater than the degree of the vertex xy in the line graph of G, and coincides with the degree of xy in the total graph of G. We let the Ore-degree of a graph G be θ(G) = max xy∈E(G) θ(xy). Thus, Ore's theorem says that every n-vertex graph G with n ≥ 3 and θ(G) ≤ n − 2 packs with the cycle C n . Observe that θ(G) is closely related to the maximum degree of the line graph L(G):
and that any bound on θ(G) is in fact a bound on ∆(L(G)). Observe also that for every graph G,
where δ * (G) is the minimum positive degree of a vertex in G. The left inequality in (1.1) is obtained by considering an edge xy ∈ E(G) incident with a vertex of the maximum degree.
In view of Dirac's and Ore's theorems, we call upper bounds in terms of maximum degree giving sufficient conditions for packing graphs Dirac-type bounds and those in terms of the Ore-degree Ore-type bounds.
In this survey, we compare recent progress in Dirac-type and Ore-type bounds for graph packing problems. We discuss the general problem in the next section, packing a graph with a power of a cycle or path in Section 3, graph coloring in Section 4, equitable coloring in Section 5, and equitable list coloring in Section 6.
We use the standard notation. In particular, for a graph G, |G| denotes the order and ||G|| denotes the size of G.
General packing results
Some milestone results on extremal graph packing problems were obtained in the seventies. In the same issue of the Journal of Combinatorial Theory (B), fundamental papers by Bollobás and Eldridge [10] and Sauer and Spencer [68] appeared. The papers gave sufficient conditions for packing of two graphs with given average or maximum degree. Some of these results were also obtained by Catlin in his Ph.D. Thesis [16] and in [15] . In particular, Sauer and Spencer [68] proved the following Dirac-type bound.
Theorem 2.1 (Sauer and Spencer [68] ) If G 1 and G 2 are n-vertex graphs and
The proof is simple (we will show it for a half-Ore version), but the bound is sharp for even n. Example 2.2 Let G 1 be a perfect matching on n vertices, and G 2 contain K 1+n/2 and have maximum degree n/2. Then 2∆(G 1 )∆(G 2 ) = 2 · 1 · n/2 but G 1 and G 2 do not pack, since in any packing of G 1 and G 2 only one end of each edge of G 1 can be placed onto a vertex in the copy of K 1+n/2 in G 2 .
Example 2.3 Let n ≡ 2 (mod 4). Let G 1 be a perfect matching on n vertices, and G 2 = K n/2,n/2 . Again 2∆(G 1 )∆(G 2 ) = 2 · 1 · n/2. Again, G 1 and G 2 do not pack, since in any packing of G 1 and G 2 , the ends of each edge of G 1 should be placed into the same partite set of K n/2,n/2 , but n/2 is odd.
Kaul and Kostochka [35] proved that Examples 2.2 and 2.3 are the only examples where the bound of Sauer and Spencer is attained.
The half-Ore version of Theorem 2.1 mentioned above is as follows.
Theorem 2.4
If G 1 and G 2 are n-vertex graphs and
, and ∆ i = ∆(G i ). A packing of G 2 with G 1 will be viewed as a mapping f of
We argue by induction on G 1 . The base step G 1 = 0 is trivial, so consider the induction step. Let x be a vertex with the minimum positive degree δ * in G 1 and xy be any edge incident with x. By the induction hypothesis there exists a packing f of G 1 − xy with G 2 . If f (x)f (y) / ∈ E 2 , then we are done. Otherwise, we will show that there is some good z ∈ V − y such that the mapping g z obtained from f by switching the images of x and z is a packing of G 1 with G 2 . Suppose z ∈ V − y is bad, i.e., not good. Then there exists an edge uv ∈ E 1 with g z (u)g z (v) ∈ E 2 . Since f packs G 1 − xy with G 2 , at least one, say v, of u, v is in {x, z}. Then either (1) xu ∈ E 1 and g z (x)g z (u) = f (z)f (u) ∈ E 2 or (2) zu ∈ E 1 and g z (z)g z (u) = f (x)f (u) ∈ E 2 . The number of z for which (1) holds is at most d 1 (x)∆ 2 : There are at most d 1 (x) choices for u and each choice witnesses at most ∆ 2 different z. Similarly, the number of z for which (2) holds is at most d 2 (f (x))∆ 1 . Noting that the choice z = x, u = y has been counted twice, and using both (1.1) and (2.1), the total number of such bad z is at most
Thus there exists a good z ∈ V 1 − y, and so g z is a packing of
A sharpening of this result was proved in [55] : [56] . Conjecture 2.6 If G 1 and G 2 are n-vertex graphs and θ(G 1 )θ(G 2 ) < 2n, then G 1 and G 2 pack.
The conjecture looks natural and maybe has a simple proof, but so far we have failed to find any proof.
The main conjecture in the area (strengthening Theorem 2.1) is the following BEC-conjecture: Conjecture 2.7 If G 1 and G 2 are n-vertex graphs with maximum degrees ∆ 1 and ∆ 2 , respectively, and (∆ 1 + 1)(∆ 2 + 1) ≤ n + 1, then G 1 and G 2 pack.
This conjecture was posed by Bollobás and Eldridge [9] (see also [8, 10] ) and independently by Catlin [16] .
The following examples show that the conjecture is sharp for all values of ∆(G 1 ) and ∆(G 2 ), if true.
Example 2.8 Let positive integers ∆ 1 and ∆ 2 be fixed. Let G 1 be the disjoint union of ∆ 2 copies of K ∆ 1 +1 and one copy of K ∆ 1 −1 . Let G 2 be the disjoint union of ∆ 1 copies of K ∆ 2 +1 and one copy of
Suppose that G 1 and G 2 pack. Then in this packing, each of the ∆ 1 copies of K ∆ 2 +1 in G 2 should intersect all the ∆ 2 + 1 components of G 1 . But the
Example 2.9 Let a positive integer ∆ 1 and a positive odd integer ∆ 2 be fixed. Let G 1 be the disjoint union of ∆ 2 copies of K ∆ 1 +1 and one copy of K ∆ 1 −1 . Let G 2 be the disjoint union of ∆ 1 − 1 copies of K ∆ 2 +1 and one copy of
Suppose that G 1 and G 2 pack. In this packing, each of the ∆ 1 − 1 copies of K ∆ 2 +1 in G 2 should intersect all the ∆ 2 + 1 components of G 1 . This leaves two vertices in each clique of size ∆ 1 + 1 in G 1 and K ∆ 2 ,∆ 2 in G 2 . So we come to Example 2.3 of graphs that do not pack.
Only very special cases of the BEC-conjecture have been proved. In particular, the Hajnal-Szemerédi Theorem (Theorem 1.7) on equitable colorings verifies the conjecture in the case when G 2 is the disjoint union of cliques of the same size. Aigner and Brandt [1] and independently (for huge n) Alon and Fisher [2] settled the conjecture in the case ∆ 1 ≤ 2 (this particular case was conjectured by Sauer and Spencer [68] ). Csaba, Shokoufandeh, and Szemerédi [21] proved the BECconjecture for ∆ 1 = 3 and huge n. Bollobás, Kostochka and Nakprasit [12] showed that although the BEC-conjecture is sharp, if one of the two graphs is sparse, to be precise, d-degenerate for a small d, then much weaker conditions on ∆ 1 and ∆ 2 imply the existence of a packing. Recall that a graph G is d-degenerate if every subgraph G of G has a vertex of degree (in G ) at most d. In this case, the vertices of G can be ordered so that each vertex has fewer than col(G) := d + 1 neighbors that precede it. Theorem 2.10 (Bollobás, Kostochka and Nakprasit [12] ) Let d ≥ 2. Let G 1 be a d-degenerate graph of order n and maximum degree ∆ 1 and G 2 be a graph of order n and maximum degree at most ∆ 2 . If
then there is a packing of G 1 and G 2 .
If ∆ 2 ≥ 215, then ∆ 2 / ln ∆ 2 ≥ 40. Therefore, Theorem 2.10 yields that the BECconjecture holds if ∆ 2 ≥ 215 and ∆ 1 ≥ 40d. Adapting the proof of Theorem 2.10 to control the maximum degree of the union of the two packed graphs, implies the following result on simultaneous packing of many graphs.
Theorem 2.11 (Bollobás, Kostochka and Nakprasit [12] ) Let n, d, ∆ and q be positive integers such that d ≥ 2, q ≤ n 1500d 2 , and 1000d∆ < n ln n . Let F 1 , . . . , F q be d-degenerate graphs of order n and maximum degree at most ∆. Then F 1 , . . . , F q pack.
For a fixed d, Theorem 2.11 allows packing linearly many (in n) d-degenerate n-vertex graphs of moderate maximum degree. The phenomenon here is that it is easier to pack graphs if the number of vertices is significantly greater than the maximum degrees of the graphs to be packed.
Clearly, restriction (2.3) cannot be weakened by more than 40 times. The following result in [11] shows that (2.2) is also weakest up to a constant factor. Theorem 2.12 (Bollobás, Kostochka and Nakprasit [11] ) Let k be a positive integer and q be a prime power. Then for every n ≥k+1 −1 q−1 , there are graphs G 1 (n, k) and G 2 (n, q, k) of order n that do not pack and have the following properties.
(a) G 1 (n, k) is a forest with n − k edges and maximum degree at most n/k;
2) can be possibly weakened only by a constant factor.
Motivated by Theorem 2.10, Theorem 2.1 has very recently been strengthened [44] in terms of game coloring number. This parameter is defined by means of the marking game, which is played by two players Alice and Bob on a graph G. Bob decides who plays first, and then the players take turns choosing unchosen vertices until all vertices have been chosen. Let L be the order in which the vertices are chosen. The score of the game is the least integer s such that every vertex has fewer than s neighbors that precede it in L. The game coloring number gcol(G) is the least integer k such that Alice has a strategy for obtaining a score of at most k regardless of how Bob plays. The new result says:
Theorem 2.13 strengthens Theorem 2.1, since for every graph G,
Moreover, for some important classes of graphs the upper bound on gcol(G) can be greatly improved. For instance, Zhu [81] showed that every planar graph G satisfies gcol(G) ≤ 17.
In [36] , the BEC-conjecture was attacked from a different direction: instead of proving the conjecture for another class of graphs, the following weaker bound for all graphs with high maximum degrees was proved.
Theorem 2.14 ( [36] ) Let G 1 and G 2 be n-vertex graphs with maximum degrees ∆ 1 and ∆ 2 , respectively. If ∆ 1 , ∆ 2 ≥ 300 and
This improves the bound of the Sauer-Spencer Theorem for large ∆ 1 and ∆ 2 and thus partially answers Problem 4.4 in [32] . Helpful concepts used in the proof are those of critical pairs and of cyclic switchings. Cyclic switchings generalize the ordinary switchings used in the proofs of Theorem 2.4 and the original Sauer-Spencer Theorem.
In all extremal examples (G 1 , G 2 ) for the BEC-conjecture that we know, G 1 contains ∆(G 1 )-regular and G 2 contains ∆(G 2 )-regular components. This fact and Theorem 2.10 suggest that maybe the following Ore-type analogue of the BECconjecture holds.
Conjecture 2.15 ([56])
The case of Conjecture 2.15 when G 2 is the union of vertex disjoint triangles (which is the analogue of Corrádi-Hajnal Theorem [18] ) was proved independently by Enomoto [26] and Wang [75] . The following extension of the results of Enomoto and Wang is a small step towards Conjecture 2.15. packs with any n-vertex graph H such that each component of H is either C 3 , or K 2 , or C 5 , or K 4 − e, or a vertex.
Yet another way to attack the BEC-conjecture gives the concept of near packing introduced by Eaton [25] . This is an extension of the notion of defective coloring. In a near packing of degree d, the copies of the two graphs may overlap so that the maximum degree of the subgraph spanned by the edges common to both copies is at most d. Thus a near packing of degree 0 is an ordinary packing. The following result was proved in [25] :
, then there exists a near packing of G 1 and G 2 of degree 1.
Eaton also posed the conjecture below and showed that it is sharp if true: Conjecture 2.18 (Eaton [25] ) Let G 1 and G 2 be n-vertex graphs and p be a positive real number. If
then there exists a near packing of G 1 and G 2 of degree less than p.
It would be interesting to prove the Ore-version or half-Ore version of Theorem 2.17. For example, is it true that if (0.5θ(G 1 ) + 1)(∆(G 2 ) + 1) ≤ n + 1, then there exists a near packing of G 1 and G 2 of degree 1?
Other interesting results on graph packing were obtained by Brandt [14] , Csaba [19, 20] , Fan and Kierstead [28, 29] , Komlós [47] , Komlós, Sárkőzy and Szemerédi [49, 50, 51] , Sauer and Wang [69] , Wozniak [37, 67] , Yap [72, 73, 78] and others. One can look into the 75-page survey [77] of the topic by Wozniak. Some of these results are discussed in the next section. After this paper was accepted, we learned about the following very interesting result by Kühn, Osthus and Treglown [59] : for every fixed graph H and large n, they found asymptotically exact Ore-type conditions for an n-vertex graph G of order divisible by |H| to contain a perfect H-packing of G, i.e., to contain vertex-disjoint copies of H that cover V (G).
Packing a graph with a power of a cycle
Let H = v 1 v 2 · · · v n be a path or a cycle. An r-chord is an edge of the form v i v i+r , where addition is modulo n in the case that H is a cycle. The r-th power of H is the graph obtained by adding all i-chords with i ≤ r. The second power of H is called the square of H. Pósa (see [27] ) conjectured that every graph on n vertices with minimum degree at least 2 3 n contains the square of C n . Seymour [70] strengthened Pósa's Conjecture as follows.
Conjecture 3.1 (Seymour [70] ) Every graph G on n vertices with δ(G) ≥ r r+1 n contains the r-th power of C n .
The case r = 1 is Dirac's Theorem and the case r = 2 is Pósa's Conjecture. Rephrased in terms of packing, Seymour's Conjecture looks like this.
Conjecture 3.2
The r-th power of C n packs with every graph G on n vertices with ∆(G) ≤ n r+1 − 1. Seymour's conjecture implies the packing version of the Hajnal-Szemerédi Theorem, since any r+1 consecutive vertices of the r-th power of a cycle induce K r+1 . Indeed, Seymour's original motivation for his conjecture was to find an understandable proof of the Hajnal-Szemerédi Theorem. Fan and Kierstead [29] came close to proving Posa's conjecture, but had to settle for finding the square of a hamiltonian path, albeit with a slightly weaker hypothesis.
Theorem 3.3 (Fan and
contains the square of P n .
The following example shows that the theorem is best possible for paths.
Example 3.4 Let G be the complete tripartite graph K t−1,t+1,t+1 . Then n := |G| = 3t + 1 and δ(G) = 2t = 2n−2 3
. If H is a square path in G, then any three consecutive vertices must be in distinct parts. It follows that G does not contain the square of P n , since when the last vertex in the small part is used there will still be four unused vertices. Notice also that adding edges inside the small part will not create the square of P n .
Not only does the weakened hypothesis give the best possible result with respect to paths, but it also implies a strengthened version of the Aigner-Brandt Theorem. Observe that every graph H on n vertices with ∆(H) ≤ 2 is contained in the square of P n . In other words, the square of P n is universal with respect to graphs H on n vertices with ∆(H) ≤ 2. It is well known that every balanced bipartite graph G on n = 2s vertices with δ(G) ≥ s+1 2 contains C n . Wang [76] conjectured that if δ(G) ≥ s 2 + 1 then G is universal with respect to bipartite graphs H on n vertices with δ(H) ≤ 2. He showed that if true, this is best possible.
Example 3.8 Let G be the balanced bipartite graph on n = 2s = 4t + 2 vertices formed by taking two copies of K t,t+1 and joining the two larger parts by a matching with t + 1 edges. Then δ(G)
Define the ladder L n to be the balanced bipartite graph on n = 2s vertices a 1 , b 1 , · · · , a s , b s such that a i b j ∈ E(L n ) if and only if |i − j| ≤ 1. It is easy to check that L n is universal with respect to all bipartite graphs H on n vertices with ∆(H) ≤ 2. Czygrinow and Kierstead [22] used the Regularity and Blow-Up lemmas to prove the following strengthening of Wang's conjecture for huge graphs. Bondy and Chvátal [13] proved the case k = 1 (prior to the conjecture) and Amar [5] proved the case k = 2. Recently Czygrinow, DeBiasio and Kierstead [23] proved the following two theorems. Together they imply Amar's conjecture for sufficiently large graphs. Moreover, Theorem 3.12 shows that the degree bound can be relaxed to d(a) + d(b) ≥ s + 2 as long as n is large in terms of k. 
Coloring
As mentioned in the introduction, various coloring problems are important instances of packing problems. An obvious (but sharp) Dirac-type bound on the (ordinary) chromatic number is
where χ(G) is the chromatic number of G. Brooks' Theorem below characterizes the graphs for which (4.1) holds with equality. The proof is also obvious and the bound is also attained at complete graphs. However for small odd θ there are more connected graphs for which (4.2) holds with equality. Example 4.3 Let G be a graph with θ(G) ≤ 7 and χ(G) = 4 (for example, G = K 4 ). We construct from G a (3 + |V (G)|)-vertex graph G with θ(G ) ≤ 7 and χ(G ) = 4 as follows. Choose a vertex v ∈ V (G) that has no neighbors of degree 4 (each vertex of degree 4 has this property). Split v into two vertices v 1 and v 2 of degree at most two. Add two new vertices x v and y v that are adjacent to v 1 , v 2 , and to each other. By construction, θ(G ) = 7. Suppose that G has a 3-coloring f . Since both, v 1 and v 2 are adjacent to x v and y v , we need f (v 1 ) = f (v 2 ). But then f yields a 3-coloring of G, contrary to our assumption. The two bottom graphs in Figure 1 illustrate the idea (with G on the left).
Iterating the idea of Example 4.3 yields infinitely many 2-connected graphs G with θ(G) ≤ 7 and χ(G) = 4. In contrast, for graphs with Ore-degree at least 12 (i.e., with chromatic number at least 7), the only extremal connected graphs are complete graphs. We think that the statement of Theorem 4.4 holds also for graphs G with Oredegree at least 10 but cannot prove it. An even more challenging task would be to describe connected graphs G with θ(G) ≤ 7 and χ(G) = 4.
Equitable coloring
In several applications of coloring as a partition problem there is an additional requirement that color classes be not too large or be of approximately the same size. Examples are the mutual exclusion scheduling problem [6, 71] , scheduling in communication systems [33] , construction timetables [46] , and round-the-clock scheduling [74] . For other applications in scheduling, partitioning, and load balancing problems, one can look into [7, 58, 71] . A model imposing such a requirement is equitable coloring-a proper coloring such that color classes differ in size by at most one. As mentioned in the introduction, equitable coloring is a particular case of the general graph packing problem. Alon and Füredi [2] , Pemmaraju [65] and Janson, Luczak, and Ruciński [34] used equitable colorings to give new bounds on tails of distributions of sums of random variables. Rödl and Ruciński [66] used equitable colorings to give a new proof of the Blow-Up Lemma.
In contrast to ordinary coloring, a graph may have an equitable k-coloring (i.e., an equitable coloring with k colors) but have no equitable (k + 1)-coloring. Thus, it is natural to look for the minimum number, eq(G), such that for every k ≥ eq(G), G has an equitable k-coloring.
Finding eq(G) even for planar graphs G is an N P -hard problem. This motivates a series of extremal problems on equitable colorings. The Dirac-type Theorem 1.7 by Hajnal and Szemerédi [31] in the original language is as follows.
Theorem 5.1 (Hajnal and Szemerédi [31] ) Every graph G with maximum degree at most r has an equitable (r + 1)-coloring.
The proof was long and sophisticated. A shorter proof appeared in [38] . Then Kierstead, Kostochka, Mydlarz, and Szemerédi [45] devised an algorithm that in time O(rn 2 ) finds an equitable (r+1)-coloring for any n-vertex graph with maximum degree at most r. It is based on a modification of the proof of Theorem 5.1 in [38] . Here we present a yet shorter and simpler proof of Theorem 5.1.
Proof of Theorem 5.1. Let G be a graph with ∆(G) ≤ r. We may assume that |G| is divisible by r+1: If |G| = s(r+1)−p, where p ∈ [r], then set G = G+K p . By construction, |G | is divisible by r + 1 and ∆(G ) ≤ r. Moreover, the restriction of any equitable (r + 1)-coloring of G to G is an equitable (r + 1)-coloring of G. So we may assume |G| = (r + 1)s.
We argue by induction on G . The base step G = 0 is trivial, so consider the induction step. Let u be a non-isolated vertex. By the induction hypothesis, there exists an equitable (r + 1)-coloring of G − E(u), where E(u) denotes the set of edges incident with u. We are done unless some color class V contains an edge uv. Since ∆(G) ≤ r, some color class T contains no neighbors of u. Moving u to T yields an (r + 1)-coloring of G with all classes of size s, except for one small class V − = V − u of size s − 1 and one large class V + = T + u of size s + 1. Such a coloring is called nearly equitable.
Given a nearly equitable (r + 1)-coloring, define an auxiliary digraph H, whose vertices are the color classes, so that U W is a directed edge if and only if some vertex y ∈ U has no neighbors in W . In this case we say that y witnesses edge U W . Let A be the set of classes from which V − can be reached in H and B be the set of classes not in A. Set a = |A|, b = |B|, A = A and B = B. Then r + 1 = a + b. Since every vertex y ∈ B has a neighbor in every class of A,
(*)
Case 0: V + ∈ A. Then there exists a V + , V − -path P = V 1 , . . . , V k in H. Moving each witness y j of V j V j+1 to V j+1 yields an equitable (r + 1)-coloring of G.
We now argue by a secondary induction on b, whose base step b = 0 holds by Case 0. If V + / ∈ A, then |A| = as − 1 and |B| = bs + 1. Consider the secondary induction step.
A class W ∈ A is terminal if every Order A as X 0 , X 1 , . . . , X a−1 so that X 0 = V − and each X i has a previous out-neighbor.
Case 1: For some a − b ≤ i ≤ a − 1, class X i is not terminal. This includes the case a ≤ b. Then some X j ∈ A cannot reach V − in H − X i . So j > i and X j has no out-neighbors before X i . In particular, d 
So σ(y) ≥ a − b + d B (y) + 1. Let I be a maximal independent set with V + ⊆ I ⊆ B.
So some vertex w ∈ W ∈ A has two solo neighbors y 1 and y 2 in the independent set I.
By the primary induction hypothesis, we can equitably b-color G[B − y 1 ]. Let Y be the class of y 2 in this coloring. By (**), d B−y 1 (w) ≤ r − (a − 1) − 1 = b − 1 and we can move w to some class U ⊆ B − y 1 . Replacing w with y 1 in W to get W * and moving w to U yields a new nearly equitable (r + 1)-coloring of G. Now at least a + 1 classes, W * , Y , and all X ∈ A − W , can reach V − . In this case we are done by the secondary induction hypothesis.
2
As discussed in Example 2.3, if r is odd, then K r,r has no equitable r-coloring. Chen, Lih and Wu [17] proposed the following common strengthening of Theorem 5.1 and Brooks' theorem. [17] ) Let G be a connected graph such that ∆(G) = r. Then G has no equitable r-coloring if and only if either (1) G = K r+1 , or (2) r = 2 and G is an odd cycle, or (3) r is odd and G = K r,r .
Conjecture 5.2 (Chen, Lih and Wu
Some partial cases of Conjecture 5.2 were proved in [17, 52, 62, 79, 80] . In particular, Chen, Lih and Wu [17] proved that the conjecture holds for r = 3: Theorem 5.3 (Chen, Lih and Wu [17] ) Let G be a connected graph such that ∆(G) ≤ 3. Then G has no equitable 3-coloring if and only if G = K 4 or G = K 3,3 .
Brooks' theorem characterizes all graphs with maximum degree r that are rcolorable, since a graph is r-colorable if and only if each of its components is. This is not the case for equitable r-coloring. For example, for each odd r ≥ 3, the graph consisting of two disjoint copies of K r,r has an equitable r-coloring, but the graph consisting of a copy of K r,r and a copy of K r does not. This construction can be generalized. Say that a graph H is r-equitable if |H| is divisible by r, H is r-colorable and every r-coloring of H is equitable. If G contains K r,r and G−K r,r is r-equitable, then G does not have an equitable r-coloring. This motivates the study of equitable graphs, i.e., graphs that are r-equitable for some r. It was proved in [40] that there is a good description of the family of all r-equitable graphs; they can all be built from simple examples in a straightforward way.
If an r-colorable graph G has a spanning subgraph whose components are all r-equitable, then G is also r-equitable. We say that an r-equitable graph G is rreducible if V (G) has a partition {V 1 , . . . V t } into at least two parts such that G[V i ] is r-equitable for each i ∈ [t]; otherwise G is r-irreducible. Clearly K r is r-irreducible. The reader can see one other 5-irreducible graph F 1 and three other 4-irreducible Figure 2 and six other 3-irreducible graphs F 5 , . . . , F 10 in Figure 3 . Together with K r , the r-irreducible graphs from this list are the r-basic graphs. An r-decomposition of G is a partition of V (G) into subsets V 1 , . . . , V t such that each G[V i ] is r-basic. We say that G is r-decomposable if it has an rdecomposition. As was just mentioned, if r is odd and G is r-decomposable, then G ∪ K r,r has no equitable r-coloring. It was conjectured in [40] that this is the only obstacle that prevents an r-colorable graph with ∆(G) ≤ r from having an equitable r-coloring.
Conjecture 5.4 ([40])
Suppose that r ≥ 3 and G is an r-colorable graph with ∆(G) = r. Then G has no equitable r-coloring if and only if r is odd and there exists H ⊆ G such that H = K r,r and G − H is r-decomposable.
For r ≥ 6, this conjecture means that if an r-colorable graph G with ∆(G) ≤ r has no equitable r-coloring, then r is odd and V (G) can be partitioned into sets
A nearly equitable r-coloring of a graph G is defined in the above proof of Theorem 5.1. In this case |G| is divisible by r. If r is odd, G contains K r,r and G − K r,r has a nearly equitable r-coloring, then G has an equitable r-coloring, since the small class of one of the components can be combined with the large class of the other. This explains our interest in nearly equitable r-colorings.
Let G(r) be the class of all graphs G with ∆(G) ≤ r and χ(G) ≤ r. Let G(r, n) be the set of graphs in G(r) with at most n vertices. The following result implies that Conjectures 5.4 and 5.2 are equivalent. Very recently, the case r = 4 of Conjecture 5.2 was proved [42] . The following Ore-type analogue of Theorem 5.1 (slightly strengthening a conjecture in [54, 56] ) was proved in [39] . In particular, the theorem yields that Conjecture 5.2 holds for graphs in which vertices of maximum degree form an independent set. The bounding examples for this theorem (apart from K r+1 ) are graphs K m,2r−m for every odd 0 < m ≤ r. In the same paper, the following Ore-type analogue of Conjecture 5.2 was proposed. Conjecture 5.11 ([41] ) Suppose that r ≥ 3. An r-colorable, n-vertex graph G with θ(G) ≤ 2r has no equitable r-coloring, if and only if n is divisible by r, and there exists W ⊆ G such that W = K m,2r−m for some odd m and G−W is r-decomposable.
It was proved in [41] that Conjecture 5.11 is equivalent to Conjecture 5.10 even for graphs with restricted number of vertices and restricted values of Ore-degree.
Theorem 5.12 ([41])
Assume that Conjecture 5.10 holds for all graphs with at most n vertices and Ore-degree at most 2r. Let G be an r-colorable n-vertex graph with θ(G) ≤ 2r. Then G has no equitable r-coloring if and only if n is divisible by r and there exists H ⊆ G such that H = K m,2r−m for some odd m and G − H is r-decomposable.
It follows that Conjecture 5.11 holds for r = 3.
Equitable list coloring
A list analogue of equitable coloring was introduced by Kostochka, Pelsmajer and West [53] . A list assignment L for a graph G assigns to each vertex v ∈ V (G) a set L(v) of allowable colors. An L-coloring of G is a proper vertex coloring such that for every v ∈ V (G) the color on v belongs to L(v). Given a k-uniform list assignment L for an n-vertex graph G, the graph G is equitably L-colorable if G has an L-coloring where no color is used on more than n/k vertices. A graph G is equitably k-choosable if G is equitably L-colorable whenever L is a k-uniform list assignment for G.
Because one cannot ensure the appearance of each color, the techniques previously used for ordinary equitable colorings do not work well for equitable list colorings. Nevertheless, Kostochka, Pelsmajer and West [53] suggested that the following analogue of the Hajnal-Szemerédi Theorem holds.
Conjecture 6.1 (Kostochka, Pelsmajer and West [53] ) Every graph G is equitably (1 + ∆(G))-choosable.
Furthermore, Pelsmajer [64] and independently Lih and Wang [61] confirmed this conjecture for graphs with maximum degree at most 3: Theorem 6.2 (Pelsmajer [64] , Lih and Wang [61] ) If ∆(G) ≤ 3, then G is equitably 4-choosable.
Very recently, the conjecture was proved for graphs with maximum degree 4 [43] . We believe that the following Ore-type analogue of Conjecture 6.1 also holds. 
, and finally f (w 1 ) ∈ L(w 1 ) − f (u 1 ) − f (w 3 ) − f (w 2 ). Since f (v) / ∈ L(w 1 ), the resulting coloring is proper.
From now on, |L(v) ∩ L(w i )| ≥ 3 for all i ∈ {1, 2, 3, 4}. 
