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P2P ネットワーク上で暗号化された通貨として取引を行う P2P 電子マネーシステムが普及
してきている．そして，金融の IT 化を推し進める Fintech への関心の高まりや Internet of
Things (IoT)への技術的な応用に対する期待から，その基幹技術であるブロックチェーンに
関する研究が注目されるようになった [1] -[3]．一般に，最も代表的な P2P電子マネーシステ
ムとしてビットコインと呼ばれるシステムが存在するが，これは 2009年にサトシナカモトと
呼ばれる人物が発表した論文 [4]を元に作られたもので，この論文がブロックチェーンの発端





























































































































す Version，前のブロック全体のハッシュ値を示す Prev Hash，ネットワークにおける時系列
の示すための Timestamp，トランザクションを格納し整理するためのインデックステーブル
であるMarkle Root，マイニングにおいて用いられる Nonceと，Difficulty Targetによって




















マイニングとは，条件を満たすまでナンスの値 (図 2.2における Nonce)を求めハッシュ計
算を繰り返すことであり，実質的に改ざんを防いでいる分散合意についての重要な概念であ













こでは，出力値が 000001以下というような 0の桁数を表すための Difficultyという条件値が
設けられている．この Difficultyは 10分を目安で計算が終わるように，一定の間隔で自動調
整される．また，Difficultyが増えるほど，ハッシュ計算の試行回数が増えるため，ハッシュ






































































































































に非積極的マイナーを潜入させる Block withholding や見つけたブロックを直ちに伝送しな













ブロック生成者と 4 : 6の割合で分配されることにより，攻撃に対する安全性を確保している．
Bitcoin-NGでは，トランザクションの入っていないキーブロックのみをマイニングの対象に
することで，マイニングの公平性や効率，有用性を向上させており，キーブロックのデータサ
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を用いる．ハイブリッド型 P2Pシステムを適用したアプリケーションとしては，Napster[36]，


































18 第 3 章 P2P ネットワーク
ネットワークの欠点を補い，かつ利点を生かしたアーキテクチャとしてスーパーノード型 P2P
ネットワークが存在する．スーパーノード型 P2Pシステムを適用したアプリケーションとし
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図 3.1. ピアの探索機構の分類表 [31]．
Gnutella









• PING : 他のノードを発見するためのパケット
• PONG : PING に対する応答のためのパケットであり，PING を受信したノードのア
20 第 3 章 P2P ネットワーク
図 3.2. Gnutellaの構成と情報取得手順の概要図 [31]．
ドレスや利用可能なリソース情報等を含む
• Query : 探索文字列を含んだ探索要求のパケット．ノード間を予め指定された回数
(TTL(TimeToLive))分だけ転送
• QueryHit : Queryに対して探索要求に該当したデータを保有しているノードから送信
される応答パケット．データサイズやデータの保存先の URL等の情報が含む
• PUSH : データを送信するノード側がファイアウォール内にいる場合のデータを送り込
むための要求パケット
周囲の情報を取得する際の手順を図 3.2を用いて説明する．まず，あるノード Sは自身とリン
クを確立している他のノード Aや R1へ PINGをフラッディング (ブロードキャスト)する．
PING を受信した他のノード A や R1 は送信元のノード S へ PONG を送信することで応答
する．更に，PONGを送信したノード R1において，自身とリンクを確立している他のノー
ド Bや R2に対して PINGの送信元のノード Sの識別子を格納した PINGをフラッディング
する．送信元ノードから送信された PINGには予め TTLが指定されているため，ノードを経





を確立している他のノード Aや R1の全てに Queryを送信する．Queryを受信したノード A
や R1は，まず，送信された Queryが以前に送信されたものであるか調べる．同一ノードか
らの同一の Queryの重複を避けるため，その Queryが以前に送信されたものであれば，その
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において，自身とリンクを確立している他のノード Bや R2の全てに Queryを送信する．同
様のことを繰り返していき，ノード Dにおいて，ノード Dが探索要求対象のデータを保持し
ている場合，Query の送信元ノード S へ QueryHit を送信することで回答する．この時，送




ノードへ伝搬されていき，最終的に Queryの TTLが 0になった時点で探索は終了する．
3.1.2 構造型ピュア P2Pネットワーク
構造型トポロジーを用いた P2P ネットワークは Distributed Hash Table(DHT) などを
用いている．DHT はネットワークトポロジーの決定やデータ探索に必要なキーは位置を
厳密に定義するシステムである．構造型トポロジーを用いた P2P ネットワークとしては，
22 第 3 章 P2P ネットワーク













ジーを用いた P2Pネットワークにおいて代表的な Chordと CANについて述べる．
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図 3.5. Chordの経路表構成の概要図 [31]．
Chord
Chrodは，探索対象となるネットワーク上の各データ，およびこれらを分散管理する各ノー
ドは，一般的に 160bit の識別子の独自の識別子が与えられている．160bit の識別子として，





タの数を q，ハッシュ値を bとした場合，各ノードを ID-N[a1]，ID-N[a2]，· · ·，ID-N[ap]と
し，各データを ID-D[b1]，ID-D[b2]，· · ·，ID-D[bq] とすると，ID-N[a1]のノードは，ハッ
シュ空間の ID-N[ap] < x ≤ 2160 − 1および 0 ≤ x ≤ ID-N[a1]の範囲内のハッシュ値が付与
されたデータを管理する．以下同様に ID-N[a2] のノードは ID-N[a1]< x ≤ID-N[a2] のハッ
シュ値が付与されたデータを管理する (図 3.4)．
各ノードは自身が管理するデータ情報を自身の持つ専用のテーブルに保持する．テーブルは











るm台 (ハッシュ空間が 2m の時)のノードの情報を持つリストである．一方，Finger Table
は，自身のハッシュ値を X とした時，X + 2m(0 ≤ m < 160)のハッシュ値を担当領域とす
るノードの情報を持つリストである．つまり，自身のハッシュ値からハッシュ空間の大きさの




の 1/2 先のノードの部分に ID-N[23] が格納される．同様に，ハッシュ空間の大きさの 1/4，
1/8先のノードの情報には ID-N[12]が，1/16先のノードの情報には ID-N[6]が格納される．
Finger Tableを用いた場合，ネットワークを構成するノードの数を N とすると，任意のノー
ドに O(log2(N))のホップ数 (オーダまた，は Path Length)で到達が可能である．そのため，
Successor Listと比較して，スケーラビリティに優れた効率的な探索が出来ることから，一般
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図 3.6. Chordの探索処理の概要図 [31]．
を管理するノードに到達し，要求元ノードはそのノードから回答を得ることで探索処理は完了
する．探索処理を図 3.5を基に図 3.6で説明すると，ノード ID-N[3]がデータ ID-D[25]を探
索する場合，ID-N[3]の経路表において，探索要求対象のデータのハッシュ値 25は経路表内
のどのノードのハッシュ値よりも大きい．そのため，ID-N[3]は自身の経路表の中から正の方
向へ向かってハッシュ値 25 に最も近い位置に存在するノード ID-N[23] へ探索要求を送信す
る．この時，ID-N[23]の経路表内の Finger Tableにおいて，ハッシュ空間の大きさの 1/2先
の情報を管理するノードは ID-N[12]，1/4先は ID-N[1]，1/8と 1/16先は ID-N[28]を示して
いる．ID-N[23]は自身の経路表の中から正の方向へ向かってハッシュ値 25に最も近い位置に
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て，(x, y)は空間内の座標，(x1, y1 : x2, y2)は，(x1, y1)，(x2, y2)を結ぶ線分を対角線と
するゾーンを示す．ここで (0.0, 0.5 : 0.5, 1.0)のゾーンを担当するノード Sが key(0.8, 0.6)
に対応づけられたデータを探索する場合，自身の隣接ノードの中で，key(0.8, 0.6)に最も近い
ゾーン (0.5, 0.5 : 0.75, 1.0)を管理しているノード Rに探索要求を送信する．同様の操作を，
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図 3.8. Kademlia構成の概要図．
座標 (0.8, 0.6) を含むゾーンを管理しているノード D に探索要求が到達するまで繰り返すこ
とにより，対象となるデータを発見することで探索処理を完了する．
3.2 Kademliaと DHTブロードキャスト
DHT は本来，ピュア型 P2P ネットワークにおいて探索の計算量を効率化するために考案
されたものであるが，その論理的なネットワークトポロジーを応用することで，効率的なブ
ロードキャストに応用する研究が行われている [51] - [55]．本稿では，DHT の一つである







Kademlia の特徴の一つとして，ノード間の距離をノード ID の排他的論理和演算 (XOR)
を用いて決定することである．XOR距離によると，同じ値を持つ二つのノード IDの距離は

















• PING : 対象ノードの生存確認
• STORE(Key, Value) : 対象ノードにキーと値のペアを保持される
• FIND NODE(ID) : 対象ノードから IDに近いノードを k個取得
• FIND VALUE(Key) : 対象ノードからキーの値を取得，値がない場合は，FIND NODE
と同様
新しいノードが Kademilaに参加するには少なくとも 1つのノード IDを知っておく必要があ
る．この既知のノードが Kademilaへ参加するためのブートストラップノードとなる．ノード
参加は次のようにして行われる．
(step1) ブートストラップへ FIND NODE(0000)を送信
(step2) 参加するノードの IDに近いノードをブートストラップノードから k個取得
(step3) それらの k個のノードを自身のバケットに登録












Kademlia でのキーと値の探索は次ようにして行われる．(step2) は Remote Procedure
Call(RPC)で実行される処理で，選択した k個のノードに対して目標 IDに近い α個のノー
ドに問い合わせる．ノード探索の期待値は O(logN)となる．
(step1) 自身の k-bucketsよりキーに近いノードを k個選択 (近い順・RTT順)
(step2) 選んだノード k個にの先頭から α個づつ FIND VALUE(Key)を送信
(step3) α個の問い合わせ結果に，キーとペアの値があるなら，値を問い合わせ元へ返して
終了，なければキーに最も近い値を問い合わせ元へ返信





























































提案手法の DHT ネットワークについて，Kademlia は本来 160 bit の ID 空間から DHT






















また，提案手法のために用いる図 4.3，図 4.4，図 4.5，図 4.8，図 4.9において，クラスタ数
を 4とし，それぞれのクラスタを A，B，…，Dと定義している．
次に，ノードの役割について説明する．データノードでは，トランザクションの生成とその







データノードは各々，自身の IPアドレスをハッシュ変換した 256 bitのノード IDと，ノー
ド IDを格納するノードリスト (バケット)を持っており，ノード IDのプレフィックスから，
自分の配属されるクラスタが割り当てられる．また，データノードは，図 4.1，図 4.3のよう
にマイニングノードの非構造ピュア P2Pネットワークに接続先を持っている．図 4.4は，ID
空間が 5 bit，ノード数が 32，クラスタ数が 4，プレフィックス桁数が 2のときのデータノー
ドのネットワークにおける IDツリーを表している．プレフィックスはノード IDからクラス
タを判別するために用いられ，IDやプレフィックスは 2進数のビットで構成されるため，プ
レフィックスが n桁のとき，クラスタ数は 2n で表される．ノード IDが ⟨00110⟩の場合，プ
レフィックスの 2桁は ⟨00⟩となっているため，図 4.4における Aクラスタへ配属される．図
4.4 において，ノード ID ⟨00110⟩ をもつノードが所有するバケットを図 4.5 に示す．これは
ノード ID ⟨00110⟩のもつ接続先ノードのリストを表しており，図 4.5における K-bucketの
項目で示される各バケットには，最大 k 個の IDとその IDを持つ接続ノードの IPアドレス
が格納されている．Kademliaと同様に，リストを持つノードのノード IDを基準とする XOR
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図 4.4. データノードにおける 5 bitのノード IDツリー．
図 4.5. ノード ID ⟨00110⟩ のもつノードリスト．




のため，クラスタ Cとクラスタ Dは iが同値であるが，プレフィックスがクラスタ Cを ⟨10⟩
と ⟨11⟩という 2種類存在するため，異なるバケットとして扱っている．












見されたブロックは，ブロックハッシュ値とともに，それをさらに SHA - 256によってハッ



































(More Far From the First node) 手法と呼ぶ.
まず，送信を行う最初のデータノードは，送信するデータに自身のノード ID (以下，
firstID) を付加し，自身の持つノードリストに存在する全てのノードに最初の送信を行う．
このとき，その受信ノードの自身のノード ID (以下，myID) と firstID の XOR 距離は，
myID ⊕ firstID で表される．同様に，受信ノード自身のノードリストに存在する n個の接
続ノードのノード ID(以下，yourD)と firstIDとの XOR距離は，yourID⊕ firstIDと表
される．受信ノードはデータの転送を行う際，以下の条件式を満たした場合にのみ，転送を行
うことが可能となる．





ドである ID[00110] から ID[10100] へ送信した後，受信した ID[10100] では，転送先である
ID[01111]，ID[11001] にそれぞれ送信するかどうかの判断を行う．ID[01111] の場合，XOR
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図 4.6. MFFF手法の例．
距離の比較は 00110 ⊕ 01111 < 00110 ⊕ 10100 となるため，最初の送信ノードからの XOR
距離は ID[01111]の方が，ID[10100]より近いことが分かる．従って，条件式を満たさないた
め，ID[10100]では，ID[01111]へ送信を行わない．同様に，ID[11001]の場合，XOR距離の







囲を再帰的に制限する手法である．本稿では，この方式を RRL (Recursive Range Limit)手
法と呼ぶ．まず，送信を行う最初のデータノードは，送信するデータに自身のノード ID (以
下，firstID)を付加し，自身の持つノードリストに存在する全てのノードに最初の送信を行
う．同様にデータを受信したノードは自身のノード ID (以下，secondID) を付加し転送先
ノードへ送信していく．
最初のノードによる送信が終わったとき，その受信ノードでは各々 2i < firstID ⊕
secondID < 2i+1 をとりうる i が一意に決まる．secondID をもつノード自身のノードリス
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図 4.7. RRL手法の例．
トに存在する n個の接続ノードのノード ID(以下，yourID)をもつとき，secondID をもつ
ノードが転送可能となる XOR距離の範囲の条件式は以下のようになる．
条件式 1：2i ≤ secondID ⊕ yourID < 2i+1
次に転送されるデータノードの ID(以下，thirdID)の持つデータには，firstIDと secondID
の情報が付加されている．同様に，この時，2j <= firstID ⊕ secondID < 2j+1 をとりうる
j が一意に決まる．同様に，thirdID をもつノード自身のノードリストに，n個の接続ノード
のノード ID(以下，yourID′)があるとき，thirdID をもつノードが転送可能となる XOR距
離の範囲の条件式は以下のようになる．
条件式 1：2i <= secondID ⊕ yourID′ < 2i+1
かつ
条件式 2：2j <= thirdID ⊕ yourID′ < 2j+1
このように，経由ノードの IDをデータに付加し，範囲制限を再帰的に増やすことで転送可
能な範囲が狭まる．この手法は 2i ごとにバケットをもつ Kademliaでは，各バケットに 1つ
以上の IDが存在するとき，到達率が 100%になる送信手法となっている．
図 4.7の例でも同様に，トランザクション伝播の場合の送信を例に動作説明する．最初の送
信ノードである ID[00110]から ID[10100]へ送信した後，受信した ID[10100]では，送信でき
る範囲が 24 < 00110⊕ 10101 < 25 つまり，最初の送信ノードである ID[00110]の持つ i = 4
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のバケットに限定される．次に，ID[10100]から，ID[11001]に転送した場合，ID[11001]の送
信できる範囲は，24 < 00110⊕ 10101 < 25 かつ 23 <= 10100⊕ 11001 < 24 つまり，先ほど
の範囲から，さらに限定された最初の送信ノードである ID[00110]の持つ i = 4のバケットか


















(step d) (step2) - (step3) を繰り返し，マイニングノードを含めたネットワーク全体にト
ランザックションを伝播













(step g) マイニングノード自身の持つノードリストから，判別 IDとプレフィックスの等し
いノード IDを持つノードへブロックデータを送信し，また，そのノードの所属する以
外のクラスタの接続ノードへブロックヘッダを送信
(step h) ブロックデータを受信したデータノードは，BC 参照を行いブロックの有効性を
検証




(step j) (step i) - (step j)を繰り返し，データノードの中から，そのブロックデータを担当
するクラスタ全体へブロックデータを伝播
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図 4.8. トランザクション伝播プロセスの手順．
4.6 動作例




(step a)では，ノード IDのプレフィックス ⟨00⟩を持ち，クラスタ Aに配属されているノー
ドが新しいトランザクションを生成し，自身の持つノードリストのノードへ送信する．(step
b) では，そのトランザクションの受信ノードは，接続ノードの中からクラスタ B，C，D の
ノードに BC 参照を行い，トランザクションの有効性を検証する．(step c) では，その受信
ノードは，自身のノードリストの全てのデータノードに対して，条件式を満たすかどうかを確
認し，満たした場合にのみそのノードに検証済みトランザクションを転送し，自身の接続して
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のデータ容量の実測値を示しており，図 4.11 は同様に 24 時間平均したブロックのデータ容
量の実測値を表している [57]．ビットコインの仕様上，ブロックサイズ上限は 1MBとなって
おり，図 4.10 における 2018 年 1 月及び 2018 年 11 月には，ブロックのデータ容量が 1MB
に到達している．このことから早急にビッグブロック等のスケーラビリティの改善を行う必要




は，文献 [27] に詳細に述べられている．以上のことから，一般的な PC のストレージサイズ
の定義にもよるが，ビックブロックを施行するかどうかに関わらず，今後，ストレージのハー
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ID ツリーの応用可能性から Kademlia を採用している．Kademlia では，他の DHT に比べ
ノードのネットワークへの参加退出に対してネットワーク維持のためのメッセージを必要とし
ていないため，維持コストが低い．また，ノード IDツリーは，文献 [22]のように，ブロック
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タを表 5.1に示す．ノード数は 8192とし，ID空間は 13 bitで形成される．そのため，提案手
法におけるノードリストのバケット数は 13となり，接続ノード数はノードリストの各バケッ



























クラスタ数 2 - 16
ノードリストにおける接続ノード数 13 - 57









較対象は，提案手法におけるフラッディング (Pro1 flooding)，MFFF手法 (Pro2 MFFF)，





























では，8192ノード，近接ノード数が 13 (K=1)，クラスタ数が 4のパラメータで評価を行なっ
ている．評価項目は，クエリ要求メッセージとその応答メッセージの冗長率と到達率である．
図 5.4に冗長率，図 5.5に到達率を示す．提案手法は，従来手法に比べ 1ホップ早くメッセー
ジの重複が発生し始めている．これは，提案手法における最初の送信ノードからの XOR距離
が近い範囲内では，転送ノードからの距離が近いバケットにおいて重複が起こりやすいためで





































































案手法のフラッディングと RRL 手法を比較すると，平均ホップ数の減少率は K=1 の方が，
K=2のときよりも高いことが確認できる．これは，リンク数が多いほど，平均ホップ数が減
少する傾向があるため，減少率が低下した．
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図 5.12. ブロック伝播におけるクラスタ数別平均ホップ数評価 2．
図 5.13. ブロック伝播におけるクラスタ数別冗長率評価．
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