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Recent demonstrations on manipulating antiferromagnetic (AF) order have triggered a growing
interest in antiferromagnetic metal (AFM), and potential high-density spintronic applications de-
mand further improvements in the anisotropic magnetoresistance (AMR). The antiferromagnetic
semimetals (AFS) are newly discovered materials that possess massless Dirac fermions that are pro-
tected by the crystalline symmetries. In this material, a reorientation of the AF order may break
the underlying symmetries and induce a finite energy gap. As such, the possible phase transition
from the semimetallic to insulating phase gives us a choice for a wide range of resistance ensuring
a large AMR. To further understand the robustness of the phase transition, we study thermal fluc-
tuations of the AF order in AFS at a finite temperature. For macroscopic samples, we find that
the thermal fluctuations effectively decrease the magnitude of the AF order by renormalizing the
effective Hamiltonian. Our finding suggests that the insulating phase exhibits a gap narrowing at
elevated temperatures, which leads to a substantial decrease in AMR. We also examine spatially
correlated thermal fluctuations for microscopic samples by solving the microscopic Landau-Lifshitz-
Gilbert equation finding a qualitative difference of the gap narrowing in the insulating phase. For
both cases, the semimetallic phase shows a minimal change in its transmission spectrum illustrating
the robustness of the symmetry protected states in AFS. Our finding may serve as a guideline for
estimating and maximizing AMR of the AFS samples at elevated temperatures.
I. INTRODUCTION
The effort of understanding magnetic materials have
triggered to discover a wide range of new physics which
has been exploited to improve existing technologies1–4.
One of the prominent example is the solid-state magnetic
memory4–6 for its superior speed in writing operation7;8,
the robustness on radiation-induced errors9, and the high
thermal stability10. However, the magnetic moment in
ferromagnetic materials is susceptible to the external
magnetic field and often causes an undesirable bias to-
ward one particular magnetic configuration due to the
stray field11 from adjacent ferromagnetic films. An an-
tiferromagnetic metals (AFM), having a zero net mag-
netic moment, are immune to the external magnetic field,
thus providing an intrinsic advantage for realizing high-
density spintronic devices12. In addition, a recent study
on the current-induced spin-orbit torque13;14 has estab-
lished a promising way to manipulate antiferromagnetic
(AF) orders by an electric current15;16, and triggered a
renewed interest in AFM12;17. The anisotropic Fermi
surface of AFM leads to changes in the current flow
upon manipulation of the AF order. The subsequent
difference between high and low resistance state deter-
mines the anisotropic magnetoresistance ratio (AMR),
and has been served as a convenient read-out mechanism
for AFM16. However, a typical AMR range found in
AFM is a few percent16;18 and may be overshadowed by
random resistance variations in devices and external cir-
cuitaries for high-density integration19. Moreover, the
resistance of the AFM is low in nature due to its metallic
phase, and is unfavorable for an integration with conven-
tional device technologies6.
For this type of application, one particularly promising
class of the material is the antiferromagnetic semimetals
(AFS). In this study, we particularly focus on one type
of AFS that possesses the Dirac fermion protected by an
additional non-symmorphic crystalline symmetry. The
Dirac fermion is characterized by the Dirac point20;21
or Dirac nodal line22 where the valence and conduction
band touch. In general, the protected crossings in Dirac
semimetals require a presence of the inversion (P) and
the time-reversal (T ) symmetry. Although the T is ab-
sent in magnetic materials, the existence of the AF order
enables the system to preserve the combined symmetry,
PT , which leads to the discovery of new magnetic mate-
rials that the magnetism and the massless Dirac fermion
coexist20. As a result, the Dirac quasi-particles may be
found in antiferromagnetic materials such as CuMnAs or
CuMnP20. The basic idea for the application is based on
the observation that the AFS gains a finite energy gap
when the underlying symmetry is broken by reorienting
the AF order. Such transition from the semimetallic to
insulating phase is dubbed as a topological (semi)metal-
insulator transition (MIT)23 and in principle provides a
large ratio in magnetoresistance.
The discovery of the AFS calls for the further under-
standing of the behavior of the Dirac fermion in the pres-
ence of the magnetism. One intrinsic aspect of the mag-
netism that lacks the understanding in this particular
material is the influence of the thermal fluctuation. We
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2particularly aim to investigate the thermal fluctuation of
the spin as (i) it may divert the antiferromagnetic order
from its original orientation breaking the underlying non-
symmorphic symmetry, and (ii) such thermal fluctuation
always exists due to the inevitable coupling between a
sample and its environment, especially at the temper-
ature where realistic applications are considered. The
goal of this study is to analyze the impact of random
spin fluctuations in AFS. For this purpose, we first intro-
duce a tight-binding Hamiltonian for AFS in Section II.
In Section III, we evaluate the impact of the thermal fluc-
tuation in AF order orientation for a macroscopic sample
by treating the fluctuation as an impurity potential. The
subsequent changes in quasi-particle spectrum have been
examined by averaging the impurity potential over all the
possible configurations and we numerically calculate the
resultant transport response. In Section IV, we consider
a spatially correlated thermal fluctuation which has been
neglected in macroscopic considerations. We consider the
correlated fluctuations by solving the stochastic Landau-
Lifshitz-Gilbert equation and the corresponding current
response has been calculated using the non-equilibrium
Green function formalism. The result has been compared
with our previous results in Section III and both similar-
ities and differences have been discussed. In Section V,
we summarize our findings and conclude this study.
II. ANTIFERROMAGNETIC SEMIMETAL
HAMILTONIAN
We begin our analysis by introducing a tight-binding
model for AFS. Figure 1(a) shows a tetragonal primi-
tive lattice structure22 in the space group 59 (Pmmn)
consisting of the A and B sublattices. The spin degree
of freedoms in A and B sublattices are anti-aligned and
form an AF order, or specifically, a Ne´el order. The Ne´el
order is characterized by a unit vector defined as the Ne´el
vector nˆ and indicated as a red arrow in Fig. 1(a). The
relative location of the A and B sublattice is determined
by the inversion symmetry (P) with respect to its inver-
sion center located at the middle point of the adjacent A
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FIG. 1. (a) A lattice structure consists of two sublattice
atoms. Two sublattice atoms are indicated as A and B having
an opposite spin configuration along the Ne´el vector nˆ (AF
order) enforced by the exchange coupling. (b) The lattice
structure has non-symmorphic symmetry Gx for nˆ||[100] and
Gy for nˆ||[010].
and B sublattices. Although A and B sublattices consist
of the identical primitive unit cell structure with the same
atomic compositions, P is explicitly broken due to the
AF order. In addition, the time-reversal symmetry (T )
is broken due to the non-zero magnetic order. Neverthe-
less, the system preserves the combined symmetry20–22
(PT ), whose symmetry center is indicated as a black dot
in Fig. 1(a). The presence of the PT symmetry guaran-
tees the two-fold degeneracy in the whole Brillouin zone.
For more detailed analysis, we use the real-space tight-
binding Hamiltonian adapted by Wang22:
H = H0 +Hint, (1)
where H0 is the single-particle Hamiltonian that has the
spin-orbit coupling, and Hint is the Hamiltonian that de-
scribes the exchange interactions between itinerant elec-
tron spins and localized magnetic moments at A and B
sublattices. We consider the single-particle Hamiltonian
consists of an equal number of A and B sublattices with a
total number of lattice sites 2N . Then the single-particle
Hamiltonian is22
H0 =
∑
〈ij〉,〈〈ij〉〉
tijc
†
i cj +
∑
〈〈ij〉〉,〈l〉
c†i iλij(dˆil × dˆlj) · σcj
(2)
where c†i = (c
†
i↑, c
†
i↓)
T is the electron creation operator
at site i ∈ {1, 2, · · · , 2N}, 〈ij〉 stands for the nearest-
neighbor site pair (adjacent A-B sublattices) and 〈〈ij〉〉
indicates the next-nearest-neighbor site pair (adjacent
A-A or B-B sublattices) with a corresponding hop-
ping parameter tij . The second term in Eq. (2) is the
next-nearest hopping spin-orbit coupling (SOC)24;25. In
Eq. (2), dˆil = (ri − rl)/|ri − rl| is a unit vector which
connects the target atomic site i (or j) with the inter-
mediate atomic site l, which is positioned at the same
separation from the site i and j. σ = (σx, σy, σz) are the
Pauli matrices for spin degree of freedom. The interac-
tion Hamiltonian is26
Hint =
∑
i
Jmi · si +
∑
〈ij〉
Aexmi ·mj , (3)
where the spin density operator is defined as si = c
†
iσci.
Under the mean-field approximation within a unit cell,
a local magnetization mi is assumed at the site i with a
uniform saturation magnetization |mi| = ms for all lat-
tice sites. In Eq. (3), J is the on-site exchange coupling
constant between the itenerant electron spin (si) and the
local magnetic moment (mi), and Aex > 0 is the anti-
ferromagnetic exchange constant between adjacent local
magnetic moments. To further simplify the Hamiltonian,
we define a unit cell structure consists of A and B sub-
lattices, with a unit cell index r ∈ {1, 2, · · · , N}. The red
rectangular box in Fig. 1(b) describes the rth unit cell
whose localized spin angular momentum orientations are
defined by mAr and m
B
r for A and B sublattices, re-
spectively. We then assume that the antiferromagnetic
3exchange strength is strong enough to maintain an AF
order within each unit cell by satisfying the condition
mAr = −mBr . Here, we define JmAr = ∆rnˆr, where the
Ne´el vector nˆr and the exchange energy ∆r character-
izes the orientation and the magnitude of the AF order,
respectively. Consequently, Eq. (3) becomes
HAFint =
∑
r
∆rnˆr · [sAr − sBr ], (4)
where s
A/B
r is a spin density operator of the A/B sub-
lattice at the rth unit cell. The contribution of the lo-
cal magnetic moments, or the second term in Eq. (3),
becomes constant for the assumed antiferromagnetic or-
der merely adding a constant shift in the total Hamilto-
nian, therefore we may ignore its contribution in Eq. (4).
The more detailed discussions in Eq. (4) is given in Ap-
pendix A.
In general, the mean-field approximation assumes that
the local fluctuations of the magnetization are negligible,
thus the local magnetic momentum is approximated by a
global averaged value, or JmA = (1/N)
∑
r Jm
A
r = ∆nˆ,
where we define the macroscopic Ne´el vector nˆ, and the
macroscopic exchange energy ∆. Using the mean-field
approximation, we obtain the following Hamiltonian in
momentum space22:
Hˆnˆ(k) =[txyτ1 + tz(τ1 cos kz + τ2 sin kz)] cos
kx
2
cos
ky
2
+ t′xy(cos kx + cos ky) + t
′
z cos kz + ∆τ3σ · nˆ
+ (λ− λz cos kz)τ3(σ2 sin kx − σ1 sin ky),
(5)
where txy and tz are the nearest neighbor hopping con-
stants, t′xy and t
′
z are the next nearest neighbor hop-
ping constants, λ and λz are the spin-orbit coupling
strength, and τi=1,2,3 and σi=1,2,3 are the Pauli matri-
ces for sublattice and spin degree of freedom, respec-
tively. Note that the lattice constant is set to a = 1
for simplicity. The Hamiltonian in Eq. (5) is known to
possess22 PT = iτ1σ2K symmetry in addition to the glid-
ing (non-symmorphic) mirror symmetry Gx = {Mx| 1200}
or Gy = {My|0 120} depending on the Ne´el vector orien-
tation nˆ. Here, the non-symmorphic symmetry operator
Gx (Gy) acts on the Hamiltonian by applying a mirror
symmetry operator Mx (My) followed by a half-lattice
vector translation operator T = { 1200} (T = {0 120}), and
is expressed in a matrix form as
Gx =
(
iσ1 0
0 ieikxσ1
)
, Gy =
(
iσ2 0
0 ieikyσ2
)
. (6)
In Eq. (5), the Ne´el vector orientation is defined as
nˆ = (cosϕn sin θn, sinϕn sin θn, cos θn)
T , (7)
where ϕn and θn is the in-plane and out-of-plane angle of
the Ne´el vector, respectively. When the Ne´el vector con-
figuration is in nˆ||[100] (or ϕn = 0, θn = pi/2), Gx is re-
spected at kx = 0, pi and we may find the protected Dirac
points21 or Dirac nodal lines22 at kx = pi. Similarly, when
the Ne´el vector orientation is nˆ||[010], Gy is respected at
ky = 0, pi and we may find the protected Dirac points (or
Dirac nodal lines) at ky = pi. In both cases, the linear
crossings at the edge of the Brillouin zone are protected
by the underlying symmetries and the system may ex-
hibit the gapless (semimetallic) phase. However, other
Ne´el vector configurations (e.g. nˆ||[001]) break the glid-
ing mirror symmetries and the accidental band crossings
are not protected. In this case, the system may show the
gapped (insulating) phase.
The ground state configuration of the Ne´el vector may
be obtained by evaluating the total free energy of pos-
sible Ne´el vector configurations. The result may vary
as a function of the material parameters and the loca-
tion of the chemical potential27. As our goal is to un-
derstand the impact of the thermal fluctuation on the
given AFS phase, we focus on a particular set of the
assumed ground state Ne´el vector configurations which
respect or break the underlying symmetry. The former
case results in the gapless phase, whereas the latter sce-
nario exhibits the gapped phase. In particular, we use
nˆ||[100] (or ϕn = 0, θn = pi/2) as a representative con-
figuration for the gapless phase and nˆ||[001] (or θn = 0)
for the gapped phase. The detailed spectrum, low-energy
Hamiltonian, and discussions on the parameter space of
the model Hamiltonian may be found in Wang22 and Kim
et al.27.
III. SELF-AVERAGING NE´EL VECTOR
FLUCTUATION
A. Thermal fluctuation of the Ne´el vector as an
impurity potential
The electrons in semimetals have ultrafast relaxation
time scales due to the fact that (i) the Coulomb interac-
tion is less screened in semimetals28;29, and (ii) the linear
dispersion ensures efficient electron-phonon scatterings30
including Auger type processes31. For example, typical
semimetallic materials such as graphene28;30–32 and topo-
logical semimetals29 exhibit the electron relaxation time
scale of 30 - 500 fs. This is a very short time scale com-
pared to the antiferromagnetic precession time scale17;33
in a range of few ps. For this reason, we assume that
electronic bands of the AFS immediately respond to the
dynamical changes of the magnetism. In other words,
electrons see the macroscopic thermal fluctuation as a
static object. This assumption allows us to treat the
thermal fluctuations of the AFM as static disorders with
a given magnetic configuration.
Especially at a sufficiently high temperature, the co-
herence length of the electron is much smaller than the
sample size. In this case, we may think of the system
consisting of numerous phase-independent sub-systems.
The observables of such system are effectively evaluated
by averaging over particular impurity configurations at
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FIG. 2. (a) A system comprised of a set of subsystems
(patches) with an averaged Ne´el vector indicated as an ar-
row. Note that each patch contains enough unit cells so that
the region is well described by momentum space Hamiltonian
in Eq. (5). (b) In the presence of a random thermal fluctua-
tion, we assume that the Ne´el vector orientation deviates from
the original configuration by an azimuthal angle ϕv and polar
angle θv. The original Ne´el vector orientation is aligned with
zˆ direction as a gray solid arrow, and a possible Ne´el vector
deviation is described by a black solid arrow.
each independent sub-system34, and such procedure is
often referred to as self-averaging. The self-averaging
over possible impurity configurations has been used to
obtain the renormalized Hamiltonian in the presence of
random on-site impurities35;36. Figure 2(a) illustrates the
situation where the system comprised of patches of sub-
systems (rectangular solid lines) with the corresponding
macroscopic Ne´el vector fluctuations. The self-averaging
procedure on such a system provides an analytical form
of the renormalized Hamiltonian and an intuitive way of
understanding the impact of the Ne´el vector fluctuation.
Therefore, we exploit the self-averaging method in this
section to discuss the possible consequences of the Ne´el
vector fluctuations for the gapped and gapless phase of
AFS.
We begin with evaluating the Ne´el vector fluctuation
by self-averaging the sub-systems that have different Ne´el
vector fluctuations. One way to obtain the changes in the
spectrum and observables is to consider the Green func-
tion of the unperturbed system and take account for the
fluctuations perturbatively. In this regard, the fluctua-
tion in the Ne´el vector is considered as an impurity po-
tential. Figure 2(b) shows the Ne´el vector deviation from
its spatially averaged value, nˆ. To describe the deviation
of the Ne´el vector, we define a following perturbation on
the Ne´el vector at vth sub-system:
vˆ(ϕv, θv) = (cosϕv sin θv, sinϕv sin θv, cos θv − 1)T , (8)
where θv and ϕv are a polar and azimuthal angle with
respect to the zˆ axis, respectively. The fluctuation vector
given in Eq. (8) takes account for a deviation from the
averaged Ne´el vector that is assumed to be aligned in
zˆ direction. We may incorporate Eqs. (7) and (8) by
properly rotating the zˆ axis of vˆ to align with nˆ. Then,
we define the fluctuation Hamiltonian
Vˆ = ∆τ3σ ·Rz(ϕn)Ry(θn)vˆ, (9)
where Rz and Ry are the rotational operator about the
zˆ and yˆ axis, respectively. As a result, the Hamilto-
nian in Eq. (5) is modified as Hˆnˆ → Hˆnˆ + Vˆ and
∆τ3σ · nˆ → ∆τ3σ · [nˆ + Rz(ϕn)Ry(θn)vˆ], which takes
account for a deviation of the Ne´el vector by treating Vˆ
as an impurity potential. As a result, thermal fluctua-
tions of the macroscopic magnets redistribute the Neel
vector. Assuming an uniaxial anisotropy energy along
the averaged Ne´el vector orientation (e.g. zˆ axis), the
probability density function of the fluctuation polar and
azimuthal angle along the anisotropy axis follows37
Dθv ∝ exp(−Uth sin2 θv), Dϕv =
1
2pi
, (10)
respectively, where the probability density functions sat-
isfy
∫ pi
0
sin θvdθv
∫ 2pi
0
dϕvDθvDϕv = 1. In Eq. (10), the
normalized thermal barrier, Uth, is defined as
38
Uth =
KuV
kBT
(11)
where Ku is the anisotropy energy of the macroscopic
magnet, V is the volume of the grain, kB is Boltzmann
constant, and T is the temperature.
We now wish to consider the fluctuation Hamilto-
nian Vˆ perturbatively and evaluate its impact on the
Dirac quasi-particles. According to the effective medium
theory39, we obtain the self-energy of the impurity po-
tential up to the second order in Vˆ as
Σˆeff =
∫
sin θvdθvdϕDθvDϕvVˆ(Iˆ− Gˆeff [Vˆ − Σˆeff ])−1
'
∫
sin θvdθvdϕvDθvDϕvVˆ + VˆGˆeff [Vˆ − Σˆeff ],
(12)
where Gˆeff = [ − Hˆ0 − Σˆeff ]−1 is the effective Green
function of the system at a given energy . In Eq. (12),
the self-averaging procedure is carried out by considering
all the possible fluctuation configurations with the cor-
responding probability density functions Dθv and Dϕv ,
and obtain the self-averaged self-energy Σˆeff . The de-
tailed derivation of Eq. (12) is given in Appendix C 2.
To obtain a closed form of Σˆeff , we approximate the
effective Green function as a bare Green function, or
Gˆeff ' Gˆ0 = [ − Hˆ0]−1 and ignore Σˆeff in the right
hand side of Eq. (12). As a result, we obtain the self-
energy in the second-order Born approximation form:
Σˆeff '
∫
sin θvdθvdϕDθvDϕv [Vˆ + VˆGˆ0Vˆ]
=〈Vˆ〉+ 〈VˆGˆ0Vˆ〉
=Σ0 + Σ1τ1 + Σ2τ2 + Σ3τ3σ1 + Σ4τ3σ2 + Σ5τ3σ3,
(13)
where 〈·〉 stands for an average over all the possi-
ble fluctuation configurations. In the last equality of
Eq. (13), Σˆeff is expressed in terms of the all possi-
ble gamma matrices with the corresponding self-energy
5terms Σ0,1,2,3,4,5. The obtained self-energy terms renor-
malize the parameters in the Hamiltonian and may give
us insight into how thermal fluctuation changes the quasi-
particle spectrum.
B. Bare Green function, Gˆ0
We now aim to evaluate the self-energy of the fluctua-
tion Hamiltonian in Eq. (13). To this end, we first need
to evaluate a bare Green function Gˆ0 in terms of rele-
vant parameters in Eq. (5). For notational simplicity, we
rewrite the Hamiltonian in Eq. (5) as
Hˆnˆ(k) = a0+a1τ1+a2τ2+a3τ3σ1+a4τ3σ2+a5τ3σ3, (14)
where
a0 =t
′
xy(cos kx + cos ky) + t
′
z cos kz,
a1 =(txy + tz cos kz) cos
kx
2
cos
ky
2
,
a2 =tz sin kz cos
kx
2
cos
ky
2
,
a3 =− (λ− λz cos kz) sin ky + ∆ cosϕn sin θn,
a4 =(λ− λz cos kz) sin kx + ∆ sinϕn sin θn,
a5 =∆ cos θn.
(15)
The retarded Green function for the bare Hamiltonian
Hˆ0 is defined as
Gˆ0 =(− Hˆ0 + i0+)−1 = Gˆ0− + Gˆ0+, (16)
where 0+ is an infinitesimal positive number and  is an
energy. In Eq. (16),
Gˆ0± =
1
2
1
− (a0 ± a) + i0+×(
1± 1
a
(a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2 + a5τ3σ3)
)
,
(17)
where a =
√
a21 + a
2
2 + a
2
3 + a
2
4 + a
2
5. The algebraic pro-
cedures to obtain Eq. (16) is summarized in Appendix B.
With our knowledge of the bare Green function, we com-
pute the self-energy for a gapless (nˆ||[100]) and gapped
(nˆ||[001]) phase and evaluate the impact of the thermal
fluctuation on their spectra.
C. Ne´el vector fluctuation in gapless phases
Assuming that the Ne´el vector is initially aligned with
[100] direction, the Hamiltonian in Eq. (5) is reduced to
Hˆnˆ||[100](k) =a0 + a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2, (18)
where a0,1,2 are the same as in Eq. (15), but now we
have a3 = −(λ − λz cos kz) sin ky + ∆, a4 = (λ −
λz cos kz) sin kx, and a5 = 0. The Hamiltonian in
Eq. (18) respects PT symmetry as well as Gx, which pro-
tects the linear crossings of the bands at the edge of the
Brillouin zone21;22, or at kx = pi.
Following our previous discussions, we obtain the
Green function by taking account for the parameters
in Eq. (18), and the impurity potential Vˆ in Eq. (9)
for the specific Ne´el vector under consideration by using
θn = pi/2 and ϕn = 0. Then, we obtain the self-energy
in Eq. (13). The detailed algebraic procedures for the
self-energy calculation is outlined in Appendix D and E.
The imaginary part of the obtained self-energy broadens
the eigenvalue spectrum, whereas the real part effectively
renormalizes the dispersion of the Hamiltonian. As our
main interest is to see the shift of the eigenvalue spectrum
and subsequent changes in gapped or gapless spectrum
of the Hamiltonian, we only focus on the real part of the
self-energy for below analysis. Including the real part of
the self-energy, the Hamiltonian in Eq. (18) is renormal-
ized as follows:
Hˆnˆ||[100] = a0 + a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2
→Hˆnˆ||[100] + Re{Σˆ}
= a′0 + a
′
1τ1 + a2τ2 + a
′
3τ3σ1 + a4τ3σ2,
(19)
where
a′0,1,3 =a0,1,3 + Re{Σ0,1,3}. (20)
Each component of the self-energy is
Σ0 =(A0+ +A0−)∆2(fx + fyz),
Σ1 =− (A1+ −A1−)∆2(fx + fyz),
Σ3 =(A3+ −A3−)∆2(fx − fyz)−∆fx0,
(21)
where fx =
∫ pi
0
dθDθ sin θ(1 − cos θ)2, fyz =∫ pi
0
dθDθ sin
3 θ, fx0 =
∫ pi
0
dθDθ sin θ(1 − cos θ), and the
numerical coefficients are
A0± =
∫
BZ
d3k
(2pi)3
1
− (a0 ± a) + i0+
1
2
,
Ai± =
∫
BZ
d3k
(2pi)3
1
− (a0 ± a) + i0+
1
2
ai
a
,
(22)
for i ∈ {1, 2, 3, 4, 5}. Note that Σ0 merely renormalizes
an on-site term and may induce a constant shift of the
overall spectrum. As we are interested in the stability of
the MIT, we focus on Σ1,2,3,4,5 which renormalizes the
dispersion of the system. Further analysis shows that
Σ2,4,5 terms vanish for this particular Hamiltonian up
to the second order correction. See Appendix E for the
detailed calculation of the self-energy terms.
In order to understand the relative contribution of Σ1
to the low-energy spectrum, we may consider an addi-
tional mass term m1τ1 induced by Σ1 in the presence of
the protected linear crossings at the edge of the Brillouin
zone. Such mass term does not commute with the glide
6mirror symmetry at kx = pi, or Gx = iτ3σ1, thus breaks
the underlying symmetry and opens a gap in the quasi-
particle spectrum. Meanwhile, the mass term m3τ3σ1
acquired from Σ3 merely renormalizes the exchange en-
ergy as ∆ → ∆′ = ∆ + m3 and shifts the location of
the linear crossings in the momentum space maintaining
the gapless spectrum. Equation (21) shows that the Σ3
term renormalizes the a3 term in the first order of ∆,
whereas the lowest order correction of the other terms
are in the second order of ∆. Thus, we find that Σ3 term
plays a major role in renormalizing the Hamiltonian for
small ∆ limit, or ∆  1. Similar argument holds when
the thermal barrier Uth in Eq. (11) is sufficiently large.
When Uth  1, the exponential probability distribution
Dθ in Eq. (10) only allows a small Ne´el vector fluctua-
tion in the polar angle, or θ ∼ 0. By linearizing sin θ ' θ
and 1 − cos θ ' θ2/2 for fx,yz,x0 in Eq. (21), higher or-
der corrections on Vˆ possesses higher order terms in θ.
Therefore, the lowest correction term plays a significant
role in renormalizing the Hamiltonian.
To obtain a quantitative understanding on relative
magnitudes of each terms in Eq. (21), we evaluate the
second order correction of Σ1, the first order and the sec-
ond order correction of Σ3. Fig. 3(a) shows the calculated
numerical coefficients in Eq. (21) by assuming  = 0. The
second order correction of Σ1, or Σ
(2)
1 = (A1+−A1−)∆2,
is plotted in a dotted line. The first order correction
of Σ3, or Σ
(1)
3 = ∆, and the second order correction of
Σ3, or Σ
(2)
3 = (A3+ − A3−)∆2, are plotted in a solid
and dashed line, respectively. As the system facilitates
symmetry protected Dirac nodal lines22;27 for the spe-
cific parameter range of |∆| < λ+λz, we plot the results
within the range of 0 < ∆ < 0.9λ, where the system is
guaranteed to have at least two Dirac nodal lines. When
∆ is small, the self-energy term is dominantly determined
by Σ
(1)
3 and the second order corrections are negligible,
thereby we may ignore Σ1. In this case, a
′
3 merely renor-
malizes the exchange energy and the spectrum remains
gapless even in the presence of thermal fluctuations. It is
important to note that this semimetallic picture is only
valid when the system size is in the larger length scale
than the size of the each fluctuating domain. Otherwise,
we may observe a transport response for the finite gap
obtained in each magnetic domain due to the fluctuation.
In addition, even when the gapped domains are averaged
out to exhibit gapless spectrum, it introduces a backscat-
tering process which may appear as a finite life-time of
quasi-particles.
D. Ne´el vector fluctuation in gapped phases
We now examine the impact of the Ne´el vector fluctu-
ation when the system is initially gapped. For this pur-
pose, we assume nˆ||[001] and rewrite our system Hamil-
(a) (b)
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FIG. 3. (a) The numerically computed coefficients of the im-
purity potential self-energy when the averaged Ne´el vector
is nˆ||[100] (gapless). The mass term introduced by Σ1 may
gap out the Hamiltonian, whereas Σ3 merely shifts the Dirac
points in momentum space. The dotted line shows Σ
(2)
1 =
(A1+ − A1−)∆2, which is the lowest correction term for Σ1.
The dashed line and solid line show Σ
(2)
3 = (A3+ − A3−)∆2
and Σ
(1)
3 = ∆ which corresponds to the second order and first
order correction term in Σ3, respectively. (b) The same calcu-
lation, but the averaged Ne´el vector is nˆ||[001] (gapped). The
dotted line shows Σ
(2)
1 = (A1+−A1−)∆2, which is the lowest
correction term for Σ1. The dashed line and solid line show
Σ
(2)
5 = (A5+ − A5−)∆2 and Σ(1)5 = ∆ which corresponds to
the second order and first order correction term in Σ5, respec-
tively. The parameters used for simulation are t = 1, txy = t,
tz = 0.5t, t
′
xy = 0.05t, t
′
z = 0.05t, λ = 0.8t, λz = 0.3t, and
∆ = 0.3t, which is identical with that used in Wang22. We
plot the results within the range 0 < ∆/λ < 0.9, where the
system is guaranteed to have at least two Dirac nodal lines22.
tonian as
Hˆnˆ||[001] = a0 + a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2 + a5τ3σ3,
(23)
where a0,1,2 are the same as in Eq. (15), but now we have
a3 = −(λ − λz cos kz) sin ky, a4 = (λ − λz cos kz) sin kx,
and a5 = ∆. Following similar procedures outlined in
Section III C, we set the Green function and impurity
potential Vˆ in Eq. (9) for the specific Ne´el vector under
consideration by using θn = 0. Following the procedure
outlined in Section III A and Appendix D-E, we find that
Σ0, Σ1, and Σ5 shows non-zero self-energies. We have
vanishing Σ2, Σ3, and Σ4 due to the fact that a and a0
are even function in momentum, but a2, a3, and a4 are
odd function in kz, ky, and kx, respectively. As a result,
the Hamiltonian is renormalized as follows:
Hˆnˆ||[001] = a0 + a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2 + a5τ3σ3
→Hˆnˆ||[001] + Re{Σˆ}
= a′0 + a
′
1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2 + a
′
5τ3σ3,
(24)
where
a′0,1,5 =a0,1,5 + Re{Σ0,1,5}. (25)
7Each component of the self-energy is
Σ0 =(A0+ +A0−)∆2(fz + fxy),
Σ1 =− (A1+ −A1−)∆2(fz + fxy),
Σ5 =(A5+ −A5−)∆2(fz − fxy)−∆fz0,
(26)
where fz =
∫ pi
0
dθDθ sin θ(1 − cos θ)2, fxy =∫ pi
0
dθDθ sin
3 θ, and fz0 =
∫ pi
0
dθDθ sin θ(1 − cos θ). Fol-
lowing similar arguments in Section III C, we evaluate the
coefficients of the self-energy in Eq. (26) to present its rel-
ative magnitudes of the first and second order corrections
in Σ1 and Σ5. Fig. 3(b) shows the second order correc-
tion of Σ1, or Σ
(2)
1 = (A1+ − A1−)∆2, in a dotted line.
Similarly, Fig. 3(b) presents the first order correction of
Σ5, or Σ
(1)
5 = ∆, and the second order correction of Σ5,
or Σ
(2)
5 = (A3+ − A3−)∆2, in a solid and dashed line,
respectively. The numerical result shows that the correc-
tion is dominantly determined by the first order term in
Σ5. As the gap size of the system is determined
21;27 by
a5, the first order correction term in a
′
5 directly alters the
gap size of the system in the presence of the Ne´el vector
fluctuation.
The gap size as a function of the Ne´el vector fluctuation
may be evaluated by considering the thermal fluctuation
angles θv and its exponential probability density function
Dθ in Eq. (10). A specific equation for the renormalized
energy gap a′5 may be obtained by performing the in-
tegration in fz0. However, it is not straightforward to
obtain an analytical expression for a′5. Rather than nu-
merically evaluate a′5, we assume a simpler probability
distribution function Dθ for an illustrative purpose. We
use a phenomenological parameter θmax, which sets the
maximally allowed thermal fluctuation polar angle that
characterizes the magnitude of the thermal fluctuations.
We then set the θv to follow a uniform distribution over
θv ∈ [0, θmax]. Then, a′5 up to the first order correction
becomes
a′5 ' ∆ cos2
θmax
2
, (27)
where 0 ≤ θmax ≤ pi. Equation (27) shows that the
gap size is a decreasing function for an increasing ther-
mal fluctuation magnitude. Therefore, we may observe
an effective gap narrowing for increasing thermal fluctu-
ations, when the averaged Ne´el vector orientation makes
the system initially in the gapped phase.
E. Numerical results on spatially uncorrelated
thermal fluctuations
To examine our discussions in Sections III C and III D,
we construct a real-space Hamiltonian and numerically
compute the transmission in the presence of the Ne´el vec-
tor fluctuation using the non-equilibrium Green function
(NEGF) formalism40. In particular, our numerical anal-
ysis follows the similar method that has been utilized
for evaluating the impact of the charged impurities in
topological insulator41 or Weyl semimetals36;42. In this
work, we simplify our system Hamiltonian to be two-
dimensional by setting tz = t
′
z = λz = 0 to obtain 2D
antiferromagnetic semimetal Hamiltonian22
Hˆ2Dnˆ (k) =txyτ1 cos
kx
2
cos
ky
2
+ t′xy(cos kx + cos ky)
+ ∆τ3σ · nˆ+ λτ3(σ2 sin kx − σ1 sin ky).
(28)
Nevertheless, the analysis shown in Sections III C and
III D are generally applicable both to 2D and 3D anti-
ferromagnetic semimetals21;22, as the Hamiltonian both
in Eqs. (5) and (28) preserves PT symmetry and non-
symmorphic symmetries Gx(y) for particular Ne´el vector
configurations. We then Fourier transform Hamiltonian
in Eq. (28) into the real-space, Hˆ2Dnˆ (r). We model the
thermal fluctuation as a spatially uncorrelated Ne´el vec-
tor fluctuation, Vˆ(r), given in Eq. (9) whose fluctuation
azimuthal and polar angle are assumed to follow a uni-
form random distribution over the range of ϕv ∈ (0, 2pi]
and θv ∈ [0, θmax], respectively, at each site. Here, we
utilize the phenomenological parameter θmax to obtain
a simplified form of the renormalized parameter a′5 in
Eq. (27). The analytical form of a′5 provides an addi-
tional insight on our numerical analysis. In particular,
we will show that the real part of the first order cor-
rection sufficiently captures the impact of the thermal
fluctuation on the two-terminal transmission spectrum
for an increasing thermal fluctuation magnitude.
Having the total Hamiltonian, we construct the re-
tarded Green function as
Gˆr(E, r) = [(E+iη)−Hˆ2Dnˆ (r)−Vˆ(r)−ΣˆL−ΣˆR]−1, (29)
where E is the energy and the infinitesimal broaden-
ing is set to η = 0.1 meV. In Eq. (29), we use wide-
band limit approximation40 for left and right contact
self-energies, which are defined as ΣL = −itc
∑Nx
i=1 c
†
i1ci1
and ΣR = −itc
∑Nx
i=1 c
†
iNy
ciNy , respectively, where cij
(c†ij) is an electron annihilation (creation) operator at
site r = (i, j). The constant hopping parameter is set
to tc = 0.5 eV, but the results are not dependent on a
particular choice of tc as long as it is sufficiently large to
inject the current into the sample channel region. Note
that ΣˆL(R) in Eq. (29) merely represents a matrix repre-
sentation of ΣL(R) in real-space with an orbital and spin
basis. The transmission from the left to right contact is
obtained from40
T (E) = Tr
[
GˆrΓˆLGˆ
aΓˆR
]
, (30)
where Gˆa = (Gˆr)†, and ΓˆL(R) = −2Im{ΣˆL(R)}.
Fig. 4 shows the transmission spectra of the gapless
and gapped phase. The dotted line in Fig. 4(a) and (b)
shows the transmission spectra as a function of energy
in an absence of the spin fluctuation (θmax = 0) and
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FIG. 4. (a) A plot of transmission as a function of energy with the maximum fluctuation angle of θmax = pi/8. 20 different
random configurations are averaged and the resultant transmission is presented in red and blue line for gapped (nˆ||[001]) and
gapless (nˆ||[100]) phase, respectively. The corresponding transmission without Ne´el vector fluctuation is plotted in dotted line
for comparison. (b) The same plot with (a), but with the maximum angle of θmax = 5pi/8. 20 different random configurations
are plotted in gray lines. (c) A plot of transmission as a function of maximum Ne´el vector fluctuation angle θmax at E = −40
meV. The gray lines indicate the results from 20 different random configurations and blue circular and red rectangular symbol
are obtained by averaging those different configurations for gapless and gapped phase, respectively. The dotted line is a fitting
results by using T = fBe
−fA cos2(θmax/2), where fA and fB is a fitting parameter. The parameters used for 2D Hamiltonian in
Eq. (28) are t = 1, txy = t, t
′
xy = 0.05t, λ = 0.8t, and ∆ = 0.3t. The device dimension is fixed as Nx ×Ny = 50× 100, where
Nx is width and Ny is length of the device.
serves as a reference. When the AFS is in gapless phase,
Fig. 4(a) clearly shows non-zero transmission values near
E = 0 eV. In contrast, the transmission of the gapped
phase is negligible (< 10−20) within the gap of the AFS.
We then examine 20 different random spin fluctuation
configurations to obtain the perturbed Ne´el vector con-
figuration, whose averaged Ne´el vector orientation is re-
mained as nˆ||[100] for the gapless and nˆ||[001] for the
gapped phase. We choose two different θmax to repre-
sent the system with a small fluctuation (θmax = pi/8)
and a large fluctuation (θmax = 5pi/8) in Figs. 4(a) and
(b), respectively. In both cases, the transmission spec-
trum of the gapless phase is in a blue solid line, whereas
a red solid line depicts the transmission spectrum of the
gapped phase. We first focus on Fig. 4(a) to exam-
ine the system response when the fluctuation is small
(θmax = pi/8). Although we observe minute changes in
transmission signals for the gapless phase, we observe a
small but noticeable overall increase of the transmission
spectrum in the gapped phase. More obvious changes in
the transmission spectrum of the gapped phase has been
observed in Fig. 4(b) with θmax = 5pi/8. We clearly ob-
serve that the self-energy of the corresponding fluctuation
renormalizes the gap size of the gapped phase, thus ob-
serve a subsequent overall increase in transmission values
within the gap as well as a decrease in the width of the
transmission spectrum dip that corresponds to the gap
size. In contrast, the gapless phase still exhibits mini-
mal changes and remains gapless which agrees with our
analysis in Section III C.
We may illustrate the gap narrowing effect for the
gapped phase by tracking the changes of the minimum
transmission values as a function of θmax. Figure 4(c)
shows the transmission at a mid-gap energy, E = E0 =
−40 meV, where we obtain the minimum transmission
value for the gapped phase. The spectrum shows a min-
imum transmission near E = −40 meV due to the non-
zero t′xy which shifts the location of the Dirac cones in
energy. The gray line shows transmission values for 20
different random configurations, and red rectangular and
blue circular symbols represent the averaged transmis-
sion at E = E0 for the gapped and gapless phase, re-
spectively. Figure 4(c) clearly illustrates an increasing
transmission of the gapped phase as a function of θmax
whereas the gapless phase shows no significant changes
over entire range of θmax. For the massive Dirac fermion
system, the transmission of an electron injected within
the mass gap follows43;44 T ∝ e−2κd, where d is the
channel length, κ is an evanescent wavevector which sat-
isfies (~vFκ)2 = E2g − E2, Eg is a mass gap of the Dirac
fermion, and vF is Fermi velocity. When an electron is
injected at the Dirac point (E = 0 eV), the transmis-
sion follows T ∝ e−2Egd/~vF . Equation (27) shows that
the renormalized gap size follows Eg ∝ cos2(θmax/2) up
to the first order correction, thus we establish a relation-
ship that satisfies T = fBe
−fA cos2(θmax/2), where fA and
fB are fitting parameters. The dashed line in Fig. 4(c)
shows the fitting results which shows a good agreement
with the numerically calculated transmission values at
E = E0, especially for small θmax. The result confirms
that the first order correction in the impurity potential
Vˆ captures the band gap narrowing effect induced by the
thermal fluctuation.
9IV. MICROMAGNETICS ANALYSIS ON
SPATIALLY CORRELATED FLUCTUATION
Our previous discussion in Section III is based on the
assumption that spin fluctuations are spatially uncorre-
lated, thus the impact of the Ne´el vector fluctuations
are evaluated simply by self-averaging over uncorrelated
random Ne´el vector fluctuations. Such approach may be
valid for a macroscopic sample whose size is much larger
than the phase coherent length of the electron. However,
nanometer size samples may exhibit quantitative differ-
ence in their observables as the sample may not contain
enough sub-systems to average out the microscopic de-
tails such as microscopic spatial correlations in the Ne´el
vector fluctuation. To properly consider microscopic de-
tails, another route to understand the Ne´el vector fluc-
tuation is to treat the microscopic local magnetic mo-
ment mi in Eq. (3) as a classical magnetic moment at an
atomic site i. Assuming that the magnitude of the mag-
netic moment and the interaction constant are consistent
for all the unit cells, the atomistic spin dynamics may
be described by the stochastic Landau-Lifshitz-Gilbert
(LLG) equation45–47. In this micro-spin LLG framework,
the coupling of the classical spins with its environment
is considered via a phenomenological damping constant
α. In addition, the white noise type random forces are
introduced in LLG equation to describe the thermal fluc-
tuations and the resultant Brownian motion of the local
spins at each unit cell48;49. An obvious advantage of this
approach is that we may properly take account for the mi-
croscopic spatial correlations of the classical spins in the
presence of thermal fluctuation. In this section, we solve
for the spin dynamics and compare the results with that
of the self-averaging method in Section III, and examine
the impact of the spatial correlation in spin fluctuations
on observables.
A. Micromagnetics model
To capture the spatial correlation of the spin fluctua-
tion, we solve the micro-spin dynamics in the presence of
random forces exerting on the spin at each site. Although
each individual spins are perturbed by uncorrelated ran-
dom white noise, the resultant motion of spin may have
a spatial correlation as the spin at each lattice site is af-
fected by the adjacent spins by the exchange coupling.
In this regard, more realistic treatment on the random
fluctuation of the Ne´el vector is to solve the stochastic
Landau-Lifshitz-Gilbert (LLG) equation48–50 that cap-
tures spin dynamics under the influence of random fluc-
tuations. The equation of motion is51;52
∂mi
∂t
= −γmi×[heffi +hthi ]−γ
α
ms
mi×(mi×[heff+hth]),
(31)
where mi is the local magnetization in Eq. (3) at site
i, ms = |mi| is the saturation magnetization, γ is gyro-
magnetic ratio, and α is Gilbert damping coefficient. In
(a)
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FIG. 5. (a) 2D lattice structure under consideration. A
and B sublattice structure exhibit staggered magnetic order,
together forming an antiferromagnetic order. To maintain
an antiferromagnetic order, we introduce exchange coefficient
−Aex between A and B sublattices. Meanwhile, we use Aex
between the same sublattices in order to maintain ferromag-
netic order. (b) We form a Ne´el vector nˆ by post-processing
micromagnetics simulation results, and the resultant unit cell
structure is shown in green circle. The configuration is im-
ported as an imput for NEGF calculation.
Eq. (31), heffi = −δEtot/δmi is the effective field where
Etot is the total energy of the sample and h
th
i is the ran-
dom forces describing the thermal fluctuation. Here, the
random force is assumed to follow the Gaussian stochas-
tic process which satisfies
〈hthi (t)〉 = 0, 〈hthi (t)hthj (t′)〉 = Dδijδ(t− t′), (32)
where i, j are the lattice indices, t is the time index,
and D measures the strength of the thermal fluctuation.
According to the fluctuation-dissipation theorem53, the
thermal fluctuation field is related to the dissipation of
energy, or the damping dynamics of the magnet. Then,
the strength of the thermal fluctuation is48;49;54;55
D =
α
1 + α2
2kBT
γµ0msVu
, (33)
where µ0 is permeability, Vu is a unit cell volume, and T
is temperature.
Fig. 5(a) shows the lattice structure used for the mi-
cromagnetic simulations. The system consists of A and
B sublattice degree of freedom each of which possesses
a staggered magnetization orientation, together forming
the Ne´el order. In a given rectangular unit cell structure,
10
the exchange energy is calculated as56
EAr =
∑
k∈{i−1,i}
(−Aex)
mAij · (mAij −mBkj)
∆x2
+
∑
l∈{j−1,j+1}
Aex
mAij · (mAij −mAil)
∆x2
,
EBr =
∑
k∈{i,i+1}
(−Aex)
mBij · (mBij −mAkj)
∆x2
+
∑
l∈{j−1,j+1}
Aex
mBij · (mBij −mBil )
∆x2
,
(34)
where m
A/B
r = m
A/B
ij is the local magnetization with
the unit cell index r = (i, j) that describes the x and
y directional lattice site indices, Aex is the exchange
coefficient between the nearest neighbor sites, and ∆x
is the discretized step size. The exchange energy in
Eq. (34) is then summed up to constitute the total en-
ergy, Etot =
∑
r(E
A
r +E
B
r )+· · · . To maintain an antifer-
romagnetic order, we use an exchange coefficient −Aex
between A and B sublattices and Aex within the same
sublattices. Once the spin dynamics are calculated, the
Ne´el vector configuration at each site is computed from
nˆr =
1
2
(mˆAr − mˆBr ), (35)
where mˆ
A/B
r = m
A/B
r /|mA/Br | is the orientation of local
magnetization at site r = (i, j). Fig. 5(b) shows the post
processed Ne´el vector orientation nˆij . Then the Ne´el vec-
tor orientation at each site is fed to the antiferromagnetic
interaction Hamiltonian in Eq. (4). In addition, a devi-
ation from staggered order of A and B sublattices may
induce a ferromagnetic order lˆr =
1
2 (mˆ
A
i +mˆ
B
i ). Within
the mean-field approximation, the ferromagnetic order
may be included in the Hamiltonian as lˆ · σ. Then such
term breaks underlying symmetries and may induce a
gap proportional to the magnitude of the ferromagnetic
order. However, we assume that the antiferromagnetic
exchange energy is sufficiently strong to maintain the
antiferromagnetic order and ignore lˆ for our remaining
discussions.
We now aim to evaluate the impact of thermal fluctua-
tion on device transport characteristics. Specifically, our
main goal is to evaluate how the thermal fluctuation ob-
tained from micromagnetics simulation manifests as a de-
viation from transport characteristics of the ideal system.
To this end, we first solve the stochastic LLG equation57
to obtain the Ne´el vector evolution up to the total simu-
lation time of 6 ns on Nx ×Ny unit cells where Nx and
Ny are the number of unit cells in width and length di-
rection, respectively. We define an uniaxial anisotropy
energy Ku, whose direction is assumed to be in [100] for
the gapless and [001] for the gapped phase. We sample
20 points out of an interval from 2 ns to 6 ns simulation
time to avoid any bias in the Ne´el vector configuration
by initialization of simulations. The sampled spin config-
urations are assumed to represent a possible Ne´el vector
configuration and we calculate transport characteristics
using NEGF formalism for each spin configuration to ob-
tain an ensemble average of the current signal. Due to
the stochastic nature of the thermal fluctuation, we re-
peat the same procedures for 10 different random seeds
and obtain the final current value by averaging the re-
sults.
For each Ne´el vector configuration, we construct the
retarded Green function in Eq. (29) and compute the
transmission, T (E), by using Eq. (30). Finally, the re-
sultant current is calculated as40
I =
2e
h
∫ Ecut
−Ecut
dE
2pi
T (E)[fL(E)− fR(E)], (36)
where fL(R)(E) = 1/(1 + e
(E−µL(R))/kBT ) is Fermi-Dirac
distribution function of the left (right) contact at tem-
perature T = 300 K with the contact chemical potential
µL(R), kB is Boltzmann constant, h is Plank’s constant,
and Ecut is a numerical energy integration cutoff. In this
calculation, we set Ecut = 0.1 eV ' 4kBT to sufficiently
capture the thermal electron contributions, and we apply
a small bias µL − µR = 10 meV to induce a net current
flow across the sample.
B. Thermal barrier and transport gap narrowing
Once we perform the micromagnetics simulation and
allow spin dynamics to determine the thermal fluctu-
ations, it is not possible to manually adjust any phe-
nomenological parameters such as θmax to tune the mag-
nitude of the fluctuation. Instead, we adjust the thermal
barrier38, Uth = KuV/kBT , which is defined in Eq. (11).
We allow large averaged thermal fluctuation angle for
a given temperature by lowering the anisotropy energy
Ku to reduce the thermal barrier of the system. Fig. 6
shows the averaged current of Nx × Ny = 50 × 100 lat-
tice system for 200 different random configurations (10
different random seeds for thermal fluctuation, 20 sam-
pled configurations from each random seed), whose Ne´el
vector configurations are obtained from the micromag-
netics simulation. For decreasing Uth, we observe that
the current of the gapped phase substantially increases.
The observed qualitative behavior agrees with that of the
Fig. 4(c) where the larger θmax results in a smaller gap
size in the gapped phase, thereby increases the tunnel-
ing current between two contacts. Moreover, the current
of the gapless phase is relatively unaffected, which also
agrees with the qualitative behavior found in Fig. 4(c).
Therefore, we numerically confirm that the qualitative
behavior of the current in the presence of microscopic
Ne´el vector fluctuation may still be captured and ex-
plained by the self-averaging method presented in Sec-
tion III.
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FIG. 6. The two terminal current of AFS device with
spatially correlated random thermal fluctuation model. We
directly import the Ne´el vector configurations from micro-
magnetics simulations and each ensemble average current is
obtained for 20 different snapshots uniformly sampled from
2 ns to 6 ns spin evolution time. The same procedures are
repeated over 10 different random seeds, and the resultant
averaged current is presented with an standard error. The
red circular symbol represents the current from the gapped
phase (nˆ||[001]), and the blue rectangular symbol shows the
current of the gapless phase (nˆ|[100]|). The thermal bar-
rier Uth = KuV/kBT is adjusted in order to effectively tune
the maximum fluctuation angle in micromagnetics simula-
tion. The red circular symbol represents the current from
the gapped phase (nˆ||[001]), and the blue rectangular sym-
bol shows the current of the gapless phase (nˆ|[100]|). We use
following micromagetics simulation parameters: ∆x = 1 nm,
ms = 800 kA/m, Aex = 10 pJ/m, α = 0.01, and T = 300 K.
We use the same NEGF parameters used in Fig. 4, and the
device for both (a) and (b) is Nx ×Ny = 50× 100.
C. The spatially correlated fluctuation and its
impact on two-terminal current
However, a close analysis on each point in Fig. 6 reveals
that we still may need to consider microscopic details
when it comes to nanometer size samples. To begin with,
we take a closer look in one particular fluctuation config-
uration in Fig. 6. Figure 7(a) shows a transmission of the
device with Nx×Ny = 50×100 at Uth = kuV/kBT = 40.
The result shows 20 different snapshots of the Ne´el vec-
tor configurations for a given random seed, and the re-
sultant transmission spectra are presented in gray lines
in Fig. 7(a) both for the gapped and gapless phase. The
averaged value is indicated as a red (blue) solid line for
the gapped (gapless) phase. Two out of 20 different con-
figurations show noticeably high transmission values for
the gapped phase, which dominantly determine the resul-
tant tunneling current of the sample. We select a partic-
ular Ne´el vector configuration that produces the highest
transmission in the gapped phase (gray circular symbol)
in Fig. 7(a) and plot the spatially resolved local density of
states (LDOS) in Fig. 7(b) at E = 0 eV. The source and
drain contacts are connected to the top and bottom side
of the sample. Here, we observe relatively high DOS near
the contacts due to the wavefunction penetration into the
sample channel region. Due to the fact that the energy of
interest lies inside of the gap, the channel region has no
available states showing an exponential decay of LDOS
from contact to center. However, Fig. 7(b) shows finite
LDOS on the right-hand side of the device which pro-
vides a conducting channel and serves as a source of the
enhanced transmission indicated as circular symbols in
Fig. 7(a). To further clarify the origin of the enchanced
tunneling current source, Fig. 7(c) shows the spatially
resolved local Ne´el vector configurations in zˆ and yˆ di-
rection when the sample is in gapped phase. Due to the
uniaxial anisotropy in [001] direction, most of the Ne´el
vectors are aligned in [001] direction and, thus the chan-
nel is insulating. However, we observe a spatially corre-
lated local fluctuations that forms a puddle of local Ne´el
vectors aligned in yˆ direction (white dashed circle). The
puddle that is directed toward yˆ significantly reduces a
local gap size and may provide available states. When
such event happens near the contact region, the puddle
effectively shortens the channel length. The tunneling
current has exponential dependency on the length of the
barrier58, therefore, shortening the length of the insulat-
ing channel leads to an exponential increase in the tunnel-
ing current. As a result, the current in the gapped phase
of the microscopic sample may be dominantly determined
by the rare event where the puddles are formed in a way
to effectively shorten the insulating barrier length of the
channel.
However, this is not the case for the macroscopic sam-
ple. Here, the size of the puddle spans few nm, as the ex-
change length59 of our system is lex =
√
2Aex/µ0m2s ' 5
nm. The system whose size is much larger than lex is
less likely to be affected by puddles, as maximum mod-
ification of ∼ lex in channel length is negligible for the
macroscopic sample. In addition, it is unlikely to have
series of connected isolated puddles that induces local
conducting paths in a specific direction. In this regard,
our analysis in this section may be valid to samples whose
channel length is comparable to the correlation length of
the Ne´el vector fluctuations (e.g. lex).
The same scenario may occur to the gapless phase of
the AFS. For example, the spatially correlated Ne´el vec-
tor fluctuation puddle may divert the local Ne´el vector
from xˆ to zˆ direction. Then the corresponding sites may
have a local gap as the underlying symmetry is locally
broken. Although such insulating puddle may decrease
the overall conductivity of the sample, such gap is still
local and remaining channel regions provide conducting
paths maintaining its semimetallic phase. Therefore, the
impact of such puddle is less significant compared with
that of the gapped phase.
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FIG. 7. (a) The transmission plot as a function of energy for Lx ×Ly = 50× 50 nm2 system at one specific random seed. The
gray line shows 20 different transmission plots which corresponds to the different Ne´el vector configurations uniformly sampled
from 2 ns to 6 ns spin evolution. The averaged transmission value for gapped and gapless phase are indicated as red and
blue lines, respectively. The plot emphasize that the averaged transmission for gapped phase is dominantly determined by the
one random configuration which shows abnormally high transmission plot indicated in circular gray symbol. To examine more
details of this particular configuration, we plot spatially resolved local density of states (LDOS) in (b). (b) The plot of LDOS
that corresponds to the Ne´el vector configuration which produces circular gray symbol in (a). The LDOS is plotted for E = 0
eV, and its magnitude is plotted in log scale. (c) The corresponding Ne´el vector configuration. Here, we only present zˆ and yˆ
directional Ne´el vector components in left and right side, respectively. The majority lattice site has Ne´el vector aligned with
zˆ direction, as the system is initially in gapped phase. Meanwhile, we observe puddles in leftmost side of the device, whose
net Ne´el vector is oriented in negative yˆ direction (highlighted in white dashed line). The puddles locally closes the gap and
provide available states even at E = 0 eV as shown in LDOS in (b).
V. SUMMARY AND CONCLUSION
As the thermal fluctuation always exists in antiferro-
magnetic semimetals (AFS), it may be viewed as an in-
trinsic disorder. In this regard, it is essential to under-
stand the role of the thermal fluctuation in AFS and its
impact on observables.
We first study the macroscopic impact of the thermal
fluctuation in the Ne´el vector orientation on the quasi-
particle spectrum of AFS. By treating the thermal fluc-
tuation as a spatially uncorrelated impurity potential, we
examine the renormalized Hamiltonian by self-averaging
over all the possible fluctuations. As a result, we find
that the symmetry protected Dirac semimetal phase is
relatively robust to the Ne´el vector fluctuation. When
the underlying symmetry is broken and the spectrum is
gapped, however, the size of the gap is reduced for the
increasing thermal fluctuation. We numerically confirm
the results by using the real-space Hamiltonian and the
non-equilibrium Green function formalism.
In microscopic samples, however, spin dynamics are
spatially correlated and spin fluctuations form puddles
in real-space rather than manifest itself as an uncorre-
lated white noise. Assuming classical magnetic moments
at each atomic sites, we solve the stochastic Landau-
Lifshitz-Gilbert (LLG) equation and examine the effect
of such fluctuation puddles for microscopic samples. We
find that the fluctuation puddles induce a local phase
transition and may provide available states in the channel
even in the case when the sample is initially in the gapped
phase. Especially, when such available states are formed
near the contact region, the effective channel length be-
comes shorter providing an exponentially enhanced tun-
neling current from one contact to the other. Conse-
quently, we no longer have a perfect insulating phase and
may obtain significantly degraded anisotropy magnetore-
sistance ratio (AMR) in nanometer size AFS samples.
The relationship of the thermal fluctuation and the gap
size of the AFS may be identified via the optical con-
ductivity measurement. The linear relationship between
the optical conductivity and the frequency has been uti-
lized to identify the Dirac semimetal phase60–64. In addi-
tion, a sudden deviation from the linear relationship near
the Dirac point serves as a signature of a gap in Dirac
semimetals63. When AFS is in the insulating phase, one
may utilize the measured optical conductivity to quantify
the gap size for an increasing temperature, thereby iden-
tify the reduction of the gap at elevated temperatures.
Our results provide a comprehensive understanding on
the possible impact of thermal fluctuations in AFS. We
hope that our results serve as a useful guideline in un-
derstanding the semimetal-insulator transition in AFS at
elevated temperatures.
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Appendix A: Spin-spin interaction Hamiltonian
The interaction Hamiltonian in Eq. (3) is obtained by considering the tight-binding model by considering the
itinerant electrons and local magnetic moment from localized orbitals65. However, similar equaiton may be deduced
by taking account for the local exchange interaction between itinerant electrons in A and B sublattices17;66. The
spin-spin interaction Hamiltonian is given as
Hint = J1
∑
〈ij〉
si · sj − J2
∑
〈〈ij〉〉
si · sj , (A1)
where si = c
†
iσci is the spin density operator, J1 > 0 is the interaction constant between A and B sublattice, and
J2 > 0 is the interaction constant within the same sublattice. In Eq. (A1), the sign in front of the interaction constant
is chosen to reflect the specific magnetic orders illustrated in Fig. 5(a) where an antiferromagnetic order is established
between A and B sublattice sites whereas a ferromagnetic order is formed within the same sublattices. To obtain a
single-particle Hamiltonian, we utilize an arbitrary localized Wannier function (WF) at site i, or |i〉, to project the
spin densities on the local sites at |i〉, or si = 〈i|si|i〉+ δs, where δs is a residual spin density reflecting the difference
between the true spin density with the projected spin density. Assuming a small residual spin density, or δs 1, we
follow the standard procedures of the mean-field decomposition and drop the terms containing a second order in δs.
As a result, we obtain the single-particle interaction Hamiltonian17
Hint ' HWFint =
∑
i
(J1S¯1,i − J2S¯2,i) · si (A2)
where S¯1,i =
∑
〈ij〉〈j|sj |j〉 is the total projected local spin density of the nearest-neighbor sites (A-B), and S¯2,i =∑
〈〈ij〉〉〈j|sj |j〉 is the total projected local spin density of the next-nearest-neighbor sites (A-A, or B-B). To further
simplify Eq. (A2), we define a unit cell consists of adjacent A and B sublattices at site i and i + 1, respectively,
for i ∈ {1, 2, · · · , 2N}, where 2N is the total number of atomic sites. Then, we index each unit cell location as
r ∈ {1, 2, · · · , N}. Within each unit cell, the spin density operator at site A and B are labeled as sAr and sBr ,
respectively, and the corresponding projected local spin density is symbolized as S¯
A/B
1(2),r. Therefore, we rewrite
Eq. (A2) as
HWFint =
∑
r
(J1S¯
A
1,r − J2S¯A2,r) · sAi + (J1S¯B1,r − J2S¯B2,r) · sBi . (A3)
Further simplification can be made by assuming that S¯A1(2),r and S¯
B
1(2),r have a perfect antiferromagnetic order and
satisfy
S¯A1,r =N¯1,r, S¯
B
1,r = −N¯1,r,
S¯A2,r =− N¯2,r, S¯B2,r = N¯2,r,
(A4)
where N¯1,r and N¯2,r are locally projected nearest-neighbor and next-nearest-neighbor spin density at rth unit cell
with an assumption that the magnetic moment at A and B sublattices are anti-aligned. Note that N¯1,r and N¯2,r
are aligned each other, and the specific sign choice in Eq. (A4) is due to the fact that S¯A1,r is the local spin density
projected to the adjacent B sublattice sites whereas S¯A2,r is the spin density projected to the adjacent A sublattice
sites, thereby having an opposite sign. Then, Eq. (A3) becomes
Hint ' HAFint =
∑
r
∆r · [sAr − sBr ] =
∑
r
∆rnˆr · [sAr − sBr ], (A5)
where we define ∆r = J1N¯1,r + J2N¯2,r = ∆rnˆr and |∆r| = ∆r. In Eq. (A5), nˆr indicates the orientation of the
projected spin angular momentum. As a result, we reproduce the approximated single-particle antiferromagnetic
order interaction Hamiltonian in Eq. (4) in the main text.
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Appendix B: Hamiltonian and eigenstates
The tight-binding model Hamiltonian for antiferromagnetic semimetal in Eq. (5) is simplified by using parameters
a0,1,2,3,4,5 in Eqs. (14), (15). The eigenvalues and eigenstates for Eq. (14) are given as
U =
1√
2a
 1√a+a5
a3 − ia4 −a1 + ia2−a5 − a 00 a5 + a
a1 + ia2 a3 + ia4
 1√a−a5
a3 − ia4 −a1 + ia2−a5 + a 00 a5 − a
a1 + ia2 a3 + ia4


D =a0 +
−a −a a
a
 ,
(B1)
respectively, where a =
√
a21 + a
2
2 + a
2
3 + a
2
4 + a
2
5. Knowing the eigenstates, we obtain Green function from following
procedure:
G−1 =(−H + i0+) = UU†(−H + i0+)UU†
=U(− U†HU + i0+)U† = U(−D + i0+)U†,
G =U(−D + i0+)−1U† = G− +G+
=
1
− (a0 − a) + i0+U
(
I + τ3
2
)
U† +
1
− (a0 + a) + i0+U
(
I − τ3
2
)
U†.
(B2)
After some algebra, we notice that
U
(
I ± τ3
2
)
U† =
1
2
(
1∓ 1
a
(a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2 + a5τ3σ3)
)
. (B3)
As a result, we have Green function for two doubly degenerate states as
G− =
1
− (a0 − a) + i0+
1
2
(
1− 1
a
(a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2 + a5τ3σ3)
)
,
G+ =
1
− (a0 + a) + i0+
1
2
(
1 +
1
a
(a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2 + a5τ3σ3)
)
.
(B4)
Appendix C: Impurity potential and its self-energy
1. Transfer matrix
In the presence of the impurity potential operator, Vˆ, the Green function can be written by using Dyson equation39
Gˆ = Gˆ0 + Gˆ0VˆGˆ, (C1)
where Gˆ0 is bare Green function. Equation (C1) is obtained by iterating on Gˆ as
Gˆ =Gˆ0 + Gˆ0Vˆ[Gˆ0 + Gˆ0Vˆ(Gˆ0 + Gˆ0Vˆ . . . )]
=Gˆ0 + Gˆ0VˆGˆ0 + Gˆ0VˆGˆ0VˆGˆ0 + . . .
=Gˆ0 + Gˆ0TˆGˆ0,
(C2)
where
Tˆ =Vˆ + VˆGˆ0Vˆ + VˆGˆ0VˆGˆ0Vˆ + . . .
=Vˆ(Iˆ− Gˆ0Vˆ)−1 = (Iˆ− Gˆ0Vˆ)−1Vˆ.
(C3)
Here, the Tˆ matrix is called the scattering matrix. Also, from Eq (C1),
Gˆ−1 = Gˆ−10 (Iˆ− Gˆ0Vˆ) = Gˆ−10 − Vˆ. (C4)
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Let us assume that the impurity potential occurs in a random manner, and we may take a configuraitonal average,
which results
〈Gˆ〉 = Gˆ0 + Gˆ0〈Tˆ〉Gˆ0, (C5)
and
〈Tˆ〉 = 〈Vˆ(Iˆ− Gˆ0Vˆ)−1〉 =
∫
dvD(v)Vˆ(Iˆ− Gˆ0Vˆ)−1, (C6)
where 〈·〉 represents an average over all available impurity configurations, v is a variable for a specific defect configura-
tion, and D(v) is the corresponding defect configuration probability distribution function which satisfies
∫
dvD(v) = 1.
Analogous to the Eq. (C4), we introduce the self-energy as
〈Gˆ〉−1 = Gˆ−10 − Σˆ. (C7)
To get a closed form for Σ, we begin with Eq (C5):
〈Gˆ〉 = (Iˆ + Gˆ0〈Tˆ〉)Gˆ0 → 〈Gˆ〉−1 = (Iˆ + Gˆ0〈Tˆ〉)−1Gˆ−10 = Gˆ−10 (Iˆ + Gˆ0〈Tˆ〉)−1. (C8)
Plugging Eq. (C8) into Eq. (C7),
Σˆ =Gˆ−10 − 〈Gˆ〉−1
=Gˆ−10 − Gˆ−10 (Iˆ + Gˆ0〈Tˆ〉)−1
=Gˆ−10 [Iˆ− (Iˆ + Gˆ0〈Tˆ〉)−1]
=Gˆ−10 [Iˆ + Gˆ0〈Tˆ〉 − Iˆ](Iˆ + Gˆ0〈Tˆ〉)−1
=Gˆ−10 [Gˆ0〈Tˆ〉](Iˆ + Gˆ0〈Tˆ〉)−1
=〈Tˆ〉(Iˆ + Gˆ0〈Tˆ〉)−1.
(C9)
2. Effective medium theory
Another way of solving this problem is to introduce a concept of effective medium, where the scattering sources
are renormalized to a form of Gˆeff . In this perspective, we introduce the effective self-energy, which represents the
effective contribution of the impurity potential. To explicitly show this, following transform occurs:
[−H0 − Vˆ]→ [−H0 − Σˆeff − (Vˆ − Σˆeff )],
Gˆ0 = [−H0]−1 → Gˆeff = [−H0 − Σˆeff ]−1,
Vˆ→ Vˆ − Σˆeff
〈Tˆ〉 → 〈Tˆeff 〉 = 0.
(C10)
Consequently, Eq. (C6) becomes
〈Tˆeff 〉 =
∫
dvD(v)[Vˆ − Σˆeff ](Iˆ− Gˆeff [Vˆ − Σˆeff ])−1 = 0. (C11)
Manipulating Eq. (C11),
[Vˆ − Σˆeff ](Iˆ− Gˆeff [Vˆ − Σˆeff ])−1 =Gˆ−1eff (Gˆeff [Vˆ − Σˆeff ] + Iˆ− Iˆ)(Iˆ− Gˆeff [Vˆ − Σˆeff ])−1
=− Gˆ−1eff [Iˆ− (Iˆ− Gˆeff [Vˆ − Σˆeff ])−1].
(C12)
As a result, ∫
dvD(v)(Iˆ− Gˆeff [Vˆ − Σˆeff ])−1 = I. (C13)
By plugging in Eq (C13) into Eq. (C11),
Σˆeff =
∫
dvD(v)Vˆ(Iˆ− Gˆeff [Vˆ − Σˆeff ])−1. (C14)
By solving Eq. (C14) self-consistently, we obtain the self-energy of the effective medium.
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Appendix D: Evaluating operators
Having Green function in Eq. (B2) and disorder potential Vˆ, an average expectation value over possible disorder
fluctuation is obtained by following configurational average:
〈Vˆ〉 = 1
N
∑
n
〈n|Vˆv|n〉 =
∫
dvD(v)Vˆ
1
N
∑
n
〈n|n〉 =
∫
dvD(v)Vˆ,
〈Gˆ〉 = 1
N
∑
n
∫
dkdk′〈k|e−iknGˆeik′n|k′〉 =
∫
dkGˆ(k),
(D1)
where local, short range scatter is assumed to satisfy 〈m|Vˆv|n〉 = vδm,n with a probability of D(v), and Bloch
wavefunction |n〉 = ∫ dkeikn|k〉 is used. For multiple operators,
〈VˆGˆ0VˆGˆ0Vˆ〉 = 1
N
∑
n
〈n|VˆGˆ0VˆGˆ0Vˆ|n〉 = 1
N5
∑
n,m,l,o,p
〈n|Vˆv|m〉〈m|Gˆ0|l〉〈l|Vˆv|o〉〈o|Gˆ0|p〉〈p|Vˆv|n〉
=
1
N2
∑
n,l
v〈n|Gˆ0|l〉v′〈l|Gˆ0|n〉v
=
∫
dvidvjD(vi)D(vj)
1
N2
∑
n,l
vi〈n|Gˆ0|l〉vj〈l|Gˆ0|n〉vi
=
∫
dvidvjD(vi)D(vj)
1
N2
∑
n,l
∫
dk1dk2dk3dk4vi〈k1|e−ik1nGˆ0eik2l|k2〉vj〈k3|e−ik3lGˆ0eik4n|k4〉vi
=
∫
dvidvjD(vi)D(vj)
∫
dk1dk2vi〈k1|Gˆ0|k2〉vj〈k2|Gˆ0|k1〉vi
=
∫
dvidvjD(vi)D(vj)
∫
dkviGˆ0(k)vjGˆ0(−k)vi,
(D2)
where we use 〈k1|Gˆ|k2〉 = δ(k1 + k2)G(k1), due to translational invariance G(x, x′) = G(x− x′).67
Appendix E: Self-energy terms for first and second order in Vˆ
When the Ne´el vector is initially in nˆ||[100], we examine the self-energy induced by spin fluctuation by rewriting
perturbation Hamiltonian Vˆ in Eq. (9) into three components:
Vˆx =−∆(1− cos θv)τ3σ1,
Vˆy =∆ cosϕv sin θvτ3σ2,
Vˆz =∆ sinϕv sin θvτ3σ3.
(E1)
• x directional fluctuation: Let us first consider the first order correction:
〈Vˆx〉 =−
∫ pi
0
sin θdθDθ
∫ 2pi
0
dϕDϕ∆(1− cos θ)τ3σ1 = −∆
∫ pi
0
dθDθ sin θ(1− cos θ)τ3σ1, (E2)
where we assume that fluctuation is white noise having an equal probability for any azimuthal angle, or Dϕ =
1
2pi .
We also assume a uniform distribution for polar angle, and define sinc θ0 = sin θ0/θ0. Unlike other fluctuation
components, xˆ direction has non-zero first order correction. Furthermore, the second order correction is
〈VˆzGˆ0Vˆz〉 = 〈Vˆz(Gˆ0− + Gˆ0−)Vˆz〉. (E3)
Equivalently, we compute
〈VˆxGˆ0±Vˆx〉 =
∫ pi
0
sin θdθDθ
∫ 2pi
0
dϕDϕ∆
2(1− cos θ)2
∫
BZ
d3k
(2pi)3
1
− (a0 ± a) + i0+
1
2
× τ3σ1
(
1± 1
a
(a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2)
)
k
τ3σ1
= (A0± ∓A1±τ1 ±A3±τ3σ1) ∆2
∫ pi
0
dθDθ sin θ(1− cos θ)2,
(E4)
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where we integrate the Green function over the whole Brillouin zone for the reason explained in Appendix D. Note
that a is not even nor odd function in ky due to a3 = −(λ − λz cos kz) sin ky + ∆ term. Nevertheless, a is an even
function in kx and kz and, therefore, a2 and a4 have a vanishing magnitude in Eq. (E4) due to the fact that they are
odd in kz and kx, respectively. The remaining terms in Eq. (E4) are
A0± =
∫
BZ
d3k
(2pi)3
1
− (a0 ± a) + i0+
1
2
,
A1± =
∫
BZ
d3k
(2pi)3
1
− (a0 ± a) + i0+
1
2
a1
a
,
A3± =
∫
BZ
d3k
(2pi)3
1
− (a0 ± a) + i0+
1
2
a3
a
.
(E5)
• y directional fluctuation: Let us now consider Vˆy. The first order correction is
〈Vˆy〉 =
∫ pi
0
sin θdθDθ
∫ 2pi
0
dϕDϕ∆ cosϕ sin θτ3σ2 = 0, (E6)
where we assume an equal probability for any azimuthal angle by setting Dϕ =
1
2pi . For the second order correction,
we compute
〈VˆyGˆ0±Vˆy〉 =
∫ pi
0
sin θdθDθ
∫ 2pi
0
dϕDϕ∆
2 cos2 ϕ sin2 θ
∫
BZ
d3k
(2pi)3
1
− (a0 ± a) + i0+
1
2
× τ3σ2
(
1± 1
a
(a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2)
)
k
τ3σ2
= (A0± ∓A1±τ1 ∓A3±τ3σ1) ∆
2
2
∫ pi
0
dθDθ sin
3 θ.
(E7)
• z directional fluctuation: Lastly, we consider Vˆz. The first order correction is
〈Vˆz〉 =
∫ pi
0
sin θdθDθ
∫ 2pi
0
dϕDϕ∆ sinϕ sin θτ3σ3 = 0, (E8)
where we assume Dϕ =
1
2pi . Furthermore, the second order correction is
〈VˆzGˆ0±Vˆz〉 =
∫ pi
0
sin θdθDθ
∫ 2pi
0
dϕDϕ∆
2 sin2 ϕ sin2 θ
∫
BZ
d3k
(2pi)3
1
− (a0 ± a) + i0+
1
2
× τ3σ3
(
1± 1
a
(a1τ1 + a2τ2 + a3τ3σ1 + a4τ3σ2)
)
k
τ3σ3
= (A0± ∓A1±τ1 ∓A3±τ3σ1) ∆
2
2
∫ pi
0
dθDθ sin
3 θ.
(E9)
In summary, the self-averaged self-energy term in Eq. (13) becomes
Σˆeff =〈Vˆ〉+ 〈VˆGˆ0Vˆ〉
=〈Vˆx〉+ 〈Vˆy〉+ 〈Vˆz〉+ 〈(Vˆx + Vˆy + Vˆz)Gˆ0(Vˆx + Vˆy + Vˆz)〉
=〈Vˆx〉+ 〈Vˆy〉+ 〈Vˆz〉+ 〈VˆxGˆ0Vˆx〉+ 〈VˆyGˆ0Vˆy〉+ 〈VˆzGˆ0Vˆz〉
=Σ0 + Σ1τ1 + Σ3τ3σ1,
(E10)
where we utilize the fact that 〈VˆiGˆ0Vˆj〉 = 0 for i 6= j. By combining the results in Eqs. (E2-E9), we obtain Σ0,
Σ1, and Σ3 terms up to the second order in Vˆ among possible self-energies Σ0,1,2,3,4,5 in Eq. (13). The resultant
self-energy terms for Σ0,1,3 are summarized in Eq. (21).
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