We consider an extended spatial autoregressive model that can incorporate possible endogenous interactions, exogenous interactions, unobserved group fixed effects and correlation of unobservables. In the generalized method of moments (GMM) and the maximum likelihood (ML) frameworks, we introduce simple gradient based tests that can be used to test the presence of endogenous effects, the correlation of unobservables and the contextual effects. We show the asymptotic distributions of tests, and formulate robust tests that have central chi-square distributions under both the null and local misspecification. The proposed tests are easy to compute and only require the estimates from a transformed linear regression model. We carry out an extensive Monte Carlo study to investigate the size and power properties of the proposed tests. Our results show that the proposed tests have good finite sample properties and are useful for testing the presence of endogenous effects, correlation of unobservables and contextual effects in a social interaction model.
Introduction
In a social interaction model, an individual's outcome is affected by the outcomes and characteristics of 2 her reference group's members, i.e., her peers. The effects channeled through the outcomes of the reference group is known as the endogenous effects. The effects arising from the characteristics of the group is called 4 the contextual effects. Identification of these effects within an estimation framework is important because their policy implications greatly differ. Manski (1993) shows that endogenous and contextual effects cannot 6 be separately identified in a linear-in-means model. This identification problem, known as the "reflection problem," has led to various adjustments to the linear-in-means specification to allow for partial or full Tools from spatial econometrics can be useful to reformulate social interaction models thereby identifica-12 tion of various effects become possible (for spatial econometrics, see Anselin (1988) , LeSage and Pace (2009), Elhorst (2010 Elhorst ( , 2014 ). The group relation can be represented by means of a so-called spatial weights (or 48 approach for the model, and formulate various versions of the LM tests. In Section 5, we introduce test statistics for testing the presence of contextual effects in both GMM and ML frameworks. In Section 6, we 50 show the relationships among the test statistics. In Sections 7, 8 and 9, we compare the size and power properties of tests through a Monte Carlo study. Section 10 closes the paper with concluding remarks. Some 52 technical details are relegated to appendices.
The Model Specification

54
We consider a group interaction set up that consists of R groups. Let m r be the number of individuals in the rth group, and n = when all group sizes are large, even if there is group size variation. Therefore, following Lee et al. (2010) and Liu and Lee (2010) , we assume interaction scenarios in which {h n } is bounded in this study.
86
In order to write the model for the entire sample, define Y = (Y 1 , . . . , Y R ) , X = (X 1 , . . . , X R ) with X r = (X 1r , W r X 2r ), u = (u 1 , . . . , u R ) , α 0 = (α 01 , . . . , α 0R ) , and ε = (ε 1 , . . . , ε R ) . Let D {C r } R r=1 be the operator that creates a block diagonal matrix in which the diagonal blocks are m r by n r matrices C r . Let W = D (W 1 , . . . , W R ), M = D (M 1 , . . . , M R ) and l n = D (l m1 , . . . , l m R ). Then, the model for the entire sample is given by
where β 0 = (β 01 , β 02 ) . To obtain the reduced form of (2.3), define R(ρ) = (I n − ρM ) and S(λ) = (I n − λW ). At the true parameter values, let R(ρ 0 ) = R and S(λ 0 ) = S. Then, if R and S are not singular, the reduced form of the model becomes
(2.4)
The GMM Estimation Approach
The model can be stated in terms of innovations in the following way
where Z = (W Y, X) and δ 0 = (λ 0 , β 0 ) . To wipe out fixed effects from (3.1), an orthogonal projector that projects a vector to the column space of Rl n can be used. For this purpose, the rth diagonal block of Rl n , which is given by R r l mr = A × (1, ρ 0 ) where A = (l mr , M r l mr ), can be used to construct a projector. Define J r = I mr − A(A A) − A , where A − is the generalized inverse of A. In the case where M r has rows all sum to a constant c such that R r l mr = (1 − cρ 0 )l mr , the projector reduces to the usual deviation from group mean maker J r = I mr − Assumption 1. The innovation term ε ir s are i.i.d with zero mean and variance σ 2 0 , and E |ε ir | 4+τ < ∞ for some τ > 0, for all i = 1, . . . , m r and r = 1, . . . , R.
Assumption 2. (i)
The matrix X has full column rank of k = k 1 + k 2 , and it has uniformly bounded elements, and lim n→∞ 1 n X X is a finite nonsingular matrix, (ii) X (ρ) = lim n→∞ 1 n f (ρ) f (ρ), where f (ρ) = 92 JR (ρ) E (Z), exist and is non-singular for all values of ρ such that R (ρ) is non-singular. 
The Moment Conditions
The internal instrumental variables (IVs) for the endogenous variable JRZ can be determined from the reduced form of the model in (2.4). By definition, the best set of instruments is f = JRE(Z) = (JRGXβ 0 + JRGl n α 0 , JRX), where G = W S −1 . Since R = I n −ρ 0 M , the best IV set is a linear combination of IVs in Q ∞ = J Q 0 , M Q 0 , where Q 0 = (GX, Gl n , X). Furthermore, since G = ∞ j=0 λ j W j+1 , Q 0 is a linear combination of elements of Q 0 ∞ = W X, W 2 X, . . . , W l n , W 2 l n , . . . , X . Since l n has R columns, the number of IVs increases as the number of groups increases. Let Q 0 K be a sub-matrix of Q 0 ∞ and define
K as the n × K IV matrix, where K ≥ k + 1. Then, the linear moment function is defined by g 1 (δ 0 ) = Q K Jε, which satisfies the orthogonality condition under Assumption 1:
where Jε(θ 0 ) = JR (Y − Zδ 0 ). The result in (2.4) indicates that the endogenous term JRZ is also a function of a stochastic term. Liu and Lee (2010) formulate additional quadratic moment functions to exploit the information in the stochastic part. Both types of moment functions can be used in the GMM framework to estimate all parameters jointly. Let U 1 , . . . , U q be n × n non-stochastic matrices satisfying tr(JU j ) = 0 for j = 1, . . . , q. 4 Using these non-stochastic matrices, additional quadratic moment functions can be formulated as E ε (θ 0 )JU j Jε(θ 0 ) for j = 1, . . . , q, where ε(θ 0 ) = JR Y − Zδ 0 . Let g 2 (θ) = ε (θ)JU 1 Jε(θ), . . . , ε (θ)JU q Jε(θ) be the set of quadratic moment functions. The combined set of moment functions for the GMM estimation is then given by g(θ) = g 1 (θ), g 2 (θ) , (3.4)
where θ = (ρ, δ ) . The population moment condition for each quadratic moment function in (3.4) is satisfied 98 since E ε (θ 0 )JU j Jε(θ 0 ) = σ 2 0 tr (JU j J) = 0 for all j by assumption.
5
For the notational simplicity, let T j = JU j J for j = 1, . . . , q, H = M R −1 ,Ḡ = RGR −1 and A s = A + A for any square matrix A. Also, let vec(·) be the operator that creates a column vector from the elements of an input matrix, vec D (·) be the operator that creates a column vector from the diagonal elements of an input matrix, and e i be the ith unit column vector of dimension k + 1. Define Ω = E g(θ 0 )g (θ 0 ) and
. For our generic set of moment functions in (3.4), these matrices are given by
5)
3 For properties of matrices that have row and column sums bounded uniformly in absolute value, see Kelejian and Prucha (2010) . 4 The row and column sums of these matrices are assumed to be uniformly bounded in absolute value. That is, Assumption 3 holds for these matrices.
5 The conditions for the identification of parameters can be investigated from moment functions. The identification requires that E (g(θ)) = 0 if and only if θ = θ 0 (Newey and McFadden, 1994, Lemma 2.3). Liu and Lee (2010) state the identification conditions . Here, we simply assume that θ 0 is identified.
where µ 3 and µ 4 are, respectively, the third and the fourth moments of
. The optimal GMM estimation requires an initial estimate of Ω. The result in (3.5) indicates that a consistent estimate of Ω can be recovered from consistent estimates of σ 2 0 , µ 3 and µ 4 under the stated assumptions. Let Ω be an initial consistent estimate of Ω. Then, the optimal GMM estimator (GMME) is defined byθ
The GMME defined in (3.7) is consistent but may not be centered properly around the true parameter vector. The asymptotic bias arises since the dimension of g 1 (θ) increases as the number of groups increases, i.e., there is too many IV problem for the GMM estimation. Under the condition that K 3/2 /n → 0, Liu and Lee (2010) establish the following fundamental result:
where
The GMM Gradients Tests for Spatial Autoregressive Parameters
In this section, we formulate the GMM gradient tests when the number of linear IVs is fixed, i.e., when K is fixed. The standard LM test statistic requires computation of the restricted model implied by the null hypotheses. Consider the set of restrictions given by π(θ 0 ) = 0, where π : Θ → R p is a continuously differentiable function such that its Jacobian ∂π(θ 0 )/∂θ is finite and has full row rank p. Then, the restricted GMME is defined byθ r = arg min {θ:π(θ)=0} g (θ) Ω −1 g(θ). The restricted estimator can also be defined in an alternative way by using the implicit function theorem to state the set of restrictions in an explicit way. By the implicit function theorem, there exists a continuously differentiable function κ :
such that ∂κ ( ) / has full row rank k + 2 − p, where is the vector of free parameters. Defineˆ = arg min g (κ ( )) Ω −1 g (κ ( )). Then, the restricted GMME is, alternatively, defined byθ r = κ(ˆ ). Let
The standard gradient test, i.e. the LM test, is based on the idea that the sample gradients evaluated atθ r should be close to zero when the restrictions are valid. The test statistic is given by
In the literature, the asymptotic properties of the LM test are investigated under local parametric mis- 
2. On the endogenous effects:
In (3.10) and (3.11), ρ and λ are hypothesized known quantities. For these hypotheses, we construct LM tests that are robust to local parametric misspecification. For this purpose, we consider the sequence of local alternatives formulated for hypotheses in 3.10 and 3.11. The sequence of local alternatives, also known as Pitman drifts, takes the following forms:
√ n, where δ λ and δ ρ are bounded scalars. As will be illustrated, this device of sequence of local alternatives is not only the basis of the ensuing discussion of power properties of test statistics, it is also instrumental in the formulation of our robust test statistics. Let
To formulate the test statistic, consider the following partition of B (θ) and H:
(3.12) Letθ = ρ , λ ,β be a restricted GMME under the joint null hypothesis H 0 : ρ 0 = ρ and λ 0 = λ . The LM test statistic for this joint null hypothesis can be expressed as
and B 31 (θ) = B 13 (θ) = B βρ (θ), B βλ (θ) .
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Now, we consider the problem of testing H ρ 0 when H λ 0 holds. Then, the standard LM test can be stated as
(3.14)
The distribution of (3.14) under H ρ A and H λ A can be investigated from the first order Taylor expansion of pseudo-gradients C ρ (θ) and C β (θ) around θ 0 . These expansions can be stated as
whereθ lies betweenθ and θ 0 . Using the asymptotic results in Lemma 1, we obtain the following result from (3.15) and (3.16).
Under our stated assumptions, the pseudo-gradients have an asymptotic normal distribution as shown in Lemma 1. Thus, the result in (3.17) implies that 
ρ·β H ρλ·β is the non-centrality parameter. has an asymptotic centered chi-square distribution. Let
λ·β C λ (θ) be the adjusted unfeasible pseudo-gradient, which has a zero asymptotic mean. Under our assumptions, a feasible ver-128 sion of the adjusted pseudo-gradient is given by 
where 
Proof. See Appendix D.
The noncentrality parameters reported in Proposition 1 can be used for asymptotic local power compar-
138
isons. Note that the tail probability of a noncentral chi-squared distribution decreases with the degrees of freedom and increases with the noncentrality parameter. Also, the noncentrality parameter is related to the 140 8 Note that the distribution of √ n Cρ(θ) has an asymptotic mean of − H ρ·β δρ + H ρλ·β δ λ . The negative sign arises since we define the objective function differently. In Bera et al. (2010) , the objective function is defined as Q = −g (θ) Ω −1 g(θ) and θ = arg max θ∈Θ Q.
9 For the definition of non-central chi-square distribution, see Anderson (2003, pp.81-82) .
approximate slope of a test. If the asymptotic distribution of a test has a relatively larger noncentrality parameter, then the test has a relatively larger approximate slope (Newey, 1985a 
The results in Proposition 1 can also be replicated for the hypothesis in 3.11. For this purpose, we consider the null hypothesis H λ 0 : λ 0 = λ when H ρ 0 : ρ 0 = ρ holds. Then, the LM test can be formulated as
where can be investigated from the first order Taylor expansions of the pseudo-gradients C λ (θ) and C β (θ) around θ 0 . These expansions yield
Using the asymptotic normality of pseudo-gradients from Lemma 1 in (3.22), we obtain
λ·β H λρ·β is the where 
The ML Estimation Approach
As mentioned before, if the spatial weights matrices do not have rows that sum to a unique constant, i.e.,
158
W r l r = cl r , where c is a constant, then the log-likelihood function of the model cannot be derived . Therefore, in this section, we consider the ML estimation of our model when W r l mr = M r l mr = l mr 160 holds.
10
10 Note that the LM test statistics suggested in this section are only valid for models that have row normalized weight matrices.
The Log-likelihood Function
162
In Section 3.1 , we state that if M r has rows all sum to a constant c such that R r l mr = (1 − cρ 0 )l mr , the projector reduces to the usual deviation from group mean maker J r = I mr − 
Using Lemma 2, the transformation of the dependent variable R r Y r to F r R r Y r yields
be the parameter vector. The log-likelihood function for the entire sample for (4.1) can be written as
where n * = n − R, and ε *
Then, again using Lemma 2, the log-likelihood function in (4.2) can be written as
Thus, the log-likelihood can be evaluated without the calculation of F r . For a given value of λ and ρ, the MLE of β 0 and σ 2 0 can computed from the first order conditions of the log likelihood function. These estimators arê
The MLE of λ 0 and ρ 0 is obtained by the maximization of (4.6). We assume the following regularity conditions for the consistency and the asymptotic distribution of the MLE. 12 Note that the existence of (4 + τ )th moments of ε ir are required when ε ir s are simply i.i.d. (Kelejian and Prucha, 2001 ).
Under Assumptions 5-7, the following result for the MLEθ can be established .
where those suggested in Anselin et al. (1996) . Note that the test statistics suggested in Anselin et al. (1996) cannot be directly used for our model, since the log-likelihood function of our model is so different and complex from 182 the one used in Anselin et al. (1996) to formulate the test statistics. When there are no group fixed effects, i.e., α 0 = 0, our model reduces to the cross-sectional model studied in Anselin et al. (1996) . Thus, our results
184
can be considered as an extension of results in Anselin et al. (1996) .
, where a = ρ, λ, γ, I (θ) = Σ (θ), and I = lim n→∞ Σ.
15 With these new notations, the standard LM test statistic for the restrictions of the form π(θ 0 ) = 0 is given by
is the restricted MLE and I(θ r ) is the plug in estimator of I.
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In order to formulate similar test statistics, consider the following partition of I (θ) and I(θ 0 ):
(4.9) Letθ = (ρ , λ ,γ) be the restricted MLE when H 0 : ρ 0 = ρ , λ 0 = λ holds. First, we consider the LM test for the joint null hypothesis H 0 :
, and
Next, following Bera and Yoon (1993), we formulate test statistics that are similar to those stated in Propositions 1 and 2 for the null hypotheses given in (3.10) and (3.11). Again, we first consider the problem of testing H ρ 0 : ρ 0 = ρ when H λ 0 : λ 0 = λ holds. Then, the one directional test statistic can be formulated as
Using (4.12), (4.13) and Lemma 3, we can obtain the following result.
The asymptotic distribution of √ n * L ρ (θ) can be determined from (4.14) by using the asymptotic normality of score functions (see Lemma 3). Hence, we can obtain under the null and the local alternatives.
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We summarize these asymptotic results in the following proposition.
Proposition 3. -Under Assumptions 5-7, the following results hold.
The distribution of (4.18) can be investigated from the first order Taylor expansion of L λ (θ) and L γ (θ) around θ 0 when H λ A and H ρ A hold. It can be shown that these first order expansions are
Then, using (4.19), (4.20) and Lemma 3, we can obtain 
is the adjusted gradient, and
Note that Propositions 3 and 4 show that the robust versions of tests have less asymptotic power than 210 the corresponding one directional tests when there is no parametric misspecification in the model.
The Test Statistics for Contextual Effects
212
The social interaction effects through observed peers' characteristics is known as the contextual effects and is measured by k 2 × 1 parameter vector β 02 in our model. In spatial econometric literature, the associated . In this section, we consider the GMM gradient tests and the ML score tests for hypotheses about β 02 .
218
First, we state the test statistics in the GMM framework. For notational simplicity, let ψ 0 = β 02 , φ 0 = (ρ 0 , λ 0 ) and γ 0 = β 01 be true parameter vectors. Then, ψ, φ and γ denote arbitrary parameter values in the parameter space. Let θ 0 = (ψ 0 , φ 0 , γ 0 ) be the parameter vector of the model. We assume that G(θ), C(θ), B(θ) and H, which are defined in Section 3.2, are partitioned according to dimensions of ψ, φ and γ. Consider 
is the restricted optimal GMME. In the following proposition, we summarize the asymptotic results for LM g ψ (θ) and its robust version.
Proposition 5. -Under Assumptions 1-4, the following results hold.
Under H
is the adjusted pseudo-gradient, and 
is the restricted MLE. The next proposition summarizes asymptotic results for this test statistic and its robust version.
228
Proposition 6. -Under our Assumptions 5-7, the following results hold.
Under H
The Relationship Between Test Statistics
There are four important observations regarding to the robust tests. First, the robust tests introduced by 246 Bera and Yoon (1993) and (Bera et al., 2010) share the optimality property of the Neyman's C(α) test. In particular, Bera and Yoon (1993) show that the robust test is asymptotically equivalent to Neyman's C(α) 248 test under the null and the local alternatives. It is important to note that the motivation for both tests are different. In the case of the robust test, the one-directional test statistic is adjusted in such a way that it has 250 a central chi-square distribution when the alternative model has a local parametric misspecification. On the other hand, the C(α) test is developed in a framework that involves several nuisance parameters. In such a 252 framework, an optimal test is the one that has the highest power among the class of tests obtaining the same size. To achieve the optimality, the C(α) test statistic is constructed in such a way that it is orthogonal to 254 the gradients with respect to the nuisance parameters. The C(α) test can be computed with any consistent estimator and it reduces to the standard LM test when it is formulated with the optimal restricted GMME 256 or the restricted MLE.
Second, the robust tests are formulated by an estimator obtained under the joint null hypothesis H 0 :
Under the joint null, the model reduces to a one-way panel data type model Y r = X 1r β 01 + W r X 2r β 02 + l mr α 0r + ε r , which can be estimated by an OLSE. Therefore, the computation of test . These results can be used to establish relationships between the test statistics as shown in 272 the next corollary.
Corollary 1. -In the GMM framework, we have the following relations.
Similarly, in the ML framework, the following relations hold.
274
The results in (6.2) and (6.3) show that the robust tests can also be computed from the joint and the one directional tests. In DGP 1, X 1r and X 2r are m r × 1 vectors of independent standard normal random variables with the associated coefficient vector (β 01 , β 02 ) = (1.2, 0.6) . In DGP 2, we use the U.S. county-level data set of Pace
288
and Barry (1997) on the 1980 presidential election. More specifically, X 3r = (X 3r,1 , X 3r,2 ), where X 3r,1 is the standardized value of log income per-capita and X 3r,2 is the standardized value of the homeownership For the interaction scenario, we consider an experiments where the number of groups is R = 60. We allow 296 m r to vary across R groups by randomly assigning a value from the set of integers {10, 11, . . . , 15} to each group size. The total number of observations n varies between 600 and 900. Following Liu and Lee (2010),
298
the weight matrix W r is generated in two steps. We first draw an integer value ϑ ir uniformly from the set of integer values {1, 2, 3, 4}. Then, if ϑ ir + i ≤ m r , the (i + 1)th, . . . , (i + ϑ ir )th elements of the ith row of W r are 300 set to one and the rest of the elements in the ith row are set to zero. On the other hand, if ϑ ir + i > m r , the first (ϑ ir + i − m r ) entries of the ith row are set to one and the others are set to zero. Then, W is generated 302 as the row-normalized D W 1 , . . . , W R and we let M = W . For the size analysis of test statistics for endogenous effects and/or correlated effects in Table 1 , we 304 set λ 0 = 0 and ρ 0 = 0 in (7.1) and (7.2). Following Halleck Vega and Elhorst (2015), we refer to these models as the SLX models. For the power analysis of these test statistics, we consider three specifications 306 for the alternative model. The first alternative is the spatial lag model (SARAR(1, 0)) where we allow for spatial dependence in the dependent variable but not in the disturbance term, i.e., ρ 0 = 0. Note that 308 SARAR(1, 0) specification can also be considered as a null model for LM ρ statistics for testing H 0 : ρ 0 = 0. The second alternative model is the spatial error model (SARAR(0, 1)) which allows for spatial dependence 310 in the disturbances but not in the dependent variable, i.e., λ 0 = 0. Similarly, SARAR(0, 1) can also be considered as another null model for the one-directional LM statistics for testing H 0 : λ 0 = 0. Finally, the third alternative model allows for both type of spatial dependence, namely SARAR(1, 1). In the relevant alternative models, we let spatial parameters λ 0 and ρ 0 take on values from 0.1 to 0.6 with an increment of 314 0.1. In the case of tests for the contextual effects in Table 2 , we only use DGP 2 to study the size and power
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properties of test statistics. For the size analysis, we set β 02 = 0 2×1 and let λ 0 and ρ 0 vary between 0.1 to 0.6. For the power analysis, we set λ 0 = 0.3 and ρ 0 = 0.2, and let elements of β 02 take on values from 318 {−1, −0.5, 0.5, 1}. All Monte Carlo simulations are based on 1000 repetitions. Finally, we need to specify the set of moment functions for the GMM approach. As we mentioned before,
320
we are interested in the case where the number of instruments is kept fixed as the number of observations grows without a bound. Therefore, we choose a simple set of moment functions: Q 1r = J r X r , W r X r , W 2 r X r ,
322
U 1r = J r W r J r − tr J r W r J r J r /tr J r and U 2r = J r W 2 r J r − tr J r W 2 r J r J r /tr J r .
Results for Endogenous Effects and Correlated Effects
324
In this section, we investigate the finite sample properties of the test statistics for endogenous effects and correlated effects. In the following, we first evaluate the empirical rejection frequencies of each test under 326 the null hypothesis, and then provide a power analysis for each test.
Results on Size Properties
328
To present simulation results on size properties, we use the P value discrepancy plots suggested in Davidson and MacKinnon (1998) , which are based on the empirical distribution functions (edf) of p-values. Let τ be a test statistic, and τ j for j = 1, . . . , R be the R realizations of τ generated in a Monte Carlo experiment. Let F (x) be the cumulative distribution function (cdf) of the asymptotic distribution of τ evaluated at x. Then, the p-value associated with τ j , denoted by p(τ j ), is given by p(τ j ) = 1 − F (τ j ). An estimate of the cdf of p(τ ) can be constructed simply from the edf of p(τ j ). Consider a sequence of points denoted by x i for i = 1, . . . , m from the interval (0, 1). Then an estimate of cdf of p(τ ) is given by
As stated in Davidson and MacKinnon (1998) , there is no decisive way to choose the sequence x i from (0, 1). In practice, the main attention is typically paid to the Type-I errors which are set at levels smaller than or equal to 10%. We choose the following sequence and focus on levels smaller than or equal to 10%. The P value discrepancy plot is defined as the plot of F (x i ) − x i against x i under the assumption that the true data generating process is characterized by the null hypothesis. If F (x) approximate to the finite 330 sample distribution of τ well enough, then each p(τ j ) will have a uniform distribution over (0, 1). Hence, the P value plot, obtained by a plot of F (x i ) against x i , should be close to the 45 degree line. Therefore, 332 a P value discrepancy plot highlights the differences between the empirical distribution function and the 45 degree line. The discrepancies from the horizontal axis in a P value discrepancy plot suggest an empirical 334 distribution that differs from the asymptotic distribution used to determine the critical values.
To asses the significance of discrepancies in a P value discrepancy plot, we construct a point-wise 95%
336
confidence interval for a nominal size by using a normal approximation to the binomial distribution. Let α denote the nominal size at which the test is carried out. Using a normal approximation to the binomial 
340
We use this approach to insert a 95% point-wise confidence interval in a P value discrepancy plot. In the discrepancy plots, this interval will be represented by the red solid lines (for some examples, see Taspinar   342 and Dogan (2016)). To save space, the size results based on the SLX models will be presented through the P value discrepancy 
348
For notational simplicity, if a superscript "g" or "m" is not specified for a test, it means that the observation made holds for both the GMM based test and the ML based test. show that all LM tests based on GMM are generally over-sized regardless of the normality of the errors.
352
In both figures, the maximum size distortion is always less than 0.03 and the size distortions generally lie inside the 95% point-wise confidence interval and therefore they are acceptable. Table 3 and 4 provide some evidences on the magnitude of size distortions as a function of the size of local parametric misspecification in the alternative model. We would expect that the robust versions 362 of one directional tests, LM ρ and LM λ , to perform relatively better than LM ρ and LM λ , respectively. Overall, this seems to be the case, especially when the null model is SARAR(0, 1).
364
Tables 3 and 4 show that LM
A ρ and LM A λ perform well in all cases. This is not surprising as these tests require the estimation of the spatial parameter λ 0 and ρ 0 , respectively. 
368
On the other hand, when the local misspecification deteriorates as λ 0 gets larger, LM ρ severely over rejects the null model, although still beats LM ρ in all cases. Recall that LM ρ uses the least squares 370 residuals from the transformed model and implements a correction on the test statistics for a local parametric misspecification of the alternative model, i.e., ignoring the spatial lag. The bias of the least 372 squares residuals depends on the strength of spatial dependence as well as on the connectedness of the weights matrix. Therefore, we can expect poor performance for the robust tests as λ 0 deviates from Tables 3 than in Table 4 . This results suggest that the performance of tests statistics should be 376 investigated under realistic data generating processes. 7. In Table 3 , LM λ perform satisfactorily regardless of the strength of spatial dependence in the alternative 378 model and beats LM λ in all cases. In In Table 3 Table 4 , the robust test based on the ML is performing relatively better than the one 384 based on GMM. Also, the robust tests have relatively larger size distortions in Table 4 than in Table 3 .
Results on Power Properties
386
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Results for Contextual Effects
In this section, we investigate the size and power properties of test statistics for the contextual effects. We consider the following test statistics: (i) the robust test statistics LM ψ of Proposition 5 and 6, (ii) the conditional test statistics in (3.9) and (4.8), and (iii) the F-statistic. The computation of LM ψ is based on the OLS estimator of Y r = X 3r β 01 + l mr α r + ε r , while the computation of conditional test LM 1. The size properties are presented in Table 9 . The conditional test statistic LM A ψ has proper sizes in all 428 cases. The F-statistic is always over-sized and only report small size distortions in the first block of Table 9 , where λ 0 = 0. In all other cases, it reports very large size distortions. 4. All test statistics have satisfactory power levels except for some negative combinations β 02,1 and β 02,2 . 5. As expected, the robust test statistic has relatively lower power than other test statistics. The power
438
of LM ψ increases asymmetrically as β 02,1 moves away from zero, and increases faster on the positive side. hypotheses. These tests can be used to test the presence of the endogenous effects, the correlated effects, and the contextual effects in a social interaction model.
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One attractive feature of our proposed tests is that their test statistics are easy to compute and only require the least squares estimates from a transformed linear regression model. Therefore, our proposed tests 452 can easily be made available for practical applications using standard statistical software. In a Monte Carlo study, we investigate the size and power properties of our proposed tests. Our results show that the robust 
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Lemma 2. -Suppose that W r l mr = l mr and M r l mr = l mr . Then, 1. F r l mr = 0, F r F r = I mr−1 , and F r F r = J r . In this section, we only provide proofs for Propositions 1 and 2. Other propositions can be proved similarly, hence their proofs are omitted.
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Proof Proposition 1. Letθ = (ρ , λ ,γ ) be the restricted optimal GMME under H 
whereθ lies betweenθ and θ 0 , and G ρλ (θ) = [G ρ (θ) , G λ (θ)]. Using (D.1) and (D.2) and Lemma 1, the following equation can be obtained.
