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ABSTRACT: The oxidation of ground-state (singlet) and
triplet [Ru(bpy)3]
2+ were studied by full quantum-mechanical
(QM) and mixed quantum/classical (QM/MM) molecular
dynamics simulations. Both approaches provide reliable results
for the redox potentials of the two spin states. The two redox
reactions closely obey Marcus theory for electron transfer. The
free energy diﬀerence between the two [Ru(bpy)3]
2+ states
amounts to 1.78 eV from both QM and QM/MM simulations.
The two methods also provide similar results for the
reorganization free energy associated with the transition from singlet to triplet [Ru(bpy)3]
2+ (0.06 eV for QM and 0.07 eV
for QM/MM). On the basis of single-point calculations, we estimate the entropic contribution to the free energy diﬀerence
between singlet and triplet [Ru(bpy)3]
2+ to be 0.27 eV, which is signiﬁcantly greater than previously assumed (0.03 eV) and in
contradiction with the assumption that the transition between these two states can be accurately described using purely energetic
considerations. Employing a thermodynamic cycle involving singlet [Ru(bpy)3]
2+, triplet [Ru(bpy)3]
2+, and [Ru(bpy)3]
3+, we
calculated the triplet oxidation potential to be −0.62 V vs the standard hydrogen electrode, which is signiﬁcantly diﬀerent from a
previous experimental estimate based on energetic considerations only (−0.86 V).
■ INTRODUCTION
Because of their unique chemical and photochemical properties
(luminescence emission, reactive and long-lived excited states,
and redox activity both in their ground and excited states1,2),
ruthenium-based complexes are used in a wide variety of ﬁelds
as parts of photovoltaics,3 dye-sensitized solar cells,4 electro-
chemiluminescence cells,3,5 and light-emitting diodes (LEDs);6
as photocatalysts7 and redox agents for electron transfer
reactions;8,9 and for diagnostics.10
It is therefore no surprise that [Ru(bpy)3]
2+, the prototype of
these compounds, has been extensively studied experimen-
tally11−14 and computationally.14−16 When photoexcited with
visible light, this complex reaches a singlet metal-to-ligand
charge transfer (1MLCT) state and then undergoes a rapid
transition (<100 fs17,18) to an excited triplet (3MLCT) state.13
This state has a lifetime of about 600 ns19 and is particularly
redox-active in solution, participating in electron transfer
reactions.20
The redox activity of singlet and triplet [Ru(bpy)3]
2+ has
triggered a wide range of studies of their redox properties, in
particular the standard oxidation potentials of these species.
The singlet ground state of [Ru(bpy)3]
2+ is the best
characterized in this respect, with a well-established oxidation
potential of 1.26 V21 vs the standard hydrogen electrode
(SHE). For the triplet state, however, the situation is not as
clear. Although a value for the oxidation potential has been
estimated (−0.86 V versus SHE),1 it was obtained under the
assumption that the Helmholtz free energy change for the
transition from the ground state to the 3MLCT state can be
approximated by the corresponding minimum-to-minimum
energy diﬀerence (2.15 eV in aqueous solution).11 The only
entropic term taken into consideration in this estimate is
related to the spin change in going from singlet to triplet
[Ru(bpy)3]
2+, which amounts to only 0.03 eV.11 This assumes
that the structural changes and reorganization in transitions
between the two states are negligible. The use of this
approximation thus yields the standard oxidation potential of
−0.86 V [resulting from 1.26 eV − (2.15 eV − 0.03 eV)] for
the triplet state.
Crystallographic22,23 and spectroscopic13,22 studies are also in
support of small structural changes in transitions between
singlet and excited triplet [Ru(bpy)3]
2+, thus indicating that
their relative free energy diﬀerence might be energetically
dominated.
A combined experimental and computational investigation of
the fundamental redox properties (the reaction free energy and
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the reorganization free energy of the oxidation reaction) of
singlet [Ru(bpy)3]
2+ in aqueous solution was recently
performed by Blumberger and co-workers14 using density
functional theory-based Born−Oppenheimer (BO) molecular
dynamics simulations with the Perdew−Burke−Ernzerhof
(PBE) functional. Good agreement was observed between the
computed values and the experimental data from photoelectron
spectroscopy [1.20 eV (computed) vs 1.21 eV (experimental)
for the reorganization free energy and 5.75 eV (computed) vs
5.60 eV (experimental) for the reaction free energy].
In the present work, we use a theoretical approach similar to
the one applied in ref 14 in order to compute the redox
properties of [Ru(bpy)3]
2+ in both its ground state and its ﬁrst
excited triplet state using DFT with the BP86 functional, which
is known to accurately reproduce geometries of transition-metal
complexes in the gas phase.24 In addition, we compare the
results from full quantum-mechanical (QM) simulations to
those obtained from mixed quantum/classical (QM/MM)
simulations. The latter method has the advantage of being able
to simulate larger system sizes but does not take possible
polarization eﬀects in the MM region into account. Because of
this drawback, the ability of QM/MM simulations to provide
accurate estimates of redox properties has been questioned.25
The present work provides an opportunity to directly compare
the performance of these two diﬀerent simulation techniques
for the same systems within an otherwise identical computa-
tional framework.
By comparing the reorganization free energies of the two
reactions and by using a thermodynamic cycle involving singlet
and triplet [Ru(bpy)3]
2+ and [Ru(bpy)3]
3+, we evaluate the
reorganization free energy related to the singlet-to-triplet
[Ru(bpy)3]
2+ transition. We also investigate the nature of this
transition and, in particular, attempt to determine its entropy
contribution. We then use this information in combination with
available experimental data in order to calculate the triplet-state
oxidation potential, obtaining from both QM and QM/MM
simulations a value of −0.62 V vs SHE, which is diﬀerent from
the previously suggested estimate of −0.86 V vs SHE.
■ THEORY
The redox properties and the free energy curves were
determined through a theoretical approach originally suggested
by Warshel,26,27 who showed that the redox free energy change
can be calculated from the distribution of the vertical energy
gaps between the two states. This approach28,29 has been
successfully applied for the study of a series of diﬀerent redox
reactions in solution14,29 and in protein environments.30,31
Within this method, it is assumed that the Marcus theory of
electron transfer32−35 provides a valid description of the
reaction, an assumption that can then be veriﬁed a posteriori
by constructing the diabatic free energy curves of the two
oxidation states. The most fundamental steps in the derivation
of this computational scheme for redox potentials are brieﬂy
outlined below.
The redox reactions studied in the present work are
schematically written in the form
→ + −R O e (1)
where R and O symbolize the reduced and oxidized states,
respectively. The standard redox potential of the reaction
shown in eq 1 is calculated through the expression
= − Δ − Δ→ →E
G G
nF0,R O
H R O
(2)
In eq 2, ΔGH and ΔGR→O are the Gibbs free energy diﬀerences
for the standard hydrogen electrode and the reaction shown in
eq 1, respectively, n is the number of exchanged electrons, and
F is Faraday’s constant.
The following thermodynamic relation holds:
Δ = Δ + Δ→ → →G A P VR O R O R O (3)
In eq 3, ΔAR→O is the Helmholtz free energy of oxidation, P is
the pressure exerted on the compound, and V is its volume. In
the case where the transition from one oxidation state to the
other yields small structural changes, the second term in the
right side of eq 3 can be neglected (i.e., ΔVR→O ≈ 0), and
therefore, we can assume that ΔGR→O ≈ ΔAR→O for both redox
reactions.
The Helmholtz free energy diﬀerence for the redox reaction
shown in eq 1 is given by
Δ = − = −→
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟A A A k T
Q
Q
lnR O O R B
O
R (4)
where QR and QO are the canonical partition functions of the
reduced and oxidized states, respectively.
As previously stated, the information for computing ΔAR→O
can be extracted from the distribution of the vertical energy
gaps between the two states:
Δ = −→E R E R E R({ }) ({ }) ({ })N N NR O O R (5)
where {RN} stands for a given atomic conﬁguration of the
system. Depending on whether the reduced or oxidized state is
the observer’s reference state, ΔER→O corresponds to the
ionization energy or the electron aﬃnity, respectively.
The vertical energy gaps can be inserted into eq 4, and it can
then be proven36 that
Δ = − =→ −Δ Δ→ →A k T k Tln e ln eE k T E k TR O B / R B
/
O
R O B R O B
(6)
This can be further simpliﬁed using Marcus theory,32−35 in
which it is assumed that the solvent responds linearly to a
change in the charge of the solute. An automatic consequence is
that the distributions of the vertical energy gaps for both the
reduced and oxidized states will be Gaussian and that the
standard deviations of the two distributions will be equal:
σ σ σ= =R O (7)
The reorganization free energies of the reduced state (λR) and
the oxidized state (λO) are directly determined from the
respective variances and are therefore equal as well:
λ λ σ= =
k T2R O
2
B (8)
If the validity of Marcus theory is assumed, eq 6 can be
modiﬁed accordingly using Gaussian distributions as well as eq
7. The following relation is then obtained:
Δ = Δ + Δ→ → →A E E
1
2
( )R O R O R R O O (9)
where ⟨ΔER→O⟩R and ⟨ΔER→O⟩O are the average ionization
energy of the reduced state and the average electron aﬃnity of
the oxidized state, respectively.
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From the distribution of ΔER→O for the reduced and oxidized
states, it is then possible to determine the diabatic free energy
curves of the two states as predicted by Marcus theory. The
reaction coordinate used for this procedure is a modiﬁed energy
gap, labeled here as ΔER→O,μ, given by the following expression:
μΔ = Δ + = Δ − Δμ→ → → →E E E AR O, R O R O R O (10)
To reach eq 10, the role of the electrode that provides the
electron for the reaction shown in eq 1 has been assigned to a
ﬁctitious electron reservoir of electronic chemical potential μ.
We then set μ = −ΔAR→O in order to have zero total
thermodynamic driving force ΔAR→O,μ, which is deﬁned by the
expression
μΔ = Δ +μ→ →A AR O, R O (11)
A special property of this quantity is that if the value of the
Helmholtz free energy in one oxidation state is given, the value
in the other oxidation state can be directly calculated:26,29
Δ − Δ = Δ
⇒ −
Δ
Δ
= Δ
μ μ μ
μ
μ
μ
→ → →
→
→
→
⎡
⎣
⎢⎢
⎤
⎦
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A E A E E
k T
p E
p E
E
( ) ( )
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( )
( )
O R O, R R O, R O,
B
O R O,
R R O,
R O,
(12)
The parabolic free energy curves can be expressed as
λ
Δ = + Δ − Δμ μ μ μ→ → →A E A E E( )
1
4
( )i iR O, ,
min
R O, R O,
min 2
(13)
In eq 13, Aμ,i
min and ΔER→O,μmin are the minimum free energy of
state i and the energy gap for which this minimum is
encountered, respectively.
By deﬁnition, the following expression for the reorganization
free energy of state i can be written:
λ = Α Δ − Α Δμ μE E( ) ( )i i j i i,min ,min (14)
where the index j refers to the other oxidation state. Addition of
the expressions for λR and λO from eq 14, combined with eq 8
and the Gaussian energy gap distributions, provides the
following relation for the calculation of the reorganization
free energy:
λ = Δ − Δ→ →E E
1
2
( )R O R R O O (15)
■ METHODS
QM Simulations. Tris(2,2′-bipyridine)ruthenium(II) (Fig-
ure 1A) was solvated in a periodic cubic box with a side length
of 15.84 Å (Figure 1B) containing 104 TIP3P37 water
molecules. The system was ﬁrst equilibrated classically for 16
ns at 300 K and 1 atm using the Amber 11 package38 with the
general Amber force ﬁeld (GAFF).39 During the equilibration,
strict positional restraints were applied to the atoms of the
ruthenium complex using a force constant of 500 kcal mol−1
Å−2. Force ﬁeld parameters for the latter were taken from a
previous work on [Ru(bpy)3]
2+/3+.40
A QM equilibration at 300 K (NVT ensemble) was
subsequently performed for each system ([Ru(bpy)3]
2+/3+
positional restraints were removed), starting with Born−
Oppenheimer molecular dynamics (BO MD) and then
switching to Car−Parrinello molecular dynamics (CP MD)41
using a ﬁctitious electron mass of 400 au. For [Ru(bpy)3]
2+, CP
MD was performed for 1.8 ps, while for the oxidized state the
same stage lasted 3 ps. This was succeeded by 4.5 ps long
production phases performed in the NVE ensemble using CP
MD and a time step of 4 au (0.096 fs). All of the full QM
simulations were performed with the CPMD program42 using a
plane-wave basis set with a cutoﬀ of 75 Ry and applying norm-
conserving Troullier−Martins (MT) pseudopotentials43 for the
interactions of the valence electrons with the ionic cores. The
systems were described at the DFT/BP8644,45 level of theory.
The frames to be analyzed were extracted every 10 fs from each
trajectory.
QM/MM Simulations. The system setup for the QM/MM
simulations was chosen as in ref 40. The total system consisted
of the Ru complex, two Cl− counterions, and 3298 water
molecules in a periodic cubic box with a length of 46.66 Å
(Figure 1C).
The Ru complex was treated at the QM level using DFT/
BP86, while the water and the counterions were described
classically with the TIP3P and GAFF force ﬁelds, respectively.
The QM/MM interface of the CPMD code was used for the
simulations, in which the MM region is simulated by the
GROMOS code.46 The coupling between the QM and MM
regions was described by the explicit coupling scheme
introduced by Rothlisberger and co-workers.47,48 For the QM
region (enclosed in a cubic box with a side length of 18 Å), we
applied the same plane-wave basis set and MT pseudopotentials
as in the full QM simulations.
For all three states of the complex (singlet [Ru(bpy)3]
2+,
triplet [Ru(bpy)3]
2+, and [Ru(bpy)3]
3+), the system was
initially equilibrated at 300 K, starting with BO MD and then
switching to CP MD. The equilibration was followed by a 5 ps
production run with CP MD in the NVE ensemble with a time
step of 4 au and a ﬁctitious electron mass of 400 au. Sampling
took place every 10 fs of each trajectory.
Static QM Calculations. For the sake of comparison,
single-point calculations of the vertical energy gaps between
singlet/triplet [Ru(bpy)3]
2+ and doublet [Ru(bpy)3]
3+ were
also performed with the Gaussian 09 (G09) package49 using the
same DFT/BP86 description as for the dynamic simulations.
The starting geometry for the complex was provided by a
random frame from the QM simulations and was initially
optimized. The electrons were described by a TZVP basis set
except for the electrons of the ruthenium atom, which were
described by the LANL2DZ basis set. To assess the eﬀect of
solvent on the vertical energy gaps, calculations were performed
in vacuum as well as with implicit solvent using the polarizable
continuum model (PCM)50−52 for water, with a dielectric
constant of 80.
The solvent response upon changing the oxidation state can
be divided into fast and slow components, corresponding to the
solvent’s electronic and nuclear responses, respectively. When
the standard PCM model is applied in both redox states, both
Figure 1. (A) Structure of [Ru(bpy)3]
2+/3+ and (B, C) the system in
the (B) full QM and (C) QM/MM simulations.
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components would be taken into consideration. The resulting
energy diﬀerence would therefore not correspond to a vertical
energy gap. To address this issue, we employed the
nonequilibrium PCM protocol implemented in G09.53,54 In
this scheme, the standard PCM model is used to optimize the
geometry of the solute in the initial state. In a subsequent SCF
step on the optimized geometry, information is saved for the
fast and slow responses of the solvent. In the ﬁnal step, the
energy of the ﬁnal state is calculated, while only the fast
response of the solvent is taken into consideration. The
nonequilibrium PCM scheme has been successfully applied in
the calculation of the vertical ionization energies of imidazole
(neutral55 and protonated56) and of DNA building blocks.57
■ DATA ANALYSIS
General Procedure for the Analysis of the Trajecto-
ries. The driving force and the reorganization free energy of
the redox reactions were derived from the vertical energy gap
distributions as described in eqs 9 and 15. The distributions of
ΔER→O were then converted to distributions of ΔER→O,μ. From
those, the respective Helmholtz free energy curves were
constructed using the equation
Δ = − Δμ μ→ →A E k T p E( ) ln[ ( )]R O, B R O, (16)
For state i of each reaction (where i is either R or O), additional
points were calculated from the distribution of ΔEi→j,μ of the
opposite oxidation state j using eq 12.
Corrections Applied to the Calculated Values of the
Redox Properties. Because of the ﬁnite size of the periodic
simulation cells and the way in which charge neutrality is
enforced when the system is charged, it is necessary to apply
corrections to the resulting values. These correction terms were
obtained from the study of [Ru(bpy)3]
2+/3+ by Blumberger and
co-workers.14 Even though this work involved only ground-
state [Ru(bpy)3]
2+, these corrections can be equally applied to
the excited triplet state.
The correction terms that should be used for ΔAR→O and
λR→O are presented in the following two equations:
Δ = Δ + +→ → ΔΑ ΔΑA A C CR O R O,calc ,1 ,2 (17)
λ λ= + λ→ → CR O R O,calc ,1 (18)
The correction terms with “1” in the subscript are associated
with the box size correction, while CΔA,2 compensates for the
shift induced in ΔAR→O by the diﬀerent neutralizing back-
ground charges of the periodic box in the reduced and oxidized
states of the complex. Such a term is not needed for the
reorganization free energy, as the total charge of the system
remains unchanged upon structural reorganization.
When a system is simulated in a periodic box, part of the
outer sphere is not included, and hence, the corresponding
contribution to ΔAR→O is missed. For our systems, CΔA,1 can be
determined from its variation as a function of the reciprocal of
the box volume (given in graph 9C in Figure 9 of ref 14),
provided by the following linear equation:
α β= +ΔΑC V
1
,1 1
box
1
(19)
where Vbox is the volume of the periodic box. The coeﬃcients
α1 and β1 were determined by linear regression with R
2 =
0.9868.
The need for CΔA,2 arises from the diﬀerence between the
theoretical and experimental deﬁnitions of the zero electrostatic
potential (ZEP) reference. In theory, neutrality for a given
periodic cell is enforced in the Ewald summation scheme
through the equation58−60
∫ ϕ =r r( ) d 0
V
3
cell (20)
where ϕ(r) is the Ewald potential and Vcell is the volume of the
periodic simulation box. When the system is not neutral, eq 20
enforces charge neutrality by introducing a background charge.
Consequently, this gives rise to nonphysical interactions
between the background charges of periodic images. In the
experiment, the ZEP reference is located at an inﬁnite distance
from a certain sample of the aqueous solution. Clearly, the
diﬀerent charges of [Ru(bpy)3]
2+/3+ in each state (reduced/
oxidized) yield diﬀerent background charges. For a ﬁnite box
size, the nonphysical interactions do not cancel each other in
the calculation of ΔAR→O. For suﬃciently large boxes, CΔA,2 is
independent of the box size and depends only on the solvent.61
It can thus be estimated for a certain box size by subtracting the
experimental Gibbs free energy diﬀerence (ΔGexp) of a
reference reaction from the computed value (ΔGcalc):
= Δ − ΔΔΑC G G,2 calc exp (21)
A simple reference reaction for this purpose is proton
hydration, for which ΔGexp has been determined.
62
Finally, the reorganization free energy also has to be
corrected in order to take the missing long-range outer-sphere
reorganization into account. Cλ,1 for our [Ru(bpy)3]
2+/3+
systems was again taken from ref 14, where the calculated
reorganization free energy was determined as a function of the
square root of the reciprocal of the box side length (graph 9A in
Figure 9 of ref 14):
α β= +λC L
1
,1 2
box
2
(22)
in which Lbox is the box side length and α2 and β2 were
determined with R2 = 0.9996.14 Cλ,1 in the dilution limit can be
extracted via an extrapolation.
Corrections for the Values Obtained via QM Simulations.
From graph 9C of ref 14, the correction to the redox free
energy diﬀerence due to ﬁnite size eﬀects, CΔA,1, amounts to
0.35 ± 0.01 eV for a box with an edge length of 15.84 Å. In
regard to CΔA,2, applying eq 21 for proton hydration yields a
value of 3.70 ± 0.22 eV61,63 for simulation with a 10 Å
periodically repeated cubic water box using the BLYP
functional.45,64 With respect to the reorganization free energy,
for a box of 15.84 Å side length, a value of Cλ,1 equal to 1.04 ±
0.2 meV was obtained from graph 9A of ref 14.
Corrections for the Values Obtained via QM/MM
Simulations. The correction terms CΔA,1 and CΔA,2 were
evaluated with completely diﬀerent full QM computational
setups, and their application to the QM/MM simulations is
considered with caution. However, for the QM/MM box size of
46.66 Å used here, which is close to inﬁnite dilution, the outer-
sphere contribution to the driving force appears to be
negligible,14 and therefore CΔA,1 ≈ 0. For the same reason,
CΔA,2 is also approximately equal to 0.
Neutralization of the [Ru(bpy)3]
3+ system could be achieved
with the addition of a third explicit Cl− ion or with a
compensating background charge. Either approach should be
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accompanied by a modiﬁcation of the classical topology ﬁle. In
addition, there would be limitations in both approaches. In the
ﬁrst case, the vertical energy gap would strongly depend on the
position of the counterion and the degree to which the
resulting geometry is in an equilibrium conﬁguration. Employ-
ment of the second approach would demand a correction term
for the compensating background charge to be evaluated.
Because of these drawbacks, neither option was selected. From
a theoretical point of view, even though several correction
schemes exist65−67 and could be employed, we used the fact
that electron ionization and electron attachment are exactly
opposite processes. This implies that they will have opposite
correction terms, deﬁned here as CT and −CT, respectively.
These terms cancel each other out in the calculation of ΔAR→O
(eq 9) but not in the calculation of the reorganization free
energy (eq 15).
An estimate of λs,2+→t,2+, the relative diﬀerence in the
reorganization free energies of singlet and triplet [Ru(bpy)3]
2+,
can also be obtained by considering its deﬁnition:
λ λ λ= −→ → →+ + + + + +s,2 t,2 t,2 3 s,2 3 (23)
The Gaussian nature of the vertical energy gap distributions can
also be determined, as each is just shifted by its correction term
(CT and −CT, respectively). In the following, we give only
quantities for which this correction cancels out.
■ RESULTS
Structural Properties. In order to equate ΔAR→O with
ΔGR→O and apply eq 2, we analyzed the diﬀerences in bond
lengths for the diﬀerent oxidation states. For this purpose, we
used (i) the G09-optimized geometries of singlet [Ru(bpy)3]
2+,
triplet [Ru(bpy)3]
2+, and [Ru(bpy)3]
3+ in the gas phase and in
implicit solvent (see Figures 1A,B and 2A,B in the Supporting
Information) and (ii) the ﬁnite-temperature conﬁgurations
obtained in the full QM simulations at 300 K. The results are
summarized in Table 1.
It is evident that for each bond type, the average bond
lengths of all three states are very close, with the changes being
smaller than the typical thermal ﬂuctuations. These ﬁndings
indicate that the inner-sphere contribution to the total
reorganization free energy is small, in agreement with the
explicit QM calculations of the reorganization free energies of
the singlet and triplet [Ru(bpy)3]
2+ oxidation reactions, for
which 87.4% and 83.2%, respectively, turn out to be due to
outer-sphere contributions [(Cλ,1/λR→O)·100%, where because
of the small size of the QM box, Cλ,1 corresponds to the outer-
sphere contribution). It can therefore be deduced that the
eﬀects of the change in oxidation state on the pressure exerted
on the complex and on its volume are most probably negligible.
We thus assume that PΔVR→O ≈ 0 and therefore, from eq 3,
that ΔGR→O ≈ ΔAR→O for both redox reactions.
QM Simulations. The distributions of the vertical energy
gaps (see the graphs reported in the Supporting Information)
were determined using a bin width of 0.05 eV. The ΔER→O −
⟨ΔER→O⟩ distributions were plotted for the oxidations of both
singlet and triplet [Ru(bpy)3]
2+.
For singlet [Ru(bpy)3]
2+, the average ionization energy is
equal to 1.46 ± 0.01 eV, while the average electron aﬃnity has a
value of 1.17 ± 0.01 eV. From eq 9, the redox free energy
diﬀerence for the reaction, ΔAs,2+→3+,calc, is thus 1.32 eV (with a
statistical uncertainty lower than 0.01 eV). Substituting the
average ionization energy and electron aﬃnity into eq 15, we
obtain a value of 0.15 eV (with a statistical uncertainty lower
than 0.01 eV) for the corresponding reorganization free energy,
λs,2+→3+,calc.
As far as the triplet [Ru(bpy)3]
2+ oxidation reaction is
concerned, the average values of ⟨ΔER→O⟩R and ⟨ΔER→O⟩O are
−0.25 ± 0.01 and −0.67 ± 0.01 eV, respectively, yielding a
Helmholtz free energy diﬀerence, ΔAt,2+→3+,calc, equal to −0.46
eV (with a statistical uncertainty lower than 0.01 eV). The
reorganization free energy, λt,2+→3+,calc, was calculated to be 0.21
eV (with a statistical uncertainty lower than 0.01 eV).
Taking the correction terms for the QM simulations into
account, the ﬁnal values of the driving forces for the singlet and
triplet oxidations become 5.37 ± 0.22 and 3.59 ± 0.22 eV,
respectively, while the corresponding reorganization free
energies are 1.19 and 1.25 eV (with a statistical uncertainty
lower than 0.01 eV).
The corresponding reconstructed Helmholtz free energy
curves (according to eqs 16 and 12) are shown in Figure 2A,B
for the singlet and triplet state oxidations, respectively. They are
parabolas to a very good approximation, with coeﬃcients of
determination (R2) of 0.995 and 0.994 for the singlet
[Ru(bpy)3]
2+ redox half reaction, and of 0.996 and 0.999 for
the triplet [Ru(bpy)3]
2+ redox half reaction.
In order to determine λ, ΔER→O,μmin , and Aμ,imin for the singlet
and triplet [Ru(bpy)3]
2+ oxidations, eq 13 can be rearranged as
follows:
Table 1. Average Bond Lengths of the Optimized
Geometries of [Ru(bpy)3]
2+ and [Ru(bpy)3]
3+ in the Gas
Phase and under Implicit (PCM) Solvation (ε = 80) and
from the Production Phases of the QM Simulations with the
Corresponding Thermal Fluctuations
average bond length (Å)
bond type
singlet
[Ru(bpy)3]
2+
triplet
[Ru(bpy)3]
2+ [Ru(bpy)3]
3+
G09, Gas Phase
Ru−N 2.091 2.090 2.103
N−C 1.364 1.371 1.365
C−C (between
pyridine rings)
1.471 1.451 1.470
C−C (in a pyridine
ring)
1.397 1.398 1.397
C−H 1.090 1.090 1.091
G09, Implicit Solvation
Ru−N 2.086 2.088 2.096
N−C 1.363 1.369 1.362
C−C (between
pyridine rings)
1.470 1.450 1.467
C−C (in a pyridine
ring)
1.396 1.397 1.395
C−H 1.090 1.090 1.089
CP MD at 300 K
Ru−N 2.069 ± 0.051 2.073 ± 0.050 2.079 ± 0.049
N−C 1.365 ± 0.030 1.370 ± 0.027 1.364 ± 0.024
C−C (between
pyridine rings)
1.468 ± 0.032 1.451 ± 0.027 1.466 ± 0.025
C−C (in a pyridine
ring)
1.396 ± 0.026 1.397 ± 0.023 1.395 ± 0.022
C−H 1.092 ± 0.023 1.091 ± 0.018 1.092 ± 0.021
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The results are reported in Table 2.
QM/MM Simulations. As in the case of the full QM
simulations, the ΔER→O − ⟨ΔER→O⟩ distributions for the
oxidations of singlet and triplet [Ru(bpy)3]
2+ were determined
using a bin width of 0.05 eV (see the graphs reported in the
Supporting Information).
From the distributions for the singlet oxidation, the average
ionization energy and the average electron aﬃnity are 6.97 ±
0.01 and 4.95 ± 0.01 eV, respectively. Therefore, the computed
driving force of this reaction, ΔAs,2+→3+,calc, is 5.96 ± 0.22 eV
(including the statistical uncertainty for CΔA,1 and CΔA,2).
For the triplet oxidation, we obtained ⟨ΔER→O⟩R = 5.25 ±
0.01 eV and ⟨ΔER→O⟩O = 3.10 ± 0.01 eV. They lead to a
Helmholtz free energy diﬀerence of ΔAt,2+→3+,calc = 4.18 ± 0.22
eV (including the statistical uncertainty for CΔA,1 and CΔA,2).
Gaussian Calculations. The calculated values of the
vertical ionization potentials and electron aﬃnities are reported
in Table 3. By subtraction of the vertical ionization energies of
triplet [Ru(bpy)3]
2+ from the vertical ionization energies of its
ground state, the adiabatic energy diﬀerences between the two
states were calculated to be 2.08 and 2.05 eV for the species in
the gas phase and in solution, respectively. These results, when
compared with the QM/MM averages of the vertical energy
gaps, conﬁrm our argument that the correction terms for the
ionization energies and electron aﬃnities should be of equal
absolute value but opposite sign.
■ DISCUSSION
Comparison with the Literature. The experimental value
of the vertical ionization energy of singlet [Ru(bpy)3]
2+ is 6.81
Figure 2. Free energy curves of (A) singlet or (B) triplet [Ru(bpy)3]
2+ (Ared, blue points) and [Ru(bpy)3]
3+ (Aox, red points) from full QM
simulations.
Table 2. Calculated Values of Reorganization Free Energies,
Minimum Free Energies, and Their Corresponding Vertical
Energy Gaps from Full QM Simulations
Singlet [Ru(bpy)3]
2+ Oxidation Reaction
λR
(eV)
λO
(eV)
λs,2+→3+
(eV)
ΔEμ,s,2+
min
(eV)
ΔEμ,3+
min
(eV)
Aμ,s,2+
min
(eV)
Aμ,3+
min
(eV)
0.164 0.164 0.164 0.156 −0.172 0.040 0.032
Triplet [Ru(bpy)3]
2+ Oxidation Reaction
λR
(eV)
λO
(eV)
λt,2+→3+
(eV)
ΔEμ,t,2+
min
(eV)
ΔEμ,3+
min
(eV)
Aμ,t,2+
min
(eV)
Aμ,3+
min
(eV)
0.227 0.230 0.229 0.234 −0.223 0.037 0.046
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eV.14 Our computed value, 6.75 eV (Table 3), is in very good
agreement.
An experimental value of 5.60 eV for ΔAR→O of the ground-
state [Ru(bpy)3]
2+ oxidation reaction in solution was
determined in ref 14. Our QM and QM/MM values both
compare well with this value. Our QM value for ΔAR→O (5.37
eV) is shifted by 0.23 eV from the experimental estimate. This
is within the usual error of the BP86 functional for ionization
energies and electron aﬃnities (ca. 0.2 eV),68 and therefore, our
result is in good agreement with the experimental value. The
QM/MM value for ΔAs,2+→3+ (5.96 eV) is slightly further away
from the experimental value.
An experimental estimate of the reorganization free energy
associated with the singlet oxidation (λs,2+→3+) has also been
determined,14 which amounts to 1.21 eV. We calculated a
corresponding QM value of 1.19 eV, in excellent agreement
with this estimate as well as with the value determined using the
PBE functional (1.20 eV14).
The triplet-state calculations were performed using the same
protocol as used for the singlet state. We therefore expect the
same accuracy, even though a direct comparison with
experiments is not possible in this case because of the lack of
direct experimental data.
Applicability of Marcus Theory. The analysis of the QM
results conﬁrms that both reactions can be accurately described
within Marcus theory. The distributions of the vertical energy
gaps are to a very good approximation Gaussian for both the
singlet and triplet [Ru(bpy)3]
2+ oxidation states. For each
reaction, the standard deviations of the ionization energy and
electron aﬃnity distributions are in very good agreement
(singlet oxidation, 0.10 and 0.11 eV; triplet oxidation, 0.13 and
0.11 eV). In addition, the free energy curves obtained from
both methods are intersecting parabolas with R2 values close to
unity. Moreover, the reorganization free energies obtained from
the curves perfectly match their respective values determined
from the analysis of the vertical energy distributions. The
conclusion that singlet [Ru(bpy)3]
2+ oxidation can be described
by the Marcus theory of electron transfer is in agreement with
recent ﬁndings,14 while to the best of our knowledge, the
present work is the ﬁrst to show that the same theory also
applies to the triplet oxidation state.
The QM/MM-determined standard deviations of the vertical
energy gap distributions are larger than the equivalent QM
values as a consequence of more extensive sampling due to the
larger box size. Also in this case, the values both for the singlet
[Ru(bpy)3]
2+ oxidation (0.28 and 0.25 eV) and the triplet
[Ru(bpy)3]
2+ oxidation (0.30 and 0.25 eV) are very close,
showing again that Marcus theory is valid.
Free Energy Diﬀerence between Ground-State and
Triplet [Ru(bpy)3]
2+ and Estimation of E° for Triplet
[Ru(bpy)3]
2+. From the calculated Helmholtz free energy
diﬀerences for the singlet and triplet [Ru(bpy)3]
2+ oxidations in
solution, it is also possible to calculate a value for the relative
diﬀerence between the Helmholtz free energies of singlet and
triplet [Ru(bpy)3]
2+, ΔAs,2+→t,2+, using the following formula:
Δ = Δ − Δ→ → →+ + + + + +A A As,2 t,2 s,2 3 t,2 3 (25)
Application of eq 25 leads to an identical value of 1.78 eV for
ΔAs,2+→t,2+, from both the QM and QM/MM simulations.
The values of the relative diﬀerence in reorganization free
energy, λs,2+→t,2+, obtained from the QM and QM/MM
simulations (0.06 and 0.07 eV, respectively) both reconﬁrm
that only a small reorganization occurs in transitions between
the ground state and the triplet state, in agreement with the
experimental measurements. Adding to the evidence of
structural similarity is the fact that upon solvation the ionization
energies of the two states undergo practically identical shifts
(singlet reduced by 5.60 eV and triplet by 5.58 eV; Table 3).
Moreover, the same is true for the electron aﬃnities (7.13 and
7.05 eV respectively; Table 3). Finally, the small decrease in the
adiabatic energy gap (ΔUs,2+→t,2+) upon solvation (0.04 eV) also
indicates structural similarity between singlet and triplet
[Ru(bpy)3]
2+.
However, in order to accurately estimate the redox potential
of the triplet oxidation, it is necessary to make a deeper
investigation about the exact character of the diﬀerence
between the two states. We chose a single BP86 value of
ΔUs,2+→t,2+ for this purpose. From our implicit solvent
calculations performed with G09, we obtain ΔUs,2+→t,2+ = 2.05
eV, which is reasonably close to the experimental value of 2.15
eV. Subtraction of ΔAs,2+→t,2+ from ΔUs,2+→t,2+ provides a way to
estimate the entropy change at a given temperature T:
Δ = Δ − Δ→ → →+ + + + + +T S U As,2 t,2 s,2 t,2 s,2 t,2 (26)
From eq 26, we get ΔSs,2+→t,2+ = 0.90 meV/K at T = 300 K. This
outcome further conﬁrms the notion that the reorganization in
transitions between singlet and triplet [Ru(bpy)3]
2+ is very
small.
Its impact on the free energy change at 300 K, however, is
TΔSs,2+→t,2+ = 0.27 eV. This result is in contrast with the value
of 0.03 eV assumed by Sutin et al.,11 fully attributed to the spin
change, on the basis of which it was considered that the free
energy diﬀerence between singlet and triplet [Ru(bpy)3]
2+ is
practically equal to the energy diﬀerence. This ﬁnding therefore
provides an indication that besides the spin change (TΔS =
0.03 eV), there are additional factors contributing to the
entropy change of the singlet-to-triplet transition in [Ru-
(bpy)3]
2+. To address this question, we investigated the
diﬀerence in the structural organization of water molecules
around singlet and triplet [Ru(bpy)3]
2+. Using the Ru−O radial
pair distribution functions (where O is the water’s oxygen
atom), and their integrals, we determined the diﬀerences in the
solvent’s structural reorganization upon oxidation of singlet and
triplet [Ru(bpy)3]
2+. This analysis (see Figures 5−8 in the
Supporting Information) shows that the diﬀerence in solvent
reorganization is indeed signiﬁcant. In agreement with previous
computational studies,15,16 we found that in both singlet and
triplet [Ru(bpy)3]
2+, the ﬁrst solvation shell is composed of
intercalated meandering chains of H-bonded water molecules
(Figure 3). Integration of the Ru−O distribution functions
Table 3. G09-Calculated Vertical Energy Gapsa
singlet [Ru(bpy)3]
2+ oxidation reaction triplet [Ru(bpy)3]
2+ oxidation reaction
PCM gas phase PCM gas phase
[Ru(bpy)3]
2+ IE 6.75 [Ru(bpy)3]
2+ IE 12.35 [Ru(bpy)3]
2+ IE 4.70 [Ru(bpy)3]
2+ IE 10.28
[Ru(bpy)3]
3+ EA 5.14 [Ru(bpy)3]
3+ EA 12.27 [Ru(bpy)3]
3+ EA 3.11 [Ru(bpy)3]
3+ EA 10.16
aIE stands for ionization energy and EA for electron aﬃnity (in eV).
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revealed that the ﬁrst solvation shell of the triplet state contains
2.0 more water molecules than that of the singlet (8.2 vs 6.2).
The arrangement of water molecules in the outer solvation
shells compensates for this diﬀerence (Figure 8 in the
Supporting Information). The same changes are also reﬂected
in the rearrangement of water molecules upon singlet and
triplet oxidation (Figure 7 in the Supporting Information). The
changes in the number of water molecules in the ﬁrst solvation
shell are 1.6 and −0.4 upon singlet and triplet oxidation,
respectively. This ﬁnding, in combination with the small inner-
sphere reorganization observed in transitions between the two
states, shows that a major part of the entropy change during the
transition originates from the structural reorganization of water
in close proximity to the complex.
From the result for ΔAs,2+→t,2+, the standard oxidation
potential of triplet [Ru(bpy)3]
2+, Et,2+→3+° , can be estimated
with the help of the thermodynamic cycle displayed in Figure 4.
On the basis of this thermodynamic cycle, the non-negligible
entropy change that we calculated indicates that the true value
of Et,2+→3+° is sizably diﬀerent from the one reported in the
literature (−0.86 V).1 An estimate of Et,2+→3+° can be obtained by
converting the experimental value of ΔUs,2+→t,2+ (2.15 eV) to
ΔAs,2+→t,2+. Using eq 26, we get ΔAs,2+→t,2+ = (2.15 − 0.27) eV =
1.88 eV. Equation 25 can be rewritten as follows:
Δ = Δ − Δ − Δ − Δ→ → →+ + + + + +A A G A G( ) ( )s,2 t,2 s,2 3 H t,2 3 H
(27)
Dividing eq 27 by nF and taking the deﬁnition of the standard
redox potential from eq 2 into consideration gives
° = ° −
Δ
→ →
→
+ + + +
+ +
E E
A
nFt,2 3 s,2 3
s,2 t,2
(28)
From eq 28, Et,2+→3+° amounts to −0.62 V, in contrast to the
previous estimate of −0.86 V. The fact that this result was
obtained from both simulation protocols (full QM and QM/
MM) clearly shows that it is by no means safe to estimate
Et,2+→3+° by neglecting the solvent’s contribution to TΔSs,2+→t,2+.
■ CONCLUSION
QM and QM/MM density functional molecular dynamics
simulations of the oxidation of singlet [Ru(bpy)3]
2+ to
[Ru(bpy)3]
3+ yield Helmholtz free energy diﬀerences of
oxidation for the singlet state (ΔAs,2+→3+) that are close to the
experimental estimate. The oxidation of the excited triplet state
of [Ru(bpy)3]
2+ was studied using exactly the same simulation
protocol, and therefore, the QM and QM/MM free energy
diﬀerences evaluated for this half-reaction should be equally
reliable.
Concerning the reorganization free energies, λR→O, we
obtained QM estimates of 1.19 and 1.25 eV for the singlet
and triplet oxidations, respectively, the former being in
excellent agreement with the available experimental value. In
addition, the small diﬀerence between λs,2+→3+ and λt,2+→3+,
which was also observed in the QM/MM simulations (0.07
eV), conﬁrms the experimental evidence for structural similarity
between the two states.
The present work reveals that QM/MM simulations can
predict Helmholtz free energy changes for redox half-reactions
that are in good agreement with values obtained from full QM
simulations. The two simulation types also provide equally solid
evidence that both reactions are accurately described by Marcus
theory. Concerning the singlet-to-triplet transition, they yield
an exactly identical term for the entropy change (TΔS = 0.27
eV) that disagrees with the previously assumed estimate (0.03
eV).11 This leads to a standard oxidation potential of −0.62 V
for triplet [Ru(bpy)3]
2+. This value is 0.24 V larger than the
previously estimated value, which, as stated before, does not
account for the solvent’s entropic contribution to the free
energy diﬀerence between singlet and triplet [Ru(bpy)3]
2+.
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