In recent years, three-dimensional density maps reconstructed from single particle images 9 obtained by electron cryo-microscopy (Cryo-EM) have reached unprecedented resolution. 10 However, map interpretation can be challenging, in particular if the constituting structures require 11 de-novo model building or are very mobile. Here, we demonstrate the potential of convolutional 12 neural networks for the annotation of Cryo-EM maps: our network Haruspex has been trained on a 13 carefully curated set of 293 experimentally derived reconstruction maps to automatically annotate 14 protein secondary structure elements as well as RNA/DNA. It can be straightforwardly applied to 15 annotate newly reconstructed maps to support domain placement or to supply a starting point for 16 main-chain placement. Due to its high recall and precision rates of 95.1% and 80.3%, respectively, 17
Introduction
In recent years, three-dimensional density maps reconstructed from single particle images obtained 21 by electron cryo-microscopy (Cryo-EM) have reached unprecedented resolution. These structures 22 allow us to identify new drug targets, for example in the Zika virus 1 , to fight tuberculosis 2 or to 23 understand the fundamental processes of life, such as the process of translation through ribosomes 3 . 24 However, modelling an atomic structure to these maps remains difficult as researchers mostly rely 25 on algorithms developed for the interpretation of crystallographic electron density maps. In X-ray 26 crystallography, the measured diffraction corresponds to the amplitudes of the Fourier transform of 27 electron density, as the X-rays interact with the electrons in the molecular assemblies in a crystal and 28 the phases are reconstructed only during refinement. In electron cryo-microscopy, on the other 29 hand, the measured micrographs already contain phase information, but are very noisy, which is 30 overcome by 3D-reconstruction and averaging. The individual micrographs show the interaction of 31 the electron beam with the entire electrostatic potential of a single molecular assembly. Hence, 32 Cryo-EM reconstruction maps differ in both their nature and error distribution 4-6 from 33 crystallographic electron density maps. Consequently, their modelling might be improved greatly by 34 tools that take into account these specific properties of the data at hand. Such modelling tools 35 should not only provide good functionality, but also be easy to use and freely available to academic 36 users worldwide. 37 Parallel to the advances in Cryo-EM during the last decade, deep neural networks achieved 38 remarkable image segmentation capabilities 7 , making them the most powerful machine learning 39 approach currently available. Convolutional neural networks (CNN) combine traditional image 40 analysis with machine learning by cascading layers of trainable convolution filters and are 41 exceptionally well suited for volume annotation. They have been successfully applied to biological 42 problems such as breast cancer mitosis recognition 8 and, in conjunction with encoder-decoder 43 architectures, to volumetric data segmentation 9, 10 . Given that a Cryo-EM reconstruction map is 44 essentially a three-dimensional image volume, CNNs seem a good choice for their annotation if good 45 'ground truth' data to train the network could be provided. 46 In this work, we demonstrate that deep neural networks are not only capable of annotating protein 47 secondary structure, but also oligonucleotides (RNA/DNA) in Cryo-EM maps, and provide a pre-48 trained network, named Haruspex. Assigning a fold to regions in a Cryo-EM map is the first step in 49 modelling a structural region. This can be a major challenge, in particular for novice users, in low 50 resolution regions, or when little is known about the composition of the macromolecular complex in 51 question. Haruspex can be readily used to annotate Cryo-EM maps, which will prove useful to 52 facilitate model building and to support the placement of known domain folds, thus accelerating the 53 modeling process and improving the accuracy of Cryo-EM derived molecular structures.
55

Results
56
Network architecture and implementation 57 In low-resolution Cryo-EM maps, -helices can often be discerned as long cylindrical elements. This 58 has been exploited by the program helixhunter 11 , which searches for prototype helices in 59 reconstruction maps using a cross-correlation strategy. β-Strands are more difficult to identify as 60 they are more variable in shape and therefore require morphological analysis 12 . A combination of 61 these approaches led to the development of SSEHunter 13 , which uses a density skeleton to detect 62 secondary structures. Deep learning offers an alternative approach: Fully convolutional networks 9,14 63 3 allow a swift generation of segmentation maps for objects of variable size. Here, we employ a state 64 of the art U-Net-style architecture 9 to demonstrate that at an average map resolution of 4 Å or 65 better, experimentally derived reconstruction maps allow training of a well-performing network that 66 can be used for a wide range of specimens -with no re-training being necessary. The network was 67 implemented with Tensor Flow 15 and processes 40 3 voxel segments with a voxel size of 1.0-1.2 Å 3 68 (covering a secondary structure element and its immediate surroundings) to annotate 20 3 voxel 69 cubes (corresponding to the center of the input volume). The output volume has four channels 70 containing the probabilities that the voxel is part of an helical or β-strand protein secondary 71 structure element, nucleotide, or unassigned. 40 3 voxel segments were chosen as a compromise 72 between computational power and network complexity on one hand and covering the secondary 73 structure including surrounding interaction partners on the other hand. A 40 3 voxel segment covers 74 40-48 Å 3 ; a typical α-helix with average side chains is, for example, 12 Å in diameter 16 . 75 The input is a single channel containing the reconstruction density. During prediction, this three-76 dimensional volume is passed through multiple convolutional layers (image filters) that extract 77 learned image features relevant for structure detection, and through pooling layers, which select the 78 most significant of the detected features. In the second ('upconvolutional') part of the network, 79 these activations are combined with higher-level activations of the network to recover spatial detail. 80 The output has four channels representing the probabilities for the four classes (helix, sheet, Following that, if a secondary structure was identified, and if the average main chain atom map 107 r.m.s.d. (root mean square of the map density distribution) was above 2, all voxels within 3 Å of 108 4 backbone atoms were annotated accordingly. Secondary structure residues below 2 but  1.0 109 r.m.s.d. were masked and excluded from error calculation during training. All voxels not within 5 Å of 110 model atoms, but with density  1 r.m.s.d. were masked and excluded from training, as they had high 111 density, but were not modelled. The remaining voxels were marked as 'unassigned'. 112 Network training 113 The maps were split into a total of 2183 segments of 70 3 voxels, of which 110 segments (5%) were 114 set aside for evaluation during network training. Each segment had to contain at least 100 atoms  115 1.0 r.m.s.d., a backbone mean density of  3 r.m.s.d., and at least 5% of the total segment volume 116 annotated. The training data were augmented through on-GPU 90° rotations (24 possibilities), and by 117 randomly selecting a 40 3 voxel sub-segment (translational augmentation). Furthermore, non-true 118 negatives were weighted 16-fold stronger than true negatives. This was necessary as the majority of 119 the space within a reconstruction map is not made up of secondary structure associated voxels and 120 thus the network can reach ~70-90% accuracy by sticking to 'unassigned' (not α-helical, β-sheet or 121 oligonucleotide) secondary structure) only. The 16-fold weighting factor for non-true-negatives was 122 established empirically. Further optimization of weighting might improve the false positive rate in the 123 future. The network was trained for 40,000 steps with 100 segments employed per step. 124 Network performance test 125 After training, the network was tested on an independent set of 122 EMDB maps (selected by the 126 same criteria as training data and deposited after February 2018). For evaluation, we investigated 127 residues with mean backbone densities  1.0 r.m.s.d. and compared the predicted secondary 128 structure on a per-residue basis with the one derived from the deposited PDB model. For this 129 analysis, the r.m.s.d. value given in the header of each map file was used. Using this criterion, the 130 network achieved similar performance on training, evaluation and test data. Over all test maps, there 131 were 75.4% true positives r p (correctly predicted residues), 18.8% false positives f p (wrongly 132 predicted residues) and 4.0% false negatives f n (non-predicted residues), resulting in a median recall 133 rate 100*r p (r p + f n ) -1 of 95.1% and a precision 100*r p (r p + f p ) -1 of 80.3%. Precision and recall did not 134 correlate significantly with average resolution (as given in the EMDB entry), Molprobity 22 score or 135 deposition date. 136 The corresponding residue-level F 1 score (harmonic mean of precision and recall) on the test set for 137 Haruspex (87.05%) is the highest reported so far on the per-residue-level when compared to other 138 recent work (Li 2016 , Haslam 2018 and Subramaniya 2019 . Direct comparison of these values is, 139 however, difficult since these other networks were tested on small test sets of lower-resolution 140 simulated and experimental maps, whereas we used a large set of exclusively experimentally derived 141 higher-resolution maps. Moreover, these networks did not annotate oligonucleotides, which affects 142 the composition of the F 1 score. In a recent preprint 23 , the authors use deep learning for atom-level 143 prediction and report 88.5% correctly predicted C  atoms on 50 pre-cleaned experimental maps at 144 4.4 Å or better, which suggests similar performance for their intermediate secondary structure 145 prediction. 146 As a typical example, human ribonuclease P holoenzyme (EMDB entry 9627) illustrates the power of 147 our approach (see Fig. 1 ). Haruspex is not only able to accurately predict the RNA vs. protein 148 distribution in this complex, but also correctly assigns secondary structure elements in the protein from an external source, for example backbone folds established prior by crystallographic means 28 , 190 NMR or structure prediction -or more than one map generated from different particle alignments 29 . 191 This would in particular introduce higher rates of false negatives at the outer edges of the map, 192 where the model covers secondary structure that was established by other means, but the map does 193 not provide enough information to make this assignment. 194 Closer inspection reveals that false positives are often elements closely resembling helices, sheets or substantial amounts of oligonucleotides. As these and similar structures are among the most 254 common specimens studied by single-particle Cryo-EM, Haruspex, which, to our knowledge, is the 255 first to use machine learning for the identification of nucleotides in Cryo-EM reconstruction maps, 256 offers a unique advantage for the analyses of these structures. 257 Summary 258 We show that a neural network can be used to automatically distinguish between nucleic acids and 259 protein and to assign the two main protein secondary structure elements in experimentally derived 260 Cryo-EM maps. This technique will render the process of protein structure determination faster and 261 easier. Haruspex was trained on a carefully curated ground truth dataset based entirely on 262 experimental data from EMDB. The pre-trained network can be straightforwardly applied to 263 annotate newly reconstructed Cryo-EM density maps. Besides guidance for domain placements, the 264 network also proves useful for model validation during building due to its high median recall and 265 precision rates of 95.1% and 80.3%, respectively, as has been demonstrated by early users at our 266 institute, for example in the modelling of the mycobacterial type VII secretion system 2 . We plan to 267 refine and adapt the network as new data become available, extend the approach to lower 268 resolution and more structural classes in the future. We queried the Electron Microscopy Data Bank (EMDB) for all single particle Cryo-EM maps with a 287 resolution 4 Å, for which corresponding protein models were available in the Protein Data Bank in 288 Europe (PDBe), yielding 576 map and model pairs as of February 2018. We filtered these EMDB/PDB 289 pairs by the following three criteria: (1) Visual good fit between map and model; (2) presence of at 290 least one annotated -helix or -sheet; and (3) preference of the highest resolution map in case the 291 same authors deposited several instances of the same macromolecular complex. Maps with severe 292 misfits, misalignments, or models without corresponding reconstruction densities, and vice versa, 293 were discarded. After applying these criteria, we retained 293 map/model pairs for generating the 294 training data. 295 To extract secondary structure information from the PDB data, we developed a custom parser for the 296 PDBML 19 format based on xmltodict 41 . To obtain additional secondary structure information, we Since our network generated a single class label as output, the reconstruction density of the 315 secondary structures must be converted to a strict assignment to one of the three classes in order to 316 be used as training examples. For each secondary structure, the reconstruction map density was 317 multiplied by the backbone standard deviation and rescaled to an output density between zero and 318 one (corresponding to 0.5 and 1.0 times the average backbone density of the local secondary 319 structure element) for each label type. The highest channel value determined the voxel class. If 320 multiple channels shared the same value, sheets took precedence over oligonucleotides, which took 321 precedence over helices. Voxels where all channel values were below 0.01 were assigned the 322 'unassigned' class. Finally, reconstruction maps were rescaled to a voxel size of 1. We used a state-of-the-art U-Net-like encoder-decoder architecture 9,10 (see Fig. 4 ) with a single input 335 channel (the reconstruction density). This architecture is a variant of so-called fully convolutional 336 networks where spatial information and object details are encoded, reduced by pooling layers and 337 then recovered again with up-sampling or transpose convolutions; the term U-Net arises from the U-338 like shape of the data flow. The encoding branch consisted of two 3x3x3 convolutional layers with 32 339 and 64 feature channels, respectively, followed by max-pooling layers. Another convolutional layer 340 with 128 feature channels followed by a max-pooling layer finally resulted in an 8 3 cube with 128 341 feature channels at the deepest layer of the network. This cube was passed through another 342 convolutional layer with the same data padding in order to preserve its dimensions. A fully 343 connected layer was considered, but not chosen due to its high memory and performance cost. The 344 decoding branch of the U-Net was made of two blocks, each consisting of a deconvolution followed 345 by two 3x3x3 convolutions (128 feature channels in the first, 64 and 32 channels in the second block 346 to restore symmetry) with concatenated sections of the corresponding layer in the encoding part. The network was trained for 40,000 steps on training batches of 100 random segment pairs per step 356 corresponding to 80 epochs, using ADAM stochastic optimization 42 with a learning rate of 0.001,  1 = 357 0.9,  2 = 0.999 and = 0.1. Error assignment for backpropagation was performed using cross-entropy 358 loss, where the target class was represented in one-hot encoded binary format (1 for the target class, 359 0 for the other three classes). To account for class imbalance, voxels were weighted according to 360 overall class occurrence in the training data. Furthermore, non-true negatives were weighted 16-fold 361 stronger than true negatives 362
