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ABSTRACT
In recent years, the machine learning community has seen a continuous growing interest in research
aimed at investigating dynamical aspects of both training procedures and perfected models. Of par-
ticular interest among recurrent neural networks, we have the Reservoir Computing (RC) paradigm
for its conceptual simplicity and fast training scheme. Yet, the guiding principles under which RC
operates are only partially understood. In this work, we study the properties behind learning dynam-
ical systems with RC and propose a new guiding principle based on Generalized Synchronization
(GS) granting its feasibility. We show that the well-known Echo State Property (ESP) implies and is
implied by GS, so that theoretical results derived from the ESP still hold when GS does. However,
by using GS one can profitably study the RC learning procedure by linking the reservoir dynamics
with the readout training. Notably, this allows us to shed light on the interplay between the input
encoding performed by the reservoir and the output produced by the readout optimized for the task
at hand. In addition, we show that - as opposed to the ESP – satisfaction of the GS can be mea-
sured by means of the Mutual False Nearest Neighbors index, which makes effective to practitioners
theoretical derivations.
1 Introduction
In recent years, the scientific community has seen a raising interest in research aimed at coupling machine learning and
dynamical systems. In fact, investigations have shown how the theory developed for dynamical systems was found to
be useful to understand machine learning algorithms [23, 5, 45, 3]; the opposite holds as well, e.g. see [9, 39, 15, 50,
4].
Within machine learning the Reservoir Computing (RC) paradigm [51, 28] is particularly appealing due to its simplic-
ity, cheap training mechanism and state-of-the-art results obtained in solving various tasks [27, 12, 54, 8]. RC was
introduced independently by Jaeger [21] (who used the term Echo State Network), Maass, Natschla¨ger, and Markram
[30] (Liquid State Machine) and Tinˇo and Dorffner [49] (Fractal Predicting Machine). In order to account for Neural
Network implementation of RC we will use the term Reservoir Computing Network (RCN) in the sequel. The work-
ing principle of RC is based on creating a representation of the input sequence under investigation by feeding it to an
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untrained dynamical system, the reservoir, which should encode all relevant dynamics. The learning focuses on the
readout function, which is trained to generate the desired output.
Some recent efforts have been devoted to understanding the learning mechanisms of RC and its capability to approx-
imate dynamical systems. In particular, it was proven that RCN are a universal function approximators [18] and that
their representations are rich enough to correctly embed dynamical systems in their state-space [19, 20]. Theoretical
analysis of this learning principle lead to many results about their expressive power [16, 33, 34, 40, 52]. Moreover,
interesting results can be derived when assuming linear dynamics [17, 32, 48, 53, 14]. Due to its simple training
mechanism, the RC approach is also particularly appealing for neuromorphic computing and other hardware imple-
mentations; see [47] for a recent review on the topic.
The Echo State Property (ESP) was introduced in the seminal work by Jaeger [21] as a necessary tool for an effective
computation. Basically, ESP consists in requiring that asymptotically the reservoir state depends only on the received
input (i.e., the reservoir state echoes the input) and does not depend on the initial conditions of the reservoir. Notably,
even though most theoretical results assume the ESP to hold [18, 19], the sufficient conditions are too restrictive [56]
to be used in practical applications and the necessary conditions seem to suffice in most cases [57, 2]. In practice,
some less restrictive criteria to verify satisfaction of the ESP have been proposed over time [56, 31, 10, 51] as well
as a general formulation for the ESP accounting for multiple, stable responses to a driving input sequence [11]. Yet,
the problem with the ESP verification lies on the fact that the ESP definition does not explicitly take into account
the structure of the driving input, which is simply defined as a sequence of values in an admissible range. As a
consequence, satisfaction of ESP cannot be verified but in simple cases for which the mathematics is amenable.
In order to verify the ESP, we propose a new method based on system synchronization. In recent years, the concept
of synchronization was applied to the study of RC to obtain some interesting results [26, 55, 29]. The possibility
of generalizing the concept of synchronization was first investigated by Afraimovich, Verichev, and Rabinovich [1]
and Rulkov et al. [42], who introduced the term Generalized Synchronization (GS). Successively, different empirical
methods for verifying the presence of GS from data have been introduced [37, 35]. A review on synchronization
between dynamical systems was recently published in [7].
Even if the equivalence between ESP and GS is often taken for granted, to the best of our knowledge, this equivalence
has never been properly formalized. The scope of this work is then two-fold. On one hand, we aim at properly
characterizing such equivalence. On the other, we demonstrate that GS allows one to analyze RC in a novel way,
shedding light on its working principles. In particular, we show that, under the assumption that there exists a dynamical
system (called a source system) generating the data, the following equivalence holds: requesting the ESP for the
reservoir w.r.t. a driving input sequence is equivalent to requiring the GS between the reservoir and the (unknown)
source system. This implies the existence of a stable synchronization manifold to which the system will converge to,
and of a synchronization function mapping states of the source system onto states of the reservoir. By making use
of these important implications, one can interpret the RC framework under a new light and obtain important results.
More specifically:
• GS allows to explicitly link the dynamics introduced by the reservoir (listening phase) with the readout
mapping (fitting phase), highlighting the relation between the encoding of the input in the reservoir dynamics
and the performance of the RCN on the task at hand;
• we show that, for learning to be feasible, there must exist a function linking the dynamics of the source system
with the ones of the reservoir. The synchronization function appears as a natural candidate for this role;
• moreover, we show that the presence of GS allows to exploit the ergodicity of the source system for estimating
the error on the whole attractor underlying the source system.
• Finally, GS can be easily quantified for an RCN driven by an input sequence, thus allowing one to assess the
degree to which GS holds in practice. For this we use an index, called the Mutual False Nearest Neighbors
(MFNN), and empirically show that it is correlated with the RC performance on the tasks at hand.
The rest of the paper is organized as follows: in Sec. 2 we introduce the theoretical framework, discussing the task we
aim at solving and how this can be done with RC. In Sec. 3 we present the concept of synchronization for dynamical
system and formalize the similarities with the concept of ESP. Sec. 4 is devoted to exploiting the GS to derive
theoretical results concerning RC. In Sec. 5 we carry out simulations to validate the developed theory. Finally, we
draw conclusions in Sec. 6. The paper contains three appendices located at the end of the manuscript.
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2 Reservoir computing
In this section we introduce the RC framework, where a dynamical system, called a reservoir, is driven by an input
sequence generated by an unknown source system and it is used to generate a desired output. We will adopt the
terminology used in [28] and introduce the topic in the most abstract sense, disregarding the particular form of the
source system or the reservoir.
2.1 The task
In our framework, we consider a discrete-time autonomous, noise-free system model described by:
s(t+ τ) = g(s(t)) (1)
where t indicates the discrete time, τ the time increment, s(t) ∈ Rds denotes ds-dimensional system state. We will
refer to (1) as the source system because it is the source generating our data. We assume g to be differentiable and
invertible, and that s(t) approaches and stays on a bounded attractor, As. We are interested in the situation where we
do not know g and do not have direct access to the source system states.
The source system (1) produces two outputs, u(t) ∈ Rdu and y(t) ∈ Rdy , as follows:
u(t) =h(s(t)) (2a)
y(t) =k(s(t)) (2b)
We name u as the measurements (or observables), i.e. the available data to model the task. The vector-valued function
h(·) is introduced to account for the fact that a function of s is used to generate the data. We refer to y as the
targets, i.e., the supervised information describing the task to be learned. The targets are generated via a vector-valued
function k(·). Both h(·) and k(·) are unknown. We assume that there is no measurement noise, as commonly done in
the related literature [28, 28, 19, 20].
Both u(t) and y(t) are accessible for t < 0, but for t ≥ 0 only u(t) is available. Moreover, we call training phase
the period t < 0, when both u(t) and y(t) are available. Our goal is then to use the continued knowledge about u to
generate a valid prediction yˆ(t) of y(t), for t ≥ 0. We call this phase the predicting phase.2 Our goal is then to use
the continued knowledge of u to generate a valid prediction of the target yˆ for t > 0. Figure 1 provides an example of
the framework taken into account.
A typical instance of this problem is the forecasting task, say to predict the value u(t) will assume d times ahead,
hence providing y(t) = u(t+d). Another relevant task (called the observer task [28]) requires to estimate the state of
the system having information about u(t) only, i.e. y(t) = s(t). An example of the framework is provided in Fig. 1.
2.2 Training
For the training phase, we assume to have access to a (possibly infinite) series of measurementsu(t) and a paired series
of target values y(t). The goal of the training phase is to produce a function which generates an accurate prediction
yˆ(t) of the target when reading u(t). The problem lies on the fact that the target values y depend on the full state of
the source s, while only the measurements u are accessible. So, one needs to be able to represent the full state of the
source from the measurements only and then use it to estimate the target function. In the RC approach, these two parts
are explicitly separated. To represent the full state, one uses a different dynamical system, the reservoir, which creates
a meaningful representation of the source system s when driven by the measurements u. We will call this part the
listening phase. Then, a function must be used to compute the desired output from the reservoir states. This is done
by estimating a readout function, which takes a reservoir state as input and produces an output. This phase is called
the fitting phase.
Listening In the listening phase, the training measurements are used as input to the reservoir, which is modelled as
a discrete-time3 deterministic dynamical system:
r(t+ τ) = f(r(t),u(t+ τ)) (3)
Here r(t) ∈ Rdr is the reservoir state. We assume f to be a differentiable function controlling the reservoir evolution.
2We choose this term – following [28] – to avoid the possible ambiguity between the testing and validation phases typically
used in machine learning tasks, since this distinction is not well-defined in this context.
3In fact, the theory also applies to continuous-time models. In [27] they discuss the theory for discrete-time systems, but then
use a continuous-time model in the experimental part
3
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Figure 1: An example of the problem under study, where both u and y are uni-dimensional. The input value u is
always provided (top figure), while the target y is only accessible for t < 0 (bottom figure, blue solid line). The goal
is to generate a prediction yˆ for t > 0. Here, the source system is the Ro¨ssler system (see Appendix B), the input is
u(t) = x(t) while the target is y(t) = z2(t), where x(t) and z(t) are two variables constituting the Ro¨ssler system.
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Fitting Fitting consists in determining the so-called readout function, ψθ, which reads the reservoir state r(t) and
estimates the output y(t). The parameters θ are selected by a fitting procedure on the training data and the correspond-
ing sequence of reservoir states r(t) are generated during the listening phase. Thus, the goal of the fitting phase is to
determine a parameter configuration θˆ such that:
yˆ(t) := ψθˆ(r(t)) ≈ y(t) (4)
From now on we will drop the θˆ-notation and we will simply write ψ for ψθˆ.
It is important to point out that this is an offline learning procedure: the enriched input representation is first created
through the reservoir states and only then the readout function is computed in one shot. Online learning procedures
may be exploited as well, e.g. see [45, 26].
Source System Measurements Reservoir Prediction
Target
Figure 2: Diagram representing the RC framework described in Section 2. The source system s(t) evolves au-
tonomously and generates the targets y(t) and the measurements u(t). The latter is coupled to the reservoir r(t) so
that its dynamics are dependent on (i.e. driven by) u(t). The readout ψ is then trained to generate the prediction yˆ(t),
which is an approximation of y(t).
2.3 Predicting
After training is complete, the system will be used to predict new target values.
So, in this phase the reservoir continues to be driven by u(t) and the new output is simply yˆ(t). Being the readout
time-independent, and in absence of an output feedback mechanism, the reservoir is subject to the same dynamics
during training and predicting phases, since the network continues to be driven by u.4 In other words, the dynamical
part of the system does not “perceive” in any way the change between the listening and the predicting phase: this is
why the ESP was introduced in this setting.
A schematic representation of this approach is depicted in Fig. 2.
3 Synchronization and echo-state property
In this section, we will formalize the equivalence between ESP and GS.
3.1 Synchronization of identical systems
We start by recalling the concept of sensitive dependence on initial conditions. Consider two identical m-dimensional
chaotic systems, say a and b, described by:
xa(t+ τ) = F (xa(t)) (5a)
xb(t+ τ) = F (xb(t)) (5b)
4We implicitly assume that u is characterized by the same dynamics in both phases, implying some form a stationarity of the
source system. Otherwise, the learning would be unfeasible without proper adaptation mechanisms to changes in the driving input.
Namely, we are assuming that the source system (1) has reached its attractor in the listening phase and that it will continue to stay
on it.
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where the function F is the same for both systems. If the initial conditions differ even slightly, then the chaotic nature
of the system will lead to exponential divergence: the two systems posses the same attractor but their motion will be
uncorrelated over time.
In this context, an instance of chaos synchronization consists of designing a coupling between the two systems such
that the two trajectories, xa(t) and xb(t), are identical. That is, if xa(t) ≈ xb(t) then ‖xa(t)−xb(t)‖ → 0 as t→∞.
A possible coupling for (5) might be:
xa(t+ τ) = F (xa(t)) + ca (xa(t)− xb(t)) (6a)
xb(t+ τ) = F (xb(t)) + cb (xb(t)− xa(t)) (6b)
The ca = [ca,1, ca,2, . . . ca,m] and cb = [cb,1, cb,2, . . . cb,m] are the coupling constants. If all the ca’s are null, we say
that there is one-way coupling from a to b, since the state of a influences b but b does no influence a. If ca,i 6= 0 and
cb,i 6= 0 for at least one i, we say that there is a two-way coupling.
System in (6) is a 2m-dimensional dynamical system resulting from the coupling of the two original systems. Note that
if synchronization is achieved, xa(t) = xb(t) and the coupling terms are identically zero. Note that in this example
we have chosen to couple only the first component of a to b and viceversa.
In the 2m-dimensional state-space of system (6), the synchronized state xa = xb represents an m-dimensional invari-
ant manifold. On this manifold, (6) reduces to (5).
3.2 Complete synchronization and asymptotic stability
Consider an m-dimensional system whose state x(t) evolves according to:
x(t+ τ) = F (x(t)) (7)
We assume it is possible to split the state variables in two groups, x(t) = [s(t), r(t)], where s is m1-dimensional and
r is m2-dimensional, with m = m1 +m2, such that system (7) can be decomposed in two subsystems:
s(t+ τ) = g(s(t)) (Drive) (8a)
r(t+ τ) = f(r(t),h(s(t+ τ))) (Response) (8b)
We refer to (8a) as the drive and (8b) as the response. We denote the attractor of s (respectively, r) as As (Ar) and its
basin of attraction as Bs (Br).
We now introduce a driven replica subsystem:
r˜(t+ τ) = f(r˜(t),h(s(t+ τ))) (9)
Note that f is the same as in (8b). We then take the sequence of states s(t) from (8a) and use h(s) to feed the replica
subsystem (9). The complete synchronization [36] between the response (8b) and its replica (9) is defined as the
identity of the trajectories of r and r˜. In more formal terms, we are requiring the asymptotic stability of the response
with respect to the replica subsystem [7, Sec. 3.6].
Definition 1 (Asymptotic stability). A dynamical system is said to be asymptotically stable if, for any two copies r
and r˜ of the system driven by the same input u(t) and starting from different initial conditions in Br, it holds that
lim
t→∞‖r(t,u(t+ τ))− r˜(t,u(t+ τ))‖ = 0 (10)
In our case, u = h(s) and s(0) ∈ Bs. The state of the full dynamical system is now constituted by (8) and (9),
and thus it is m1 + 2m2 dimensional. The synchronized state rˆ = r represents an (m1 +m2)-dimensional manifold
embedded in the state-space of the full system.
3.3 Generalized Synchronization
So far, we have studied a form of synchronization in which the trajectories are identical or nearly identical. This
requires the systems to be similar as well. We now describe a notion of synchronization, called generalized synchro-
nization, in which the two systems under consideration are not necessarily similar to each other.
Consider again one-way coupled systems like in (8).
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Definition 2 (Generalized synchronization). The trajectories of the two systems s and r in (8) are said to be synchro-
nized in a generalized sense if there exists a continuous synchronization function φ such that:
r = φ(s), (11)
and for which
lim
t→∞‖r(t)− φ(s(t))‖ = 0 (12)
This means that the response state r is asymptotically given by the state of the driving system s and there exists a
synchronization manifold M ⊆ Rdr × Rds (given by (11)) in the full state-space of the system. This manifold is
invariant, in the sense that r(t) = φ(s(t)) implies r(t + τ) = φ(s(t + τ)). Moreover, (12) implies that such a
manifold must be attracting. Since the relationship defined in (12) should hold on the attractor As, which the drive
system approaches asymptotically, it makes sense to write the attractor of the response system as Ar = φ(As). We
assume φ to be smooth. The case in which the synchronization function exists but is complicated or even fractal is
called Weak Synchronization [38]; this case is not taken into account in our paper.
In [22] the authors proved a necessary and sufficient condition for the GS between the driver s (through u = h(s)) and
the response r: GS occurs if and only if, for all initial conditions s(t0) ∈ Bs, the response system is asymptotically
stable (Def. 1). It is important to highlight the importance of this result: to assess the presence of GS between the drive
and response systems, we can study the (complete) synchronization between identical copies of the response system
when driven by the same input sequence (i.e., having the same drive). While such an approach might be hard to follow
when considering physical systems, it poses no problem and can be straightforwardly implemented in the context we
are interested in. Finally, it is worth noting that the GS framework includes complete synchronization as a special
case, where the systems are identical and the synchronization function φ is simply the identity.
3.4 Echo State Property
The definition of the Echo State Property (ESP) first appeared in the seminal work by Jaeger [21] and was then re-
formulated and re-visited in various works, e.g. see [56, 31, 18, 11]. The motivation behind the ESP is the following:
for learning to be feasible, it is crucial that the current network state r(t) is uniquely determined by the input sequence
{u(t)}. Such a definition takes into account a specific input sequence, with values in a compact set U ; in practical
applications, the input will always be bounded. Also the compactness of the reservoir state-space is required, but it is
automatically guaranteed if one considers a bounded nonlinear activation functions (like tanh).
Definition 3 (Compatibility). We say that a state sequence {r(t)} is compatible with a bounded input sequence {u(t)}
when:
r(t+ τ) = f(r(t),u(t+ τ))
The core idea behind the ESP boils down to requesting that all compatible state sequences will asymptotically converge
to a unique trajectory under the same driving input.
Definition 4 (Echo State Property). A driven dynamical system has the Echo State Property with respect to a driving
input sequence {u(t)} if, for any pair of reservoir state sequences {r1(t)}, {r2(t)} compatible with {u(t)}, it holds
that for all  > 0 there exists s ∈ N such that ‖r1(t)− r2(t)‖<  for all t > s, or equivalently:
lim
t→∞‖r1(t)− r2(t)‖= 0
The above definition is a forward-oriented definition of the ESP; also backward-oriented definitions are possible, e.g.
[56].
An important open problem consists in determining the class of inputs for which Def. 4 holds. Yet, Def. 4 does not take
into account the nature of the driving input sequence: as pointed out in [56], such a definition for the ESP considers the
input sequence as a range of admissible values, disregarding any relevant properties such as its (nonlinear) temporal
correlation structure. This renders the task of assessing the ESP for a specific input sequence really hard [31, 56] and
its validity is mostly taken as an assumption in theoretical studies.
3.5 Echo State Property as Generalized Synchronization
In the framework we are developing here, under the assumption that the input is given by (2a), it will be possible
to re-frame the ESP in terms of GS. The analogy between the ESP in Def. 4 and the asymptotic stability (Def. 1)
is evident. And since the implication of the theorem in [22] is true in both directions, this implies that – under the
hypotheses discussed in Sec. 2 – requiring the ESP is the same as requiring the GS between the source system (1) and
the reservoir (3).
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Note that system (1) is autonomous, so that each trajectory is uniquely specified by the initial conditions. Therefore,
we do not have to specify the asymptotic stability (and so, the GS) in terms of trajectories, but in terms of initial
conditions generating them. That is, instead of studying individual trajectories, we can focus on studying the state of
the systems: it is possible to define regions for which the asymptotic stability holds and regions for which it does not.
Accordingly, by using GS, one partitions the state-space into regions where the ESP holds and regions where it does
not hold. This basically solves the problem of defining ESP w.r.t. to the properties of the input: if, as in our case, the
input signal u(t) is generated by a dynamical system like in Eq. (1), then GS (and so, ESP) can be defined in terms of
initial conditions.
If the source system (1) has a unique attractor and its basin of attraction is the whole state space, it will be possible to
assess the GS disregarding of initial conditions. In this work, we will only deal with this case.
4 Implications on the training mechanism
In the scenario depicted above, one uses the reservoir r to create a representation of the input, which is finally processed
by the readout ψ. The goal is to generate a mapping from s to y and then to use such readout for generating yˆ(t)
for values of u(t) which are not in the training set (i.e. for t ≤ 0). Since s is unknown, what one really assumes is
that it is possible to predict y from the knowledge of the whole history of u. This is, in fact, an implication of Takens
embedding theorem [46] and the feasibility of such a procedure was recently proved in the context of RC by Hart,
Hook, and Dawes [19].
It is really important to emphasize the fact that we only consider the case where the fitting of the readout does not
affect the reservoir dynamics in any way. The representation of the attractor of s into the reservoir states r by the
use of the input sequence u is done in the listening phase, which is (in machine learning parlance) unsupervised. The
fitting consists of trying to estimate the static function k mapping the state s to the desired output y, i.e,
yˆ := ψ(r) ≈ k(s) = y (13)
4.1 Unsupervised system reconstruction during the listening phase
Let us consider the time interval (ts, 0) in which we assume that the GS has occurred (remember that we assume
negative times for the training phase, so ts < 0). We consider the reservoir states generated in this interval,
R(ts,0) =
[ | | | |
r(ts) r(ts + τ) . . . r(0)
| | | |
]
=
=
[ | | | |
r(ts) f(r(ts),u(ts)) . . . f(r(−τ),u(−τ))
| | | |
]
(14)
GS guarantees that there exists a function mapping the source system states to the reservoir states and also its invari-
ance. This means that
r(t) = φ(s(t))⇒ r(t+ τ) = φ(s(t+ τ)) = φ(g(s(t))) (15)
so that (14) can be written as follows:
R(ts,0) =
[ | | | |
φ(s(ts)) φ(s(ts + τ)) . . . φ(s(0))
| | | |
]
(16)
Note that φ is a time-independent function that is the same for all s. Since by assumption dr > ds, we can think of
φ(s) as an attempt to expand the source system state-space (which is unknown) into a higher-dimensional space, in the
same fashion as the well-known reproducing kernel Hilbert space mechanism behind kernel methods [43]. Moreover
note that this expansion φ was not computed or estimated from data, but was “obtained” as a result of driving the
reservoir with the input sequence under consideration: this means that the mapping is “informed” of the dynamics,
since it was dynamically obtained. Accordingly, we can interpret (13) as follows:
yˆ = ψ(r) = ψ(φ(s)) ≈ k(s) = y (17)
To conclude, we suggest that the reservoir dynamics perform a sort of “nonlinear basis expansion” of the (unknown)
attractor of s. The use of the synchronization function φ provides a sound theoretical framework to the fitting process,
and the relation (11) can be seen a sound formulation of the “reservoir trick”; see [44].
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We stress that, in the analysis above, the readout function is not involved and so the chosen training mechanism is
irrelevant to our conclusions.
4.2 Learning feasibility
We define the concept of “feasible learning” as the situation where the readout is perfectly able to reconstruct the
targets by using the reservoir states. More formally,
Definition 5 (Learning feasibility). We say that the learning is feasible if there exists a readout ψ such that,
y(t) = ψ(r(t)), ∀t (18)
The following theorem proves that for the learning to be feasible, there must be a function mapping the trajectory of
the source system into the trajectory of the reservoir. First we introduce some notation. Let us denote with S ⊂ As
the set containing all s(t), for all t. Analogously, we defineR ⊂ Ar as the set of all r(t), for all t. We define Y as the
result of applying k to each point in S, in short Y := k(S).
Theorem 1. For the learning to be feasible, there must be a function F with the following property: each r such that
ψ(r) = y can be written as:
r = F(s), (19)
where s is such that k(s) = y.
Proof. Feasibility of learning corresponds to requiring ψ to be surjective when mappingR into Y . The surjectivity of
k is guaranteed by the way we constructed Y . But since, in general, different source system states could result in the
same target, k may not be an injective function. The same holds forψ. We defineψ†(y) as the function mapping each
y onto an r: if ψ is also injective, then ψ† corresponds to the inverse of ψ, but in general it is not. These functions
are called right-inverse since ψ ◦ψ† is the identity but ψ† ◦ψ is not. Since by definition y(t) = k(s(t)), it will then
be possible to construct the function F as follows:
F = ψ† ◦ k (20)
Such a function maps all s into the corresponding targets y and inverts the readout function φ so that it maps each
target to a corresponding reservoir state r.
So far, we have shown that (20) maps each s to an r. We also need to make sure that each r can be written as F(s).
This is granted by our assumption (surjectivity of ψ) which tells us that each y can be written as ψ(r). Then, using
an argument analogous to the one above, we can associate each y ∈ Y to an s ∈ S by defining k†. Again, this
corresponds to the inverse of k only if k is also injective. Note that, in general, distinct r’s might be associated to the
same s (and viceversa). This shows that if learning is feasible, then F must exist.
The theorem also implies that if F does not exist, then learning is not feasible. So, any successful training procedure
must (i) develop an (implicit) mapping from S to R and (ii) find a suitable readout. Yet, the existence of F does not
necessarily imply the feasibility of learning: we have no guarantees that, in the presence of such a mapping, a readout
solving the problem can be found. Moreover, the fact that learning is not feasible does not necessarily imply that F
does not exist: the problem might simply be that we are not able to conceive the right readout.
We now prove that, by requiring F to be injective, we can always construct a readout which correctly solves the
problem.
Theorem 2. If there exists a function F such that r(t) = F(s(t)) and F is injective, then learning is feasible.
Proof. The proof is similar to the one above. The injectivity ofF grants the existence ofF∗, which is the left-inverse
of F , i.e. the function for which F∗ ◦F is the identity (but F ◦F∗ is not). The readout function solving (18) then
exists and it is given by:
ψ = k ◦F∗ (21)
The fact that F is injective means that it always maps distinct s into distinct r. Without it, F may map two distinct
s1, s2 into the same r = F(s1) = F(s2), as long as k(s1) = k(s2) = y.
It is important to note that both k and F are unknown in our problem setting, so that the theorem only guarantees the
possibility of finding the right ψ but does not provide a constructive way of finding it. Therefore, when learning is
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unfeasible it is generally impossible to understand whether the problem is related to F , to ψ, or even to the both of
them.
Notably, this problem can be bypassed by considering the synchronization function φ as a surrogate for F . As φ is
only related to the dynamical evolution of the reservoir (listening phase), we can discuss its existence and properties
disregarding the readout. This shows the importance of φ in the context of RC: it can be used to grant some sufficient
conditions of the listening phase in an unsupervised way, so that one can then concentrate on finding the best readout,
knowing that the error on the task at hand depends on it.
Finally, we point out that Theorem 2 formally proves that – as suggested in other works [27, 26] – the existence of
an invertible5 synchronization function is sufficient for the RC paradigm to work (provided that the readout is able to
correctly approximate the target).
4.3 Error on the whole attractor
Since the readout ψ is generated after the listening phase, we have no guarantees that, in general, it will continue
to correctly reproduce the target also in the predicting phase. In fact, by choosing a readout complex enough, it is
always possible to map R into Y , but this will not give us a useful way for predicting unseen values of y. Some
additional requirements are necessary. In particular, we need the relation in (18) to hold not only from S to R, but
also on the whole attractor, i.e. with an abuse of notation we need Ar = ψ(As). In the machine learning parlance,
this can be described as follows: a single trajectory plays the role of a sample, while the attractor plays the role of
the data-generating process. This becomes possible by assuming the attractor As to be ergodic [6]. In fact, ergodicity
guarantees that a sufficiently long trajectory will be a “good sampling” of the whole attractor.
More in detail, let us define the loss function:
L(y(t), yˆ(t)) =
√
‖y(t)− yˆ(t)‖ (22)
called Root Mean Squared Error (RMSE).6 The learning feasibility trivially implies that
1
T
T∑
t=ts
L(y(t), yˆ(t)) = 0 (23)
since L(y(t), yˆ(t)) = 0,∀t. Note that time starts at t = ts because we want to remove transient effects.
By expanding y and yˆ, we get:
1
T
T∑
t=ts
L(k(s(t)),ψ(r(t))) = 0 (24)
The existence of a function F (Thm. 2) allows us to write r(t) = F(s(t)), so that our loss becomes
L(k(s(t)),ψ(r(t))) = L(k(s(t)),ψ(F(s(t)))) = L(s(t)) (25)
where the last equality stresses the fact that L is a function of s(t) only (with an abuse of notation on the function L).
Taking the limit for T →∞, we can now exploit the ergodicity of As and obtain:
0 = lim
T→∞
T∑
t=ts
L(y(t), yˆ(t)) = lim
T→∞
T∑
t=ts
L(s(t)) = 〈L(s)〉As︸ ︷︷ ︸
ergodicity
(26)
In (26), 〈L(s)〉As denotes the average loss over the whole attractor, As. This means that, if learning is feasible for a
single trajectory, then it will be feasible on the whole attractor of the source system.
Note that the crucial part of this approach is the dependence on s only, because only the source system attractor As is
assumed to be ergodic.
5If a function is invertible, it is also injective.
6Note that different choices can be made for L and the results do not depend on its particular form.
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4.4 Synchronization function
One would like to relax the definition of feasible learning (see Def. 5): in fact, in realistic situations the error is not
exactly zero. This is formalized by assuming that L(y(t), yˆ(t)) = t ≥ 0,∀t, so that:
ET = 1
T
T∑
t=ts
L(y(t), yˆ(t)) (27)
As proved in the previous section, if a mappingF does not exist, then learning cannot be feasible according to Def. 5.
But assuming GS to hold, we can make use of the synchronization function φ and write:
1
T
T∑
t=ts
L(y(t), yˆ(t)) = 1
T
T∑
t=ts
L(k(s(t)),ψ(φ(s(t)))) =
=
1
T
T∑
t=ts
L(s(t))
(28)
where, again, L depends only on s(t). In order to invoke ergodicity of the source system, we need to be sure that
the above limit exists. An easy way for guaranteeing this consists of requiring the error to be bounded, i.e. to have
L(y(t), yˆ(t)) = t < C, where C ≥ 0 is a constant. So, when E := limT→∞ ET exists and is finite, one can write:
E = lim
T→∞
ET = lim
T→∞
1
T
T∑
t=ts
L(s(t)) = 〈L(s(t))〉As (29)
The existence of the synchronization function guarantees that the error in a single trajectory is the same as the error
in the whole attractor of the source system. This means that, by assuming GS, we can have some guarantees on
the performance of our model even when learning is not feasible, and this is due to the fact that L depends only
on the source system states s when assuming GS. In fact, the definition of the synchronization function in Def. 2
has other implications for the training mechanisms. Making use of its smoothness along with the attractivity of the
synchronization manifold, one can account not only for the error in the approximation, but also for the observational
noise of the source system (see Appendix C for details).
We stress that the existence of GS is a property which only involves the source system (1) and its coupling with the
reservoir (3) by mean of the measurements (2a), disregarding the particular task at hand. In fact, in the discussion
above, we showed how using the synchronization function φ one can, in some sense, decouple the learning task and
separate the problem of finding a suitable readout from the problem of granting the existence of a mapping from the
source system states, s, to the reservoir states, r.
5 Experimental results
5.1 The mutual false nearest neighbors
Identifying GS is hard due to the fact that the synchronization function (11) in unknown and may take any form. For
this reason, in [42] a method to empirically assess the occurrence of GS from data was proposed under the name of
MFNN. It is based on the fact that, under reasonable smoothness conditions for φ, 11 implies that two states that are
close in state-space of the response system correspond to two close states in the state-space of the driving system. So,
we are looking for a geometric connection between the two systems which preserves the neighbor-structure in state
space.
Let us assume that we sample trajectories from a dynamical system at a fixed sampling rate, resulting in a series of
discrete times {tn}. The resulting measurements for the two systems will be {xn} and {yn}, for the drive and the
response respectively, where we used the notation xn := x(tn) and yn := y(tn). For each point xn of the driving
system, we seek the closest point from its neighbors, which we will call time index nNND. Then, due to (11), the point
yn = φ(xn) will be close to ynNND . If the distances between these pairs of points in state-space of both the drive and
response systems are small, one can write:
yn − ynNND = φ(xn)− φ(xnNND) ≈Dφ(xn)(xn − xnNND) (30)
whereDφ(xn) is the Jacobian of φ evaluated at xn.
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Now, we do a similar operation but in the response state space. We look for the closer point to yn and we index it with
nNNR. Again, due to (11), it holds:
yn − ynNNR = φ(xn)− φ(xnNNR) ≈Dφ(xn)(xn − xnNNR) (31)
So, due to (30) and (31) we have two different ways of evaluating Dφ(xn). This leads us to the definition of the
MFNN as the following ratio:
MFNN(n) :=
‖yn − ynNND‖
‖xn − xnNND‖
‖xn − xnNNR‖
‖yn − ynNNR‖
(32)
If the two systems are synchronized in a general sense, then MFNN(n) ≈ 1. If the synchronization relation does not
hold, then (32) should instead be of the order of (size of the attractor squared)/(distance between nearest neighbors
squared) which is, in general, a large number.
Note that in this work we use the full knowledge of the source system to measure the GS by means of MFNN.
Generally, one would not have such a knowledge: anyway the MFNN can be used also in this case, as showed in the
paper where it was proposed [42], making use of the embedding theorem. For simplicity, we do not deal with this
more complex case, since it would not be relevant for the discussion.
5.2 Reservoir computing networks
For simplicity, but without loss of generality, we will only deal with one-dimensional inputs u(t) ∈ R. We use an
RCN where the explicit form of the reservoir equation (3) reads:
r(t+ τ) = tanh (Wr(t) +wu(t+ τ) + b1) (33)
W ∈ Rdr×dr is the connectivity matrix, which is an Erdos-Renyi matrix with average degree 6; dr indicates the
dimension of the reservoir. The non-null elements are drawn from a uniform distribution taking values in the interval
(−1, 1). W is re-scaled so that its Spectral Radius (SR) equals the user-defined hyper-parameter ρ > 0. The elements
w ∈ Rdr of the input vector are drawn from a uniform distribution taking values in (−ω, ω); we refer to ω as the
input scaling hyper-parameter. b = [b, b, . . . , b] is a constant bias term, which is useful to control the non-linearity of
the system and to break the symmetry with respect to the origin [28]. Here, tanh stands for the hyperbolic-tangent
function applied element-wise.
We use a linear readout, so that the predicted output is given by:
yˆ(t) = ψ(r(t)) ≡Woutr(t) (34)
where Wout is a dy × dr matrix, called readout matrix; dy is the output dimension. We train the readout using ridge-
regression with regularization parameter λ, but more sophisticated, off-line optimization procedures can be designed
as well [13, 44, 24].
5.3 Reservoir observer
We test the hypothesis that learning in RC can happen only when the network is synchronized with the source system
(1). To do so, we adopt the framework named reservoir observer [28], which consists of setting h(s) = s1 = u and
y = s. This means that the network is trained to reconstruct the full state of the source system by seeing only one
component of it. Note that k in (2b) is the identity for this task, and (13) reduces to finding the (local) inverse of the
synchronization function (11). In fact, when using a linear readout (as in fact we do here), one implicitly assumes that
k ◦ φ−1(r) in (13) can be expressed in linear form
φ−1(r) =Woutr (35)
implying that
φ(s) =W †outs (36)
whereW †out is the pseudo-inverse of the readout matrix.
5.4 Results
As for the source system (1), we use the Lorenz model (see Appendix A for details). In the listening phase, we use t
in the interval of Ttrain = (−100, 0). We discarded the first 1/10 of the data points for training, to account for transient
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Table 1: Default hyper–parameters used in all experiments, unless differently stated.
ρ 1 Ttrain (−100, 0)
ω 0.1 Ttest (0, 80)
dr 300 τ 0.05
b 1 λ 10−6
effects in the synchronization process. The prediction phase was carried out for values of t in Ttest = (0, 80). The
integration step was always set to τ = 0.05. An example of this task is provided in Fig. 3.
For each hyper-parameter configuration, we repeated the experiment 10 times, generating a different realization of the
source system (i.e. starting from distinct random initial conditions) and a different realization of the RCN (33). For
each run, the MFNN between the driving system state s(t) and the reservoir r(t) was computed. As a performance
measure for the prediction accuracy, we used the RMSE computed on the y and the z coordinate of the Lorenz system
(since x is used as input). Following [42], we plot the inverse of the MFNN so that the higher the value, the more
synchronized the systems are. Accordingly, we plot the inverse of the RMSE, which can be interpreted as a form
of accuracy. Unless differently stated, all hyperparameters are the ones reported in Tab. 1. All the plots refer to the
predicting phase.
In Fig. 4, we show the RMSE and the MFNN index when the SR of the reservoir connectivity matrix varies in a suitable
range. For smaller values of SR the reservoir dynamics are really simple and close to linear (since tanh(x) ≈ x when
x is small), so that the network it is not able to correctly represent the Lorenz attractor in its state. We see that the
synchronization is weak ans the error is large. As the SR approaches 1 we see that the reservoir tends to become
more synchronized with the source system state and this reflects in a smaller error. When the SR started growing, the
reservoirs becomes more and more unstable and it gradually de-synchronizes with the source system, such that the
reconstruction of the coordinates becomes less precise.
In Fig. 5 we repeated the experiment, but this time varying the input scaling ω and holding ρ fixed to its default value.
We see that the two quantities still correlates, with both the accuracy and the synchronization decreasing as the input
scaling grows.
To assess the generality of our findings, we performed additional simulations by changing the source system (1). To
this end, we consider now the Ro¨ssler system as a source system (see Appendix B for details). Since the dynamics
of the Ro¨ssler system are slower then the Lorenz ones, we set the integration step to τ = 0.5, Ttrain = (−200, 0) and
Ttext = (0, 160). The remaining hyper-parameters are set as shown in Tab. 1. Again, we use the x-coordinate as input
and the tasks consists of learning how to reproduce y and z. The results are displayed in Fig. 6 and look similar to the
one obtained for the Lorenz system (Fig. 4).
To show that GS plays an important role not only in the observer task, we also test our framework in a forecasting
scenario. To this end, we use the x-coordinate of the Lorenz system as the input (u(t) := x(t), but this time the target
y was chosen to be y(t) := u(t + 5τ). This means that the RCN is required to correctly approximate the function
g5(s), which is highly nonlinear. The RMSE is computed between y(t) and the network output yˆ(t). Notably, the
MFNN here is almost identical to the one in Fig. 4: both experiments use the same hyperparameters, the same source
system and construct u in the same way, so that the only difference is the task they are trained to solve, which affects
the readout and not on the dynamics. As in the other cases, we notice that the MFNN and the RMSE display a similar
behavior.
These results confirm that the GS can be exploited to assess the quality of the source system representation encoded
in the reservoir states: in order to correctly solve the task at hand, the reservoir and the the source system should be
synchronized.
6 Conclusions
In this work, we laid down the groundwork for establishing and analyzing working principles of RC within the theo-
retical framework of synchronization between dynamical systems. First, we made systematic the equivalence between
the ESP and GS. Then, we showed that the presence of a synchronization function consents to formally consider
the reservoir states as an unsupervised, high-dimensional representation of an unknown source system that generates
the observed data. We showed that the feasibility of learning, defined as the possibility of perfectly solving the task,
crucially depends of the existence of a function connecting the reservoir states with the source system states: the
presence of GS implies the existence of a synchronization function playing an analogous role, which is found in an
unsupervised way in RC. This formally proves that it is possible to solve the task at hand by firstly creating an unsu-
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Figure 3: An example of the observer task using the Lorenz system. The top panel show the measurement u (blue),
which is always available. The middle and the bottom panels represents the targets y: in the training phase they are
available (blue) while in the predicting phase (red) they cannot be accessed anymore. The predicted targets yˆ (black
dashed lines) are generated by means of the RCN described in Sec. 5.2.
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Figure 4: Results for the reservoir observer when varying the SR of the connectivity matrix, when using the Lorenz
system as a source. Blue dots account for the RMSE (left axis) while red triangles accounts for MFNN (right axis).
pervised representation of the source system (listening phase) and then using a suitable readout to correctly represent
the target (fitting phase), thus justifying the RC training principle in a formal way. Moreover, the presence of such a
synchronization function allows one to make use of the ergodicity of the source system to grant some results on the
generalization error for a given task. Finally, we made use of an index (MFNN) to quantify the degree of synchro-
nization and experimentally validate our claims. Results show that the more the reservoir is synchronized with the
source, the better the system approximates the target, hence stressing that synchronization is paramount and plays a
fundamental role within the RC framework.
A Lorenz System
The Lorenz system [25] is a 3-dimensional dynamical system characterizing a simple model for atmospheric convec-
tion. Its equations read:
x˙ = σ(y − x)
y˙ = (ρ− z)x− y
z˙ = xy − βz
(37)
where x = x(t), y = y(t), z = z(t) are the variables, σ, ρ and β are the the model parameters and the dot denotes the
first-order derivative with respect to time t. In this work, we choose the commonly used values σ = 10, ρ = 29 and
β = 8/3, for which the system is known to be a chaotic one and to have a strange attractor.
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Figure 5: Results for the reservoir observer on Lorenz system when varying the input scaling ω. when using the
Lorenz system as a source.
B Ro¨ssler System
The Ro¨ssler system [41] is a 3-dimensional chaotic dynamical system defined as follows:
x˙ = −y − z
y˙ = x+ ay
z˙ = b+ z(x− c)
(38)
where x = x(t), y = y(t), z = z(t) are the variables and a, b, and c are the model parameters, which in our paper are
set to a = 0.1, b = 0.1, and c = 14. The dot denotes the first-order derivative with respect to time t.
C Measurement noise
In many real situations the input is corrupted by some noise, so that instead of reading just u(t) one actually reads
u(t) + (t), (t) being i.i.d. noise. This lead to the following state-update for the reservoir:
r(t+ 1) = f(r(t),u(t) + (t)) (39)
≈ f(r(t),u(t)) + f ′(r(t),u(t))(t)
This will affect the reservoir dynamics in general, but when the noise is small we can still hope that the trajectory will
not be too far from the one generated without noise. That is, we assume it is possible to write each point as r(t)+η(t).
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Figure 6: Results for the reservoir observer when varying the SR, when using the Ro¨ssler system as a source. Blue
dots account for the RMSE (left axis) while red triangles accounts for MFNN (right axis).
This will be in fact guaranteed by the GS, which requires the synchronization manifold not only to exist, but also to
be attractive [22]. Note that η(t) is not i.i.d. anymore.
The synchronization problem (w.r.t. to the true system state) becomes:
s = φ(r + η) (40)
We can make use of the smoothness of φ to write a first-order approximation of the source system state as follows:
s ≈ φ(r) + φ′(r)η (41)
Such an approximation allows us to introduce a measure of synchronization error due to noise, which reads:
E := ‖s− φ(r)‖ ≈ ‖φ′η‖ ≤ ‖φ′‖‖η‖ (42)
For the observer task (see 5.3), in the common case of a linear readout, φ′ is simply the pseudo-inverse of the readout
matrixW †out, whose singular values are the reciprocal of the singular values ofWout. This implies the following bound
on the synchronization error due to noise,
E ≤ ‖W †out‖‖η‖ =
‖η‖
mini σi(Wout)
(43)
where σi(Wout) denote the non-null singular values ofWout.
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Figure 7: Results for the forecasting task on Lorenz system when varying the SR.
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