Models clude weak couplings between-some states. This in turn leads to the evolution of different portions of the system at different time scales. Intuition suggests that the analysis of phenomena at one time scale is made tractable (simplified) by assuming constancy of variables at slower time scales and steady state values for variables at faster time scales. It is this intuition of a hierarchy of approximations that we make precise in this paper. Mathematical models of interconnected paver systems have variations on several time scales -nearly instantaneous adjustment of (PV,PQ) load bus angles and voltages, dynamics of the swing equations, voltage regulator and generation variation dynamics, generation set point changes are examples of progressively slower dynamics.
The presence of uncertainties, load fluctuations, rare catastrophic events in the power system clearly necessitates stochastic models for large scale power systems. Model simplification then consists of identifying all the time scales present in the given model and presenting approximate models valid (uniformly over time, in a sense made precise in the paper) at each time scales.
The class of models considered in this paper is of the linear time invariant form (1-1). S t u d y of this (deterministic) equation is relevant in the study of hierarchical aggregation of finite state Markov processes with weak couplings (symptomatic of multiple time scales), described by small parameter E. Details of the applications of our results to this context will be presented in 131.
PROBLEM FORMULATION
We consider here linear time-invariant systems of the form E+O 6<tLT
E
In this paper we give tight sufficient conditions under which the multiple time scale behavior of xE(t) can be fully escribed by its evolutions at time scales t / 3 for integers k=O,l,...,m. These evolutions are used to:
(i) provide a set of reduced order models valid at different time scales.
(ii) provide an asymptotic approximation to A is said to have semi-simple null structure
and P (A) is the projection onto N(A) along
R (A).
A is said to be semi-stable if it has SNS and all its non-zero eigenvalues are in the open left half plane. If A is semistable, then lim eAt=P(A) and further t-
STATEMENT OF MAIN RESULT
We present here a uniform (in t) asymptotic A . (E) t approximation of e involving behavior at time scales t/ck ; k=O, 1,. . . ,m. The proof relies on resultsin 151 and is outlined in Section 4.
For our development, we need an array of matrices A i20, k>O starting from the AOk of ( 
where N = n N ( %~) . with this theorem in hand, the entire multiple time-scale structure of (1. (ii) It is important to be able to calculate the k for k=O,l,...,m from the given data A AO2, ... of (1.21, without having to obtain the complete matrix of Table 1 . This can be done by a variety of methoas. One approach that is successful is the formal asymptotics of (iii) The reader should observe using the formulae in remark ( i i ) above that even if A (€)=A +EA the system can exhibit time scales of order t/E2r t/c3 and so on. This is not a widely appreciated fact.
(iv) Reduced order models It follows from (3.8)
and (3.9) that the evolution of xE(t) at time scales t/$, k=O,l, . . . ,m is given by 0 00
01 Thusr x (t) may be represented asymptotically by the following expression uniformly valid for t20. (vi) The significance of each row of matrices in Table 1 is discussed in the comment following the proof of the theorem in the next section.
Sketch of the proof
The proof relies heavily on resultsin [51 which are summarized in the following lemma:
then for E small enough X € P ( A~( E ) ) and R(X,A~(E)) satisfies 00 for some {R (1) )k=O. Further, the convergence of R(X,A~(E)) to R(A,A~~) as E+O is uniform on compact subsets of P ( A~~) .
(ii) Let y be a closed contour enclosing only the zero eigenvalue of AO0. The matrix k m is well defined for E sufficiently small and equals the sum of the eigenprojections of all the eigenvalues of A (E) that converge to 0 (the zerogroup) as E+O. P ( E ) is analytic in E and conmutes with A ( E ) . ' Further, R(P~(E)) and R(PO) are isomorphlc. 
By the assumption tha?: AO0 has SNS, A ( E ) has the expansion (4.4). Repeating the manipulation required to yield (4.5) for its first term and using the SNS of AlO, we obtain
+Qo (E) e where P (E) is the total-projection on the zero group of A ( E ) , Ql(E) = I-P (E) and
Under the SNS assumption on Alo,Azo,..,AmO this procedure may be repeated m times to yield (4.7) This establishes (3.4). Since, R(Q,(E))~R(\~I (3.2) is established. From (3.2) and (3.4) I it follows that (3.5), (3.6) and (3.7) are also valid.
Comment (Rows of matrices in Table 1 ) From part (iii) of the l e m a and the proof above, it is clear that (4.12) where the are as given in SNS and all non zero eigenvalues have negative real parts. The necessity of the second conditim is obvious and we will not furnish a counterexauplt to illustrate it. We would like to note that the semistability of A~( E ) for €€IOl€ I does not imply the semistability of <%o) . [o,m) to the evolution of the system (1.11, thereby extending the results of [l] , which are, valid only for intervals of the form [O,T/EI. hrthermore, the hierarchy of models which results from the Corollary is an extension to multiple time scales, of the aggregation results in [61. The application of these approximations to problems in estimation and control, are currently under study, and will be reported in later publications.
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