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Zusammenfassung
Die Wasserdampfverteilung in der atmospha¨rischen Grenzschicht ist ra¨umlich und zeit-
lich sehr variabel. Als starkes Treibhausgas ist dessen zuverla¨ssige Vorhersage in Klima-
modellen wichtig. Zudem wirkt es bei vielen atmospha¨rischen Prozessen mit, wie z.B.
beim Auslo¨sen von Konvektion oder bei der Entstehung von Wolken. Hochaufgelo¨ste
mehrdimensionale Daten von Wasserdampf in der atmospha¨rischen Grenzschicht sind
notwendig, um das Versta¨ndnis dieser Prozesse zu verbessern und Modellsimulationen
zu validieren.
Zu diesem Zweck entwickelte das Institut fu¨r Physik und Meteorologie (IPM) an
der Universita¨t Hohenheim (UHOH) ein einzigartiges scannendes differentielles Ab-
sorptionslidar (DIAL). Dieses ermo¨glicht Wasserdampfmessungen mit einer zeitlichen
und ra¨umlichen Auflo¨sung von wenigen Sekunden und einigen zehn Metern in einem
Bereich von mehreren Kilometeren vom Boden bis zur unteren Tropospha¨re. Die DIAL-
Technik nutzt dazu zwei Lidarru¨ckstreusignale, die aufgrund unterschiedlicher emittier-
ter Laserwellenla¨ngen (online und oﬄine Wellenla¨nge) in der Atmospha¨re verschieden
stark absorbiert werden. Zur Bestimmung der Wasserdampfanzahldichte werden nur
die beiden Lidarsignale und die Absorptionsquerschnitte bei der online- und oﬄine-
Wellenla¨nge beno¨tigt. Daher wird diese Technik auch selbstkalibrierend genannt. Das
UHOH DIAL-System erlaubt zudem scannende Messungen, die zum einen Messun-
gen bis an den Boden und zum anderen Messungen der horizontalen Variabilita¨t der
Feuchtigkeit ermo¨glichen.
Fu¨r hochaufgelo¨ste DIAL-Messungen mu¨ssen vom Lasertransmitter einige Anforde-
rungen erfu¨llt werden, dazu geho¨ren eine sehr hohe Frequenzstabilita¨t und spektrale
Reinheit. Zur Frequenzstabilisierung wird die
”
Injection Seeding“-Technik eingesetzt,
bei der ein Diodenlaser in den Resonator eines Hochleistungslasers eingekoppelt wird.
Fu¨r das UHOH DIAL werden zwei sehr frequenzstabile Diodenlaser, jeweils einer fu¨r
die online und die oﬄine Wellenla¨nge, eingesetzt und abwechselnd in den Resonator
eingekoppelt. Die Umschaltung erfolgt mittels eines optischen Schalters, der eine aus-
reichende Fremdkanalunterdru¨ckung aufweist.
Diese Arbeit behandelt drei Aspekte bezu¨glich hochaufgelo¨ster Feuchtemessung in
der atmospha¨rischen Grenzschicht mit scannendem DIAL: 1) Die Entwicklung eines
neuen Seedersystems fu¨r den Lasertransmitter, 2) die Vorstellung verschiedener Scan-
Modi und 3) Anwendungen von mit dem DIAL gemessenen 2-D–3-D Wasserdampfda-
ten.
Das neu entwickelte Seedersystem basiert auf Distributed Feedback (DFB) Laserdi-
oden als Seedlaser und einem elektro-optischen Strahlablenker als optischen Schalter.
Der Aufbau und die Spezifikationen werden vorgestellt. Die Frequenzstabilita¨t der DFB-
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Laserdioden betra¨gt 6, 3 MHz mit einer Linienbreite von < 4, 7 MHz. Der neukonzipierte
optische Schalter erreicht eine Umschaltzeit von weniger als 10µs bei einer Fremdka-
nalunterdru¨ckung von 33 dB, das einer spektralen Reinheit von 99, 95 % entspricht.
Damit werden nicht nur die Anforderungen fu¨r bodengestu¨tzte DIAL-Systeme erfu¨llt,
sondern auch die Anforderungen fu¨r flugzeug-/satellitengestu¨tzte DIAL-Systeme. Die
hohe Frequenzstabilita¨t erlaubt zudem die Wahl einer Wellenla¨nge auf der Flanke einer
Absorptionslinie, das eine genaue Einstellung des Absorptionswertes entsprechend der
meteorologischen Bedingungen ermo¨glicht. Daru¨ber hinaus wird gezeigt, dass auf der
Flanke der Absorptionsline der Rayleigh-Dopplereffekt zusa¨tzlich stark verringert ist.
Zur Erfassung der ra¨umlichen Wasserdampfstruktur werden scannende Messungen
durchgefu¨hrt. Dazu werden folgende 3 Scanverfahren mit Messbeispielen vorgestellt:
1) Range-height indicator (RHI) Scans liefern vertikale Schnittbilder der atmospha¨-
rischen Feuchteverteilung. Die vorgestellte Serie aus vier Messungen zeigt ver-
schiedene Feuchteschichten mit unterschiedlichem Wasserdampfgehalt und deren
Entwicklung. Im Messbeispiel treten im letzten durchgefu¨hrten Scan Wolken an
der Oberkante der konvektiven Grenzschicht auf.
2) Der Volumenscan erfasst die gesamte 3-dimensionale Wasserdampfstruktur mit-
tels mehrerer konischer Scans mit unterschiedlichen Elevationswinkeln. Die ho-
rizontalen Unterschiede der Schichtenho¨hen ko¨nnen anhand des Gela¨ndeprofiles
mit einem kleinen Hu¨gel in der Na¨he des DIAL-Standorts erkla¨rt werden.
3) Bodennahe Scans geben die Wasserdampfverteilung direkt u¨ber dem Erdboden
wieder. Damit ko¨nnen Beziehungen zwischen der Bodenbeschaffenheit und dem
-bewuchs mit der daru¨ber liegenden Atmospha¨re untersucht werden. So zeigten
sich u¨ber einem Maisfeld und u¨ber Wald ho¨here Wasserdampfwerte als u¨ber einer
Grasfla¨che.
Fu¨r die Analyse der scannenden Messungen wurden neue Auswerte- und Darstel-
lungsroutinen, sowie neue Methoden zur Fehlerabscha¨tzung entwickelt.
Die wissenschaftliche Anwendung von hochaufgelo¨sten Wasserdampfdaten aus DIAL-
Messungen werden anhand von drei Vero¨ffentlichungen vorgestellt. Eine Evaluierungs-
studie zu Modellsimulationen mit unterschiedlichen Land-Atmospha¨ren-Austauschmo-
dellen verglich Feuchtigkeitsprofile aus den Modellen mit horizontal gemittelten Was-
serdampfdaten aus scannenden DIAL-Messungen. Hochaufgelo¨ste Feuchtefluktuationen
aus Vertikalmessungen wurden verwendet, um ho¨here Momente bis zur vierten Ord-
nung sowie Skewness und Kurtosis zu bestimmen. Weiter wurden solche Feuchteprofile
mit Profilen von Temperatur und Vertikalwind kombiniert und genutzt, um neue Tur-




The water vapor (WV) distribution in the atmospheric boundary layer (ABL) is spa-
tially and temporally highly variable. Its prediction in climate models is important
because it is a strong greenhouse gas. Furthermore, it is involved in many atmo-
spheric processes like convection initiation or cloud formation. High-resolution multi-
dimensional WV data of the ABL are required to improve the knowledge of these
processes and to validate model simulations.
For this purpose, the Institute of Physics and Meteorology (IPM) at the Univer-
sity of Hohenheim (UHOH) developed a unique scanning differential absorption lidar
(DIAL). This instrument allows for water vapor measurements with high temporal and
spatial resolutions of the orders of seconds and tens of meters in the range of several
kilometers from the surface up to the lower troposphere. The DIAL technique uses
two lidar backscatter signals which are absorbed differently by the atmosphere due to
different emitted laser wavelengths (online and oﬄine wavelengths). For the calcula-
tion of the water vapor number density only the two lidar signals and the absorption
cross-section values at the online and oﬄine wavelengths are necessary. Thus, the DIAL
technique is called self-calibrating. Additionally, the UHOH DIAL system can perform
scanning measurements which allows for observations down to the surface as well as for
observations of the horizontal moisture variability.
For high-resolution DIAL measurements several requirements for the laser transmit-
ter need to be fulfilled which include a very high frequency stability and a very high
spectral purity. The frequency stabilization is realized with the injection seeding tech-
nique. Therefore, a diode laser is coupled into the resonator of a high-power laser. For
the UHOH DIAL two diode lasers with high frequency stability are used – one for the
online and one for the oﬄine wavelength – and alternately coupled into the resonator.
The laser beams are switched with an optical switch with a very low crosstalk.
Within this thesis, three aspects regarding high-resolution observations of moisture
in the ABL with scanning DIAL are demonstrated: 1) the developments of a new
seeder system for the laser transmitter, 2) the presentation of three scan modes, and
3) applications of 2-D–3-D WV DIAL data.
The newly developed seeder system is based on distributed feedback (DFB) laser
diodes as seed lasers and an electro-optical deflector as optical switch. The setup and
its specifications are presented. The frequency stability of the DFB laser diodes are
6.3 MHz with a linewidth of < 4.7 MHz. The new concept of the optical switch allows
switching times of less than 10µs. The crosstalk measures less then 33 dB which is in
accordance of a spectral purity of 99.95 %. With theses specifications the requirements
for ground-based systems as well as for airborne/satellite-borne systems are fulfilled. In
v
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addition, the high frequency stability allows for selecting an online wavelength on the
slope of an absorption line. This enables for an exact adaptation of the WV absorption
cross-section value to the meteorological conditions. Furthermore, it is shown that
the Rayleigh-Doppler effect is significantly reduced if a wavelength on the slope of the
absorption line is selected.
Scanning measurements were performed to capture the spatial WV structures. For
this purpose, three scan modes with measurement examples are presented:
1) Range-height indicator (RHI) scans provide vertical cross-section images of the at-
mospheric humidity distribution. The presented series of four measurements show
several humidity layers with different WV content and their evolution. Clouds
appear in the last scan.
2) A volume scan captures the whole three-dimensional WV structure made out of
several conical scans of different elevation angles. The horizontal variation of the
layer heights can be related to the terrain profile with a small hill near the DIAL
site.
3) Low elevation scans observe the WV distribution directly above the surface. Thus,
relationships of the ground characteristics and vegetation with the humidity con-
tent above can be investigated. It is shown that there was more moisture above
a maize field and above a forest than above grassland.
For the analysis of scanning measurements, new analysis and visualization routines
as well as new methods for the error estimation were developed.
More scientific applications of high-resolution WV data from DIAL measurements
are presented in three publications. A evaluation study compared humidity profiles from
model simulations with different land-surface schemes with horizontal mean profiles
of scanning DIAL measurements. High-resolution humidity fluctuations from vertical
measurements were used to determine higher-order moments up to the fourth-order
as well as skewness and kurtosis. Furthermore, such WV profiles were combined with
profiles of temperature and vertical wind velocities and used for the development of
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In order to forecast the Earth’s weather and to predict the future climate, the human
being uses all its achieved knowledge of environmental processes. With climate projec-
tions the longtime effect of today’s way of living is evaluated. Different scenarios help
to understand the anthropogenic influence on the climate change. Discussions and de-
cisions of the United Nations conference on climate change (UNFCCC)1 are also based
on the widely admitted results of the climate reports of IPCC2. However, longtime
projections of the IPCC reports still show large uncertainties. In December 2015 in
Paris (France), the parties of UNFCCC agreed on the goal to keep the global warming
below 2 K - preferable below 1.5 K – till the end of the century3. For this purpose
and for sustainable adaptations, reliable forecasts and projections are needed. Water
vapor (WV) is a strong greenhouse gas and plays an important role in Earth’s weather
and climate. It is involved in many processes which are not yet fully understood nor
represented in the simulations. WV is spatially and temporally highly variable and is
involved in many atmospheric processes such as convection initiation, cloud formation
and heat distribution.
All these relevant processes take place within the atmospheric boundary layer (ABL).
The ABL interacts with the free troposphere at the top and with the land surface at the
bottom. These interactions form the feedback processes of the land-atmosphere (LA)
system (Seneviratne et al., 2010). To improve the process representation through pa-
rameterizations in model simulations, so far model studies (e.g. Findell and Eltahir,
2003; Koster et al., 2006; van Heerwaarden et al., 2009; Santanello et al., 2013) or
large eddy simulation (LES) models (e.g. Mellor and Yamada, 1982; Hong et al., 2006;
Hong, 2007; Warrach-Sagi et al., 2013; Kotlarski et al., 2014) were mostly used. Model
evaluation should better be based on observations but only a few data sets of surface
measurements are included so far. Wulfmeyer et al. (2015) reviewed state-of-the-art
active and passive remote sensing instruments to observe the humidity in the lower
troposphere from the surface through the mixed layer up to the entrainment layer at
the top of the ABL. Passive remote sensing instruments only provide integrated water
vapor (IWV) data which give no spatial information or provide humidity profiles with
low resolution. Infrared (IR) spectrometers or microwave radiometers (MWRs), for ex-
ample, retrieve WV profiles with temporal resolutions of 5− 10 min requiring an initial
first guess WV profile. The vertical resolutions of these instruments are at the surface
1http://www.unfccc.int
2IPPC – Intergovernmental Panel on Climate Change
3see Paris Agreement under http://www.cop21.gouv.fr/en
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100 m or several 100 m for IR spectrometers and MWRs, respectively, and increase to
approximately 800 m and 2000 m for IR spectrometers and MWRs at the top of the
ABL (Lo¨hnert et al., 2009; Blumberg et al., 2015; Wulfmeyer et al., 2015).
Lidar as active remote sensing instrument has the ability to measure WV with high
temporal and high spatial resolution as well as with high accuracy. It is a new observing
method with the means to resolve the relevant processes in the lower troposphere
(Wulfmeyer et al., 2015). To measure atmospheric water vapor, two lidar techniques can
be applied: differential absorption lidar (DIAL) (Schotland, 1966; Browell et al., 1979;
Bo¨senberg, 1998; Wulfmeyer, 1998) and Raman lidar (e.g. Melfi, 1969; Whiteman et al.,
1992; Behrendt et al., 2002; Hammann et al., 2015). The WV Raman lidar (WVRL)
technique uses the inelastic scattering (usually in the ultraviolet (UV)) and detects
the Raman shifted signals of WV and nitrogen. The ratio of these two signals is then
calibrated to derive the WV mixing ratio. As inelastic backscatter signals are used, the
signal intensities are quite low and the maximum range is limited especially in daytime.
The water vapor DIAL (WVDIAL) technique uses two elastic backscatter signals at
wavelengths with high and low absorption of WV. As the WVDIAL technique does not
need further information than the absorption cross-section of water vapor at the used
wavelengths, DIAL is a self-calibrating system (Browell et al., 1979). Due to the elastic
backscatter signals, the signal-to-noise ratio (SNR) is much higher for the detected
signals. This allows to reach larger ranges also during daytime and to keep integration
times short.
The largest amount of water vapor in the atmosphere is located in the ABL. The
main source is the evapotranspiration from the ground. Horizontal humidity variability
results from the heterogeneity of the land surface and its vegetation as well as turbu-
lent mixing. The investigation of the exchange processes between the land surface with
different vegetation and the ABL, the moistening of the ABL and the entrainment of
the moist air of the ABL with the dry air of the lower free troposphere requires obser-
vations over the whole height range from the surface up to the lower free troposphere
(Wulfmeyer et al., 2016). To observe the horizontal variations of the humidity fields,
scanning lidar can be applied. There were several scanning WVRL which, e.g., ob-
served the WV structures in the ABL (Goldsmith et al., 1998; Eichinger et al., 1999;
Whiteman et al., 2006; Froidevaux et al., 2013; Matsuda, 2013) or estimated latent heat
fluxes at the surface (Eichinger, 2000). But regarding the low SNR during daytime,
WVRL scanning measurements are still challenging to be performed under daylight
conditions compared to scanning measurements with a WVDIAL.
To close the gap of ABL observations, the Institute of Physics and Meteorology
(IPM) at the University of Hohenheim (UHOH) operates two lidar systems, a scanning
Raman lidar for temperature and humidity measurements and a scanning DIAL for
2
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water vapor profiling. Details about the Raman system and its performance are given
in publications of Radlach et al. (2008); Pal et al. (2010); Hammann et al. (2015);
Behrendt et al. (2015) as well as in the recently completed doctoral thesis of Eva
Hammann (2016).
Within this thesis, high-resolution observations of humidity in the ABL with the
scanning UHOH DIAL are presented. The UHOH DIAL was designed to observe
the water vapor content in the ABL with high temporal and spatial resolutions for
turbulence investigations. For this purpose, resolutions in the range of seconds and
tens of meters have been achieved. Scanning capabilities are also included to observe
the spatial distribution from the surface through the ABL to the lower free tropo-
sphere. First vertically pointing measurements were performed during the Convective
and Orographically-induced Precipitation Study (COPS)4 in 2007 (Wulfmeyer et al.,
2008, 2011; Behrendt et al., 2011; Bhawar et al., 2011). The performance of the UHOH
DIAL was investigated by Bhawar et al. (2011) in an intercomparison study with six
other WV lidar systems operated during COPS. This study resulted in a main bias
for the UHOH DIAL of only 1.4 %. The scanning capability was successfully tested
during the Transregio 32 (TR32) FLUXPAT campaign in western Germany in summer
2009 (Behrendt et al., 2009). In spring 2013, the DIAL instrument was operated in
the same region within the HD(CP)2 Observational Prototype Experiment (HOPE) of
the project High Definition of Clouds and Precipitation for advancing Climate Predic-
tion (HD(CP)2)5. Within this project, the observations are used for the investigations
of LA interaction, cloud formation, aerosol-cloud-microphysics as well as weather and
climate model evaluation at the 100-m scale. Furthermore, WVDIAL measurements
were performed within the Surface Atmosphere Boundary Layer Exchange (SABLE)6
field campaign in southwestern Germany in summer 2014. During this campaign also
new scanning modes with the DIAL instrument were executed to get new insights into
the spatial WV distribution and to measure down to the surface.
The thesis is structured as follows: It starts with an introduction to the DIAL
technique in Sect. 1.2 with a short discussion of the Rayleigh-Doppler (RD) effect in
Sect. 1.3. Section 2 gives an overview about the DIAL setup focusing on the laser
transmitter with improvements of the wavelength stabilization shown in two publica-
tions. Novel scanning modes for DIAL measurements of the spatial WV distribution are
presented within a publication in Sect. 3. Applications for high-resolution WVDIAL
measurements are model evaluation and investigations of humidity fluctuations for de-






be improved. These are topics of three publications presented in Sect. 4. Finally, a
summary of the results and an outlook are given in Sect. 5 and 6, respectively.
1.2 Differential Absorption Lidar
LIght Detection And Ranging (lidar) is an optical active remote sensing principle with
range resolvable capability. For this purpose, laser pulses are transmitted into the
atmosphere which are absorbed and scattered by atoms, molecules, and aerosols. A
time-resolved recording of the backscattered signal in combination with the speed of





with c the speed of light and t the travel time of the laser pulse from transmission till
recording.
The differential absorption lidar (DIAL) technique uses two elastic backscatter sig-
nals at two different wavelengths to derive the number density of a trace gas. Through-
out this thesis the considered trace gas is water vapor (Schotland, 1966) but the de-
scription of the DIAL principle is also valid for other trace gases, e.g., ozone (Browell
et al., 1983) or carbon dioxide (CO2) (Koch et al., 2004). One signal is tuned to a
wavelength with high absorption of water vapor (Pon(r): online signal) while the other
signal uses a wavelength with low absorption (Poff(r): oﬄine signal). The change of
the lidar return signal P (r) with respect to the range r for each of the frequencies ν is
described by the lidar equation as
Pν0(r) = P0 η δr
Atel
r2















with the transmitted intensity P0 at the laser frequency ν0, the system efficiency η,
the range resolution δr = c ∆t2 with the pulse length ∆t, the telescope area Atel, the
overlap function O(r), the particle and molecular backscatter coefficient βpar,ν(r) and
βmol,ν(r), the normalized laser spectrum at the ground SL, the spectral broadening
due to Rayleigh scattering DB, the transmission function of the receiver interference
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filter FR, and the background signal PB. The transmission of the atmosphere Γ(r) is
separated into the transmission of dry air and of WV as





















with the particle and molecular extinction coefficient αpar,ν(r) and αmol,ν(r), which
are only slightly dependent on the frequency ν, and the extinction coefficient of water
vapor (of the trace gas) αWV(ν, r).
In Eqs. (2) and (3) and throughout this work, equations are given with respect to
the frequency ν which is related to the wavelength λ by ν = cλ with the speed of light
c and considering the vacuum wavelength.
In the here given form, the lidar equation considers only the elastic backscatter-
ing at particles (Mie scattering) and at molecules (Rayleigh scattering). The particle
backscatter coefficient βpar can be derived from the oﬄine backscatter signal apply-
ing the method of Fernald (1984). Following the algorithm of Bucholtz (1995) yields
the molecular backscatter coefficient βmol. A spectral broadening is introduced to the
Rayleigh backscatter signal due to the thermal motion of the molecules (Rayleigh-
Doppler broadening). This is described by the Doppler broadening function DB in
Eq. (2c).
The laser transmitter of the UHOH DIAL system operates with a very small linewidth
(< 150 MHz) compared with the width of WV absorption lines (GHz) and is called a
narrow-band lidar (Wulfmeyer et al., 2015). Thus, the following approximations are
implemented to simplify the extended lidar equation (Eq. (2)): The incident laser line
profile SL can approximate with a δ-distribution because of the narrow laser linewidth
(Wagner et al., 2013; Metzendorf et al., 2015). The approximations of wavelength inde-
pendence of the particle backscatter coefficient βpar, of the overlap functions O(r) and
of the dry air transmission Γair are allowed because the online and oﬄine wavelengths
are selected close together. A constant value of the filter function FR can be assumed
due to the width of the interference filter which is of about 1.0 to 1.5 nm around the
laser wavelength and is even larger than the broadened backscattered light spectrum.
Due to the different laser frequencies, the two signals are absorbed differently on
their path through the atmosphere; the online signal stronger than the oﬄine. Figure 1
shows the absorption spectrum of water vapor in the wavelength region around 818 nm
at which the UHOH DIAL is operated. The extinction cross-section of water vapor
αWV in Eq. (2) is related to the absorption cross-section σWV by
αWV(ν, r) = NWV(r) σWV(ν, r) (4)
5
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Figure 1: Spectrum of the WV absorption cross-section was plotted in the tuning range
of the DFB seed lasers. For the calculation T = 15◦C, p = 1013.25 hPa
and NWV = 1.7× 1023 m−3 (ground level of NASA 1976 standard atmosphere
(NASA, 1976)) were used as well as spectroscopic parameters from HITRAN
2012 (Rothman et al., 2013). The grey bars indicate the online and oﬄine
frequency regions used for the measurements presented in this work below.
with NWV the water vapor number density. Taking the two backscatter signals at the
two laser frequencies with different WV absorption, calculating the ratio and solving it
for NWV yields the DIAL equation
Nwv(r) =
1















βpar(r) + βmol,off(r) ·A(νoff, r)











the transmission ratio A(νi, r) with the index i for the online and the oﬄine laser
frequency, respectively.
The first term (5a) of the DIAL equation describes the well-known solution of Schot-
land (1966, 1974). This approximation is valid if βpar  βmol and the second term can
be neglected. The second term (5b) is the so-called Rayleigh-Doppler (RD) correction
term which considers the change of the radiation spectrum within the Rayleigh scat-
tering process due to Doppler broadening. More details regarding the RD effect are
given in Sect. 1.3.
Considering only the Schotland approximation of the DIAL equation shows that
besides the measured two lidar signals only the water vapor absorption cross-section
σWV at the online and oﬄine laser frequencies are required. σWV(νi) needs to be
known very accurately as the relative error of the effective absorption cross-section
σeff = σon−σoff transfers directly to the relative error of the WV number density NWV







To keep the error due to the absorption cross-section small, there are two possibilities:
1) Calculation of σWV as accurate as possible. For this the latest compilation of the
HIgh-resolution TRANsmission molecular absorption database (HITRAN) is used. A
study about the sensitivity of σWV regarding T , p, and NWV uncertainties within the
calculations was performed. According to the study, a pressure uncertainty of 1 % and
a temperature uncertainty of 1 K result in a total uncertainty of the WV DIAL data
analysis procedure of smaller than 1.4 % up to 3 km and 1.8 % up to 10 km altitude.
This is sufficient for most applications and exceeds the development goals of the UHOH
DIAL system, which are summarized in Wagner et al. (2013). A detailed publication
on this study is planned.
2) The laser frequency ν – especially νon – needs to be tuned very accurate and stabilized
as good as possible. A new concept of a seed laser system based on distributed feedback
(DFB) lasers for the laser transmitter was developed and is presented in Sect. 2.2.
1.3 The Rayleigh-Doppler Effect
The exact DIAL equation (Eq. (5)) contains the Rayleigh-Doppler correction term to
take into account the effect of the changed laser radiation spectrum after Rayleigh
scattering. Due to the thermal motion of the atoms and molecules, the laser radiation
is Doppler broadened. The Doppler broadening DB of the spectrum depends on the























2 ln 2 R T (r)
Mair
(9)
with νi indicating the laser frequency, the speed of light c, the general gas constant R,
and the molecular mass of dry air Mair. In the discussion throughout this section, the
range r written in the equations is equivalent to the height.
Due to the broadening, the radiation is absorbed differently on the return path
from the scatterers than on the forward path to the scatterers. In Fig. 2 the absorption
cross-section was plotted along with three laser frequencies (dashed lines). To study
the frequency sensitivity, three laser frequencies are selected and located as oﬄine in a
minimum of absorption and as online at the peak and on the slope of the absorption line.
The selected absorption peak is located at a frequency of νpeak = 366.436022 THz (the
corresponding vacuum wavelength is λpeak = 818.304 nm). The slope frequency is the
online frequency of the DIAL measurements used in the publications of Muppa et al.
(2016) and Wulfmeyer et al. (2016). The broadened laser spectrum after Rayleigh
scattering is also illustrated in Fig. 2. σWV(ν, r) and DB(ν, r) are calculated for a
height of 1200 m. Equation (6) calculates the transmission ratio A of the return and
the forward light path. Figure 3 shows vertical profiles of the transmission ratio from
the ground up to 1400 m. The profile of the laser frequency at minimum absorption
confirms the assumption for the oﬄine signal that the RD effect is not critical and
A(νoff, r) = 1 is valid. The two online frequencies show an increasing effect (increasing
deviation from 1) with height but larger for the frequency at the peak than for the
one on the slope. Additional, the ratio is greater than one for the peak frequency and
lower than one for the frequency on the slope. The reason for this behavior is that at
the peak both wings of the broadened spectrum are less absorbed. On the slope one
wing is more and the other is less absorbed. For selected frequencies on the slope the
more and less absorption along the wings can compensate each other and no RD effect
appears at all for these frequencies. These frequencies are located at the turning point
on the slope of the absorption line. Figure 4 shows the absorption spectrum for the
here considered absorption line with the second derivative and the transmission ratio
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Figure 2: Absorption spectrum of water vapor (grey) with three laser lines (dashed) of
the transmitted laser radiation for frequencies in a minimum of absorption
as well as at the peak and on the slope of the absorption line. The blue,
black, and red curves illustrate the broadened spectrum due to the RD effect.
The frequencies νrel are given relative to the frequency of the absorption peak
at νpeak = 366.436022 THz. σWV and DB are calculated with respect of a
height of 1200 m in a standard atmosphere modified with ground level values
of T = 9.9◦C, p = 1017.0 hPa and NWV = 1.7× 1023 m−3.
A in the panels below. The 1-crossing of A corresponds with the zero-crossing of the
second derivative. However, the turning points of the curvature are not fix throughout
the atmosphere as the linewidth of the absorption line decreases with increasing height.
Nevertheless, whether A is greater or lower than one depends on the balancing effect
of the two broadening parts and its maximum is found at the frequency of the peak of
the absorption line. The reduction of the RD effect by changing the online frequency
from the peak to the slope is for the here shown case of about 90 % and tuning to the
slope is recommended to reduce the RD effect.
For reasons of laser stabilization within the DIAL transmitter, online frequencies
were recently mostly selected at the peak frequency of absorption lines. Ansmann
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Figure 3: Profiles of the transmission ratio A for the laser frequencies at the peak, on the
slope and at the minimum of absorption. For this calculation the range r is
equivalent to the height.
frequencies. Here, they investigated that the RD effect needs to be considered where
large gradients of the backscatter coefficient and of the temperature occur. However, I
could have shown above that tuning the online frequency to the slope of an absorption
line reduces the RD effect significantly or that it even vanishes completely for selected
frequencies.
A more extended discussion of the RD effect regarding the laser frequency and other
sensitivities was presented at the International Laser Radar Conference (ILRC) in New
York, USA, in 2015. Based on these results a separate publication is planned.
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Figure 4: Upper panel: WV absorption spectrum σWV, middle panel: second deriva-
tive of the absorption cross-section, lower panel: transmission ratio A. The
curves are calculated for a height of 1200 m standard atmosphere. The fre-
quencies νrel are given relative to the frequency of the absorption peak at
νpeak = 366.436022 THz. The red and black dashed lines mark the correspond-
ing laser frequencies at the peak and on the slope; the green lines indicate the




2 UHOH DIAL Setup
The laser transmitter in DIAL systems has to fulfill several requirements regarding the
optical specifications of the pulsed laser output to perform DIAL measurements with
high accuracy. Critical parameters are, e.g., high frequency stability and high spectral
purity. A list of transmitter requirements are in Tab. 2 of Wagner et al. (2013) to be
found in Sect. 2.1.
The overall setup of the UHOH DIAL system is depicted in Fig. 5 and consists of
three main parts: the laser transmitter, the transmitting-receiving scanner unit, and
the data acquisition system. The system can be operated in two configurations: 1) using
an optical fiber and a small transmitting telescope with a 20-cm mirror to transmit the
laser beam into the atmosphere or 2) using a free-beam path with beam expander and
a beam-steering mirror (BSM). A small receiving telescope is optionally installed in
addition for vertical measurements. A high-reflection flip mirror (HRFM) is used to
switch between the two transmitting configurations. A description of the transmitting-
receiving scanner unit and the data acquisition system is given in the publication of
Spa¨th et al. (2016) in Sect. 3.1.
The laser transmitter of the UHOH DIAL system consists of four lasers to generate
laser pulses at wavelengths around 818 nm with a repetition rate of 250 Hz. The trans-
mitted laser pulses are created in a Ti:sapphire crystal in a ring resonator. The crystal
is end-pumped with a frequency-doubled diode-pumped Nd:YAG laser (Ostermeyer
et al., 2005). The frequency-control is realized with the injection seeding technique
(Wulfmeyer and Bo¨senberg, 1996; Wulfmeyer, 1998; Barnes and Barnes, 1993; Barnes
et al., 1993). The UHOH seed laser system consists of two continuous-wave laser diodes
– one for the online wavelength and one for the oﬄine wavelength – which are injected
alternately into the Ti:sapphire resonator to control the emitted frequency and to im-
prove the laser specifications. These laser diodes (hereafter called seed lasers) run with
superior and precise controllable optical properties, e.g., high frequency stability and
narrow linewidth. The injection seeding technique allows to transfer the optical proper-
ties of the seed laser to the high-power laser output. The seed beam is toggled between
the online and oﬄine seed laser with an optical switch as the online and oﬄine laser
pulses are generated in the same Ti:sapphire resonator. The crosstalk of the switch
needs to be very low (Spa¨th et al., 2013) because leakage of oﬄine laser light into the
Ti:sapphire resonator while online is switched would cause spectral impurity of the
Ti:sapphire output. This would distort the measured lidar signals which is very critical
especially for the online signal.
With the original design of the DIAL system, a seed laser system with external
cavity diode lasers (ECDLs) and a micro-electromechanical fiber switch was developed
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by Khalesifard et al. (2009). The laser beams were fiber coupled. Khalesifard et al.
(2009) demonstrated that the seeding system fulfilled the requirements. Unfortunately,
the performance degraded while operating it in the DIAL system. Particularly, the
frequency stability and the seeding power decreased and mode-hops appeared (Schiller,
2008) as well as the optical fiber switch failed regarding the crosstalk specifications.
Without functioning optical switch, a DIAL operation only with online seeding was
performed which yielded to larger uncertainties.
The design and development of the high-power Ti:sapphire laser transmitter for the
UHOH DIAL system is described by Wagner et al. (2013). This publication is inserted
in Sect. 2.1. The contribution of the author to this publication was the part about the
injection seeders with an upgrade to distributed feedback laser diodes. Furthermore,
the author analyzed the presented example measurements of vertical and of the first
scanning operation. A more detailed investigation about the performance of the new
injection seeding system with DFB laser diodes and an electro-optic deflector (EOD)
as fast optical switch is discussed in Spa¨th et al. (2013) in Sect. 2.2.
Since 2010, the Ti:sapphire resonator had undergone a redesign. In 2013, one of
the well-performing DFB laser diodes has already been exchanged by a new ECDL.
The new ECDL shows a similar satisfying frequency stability but provides in addition
higher laser power for injection seeding. Increasing seed laser power becomes more
and more important with increasing Ti:sapphire output power. The second DFB seed
laser has been replaced in 2014. Also in 2013, a new and suitable optical fiber switch
was found and was used in the DIAL system because it is much easier to align in the
system. Nevertheless, the DFB laser diodes and the EOD-based optical switch are still












Figure 5: Setup of the UHOH DIAL system for both configurations via optical fiber and via beam steering mirror and free beam path.
For vertical measurements an additional small receiving telescope can be used with a second detector. To switch between
the two configurations a high-reflexion flip mirror (HRFM) is implemented. Measurements in vertical direction are used in
Muppa et al. (2016) and Wulfmeyer et al. (2016). APD – avalanche photo diode, BE – beam expander, BR – beam reducer,
BSM – beam-steering mirror, FC – fiber coupler, HR – high-reflection mirror, IF – interference filter, TM – transmitting
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The Ti:sapphire (TISA) laser transmitter of the mobile, three-dimensional-scanning water–vapor
differential absorption lidar (DIAL) of the University of Hohenheim is described in detail. The
dynamically-stable, unidirectional ring resonator contains a single Brewster-cut TISA crystal, which
is pumped from both sides with 250 Hz using a diode-pumped frequency-doubled Nd:YAG laser. The
resonator is injection seeded and actively frequency-stabilized using a phase-sensitive technique.
The TISA laser is operating near 820 nm, which is optimum for ground-based water–vapor DIAL
measurements. An average output power of up to 6.75Wwith a beam quality factor ofM2 < 2 is reached.
The pointing stability is <13 μrad (rms), the depolarization <1%. The overall optical–optical conversion
efficiency is up to 19%. The pulse length is 40 ns with a pulse linewidth of <157 MHz. The short- and
long-term frequency stabilities are 10 MHz (rms). A spectral purity of 99.9% was determined by pointing
to a stratus cloud in low-elevation scanningmode with a cloud bottom height of≈2.4 km. © 2013 Optical
Society of America
OCIS codes: (280.1910) DIAL, differential absorption lidar; (140.3580) Lasers, solid-state;
(140.3590) Lasers, titanium; (010.3640) Lidar; (120.0280) Remote sensing and sensors.
http://dx.doi.org/10.1364/AO.52.002454
1. Introduction
Differential absorption lidar (DIAL) is an active re-
mote sensing technique for measuring trace gases
like water vapor or ozone in the atmosphere [1–4].
In contrast to passive remote sensing with Fourier-
transform infrared (FTIR) and microwave (MW)
spectroscopy, DIAL achieves data with higher spatial
and temporal resolution because the signal-to-noise
(SNR) ratio can be scaled by transmitter power and
receiver aperture. Furthermore, the analysis of
DIAL signals does not contain calibration constants;
the required information on absorption cross sections
at the online and offline wavelengths can be taken
from databases like, e.g., the high-resolution trans-
mission molecular absorption database (HITRAN)
[5]. This intrinsic characteristic of the DIAL tech-
nique results in high accuracy of the measured data
[6–9]. Recent water–vapor DIAL intercomparisons
confirmed this advantage [10–12] and led to the ac-
knowledgement of the DIAL technique as one of the
water–vapor reference standards of the World
Meteorological Organization (WMO) [13].
Remote sensing of water vapor using lidar
techniques is very promising for advancing our
1559-128X/13/112454-16$15.00/0
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understanding of atmospheric processes. Among
others, the following main fields of scientific interest
have been identified. First, the investigation of
land-surface exchange and transport processes, espe-
cially in complex terrain, is expected to benefit from
the use of water–vapor lidar data; land-surface-
vegetation-atmosphere models have still strong
deficiencies to simulate fluxes in dependence of the
large-scale forcing conditions and of soil and vegeta-
tion properties [14–17]. Second, water–vapor lidar
will be advantageous for studies of water–vapor tur-
bulence characteristics in the atmospheric boundary
layer in dependence of local and large-scale forcing
conditions [18–21]. Third, the development and
structure of convergence lines leading to convection
initiation can be studied in detail with water–vapor
lidar [22]. Fourth, data assimilation of water–vapor
profiles provided by lidar showed benefits for
weather forecasting and regional reanalyses [23–25].
Two independent lidar techniques emerged for
these purposes: Besides DIAL, also water–vapor
Raman lidar. Water–vapor Raman lidar [19,26–28]
is a technique that is based on the detection of the
vibrational Raman signal of atmospheric water
vapor together with a Raman reference signal of
nitrogen and/or oxygen. Water–vapor Raman lidar
reached already high maturity with automatic in-
struments being operated at some sites [29] and even
commercial systems being available. The perfor-
mance of water–vapor Raman lidar, however, is lim-
ited due to two effects. First, the Raman backscatter
signals are 2–3 orders of magnitude lower than the
elastic backscatter signals used in water–vapor
DIAL systems. Especially during daytime, this leads
to reduced performance with respect to temporal
and spatial resolution even though water–vapor
Raman lidars use quite powerful commercial
laser transmitters—nowadays typically frequency-
doubled or tripled Nd:YAG lasers. Second, Raman
lidar needs a calibration. Calibration techniques
have been developed in combination with, e.g.,
MW radiometers [27,28], but this approach requires
a combination of sensors in order to achieve well-
calibrated water–vapor profiles.
In contrast to Raman lidar, water–vapor DIAL
requires special laser transmitters in order to fulfill
the spectral demands related to water–vapor DIAL.
Such lasers are not yet commercially available and
have been developed by only a few research insti-
tutions. Clearly, the challenge of the water–vapor
DIAL technique lies in the development of these
transmitters. The set of high requirements that
have to be fulfilled include high-average power,
high single-shot pulse energy, high spectral purity
(SP), high shot-to-shot frequency stability, and a
narrow spectral bandwidth of the transmitted laser
radiation.
In the following, we introduce a number of present
water–vapor DIAL systems and highlight their prop-
erties. NASA (National Aeronautic and Space
Administration; USA) operates the airborne LASE
system (Lidar Atmospheric Sensing Experiment)
based on a Ti:sapphire (TISA) laser [6,30,31] with
an average output power of 1W. The laser is injection
seeded and actively stabilized. LATMOS (Labora-
toire Atmosphères, Milieux, Observations Spatiales;
France) uses an Alexandrite laser on the airborne
platform LEANDRE II [32–35] (Lidar pour l’Etude
des interactions Aérosols Nuages Dynamique
Rayonnement et du cycle de l’Eau). The transmitter
has an average output power of 0.5 W. The resonator
contains a Lyot filter and two etalons for frequency
selection. DLR (German Aerospace Center) uses op-
tical parametric oscillator (OPO) technology based
on KTP (potassium titanyl phosphate) on the air-
borne platform systemWALES [36,37] (WAter–vapor
Lidar Experiment in Space). The OPO has an output
power of 4.5–6 W and the resonator is injection
seeded. MPI (Max-Planck Institute for Meteorology,
Hamburg; Germany) deploys for a ground-based sys-
tem an Alexandrite-based laser [4,38–41], and more
recently a TISA laser [41]. The TISA laser has an
output power of 0.93 W and the ring resonator is
injection seeded. IMK IFU (Karlsruhe, Germany) ex-
erts for a ground-based system OPO technology with
a TISA amplifier [42]. An average output power of
5 W is stated. Another category of water–vapor DIAL
transmitters use amplified diode lasers. These sys-
tems are very compact, but their application is so far
limited to the lower troposphere. NOAA (National
Oceanic and Atmospheric Administration, USA) ap-
plies an amplified distributed feedback (DFB) diode
laser in the ground-based CODI (compact DIAL)
system (average power 0.9–1.5 mW) [43,44]. The
University of Adelaide (Australia) developed a
ground-based master laser system based on an
amplified Fabry–Perot diode laser with an average
power of 0.75 mW [45]. Montana State University
(USA) incorporates amplified external cavity diode
lasers (ECDLs) with an average power of up to
70 mW [46–48]. Table 1 summarizes all systems
we are aware of and lists their transmitter and spec-
tral properties, respectively.
At our institute, we decided to build a laser trans-
mitter based on TISA for the use within in a ground-
based scanning system. TISA is a well-known laser
material with unique optical and mechanical proper-
ties [49,50]. It is very flexible due to its broad tuning
range (670–1100 nm), and efficient due to using
solid-state frequency-doubled Nd:YAG lasers as the
pump source. Additionally, manageable resonator
concepts and frequency selections methods can be
used to achieve high-power, single-mode, and single-
frequency operation.
The scope of this paper is to describe the experi-
mental realization of a high-power water–
vapor DIAL transmitter based on a TISA laser. We
show its setup and characterize the overall system
performance in its laboratory configuration and dur-
ing the COPS (Convective and Orographically-
induced Precipitation Study) [16,22,51,52] and the
FLUXPAT (integrative characterization of patterns
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in the atmospheric boundary layer) [53,54] field
campaigns in 2007 and 2009, respectively.
The paper is structured as follows: Section 2 intro-
duces the requirements set to a water–vapor DIAL
transmitter and the technological challenges for
reaching them. Section 3 gives an overview of the
water–vapor DIAL system of IPM UHOH. The TISA
laser performance is discussed in Section 4. Amethod
to determine the SP by use of an atmospheric cloud
measurement and its results are presented in
Section 5. DIAL measurement examples are shown
in Section 6. The paper closes with a summary in
Section 7.
2. Requirements and Laser Transmitter Design
Concept
Several important specifications have to be fulfilled
for the successful operation of a water–vapor DIAL
transmitter. The complete set of requirements is
shown in Table 2. The requirements have been de-
rived based on error propagation and performance
simulations [55,56].
The selection of the suitable frequency conversion
technique starts with the operating wavelength of
the transmitter. For ground-based water–vapor
DIAL measurements, the wavelength regime around
820 nm can be reached with TISA. This region
provides a large range of suitable absorption lines
covering different absorption cross sections which
can be selected depending on the humidity present
in the atmosphere.
The procedure for designing a TISA laser intended
as a water–vapor DIAL transmitter was presented in
[57] for stable and unstable resonator configurations.
Thus, we will restrict ourselves to a summary here.
Our starting point in the laser design was the
simulation of thermal effects in the laser crystal, es-
pecially for end-pumped configurations. The thermal
lensing effect has to be considered in the resonator
design [58–63], e.g., the placement of optical compo-
nents inside the resonator has to be adjusted to avoid
optical damages, the radius of the pump beam on the
crystal should be adapted to eigenmode radius of the
resonator, and the resonator should be dynamically-
stable. The next step of the design considerations in-
volves the choice of the optical resonator type.
Using a medium with polarization-dependent
gain like TISA, a unidirectional ring must be used
for preventing a modulated axial gain distribution
(spatial hole burning). Only this setup ensures sin-
gle-mode operation at high power [39,40,64]. Further
spectral narrowing is achieved with a birefringent
filter (BF) and injection seeding. Active control of
the resonator length is required in order to suppress
Table 1. Comparison of Operated Water–Vapor DIAL Systemsa
System, Transmitter Type Transmitter Properties Spectral Narrowing Technique Spectral Properties
LASE [6,7,30,31] P  1 W Injection seeding λ  813–818 nm
TISA laser Ep  100–150 mJ Active resonator stabilization Δω < 114 MHz, Δν 159 MHz
f  10 Hz SP > 99%
LEANDRE [32–35] P  0.5 W Intracavity Lyot filter, angle-tuned λ  727–770 nm
Alexandrite laser Ep  50 mJ Etalon, piezo-controlled etalon Δω ≈ 738 MHz, Δν ≈ 142 MHz
f  10 Hz SP > 99.99%
DLR WALES [37] P  4.5–6 W Injection seeding λ  935 nm
KTP OPO Ep  45–60 mJ Active resonator stabilization Δω  150 MHz, Δν ≤ 30 MHz
f  100 Hz SP ≥ 99.9%
MPI [41] P  0.93 W Injection seeding λ  820 nm
TISA laser Ep  18.6 mJ Active resonator stabilization Δω  22.5 MHz, Δν:n:s.
f  50 Hz SP ≤ 99.97%
IMK IFU [42] P  5 W – λ  700–950 nm
OPO with TISA amplifier Ep  250 mJ Δω  130–250 MHz, Δν 5 MHz
f  20 Hz SP > 99.9%
UHOH DIAL [53,56, this article] P  6.75 W Injection seeding λ  817–825 nm
TISA laser Ep  27 mJ Active resonator stabilization Δω < 157 MHz, Δν < 10 MHz
f  250 Hz SP  99.9%
CODI [43,44] P  0.9–1.5 mW – λ  823 nm
Amplified DFB diode laser Ep  0.15 μJ Δω ≈ 12 MHz, Δν 80 MHz
f  6–10 kHz SP > 99.9%
University of Adelaide [45] P  0.75 mW – λ  823 nm
Amplified Fabry–Perot diode laser Ep ≈ 500 nJ Δω  n:s, Δν 1 MHz
f  1.5 kHz SP:n:s.
Montana State University [46–48] P  70 mW – λ  828 nm
Amplified ECDL diode laser Ep  7 μJ Δω  0.426 MHz (seed lasers)
f  10 kHz Δν 55 MHz, SP ≤ 99.96%
aTransmitter properties: average output power (P), output pulse energy (Ep), pulse repetition rate (f ). Spectral properties: wavelength
region (λ), linewidth (Δω), frequency stability (Δν), spectral purity (SP). n.s., not specified.
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multilongitudinal modes and to meet the desired
frequency stability of <210 MHz rms. The expected
laser performance can be calculated using a rate
equation approach and allowing the output coupler
(OC) to be optimized for maximum output power
at a given pump power level. The SP of the TISA la-
ser can be modeled using a dual-mode approach. The
results of the thermal module, the beam propagation
module, the performance module, and the spectral
module described in [57] were applied for the TISA
laser transmitter development presented here.
3. DIAL Transmitter
The scheme of the DIAL system at UHOH is
shown in Fig. 1. A DIAL system mainly consists of
three units: (1) the laser frequency converter, (2) tele-
scopes for transmission and receiving, and (3) a data
acquisition system. The complete UHOH DIAL
system is mounted in a 12 m long trailer. The trailer
comprises an energy module with supply units and a
laboratory unit [53,65,66]. The air-conditioned labo-
ratory unit contains the transmitter and data
acquisition systems. The scanner unit with the trans-
mitting and receiving telescopes is located in a
second open-air compartment.
The frequency converter consists of the TISA laser,
which is excited by a high-power frequency-doubled,
diode-pumpedNd:YAGlaser[67,68].TheTISAringla-
ser is injectionseededandactivelystabilizedusingthe
technique of Wulfmeyer [69] (U.S. Patent No. 6,633,
596 B1). Each unit is monitored during operation.
The pump laser of the TISA laser, the injection seeder
(IS) system, the TISA laser breadboard and its fre-
quency stabilization are described in the following.
A. Pump Laser of the TISA Laser
The TISA laser crystal is excited with a diode-
pumped, pulsed, frequency-doubled Nd:YAG laser
as the pump source. Diode-pumped systems are
much more stable than flash-lamp-pumped systems
regarding the laser output energy and the energy dis-
tribution within the laser profile. Furthermore, they
show higher overall wall-plug efficiencies. Mainte-
nance work, cooling efforts, and costs are also signifi-
cantly reduced.
Our pump laser has undergone two develop-
ment stages in 2006 and 2011 in collaboration
with Innovative Berlin Laser GmbH [70] since its
original setup in 2004 [67,68]. The optical setup
and the beam profile of the pump laser are depicted
in Figs. 2 and 3(a), respectively. In 2006, the laser
setup was changed from a bar system to a bread-
board for overall stability improvement. Simultane-
ously, the master oscillator was redesigned to a
linear resonator in twisted-mode configuration.
The resonator length after the modification was
Table 2. Transmitter Requirements for Ground-Based Water–Vapor DIAL from Ground to the Upper Troposphere According to [55,56], and
Achieved Transmitter Specifications of the UHOH DIAL Transmittera
Parameter Requirement Achieved
Energy and Efficiency
Average power >1 W 6.75 W
Pulse energy 4–10 mJ 27 mJ
Repetition rate 100–250 Hz 250 Hz
Pulse duration <200 ns 40 ns
Frequency switch Pulse-to-pulse on- /off-line Yes
Mode quality
M2 <2 <2
Pointing instability <15 μrad rms <13 μrad rms
Spectral properties of the online frequency
Wavelength range (wavenumber) Within 815–825 nm (12270–12121 cm−1) 817–825 nm
Spectral purity >99.5% [40] 99.9%
Bandwidth <400 MHz < 157 MHz
Frequency instability <210 MHzrms <10 MHzrms
Coarse tuning range 1–3 nm typically for reaching suitable absorption lines
under different atmospheric conditions
Yes
aIf these requirements are met, the relative error in water–vapor measurements due to transmitter performance is <3% over the
entire range.
Fig. 1. Scheme of DIAL system. A DIAL system consists of three
units: frequency converter, receiver (telescope), and data acquisi-
tion system (including data analysis). APD, avalanche photodiode.
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77 cm and contained a single pump chamber. The Q-
switch was realized with a rubidium titanyl phos-
phate (RTP) Pockels cell, which can be operated at
much lower voltages (850 V) compared to a beta-
barium-borate (BBO) Pockels cell (3–5 kV). Option-
ally, the master laser could be seeded and frequency
stabilized using the same phase-sensitive technique
of Wulfmeyer [69], as used for the TISA.
In the period of 2006–2010 covering the field cam-
paigns of COPS and FLUXPAT, the master oscillator
delivered a maximum power of 1.9 Wat 1064 nm at a
repetition rate of 250 Hz. After the preamplifier
stages (see Fig. 2), a maximum power level of 16.8 W
at 1064 nm was reached. The preamplifier stages
were operated in a single-pass configuration. Two
additional main amplifier stages (single pass)
further amplified to 72.5 W. The frequency doubling
of the fundamental wavelength was done with two
temperature-stabilized BBO crystals and resulted
in an average power of >40 W at 532 nm. In addition
to the reported specifications [67,68], the polariza-
tion of the laser at 1064 nm was specified to be
1.9%–2.9% over the whole power range.
In 2010∕2011 the pump laser was redesigned and
further system improvements were implemented.
The linear master oscillator was replaced by a ring
resonator, because a ring resonator has a stability
zone that is doubled in width.
B. Injection Seeders of the TISA Laser
For injection seeding, a continuous-wave laser is
injected into the TISA resonator. By matching to
the TEM00 eigenmode, a high seed efficiency can be
realized. A single longitudinal resonator mode is fa-
vored to build-up and depletes the gain before other
competing modes can reach lasing threshold. As a re-
sult, the pulse build-up time and the timing jitter of
the pulse are significantly reduced compared to free-
running, unseeded operation of the TISA laser. The
IS efficiency directly influences the SP of the TISA
laser output [41]. The minimum requirements for
the seed power can be derived experimentally and
by theoretical analyses [57].
We started with the use of commercially available
ECDLs (Toptica DL 100 series). A beam profile of the
IS is shown in Fig. 3(b). During COPS, the seed
laser system of the TISA resonator consisted of
two ECDLs, which were frequency-controlled using
a He–Ne laser as a reference [71]. One of the ECDLs
was tuned to the online wavelength and the other
was tuned to the offline wavelength. The seeders
were periodically switched using a fast and polariza-
tion maintaining optical multiplexer switch. The
system showed a frequency stability of 20 MHz
rms. The output power of a single ECDL was up to
20 mW in the wavelength range of 815–840 nm. A
further investigation of the IS system revealed a
higher cross talk of the fast multiplexer switch than
expected [71]. Therefore, this switch was not used in
further experiments. Additionally, the ECDL concept
with its grating angle being used to control the fre-
quency showed mechanical stability problems in vi-
brating environments. During the field experiments
COPS and FLUXPAT 2009, the TISA resonator was
seeded with only the online seed laser. For the offline-
transmitter operation, the online seeder was blocked
with a mechanical chopper at a frequency of 125 Hz,
and the TISA laser was running freely broadband
with a bandwidth of a few nanometers given by
the BF and the coatings of the optical components.
Fig. 2. Pump laser setup on breadboard (dimensions: 120 cm × 60 cm). Master oscillator power amplifier (MOPA) design. IS, injection
seeder; FI, Faraday isolator; λ∕2, half-wave plate; EOM, electro-optical phase modulator; TL, telescope lens; HR, high-
reflecting mirror (1064 or 532 nm); PR, partial-reflecting mirror; PZT-HR99, high-reflecting mirror mounted on piezo actuator; I/A,
iris/aperture; λ∕4, quarter-wave plate; Nd:YAG PC1, pump chamber of master oscillator; TFP, thin-film polarizer; RTP-PC, RTP Pockels
cell; SHUTTER, beam shutter; OC, output coupler (reflectivity R  70%); Nd:YAG PC2/3, pump chambers of preamplifier stage; QR,
quartz rotator (90°); Nd:YAG PC4/5, pump chambers of main amplifier stage; Mλ∕2, motorized half-wave plate; W, window; SHG1/2,
second-harmonic generation; DM, dichroic mirror; DET-MO, DET-WT, silicon detectors of master oscillator and frequency stabilization;
CCD-MO, CCD-AMP, CCD cameras for monitoring beam profiles of master oscillator and preamplifier stage.
2458 APPLIED OPTICS / Vol. 52, No. 11 / 10 April 2013
21
After the COPS field campaign, a further IS devel-
opment was initiated based on DFB lasers [72,73].
The frequency stability of the now used DFB lasers
with a standard deviation of only 6.3 MHz is much
higher than of ECDLs. As DFB lasers do not contain
external cavities, their output performance is much
less sensitive to mechanical vibrations and changes
in the ambient conditions. DFB lasers are tuned by
changing the temperature and laser diode current.
A detailed comparison of ECDL and DFB seed lasers
can be found in [74]. Although the tuning range of the
DFB lasers of 817.7–819.0 nm is reduced compared
to the range of ECDL lasers, it is large enough and
covers several suitable water–vapor absorption lines.
An IS system using two DFB lasers and an electro-
optical deflector instead of an optical multiplexer is
currently under investigation [75].
C. Frequency Stabilization of the TISA Laser Resonator
The overall frequency stability of the TISA laser
is determined by its passive stability and by the
active frequency stabilization. The passive frequency
(a) (b)
(c)
Fig. 3. (a)–(c) Intensity distributions (in arbitrary units) of the pump laser, IS, and TISA laser. (a) Frequency-doubled
Nd:YAG pump laser, (b) external cavity diode laser (IS), (c) TISA laser. Circles with diameters of 1.5 mm are shown for comparison.
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stability is influenced by the mechanical stability of
the laser setup and the environmental changes due
temperature, pressure, and mechanical vibrations.
These environmental effects lead to a change in the
resonator length. This results in a misaligned reso-
nator and frequency instability or long-term drift,
and leads in an extreme case to laser mode hops.
Therefore, a stringent requirement for the passive
stability is that the TISA laser and any other optical
parts should be mounted on a breadboard with a low
thermal expansion coefficient. The temperature of
the surrounding must be controlled and monitored.
The techniques of stabilizing continuous-wave
lasers have been mostly adapted to the application
in a pulsed laser. Rahn and Schmitt [76,77] and more
recently Schröder et al. [78] use the measurement of
the pulse build-up time of a Q-switched Nd:YAG la-
ser to detect if the slave laser is in resonance with the
master laser (IS). A minimization of the pulse build-
up time indicates the locking status. If a minimum is
not detected, a piezoelectric transducer (PZT) adjusts
the resonator length accordingly. This method is also
found in commercially available Nd:YAG laser
systems.
Another method is to detect an intensity-
dependent resonator interference signal, while the
PZT is being ramped. The interference signal is given
by the IS together with multiple round trips of the
seeder inside the resonator. At signal intensity maxi-
mum, master and slave cavity are in phase, and the
laser Q-switch is opened. This technique is called
ramp-and-fire [79], and in a modification ramp-
hold-fire [80], where the ramp is stopped by a latch
signal at resonance. In another variant, the time
between each laser pulse is kept constant, but the
voltage of the ramp is adjusted according to the res-
onance signal [41].
It is also possible to use a signed, polarization-
dependent error signal to detect the frequency shift
of the slave cavity [81]. This technique was intro-
duced by Hänsch and Couillaud [82].
The phase shift between master and slave resona-
tor can be detected by mixing of the phase-modulated
reference signal using a phase modulator (PM) or an
electro-optical modulator (EOM) with the same sig-
nal after a round trip in the slave resonator. By this,
a sign-dependent error signal with zero crossing at
resonance is obtained. The resonator length can be
adjusted accordingly with a PZT. This technique is
based on [83] (Pound–Drever–Hall scheme) and
was applied for the first time in pulsed lasers by
Wulfmeyer et al. [69], where a pulsed Tm:LuYAG la-
ser was stabilized to 0.2 MHz rms. Ostermeyer et al.
[67,68] and Strässer et al. [84] incorporated the same
technique and achieved a resulting frequency stabil-
ity of 1.0 MHz rms for the master oscillator of a
Nd:YAG laser. An extension using a sample-and-hold
circuit resulted in a stability of 0.3MHz [85]. The sta-
bilization technique according to Wulfmeyer [69] is
advantageous, as a phase measurement is used as
reference and not the intensity of a resonance. Here,
the resonator is almost always kept at resonance
compared to ramp-and-fire methods, and the piezo
actuator is less stressed. Additionally, the speed of
the stabilization loop is also considerably faster com-
pared to the method of minimizing the pulse build-up
time. Fast moving optical elements to detect a reso-
nance are also avoided. The Wulfmeyer technique is
therefore considered to be the best method for the
frequency stabilization of a pulsed laser under a
rough environment.
D. TISA Ring Laser
The TISA laser is based on a dynamically-stable uni-
directional ring resonator. The beam propagation
inside of the resonator was calculated using the
Gaussian beam model and matrix methods [58–63].
The thermal lensing of the Brewster-cut crystal has
to be considered in the resonator design process. The
finite element analysis (FEA) calculated thermal
lensing of the Brewster-cut TISA crystal [57] in com-
parison with measurements using a probe-beam
method is depicted in Fig. 4. The resulting beam
propagations and stability zones for tangential and
sagittal planes are shown in Fig. 5.
The optical setup of the TISA ring laser on the
breadboard is shown in Fig. 6. TheBrewster-cut TISA
crystal is 20 mm long and has a diameter of 7 mm. It
is mounted in a Peltier cooler made of aluminum [57].
Its small-signal absorption coefficient at 514 nm was
specified with 1.84 cm−1 (Crystal Systems). The crys-
tal is pumped from both sides through dichroic mir-
rors. The pump beam of the frequency-doubled
Nd:YAG laser is adjusted using a telescope
(T-L1: 150 mm, T-L2∶ − 75 mm) and divided into
two pump branches using a beam splitter (BS).
The pump beam radius on the TISA crystal is about
0.9 mm.
The ring resonator consists of five mirrors and has
a length of 145 cm. The resonator contains an optical
diode (λ∕2 plate, FR: Faraday rotator) to ensure
unidirectional counterclockwise propagation. The
Fig. 4. Focal length of the thermal lens f th of the Brewster-cut
TISA crystal for different values of the single-side pump power
P0 at 532 nm. FEA calculated thermal lensing [57] in comparison
with experimentally determined values for sagittal and tangential
plane, respectively. The thermal lensing was determined from the
deflection of a probe beam. Pump-beam radius ωp  0.75 mm.
Comparison with model of Innocenzi et al. [86].
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propagation direction is indicated by arrows in Fig. 6.
Additionally, a four-plate BF is used for coarse fre-
quency selection. The thickness order of the quartz
plates is 8-0.5-1-2 mm (manufacturer Bernhard
Halle). One of the resonator mirrors (PZT-HR) is
mounted on a piezo actuator [Physik Instrumente
(PI), piezo model PI010.00H, piezo driver model
E507.00X] for the active resonator frequency stabili-
zation. The OC had a reflectivity of 55% or 80%,
depending on operating conditions during the two
field campaigns. The bandwidth of the TISA resona-
tor mirrors (Laser Components) is about 30 nm
(800–830 nm). The TISA laser output is directed
through an additional Faraday isolator (FI) and
focused with a lens (L) on an optical fiber, which
guides the laser light to the transmission telescope.
A thin-film polarizer before the isolator allows to
adjust the incident TISA power level on the fiber.
The IS is led through a fiber coupler (FC-SEED)
and passes a single lens (L) to adjust the beam radius
of the seeder to the eigenmode radius of the resona-
tor. The electronics for the active frequency stabiliza-
tion according to Wulfmeyer [69] are found on the
right-hand side of the breadboard and includes the
PM of the IS, the driver of the PM (PM-RF), the de-
tectors for the phase (DET-PM), and the forward
resonance detector (WT-DET; located top-left of
breadboard). The PM creates two additional side-
bands for the active frequency stabilization. The fre-
quency stabilization is implemented as follows in the
TISA laser setup (Fig. 6). The IS is phase modulated
to create two sidebands with 40 MHz (PM, PM-RF)
and is subsequently injected to the laser cavity. The
output of the cavity is detected (DET-PM) and mixed
with the initial phase signal. The mixed phase signal
(WT-PHA) is sent to the electronic circuit. An addi-
tional detector is necessary to detect the cavity
forward resonance (WT-DET). At cavity resonance,
the resulting phase signal after mixing shows a zero
crossing at cavity resonance. According to the phase
signal and forward resonance detector, the circuit ad-
justs a piezo driver voltage for the piezo-mounted
mirror (PZT-HR).
Fig. 5. Beam propagation and stability zone of TISA ring resona-
tor. Mode radius ωm for resonator position z starting at the first
principal plane of TISA crystal. Mode radius ωm;0 on TISA crystal
for different values of focal length of thermal lens f th.
Fig. 6. TISA laser setup on breadboard (dimensions: 120 cm × 60 cm). T-L1, T-L2, pump beam telescope lenses; BS, beam splitter
(50∶50%); HR, high reflecting mirror (532 or 820 nm); DC, dichroic mirror (shortpass characteristic); TISA, Ti:sapphire crystal; HR/G,
high reflecting mirror or gold mirror; I/A, iris/aperture; BF, birefringent filter; FR, Faraday rotator; λ∕245°, half-wave plate aligned
to 45° retardation; PZT-HR, high reflecting mirror mounted on piezo actuator; PZT-DRI, piezo actuator driver; OC, output coupler; FI,
Faraday isolator; POL, thin-film polarizer; L, lens; BD, beam dump/optical shutter; PM, phase modulator; CHO, optical chopper; PR,
partial reflecting mirror; CCD-532, CCD-820, CCD-FIB, CCD cameras for monitoring beam profiles of pump laser, TISA laser (resonator),
and TISA laser profile at fiber coupling; FC-SEED, FC-FIB, FC-WAV, fiber couplers of IS, TISA laser fiber, and wavemeter, respectively;
DET-PM, silicon detector for phase modulator; PM-RF, phase modulator rf driver; WT-DET, WT-PHA, Wulfmeyer frequency stabilization
technique (WT) forward resonance detector and phase signal; DET-CHO, DET-DAQ, silicon detector of optical chopper signal and silicon
detector of data acquisition.
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For operation of the stabilization loop, it is initially
adjusted using a synthetic triangle signal applied to
the piezo driver [Fig. 7(a)] and the resulting
phase signal is manually shifted to zero crossing
at resonance [Fig. 7(b)]. If necessary, the resonator
mirrors have to be realigned as the piezo movement
usually results in an output power drop of the laser.
Therefore, an additional power optimization under
the triangle signal applied to the piezo should be per-
formed. After this alignment procedure, the triangle
signal is switched off and the feedback loop is closed
for operation. Figures 7(c) and 7(d) show the phase
signal and the piezo driver signal, respectively.
An FI protects the IS from backreflections from the
TISA resonator. The optical chopper (CHO) blocks
the seeder for offline (broadband, unseeded) opera-
tion. The resonator itself is injection seeded through
the OC.
Additional detectors are used to monitor the opti-
cal chopper signal (DET-CHO) and the TISA pulse
for the data acquisition system (DET-DAQ). CCD
cameras (Thorlabs DCC1545M) are used to monitor
the positions of the pump beam (CCD-532), the TISA
laser or the IS (CCD-820), and the fiber coupling
(CCD-FIB). The cameras used the signal leaking
through high-reflecting mirrors. The beam direction
propagation was fixed using an iris (I/A).
4. Performance of the TISA Laser
The TISA laser has undergone three evolution stages
within the years 2005–2009. In the following, we
will describe the TISA laser performance in the
laboratory, and during the field campaigns of COPS
[16,22,51,52] and FLUXPAT 2009 [53,54].
The initial pump laser in 2005 had an output
power of 27 W at 532 nm with 250 Hz [67,68] and
a pulse duration of 20 ns FWHM. The beam quality
factor was M2  2.3. A TISA resonator was built us-
ing a Z-shaped (or bow-tie) unidirectional ring
configuration with four mirrors. The OC had a reflec-
tivity of 55%. Lasing threshold was at a pump pulse
energy of 50 mJ. At a maximum pump pulse energy
of 95 mJ, a TISA output pulse energy of 25 mJ with a
pulse length of 40 ns was obtained [beam profile
shown in Fig. 3(c)]. This corresponds to a TISA
laser output power of 6.25 W and an optical–optical
conversion efficiency of 26%. The optical overlap ηo is
defined as the overlap of the pump beam and the
TISA resonator eigenmode at the position of the
TISA crystal. Figure 8 shows a comparison of laser
performance modeling [57] and experimentally mea-
sured laser performance as a function of ηo at a con-
stant dissipative resonator loss of L  0.05. An
overlap of ηo ≈ 77% was verified in agreement with
experimental data.
The pump laser was upgraded in 2006 to achieve a
higher output power and a better mechanical stabil-
ity. The maximum available power was increased to
46 W at 532 nm with 250 Hz at a pulse duration of
19 ns. However, the beam quality factor was de-
creased from M2  2.3 to 4.1. With this new pump
configuration, the lasing threshold for the TISA laser
significantly increased from 50 to 95 mJ. At a pump
pulse energy of 140 mJ, a maximum pulse energy
of the TISA laser of 27 mJ was obtained (only 10%
(a) (b)
(c) (d)
Fig. 7. Active frequency stabilization of resonator. (a) Synthetic triangle signal at piezo voltage driver (zoomed in), (b) resulting phase
under triangle signal with zero crossing at cavity resonance with zero frequency shift and frequency shift of 40 MHz at location of side-
bands, (c) phase signal, and (d) piezo driver signal at closed frequency stabilization loop operation.
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increase compared to the previous setup). This
corresponds to a TISA laser output power of 6.75 W
and an optical–optical efficiency of 19%. The optical
coupling efficiency for this configuration was 50%.
For the COPS field campaign, the pump laser
and the TISA were mounted into the trailer. The
Z-shaped TISA ring resonator was changed to a con-
figuration using five mirrors (Fig. 6) to obtain a more
compact resonator setup. The TISA laser was oper-
ated 300 h at a power level of 4–5 Wat a pump power
of 32W during the campaign. We recorded the IS and
TISA laser transmission through a confocal Fabry–
Perot interferometer with a mirror spacing of 10 mm
and a free spectral range of 7.5 GHz and a resolution
limit of 35 MHz. The fringe patterns of the IS and the
TISA laser are shown in Figs. 9(a) and 9(b), respec-
tively. An analysis of the fringe patterns showed that
the bandwidth is <157 MHz for the TISA laser. The
TISA output wavelength was verified using a wave-
meter (HighFinesse Ångstrom WSU). The frequency
stability over a sample period of 120 min of the TISA
laser and the IS is depicted in Fig. 10(a). The corre-
sponding histograms are shown in Fig. 10(b). A fre-
quency stability of 10 MHz (rms) was verified, which
meets clearly the requirements of <210 MHz.
For the FLUXPAT 2009 campaign, the TISA laser
was injection seeded with a DFB laser for the online
transmitter operation. The TISA laser operation was
reduced to a power level of 2Wat a pump-power level
of 22.5W. The OC reflectivity was increased to 80% to
ensure low lasing threshold and reliable operation.
The output pulse length was 93.5 ns [Fig. 11(a)],
which corresponds to a linewidth of only 8.8 MHz
[Fig. 11(b)], which is again much better than the
requirement of <400 MHz. Assuming a Gaussian
pulse, the theoretical FWHM pulse linewidth is
Δω0  4.7 MHz. Figure 11 indicates no mode beating
and thus single-mode operation of the TISA laser.
Additionally, the working frequency stabilization
with zero crossing of the phase signal at resonance
(Fig. 7) shows operation at resonance and proves
single-frequency operation. Therefore, we can con-
clude single-mode, single-frequency operation of the
TISA laser. An additional and remaining frequency
chirp contribution to the bandwidth of the laser pulse
is attributed due to changes in the refractive index
of the TISA laser crystal during the duration of
the pump pulse. This contribution cannot be
compensated by the frequency stabilization and its
general proportion is currently the subject of further
investigations.
During FLUXPAT 2009, the output of the TISA la-
ser was coupled using a lens with focal length of
300 mm into a 20 m long optical fiber (Fibertec
[87], Berlin, Germany) with a numerical aperture
of NA  0.2. The fiber has a diameter of 1000 μm
and led the laser radiation to a transmission
(a)
(b)
Fig. 9. Fabry–Perot fringe pattern of (a) IS and (b) TISA laser.
Fig. 8. TISA laser operation: laser performance calculations ac-
cording to [57] versus experimental results. Eout, TISA output
pulse energy; Epump, pump pulse energy; η0, optical coupling effi-
ciency; L, dissipative resonator loss (L  0.05).
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telescope. No nonlinear effects or a limitation in fiber
transmission were observed at the power level of 2W.
The transmission of the fiber was 89.5%.
5. Spectral Purity of the Transmitter
The SP of the emitted radiation of the frequency
source is one of the most critical parameters of a
water–vapor DIAL transmitter. Even small amounts
of spectral impurity can lead to significant system-
atic errors in the water–vapor DIAL data [3,4,6,40,].
The SP of a laser (transmitter) is usually determined
by measuring the signal intensity on a detector after
transmission through an absorption cell filled with
water vapor. The remaining transmission in online
mode operation is a direct measure for the spectral
impurity of the laser. Required is that the laser band-
width can be neglected with respect to the width of
the absorption line, and the selected water–vapor ab-
sorption line ensures a (theoretical) total absorption
in online mode. Another method to measure SP uses
the absolute frequencymeasurement by a heterodyn-
ing technique. The heterodyning can be performed
for on- and off-line mode. Additionally, a reference
(HeNe laser) can serve as the absolute frequency
standard. However, a quantitative analysis on a
single-shot basis is yet too demanding.
A method for using the atmospheric transmission
is based on a cloud measurement technique. Here,
the laser transmitter or scanner is pointing toward
an optically dense target (e.g., mountain or cloud) at
a low elevation angle in offline and online transmit-
ter operation mode. The target can then be observed
at a high signal level in offline mode at the corre-
sponding range (saturation of the detector should
be avoided). In contrast, the signal level in online
mode should almost vanish at the range of the target
if the SP of the transmitter is high. Required is there-
fore the selection of a suitable strong absorption line
to ensure full absorption (high optical depth of ≈7)
within the range to the target. The remaining de-
tected online signal power PON;IMP in relation to the
offline signal power POFF for both at the range r of the
hard target is therefore a measure of the spectral
impurity of the complete transmitter and receiver
unit including data acquisition. The resulting meas-
urement of the spectral purity SP is given by
SP  1 − PON;IMP
POFF
; (1)
with PON;IMP, POFF at r  maxPOFF.
Figure 12 shows the online and offline signal inten-
sities for a measurement of a low stratus cloud. The
measurement was performed on June 18th, 2010, at
14.45 UTC with a measurement time of 1 min for on-
line and offline. The online/offline profiles were mea-
sured consecutively. An atmospheric background
correction was performed by subtraction of the mean
signal value at a range of 18.00–19.95 km. The analy-
sis using Eq. (1) yields an SP of 99.92%, which
(a)
(b)
Fig. 10. (a) Frequency stability of TISA laser and IS (standard




Fig. 11. TISA laser operation at an output power level of ≈2 W.
(a) Pulse shape and (b) resulting linewidth.
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confirms that the laser transmitter fulfills the
requirement of 99.5%.
6. Humidity Measurements with the UHOH DIAL
The UHOH DIAL is mounted onto a mobile trailer
and was applied successfully in a number of field
campaigns since 2007. The system provides remote
sensing data of the atmospheric water–vapor field
with previously unachieved resolution allowing for
a detailed investigation of the complexity of the
humidity field. Intercomparisons with other instru-
ments confirm high accuracy of the measured data
and thus that the frequency converter meets the re-
quirements discussed above. By use of a scanning
transmitter with an 80 cm receiving telescope, the
measurements can be performed in any direction
of interest and the three-dimensional structure of
the water–vapor field can be observed. Beside hu-
midity, also the backscatter field and thus aerosols
and clouds are observed simultaneously.
In the following, we present examples of humidity
measurements made with the UHOH DIAL in order
to illustrate the performance of the frequency con-
verter during field operation. The data products of
the DIAL are profiles of absolute humidity with
typical resolutions of 15–300 m with a temporal res-
olution of 1–10 s and a maximum range of a few
kilometers at both day and night. The backscatter
profiles are stored for each laser pulse, i.e., with
250Hz, and a range resolution (distance between two
consecutive range bins) of up to 3 m up to 20 km
range. Thus, maximum flexibility is possible in post-
processing of the data because spatial and temporal
resolution can be traded off against each other.
The first field deployment of the UHOH DIAL was
during COPS in summer 2007. A measurement
Fig. 12. Cloud measurement to determine SP of the laser trans-
mitter. Offline and online signal (range-corrected signal intensity
P · r2); r, range; h, height above ground level; P, signal intensity.
Telescope position: elevation −70°. 15,000 laser pulses averaged
(60 s averaging).
Fig. 13. Example of a 16.5 h long vertically pointed measurement
with the UHOH DIAL: absolute humidity (AH) field measured be-
tween 8:58 UTC August 1, 2007, and 1:30 UTC August 2, 2007,
during the COPS campaign. h is the height above ground level.
The temporal resolution of this dataset is 10 s. The range resolu-
tion is 15 m. The humidity data were analyzed here using a win-
dow width of 150 m for each data point. Dashed lines mark gaps in
the data.
(a) (b)
Fig. 14. Comparison of 10 s UHOH DIAL measurements with
data of radiosondes launched at the lidar site at (a) 10:57 UTC
and (b) 17:10 UTC on August 1, 2007. h, height above ground level;
AH, absolute humidity.
Fig. 15. Example of a scanning measurement with the UHOH
DIAL: absolute humidity (AH) field measured at 7:12 UTC on
September 9, 2009, during the FLUXPAT campaign. h is the
height above ground level, r the horizontal distance to the lidar.
The temporal resolution of these data is 10 s while the azimuth
angle was changed with 0.1°∕s giving an angle resolution of 1°.
The range resolution is 15 m. The humidity data were analyzed
with a window width of 150 m for each data point.
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example collected in vertical pointing mode over a
period of 16.5 h during this campaign is shown in
Fig. 13. With a resolution of 150 m (window length
used for the Savitzky–Golay fit when calculating hu-
midity) and 10 s, the noise of the data is low up to a
range of more than 5 km in daytime. On this day,
warmmoist airwasadvected from theMediterranean
to South-Western Germany, where the UHOH DIAL
was stationed on Hornisgrinde, the highest peak in
the northern Black Forest at a height of about 1160m
above sea level. A dry intrusionmarks the frontier be-
tween the air masses. Especially within the advected
dry-warm air, high variability of the water–vapor
fieldwith several sharp layers is revealedby theDIAL
measurements. Comparisons of the UHOH DIAL
measurements with radiosondes launched at the
lidar site show close agreement (Fig. 14).
In scanning mode, the UHOH DIAL can be
operated with 0.1–10°∕s scan speed. By combining
range-resolved measurements with scanning
capability, different scan patterns can be performed.
A scanning measurement example of the campaign
FLUXPAT 2009 is presented in Fig. 15. In this
range-height indicator (RHI) scan several horizontal
layers can be seen in addition to turbulent structures
with high moisture values from close to the ground
up to a height of 250 m.
7. Summary and Outlook
We have discussed the performance of a high-power
TISA laser that serves as the transmitter of the scan-
ning ground-based water–vapor DIAL at UHOH.
The transmitter specifications and the spectral prop-
erties were demonstrated. The transmitter was suc-
cessfully operated during two field campaigns.
The TISA ring resonator concept allows for single-
mode, single-frequency operation. The pump laser is
a frequency-doubled Nd:YAG in MOPA configura-
tion. The pump laser reached an average power level
of 46 W at 532 nm with a repetition rate of 250 Hz.
Injection seeding of the TISA laser is performed us-
ing stabilized DFB lasers. DFB lasers demonstrated
a higher frequency stability compared to ECDL
lasers. The resonator is further stabilized using a
phase-sensitive technique, which shows clear advan-
tages compared to other methods using the intensity
of the cavity resonance.
The TISA ring resonator achieved an average out-
put power of up to 6.75 W (19% optical–optical
conversion efficiency). We have demonstrated single-
mode, single-frequency operation. The resulting
bandwidth is < 157 MHz and we found a frequency
stability of <10 MHz, outreaching the requirements
of 210 MHz by a factor of >20. A cloud measurement
was performed to determine the SP of the transmit-
ter. We determined a SP of up to 99.9%, which fulfills
the requirements of 99.5% for ground-based water–
vapor DIAL measurements.
The mobile scanning water–vapor DIAL of UHOH
was deployed during field campaigns. The long-
term transmitter operation was demonstrated.
A comparison with radiosonde data shows close
agreement. The first scanning water–vapor DIAL
measurements were performed.
In the future, the DIAL transmitter will be im-
proved to increase the overall efficiency.
The DIAL was built in the frame of a DFG
(Deutsche Forschungsgemeinschaft) project [DFG
reference number (GZ) WU 356/3-1, WU 356/3-2; cost
item (AOBJ) 168889, 516828], which was a joint col-
laboration of IPM (Institute of Physics and Meteor-
ology, University of Hohenheim: Ti:sapphire laser
with frequency stabilization, DFB seeder), DLR
(German Aerospace Agency: ECDL seeder system),
UP (Institute of Physics and Astronomy, Nonlinear
Optics, Potsdam University: pump laser), and IfT
(Institute of tropospheric research: trailer and scan-
ner design). The first three-dimensional-scanning
water–vapor DIAL measurements were performed
during the FLUXPAT 2009 field campaign in Düren
(Düren is located about 50 km west of Cologne,
Germany) in summer 2009 in the frame of the trans-
regional research unit 32 of DFG. The support of
Dr. A. Napiwotzki and D. Richter (both Innovative
Berlin Laser GmbH [70], Germany) during
FLUXPAT 2009 is highly acknowledged.
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Water vapor differential absorption lidar
Electro-optic deﬂector
Fast optical switch
a b s t r a c t
A compact and rugged distributed feedback (DFB) laser system has been developed as online–ofﬂine
injection seeder for the laser transmitter of a ground-based water vapor differential absorption lidar
(WV DIAL) near 820 nm. The frequency stability of this injection seeder system shows a standard deviation of
only 6.3 MHz and a linewidth of less than 4.6 MHz during continuous operation of more than 14 h. These
values by far exceed the requirements for WV DIAL. By use of a novel technique based on an electro-optic
deﬂector (EOD), alternating online–ofﬂine wavelength switching is achieved for each shot of the seeded laser
with 250 Hz with a response time of less than 10 ms and very low crosstalk between the channels of only
33 dB. As a result, a spectral purity of 99.95% is reached by the WV DIAL transmitter which again fulﬁlls the
requirements for WV DIAL measurements with high accuracy. Because moveable parts are not present in the
seeding system, this setup is signiﬁcantly less sensitive to acoustic vibrations and ambient temperature drifts
during ﬁeld experiments than other seeding systems which use external cavity diode lasers (ECDL) and
mechanical switches. By our new seeding system not only the requirements for ground-based water-vapor
DIAL are met but also for space-borneWV DIAL applications that pose even higher demands to the frequency
stability and spectral purity of the laser transmitters.
& 2013 The Authors. Published by Elsevier B.V. All rights reserved.
1. Introduction
In order to provide measurements with low systematic errors, the
transmitter of a ground-based water vapor differential absorption
lidar (WV DIAL) system has to fulﬁll high demands regarding the
spectral purity and frequency stability of the pulsed laser radiation
[1]. Even higher requirements have to be met for airborne and space-
borne WV DIAL [1–7] because the sampled absorption lines are then
narrower. Table 1 summarizes the requirements regarding frequency
stability, bandwidth, and spectral purity. Injection seeding with stable
diode lasers is the technique of choice for spectral narrowing and
stabilizing pulsed high-power laser transmitters [8–13].
Depending on the application, these seeding lasers must
provide continuous-wave laser radiation at speciﬁc wavelengths
with preferably high power (several tens of mW) and at least as
high frequency stability as what is required for the pulsed laser
that is seeded. For ground-based WV DIAL systems, suitable
absorption lines are located, e.g., at wavelengths near 820 nm
[14,15]. This wavelength region is reached with high efﬁciency by
Ti:sapphire lasers. Thus, the injection seeded high power Ti:
sapphire laser is our choice for the WV DIAL transmitter [5,6].
Alternative concepts use Alexandrite lasers [1,2,12,13] or optical
parametric oscillators (OPO) with ampliﬁed Ti:sapphire lasers [16]
for this purpose. Low power WV DIAL systems near 820 nm have
been developed based on ampliﬁed diode lasers [17–20].
For airborne and satellite borne WV DIAL systems, absorption lines
around the wavelengths of 935 nm are better suited [21,22] because
the higher absorption cross-sections in these spectral regions are
advantageous. Further wavelength regions suitable for WV DIAL are
found around 720 nm [23], 1.5 mm [24], and 10 mm [25–27].
DIAL uses alternating laser pulses at two wavelengths in order
to determine the number densitiy of a trace gas in the atmosphere.
One pulse has to be tuned to a wavelength with high atmospheric
absorption of the gas to be detected (online wavelength), and the
other pulse at low absorption at a wavelength nearby (ofﬂine
wavelength). Thus, a DIAL transmitter needs also a device for
switching the online and ofﬂine wavelengths in short time. For
this purpose, one can use two pulsed lasers as transmitters, i.e.,
one for each wavelength. But it is more cost efﬁcient and
technically signiﬁcantly less complex to use one pulsed laser, the
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output of which is switched between the two wavelengths. In
principle, seeding only for the online wavelength and letting the
pulsed laser run freely without seeding for the ofﬂine signal is also
possible. This approach, however, has the disadvantage that the
output wavelength for the ofﬂine signal is not ﬁxed. Multimode
operation of the pulsed laser transmitter may result in unwanted
modes with a spectrum of uncertain atmospheric absorption
characteristics. Hence, a switch between two seeders is advanta-
geous. This switch has to operate not only fast enough for the
pulse repetition rate of the seeded laser but also with low crosstalk
between the online and ofﬂine signals in order to provide online
seeding with the required high spectral purity of 499.6% and
499.9% for ground-based and airborne/satellite borne DIAL,
respectively [1–4]. Previous approaches for switching between
the seed lasers were laser modulators [28], ﬁber switches [29], and
ﬁber-coupled micro-electromechanical switches (MEMS) [21].
Here we present a new technique based on an electro-optic
deﬂector (EOD). A comparison of the systems is shown in Table 2.
As seed lasers, different kinds of diode lasers have been employed.
Ertel et al. [30] are using two external cavity diode lasers (ECDL) to
seed a Ti:sapphire resonator. They operate at wavelengths around
820 nmwith an output power of 30 mW and a frequency stability of
9 MHz [28]. Wavelengths around 935 nm are used by the airborne
systemWALES of Wirth et al. [21] which is also intended to serve as a
prototype for a space-borne WV DIAL. Four distributed feedback
(DFB) lasers are operated as seed lasers for the transmitter, which is
here an optical parametric oscillator (OPO). The optical power for
seeding of this system is 7 mW with a frequency stability of
14.5 MHz. Two ECDLs in the 820 nm wavelength region were used
in the setup of Khalesifard et al. [29]. Their system delivered an
optical output power of 20 mWand a frequency stability of 20 MHz in
the laboratory. However, during ﬁeld deployment, it was found that
the optical output power changed to o10mW and the frequency
stability changed to 24MHz with mode jumps [31] severely deterior-
ating the accuracy of DIAL measurements.
In the following, we present the new injection seeder system of
the WV DIAL of the University of Hohenheim (UHOH) and discuss
its characteristics. The UHOH DIAL is a ground-based lidar system
that is mounted on a mobile platform. It allows for 3-dimensional
measurements of the atmospheric water-vapor ﬁeld with high
accuracy and resolution [6,32–35].
This paper is organized as follows: Firstly, the setup and proper-
ties of the DFB lasers are described. Secondly, results of the frequency
stabilization, linewidth measurements, and performance of the
electro-optic switch are presented. Finally, a summary with conclu-
sions is given.
2. Setup of the injection seeder system
The laser transmitter of the UHOH DIAL is based on a Ti:sapphire
laser [5,6] which is end-pumped by the frequency-doubled radiation
of a pulsed diode-pumped Nd:YAG laser [36]. The ﬂuorescence
spectrum of Ti:sapphire is several hundreds of nm broad [37]. For
coarse spectral narrowing, we use an intra-cavity birefringent ﬁlter;
then the injection seeding technique is employed to stabilize the
laser wavelength with high accuracy [1,8,9].
During the ﬁrst system operation, we used ECDLs as injection
seeders of our WV DIAL [29,31]. ECDLs employ a mirror and a grating
outside of the laser diode for wavelength selection. By tilting the
mirror or grating the emitted wavelength can be changed. Unfortu-
nately, we observed a strong decrease of the frequency stability in the
lidar container compared to the measurements in the laboratory. In
addition, the wavelength output of the ECDLs was not continuously
tunable without mode hops over the desired wavelength range of at
least 1 nm. Thus, we decided to replace the ECDLs by two DFB lasers.
DFB lasers have a built-in Bragg grating. The emitted wave-
length has to satisfy the Bragg condition and depends on the
grating constant, diode current, and temperature. The resonators
of DFB lasers are free of movable parts and free-space propagation
of eigenmodes like between the laser active material and gratings
or mirrors in ECDLs. Thus, DFB lasers are unaffected by mechanical
disturbances, which are inevitably present during operation
within ﬁeld campaigns. The two DFB lasers used in our system
have mode-hop-free tuning ranges between 817.7 and 819.0 nm
encompassing a wide range of water-vapor absorption lines
suitable for ground-based WV DIAL (Fig. 1).
Table 1
Requirements for WV DIAL transmitter [1–7].
Ground-based WV DIAL Airborne WV DIAL
Laser frequency stability (MHz) o200 o60
Laser linewidth (FWHM) (MHz) o400 o160
Spectral purity (%) 499.6 499.9
Table 2
Comparison of recently published seeding systems for WV DIAL.
Ertel et al. [28,30] Khalesifard et al. [29] Wirth et al. [21] This system
Seed laser 2 ECDL 2 ECDL 4 DFB 2 DFB
Wavelength (nm) 820 820 935 820
Frequency stability (MHz) 9 (rms) 20 (24 [31]) (rms) 14.5 (stdDev.) 6.3 (HWHM)
Opt. power (mW) 30 20 (o10 [31]) 7 up to 20
Switch Laser modulator Fiber switch Fiber-coupled micro-electromechanical switch EOD
Fig. 1. Absorption spectrum of water vapor within the tuning range of the DFB
laser diodes of 12,210–12,230 cm1 (819.0 and 817.7 nm) presenting a range of
absorption cross-sections which is well suited for ground-based water-vapor DIAL.
Atmospheric constituents other than water vapor do not show absorption in this
wavelength region. The spectrum is calculated with the HITRAN 2000 database [46]
and Voigt line shape at an altitude of 1000 m in US standard atmosphere [47].
A pair of online and ofﬂine wavelengths used by us for measurements in 2012 is
marked.
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Furthermore, we found that the ﬁber-based wavelength switch
of the system described in Khalesifard et al. [29] operated
successfully only for short operation times. It degraded rapidly
and did not provide the desired high suppression between the
channels during ﬁeld experiments. Tentatively, we replaced the
ﬁber switch by a chopper and could use the seeder only for
stabilizing the online wavelength while the ofﬂine laser output of
the pulsed Ti:sapphire laser was unseeded [6,32]. However, this
led to systematic errors in the DIAL retrieval due to the unknown
ofﬂine laser spectrum. Therefore, we developed a new online/
ofﬂine injection seeder system for the UHOH DIAL in order to
overcome these limitations. It is based on two DFB lasers and an
electro-optic deﬂector (EOD) as switch.
The DFB lasers (SAR-815 DFB, SRI International, Princeton, USA)
were selected from a charge of lasers, which were originally designed
for 815 nm, but provide laser output in the wavelength range
between 817.7 nm and 819.0 nm due to variations in the manufactur-
ing process. These wavelengths are reached at temperatures T
between 10 and 35 1C and at electrical currents I of 90–100mA.
The maximum laser output power is 60 mWat the maximum current
of Imax¼100 mA. For lower current than 90 mA, there are mode hops
to 814 nm and 811 nm. Concerning the lifetime of the DFB lasers our
present operation time does not allow a complete performance
analysis yet. While we are operating the diodes near the upper
current limit we choose temperatures near the lower temperature
limit. We expect that higher temperatures would be more critical
than higher currents. In the data sheet, the manufacturer gives a
maximum operational current of 100 mA but an absolute maximum
current of 150 mA while we are operating the diodes at 95 mA. We
will continue to investigate this issue.
The tuning characteristics of the two DFB lasers, i.e., the changes
of output wavelength or frequency with temperature and current
are the following: Δλ/ΔT¼0.055 nm/K, Δλ/ΔI¼0.008 nm/mA, Δn/
ΔT¼24.5 GHz/K, and Δn/ΔI¼3.5 GHz/mA. Table 3 shows a
comparison of the speciﬁcations of the DFB lasers and the previously
used ECDLs. The speciﬁcations of the ECDLs were measured in the
environment of a laser laboratory by Khalesifard et al. [29] and during
the ﬁeld campaign COPS (Convective and Orographically-Induced
Precipitation Study [33,35,38]) by Schiller [31].
The setup for coupling the DFB laser beam into an optical ﬁber
is shown in Fig. 2. The DFB laser diodes are placed in temperature-
controlled homemade housings [39]. The laser diode currents and
temperatures are controlled with the drivers PRO800 with ITC
8052 modules of Thorlabs Inc. (USA). In the housing of each DFB
laser, a Peltier element was placed underneath the laser diode for
temperature controlling. At the front plane of the DFB laser
housing, collimation optics (f¼3.1 mm, NA¼0.68, Schäfter
+Kirchhoff GmbH, Germany) are mounted in a threaded tube.
Table 3
Speciﬁcations of DFB lasers vs. ECDLs.
DFB (used here) ECDL (used previously)
Speciﬁed by Khalesifard et al. [29] Speciﬁed by Schiller [31]
Laser linewidth (MHz) 4.57 MHz (FWHM) Not speciﬁed Not speciﬁed
Frequency stability (MHz) 6.3 (HWHM) 20 (rms) 24 (rms)
Optical power (out of the ﬁber) (mW) up to 20 20 o10
Wavelength range (nm) 817.7–819.0 815–840
Mode-hop-free tuning range (GHz) 581 30 10–15
Fig. 2. Fiber coupling of the DFB laser beam. The DFB laser diode is placed in a temperature-controlled housing with integrated collimation optics. The temperature
controlling is realized with a Peltier element under the laser diode. The iris blocks back reﬂections of the ﬁber end so that these do not disturb the laser diode. The size of the
complete setup is 250 mm100 mm100 mm.
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This bi-aspheric lens collimates the divergent laser beam in the
vertical direction. In the horizontal plane, the DFB lasers show a
larger divergence angle so that additional collimation with a pair
of cylindrical lenses is required (denoted with “beam shaping
optics” in Fig. 2, Schäfter+Kirchhoff GmbH, Germany). The Faraday
isolator (FI-850-5SV, Linos, Germany) protects the laser diode from
back reﬂections. The half-wave plate turns the polarization back to
the vertical direction, which is required for coupling into a
polarization-maintaining ﬁber. An iris is implemented in front of
the ﬁber coupler to block the back reﬂection of the ﬁber end. This
reﬂection spot is not blocked completely by the Faraday isolator
and would disturb the DFB laser diode by inducing mode-hops.
The setup of our injection seeder system is depicted in Fig. 3. It
uses some parts of the previous system of Khalesifard et al. [29] like
ﬁbers and a wavemeter. The DFB lasers are coupled into cross-
coupled polarization-maintaining ﬁbers (XCOF, 954PS, Evanescent
Optics Inc., Canda) with transmissions of 99% and 1%. The main
fraction of the power within the ﬁber of both DFB lasers is sent via
optical ﬁbers with lengths of 5 m to the breadboard of the Ti:sapphire
laser, 1% is used for the frequency control. The high power output of
the ﬁbers is collimated and sent to an EOD. The EOD acts as a fast
optical switch and deﬂects either the online or the ofﬂine wavelength
into the Ti:sapphire resonator while the other seeder beam is blocked
(details see Section 5). The power of the DFB lasers behind the EOD is
of about 12 mW which are injected in the Ti:sapphire resonator for
seeding. According to our simulations of laser performance, an intra-
cavity seed power of 6.7 mW is required to reach a spectral purity of
99.9% [5].
For the active frequency stabilization of the seed lasers, 1% of
the power of each DFB laser is coupled over a 4:1-switch (SN1x4-
4N, Sercalo Microtechnology Ltd., Switzerland) to a Fizeau wave-
meter (Model WS 7, HighFinesse/Angstrom, Germany). The wave-
meter measures the laser frequencies of the DFB lasers to
determine the deviations of the emitted frequencies compared
to the selected online and ofﬂine frequencies. Based on the
deviations, a program written in LabVIEW (National Instruments
Corporation, USA) calculates the corrected laser diode currents I1
and I2. The correction is done alternately for both DFB lasers
(typically all 5 s). Additionally, a frequency-stabilized HeNe laser
(SL 03, SIOS Messtechnik GmbH, Germany) as reference laser is
coupled by the 4:1-switch to the wavemeter. The fourth input of
the 4:1-switch is not used. With the HeNe frequency standard, the
wavemeter is stabilized to an absolute accuracy of 20 MHz rms.
The temperatures of both DFB lasers T1 and T2 are kept constant
because the frequency control of the DFB lasers via the electrical
currents I1 and I2 is much faster.
3. Frequency stability of the DFB lasers
Measurements of the frequency stability of the DFB lasers without
active frequency control (so-called passive stability) are shown in
Fig. 4. The ﬁrst experiment presented here was made in the
laboratory with constant ambient temperature. Without active fre-
quency control, frequency drifts of several 100 MHz over several
hours and short term frequency ﬂuctuations in the range of the
digital resolution of the wavemeter of 40 MHz (Fig. 4a) occur already
under quite stable ambient conditions in the laboratory. The second
experiment (Fig. 4b) was executed in the UHOH DIAL container with
less stable conditions concerning ambient temperature and mechan-
ical vibrations. The passive stability degrades to frequency drifts of
1000 MHz over several hours. The short-term frequency ﬂuctuations
are 780 MHz. Repetitive frequency drifts of about 200–300 MHz are
caused by the air condition system. Frequency drifts of the wave-
meter are corrected by a HeNe reference laser, so that these data
show the drifts of the DFB laser alone. The red lines in Fig. 4 indicate
the zero line with the set absolute frequencies of nlab¼366 354
589 MHz (λlab¼818.312 nm) and nDIAL¼366 400 536 MHz (λDIAL¼
818.210 nm). Clearly, active frequency control is required to meet the
stability requirements of water vapor DIAL (see Table 1).
The active frequency stabilization is realized as described in
Section 2. For frequency corrections, the laser diode currents I1 and
I2 are modiﬁed. With the frequency deviation and a correction
factor, a new diode current is calculated and set to the diode
driver. A long-term frequency measurement over 14 h with active
frequency stabilization is shown in Fig. 5a. Only single peaks
Fig. 3. Setup of the injection seeder system with active frequency stabilization and EOD online–ofﬂine switch. FC—ﬁber coupler, Col—ﬁber collimator, XCOF—cross-coupled
ﬁbers, EOD—electro-optical deﬂector, USB—Universal Serial Bus, RS-232—Recommended Standard 232 Port, and DAQ—Data Acquisition.
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exceed a deviation of 730 MHz. With the active stabilization
switched on, the standard deviation s is reduced to 6.3 MHz.
Fig. 5b shows the frequency distribution with a Gaussian ﬁt.
The half width at half maximum (HWHM) of the ﬁt is nearly the
same with 6.7 MHz indicating that the frequency distribution is nearly
Gaussian. This measurement was performed during a ﬁeld measure-
ment campaign in summer 2009 (FLUXPAT 2009 [32]) under real
conditions while seeding the Ti:sapphire laser. The frequency stability
requirements (Table 1) which are 200 MHz rms for ground-based
water-vapor DIAL [1,14,15,38,40] are fulﬁlled; and even the higher
requirements of a frequency stability of at least 60 MHz rms for space-
borne application of WV DIAL [1,14,15,38,40] are met.
Because the DFB lasers have not reached the borders of the
mode-hop free wavelength range, there were no frequency
instabilities. When using ECDLs as discussed in [31], frequency
deviations up to 500 MHz were found. Furthermore, the ECDLs still
showed an inﬂuence of the air condition system in spite of active
frequency stabilization. These problems were eliminated by our
new DFB laser seeding system.
4. Linewidth determination with a heterodyne measurement
To determine the linewidth of the DFB laser diodes, a beat note
measurement was performed using the heterodyne technique. As the
two DFB laser diodes are of the same model, we may assume the
same characteristics for both lasers in particular regarding their
linewidths. Thus, this experiment is similar to a self-heterodyne
measurement of one DFB laser diode with totally uncorrelated partial
beams, resulting in a Lorentzian spectrum of the beat signal with a
peak width of twice the laser diode linewidth [41–44].
Fig. 5. (a) Frequency stability with active stabilization which removes all frequency
drifts successfully. (b) The histogram of (a) shows a nearly Gaussian distribution of
the frequency deviation. The measurement period was about 14 h under real
operational conditions during a ﬁeld campaign.
Fig. 6. Fast Fourier transformation of the beat note signal with the Lorentzian ﬁt
(red). (For interpretation of the references to color in this ﬁgure legend, the reader
is referred to the web version of this article.)
Fig. 4. Passive stability of the DFB laser diode. (a) Measurement in the laboratory
with the wavemeter WA-1500 of Burleigh. (b) Measurement in the DIAL container
with the wavemeter WS 7 of HighFinesse. (For interpretation of the references to
color in this ﬁgure, the reader is referred to the web version of this article.)
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The laser beams were aligned with a beam splitter so that they
overlapped in free space. The beat signal was detected in the
overlap center with a fast photodiode (818-BB-21A, Newport, USA)
which included an integrated lens, and stored with an oscilloscope
(LC564DL, LeCroy, USA). The bandwidths of the photodiode and the
oscilloscope are 1.2 GHz and 1 GHz, respectively. A fast Fourier
transformation (FFT) with an analysis software (Origin 8.6G, Origi-
nLab, USA) delivers the spectral distribution of the beat note signal
(Fig. 6). To obtain sufﬁciently high frequency resolution, the capture
time of the oscilloscope was chosen appropriately large. Because too
long capture time may cause smearing of the frequency peak in the
FFT due to short-term ﬂuctuations of the two laser frequencies, we
decided to use a capture time of 100 ms. The ﬁt of a Lorentzian curve
to the frequency distribution gives a peak width of 9.1370.06MHz
full width at half maximum (FWHM). This results in a linewidth for
each of the DFB laser diodes of less than 4.5770.03 MHz.
We believe that the short-term frequency ﬂuctuations arise
from the current noise of the laser diode controller. The manu-
facturer speciﬁed 2 mA for the capture time scales. Using the
tuning characteristics of the DFB lasers (see Section 2), this value
corresponds to a frequency variation of 7 MHz Table 3 so that this
is obviously responsible for the main portion of the measured
linewidth. Thus, it is noteworthy that the linewidth of each laser
diode may be reduced furthermore but it is currently limited by
the performance of our diode drivers.
5. Fast switching with an electro-optic deﬂector
The EOD deﬂects the seed laser beam by changing the refrac-
tive index of an electro-optical crystal by an external electrical
ﬁeld [45]. The EOD of our seeder system (ED3-820, Leysop Ltd.,
England) is controlled with a high voltage supply (5000 series
driver, Leysop Ltd., England) and consists of a lithium niobate
(LiNbO3) crystal. The electrodes are aligned as quadrupole so that a
linear electric ﬁeld is generated within the crystal. Its deﬂection
angle is 1.5 mrad/kV. Consequently, a voltage of 72.5 kV yields an
angle of 7.5 mrad between both beams.
For the characterization of the EOD, measurements with regard to
the switching time and the crosstalk have been performed. The laser
beam intensity was determined with a photodiode (DET10A/M,
Thorlabs, USA) which was positioned behind an iris which transmits
one of the beams while the other is blocked (Fig. 3). For the
measurements of the switching time, the distance between EOD
and iris was 1.2 m and the aperture of the iris is 3 mm. Also, the beam
was focused on the detector with a lens because the beam diameter is
larger than the active detector area. To measure the short switch
process, the detector was coupled to the oscilloscope with 50Ω to
reach high temporal resolution. However, during themeasurements of
the crosstalk the detector was coupled with 1 MΩ to the oscilloscope
in order to reach higher resolution of the measurement of the
photodiode voltage. Furthermore, the laser beams were focused into
the EOD because of its small aperture. The aperture of the EOD is
3 mm, and the beam diameters at the EOD were 0.7 mm (4-s beam
width).
The switch frequency was half of the repetition rate of the Ti:
sapphire laser, i.e. 125 Hz in our case, so that alternative online and
ofﬂine signals are generated. The temporal characteristics of the EOD
switch are shown in Fig. 7a and b, for one of the DFB laser diodes (the
characteristics are the same for the other DFB diode). The trigger
signal has very short rise and fall times ({1 ms). The monitor signal
of the high-voltage supply which drives the EOD cannot follow the
trigger immediately which results in rise and fall times of about 8 ms
of the high voltage applied to the EOD. The deﬂection of the laser
beams follows the high voltage applied to the EOD resulting in a time
of about 8 ms between 10% and 90% of the signal intensity. Thus we
can state that the switching time for the laser beams is mainly
limited by the response time of the high-voltage supply. The monitor
signal of the high-voltage supply signal shows small overshoots.
These do not disturb the switching process of the laser beams.
In the overall setup of laser transmitter of the UHOH DIAL, some
additional optical components are placed in front of the Ti:sapphire
resonator for the seeded operation of the laser. The additional
components consist among others of a mode-matching lens, an
electro-optical modulator and a Faraday isolator [6,31]. Therefore,
the crosstalk is measured for two cases: First, in an arrangement
focusing on the performance of the EOD-principle. Here the EOD is
followed only by the mode-matching lens. This lens is necessary for
the compensation of the resulting divergent beam after the prior
focusing into the EOD. Second, with all the additional components
which are necessary during the operation of Ti:sapphire laser.
To measure the crosstalk of the EOD switch, i.e., how well that
seeder laser beam is blocked which is deﬂected out of the optical
path, we switched off one DFB laser and measured the power of
the other laser beam for both switch positions of the EOD. In the
ﬁrst conﬁguration, we placed the detector at a distance of 0.85 m
behind the EOD. The crosstalk, deﬁned as ratio of both channel
intensities, was found to be 32.8 dB for DFB 1 and 33.1 dB for DFB
2 in this conﬁguration. In the second conﬁguration, the detector
was placed inside the Ti:sapphire resonator in front of the Ti:
sapphire crystal. Thus further optics (the additional components
described above and components of the resonator itself) were
Fig. 7. Temporal behavior of the switching process with EOD: trigger signal
(green), monitor signal of the high voltage supply (blue), and signal of the detector
of DFB 1 (black). In (a) the switch-on process and in (b) the switch-off process are
shown. The switching time of about 8 ms is limited by the response time of the
high-voltage supply. The switching of DFB 2 is the same as for DFB 1 but in the
opposite direction and is not shown here. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)
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present within the seeder beam path. For this conﬁguration, the
crosstalk was 35.3 dB for DFB 1 and 27.6 dB for DFB 2. We assume
that the small apertures of some of the additional optics caused
diffraction and altered the crosstalk. The different values between
the two DFB lasers are due to small differences in how well the
two beams are aligned to the center of the EOD.
For airborne and space borne water-vapor DIAL, a spectral
purity of the online signal of 99.9% is required. The requirements
for ground-based water-vapor DIAL are a less stringent with
499.6%. Thus, if online and ofﬂine injection seedings are used,
the seeders must be switched with a suppression of the switched-
off signal of at least 30 dB and 24 dB for airborne/space-borne and
groundbased operation, respectively [1–4]. Both requirements are
fulﬁlled well by the ﬁrst conﬁguration independent of which
seeder is tuned to the online wavelength and which to the ofﬂine
wavelength. The second conﬁguration fulﬁlls both requirements if
DFB 1 is selected as ofﬂine seeder because only leaking of the
ofﬂine signal into the online seeder is critical.
6. Conclusions
We presented an injection seeding system for water-vapor DIAL
measurements at around 820 nm consisting of two DFB laser
diodes for online and ofﬂine wavelength. The DFB laser diodes
operate at a high frequency stability of 6.3 MHz (HWHM) and a
linewidth of less than 4.5770.03 MHz (FWHM). The frequency
stability requirements of 60 MHz and 200 MHz for
airborne and ground-based WV DIAL are by far exceeded. The DFB
lasers show a larger mode-hop free wavelength range than ECDLs:
we observed no mode-hops within a tuning range of 581 MHz.
In contrast, with ECDLs we found critical frequency deviations of up
to 500 MHz. Furthermore, the ECDLs still showed an inﬂuence of the
air condition system even when the active frequency stabilization
was switched on. These problems encountered when using ECDLs
were overcome by the use of our DFB laser system.
A new optical switch for online/ofﬂine switching was installed
based on electro-optic deﬂection. This technique shows a switching
time of 8 ms and a very low crosstalk of more than 30 dB at the
position of the Ti:sapphire crystal. This crosstalk ensures a spectral
purity of at least 99.9%. We can conclude that the EOD provides
sufﬁcient blocking. A further advantage of the EOD switch compared
to, e.g., ﬁber switches, is the short switching time that is mainly
limited by the response of the high-voltage supply. Last but not the
least, there are no movable parts in the EOD switch that could
degrade. Behind the EOD, the power of the DFB lasers for seeding the
Ti:Sapphire resonator is of about 12 mW. These parameters fulﬁll the
stringent demands set for water-vapor DIAL measurements with high
accuracy.
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3 Scanning DIAL Measurements
Performing scanning DIAL measurements are advantageous for two reasons:
1) Scanning allows to measure down to the surface and allows to overcome the near-
range gap of vertical pointing measurements. This gap is due to no full overlap of the
field of view of the receiving telescope and the laser beam.
2) Scanning measurements captures not only one full column of the ABL but also the
horizontal variability can be observed.
The UHOH DIAL system demonstrated its scanning capability for the first time
during the field campaign TR 32 FLUXPAT (funded by the German Science Founda-
tion) near Ju¨lich, western Germany, in summer 2009 (Behrendt et al., 2009; Wagner
et al., 2013, see Sect. 2.1). A high temporal resolution in terms of seconds – as it is
also required to resolve turbulence processes – allows to perform range-height indica-
tor (RHI) scans within reasonable time and adequate angle resolution. RHI scanning
measurements delivered 2-dimensional (2-D) cross-section images of the atmospheric
WV field and illustrated layers of different WV content. The resulting 2-D WV fields
demonstrated already the potential of multi-dimensional humidity measurements to in-
vestigate the spatial humidity distribution in the ABL. A first model evaluation study
with data from these scans was performed by Milovac et al. (2016). This study is
presented in Sect. 4.1.
The satisfying performance of scanning DIAL measurements in RHI mode led to
more sophisticated scan patterns. These were realized during two field experiments
in spring 2013 and summer 2014. This also came along with the demand of new
analysis tools with error estimations for the different scanning modes as well as new
routines of visualization for optimal usage of the new kind of data sets. Both, new
scan patterns and new analysis procedures, are presented in the publication of Spa¨th
et al. (2016) printed in Sect. 3.1. This publication starts with a brief introduction to
the UHOH DIAL setup for scanning measurements and explains the DIAL method and
the developed analysis procedure. New approaches of error estimations for the different
scan modes are explained as well. With RHI scans in two different directions the WV
field was observed during HOPE in spring 2013. The evolution of humidity layers at
different height levels are discussed and clouds appeared in the last scan. In 2014 within
the SABLE campaign, the first volume scan was performed consisting of several conical
scans. Here, the 3-dimensional (3-D) structure of the humidity layers can be related to
the surface elevation around the lidar site with a small hill. The observation of humidity
fields directly above different kinds of vegetation was realized with low elevation scans.
Small variations became visible with averaging over scans from a one hour time period.
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This kind of humidity data in combination with temperature and wind velocity will be
used in future work to apply the Monin-Obukhov similarity theory (MOST) (Monin
and Obukhov, 1954) to estimate heat fluxes.
Copyright
The publication Spa¨th et al. (2016) shown in Sect. 3.1 was published under the Creative
Common License CC BY 3.09.
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Abstract. High-resolution three-dimensional (3-D) water va-
por data of the atmospheric boundary layer (ABL) are re-
quired to improve our understanding of land–atmosphere ex-
change processes. For this purpose, the scanning differen-
tial absorption lidar (DIAL) of the University of Hohenheim
(UHOH) was developed as well as new analysis tools and vi-
sualization methods. The instrument determines 3-D fields of
the atmospheric water vapor number density with a temporal
resolution of a few seconds and a spatial resolution of up to
a few tens of meters. We present three case studies from two
field campaigns. In spring 2013, the UHOH DIAL was op-
erated within the scope of the HD(CP)2 Observational Pro-
totype Experiment (HOPE) in western Germany. HD(CP)2
stands for High Definition of Clouds and Precipitation for
advancing Climate Prediction and is a German research ini-
tiative. Range–height indicator (RHI) scans of the UHOH
DIAL show the water vapor heterogeneity within a range of
a few kilometers up to an altitude of 2 km and its impact on
the formation of clouds at the top of the ABL. The uncer-
tainty of the measured data was assessed for the first time by
extending a technique to scanning data, which was formerly
applied to vertical time series. Typically, the accuracy of the
DIAL measurements is between 0.5 and 0.8 g m−3 (or < 6 %)
within the ABL even during daytime. This allows for per-
forming a RHI scan from the surface to an elevation angle of
90◦ within 10 min. In summer 2014, the UHOH DIAL partic-
ipated in the Surface Atmosphere Boundary Layer Exchange
(SABLE) campaign in southwestern Germany. Conical vol-
ume scans were made which reveal multiple water vapor lay-
ers in three dimensions. Differences in their heights in differ-
ent directions can be attributed to different surface elevation.
With low-elevation scans in the surface layer, the humidity
profiles and gradients can be related to different land cover
such as maize, grassland, and forest as well as different sur-
face layer stabilities.
1 Introduction
Water vapor (WV) is the most important greenhouse gas and
plays a key role in Earth’s weather and climate, from the sur-
face to the troposphere to the stratosphere. Particularly im-
portant are exchange processes between the land surface and
the atmospheric boundary layer (ABL) as well as between
the ABL and the lower troposphere. For example, the diurnal
cycles of evapotranspiration, the ABL moisture, and entrain-
ment at the top of the ABL are the result of feedback pro-
cesses in the land–atmosphere (LA) system (Seneviratne et
al., 2010). However, generally the understanding of LA in-
teraction has been based on model studies (e.g., Findell et
al., 2003; Koster et al., 2006; van Heerwaarden et al., 2009;
Santanello et al., 2013) and surface observations but not on
suitable data sets including ABL WV fields.
Better parameterizations of land surface and turbulent
transport processes in the ABL are essential for improved
weather forecasts (e.g., Ek et al., 2003; Niu et al., 2011;
Shin and Hong, 2011; Cohen et al., 2015) and regional cli-
mate projections (e.g., Warrach-Sagi et al., 2013; Milovac et
al., 2016). These parameterizations were mainly derived by
large eddy simulation (LES) models (e.g., Mellor and Ya-
mada, 1982; Hong et al., 2006; Hong, 2007; Nakanishi and
Niino, 2009; Shin and Hong, 2015) and only to a minor ex-
tent by observations. Vertical and horizontal moisture trans-
ports via mesoscale circulations and surface heterogeneities
can result in convection initiation (CI) as well as the forma-
tion of clouds and precipitation (e.g., Behrendt et al., 2011;
Published by Copernicus Publications on behalf of the European Geosciences Union.
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Corsmeier et al., 2011), which are very difficult to be ob-
served from space (e.g., Aoshima et al., 2008). All these pro-
cesses are interacting in a highly nonlinear way; therefore the
three-dimensional (3-D) WV content needs to be represented
very well in weather forecast models (Crook, 1996; Dierer et
al., 2009), reanalyses (Bengtsson et al., 2004), and climate
models (e.g., Kotlarski et al., 2014).
Models are only as good as the observations which
were used for their parameterization and verification. Ad-
vanced observations of WV to study exchange, feedback, and
mesoscale circulation processes require the observation of
the 3-D WV field with a resolution permitting the simulta-
neous measurement of vertical gradients in the WV distribu-
tion in the surface layer, the mixed layer, and the entrainment
layer at the top of the ABL. Only if these gradients are re-
solved, the corresponding transport processes can be studied
and parameterized (Monin and Obukhov, 1954; Wulfmeyer
et al., 2016). However, the distribution of ABL WV and its
evolution in time is neither fully understood nor sufficiently
observed. In consequence, it is not adequately reproduced in
weather and climate forecasting models. A detailed overview
about these processes and the requirements set to suitable ob-
serving systems is given by Wulfmeyer et al. (2015).
For WV measurements passive and active remote sens-
ing instruments as well as in situ sensors are available. In
situ sensors only deliver data from one location at one time;
thus, remote sensing instruments are preferred for studying
the vertical and horizontal WV structure in the ABL. How-
ever, many remote sensing systems only provide integrated
WV (IWV) data which give no spatial information. Passive
instruments like infrared (IR) spectrometers or microwave
radiometers (MWRs) are able to retrieve WV profiles based
on a first guess with temporal resolutions of 5–10 min. Their
vertical range resolutions are 100 m for IR spectrometers or
several 100 m for MWRs at the land surface and approxi-
mately 800 m for IR spectrometers and 2000 m for MWRs
at the top of the ABL (Löhnert et al., 2009; Blumberg et al.,
2015; Wulfmeyer et al., 2015). Due to these coarse vertical
resolutions, fine structures and gradients cannot be resolved.
A combination of several systems may be used to determine
horizontal structures with the tomography technique. This
was simulated for scanning MWRs (Steinke et al., 2014) but
the vertical resolution still remains low due to the coarse res-
olution of the initial signals and inaccurate knowledge of ini-
tial fields. To analyze the aforementioned processes in the
ABL, like LA feedback or CI, higher WV resolutions in time
and space are needed. The corresponding requirements are
summarized in Table 1 in Wulfmeyer et al. (2015).
For WV profiling with lidar, the Raman technique (e.g.,
Melfi et al., 1969; Whiteman et al., 1992; Behrendt et
al., 2002; Hammann et al., 2015, Wulfmeyer et al., 2010)
or the WV differential absorption lidar (WVDIAL) tech-
nique (Schotland, 1966; Browell et al., 1979; Bösenberg,
1998; Wulfmeyer and Bösenberg, 1998) can be applied. An
overview of the performance of these techniques is given
in Behrendt et al. (2007) and Bhawar et al. (2011). It was
shown that WVDIAL has a better spatial/temporal resolu-
tion in the lower troposphere than WV Raman lidar (WVRL)
during daytime (Wulfmeyer and Bösenberg, 1998). The WV-
DIAL technique uses two elastic backscatter signals at wave-
lengths with high and low absorption of WV. In contrast to
WVRL, the WVDIAL technique is self-calibrating and needs
no further information than the absorption cross section at the
wavelengths used (Browell et al., 1979). Due to the elastic
backscatter signals, the signal-to-noise ratio (SNR) is much
higher for the detected signals than using inelastic Raman
scattered signals. This also helps to reach a larger range dur-
ing daytime and allows integration times to be kept short. The
horizontal variations of the moisture fields can be detected
with scanning lidar. Scanning WVRL measurements were
used, for example, to observe the WV structures in the ABL
(Goldsmith et al., 1998; Eichinger et al., 1999; Whiteman et
al., 2006; Froidevaux et al., 2013; Matsuda, 2013) or to esti-
mate latent heat fluxes at the surface (Eichinger et al., 2000).
However, the SNR is still limited during daytime (Turner at
al., 2002), making high-resolution scans under daylight con-
ditions more difficult than with WVDIAL; and 3-D measure-
ments of WVRL have not been demonstrated yet.
Therefore, we focused on the WVDIAL technique and de-
veloped a scanning system permitting high-resolution scans
of the WV field even during daytime. The University of Ho-
henheim (UHOH) WVDIAL is a ground-based mobile in-
strument which has already demonstrated vertical measure-
ments in the ABL with high resolution and accuracy (Bhawar
et al., 2011; Muppa et al., 2016; Wulfmeyer et al., 2016).
Here, we present different types of scanning measurements
of this system and discuss the measurement uncertainties.
Particularly, we demonstrate the measurement of a 3-D wa-
ter vapor field, which to our knowledge was achieved for the
first time with a lidar.
We focus on three different scan strategies.
1. With range–height indicator (RHI) scanning measure-
ments, the vertical WV structure over a certain horizon-
tal range can be observed. We present a new technique
to determine the corresponding 2-D error field and dis-
cuss the measurement performance in this configura-
tion. This is essential to find the best compromise be-
tween scan speed and temporal and range resolution in
order to detect the fine structure of the WV field with
high confidence.
2. Conical scans can be performed to study the humidity
variations from the mixed layer throughout the top of
the ABL. Combining several of such scans with differ-
ent elevations yields a 3-D image of the ABL moisture
field. We discuss a corresponding first measurement and
derive the error statistics in order to characterize fine
structures in the WV field.
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Figure 1. (a) Photograph of the DIAL system in the field during the SABLE experiment. (b) Setup of the UHOH DIAL system with
transmitter unit, the scanner unit with transmitting and receiving telescope, and the detection path with data acquisition. TM – transmitting
telescope mirror, PM – primary mirror, SM – secondary mirror, HR – high-reflection mirror, BR – beam reducer, APD – avalanche photo
diode, PD – photo diode, FC – fiber coupler.
3. Low-elevation scans close to the surface can be used
to study LA feedback processes. The applied elevation
angle range was 0 to 12◦ and because of overlap effects,
the measurement range started at 300 m. Also here, the
error statistics are derived in order to investigate how
accurately the small-scale variability of the ABL WV
field from the surface to the mixed layer can be derived.
The UHOH DIAL system is introduced in Sect. 2. The
DIAL technique and the data analysis procedure are pre-
sented in Sect. 3. The three different scanning strategies are
discussed in Sects. 4–6. Finally, results are summarized and
an outlook is given in Sect. 7.
2 University of Hohenheim water vapor DIAL system
The laser transmitter of the UHOH DIAL (Fig. 1) is based on
a Ti:sapphire ring laser (Schiller, 2009; Wagner et al., 2011,
2013) which is end-pumped with the frequency-doubled ra-
diation of a pulsed diode-pumped Nd:YAG laser (Ostermeyer
et al., 2005). Frequency control is realized with the injec-
tion seeding technique (Barnes et al., 1993a, b) in combi-
nation with a resonance frequency control (e.g., Wulfmeyer
and Bösenberg, 1996). For the measurements described in
this paper, the previous transmitter configuration (Wagner
et al., 2013) was modified by the following aspects. The
pump laser has undergone a full redesign and consists now
of an unidirectional ring oscillator in triangle configura-
tion. The resonator of the Ti:sapphire laser has also been
changed. Now, four resonator mirrors form a dynamically
stable ring resonator in bow-tie configuration (Metzendorf
et al., 2012). A new seed laser system with two frequency-
stabilized distributed feedback (DFB) laser diodes as in-
jection seeders (Späth et al., 2013) was operated for the
first time as part of the transmitter during the High Def-
inition of Clouds and Precipitation for advancing Climate
Prediction (HD(CP)2) Observational Prototype Experiment
(HOPE). For the Surface Atmosphere Boundary Layer Ex-
change (SABLE) campaign, the online DFB laser was later
replaced by an external cavity diode laser (ECDL) with ex-
cellent passive frequency stability (Metzendorf et al., 2015)
combined with the Drever–Hall–Wulfmeyer frequency con-
trol technique for pulsed, injection-seeded laser (US patent
no. 6,633,596, Wulfmeyer et al., 2000).
The UHOH DIAL has two configurations for transmitting
the laser pulses to the atmosphere and receiving the backscat-
tered lidar signals: one for vertical pointing measurements
and one for scanning measurements. In the scanning con-
figuration (the only one shown in Fig. 1b), the laser pulses
are coupled into an optical fiber and transmitted to the at-
mosphere via a 20 cm telescope. The laser output power is
currently restricted to 2 W in this configuration because ex-
periments showed that this type of fiber accepts only up to
this power level before being damaged. Due to losses when
coupling the light into the fiber and out as well as due to the
transmitting telescope optics, the power transmitted into the
atmosphere is then 1.6 W. The backscattered photons are col-
lected with an 80 cm diameter telescope with a focal length of
10 m. The transmitting and receiving telescopes are mounted
together on the scanner unit using a receiver in Coudé con-
figuration with excellent pointing stability on the detector,
which allows for 3-D observations. The scanner unit can
be operated with speeds between 0.1 and 6◦ s−1. The con-
trol software of the scanner unit offers predefined modes
like range–height indicator (RHI – varying elevation angle
www.atmos-meas-tech.net/9/1701/2016/ Atmos. Meas. Tech., 9, 1701–1720, 2016
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Table 1. Instrument specifications of the UHOH DIAL for scanning
WV measurements.
Parameter
Pump power (532 nm) 14 W
Repetition rate 250 Hz
Ti:sapphire output power (820 nm) 2 W
Pulse energy 8 mJ
Pulse duration 60 ns
Frequency switching Shot to shot on-/offline
2× 1 optical fiber switch
Wavelength range 817.7–819.0 nm
Output power sent into the atmosphere 1.6 W
Transmitting telescope diameter 20 cm
Receiving telescope diameter 80 cm
Scan speed 0.1–6.0◦ s−1
Sampling rate 10 MHz
Typical time resolutions 1 s–1 min
Typical range resolutions 30–300 m
and fixed azimuth angle) scans and conical scans (varying
azimuth angle and fixed elevation angle) as well as differ-
ent types of volume scans. The signals are detected by an
avalanche photodiode (APD) in combination with a highly
linear and low-noise transimpedance receiver package from
the German Aerospace Center DLR. Further details of the
transmitter–receiver unit are presented in Riede et al. (2012).
The 14 bit data acquisition system (transient recorder
MI.4032, Spectrum GmbH, Germany) records the atmo-
spheric backscatter signals with typically 10 MHz sampling
rate, resulting in a range resolution of the raw signals of 15 m.
We store the backscatter signals of each laser shot, which
gives us maximum flexibility later when analyzing the data.
Together with the lidar signals, elevation and azimuth angles
of the telescope are recorded with each pulse. For the WV
calculation, the raw data are typically averaged over 1 s to
1 min in time for the online and offline data. Range averag-
ing is applied within the WV derivation (so-called Savitzky–
Golay derivation). The system specifications of the UHOH
DIAL are summarized in Table 1.
In recent years, the performance of the UHOH DIAL sys-
tem was investigated within several intercomparison cam-
paigns. Bhawar et al. (2011) performed an extensive compar-
ison study between the UHOH DIAL and six other WV lidar
systems during the Convective and Orographically-induced
Precipitation Study (COPS) in 2007 (Wulfmeyer et al., 2011;
Behrendt et al., 2013). They found a bias of only−1.43 % for
the UHOH DIAL relative to the mean of all measurements.
In 2013, in Hohenheim, Stuttgart (Germany), a further com-
parison study with Vaisala RS-92 radiosondes was performed
and resulted in a mean bias of −1.0 %± 2.6 % (Späth et al.,
2014). Following the method of Lenschow et al. (2000) and
Wulfmeyer et al. (2016), an analysis of the autocovariance
function of the WV time series at each height is used to dis-
tinguish between instrumental noise and atmospheric vari-
ances. This technique yielded a noise error of < 5 % up to
2 km using a time resolution of 1–10 s (Muppa et al., 2016).
Here, we demonstrate for the first time how this technique
can be modified and adapted to perform error analysis of 2-
D to 3-D scanning measurements.
3 Data processing and derivation of WV profiles
3.1 DIAL methodology
With the DIAL technique the number density of water vapor
(or other trace gases like ozone, methane, etc.) can be mea-
sured directly with two backscatter lidar signals. One sig-
nal is tuned to a wavelength with strong absorption of WV
(Pon(r): online signal) and the other signal to a wavelength
with weak absorption (Poff(r): offline signal). The range r
is measured from the lidar system to the scattering volume
along the line of sight. The return signals P(r) for each
wavelength can be described with the lidar equation of elastic



















with the transmitted intensity P0 at the laser frequency ν0, the
system efficiency η, the speed of light c, the sampling reso-
lution of the system 1t , the telescope area Atel, the overlap



















the particle and molecular extinction coefficient αpar,ν(r) and
αmol,ν(r), which are only slightly dependent on frequency
ν, the extinction coefficient of water vapor (of the trace
gas) αWV(ν,r), the particle and molecular backscatter coef-
ficient βpar,ν(r) and βmol,ν(r), the normalized laser spectrum
at the ground SL, the spectral broadening due to Doppler-
broadened Rayleigh scattering, DB, the transmission func-
tion of the receiver interference filter FR, and PB the back-
ground signal. αWV is related to the absorption cross section
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σWV and the WV number density NWV by
αWV(ν,r)=NWV(r)σWV(ν,r). (3)
Our laser is designed so that the laser spectrum can be con-
sidered a delta distribution. In this case, the derivation of the
WV profile becomes independent of any laser parameters,
which is called narrow-band DIAL. Furthermore, we assume
that the overlap function is either the same for online and
offline signals or height independent; we also consider the
interference filter transmission function to be constant over
the frequency range of interest and not dependent on range.
Then, calculating the ratio of Eq. (1) for online and offline
wavelengths, applying the relation of Eq. (3), and solving for























where the index “on” and “off” implies that the specific vari-
able is taken at the online or offline wavelength, respec-
tively. Online and offline wavelengths are chosen close to
each other because then the particle and molecular extinc-
tion and backscatter coefficients for online and offline wave-
lengths cancel when taking the ratio of the signals in Eq. (4).
All system parameters which are constant with range r can-
cel because of the derivative. Thus, for DIAL measurements
no calibration is needed. Only the values of the absorption
cross sections at online and offline wavelength σon and σoff
have to be known very accurately.
The second term in Eq. (4) describes the Rayleigh Doppler
correction term related to the broadening effect of the laser
spectrum by Rayleigh scattering. The particle backscatter co-
efficient can be calculated from the offline signal (Fernald et
al., 1972; Fernald, 1984). Ansmann and Bösenberg (1987)
showed that this correction becomes significant when strong
particle backscatter gradients are present. However, they only
considered that the online laser wavelength is at the peak of
the water vapor absorption line.
Within the analyses presented here this effect was not crit-
ical, as confirmed not only by comparisons with radiosound-
ings but also with new sensitivity analyses considering a fre-
quency agile operation of our laser transmitter (Metzendorf
et al., 2015). This reduced sensitivity to the Rayleigh Doppler
correction was due to two reasons. Firstly, most of the sam-
pled air masses were located within the ABL where no large
particle backscatter gradients were present. Secondly, the
Rayleigh Doppler effect is strongly reduced if the online fre-
quency is located on the wing of the absorption line. In this
case, the integral in Eq. (4) becomes approximately 0wv,on,
so the nominator and the denominator of the term cancel – in-
dependent of the aerosol gradient. More details can be found
in Späth et al. (2015). For the measurements discussed here,
we selected an online frequency away from the peak absorp-
tion but still strong enough to produce sufficient differential
absorption. This selection allowed us to optimize the sen-
sitivity of the DIAL measurements in the range of interest
for the moisture values present (Späth et al., 2014). Thus,











was used for all cases presented here. With this approxima-
tion no backscatter coefficients were needed for the calcula-
tion. In the following, the derived moisture values in number
density are transformed in absolute humidity ρ in units of
g m−3.
The WV cross section σWV(ν, T , p, NWV) depends on
NWV by self-broadening, temperature T , and air pressure
p at a certain frequency ν. These dependencies have been
measured very accurately in the laboratory and collected in
databases, e.g., the HIgh-resolution TRANsmission molecu-
lar absorption database (HITRAN) (Rothman et al., 2013).
Selecting specific absorption lines with low ground-state en-
ergy, it was shown that the dependence of the cross sections
on the atmospheric temperature, pressure, and WV profiles is
weak and that it is sufficient to assume mean hydrostatic and
adiabatic conditions merely using surface values. This makes
DIAL the most accurate WV remote sensing technique to
date.
Suitable wavelength regions for WVDIAL were dis-
cussed over a large wavelength range by Wulfmeyer and
Walther (2001a, b). Specific DIAL systems were developed,
e.g., near 720 nm (Bruneau et al., 2001; Wulfmeyer and
Bösenberg, 1998), near 820 nm (Ismail and Browell, 1989;
Ertel, 2004; Schiller et al., 2007; Vogelmann et al., 2008;
Behrendt et al., 2009; Spuler et al., 2015), near 935 nm (Ma-
chol et al., 2004, 2006; Wirth et al., 2009; Fix et al., 2011),
and near 1480 nm (Petrova-Mayor et al., 2008). The UHOH
DIAL operates at wavelengths near 818 nm because this
wavelength region can be reached well with a Ti:sapphire
transmitter and offers a sufficiently large range of WV ab-
sorption cross sections (Wagner et al., 2011, 2013).
3.2 Data processing
In case of the UHOH DIAL, the atmospheric backscatter data
are recorded for each laser shot. Later, these data are aver-
aged in time over typically 1–10 s and background corrected
by subtracting the averaged signal between 25 and 30 km.
The absorption cross section profiles for the selected online
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and offline wavelengths are determined using profiles of tem-
perature T (z) using a surface value in combination with the
temperature gradient from the US Standard Atmosphere, a
hydrostatic pressure p(z) also initialized with a surface value
and an atmospheric mean temperature in the range of interest.
An initial guess for the water vapor number density NWV(z)
is taken from the US Standard Atmosphere (NASA, 1976).
We take the spectroscopic parameters of water vapor from
the latest compilation of HITRAN described by Rothman et
al. (2013).
The water vapor profile is then calculated according to
Eq. (5) (Schotland approximation). The Savitzky–Golay
(SaGo) method is applied for the derivative with respect to
range r (Savitzky and Golay, 1964). This method calculates
the first derivative using a certain number of data points. The
resulting range resolution 1R is approximately half of the
SaGo window length, as the weighting function is parabolic
(Ehret et al., 2001). Typically our SaGo window range con-
sists of four data points on each side of a specific range, re-
sulting in a range resolution of 9× 15 m/2 ∼= 67.5 m. The
15 m step size of the data points used for the derivation of
the WV profile is kept. Depending on whether Eqs. (4) or (5)
must be applied, either an iteration is necessary to derive the
WV profiles (Eq. 4) or a direct derivation is sufficient (Eq. 5).
However, in both cases the resulting solution is unique and
even if an iteration must be applied to find the result it con-
verges very quickly after one to three iterations. The whole
chain of data processing is summarized in a flow chart (see
Fig. 2).
3.3 Analysis of scanning data
Up to this step, the analysis procedure is similar for vertical
and for scanning measurements. After calculating the WV
of scanning measurement, the data can be plotted and used
for further analysis in polar coordinates (r , 2, φ). Alterna-
tively, the data can be gridded to a regular horizontally and
vertically spaced grid (x, y, z) (see also Fig. 2). We prefer
gridded data because atmospheric variations are usually hor-
izontally or vertically oriented. 3-D data sets can be analyzed
by extracting slices of different orientation.
To estimate instrumental noise 1ρ of vertical measure-
ments, we apply the method of Lenschow et al. (2000) and
Wulfmeyer et al. (2016). Here, the autocovariance function
(ACF) of the humidity fluctuations for one range bin is de-
termined. The ACF at lag 0 gives the total variance which
is the sum of atmospheric variance and noise variance. The
atmospheric variance can be separated from the instrumental
noise by extrapolating the ACF to lag 0. For conical scan-
ning measurements, this approach can be used without fur-
ther modification because data points of a certain range are
at the same height.
For scanning measurements in RHI mode, the determina-
tion of the atmospheric variance is more complicated. When
a time series with a large number of fast RHI measurements
Figure 2. Flow chart of data processing. The backscatter coeffi-
cients βpar(r) and βmol(r) are only used if the Rayleigh Doppler
correction (Eq. 4) is required. For the cases presented here, we used
the Schotland approximation (Eq. 5).
with small periods between consecutive scans such as tens of
seconds (when scanning fast with 6◦ s−1) or a few minutes
(as for the low-elevation scans with one scan per minute) is
available, one can just use the time series of data at one range
and elevation. However the noise within single RHI data can
also be determined. In contrast to conical scans, rings of con-
stant range cover different heights for RHI data and thus
clearly different atmospheric variance values; but even more
importantly, the instrumental noise within an RHI scan that
covers a large part of the ABL differs for fixed range because
the humidity and thus the optical depth show large differ-
ences (Wulfmeyer and Walther, 2001b). In consequence, one
has to group the measured RHI data then in a more sophisti-
cated way. In the following, we suggest such an approach.
We have tested several different concepts for grouping the
data. A simple 1-D approach is to take a number of range
bins from one slant profile, but as the required number of
independent measurement points is about 10, this still leads
to very similar problems as discussed above when selecting
measurement points of constant range. Thus, we finally de-
cided to group the measured data set with very high reso-
lution two-dimensionally. We calculate the noise estimation
with three independent data points of three profiles giving
3× 3= 9 data points for each group that is analyzed. The
vertical noise profile is then obtained from groups of which
the central data points are at a certain horizontal distance to
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Figure 3. Spatial distribution of the grouping of the measured data
used for the noise estimation for a single RHI scan. For each group
of nine data points, either black pluses or red dots, the ACF is cal-
culated. Different symbols are used for better understanding when
the data points are close to each other. Dashed lines indicate each
second profile.
the lidar (Fig. 3). The data set used for the error estimate has
the very high resolution over the entire distance range.
When using RHI data sets with very high spatial resolu-
tion (in range and elevation), the instrumental noise is much
larger than the atmospheric variance. Thus the sequence of
the nine data points of each group used for the ACF analy-
sis becomes irrelevant and one can just use lag 0 as the upper
limit for the instrumental noise estimation. Finally, the result-
ing noise values are scaled to the temporal and spatial reso-





In doing so, for the temporal resolution of RHI scans, the
scaling results in different angle resolutions.
In the following, we present several examples of 2-D and
3-D scans of the WV fields, analyze the results, and apply
our new tools for error analyses.
4 Range–height indicator scans to investigate 2-D
turbulence and clouds in the ABL
4.1 Instrumental setup
To capture the horizontal and vertical WV field and its re-
lation to 2-D ABL turbulence statistics and cloud forma-
tion, RHI scanning measurements are preferable. With verti-
cal measurements only observations in the so-called Eulerian
specification are possible which means that the atmosphere is
observed while advecting through the lidar beam. Here, tem-
poral and spatial changes of the measured data are entangled.
With RHI scans, this is not the case (or at least much less);
therefore both temporal and spatial differences of the mois-
ture field in the ABL can be studied.
The UHOH DIAL was operated in RHI mode within the
HD(CP)2 Observation Prototype Experiment (HOPE) near
Forschungszentrum Jülich, in western Germany (see http:
//www.hdcp2.eu/Campaign-HOPE.2306.0.html). The aim of
the experiment was to produce a data set of atmospheric
measurements for the investigation of land–atmosphere in-
teraction, cloud formation, aerosol–cloud microphysics as
well as weather and climate model evaluation at the 100 m
scale. For HOPE, three supersites were set up in a trian-
gular configuration with distances of about 4 km between
each other. All these sites were equipped with in situ and
remote sensing instruments to measure atmospheric parame-
ters. With the different instruments, the temporal and spatial
heterogeneity of the convective boundary layer (CBL) was
investigated concerning WV, temperature, and wind fields
as well as the distribution of aerosol particles and clouds.
The UHOH DIAL was located at the HOPE supersite near
Hambach (50◦53′50.56′′ N, 6◦27′50.39′′ E; 110 m a.s.l.). At
the same site with the UHOH DIAL, the UHOH rotational
Raman lidar (RRL) (Radlach et al., 2008; Hammann et al.,
2015) measured temperature and the KITcube (Kalthoff et
al., 2013) observed – among others – the wind field with
scanning Doppler lidar systems (Träumner, 2010) and the
surface energy balance (Kalthoff et al., 2006; Krauss et al.,
2010). The UHOH DIAL provided measurements of more
than 180 h in 18 intensive observation periods (IOPs) in ver-
tical and different scanning modes. The high-resolution fields
of the measured thermodynamic variables are also used to de-
rive higher-order moments of turbulent fluctuations (Muppa
et al., 2016; Behrendt et al., 2015a) as well as sensible and
latent heat fluxes (Wulfmeyer et al., 2014; Behrendt et al.,
2015b). This data set will be used for the verification of cur-
rent approaches of turbulence parameterizations as well as of
the development and tests of new turbulence parameteriza-
tions. Further details are found in Wulfmeyer et al. (2016).
4.2 Performance and analyses of RHI scans
Our measurements were performed during IOP 4 on 20 April
2013. On this day, the HOPE domain was under the influ-
ence of a high pressure system located with its center over
the Baltic Sea. The main wind direction was northeast to east
as confirmed by the radiosoundings. Figure 4 shows temper-
ature, humidity, and wind velocity profiles of the radiosonde
launched at 07:00 UTC at the lidar site. The horizontal wind
speed within the ABL was between 8 and 10 m s−1 with a
minimum of 5.5 m s−1 at a height of 1250 m above ground
level of the lidar site (a.g.l.). Temperature and absolute hu-
midity were quite low on this day with ground values of
only 5 ◦C and 4.5 g m−3, respectively. Between 06:00 and
07:00 UTC (local time was UTC+2), only thin cirrus clouds
were present at heights between 7 and 8 km as found by the
offline backscatter signal. The surface temperature profile
shows that a very shallow unstable surface layer started to
develop by surface heating but it was not deeper than 200 m.
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Figure 4. Profiles of temperature, virtual potential temperature, ab-
solute and relative humidity, horizontal wind speed, and wind di-
rection measured with the radiosonde on IOP 5 on 20 April 2013 at
07:00 UTC.
The complex vertical layering is particularly visible in the ab-
solute humidity profile, which shows a series of moisture lay-
ers with a thickness of 100 to 200 m, up to 1.4 km a.g.l. How-
ever, the virtual potential temperature profile shows that the
top of the residual layer was at around 800 m a.g.l., while the
top of the developing mixed layer was at 200 m a.g.l. There
was another temperature inversion at around 1.6 km a.g.l. that
may be related to more synoptic meteorological conditions
such as large-scale subsidence.
RHI scanning measurements of the humidity field in the
HOPE region were performed on 20 April 2013 between
06:03 and 07:24 UTC. The time resolution for this analysis
is 10 s. With a scan speed of 0.15◦ s−1, this results in an an-
gle resolution of 1.5◦. With a covered elevation angle range
of 85◦ each of these RHI scans took around 10 min. Due to
the longer path of the laser beam through the aerosol-loaded
air in lower elevation and the corresponding higher extinc-
tion as well as due to the higher moisture in the boundary
layer and the corresponding stronger attenuation of the on-
line signal, we averaged the data according to the following
procedure. We calculated the absolute humidity with differ-
ent range resolutions1R to keep the angle resolution. After-
wards, the radial data were gridded to a horizontal-vertical
grid with a resolution of 50 m. Finally, the data with dif-
ferent resolutions were merged according to the horizontal
distance: up to a distance of 1.3 km 1R = 142.5 m, up to
2.5 km 1R = 307.5 m, up to 3.0 km 1R = 457.5 m, and up
to 4.2 km 1R = 997.5 m.
A noise error analysis was carried out as described in
Sect. 3 and profiles for the horizontal distances of 1.3, 2, 3,
and 4 km are shown in Fig. 5. For all distances, the error pro-
files show a significant increase above the top of the ABL
because there are much fewer aerosol particles present which
Figure 5. Instrumental noise profiles of the RHI scans shown in
Fig. 6 for horizontal distances (range resolution) of 1.3 km (1R =
142.5 m), 2 km (1R = 307.5 m), 3 km (1R = 497.5 m), and 4 km
(1R = 997.5 m) with a temporal resolution of 10 s.
act as scatterers. The top of the ABL height increases from
the near range (1.3 km) to the far range (4 km). At a horizon-
tal distance of 1.3 km the top of the ABL is at 0.9 km a.g.l.
while it is 200 m higher (1.1 km a.g.l) at a distance of 4.0 km.
Below the top of the ABL, the noise values are below or
around 0.2 g m−3, and above the top of the ABL the noise
reaches values between 0.5 and 0.8 g m−3. This results in
an upper limit of a relative noise error of < 6 % within the
ABL. The noise profile for 1.3 km distance does not show
the smallest values but this is maybe due to the assumption of
neglecting atmospheric fluctuations which become relatively
larger when the instrumental noise decreases.
Figure 6 shows scanning humidity measurements in
the HOPE region on 20 April 2013 between 06:03 and
07:24 UTC. The measurements were performed towards the
two other experimental sites of the HOPE campaign: towards
the Leipzig Aerosol and Cloud Research Observations Sys-
tem (LACROS) southwards and towards the Jülich Obser-
vatorY for Cloud Evaluation (JOYCE) southwestwards. The
plots are geolocated to the Earth surface and cover a hori-
zontal range of 0.7 to 4.2 km up to an altitude of 2 km a.g.l.
In the near range of the RHI scans we omitted the data up to
950 m because of no full overlap of the field of view of the
transmitting and receiving telescopes.
The WV field in the two scanning directions showed sev-
eral similarities but also significant differences, revealing
the heterogeneities of the ABL in the region. In both di-
rections, three moist layers with drier layers in between
can be identified. The altitudes of the layers differ signif-
icantly. Towards LACROS, the moist layers were at 500,
1100, and 1500 m a.g.l. while towards JOYCE they were at
300, 1000, and 1400 m a.g.l. for the measurements for the
first two scans between 06:03 and 06:27 UTC (Fig. 6a). One
hour later (Fig. 6b), the measurements show the same num-
ber of layers but the height of the lowest one increased to 600
and 500 m a.g.l. for LACROS and JOYCE directions, respec-
tively.
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Figure 6. 3-D illustration of the WV field in the HOPE domain. The scanning measurements were performed towards LACROS and JOYCE
on IOP 4 on 20 April 2013 between (a) 06:03 and 06:27 UTC and (b) 06:59 and 07:24 UTC. The UHOH DIAL system was located at the
Hambach site and scanned towards the other supersites LACROS and JOYCE. The distances to the other sites were around 4 km. In (b) the
gaps in the data occur from clouds at the top of the CBL. Background image from Google Earth.
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Figure 7. Spatially averaged humidity profiles of the scanning mea-
surements of Fig. 6. The profiles in (a) are of the scans towards
LACROS and in (b) towards JOYCE. The thick solid lines show
the mean profiles of each scan and the thin lines indicate the hor-
izontal variability of humidity (1σ standard deviation) within the
scan range. The radiosonde profile at 07:00 UTC was plotted with
a dashed line with the two closest scans (b and c).
In general, we see that the ABL was more moist in the
direction of LACROS than in the direction of JOYCE. In
order to illustrate this, we have averaged the scanning data
horizontally. The averaged vertical humidity profiles of the
four RHI measurements of Fig. 6 are shown in Fig. 7. In the
profiles, the layer structure discussed above can be identi-
fied. The humidity profile of the radiosonde at 07:00 UTC
does not fit with an averaged DIAL profile and shows also
different structures but the profile stays within the variabil-
ity of the DIAL measurement towards LACROS. However,
different to the DIAL measurements, a radiosonde measures
only along its flight path and, thus, can only sample a snap-
shot of the atmospheric constitution. In this case, northeast-
erly wind caused a horizontal wind-driven displacement of
the radiosonde of about 3 km when it reached an altitude of
2 km a.g.l. The horizontal variability within a certain range
can also only be determined with scanning DIAL measure-
ments. For these reasons, horizontally averaged profiles of
scanning DIAL measurements are better suited for compar-
isons with model simulation outputs which also give profiles
representative of a whole model grid box (Milovac et al.,
2016).
Interestingly, in one of the scans (Fig. 6b towards JOYCE)
clouds appear, while all others are cloud-free. Four clouds
can be identified in the offline backscatter signals at distances
and altitudes of 300 and 700 m a.g.l., of 600 and 600 m a.g.l.,
of 1.5 km and 500 m a.g.l., and of 3 km and 500 m a.g.l., re-
spectively. The large extinction of the clouds prohibits mea-
surements inside the clouds and beyond, resulting in radial
structured gaps in the data (plotted transparently in Fig. 6b).
At 560 m a.g.l. the profiles of the radiosonde (Fig. 4) show
a zero-crossing in the temperature and a relative humidity
of only about 80 %. The DIAL measurements show values
of about 4.5 and 5 g m−3 below the clouds at 1.5 and 3 km
distance, respectively. As at least 100 % relative humidity is
needed for cloud formation, this corresponds to a required
absolute humidity of 4.8 g m−3 at a temperature of 0 ◦C.
Clearly, the observed clouds are related to locally higher
moisture values as revealed by the DIAL scans, which are
also seen in Fig. 7d by an upper limit of the 1σ standard devi-
ation above 5 g m−3 in heights between 300 and 700 m a.g.l.
The measurement 1 h before already showed these humidity
values at around 250 m a.g.l. altitude, which was not suffi-
cient to reach saturation but indicate that the humidity came
from the ground and reached the condensation level during
the last scan.
5 Volume scans for the investigation of the 3-D water
vapor field
5.1 Instrumental setup
With volume scans, the relation of the moisture field to sur-
face properties can be investigated more in detail. The obser-
vation of 3-D humidity is either possible by a series of fast
RHI scans using different azimuth angles or by a series of
continuous 360◦ scans with different elevation angles.
For the first time with the UHOH DIAL, the latter config-
uration was applied during the Surface Atmosphere Bound-
ary Layer Exchange (SABLE) field campaign in August
2014. The SABLE campaign took place near Pforzheim
(48◦55′45.85′′ N, 8◦42′19.57′′ E; 320 m a.s.l.) in the Black
Forest (southwest Germany) as part of the Research Unit
1695 “Regional Climate Change” of the German Research
Foundation (DFG; see https://klimawandel.uni-hohenheim.
de/startseite?&L=1). The UHOH DIAL was collocated with
the UHOH RRL for temperature measurements and with
three Doppler lidar systems for measuring the wind veloc-
ities as well as with a synergy of surface in situ sensors dis-
tributed in the fields, e.g., eddy covariance stations (Wize-
mann et al., 2015). The results of these campaigns shall con-
tribute to an improved understanding of the relations between
surface properties and boundary layer characteristics, shal-
low cumulus convection, as well as convection initiation.
During the special observations period (SOP) 2 on 22 Au-
gust 2014, the 3-D WV field was observed with a volume
scan. On this day, a low pressure system over Scandinavia
and a high pressure system over eastern Europe provoked
westerly flow in the SABLE domain. Stratus clouds occurred
over the measurement site with a bottom height of about
2.5 km a.g.l. These clouds reduced the surface heating, so no
convective boundary layer formed. Consequently, we can as-
sume that the structures of the moisture field were largely
advected and modified locally mainly by orography. There
was a small hill with a top height of 375 m a.s.l. at 0.6 km
distance to the south while the terrain in the near range of
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Figure 8. Conical scan of SOP 2 on 22 August 2014 between 08:40
and 08:55 UTC. The cone has an elevation angle of 50◦. The data
were plotted for a height range from 0.2 up to 0.8 km a.g.l. The
white circles indicate the height in 0.2 km steps and the grey dashed-
pointed circles show their projection down to the ground. The black
solid line marks the start and end direction of the conical scan; the
scanner unit moved clockwise. The scales are given in km.
the lidar was mainly flat. The radiosonde from 09:30 UTC
showed at the ground a temperature of 16 ◦C and a relative
humidity of 60 %. The wind was calm (< 1.5 m s−1) at the
ground up to 300 m a.g.l. and increased then to 6 m s−1 at
600 m a.g.l. in an east–northeast direction.
5.2 Performance and analyses of the volume scan
The area around the DIAL site was observed by perform-
ing a series of 360◦conical scans around the vertical with el-
evation angles of 50, 60, 70, 80, and 90◦. Figure 8 shows
a 3-D view of the 50◦ cone of the volume scan between
08:40 and 09:40 UTC. For this measurement, the scan speed
was 0.4◦ s−1, resulting in a total duration of 15 min per
cone. Consequently, the full volume with five cones was
scanned within 75 min. The start and the end directions were
southward-oriented and the scanner moved for the 50, 70,
and 90◦ cone clockwise and counter-clockwise for the other
scans of 60 and 80◦. The WV calculation was performed with
10 s averaged profiles and a 67.5 m range resolution. For plot-
ting, the WV data were transferred from the polar coordinates
to Cartesian coordinates and each profile was expanded over
an azimuth range of 4◦.
The instrumental noise was determined with the method
of Lenschow et al. (2000) for each elevation angle separately.
Profiles of the absolute and relative noise are shown in Fig. 9.
Above 400 m a.g.l., the noise level increases with height. The
noise at the same height a.g.l. is higher for lower elevation
angles than for higher elevation angles because the range
for the same height a.g.l. is larger. The profile of the low-
Figure 9. Absolute noise 1ρ and relative noise 1ρ/ρ profiles of
selected parts of the volume scan with the corresponding temporal
and spatial resolution of 10 s and 67.5 m, respectively.
est elevation angle shows a maximum noise of < 0.35 g m−3
or < 7 % at 750 m altitude a.g.l. Below 400 m a.g.l., the noise
also increases, but here due to overlap effects. However, this
does not occur in the absolute humidity data as the noise is
< 0.8 g m−3.
The measurement in Fig. 8 shows two moist layers.
The lower layer reached altitudes up to between 300 and
400 m a.g.l. with humidity values of 7–8 g m−3. This layer
was topped by a drier layer with 5.6 g m−3 and a sec-
ond moist layer at 600 m a.g.l. with a humidity of about
6.5 g m−3.
To get an insight into the whole volume, Fig. 10a shows
cross sections and illustrates the whole data set of the volume
scan three-dimensionally. In addition and for orientation, the
cutting planes are depicted of which the water vapor distri-
bution is then shown in Fig. 10b–i. The figure contains three
vertical cross sections in a north–south direction (panel b–d)
and three in a west–east direction (panel e–g) as well as hor-
izontal cross section planes at two height levels (panel h–i).
The vertical cross section images depict the vertical structure
at different distances to the DIAL similar to what was shown
above with RHI scans. In Fig. 10b–g the vertical planes are
positioned at ±0.2 and 0.0 km distance with respect to the
vertical line above the DIAL location. The horizontal cross
section plane can also of course be placed at any height of
interest. These plots show the WV distribution with respect
to the azimuth angle but in contrast to conical scan plots, the
data are not shown along the line of sight but rather at one
height the data of all conical scans of different elevation an-
gles of the volume scan are shown. The cross section images
depict also the moist layers in the two lower elevation angle
scans.
The heights of the layers in Fig. 10 are almost similar for
all directions. Because of the full cloud cover on this day,
convection was very weak and no large eddies were initiated.
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Figure 10. Cutting planes through the 3-D data set provides cross section images. (a) Schematic illustration of the 3-D data set with the
cutting planes. (b–i) Horizontal and vertical cross section images of the different cutting plans of (a). The black lines in (b–g) indicate the
top of the boundary layer. The dotted lines in (a) illustrate the location of the horizontal planes (h–i).
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Thus, the moist layer from the ground grew slowly and varied
according to underlying orography. Here, in south direction
at a distance of 0.6 km from the DIAL a small hill was located
with an increase of the surface elevation of about 55 m. The
measurements of the lowest elevation angle in Fig. 10b–d
show indeed a higher altitude of the boundary layer of about
50 m at a distance of 0.5 km southwards. Also to the east
a small trend to higher altitudes of the top of the boundary
layer can be observed. This is also indicated by the horizon-
tal plane image in Fig. 10i for the southeasterly direction and
a distance of 0.6 km. This area corresponds in our case to
the lee side of the small hill; therefore the higher moisture
might be explained by a modification of the moisture field by
shifted overflow lifting.
Averaging the volume data horizontally provides the mean
humidity profile. The profile was plotted in Fig. 11 up to an
altitude of 0.8 km a.g.l. The thin lines mark the horizontal
WV variability similar to Fig. 7. The radiosonde profile at
09:30 UTC is given in the diagram as well. Again, there were
differences between DIAL and radiosonde measurements but
the radiosonde captured similar moisture layers and stayed
almost within 1 standard deviation of the DIAL profile.
6 Low-elevation range–height indicator scans for the
investigation of the surface layer
6.1 Instrumental setup
On 12 August 2014 the SABLE domain was under westerly
flow due to low pressure systems located over the Baltic Sea
and Scandinavia, one day before a cold front passed through
the measurement area. Vertical DIAL measurements before
and after the scanning measurements (not shown here) in-
dicate a CBL height of between 1.0 and 1.5 km a.g.l. and a
residual layer up to 2 km a.g.l. The WV content in these two
layers was up to 8 g m−3 and around 5 g m−3, respectively.
During the scanning period, cirrus clouds at 8 km a.g.l. were
present and also few low-level clouds at 2–2.5 km a.g.l. at the
top of the CBL but these clouds did not inhibit large surface
fluxes (sensible heat flux 100 kW m−2 and latent heat flux
240 W m−2 between 11:00 and 12:00 UTC) and the devel-
opment of a CBL. The radiosonde profiles from 10:30 UTC
measured a temperature of about 18 ◦C and a relative humid-
ity of 60 % at the ground. The relative humidity increased
with height and reached 80 % at the top of the CBL. The
wind speed was low with 4–5 m s−1 at the surface and in-
creased linearly with height; the wind direction was west.
In order to observe the surface layer, measurements are
needed which reach as close as possible to the land surface
or the canopy level. Due to incomplete overlap of the out-
going laser beam and the field of view of the receiver in the
near range, vertical measurements of the UHOH DIAL start
only a few hundred meters above ground. With low-level RHI
scans, these low-level measurements can be realized. Fur-
Figure 11. Spatially averaged absolute humidity profiles of the vol-
ume scan of Fig. 10 (08:40–09:55 UTC). The thick solid line shows
the mean profile of the scanned volume and the thin lines indicate
the horizontal WV variability (1σ standard deviation) within the
scan range. The radiosonde profile launched at 09:30 UTC was plot-
ted with a dashed line.
Figure 12. One-hour mean WV field between 11:00 and 12:00 UTC
on IOP 4 on 12 August 2014. The covered angle range was 0 to 12◦;
the scan speed was 0.2◦ s−1; a single scan took 1 min. For the water
vapor calculation, 1 s averaged data were used. The land cover along
the line of sight is also shown. The dotted lines indicate the location
of the vertical profiles shown in Fig. 13.
thermore, the variations in the humidity structures can be re-
lated to different types of land use along the line of sight of
the low-level scanning measurements.
During the SABLE campaign (see Sect. 5), these low-
level scanning measurements were performed to investigate
the properties of the atmospheric surface layer. The low-
elevation scans covered elevation angles between 0 and 12◦.
In order to reach a high vertical resolution, the scan speed
was 0.2◦ s−1, which resulted in a time duration of 1 min per
scan.
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Figure 13. Absolute humidity profiles for the RHI scan of Fig. 12
for the horizontal distances of 0.4, 0.8, and 1.2 km. The noise er-
rors are also shown. The location of the WV and noise profiles are
indicated by the dotted white lines in Fig. 12.
6.2 Performance and analyses of the low-level RHI
scans
Low-elevation scanning measurements were performed dur-
ing the SABLE campaign on IOP 4 on 12 August 2014 be-
tween 11:00 and 12:00 UTC. The results are presented in
Fig. 12. For the WV calculation, 1 s averaged profiles and
a SaGo window length of 135 m were used. All scans of the
1 h period (52 scans) were averaged with 1◦ angle resolution,
resulting in a final time resolution of 260 s. Then, the data
were gridded to an x–y grid with a resolution of 50 m× 10 m.
With the high spatial resolution, small variations in the ab-
solute humidity values (notice color scale 9.4–10.4 g m−3 in
Fig. 12) at different heights and distances can be identified.
The instrumental noise for the low-elevation scan was es-
timated with the ACF method. The data were used in the
initial radial polar coordinates and data points of all scans
at a certain range bin covering a 1◦ angle range were se-
lected for the ACF calculation. The resulting errors were then
scaled with Eq. (6) from the 1 s time resolution. In Fig. 13,
the noise errors were plotted as error bars with the absolute
humidity profiles at the distances of 400, 800, and 1200 m,
respectively. All three profiles show a constant noise level
for the whole profile which can be expected for the small
covered height range because all data points of one profile
belong to a similar range bin and as the profile stays within
in the boundary layer the optical thickness is constant over
the whole height range. Of course, the noise level increases
with distance but the noise value stays lower than 0.3 g m−3
for 400 m, lower than 0.4 g m−3 for 800 m, and lower than
0.9 g m−3 for 1200 m. These values translate to relative val-
ues of less than 0.3 %, less than 0.4 %, and less than 1 %,
respectively.
The humidity values close to the ground are higher than
above and at 1200 m distance the humidity was higher than at
800 m distance. Because these measurements are close to the
ground, it is possible to relate these changes in horizontal di-
rection to the vegetation at the ground. For the measurement
in Fig. 12, the vegetation can be separated into three cate-
gories. In the near range up to 450 m there was a maize field,
up to 1050 m the ground was covered with grassland, and
further away we scanned over forest. The terrain around the
DIAL site was mainly flat except for a small hill in a south-
ern direction at a distance of 0.6 km reaching an altitude of
375 m a.s.l. Along the scan direction towards a southwesterly
direction; the terrain profile was flat for the maize field and
slightly uphill for the grassland, while the forest was located
on the small hill at a distance of 1300 m. The measurement
in Fig. 12 shows that there was more water vapor in the at-
mosphere above the maize field and above the forest, which
was likely due to higher evapotranspiration than above the
grassland.
This 1 h mean profile close to the ground is similar to what
was measured by Eichinger et al. (2000) with a scanning Ra-
man lidar. However, with the WVDIAL technique a larger
range can be investigated. In the future, such data can be used
to estimate the spatial distribution of the latent heat flux over
different kinds of land cover (Wulfmeyer et al., 2014). For
this purpose, the Monin–Obukhov similarity theory (MOST)
(Monin and Obukhov, 1954; Brutsaert, 1982) can be applied
using the slope of such a vertical humidity profile and simul-
taneously obtained friction velocity u∗.
7 Summary and outlook
The measurements of the spatial distribution of water vapor
by the UHOH DIAL in three different scanning modes were
presented. The UHOH DIAL uses a frequency-stabilized
Ti:sapphire resonator as laser transmitter and emits laser
pulses at 818 nm. The output power for scanning measure-
ments is currently limited to 1.6 W due to the maximum
power which can be transmitted by the optical fiber used.
The 20 cm transmitting and 80 cm receiving telescopes form
the scanner unit which allows scanning measurements of the
whole hemisphere (180◦ elevation, 360◦ azimuth) with scan
speeds between 0.1 and 6◦ s−1. For data analyses typical
range and temporal resolutions of 50–300 m and 1–10 s, re-
spectively, are used. A new method to determine the noise
level of scanning measurements was developed and shows
uncertainties of < 7 % within the ABL. With the DIAL tech-
nique it is now possible to determine 3-D WV fields with
high temporal and spatial resolution including a specific anal-
ysis of noise error fields. Therefore, the significance of WV
structures in these 2-D and 3-D fields can be studied and
specified in great detail.
Scanning measurements in RHI mode were performed
in two directions during HOPE with elevation angles from
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5 to 90◦ up to a horizontal distance of 4 km. With these scans
the humidity field was investigated regarding turbulent and
mesoscale variability as well as cloud formation. Similar lay-
ers for both directions but also differences in altitudes of the
layers or in the WV content were observed in the WV field.
Four scans depict the evolution of the layers within 90 min.
In the last measurement of the series, clouds appear at the
top of the lowest moist layer where the conditions of 100 %
relative humidity for cloud formation were locally fulfilled.
Horizontally averaged vertical profiles show also a higher hu-
midity variability for that measurement. The noise at the top
of the ABL increases strongly but the noise error remains
< 6 % within the ABL.
For the first time, a conical volume scan performed during
the SABLE campaign presents the 3-D spatial WV distribu-
tion within a distance range of 0.8 km around the DIAL. The
data show two moist layers with some variations in height
for different directions. These variations can be related to
variations in the surface elevation, e.g., in a southeast di-
rection a small hill with a slightly higher elevation was lo-
cated. The instrumental noise for this case was calculated to
be < 0.5 g m−3 or < 7 %.
Low-elevation scanning measurements revealed the hu-
midity structures close to the ground. The presented data
were averaged over 1 h of scanning measurements and cover
a height range from 20 to 140 m a.g.l. of the instrument.
The horizontal variation of the WV field can be related to
the heterogeneity of the vegetation at the ground. The er-
rors for these kinds of measurements were estimated to be
< 0.3 g m−3 or < 0.3 % at 400 m and < 0.9 g m−3 or < 1 % at
1200 m horizontal distance throughout the measured height
range.
In conclusion, all scanning modes are applicable to ob-
serve the spatial distribution of water vapor in the lower at-
mosphere. Depending on the focus of the research, the scan
pattern can be adapted regarding the covered elevation and
azimuth angle ranges.
In future work, these kinds of measurements can be ex-
tended to estimate evapotranspiration above different land
cover and soil types using the Monin–Obukhov similarity
theory. More measurements over different terrains and a
larger set of vegetation types as well as under different mete-
orological conditions will be made. Furthermore, a combina-
tion with other instruments (temperature rotational Raman li-
dar, Doppler lidar, eddy covariance stations, towers, aircraft)
will be highly beneficial. In this context, it will be very inter-
esting to perform simultaneous observations of the surface
layer and the top of the ABL for heat and WV budget stud-
ies. Comparison with LES will allow for validations and im-
provements of parameterization schemes regarding LA feed-
back which is essential for further advancements of numeri-
cal weather prediction models and climate projections.
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Appendix A: Acronyms
3-D three-dimensional
ABL atmospheric boundary layer
ACF autocovariance function
a.g.l. above ground level of the lidar site
APD avalanche photodiode
a.s.l. above sea level
BR beam reducer
CBL convective boundary layer
CI convection initiation
COPS Convective and Orographically-induced Precipitation Study
DFB distributed feedback
DIAL differential absorption lidar
DLR German Aerospace Center (Deutsches Zentrum für Luft- und Raumfahrt)
ECDL external cavity diode laser
FC fiber coupler
HD(CP)2 High Definition of Clouds and Precipitation for advancing Climate Prediction
HITRAN HIgh-resolution TRANsmission molecular absorption database
HOPE HD(CP)2 Observational Prototype Experiment
HR high-reflection mirror
IOP intensive observation period
IR infrared
IWV integrated water vapor
JOYCE Jülich ObservatorY for Cloud Evaluation
LA land–atmosphere
LACROS Leipzig Aerosol and Cloud Research Observations System
LES large eddy simulations
MOST Monin–Obukhov similarity theory
MWR microwave radiometer




RRL rotational Raman lidar




SOP special observations period
TM transmitting telescope mirror
UHOH University of Hohenheim
UV ultraviolet
WV water vapor
WVDIAL WV differential absorption lidar
WVRL WV Raman lidar
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The UHOH DIAL system performed around 280 hours of measurements in vertical and
scanning mode during the recent field experiments. The advancements of the transmit-
ter setup lead to improved performance of the DIAL instrument and a more optimal
operation regarding the tuning of the online wavelength. So, the development of the
system achieved a status which allows to make use of the measured data sets for further
research topics as already outlined in the motivation.
The publication of Milovac et al. (2016) presented in Sect. 4.1 contains a model
evaluation study which used scanning WVDIAL measurements for the first time. Sim-
ulations of different planetary boundary layer (PBL) schemes and different land surface
models within the Weather Research and Forecasting (WRF) model are investigated.
I contributed averaged humidity profiles and PBL heights (PBLHs) derived from scan-
ning DIAL data of the FLUXPAT campaign from 2009. The observations were used
for validation of the humidity profiles and PBLHs of various simulation outputs. This
study has proven the benefits of WVDIAL measurements for a detailed analysis of the
grid cell-averaged structure of the moisture profiles, PBLH and development of the
convective boundary layer (CBL) and the residual layer.
High-resolution vertical DIAL measurements of HOPE (10 s, 67.5 m) were used by
Muppa et al. (2016) to investigate turbulent humidity fluctuations in the CBL. For
this purpose, profiles of higher-order moments up to the fourth-order as well as profiles
of skewness and kurtosis were derived for two cases. For the WV calculation, I applied
the new analysis procedure which was presented in Spa¨th et al. (2016) except of the
parts for scanning data. Here, the Rayleigh-Doppler effect needed to be considered and
corrected for, even while we used an online wavelength on the slope of the absorption
line and only small corrections were applied. But it turned out that the RD correction
needs to be applied for accurate higher-order moments profiling due to the non-linearity
of the correction. The publication is shown in Sect. 4.2.
Wulfmeyer et al. (2016) discussed the synergy of WVDIAL measurements with lidar
measurements of temperature and wind velocity to derive relationships from observa-
tions for investigating theoretically derived relationships. With these relationships new
approaches for turbulence parameterizations in the CBL shall be developed and tested.
The publication, which can be found in Sect. 4.3 of this thesis, introduces an advanced
set of scaling relationships in the CBL. These contain relationships of momentum,
latent heat and sensible heat fluxes as well as higher-order moments to mean wind,
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temperature and moisture gradients. Observations from HOPE of simultaneously per-
formed vertical WVDIAL measurements (same case as discussed in Muppa et al. (2016))
and vertical temperature and wind velocity lidar measurements demonstrate the syn-
ergy of these lidar measurements. To this publication I provided the WVDIAL data
from which example profiles were derived.
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Abstract Six simulations with the Weather Research and Forecasting (WRF) model differing in planetary
boundary layer (PBL) schemes and land surface models (LSMs) are investigated in a case study in western
Germany during clear-sky weather conditions. The simulations were performed at 2 km resolution with two
local and two nonlocal PBL schemes, combined with two LSMs (NOAH and NOAH-MP). Resulting convective
boundary layer (CBL) features are investigated in combination with high-resolution water vapor differential
absorption lidar measurements at an experimental area. Further, the simulated soil-vegetation-atmosphere
feedback processes are quantiﬁed applying a mixing diagram approach. The investigation shows that the
nonlocal PBL schemes simulate a deeper and drier CBL than the local schemes. Furthermore, the application of
different LSMs reveals that the entrainment of dry air depends on the energy partitioning at the land surface.
The study demonstrates that the impact of processes occurring at the land surface is not constrained to the
lower CBL but extends up to the interfacial layer and the lower troposphere. With respect to the choice of the
LSM, the discrepancies in simulating a diurnal change of the humidity proﬁles are even more signiﬁcant at
the interfacial layer than close to the land surface. This indicates that the representation of land surface
processes has a signiﬁcant impact on the simulation of mixing properties within the CBL.
1. Introduction
Processes involved in planetary boundary layer (PBL) evolution, such as mixing of heat and moisture, are key
phenomena for cloud development and precipitation. Therefore, understanding and modeling of these
processes is fundamental for weather and climate modeling. The structure of the PBL strongly depends on
its interaction with the Earth’s surface and the free atmosphere. However, a key for the interaction between
land surface and atmosphere is the soil-vegetation-atmosphere (SVA) feedback, from local to global scales
[Mahmood et al., 2013; Stéfanon et al., 2014]. The term feedback refers to the fact that betweenmost variables
in the SVA system a two-way coupling exists, such as between soil moisture and precipitation [Seneviratne
et al., 2010]. The strength of SVA feedback varies across seasons and regions [e.g., Findell and Eltahir, 2003;
Koster et al., 2006] and is expected to become stronger in a changing climate, especially in locations where
SVA feedback plays an important role [Dirmeyer et al., 2012; Taylor et al., 2012]. Therefore, in weather and
climate modeling, it is essential to investigate these interactions across all components of the SVA system.
Only by carrying out such studies can we understand SVA feedback within a changing climate and improve
weather and climate models. Together these are prerequisites for regional climate models (RCMs) to reach
the predictive skill in reproducing the current climate variability including extreme events [Lenderink and
van Meijgaard, 2008; Zolina et al., 2013] and to project these to the future.
Various research strategies have been proposed to accurately represent the water and energy exchange
processes between the soil, vegetation, and the atmosphere [e.g., Ek and Holtslag, 2004; Seneviratne et al.,
2010; Santanello et al., 2013]. In the SVA system there are numerous interactions composed of positive and
negative feedback loops between the compartments and variables, such as the accumulation of hydrological
anomalies in the soil, changes of vegetation properties, the induction and strength of mesoscale circulations,
and their subsequent impacts on the surface energy balance. To assess these feedbacks, it is particularly
important to consider the structural evolution of the PBL, humidity proﬁles, moisture advection, mesoscale
circulations, and convection initiation [Sherwood et al., 2010], as well as the formation of clouds and precipi-
tation. Numerous modeling studies have been performed at various scales [e.g., Huang et al., 2011; Jaeger and
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Seneviratne, 2011; Gentine et al., 2013; Santanello et al., 2013] in order to quantify these feedback processes.
However, processes like entrainment and convection were not considered individually within the analyses.
Thus, a general approach for characterizing SVA feedbacks based onmodeling studies still needs to be devel-
oped. Keeping this in mind, e.g., the GEWEX Local Coupled Land-Atmospheric Coupling project was inaugu-
rated [Santanello et al., 2009, 2011, 2013], to include the development of analyses methods and experimental
setups in combination with intensive observation modeling.
Ofﬂine applications of land surface models (LSMs) which are “forced” with atmospheric variables lead to
substantial errors in the simulation of land surface exchange such as evapotranspiration [Rasmussen
et al., 2012]. Moreover, “quick ﬁxes” of LSMs, which were introduced to compensate for these errors,
ampliﬁed the inconsistency of the results, and impeded the understanding and quantiﬁcation of SVA
feedbacks [Dirmeyer, 2014]. Therefore, the study of SVA feedbacks requires the application of coupled
land-surface-atmosphere models. Ideally, an LSM which provides a good representation of land surface
processes would be coupled with an atmospheric model providing appropriate representation of PBL
and tropospheric physical processes [Dirmeyer, 2014]. One coupled model is the Weather Research and
Forecasting (WRF) mesoscale numerical model [Skamarock et al., 2008] coupled with an LSM. It offers a
wide range of parameterization schemes, including longwave and shortwave radiation, microphysics,
convection, surface layer, and PBL schemes. Further, it allows for the choice of LSMs. Special attention
needs to be paid to the selection of PBL scheme and LSM, since they are linked via surface mass and
energy ﬂuxes. In the model lower boundary conditions for the PBL scheme are provided by the LSM in
the form of surface ﬂuxes of heat and moisture. Therefore, simulated processes in the PBL, and conse-
quently, cloud formation and precipitation, depend on the parameterization of the land surface. On
the other hand, the PBL characteristics and its evolution also feed back to the land surface and modify
the ﬂuxes.
Many studies have focused on the analysis of WRF sensitivity only to PBL schemes [e.g., Hu et al., 2010, 2013;
Shin and Hong, 2011; Xie et al., 2012, 2013; Coniglio et al., 2013; García-Díez et al., 2013], but without consider-
ing the sensitivity of the model to LSMs and representation of the SVA feedback processes within the model.
This was considered by Santanello et al. [2009, 2011, 2013]. They proposed a way to study SVA interactions on
diurnal time scales by means of so called “mixing diagrams,” which are essentially detailed analyses of energy
and water budgets in the PBL. Two case studies in Lamont (Oklahoma, USA) for a clear-sky day and an
unstable cloudy day in June 2002 were studied. The study showed that the coupling between soil moisture
and PBL features, such as 2m speciﬁc humidity, 2m temperature, the PBL height (PBLH), and the lifting
condensation level (LCL) was strong on diurnal time scales. Furthermore, Misenis and Zhang [2010] in their
5 day simulations found the sensitivity of WRF to LSM type to be higher than that to PBL schemes, for
standard meteorological predictions (i.e., 2m temperature, 2m relative humidity, wind speed, and wind
direction). This was primarily due to large differences in simulated surface ﬂuxes in the three LSMs used in
their study. In their comprehensive analysis of the WRF model sensitivity to microphysics, LSMs, radiation
and the PBL parameterization options over the Iberian Peninsula, Borge et al. [2008] showed that the model
representation of PBL features such as PBLH is inﬂuenced more by the PBL scheme and the LSM, than by the
other parameterizations.
A key observational basis for SVA feedback studies, such as those just mentioned, are measurements of
turbulent ﬂuxes of sensible heat, latent heat, and CO2 using eddy covariance (EC) techniques. The lack of
high-resolution temperature and water vapor proﬁling is currently a strong weakness within observing
systems [Wulfmeyer et al., 2014a]. In most sensitivity studies, point measurements of standard meteorological
variables are used for model validation at the surface [e.g., Borge et al., 2008], whereas PBL measurements per-
formed by radiosondes (RS) were applied for comparisons of PBL characteristics [e.g.,Misenis and Zhang, 2010;
Coniglio et al., 2013]. Such measurement techniques only represent a snapshot of the atmosphere and do not
provide any information about entrainment processes. Land surface ﬂuxes and the PBL water vapor both inter-
act with the ﬂuxes at the interfacial layer, and if themeasurements are constrained to the land surface, feedback
studies are strongly limited. Therefore, the entrainment measurements are a prerequisite for the SVA studies. In
the past, entrainment ﬂuxes have been measured mainly in situ by aircrafts [Lenschow et al., 1994], which is a
rather expensive method. Another method is the turbulence proﬁling with ground-based lidar systems such
as Doppler lidar for wind measurements, temperature rotational Raman lidar (TRRL) [Radlach et al., 2008],
and either water vapor differential absorption lidar (WVDIAL) [Wagner et al., 2013] or a water vapor Raman lidar
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[Turner et al., 2002]. These lidar sys-
tems are capable of proﬁling higher-
order turbulent moments of vertical
wind and turbulent kinetic energy
(TKE) dissipation rate [e.g., Wulfmeyer
and Janjić, 2005; Tucker et al., 2009;
Ansmann et al., 2010; Lenschow et al.,
2012], temperature [Behrendt et al.,
2015], and water vapor [e.g.,
Wulfmeyer, 1999a; Wulfmeyer et al.,
2010; Turner et al., 2014; Muppa et al.,
2015] in the convective PBL (CBL).
Furthermore, combinations of these
remote sensing systems were applied
for proﬁling of the latent heat ﬂux, as
well as stability indices [Wulfmeyer,
1999b; Giez et al., 1999; Corsmeier
et al., 2011]. The combination of 3-D
scanning WVDIAL and TRRL has the
potential to measure ﬁelds of surface
and entrainment ﬂuxes simulta-
neously by the application of sophis-
ticated scan strategies [Wulfmeyer
et al., 2015]. High-resolution scans
in the surface layer allows for study-
ing the two-dimensional structure
of the ﬂuxes through application
of Monin-Obukhov similarity theory
[Cooper et al., 2007; Wulfmeyer et al.,
2014b]. In Germany, a corresponding synergy of scanning lidar systems was deployed during ﬁeld campaigns
such as the Convective and Orographically-induced Precipitation Study (COPS) in summer 2007 [Wulfmeyer
et al., 2008, 2011; Behrendt et al., 2013], the TransRegio (TR) 32 FLUXPAT campaign in autumn 2009 [Behrendt
et al., 2009], the High Deﬁnition Clouds and Precipitation (HD(CP)2) Observational Prototype Experiment
[Hammann et al., 2015] in spring 2013 and SABLE2014 [Behrendt et al., 2015].
The focus of this study is the analysis ofWRF simulations of CBL features and SVA feedback and the sensitivity of
the model to state of the art PBL parameterization schemes and LSMs on a diurnal time scale during clear-sky
weather conditions. We analyze the WRF model representation of the temperature and humidity proﬁles in the
PBL in comparison with the RS measurements and, for the ﬁrst time, with high-resolution humidity proﬁle
measurements from WVDIAL. We apply the mixing diagram approach to quantify the SVA feedback processes.
In section 2 the experimental design is described including the model setup and measurements. The mixing
diagram approach applied for the SVA feedback study is shortly explained in section 3. Section 4 contains the
results, which are discussed in section 5. Summary and concluding remarks are given in section 6.
2. Experimental Design
WRF sensitivity to PBL parameterization choices and LSMs in simulating the PBL evolution and its dependence
on processes at the land surface and at the interfacial layer are investigated. For this, six WRF simulations are
carried out. Crucially, the simulations are veriﬁed for the ﬁrst time with high-quality scanning WVDIAL
measurements, performed on 8 September 2009 at clear-sky weather conditions during the ﬁeld campaign
TR 32 FLUXPAT in western Germany. RS measurements are used to verify the simulated temperature proﬁles.
2.1. Model Description and Experiments
The state and evolution of the SVA system in western Germany were simulated with the WRF model version
3.5.1 [Skamarock et al., 2008]. For this study the resolution of the inner domain was set to 2 km (Figure 1). The
Figure 1. The parent and child domain (black rectangle) in all the sixWRF simu-
lations along with the orography ﬁeld (in m ASL).
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outer domain, with the 6 km resolution, was chosen as an intermediate step to downscale the coarse European
Centre for Medium Range Weather Forecasts (ECMWF) operational analyses data (on a 0.125×0.125° grid). It
incorporates the whole of Germany and the impact of elevated ranges in the closest neighboring areas. The
mountain range of Alps and the Massif Central in southern France were included to capture the major synoptic
forcing that inﬂuences the local weather inwestern and southwestern Germany. The inner domainwith 270×270
grid cells was nested into this domain covering most of Germany. The model simulations were performed on a
vertical grid consisting of 89 full σ levels, with 20 levels within the ﬁrst 2200m, and the lowest σ level set to~5m.
The WRF model was set up with the following physics parameterizations: Morrison 2 moment scheme
[Morrison et al., 2005] for microphysics and the rapid radiative transfer model for global circulation models
[Iacono et al., 2008] for both the longwave and shortwave radiation. The Kain-Fritsch scheme [Kain, 2004]
was selected for convection parameterization in the outer domain. With this conﬁguration, a total of six
numerical experiments were conducted with the Asymmetric Convective Model version 2 (ACM2) [Pleim,
2007], the Mellor-Yamada-Janjic (MYJ) [Mellor and Yamada, 1974, 1982; Janjic, 2002], and the Mellor-
Yamada-Nakanishi-Niino level 2.5 (MYNN) [Nakanishi and Niino, 2009] PBL schemes and the PBL scheme of
Yonsei University (YSU) [Hong et al., 2006; Hong, 2010], in combination with the NOAH [Chen and Dudhia,
2001a, 2001b] and NOAH with multiple physics options (NOAH-MP) [Niu et al., 2011; Yang et al., 2011]
LSMs (see Table 1). MYNN and ACM2 have the possibility to be applied with multiple surface layer parame-
terizations. In order to minimize the impact of the surface layer parameterization in this sensitivity study,
the revised MM5 scheme [Jiménez et al., 2012] was selected for all model runs with MYNN, ACM2, and YSU.
This was not possible with MYJ, since it can be run only with the Eta similarity scheme [e.g., Janjic, 2002].
The original soil texture data in WRF, which is at the 5′ resolution for Europe, is too coarse for studying SVA feed-
backs on convection permitting scales [Warrach-Sagi et al., 2008; Sanchez et al., 2009; Guillod et al., 2013]; there-
fore, it was replaced with new 1km soil texture maps for Europe [Milovac et al., 2014a] based on the Harmonized
World Soil Database, and for Germany based on the German Soil OverviewMap (BÜK 1000) [Milovac et al., 2014b].
The ECMWF model since 2007 is coupled to the hydrologically extended multilevel land surface model
HTESSEL, which results in a more realistic representation of the soil state [Balsamo et al., 2009]. The ECMWF
operational analysis ﬁelds are on a 0.125×0.125° grid, available on six hourly basis. Tests of initialization and
operation of WRF with ECMWF operational analyses (ECMWF analysis) of soil moisture and temperature ﬁelds
showed that NOAH and NOAH-MP can spin-up within a few weeks for this temperate climate region. Further,
the deep soil is weakly coupled to the land surface and therefore its state does not contribute very much to the
PBL evolution in short-term simulations [e.g., Angevine et al., 2014]. Therefore, in order to get an equilibrated
land surface state, the soil spin-up run was set to run for 82days, with the soil moisture and soil temperature
initialized with ECMWF analysis data obtained from ECMWF Data Server. The initialization was done once at
the start of the soil spin-up run on 1 June 2009 at 0 UTC.
All experimental simulations started on 21 August 2009 at 0UTC and were set to run in cycles of 36 h
(“weather forecast mode”) [e.g., Williams et al., 2013]. Each successive cycle started every next day from
0UTC. At the start of each cycle, atmospheric conditions, as well as the lateral boundary conditions for the
outer domain (6 km) were initialized by the ECMWF analysis as well. The ﬁrst 6 h from the each cycle were
discarded from the analysis due to the atmospheric spin-up. The soil moisture and soil temperature were
once initialized from the soil spin-up run on 21 August 2009, and then evolved freely.
2.1.1. Land Surface Models
LSMs calculate the subgrid scale mass and energy ﬂuxes in the soil-vegetation continuum, and their
exchange with the atmosphere. They are developed and applied as stand-alone models (forced with weather
Table 1. A List of the Six Experiments Containing the PBL, the Surface Layer, and the LSM Parameterization Options
Experiment PBL Scheme Surface Layer Scheme LSM
ACM2-NOAH ACM2 Revised MM5 NOAH
MYJ-NOAH MYJ Eta similarity NOAH
MYNN-NOAH MYNN 2.5 Revised MM5 NOAH
YSU-NOAH YSU Revised MM5 NOAH
MYNN-NOAH-MP MYNN 2.5 Revised MM5 NOAH-MP
YSU-NOAH-MP YSU Revised MM5 NOAH-MP
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data) or coupled to atmospheric and/or hydrologic models. Coupled with WRF, the LSM interacts with all the
other WRF parameterization schemes. The communication linkage to a PBL scheme are water and energy
ﬂuxes, which are provided by a LSM directly and/or via a surface layer scheme to the PBL scheme. These
ﬂuxes represent the lower boundary conditions for the PBL scheme.
In this study, two LSMs coupled with WRF are analyzed: the extensively used and well-studied NOAH and the
more sophisticated and more recent NOAH-MP. The schemes with their major discrepancies are shortly
introduced in the following two sections.
2.1.1.1. The NOAH Land Surface Model
The NOAH LSM [Chen and Dudhia, 2001a, 2001b; Ek et al., 2003] is a single column model with four soil layers
of thicknesses of 0.1, 0.3, 0.6, and 1m, a fractional vegetation, and a snow layer. Within the soil column, a
diffusive form of the vertical Richard’s equation for soil moisture and the thermal diffusion equation are
calculated for unfrozen and frozen soils. The ﬂuxes and the skin temperature at the land surface are
calculated by solving the energy balance closure formulated as,
1 αð ÞS↓þL↓L↑ ¼ Rn ¼ Hþ λE þ G (1)
with α being the surface albedo, S and L are shortwave and longwave radiation, respectively. The arrows ↓↑
stand for downward and upward, Rn is the net surface radiation ﬂux, H the sensible heat ﬂux, λE the latent
heat ﬂux (the latent heat of vaporization λ multiplied with the actual evapotranspiration E), and G is the
ground heat ﬂux. The key for calculating the energy ﬂuxes and closing the energy balance in equation (1)
is the surface skin temperature (Tskin). The calculation of Tskin in NOAH is done by using a simple linearized
function of the temperature at some reference height (T) [Chen and Dudhia, 2001a, 2001b; van der Velde
et al., 2009]. All ﬂuxes are calculated separately over the vegetation canopy and the bare ground.
Therefore, the net ﬂux is a sum of the ﬂuxes over the canopy and bare ground, weighted by the vegetation
fraction (Fveg).
H is calculated as follows
H ¼ ρCpChu T skin  Tð Þ (2)
where ρ is air density, Cp is speciﬁc heat capacity of moist air, Ch the surface exchange coefﬁcient for heat, and
u is the wind speed at the reference height. G is related to the temperature gradient between the surface skin
(denoted as skin) and midpoint of the ﬁrst soil layer (denoted as s1) written as
G ¼ κh ηð Þ T skin  Ts1dz (3)
with κh being the thermal conductivity, η soil moisture fraction, Ts1 the temperature at the midpoint of the
ﬁrst soil layer, and dz is the soil thickness between the levels skin and s1. The calculation of λE is based on
the potential evapotranspiration (Ep), following an approach based on Mahrt and Ek [1984], where Ep is a
function of Rn, G, and the bulk latent heat ﬂux corrected for the atmospheric stability. The formulation can
be written as
λEp ¼ Δ Rn  Gð Þ þ ρλCqu qsat  qð Þ1þ Δ (4)
with Δ standing for the saturated vapor pressure curve, Cq for the exchange coefﬁcient for moisture (which is
assumed to be equal to that of heat, Ch), qsat and q are the saturated and speciﬁc humidity, respectively. The
actual evapotranspiration is calculated as the sum of direct evaporation from the bare soil surface, evaporation
of water intercepted by vegetation cover, and transpiration of plants. All the three variables are a fraction of the
λEp. The key controlling variable for the canopy transpiration is the stomatal resistance [e.g., van der Velde et al.,
2009; Ingwersen et al., 2011], which is calculated using a Jarvis-type formulation [Jarvis, 1976]. The Jarvis
approach is dependent on meteorological parameters such as radiation, humidity and temperature.
2.1.1.2. The NOAH-MP Land Surface Model
Since WRF version 3.4 released in 2012, a new LSM, NOAH-MP, can be coupled with WRF. NOAH-MP is an
extended version of NOAH, with an internal suite of physics parameterizations and a modiﬁed energy bal-
ance equation (equation (1)) [Niu et al., 2011; Yang et al., 2011]. The switchable physical parameterizations
include an interactive vegetation canopy, dynamic leaf phenology, radiation transfer through the vegetation
canopy, the multilayer snowpack topography based runoff, as well as groundwater table calculations. In
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addition, alongside the Jarvis scheme for stomatal resistance included with NOAH, NOAH-MP offers the
Ball-Berry scheme [Ball et al., 1987], an approach which links stomatal resistance to leaf photosynthesis.
NOAH-MP applies an advanced method to calculate the energy balance at the land surface (equation (1)). To
represent the surface heterogeneity, NOAH-MP uses the “semitile” subgrid method and is one of the major
advances compared to the “tile” approach deployed in NOAH. In the semitile approach, shortwave radiation
is computed over the entire grid cell, considering gap probabilities, while net longwave radiation and surface
turbulent ﬂuxes are calculated separately over a vegetated and bare soil (the tile approach). This semitile
approach is designed to avoid overlapping of too many shadows whenever the vegetation is present and
the sun is not overhead, which occurs with the conventional tile approach used in NOAH [Niu et al., 2011].
Also there is a modiﬁcation in the tile approach used in NOAH-MP. Different to NOAH, the ﬂuxes over the
vegetated tile are calculated not only over the canopy but also within the canopy (i.e., between the ground
and the canopy top). Therefore, the net atmospheric exchange from a whole vegetated grid cell is a weighted
sum of all the canopy ﬂuxes (above and underneath the canopy), and the ﬂuxes from the bare ground.
Furthermore, the simple linearizedmethod for solving the energy balance in NOAH is replaced with an iterative
method in NOAH-MP. The iteration is used to solve the unknown skin temperatures within each tile, and
accordingly, the ﬂuxes are updated in each iteration step. The iteration process is stopped when the energy
balance is achieved, or when the number of iterations reaches some prescribed value [e.g., Nielsen et al., 2013].
There is also a structural difference in the communication between the LSM, the surface layer scheme, and the
PBL scheme, when WRF is coupled with NOAH-MP (WRF-NOAH-MP) and not with NOAH (WRF-NOAH). In WRF-
NOAH the exchange coefﬁcients for momentum (Cm) and the scalar variables (Ch, Cq) are calculated within the
surface layer scheme, while in WRF-NOAH-MP there is no direct information exchange between NOAH-MP
and the surface layer scheme over land surfaces. This means that in WRF-NOAH-MP the exchange coefﬁcients
over land are calculated directly in NOAH-MP, while the surface layer scheme calculates ﬂuxes over water surfaces
only [e.g., Nielsen et al., 2013].
Table 2 lists the selected settings for NOAH-MP applied for this case study. Aside from calculation of the energy
balance closure and the semitile approach, major differences between NOAH-MP and NOAH relate to the Ball-
Berry-photosynthesis. The Community LandModel (CLM) is used to calculate soil moisture factor needed for sto-
matal resistance. Furthermore, the bottom temperature at 8m from the input ﬁle is used as the soil temperature
lower boundary condition, and snow/soil temperature time scheme is chosen to be the fully implicit. Rather than
applying the NOAH-MP default setting, some switches have been selected to suit the study area according to
ofﬂine NOAH-MP experiments applied for Germany [Gayler et al., 2014; Ingwersen et al., 2015], and test simula-
tions that were performed prior to the simulations for this study (beyond the scope of this paper and not shown).
2.1.2. Planetary Boundary Layer Parameterizations
In WRF, a PBL parameterization scheme calculates atmospheric tendencies of temperature, moisture with
clouds, and horizontal momentum [Skamarock et al., 2008]. The two most common PBL parameterization
Table 2. Complete Conﬁguration of the NOAH-MP LSM Used in This Studya
NOAH-MP Options Option Short Description
Dynamic vegetation model Off Leaf area index from table; Fveg calculated
Stomatal resistance (SR) Ball-Berry Accounts for photosynthesis
Surface layer drag coefﬁcient Original NOAH Version used in NOAH [Chen et al., 1997]
Soil moisture factor for SR CLM A function of the matric potential
Runoff and groundwater Original surface and subsurface runoff Free drainage
Supercooled liquid water No iteration General form of the freezing-point depression equation
Soil permeability Nonlinear effect, less permeable Uses only the liquid water volume to calculate hydraulic proprieties
Radiative transfer Modiﬁed two stream Probability of gap between canopy equals to (1-Fveg)
Ground surface albedo BATS Snow surface albedo accounts for fresh snow, variations in
snow age, grain size growth, impurity, etc.
Precipitation–snow or rain Snow when Tsfc< Tfrz When surface temperature< freezing temperature, snow,
and rainfall otherwise.
Soil temperature lower boundary condition Tbot at 8m from input ﬁle Read Tbot at Zbot from wrf input ﬁle
Snow/soil temperature time scheme Fully implicit Same as used in NOAH
aCLM is the Community Land Model and BATS is Biosphere–Atmosphere Transfer Scheme. Fveg stands for vegetation fraction.
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approaches used in the model are local or nonlocal [e.g., Stull, 1988], which will shortly be explained further
in the text.
In this study, we evaluate the dependence of CBL structure and daytime SVA feedback on the two local PBL
schemes MYJ and MYNN, and the two nonlocal PBL schemes YSU and ACM2. MYJ and YSU are chosen since
they have been most frequently used in sensitivity studies and have been widely evaluated within the WRF
community [e.g., Hu et al., 2010; Shin and Hong, 2011; Xie et al., 2013; Hu et al., 2013]. MYNN uses a similar
baseline as MYJ, but with considerable modiﬁcations of certain parameterizations, e.g., mixing length scale
(l), eddy diffusivities, and stability functions in the stable PBL. ACM2 was chosen because it uses a slightly
different approach from the other schemes. It combines the nonlocal approach with explicit parameterization
of nonlocal mixing by using a transilient matrix, and the typical local eddy diffusivity approach. A short descrip-
tion of the four schemes, and their constraints, deﬁciencies and advantages are given in the following
two subsections.
2.1.2.1. Local Approaches: MYJ and MYNN
MYJ and MYNN are both based on the Mellor-Yamada 1.5 order parameterization scheme [Mellor and
Yamada, 1974, 1982], in which the turbulent ﬂuxes of any adiabatically conserved quantity are related to
gradients of their mean values at adjacent levels only (therefore local approach). This can be formulated as
w’ψ ’ ¼ Kψ ∂ψ∂z ; (5)
where w′ represents vertical velocity ﬂuctuation, ψ′ is ﬂuctuation of an adiabatically conserved variable
(momentum m, heat h, or moisture q). Overbars denote averaged values. Kψ is the eddy diffusivity, which
is proportional to l, TKE, and the stability function in both schemes. An additional second-order prognostic
equation for TKE is used to diagnose wind variances.
One of the differences between the schemes is the parameterization used for l, which are given in Table 3. In
MYJ, l is parameterized with the common formulation suggested by Blackadar [1962], which is valid in the
stable and convective PBL, while in MYNN l depends on the PBL stratiﬁcation. In the higher-order local TKE
closure schemes, such as MYNN andMYJ, one of themajor obstacles for their improvement is the formulation
of l [e.g.,Mellor and Yamada, 1974, 1982; Cuijpers and Holtslag, 1998;Weng and Taylor, 2002; Grisogono, 2010].
The PBLH in MYJ is diagnosed using the TKE method [e.g., Janjic, 2002; Mellor and Yamada, 1982]. MYNN
uses the TKE method combined with the θ increase method as described in Nakanishi and Niino [2009]
and Xie et al. [2013].
Table 3. The Mixing Length Scale (l) Parameterizations as Deployed in MYNN and MYJa
MYNN MYJ
1
l ¼ 1ls þ 1lt þ 1lb
ls ¼
κz=3:7; z=L ≥ 1
κz 1þ 2:7z=Lð Þ1; 0 ≤ z=L < 1













q=N; ∂θv=∂z > 0; z=L ≥ 0
½1þ 5 qc=ltNð Þ1=2q=N; ∂θv=∂z > 0; z=L < 0














l = 0.23Δz; z> h
aIn MYNN l is controlled by the smallest among: ls (l in the surface layer), lt (turbulent length scale), and lb (l related to
the buoyancy force). q2 = 2TKE, κ is the von Karman constant. L represents the Monin-Obukhov length scale and qc is a
velocity scale. N is the Brunt-Väisälä frequency, z is the height of a model level, and h is the diagnosed PBLH.
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2.1.2.2. Nonlocal Approaches: YSU and ACM2
In the YSU scheme the second-order turbulent ﬂuxes are parameterized as







where γψ is the counter gradient correction term, h is the diagnosed PBLH, and z is the model height. By
adding γψ to the local gradient, YSU accounts for the contribution of large eddies to the total mixing, which
makes this scheme nonlocal. The last term on the right-hand side represents the explicit parameterization of
the entrainment ﬂux. This was shown to be the most critical step toward an improved representation of the
CBL mixing [e.g., Hong et al., 2006].
In ACM2, described by Pleim [2007], total mixing is a weighted sum between local and nonlocal components.
The nonlocal part is parameterized using a transilient matrix as described in Pleim [2007], which is a function
of the upward convective mixing rate, while the local part is formulated as in equation (5).
The schemes use slightly different approaches to calculate the PBLH, but both are based on the bulk
Richardson number method [e.g., Seibert, 2000; LeMone et al., 2013]. A detailed description of the methods
used to calculate the PBLH in the schemes can be found in, e.g., Hong [2010], Pleim [2007], and Xie et al.
[2013]. The major weakness of the nonlocal schemes is their high sensitivity to diagnosed quantities such
as PBLH [e.g., Teixeira and Cheinet, 2004], which are often difﬁcult to deﬁne precisely and accurately, particu-
larly in numerical weather prediction models and RCMs. Different strategies for calculation of the PBLH may
lead to signiﬁcantly different results.
2.2. Study Area and Weather Conditions
The study site is located in western Germany, near the village of Inden and the Jülich Research Centre
(Figure 1). During the ﬁeld campaign TR 32 FLUXPAT (funded by the German Science Foundation) in
September 2009, worldwide the ﬁrst scanning WVDIAL measurements were taken at the site (50°51′20.55″
N, 6°22′4.91″E, 105m above sea level) [Behrendt et al., 2009]. The measurements were performed over an
agriculturally dominated area in a relatively ﬂat terrain within the River Ruhr catchment. However, apart from
sugar beet, the ﬁelds were harvested in September 2009. An open-pit mine is located in the West and the
village of Inden in the North. Soil texture at the study site is primarily silty loam.
On 8 September 2009 during the day the weather in central Europe was controlled by a high-pressure system
with its center over Lithuania. During the whole day the weather at the study site was similar across most of
Europe, cloudless and dry with weak synoptic forcing. Minimum 2m temperature measured on 8 September
2009 in the area was about 15°C, while the maximum was between 28 and 30°C. The environmental air was
rather dry, with relative humidity at 2m height between 35 and 55% during the day. The 2m dew point
temperature close to the groundmeasured with RS at 16 UTC was 12.8°C. Most of the day it was calm with weak
winds. Until late afternoon, winds were southerly, southwesterly direction with up to 5ms1 speed at elevations
ranging from 30 to 360m. After 17:30 UTC the wind speeds increased up to~5–9ms1. At nighttime the winds
turned to an easterly and northeasterly direction. Wind data were obtained from SOnic Detection And Ranging
measurements performed at the study site on 8 September 2009 (C. Drüe, personal communication, 2014).
2.3. Measurements With the Water Vapor Differential Absorption Lidar
The WVDIAL is a scanning system, capable of performing three-dimensional observations of humidity with
the highest spatial/temporal resolution of all existing water vapor remote sensing systems [Behrendt et al.,
2009; Wagner et al., 2011, 2013; Späth et al., 2013, 2014]. Absolute humidity is measured with a spatial and
temporal resolution of 15 to 300m and 0.5 to 10 s, respectively. The maximum range is several kilometers
during day and night and can be adapted to the PBL evolution to capture the whole depth of the PBL
[Späth et al., 2014]. Validation studies conﬁrmed the high accuracy of the WVDIAL instrument [Bhawar
et al., 2011;Muppa et al., 2015]. Combining range-resolved measurements with scanning capability, different
scan patterns (e.g., range-height indicator or plane-polar indicator scans) can be performed with the WVDIAL.
The instrument allows for different types of volume scan patterns to be realized automatically. These
properties allow for studying the temporal and spatial structure of the water vapor ﬁeld in detail.
Figure 2 shows the range-height indicator scan of the absolute humidity ﬁeld measured on 8 September
2009 at six time steps between 8:48 and 17:52 UTC. The scan speed was 0.1°s1. An integration time of
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10 s was used for each proﬁle resulting in an angular resolution of 1°. Each of the scans took 24min to
complete. The complex structure of the humidity ﬁeld and its typical development in the course of the day
is revealed: several horizontal layers are seen in addition to turbulent structures close to the ground which
extend to the full height of the CBL of ~ 2km in the afternoon.
In the morning hours (Figures 2a–2c) a CBL started to evolve, which is visible from the strong increase in
humidity close to the land surface. High-humidity content above the evolving CBL corresponds to the resi-
dual layer from the day before. At about 10 UTC (Figure 2d) the evolving CBL overtook the residual layer.
In the afternoon, the CBL was well mixed and about 1.6 km high (Figure 2e), with humidity content lower then
on the previous scan which indicates the drying process during the day. Also, the interfacial layer with
entrainment of drier air from aloft can be revealed at about 1.6 and up to 2 km. In Figure 2f the CBL collapsed,
but the strong residual layer up to 1.2 km from the daytime is clearly apparent from the humidity content,
which remained relatively high.
The vertical proﬁles of absolute humidity used for validation in this study were obtained by averaging the
scanning data over a range of 3 km, 1.5 km in each horizontal direction from the WVDIAL site (white dashed
rectangle in Figure 2). As humidity within the CBL is highly variable, the averaging scheme of theWVDIAL scans
yields data which are more representative for comparisons with the model output and provide lower sampling
errors than, e.g., radiosonde proﬁles, which sample the atmosphere only along its path at certain times.
Figure 2. The WVDIAL scans of absolute humidity on 8 September 2009. The starting time of the each scan in UTC is
denoted in the lower left corner of the corresponding panel. Each scan lasted approximately 24min. White rectangles
on the scans denote the area (3 km in horizontal and 2.5 km in vertical direction) over which the measured data were
averaged to obtain the absolute humidity proﬁles.
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3. SVA Analysis Method: Mixing Diagram Approach
The mixing diagram approach, introduced by Betts [1992] and extensively used by Santanello et al. [2009,
2011, 2013] for the intercomparison of the PBL schemes and LSMs, is applied here to analyze SVA feedbacks.
It is a useful technique to diagnose the degree of coupling between the land surface and atmosphere on
diurnal time scales. From the diagram it is possible to diagnose total mean ﬂux of heat and moisture within
the PBL, as well as the contributions of the surface, advection, and entrainment ﬂuxes to the total mean ﬂux.
To obtain these ﬂuxes, the mixing diagram deploys 2-D vector representation of heat and moisture budgets
within the CBL. Changes of heat and moisture in the CBL over some time interval Δt can be considered as
vectors in a (Lq, Cpθ) diagram, with q representing mixing ratio and θ is potential temperature. The surface
vector (Vsfc) represents the quantiﬁed impact from the surface to the total mean PBL ﬂux (see Figure 7).
x component of Vsfc (CpΔθsfc) corresponds to the mean H at the land surface and can be calculated as
CpΔθsf c ¼ HsfcΔt
ρh
; (7)
where ρ is the density in the CBL, the subscript sfc denotes the surface, and overbars mark the averaged
values over a time interval Δt. The similar principle is valid also for calculating y component of Vsfc (LΔqsfc),
only with θ being replaced with q, H with λE, and Cp with L.
In the analysis the impact of the advected ﬂuxes was considered as well. The x component of the advection
vector (Vadv) can be calculated using:






with u and v being zonal and meridional wind velocities, respectively, angle brackets stand for averaged
values within the CBL column. By replacing Cp with L, and θ with q in equation (8), the y component of
Vadv can be calculated. Vadv is then added to Vsfc.
The entrainment vector (Ventr) is a residual vector that connects Vadv with the ﬁnal values of Lq and Cpθ at
tend, and it can be calculated using simple vector algebra. All the vectors are displayed on Figure 7. The x
and y components of Ventr correspond to mean H and λE at the interfacial layer, respectively.
Negative/positive values of the mean H at the interfacial layer denote mean entrainment of cold/hot air from
the free atmosphere, while negative/positive λE stands for the inﬂux of dry/moist air through the interfacial
layer. The slope of Vsfc corresponds to the mean Bowen ratio at the surface (βsfc). Using the information
obtained from the mixing diagrams, the mean Bowen ratio at the interfacial layer (βentr), which is the slope
of Ventr, can be easily calculated as well. More details about vector representation of energy budgets in the
form of mixing diagrams are available in Santanello et al. [2009, 2011, 2013].
4. Results
Results representing the sensitivity of the WRF model to the PBL schemes are displayed separately from the
results showing themodel sensitivity to the LSMs. Absolute humidity proﬁles simulated on 8 September 2009
were compared with the WVDIAL measurements and presented in section 4.1. In section 4.2, the temperature
proﬁles of the six model simulations are compared with the available sounding data to investigate the
representation of the CBL in respect to stability. A quantity that describes the ability of a PBL scheme to depict
proﬁles of thermodynamic variables is the PBLH [e.g., Coniglio et al., 2013]. In section 4.3 PBLH calculated from
the simulations using two techniques are compared with the measured PBLH, which was estimated from
WVDIAL absolute humidity proﬁles as the height with the highest moisture gradient [e.g., Seibert, 2000;
Seidel et al., 2010; Pal et al., 2010]. Furthermore, we examined the sensitivity of the WRF model to the PBL
schemes and LSMs in simulating the SVA coupling. In section 4.4, we applied the mixing diagram approach
[Santanello et al., 2009, 2011, 2013] to quantify the SVA feedback processes locally on a diurnal time scale.
4.1. Absolute Humidity Proﬁles
The high-resolutionWVDIALmeasurements permit a detailed insight into PBL evolution during daytime. On 8
September 2009, measurements were available from 7 to 10UTC at an hourly scale and in the afternoon at 16
and 18 UTC. The residual layer from the previous day, with a strong inversion layer at ~900m is visible at 7
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and 8 UTC (black dotted lines on Figures 3 and 4). The PBL started to evolve slowly at the beginning of the day
(from 7 to 9 UTC), and at 10 UTC it merged with the residual layer and reached the inversion layer. The PBL
was well mixed (almost constant humidity proﬁle) at 16 UTC, but already in the decay phase, while at 18 UTC
an abrupt collapse of the PBL was observed. The measurements are compared with the absolute humidity
proﬁles simulated with the six WRF simulations in the following two sections.
4.1.1. Sensitivity to the PBL Parameterizations
Figure 3 displays the sensitivity of WRF to the PBL schemes in simulating the absolute humidity proﬁles in
comparison with the WVDIAL measurements. The LSM selected for this comparison is NOAH.
The discrepancies between the simulations and the measurements are ranging up to 2 gm3, being the
highest at the start of the PBL evolution and at the time of the PBL collapse. The comparisons of the proﬁles
show that all of the schemes fail to reproduce the residual layer and the strong morning inversion observed
at ~900m (Figures 3a–3c). The PBLH in the CBL can be estimated from vertical humidity proﬁles as the height
where the highest moisture gradient occurs [e.g., Seibert, 2000; Seidel et al., 2010; Pal et al., 2010]. At 7 A.M. the
simulated proﬁles are very similar. They start to diverge from the surface as the CBL evolves and deviate at 8
UTC in the lowest 500m (Figure 3b). The observed humidity gradient between 100 and 250m is stronger
than the simulated gradients. However, with the two local schemes (MYJ and MYNN) the gradient is closer
to the observation than with the nonlocal schemes. From 9 UTC onward, all the PBL schemes result in a
higher CBL compared with the measurements. At 9 UTC (Figure 3c) the observed humidity in the lowest
400m has increased, showing a gradient of 3 gm3 between 100 and 400m height. This is not simulated
Figure 3. Comparisons of the measured absolute humidity proﬁles (black dots) with the proﬁles simulated with WRF conﬁgured with the four PBL schemes (ACM2 in
blue, MYJ in red, MYNN in green, and YSU in purple) and the NOAH LSM. Shaded grey areas correspond to the standard deviation of the scans due to averaging.
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by the PBL schemes, which only show a decrease of the gradient and an increase in humidity between 400
and 1000m height. At 10 UTC (Figure 3d) the residual layer vanished and the morning CBL is developed
below 800m. The PBL schemes show a less intense gradient. In the nonlocal schemes the highest gradient
is 200m above the local schemes’ gradient. Therefore, the highest CBL is obtained with the nonlocal ACM2
and YSU schemes, which is up to 400m higher than observed (Figures 3d and 3e). Furthermore, the nonlocal
schemes also account for the fastest growth of the PBL in the morning hours (Figures 3b and 3c). Slower
evolution and a shallower, but still too high CBL was simulated with the local MYJ and MYNN schemes. At
16 UTC (Figure 3e), when the CBL was fully developed, the shallowest CBL was obtained with the MYNN
scheme. However, the humidity gradient of 5 gm3 per 600m is only simulated by the local MYJ scheme,
though the overall humidity is 1 gm3 larger than observed, and the PBLH is for about 250m higher.
Figure 3f shows that the two nonlocal schemes simulate a strong transition, while in MYNN the transition is less
pronounced, and MYJ miss to reproduce it completely. However, the simulated reduction of the inversion layer
from 16 to 18 UTC is much more gradual for all the PBL schemes than observed, which resulted in a too high
residual layer that formed after the PBL collapse (Figure 3f). ACM2, YSU, and MYNN simulate a signiﬁcant drying
in the upper PBL from 16 to 18 UTC, which is not the case with MYJ. Drying of the CBL can be related to advec-
tion and entrainment of dry air from the free atmosphere, both parameterized differently in the schemes.
The difference between the proﬁles obtained with the two nonlocal schemes is almost negligible, while the
proﬁles with the local schemes show signiﬁcant differences in representing PBL evolution. The largest
differences appear when the CBL is well mixed, and during its collapse. MYJ simulates the CBL with higher
Figure 4. Absolute humidity proﬁles simulated with the four WRF conﬁgurations differed in combinations of the two PBL schemes and the two LSMs compared with
the WVDIAL measurements. Turquoise lines denote MYNN with NOAH-MP and brown YSU with NOAH-MP. Other colors and the WVDIAL data the same as on
Figure 3.
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moisture, stronger inversion, and the thinner interfacial layer than MYNN. The two local schemes are not
coupled with the same surface layer parameterization scheme, which can simulate different heat and
moisture ﬂuxes at the land surface. This can result in signiﬁcantly different PBL evolution, since the input
variables to the PBL schemes are the ﬂuxes. The latter is discussed in details in section 5.
4.1.2. Sensitivity to the LSMs
Figure 4 shows the WRF sensitivity to LSMs. The WVDIAL measurements of absolute humidity proﬁles are
compared with the NOAH-MP and NOAH simulations, coupled with MYNN and YSU.
The discrepancies between the simulations increase during the morning hours and result in a different CBL
evolution (Figures 4a–4c). At 10 UTC (Figure 4d) the CBL is evidently drier with NOAH-MP than with NOAH. In
the afternoon, the CBL was well mixed (Figure 4e) and a signiﬁcant sensitivity of WRF to the coupled LSM is
not only apparent close to the ground, but it extends up to the CBL top and the lower free troposphere. In the
case of NOAH-MP, the CBL is signiﬁcantly drier (between ~0.5 and ~1.5 gm3). At 16 UTC the PBLH is slightly
higher (~100m), and humidity gradients in the interfacial layer are marginally lower with NOAH-MP than with
NOAH (Figure 4e). At 18UTC, just after the CBL collapsing, each proﬁle deviates signiﬁcantly one from another
due to both, different LSMs and different PBL schemes. All in all, the results indicate that a different LSM
causes different SVA feedback and that this affects entrainment processes at the interfacial layer and thus
impacts on the PBL structure.
4.2. Temperature Proﬁles
At 16 UTC 8 September 2009 a radiosonde was launched from the study site. The temperature measurements
are compared with the six simulations in a form of skew T-logp diagram (Figure 5a) to further investigate the
CBL features. This allows for the calculation of the LCL.
Figure 5a shows that the measured capping inversion occurs at approximately 1400m, which is about 200
lower than in WVDIAL. WRF in all six experiments has a signiﬁcantly higher inversion layer (more than
400m higher, depending on model conﬁguration).
Dew point temperature shows a higher dependence on the selected PBL scheme and LSM. The nonlocal PBL
schemes and NOAH-MP simulate lower moisture within the CBL than the local PBL schemes and NOAH.
Stronger humidity gradients at the inversion are obtained with the nonlocal schemes. This results in a thinner
inversion layer than with the local schemes. The most humid CBL and consequently the lowest PBLH is
Figure 5. (a) Skew T-logp diagram of 16 UTC 8 September 2009 sounding, as simulated with the six WRF runs along with
the RS measurements (the RS launched at 16 UTC). Lines perpendicular to the left vertical axis of the diagram are the
LCL values in hPa as calculated from the simulations and the RS measurements. (b) The potential temperature proﬁles valid
at 16 UTC as simulated with the six model simulations and measured with the RS. Colors of the lines on both panels
depicted in the legend located in the bottom right corner of Figure 5b.
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simulated by MYJ, which coincides with the results discussed in section 4.1.1. Within the CBL the model is
more sensitive to the LSM choice, while the height and thickness of the inversion layer is more sensitive to
the PBL scheme. Comparing to the RS measurements, all the schemes simulated the afternoon overshooting,
especially the simulations with nonlocal schemes coupled with NOAH-MP. The inversion layer simulated with
the local schemes is too thick, and the inversion is not as sharp as measured. This is especially the case with
MYJ simulations. Comparing to the WVDIAL measurements (sections 4.1.1 and 4.1.2), one can see that the RS
measured even sharper inversion at 16UTC (Figure 5a) than the WVDIAL (Figures 3e and 4e).
The observed LCL height of 787 hPa at 16 UTC is overestimated by all simulations as well. The difference
between local and nonlocal PBL schemes applied with NOAH becomes evident in the LCL heights, which
are lower with the local schemes (MYNN: 756 hPa, MYJ: 763 hPa) than with the nonlocal schemes (YSU:
747 hPa, ACM2: 749 hPa). The height of the LCL was increased by 18 hPa for YSU and 17 hPa for MYNN when
applying NOAH-MP.
Potential temperature proﬁles at 16 UTC depicted on Figure 5b indicate that the proﬁles simulated with the
local PBL schemes are slightly stable, especially with MYJ. The observed unstable proﬁles are simulated with
the nonlocal PBL schemes. The stability of the CBL is not inﬂuenced by the LSMs in this case study. The bulk
difference between the simulated temperatures within the CBL is less than 1 K, but nevertheless, the proﬁles
show that the CBL was slightly warmer with the local schemes, as well as with the NOAH-MP. NOAH-MP
slightly increased the PBLH for both, the local MYNN and nonlocal YSU schemes, but in all the six cases the
PBLH is strongly overestimated (>400m) compared with the RS measurements.
4.3. The Planetary Boundary Layer Height
Each of the PBL schemes deployed uses a different formulation to diagnose the PBLH (see sections 2.1.2.1 and
2.1.2.2), and therefore comparisons of the model diagnostics with the measurements would lead to inconsis-
tent conclusions [e.g., LeMone et al., 2013]. To avoid this, we chose two criteria to calculate the simulated
PBLH. A common method to calculate the top of the CBL deﬁnes the PBLH as the height where the virtual
potential temperature lapse rate exceeds some threshold value [e.g., Seibert, 2000; Liu and Liang, 2010]. We
chose the threshold value to be 2 K km1, as suggested by LeMone et al. [2013]. The second criterion applied
is the bulk Richardson method as used in YSU, with Ribcr set to 0.25 [e.g., Hong et al., 2006; Jeričević and
Grisogono, 2006]. At 7 and 18UTC it was not possible to estimate PBLH since the PBL was shallower than
the lowest level at which the WVDIAL measurements were performed.
Figure 6a demonstrates the comparisons of the PBLH obtained from the simulations using the virtual
temperature lapse rate method. The maximum difference between the PBL schemes is ~300m. The nonlocal
Figure 6. Temporal change of PBLH fromWRF comparedwith the PBLH estimates obtained from theWVDIAL measurements
(black dots) on 8 September 2009 between 7 and 17 UTC. The PBLH from themodel is calculated using (a) the virtual potential
lapse rate method and (b) the bulk Richardson method.
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schemes exhibit a more rapid evolution of the PBL than the local schemes, which is in agreement with similar
studies [e.g., Moeng and Sullivan, 1994; Shin and Hong, 2011; Xie et al., 2013; Coniglio et al., 2013]. There is no
signiﬁcant difference in the results between the two nonlocal schemes, ACM2 and YSU, whereas the PBLH is
higher with MYNN than with MYJ most of the day. Only in the morning, the evolution of the PBL is slightly
faster with MYJ than with MYNN. From the time when the CBL is fully mixed (i.e., at 11 UTC) the PBLH is higher
with MYNN (~+100m) than with MYJ. Comparing the results with themeasurements, the PBLH obtained with
the local schemes ﬁts better than with the nonlocal schemes, especially in the morning. The PBL evolution as
simulated with the both nonlocal schemes is too fast when comparing with the measurements.
The PBLH obtained with NOAH-MP is similar or up to ~100m higher than with NOAH. Using YSU, the start of the
PBL evolution occurs 30min earlier in NOAH-MP than with NOAH. The highest difference between the two LSMs
occurs at the time of the PBL collapse. NOAH-MP postpones the occurrence of the PBL decay for at least 30min.
Furthermore, the increase in the PBLH just before the collapse obtained with MYNN and NOAH-MP is not realistic.
The PBLH maximum occurrence in all cases is in the late afternoon (here at or after 16UTC). This is not typical
for the PBL evolution on clear-sky weather conditions [e.g., Stull, 1988; Seibert, 2000; Zhang et al., 2014].
Therefore, we applied the bulk Richardson method to calculate the PBLH from the model as well. The results
are displayed on Figure 6b. The diurnal cycle obtained with this method seems to bemore realistic. The highest
difference between the two methods is obtained at midday and in the early afternoon, ranging from 300 to
500m. The most notable difference in the results between the two methods deployed is obtained with MYJ.
The PBLH in the CBL is signiﬁcantly increased with MYJ when the bulk Richardson method was used. This indi-
cates that the impact of wind shear on the PBL evolution, accounted for in the bulk Richardson method, might
be higher in the MYJ simulations than in the other simulations. Furthermore, with NOAH-MP the PBL collapse
occurs later thanwith NOAH as well. The delay of the collapsemight also be related to wind shear at the top and
bottom of the PBL [e.g., Pino et al., 2006; Goulart et al., 2010; Darbieu et al., 2015], but the investigation of wind
shear impact on PBL evolution is beyond the scope of this paper. With thismethod, results obtainedwithMYNN
andNOAH are ﬁtting best with themeasurements, which is consistent with the previous results (see section 4.1)
and studies such as, e.g., Coniglio et al. [2013] and Huang et al. [2013].
4.4. The Land-Atmosphere Coupling
The results in sections 4.1–4.3 demonstrate the strong inﬂuence of the land surface on the PBL evolu-
tion. In this section we applied the mixing diagram approach to quantify the simulated inﬂuence of land
Figure 7. Mixing diagrams for 8 September 2009 between 7 and 17 UTC. Solid lines demonstrate the simulated coevolu-
tion of moisture content Lq and heat content Cpθ. Dashed colored lines are vectors which correspond to the surface
ﬂuxes (Vsfc), the advected ﬂuxes (Vadv), and the entrainment ﬂuxes (Ventr). (a) The simulations with WRF conﬁgured with
NOAH LSM and the four PBL schemes (ACM2, MYJ, MYNN and YSU). (b) The four WRF simulations conﬁgured with
combinations of the two PBL schemes (MYNN and YSU) and two LSMs (NOAH and NOAH-MP). Colors of the lines corre-
spond to those on Figures 3 and 4. Overlain are lines of constant θe (in K; black dashed) and RH (in %; orange dashed).
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surface processes, advection, and entrainment on PBL evolution. The method is applied on a diurnal time
scale at a model grid point closest to the study site. Heat and moisture advection necessary to obtain Vadv
(right-hand side of equation (8)) is calculated at the model grid point as well. The values denoted in the dia-
gram represent mean advection of heat (x component of Vadv) and moisture (y component of Vadv) in the CBL
over a time period Δt (here 10h).
The mixing diagram depicted on Figure 7a demonstrates the sensitivity of WRF to the four PBL schemes, all
with NOAH, in representing the temporal change of heat and moisture during a 10 h period (from 7UTC until
17UTC) on 8 September 2009. Differences between the simulations are evidently small, with low variability of
humidity content in the lower PBL during the day. Slightly faster drying of the lower CBL was simulated with
ACM2 and YSU than with the local PBL schemes, indicating higher mixing properties with the nonlocal
schemes. The highest moisture in the CBL was accounted with MYJ.
Sensitivity of WRF to the LSMs (NOAH and NOAH-MP) together with its sensitivity to the PBL schemes (MYNN
and YSU) is shown in Figure 7b. The curves demonstrate the higher sensitivity of the model to the LSMs than
to the PBL schemes. The CBL simulated with NOAH-MP is drier and slightly warmer than the one simulated
with NOAH. Lines of constant relative humidity (RH) are overlain on the mixing diagrams. There is no
signiﬁcant difference in the RH during the day between the simulations. All conﬁgurations simulated the
change of about 20% in RH during the 10 h period. However, up to 5% lower values of RH are accounted
with the local PBL schemes (Figure 7a) as well as with the NOAH-MP runs (Figure 7b). Moist static energy
(MSE), which is deﬁned as a sum of sensible heat, geopotential heat, and latent heat, is proportional to
equipotential temperatures (θe). Therefore, an increase in θe means a buildup in MSE, which implies an
increase in potential for a convection occurrence. Therefore, θe is a useful measure of the potential for
low-level heat and moisture impact on cloud development and precipitation [e.g., Santanello et al.,
2011]. Lines of constant θe are overlain on the mixing diagrams as well. This allows for simple quantiﬁcation
of the MSE during the day for the each simulation. With ACM2, YSU, and MYNN (Figure 7a) WRF simulated
an increase of θe by approximately 6 K during the day, while about 8 K was simulated with MYJ. This
indicates that slightly higher potential for cloud development was simulated with MYJ. Comparing an
impact of the LSM on the θe change, NOAH-MP decreases the value for about 2 K, i.e., NOAH-MP reduces
the potential for cloud development with both, MYNN and YSU. The overall change of θe depends on
surface evaporation, the PBL evolution, advection and the processes at the entrainment. These processes
can be quantiﬁed from the mixing diagrams and the results for this case study are summarized in Table 4.
One of the derived variables from the mixing diagram is the mean entrainment Bowen ratio (βentr). The
values of βentr indicate that the mean entrainment of warm air is slightly higher than the mean entrainment
of dry air for all the PBL schemes deployed, since βentr<1. The values of ratios between the mean latent
heat ﬂux at the entrainment and that at the land surface (AλE) indicate that the highest mean entrainment
of dry air (negative values) was acquired by the nonlocal schemes, while the lowest values were obtained
with MYJ scheme.
In case of the local PBL schemes advected ﬂuxes can be neglected due to the low ratios (<0.1) between the
mean advected ﬂuxes and the sum of the mean surface and entrainment ﬂuxes (ADλE for latent heat, and ADH
Table 4. Diagnostics From the Mixing Diagramsa
Experiment βsfc βentr AλE AH ADλE ADH
ACM2-NOAH 1.86 1.55 1.24 0.91 0.29 0.18
MYJ-NOAH 1.89 1.18 1.30 0.72 0.01 0.09
MYNN-NOAH 1.67 1.09 1.45 0.84 0.07 0.04
YSU-NOAH 1.64 1.54 1.08 0.90 0.32 0.07
MYNN-NOAH-MP 6.42 0.78 8.48 1.02 0.15 0.02
YSU-NOAH-MP 5.70 0.86 7.79 1.15 0.05 0.08
aBowen ratio at the land surface (βsfc) is calculated from the model output as the ratio of H to λE, while at the inter-
facial layer (βentr) are diagnosed from the mixing diagrams. The ratios of the ﬂuxes of latent (AλE) and sensible heat (AH)
at the land surface to those at the interfacial layer are also diagnosed from the mixing diagrams. The advected moisture
(heat), divided by and the sum of the surface and entrainment ﬂux of latent (sensible) heat is quantiﬁed impact ADλE
(ADH) of horizontal advection of moisture (heat). All the variables are mean values averaged over 10 h period (from 7
UTC to 17 UTC) on 8 September 2009 for the six experiments exhibited in this study.
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for sensible heat). Simulations with the nonlocal schemes simulated signiﬁcant impact of the mean advected
ﬂuxes to the mean total ﬂuxes, with the values of around 0.3 for the case of latent heat ﬂux.
The differences between the values derived from themixing diagrams are signiﬁcantly higher when comparing
the results from the two LSMs to those obtained from the four PBL schemes. The signiﬁcantly higher Bowen
ratio at the land surface (βsfc) calculated with NOAH-MP implies that less energy is partitioned into latent heat
compared to NOAH. Since the radiation scheme used in all the simulations is the same, the Rn should not vary
signiﬁcantly between the schemes. Therefore, to close the energy balance at the land surface in equation (1),
the residual latent heat ﬂux went to H or/and G. This signiﬁcant difference in βsfc between the LSMs is due to
difference in evaporative physics of the LSMs. In section 5.2 this has been discussed more in detail.
The absolute value of the Bowen ratio at the entrainment (|βentr|) is< 1, while from NOAH simulation it is> 1.
Since negative values for AλE indicate a mean inﬂux of dry air from the free atmosphere in the PBL, this
suggests that NOAH-MP exhibits a higher entrainment of dry air than NOAH. Since less moisture comes from
the land surface and much more dry air is entrained in the PBL (AλE with NOAH-MP is 5 times AλE with NOAH,
see Table 4), the PBL is drier in NOAH-MP than in NOAH. This explains the results displayed in section 4.1.2,
where the difference obtained in humidity proﬁles between NOAH and NOAH-MP is up to 20%.
Furthermore, comparing only the size and the slope of Ventr versus Vsfc for NOAH-MP and NOAH in the
diagram, it can be seen that the drying effect of the free atmosphere (entrainment processes) has a stronger
impact on PBL evolution than the moistening from land surface, in all simulations, especially when coupled
with NOAH-MP.
Figure 8. Simulations of the temporal change of (a) sensible heat ﬂux (H), (b) latent heat ﬂux (λE), (c) ground heat ﬂux (G),
and (d) radiation ﬂux (Rn) on 8 September 2009 between 7 and 17 UTC.
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Quantiﬁed impacts of the mean advected ﬂuxes (ADλE and ADH) in the experiments with NOAH-MP do not
exceed 0.1 signiﬁcantly. Therefore, the impact of horizontal advection to the mean total ﬂux, and
subsequently to the PBL evolution at the study site simulated with NOAH-MP is negligible, which can be also
conﬁrmed with the size of the Vadv vectors.
5. Discussion
On 8 September 2009 between 7 and 9UTC the simulated temporal change in absolute humidity within the
PBL with the six experiments is not higher than 0.5 gm3, while the measured changes are ranging up to
3 gm3. Moistening of the PBL that was measured during the PBL growth can be explained by enhanced
evaporation after the sunrise due to evaporation from the bare ground where the WVDIAL was located
and transpired water from the surrounding ﬁeld of sugar beet that was within the 3 km range of the
performed measurements (see section 2.2). Higher standard deviation of the measurements within the lower
CBL in the morning hours (Figures 3a–3c and 4a–4c) conﬁrms the higher variability in humidity ﬁeld within
the range of averaging (white dashed rectangles on Figure 2). A small change in humidity during the PBL
evolution simulated by the model in this study with all the six experiments, indicates that the evaporative
fraction simulated by the model is lower than in reality. This can be related to the land surface heterogeneity,
which is not captured by the model. The model categorizes the grid cell, which corresponds to the study site,
Figure 9. Simulations of the temporal change of (a) the temperature at the ﬁrst model level (T), (b) the surface temperature
(Tskin), (c) the surface exchange coefﬁcient for heat and moisture multiplied with the friction velocity (Ch), and (d) the
temperature in the ﬁrst soil layer (Ts1) on 8 September 2009 between 7 and 17 UTC.
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as a cropland. In reality this was an open-pit mine surrounded by the agricultural landscapes, where most
of the ﬁeld were harvested apart from the one covered with sugar beet (see section 2.2). Categorization of
the landscapes and phonological changes, which are recognized by the WRF model via green vegetation
fraction (Fveg), determine the vegetation parameters such as leaf are index, albedo, roughness, emissivity,
etc. These parameters are read from lookup tables in the LSMs. Therefore, model errors in Fveg or in land use
will affect the results in the model representation of the ﬂuxes at the land surface signiﬁcantly [e.g., Nielsen
et al., 2013].
5.1. Sensitivity to the PBL Schemes
Results of the simulations differing in the PBL schemes have shown that the highest differences occur
between the local and the nonlocal approach.
The behavior of the nonlocal schemes is very similar with respect to humidity and temperature proﬁle
evolution. Figure 8 depicts simulations of the daytime temporal change of radiative and surface ﬂuxes over
a 10 h period on 8 September 2009. H simulated with ACM2 is up to 10Wm2 higher than with YSU
(Figure 8a), and lower λE (Figure 8b) leads to higher βsfc. This implicates therefore greater buoyancy in the
CBL. All the aforementioned points lead to the higher mixing associated with ACM2, which support a higher
entrainment. This corresponds to the diagnosed values from the mixing diagrams (Table 4) which show that
the higher mean entrainment of dry air is simulated with ACM2.
On the other hand, the local schemes demonstrate higher discrepancies in simulating the PBL evolution.
One of the reasons is the fact that the WRF conﬁguration with MYJ needs to be coupled to the ETA
similarity surface layer scheme, and MYNN with the revised MM5 surface layer scheme. This resulted in
signiﬁcantly higher values of Ch (Figure 9c) with MYJ (also obtained by Xie et al. [2013]) and slightly lower
Tskin. Therefore, up to 35Wm
2 higher H is obtained with MYJ, whereas values for λE are similar
(Figures 8a and 8b). This results in the higher βsfc with MYJ, which should imply a greater generation
of buoyant turbulence and therefore a higher and drier CBL. This is not the case here, however, because
of the stronger mixing that occurs with the MYNN scheme. The higher eddy diffusivity for heat and
moisture (Kh), which is proportional to l and TKE, the higher the mixing (equation (5)). MYNN accounts
for higher values for both l and TKE (Figure 10 depicts an example proﬁle for l and TKE valid at
16 UTC). Furthermore, the mean entrainment of dry and warm air is higher with MYNN, which was
derived from the mixing diagrams (Table 4). This leads to the more humid CBL simulated with MYJ than
with MYNN scheme. In this case of the local schemes it is evident that the entrainment at the interfacial
layer has the highest inﬂuence on the PBL evolution.
Figure 10. Vertical proﬁles of the (a) mixing length scale (l) and (b) TKE on 8 September 2009 at 16 UTC as simulated with WRF
conﬁgured with the local schemes (MYJ with NOAH in red, MYNN with NOAH in green and MYNN with NOAH-MP in turquoise).
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5.2. Sensitivity to the LSM
This case study shows the high sensitivity of WRF to the LSM choice in representing the PBL features and its
evolution. NOAH-MP in its conﬁguration for the model domain accounts for signiﬁcantly lower λE (Figure 8b)
and slightly lower H at the surface (Figure 8a) which corresponds to signiﬁcantly higher βsfc in the mixing
Figure 11. Temporal change of mixing ratio vertical proﬁles in g kg1 from 7 to 18 UTC on 8 September 2009 at the
study site, as simulated with WRF conﬁgured with (a) MYNN and NOAH, (b) YSU and NOAH, (c) MYNN and NOAH-MP,
and (d) YSU and NOAH-MP. The bottom two panels display the difference between the NOAH and NOAH-MP proﬁles
in g kg1 for the (e) MYNN and (f) YSU PBL schemes.
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diagram when compared to NOAH (see Table 4). The difference in H is related to the lower difference
between T (Figure 9a) and Tskin (Figure 9b) in equation (2) as well as to the lower Ch obtained with
NOAH-MP (Figure 9c). The high difference in λE is partly related also to the lower Ch (since in NOAH and
NOAH-MP Ch is equal to Cq) used for the calculation of λE (equation (4)), and partly to the different evapora-
tive physics and the structural changes in NOAH-MP (se section 2.1.1.2). The difference in Rn between NOAH
and NOAH-MP is small, up to 20Wm2 (Figure 8d). This is accounted for in the discrepancy in Tskin between
NOAH and NOAH-MP (Figure 9b), since Tskin affects upward longwave radiation from equation (1).
Furthermore, the residual energy from the difference in λE goes mostly into the ground as G (Figure 8c).
G over vegetated and bare soil in both LSMs is calculated as in equation (3). Tskin (Figure 9b) and Ts1
(Figure 9d) are higher in NOAH-MP than in NOAH, but the difference in Tskin between the LSMs is lower than
the difference in Ts1. Therefore, the temperature gradient between the land surface and the ﬁrst soil layer in
equation (3) is higher with NOAH. This leads to a conclusion that the signiﬁcantly higher values of G obtained
with NOAH-MP are predominantly due to the different methods used for calculating the surface soil thermal
conductivity κh [Niu et al., 2011]. The difference in the soil moisture η between LSMs has an inﬂuence on κh as
well. At the study site NOAH-MP accounts for ~2% higher η in the top soil layer than NOAH (not shown),
which supports the higher κh [e.g., Chen and Dudhia, 2001a]. The difference in λE obtained here might also
be due to an option in NOAH-MP related to calculation of the soil moisture factor, which is a function of
matric potential in NOAH-MP, and of soil moisture η in NOAH. η affects volumetric heat capacity and κh in
the thermal diffusion equation used for calculation of the soil temperature in NOAH and NOAH-MP [e.g.,
Chen and Dudhia, 2001a]. Consequently, η affects the soil temperature, Tskin, and therefore the ﬂuxes.
The study shows that the higher βsfc also affects the mixing features that are calculated in the PBL schemes.
From the humidity proﬁles represented in section 4.1.2, we can conclude that the spread in the results
between the simulations is due to the PBL switches in the morning hours, while in the afternoon the spread
is wider and affected more by the land surface exchange, i.e., βsfc. Higher mixing was simulated when the
schemes were coupled with NOAH-MP. The MYNN scheme, for example, accounts for higher l and TKE
when is coupled with NOAH-MP than with NOAH (Figure 10), which results in higher Kh and therefore in
higher ﬂuxes.
Figure 11 shows a temporal change of the mixing ratio proﬁles between 7 and 18 UTC on 8 September 2009
at the study site for MYNN and YSU in combination with NOAH and NOAH-MP. The ﬁgure displays that drying
in the whole CBL during the afternoon hours is more abrupt with NOAH-MP (Figures 11c and 11d) than with
NOAH (Figures 11a and 11b). This can be also seen from the mixing diagram (Figure 7b), especially between
11 and 14 UTC. In the afternoon the Lq/Cpθ line in the mixing diagram is more sharply curved than in the
morning, which indicates that the higher and more abrupt drying with NOAH-MP is related mostly to the
entrainment ﬂuxes. In the morning, surface moisture and entrainment are more balanced, since the Lq/Cpθ
line is straighter. Furthermore, the differences in the humidity ﬁeld between the LSMs range up to 1.4 g kg1
for both MYNN and YSU schemes. The differences are higher in the upper PBL than close to the land surface,
especially between 11 and 14UTC with MYNN (Figure 11e), which is counterintuitive when the LSM is the
only difference between the simulations. This is due to the higher entrainment of dry air from the free
atmosphere obtained with NOAH-MP, which is also diagnosed as AλE (Table 4) from the mixing diagram
(Figure 7b). Due to the higher difference in PBL humidity evolution between NOAH and NOAH-MP, from
Figure 11 it can be concluded that WRF coupled with MYNN is more sensitive to the LSM choice than WRF
with YSU. All the aforementioned implies that land surface processes are highly inﬂuential on mixing
properties within the PBL and also processes at the interfacial layer.
6. Summary and Concluding Remarks
This paper has assessed the WRF model sensitivity on PBL parametrization schemes and LSMs in simulating
the CBL evolution and its structure during a clear-sky and calm day in Germany. Six simulations have been
conducted with two local (MYJ and MYNN) and two nonlocal (ACM2 and YSU) PBL schemes, combined with
two LSMs, NOAH, and NOAH-MP (as conﬁgured as depicted in Table 2). The focus of the study was on the
investigation of WRF representation of the CBL features, such as humidity evolution in the CBL and the
PBLH. The SVA feedback analysis has been performed as well, by applying the mixing diagram approach.
The model results have been supported with the RS and the high-resolution WVDIAL measurements. The
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WVDIAL measurements have been used for the model validation for the ﬁrst time. They have demonstrated
high potential for a detailed analysis of the grid cell-averaged structure of the humidity proﬁles, PBLH and
development of the CBL and the residual moist layer.
All six experiments simulate a too fast CBL evolution, with signiﬁcant overshooting in the afternoon when
comparing the simulated humidity proﬁles with WVDIAL measurements. Furthermore, the top of the PBL is
not as sharp as observed, and none of the schemes has been able to reproduce the strong residual layer
as measured. Overshooting in the afternoon is more pronounced with the nonlocal YSU and ACM2 schemes,
as well as in the simulations with NOAH-MP. MYJ coupled with NOAH accounts for the highest moisture in the
CBL compared to the other ﬁve simulations. This is due to the lower mixing proprieties simulated by MYJ,
which is a known disadvantage of the scheme and the local approach in general [e.g., Holtslag and Boville,
1993; Cuijpers and Holtslag, 1998; Teixeira and Cheinet, 2004]. The higher humidity obtained with MYJ is also
related to the ETA similarity land surface scheme that is coupled with MYJ and is different from the surface
layer scheme used in all the other simulations. The exchange coefﬁcient for heat and moisture that is
simulated in the ETA scheme is signiﬁcantly higher than in the other experiments (Figure 9c). The most
suitable diurnal evolution of humidity in the PBL in comparison with the WVDIAL measurements has been
simulated by MYNN coupled with NOAH. The PBLH estimations from WVDIAL are best ﬁtted to MYNN with
NOAH as well.
The budget analysis in a form of themixing diagramhas allowed us to calculate themean entrainment-to-surface
ratios of sensible and latent heat ﬂux in the CBL, the mean heat and moisture advection terms, and the mean
Bowen ratio at the interfacial layer. These diagnostics have shown that a signiﬁcantly higher dry air entrainment
is simulated with NOAH-MP than with NOAH. Furthermore, the results indicate that the coupling strength
between the local and nonlocal schemes on one hand side and the LSMs on the other hand side is different.
An inﬂuence of the LSM choice on the simulated CBL features is higher when the model is conﬁgured with
MYNN than with YSU, which is evident from both the humidity proﬁles and the mixing diagrams. Due to lack
of ﬂux observations at the land surface for this case study, the mixing diagrams could not be supported by
themeasurements. Nevertheless, this study has demonstrated that the analysis of the simulatedmixing diagrams
is an effective way of testing the WRF model sensitivity to different parameterization schemes in clear-sky
weather conditions via the quantiﬁcation of SVA feedback processes.
The high impact of the land surface on the PBL, and the height to which this impact extends are distinct ﬁnd-
ings of this study. The results suggest that the energy partitioning at the land surface strongly inﬂuences the
CBL evolution and affects also the processes at interfacial layer, such as the entrainment of air from the free
atmosphere. From this study it is evident that there is a greater sensitivity of WRF to the LSM than to the PBL
schemes on clear-sky days. However, this conclusion might be dependent on the LSM choice itself or to the
particular NOAH-MP conﬁguration. Therefore, additional sensitivity studies of WRF to NOAH-MP switches are
essential. For a dry case study, particularly important would be the ones regarding the radiative transfer
(opt_rad), the calculation of canopy stomatal resistance (opt_crs), the soil moisture factor for stomatal resis-
tance (opt_btr), and surface layer drag coefﬁcient (opt_sfc), since these strongly affect the energy partitioning
at the land surface in short time scale simulations, which has been shown here to be the highest difference
between NOAH and NOAH-MP.
Fveg information used by WRF is based on a 20 year old data set and hence does not reﬂect changes in agri-
cultural management or modiﬁcations imposed by recent climate change [Nielsen et al., 2013]. Neglecting
such phenological modiﬁcations will subsequently affect the PBL evolution, cloud formation, and precipita-
tion occurrence. Updating the Fveg information in WRF and implementation of vegetation growth models
within LSMs, which will distinguish summer from winter crops, could improve surface energy and water bal-
ance representation in the model. This is increasingly important at ﬁner grid resolutions where ﬁeld-scale
land surface data can be used, as well as in the more sophisticated LSMs such as NOAH-MP.
It is of great relevance to obtain a realistic picture of the sensible and latent heat ﬂux proﬁles, with emphasis
on the ﬂuxes at the interfacial layer. In models, parameterizations of the entrainment ﬂuxes are based mostly
on results from large eddy simulation simulations (e.g., in the YSU PBL scheme). Such parameterizations need
extensive evaluation and validation using realistic high-resolution measurements, such as WVDIAL. For that,
detailed observations of ﬂux proﬁles are a prerequisite. For improving model accuracy, it is essential to
investigate the SVA feedback which varies across seasons and regions, and to identify regions with strong
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SVA feedback since this plays a major role in a changing climate. This includes investigation of the interaction
between all components of the SVA system, such as the coupling between the soil conditions, convection
initiation and precipitation occurrence. Therefore, analyses such as this case study should be carried out in
different weather conditions, over various land covers and over different time scales as well, and to validate
the results with the measurements.
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Erratum
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of the word “lidar.” The article title has since been corrected and this version may be considered the
authoritative version of record.
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Abstract Turbulent humidity fluctuations in the convective boundary layer (CBL) under
clear-sky conditions were investigated by deriving moments up to fourth-order. High-
resolution humidity measurements were collected with a water vapour differential absorption
lidar system during the HD(CP)2 Observational Prototype Experiment (HOPE). Two cases,
both representing a well-developed CBL around local noon, are discussed. While the first
case (from the intensive observation period (IOP) 5 on 20 April 2013) compares well with
what is considered typical CBL behaviour, the second case (from IOP 6 on 24 April 2013)
shows a number of non-typical characteristics. Both cases show similar capping inversions
and wind shear across the CBL top. However, a major difference between both cases is the
advection of a humid layer above the CBL top during IOP 6. While the variance profile of
IOP 5 shows a maximum at the interfacial layer, two variance peaks are observed near the
CBL top for IOP 6. A marked difference can also be seen in the third-order moment and
skewness profiles: while both are negative (positive) below (above) the CBL top for IOP 5,
the structure is more complex for IOP 6. Kurtosis is about three for IOP 5, whereas for IOP
6, the distribution is slightly platykurtic. We believe that the entrainment of an elevated moist
layer into the CBL is responsible for the unusual findings for IOP 6, which suggests that it is
important to consider the structure of residual humidity layers entrained into the CBL.
Keywords Convective boundary layer · Differential absorption lidar · Skewness ·
Turbulence · Variance profiles
1 Introduction
Turbulence is responsible for the vertical transport of heat and moisture in the convective
boundary layer (CBL). The fluxes of heat and moisture have been investigated quite exten-
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sively in the surface layer near the ground (Stull 1988), but remain poorly understood in the
upper part of the CBL and especially at the interface of the CBL and the free troposphere,
the so-called interfacial layer, where turbulent fluctuations are greatest due to entrainment
(Kaimal et al. 1976). An adequate representation of the thermodynamic structure of the
CBL in atmospheric models is critical; moisture transport across the CBL influences not
only the formation of fair-weather cumuli (Zhu and Albrecht 2002) but also the initiation of
deep convection and flash floods (Weckwerth 2000; Behrendt et al. 2011; Corsmeier et al.
2011; Stevens and Bony 2013). Consequently, several large international experiments aimed
at a better understanding of the humidity field in the CBL have been carried out, e.g. the
Mesoscale Alpine Program for high mountains during the 1990s (Richard et al. 2007); the
International H2O Project (IHOP_2002) in 2002 (Weckwerth et al. 2004), and the Con-
vective and Orographically-induced Precipitation Study (COPS) in 2007 (Wulfmeyer et al.
2011). Recently, the High Definition Clouds and Precipitation for advancing Climate Predic-
tion (HD(CP)2) project was initiated in Germany, which has a goal to investigate whether
the simulation of clouds and precipitation can be improved by finer grid increments of the
order of 1 km or less (see www.hdcp2.eu). The HD(CP)2 Observation Prototype Experiment
(HOPE), conducted in spring 2013, was dedicated to providing high resolution datasets of
meteorological variables at the subgrid scale that are subject to parametrizations in the high
resolution models of HD(CP)2.
Studies based on large-eddy simulation (LES) have been widely used to investigate the
characteristics of turbulence in the CBL (Deardorff 1974; Deardorff et al. 1980; Wyngaard
andBrost 1984;Moeng andWyngaard 1984; Sorbjan 1996, 1999, 2006; Sullivan et al. 1998).
For improved turbulence parametrization schemes, general scaling relationships between the
higher-order moments of temperature and humidity fluctuations in the CBL and their vertical
gradients in the interfacial layer need to be investigated (Sorbjan 2005; Wulfmeyer et al.
2015). However, present LES studies show a significant uncertainty in their results due to
processes at the subgrid scale (Stevens and Lenschow 2001; Zhou et al. 2014). Sullivan and
Patton (2011) have shown that turbulent eddies in the middle of the CBL can be resolved
with horizontal and vertical grid lengths of 25 m, but there are still significant challenges in
modelling the entrainment zone where an even higher resolution is required. This underlines
the importance of validating the LES results with corresponding measurements. Vertical
motions and their effect on the entrainment in the CBL have been investigated (Hogan et al.
2009; Lenschow et al. 2012), but studies focusing on water vapour exchange at the CBL top
are sparse. Recently, Moeng and Arakawa (2012) highlighted the importance of moisture
transport at the subgrid scale in the planetary boundary layer (PBL) with respect to cloud-
resolving models.
Earlier observations of the humidity structure in the CBL were mainly based on aircraft
in situ data and radiosondes. The latter provide a snapshot of the CBL profile and thus do
not capture the mean profiles needed for comparisons with models (Weckwerth et al. 1996)
nor can they provide information on turbulent fluctuations. The characteristics of humidity
fluctuations in the CBL have been studied using in situ measurements (Mahrt 1976, 1991;
Lenschow et al. 1994) and active remote sensing techniques, particularly water vapour dif-
ferential absorption lidar (DIAL) (Kiemle et al. 1997; Wulfmeyer 1999a, b; Giez et al. 1999;
Behrendt et al. 2011) and water vapour Raman lidar (Wulfmeyer et al. 2010; Turner et al.
2014). Airborne measurements reveal spatially-averaged properties of the CBL but only
at low vertical resolution. Furthermore, the operation of research aircraft is expensive and
simultaneous observations at all heights in the CBL are not possible. Remote sensing tech-
niques overcome these limitations and cover larger ranges simultaneously and continuously.
Monitoring moisture fluctuations with high resolution for turbulence studies is a challenging
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task due to the noise limitation of these instruments; nevertheless, new techniques based on
lidar are capable of providing data with sufficient precision and accuracy (Lenschow et al.
2000; Wulfmeyer et al. 2010, 2015).
Couvreux et al. (2005) compared the results of airbornewater vapourDIALmeasurements
from the IHOP campaign with LES for a growing CBL. They found in both observations
and LES that dry downdrafts entrained from above the CBL govern the integral scale of
moisture variability in the CBL. Later, this study was further extended to the analysis of
skewness profiles (Couvreux et al. 2007), showing that dry tongues contribute significantly
to the turbulent transport from the top of the CBL into its interior.Wind shear at the interfacial
layer also plays an important role in the dynamics and growth of the CBL (Conzemius and
Fedorovich 2006; Sorbjan 2006; Fedorovich and Conzemius 2008; Wulfmeyer et al. 2015).
However, the role of wind shear on the profile of humidity variance and skewness in the CBL
has so far not been investigated in detail. Furthermore, there are only a few studies discussing
the influence of elevated dry and moist layers on the turbulent humidity fluctuations and their
statistics. Van Heerwaarden et al. (2009) underlined the importance of accurate moisture
profiles to properly represent dry air entrainment for understanding cloud formation under
moist and dry tropospheric conditions. Recently, Bennett et al. (2010) investigated the vertical
and horizontal distributions of humidity in the nocturnal boundary layer (NBL), as well as the
evolution and growth of the CBL during the formation of open-cell convection. They found
that the advection of drier air into the region resulted in a humidity minimum in the middle
and a peak at the top of the residual layer. Grossman and Gamage (1995) observed similar
drying in the lower part of the mixed layer and moistening at the top, when an elevated mixed
layer was entrained into the CBL. In the current study, we use high-resolution observations
to investigate the role of turbulent processes in the CBL humidity structure during such
cases.
We present results obtained with recent data from our ground-based, scanning water
vapour DIAL system (Wagner et al. 2013). Whereas it is also possible to derive higher-order
moments with water vapour Raman lidar, Wulfmeyer et al. (2010) and Turner et al. (2014)
demonstrated that the noise level in daytime turbulence profiles is much larger than for water
vapourDIAL. Therefore, water vapour Raman lidar turbulence profiles are strongly limited to
measurements of third- and fourth-ordermoments. Ourwater vapourDIAL uses a high power
laser and a very efficient receiver that yields high-resolution data with low noise in the CBL
including the interfacial layer. For the two CBL cases presented, turbulent moments were
derived fromwater vapour DIAL data, including reliable skewness, fourth-order, and kurtosis
profiles. We further discuss the effect of boundary-layer height, entrainment zone thickness,
humidity gradient across the CBL top, and surface latent heat fluxes on the humidity variance
profile in the CBL.
This paper is structured as follows. In Sect. 2, we provide a short description of the
measurement campaign HOPE, with details of the DIAL system used for the measurements
and the properties important for the retrieval of absolute humidity from DIAL given in
Sect. 3.Adetailed overviewofmeteorological conditions during the two intensive observation
periods (IOPs) selected is given in Sect. 4. The case studies presented here focus on a well-
developed CBL under different forcing conditions. Section 5 describes the methodology for
deriving the higher-ordermoments and in Sect. 6, higher-ordermoments such as the variance,
skewness, and kurtosis are presented for both cases. Our findings are compared with previous
studies based on observations and LES and are discussed in Sect. 7. Finally, the results are
summarized in Sect. 8.
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2 The HOPE Campaign
A new model for high-resolution weather forecasts will be developed and verified in the
HD(CP)2 project. Themain aimof theHOPEcampaignwas to collect high-resolution datasets
that will be used for the HD(CP)2 model initialization and output evaluation. The Institute
of Physics and Meteorology (IPM) of University of Hohenheim (UHOH) operated its water
vapour DIAL system at a site close to the village of Hambach near the research centre Jülich,
Germany, at 50◦53′50.56′′N, 6◦27′50.39′′E, 110 m above sea level. In addition to the DIAL,
IPM used a rotational Raman lidar for temperature measurements (Hammann et al. 2015;
Behrendt et al. 2015) and the Karlsruhe Institute of Technology (KIT) operated its KITcube
(Kalthoff et al. 2013), a suite of instruments including a Doppler lidar (Träumner et al. 2014),
at the same site. Radiosondes were launched at this site regularly at 1100 and 2300 UTC
during the HOPE campaign andmore often during IOPs. In addition to the so-called supersite
near Hambach, there were two more supersites in the HOPE area forming a triangle of about
4-km side length, but none of the other sites was equipped with a water vapour DIAL.
3 The UHOHWater Vapour DIAL System
Thewater vapourDIAL system is a unique remote sensing tool for deriving absolute humidity
profiles with high temporal and spatial resolution in the lower troposphere (Wulfmeyer and
Bösenberg 1998). During the HOPE campaign, the DIAL systemwas operated in the vertical
steering mode during clear sky conditions and in scanning mode during cloudy periods. In
total, the instrument collected 180 h of data during 18 IOP days with the focus on water
vapour in the CBL. A detailed description of the UHOH DIAL system set-up during HOPE
and the derivation of water vapour profiles is given in Späth et al. (2015). The operational
wavelength of the UHOHDIAL is around 818 nm, and the backscatter signals were recorded
for each laser shot (250 Hz) with a range resolution of 15 m up to a range of 30 km. The
laser transmitter was switched in each shot between the online and offline frequencies. The
measured absolute humidity has typical temporal and spatial resolutions of 1 s to 1 min and
15 to 300 m, respectively, depending on the range of interest. Due to the instrument’s high
laser power (about 2 W) in combination with a very efficient receiver (0.8-m telescope), the
data have low noise errors up to the CBL top.
For the derivation of absolute humidity profiles, the following DIAL system and
atmospheric properties are important: (1) the laser spectral properties with respect to fre-
quency stability, bandwidth, and spectral purity, (2) the profile of the water vapour absorption
cross-section, (3) the temporal variability of the aerosol backscatter coefficient between the
online and offline laser pulses, and (4) the Rayleigh–Doppler effect (Ansmann 1985).
All these issues have been taken into account in our system design and methodology to
derive accurate humidity profiles including a detailed error analysis. Concerning (1), the laser
transmitter is based on an injection-seeding technology. Wagner et al. (2013) demonstrated
that the UHOH DIAL transmitter has excellent spectral properties so that remaining sys-
tematic errors are <3 % throughout the troposphere. With respect to (2), detailed sensitivity
analyses of systematic errors in the derivation of the absorption cross-section profile led to an
error <1.3 % (with uncertainties of 1 K in temperature and 1 hPa in pressure, respectively)
for measurements in the lower troposphere. Tackling issue (3), the delay between the online
and the offline laser pulses was 4 ms, which leads to an air volume displacement of only 40
mm at a horizontal wind speed of 10m s−1. Thus, considering the typical size of an eddy of
several tens of m and a beam radius of 0.35 m at a height of 500 m above ground level, the
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10-s averages of online and offline backscatter coefficients are virtually the same. Therefore,
systematic errors in the derivation of absolute humidity profiles due to (3) are negligible.
The backscatter profiles were used to determine the instantaneous CBL top height with the
Haar wavelet technique (Davis et al. 2000; Pal et al. 2010). Its average over the measurement
period is an excellent approximation for the mean CBL top height (zi ), which was used for
normalizing the height of the turbulence profiles.
With respect to (4), great care has to be taken in the analysis of water vapour DIAL
measurements due to Rayleigh–Doppler broadening of the backscattered signal. This effect
needs to be considered at height levels where strong gradients in the aerosol backscatter data
may be present such as the CBL top or aerosol layers in the free troposphere (Ansmann and
Bösenberg 1987; Ismail and Browell 1989). The Rayleigh–Doppler effect can be investigated
and corrected with a derived particle backscatter coefficient profile (Fernald 1984) and by
determining theRayleigh–Doppler term in theDIAL equation.With our system set-up, where
the online frequency of the water vapour DIAL laser transmitter was tuned at the wing of the
water vapour line, the evaluation of the Rayleigh–Doppler term shows a negative correction
with a backscatter gradient on the order of 0.4 g m−3 (corresponding to a relative correction
of about 7 %). At first glance, this may lead to the conclusion that the Rayleigh–Doppler
correction is negligible. However, it was found that this correction needs to be applied for
accurate profiling of higher-order moments, particularly in the interfacial layer, due to the
non-linearity of the correction in the region of the backscatter gradient. Thus, we applied
the Rayleigh–Doppler correction to all derivations of water vapour profiles and performed a
thorough sensitivity analysis with respect to remaining errors due to the Rayleigh–Doppler
correction. For this purpose, we varied the parameters used for deriving the particle backscat-
ter profiles between 20 and 40 sr for the lidar ratio and 0–10−8 m−1sr−1 for the initialization
of the inversion at a height of 2700m.We found that the effect of these variations is negligible,
e.g. the difference in the derivation of the absolute humidity profiles was <0.01 g m−3.
A window length of 135 m was used for the Savitzky–Golay (SaGo) algorithm (Savitzky
and Golay 1964) when deriving absolute humidity from the UHOH DIAL data. For all
turbulence analyses, we used a temporal resolution of 10 s, corresponding to 1250 online and
offline laser shots, respectively. The high accuracy of our measurements was also confirmed
by several intercomparison campaigns. An extensive comparison between the UHOH water
vapour DIAL and six other water vapour lidar systems was performed by Bhawar et al. 2011
during the COPS project, who found amean bias of 1.4% for the UHOHwater vapour DIAL.
4 Meteorological Conditions
4.1 Case 1: IOP 5, 20 April 2013
For IOP 5, the HOPE domain was in the transition region between an anticyclone with its
centre located over the Baltic Sea along the coast of the Netherlands to the south-west and a
cold front over the Alps to the south-east. An upper-air warm front was observed to the north.
Figure 1 shows the European Centre for Medium-Range Weather Forecasting (ECMWF)
reanalysis data at 850 hPa for specific humidity and the horizontal wind vector during both
IOPs. For IOP 5, specific humidity at 850 hPa over the measurement site was relatively
low and very dry air was advected into the region. Figure 2a shows the particle backscatter
coefficient profiles measured with DIAL between 1130 and 1330 UTC for IOP 5. The free
troposphere was mainly clear with only very weak aerosol layers; higher aerosol content was
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Fig. 1 Meteorological conditions based on ECMWF 850-hPa analysis on a 20 April 2013 1200 UTC, b 24
April 2013 1200 UTC. Colour scale indicates specific humidity (g kg−1); black arrows represent horizontal
wind speed (m s−1). Black dot shows the measurement site
found in the CBL. The period from 1130 to 1330 UTC was selected for the analysis of the
higher-order moments and includes local noon at 1134 UTC. The CBL was well developed
and became quasi-stationary. Absolute humidity alongwith the instantaneous CBL top height
during the selected period are shown in Fig. 2b. Absolute humidity was around 3.5 g m−3
in the CBL at 1130 UTC and then decreased to about 3 g m−3 by 1330 UTC. This drying
was due to a combination of entrainment of drier air into the CBL and vertical transport
of moisture by thermals. The mean of the instantaneous CBL top heights over the selected
period, zi , was 1295 m with a standard deviation of 86 m; the smallest and largest values
of the instantaneous CBL heights were 1110 and 1470 m, respectively. We later used the zi
for normalizing the height scales. The mean entrainment zone thickness (EZT) is estimated
using the cumulative frequency distribution of the instantaneous CBL top height (Pal et al.
2010). The mean EZT during the period was 73 m. Latent and sensible heat fluxes at the
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Fig. 2 a Particle backscatter coefficient in m−1sr−1 of the UHOHWVDIAL with resolutions of 10 s and 15
m for IOP 5 on 20 April 2013, 1130–1330 UTC. b Absolute humidity measurements in g m−3 of the UHOH
DIAL (10-s and 67.5-m resolution) for the same period with instantaneous CBL heights shown as a black
solid line
4.2 Case 2: IOP 6, 24 April 2013
The HOPE domain was under the influence of an anticyclone located over central Europe
during IOP 6. The ECMWF 850-hPa specific humidity indicates that moist air was advected
from the south-west towards the measurement site (Fig. 1b). Figure 3a shows the UHOH
DIAL particle backscatter coefficient for the period from 1100 to 1200 UTC for IOP 6
(same resolutions as Fig. 2a). The CBL was well developed by 1000 UTC, with an ele-
vated aerosol layer found above the CBL top around 1400 m. We selected the period from
1100 to 1200 UTC around local noon for the analysis of higher-order moments. Figure 3b
shows the UHOHDIAL absolute humidity during this period, with values in the CBL around
7 g m−3, almost twice as high as for IOP 5. The absolute humidity in the lower free tro-
posphere was around 3.5 g m−3, i.e. much higher than for IOP 5. A dry layer was present at
1100–1200 m around 0900 UTC, with a moist layer above it (1200–1400 m). As the CBL
developed, these layers were entrained into the CBL by 1100 UTC. A humidity minimum
was found below the CBL top, with humidity increasing above it, similar to observations of
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Fig. 3 Same as Fig. 2 but for IOP 6 on 24 April 2013, 1100–1200 UTC
Bennett et al. (2010) where an elevated mixed layer was entrained into the growing CBL
during the morning transition period. The mean height of the mixed layer during the selected
period was 1200 m with a standard deviation of 39 m and minimum and maximum values
of 1125 and 1275 m, respectively. The mean EZT during this period was 36 m. Accordingly,
the CBL top was about 100 m lower than for IOP 5 and the spread of the instantaneous CBL
top heights was reduced by a factor of two. Sensible heat flux (192W m−2) was lower and
latent heat flux (255W m−2) was higher for IOP 6 when compared to IOP 5.
4.3 Radiosoundings
Figure 4 shows profiles of various meteorological parameters from radiosoundings launched
at the measurement site for IOP 5 at 1300 UTC and for IOP 6 at 1100 UTC. The heights
of occurrence of large gradients in the potential temperature and humidity profiles from
the radiosondes agree roughly with the zi values. It should be noted that the radiosonde
profiles were measured at specific times while the lidar-derived zi values are averages over
our analysis periods. The characteristics of the two IOP days are summarized in Table 1. The
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Fig. 4 Profiles of a potential temperature,bmixing ratio, cwind direction, and dwind speed from radiosound-
ings during IOP 5 (1300 UTC, red line) and IOP 6 (1100 UTC, blue line). Black and grey horizontal lines
indicate the mean CBL height determined from DIAL data for the turbulence analysis periods of IOP 5 and
6, respectively
Table 1 Main characteristics of the IOPs used in this study—IOP 5 on 20 April 2013 and IOP 6 on 24 April
2013
Parameter IOP 5 1130–1330 UTC IOP 6 1100–1200 UTC
Mean CBL top height, zi (m) 1295 ± 86 1198 ± 39
Convective velocity scale (m s−1) 2.1 1.9
Virtual potential temperature, 0.5zi (K) 282 291
Virtual potential temperature, 1.2zi (K) 286 296
Inversion strength (K) 4 5
Mixing ratio, 0.5zi (g kg
−1) 2.6 6.3
Mixing ratio, 1.2zi (g kg
−1) 0.5 3.5
Mixing ratio diff across zi (g kg
−1) 2.1 2.8
Wind speed, 0.5zi (m s
−1) 7.0 4.5
Wind speed, 1.2zi (m s
−1) 10.1 10.3
Wind direction 0.5zi (
◦) 20 250
Wind direction 1.2zi (
◦) 76 270
Shift in wind speed across zi 3.1 6
Shift in wind direction across zi 50 20
Units are given in brackets
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θv profiles of both IOPs show a similar strong capping inversion at zi of around 4 and 5 K for
IOP 5 and 6, respectively. Mixing ratio in the CBL was higher for IOP 6 (6.3 g kg−1) than
for IOP 5 (2.6 g kg−1). For IOP 6, a small peak was observed in the mixing ratio profile in
the interfacial layer by the radiosonde. The prevailing flow was mainly from the north-east
at the surface and veered to the east at the CBL top for IOP 5. At zi , an increase of 4m s−1
in wind speed and a 50◦ shift in wind direction was found. For IOP 6, the wind speed was
lower (4 − 6m s−1) in the CBL and a sharp increase to about 10m s−1 was observed at zi .
5 Methodology: Turbulence Analyses
Higher-order moments of remote sensing water vapour fluctuation data are an important
characteristic of the turbulent structure of the CBL (Wulfmeyer 1999a, b; Kiemle et al. 1997).
Lenschow et al. (2000) introduced a procedure for the estimation of higher-order moments
that accounts for random instrumental noise. This method was successfully used not only
to investigate higher-order moments of water vapour DIAL (Lenschow et al. 2000) but also
with water vapour Raman lidar data (Wulfmeyer et al. 2010; Turner et al. 2014), and with
Doppler lidar data for vertical velocity (Lenschow et al. 2000; Hogan et al. 2009; Lenschow
et al. 2012; Wulfmeyer et al. 2015). More recently, temperature higher-order moments were
estimated using rotational Raman lidar data (Behrendt et al. 2015). We follow Lenschow
et al. (2000) for resolving the turbulent moments of humidity and for estimating instrument
noise errors. A detailed description of this procedure is given in the above reference.
First, humidity data were detrended using a linear fit at each height level to remove
influences of large-scale advection, synoptic processes, and the diurnal cycle and to focus
on turbulent fluctuations. Time series of humidity observations q were then averaged over
the selected periods to obtain mean profiles q¯(z). Mean values were subtracted from the
instantaneous humidity values q ′ at each height to obtain the humidity fluctuations,
q ′(z, t) = q(z, t) − q¯(z, t), (1)
which include the uncorrelated system noise ε(z, t). It is important to remove the noise for
accurate atmospheric measurements. The atmospheric variance σ 2a was obtained from the
total variance σ 2t by determining and then subtracting the noise variance σ
2
n according to
σ 2a = σ 2t − σ 2n . (2)
The water vapour DIAL instrumental noise variance was estimated by autocovariance analy-
ses of the high-resolution humidity time series data. The autocovariance at zero lag gives the
sum of the atmospheric and noise variances. The random instrumental noise is uncorrelated
with the atmospheric variance and, by extrapolating a fit to the autocovariance function at
non-zero lags to lag zero, the atmospheric variance was obtained,
σ 2n = M11(0) − M11(τ → 0) ≡ M11(0) − σ 2a , (3)
where τ is the time lag. According toMonin and Yaglom (1971), the autocovariance function
can be approximated by means of the structure function
M11(τ ) ≈ σ 2a − Cτ 2/3 (4)
if atmospheric turbulence is sufficiently resolved (Lenschow et al. 2000; Wulfmeyer et al.
2010). Here, C is a scaling parameter, which is related to the turbulent kinetic energy dissi-
pation rate and the rate of the molecular destruction of humidity variance (Wulfmeyer et al.
2015). Using both Eqs. 3 and 4, the variance and noise profiles can be derived simultaneously.
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Following the notation that angular brackets denote time averaging and using q ′a for the
atmospheric humidity fluctuation, we thus obtained the atmospheric humidity variance,
〈q ′a(z)2〉 = σ 2a (z). (5)
The extrapolation of M11 to lag zero using the structure function provides a reasonable esti-
mation of the noise variance. It is important to determine the effective number of data points
needed for the extrapolation, because too many data points cause a systematic underesti-
mation of the atmospheric variance and vice versa. In our study, a 20-point extrapolation
was used for the linear extrapolation and fit of the structure function. This is a reasonable
approach because the first zero crossing of the autocovariance function τ0 = 2.5, where 






M11 (τ ) dτ . (6)
The integral scale is a measure of the typical energy-containing eddy size in the temporal
domain. Thus, by comparing the temporal resolution of thewater vapourDIALmeasurements
with the profile of the integral scale, we can determine whether the temporal resolution is
high enough to resolve the major part of the turbulent fluctuations. This was the case during
both IOPs (see Sects. 5 and 6). Furthermore, we can determine whether the number of lags is
reasonable for the fit of the structure function because this number should not exceed 2.5,
whichwas also confirmed in our analyses. The determination of is also essential to quantify
the uncertainty due to limited sampling of the ensemble of turbulent fluctuations (Lenschow
et al. 1994). Relationships between  and sampling errors of higher-order moments can be
found in Lenschow et al. (1994, 2000) with further refinements by Wulfmeyer et al. (2015)
and were routinely applied in our data analysis tools as well.
Similarly, the third-order moment (TOM) and the fourth-order moment (FOM) and their
noise errors were computed following Lenschow et al. (2000) and Wulfmeyer et al. (2010)
as,
TOM = 〈q ′a(z)3〉, (7)
and
FOM = 〈q ′a(z)4〉. (8)
The same number of lags was used for the extrapolations; however, due to the unknown
shape of higher-order structure functions, a linear fit was used.
Skewness and kurtosis were calculated by normalizing the TOM and FOM by the variance
according to
S(z) = 〈q ′a(z)3〉/(〈q ′a(z)2〉)3/2, (9)
and
K (z) = 〈q ′a(z)4〉/(〈q ′a(z)2〉)2. (10)
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where N is the number of data points during the observational period (Lenschow et al.
2000). As can be seen from Eq. 11, the relative noise error for the atmospheric variance is
proportional to the square root of the ratio of instrumental noise and atmospheric variances.
This becomes important for the estimation of the higher-order moments such as the fourth-
order moment where the instrument noise levels must be even lower for accurate kurtosis
profiles.
6 Results
Comparisons of the averaged absolute humidity measured with the UHOH DIAL during
the selected periods and the radiosonde data are shown in Fig. 5. For IOP 5, both DIAL
and radiosonde data show similar profile structures and magnitudes for absolute humidity.
Good agreement is found up to the CBL top with differences smaller than 0.3 g m−3 at
each altitude (Fig. 5a). In addition, in the lower free troposphere above, the differences
are smaller than 0.5 g m−3. Such close agreements are not necessarily expected, mainly
because the radiosonde profile is a line measurement, whereas the DIAL is a spatio-temporal
average. For IOP 6 at 1100 UTC, a difference of 0.5 g m−3 is observed between DIAL and
radiosonde data in the lower CBL (400–600 m). The differences were small in the middle of
the CBL (600–1000 m) and increased up to 0.7 g m−3 in the interfacial layer. In the lower
free troposphere above the CBL top, differences between DIAL and radiosonde data were
up to 1.0 g m−3. However, the structure of the absolute humidity profile is similar for both
measurements.
The absolute humidity profile of the radiosonde at 0900 UTC for IOP 6 is also shown in
Fig. 5b. An elevated humid layer was present between 1200 m and 1400 m above ground
level (a.g.l.) approximately 2 h before the period selected for the case study (Fig. 2). Between
this elevated humid layer and the moist CBL below, a dry layer was found with a mini-
mum humidity of 3.6 g m−3 at 1170 m AGL. By 1100 UTC, this dry layer and the elevated
moist layer above had been entrained into the CBL. The mean DIAL profile at 1100 UTC
shows that absolute humidity decreased from 7 to 6 g m−3 between 400 and 950 m. A sharp
decrease by 1 g m−3 was observed from 950 to 1100 m. Around 1100–1200 m (near zi ),
absolute humidity was found to be constant. Above zi , another decrease by 2 g m−3 was
observed between 1200 and 1400 m. At the same-time, a maximum in the humidity pro-
file was observed in the radiosonde data around 1200 m AGL. We believe that this absolute
humidity structure influenced the higher-order moment profiles in the interfacial layer during
IOP 6 (see Sect. 6). The absolute humidity gradient shows a minimum near the CBL top, as
well as two maxima, one below and the other above the CBL top around 1100 and 1300 m,
respectively.
6.1 Integral Scale
Integral time scale () profiles were calculated using Eq. 6 and are shown for both IOPs in
Fig. 6a together with their statistical uncertainty. For IOP 5, the  values in the CBL range
between 60 s and 130 s. The  values are larger at about 130 s in the lower CBL (0.3zi ), and
decrease to 70 s at 0.5zi . An increase in from 70 s to 100 s up to 0.7zi can be seen. Another
decrease to 50 s is found at the CBL top. Similar to IOP 5,  values range between 60 s
and 100 s for IOP 6 in the CBL. In the middle of the CBL,  is around 100 s and a gradual
decrease to 60 s with height up to the CBL top is observed. For both IOPs, an increase of
 can be seen in the interfacial layer. According to Taylor’s hypothesis of frozen turbulence
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(a)
(b)
Fig. 5 Averaged DIAL absolute humidity profiles with noise errors and radiosondes during the case study
periods IOP 5 (a) and IOP 6 (b), respectively. Gradients of absolute humidity profiles measured with DIAL
and radiosonde at 1100 UTC for IOP 6 are also shown. Mean CBL top heights are shown as horizontal dashed
lines
(Taylor 1938), the integral length scale of the eddies can be estimated by multiplying  with
the corresponding horizontal wind speed at each height. This is valid if the mean CBL wind
speed is large enough to advect the airmass through the laser beam at a time scale smaller than
the eddy turnover time. The eddy turnover time for IOP 5 and IOP 6 was 1280 s and 805 s,
respectively. Horizontal wind profiles from the radiosondes (Fig. 3d) confirm the validity
of Taylor’s hypothesis for our case and are used here to estimate the integral length scale.
The integral length scales normalized by the CBL depth for both IOPs are shown in Fig. 6b;
both profiles roughly show a decrease in eddy size from 0.3zi to 0.8zi and an increase in the
interfacial layer. For IOP 5, integral length scale for the eddy size is around 1.0zi in the lower
CBL and decreases to 0.3zi at the CBL top, whereas for IOP 6, it decreases from 0.4zi to
0.3zi . The integral length scale profiles show slightly larger values around 1.0− 0.6zi in the
middle of the CBL (0.3 − 0.5zi ) for IOP 5, compared to previous results of less than 0.4zi
in the mid-CBL (Couvreux et al. 2005). The decrease of integral length scale with height is
similar to previous observations (Kiemle et al. 1997; Wulfmeyer et al. 2010; Turner et al.
2014) and LES results (de Roode et al. 2004). Eddy size decreases with height mainly due to
the entrainment of dry tropospheric air into the CBL (Couvreux et al. 2005). The values for
the integral time scale are indeed several times larger than the 10-s temporal resolution of
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(a)
(b)
Fig. 6 a Integral time scale and b normalized length scale, which was obtained by dividing the integral length
scale by the mean CBL top height of absolute humidity fluctuations with noise errors for the analysis periods
of IOP 5 and IOP 6, respectively
6.2 Variance
The vertical profiles of humidity variance with noise and sampling errors for both IOPs are
shown in Fig. 7. In the middle of the CBL, between 0.3zi and 0.8zi , the variance is low for
both IOPs with values <0.1 g2 m−6. An increase with height can be seen in the variance
profiles for both IOPs in the CBL with a maximum in the interfacial layer. For IOP 5, the
variance increases near zi to a maximum of about 0.39 ± 0.03 ± 0.05 g2 m−6. The first and
the second error values here and in subsequent sections denote the sampling error and noise
error, respectively (see Lenschow et al. 2000). Interestingly, two peaks are observed in the
interfacial layer for IOP 6: a small and broad peak of 0.18±0.03±0.01 g2 m−6 around 0.95zi
and a larger peak of 0.54± 0.10± 0.09 g2 m−6 at 1.1zi . Variance in the lower CBL is larger
for IOP 6 than for IOP 5. The increase of humidity variance in the CBL with a maximum
in the interfacial layer found for IOP 5 can be considered as a typical profile, because it is
similar to most cases found in the literature (e.g. Moeng and Wyngaard 1989). However, the
variance profile for IOP 6, with its two distinct peaks in the interfacial layer, is unusual.
6.3 Third-order Moment and Skewness
The third-order moment (TOM) profile measures the asymmetry in the eddy structure. The
TOM profiles for IOP 5 and IOP 6 are shown in Fig. 8. For IOP 5, the TOM profile shows val-
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Fig. 7 Vertical profiles of absolute humidity variance with noise (small) and sampling (large) errors for the
analysis periods of IOP 5 and IOP 6
Fig. 8 Vertical profiles of third-order moment (TOM). Inset shows detail for heights of 0.3 − 0.9zi
ues near zero up to 0.5zi and aminimumnear 0.9zi down to−0.12±0.02±0.01 g3 m−9. Near
zi,, a change to positive values with a maximum TOM value of 0.24±0.03±0.02 g3 m−9 can
be seen. In the lower free troposphere, the noise errors increase and TOM is not significantly
different from zero. For IOP 6, the TOM profile shows values close to zero up to 0.8zi and a
few slightly negative data points between 0.8zi and 0.95zi . Near zi , a positive peak similar to
IOP 5 is found, but withmuch lower TOM values of only 0.07± 0.002±0.02 g3 m−9. A steep
decrease is observed at 1.05zi , with TOM around −0.30 ± 0.10 ± 0.01 g3 m−9, followed
by a sharp increase with a maximum of 0.54 ± 0.12 ± 0.10 g3 m−9 at 1.1zi . Entrainment of
dry downdrafts into the CBL is deeper for IOP 5 than or IOP 6 (Figs. 2, 3). In summary, the
differences between the two IOPs found in the variance profiles correspond to the character-
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Fig. 9 Same as Fig. 8, but for skewness. Inset shows detail for heights of 0.3 − 1.0zi
istics of the TOM profiles: the variance peak of IOP 5 corresponds to a TOMminimum below
and a TOM maximum above, while the two peaks of IOP 6 correspond to two minima and
maxima. Furthermore, the maximum variance of each peak seems to be related to the value
of the corresponding TOM peaks.
Figure 9 shows the profile of skewness S for IOP 5 and IOP 6, respectively. For IOP
5, the skewness profile shows negative values with a minimum of −1.16 ± 0.15 ± 0.08
between 0.5zi and 0.8zi . At 1.1zi , the skewness profile becomes positive with a maximum
S of 0.98 ± 0.25 ± 0.18. For IOP 6, the humidity skewness profile shows values close to
zero in the CBL up to 0.6zi , decreasing to −0.56± 0.13± 0.15 at 0.9zi , and then changing
their sign to positive near zi . Strongly positive values of up to 13.5± 4.3± 5.2 are observed
in the interfacial layer. The transition of S from negative to positive is found close to zi
for IOP 5, whereas it occurs at 0.93zi for IOP 6. A difference in absolute humidity of 2.3
and 2.8 g m−3 between the CBL and the lower free troposphere was found for IOP 5 and
IOP 6, respectively. As the error of the variance adds to the error of TOM when computing
S (see Eq. 9), the errors of the S profiles are larger than the errors in the TOM profiles,
which makes it more difficult to identify positive and negative peaks. Figure 10 illustrates the
findings described above with the distributions of the turbulent fluctuations at three selected
heights during the two observation periods. The three height levels were chosen as follows:
the first in the middle of the CBL, the second at the maximum negative value in the TOM
profile below zi , and the third above zi , where the TOM profile has a positive peak. As
expected, the distributions for both IOPs show clear differences between these three heights.
In the middle of the CBL at 0.5zi , a strong and narrow peak is observed for both IOPs,
corresponding to lower variance than at the heights above. In contrast, large variances are
observed just below the CBL top at around 0.9zi . Furthermore, the distributions here are
left-skewed (negative TOM) with fewer, but stronger, negative fluctuations and more, but
weaker, positive fluctuations. One can identify, however, that S is much smaller for IOP 5
(negative peak; thus larger in terms of absolute value) than for IOP 6, where it is close to
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(a)
(b)
Fig. 10 Histogram of humidity turbulence fluctuations at three height levels for a IOP 5 1130–1330 UTC
and b IOP 6 1100–1200 UTC
6.4 Fourth-order Moment and Kurtosis
Analyses of the fourth-ordermoment (FOM) are only possible if the system noise level is very
low. The FOM profiles for both IOPs are shown in Fig. 11. Results show that FOM increases
with height in the CBL and maximum values are found in the interfacial layer. In case of
IOP 5, a maximum FOM of 2.1 ± 0.86 ±0.13 g4 m−12 at 1.03zi was observed, whereas for
IOP 6, there were two maxima at 1.01zi and 1.06zi with 1.07 ± 0.30 ± 0.01 g4 m−12 and
2.12± 0.90± 0.01 g4 m−12, respectively. Again, these features correspond to the structures
of the variance profiles.
Kurtosis (K ) is a measure of the peakedness of the distribution, with a K value of three
representing a Gaussian distribution. In addition, for turbulence studies, K values of less than
three indicate that turbulence is frequent and the degree of mixing is large. Vertical profiles
for K are shown in Fig. 12. For IOP 5, K values in the CBL are around three, which is
the kurtosis value of a mesokurtic (Gaussian) distribution. For IOP 6, K values in the CBL
are smaller than for IOP 5, with values of about two. Thus, the distributions are slightly
platykurtic (K < 3) for IOP 6 and show broader peaks but fewer large fluctuations. In the
interfacial layer, K values increase for both IOPs, which shows that the distributions of the
turbulent humidity fluctuations are leptokurtic (K > 3). Above 1.0zi , the noise of the K
profiles increases, because humidity is much lower in the free troposphere than in the CBL.
Hence, no reliable estimates of kurtosis are possible above zi . Similar to TOM and S values,
the noise of the variance profile increases the noise for the K values compared toFOM values,
so that the height dependence is better seen in the FOM profile than in the K profile.
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Fig. 11 Same as Fig. 8, but for fourth-order moment (FOM)
Fig. 12 Same as Fig. 6, but for kurtosis
7 Discussion
As we chose clear-sky days for our analyses, surface forcing was significant during both
IOPs. Due to differences in soil moisture, flux partitioning was different for both cases. The
mean surface sensible heat flux during the observation period was 36 % higher during IOP
5 (250W m−2) than during IOP 6 (184W m−2). The latent heat flux at the ground showed
the opposite behaviour and was 2.3 times larger during IOP 6 (210W m−2) than during IOP
5 (90W m−2). Related to the differences in sensible heat flux, the mean CBL height during
local noon was about 100 m higher during IOP 5 (1295 m) than during IOP 6 (1200 m). At
the CBL top, similar decreases of 2.3 and 2.8 g m−3 (corresponding to a 22 % difference)
were found in the absolute humidity profiles for IOP 5 and 6, respectively. In the following
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paragraphs, we discuss whether these differences in the characteristics of the boundary layer
influence the results of the turbulence analysis of the moisture fluctuations.
Because the detailed values of the integral length scale depend on the horizontal wind,
these scales cannot be readily compared between different studies; however, the profile shapes
can be compared. The integral time scales () show similar values for both cases. The profiles
for both IOPs show a decreasing trend from 0.4zi up to 0.9zi . Such a decrease has already
been described in previous studies based on observations (Kiemle et al. 1997; Lenschow et al.
2000;Wulfmeyer et al. 2010) and on LES (Couvreux et al. 2005). The reason for the existence
of this structure is that eddy size decreases with height from the middle CBL towards the
CBL top due to a loss of buoyancy and entrainment of dry air.
Variance is found to be at a maximum in the interfacial layer for both cases discussed
here. Similar to the integral time scale profile, the increase of humidity variance in the CBL
with a maximum in the interfacial layer has already been discussed in previous studies, either
based on LES (Deardorff 1974; Moeng and Wyngaard 1984; Sullivan et al. 1998; Moene
et al. 2006; Couvreux et al. 2007) or on observations (Kiemle et al. 1997; Lenschow et al.
2000; Wulfmeyer et al. 2010). However, with our instruments, the increase of variance can
be measured with unprecedented accuracy for a remote sensing system (see Fig. 7). The
reason for the variance maximum in the interfacial layer is that the dry air from the lower
free troposphere is mixed here most dominantly with the moist CBL air. Wind shear can also
contribute to the variance production at zi (Jiang et al. 2010). Wind shear was present at zi
for both our cases, and thus we believe that this effect was similar for both IOPs.
For IOP 6, however, we found two variance peaks at the CBL top. As revealed by
the radiosonde profiles of 0900 UTC and 1100 UTC and by the DIAL measurements, an
elevated moist layer above a dry layer was entrained into the CBL during this IOP. This
process seems to be responsible for the differences found in the higher-order-moment pro-
files. The double-layer humidity profile present during IOP 6 resulted in two gradients, one
of 0.0091 g m−3 m−1 at 0.95zi and the other of 0.014 g m−3 m−1 at 1.0zi . A smaller variance
peak of 0.18± 0.03± 0.01 g2 m−6 was found for the small gradient at 0.95zi , while a larger
variance peak of 0.54 ± 0.10 ± 0.09 g2 m−6 was found at 1.1zi , where the larger gradient
was present (Fig. 5).
Previously, a secondary maximum in the variance profile was discussed based on LES of
trappedwaves in the inversion layer (Deardorff 1974;Moeng andWyngaard 1984).Moderate
to strong wind shear could result in wave activity at the CBL top, but we see no indication of
waves for either of our cases, neither in the time–height cross-sections of humidity nor in the
range-corrected offline backscatter signals (figures not shown). Thus, we conclude that the
entrainment of an elevated moist layer into the CBL explains the unusual variance profile of
IOP 6.
The profiles of third-order moment and skewness S are related to the structures found
in the variance profiles. The third-order moment profile for IOP 5 shows a negative and a
positive peak below and above the CBL top, respectively. This is due to the asymmetry in
the fluctuations, namely a few very dry but many slightly moist fluctuations in the upper
CBL due to dry air entrainment. At the same time, there is an opposite asymmetry in the
lower free troposphere above with a few very moist but many slightly dry fluctuations due
to overshooting thermals. Some previous studies have reported on this typical humidity
skewness profile in the CBL (Mahrt 1991; Weckwerth et al. 1996; Couvreux et al. 2005,
2007; Turner et al. 2014).
Mahrt (1991) highlighted the fact that the signs of TOM and skewness (which are the
same) are positive when the surface moisture flux is larger than the flux generated at the
CBL top (in the opposite case, both are negative). Thus, the mean moisture tendency in the
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boundary layer, namely moistening or entrainment-drying, is related to the signs of skewness
and TOM. Furthermore, the strength of this tendency can be related to the absolute skewness
values.
For IOP 5, a negative skewness of about −1 was found inside the CBL, which reflects an
entrainment drying boundary layer. For IOP 6, lower skewness values were found (zero in
the middle of the CBL and about −0.5 in the upper CBL). Thus, the moisture tendency for
IOP was weaker. Indeed, the latent heat flux at the surface was much higher for IOP 6 than
for IOP 5. Furthermore, the entrainment fluxes at the CBL top were either similar for both
cases (as the moisture gradients at the CBL top were similar) or larger for IOP 5. The latter
interpretation is supported by the difference in the variance profiles of both cases in the upper
CBL. Here, the variances are significantly larger for IOP 5 than for IOP 6, related to a likely
larger transport of moisture variance deeper downward into the CBL and thus larger upward
latent heat flux. In summary, IOP 5 presents a case for an entrainment-drying boundary layer,
while IOP 6 is a case for a CBL without much moisture tendency that is neither drying nor
moistening but for which the latent heat flux generated at the surface is transported upward
and balanced by the entrainment of dry air at the interfacial layer.
Precise low-noise measurements in the CBL are needed for reliable estimates of the
fourth-order moment and kurtosis (Lenschow et al. 2000; Wulfmeyer et al. 2010). Here, as
shown in our case study, high power ground-based DIAL offers such humidity data up to the
interfacial layer. Fourth-ordermoment values near zerowere observed up to themid-CBL, but
a steep increase is found in the interfacial layer for both cases. To the best of our knowledge,
previous results on humidity fourth-order moment were only shown by Lenschow et al.
(2000) over a marine CBL. A similar profile was reported by these authors with an increase
in the interfacial layer. The sub-structure of the FOM profiles followed the variance profiles
found in both cases: the distributions become leptokurtic at the heights of variance peaks. In
the middle CBL, Lenschow et al. (2000) found a mesokurtic distribution; we found the same
for IOP 5, whereas for IOP 6, a slightly platykurtic distribution was found. This confirms
that a mesokurtic distribution can be considered typical for an entrainment-drying CBL.
Furthermore, it seems that the slightly platykurtic distribution of IOP 6 represents a CBL
without moisture tendency.
8 Conclusions
Turbulent humidity fluctuations in the CBL including the interfacial layer were investigated
by deriving the higher-order moments from UHOH DIAL data collected during the HOPE
campaign. Two periods around noon under clear-sky conditions were identified and reliable
profiles of up to the fourth-order moment were obtained for humidity with unprecedented
precision. This permitted a very accurate measurement of the variance profile gradient from
the mixed layer to the interfacial layer.
The integral-time-scale profiles show a decrease towards the top of the CBL, with values
between 60 and 130 s in both cases. Variance was found to be at a maximum in the interfacial
layer for both cases but, while one peak is present for IOP 5, two maxima can be observed
for IOP 6. We believe that the presence of two maxima for IOP 6 is due to the presence of an
elevatedhumid layer in the lower troposphere thatwas entrained into theCBL.Larger variance
was found in the interfacial layer, when a larger humidity gradient at the CBL top existed.
Similarity relationships suggest a dependence on other CBL characteristics and we suggest
that future validation studies include these additional variables (Wulfmeyer et al. 2015).
123
110
Turbulent Humidity Fluctuations in the Convective Boundary... 63
These relationships, if validated with new observations, will be very important components
of improved turbulent parametrization schemes and for advanced comparisons with LES.
Significant differences are present in the TOM and S profiles for both cases. The TOM
profiles show a negative and a positive peak below and above each variance maximum. For
IOP 5, negative S values occur in the middle of the CBL, which indicates that the CBL is
drying by entrainment. Near-zero S was found in the middle of the CBL for IOP 6. Thus,
we conclude that, in this case, the CBL humidity budget was in balance between the latent
heat flux at the surface and the entrainment flux at the interfacial layer. For both cases, nearly
zero FOM was observed in the CBL but a steep increase was found in the interfacial layer.
The sub-structure of the FOM profiles again follows the variance profiles. The distributions
become leptokurtic in the heights of variance peaks. The mesokurtic distribution found for
IOP5maybe typical of an entrainment-dryingCBL,while the slightly platykurtic distribution
of IOP 6 may be representative of a CBL where strong surface evaporation is balanced by
entrainment.
These results demonstrate that high-resolution humidity data obtained with the UHOH
DIAL provide new insights into the turbulence structure in the CBL and interfacial layer. The
importance of subgrid-scale variability of humidity transport between the CBL and cloud
layers for improving cloud-resolving model outputs was recently discussed by Moeng and
Arakawa (2012).
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ABSTRACT
Atmospheric variables in the convective boundary layer (CBL), which are critical for turbulence parame-
terizations inweather and climatemodels, are assessed. These include entrainment fluxes, higher-ordermoments
of humidity, potential temperature, and vertical wind, as well as dissipation rates. Theoretical relationships
between the integral scales, gradients, and higher-order moments of atmospheric variables, fluxes, and dissi-
pation rates are developedmainly focusing on the entrainment layer (EL) at the top of theCBL. These equations
form the starting point for tests of and new approaches in CBL turbulence parameterizations. For the in-
vestigation of these relationships, an observational approach using a synergy of ground-based water vapor,
temperature, and wind lidar systems is proposed. These systemsmeasure instantaneous vertical profiles with high
temporal and spatial resolution throughout theCBL including theEL. The resolution of these systems permits the
simultaneous measurement of gradients and fluctuations of these atmospheric variables. For accurate analyses of
the gradients and the shapes of turbulence profiles, the lidar system performances are very important. It is shown
that each lidar profile can be characterized very well with respect to bias and system noise and that the constant
bias has negligible effect on the measurement of turbulent fluctuations. It is demonstrated how different gradient
relationships can be measured and tested with the proposed lidar synergy within operational measurements or
newfield campaigns. Particularly, a novel approach is introduced formeasuring the rate of destruction of humidity
and temperature variances, which is an important component of the variance budget equations.
1. Introduction
The turbulent transport of heat, matter, and momen-
tum in the convective boundary layer (CBL) is essential
for many key processes in the atmosphere. It determines
the horizontal and vertical distribution of scalars such as
humidity and other constituents as well as the vertical
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stability. Particularly critical are the entrainment fluxes at
the CBL top, as they influence the 3D fields of water
vapor, temperature, and horizontal wind in the lower
troposphere in both vertical directions: above theCBLby
entrainment processes and from theCBL top down to the
surface and the soil–vegetation layers by its coupling with
the surface fluxes and the closure of the surface energy
balance. The resulting 3D fields characterize the precon-
vective environment and influence thunderstorm initiation
as well as the development of clouds and precipitation.
Generally, the grid increments of state-of-the-art
weather forecast and climate models are too large to
resolve small-scale boundary layer turbulence. Conse-
quently, turbulence parameterizations (TP) are essen-
tial components of almost all weather and climate
models. To a great extent, the TP determines the quality
of the simulation of land surface–atmosphere feedback
(e.g., Milovac et al. 2014). A particular weakness of the
models is the parameterization of entrainment fluxes,
which is required for a high quality of simulations on all
time scales. On short time scales, an incorrect simulation
of entrainment leads to erroneous evolutions of CBL
moisture and temperature as well as the convective
available potential energy and convective inhibition,
which results in poor skill of predicting convection ini-
tiation. On longer time scales, incorrect entrainment
fluxes cause errors in the vertical distribution of water
vapor with negative consequences for the simulation of
climate statistics with respect to radiative transfer and
the evolution of clouds and precipitation. This concerns
reanalyses, regional dynamical downscaling, and global
climate change projections. The high sensitivity of NWP
model forecast quality on the CBL TP was demon-
strated by, for example, Hong et al. (2006), Hill and
Lackmann (2009), and Xie et al. (2012) and with respect
to the performance of regional climate models by, for
example, Dethloff et al. (2001), Park and Bretherton
(2009), and Samuelsson et al. (2011).
Models for entrainment fluxes were derived in various
publications (Van Zanten et al. 1999; Fedorovich et al.
2004), and relationships useful for applications in NWP
models were proposed (Noh et al. 2003). For instance, in
the nonlocal Yonsei University (YSU) TP (Hong et al.
2006), the water vapor entrainment flux is the product of
an entrainment velocity and the moisture jump at the
CBL top. The entrainment velocity is estimated by
assuming a constant ratio between the surface and the
entrainment heat fluxes of 20.15 and by diagnosing the
temperature jump at the CBL top. However, it is unclear
whether this constant ratio holds in a real atmospheric
boundary layer where gravity waves and wind shear are
expected to have a great influence on entrainment fluxes
(Wulfmeyer 1999a; Conzemius and Fedorovich 2006).
Particularly, it is expected that the temperature flux
ratio decreases to approximately 20.3 during shear
convection and even more during forced convection
with dramatic consequences on moistening or drying
conditions (Sorbjan 2005, 2006).
Sorbjan (2001, 2005, 2006) developed CBL scaling
laws for deriving profiles of fluxes and higher-order
moments of atmospheric variables. These scaling ap-
proaches relate fluxes and higher-order moments of
atmospheric variables to their gradients in the entrain-
ment layer (EL). Furthermore, these relationships in-
clude dependencies of fluxes and variances on the
gradient Richardson number so that the influence of
wind shear can also be included. If these relationships
are valid, simple tests of existing TPs will be possible.
Advanced CBL TPs with refined representation of
entrainment may be derived and incorporated in me-
soscale models. This will be possible for hierarchies of
model simulations from relatively coarse grid increments
to the gray zone (e.g., Saito et al. 2013) where turbulent
fluctuations become resolved. Gray-zone experiments
are a very important area of research, as both regional cli-
mate models and NWP models will reach the correspond-
ing grid increments on the order of 1km within the next
years. Therefore, the representation of land–atmosphere
feedback of this new model generation has to be studied
in great detail and to be optimized, including a realistic
simulation of clouds and precipitation.
A prerequisite of the application of new scaling re-
lationships is their verification. This can be realized by
performing large-eddy simulations (LESs) and the
confirmation of their results by dedicated observations.
Since the 1970s, LES has been used for studying the
CBL under various conditions (Deardorff 1970). Ad-
vances in computing power and model developments
enable the resolution of turbulence above the surface
layer throughout the CBL including the EL. Most of the
runs have been performed under strong convective
conditions with homogeneous surface heat fluxes
(Wyngaard and Brost 1984). The results were used for
deriving parameterizations of fluxes and variances
(Moeng and Sullivan 1994; Ayotte et al. 1996) and their
dependence on varying strengths of the inversion
(Sorbjan 1996). Detailed studies of entrainment pro-
cesses were presented by Sullivan et al. (1998) and Kim
et al. (2003). First studies are available considering the
heterogeneity of surface fluxes (Maronga and Raasch
2013). The similarity relationships derived in Sorbjan
(2005, 2006) were tested by only a few dedicated LESs
so that it is still not clear whether these relationships
are generally applicable.
However, it must be considered that most of the LES
results introduced above were based on periodic
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boundary conditions, homogeneous land surface con-
ditions, and specific assumptions of the interaction of the
free troposphere (damping layers) with theCBL. Effects
of land surface heterogeneity, interaction of gravity
waves with CBL turbulence, wind shear in the EL, in-
version strengths, and large-scale forcing have often not
been considered in detail. Only a few studies considering
realistic heterogeneous surface were performed (e.g.,
Hechtel et al. 1990; Maronga and Raasch 2013) and
these were used primarily to study the surface energy
balance closure problem (Kanda et al. 2004). Thus, more
realistic LES studies are still required, for example, by
nesting them inmesoscale environments or by gray-zone
experiments of limited area or even with global models.
Further progress has recently been achieved by the
direct numerical simulation (DNS) of entrainment
processes (e.g., Waggy et al. 2013; Garcia and Mellado
2014). These results have been applied to derive further
insight in the dependence of entrainment velocities,
variances, and fluxes as well as eddy diffusivity on
scaling variables. Similar to LES, additional studies
are required to study the validity of DNS results in
inhomogeneous terrain and in dependence of the
mesoscale environment.
Models are only as good as the data used for their
verification. The only way to confirm similarity re-
lationships, LES, and DNS of turbulent transport and
exchange processes are observations with sufficient
resolution and accuracy. This verification should be
performed under a range of different meteorological
conditions, both at the surface and throughout the
mixed layer (ML) and the EL. The observations should
provide not only measurements of profiles and gradients
of atmospheric variables but also their turbulent fluc-
tuations. Reaching the CBL top is possible with aircraft
in situ or remote sensing instrumentation as well as
ground-based, vertically steering, or scanning lidar or
clear-air radar systems. Unfortunately, dedicated ob-
servations for studying LES and TPs are relatively
sparse. Still, to date, most of the studies were performed
using aircraft in situ turbulence sensors (e.g., Lenschow
et al. 1994). Here, it is very challenging to derive in-
stantaneous profiles of turbulent quantities owing to
sampling issues and complex flight patterns with the
operation of in situ sensors only. Furthermore, it is dif-
ficult to measure the distance between the flight lag and
the CBL depth zi, which is important to parameterize
variables as functions of z/zi (e.g., Turner et al. 2014a).
Aircraft equipped with lidar systems flying close to the
CBL top can deliver both vertical profiles and mea-
surements of the spatial inhomogeneities (Crum and
Stull 1987; Crum et al. 1987; Kiemle et al. 1997;
Couvreux et al. 2005). However, aircraft campaigns are
expensive and relatively sparse so that it is difficult to
relate the results to a variety of meteorological condi-
tions. Mounting in situ sensors on tethered balloons may
be another option but it is challenging to reach the CBL
top, which can typically range up to 2000m or more in
some locations.
Therefore, for turbulence studies, it is worthwhile to
apply a synergy of in situ measurements with airborne
and ground-based remote sensing. Passive remote
sensing systems such as Fourier-transform infrared
(FTIR) (Turner and Löhnert 2014) spectroscopy and
microwave radiometers (MWRs) (Löhnert et al. 2009)
demonstrated great potential for ABL profiling. How-
ever, the vertical resolution of the retrievals, which are
based on the inversion of the radiative transfer equation,
is limited by the width of weighting functions to 500m or
more in the EL so that gradients of humidity and tem-
perature aremostly averagedout (Wulfmeyer et al. 2015a).
Furthermore, the retrievals are generally too noisy for re-
solving turbulent fluctuations (Kalthoff et al. 2013).
Clear-air radars observe either the refractive index
structure parameter or reflectivity from insects (Emeis
2011). These features can be used to retrieve line-of-
sight wind velocities or vertical wind speed. Clear-air
radar does not provide direct measurements of wind
speed because, in the case of structure parameter mea-
surements, the first moment of the Doppler spectrum is
influenced by covariances between reflectivity and ra-
dial velocity fluctuations (Muschinski and Sullivan
2013). Nevertheless, volume imaging of wind fields is
possible with a resolution of a few seconds (e.g., Mead
et al. 1998). In the case of insect backscatter, it is ques-
tionable whether these can be considered as tracers for
atmospheric motion. Therefore, cloud radar signals are
usually not evaluated with respect to wind speed in the
clear CBL but in clouds.
The relation between the refractive index structure
parameter and temperature and moisture gradients can
also be applied for retrieving temperature and moisture
profiles (Tsuda et al. 2001). However, this method relies
on additional reference measurements of humidity and
knowledge of the sign of the refractive index gradient so
that its accuracy is limited and routine application is
difficult. For temperature profiling, the radar acoustic
sounding system (RASS) has been developed (e.g.,
Matuura et al. 1986). These systems measure the prop-
agation speed of sound so that it is possible to retrieve
the virtual temperature profile. This technique is limited
by the altitude coverage when high horizontal winds
carry the sound waves outside of the radar beam. Nev-
ertheless, in the CBL, measurements of temperature
profiles with turbulence resolution have been demon-
strated (Angevine et al. 1993; Wulfmeyer 1999a).
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Lidar systems measure range-resolved signals, which
are directly related to atmospheric dynamics and ther-
modynamics. Thus, these have a great potential for de-
riving gradients and turbulent fluctuations of humidity,
temperature, and wind, simultaneously. For decades,
Doppler lidar (DL) systems, whichmeasure theDoppler
shift of aerosol particle backscatter by heterodyne de-
tection, have been used for the profiling of higher-order
turbulent moments of vertical wind and turbulent ki-
netic energy dissipation rate (Frehlich et al. 1998;
Lenschow et al. 2000; Frehlich and Cornman 2002;
Wulfmeyer and Janjic´ 2005; Hogan et al. 2009; Lothon
et al. 2009; Tucker et al. 2009; Ansmann et al. 2010;
Träumner et al. 2011; Lenschow et al. 2012). The routine
operation of Doppler lidar systems is now possible, as
these systems are commercially available and affordable
from various companies.
With respect to water vapor profiling, two different
lidar options are available. These are water vapor dif-
ferential absorption lidar (WVDIAL) or water vapor
Raman lidar (WVRL), which both can measure profiles
and gradients of absolute humidity or mixing ratio as well
as turbulent moments in the CBL (Wulfmeyer 1999b;
Wulfmeyer et al. 2010; Turner et al. 2014a,b;Muppa et al.
2015). Combinations of these systems have been applied
for ground-based profiling of the latent heat flux (Senff
et al. 1994;Wulfmeyer 1999a; Giez et al. 1999; Linné et al.
2007; Behrendt et al. 2011) and higher-order moments
(Wulfmeyer 1999b; Lenschow et al. 2000). The high ac-
curacies and turbulence resolutions of WVDIAL and
Doppler lidar from aircraft have also been used for latent
heat flux profiling (Kiemle et al. 2007, 2011) and for de-
tailed comparisons with LES (Couvreux et al. 2005,
2007). Particularly exciting is the fact that recently tem-
perature rotational Raman lidar (TRRL) reached the
resolution needed for temperature turbulence profiling as
well (Hammann et al. 2015; Behrendt et al. 2015).
In this work, we are focusing on the capabilities and
performances of ground-based lidar systems of this
kind because these have the advantage that they can
provide continuous profiling of mean profiles, gradi-
ents, and turbulence profiles improving sampling sta-
tistics during similar meteorological conditions. These
systems are becoming available in different climate
regimes: at the Atmospheric Radiation Measurement
(ARM) Program Southern Great Plains site in Okla-
homa, United States; in tropical regions such as the
ARM site in Darwin, Australia (www.arm.gov/sites;
operated from December 2010 until December 2014;
Ackerman and Stokes 2003; Mather and Voyles 2013);
and in the midlatitudes at various observatories such
as Lindenberg, Germany, and Cabauw, the Nether-
lands; as well as during field campaigns such as the
Convective and Orographically-induced Precipitation
Study (COPS) (Wulfmeyer et al. 2008, 2011) (www.
uni-hohenheim.de/cops), the High Definition Clouds
and Precipitation [HD(CP)2] Observational Prototype
Experiment (HOPE) (https://hdcp2.zmaw.de), and the
recent Surface Atmospheric Boundary Layer Exchange
(SABLE) campaign (Wulfmeyer et al. 2015b).
We demonstrate that this novel synergy of lidar sys-
tems consisting of DL, WVDIAL/WVRL, and TRRL
provides a complete dataset of gradients and turbulent
moments for the verification of LES and similarity re-
lationships. We focus on ground-based observations, as
it is possible to deploy these lidar systems very close to
each other for simultaneous measurements of covari-
ances between different atmospheric variables. Fur-
thermore, measurements can be collected under a
variety of different conditions producing robust statis-
tics of turbulent quantities in an affordable manner.
This study is organized as follows: In section 2, we
derive an advanced set of scaling relationships in the
CBL. Particularly, we derive relationships of momen-
tum, latent heat, and sensible heat fluxes as well as
higher-order moments to mean wind, temperature, and
moisture gradients with particular emphasis on the EL.
Furthermore, new equations for relating integral
scales to turbulent quantities are derived. Particularly,
what is to our knowledge for the first time, a novel
technique for measuring the molecular destruction
rates of water vapor and temperature variances is de-
veloped that are important components of the variance
budget equations.
In section 3, we analyze the capabilities of DL,
WVDIAL, WVRL, and TRRL for profiling vertical
wind, water vapor, and temperature as well as their
higher-order moments. We show how the lidar mea-
surements can be combined for deriving fluxes and
higher-order moments using measurements of vertical
gradients of mean profiles. The results demonstrate
that the proposed lidar synergy is necessary but
also sufficient for providing a complete set of mea-
surements for studying and verifying the proposed
similarity relationships. It is also shown that these
synergetic lidar measurements open up new possi-
bilities for thorough comparisons with LES and de-
tailed studies of TPs.
In section 4, we present first results using WVDIAL
and TRRL for studying turbulence profiles up to the
third order and their relationship to water vapor and
temperature gradients as well as entrainment fluxes. We
also get first insight into molecular destruction rates.
In section 5, the results are summarized. A series of
new field campaigns in different climate regions is pro-
posed as contributions to studies of land–atmosphere
670 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 73
118
interaction as well as theories and parameterizations of
turbulence in the CBL. In the appendix, the sensitivity
of the results on systematic and noise errors is in-
vestigated and it is confirmed that the current state-of-
the-art lidar systems are able to measure profiles and
moments with high accuracy and resolution.
2. Convective boundary layer structure and
entrainment
a. Vertical structure
The vertical structure and the turbulent activity of the
CBL is depicted in Fig. 1. In a horizontally homoge-
neous, quasi-stationary, and well-mixed CBL it is ex-
pected that themean potential temperature u profile can
be characterized by a negative gradient in the surface
layer (SL), a constant in the ML, and an increase in the
EL due to the temperature inversion.
Here, we define the entrainment zone as the region,
in which a nonturbulent fluid from the free tropo-
sphere is mixed into the CBL and remains part of the
CBL afterward. This can occur far downward in the
CBL by engulfment, as often observed by remote
sensing systems. In contrast, the EL or the interfacial
layer is the region around the inversion at the CBL top,
which can be used to locate the instantaneous and
mean gradients as well as the mean entrainment flux
(LeMone 2002).
In the SL, the mean specific humidity q profile should
have a negative gradient as well, as long as significant
evapotranspiration is present, a slight negative gradient
in the ML, and a stronger negative gradient in the EL.
Well-mixed conditions are usually achieved after
threefold to fourfold eddy turnover time or the CBL
time scale t*’ zi/w*, where zi is the mean CBL depth












Here,G is the acceleration due to gravity, uy is the mean
virtual potential temperature in the CBL, and Hy,0 is
surface buoyancy flux. Typical values of w* in a well-
developedCBLrangebetweenapproximately 1 and2ms21.
In the absence of significant horizontal advection, the
evolutions of u and q are driven by the vertical di-
vergences of the sensible and latent heat flux profiles (H
and Q), respectively. Their absolute mean values and
directions (the spectra and sizes are not shown) are in-
dicated in Fig. 1 by the diameters and the directions of
the cones, respectively. Whereas H(z) must have a
negative slope reaching a negative value in the EL,Q(z)
can have a negative or positive slope depending on
whether the difference between the entrainment fluxQE
and the surface flux Q0 is negative or positive. In any
case, as long as there is a negative slope of q in the EL,
then QE. 0. The understanding and the parameteriza-
tion of these flux divergences—also for momentum—is
the essence of TPs, which are fundamental for weather
and climate modeling.
FIG. 1. The convective boundary layer: vertical structure and key processes. The cones on the
left side of the figure indicate themean direction (arrows) and themean strength (diameters) of
either the sensible heat (red) or the latent heat (blue) fluxes.
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In the SL, the vertical stability can be characterized by














where ua is the potential temperature in the surface
layer; z is height above the displacement height in the
canopy or in other land cover; uya and uyg are the virtual
potential temperatures of the air and the land surface,
respectively; andUSL is the horizontal wind speed in the
SL at height z. The depth of the SL can be defined by the
extent to which the vertical change of fluxes is less than
10%.Over a homogeneous surface, the resulting vertical
profiles of wind, temperature, and humidity can be de-
scribed by the Monin–Obukhov similarity theory
(MOST), which relates their gradients to surface fluxes
and stability functions given for different ranges of Rib
(Grachev et al. 2000; Poulos et al. 2002; Jiménez et al.
2012). The study and measurements of these relation-
ships in the surface layer is possible by using scanning
lidar systems and eddy covariance instrumentation and
is subject of future publications.
In the ML, u is nearly constant with height,
indicating a well-mixed boundary layer. Vertical flux
profiles are evolving in time and are well defined for a
specific domain and time average. This can be studied by
deriving integral length and temporal scales for the
higher moments of the atmospheric variables and their
covariances, which can be related to their sampling er-
rors (Lenschow et al. 1994). Typically, 30–60-min aver-
aging time is needed for deriving profiles of turbulent
quantities with low noise and acceptable sampling errors
on the order of 10%–20%.However, this averaging time
may increase further at lower horizontal wind speed U.
The amount and the gradient of q are strongly de-
pendent on the ratio between the fluxes in the SL and
the EL. As it is particularly challenging and crucial to
derive entrainment fluxes, we will focus on vertical ex-
change processes in the EL.
b. The entrainment layer
The EL separates the ML from the free troposphere
by a temperature inversion. The strength of this inversion
and the entrainment flux are the result of a variety of
interacting processes. These are indicated in Fig. 1 and are
mainly due to four effects: 1) the engulfment of air from
the free troposphere mixed downward in the turbulent
CBL, 2) instabilities induced by wind shear at the EL in-
terface such as Kelvin–Helmholtz and Holmboe waves,
3) penetrating and recoiling convective eddies, and 4) the
propagation and excitation of wave modes such as gravity
waves and their interaction with the turbulent eddies.
Consequently, various local and nonlocal processes
are contributing to the fluxes, which are neither well
understood nor accurately parameterized in state-of-
the-art mesoscale models. Therefore, sophisticated
theoretical concepts are necessary to understand the
turbulent variables in the EL. These concepts have to be
verified by new combinations of measurements.
1) HIGHER-ORDER MOMENTS AND ENTRAINMENT
FLUXES
It can be expected that the fluxQ through an interface
such as the EL is related to the mean gradient of the





where R is the resistance of the interface. This re-
lationship from stochastic physics is not only used for
studying turbulent transport in the atmosphere but also
water transport in the soil or fluxes at the land surface
(Zehe et al. 2014). The challenge is to relate in a com-
prehensive and physical way the resistance R to pa-
rameters that are expected to influence the entrainment
fluxes. Thus, it is desirable to derive a closed set of
scaling variables in the EL so that their gradients can be
related to fluxes and higher-order turbulent moments. A
corresponding set of equations was proposed by Sorbjan



































where Sw, SL, Su, and Sq are the scaling variables for
vertical velocity w statistics, the EL length scale L, the
potential temperature u, and the specific humidity q.
The index E denotes that all variables and gradients are
taken in the EL. The gradients of u and q in the EL are
gE and gE, respectively. Alternatively, it may be rea-





, which is easy to do
in all following scaling relationships. For now, we stick
with the hypothesis thatw* is the appropriate EL scaling
variable.
The Brunt–Väisälä frequency NE depends on the in-
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with the buoyancy parameter b :5G/u.
This scaling [Eqs. (4)–(7)] is based on the following
assumptions: 1) the turbulent fluctuations of the vertical
wind in the EL scale with the buoyant forcing from the
land surface and the CBL depth but not with the wind
shear, 2) the time scale of fluctuations of atmospheric
variables is the inverse of the Brunt–Väisälä frequency,
3) the most important scaling variable for temperature
fluctuations is the mean potential temperature gradient
at zi, 4) the most important scaling variable for moisture
fluctuations is its mean moisture gradient at zi, and 5)
despite the complex and different physical processes
leading to local transport as depicted in Fig. 1, mean but
not local gradients remain the most important scaling
variables determining the entrainment flux averaged in
time or in space over a homogeneous region.
Based on Eqs. (4)–(7), relationships for entrainment
fluxes and higher-order moments can be derived. En-
trainment fluxes for momentumMu,y,E, temperatureHE,
and moisture QE can be written by the combination of


























































































where Mu,y,E denotes the momentum fluxes in two hor-
izontal wind directions described by the indices u and y.
The constants CM,CH , and CQ are positive and sE is




















By comparing Eqs. (9)–(11) with Eq. (3), indeed re-
sistances with respect to each turbulent flux can be de-
fined. Particularly, we expect that the resistances are







which is conceptually similar to Eq. (2). In shearless
conditions (free-convection limit) sE/ 0; thus, RiE/‘.
In this case, the functions fM,H,Q should reach the constant
value lim
RiE/‘
fM,H,Q5 1. It may be worthwhile to absorb
the constants CM, CH , and CQ in these functions.
For the momentum fluxME, Sorbjan (2009) analyzed










which is proposed for RiE. 1.
For the interfacial heat and humidity fluxes, Sorbjan
(2005, 2006) estimated CH ﬃ 0:012 and CQ ﬃ 0:025 as














where the coefficients cH,Q were assessed to be cH ﬃ
cQ ﬃ 8.
In an analogous way, second-order moments of the
vertical wind, temperature, and humidity fluctuations












































In the case of EL temperature and humidity variances,
Sorbjan (2006) suggested Cu2 ﬃ 0:04 and Cq2 ﬃ 0:175













The coefficients cu2 and cq2 have still to be estimated. For
vertical wind, both the function fw2 (RiE) and the co-
efficient Cw2 need to be determined as well.
Figure 2 presents the dependence of the functions fM,
fH,Q, and fu2,q2 on RiE for typical ranges of the proposed
constants. The function fM shows a strong nonlinear
behavior for RiE, 10 and the momentum flux decreases
between 1,RiE, 10 by more than an order of magni-
tude. The other functions show basically three regimes,
which may be related to different entrainment pro-
cesses. In the first regime for RiE# 0:1, the function fu2,q2
is leveling off and approaches the constant value cu2,q2 .
This may be the range where entrainment is mainly
determined by the engulfment of overturning eddies. In
contrast, fH,Q is not converging to a limited value but to
‘ for RiE/ 0. It is very important to test this different
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behavior of the flux and variance scaling functions by ad-
ditional LES and observations. In the transition regime
from 0:1,RiE, 10, different processes may be re-
sponsible for the strength of entrainment simultaneously.
Finally, for RiE. 10, both functions fH,Q and fu2,q2 are
converging to unity and entrainment may mainly be de-
termined by Kelvin–Helmholtz instabilities and in-
teraction with gravity waves. Please note that these results
depend on the grid resolution of the corresponding LES.
Further refinements are required by LES with increased
grid resolution or DNS. It is also important to explore the
difference in scaling using RiE, which is proposed here and
the bulkRichardsonnumber, whichwas used, for example,
in Sullivan et al. (1998) and Träumner et al. (2011).
A similar approach as for the variancesmay be used to












































However, this hypothesis would need to be tested ex-
tensively to ensure that the magnitude of the third mo-
ments is indeed proportional to the cubes of the gradients
for u and q at zi aswell as to determine the dependence on
RiE and the coefficients Cw3,Cu3, and Cq3 .
2) DETERMINATION OF INTEGRAL SCALES AS WELL
AS DISSIPATION AND DESTRUCTION RATES
We start with the evaluation of stationary turbulence.
This is the case if the time series of the fluctuating var-
iable q(t) can be separated into
q(t)5 q0(t)1 q(t) , (23)
where q(t) is a slowly varying component, which can be
derived by low-pass filtering or subtracting a linear
trend, and q0(t)5 0. Of course, this analysis can be per-
formed at each height level in the CBL including the EL;
however, for the sake of simplicity we omit an index for
the height level in the following. The autocovariance






















































(t)5 [q(t1 t)2 q(t)]2 . (26)





















































In the following, we assume that either by high-resolution
modeling or measurements, the inertial subrange is re-
solved for a sufficient short lag of the time series. The in-
ertial subrange lies in between the inner and outer scales of
turbulence where it is assumed locally homogeneous and
isotropic. Now, we can analyze these equations with re-
spect to the time series of vertical wind, humidity, and
temperature at different heights. It was shown in Tatarski
(1961) and Monin and Yaglom (1975) that
FIG. 2. The functions fM, fH,Q, and fu2,q2 for scaling fluxes and
variance in dependence of RiE. The functions fH,Q and fu2,q2 are
presented around constants derived by LES.
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D(r)5C2r2/3 (31)
with the structure parametersC2 for vertical wind velocity













where « is the turbulent kinetic energy (TKE) dissipation
rate, andNq andNu are the destruction rates of humidity
and potential temperature variances due to molecular
processes, respectively. The constants in Eqs. (32)–(34)
are considered universal in the inertial subrange. The
Kolmogorov constantCK ﬃ 2 and the constants a2q and a2u
are expected to be in the range 2.8–3.2 (Stull 1988).
Consequently, one way of determining dissipation and
destruction rates is to start with the autocovariance function
A in the time domain and to assume Taylor’s hypothesis of
frozen turbulence in the inertial subrange. Then,
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Using these equations, the atmospheric variance, the dis-
sipation and destruction rates, and the integral scales can
be determined, respectively, if the autocorrelation func-
tions and the horizontal wind profile U(z) are known.
This can be shown as follows: all autocovariance func-
tions have the form
A(t)5 n
a
2 kt2/3 , (38)
insofar that distortions by mesoscale variability in the
inertial subrange can be neglected. In the following, we
assume that this is the case, which can be tested by
studying the shape ofA for t, T , whereT is the integral
time scale. If the shapes of the data and the fit agree well,
the extrapolation of the structure function fit to the au-
tocovariance data to lag zero yields the atmospheric
variance na and the coefficient of the structure function k.
This technique separates the atmospheric and the noise
variance at lag 0, which is necessary as the latter can often
not be neglected [see also the appendix and Eq. (A9)].








































Please note that this integration is an approximation of
the integral scale of the turbulence fluctuations because
we do not integrate to infinity but to the first zero
crossing of AC(t). However, this turned out as a good
compromise for separating turbulent fluctuations from
mesoscale variability and for getting robust results un-
der the presence of significant system noise (Lenschow
et al. 2000; Wulfmeyer et al. 2010; Behrendt et al. 2015).
If the shape of AC is mainly controlled by homoge-
neous and isotropic turbulence, the ratio between the
root and the integral scale gives an estimate of howmany
lags should be used for the interpolation of the structure
function. One natural choice is to take approximately
2T /Dt lags, whereDt is the resolution of the time series. If
the shape ofAC is contaminated bymesoscale variability,
then an iteration between the fit of the structure function
and the determination of the integral scale may be nec-
essary, resulting in a reduction of the number of lags.
The integration of AC yields the dependence of T or





























































































FEBRUARY 2016 WULFMEYER ET AL . 675
123
For the vertical wind, its integral time scale is inversely
proportional to the dissipation rate and proportional to
the 3/2 power of the variance. It can be expected that
variance and dissipation are related variables (larger
variance leading to larger dissipation), which can be
investigated now with our methodology.
In contrast, the integral scales for humidity and po-
tential temperature are proportional to the square root of
the TKE dissipation rate and inversely proportional to
the 3/2 power of their destruction rates, respectively. The
dependence on the variance profiles is the same as for
vertical wind. In the future, it will be very interesting to
compare the behavior of molecular destruction and TKE
dissipation rates and their dependence on various atmo-
spheric conditions. The results can be used for studying
the processes controlling their height dependence.
This can be realized in the following way. Combining
the fit of the AC functions or the resulting integral scales
with the coefficients of the structure functions permits


























As the integral scale for vertical wind generally varies
less than a factor of 2 with height in the mixed layer and
the EL (Lenschow et al. 2000; Lothon et al. 2006), the
shape of the « profile is mainly determined by the profile


























































































































































Obviously, LES and DNS output or simultaneous mea-
surements of wind, humidity, and potential temperature
profiles at high temporal and spatial resolution permit the
estimation of the ratio of dissipation rates [Eqs. (50) and
(55)] as well as their absolute values [Eqs. (47) and (48),
Eqs. (52) and (53), and Eqs. (56) and (57)] provided that
accurate measurements of horizontal wind are available.
Of course, these equations are only applicable if the
conditions of locally homogeneous and isotropic turbu-
lence as well as Taylor’s hypothesis are valid.
3) DISCUSSION
For deriving quantitative results, it is essential that all
the turbulent quantities introduced above are estimated
as accurate and as general as possible. This may be ac-
complished with turbulence theory, by dedicated LES
and DNS studies, and by measurements. As we are not
aware of a turbulence theory that permits the derivation
of the unknown resistances and dissipation/destruction
rates, these relationships need to be tested considering
different heterogeneous land surface forcings, stabilities
in EL, wind shear, and gravity wave conditions. Fur-
thermore, it is necessary to explore dependencies of
fluxes and higher-order moments on different defini-
tions of the Richardson number in the EL and to refine
the functional dependence of fluxes and variances on the
Richardson number. From the modeling perspective,
this requires a chain of mesoscale model simulations
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down to the gray zone or the LES scale in order to imbed
themodel domainwith turbulence resolution in a realistic
synoptic and mesoscale environment. It is worthwhile to
note that the relationships introduced in sections 2b(1)
and 2b(2) also provide essential components of CBL
energy and water budgets. For instance, dissipation and
molecular destruction rates as well as flux divergences are
part of these budgets.
Either using idealistic LES and DNS or gray-zone
simulations, the results have to be verified by observa-
tions. Gradients play an important role in the magnitude
of the variances and fluxes, so accurate profiles of hori-
zontal wind, humidity, and potential temperature in the
ML, the EL, and the lower free troposphere are critical
(Sorbjan 2009). Here, we are focusing on turbulent pro-
cesses around the EL. So far, particularly in this region,
field experiments have not provided suitable datasets that
are capable to confirm the complete set of relationships
between gradients, variances, fluxes, and dissipation/
destruction rates. In the following, we demonstrate that
this can be accomplished with a new synergy of lidar
systems.
3. Lidar synergy for studying entrainment fluxes as
well as dissipation and variance destruction rates
a. Basic observational requirements
To study the relationships between fluxes and gradi-
ents [Eqs. (9)–(11)], variances and gradients [Eqs. (16)–
(18)], and even higher-order moments [Eqs. (20)–(22)],
it is necessary that four conditions are fulfilled: 1) wind,
temperature, and humidity profiles must be measured
simultaneously with small and height-independent bias
in theML, theEL, and the lower free troposphere; 2) the
vertical resolution of the measurements must be high
enough to resolve the gradients in the profiles, particu-
larly in the EL; 3) the temporal resolutions of the mea-
surements must be high enough to resolve turbulent
fluctuations; and 4) the precision of the measurements
must be high enough so that vertical structures in the
turbulence profiles can be resolved.
Currently, it is hardly possible to realize this with air-
borne in situ or remote sensing measurements. Research
aircraft with in situ sensors provide measurements of the
required variables but only at a specific height level.
Therefore, it is difficult to derive a comprehensive dataset
of gradient, variance, and flux profiles under different
meteorological conditions especially at a range of heights
in the ML and the EL. The horizontal and vertical
structure of the CBL can be studied by lidar systems
deployed on aircraft but these campaigns are sparse and
expensive. Another option is a combination of ground-
based scanning lidar systems but their development and
application is still at its infancy. The height of meteo-
rological towers is generally too low to reach the
daytime EL, except special meteorological conditions
over land (Zhou et al. 1985), so that these structures
also do not come into consideration for deriving
comprehensive statistics. Tethered balloons with a
combination of in situ sensors may be an option but it
will be difficult to get vertical profiles and to reach the
CBL top, especially in continental CBLs that can be
2 km deep or more.
Passive infrared and microwave spectrometers may be
an approach for retrieving temperature and humidity
profiles; however, it has been shown that their temporal
and vertical resolution is neither capable of resolving
gradients nor turbulent fluctuations in the EL (Wulfmeyer
et al. 2015a). In the following, we demonstrate that a
synergy of active lidar remote sensing systems with the
required vertical and temporal resolutions should be able
to provide the desired data.
b. Properties and performance of lidar systems
Recent advances in lidar technology permitted the
development of three types of lidar systems, which can
measure wind, humidity, and temperature profiles with
high resolution and accuracy. The DL can measure ei-
ther vertical wind profiles in the vertical steering mode
or horizontal wind profiles in the velocity azimuth dis-
play (VAD or scanning in azimuth at a fixed off-zenith
elevation) mode. The signal-to-noise ratio (SNR) of the
line-of-sight wind measurements is high enough to reach
resolutions of 1 s and 30m with noise errors on the order
of 0.1m s21. Systematic errors in line-of-sight (LOS)
wind measurements are typically on the order of a few
centimeters per second. This performance has been
demonstrated for decades using research systems like
the high-spectral-resolution Doppler lidar (HRDL) of
the National Oceanic and Atmospheric Administration
(NOAA) (Lenschow et al. 2000; Wulfmeyer and Janjic´
2005; Lothon et al. 2009; Lenschow et al. 2012). Fur-
thermore, horizontal wind profiles can be measured by
VAD scans. A recent breakthrough in the development
of compact, efficient, and eye-safe laser transmitters
such as Er-doped fiber lasers permitted the development
of very compact, all-solid-state systems, which are now
commercially available from different companies (e.g.,
Philippov et al. 2004; Kameyama et al. 2007).
With respect to water vapor profiling, two methods
are available: WVDIAL and WVRL. WVRLs measure
profiles of water vapormixing ratiom. Asmixing ratiom
can be readily converted to specific humidity q in the
CBL by standard pressure and temperature profiles, in
the following, we consider only q as the measured
variable.
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OperationalWVRLs have been installed at only a few
sites such as the ARM Program Southern Great Plains
(SGP) WVRL (Turner et al. 2002). The design and in-
stallation of WVRL systems is usually the result of a
special project. Extensive research led to a routine
technique for the calibration of mixing ratio measure-
ments, which is necessary for WVRL, with an accuracy
of approximately 5% (Turner and Goldsmith 1999;
Ferrare et al. 2006). Optimization of daytime perfor-
mance, which is particularly critical for Raman lidar, was
mainly achieved with the SGP Raman lidar and has not
been accomplished at all sites. Typically, in the daytime,
the noise error is less than 1 gkg21 up to the CBL top
using a combination of temporal and vertical resolutions
of 10 s and 75m, respectively. For the SGP WVRL,
Wulfmeyer et al. (2010) and Turner et al. (2014a,b)
demonstrated that this performance is sufficient for
measuring profiles of higher-order moments of mixing
ratio in the CBL. These higher-order moments derived
from noisy lidar observations have also been validated
with in situ measurements (Turner et al. 2014a). Fur-
thermore, ARM has operated a nearly identical Raman
lidar at Darwin, Australia, which provides a tropical
dataset to complement the SGP midlatitude one.
The WVDIAL technique measures the absolute hu-
midity r as a function of range. Similar to WVRL, it is
straightforward to convert r in q with high accuracy by
standard pressure and temperature profiles so that we
continue to consider q as the measured variable. The
technologicallymore demandingWVDIAL technique is
less mature. To the best of our knowledge, just one
ground-based system exists worldwide at the Institute of
Physics and Meteorology (IPM) of the University of
Hohenheim (UHOH) that has daytime turbulence res-
olution. Currently, this system has the highest temporal
and spatial resolution of ground-based water vapor re-
mote sensing systems (Behrendt et al. 2009; Wulfmeyer
et al. 2015a). As DIAL does not need a calibration with
respect to system constants, a very high accuracy of
absolute humidity measurements is achieved. Re-
cently, Späth et al. (2014) demonstrated by theoretical
considerations and comparisons with soundings a sys-
tematic error of 2%. Because of the high signal-to-
noise-ratio of the backscatter signals during daytime,
the noise error is about an order of magnitude lower
than WVRL using the same combination of vertical
and temporal resolutions (Wulfmeyer et al. 2015a).
Therefore, WVDIAL is an excellent instrument for
measuring water vapor profiles, gradients, and higher-
order moments (Muppa et al. 2015).
The TRRL technique is currently the only remote
sensing technique that permits the profiling of tempera-
ture, its higher-order turbulent moments, and its gradient
in the lower troposphere with high vertical resolution
(Wulfmeyer et al. 2015a). Because of a recent break-
through in system design and performance at IPM,
Hammann et al. (2015) demonstrated that it is now
possible to determine the strength of the inversion layer
during daytime. Comparisons with soundings, which are
necessary for the calibration of TRRL, revealed a sys-
tematic error of less than 1 K. The noise error of tem-
perature profiles is less than 2 K using resolutions of 10 s
and 100 m up to 2 km, which permitted the first profiling
of higher-order moments of temperature (Behrendt
et al. 2015). Noise error propagation [see Eq. (A14)]
explains that it is still possible to extract accurate at-
mospheric variancemeasurements at this noise level and
that these measurements are particularly significant in
the EL. Therefore, the TRRL method is now suited to
provide the temperature measurements necessary for
the turbulence studies that are subject of this work. As it
is easily possible to convert temperature profiles mea-
sured with TRRL into profiles of potential temperature
and their fluctuations (Behrendt et al. 2011), we con-
tinue to use the variable u in our considerations. Fur-
thermore, the combination of WVRL, WVDIAL, and
TTRL permits a straightforward interchange of the
different humidity variablesm, r, and q. Although none
of these systems is commercially available yet, new
technologies are emerging having this potential (e.g.,
Spuler et al. 2015).
A single lidar system does not measure fluxes directly.
However, the combination of high-resolution vertical
wind measurements by DL or a radar wind profiler with
WVDIAL or WVRL and TRRL permits the de-
termination of latent and sensible heat flux profiles with
the eddy correlation (EC) technique directly, which was
originally pioneered in Senff et al. (1994) and also
demonstrated by Wulfmeyer (1999a) and Giez et al.
(1999). The confirmation that sensible heat flux profiles
can be measured by a DL–TRRL combination was re-
cently provided by Wulfmeyer et al. (2015b).
Furthermore, the instantaneous CBL height zi(t) and
correspondingly themean zi during the averaging period
can be measured very accurately (e.g., Pal et al. 2010).
Different methods using vertical gradients of mean
profiles and variance profiles can also be compared. This
is important for appropriate CBL scaling and for the
localization of the EL.
c. Proposed experimental design
A considerable advantage of the application of the
lidar system synergy in the CBL is its capability to profile
atmospheric variables, their gradients, turbulent mo-
ments, and fluxes simultaneously. The combination of
these lidar measurements permits a thorough study of
678 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 73
126
EL scaling by testing different combinations of the
equations above allowing both the general relationships
(e.g., is the water vapor variance proportional to the
square of the mean gradient?) to be evaluated and es-
timates of the coefficients to be made.
For instance, the combination of lidar systems permits a
complete verification of the set of Eqs. (9)–(11), Eqs. (16)–
(18), and even Eqs. (20)–(22). If lidar systems demon-
strate that these relationships are valid, their measure-
ments can be used for deriving unique quantitative
results with respect to fluxes and higher-order moments,
as various constants can be determined by means of
comparisons.
We recommend the following combination of lidar
instruments:
d One scanning Doppler lidar for determining wind
profiles in the CBL and the wind shear in the EL.
This lidar would primarily performVAD scans so that
horizontal wind profiles could be derived.
d One vertically pointing Doppler lidar for vertical wind
measurements and profiling of its higher-order mo-
ments. It may be possible to perform these measure-
ments with a single Doppler lidar by switching between
vertical and VAD operation modes, if the SNR is high
enough. This would need to be investigated by studying
the performance characteristics of the particular DL
that would be used.
d One vertically pointing DIAL or WVRL with suffi-
cient resolutionmeasuring profiles of q and g as well as
profiles of higher-order moments of q.
d One vertically pointing TRRL with sufficient resolu-
tion for measuring u and g profiles as well as higher-
order moments of u.
In addition to allowing the equations for fluxes and
higher-order moments to be investigated, this combi-
nation permits a direct measurement of Ri as well as
dissipation and molecular destruction rates.
d. Strategy for investigation of CBL scaling based on
lidar synergy
Three important contributions of lidarmeasurements are
possible: 1) the direct measurement and independent de-
velopment of CBL similarity relationships based on the
lidar synergy proposed above, 2) the test of the CBL re-
lationships introduced in section 2b, and 3) use of these
measurements for model verification. The direct de-
termination of CBL similarity relationships is being ad-
dressed by field campaign data such as HOPE in spring
2013, SABLE inAugust 2014 inGermany, and at theARM
operational sites at SGP and Darwin, from which mea-
surements of a combination of gradients and higher-order
turbulent moments of atmospheric variables are available.
In this case, the following data analysis procedure is
suggested:
1) Determination of all profiles of mean variables, their
gradients, and higher-order moments and their char-
acterization with respect to their errors, as discussed
in sections 3c(1) and 3c(2).
2) Investigation of integral scales for making sure that
themajor part of the turbulent fluctuations is resolved.
3) Performance of the same procedure for the com-
bined variables such as fluxes and dissipation and
molecular destruction rates [sections 2b(1), 2b(2),
and 3c(2)].
Using these results, the data can be combined and cor-
related in different ways in order to search for their
relationships.
1) RICHARDSON NUMBER RELATIONSHIPS
For studying the relationships introduced in section
2b, first of all, it is essential to study the RiE dependence
of variances and third-order moments. For instance,



















































































This equation makes a direct measurement of RiE
possiblemerely based on a combination of temperature
and water vapor lidar systems. This same approach
allows for determining the values of the coefficientsCq2
and cq2 as measurements of RiE will be available di-
rectly from the combination of DL and TRRL [Eq.
(13)]. Naturally, many cases would be needed to de-
velop uncertainty estimates for these coefficients and
to see if these coefficients have any dependence on the
meteorological regime. An analogous equation can be
derived for RiE in dependence of temperature variance
and gradients.
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2) HIGHER-ORDER MOMENT RELATIONSHIPS
By the combination of gradient and variance measure-
ments as well as the knowledge of RiE, Eqs. (16)–(18) can
be studied. First attempts have already been performed by
Wulfmeyer et al. (2010) and Turner et al. (2014b). How-
ever, for these studies neither wind nor temperature pro-
files were available yet, so further refinements and the use
of more expanded datasets are necessary.
The question arises whether measurements of higher-
order moments are helpful to get additional insight re-
garding turbulence in the EL. These lidar studies may
lead to a refinement of the similarity relationships. For
instance, focusing on humidity, if Eqs. (18) and (22) are

















































where the last equation holds in the case of free convec-
tion. Under these conditions, the dependence on gradients
is eliminated because the relationships are self-similar.
Obviously, the similarity relationships propose a negative
S q in the EL. However, we already know from our
measurements that this is not correct but S q changes sign
from negative to positive in the EL typically just below zi
(Wulfmeyer 1999a; Lenschow et al. 2000;Wulfmeyer et al.
2010; Turner et al. 2014b). The reason for this discrepancy
is likely the inappropriate expansion of the scaling re-
lationship for the variance [Eq. (18)] to the third-order
moment [Eq. (22)]. This is a first interesting test of the
similarity relationships demonstrating the potential of
the lidar observations. Additionally, if the coefficients and
the dependencies on RiE are known, Eq. (65) provides
another estimate of RiE, which may be useful for studying
the consistency of the set of equations.
For vertical wind, it is straightforward to see that the
relationships prescribe that S w. 0. Indeed, this can be
confirmed bymost measurements (Lenschow et al. 2000,
2012). However, while S w remains positive in the EL,
there seems to be a negative slope leading to a reduction
in the EL, which is not predicted. Thus, a very important
topic will be the study of the behavior of third-order
moments in the EL of the CBL.
3) FLUX RELATIONSHIPS
Particularly interesting is the application of EL scaling
in a way that a minimum set of lidar systems can be ap-
plied for deriving fluxes taking advantage of their mea-
surements of higher-order moments. There is indeed an
interesting potential because, for example, the combina-






















































where the Eq. (70) holds in the case of free convection.
In the case of significant wind shear, Eq. (67) and the
studies of RiE in section 3d(1) or Eq. (62) can be com-
bined so that it may be possible to use aWVDIAL and a
TRRL for the direct determination of entrainment
moisture fluxes.
Another possibility is to relate the flux with variance


































































again where the last equation is proposed to be valid
in the free convection limit. ComparingEqs. (71)–(73) with
the surface latent heat flux, it can be determined whether
the CBL is drying or moistening, as long as moisture ad-
vection can be neglected. Obviously, the CBL is moist-
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with the last equation holding in the case of free
convection.
Of course, if the relationships forQE are verified, they can
also be used for determining the flux divergence in theCBL,
which is extremely important for CBL TP. Assuming a lin-





















Obviously, a couple of comprehensive relationships can
be derived, which are worth an extensive evaluation.
In an additional step, it is also possible to investigate
the closure of the budget equations for mean variables, as
demonstrated in Senff et al. (1994),Wulfmeyer (1999a,b),
as well as for higher-order moments and fluxes.
4) DISSIPATION AND MOLECULAR DESTRUCTION
RATES
The lidar measurements allow the profiling of the in-
tegral scales throughout the CBL including the EL. If the
major part of the turbulent fluctuations is resolved, the
parameters of the structure function can be determined.
Therefore, we are proposing here a new technique for the
combination DL, TRRL, and WVDIAL or WVRL in
order to determine TKE dissipation rates as well as the
destruction rates of temperature and humidity variances
based on Eqs. (43)–(45), Eqs. (47) and (48), Eq. (52) and
(53), and Eqs. (56) and (57).
4. First results using WVDIAL and TRRL
a. Dataset
We present data collected during intensive observa-
tions period (IOP) 5 of HOPE, which was performed in
spring 2013 close to the city of Jülich, Germany. IOP5
was executed on 20 April 2013. We focus on a dataset
collected with the IPM WVDIAL and the TRRL be-
tween 1130 and 1230 UTC. The lidar systems were lo-
cated at site close to the village of Hambach near
Research Centre Jülich at 50853050.5600N, 6827050.3900E
and 110m above sea level.
During IOP5, the HOPE domain was under the influ-
ence of a high pressure system over the Baltic Sea and a
cold front over the Alps to the southeast. The local con-
ditions were measured by a weather and energy balance
closure station a few meters from the site. The surface
pressure at the measurement site was p0 ’ 1020 hPa. The
horizontal wind speed at 5-m height was 1.5ms21 from
northeast turning to eastern directions at the CBL top, as
revealed by a radio sounding launched at the measure-
ment site at 1300 UTC. The surface temperature was low
with 284K. Because of the large-scale conditions, rather
dry air was advected into the region resulting in a surface
specific humidity of merely 3.4 gkg21 corresponding to a
relative humidity (rh) of approximately 43%. Further
details concerning the meteorological conditions are
found in Muppa et al. (2015).
Except for a few cirrus clouds, the atmosphere was
cloud free and contained only a few aerosol layers in the
free troposphere. The surface heating was significant
resulting in sensible heat flux of 247Wm22, whereas the
evapotranspiration was modest with 89Wm22. The
friction velocity was u* ’ 0:7m s21, corresponding to a
Monin–Obukhov length of L ’ 2126m.
b. Results derived by lidar synergy
We are focusing on the synergy of the IPMWVDIAL
and the TTRL systems. Doppler lidar data had to be
excluded because the vertical velocity variance and
skewness, as well as the horizontal winds, have not been
processed in detail yet. Therefore, a full analysis of
fluxes and variances, and their relationships with gradi-
ents and dependences on RiE, is not possible. In any
event, a full exploitation of all equations presented in
sections 2 and 3 is beyond the scope of this work and
subject of future activities.
However, even without the knowledge of RiE, a large
number of relations could be studied for the first time
here. This is due to the fact that the WVDIAL and
TRRL measurements are providing mean profiles and
their vertical gradients of specific humidity and potential
temperature, variance profiles, and insight into structure
coefficients in the same vertical air column, simulta-
neously. For this study, both the WVDIAL and the
TRRL data were processed with a temporal resolution
of 10 s and vertical resolutions of 100m allowing for a
consistent analysis of gradients and turbulent moments.
Additionally, the TTRL data were corrected with re-
spect to systematic errors induced by incomplete over-
lap between laser transmitter and field of view of the
telescope up to 800m with a time-independent correc-
tion function (Hammann et al. 2015). Afterward, the
WVDIAL absolute humidity measurements and the
TRRL temperature measurements were transformed
into specific humidity and potential temperature using a
hydrostatic pressure profile.
The mean specific humidity, potential temperature,
and relative humidity profiles and their gradients during
the measurement period are presented in Fig. 3 (top).
The system noise errors and the estimate of the mean
CBL depth zi are also indicated. As mentioned above,
the specific humidity in the ML was rather low with
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3 g kg21. Toward the entrainment layer already a strong
decrease of the specific humidity was observed de-
creasing further to 0.1 g kg21 in the lower free tropo-
sphere. This resulted in a strong reduction of rh around
the EL as well. The potential temperature profile shown
in Fig. 3 shows a well-mixed CBL (as also confirmed by
soundings) up to 1000m with a mean u ’ 282:5K. The
moisture decrease above and the large vertical extent of
the region with increasing potential temperature likely
indicates an entrainment drying CBL.
During the time period of interest, the CBL was well
developed and reached a quasi-stationary depth, as
confirmed by the lidar backscatter profiles (not shown).
Whereas many different definitions of zi are available
(e.g., Cohn andAngevine 2000; Pal et al. 2010) and some
uncertainties remain, we could take advantage of the
synergy of our measurements. For this purpose, we
evaluated the gradients of the lidar backscatter signals,
the minimum of the mean water vapor gradient, and the
maximum of the potential temperature gradient in the
EL as well as the locations of themaxima of the variance
profiles. This resulted in zi’ 1280m with a standard
deviation of 60m derived from the instantaneous zi(t)
values of the backscatter gradients. The latter value
multiplied by 2 can be considered as an estimate of the
mean EL thickness and resulted in DEL ’ 120m. This
result of zi was consistent within 20m with the radio
sounding launched at 1300 UTC.
Using the estimate of zi, we derived a vertical velocity
scale of w* ’ 2m s21, a convective time scale of t* ’
10:7min, a humidity scale of q* ’ 0:015 g kg
21, and a
potential temperature scale of u* ’ 0:1K. Furthermore,
we estimated the corresponding temperature gradient
by taking the range zi2DEL/2, zi1DEL/2, which yielded
gE ’ 0:02Km21 or a temperature jump of approxi-
mately 2K in the EL. This resulted in a Brunt–Vaisala
frequency of NE ’ 0:026Hz and a local Richardson
number Ril5Du/u* ’ 20. As shown in Fig. 3, the mini-
mum specific humidity gradient in the EL was approxi-
mately 20:012 g kg21 m21 and the averaged gradient in
the EL yielded gE ’ 20:01 g kg21 m21.
By means of the analyses described in section b of the
appendix (see also Lenschow et al. 2000; Wulfmeyer
et al. 2010), we derived profiles of the integral scales,
variances, and third-order moments of potential tem-
perature and specific humidity. In all these figures, black
error bars indicate noise errors and the colored error
bars the sampling errors.
Figure 4 presents the profiles of the integral scales T u
(top panel) and T q (bottom panel). In these panels, we
also compared their determination by a numerical in-
tegration from lag 0 to the first zero crossing of the au-
tocovariance function with the theoretical result given in
Eq. (42). The outliers in the numerical integration are
due to systematic errors, if very low variance levels are
determined by the extrapolation of the autocovariance
function, as in the numerical integration the autocorre-
lation function must be used [see Eq. (41) and Fig. A1].
We recommend the use of Eq. (42) because it givesmore
robust results at low variance levels and compares very
well with the numerical integration otherwise.
For potential temperature, a rather constant profile in
the CBLwas determinedwith T u ’ 50 s. In contrast, T q
showed a reduction from the ML to the EL from ap-
proximately 150 to 50 s. In both profiles, fine structures
appear, which are not fully understood yet. Currently,
we suppose that these are due to sampling statistics.
These results also confirm that the resolution of the lidar
profiles was high enough to resolve the temperature and
FIG. 3. (top) Mean profiles of specific humidity and potential
temperature during IOP5 (1130–1230 UTC). (bottom) Corre-
sponding vertical gradient profiles. The error bars due to system
noise and the estimate of zi are also indicated.
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humidity fluctuations into the inertial subrange even in
the EL.
The potential temperature and specific humidity var-
iance profiles are depicted in Fig. 5. To demonstrate the
high SNR of the measurements, the profiles are plotted
on a logarithmic scale. Again, some fine structures in the
profiles are found, which may be due to sampling sta-
tistics or a too-strong noise correction at low variance
level. Otherwise, the potential temperature variance
profiles show a nearly constant variance of 0.07K2 in the
ML and the expected peak in the EL with an amount of
0.5K2. In contrast, the specific humidity variance profile
is generally increasing from very low levels by an order
of magnitude to 0.1 g2 kg22 in the ML. In the EL, the
typical peak is reached with a value of 0.5 g2 kg22. It is
likely a coincidence in this case that the absolute values
of potential temperature and specific humidity variances
in the EL are similar.
Profiles of the third-order moments are presented in
Fig. 6. In the ML, both profiles indicate a symmetric
distribution of the fluctuations. However, in the EL,
below zi the third-order moment turns positive for the
potential temperature and negative for the specific hu-
midity fluctuations. Close to zi, themoments show a zero
crossing and are changing sign above, which is clearly
visible in the specific humidity but less pronounced in
potential temperature, however, likely as a result of a
larger noise level in the latter.
c. Discussion
The results presented in Figs. 3–6 can be used to eval-
uate several relationships proposed in this work. The
necessity to derive improved relationships for exchange
and turbulent processes in the EL becomes already evi-
dent by noting that the standard potential temperature
and specific humidity scales derived in section 4b cannot
explain the observed variances in this layer.
The main weakness in our study is the lack of knowl-
edge of RiE. However, the local Ril ’ 20 and the lack of
strong shear in the radiosonde data indicate that the case
was not too far from the free-convection limit. Therefore,
in the following, we disregard any RiE dependencies.
Furthermore, we assume that w* is a reasonable scaling
variance for the vertical wind fluctuations even in the EL.
Considering these uncertainties, we start with an
evaluation of the variances in the EL. Using Eqs. (17)
and (18) and the proposed coefficients Cu2 and Cq2 , we
get estimates of u02’ 0:1K2 and q02’ 0:1 g2 kg22. Thus,
we achieved an underestimation of the variances in the
EL by a factor of 5. Obviously, at least one of the as-
sumptions, the validity of the free convection limit, the
scaling withw*, or the values of the constants derived by
LES were not valid.
FIG. 5. The specific humidity and potential temperature variance
profiles. The error bars in the same color as the plots are the
sampling errors and the black error bars are the noise errors.
FIG. 4. (top) Potential temperature integral scale derived using
the integration of the autocovariance function to the first zero
crossing or using the new Eq. (42). (bottom) As in (top), but for
specific humidity.
FEBRUARY 2016 WULFMEYER ET AL . 683
131
We also tested Eqs. (70) and (73) for the water
vapor entrainment flux QE. Using Eq. (70) we
achieved QE’ 210Wm22 and using Eq. (73) we got
QE’ 450Wm22. In both cases, an entrainment drying
CBL was confirmed [see also Eq. (76)]. However, be-
cause of the strong drying at the CBL top (see Fig. 3), the
latter value was likely closer to reality. This indicates
that wemay have to go away from the scaling usingw* in
the EL and it is better to use potential temperature and
specific humidity gradients.
Using Fig. 6, we can evaluate also the scaling pro-
posed in Eqs. (21), (22), and (66). It turns out that the
gradient scaling does not work in the case of third-
order moments because the third-order moment
changes sign in the EL leading to a complex structure
of the profiles. With respect to water vapor, this struc-
ture was also found in other lidar measurements
(Wulfmeyer 1999b;Wulfmeyer et al. 2010; Turner et al.
2014b) so that this seems to be common in the CBL.
With respect to temperature, we are confirming this
complex structure for the second time using active re-
mote sensing—the first time it was shown using TRRL
measurement by Behrendt et al. (2015) albeit with
different values of the negative and positive maxima.
Couvreux et al. (2007) detected and analyzed this
structure by LES. They argued that this behavior is due
to the deformation of eddies in the region of the in-
version causing different updraft and recoiling struc-
tures. In the future, further insight in and quantification
of the behavior of third-order moments should be
collected by additional observations and dedicated
LES and DNS runs by analyzing the third-order mo-
ment budgets.
The use of Eq. (39) in combination with Eq. (A9) also
allowed us to get some insight in the profiles of the
structure function coefficients kq and ku. Figure 7 pres-
ents the results. In the top panel, except at very low
variance levels, we found a striking linear relationship
between these coefficients and the corresponding vari-
ances with a very similar slope for specific humidity and
potential temperature. By a linear fit, we found q02 ’
26:5 s2/3kq and u
02 ’ 26:2 s2/3ku. Furthermore, we studied
the ratio kq/ku between these coefficients, which corre-
sponds to the ratio of the molecular destruction rates of
humidity and temperature variances. The results are
presented in the bottom panel of Fig. 7. Except some
outliers due to low SNR and taking a ratio of noisy
signals, in the ML, the destruction rate is much smaller
for humidity than for temperature. However, in the EL,
the ratio reaches approximately the same value of 1 so
that the destruction rates are becoming similar.
Despite some missing information, we demonstrated
first results comparing profiles of gradients, variances,
and the coefficient of the structure function from theML
through the EL in a quasi-stationary CBL. Whereas the
variances in theELwere underestimated by the gradient
function relationships in comparison to the measure-
ments, reasonable results were achieved for the water
vapor entrainment flux. The structure of the third-order
moments in the EL is more complex than can be de-
scribed by gradient relationships. Interesting results
were found with respect to the behavior of the structure
function coefficients showing a different ratio of mo-
lecular destruction rates in the ML and the EL. In the
future, it is essential that these studies are extended by
simultaneous measurements of wind profiles and verti-
cal velocity statistics because the dependence of the
relationships on the functions f (RiE) for variances and
fluxes as well as the validity of scaling with the convec-
tive velocity scale have to be investigated. For this
purpose, continuous measurements of the daily cycle of
the CBL during field campaigns and/or observatories
with sufficient equipment of lidar systems are necessary.
Furthermore, the dependence of the results on the res-
olution of the lidar systems and of dedicated LES runs
needs be explored.
5. Summary and outlook
In this work, we presented methodologies for im-
proving the representation of turbulent transport pro-
cesses and entrainment in weather and climate models
for advanced simulations of water and energy cycles.
Usually, turbulent transport processes are represented
by the turbulence parameterization (TP), as long as the
model grid increment is approximately 1 km or more.
FIG. 6. The specific humidity and potential temperature third-
order-moment profiles. The same convention for the colors and
error bars is used as in Fig. 5.
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However, it is controversial at what grid increment the
turbulence should be explicitly simulated without any
TP so that the model is running in the large-eddy sim-
ulation (LES) mode. Because over many regions of
Earth, convection initiation in the daytime is critical for
the formation of clouds and precipitation, we are fo-
cusing on the investigation of turbulence in the daytime
atmospheric convective boundary layer (CBL) with low
cloud coverage.
Studies of turbulent transport processes and entrain-
ment can be performed either by LES or high-resolution
observations. LES has been used for the investigation of
turbulence for a long time, andmany aspects of TPs have
been derived from the corresponding results. However,
it should not be forgotten that a detailed simulation of
land surface–atmosphere exchange and feedback
requires a realistic representation of the heterogeneity
of the land surface with respect to soil properties, land
cover, and orography. Furthermore, it is fundamental to
include the simulation of gravity waves at the CBL top,
as these are contributing to the strength of entrainment.
Only a few LES studies—if any—have been performed
that fulfill these requirements. Therefore, strong efforts
are still needed to improve LES by imbedding the sim-
ulations in a realistic large-scale environment. The latter
is leading to the so-called gray-zone experiments
where a chain of models resolving down to the LES scale
can be compared with respect to their performance in a
realistic synoptic setting. In any case, model simulations
either in the form of gray-zone experiments or more
idealistic LES must be verified with respect to their
performance. Furthermore, any TPs require physically
based relationships concerning entrainment processes,
which must be verified by observations.
We present a new approach for the understanding and
simulation of entrainment in the EL at the top of the
CBL. After a discussion of the vertical structure of the
CBL, EL scaling variables are introduced, which can be
combined to derive a series of equations for determining
variances and fluxes. These are related to gradients of
wind, temperature, and humidity in the EL. It is also
shown that the vertical exchange through the EL should
contain a functional dependence of the gradient
Richardson number RiE. Suggestions for these re-
lationships are made. Furthermore, the autocovariance
functions of the variables are considered, which can be
modeled in the inertial subrange with the structure
function for stationary and homogeneous turbulent
processes. Physical relationships between the integral
temporal and spatial scales and the turbulent quantities
are derived, which can be tested by observations. New
equations are introduced for profiling the TKE dissi-
pation rate as well as the molecular destruction rates of
humidity and temperature variances.
The verification of the relationships requires the mea-
surements of wind, temperature, and humidity profiles as
well as their gradients in the CBL including the EL. It is
necessary that the corresponding instruments resolve
their fluctuations for determining profiles of higher-order
moments and of fluxes simultaneously.
We demonstrate that these verification efforts can be
realized by a new synergy of DL for profiling the vertical
and horizontal wind, WVDIAL or WVRL for humidity
profiling, and TRRL for temperature profiling. This
combination of instruments is essential but also suffi-
cient for a complete analysis of the similarity relation-
ships. A thorough analysis of the new generation of
WVRL, WVDIAL, and TRRL lidar systems, where the
last two of them have been developed at the IPM of the
UHOH, demonstrates that these systems are capable of
fulfilling the measurement needs. A detailed analysis of
systematic and noise errors of mean profiles, their
FIG. 7. (top) Relation between variances and structure function
coefficients for potential temperature and specific humidity. Ad-
ditionally, the results of a linear fit are shown. (bottom) The ratio
between the coefficient in dependence of height.
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gradients, higher-order moments, fluxes, and dissipation
and molecular destruction rates is presented, which can
be used to confirm the sufficient performance of these
lidar systems.
A straightforward strategy of using the data from these
lidar systems is developed. After all profiles of interest are
determined and their error bars are characterized, the
results can be combined in different ways. For instance,
the data can be used for determining RiE to study the
functional dependence of RiE influencing variance and
flux profiles. A series of equations is derived to investigate
variance- and third-order moment–gradient relation-
ships, flux–variance relationships, and flux–gradient
relationships.
We demonstrate that the DL–WVDIAL/WVRL–
TRRL synergy has at least three functions: 1) a complete
set of equations can be tested for deriving variances and
fluxes by gradient relationships; 2) LES can be verified
in great detail by studying profiles of second-, third-, and
fourth-order moments; and 3) new relationships for
fluxes and variances can be derived forming the basis for
budget analyses and new TPs.
First tests of these relationships were presented
using a dataset from HOPE. Simultaneous measure-
ments of mean profiles and gradients of potential tem-
perature as well as specific humidity and their variances
are shown and analyzed. We showed that the similarity
relationships underestimate the measured variance, if
the free-convection limit was present and the constants
previously derived by LES are valid. Furthermore, we
assumed that the convective velocity scale is an appro-
priate scaling variable. The application of a gradient–
variance similarity relationship for the entrainment
water vapor flux gave reasonable results and indicated
an entrainment-drying CBL during the measurement
period. The variances were proportional to the fit co-
efficients of the structure function and the molecular
destruction rates of potential temperature and specific
humidity variances became similar in the EL. In the
future, measurements of additional scaling variables
using DL have to be added to refine these studies.
So far, this combination of measurements has only
been realized during the HOPE and SABLE field
campaigns. Further datasets are available from obser-
vatories such as the ARM SGP and Darwin sites but
may require some redesign and improvement of in-
strument equipment and performance there. We pro-
pose to perform dedicated field campaigns for studying
the proposed relationships and to extend current ob-
servatories to fulfill the required measurement needs.
Ideally, the operation of this basic synergy of active in-
struments should be supported by airborne in situ as well
as passive and active remote sensing measurements
using a combination of lidar and radar systems extend-
ing the measurements in clouds. These efforts should be
accompanied by gray-zone simulations down to the LES
or even the DNS scale. The relationships and equations
in this work as well as simulations of the same scales will
enable us to reach a new level of detail and accuracy for
testing and developing advanced TPs in the CBL.
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APPENDIX
Error Analysis of Lidar Profiles
a. Systematic errors
For all lidar systems introduced above, stable system
performance has been demonstrated so that any sys-
tematic errors should be constant in time during turbu-
lence measurements. The corresponding errors of wind,
humidity, and temperature profiles can be taken from the
specifications summarized in section 3b. As the height
dependence of these errors is very low as well, their effect
on gradients can be neglected. It is interesting to in-
vestigate the effect of systematic errors on turbulent
quantities as well. If the systematic error is just a constant
offset, it does not have an influence on the fluctuations so
that this effect can be neglected. However, in many lidar
systems and other calibrated observing systems, system-
atic deviations from themean can be caused by errors in a
calibration constant. In this case, the error of the fluctu-
ations can be analyzed as follows using q as an example. If








where F is the relative systematic error of the mea-
surement of qM. Then
q0T(t)5 qT(t)2 qT and (A2)
q0M(t)5 qM(t)2 qM . (A3)
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Thus, the systematic error Dq0M in the measurement of





M(t)5 qT(t)2 qT 2 [qM(t)2 qM] .
(A4)
Using Eq. (A1), it follows




















where q02M is the variance measured including the sys-
tematic effect by F, for example, by an inaccurate cali-
bration. Basically, the systematic error doubles, if
variances are considered. As F is constant in time and
just a few percent for all lidar systems (DL, WVDIAL,
WVRL, and TRRL) considered here, systematic errors
in the measurements of fluctuations can be neglected.
b. Sampling and noise errors
Error bars due to sampling and noise statistics have to
be derived and considered for all profiles in order to
specify the significance of the results. Sampling errors
are critical for ground-basedmeasurements owing to the
considerable integration time to collect turbulent fluc-
tuations with high statistical certainty. Sampling errors
can be reduced by performing many measurements
under similar meteorological conditions or by the design
and operation of ground-based networks. Sampling er-
rors were derived for all kinds of turbulent profiles and
specified in Lenschow et al. (1994, 2000); therefore, they
are not repeated here.
For all lidar-derived profiles, noise error bars have
also to be specified, as their propagation into turbulence
profiles is still significant. It is the strength of the lidar
technique that these error bars can be derived for each
turbulence profile under the current meteorological
conditions without any additional assumptions. A very
convenient and robust technique for determining noise
error profiles was introduced in Lenschow et al. (2000)
and applied there to DL and WVDIAL measurements.
Wulfmeyer et al. (2010) extended this technique to
WVRL and Behrendt et al. (2015) to TRRL turbulence
measurements.
This technique is based on the extrapolations of the
measured autocovariance functions to lag 0 by the
structure functions given in Eqs. (35)–(37). We assume
that the noise errors between different lags are un-
correlated, which is the case for all lidar systems of in-
terest here. It follows, for example, for specific or
absolute humidity r measurements at lag 0:
A
q
(0)5q021 d2 or A
r
(0)5 r021 d2r , (A9)
where d2 and d2r are the specific or absolute humidity
system noise variances at the corresponding temporal
and range resolutions. Figure A1 demonstrates this
technique for a WVDIAL absolute humidity measure-
ment performed during the SABLE campaign at 1100–
1200 UTC 21 August 2014 at a height of 1005m using a
temporal resolution of 10 s. Clearly the noise and the
atmospheric variances can be separated. The turbulence
is well resolved, as observed by the good fit to the
structure function, and the noise contribution is very
small. The fit results in r02 ’ 0:17 g2 m26 and a noise
variance of d2r ’ 0:01 g2 m26, which corresponds to a
noise error standard deviation of just dr ’ 0:1 gm23.
Extended studies of this technique (e.g., Turner et al.
2014b) demonstrated that this separation is routinely
possible at all height levels, at much higher noise levels,
and even in the presence of clouds.As it was not explicitly
mentioned inLenschow et al. (2000), we are deriving here
the error propagation for noise errors of gradients of
humidity and temperature profiles as well as for errors of
third- and forth-order moments of atmospheric variables.
Noise errors of fluxes as well as dissipation andmolecular
destruction rates are also considered.
1) GRADIENTS
Gradients of humidity and temperature are derived from
absolute humidity or mixing ratio profiles (WVDIAL or
WVRL) or from temperature profiles (TRRL). In contrast
FIG. A1. Separation of atmospheric and noise variance by the fit
of the structure function to the autocovariance function Ar for
absolute humidity measured with the IPM WVDIAL.
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to radio soundings, the representativeness is improved
by continuous measurements of profiles of the variable
of interest with a temporal resolution of 1–10 s and av-
eraging them over time periods of 30–120min, typically.
The gradient, for example, for humidity, can be ap-





where Dz is the range resolution of the lidar measure-
ment and the gradient is located at z, the mean value
between z and z1Dz. After determination of the noise
variance d2 at each vertical bin of humidity profile, the












considering that the noise errors at the range bins z1Dz
and z are nearly the same and statistically independent.
Here, N is the number of samples during the averaging
time for the determination of the gradient and turbulent
quantities.
2) HIGHER-ORDER MOMENTS
Using the error propagation for the fluctuation q0 of
water vapor, higher-order moment profiles can be
characterized with respect to noise errors. For instance,
for the noise error sq02 of the variance we consider that
noise errors are independent in each sample q0i of the









































Applying these equations to the example from Fig. A1,
which used a time resolution of 10 s and an averaging
time of 1 h (N5 360), we get an absolute error of sq02 ’
0:004 g2 m26 and a relative error of sq02 /q02 ’ 3%, which
is quite acceptable and demonstrates the low noise of
the IPM WVDIAL.
Applying the same principle of Eq. (A12) to higher-



















We applied the Isserlis theorem to the fourth-order mo-
ment as q04 ’ 3q022 assuming that higher-order moments
do not deviate too much from a Gaussian distribution.




























by introducing the skewness S q of the time series.
The noise error of the fourth-order moment is calcu-


















again using an Isserlis theorem but here for q06 ’ 15q023.
























with the kurtosis K of the time series. Obviously, the







q02 for n 2 N$ 2. (A21)
Using these relationships, a full error propagation is
possible for all vertical profiles of higher-order mo-
ments and their vertical gradients so that errors can be
derived for all variables presented in the equations
above. The errors scale with the standard deviation of
noise during the averaging time. Consequently, as long
as no nonlinearities occur in the derivation of fluctua-
tions, it is better tomaximize the time resolution so that
the atmospheric variability is resolved as far as possible
into the inertial subrange. Furthermore, the noise er-
rors of the turbulent moments scale with powers of
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atmospheric variances so that the noise errors remain
small in the EL.
3) FLUXES
















































where r is the correlation coefficient between vertical
wind and water vapor fluctuations. The same equations
hold for sensible heat fluxes replacing q0 by u0. Here, for
low noise in the flux profiles, a large correlation co-
efficient and low relative noise error with respect to the
atmospheric variances are important.
4) DISSIPATION AND MOLECULAR DESTRUCTION
RATES
Finally, we derive the noise error for the dissipation
































































In this case, skw , sku , and skq are the errors in the de-
termination of the fit coefficients to the structure func-
tion by the regression analysis, and sU is an error
estimate for the horizontal wind profile.
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This thesis includes six publications concerning the UHOH DIAL. In this context, the
DIAL concept was introduced and I investigated the wavelength sensitivity of the RD
effect with the conclusion that on the slope of an absorption line the RD effect can
be significantly reduced or even vanishes completely. Tuning the online wavelength to
the slope requires a high wavelengths stability of the laser transmitter. Advancements
in the development of the transmitter setup, especially in the development of a new
seeder system are presented and allow selecting a wavelength on the slope. The new seed
lasers were DFB lasers which provide a frequency stability of 6.3 MHz and a linewidth
of less than 4.7 MHz. The new seed laser system includes also a new concept of a
fast optical switch to toggle between the online and oﬄine laser beam injected into the
Ti:sapphire resonator. This new concept is based on an EOD and allows switching with
a response time of less than 10µs. The crosstalk between the channels is 33 dB which
results in a spectral purity of 99.95 %. Hence, the requirements for high accuracy DIAL
measurements are fulfilled. The achieved frequency stability enables also the adaptation
of the absorption cross-section value depending on the ambient atmospheric conditions
by tuning the laser wavelength along the slope of an absorption line.
An overview of the setup of the UHOH DIAL system is given which was designed
for observations of the humidity in the lower troposphere. With the improvements
of the laser transmitter, the first scanning measurements with a WVDIAL were per-
formed. I developed new analysis tools with a new approach for error estimations as
well as adequate visualization procedures for 2-D–3-D data sets. Within two field ex-
periments three scanning modes were realized. In 2013 during HOPE, RHI scanning
measurements in two different directions were made. The noise estimation results in
6 % within the ABL with a strong increase at the top of the ABL. The first volume
scan was realized during SABLE 2014. The captured 3-D humidity field allowed to re-
late structures of the humidity layers to the surface elevation with a small hill nearby.
The instrumental noise within the measurement range stayed below 0.5 g m−3 or below
7 %. Low elevation scanning measurements revealed for one hour mean values lower
humidity above grassland than above a maize field and than above a forest. The uncer-
tainties were constant over the measured height range between 20 and 140 m and reads
< 0.3 g m−3 or < 0.3 % at 400 m distance and < 0.9 g m−3 or < 1 % at 1200 m distance.
Furthermore, applications of WV data measured with DIAL are presented. There
was an evaluation of different WRF model setups of which simulation output profiles
were compared with mean profiles of scanning DIAL data from the FLUXPAT cam-
paign 2009 regarding moisture content, PBL evolution and PBLH.
High-resolution vertical pointing DIAL measurements were used to derive higher-order
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moments up to the fourth-order as well as skewness and kurtosis. These were inves-
tigated for two cases of HOPE. These profiles were again used to investigate relation-
ships with simultaneously performed temperature and wind lidar measurements. It was
demonstrated that the synergy of these measurements can be used for investigations of
new turbulence parameterizations and for model validation.
6 Outlook
The ongoing laser transmitter improvements will provide higher output power. With
around 10 W instead of 6.75 W the vision of Wulfmeyer and Walther (2001a,b) will be
realized and will allow for increasing the measurement range, shortening the integra-
tion time, and reducing the uncertainties. More laser power would also be beneficial
for scanning with higher scan speed, e.g., to sample the same volume more often or
with smaller increments. Even with the currently used optical fiber, which limits the
transmitted laser power for scanning measurements, the setup could be extended by
combining both setup configurations for scanning and vertical observations at the same
time. This would mean to have the second detection channel with the small receiving
telescope recording also during scanning operation for simultaneous vertical profiling
of the atmosphere. For transmitting laser pulses vertically, I suggest to replace the
high-reflexion flip mirror (HRFM, see Fig. 5) by a beam splitter and transmit the ex-
cess laser power via a free beam into the atmosphere. This would provide simultaneous
data sets of vertical and scanning measurements.
Scanning DIAL measurements of the ABL humidity field demonstrated new possibil-
ities for future research. More measurements will allow to continue the investigation of
the humidity fields over different kinds of vegetation, over more surface characteristics
and under different meteorological influences. The low elevation scanning measure-
ments can be combined with simultaneous captured temperature and wind velocity
observations to test the Monin-Obukhov similarity relationships.
New data sets will also help to improve our knowledge and understanding of the
exchange processes of the LA system, of turbulent transport, of entrainment fluxes,
and of higher-order moments. Model evaluation studies regarding representation of
feedback processes and ABL turbulence parameterizations can be performed based on
high-resolution observations. Furthermore, the use of WVDIAL data for data assimi-
lation and its impact can be investigated. Finally, this will lead to an improved model
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CBL convective boundary layer
CO2 carbon dioxide
COPS Convective and Orographically-induced Precipitation Study
DFB distributed feedback
DIAL differential absorption lidar
ECDL external cavity diode laser
EOD electro-optic deflector
FC fiber coupler
FWHM full width at half maximum
HD(CP)2 High Definition of Clouds and Precipitation for advancing Climate
Prediction
HITRAN HIgh-resolution TRANsmission molecular absorption database
HOPE HD(CP)2 Observational Prototype Experiment
HR high-reflection mirror
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IF interference filter
IPCC Intergovernmental Panel on Climate Change
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Abbreviations
IPM Institute of Physics and Meteorology
IR infrared
IWV integrated water vapor
LA land-atmosphere
LES large eddy simulation
MOST Monin-Obukhov similarity theory
MWR microwave radiometer




RRL rotational Raman lidar
RD Rayleigh-Doppler
SABLE Surface Atmosphere Boundary Layer Exchange
SM secondary mirror
SNR signal-to-noise ratio
TM transmitting telescope mirror
TR32 Transregio 32
UHOH University of Hohenheim
UV ultraviolet
WV water vapor
WVDIAL water vapor DIAL
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