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Abstract. Finding and sampling rare trajectories in dynamical systems is a diﬃcult computational task
underlying numerous problems and applications. In this paper we show how to construct Metropolis-
Hastings Monte-Carlo methods that can eﬃciently sample rare trajectories in the (extremely rough) phase
space of chaotic systems. As examples of our general framework we compute the distribution of ﬁnite-time
Lyapunov exponents (in diﬀerent chaotic maps) and the distribution of escape times (in transient-chaos
problems). Our methods sample exponentially rare states in polynomial number of samples (in both low-
and high-dimensional systems). An open-source software that implements our algorithms and reproduces
our results can be found in reference [J. Leitao, A library to sample chaotic systems, 2017, https://github.
com/jorgecarleitao/chaospp].
1 Introduction
Extreme events play a crucial role in our society. Land-
slides, ﬂoods, meteorite collisions, solar ﬂares, earthquakes
are all events that are rare but often lead to catastrophic
consequences to our well being [1]. Science often studies
extreme events by recreating the process that generates
them suﬃciently many times. While in some cases the
process can be reproduced experimentally, in many others
(e.g., astronomical and weather events) the best we can
do is to simulate physical models.
Physical models often contain non-linearities in the
equations of motion that amplify ﬂuctuations and give
origin to extreme events. A famous eﬀect of non-linearity
is chaos, the extremely sensitive dependence on initial con-
ditions. Chaos has a fascinating history dating back to the
seminal work of Poincare´ in 1890 [2] and is today a well
established ﬁeld of research with applications in Biology,
Geology, Economy, Chemistry, and Physics [3,4]. Chaotic
dynamics often hinders our ability to study the evolution
of the system analytically, e.g. it forbids describing trajec-
tories in a closed formula. In this situation, again, often
the best we can do is to numerically simulate the model in
a computer, a paradigm popularized by Lorenz since the
1960s [3,5]. Extreme events are then studied statistically,
over an ensemble of initial conditions.
In this paper we introduce a framework for perform-
ing numerical simulations in chaotic systems in such a
a e-mail: eduardo.altmann@sydney.edu.au
way that rare trajectories are generated more likely than if
they would be generated by chance. This is an importance-
sampling [6,7] (or rare-event-simulation [8]) strategy that
builds on methods that have proven successful in the char-
acterization of rare conﬁgurations in various problems.
The distinguishing feature of our framework is that it
considers general classes of observables [9] in determin-
istic chaotic [4,10] systems, being therefore able to ﬁnd
and sample initial conditions leading to extreme events in
diﬀerent problems. We apply our framework to two tra-
ditional problems in the numerical exploration of chaotic
systems:
– trajectories with high or low ﬁnite-time Lyapunov
exponents;
– long-living trajectories in open systems.
The results shown in this paper are general, but simula-
tions are done in simple dynamical systems (time-discrete
maps with up to 16 dimensions). Our goal is to illus-
trate the generic computational challenges of sampling
rare events in chaotic systems, in line with the tradition
that simple systems often possess the basic mechanisms
responsible for extreme events.
The importance of rare trajectories in chaotic systems,
including methods designed to ﬁnd and sample them, have
been studied through diﬀerent perspectives [9–20]. For ex-
ample, the method stagger and dagger, used to ﬁnd long-
living trajectories of transiently chaotic systems, has been
an important tool to characterize chaotic saddles [10,11].
Lyapunov weighted dynamics is a population Monte Carlo
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method that was successfully applied to ﬁnd trajectories
with atypically low or high chaoticity [16–18,21,22]. Simi-
larly, genealogical particle analysis was applied to compute
rare events in simple climate models [20]. Another pow-
erful and widely used method within trajectory sampling
is transition path sampling [13,14], that has been used to
sample rare trajectories (e.g. chemical reactions), typically
inﬂuenced by thermal noise [14]. These are typically tra-
jectories that transit from one stable conﬁguration to an-
other stable conﬁguration [14,23]. These diﬀerent meth-
ods achieve their goal through diﬀerent, often ingenious,
solutions. Here we aim to construct methods that are ap-
plicable to diﬀerent classes of problems and to quantita-
tively understand the impact of diﬀerent parameters and
choices on the eﬃciency of the algorithm. We then show
that some of the existing methods can be derived from our
construction under suitable approximations.
Our methods are based on Metropolis-Hastings (MH)
importance sampling [6,7], a well established numerical
technique that has been used in Statistical Physics to
study rare events since the 1950s. MH produces a ran-
dom walk x → x′ in the phase-space of the system that
generates initial conditions leading to extreme events (rare
states) more often than they would be found by chance,
consequently reducing the computational cost associated
with their rareness. The ﬂexibility of MH is conﬁrmed by
its success in numerous ﬁelds in Physics, Chemistry, Fi-
nance, among many others [6,7]. While transition path
sampling [14], Lyapunov weighted dynamics [16], and ge-
nealogical methods [20] already use importance sampling
in deterministic chaotic systems, three fundamental ques-
tions remain largely open: (1) can MH be used eﬃciently
to systematically sample rare trajectories of (determin-
istic) chaotic systems? If yes, (2) how and (3) at what
(computational) cost?
We answer these questions with a framework that con-
structs MH algorithms to eﬃciently sample rare events in
chaotic systems. The crucial step our framework solves is
to derive a proposal distribution that bounds the MH ac-
ceptance rate for a broad class of chaotic systems and ob-
servables (e.g. maximal Lyapunov exponent, escape time).
More speciﬁcally, we show how to incorporate properties
of trajectories of the dynamical system in the MH pro-
posal distribution and that this is a necessary condition
to obtain eﬃcient algorithms. This allows us to eﬃciently
sample rare events in diﬀerent problems and classes of
chaotic systems. Proposal distributions existent in the lit-
erature [11,23–25] can be derived as limiting cases of our
general framework. We expect the ideas and formalism
presented here to ﬁnd applications in other problems of
chaotic systems and in the study of extreme events more
generally. Therefore, we expect our results to be useful
both to those studying extreme events in non-linear sys-
tems and to those studying numerical techniques.
The paper is organized as follows: Section 2 reviews
traditional numerical problems in chaotic systems and
shows how they can be formulated as a problem of
sampling rare trajectories; Section 3 introduces the MH
algorithm as a method to perform importance-sampling
simulations in chaotic systems, and shows that naive ap-
proaches do not lead to an eﬃcient MH; Section 4 shows
how to incorporate general features of chaotic systems,
such as exponential divergence or self-similarity of some
of its properties, in the proposal distribution in order to
achieve an eﬃcient MH; Section 5 presents numerical tests
of the general framework that conﬁrm the applicability of
Monte Carlo algorithms to sample rare events in diﬀer-
ent classes of chaotic systems; Section 6 summarizes our
results and discusses its implications.
2 Review of problems
We consider dynamical systems whose states x in a phase
space Ω, x ∈ Ω ⊂ RD, evolve in time from an initial
condition x = x0 according to
xt+1 = F (xt) = F t+1(x0), (1)
where F (x) ∈ Ω and F t is F composed t times, F t(x) ≡
F (F (...F (x)...)). Such discrete-time systems can be ob-
tained from continuous-time systems through a Poincare
surface of section, a stroboscopic projection, or by the time
discretization of the numerical integration of diﬀerential
equations. We are also interested in the dynamics in the
tangent space, which quantiﬁes the divergence between
two initial conditions [4]. Speciﬁcally, the distance of a
state displaced from x by h, x′ = x + h, to the original
state x evolves in time according to
x′t − xt = F t(x′)− F t(x). (2)
Expanding F t(x′) around F t(x) allows x′t−xt to be writ-
ten as
x′t−xt = Jt(x)·h+
1
2
n∑
i=1
n∑
j=1
∂2F t(x)
∂xi∂xj
hihj+O(|h|3) (3)
where Jt(x) ≡ dF t(x)/dx is the Jacobian matrix of F t,
and ∂2F t(x)/(∂xi∂xj) is the (i, j) entry of the Hessian
matrix of F . The ﬁrst term of equation (3) can be ex-
panded using the derivative of the composition and be
written as
D(x,h, t) ≡ Jt(x) · h =
(
0∏
i=t−1
J (xi)
)
· h = ht (4)
where J ≡ J1 and ht evolves in the tangent space accord-
ing to
h0 = h; hi+1 = J (xi) · hi. (5)
For small |h|, the growth of x′t − xt is characterized by
the eigenvalues and eigenvectors of J t [26]. The largest
ﬁnite-time Lyapunov exponent (FTLE) of a point x can
be deﬁned1 as
λt(x) =
log(μ1)
t
, (6)
1 This is sometimes denoted as the stability exponent. See
Chapters 4 and 6 of reference [26].
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where μ1 is the real part of the largest eigenvalue of J t.
Thus, when at least one direction is unstable (μ1 > 1),
x′t−xt increases exponentially with time, and at most by
x′t − xt = δ0eλt(x)t. (7)
When the system is one dimensional, the “Jacobian ma-
trix” is a single number, the product in equation (4) is
a product of numbers, and the only “eigenvalue” is the
result of this product. Thus, in this case equation (6) can
be written as
λt(x) =
1
t
t−1∑
i=0
log
∣∣∣∣
dF (xi)
dx
∣∣∣∣ . (8)
We now describe two computational problems in chaotic
dynamical systems.
2.1 Variability of trajectories’ chaoticity
For a chaotic system, λL ≡ λt→∞ > 0 in equation (6).
The variation of the (maximum) ﬁnite-time Lyapunov ex-
ponents λt (FTLE) across diﬀerent initial conditions char-
acterizes the variation of chaoticity of the system, yielding
a distribution of the FTLE, P (λto ), or, equivalently, the
distribution of E ≡ toλto :
P (E) =
∫
δ(E − toλto(x))U(x)dx. (9)
where U(x) is a chosen probability distribution (e.g. uni-
form in the phase-space). The FTLE and its distribu-
tion was introduced in the 1980s [27–29] and has been
used to study turbulent ﬂows [30], Hamiltonian dynam-
ics [31], chimera states [32], characterize dynamical trap-
ping [27,33–36], among others [37,38]. The distribution of
FTLE is related to the generalized dimensions [39] and
often follows a large deviation principle, where to is the
extensive parameter [19,39]. In strongly chaotic systems,
the distribution of FTLE is Gaussian [39], whereas for
intermittent chaos and other weakly chaotic systems the
distribution is typically non-Gaussian [40].
Figure 1 shows the phase-space dependency and dis-
tribution of the FTLE in one chaotic system. It contains
characteristic features observed in strongly chaotic sys-
tems: λt is a quantity that depends sensitively on the
state x, and its distribution P (λt) decays exponentially
to zero on both sides. In the limit to → ∞, P (λto) →
δ(λto − λL).
The tails of the distribution P (E) play a signiﬁcant
role in the characterization of chaotic systems, as, for ex-
ample, the higher moments of the distribution are related
to higher qs in the generalized dimensions Dq of the attrac-
tor [39]. Furthermore, the regions of the phase-space with
small (large) ﬁnite-time Lyapunov exponent are associated
with slow (fast) decay of correlations [29], and their char-
acterization has been used to get insight on whether the
system is ergodic or not [31]. Moreover, trajectories char-
acterized by a low or high ﬁnite-time Lyapunov exponent
Fig. 1. Two main characteristics of the FTLE. Upper panel:
the intricate dependency of λto=4(x) (z-axis) with the state x
(2D, x and y axis). Lower panel: the distribution of FTLE for
diﬀerent ﬁnite times t shows exponential decaying tails with
λto , and decay with to. The system used was the Standard Map
(Eq. (A.4)) with K = 6, over the full phase-space, Γ = Ω =
[0, 1]2. P (λto) was computed from 10
5 uniformly distributed
initial conditions on Γ .
can play a signiﬁcant role in the dynamics of interfaces in
chaotic ﬂows [30] and others [16].
A typical analysis of the FTLE is to measure how a
quantity, W (x), depends on the FTLE λto [29–31]. This
requires estimating an integral of the form
W (λto) ≡
∫
Γ
W (x)δ(λto − λto(x))U(x)dx (10)
where W (x) is the pre-selected quantity, Γ is a pre-
selected sampling region (often Γ = Ω), and U(x) is the
weight attributed to x (often uniform, U(x) = 1/|Γ |).
Let us look for two examples. First, consider the prob-
lem of estimating the distribution P (λto), e.g. refer-
ences [16,29,31,40]. The traditional technique is to sam-
ple M states x according to U(x) = 1/|Γ | and estimate
P (λto) using the estimator Mλ/M , where Mλ is the num-
ber of samples with λto(x) ∈ [λto , λto + Δλto ]. Formally,
this corresponds to W (λto) with W (x) = 1. The sec-
ond example is retrieved from reference [29]. There, in
order to evaluate the contribution of the algebraic region
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of the phase-space to the power spectra, the authors de-
composed it in two terms corresponding to the power spec-
tra of trajectories with low FTLE and trajectories with
high FTLE. This required estimating the power spectra
from a set of trajectories conditioned to an interval of
λs on the tails of the distribution. Associating the power
spectrum (S(f) in the reference) with W (x) = Wf (x)
where f is the frequency, the power spectra represented
in Figure 4 of reference [29] corresponds to integrals (for
diﬀerent frequencies f) given by
E [Wf |λto ] =
1
P (λto)
∫
Γ
Wf (x)δ(λto − λto(x))U(x)dx,
(11)
which contains integrals of the form of equation (10).
Numerically estimating the integral in equation (10) is
challenging for two reasons: ﬁrst, P (λto) decays with to
(lower panel of Fig. 1): the distribution of FTLE of-
ten follows a large deviation principle, P (λto(x)) ∝
exp (tos(λto)), where s is intensive in respect to to and is
often concave [39]. Consequently, the traditional method-
ology of sampling states uniformly to ﬁnd or sample states
with increasing to requires an exponentially high number
of initial conditions. Second, the dependency of λto(x) on
x has multiple local minima and maxima (upper panel of
Fig. 1). Such rough (fractal [41]) landscapes are known
to challenge numerical techniques (e.g., simulations get
trapped in local minima or maxima) [42].
The problem of ﬁnding and sampling states with high
or low-λ has been addressed in the literature with numer-
ical techniques that go beyond traditional uniform sam-
pling [16,18,19]. Such techniques have been successfully
applied to ﬁnd [16] and sample [18,19] states with ex-
tremal λs in diﬀerent chaotic systems. References [16,19]
use a population Monte Carlo canonical ensemble where
λt plays the role of the energy E to ﬁnd or sample states
with high or low FTLE. The method computes stochastic
trajectories that, from the numerical tests performed, are
indistinguishable from (deterministic) trajectories of the
system. Reference [18] proposes a ﬂat-histogram simula-
tion to ﬁnd high or low chaotic states by developing an
observable to quantify the chaoticity of the state.
2.2 Transient chaos
The best known examples of chaotic systems have a fractal
attractor in the phase space [4], the Lorenz attractor being
the most prominent example [5]. However, chaotic dynam-
ics can appear also when the fractal invariant set in the
phase space is not purely attracting, e.g. it may have sta-
ble and unstable directions (a saddle). Trajectories close
to this set perform chaotic motion for an arbitrarily long
(yet ﬁnite) time. This phenomenon appears in a variety of
physical systems and is known as transient chaos [43,44].
Numerical investigations of transiently-chaotic sys-
tems are computationally diﬃcult because most trajec-
tories quickly escape the vicinity of the chaotic saddle (on
which the chaotic dynamics is properly deﬁned) [11,12,45].
Fig. 2. Main characteristics of the escape time of an open
chaotic system. Upper panel: the dependency of te(x) with the
state x, shows an intricate landscape with multiple local and
global maxima. The map is the 4-dimensional coupled He´non
map (deﬁned in Appendix A), and the two dimensions are a
surface of section on the plane x2 = 0, y2 = 0. Lower panel:
the exponential decay of the distribution of escape time of (1)
the Coupled He´non map with D = 4 and (2) the Standard
Map, both deﬁned in Appendix A. P (te = t) was computed by
uniformly drawing 106 states x ∈ Γ , and measure the relative
number of times that te(x) = te.
More precisely, the escape time of a state x in a pre-
selected region x ∈ Γ ⊂ Ω is deﬁned as the ﬁrst passage
time of its trajectory to a pre-selected exit set Λ ⊂ Ω:
te(x) ≡ min{t : F t(x) ∈ Λ}. (12)
Almost all trajectories start at Γ and eventually leave
when xt ∈ Λ, but they do so at diﬀerent times te. Such
variability is quantiﬁed by the distribution of escape time:
the probability that a random initial condition x leaves at
a given time te,
P (te) =
∫
Γ
δte,te(x)U(x)dx, (13)
where δte,te(x) is the Kronecker delta and U(x) is the prob-
ability density assigned to each state in Γ , which is often
constant, U(x) = 1/
∫
Γ
dx ≡ 1/|Γ |. Figure 2 shows the
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typical features of te(x): it strongly depends on the initial
state x and its distribution P (te) decays exponentially to
zero (i.e., it has a constant escape rate κ).
There are two main numerical techniques to study
transiently chaotic systems. The ﬁrst is to ﬁnd one long
living state x with te(x)  1 and to compute an average
over states of this trajectory [10,11]. For large te(x), the
trajectory between times [te(x)/2− ts, te(x)/2+ ts] where
ts 	 te(x)/2 is close to a trajectory on the chaotic sad-
dle. When the saddle is ergodic, an average over this long
trajectory corresponds to an average over the natural in-
variant density and therefore an average over these states
characterizes invariant properties of the system. The sec-
ond technique, which we focus in this work, is to compute
averages over an ensemble U(x) of initial conditions x
that leave the system at time te(x) = te [10,44]. For small
te observations depend on the particular initial density
U(x) (a point of interest in itself [44]), while for large t
they characterize invariant properties of the system (like
in the previous technique, the states F t/2(x) with t →∞
are independent samples of the natural invariant density).
A typical analysis within sampling transiently chaotic
systems is to measure how a quantity, W (x), changes with
increasing escape time te. Numerically, this can be writ-
ten as
W (te) ≡
∫
Γ
W (x)δte,te(x)U(x)dx. (14)
Let us enumerate 3 examples of computational problems
that can be interpreted as numerical estimations of an
integral of the form of W (te) in equation (14).
2.2.1 Compute the escape time distribution
Numerically, P (te) is often computed by drawing states
from U(x) (e.g. uniform density), and counting the rela-
tive number of states that exited at escape time te [10].
This corresponds to W (x) = 1 in which case equation (14)
reduces to equation (13).
2.2.2 Compute generalized dimensions of the chaotic saddle
The generalized dimensions are an important property of
the chaotic saddle and its calculation is often performed by
box counting [4,10,46]. Essentially, the phase-space is di-
vided in equal, non-overlapping, and space-ﬁlling boxes
i = 1, ..., B(ε) of linear size ε (intervals in 1 dimension,
squares in 2, etc.) and the generalized dimension Dq of
exponent q is proportional to log
∑B
i (ε)μ
q
i , where μi is
the fraction of points of the saddle that belong to the box
i [46]. Numerically, μi is estimated by ﬁrst obtaining a set
of points xj in the saddle and then counting how many
are in the particular box i. Such an estimate can be writ-
ten as the expectation of an indicator function that tells
whether a state in the saddle, F te/2(x) for te(x)  0,
is inside the box i, W (x) = δF te/2(x)∈i. This expectation
can be written as a conditional expectation of W (x) over
states that leave at time te,
E [W |te] ≡ 1
P (te)
∫
Γ
W (x)δte,te(x)U(x)dx. (15)
Computing this essentially requires computing integrals of
the form of W (te) in equation (14).
2.2.3 Compute the distribution of FTLE on the chaotic
saddle
The distribution of FTLE P (λ) is another important prop-
erty of the chaotic saddle [10,46]. The FTLE λ = λt
for a ﬁxed t of an open system is computed for trajec-
tories on the chaotic saddle. Like in the previous problem,
each of these trajectories can be obtained by generating
a state x according to U(x) (e.g. uniformly distributed
in Γ ) that has a large escape time, te(x)  1, and com-
pute λt(F te/2(x)) using equation (6) for a ﬁxed t. The
distribution of FTLE is then computed from an ensem-
ble of these high-escape-time states by constructing dif-
ferent bins of the histogram Iλ = [λ, λ + Δλ], and nu-
merically compute the relative number of states in each
bin. Formally, this equates to compute the expected num-
ber of states with a given escape time te whose FTLE
is in a bin, and thus corresponds to computing a con-
ditional expectation of the form of equation (15) with
W (x) = Wλ(x) = δλ(F te/2(x))∈Iλt .
2.3 Summary: numerical problems in the study of rare
events in chaotic systems
To provide an uniﬁed treatment of the numerical prob-
lems in transient chaos and in computing FTLE of closed
systems we use a common notation whenever possible. It
indicates also how the methods can be generalized to dif-
ferent problems. Firstly, there is a quantity that we call
“observable” and denote by E(x):
– E(x) = toλto(x) in FTLE of closed systems;
– E(x) = te(x) in strongly chaotic open systems.
Secondly, we use δ(E,E′) to denote both the Kronecker
delta and the Dirac delta (δ(E − E′)), for discrete and
continuous case respectively. This is needed because, even
though in practice we will always consider E to be a dis-
crete function due to binning of the histograms, formally
the observable E is either discrete (te for maps) or con-
tinuous (λt or te for ﬂows). Thirdly, the observable E is a
function of the phase-space of the system but typically de-
pends also on an external quantity N that parameterizes
how high E can be:
– to in FTLE of closed systems;
– (a pre-selected) maximum escape time, tmax, in
strongly chaotic open systems.
This parameter is important to us because, the higher it is,
the rarer a state with the maximum or minimum possible
E is. In this notation, the two general problems presented
in the previous sections can be summarized as follows:
– the analysis is conditioned to a projection of x into a
one-dimensional observable E(x);
– the probability distribution of E, P (E), decays expo-
nentially with increasing E;
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– the focus of the analysis is on rare states in respect to
P (E): states with E in one of the tails of P (E);
– the rareness increases with N .
In transient chaos problems we are interested in states
with increasing N = tmax that correspond to the tail of
P (E) = P (te), P (tmax). In computations of the FTLE
in closed systems we are interested in states with in-
creasing N = to and on the tails of P (E). These prob-
lems share two distinct computational problems: ﬁnd rare
states [10–12,16] and sample rare states [18,19,24,25],
which can be formalized as follows:
– Find rare states: minimize or maximize E(x) over a
constraining region Γ , x ∈ Γ ⊂ Ω, for increasing N ;
– Sample rare states: compute the integral of a func-
tion W (x) conditioned to a particular value of E and
for increasing N , over an ensemble of states x dis-
tributed according to U(x) in a constraining region of
the phase-space x ∈ Γ ⊂ Ω:
W (E) =
∫
Γ
W (x)δ(E,E(x))U(x)dx. (16)
The numerical challenges of these two numerical problems
are common: the states x are exponentially diﬃcult to
ﬁnd with increasing N (or E), the function E(x) contains
multiple local and global minima embedded in fractal-like
structures, and a potential high dimensionality D of the
phase-space (see Figs. 1 and 2). The goal of this paper is to
develop a systematic approach to tackle the two numerical
problems and these three challenges.
3 Review of methods
3.1 Importance sampling
As described in the previous section, the traditional
methodology to compute an integral of the form of equa-
tion (16) is to draw m samples {xi} distributed according
to U(x) from the relevant region Γ and approximate the
integral W (E) by the estimator
W (E) ≡ 1
m
m∑
i=1
δ(E,E(x))W (xi) (17)
where δ(E,E(x)) = 1 when E(xi) ∈ [E,E + ΔE] and
zero otherwise (when E is discrete, ΔE = 1). The rela-
tive distance of the estimator W (E) to E [W (E)] is quan-
tiﬁed by the ratio (E) ≡ σ
[
W (E)
]
/E [W (E)] where
σ
[
W (E)
]2
≡ E
[
W (E)
2
]
−E
[
W (E)
]2
. For the estimator
in equation (17), this is given by
(E) ∝ 1√
mG(E)
, (18)
where G(E) is the density of states: the number of states
per bin with an observable E.2 Therefore, the number of
2 G(E) = P (E) when each state is equally weighted, U(x) =
1/|Γ |.
samples m∗ required to achieve a given precision ∗ for a
given E∗ is m∗(E∗) ∝ 1/G(E∗). The critical problem in
sampling rare states is that, because G(E) decays expo-
nentially with E, m∗(E) increases exponentially with E.
Importance sampling techniques aim to improve this
scaling by drawing samples from a distribution π(x) 
=
U(x) on the phase-space (e.g. non-uniformly in the phase-
space) [7]. Speciﬁcally, consider m independent samples
{xi} drawn from π(x), and the function π(x) to depend
only on E, π(x) = π(E(x)) = π(E). Because the samples
are not drawn from U(x), the estimator in equation (17)
would be biased. Importance sampling uses an unbiased
estimator for W (E) given by [7]
W (E) ≡ 1
m
m∑
i=1
δ(E,E(xi))W (xi)
U(xi)
π(xi)
, (19)
which reduces to equation (17) when π(x) = U(x). The
advantage of importance sampling is that the relative error
of the estimator in equation (19) is given by
(E) ∝ 1√
mG(E)π(E)
. (20)
This is because, when sampling from π(x) = π(E(x)),
the expected number of samples with a given E, m(E), is
equal to
m(E) = mG(E)π(E). (21)
Equation (20) implies that the function π(E) can be cho-
sen to favour states x with observable E on the tails of
G(E) and therefore improve the precision of the estimator
on these tails.
The standard deviations in equations (18) and (20)
were obtained assuming that the m samples were indepen-
dent. In traditional methodologies such as uniform sam-
pling, this is the case. However, in the algorithms discussed
below, it is not. Therefore, it is necessary to modify equa-
tion (20) for the case where the samples {xi} are drawn
from π(x) and are also correlated. This modiﬁcation is
given by
(E) ∝
√
1 + 2T (E)
mG(E)π(E)
, (22)
where T (E) is the autocorrelation time [7], which increases
with the correlation of the samples.
Eﬃcient importance-sampling [6–8] techniques have to
address the following three steps:
1. choose a suitable π(x);
2. have a method to generate samples from π(x);
3. minimize the autocorrelation time T .
A deﬁning point in our method is our choice for the
Metropolis-Hasting algorithm to address point 2, diﬀer-
ently from references [16,20] which address similar prob-
lems through a diﬀerent choice for point 2 (cloning trajec-
tories). Below we ﬁrst discuss point 2, then point 1, and
ﬁnally point 3.
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3.2 Metropolis-Hastings algorithm
The Metropolis-Hastings (MH) algorithm asymptotically
generates states x according to π(x) using a a Markovian,
ergodic and detailed balance random walk in the sampling
region Γ [7]. This random walk is initialized from a ran-
dom state x ∈ Γ and evolves to a new state x′ ∈ Γ with a
transition probability P (x′|x) chosen such that asymp-
totically the states x are drawn according to π(x). In
Metropolis-Hastings, P (x′|x) is written as
P (x′|x) = g(x′|x)a(x′|x),
where g(x′|x) is the (proposal) distribution used to gener-
ate new states and a(x′|x) is the (acceptance) distribution
used to select them. The random walk fulﬁlls detailed bal-
ance because the acceptance probability is chosen as [7]
a(x′|x) = min
(
1,
g(x|x′)
g(x′|x)
π(x′)
π(x)
)
. (23)
Metropolis-Hastings algorithm is not the only way to
achieve this. Another popular and alternative method to
sample from π(x) is population Monte Carlo, which in-
stead of a random walk, uses multiple stochastic trajecto-
ries that are cloned and destroyed. See, e.g. reference [19]
for an application to the problem of the FTLE described
above.
Algorithmically, the MH algorithm is implemented as
follows: choose a region Γ and a random initial condition
x ∈ Γ . Evolve the random walk in time according to:
1. Propose a state x′ drawn from g(x′|x);
2. Compute a(x′|x) replacing x and x′ in equation (23);
3. Generate a random number r in [0, 1]. If r < a(x′|x),
make x′ to be the new x;
4. Store x and go to 1.
The set of sub-steps 1-4 brings the random walk from
its current state x to the next state and it is called a
Markov step. After a transient number of steps where the
algorithm converges to the asymptotic distribution, the
stored states x are (correlated) samples drawn from π(x),
and can be directly used in equation (19).
3.3 Sampling distribution
3.3.1 Canonical ensemble
A sampling distribution π(x) often used is the canonical
distribution [6]
π(x) = π(E(x)) ∝ e−βE(x). (24)
In the context of rare states, the canonical ensemble is use-
ful because the number of sampled states m(E) in equa-
tion (21) becomes
m(E) ∝ mG(E)e−βE ∝ me−βE+S(E). (25)
In particular, the maximum of m is at E∗ solution of β =
dS/dE(E∗). Therefore, β tunes which value of the observ-
able E is sampled the most. For example, the Lyapunov
weighted dynamics in reference [19] uses this distribution
(Eq. (15) of the reference with α replaced by β).
3.3.2 Flat-histogram ensemble
Another distribution often used in the literature of
Metropolis-Hastings [47–54] is the ﬂat-histogram (or mul-
ticanonical), given by [52,53]
π(x) = π(E(x)) ∝ 1
G(E(x))
, E ∈ [Emin, Emax], (26)
for a given choice of Emin, Emax that deﬁnes the re-
gion of interest on the observable E. This is known as
ﬂat-histogram because, replacing equation (26) in equa-
tion (21) leads to a constant average number of samples
on each E,
m(E) = const. (27)
Consequently, the dependence of the variance in equa-
tion (22) is only due to the autocorrelation T (E), which
implies that the computational cost to draw a state on
the tail of G(E) is no longer driven by the exponential
decrease of G(E), but by the computational cost to draw
uncorrelated samples from π(x).
The main limitation of the ﬂat-histogram is that
it requires knowing G(E) in advance, which is very
often unknown. The most well known, that we use
here, is the Wang-Landau algorithm [53], that mod-
iﬁes the Metropolis-Hastings algorithm to a non-
Markovian chain that asymptotically converges to a
ﬂat-histogram Metropolis-Hastings. The Wang-Landau
algorithm starts with an approximation of G(E),
GWL(E) = 1/|Emax − Emin|, and, on step 4 of the MH
(see algorithm in Sect. 3.2), it multiplies GWL(E(x)) (x is
the current state of the random walk) by a constant f > 1.
After a given number of steps, f is reduced by a factor 2
and this procedure is repeated until a ﬁnal fmin  1 is
reached [53]. The value fmin and how f is reduced dic-
tates how close GWL(E) will be from G(E) [53,55,56]. An
alternative approach to sample states using a broad his-
togram is replica exchange, see references [17,18,22] for
applications in chaotic systems.
3.4 Characterisation of the eﬃciency
The relative error (E) depends on the value of N and on
the particular value of E/N . To avoid discussing the de-
pendency on E/N , the eﬃciency of the ﬂat-histogram is
often quantiﬁed in terms of the average round-trip [57–59],
which is an upper bound for the number of Markov steps
m (samples) required to obtain an uncorrelated sample
from π(x) [59,60]. The round-trip, τ , is the average num-
ber of steps required for the algorithm to go from a state
x with E(x) = Emin to a state x with E(x) = Emax and
return back.3 Reference [24] shows how the autocorrela-
tion time of a canonical ensemble is related to the auto-
correlation time of a ﬂat-histogram, and therefore we will
3 Numerically, the round-trip time is computed by having a
Boolean value tracking whether the random walk is moving in
the direction Emin → Emax or Emax → Emin, and using it to
measure the total number of steps required to make the full
round-trip.
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use here the round-trip time of a ﬂat-histogram simula-
tion to quantify the eﬃciency for both distributions. The
uniform sampling has a round-trip that increases expo-
nentially with N : on average it takes 1/G(Emax) samples
to get one sample with Emax, and 1/G(Emax) increases
exponentially with N .
Importance sampling Monte Carlo is widely used in
statistical physics because the computational cost often
scales polynomially with N [7,59], which is a dramatic
improvement over uniform sampling. Under the hypothe-
sis that (a) ΔE ≡ E(x′) − E(x) ≈ 1 	 N and (b) the
correlation between the diﬀerent E(x) of the random walk
decay fast enough, it can be shown that the roundtrip τ
scales as [25,59]
τ(N) ∼ N2. (28)
For example, consider the problem of sampling states of
an open chaotic system with diﬀerent escape times te from
te = 1 up to te = tmaxe . In this case, Emin = 1 and Emax =
N = tmaxe . Thus, under the hypothesis (a) and (b) above,
the round-trip is expected to scale as
τ(tmaxe ) ∼ (tmaxe )2. (29)
There are known deviations of the scaling in equation (28)
leading to a higher exponent, N2+z with z > 0 [25,57–59]
and there are two common situations where this happens:
(1) the acceptance rate decreases drastically with N (hy-
pothesis (a) above is violated); (2) autocorrelation dras-
tically increases with N (hypothesis (b) above is vio-
lated) [25,59]. Nevertheless, these do not qualitatively
change the argument: Monte Carlo with ﬂat-histogram
has the potential of generating rare states polynomially
with increasing N , while uniform sampling generates rare
states exponentially with increasing N .
3.5 Summary: challenges for the application of Monte
Carlo methods to chaotic systems
To achieve a MH algorithm that scales polynomially
with N , the autocorrelation time needs to be low. A key
ingredient for an eﬃcient algorithm is a good proposal dis-
tribution g(x′|x) [61]. The ideal proposal distribution of a
Metropolis-Hastings algorithm draws x′ independently of
x according to π(x′), g(x′|x) = π(x′). This is because (i)
the acceptance in equation (23) is always one and (ii) each
step of the random walk generates an independent sample
x, which implies that the error in equation (22) is minimal.
The diﬃculty of sampling rare events in chaotic systems
is that a useful π(x) to sample them is a diﬃcult function
to sample from. For concreteness, consider the problem
of sampling high escape times in the open tent map de-
ﬁned in Appendix A.3 – equation (A.5), whose te(x) is
represented in Figure A.1 – and consider the canonical
sampling distribution, π(x) ∝ exp(−βte(x)). In this ex-
ample, π(x) ∝ exp(−β1) between [1/a, 1 − 1/a] and so
forth (exp(−βte)) in subsequent intervals. The number of
intervals increases as 2te . Therefore, sampling from π(x)
would require enumerating every interval, sample one at
random according to a correct distribution that depends
on β, and then sample a uniform point within that in-
terval. While this can be done in simple maps such as the
open tent map, this is unfeasible in a general system where
the te(x) dependency is unknown.
One approach is to consider g(x′|x) to be uniformly
distributed over Γ . One could imagine that changing the
sampling distribution π(x) would decrease the variance of
the estimator because this gives more preference to rarer
states. However, this is not the case: changing the sam-
pling distribution alone does not decrease the scaling of
the variance of the estimator. This is because changing
the sampling distribution (e.g. using a canonical ensem-
ble) leads to an exponential increase of the autocorrelation
time T (E) with E, see Appendix B, making it as eﬃcient
as traditional uniform sampling. While here we focus on
MH, the choice of the proposed state is crucial to Monte
Carlo methods more generally, and thus addressing this
problem for MH can be useful more generally, e.g. for the
methods used in references [17,18,22].
In summary, Metropolis-Hastings is an excellent can-
didate to approach the numerical challenges found in the
study of rare events in chaotic systems. Firstly, because
it is grounded in strong mathematical results such as im-
portance sampling theorem and asymptotic convergence
of Markov processes. Secondly, because it is formulated
with very little assumptions about the system, the observ-
able of interest or the dynamics of the system, which gives
enough freedom to adapt it to the speciﬁc aim (sampling
or ﬁnding), observable, and system. Thirdly, because there
seems to be no theoretical reason for the sampling to be
exponential; Metropolis-Hastings is used to sample rare
states in polynomial time in other problems of statistical
physics. Finally, because the numerical problems found
in chaotic systems can be re-written as problems where
Metropolis-Hastings is suitable for. On the other hand,
the optimal proposal of Metropolis-Hastings is unfeasi-
ble in chaotic systems, and without any extra information
about the system, Metropolis-Hastings is as eﬃcient as
the traditional uniform sampling.
4 Proposal distribution
The problem we address in this section is: how to in-
corporate general properties of chaotic systems into the
proposal distribution in such a way that the Metropolis-
Hastings algorithm becomes eﬃcient? We ﬁrst set an aim
for the proposal distribution and we then show how this
aim can be achieved in the diﬀerent problems involving
deterministic chaotic system.
4.1 Aim of the proposal distribution
The goal of the proposal distribution g(x′|x) we construct
here will be to bound the acceptance rate in equation (23)
away from 0 and 1. Since a(x′|x) in equation (23) de-
pends on x′, it is essential to look at its expectation over
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the proposal,
E [a(x′|x)|x] ≡
∫
Γ
a(x′|x)g(x′|x)dx′. (30)
Our goal is to construct a proposal distribution such that4
E [a(x′|x)|x] = a. (31)
The motivation to set this as the starting point (and cor-
nerstone) of our method is that it avoids the two typical
origins of high correlation times T . When the acceptance
is low, T increases because the method remains stuck in
the same state x for long times. High acceptance typically
indicates that x′ is too close to x (often E(x′) = E(x)),
which implies that the simulation moves too slowly (in E
and in Ω). The goal here is not that the acceptance is
exactly a, but rather that it remains bounded from the
extremes and that it does not strongly depend on N .
In general it is non-trivial to construct a proposal dis-
tribution that guarantees a constant acceptance. Thus,
the next step is to approximate equation (31) by a sim-
pler condition. Let us ﬁrst notice that π(x) only depends
on x through Ex ≡ E(x), π(x) = π(Ex). Therefore, at
the very least, the proposal g(x′|x) should guarantee that
x′ is generated from x in such a way that π(Ex′) is neither
too close (high acceptance) nor too far (low acceptance)
from π(Ex). Quantitatively, this can be written as
E
[
π(Ex′)
π(Ex)
|x
]
= a (32)
where 0 < a < 1 is a constant. When the proposal is able
to achieve a small variation of E, π(Ex′) can be expanded
in Taylor series around Ex′ = Ex, which allows to write
π(Ex′)
π(Ex)
= 1 +
d log π(Ex)
dE
(Ex′ − Ex). (33)
Inserting equation (33) in equation (32), an average con-
stant acceptance is thus achieved when.5
E [Ex′ − Ex|x] = a− 1
d log π(Ex)/dE
(34)
This equation, the main result of this section, is a condi-
tion that an eﬃcient Metropolis-Hastings imposes to the
proposal distribution in terms of the average diﬀerence in
the observable E. This condition is non-trivial because
it depends on the particular π, E, F , and x. For the
4 For example, reference [61] computed a = 0.234.
5 In statistical physics an heuristics often used in Metropolis-
Hastings is ΔE ≡ Ex′−Ex ≈ 1, e.g. it is used in the derivation
of equation (28), and has been used for example in spin systems
(single spin ﬂip) [59], ensemble of complex networks (single link
exchange) [62], and proteins [63].
sampling distributions discussed in the previous section,
we obtain:
Canonical ensemble
When π(x) = e−βEx , the condition in equation (34) is
given by
E [Ex′ − Ex|x] = 1− a
β
. (35)
That is, the higher the β, the closer the proposed Ex′ has
to be from Ex.
Flat-histogram
When π(x) ∝ 1/G(Ex), the condition in equation (34) is
given by
E [Ex′ − Ex|x] = 1− ad log G
dE (Ex)
. (36)
When Ex is close to the maximum of G(E), the deriva-
tive of logG approaches 0 and Ex′ can be arbitrary dis-
tant from Ex. As Ex deviates from the maximum of G(E),
smaller changes are necessary to achieve a constant accep-
tance. Note that equation (34) is valid for the Metropolis-
Hastings algorithm in general and should be of interest
also in other contexts (e.g., arbitrarily large number of
spins can be ﬂipped close to the maximum of the density
of states).
4.2 Propose correlated trajectories
The proposal distribution requires correlating the trajec-
tory starting at x′ with a trajectory starting at x such that
equation (34) holds. Fulﬁlling this requirement requires
the ability to control E [Ex′ − Ex|x], which requires a pro-
cedure to correlate the state x′ with x. The aim of this
section is to introduce a quantiﬁcation of the correlation of
two trajectories of ﬁnite-time to that can be related with
E [Ex′ − Ex|x], and present two diﬀerent proposal distri-
butions that propose a state x′ on which this correlation
is controlled.
The observables E introduced in Section 2.3 are all
dependent not only of x, but also of the full trajectory
of length to starting x.6 One natural way to quantify the
similarity of two trajectories is the length the two trajec-
tories remain within a distance Δ much smaller than a
characteristic length of Γ . Formally, this can be quanti-
ﬁed by t(x,x′) = max{t ≤ to : |F t(x) − F t(x′)| ≤ Δ}.
Under this deﬁnition, 0 ≤ t(x,x′) ≤ to. When x′ = x,
t(x,x′) = to because the trajectories are the same; when
x′ is far from x, t(x,x′) = 0. However, there is another
possibility for two trajectories starting at x′ and x to be
similar: when the two trajectories are similar apart from
a shift in time, see right panel of Figure 3. One way to
include both cases in our measure of similarity is to deﬁne
t(x,x′) as
t(x,x′) ≡ max{t ≤ to−tshift : |F t(x′)−F tshift+t(x)|≤Δ}.
(37)
6 The escape time te requires that F
t(x) /∈ Λ ∀t; the FTLE
λto is a sum of terms computed over the trajectory.
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x
y Correlation by 
closeness
Correlation by 
shift
Fig. 3. Two trajectories of length to = 6 starting at x and x
′
can be correlated for ﬁve steps (t(x,x
′) = 5) by two diﬀerent
mechanisms: (left panel) they start close from each other and
are indistinguishable within Δ up to time t; (right panel) they
start shifted (by tshift = 1 here) from each other and are thus
indistinguishable for to − tshift = t = 5 steps.
For tshift = 0, this recovers the case of two trajectories
starting close to each other; tshift 
= 0, it includes situ-
ations where a trajectory starts at x′ close to F tshift(x).
This deﬁnition is motivated by the concept of symbolic se-
quences [4]. The similarity of the trajectory starting from
x′ with the one starting from x can be quantiﬁed by the
number of symbols that both trajectories share, which cor-
responds to the t(x,x′) in equation (37). The deﬁnition
in equation (37) avoids the necessity of the existence of
a phase-space partition, but, for the purposes of the ar-
gument below, the two trajectories share a sequence of t
states that are close within Δ.
The average correlation between two states whose one
is drawn according to a proposal distribution is here de-
ﬁned by
t(x) ≡ E [t(x,x′)|x] =
∫
Γ
g(x′|x)t(x,x′)dx′. (38)
Notice that this quantity does not depend on the partic-
ular sampling distribution or algorithm; it is a function
of the proposal distribution and the state x. The goal of
the next sub-sections is to construct proposal distributions
that guarantee a given average correlation t(x). We will
show, for example, that we can enforce an average correla-
tion t(x) if we use a normal distribution centered around
x with a speciﬁc standard deviation as our proposal dis-
tribution.
4.2.1 Shift proposal
One proposal that guarantees that trajectories are corre-
lated by t is the shift proposal, originally introduced in
reference [13] in the context of sampling paths of chemical
reactions, and has also been used in reference [23]. It con-
sists in proposing a state x′ that is a forward or backward
iteration of x, x′ = F tshift(x), where tshift is a free param-
eter. The relation between tshift = tshift(x) and t = t(x)
is that a shift of ±tshift guarantees that to− tshift elements
of the original trajectory are preserved. Therefore, this
proposal guarantees that t elements are preserved when
|tshift| = to − t, see right panel of Figure 3. Because de-
tailed balance has to be enforceable, the proposal must
contain backward and forward shifts. A proposal that au-
tomatically fulﬁlls detailed balance is one on which the
backward and forward shifts are equally likely:
g(x′|x) = 1
2
δ
(
x′ − F tshift(x)) + 1
2
δ
(
x′ − F−tshift(x)) ,
(39)
with tshift = tshift(x) = to − t(x). Given the target av-
erage correlation t(x), this proposal can be implemented
as follows: generate a random number r ∈ [0, 1]; if r < 0.5,
make x′ = F to−t(x)(x), else, make x′ = F t(x)−to(x).
This proposal unfortunately has some disadvantages:
(i) a priori there is no guarantee that F tshift(x) ∈ Γ . It is
applicable when Γ = Ω, which, e.g. is not the case in open
systems; (ii) it requires the map to be invertible; (iii) the
proposal can only propose states that are forward or back-
ward iterations of x. Consequently, for the random walk
to be ergodic in the phase-space, the map itself must be
ergodic, (iv) this proposal diﬀuses without drift on a tra-
jectory passing through x, by shifting the starting point
forward or backward. Thus, it will always sample fewer
states than a time average of a trajectory starting at x.
On the other hand, the main advantage of this proposal is
that it performs non-local jumps in the phase-space. That
is, it allows to jump from a region of the phase-space to an-
other region while still maintaining x′ correlated with x.
As shown below, in combination with other proposal, this
proposal is useful to reduce correlations stemmed from
local jumps.
4.2.2 Neighbourhood proposal
Another strategy to construct a proposal on which on av-
erage the states are correlated by t(x) is to perturb x by
a ﬁnite amount δ, x′ = x + δ, characterized by a direc-
tion δˆ and a norm δ, δ ≡ δˆδ. A common case is when the
probability distribution is separated in two independent
terms [7]:
P (δ|x) = P (δˆ|x)P (δ|x) (40)
and that P (δˆ|x) is uniformly distributed in the D direc-
tions and P (δ|x) has zero mean (i.e. an isotropic pro-
posal). Here we restrict the analysis to this situation, and
we also assume that P (δ|x) is characterized by a well
deﬁned scale, e.g. it is an half-normal distribution7 with
mean δx(x):
P (δ|x) =
√
2√
πσ2
e
− πδ2
4δx(x)2 for δ > 0. (41)
7 An exponential distribution would be equally acceptable
and would not change the main conclusions.
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This choice makes the ratio g(x|x′)/g(x′|x) in equa-
tion (23) to be
g(x|x′)
g(x′|x) =
δx(x)
δx(x′)
exp
[
−π|x
′ − x|2
4δx(x)2
(
1− δx(x)
2
δx(x′)2
)]
.
(42)
The main motivation for this choice is that the proposal
distribution is described by a single function, δx(x), that
quantiﬁes the distance x′ − x, E [|x′ − x||x] = δx(x).
The goal is now to relate δx(x) with t(x). Let us start
to describe two important limits: in the limit δx(x) → 0,
the states are the same and therefore limδx(x)→0 t(x) =
to. In the limit δx(x)→ |Γ |, the proposal is approximately
equal to draw x′ uniformly from Γ , and x′ is independent
of x and t(x) = 0. To preserve a correlation of t(x), it
is necessary that δx(x) is such that the two trajectories
starting at x and x′ are close together up a time t(x),
see left panel of Figure 3. Because the system is chaotic,
for small δx(x), two trajectories diverge exponentially in
time according to equation (4), and, in particular, their
maximal distance is given by equation (7). Therefore, to
guarantee that two trajectories are distanced at most by
Δ after a time t(x), δx(x) must be given by
δx(x) = Δe−λt (x)t(x). (43)
This equation relates the parameter of the proposal dis-
tribution, δx(x), with the average correlation t(x) of the
two states x and x′.
The neighborhood proposal derived above is closely
related to a proposal described in reference [23] as “pre-
cision shooting”. Precision shooting constructs a trajec-
tory {x′i} with x′0 ≡ x′ = x + δδˆ (where δ is a free
parameter) that, within the numerical precision of a com-
puter, is indistinguishable (in the system considered) from
a trajectory starting at x′ with δ small. The trajectory
{x′i} shadows a true trajectory starting at x′, in the same
spirit as the algorithm used in reference [64] to construct a
pseudo-trajectory. Thus, precision shooting can be inter-
preted as the neighborhood proposal, equation (43), with
t a free parameter (related to δ via Eq. (43)), that as-
sumes shadowing theorem to simplify the construction x′.
Reference [23] discusses how the acceptance rate depends
on δ, suggesting that the acceptance rate increases with
decreasing δ (Fig. 9 of the reference). In light of the discus-
sion in Section 4.2, this result is interpreted as follows: as
δ decreases, x′ becomes more correlated with x (since t is
related with δ by Eq. (43)), and therefore the acceptance
is expected to increase, as indicated in Figure 9 of refer-
ence [23]. This discussion is unfortunately insuﬃcient to us
because it does not allow to derive δ (or t) that fulﬁlls the
condition in equation (34). The crucial advantage of equa-
tion (43) is that it allows to relate E [E(x′)− E(x)|x] (in
Eq. (34)) with x′−x (in Eq. (43)) through t (in Eq. (37)).
This is the goal of the next section.
4.3 Guarantee local proposals
Now that we derived proposal distributions that en-
force an average correlation t(x), the next (and ﬁnal)
step is to obtain a relationship between t(x) and
E [E(x′)− E(x)|x]. Because the computation of t(x) de-
pends on the particular observable E, a diﬀerent deriva-
tion is presented for two observables, te and λto . Given
the limitations of the shift proposal described above, the
argumentation below is limited to neighborhood propos-
als (an equivalent argumentation can be made to the shift
proposal).
4.3.1 FTLE in closed systems
As introduced in Section 2.1, the observable in this case is
given by E(x) = toλto(x), where to is the ﬁnite time. The
aim in this case is thus to write E [toλto(x′)− toλto(x)|x]
as a function of t(x). The ﬁnite-time Lyapunov exponent
considered in equation (8) is a sum of to terms8 and thus
toλto(x) can be written as the sum of the FTLE up to
time t and the FTLE from t up to to,
toλto(x) = tλt(x) + (to − t)λto−t(xt), (44)
where xt ≡ F t(x). Likewise for the trajectory starting
from x′,
toλto(x
′) = tλt(x
′) + (to − t)λto−t(x′t). (45)
Because x′ is proposed according to equation (43), by con-
struction, the ﬁrst t states of the trajectory starting at x′
are close (within Δ) to the states of the trajectory starting
at x up to t(x). Therefore, we can approximate that the
respective Lyapunovs up to time t are equal,
E [λt(x
′)|x] ≈ λt(x). (46)
Subtracting equation (44) from equation (45) and using
equation (46) gives
E [toλto(x
′)− toλto(x)|x]
= (to − t)
(
E
[
λto−t(x
′
t)|x
]− λto−t(xt)
)
. (47)
The left side of this equation is the same as in equa-
tion (34) and thus the aim now is to write the right side as
a function of properties of the system. Let us focus on the
calculation of E
[
λto−t(x
′
t)|x
]
ﬁrst. By construction, x′
is generated such that |x′t − xt | ≈ Δ. Because the sys-
tem is chaotic, one can approximate that x′t is suﬃciently
separated from xt such that λto−t(x′t) is independent
of x. Under this approximation, x′t is essentially a ran-
dom state from the phase-space, and thus λto−t(x′t) will
be a drawn from the distribution of FTLE at time to− t.
Denoting the mean of this distribution by λL,to−t , we get
E
[
λto−t(x
′
t)|x
]
= λL,to−t . (48)
Replacing equation (48) in equation (47) gives
E [toλto(x
′)− toλto(x)|x]
= (to − t(x)) (λL,to−t − λto−t(xt)) . (49)
8 This equation is strictly valid for 1D, but the idea is that
we split the FTLE between a component up to t and the
remaining component.
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This equation relates the expected change in the observ-
able with properties of the system (λL,to−t), of the tra-
jectory x, λto−t(xt), and t(x) and it can thus be used
in the energy condition we obtained earlier, equation (34).
Replacing the left side of equation (34) by the expectation
in equation (49) and solving to t(x) gives
t(x) = to − a− 1
d log π(λt(x))/dλt
1
λL,to−t − λto−t(xt)
.
(50)
We can further simplify this relation with two approxima-
tions: (a) for large to− t, the mean FTLE at time to− t,
λL,to−t , is approximately the Lyapunov exponent of the
system, λL,
λL,to−t ≈ λL, (51)
(b) because trajectories of chaotic systems are short-
correlated in time, the FTLE of the trajectory x up to
t will be approximately equal to the FTLE of the trajec-
tory starting at xt . Thus,
λto−t(xt) ≈ λto(x). (52)
Using equations (51) and (52), t(x) in equation (50) can
be written as
t(x) = to − a− 1
d log π(λt(x))/dλt
1
λL − λto(x)
. (53)
To enforce that t ∈ [0, to], we use
t(x) = max
{
0, to −
∣∣∣∣
a− 1
d log π(λt(x))/dλt
1
λL − λto(x)
∣∣∣∣
}
,
(54)
which is the main result of this section. This equation
provides an expression to t(x) that can be inserted in the
parameter of the proposal distribution, equation (43), that
under the approximations used above achieves a constant
acceptance rate.9
The derivation of equation (54) can be generalized to
other observables which, as λto , can be written as an av-
erage over the trajectory: consider
eto(x) ≡
1
to
to∑
i=1
f(xi) = Eto(x)/to (55)
where f(xi) is an arbitrary function of the phase-space
(the logarithm of the derivative of the map corresponds
to eto(x) = λto(x), Eto(x) = λto(x)to). Replacing this
quantity in the derivation of equation (54) mutatis mutan-
dis and without using the approximation in equation (52),
one obtains
t(x)=max
{
0, to−
∣∣∣∣
a− 1
d log π(Eto (x))/dE
1
EL−Eto−t(x)
∣∣∣∣
}
,
(56)
9 In reference [25] we used t = to − 1, diﬀerent from equa-
tion (54). The derivation of equation (54) uses stronger approx-
imations than the derivation of t = to− 1. See argumentation
after equation (14) of reference [25].
Fig. 4. Illustration of the core idea of our proposal for the
case of the escape time: a trajectory x′ starting close to x and
that remains similar to x up to a time t = 2 will likely leave
at a time te(x
′) > te(x) = 3. The black (red) lines represent
the iteration of the state x(x′) until it leaves at time te(x) = 3
(te(x
′) > 3) by entering the shaded exit region Λ. The squares
represent zooms of exp(λt(x)t) to the phase-space and thus
correlated trajectories up to t correspond to select a speciﬁc
zoom. Our proposal is constructed in such a way that (1) the
distance between x and x′ at time t is on average Δ and (2)
t is chosen to be neither too large nor too small.
where EL is approximately the mean of the distribution
P (Eto) (using the approximation in Eq. (48)). This gener-
alizes equation (54) for an arbitrary average over trajecto-
ries of size to, eto(x), and it should be useful to sample rare
states in respect to observables correspondent to expected
values over trajectories.
4.3.2 Escape time in strongly chaotic open systems
As introduced before, in strongly chaotic open systems
E(x) = te(x) and P (te) ∼ exp(−κte). The aim here is to
compute t(x) that fulﬁlls equation (34) by taking into
account that x is given and x′ = x + δˆδx(x) with δx(x)
given by equation (43). In this case the trajectory’s length
is not a constant but instead it is given by the escape time
te(x).
A trajectory starting at x′ proposed according to equa-
tion (43) fulﬁlls |x′t − xt | ≤ Δ. Therefore, up to t, the
two trajectories are indistinguishable. Under this assump-
tion, and because from the deﬁnition of t in equation (37),
te(x′) = t(x) + te(x′t) and therefore
E [te(x′)|x] = t(x) + E
[
te(x′t)|x
]
, (57)
where te(x′t) is the escape time of the state x
′ iterated
t times and E
[
te(x′t)|x
]
=
∫
Ω
g(x′|x)te(x′t)dx′ is the
expected te(x′t) over a neighborhood of x of size δx(x)
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(given by Eq. (43)). The idea behind this equation is rep-
resented in Figure 4. The proposal density g(x′|x) at x
is such that, at t, the two trajectories distance them-
selves on average by Δ. After t, the trajectory starting
at x′t will approximately be independent of x and thus
te(x′) = t + te(x′t). Moreover, proposing according to
equation (43) is equivalent to “zoom” the landscape of
te(x) around x with a scale correspondent to t’th it-
eration of the construction of the landscape. Given the
self-similarity of the landscape (see e.g. Fig. A.2), under
this zoom, the landscape of te(xt) is equal to the land-
scape of te(x) and therefore E
[
te(x′t)|x
]
should be a con-
stant independent of te. Moreover, because x′t is approxi-
mately independent of x, E
[
te(x′t)|x
]
is the just average
escape time of an independent state x′t , which is the av-
erage of P (te) and is given approximately by 1/κ. Thus,
E
[
te(x′t)|x
]
is the average escape time of an indepen-
dent state x′t , which is the average of P (te) and is given
by 1/κ:
E
[
te(x′t)|x
]
= 1/κ. (58)
It is this result that incorporates the self-similarity of the
escape time function: the value of t chooses the particular
zoom of the landscape (Fig. 4), and this equation assumes
that, as long as the zoom is proportional to exp(λt), the
average escape time of the phase-space of the zoomed re-
gion is still 1/κ. Replacing equation (58) in equation (57)
gives
E [te(x′)|x] = t(x) + 1/κ, (59)
and subtracting te(x) on both sides of equation (59) gives
E [te(x′)− te(x)|x] = t(x) + 1
κ
− te(x). (60)
The left side of this equation is the left side of the condi-
tion of constant acceptance rate, equation (34). Equating
both left sides and solving for t(x) gives
t(x) = te(x)− 1
κ
− a− 1
d log π(te)/dte
, (61)
which is analogous to equation (54) and is the central
result of this section. Together with equation (43), it is
the proposal distribution we had the goal of constructing.
4.4 Summary: how to propose
The argument in this section can be summarized as
follows:
– Metropolis-Hastings requires a proposal that guaran-
tees a speciﬁc variation of E, which we approximate
by equation (34);
– the proposal with a scale given by equation (43) guar-
antees that on average the trajectory starting at x′
stays close to the trajectory starting at x up to t(x);
– the variation of E is related to t(x) via equations (49)
and (60).
These three steps led to analytical formulas for t(x),
equations (61) and (54), that make the proposal satisfy
equation (34). Together with equation (43), they deﬁne
proposal distributions required for an average constant ac-
ceptance.
There are 3 points that deserve to be noted: the ﬁrst
point is that the formulas we obtained for t(x) are also
valid for the problem of ﬁnding rare states discussed, e.g.
in references [11,12,16,18,65]. Speciﬁcally, these formulas
were derived to guarantee equation (34), which dictates
how diﬀerent E [E(x′)|x] has to be from E(x) to guar-
antee a constant acceptance. This condition is stronger
than the condition required for an algorithm to ﬁnd min-
ima or maxima of E, which requires only proposing states
x′ such that E [E(x′)|x] > E(x) (or vice-versa for min-
imizing E). This is independent of the particular min-
imization algorithm (e.g. stimulated annealing, step de-
scent, stagger and dagger in open systems) because it only
discusses which new state x′ should be tried, given the
current state x. The second point is that equations (61)
and (54) reduce the proposal to a uniform distribution
when the sampling distribution is the uniform distribu-
tion: d log π(E)/dE(E) → 0 implies δx(x) → ∞. The
third point is that diﬀerent proposals in the literature,
precision shooting [23,25], exponential proposal distribu-
tion [11,18], and the one in reference [24], can be obtained
from the proposals derived in this section through diﬀer-
ent approximations, as shown in Appendix C.
Overall, this section described a framework to add in-
formation of chaotic systems, in this case the self-similar
properties of the landscape, the exponential divergence
of trajectories, and the exponential decay of correlations,
to construct an eﬃcient Metropolis-Hastings algorithm to
sample them. A simpliﬁed description of the algorithm is
given in Appendix D and an open-source implementation
in reference [66]. The next section is devoted to test the
assumptions used here on each of the problems, escape
time and FTLE, and conﬁrm the practical usefulness of
the framework.
5 Numerical tests
The previous section concluded with a set of formulas –
the proposal in equation (43) combined with the formulas
for t(x) equation (54) or equation (61) – for proposing
states x′ that are expected to guarantee the desired ac-
ceptance rate (bounded from 0 and 1). In this section we
test some of the approximations made in the derivation of
t(x) (in a simple system) and we analyze the eﬃciency of
the algorithm (conﬁrming the polynomial scaling) in the
computation of the FTLE in closed system – introduced
in Section 2.1 – and of the escape time in open systems –
introduced in Section 2.2. The tests are performed in the
skewed tent map and open skewed tent map, and the eﬃ-
ciency is tested in numerous maps (chain of couple He´non
maps, Standard map, Logistic map). All these systems are
introduced in detail in Appendix A.
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Fig. 5. The ﬁnite-time Lyapunov exponent of the ﬁrst half
of the trajectory is independent from the one of the second
half of the trajectory. The graph was obtained by sampling 105
random initial conditions xi and compute
(
λt(xi), λt(F
t(xi))
)
= (ﬁrst half, second half) of a 2t = 16 steps trajectory. The
y axis represents the mean (full black) ± 2 standard devia-
tions (full blue) of λt(F
t(xi)) conditioned to a given λt. The
dashed lines represent the same mean and standard deviation,
but over all points (without conditioning). When λt(F
t(xi)) is
independent of λt(xi), the dashed and full lines are the same
within ﬂuctuations, as observed. A Kolmogorov-Smirnov test
comparing the un-conditioned and conditioned distributions
gives a p-value higher than 0.001 (hypothesis that they are
independent is not rejected).
5.1 Finite-time Lyapunov exponent
The ﬁrst approximation made in the derivation of equa-
tion (54) is that when δx ≡ |x′ − x| is drawn from
a half-normal distribution with scale parameter δx(x)
given by equation (43), F t(x′) is suﬃciently close from
F t(x) such that E [λt(x′)|x] = λt(x), equation (46),
holds. We test this numerically by randomly drawing 105
states xi in the tent map with a = 3 (see Appendix A),
and, for each, propose a state x′i = xi +δ(x) according to
equation (41) with δx(x) given by our equation (43). From
the 105 pairs of states (xi,x′i), we estimate the diﬀerence
of the observables: E′ ≡ E [tλt(x′i)|x] and E ≡ tλt(xi).
Our expectation is that for a ﬁxed t = t, E′ − E should
be much smaller than E (the relevant scale in Eq. (47)).
We numerically obtain that within the 99% quantile,
E′ −E ≈ 1 independently of E and t. This value is much
smaller than E ∈ [0.6t, 1.1t], specially since we are inter-
ested in large t. This strongly supports the approximation
we make in equation (46).
The second approximation made in the derivation of
equation (54) is that there is no dependence between
λt(x) and λto−t(F
t(x)), equation (48). In other words,
that the FTLE of the trajectory starting at F t(x) and
ending at to is indistinguishable from the one drawn
from the distribution of FTLE with ﬁnite-time to − t,
P (λto−t). This approximation was numerically tested by
drawing points xi, computing the pairs λt(xi), λt(F t(xi))
(i.e. 2t = to = 2t), and testing whether the conditional
probability of λt(F t(xi)) equals the (unconditional) prob-
ability of λt(xi). The results in Figure 5 conﬁrm the equal-
ity of these probabilities.
Fig. 6. The t(x) given by equation (54) guarantees a
bounded acceptance ratio independently of to. The graph rep-
resents the average acceptance as a function of λto(x) obtained
from uniformly sample of 106 pairs of states (x,x′(x)) (see text
for details) in the tent map with a = 3, for diﬀerent ﬁnite-times
to and sampling distributions. Top panel: π(x) is the canonical
ensemble, equation (24), with β = 1. Bottom panel: π(x) is the
ﬂat-histogram ensemble, equation (26).
We ﬁnally test whether a proposal using t(x) given
by equation (54) guarantees a constant acceptance rate,
the original motivation for our calculation. The test con-
sisted in sampling 106 states according to the following
procedure: (1) uniformly draw a state xi and compute
λi ≡ λto(xi); (2) generate a state x′i according to the
proposal distribution equation (41) with δx(x) given by
equation (43) and t given by equation (54) (δ0 = 1), and
compute λ′i ≡ λto(x′i); (3) store Gi ≡ g(x|x′)/g(x′|x)
computed from equation (42): δx is given by equation (43),
and |x′ − x| is given by storing δi = |x′i − xi|. The ratio
of the target distribution is given by ri ≡ π(E′)/π(E) =
exp(−βto(λ′i − λi)) for the canonical ensemble and ri =
G(E)/G(E′), where G(E) = G(toλi), is given by equa-
tion (A.3) for the ﬂat-histogram. The numerically es-
timated acceptance ratio, A(λt) ≡ 〈min(1, ri ×Gi)〉 is
shown in Figure 6. It is not independent of λto – the
expected outcome based on the assumption of constant
acceptance used in our derivations – but it is bounded
from 0, 1 for increasing N = to – the original requirement
for an eﬃcient simulation set in Section 4.1. In the canon-
ical ensemble, there is linear dependency of Π with λto ,
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Fig. 7. Average round-trip of a ﬂat-histogram in the tent map
with a mixed proposal is polynomial, as opposed to uniform
sampling, shift proposal, and neighborhood proposal. The sim-
ulation was made using a ﬂat-histogram simulation on the tent
map with a = 3, where G(λt) is given from equation (A.3),
and where the round-trip time (eﬃciency) was deﬁned as go-
ing from λmin to λmax and return. The dashed black line rep-
resents 1/P (λmax), the expected number of samples required
in uniform sampling; the bottom full line is proportional to t2o,
the upper line is proportional to t3o. The shift proposal used
tshift = 1 and for the backward iteration in time it used one
(randomly chosen) of the two pre-images of the state. In the
mixed proposal the shift and neighborhood proposals were cho-
sen with probability 1/2.
and in the ﬂat-histogram ensemble, the ratio is 0.8 in the
maximum of P (λto), and decays to about 0.1 on the tails.
5.1.1 Eﬃciency of the ﬂat-histogram ensemble
The success in achieving a bounded acceptance indepen-
dent of N , as the one conﬁrmed in the previous section
for the tent map, does not guarantee the eﬃciency of the
method (see Sect. 3.4). Here we test the eﬃciency of ﬂat-
histogram computations of P (λt) in the tent map that
use the neighborhood proposal, the shift proposal, and
both (mixed proposal). The results shown in Figure 7 sug-
gest that only when both proposals are used the eﬃciency
scales polynomially with N = to.
This result can be understood looking at the landscape
of λt, as illustrated in Figure 8. Imagine a ﬂat-histogram
simulation on this system, for to = 4 (black curve in the
ﬁgure), and analyze what happens to it in terms of a
round-trip. Lets suppose that the simulation was recently
at the minimum λt (0.41) and that the next round-trip is
made by going to the maximum λt (1.09) and return back.
Lets further suppose that the simulation eventually got to
a state with λt ≈ 0.92. Because π(x) = π(λt(x)), every
state at that λt is equiprobable. Therefore, the state can
be at any plateau (of the 4, see Fig. 8), proportionally to
their plateau-size. However, not every plateau contains, on
its neighborhood, a neighbor plateau with higher λt, for
example, the plateau around 0.3. Therefore, a local pro-
posal would never be able to reach a higher plateau from
a state on such a plateau. First, it would need to go back-
ward, reach the maximum of P (λt) (around 0.69), where
Fig. 8. The ﬁnite-time Lyapunov exponent λto(x) in the tent
map, equation (A.2), already contains an increasing number of
local minima and maxima with increasing to, a crucial feature
present in Figure 1. In both cases, the maximum λto(x) is
λmax ≈ 1.09, and the minimum is λmin ≈ 0.4.
the proposal proposes any other state, and then try to ﬁnd
another path towards a higher λt. This would already be
the problem if the simulation would be a canonical ensem-
ble with a β favoring higher λt’s, since it would require
decreasing λt by an amount Δλ, and this happens with
a probability that decays exponentially with Δλ. This is
solved by using a ﬂat-histogram ensemble. However, the
crucial challenge here is that as t increases, the number of
local maxima also increases, but the number of maxima
connected with the global maximum is constant: the red
curve, with t = 6, contains now 11 plateaus for λt ≈ 0.87,
but only 1 is locally connected to the maximum λt, the one
around 0. This means that, as t increases, it becomes more
diﬃcult to perform a round-trip: not only because the ex-
pected time to diﬀuse increases (see Eq. (28)), but also be-
cause there are more times where the simulation diﬀuses
forward and backward until it reaches the global maxima.
The shift proposal alleviates this problem by allowing non-
local proposals in the phase-space. A shift proposes a state
x′ on a non-neighborhood of x, which improves the prob-
ability of reaching higher or lower λ’s, which explains why
a combined proposal has such a low round-trip time in
this system.
Finally, we conﬁrm that a polynomial eﬃciency is ob-
tained in the computation of P (λto) more generally. We
performed ﬂat-histogram simulations, using the Wang-
Landau algorithm to estimate P (λto) on diﬀerent chaotic
systems: the tent map, the logistic map, and the standard
map (see Appendix A for details). The results are shown in
Figure 9 and conﬁrm the dramatic improvement and gen-
erality of using Metropolis-Hastings to sample rare states.
The simulations in Figure 9 use t(x) = to − 1 instead
of the one given by equation (54). This is computation-
ally always more expensive because the correlations due
to the neighborhood proposal are maximal (see the discus-
sion after Eq. (54)), but on the other hand this proposal is
simpler because it does not require estimating d logP/dE
and λL.
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Fig. 9. The number of samples required to sample a rare state,
proportional to the round-trip time, scales polynomially with
N = to in Metropolis-Hastings with the proposal distribution
derived in Section 3.4, as opposed to the exponential increase
in uniform sampling. Tent map: equation (A.1) with a = 3;
Logistic map: F (x) = 4x(1− x); Standard map [4]: K = 8 and
U(x) = const. was used in every case. The Wang-Landau al-
gorithm was used to estimate the distribution prior to perform
the ﬂat-histogram and the distribution agrees with the analyt-
ical one when available [39,40]. The proposal distribution used
was a mixed proposal composed by 50% chance of being the
neighborhood proposal with t = to − 1 and Δ = 1, and 50%
chance of being the shift proposal with tshift = 1. Adapted
from reference [25].
5.2 Transient chaos
The derivation of equation (61) uses the assumption that
when x′ is proposed with a scale given by equation (43)
with t = te, E [te(x′)|x] = te(x), as per equation (57).
We tested assumption in a similar way we tested the ap-
proximation of equation (46) for the FTLE, and consisted
in uniformly drawing states xi, compute their escape time
te ≡ te(xi) and, for each, generate a state x′i = xi + δ(x)
with a scale δx(x) given by equation (43) with t(x) =
te(x) and compute its escape time t′e ≡ te(x′i). The as-
sumption is valid when, on average, t′e − te 	 te for
large te. We did this experiment in the following systems:
open tent map with a = 3 and b = 5, standard map with
K = 6, and coupled He´non maps with D = 2, 4, 6, 8 (see
Appendix A) for Δ = 1. We observed that in all 6 cases,
the average t′e− te is smaller than 1 for all te > 2/κ. These
observations show that the assumption of equation (57) is
valid for a broad class of chaotic systems.
A second assumption tested here is the self-similarity
argument used in deriving equation (58). The self-
similarity assumption we use in equation (58) is that the
landscape is self-similar such that, irrespectively of the
particular scale we choose (by decreasing t), the proper-
ties of the zoomed phase-space remain the same. In par-
ticular, we are interested in checking that t′e− te does not
depend on te when we choose a larger scale, i.e. when t
is decreased by a constant. We thus repeat the experi-
ment above but we decrease t to t(x) = te(x)− T with
T = 0, 1/κ, 5/κ to check that increasing T decreases the
average t′e− te without changing its independency with te.
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Fig. 10. The acceptance rate of a Monte Carlo ﬂat-histogram
simulation is constant as a function of the escape time t when
the Lyapunov exponent of the system λL is used. The simula-
tion was made on the open tent map with a = 3 and b = 5 with
the exact P (te) given by equation (A.6). Diﬀerent curves rep-
resent using the proposal with δx(x) given by equation (C.5)
with three diﬀerent exponents. When the exponent is larger
than λL, δx(x) eﬀectively aims for a smaller t and there-
fore a larger distance t′e(x) − te(x), consequently decreasing
the acceptance. When the exponent is smaller than λL, δx(x)
aims for a larger t than the one given by equation (61), and
therefore t′e(x) − te(x) decreases to 0 as te(x) → ∞, and the
acceptance converges to 1. Adapted from [24].
Our numerical tests in the same systems as before show
that t′e − te decreases with increasing T and it remains
independent of te, conﬁrming our hypothesis.
The previous tests indicate that the proposal distri-
bution should induce a constant acceptance rate when
the Lyapunov exponent of the system, equation (C.2), is
used. To conﬁrm that this is the case, a ﬂat-histogram
simulation with an isotropic proposal distribution with
width δx(x) = δx(te(x)) given by equation (C.2) with
λL(te) = λL was made. The results, Figure 10, repro-
duced from reference [24], conﬁrm that proposing with λL
guarantees a constant acceptance, and that any other ex-
ponent in equation (C.2) fails to achieve so.
The above tests conﬁrm that the derivation made in
Section 4.3.2 holds for a paradigmatic strongly chaotic
open system. These tests also present a major advantage
of using the approach in this paper: it allows to test the
assumptions made on each step, something that other ap-
proaches, such as the ones in references [11,18,19], do not
explicitly allow.
The eﬃciency of the simulation is tested in Figure 11 as
a function of the maximal escape time considered, tmax,
τ(tmax) in the generic coupled He´non maps deﬁned by
equation (A.8). It conﬁrms the dramatic improvement
of Metropolis-Hastings with the proposal derived in Sec-
tion 2.2 over uniform sampling: the scaling is polynomial
using importance sampling, and exponential in uniform
sampling.
The derivation in Section 4.3.2, the tests presented
above, and results in Figure 11, show the why and how
importance sampling Metropolis-Hastings can eﬃciently
sample long-living trajectories in strongly chaotic open
systems. The proposal distribution should be applicable
to strongly chaotic open systems more generally, as the
approximations made are expected to be valid in other
strongly chaotic systems.
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Fig. 11. Polynomial scaling of the number of samples re-
quired to perform a round-trip (1 → tmax → 1) as a function
of tmax of the Metropolis-Hastings algorithm with the proposal
derived in Section 4.3.2, as opposed to the exponential scaling
in uniform sampling. This plot represents the average round-
trip time of a ﬂat-histogram simulation with the proposal given
in Section 4.4 and number of samples required to sample tmax in
using uniform sampling (line) in the coupled He´non map, equa-
tion (A.8), for diﬀerent dimensions. The two full lines represent
t2max (lower) and t
3
max (upper), and the dashed line represents
1/P (te) for D = 4 (e.g. from Fig. 2; D > 4 have a even higher
exponent). The ﬂat-histogram was obtained by ﬁrst running a
Wang-Landau algorithm for 10 reﬁnement steps, each with 100
round-trips. Each point represents the average round-trip time
over 100 round-trips after the 10 reﬁnement steps. The pro-
posal distribution used was the isotropic, equation (41), with
δx(x) given by equation (C.5) with δ0 = 10.
6 Conclusions
6.1 Summary of results
We have introduced a framework to sample rare trajec-
tories in diﬀerent classes of chaotic systems. It is based
on the Metropolis-Hasting algorithm, a ﬂexible and well-
established Monte Carlo method suitable for the investi-
gation of many numerical problems in chaotic dynamical
systems (as shown in Sect. 2). Our main contribution is a
procedure (see Sect. 4) to construct the proposal step of
the Metropolis-Hasting algorithm (which proposes a new
state x′ given the current state x) that ensures the eﬃ-
ciency of the sampling. The main arguments in the con-
struction of this procedure are:
(i) Set (in Sect. 4.1) as an heuristic goal to have a bounded
(or constant) acceptance rate (23). This generalizes the
traditional heuristic [59] used in Metropolis-Hastings,
E(x′) − E(x) ∼ 1 and can therefore be used more
generally in Metropolis-Hastings simulations.10
10 For example, using this heuristics, in a Metropolis-Hastings
ﬂat-histogram in the Ising model (in this case x corresponds
to a list of all spins, E(x) corresponds to the energy of the
conﬁguration), when the conﬁguration of the system is close
to the maximum of the density of states (maximal energy, no
magnetization), there is no need to ﬂip just one spin at the
Table 1. The four t derived for the two problems (escape
time and FTLE as the observable) and two target distribu-
tions (canonical and ﬂat-histogram). The four values of t(x)
reported in the table should be used in δx(x) of equation (43)
and specify the time the proposed trajectory x′ should stay
close to the trajectory x for the acceptance to be bounded.
Canonical
Flat-histogram
Escape time FTLE
Target distribution
Proposal correlation time           
(ii) Introduce (in Sect. 4.2) an auxiliary quantity, the cor-
relation time t, that quantiﬁes the similarity between
any two states. It is motivated by the notion that
the observables considered in Section 2.3 are com-
puted over trajectories, and t(x,x′) quantiﬁes the
time in which trajectories remain close to each other.
We then showed how two proposal distributions, shift
and neighborhood, can be used to control the average
of t(x,x′) over x′, t(x).
(iii) Derive (in Sect. 4.2.1) an expression for the values of
t(x) – equations (54) and (61) – which should be used
in order to guarantees a constant acceptance. This is
done for two observables of interest in chaotic systems
(see Sect. 2) – the escape time E(x) = te(x) and
the ﬁnite-time Lyapunov exponent (FTLE) E(x) =
λto(x) – and two target distributions of the Metropo-
lis Hasting method (see Sect. 3.1) – canonical and ﬂat-
histogram. These results are summarized in Table 1.
A successful application of our framework leads to an al-
gorithm in which the number of samples to obtain an in-
dependent rare sample scales polynomially with the dif-
ﬁculty of the problem, as opposed to the exponential
increase observed in traditional uniform sampling (see
Figs. 9 and 11).
6.2 Comparison to previous results
The importance of the proposal distribution has long been
emphasized for Monte Carlo methods [7,61] and for sam-
pling chaotic systems [11,13,14,16]. The questions that re-
main open from these works, and that we tackle in our
paper, are how the eﬃciency of the sampling method is re-
lated to the proposal distribution and how an eﬃcient pro-
posal can be constructed from assumptions about the sys-
tem. The proposals derived in this paper can be mapped,
under appropriate simpliﬁcations, to known results from
the literature, speciﬁcally to the proposals derived refer-
ences [24,25] and the stagger part of the algorithm pre-
sented in reference [11]. We make this connection explic-
itly in Appendix C. Another example of an algorithm that
can be directly analyzed by the framework developed here
time: one can ﬂip all spins at once because, there, correlating
such states brings no advantage to increase the acceptance rate
(it is going to be accepted anyway), but it increases r.
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is the precision shooting proposed in references [23,67]
and used in numerous applications of transition path sam-
pling to chemical reactions [67–70]. The precision shooting
method proposes a state x′ isotropically distanced from x
by δx(x) given by equation (43), with t(x) = to where to
is the length of the trajectory. From our results we con-
clude that this proposal is sub-optimal because it over-
correlates the proposed state. Another application of the
results of Section 4 is in the algorithm Lyapunov Weighted
Dynamics of references [16,19], which uses a population
Monte Carlo algorithm. As mentioned in these references
(see also Ref. [20]), there is a parameter ε that controls
how far new clones x′ should be distanced from the exist-
ing clone x, and that it should be neither too small nor too
large. This plays a role similar to δx(x) in Section 4 and
an optimal ε should therefore be related to our results.
In comparison to previous sampling methods in dy-
namical systems, including those mentioned above and
others (e.g., Ref. [11]), the distinguishing feature of our
results is that they provide an explicit connection be-
tween the proposal distribution and the acceptance rate.
This connection, which is typically absent in Monte Carlo
methods more generally, is extremely powerful because
failures of the algorithm can be related to violations of
the hypothesis (about the method and dynamical system)
that we used in our derivations. Such violations should
then be understood, and this understanding can then be
inserted back in this methodology to generate new meth-
ods adapted for that situation. We hope this process will
increase the range of applicability of our framework to
other classes of dynamical systems (e.g., non-hyperbolic
systems [33,44], see Ref. [71]) and observables E [72].
Possible improvements of our results can be obtained
considering anisotropic search domains, an idea that has
shown to be essential in the case of ﬁnding chaotic sad-
dles in systems with more than one positive Lyapunov
exponents [45].
6.3 Discussion
The proposal distribution is a way of moving in the phase-
space stochastically and how to select a new state x′ from
a given state x is a general problem in diﬀerent numerical
techniques. Some of the most successful numerical algo-
rithms in the literature, such as the golden section search
or gradient descent, are essentially generic and eﬃcient
ways of selecting a new state. The results in Figures 7,
and 9 show that the proposal distribution strongly inﬂu-
ences the computational cost of the diﬀerent procedures,
often irrespectively of the particular sampling procedure
(canonical or ﬂat-histogram) and problem (sampling or
ﬁnding). This reinforces the notion that the proposal of
the new tentative state from the current state is a crucial
factor when developing numerical techniques for optimiza-
tion and numerical integration. Therefore we can expect
that the main insights of this papers, e.g. the direct con-
nection between fundamental properties of chaotic sys-
tems and the optimal proposal distribution, to be useful
also for other problems (e.g., to the optimization problem
in which one is interested in maximizing or minimizing the
observable).
The development of a numerical algorithm requires
compromising between how fast it solves a particular prob-
lem, and how it is able to solve diﬀerent problems. One
interesting aspect of the algorithms (i.e. proposal distribu-
tions) introduced in this paper is that even though they
can be made very speciﬁc (e.g. propose with the FTLE
of the trajectory, Eq. (43)), they can also be made more
general (e.g. propose using the Lyapunov exponent of the
system, or the power-law proposal distribution, that does
not use any speciﬁc information about the system). That
is, more speciﬁcity requires more information (the FTLE
of the trajectory) and makes the algorithm more eﬃ-
cient, and less information (only the Lyapunov of the sys-
tem) makes the algorithm less speciﬁc, but typically also
less eﬃcient (proposals using less information, such as a
power-law proposal, can be more robust in complicated
cases [45]). This demonstrated capability of this method-
ology shows how it is not only useful to study a particu-
lar system on which some information about it is known,
but also useful to situations on which less is known about
the system. This does not mean that the methods apply
to all problems, as there are important classes of chaotic
systems on which some of the assumptions used in Sec-
tion 4 are violated. For example, in non-hyperbolic sys-
tems [33,44] trajectories may remain correlated for a long
time, which implies that one cannot assume that after
t the trajectories are independent. Nevertheless, because
the framework was outlined in the form of adding known
information about the system, it is possible that improved
insights about a class of chaotic systems can be translated
to a faster algorithm.
One advantage of the methodology presented here is
that it is not restricted to speciﬁc observables E(x). In
principle, it can been used to construct proposal distri-
butions to sample rare states in diﬀerent observables E,
E(x) = tλt, and E(x) = te(x). While it remains un-
clear what is the precise class of observables for which
our methodology allows to construct an eﬃcient proposal
distribution, the diﬀerent derivations of the proposal dis-
tribution do provide insights on the observables for which
a proposal distribution could be constructed from proper-
ties of the system. As argued at the end of Section 4.3.1,
observables computed as an average along the trajectories
are similar to the FTLE and therefore the proposal dis-
tribution, derived in equation (56) should lead to eﬃcient
algorithms in these cases.
Altogether, our results reveal a fascinating interplay
between the chaotic nature of some non-linear systems
and the numerical techniques available to study rare
events. It reinforces the idea that an eﬃcient proposal re-
quires information about the system (e.g., our derivation
of the proposal distribution used the fact that “trajec-
tories diverge exponentially” and that “the escape time
function is a fractal-like function”). The analysis of this
interplay allows to both better understand these sys-
tems and better understand these numerical techniques.
This understanding opens perspectives to develop better
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techniques to numerical study rare trajectories and ex-
treme events in non-linear systems more generally [72].
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Appendix A: Dynamical systems
In this appendix we describe the diﬀerent dynamical sys-
tems that we use throughout the paper.
A.1 Skewed tent map
A paradigmatic example of a strongly chaotic system is
the tent map [4], deﬁned on Ω = [0, 1] by
F (x) =
{
ax for x ≤ 1/a
b(1− x) for x > 1/a (A.1)
where a > 1 is a constant and b ≡ a/(a − 1) This map
contains the main features of a chaotic system: it has a
positive Lyapunov exponent
(
λL =
a log(b)+b log(a)
a+b
)
and a
positive measure. The ﬁnite-time Lyapunov exponent is
given by
toλto(x) = i(x) log a + (to − i(x)) log b, (A.2)
where i(x) is the number of times xt ∈ [0, 1/a]. Its distri-
bution of the ﬁnite-time Lyapunov exponent for U(x) = 1,
P (E) = G(E), can be computed analytically and is a
binomial,
G(E) = ≡
∫ 1
0
δ(E − toλto(x))dx
=
to−1∑
i=0
δE,λto (i)to
(
to
i
)
1
ai
(
1− 1
a
)to−i
. (A.3)
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Fig. A.1. The open tent map, and its corresponding surviving
set, equal to the construction of the cantor set. Left: the open
tent map, where the escape correspond to states inside the
interval in the middle, that maps to outside the unit interval.
Right: an iteration of the open tent map with a = b = 3
corresponds to remove the middle third of each of the plateaus
of the surviving set at time t and the set that survives this
removal is the surviving set at t + 1. The third middle Cantor
set is the surviving set at t →∞.
A.2 Standard map
The standard map considered here is deﬁned by x ≡
(p, θ) ∈ Ω = [0, 1]× [0, 1] that evolves in time according to
F (p, θ) =
{
p + K/(2π) sin(2πθ) mod 1
θ + p + K/(2π) sin(2πθ) mod 1. (A.4)
We focus on the parameter K = 6 which leads to a phase-
space with no visible KAM islands. We also consider the
leaked (open) version this map by introducing a hole into
the system at Λ = [0.1, 0.1].
A.3 Skewed open tent map
The paradigmatic example of a strongly chaotic open sys-
tem is the open tent map [10], deﬁned on Ω = [0, 1] by
F (x) =
{
ax for x ≤ b/(a + b)
b(1− x) for x > b/(a + b) (A.5)
where a > 1 and b > a/(a−1). The state exits the system
when it leaves the unit interval, i.e. Λ = R−Ω. This map
contains the main features of an open chaotic system: it
has a positive Lyapunov exponent
(
λL =
a log(b)+b log(a)
a+b
)
,
an exponential decay of the escape time distribution,
P (te) = κe−κte , (A.6)
with κ = − log(1/a + 1/b), and a conditionally invariant
measure that is fractal with a (non-integer) fractal dimen-
sion D0 given implicitly by
a−D0 + b−D0 = 1. (A.7)
A.4 Coupled open He´non map
As a generic example of a high-dimensional strongly
chaotic open system, we consider a set of d cou-
pled He´non maps on a ring, deﬁned by a state x =
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Fig. A.2. The escape time function, te(x), of the tent map for
a generic a and b. There are 2t intervals, and the size of each
plateau can be analytically computed from the one at a previ-
ous time, and therefore be written analytically. Speciﬁcally, a
given interval has size ε(x) = (1− 1/a− 1/b)a−i(x)b−te(x)+i(x),
where i(x) is the number of times 0 < F t(x) < 1/a, for
t = 1, ..., te(x). The crucial observation is that λte(x)(x) is pro-
portional to log(ε(x))/te(x). Adapted from reference [24].
(x1, y1, ..., xd/2, yd/2) ∈ Ω = Rd where each individual
map (xi, yi) evolves according to
(
xi
yi
)
=
(
Ai − x2i + Byi + k(xi − xi+1)
xi
)
, (A.8)
for i = 1, ..., d/2, d/2+1 ≡ 1, and with parameters k = 0.4,
B = 0.3, A1 = 3 (if d > 1), Ad/2 = 5, and Ai = A1 +
(Ad/2 − A1)(i − 1)/(d/2 − 1). This choice of parameters
ensures that a chaotic map is obtained in the d = 2 case
and corresponds to the map studied in reference [11] for
d = 4. The constraining region is Γ = [−4, 4]d because it
covers the chaotic saddle of the system, and Λ = Ω − Γ ,
i.e. the trajectory leaves the system if the absolute value
of any of the coordinates is higher than 4. The escape
function E(x) = te(x) for d = 4 is represented in Figure 2.
Appendix B: Eﬃciency of the uniform
proposal
Here we show that the choice of sampling distribution
does not necessarily decrease the scaling of the vari-
ance of the estimator. Our goal is to compute the av-
erage acceptance rate for a given escape time te in the
canonical ensemble with a uniform proposal distribution,
g(x′|x) = 1/|Γ |. The acceptance is given by a(x′|x) =
min{1, exp(−β(te(x′) − te(x))} where β < 0 is used to
reach higher E(x) = te(x). The acceptance of a state x is
given by
a(x) =
∫
Γ
dx′a(x′|x)g(x′|x). (B.1)
Because g(x′|x) = 1/|Γ | and π only depends on te(x),
a(x) does not depend on x, only on te: a(x) = a(te(x)).
The average acceptance rate at a given te, A(te) ≡
E [a(x)|te], is given by
A(te) =
1
m(te)
∫
Γ
dxδ(te − te(x))e−βte(x)a(x). (B.2)
Because a(x) only depends on te, it can be pulled out of
the integral, and thus A(te) = a(te). Taking into account
that P (t′e) = κ exp(−t′eκ), the acceptance rate can be com-
puted analytically by integrating equation (B.1) and leads
to
A(te) =
e−κteβ + eteβκ
β + κ
. (B.3)
This shows that the acceptance rate decays exponentially
with increasing te (recall that β < 0). Because low accep-
tance implies that the random walk stays on the same
state for a long time, this leads to an exponential in-
crease of the autocorrelation time T (E) and therefore
an increase of the variance in equation (22). This same
argument applies to a ﬂat-histogram simulation, where
π(x) ∝ exp(κte(x)).
Appendix C: Simpliﬁed proposals
This section presents approximations that can be used to
simplify both the implementation time and the computa-
tional cost of the proposals derived in Section 4. These
approximations often reduce the general proposal derived
in Section 4 to particular proposals already found in the
literature, and therefore explains such proposals in this
wider context.
C.1 Propose with the Lyapunov exponent in open
systems
Equation (43) requires computing λte(x)(x), even though
the main interest is in te(x). This calculation requires us-
ing a numerical algorithm or multiply a product of matri-
ces [26], both of which have an associated computational
cost. A simpliﬁcation to this proposal is to approximate
λte(x)(x) by the maximum of the distribution of FTLE
with ﬁnite-time te, λL(te),
λte(x)(x) ≈ λL(te(x)). (C.1)
This approximation is valid as long as λte(x) is not on
the tails of the distribution of FTLE with ﬁnite-time te,
P (λte). A sampling distribution that only depends on te,
π(x) = π(te(x)), guarantees that states with the same
te are equally sampled, P (x|te) = U(x), and therefore
P (λte(x)|te) = P (λte). Furthermore, the approximation
of using the maximum of the distribution holds because
the tails of P (λte) decay exponentially with increasing te
(see Sect. 2.1). Under these approximations, equation (43)
can be simpliﬁed to
δx(x) = Δe−λL(te(x))t(x). (C.2)
Furthermore, λL(te) converges to the Lyapunov exponent
of the system, λL, with increasing te. Therefore, a fur-
ther simpliﬁcation is to use the Lyapunov exponent of the
system instead of λL(te) in equation (C.2),
δx(x) = Δe−λLt(x). (C.3)
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Furthermore, the t(x) we derived in equation (61), in
the ﬂat-histogram ensemble and with logG(te) ∝ −κte,
can written as
t(x) = te(x)− a
κ
. (C.4)
Deﬁning the constant δ0 ≡ Δe−aλL/κ, we can write
δx(x) = δ0e−λLte(x). (C.5)
This equation is exactly the proposal derived in refer-
ence [24], and shows that the proposal derived in Sec-
tion 4.3.2 generalizes the proposal in reference [24].
C.2 Adaptively estimate the Lyapunov exponent
Using the proposal distribution with λL requires a pri-
ori knowledge of it, which typically is not available. This
diﬃculty resembles the same problem that ﬂat-histogram
simulations have: G(E) is required, but it is typically un-
known a priori. This analogy motivates a Monte Carlo pro-
cedure that on the ﬂy computes δx(t) that scales with λL.
Consider an hypothetical simulation with an isotropic
proposal distribution (Eq. (41)) with
δx(x) = σ(te(x)), (C.6)
where σ(t) is initially set to be σ(t) = 1 for every t. Con-
sider also that the simulation reached a state x with a high
escape time (e.g. te = te(x) = 10/κ). A proposed state,
x′ = x+ hˆσ(te), will most likely have a much lower escape
time (e.g. te(x′) = 1/κ). From equations (43) and (61),
this indicates that σ(te) is much higher than the “cor-
rect” proposal, δx(x), and therefore it should be reduced
in the next proposal. The opposite is also true: when σ(te)
is much smaller than δx(x), te(x′) = te(x) and it should
be increased. This hypothetical simulation suggests that,
in the same spirit as the Wang-Landau algorithm to ap-
proximate the density P (te), there is the possibility to
approximate δx(x) using an update scheme that can be
inserted in the Metropolis-Hastings algorithm, and that
is given by the same algorithm as the Wang-Landau (see
Sect. 3.3.2), but instead of updating PWL(t), it updates
also σ(t) [24]:
σ(te) =
{
σ(te)f for te(x′) = te,
σ(te)/f for te(x′) < te.
(C.7)
This update scheme generalizes the Wang-Landau proce-
dure to the proposal distribution. It is expected to con-
verge to a function σ(t) that decays exponentially with the
Lyapunov exponent of the system, and a proposal distri-
bution with a constant acceptance rate in a ﬂat-histogram
simulation. It was extensively tested in diﬀerent systems
(tent map, full chaotic standard map with a leak, Coupled
He´non map with diﬀerent Ds), see references [24,45,71].
C.3 Power-law proposal distribution
The proposal distributions derived in the previous sections
requires some knowledge about the state and the system:
λto(x), te(x) (in open systems), λL of the system, and,
in some situations, G(E(x)). Another alternative to avoid
computing δx(x) is to consider a proposal on which the
time t that the two trajectories remain together is not
imposed by a given t(x), but that is a uniformly ran-
dom variable between [0, to] (FTLE) or [0, te(x)] (open
systems) that is generated on each proposal. Some values
of t will be far from the optimal t(x) and the corre-
sponding x′ will be rejected or it will be too close from x,
but others t will still be close from the optimal t(x) and
therefore useful.
Having a uniformly distributed correlation t still re-
quires computing δx(x) in equation (43), which requires
λto(x). In the case λt(x) is unknown (e.g. in open sys-
tems one could be only interested in the escape time and
therefore not compute λt(x)), one may further approxi-
mate it by an uniform distribution between two extremes.
Because the product of two uniformly distributed random
variables is also uniformly distributed, this leads to a pro-
posal distribution where δx(x) is given by exp(−U(a, b))
where a and b are free parameters. By standard trans-
formation of variables, this leads to a scale δx(x) that is
power-law distributed and given by
P (δx|x) = P (δx) = 1
δx
1
smax − smin ∈ [δmin, δmax], (C.8)
where δmin and δmax ≈ |Γ | are two free parameters. The δ
in x′ = x + hδ is an half-normal distribution with a scale
δx, but since this scale is now power-law distributed, it
is no longer necessary to use the half-normal distribution
altogether; instead, it is possible to just use the power-
law proposal distribution where δ is drawn from P (δx)
in equation (C.8), i.e. |x′ − x| is power-law distributed
according to equation (C.8). Without the half-normal dis-
tribution the proposal distribution no longer depends on
x and therefore g(x′|x)/g(x|x′) = 1.
The stagger part of the algorithm of reference [11] pro-
poses exactly with a scale given by equation (C.8) and the
argumentation above explains why the proposal distribu-
tion used in reference [11] to ﬁnd states with high-escape
time te is reported to work well: it is a proposal distribu-
tion that proposes x′ correlated with x with a correlation
t that is uniformly distributed, which eventually proposes
x′ with the optimal correlation t(x). To conﬁrm this ex-
planation, let us consider a ﬂat-histogram simulation with
a power-law proposal distribution on the open tent map
and consider the measurement of E [log δx|A∗, te], where
A∗ is the condition ε < a(x′|x) < 1 − ε (of bounded
acceptance). Under the above argumentation, the scale
log δx that contributes to a bounded acceptance is given
by −λtete, per equation (C.5). This is conﬁrmed by nu-
merical simulation, shown in Figure C.1, and was obtained
also for the problem of ﬁnding rare states, as reported in
reference [45]. This result, combined with the derivation
of t(x), explains the success of the proposal (the stag-
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Fig. C.1. The relevant proposals of the power-law proposal
are those on which the scale is given by δx(x) in equation (C.5).
The x axis is the escape time; the y axis is the best estima-
tor of E [log δx|A∗, te] (black dots, 2σ) over 4 × 105 samples
obtained from a ﬂat-histogram simulation with the power-law
proposal given by equation (C.8), for each escape time te and
conditional to on acceptance A∗ = {ε < a(x′|x) < 1− ε} with
ε = 0.1. The power-law proposal distribution samples all scales,
but the scales suitable for Metropolis-Hastings depend on te as
exp(−λte), as expected from the results of Section C.1. This
simulation was made on the open tent map, equation (A.5),
with a = 3 and b = 5. The best estimate of −λte(x)te +log(Δ)
with Δ = 50 corresponds to the red line (2σ). The correspon-
dence of the two curves indicates that the scale of the power-
law proposal whose acceptance rate is bounded corresponds to
the scale given by δx(x). The parameters used in the power-law
proposal were δmax = 1, δmin = 2
−40.
ger) used in reference [11] from basic notions of chaotic
systems and numerical methods.
Appendix D: Algorithmic description
It is useful to summarize the diﬀerent proposals in an
algorithmic form so they can be easily implemented. In
all cases, the proposal requires the current state of the
random walk, denoted by x. In our implementation (see
Ref. [66]) we use arbitrary precision libraries that allow
us to use proposals with arbitrary small widths and there-
fore to test our results beyond the precision of particular
computers. For ﬁnite-precision implementations it is im-
portant to verify that the proposal width δx(x) is larger
than round-oﬀ errors and one could also consider alterna-
tive proposals that avoid this limitation (e.g., to propose
trajectories using the time-evolved x).
D.1 FTLE in closed systems
1. Generate a unitary vector δˆ in D dimensions;
2. Compute t = to − log(a)d log π(E)/dE(E) 1|λL−λto (x)| , equa-
tion (54);
3. Compute δx = Δ exp(−tλto(x)), equation (43);
4. Generate a random number δ from a normal distribu-
tion with mean 0 and variance δ2x;
5. Make x′ = x + δˆ|δ|.
Where Δ ∈ R is free parameter (e.g. Δ = 0.1) and a is
the chosen average acceptance (e.g. 0.5). For example, in a
canonic ensemble with parameter β, d log π(E)/dE(E) =
β and therefore t = te(x)− log(a)β 1|λL−λto (x)| . The value of
λL can be estimated using e.g. the ﬁrst samples of the ran-
dom walk. In the ﬂat-histogram ensemble, λL is the max-
imum of G(λto) and log π(E)/dE(E) = logG(E)/dE(E),
or by an approximation of it, e.g. using GWL of the Wang-
Landau algorithm.
D.2 Open systems
1. Generate a unitary vector δˆ in D dimensions;
2. Compute t = te(x)− 1/κ− a−1d log π/dte , equation (61);
3. Compute δx = Δ exp(−tλto(x)), equation (43);
4. Generate a random number δ from a normal distribu-
tion with mean 0 and variance δ2x;
5. Make x′ = x + δˆ|δ|.
Where δ0 is a free parameter (e.g. δ0 = 0.1). Both λte(x)
and te(x) are required by the proposal and both can be
computed during the same evolution of the system: te(x)
is the time until the trajectory enters the exit region Λ,
λte(x) is the FTLE of this trajectory.
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