In this paper we present a Doob type maximal inequality for stochastic processes satisfying the conditional increment control condition. If we assume, in addition, that the margins of the process have uniform exponential tail decay, we prove that the supremum of the process decays exponentially in the same manner. Then we apply this result to the construction of the almost everywhere stochastic flow to stochastic differential equations with singular time dependent divergence-free drift.
Introduction
Let {Ω, {F t } t≥0 , F , P} be a filtered probability space satisfying the usual conditions. Let {X t } t∈ [0,T ] be a {F t }-adapted stochastic process. There has been abundant research on the distribution of the supremum sup t∈[0,T ] |X t | since Doob's martingale maximal inequality. See, for example, [2, 11, 14, 15] . Here we consider continuous processes {X t } t∈ [0,T ] satisfying the conditional increment control condition as follows. For processes satisfying condition (1.1), we prove a Doob type maximal inequality as follows. 
Here θ > 1 is an arbitrary constant, ζ (θ ) is the Riemann zeta function and Γ(z) is the Gamma function.
Under condition (1.1), we further study the tail decay of sup t∈ [0,T ] |X t | when the margins of {X t } t∈ [0,T ] have uniform α-exponential decay for some α > 0, i.e. there exist C 1 ,C 2 > 0 such that P (|X t | ≥ λ ) ≤ C 2 exp (−C 1 λ α ) , for all λ > 0 and all t ∈ [0, T ].
In Theorem 2.4, we prove that if a continuous process {X t } t∈ [0,T ] has uniform α-exponential marginal decay and satisfies the conditional increment control for (p, h) with p > 1, 0 < h ≤ 1 and ph > 1, then its supremum sup t∈[0,T ] |X t | decays in the same manner as its margins, i.e.
P sup t∈[0,T ]
|X t | ≥ λ ≤ C exp(−Cλ α ).
Our results here are closely related to the great theorems of Kolmogorov and Doob. The conditional increment control condition can be easily deduced from Kolmogorov's continuity and tightness criteria, which means our result can be applied to a large class of diffusion processes as well as Gaussian processes like fractional Brownian motion. Moreover, the conditional increment control condition is also satisfied by martingales, which makes Theorem 1.2 a generalization of Doob's maximal inequality. In addition to being mathematically interesting, our results also have practical significance since we have no structural assumption on the processes. We only assume the conditional increment control and exponential marginal decay, which can be directly verified using empirical data. In this article, we show an application of our results to the study of stochastic differential equations
where b is a time dependent divergence-free vector field and B t is the standard Brownian motion on R d . Our main result of this application is Theorem 3.7, which states that there is unique almost everywhere stochastic flow X (ω, x) :
For SDEs with singular drift, Aronson [1] proved that there is a unique weak solution to (
Moreover, it proved that the transition probability of
Actually the Aroson estimate is true in more general cases when the diffusion coefficient is uniformly elliptic and
With the same condition on b as in Aronson [1] , Krylov and Röckner [9] proved that there exists a unique strong solution to (1.2) . Regularity results about the strong solution are obtained in Fedrizzi and Flandoli [6, 7] . If we assume boundedness of div b, since the renormalized solution introduced by DiPerna and Lions [4] , there has been lots of work on ODEs dX t = b(t, X t )dt. In particular, Crippa and De Lellis [3] developed new estimate on ODEs with Sobolev coefficient b and gave a new approach to construct the Diperna-Lions flow. This idea is extended to solve SDEs in [5, 16, 17] . In Zhang [16] , in addition to boundedness of div b, it assumes that ∇b ∈ L log L(R d ) to control X t locally and that |b|/(1 + |x|) ∈ L ∞ (R d ) to control X t from explosion. Together with Sobolev condition on the diffusion coefficient, Zhang [16] proved existence of a unique almost everywhere stochastic flow to SDEs. Since it is harder to control the growth of solutions to SDEs than ODEs, the linear growth condition on b is needed in Zhang [16] , while it is not necessary in Crippa and De Lellis [3] . Fang, Luo and Thalmaier [5] extend it to SDEs in Gaussian space with Sobolev diffusion and drift coefficients. In Zhang [17] , it relaxes the boundedness of div b to only the negative part of div b, and proved large deviation principle for the corresponding SDEs.
In section 3, we prove the existence of the almost everywhere stochastic flow to (1.2) through approximation. Take smooth approximation sequence t |} n∈N can be controlled uniformly and allows us to remove the linear growth condition on b used in Zhang [16] . Then following the idea of Zhang [16] , we can prove that the sequence {X (n) t } n∈N converges to a unique limit X t , which is the unique almost everywhere stochastic flow to SDE (1.2). In a special case, Theorem 3.7 is true when divergencefree b ∈ L 2 (0, T ; H 1 (R 3 )), which is of particular interest since the Leray-Hopf weak solutions to the 3-dimensional Navier-Stokes equations are in this space. However, the existence of a unique almost everywhere stochastic flow does not imply the uniqueness of the weak solutions to the corresponding parabolic equations. Since the stochastic flow is defined for almost everywhere initial data x ∈ R d , it actually disguises the "bad" points in the measure zero set. For more discussion on the non-uniqueness of parabolic equations, we refer to Modena and Székelyhidi [12] . For simplicity, in this article we only discuss the case when the drift is divergence-free and the diffusion is the standard Brownian motion. But actually, using the idea in [13, Corollary 9], we can obtain the Aronson type estimate and hence extend the result in Theorem 3
Moreover, the diffusion coefficient also can be extended to be Sobolev as in Zhang [16] .
Maximal Inequality
In this section, we always assume that the processes {X t } t∈[0,T ] satisfy the conditional increment control (1.1) with p > 1, 0 < h ≤ 1 and ph > 1. Under this condition, we prove the Doob type maximal inequality in Theorem 1.2 and the exponential tail decay for the supremum sup t∈[0,T ] |X t | in Theorem 2.4. Before starting the proof, we give below some examples of processes which satisfy the conditional increment control.
• Any continuous martingales. The conditional increment control is satisfied for any (p, h) with A p,h = 0.
• Fractional Brownian motions with Hurst parameter h ∈ (0, 1).
• Let {X t } t∈[0,T ] be a continuous stochastic process satisfying
Using Jensen's inequality, it is easy to see that the conditional increment control is satisfied with the same parameter (p, h) and the same constant A p,h . Processes satisfying (2.1) are archetypal examples considered in the rough paths theory for which canonical constructions of associated geometric rough paths are available and well-studied (see [8, 10] ). This type of processes also arises as solutions to SDEs.
A Doob Type Maximal Inequality
Before proving the maximal inequality, we will need two lemmas. Firstly, we prove the following estimate for the supremum of the conditional increment.
Here θ > 1 is an arbitrary constant, ζ (θ ) is the Riemann zeta function and Γ(z) is the Gamma function.
Proof. Let s,t ∈ [s 0 ,t 0 ], s < t be fixed temporarily. Denote
Then there exists a sequence of intervals
(ii) For any m ≥ 1, there are at most two elements of {J k } with length
m −θ to be the Riemann zeta function. By Jensen's inequality, we have
where the inequality in the fourth line is due to property (ii) of {J k }. Hence,
By Doob's maximal inequality for martingales,
where
Now the proof is complete.
Using Lemma 2.1, we show a Doob type inequality for processes satisfying condition (1.1). To this end, we shall need the following elementary result. 
Proof.
(1) By the right continuity of Y t , we may assume that τ takes only countably many values
Finally, using 
Therefore, 
Tail decay for the supremum
with M being a large enough constant. Since we always have P (|X t | ≥ λ ) ≤ 1, actually (2.5) implies (2.4) for another pair of constants (C 1 ,C 2 ). In the following, we will always use (2.4).
Notice that if {X t } t∈[0,T ] satisfies (2.4), one has
for any q > 0. Now we state our theorem.
Theorem 2.4. Let {X t } t∈[0,T ] be a stochastic process satisfying condition (1.1) with parameter (p, h).
Suppose that there exists constants α > 0, C 1, C 2 > 0 such that
By Lemma 2.1,
Next we need to estimate P sup t∈I n |E(X t n |F t )| ≥ λ . Notice that
Here we fix an arbitrary constant β > 1. When αq ≤ β , by Doob's maximal inequality and (2.6), we have that
When αq > β , again by Doob's maximal inequality and (2.6), we have that
where the constant C depends on (α, β ,C 1 ,C 2 ). By Chebyshev's inequality,
Hence, for any N ∈ N + , by (2.8) and (2.9), we have that
When λ is large enough, notice that E ≫ F and E F is large enough. Then we can set N to be the greatest integer less than or equal to
where C depends on C 1 , C 2 , p, h and α. Finally, replace 2λ by λ and the proof is complete.
SDEs with singular drift
In this section, we apply the results in the previous section to solve SDEs
We use the idea of approximation and a priori estimates to show that the approximation sequence converges in probability. Together with the L 2 (Ω × B r ;C([0, T ]) ) bound of the approximation sequence, we have that the sequence converges in L k (Ω × B r ;C([0, T ]) ) for k ∈ [1, 2). Here B r is the ball in R d of radius r and center at the origin.
Supremum of solutions to SDEs
To control the supremum sup t∈[0,T ] |X t |, we will need the following Aronson type estimate of the transition probability of X t proved in [13, Corollary 9] .
. In addition, we assume that b is smooth with bounded derivatives. If µ := 2 2−γ+ 2 l > 1, the transition probability has upper bound
Remark 3.2. This theorem is actually true for diffusion processes corresponding to parabolic equations 2) . The proof follows the idea in [13] with small modification. This upper bound estimate of the transition probability implies the following. 
for large enough λ and 0 ≤ s < t ≤ T . The constant C depends on (l, q, d, Λ).
for 0 < t ≤ T and large enough λ . Similarly, when µ = 1, we have
Recall that µ = 1 implies q = ∞ and hence ν = 
Now we can apply Theorem 2.4 to obtain the following result. 
with the same α as in Proposition 3.3. Moreover, for any p ≥ 1 we have that
Existence and uniqueness of strong solutions
Now we can construct a unique almost everywhere stochastic flow to (3.1) using approximation. The argument essentially follows Zhang [16] . When the vector field b is smooth and divergence-free, the strong solution X t to (3.1) preserves the Lebesgue measure in the sense that 
where the constant C depends on (r, p, d).
Integrate both sides on B r and take expectation, then by (3.2) and Lemma 3.5 we have that
Finally, we integrate in t, and then take supremum in time t for log
+ 1 and the proof is complete. Now we are ready to prove the main result in this section. Proof.
Step 1: We prove the existence of solution X t using approximation. By cut-off and mollification, we can find a sequence of divergence-free , we can first choose L large enough and them choose (n, m) large enough, which means θ (n,m) is small enough, such that
|b ε (t, X t (x)) − b(t, X t (x))|dtdx .
For the second and the third terms, we control them just as I 1 . The first term converges to 0 as n → 0 since X (n) t → X t in L k (Ω × B r ;C([0, T ])) and now we can conclude that X t = Y t .
Step 3: Finally we prove that the solution is unique. Suppose that we have two solutions X t and X t and we apply Lemma 3.6 to them to deduce that
which is uniform for all θ > 0. Hence we can take θ → 0 and now the proof is complete.
