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Abstract
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boundary values. In particular we show how monogenic functions can be used to
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1 Introduction
Hyperfunctions are generalized functions introduced in the late 1950s by M. Sato, [22], [24]
and can be thought of as the analytic equivalent of Schwartz's distributions, [26]. Indeed
Sato was inspired by a belief that the natural setting for the analysis of singularities of
solutions of dierential equations was the analytic setting, rather than the dierential one;
for this reason his hyperfunctions must be constructed on real analytic manifolds, unlike
distributions that only require a dierentiable structure. For the sake of simplicity, one
could conne the attention to the case of distributions and hyperfunctions dened on open
sets in n dimensional real Euclidean spaces, and since Rn is both dierentiable and real
analytic, both theories can be described in this setting. The original theory of Sato, in
one variable, is quite intuitive and allows us to think of hyperfunctions as the dierence of
the boundary values of a holomorphic function across a singularity: we will discuss some
examples later on. The generalization to the case of n > 1 variables, however, is quite
complex and relies on a dierent interpretation of hyperfunctions as elements in suitable
relative cohomology groups. As such, a fully developed theory of hyperfunctions in several
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variables requires instruments from sheaf theory, category theory, and derived functors.
This is clearly beyond the scope of this article, but despite this technical apparatus, it is
still possible to oer an interpretation of hyperfunctions as (sums of) boundary values of
suitable holomorphic functions. A very useful feature of hyperfunctions is that they form
a abby sheaf. Flabbiness allows to extend solutions of a dierential equation globally, no
matter what the singularities which may occur at the boundary of their original domain.
This is an advantage with respect of working with distributions which may be not extend-
able beyond some points. One should note that distributions form a subsheaf of the sheaf
of hyperfunctions.
One could wonder whether it may be possible to develop a theory of boundary values for
functions that generalize holomorphic functions. This is indeed possible in several hyper
complex contexts. For example, a full theory can be developed for boundary values of
Cauchy-Fueter functions (see e.g. [10], [23], and most importantly [4]). In this paper,
however, we will conne our attention to the case of boundary values of monogenic func-
tions as introduced in [27] and [28].
In particular, in this paper we intend to revise some basic facts about monogenic hyper-
functions. These are a generalization of the now classical notion of hyperfunctions.
We also show that Cliord analysis allows to introduce monogenic hyperfunctions
which are related to Sato's hyperfunctions and which lead to a simpler representation of
Sato's hyperfunctions as boundary values.
Problems involving boundary values, though in a dierent setting have been treated in
[11, 13, 12].
The plan of the paper is the following: in Section 2 we recall the basic facts on Sato's
hyperfunctions. In Section 3 we introduce monogenic hyperfunctions; for the sake of
completeness and in order to illustrate the main ideas underlying the theory, we have
added the proofs of some old results. Then we discuss some examples related to the Dirac
delta on Rn and to the Riesz potential. Finally, in Section 4 we sketch some possible
directions of research.
2 Sato's hyperfunctions
We provide here some basic material on this theory, and we refer the interested reader to
[14], [15], [18] for all the proofs.
Let us consider an open set 
  R; an open set U  C such that 
 is a closed subset
of U , is said to be a complex neighborhood of 
.
Let us consider the complex vector space O(U n
) and its subspace O(U) where O denotes
the sheaf of holomorphic functions.
Denition 2.1. Let 
 be an open set in R. The vector space of hyperfunctions on 
 is
dened as
B(
) = O(U n 
)O(U) ; (1)
where U is any complex neighborhoods of 
.
Thus a hyperfunction f(x) as an equivalence class f(x) = [F (z)] in this quotient. Any
function F (z) in the equivalence class is said to be a dening function for f(x).
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The quotient O(U n 
)=O(U) depends a priori on the choice of the open set U  C, but
the next proposition, which relies on the Mittag{Leer theorem, shows that this is not
the case.
Proposition 2.2. Let U and U 0 be two complex neighborhoods of the same open set 
  R.
Then, there is a vector space isomorphism
O(U n 
)
O(U)
= O(U
0 n 
)
O(U 0) :
Example 2.3. Let F 2 O(U n 
) and denote by f = [F ] the hyperfunction f dened by
the quotient (1). If the function F is holomorphic at every point of 
, then f is the zero
hyperfunction.
It is important to note that it is not possible to speak about the value of a hyperfunction
at a given point, so it is not correct to think of f(x) = 0 as a numerical value.
It is possible to give an important alternative denition of B(
). Indeed, the relative
cohomology sequence of the pair (U;U n 
) with coecients in the sheaf O gives (with
standard use of notations)
0! H0
(U;O)! H0(U;O)! H0(U n 
;O)
! H1
(U;O)! H1(U;O)! : : : :
The Mittag{Leer theorem implies that H1(U;O) = 0 and the unique continuation prop-
erty for holomorphic functions gives H0
(U;O) = 0. By the above exact sequence we
obtain
B(
) = O(U n 
)O(U)
= H1
(U;O):
The support of a hyperfunction f 2 B(
) is dened as the complement in 
 of the largest
open subset on which f vanishes, and we denote by B[K] the space of hyperfunctions
supported by the compact set K. We have:
Theorem 2.4. Let K be a compact set in R and let U be any complex neighborhood of
K. We have the following isomorphism
B[K] = O(U nK)O(U) : (2)
Note that, since a hyperfunction is determined by the equivalence class of a function
F 2 O(U n
), we can set U n
 = U+[U  with U = U\fImz > 0g and F = (F+; F ),
F 2 O(U) so that the hyperfunction f can be represented by the pair (F+; F ).
Consider the following hyperfunctions:
"(z) =

1 for Imz > 0
0 for Imz < 0
"(z) =

0 for Imz > 0
 1 for Imz < 0:
The hyperfunction ["] is dened on R. It can be seen as the unit hyperfunction 1 if we
look at it as the dierence of boundary values of holomorphic functions. Obviously we
have ["] = ["]. This hyperfunction is used to construct a hyperfunction starting from a
real analytic function a(x): it is sucient to multiply a(x) by the unit hyperfunction 1.
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Example 2.5. (Boundary values) We now explain how a holomorphic function F on U n

denes a hyperfunction f = [F ] that can be seen as the boundary value of F . In fact, let
us set
F (x+ i0) = [F  "]; F (x  i0) = [F  "]:
We have
f(x) = F (x+ i0)  F (x  i0)
which gives formal meaning to the notion of boundary value.
This last example is important as it illustrates that there are hyperfunctions that are
not distributions. In fact it is well known that all the distributions on the real line are
in fact boundary values of holomorphic functions. However not all the boundary values
of holomorphic functions are distributions, as explained in the next result, essentially due
to Kothe, [16], and which we reformulate in the language (non-existent at the time) of
hyperfunctions.
Theorem 2.6. Let 
 be an open set in R and let U be a complex neighborhood of 
. Let
f = [F ] 2 B(
). The hyperfunction f is a distribution on 
 if and only if for any compact
set K in U there are positive constants C,  and N 2 N such that, if 0 < jyj < , then
sup
x2K
jF (x+ iy)j  Cjyj N :
Moreover, a distribution supported at the origin can be expressed as a nite linear com-
bination of derivatives of the Dirac delta. It is not anymore the case with hyperfunctions,
in view of the following
Proposition 2.7. Let f 2 B(f0g). Then
f(x) =
+1X
j=0
aj
dj
dxj
(x)
where limj!+1 j
p
j! aj = 0.
Denoting by A, D0 the sheaves of real analytic functions and of distributions on R, we
deduce the following proper inclusions:
A  D0  B
An important feature of the sheaf of hyperfunctions in contained in next result. Before to
state it, we need the following denition:
Denition 2.8. A sheaf F on Rn is said to be abby if for every open set U  Rn the
restriction map F(Rn)! F(U) is surjective.
Theorem 2.9. Let 
  R. Then the correspondence

! B(
);
denes a abby sheaf B on R.
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This is not the appropriate setting for a discussion of the notion of abbiness, but
we will simply note that this concept is of central importance in the study of sheaves of
solutions of systems of dierential equations.
Let us now move to hyperfunctions on Rn. The denition requires more sophisticated
tools and we will not discuss the details here but we limit ourselves to give the following:
Denition 2.10. Let 
 be an open set in Rn and let U be any complex neighborhood of

. Then
B(
) = Hn(U;U n 
;O) = Hn(Cn;Cn n 
;O) = Hn
(Cn;O):
It is possible to interpret hyperfunctions as boundary values but in a more complicated
way, which involves the notion of innitesimal wedge. Given an open set 
  Rn, let Rny
be the space of purely imaginary coordinates and let    Rny be an open cone with vertex
in the origin. A set of the form Rn + i  is called a wedge. A complex open set U  Cn is
called an innitesimal wedge of type 
 + i 0 if U  
+ i  and for every proper subcone
 0 of   and for every " > 0 there is  > 0 such that
U  
" + i( 0 \ fjyj < g)
where we have set 
" = fx 2 
 : dist(x; @
) > "g.
Denition 2.11. (Boundary value representation of hyperfunctions). Let fF`(z)g`=1;:::;m
be a set of holomorphic functions dened on innitesimal wedges 
 + i `0, ` = 1; : : : ;m.
The formal sum
f(x) =
mX
`=1
F`(x+ i `0)
is a hyperfunction on 
.
Hyperfunctions can be interpreted also as analytic functionals in the sense of the next
result:
Theorem 2.12. Let K be a compact set in Rn, n  1. The space B[K] of hyperfunctions
with support contained in K is isomorphic to HnK(Cn;O). Moreover we have
B[K] = A0(K):
This quick introduction shows some main features of hyperfunctions that we will fur-
ther discuss in the next section.
3 Monogenic hyperfunctions
By Cn we denote the real Cliord algebra over n imaginary units e1; : : : ; en satisfying
the relations eiej + ejei =  2ij . An element in the Cliord algebra will be denoted
by
P
A eAxA where A = i1 : : : ir, i` 2 f1; 2; : : : ; ng, i1 < : : : < ir, is a multi-index,
eA = ei1ei2 : : : eir and e; = 1. The norm of an element
P
A eAxA 2 Cn is dened by
jxj2 =PA jxAj2. As it is well known, C1 contains bicomplex numbers, while C2 is the set
of biquaternions H
H.
An element (x0; x1; : : : ; xn) 2 Rn+1 will be identied with the element x = x0 + x called,
in short, paravector. A function f : U  Rn+1 ! Cn is seen as a function f(x) of the
paravector x.
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Denition 3.1. Let 
  Rn+1 be an open set. Then Ml(
) (resp. Mr(
)) denotes the
right Cn-module of real dierentiable functions satisfying
Df =
0@ @
@x0
+
nX
j=1
ej
@
@xj
1A f = 0 (resp: fD = @
@x0
f +
0@ nX
j=1
@
@xj
fej
1A = 0):
As it is well known D is called generalized Cauchy-Riemann operator and the functions
in its kernel are said to be monogenic. The Cn-modules Ml(
) (resp. Mr(
)) endowed
with the topology of the uniform convergence on the compact subsets of 
 are Frechet
modules, see [27].
Let 
  Rn be an open set and let U  Rn+1 be an open set such that 
 is relatively
closedin U .
Denition 3.2. The set of left monogenic hyperfunctions in 
 is dened as
Bl(
) = Ml(U n 
)Ml(U) :
The fact that the denition is well posed and does not depend on the choice of the
open set U is based on the validity of the Mittag-Leer theorem, see [2, Theorem 21.2].
Theorem 3.3. (Mittag-Leer) Let U = fUigi2I be a locally nite open covering of U and
let gij 2Ml(Ui \ Uj), with Ui \ Uj 6= ; be such that
gij + gji = 0;
and if Ui \ Uj \ Uk 6= ;
gij + gjk + gki = 0:
Then there exist function gj 2Ml(Ui) such that
gjk = gk   gj in Uj \ Uk:
We now show that Denition 3.2 is well posed by proving the following fact, which is
well known in the case of Sato's hyperfunctions:
Proposition 3.4. Let U;U 0 be two open sets in Rn+1 such that 
 is relatively closed in
U and in U 0. Then Ml(U n 
)
Ml(U)
= Ml(U
0 n 
)
Ml(U 0) :
Proof. It is not reductive to assume that U 0  U . Consider the restriction map
 :
Ml(U n 
)
Ml(U) !
Ml(U 0 n 
)
Ml(U 0) :
The homomorphism  is obviously injective since two monogenic functions f and g that
coincide on U 0 n
 must coincide on U n
. Thus we have to show that  is also surjective.
The Mittag{Leer theorem asserts that if V and V 0 are two open sets in Rn+1, then for
any function f 2 Ml(V \ V 0) there exist f1 2 Ml(V ), f2 2 Ml(V 0) such that f(z) =
f1(z)  f2(z) on V \ V 0. This result, applied to the pair of open sets U n
 and U 0, yields
that any f 2 Ml(U 0 n 
) can be expressed as f(z) = f1(z)   f2(z) with f1 2 Ml(U n 
)
and f2 2Ml(U 0). Then (f1) = f .
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Mittag-Leer theorem can be written in cohomological terms as:
Theorem 3.5. (Mittag-Leer) Let U  Rn+1 be an open set. Then
H1(U;Ml) = 0:
Remark 3.6. The cohomological formulation of the result allows to write the relative
cohomology sequence of the pair (U;U n 
) with coecients in the sheaf Ml which gives
0! H0
(U;Ml)! H0(U;Ml)! H0(U n 
;Ml)
! H1
(U;Ml)! H1(U;Ml)! : : : :
The Mittag{Leer theorem and the unique continuation property for monogenic functions,
see [2], imply H0
(U;Ml) = 0 and so we deduce
Bl(
) = Ml(U n 
)Ml(U)
= H1
(U;Ml):
Remark 3.7. In alternative, see [17], Bl(
) can be dened as
Bl(
) = Ml(R
n+1 n 
)
Ml(Rn+1 n @
) :
Remark 3.8. The set of right monogenic hyperfunctions in 
 is dened in a similar way:
it suces to change the subscript "l" with "r" in the above denition. It is immediate to
verify that Bl(
) is a right Cn-module.
We also have the following result, whose proof follows the lines of the analogous result
in the complex setting:
Theorem 3.9. The assignment 
 7! Bl(
) is a abby sheaf of Cn-modules.
Proof. Let 
 and 
0 be two open sets in Rn and assume that 
0  
. We show that
the restriction map Bl(
) ! Bl(
0) is surjective. To this end, take f 2 Bl(
0), let @
0
be the boundary of 
0 and set V = Rn+1n@
0. The set 
0 is a closed subset of V ,
so f admits a representative F 2 Ml(V n
0) = Ml(Rn+1n
0). Since 
0  
, we have
that F 2 Ml(Rn+1n
). Since W = Rn+1n@
 is a neighborhood of 
 we have that
F 2 Ml(Wn
) and [F ] denes a hyperfunction g 2 Bl(
). Obviously gj
0 = f , and the
statement follows.
Let now K  Rn be a compact set. Then Ml(K) is dened, also topologically, as
inductive limit. Its dual module M0l(K) consists of all continuous left Cn-analytic func-
tionals on Ml(K). The following result has been proved in [1]:
Theorem 3.10. Let K  Rn+1 be a compact set. Then
M0l(K) =M0r(Rn+1 nK); M0r(K) =M0l (Rn+1 nK);
whereM0r(Rn+1 nK) (resp. M0l (Rn+1 nK)) denotes the set of right (resp. left) monogenic
functions outside K which vanish at innity.
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.
One may use the classical denition of hyperfunctions in 
  Rn in order to construct
hyperfunctions with values in Cn. It can be done as follows. Let us consider functions
of the form F =
P
A FAeA where FA 2 B(
). The set of such functions endowed with
a left multiplication by an element in Cnwill be denoted by B(l)(
) and, similarly, when
it is endowed with a multiplication on the right by an element in Cn it will be denoted
by B(r)(
). Then B(l)(
) (resp. B(r)(
)) is called the left (resp. right) Cn-module of Cn-
valued hyperfunctions on 
. The following result has been proved in [27] but we briey
sketch the proof for the sake of completeness:
Theorem 3.11. There are the following Cn-module isomorphisms:
Bl(
) = B(r)(
) and Br(
) = B(l)(
):
Proof. Let us denote by A the sheaf of real analytic functions with values in Cn; then
consider the left Cn-module A(l)(K) of real analytic Cn-valued functions where K is a
compact subset of Rn. It can be shown, by the uniqueness of the CK-extension, see [27],
that since K  Rn
A(l)(K) =Mr(K):
On the other hand, these Cn-modules have to be interpreted as inductive limits, and so
A(l)(K) =Mr(K) = ind limMr(K +B(0; "))
where K + B(0; ") = fx0 + x 2 Rn+1 j x0 + x = y + z; y 2 Rn; z 2 B(0; ") g. Theorem
3.10 gives
A0(l)(K) =M0r(K) =M0l (Rn+1 nK): (3)
Let us assume that 
 is relatively compact in Rn. Then, using (3) and a well known result
proved by Martineau, in [17] we immediately have
Bl(
) =
A0(l)(
)
A0(l)(@
)
= B(r)(
):
Assume now that 
 is any open set in Rn and let f 2 Bl(
). By virtue of the previous
isomorphism, for any 
0  
 relatively compact, there exists a unique g0 2 B(r)(
0)
which corresponds to fj
0 . If 

00
is another relatively compact set in 
 we can repeat the
reasoning and we nd g
00
which is such g0j
0\
00 = g
00
j
0\
00 . Since Bl is a sheaf, there exists
a unique g 2 B(r)(
) such that gj
0 = g0 and gj
00 = g00. The converse is true since for any
g 2 B(r)(
0) there exists a corresponding f 0 2 Bl(
0) which extends to 
 by virtue of the
abbiness of the sheaf Bl. As a consequence we get the statement.
From the isomorphism we have just proved, it follows that any monogenic hyperfunc-
tion can be seen as a sum of (Sato) hyperfunctions and conversely. However, the approach
of Cliord analysis is more eective, as the following examples show, but see also the
recent [5].
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Example 3.12. The Dirac delta can be seen as a hyperfunction at 0 as
(x) =

2
An+1
x
jxjn+1

An+1 being the surface area of the sphere of unit 1-vectors in Rn+1. The hyperfunctions
 which are dened as follows
+ =
(
2
An+1
x
jxjn+1 Re(x) > 0
0 Re(x) < 0
  =
(
0 Re(x) > 0
2
An+1
x
jxjn+1 Re(x) < 0
are such that  = + +  . As we showed in [5], the dirac delta can be represented by
taking the scalar part of the restriction of the Cauchy kernel to a parabola, up to a factor,
namely if we set x0 = ajxj2, where x0 = Re(x), then we have the new formula
(x) =
2
(2)m

ajxj2   x
jajxj2 + xjm+1 (1  ax)

0
:
Example 3.13. We now give another example of hyperfunction which naturally arises in
Cliord analysis. Let us set
k (f)(x) = 
1
An+1
Z 1
0
x t
jx tjm+2k+1 f(t) dt:
We dene some hyperfunctions on Rn with singularity at the origin which naturally arises
in Cliord analysis. They correspond to a renement of the classical Riesz potential which
may thus be interpreted as a monogenic hyperfunction. Let Pk(x) be an inner spherical
monogenic of degree k in Rn. Then k (x)Pk(x) is monogenic in R
n+1 n fx j x = 0; x0 >
0 or x0 < 0g. Hence we can dene
+k (f)(x) = 
+
k (f)(x+ 0) 
 
k (f)(x) = 
 
k (f)(x  0):
and the hyperfunctions k(f) = 
+
k (f) + 
 
k (f).
Take f = R+t
, where R+ is the characteristic function on R+,  1 < Re() < m+2k+1
and set ;k = 

;k(R+)
;k(x) = 
1
An+1
Z 1
0
t+1  xt
(jxj2 + t2)(n+2k+1)=2 f(t) dt
=
 n+1 2k
An+1


Z 1
0
t+1
(
p
1 + t2)n+1+2k
dt  
Z 1
0
t
(
p
1 + t2)n+1+2k
dt

=  n+1 2k[m;k(+ 1)  ()]
where  = jxj,  = x=jxj and
n;k() =
1
2An+1
B

n+ 2k   
2
;
+ 1
2

= n;k(n+ 2k   1  ):
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Moreover
;k(x)Pk(x) =  2n;k()xjxj n kPk():
The (left) Hilbert-Riesz transform Hl acts on k (x)Pk(x) as
Hl(;k(x)Pk(x)) = 2m;k(+ 1)jxj m+1 kPk()
which, for k = 0, Pk = 1 is the classical Riesz potential.
4 Avenues for further research
There is another possibility to look at hyperfunctions supported in Rn, in fact one may
also construct hypefunctions with values in the bicomplex numbers, see [6], [7]. These are
constructed as n-relative cohomology class with values in the sheaf of bicomplex holomor-
phic functions.
In the three dimensional case, we have another possibility to consider classes of functions
whose boundary values give hyperfunctions supported in R3. Indeed, in we can also con-
sider boundary values of Cauchy-Fueter regular functions on ~H = fq 2 H j Re(q) = 0g,
see [10], [19], [23]. In the case of Cauchy-Fueter regular functions, one may also wonder
to extend the theory to the case of of hyperfunctions in several variables and with values
in the quaternions. The theory is completely described in the case of two variables, see
[3]. Here the main problem is to understand what is the variety on which the sheaf of
hyperfunctions is supported. To this end it will be necessary to prove the quaternionic
analogue of the pure n-codimensionaliy of Rn in Cn.
In [4] we have discussed how to generalize the notion of monogenic hyperfunctions to the
case of several variables. As it happens in the case of Sato's hyperfunctions, the denition
should be a cohomological one. We have shown that the problem is intimately related with
the problem of nding a minimal free resolution for the module generated by the rows of
the matrix associated to the symbol of several Dirac operators. This problem has been
treated originally in [21] and, from another point of view, in [20]. We conjectured that
when we consider monogenic functions with values in Cn and we consider k operators,
if n  2k   1 then the resolution can be obtained using the radial algebra relations. In
[21] we have proved that an alternative hypothesis which guarantees that the resolution
is radial is to assume that the rst syzygies are at most quadratic. So far, the general
statement has not been proved. It will be interesting to use commutative algebra methods,
maybe combined with the theory of invariant operators, to prove the result and obtain
the description of monogenic hyperfunctions in several variables.
Finally, we mention that in [9] and related papers the theory of monogenic functions has
been extended to a superspace. By using similar techniques as in the present paper, one
may thus arrive at a natural extension of the theory of hyperfunctions to superanalysis.
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