Abstract-We study the error performances of p -norm Support Vector Machine classifiers based on reproducing kernel Hilbert spaces. We focus on two category problem and choose the data-dependent polynomial kernels as the Mercer kernel to improve the approximation error. We also provide the standard estimation of the sample error, and derive the explicit learning rate.
I. INTRODUCTION AND RESULTS
Support vector machine classification [1] - [7] , [9] - [25] has a foundation in the framework of statistical learning theory and classical regularization theory for function approximation. It is one of the most important topics in the field of machine learning. It has been applied successfully to various practical problems in science, engineering and many other related fields. The goal of classification is to construct a classifier which can predict the unknown class of an observation with small misclassification error. This problem has been studied widely and many important algorithms have been developed (Ref. [3] - [8] ).
Let [ 1, 1] 
. A binary classifier : f X Y → divides the input space X into two classes.
Let ρ be an unknown probability distribution on , where
Denote the p -norm hinge loss function as
where ( ) 
Since the expected risk involving the unknown distribution ρ is not computable, its discretization is used instead which is computable in terms of the sample z, is defined as
Regularized learning schemes are implemented by minimizing a penalized version of the empirical error over a set of functions, called a hypothesis space. Then the regularized classifier generated for a sample In this paper, we take the hypothesis space H to be the reproducing kernel spaces reproducing by polynomials on [ [12] , [13] ).
These properties is much better than the the Bernstein operator and it enable us to estimate the excess misclassi -fication error by generalized Vallee Poussin means. So we may yield better approximation error and therefore the learning error can be improved. Note that now our hypothesis space depends on the input data. This makes the analysis of the error quite difficult and different from the previous results which for the algorithms with a data independent hypothesis space (see [1] - [9] ). There are already some literatures in this area but the research is not very rich yet. In [14] the uniform convergence inequality is studied for the data dependent functions. In the coefficient regularization was analyzed under the restriction that the kernel is positive semi-definite or has certain smoothness condition (such as Lipschitz condition).
Throughout the paper, we shall write ( )
and assume the marginal distribution 
It is known from [14] that for all
Moreover, there uniquely exists Lagrange polynomial interpolating operator ( )
for any real numbers , 1,2, , .
L dw be the class of all measurable real functions f for which
and we say (
It is known form [17] that there is some 1/ 2
where
∈ is a nonnegative non-increase function with ( ) 1 u
For a given 1 N > we define the polynomial kernels by 2 0 ( , ) ( ) ( ), , [ 1, 1] .
For a given discrete set [ 1, 1] : argmin ( ) ,
We define the projection operator π on the space of 
II. THE APPROXIMATION ERROR
We estimate the approximation error for ( )
Let n P be the set of all algebraic polynomials of order not exceeding n . For n n p ∈ P , denoted by 
n n n n n n x x x x − − < < < < < < 
For any n n p ∈ P , there holds the Nikolskii inequality (see, e.g. [13] , [16] 
N K x y be defined as (10) and (12) respectively. Then, for any ( )
(15) To prove Proposition 2.1, we firstly bound
be given by (8) . There is a constant 0 0 M > such that
Now Proposition 2.1. can be derived from Lemma 2.2 and Lemma 2.5.
Then, for all For simplicity, we divide the sample error in (13) for ( )
denote by ( , ) N F X (see [23] ) the set of functions in X that have more than a unique best approximation in F with respect to the norm, and
a compact set of functions that are bounded by 1 put Y to be a random variable bounded by 1. If 
To prove the result of sample error we need to extend (22) to a function set by means of the covering number. So let us recall some definitions. Let F be a subset of a metric space and 0 r′ > . The covering number ( , ) r′ N F is defined to be the minimal integer l ∈ Ν such that there exist l balls with radius r′ covering F . Denote the covering number of the unit ball
We recall some well-known results which will be used in our estimate for sample error. Lemma 3. 5 ( [1]) . Let E be a finite dimension Banach space with norm
The next known result we need is a quantitative version of the law of the large numbers 
By direct calculation it is not difficult to derive the following lemma. 
for all * R f ∈ B , where τ is equal to 
Ⅳ. ESTIMATE OF LEARNING RATES
Now we are in a position to present the rate of learning error. The desired learning rate can be derived by 
