We present a special constraint structure that possesses both reducable and chain structure. Using our constraint structure, we show that the number of required gauge fixing conditions is just equal to the number of chains and the remaining requirements follow from consistency conditions. Electrodynamics and Yang-Mills theories are discussed as examples.
Introduction
Gauge fixing is a familiar concept to physicists who work on gauge theories. It is well known that the first class constraints are generators of gauge transformations of phase space coordinates [1] . Let denote by φ α (q, p), α = 1, . . . , M, the set of all primary and secondary first class constraints of the system. Gauge orbits are defined as submanifolds of physically equivalent points on the constraint surface that transform into each other under gauge transformations. To fix the gauge, one should take intersections of gauge orbits by imposing additional conditions on phase space coordinates [2] , say Ω α (q, p) = 0 α = 1, . . . , M.
The set of functions Ω α are called gauge fixing conditions, abbreviated as GFC's. These, together with constraints themselves, define the physical subspace of the theory, denoted by reduced phase space. On the reduced phase space there exist just nontrivial gauge invariant quantities, i.e. quantities that does not vanish on the constraint surface, and have vanishing Poisson brackets with constraints. Without fixing the gauge one is able to quantize a theory by imposing supplementary conditions on physical states: φ α (q, p)|phys >= 0 α = 1, . . . , M
whereφ α (q, p)'s are quantum operators corresponding to constraints. However, most of the times the physicists prefer not to handle the additional gauged coordinates through the quantum theory. Moreover, having insight to the reduced phase space, its dimension and its geometrical structure helps one for better understanding the physical content of the theory. In order to fix the gauge, the following conditions are necessary:
i) The set of constraints should be irreducible. That is, the matrix
should have maximal rank M, where M is the total number of first class constraints. The reason for this condition is that one should be able to distinguish independent directions on a gauge orbit. For example p x , p y , and p x + p y may be three reducible constraints generating variations in x and y.
To fix the gauge, it is legitimate to impose x = c 1 and y = c 2 . Obviously additional condition x + y = c 3 due to gauge generator p x + p y may lead to a contradiction. The problem of irreducibility of constraints is highly related to the method one uses to construct the constraint structure through consistency conditions. In section (2) we will show that in some methods the resulted constraints may not necessarily be irreducible.
ii) The GFC's should completely fix the gauge. As will be discussed in more details, this goal would be achieved if the determinant of the matrix formed by Poisson brackets of Ω α 's and φ β 's does not vanish, i.e.
iii) The GFC's Ω α (q, p) = 0 should be valid during the time. So their consistency implies thatΩ α = {Ω α , H} ≈ 0. This may lead to additional conditions that over-determines the system.
The condition (ii) above, is well known [2, 3] . However, the condition (iii), although considered in the context of definite models such as electrodynamics [2] , has attracted little attention in the literature.
Our main idea in this paper is that satisfying conditions (i-iii) requires a special treatment in constructing the constraints of the system at one hand, and proposing the GFC's on the other hand. It seems that the best way to this goal is proposing a smaller number of GFC's in such a way that their consistency lead, in a consistent way, to the remaining required conditions for completely gauge fixing. Our idea in this regard is to use the chain structure in the constrained system. By this, we mean that the consistency of each constraint gives the next constraint in the corresponding chain. This expectation, however, contradicts with the irreducibility condition of the constraints, as will be stated later. This difficulty has been overcome by proposing a special procedure of constructing the constraint structure that has not been considered so far. This procedure is explained in section (2) and compared with other methods as well.
In section (3) we review the main concepts of gauge symmetry in extended and total formalisms. Our objection is to find precisely the gauged degrees of freedom to see how one should fix them.
Our gauge fixing method in a general gauge system is presented in section (4), where we propose a set of GFC's that correspond to the last elements of the chains. Then their consistency conditions automatically gives other conditions needed to fix the gauge completely. In section (5) we study the electrodynamics and Yang-Mills theories as two physical examples. We show that our method works well for fixing the gauges in these theories. Some concluding remarks are presented in section (6).
Constraint structure
As is well known [8] the Euler-Lagrange equation of motion for a singular Lagrangian is equivalent to Hamiltonian-Dirac equations:
where H c is the canonical Hamiltonian, φ a 1 's are primary constraints, and λ a 's are the corresponding Lagrange multipliers. For convenience, we consider a purely first class system. This means that the consistency conditions on primary, as well as secondary, constraints do not determine the Lagrange multipliers v a . So, they remain as arbitrary functions of time in the equations of motion. The equations 5 can also be derived by varying the action
with respect to the canonical variables (q, p) and Lagrange multipliers u a . Defining the total Hamiltonian H T as
the equations of motion for arbitrary function g(q, p) can be written aṡ
To find the secondary constraints through the consistency condition of primary constraints, two methods are used so far. In the first method, introduced in [3, 4] , after a slight change of notation φ a 1 → φ a 1 , a 1 = 1, . . . , m, one uses 8 for primary constraints. Recalling {φ a 1 , φ b 1 } ≈ 0, the consistency of primary constraints readsφ
Suppose the set of functions 9 reduce on the surface φ a 1 = 0 to combinations of independent functions φ a 2 , a 2 = 1, . . . , m 2 (m 2 ≤ m), such that
where the matrix of coefficients V
is of maximal rank m 2 . The set of constraints φ a 2 can be regarded as second level constraints. One can proceed in the same way to find the third level constraints φ a 3 , a 3 = 1, . . . , m 3 (m 3 ≤ m 2 ), and so on. At the n'th level one can write
The constraint structure ends up finally at a level N, such that
This algorithm of constructing the constraints has the advantage that all the φ as 's are independent functions of phase space coordinates. However, as compared with the other methods, this system of constraints, although having level structure, does not possess the chain structure.
In the second method, used in [5, 6, 7] , the second level constraints are defined as φ
Even if φ a (2) 's are not necessarily independent functions of (q, p), one insists on keeping them in the same form as they emerge from the definition 13. The purpose is to save the chain structure in the subsequent steps, i. e.
At the final level N the Poisson bracket of all the constraints φ a (N ) with H c vanishes weakly (i.e. on the constraint surface), so
There is apparently a large number of additional constraints in this algorithm. In other words, the constraints are reducible.
3 This is, however, the price one pays to keep the chain structure in the constrained system. Now, we want to present a third method that has both the advantages of chain structure and irreducibility of the constraints. For this reason, we first consider just the primary constraint φ 
assuming that φ 1 2 does not vanish on the surface of primary constraints. We proceed in this way to knit the first chain via the relation
Suppose the first chain terminates after N 1 levels of consistency. This means that {φ
where by ≈ here we mean vanishing on the surface of constraints φ
More generally, by weak equality ≈ throughout the paper we mean equality on the surface of the constraints known up to that point. Then the constraints of the second chain are produced in the same way; then the third chain, and so on. In other words, the constraint chains are knitted one by one (not simultaneously). For a generic constraint φ a n we have φ a n ≡ {φ a n−1 , H c }.
Weakly vanishing of the terminating element of the chain "a" with H c can be written as follows:
We denote the coefficients A an ′ a ′ (q, p) and B a a ′ (q, p) as constraint structure coefficients.
The constraints in this structure are, by their construction, independent functions of variables (q, p). That is because, if the constraint φ a n can be written as a combination of the previous constraints, then φ a n−1 should have been the terminating element of the chain "a". So, at each step one encounters an independent function of phase space coordinates; and the system of constraints will be completely irreducible after all. The only price that we have paid to keep the irreducibility and chain structure, is losing the concept of level, since we do not knit the chains simultaneously, as in the second method. However, as we will see, this constraint structure is much more powerful in the process of gauge fixing.
Gauge transformations
Gauge transformations are defined as transformations on phase space trajectories and Lagrange multipliers
that include arbitrary functions of time and maintain the action S T invariant:
It can be shown that [10] such transformations also transform a solution of equations of motion into other solution. The main reason for this, is that the dynamical equation 8 contains arbitrary functions of time v a (t), so different choices of them lead to different solutions for q i (t) and p i (t). Suppose the gauge transformations δq(t) and δp(t) are derived via the operation of some gauge generator G T :
It is well known [7, 8, 10] that the necessary and sufficient conditions for G T to generate gauge transformations of S T are as follows:
where by FC we mean first class and by PFC we mean primary first class constraints. Finding the explicit form of G T in terms of the constraints of system is not an easy task and several authors have proceeded to it [5, 7, 9] . Following the method given in [7] , we can write G T as
where φ a n 's are first class constraints of the system as defined in 19. Then the second condition in 24, lead to the following recursion relation for the coefficients C n a 's:
Finding the solutions of equations 26 is not our task here. (We do not care about the third condition in 24, too). Our main point is, however, that if one takes the coefficients C Na a as arbitrary infinitesimal functions of time ǫ a (t), then from the recursion relation 26 it is obvious that the set of coefficients C n a principally have the following form:
As an enlightening example consider the Lagrangian
There is one primary constraint φ 1 = p y , and the total Hamiltonian is:
The consistency conditions give the constraint chain:
Following the algorithm given in [5] the gauge generator can be written as
On the constraint surface φ n = 0, n = 1, 2, 3 the coordinates are y, p x and z. Under the action of G T these coordinates transform as follows
Transformations 32 together with δv = d 3 ǫ/dt 3 leave the action S T invariant. Although y, p x and z are altogether gauged coordinates of the constraint surface, they should obey the dynamical equationṡ
Before proceeding to the important problem of gauge fixing, that is our main interest, it is worth to say some words about the extended formalism. Instead of going through the difficult procedure of determining the generator of gauge symmetries of S T , one can consider the extended action
where the φ α 's are the set of all primary and secondary first class constraints of the system. The dynamical equations of motion resulting from S E can be written asġ
where the extended Hamiltonian H E is
Even though the dynamics resulting from H E is not equivalent to the true dynamics of H T , one can see that the equations of motion 35 for gauge invariant quantities are equivalent to what follows from H T . For instance in our given example, the extended Hamiltonian is
None of the coordinates y, p x and z is gauge invariant. So using the extended Hamiltonian, their dynamics is completely arbitrary, i.e. no longer the restrictions 33 hold. Compared with S T , the extended action S E has a larger class of gauge symmetries. It is easy to see that the gauge generator in this case is:
In other words S E is invariant under
where W βγ α 's and V β α 's are constraint structure coefficients defined by:
The number of arbitrary functions of time η α (t), as well as the number of Lagrange multipliers u α , are equal to the total number of primary and secondary constraints of the system. While the number of arbitrary functions of time ǫ a (t) in S T is just equal to the number of primary first class constraints. However, one obtains the gauge symmetries of the total action S T , provided that one fixes, to some extent, the gauges in the extended formalism. To this end, one demands that v α = 0 when α refers to secondary constraints, and consequently the corresponding δv α should vanish. This conditions recover recursion relations among the arbitrary functions η α (t), that are equivalent to recursion relation 26. A detailed discussion on this subject can be found in chapter 3 of [3] . This procedure may be understood easily in our given example.
Gauge fixing
In this section we first consider gauge fixing in the extended formalism and then proceed to the gauge fixing of the total action. In the extended formalism, all the constraints φ α (q, p) are, on the same footing, generators of gauge transformations of a number of coordinates that we call them gauged coordinates. These coordinates are free to take any value via the gauge transformations 39. To fix the gauge, one should impose the GFC's
in such a way that the gauged coordinates be completely determined on the surface Ω α = 0. Fixing the gauge, just physical (i.e. gauge invariant) coordinates remain to be determined through the dynamics of the system. These coordinates define ultimately the reduced phase space. The GFC's should be equal in umber and somehow conjugate to the constraints φ α 's. This goal can be achieved if
In other words, the whole set of constraints and GFC's can serve as a set of second class constraints. As is well known [1] , the consistency conditions of second class constraints lead to determination of a number of Lagrange multipliers. Indeed, the consistency of Ω α 's from 35 gives:
Determination of all Lagrange multipliers v β from 42 is guaranteed by 41. The assertion that 41 is the necessary and sufficient condition to fix the gauge by 40, can be proved by demanding that vanishing of the gauge variations of Ω α 's, i.e.
should completely kill the arbitrary functions η β (t). The situation here is, however, different for the total action formalism, in which the condition 41 is no longer sufficient to fix the gauge. To see this better, let us go back to our previous example, given by Lagrangian 28 and change it to
As in 37, the extended Hamiltonian reads:
One can easily check that the GFC's
satisfy 41. Then from 42, the Lagrange multipliers are determined as:
To this end, it should be noted that the reduced phase space has only two coordinates q and p. The total Hamiltonian for this problem is
If one chooses the gauge 46, then its consistency gives:
Since there exists just one Lagrange multiplier v to be determined, the conditions 49 together with GFC's Ω α = 0 (in 46) results to q = 0 and p = 0. This is really over-determination of the system. On the other hand, if one chooses just one GFC', say, Ω 3 = z + q (which has non-vanishing Poisson bracket with the last element of the constraint chain), then its consistency give Ω 2 = p x + p and Ω 1 = y − q. Consistency of Ω 1 , determines finally the Lagrange multiplier: v = p. In this way one fixes the gauge in a consistent way. Suppose one has chosen, at the first step, the GFC Ω = y. Although the Lagrange multiplier is determined, usingΩ ≈ 0, as v = 0, it is not a consistent gauge at all. That is because, the gauge is not completely fixed since φ 2 = x and φ 3 = z are still generators of gauge transformations. This can be seen in another way by considering the gauge generator 31 and the corresponding gauge variations:
As is apparent, if one fixes the gauge by demanding δy = 0, it does not imply vanishing of δp x and δz. Contrarily, if one demands that δz vanish, then δp x and δy will automatically vanish. The lesson we learn from this example is that the gauge fixing process should begin from the bottom of the chain. In other words, as the first GFC, one should choose, some function that is conjugate, to the last element of the chain (i.e. has non-vanishing Poisson bracket with it). Then its consistency will give automatically the remaining GFC's, and finally will determine the corresponding Lagrange multiplier in a consistent way. Before proving this assertion for the general case, using the above example, one point should be added. Suppose the first GFC has been chosen as Ω 3 = z + p x . Then one would get Ω 2 = p x − y, and the Lagrange multiplier would have been derived in the next step as v = y. As is apparent, there would be two GFC's for three gauge generators, so the gauge would not be fixed completely. In other words, by demanding that the gauge variation 32 of Ω 3 and Ω 2 vanish, one obtains: . . .
We demand that the first m gauge fixing conditions, Ω a Na , have the following property:
where η a (q, p) can be chosen arbitrarily. Suppose one has found Ω a Na 's with the above property. Since {Ω a Na , φ b 1 } ≈ 0 from 51, one obtains, using the consistency of Ω a Na 's, the next generation of GFC's as:
Let us consider the Poisson bracket of Ω a Na−1 with the constraints:
where we have used 19 in the last line. Using 51, the above expression vanishes for a = b, as well as for a = b and n < N a − 1. Note specially that the Poisson brackets of Ω a Na−1 with the primary constraints vanishes. For a = b and n = N a − 1, however, 53 gives:
Consistency of Ω a Na−1 leads to Ω a Na−2 ≡ {Ω a Na−1 , H c } and so on. The generic terms for the GFC's are related to each other as follows:
Comparing 55 with 19 shows that the chains of GFC's are exactly the "mirror image" of constraint chains; notably they are knitted in the opposite direction. The whole story goes on as follows: one begins with φ a 1 , goes through consistency conditions until reaches φ a Na , then fixes the gauge by finding Ω a Na conjugate to φ a Na , turns all the way round through consistency conditions to reach Ω a 1 at the end point. The story sounds more interesting by repeating the manipulations in 53 to get:
As is observed, each Ω a n is really conjugate to its partner φ a n . The story ends when one investigates the consistency of Ω a 1 's, where the Lagrange multipliers are determined due to non-vanishing Poisson brackets
Considering the matrix of Poisson brackets of constraints with GFC's, another interesting feature of the method emerges. According to 56, one can write:
(57) where e a = (−1) Na−1 . The determinant of matrix 57 is proportional to a [η a (q, p)] Na and apparently is different from zero. Each non-vanishing block in the matrix above corresponds to a definite constraint chain. There emerge, indeed, some non-vanishing elements below the diameter(coming from {Ω a n , φ a n ′ } with n ′ > n). This, however, does not change the situation dramatically. On the other hand the most advantage of the matrix 57 is that one can easily find its inverse, to be used in writing the Dirac brackets.
Electrodynamics with source and Yang-Mills
As a first example of applying the method, let us consider electrodynamics with bosonic source, given by the Lagrangian:
where V (ΦΦ * ) is a potential and
Rewriting L in terms of the dynamical fields A µ (x, t), η(x, t) and ψ(x, t), where Φ(x, t) = η(x, t)e iψ(x,t) ,
the canonical momenta are
It is obvious from 59 that φ 1 = Π 0 is our primary constraint. Then, the total Hamiltonian can be written as
where v(x, t) is the Lagrange multiplier (field) and
We have ignored a surface term in 63 due to boundary conditions. The secondary constraint serves as
No further constraints emerges since {φ 2 , H T } = 0. There is just one constraint chain with two elements. To fix the gauge in H T formalism, one should begin with Ω 2 conjugate to φ 2 . A simple choice can be Ω 2 = ∂ i A i . Consistency condition of Ω 2 then gives automatically the GFC's as
Using 64 one has ∂ i Π i ≈ gπ ψ , hence from 65 the scalar potential A 0 is determined in this gauge to be
One important point to be noted is that if one has imposed the famous gauge Ω 2 = ∂ i A i and Ω 1 = A 0 , then the consistency conditions would lead to over-determination of the system as π ψ = 0.
If, on the other hand, one has used the extended formalism, then the extended Hamiltonian would be
In this case, however, the gauge Ω 2 = ∂ i A i and Ω 1 = A 0 is allowed and its consistency leads to determination of Lagrange multipliers as
As a second example, consider pure Yang-Mills theory given by:
where
The dynamical fields A a µ (x, t) are implemented in
where Λ a 's are generators of a Lie algebra with structure constants C c ab :
Writing the Lagrangian 69 in details, the canonical momenta are derived as Π 
where a surface term is ignored. The total Hamiltonian is as follows:
The secondary constraints follow from the consistency of primary constraints as: φ
As in electrodynamics, one may choose the first set of GFC's as
Consistency of this gauge leads to
To see what is the consequence of imposing the GFC's Ω 
Then the solution of 77 can be written as
We observe again that the famous gauge A a 0 ≈ 0 and ∂ i A a i ≈ 0, overdetermine the system with imposing the additional condition H a (x, t) ≈ 0.
Concluding remarks
A gauge theory can be viewed either in the extended formalism or in the total Hamiltonian formalism. In the former, all the first class constraints have similar contributions in generator of the gauge transformations. So, to fix the gauge, one needs to find as many GFC's as there exist first class constraints. The only condition that should be considered is that the determinant of the matrix formed by Poisson brackets of GFC's with constraints should not vanish (see 41). Two difficulties may appear in this method. First, the number of GFC's may be too large. Second, the matrix of Poisson brackets of constraints with GFC's has not any peculiar form, and in the general case one may have difficulties in inverting it to obtain Dirac brackets. In total Hamiltonian formalism, on the other hand, primary and secondary constraints play different roles. In other words, the detailed algebra of constraints with canonical Hamiltonian should be noticed. In this case consistency of GFC's may lead to additional vanishing functions that may over-determine the system. While, in the extended formalism the consistency of GFC's just determines the Lagrange multipliers.
We found that if we construct the system of constraints in such a way that both irredusibility and chain structure are taken into account, then the consistency of GFC's provides a powerful tool to find them in a simple and consistent way. To do this, we begin with GFC's that are conjugate to the last elements of constraint chains. Then, their consistency will automatically give the reminder of GFC's at one hand, and determines the Lagrange multipliers corresponding to primary constraints (in the total Hamiltonian), at the other hand. To construct the system of constraints with both "irreducibility" and "chain structure" properties, we knit the first chain by investigating the consistency condition of the first primary constraint and its secondary constraints. Then we do the same thing for the next primary constraint, and so on. As far as we know, this system of constraints, that is the main clue of our gauge fixing method, has not been used so far.
The first advantage of this method is that the number of GFC's to be found is much smaller than before: just equal to the number of chains, i.e. number of primary constraints. Next, as we see in 57, the matrix of Poisson brackets of GFC's with constraints has a very simple form: it is block diagonal and in each block is lower triangular. This provides the best situation to invert it and find the Dirac brackets afterward. It seems that the reduced phase space has consequently the least deviation from a Poisson structure. We think that this advantage may have clear consequences when applied to definite gauge theories.
Finally, it is notable that this method can also be used within the extended formalism. Although one is not worried about the consistency of GFC's in the extended formalism, both advantages mentioned above, makes the method noticeable in this case too.
