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ZERO-SUM STOCHASTIC GAMES OVER THE FIELD OF REAL
ALGEBRAIC NUMBERS∗
K. AVRACHENKOV† , V. EJOV‡ , J. A. FILAR¶,‖, AND A. MOGHADDAM¶,∗∗
Abstract. We consider a finite state, finite action, zero-sum stochastic games with data defining
the game lying in the ordered field of real algebraic numbers. In both the discounted and the limiting
average versions of these games we prove that the value vector also lies in the same field of real
algebraic numbers. Our method supplies finite construction of univariate polynomials whose roots
contain these value vectors. In the case where the data of the game are rational, the method also
provides a way of checking whether the entries of the value vectors are also rational.
Key words. Stochastic games, ordered field property, algebraic numbers, algebraic variety,
Gröbner basis, polynomial equations.
AMS subject classifications. 90D15
1. Introduction. Arguably, modern game theory was launched in 1928 by von
Neumann (see [25]). His seminal paper proved that a finite, zero-sum, two person
(matrix) game possesses a game-theoretic value and a pair of optimal strategies. Sub-
sequently, Weyl (see [26]) supplied a simpler proof and, in addition, showed that if
the entries of such a matrix game belong to an ordered field, then the value belongs
to the same ordered field.
Stochastic games were introduced in 1953 by Shapley (see [20]). Shapley’s for-
mulation was analogous to what are now called discounted stochastic games. In these
games the rewards at future stages are discounted by a factor β ∈ [0, 1). However,
in a remark, Shapley also observed that Weyl’s ordered field property does not hold
for stochastic games. In particular, when the data of these games lie in the field of
rational numbers, the value vector need not be in the same field.
The latter remark, stimulated a whole line of research. Indeed, at least five,
structured, classes of stochastic games have been identified and shown to possess the
ordered field property, over the field Q of rational numbers. These classes include
stochastic games of perfect information originally introduced by Gillette in 1957 [4],
separable reward and state independent transition (SER-SIT) games [22], [16], single-
controller games [15], switching-controller games [2] and additive reward and additive
transition (ARAT) games [18]. However, a more comprehensive characterization of
the ordered field property over Q proved to be challenging and was named as one
of the open problems in the topic in a 1991 survey paper [17]. At that time the
authors of [17] hoped to find an elegant set of necessary and sufficient conditions
on the structure of the stochastic games defined over Q that will yield solutions in
the same field. However, one of the consequences of the analysis presented below
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2 Stochastic games over real algebraic numbers
(see Section 5 and Example 3) is that this may occur only under rather exceptional
data configurations and hence the restriction to the field of rationals is unnatural for
stochastic games. This leads to the reformulation of the preceding problem to that
of finding a natural, simple, ordered field containing Q over which the ordered field
property will hold.
In this paper, we constructively solve the above problem over the ordered field F
of real algebraic numbers. This is shown without any structural assumptions on the
game and applies to both discounted and limiting average stochastic games that will
be introduced later on. Arguably, F is the most natural ordered field to consider in
view of the fact that the field of rational numbers Q was too small. This is because F is
a finite degree field extension of Q is also countable and, in the sense of Rotman ([19],
page 50), it is smallest field containing rationals. Our analysis exploits Gröbner basis
methods as well as results reported in Szczechla et al. [23] and we also use similar
notation to the latter paper. Perhaps, most importantly, our method supplies finite
construction of univariate polynomials whose roots contain these value vectors. In the
special case where the data of the game are rational, the method also provides a way
of verifying whether the entries of the value vectors are also rational that is based on
a classical divisor property of leading and constant term coefficients of polynomials.
We note that the asymptotic behavior of the value vector as β → 1 has been
studied by a number of authors. In an important, and related, contribution Bewley
and Kohlberg [1] viewed Shapley’s “optimality condition” as an elementary sentence
in formal logic over the closed ordered field of real Puiseux series. These authors
invoke a powerful theorem from mathematical logic, known as Tarski’s principle, to
conclude that in some neighborhood of β = 1, the value vector belongs to the field
of real Puiseux series. The use of Tarski’s principle, while ingenious, does not give
insight into the manner in which fractional power series solutions arise naturally in
this problem. After all, Puiseux series are objects of complex analysis encountered
as branches of solutions of certain irreducible polynomials. Arguably, this has proved
to be a difficulty for researchers in stochastic games, because Bewley and Kohlberg’s
result has become an important building block in subsequent developments. For
instance, Mertens and Neyman [11] used it to prove their seminal theorem on the
existence of the value vector in the limiting average stochastic games. This is why
Szczechla et al. [23] supply a proof of Bewley and Kohlberg’s Puiseux series expansion
that is based on the Remmert-Stein Lemma of complex analytic varieties rather than
on Tarski’s principle.
We also note that our approach has similarities to the semialgebraic theory of
stochastic games proposed in Milman [13] and continued by Neyman [14]. The latter
permits analysis of sets defined by both polynomial equations and inequalities but it
is not immediately clear how to apply Gröbner basis approach in that context. Since
some works on complexity analysis of stochastic games (see e.g., [5], [3]) use the tools
from algebraic and semi-algebraic geometries, we expect that the results of the present
work may also be useful for this area of research.
Finally, we are grateful to two anonymous referees for pointing that the ordered
field property for stochastic games over real algebraic numbers was already anticipated
by Mertens and Zamir in [12] who allude to it in the process of demonstrating that in
repeated games with incomplete information and data lying in the field of rationals,
the entries of the value vector can be transcendental numbers. For two comprehensive
recent surveys of stochastic games, the reader is referred to Jaśkiewicz and Nowak [6]
and [7].
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2. Definitions and preliminaries of matrix games. Any m× n real matrix
A = (aij)
m,n
i,j=1 can be regarded as a two-person, zero-sum matrix game with aij
denoting the amount player II will pay player I if II chooses an action j ∈ 1, 2, · · · , n
and I chooses an action i ∈ 1, 2, · · · ,m. A mixed (or randomized) strategy for player
I(II) in such a game is an m(n)-component probability vector x(y) whose ith(jth)
entry xi(yj) denotes the probability that player I(II) will choose an action i(j). A
consequence of the celebrated “minimax theorem” for matrix games [25] is that there
always exists a strategy pair (x0, y0) satisfying:
(2.1) xTAy0 ≤ (x0)TAy0 ≤ (x0)TAy
for all mixed strategies x(y) of player I(II). The strategies (x0, y0) are then called
optimal strategies, and the real number val(A) := (x0)TAy0 is called the value of
the matrix game A. It is well known that if bij = kaij + c, for all i, j, k > 0, and
B = (bij)
m,n
i,j=1, then valB = kvalA + c. Hence, there is no loss of generality in
assuming that the value of a matrix game is either positive, or simply, not equal to
zero.
A matrix game A is called completely mixed if all of its optimal strategies are
strictly positive in every component. Extending earlier results of Kaplansky [8], Shap-
ley and Snow [21] demonstrated the following result.
Proposition 2.1. If A is a matrix game and valA 6= 0, then A has a square
invertible submatrix Ā, called a Shapley–Snow kernel, such that














of strategies for Ā which is optimal for Ā (after in-




= (valA) 1T [Ā−1] and y0 = (valA) [Ā−1]1.
Remark 2.2. If valA 6= 0, Lemma 1.2 of [23] shows that it is always possible to
find a Shapley-Snow kernel Ā that is a completely mixed matrix game and, of course,
still satisfies (K1) − (K2), above. Following [23] we shall refer to such a kernel as
cmv-Shapley-Snow kernel, or simply cmv-kernel. Their usefulness stems from the fact






4 Stochastic games over real algebraic numbers
3. Discounted stochastic games.
3.1. Definitions and preliminaries of stochastic games. A stochastic game
as formulated by Shapley [20] is played in stages. At each stage, the game is in one
of finitely many states, s = 1, 2, . . . , N , in which players I and II are obliged to
play a matrix game R(s) = (r(s, a, b))ms,nsa,b=1 , once. The “law of motion” is defined by
p(s′|s, a, b), where the event {s′|s, a, b} is the event that the game will enter state s′
at the next stage given that at the current stage the state of the game is s, and that
players I and II choose the ath row and the bth column of R(s), respectively.
In general, players’ strategies will depend on complete past histories. In this
paper, however, we shall only be concerned with stationary strategies. We may rep-
resent a typical stationary strategy µ for player I by a “composite” vector, µ =
(µ(1), µ(2), . . . , µ(N)), where each µ(s) is a probability distribution on {1, 2, . . . ,ms}.
Player II’s stationary strategies ν are similarly defined.
It should be clear that once we specify the initial state s and a strategy pair (µ, ν)
for players I and II, we implicitly define a probability distribution over all sequences
of states and actions which can occur during the game and consequently over all
sequences of payoffs to player I. In particular, if the random variable Rt denotes the
payoff to player I at stage t, then the expected value of Rt given s and (µ, ν)
(3.1) Eµνs(Rt) := E{Rt|µ, ν, s}
is well defined. The β-discounted stochastic game Γβ is then the game in which the
overall payoff, normalized by a factor of 1− β, resulting from the strategy pair (µ, ν)
and a starting state s is evaluated according to




where β ∈ (0, 1) is called the discount factor. The number vs(β) is called the value of
the game Γβ starting in state s if vs(β) = supµ infν vβ(µ, ν, s) = infν supµ vβ(µ, ν, s).
The vector v(β) = (v1(β), v2(β), . . . , vN (β)) is called the value vector. Furthermore,




The existence of the value vector and of a pair of optimal stationary strategies was
proved in 1953 in Shapley’s seminal paper on the subject [20]. A key element in Shap-
ley’s proof was the construction of N auxiliary matrix games Rβ(s,u) that depend
on an arbitrary vector u = (u1, u2, . . . , uN ) ∈ RN according to
(3.2) Rβ(s,u) =
[







In view of the fact that the value of a matrix game always exists, it is possible to
define, for each β ∈ (0, 1), an operator Tβ : RN −→ RN, the sth component of which
is given by
(3.3) [Tβ(u)]s := val[Rβ(s,u)].
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This operator is a contraction operator in the sup-norm with contraction constant
≤ β; see [20]. It therefore follows from Banach’s fixed-point theorem that there exists
a unique fixed point v(β) of Tβ ; that is,
(3.4) v(β) = Tβ(v(β)).
Also, any set of optimal strategy pairs for Rβ(s,v(β)) (s = 1, 2, . . . , N) can be shown
to form an optimal strategy pair for Γβ .
Assume vs(β) 6= 0 for all β and s. In view of Proposition 2.1 we know that for
each fixed β ∈ (0, 1) and each u close enough to v(β) there exist cmv-kernels R̄β(s,u)







for each s = 1, 2, . . . , N,
where [V ]ij denotes the (i, j)th cofactor of a matrix V .







− det(R̄β(s,v(β))) = 0, s = 1, 2, . . . , N,
then for each fixed combination of the locations of these kernels we can regard this
system as being a system of polynomials in the variables z0 := β, z1 := v1(β), z2 :=
v2(β), . . . , zN := vN (β) of the form
(3.7)

f1(z0, . . . , zN ) = 0
...
fN (z0, . . . , zN ) = 0.
Consider any fixed collection of non-empty subsets of actions Ks ⊆ {1, . . . ,ms}
and Ls ⊆ {1, . . . , ns} such that card Ks = card Ls for all s = 1, . . . , N . Thus we
have a finite sequence of sets κ = (K1, L1, . . . ,KN , LN ). By restricting the players’
actions in each state s to Ks and Ls, we obtain a discounted stochastic game, Γβ,κ
with auxiliary Shapley games
(3.8) Rβ,κ(s,u) = [Rβ(s,u)ij ]i∈Ks,j∈Ls .
For fixed κ, let
(3.9) R̄β(s,u) = Rβ,κ(s,u) = [Rβ(s,u)ij ]i∈Ks,j∈Ls .
be the sth cmv-kernel associated with κ. Clearly the system of polynomials (3.7)
depends on κ but this dependence is suppressed in order to simplify already compli-
cated notation. However, it is important to note that K = {κ|defining cmv-kernels}
is finite. Hence, there are at most |K| systems of polynomials of the form (3.7) to
consider, where |K| denotes the cardinality of K.
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3.2. Discounted stochastic games over the ordered field of real alge-
braic numbers. Suppose now that all the data of the discounted stochastic game
Γβ , namely, r(s, a, b), p(s
′|s, a, b) (for all, s, s′, a, b) and β lie in the field F of real
algebraic numbers. Besides purely mathematical interest, it is easy to conceive of
applications of stochastic games with geometric structure where, say, real algebraic
rewards arise naturally. For instance, imagine a situation where, in state 1, players
I and II have two actions corresponding to choices of angles θ1 and θ2 from the set
{π6 ,
π
4 }. If these actions also correspond to points on the unit circle, then their choices
determine triangles ∆i whose areas are given by
1
2 cos(θi) sin(θi), for i = 1, 2. If we
defined the rewards in the first state as the difference between areas of ∆2 and ∆1,
these would include real algebraic numbers.
From the outset, we wish to outline a very elegant - but non-constructive - proof
of the fact that entries of the value vector v(β) of Γβ lie in F that is based on a deep
result from the field of mathematical logic that is known as Tarski’s Principle [24]
which states that:
An elmentary sentence which is valid over one real closed field is valid over every
real closed field.
Now, Bewley and Kohlberg [1] showed that Shapley’s theorem captured in (3.4)
constitutes a valid elementary sentence over the reals. Since the field F is known to
be real closed, the result follows immediately.
We do not go into all details of the above argument because the main objective
of this study, for Γβ , is to explicitly exhibit the construction of decoupled, bivariate,
polynomials whose roots contain the entries of v(β) and to demonstrate the usefulness
of Gröbner basis techniques in the process. Furthermore, our approach lends itself to
extension to the limiting average stochastic games covered in the next section. Since
there is no analogue for Shapley’s theorem in that case, it is not clear whether Tarski’s
principle could be used there.
Returning to the main line of discussion, suppose now that the Shapley-Snow
kernels K have been fixed and chosen correctly in the sense that zs = vs(β); s =
1, 2, . . . , N satisfy both (3.5) and (3.6) for z0 = β. That is, (z0, z), with z = [z1, ..., zN ],
is among the real-valued roots of the system of coupled polynomial equations (3.7)
which we now re-write as

f1(z0, z) = 0
...
fN (z0, z) = 0.
(3.10)
The zero-set of (3.10) constitutes an algebraic variety, W , which can be difficult to
analyse. Fortunately, the Gröbner basis methods (e.g., see the excellent book of
Adams and Loustaunau [9]) enable us to, instead, examine a simpler variety Wd ⊃W
(of the same dimension as W ) in a neighbourhood of the solution of the stochastic
game that corresponds to the zero-set of suitably constructed decoupled polynomials
g1(z0, z1) = 0
...
gN (z0, zN ) = 0,
(3.11)
where each gs(z0, zs) is a bivariate polynomial in only z0 and zs. That is, the zeroes
of (3.11) contain the zeroes of (3.10) and hence the solution of the stochastic game.
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The above simplification follows from the next result which can also be seen as
a constructive extension of Lemmata 4.1− 4.2 and Theorem 4.3 proved in Szczechla
et al. [23]. Interestingly, perhaps, the latter results exploit the fact that the con-
traction property of the Shapley operator Tβ ensures that the Jacobian of the map
corresponding to the fixed point equation is nonsingular.
Theorem 3.1. Consider a discounted stochastic game Γβ with all data lying in
the ordered field of real algebraic numbers. There exist bivariate, decoupled, polynomi-
als gs(z0, zs) in variables z0, zs, for s = 1, 2, . . . , N , whose zeroes define the variety Wd
containing the solution of the stochastic game, for each z0 = β ∈ (0, 1). Furthermore,
the corresponding zs = vs(β) is a real algebraic number for each s = 1, 2, . . . , N .
Proof. Let Hβ := {(z0, z1, . . . , zN ) ∈ CN+1|z0 = β} and consider the variety W
that is the zero set of (3.10). From Lemmata 4.1− 4.2 and the proof of Theorem 4.3
in [23] it follows that W has constant dimension 1 and that it intersects with Hβ at




Now, apply the Buchberger algorithm to find the Gröbner basis GB1 of the poly-
nomials
{f1(z0, z), . . . , fN (z0, z)},
with the lexicographic term order z1 ≺ z2 ≺ . . . ≺ zN . The last polynomial gm(z0, z) ∈
GB1 contains the least number of the variables z1, . . . , zN and has coefficients that
are polynomial functions of z0. It is certainly possible to choose some z0 = β
∗ ∈ (0, 1)
that is not a root of any of these coefficient polynomials. But by (3.12) we have that
Wβ∗ := W
⋂
Hβ∗ is a zero dimensional variety and hence by Corollary 2.2.11 in [9]
the polynomial gm(β∗, z) is univariate in z1. Now, returning to arbitrary z0 in place
of β∗, define g1(z0, z1) := g
m(z0, z), a bivariate polynomial in z0, z1.
Applying Buchberger algorithm again but with the term order z2 ≺ z3 ≺ . . . ≺
zN ≺ z1 will, analogously, yield a new Gröbner basis GB2 and a bivariate polynomial
g2(z0, z2). Continuing in this fashion yields the polynomial system (3.11).
Note that if (z0, z) = (z0, z1, . . . , zn) satisfies (3.10), then gs(z0, zs) = 0, for every
s = 1, 2, . . . , N since each gs is part of some Gröbner basis of {f1, . . . , fN}. Thus
W ⊂Wd. In particular, since (β,v(β)) ∈W by Lemma 4.2 and Theorem 4.3 in [23],
it follows that (β,v(β)) ∈Wd and gs(β, vs(β)) = 0, for s = 1, . . . , N .
Furthermore, since each gs is a bivariate polynomial in z0, zs with coefficients
that are algebraic numbers, it becomes a univariate polynomial in zs with algebraic
coefficients, when evaluated at z0 = β that is algebraic. Thus each gs(β, zs) is a
univariate polynomial with algebraic coefficients, hence its roots are also algebraic
numbers, since the field of algebraic numbers is algebraically closed. Of course, vs(β)
is real for every s by Shapley’s fixed point equation (3.4). This completes the proof.
Corollary 3.2. Consider a discounted stochastic game Γβ with all data lying
in the ordered field of real algebraic numbers F. Then there exists a pair of optimal
stationary strategies (µ0, ν0) with all entries lying in F.
Proof. Once we substitute u = v(β) with entries lying in F, the Shapley matrix
games Rβ(s,v(β) also have all entries that lie in F. The statement of the corollary
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now follows immediately from the contributions of Weyl [26] and Shapley and Snow
[21], see also Proposition 2.1.
Remark 3.3. It follows from the finiteness of the Buchberger algorithm (and
the fact that there are only |K| kernel selections κ), that the correct set of decoupled
polynomials (3.11) can be found by a finite algorithm. Of course, the latter could
still be of great complexity. Furthermore, the problem of finding the roots of these
polynomials is, in general, not solvable by finite algorithms.
4. Limiting average stochastic games over the ordered field of algebraic
numbers. We now consider a stochastic game where the sequence of single stage
expected rewards {Eµνs(Rt)}∞t=0 is aggregated according to









Such a game is called a limiting average (or Cesàro average) stochastic game and will
be denoted by Γα. It is still a zero-sum game to which the minimax solution concept
applies. Indeed, the existence of the value vector v = (v1, . . . , vN )
T of Γα was proved
by Mertens and Neymann [11]. These authors showed that
(4.1) v = lim
β→1−
v(β),
where v(β) is the value vector of the discounted game Γβ . They exploited the following






Ms = c0(s) + δ(s, β),
for each s = 1, 2, . . . , N . Here Ms is a natural number and δ(s, β) → 0 as β → 1.
Clearly, (4.1) and (4.2) imply that the value of the Γα game, starting at state s, is
given by
vs = c0(s), s = 1, 2, . . . , N.
Unfortunately, we cannot immediately conclude from (4.1) that entries of v lie in the
field F when the data of Γα lie in F. This is because a limit of algebraic numbers need
not be algebraic. Hence, we needed to establish the next result.
Theorem 4.1. Consider a limiting average stochastic game Γα with all data
lying in the ordered field of real algebraic numbers. Then the value vector v of Γα has
entries vs that are also real algebraic numbers, for each s = 1, 2, . . . , N .
Proof. In view of (4.1) and (4.2), it is sufficient to prove that c0(s) is an algebraic
number for each s = 1, 2, . . . , N . Without loss of generality, we supply a proof for the
case of s = 1 only.
The proof will be asymptotic, via a sequence of discounted games Γβk such that
βk → 1−. In particular, {βk}∞k=0 is such that, for each k, there is a selection of
kernels κk ∈ K such, that the polynomials (3.10) define the variety W k containing
(βk,v(βk)), where v(βk) is the value vector of the game Γβk . However, since |K| <∞
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at least one of these kernels, say κ̂, must repeat itself infinitely often. Again, without
loss of generality, we may assume that the entire sequence {βk}∞k=0 corresponds to the
same kernel selection κ̂ and hence the same variety Ŵ . Now, for the term order z1 ≺
z2 ≺ . . . ≺ zN find the Gröbner basis of {f1, . . . , fN}, and the decoupled polynomial
g1(z0, z2), as in the proof of Theorem 3.1. We know that for each k = 0, 1, 2, . . .
(4.3) g1(βk, v1(βk)) = 0.
Hence g1(βk, z1) can be factored as
(4.4) g1(βk, z1) = (z1 − v1(βk))q1(βk, z1),
where q1(βk, z1) can be obtained by the long division of g1(βk, z1) by the linear factor
(z1−v1(βk)). In case v1(βk) is a root of multiplicity t > 1, the factor (z1−v1(βk))t−1
would be included in a factorization of g1(βk, z1)) into its irreducible factors. Substi-
tuting (4.2) into (4.4) we obtain for each k = 0, 1, . . .
(4.5) g1(βk, z1) = (z1 − c0(1))q1(βk, z1)− δ(1, βk)q1(βk, z1),
where q1(z0, z1) is a bivariate polynomial in z0, z1 that has coefficients that are alge-
braic numbers.
Next, with z0 = β, we can rewrite the latter polynomial as q1(β, z1) = (1 −
β)`q̄1(β, z1), where q̄1(β, z1) does not have a root at β = 1. Hence, since βk → 1, we
have that q̄1(βk, z1)→ q̄1(1, z1) = q∗1(z1), where the latter is a univariate polynomial
in z1 that is free of the parameter z0 = β.
Now, consider first, the more generic case of ` = 0. Equation (4.5) becomes
(4.6) g1(βk, z1) = (z1 − c0(1))q̄1(βk, z1)− δ(1, βk)q̄1(βk, z1),
for each k = 0, 1, . . . . Passing to the limit with respect to k we obtain
(4.7) lim
k→∞
[g1(βk, z1)] = g1(1, z1) = (z1 − c0(1))q∗1(z1),
since limk→∞ [δ(1, βk)q̄1(βk, z1)] = 0 and q
∗
1(z1) 6= 0. But by (4.3) at z1 = v1(βk),
g1(βk, v1(βk)) = 0 for each k, so that the left side of (4.7) is zero. Thus, in the limit
(4.8) 0 = g1(1, z1) = (z1 − c0(1))q∗1(z1)
and hence c0(1) = v1 is an algebraic number.
To complete the proof, we next consider the case where ` is a positive integer. In
this case we have
(4.9) g1(βk, z1) = (z1 − v1(βk))q1(βk, z1) = (z1 − v1(βk))(1− βk)`q̄1(βk, z1),
for each k = 0, 1, . . .. Set ḡ1(β, z1) := (z1 − v1(β))q̄1(β, z1), which is a bivariate
polynomial in (β, z1) with coefficients that are algebraic numbers. By continuity of
polynomials, its limit ḡ1(1, z1) as β → 1 is a polynomial in z1 with coefficients that
are algebraic numbers. But, clearly, we still have that 0 = ḡ1(βk, v1(βk)), for each
k = 0, 1, . . ., hence in the limit 0 = ḡ1(1, v1) = ḡ1(1, c0(1)) by (4.1) and (4.2). Hence,
c0(1) is a root of a polynomial with algebraic coefficients and is, therefore, an algebraic
number.
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5. Stochastic games over the rationals. In this section we comment briefly
on the special case where both the data and the solution of the discounted stochastic
game lie in the field of rational numbers Q. Evidently, the system of decoupled
polynomials (3.11) resulting from the repeated application of Gröbner basis technique
can be used to search for possible rational solutions with the help of a classical result
concerning rational roots of univariate polynomials with integer coefficients. In the
terminology of Section 4, consider the sth polynomial equation gs(z0, zs) = 0 of the
system (3.11) with z0 = β ∈ Q. Without loss of generality assume that this equation
has been normalized so that the polynomial gs(β, zs) has integer coefficients. Namely,
the latter is now a univariate polynomial of the form















where all the coefficients are integers. By the previously mentioned classical result
(e.g., see [10] p. 171) if zs =
p
q ∈ Q is a root of gs(zs) = 0, then
(5.2) q | csns & p | c
s
0.
That is q, p must be divisors of csns , c
s
0, respectively.
In view of the above there is a natural, finite, method of searching for rational
roots of gs(zs) = 0, based on prime factorization of natural numbers. In particular,












Now, the primes p, q defining the rational root zs =
p









τj , τj ≤ γj .
Clearly, an exhaustive search on θj ≤ αj and τj ≤ γj will supply all possible candi-
dates for rational roots of gs(zs) = 0. Simple evaluation of gs(zs) at these values will
identify rational roots of that polynomial and hence potential rational candidates for
the value of the stochastic game beginning in state s, for each s = 1, . . . , N . Of course,
the latter have to be substituted into Shapley’s equations (3.4) to verify that they,
indeed, form the value vector of the stochastic game. Example 3, in Section 6 illus-
trates that, generally, rational solutions arise only under very exceptional parameter
configurations.
6. Conclusions and examples. As hinted in the introduction, we suggest that
Theorems 4.1 and 5.1 provide a rather comprehensive characterization to the ordered
field property problem posed in [17]. This is because the field F of algebraic numbers
is still a countable ordered field that includes rationals Q and it is unlikely that any
smaller extension of rationals would suffice. We have demonstrated that the Gröbner
basis methods, in principle, allow us to identify exactly polynomials (with integer
coefficients) whose roots contain the values of stochastic games Γβ , for s = 1, . . . , N .
However, in general, these roots cannot be computed exactly in terms of radicals.
This is illustrated in Example 2, below, where our decoupled polynomials gs(β, zs)
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are quintic. Hence by the classical Abel-Ruffini theorem (e.g., see Theorem 75 and
the following remark in [19], page 75), no radical solutions exist for these polynomials.
Let us now comment briefly on the structured classes of stochastic games that
are known to possess the ordered field property, over the field Q of rational numbers.
These classes include stochastic games of perfect information originally introduced
by Gillette in 1957 [4], separable reward and state independent transition (SER-SIT)
games [22], [16], single-controller games [15], switching-controller games [2] and addi-
tive reward and additive transition (ARAT) games [18]. For the sake of completeness,
we briefly introduce these classes of games and supply an example of one of them
which exposes their simple algebraic structure in the context of Theorem 4.1.
A single controller stochastic game is a game in which the transition probabilities
satisfy the following:
p(s′|s, a, b1) = p(s′|s, a, b2) ∀ s, s′ ∈ S & ∀a ∈ A(s), b1, b2 ∈ B(s).
A switching controller stochastic game is a generalization of the above for which the
state space S can be partitioned into disjoint subsets S1 and S2 such that ∀ s′ ∈ S:
p(s′|s, a, b1) = p(s′|s, a, b2) ∀ s ∈ S1 & ∀ a ∈ A(s), b1, b2 ∈ B(s),
p(s′|s, a1, b) = p(s′|s, a2, b) ∀ s ∈ S2 & ∀ a1, a2 ∈ A(s), b ∈ B(s).
Incidentally, the perfect information game is equivalent to a switching controller game
in which one of the players has only a single action in each state.
The ARAT stochastic game is one in which both the rewards and the transitions
can be written as the sum of a term determined by player one and a term determined
by player two. That is:
r(s, a, b) = r1(s, a) + r2(s, b) ∀ s ∈ S & ∀ a ∈ A(s), b ∈ B(s),
p(s′|s, a, b) = p1(s′|s, a) + p2(s′|s, b) ∀ s, s′ ∈ S & ∀ a ∈ A(s), b ∈ B(s).
Finally, the SER-SIT stochastic game is one for which the rewards and transition
probabilities have the following structure for some scalars c(1), c(2), . . . , c(N):
r(s, a, b) = c(s) + r(a, b) ∀ s ∈ S & ∀ a ∈ A(s), b ∈ B(s)
p(s′|s1, a, b) = p(s′|s2, a, b) ∀ s′, s1, s2 ∈ S & ∀ a ∈ A(s) b ∈ B(s).
Next, we illustrate our approach with two simple examples: the first is a switching
controller game and the second is a reward-diagonal game that does not belong to
any of the above structured classes.
Example 1: We consider the switching controller stochastic game as illustrated




{2}. Each player has three actions
in each state, that is, A(1) = A(2) = {a1, a2, a3} and B(1) = B(2) = {b1, b2, b3}.
For example, in Figure(6.1a) if players one and two choose the first column and row,
respectively, the immediate reward will be −2 for player one and consequently +2 for
player two. Furthermore, at the next stage the game stays in state 1 with probability
3
10 and moves to state 2 with probability
7
10 .
We solved this game in MAPLE symbolic computing environment. In particular,
postponing the normalization by the factor (1−β), Shapley’s auxiliary matrix games
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were evaluated and equations (3.5) were manipulated to arrive at the system of two
polynomial equations of the form (3.6). The latter are (with z0 = β):


















































































Fig. 6.1: A switching controller stochastic game.
To compute the Gröbner bases, we first used the lexicographic term order z1 ≺ z2
and then applied the same process again but with the term order z2 ≺ z1. From the
two Gröbner bases GB1, GB2 so obtained, we selected the two bivariate polynomials:
• For z1 ≺ z2:
(6.1) g1(β, z1) = 5β
2z1 + 55βz1 − 88β − 60z1 + 160
• For z2 ≺ z1:
(6.2) g2(β, z2) = 5β
2z2 + 55βz2 + 72β − 60z2.
It is not a coincidence, that the latter are linear functions in z1 and z2, respectively.
Evidently, this is a common feature for all the five structured classes of stochastic











(β + 12)(β − 1)
.(6.4)
which are clearly positive for β ∈ [0, 1). They are also rational for rational β and
algebraic for algebraic β. Now, for β ∈ (0, 1) the entries of the value vector vβ of Γβ
are obtained by normalization by the factor (1− β), namely











































































Fig. 6.2: A reward-diagonal stochastic game.
Example 2: The next example is related to the same approach for a reward-
diagonal stochastic game with data as given in Figure 6.2. By following the same
method as in previous example we derived Shapley’s polynomials (3.6). The latter
are (with z0 = β):

















































































To compute the Gröbner bases, we first used the lexicographic term order z1 ≺ z2 and
then applied the same process again but with the term order z2 ≺ z1. From the two
Gröbner bases GB1, GB2 so obtained, we selected the two bivariate polynomials:
• For z1 ≺ z2:
g1(β, z1) =
(
573788072β8 − 220687720β7 − 7503382480β6 + 20744645680β5





+777484096540β6 − 5051043271810β5 + 12082535624940β4





−132203187917β6 − 4061892203389β5 + 41976312974469β4








−329307266563200β2 + 153965516032800β + 14791357080000
)
z1
+ 89067118187808β3 − 570684050648640β2 + 1146714437289600β
− 720144590112000.
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• For z2 ≺ z1:
g2(β, z2) =
(






+ 3391365456790β5 − 4977728569660β4 + 3171701981265β3 − 682632847540β2
−44137544000β) z42 +
(
−428935189842β6 − 27966474140289β5 + 100992652545319β4





−11840380819272β5 − 294095993630166β4 + 1011540632651148β3





−150578129579184β4 − 965930452772256β3 + 3604616402786640β2
−3768621176239200β + 1280513355804000) z2 − 737655098899392β3
+ 906896369212560β2 + 449706809325600β − 673995164922000.
For this case, the polynomials turn out to be quintic. As mentioned earlier, no radical
solutions exist due to Abel-Ruffini’s theorem. In order to find approximate real roots




































Approximating their real roots in MAPLE we obtain:
z1 = −1900.653702, 4.969443147, 71.41363761
and
z2 = −643.7311436, 1.742768501, 28.64701004.
Note that the unique solution of the stochastic game Γ 1
2
is obtained only with the



















Formal verification that the above are indeed values of Γ 1
2
, involves substituting these
into Shapley’s auxilliary matrix games and finding their values.
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Example 3: In this, final and simple, example we illustrate that the solutions
of Shapley’s equations lie in the field of rationals for only some exceptional values
of rational data defining a stochastic game. In particular we considered a simply
structured two state stochastic game where the second state is absorbing and has just
one action, for each player. The rational data defining the game are as in Figure 6.3,













Fig. 6.3: A game with one absorbing state.
As in previous examples, postponing the normalization by the factor (1 − β),






, z2 = val [βz2] .(6.9)
Note that a pure strategy saddle-point is impossible in the first Shapley auxiliary
matrix. These fixed point equations were expressed in their kernel form (3.5) and
then manipulated to obtain the system of two polynomial equations of the form (3.7)
f1(β, z1, z2) = βz1z2 − 2az1 − βz21 − β2z1z2 + (a+ βz1)2,
f2(β, z1, z2) = z2 − βz2.
Since z2 = 0 is the only root of f2 = 0, f1 immediately simplifies to an already
decoupled quadratic in z1 with coefficients that depend on a and β
f1(β, z1, 0) = −2az1 − βz21 + (a+ βz1)2 = a2 + 2a(β − 1)z1 + β(β − 1)z21 ,
whose discriminant is given by
D = 4a2(β − 1)2 − 4a2β(β − 1) = 4a2(1− β).
Clearly, f1(β, z1, 0) = 0 has rational solutions only if 4a
2(1−β) = d2 for some rational
d. This happens for some exceptional data configurations. For instance, if β = 89 ,














since the other root is negative and hence cannot be the value of the stochastic game
with non-negative rewards. Note that the value of the normalized stochastic game,
starting in state 1, v1(
8





Finally, we note that upon substituting, say, a = 1 into f1(
8
9 , z1, 0) we obtain
f1(
8






1 . Multiplying the preceding by the lowest common
denominator of its coefficients we obtain the polynomial g1(z1) = −8z21 − 18z1 + 81.
Now it is easy to verify that the denominator of the rational root z1 =
9
4 is a divisor
of 8 and the numerator is a divisor of 81, thereby illustrating (5.2).
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