Abstract. We show that every 3-uniform hypergraph H " pV, Eq with |V pHq| " n and minimum pair degree at least p4{5`op1qqn contains a squared Hamiltonian cycle.
There are at least two concepts of minimum degree and several notions of cycles like tight, loose and Berge cycles [1] (see also [2] ). Here we will only introduce some of these notions.
If H " pV, Eq is a hypergraph and v P V is a vertex of H, then we denote by d H pvq " |te P E : v P eu| the degree of v and by δ 1 pHq " mintd H pvq : v P V u the minimum vertex degree of H taken over all v P V .
Similarly, for two vertices u, v P V we denote by d H pu, vq " |N H pu, vq| " |te P E : u, v P eu| the pair-degree of u and v and by δ 2 pHq " mintd H pu, vq : uv P V p2q u the minimum pair-degree of H taken over all pairs of vertices of H.
We call a hypergraph P a tight path of length , if |V pP q| " `2 and there exists an ordering of the vertices V pP q " tv 1 , . . . , v `2 u such that a triple e forms a hyperedge of P The first asymptotically optimal Dirac-type result for 3-uniform hypergraphs was obtained by Rödl, Ruciński, and Szemerédi, who proved in [11] that every n-vertex hypergraph H with δ 2 pHq ě`1 2`o p1q˘n contains a Hamiltonian cycle. In [12] they showed this for large n under the optimal assumption δ 2 pHq ě tn{2u. Moreover, it was proved in [10] that a minimum vertex degree condition of δ 1 pHq ě`5 9`o p1q˘n 2 2 guarantees the existence of a
Hamiltonian cycle as well, where the constant 5{9 is again best possible. We will study which pair-degree condition implies a squared Hamiltonian cycle in 3-uniform hypergraphs and we will prove the following theorem. We will denote by K p3q 4 the complete 3-uniform hypergraph on 4 vertices. Note that any four consecutive vertices in a squared Hamiltonian cycle span a copy of K 4 -tilings by an appropriate pair-degree condition was studied by Pikhurko [9] , who exhibited for every n divisible by 4 a hypergraph H on n vertices with δ 2 pHq " 3 4 n´3 not containing a K covering all but at most 14 vertices. We remark that based on Pikhurko's work [9] the pair-degree problem for K p3q 4 -tilings was solved by Keevash and Mycroft in [5] . They showed that all 3-uniform hypergraphs H of sufficiently large order n with 4 | n and minimum pair-degree Notice that in view of Pikhurko's example the constant 4 5 occurring in Theorem 1.1 cannot be replaced by anything below 3 4 in case 4 | n. In order to extend this observation to all congruence classes modulo 4 we take a closer look at the construction from [9] . Partition the vertex set V " A 0 Ÿ A 1 Ÿ A 2 Ÿ A 3 such thatˇˇ|A i |´|A j |ˇˇď 1 for 0 ď i ă j ď 3. Let H be the hypergraph consisting of all the triples e that satisfy one of the following properties (see Fig. 1 .1):
‚ e intersects each of A 0 , A i , A j for some 1 ď i ă j ď 3; ‚ e Ď A i for some i P r3s; ‚ |e X A i | " 1 and |e X A j | " 2 for some pair ij P r3s p2q .
Every K Ď C needs to intersect A 0 in two vertices. This implies |A 0 | ě n{2, which contradicts our assumption and shows that H is indeed not containing a squared Hamiltonian cycle.
The proof of Theorem 1.1 is based on the absorption method developed by Rödl, Ruciński, and Szemerédi in [12] . In Section 2 we will discuss the general structure of the proof.
§2. Building squared Hamiltonian Cycles in Hypergraphs
In this section we will show the outline of the proof of Theorem 1.1. We start by presenting the dependencies of the auxiliary constants we use in the propositions required for the proof of Theorem 1.1. We write a " b to indicate that b will be chosen sufficiently small depending on a and all other constants appearing on the left of b. In Theorem 1.1 some α with 1 " α ą 0 is given. We fix the auxiliary constants ϑ˚and an integer M P N,
The connecting lemma stated below plays a crucial rôle in the proof of Theorem 1.1. It asserts that any two disjoint triples of vertices can be connected by many "short" squared paths. The proof of the connecting lemma forms the content of Section 3. We can connect any two squared paths by the connecting lemma using their start or endtriples, but for our constructions it will be important that we do not interfere with any already constructed subpath. Therefore we put a small reservoir of vertices aside, such that if we do not connect too many times it is possible to use vertices of the reservoir set only. The following lemma, which we prove in Section 4, shows the existence of such a set. Moreover, we put aside an absorbing path P A , which will absorb an arbitrary but not too large set X of leftover vertices at the end of the proof, such that we get a squared Hamiltonian cycle.
Proposition 2.1 (Connecting Lemma

Proposition 2.2 (Reservoir Lemma
Proposition 2.3 (Absorbing path).
Let α " 1{M " ϑ˚be as usual and let H " pV, Eq be a sufficiently large hypergraph with |V | " n and δ 2 pHq ě p4{5`αqn. There exists an (absorbing) squared path P A Ď H´R such that
for every set X Ď V V pP A q with |X| ď 2ϑ 2 n there is a squared path in H whose set of vertices is V pP A q Y X and whose end-triples are the same as those of P A .
In Section 5 we prove Proposition 2.3 and in Section 6 we will show the following theorem.
Theorem 2.4. Given α, µ ą 0 and Q P N there exists n 0 P N such that in every hypergraph H with vpHq " n ě n 0 and δ 2 pHq ě p3{4`αqn all but at most µn vertices of H can be covered by vertex-disjoint squared paths with Q vertices.
Also in Section 6 we use this theorem to prove the existence of an almost spanning squared cycle that covers all but at most 2ϑ 2 n vertices. We will show some of our results with the constant 3 4 and others for 4 5 . Moreover we fix the auxiliary constants β, γ, ϑ˚and integers K, , M P N obeying the hierarchy Proof. For an arbitrary vertex x P V and an integer i ě 1 we define
x " tz P V : there are at least pγ 2 {4q s n s´1 x-z-walks of length s in G for some s ď iu .
and therefore
Now we show that for every integer i with 1 ď i ď 2{γ at least one of the following holds:
γn, then the assumption yields that
This implies that at least γn{2 vertices in V Z It is not possible that the right outcome of (3.1) holds for each positive i ď 2{γ. x-y-walks of length spx, yq.
3.2.
The auxiliary graph G 3 . The first auxiliary graph we will study is the following. We have an edge xy P EpG 3 q iff there are "many" edges abc P EpHq for which ab, ac, bc P Lpxq X Lpyq.
The main result of this subsection is the following proposition. 
for n sufficiently large. Using the minimum pair-degree condition again we obtain
On the other hand, the assumption d G 3 pxq ď n{4`αn would imply that
Together with (3.3) this yields that
i.e., βn 3 ě αA (3.2) ě αn 3 {8. Since β ă α{8 this is a contradiction and shows that the minimum degree of G 3 is at least p1{4`αqn. extends to at least 4αn members of A.
Writing f pzq " |txy,
As f pzq ď 8 holds for each z P V it follows that there are at least 4αn vertices with f pzq ě 7. For each of them we have px,
To derive an upper bound on |A|, we break the symmetry in (iii ). Denoting by A 1 the set of quintuples px, x 1 , y, y 1 , zq P X 2ˆY 2ˆV satisfying (i ), (ii ), and
Therefore with (3.4) and (3.5) it follows that
Case 2. #tpx,
Define A Ď X 3ˆYˆV to be the set of all quintuples px,
We claim that the size of A can be bounded from below by
Since we are in Case 2, it suffices to prove that every tetrahedron px,
extends to at least 3αn members of A.
If z P Y is a vertex with px, x 1 , x 2 , y, zq R A then f pzq ď 4 and if z P X is a vertex with
Since 5|X|`4|Y | " 4n`|X| ď 9{2n, it follows that
as claimed.
Like before in Case 1 we obtain the upper bound
Therefore with (3.6) it follows that
Proof of Proposition 3.3. Because of Lemma 3.1, Lemma 3.4, and Lemma 3.5 it remains to check that for every partition V " X Ÿ Y with ? γn ď |X| ď p1{4`α{2qn we have
This follows easily from
and Lemma 3.4.
3.3. The auxiliary graphs G v . The second kind of auxiliary graphs we will study is the following. The main result of this subsection is the following proposition.
Proposition 3.7. Given α ą 0 there exist n 0 , P N such that in every hypergraph H with vpHq " n ě n 0 and δ 2 pHq ě p3{4`αqn for every pair of distinct vertices x, y P V pGq there exists some t " tpx, yq ď for which there are at least Ωpn t´1 q x-y-walks of length t in G v .
The next lemma gives us a lower bound on the minimum degree of G v .
Lemma 3.8. If n " α´1 and H is a hypergraph on n vertices with δ 2 pHq ě p3{4`αqn,
Proof. Let x P V tvu. We count the triples pa, b, yq P V 3 , such that ty, a, b, vu and tx, a, b, vu induce distinct tetrahedra in H. That is, we estimate the size of the set
Due to our assumption about δ 2 pHq the number A of pairs pa, bq P V 2 , which form a K p3q 4
with x and v, can be estimated by
Moreover we have
On the other hand, the assumption d Gv pxq ď n{4`αn would imply that
Together with (3.8) this yields that
ě αn 2 {8. Since β ă α{8 this is a contradiction and shows that the minimum degree of G v is at least p1{4`αqn. Proof. We begin by showing that the set
For the proof of this fact we may assume that |X| ď |Y |. Thus |X| P r n 4 , n 2 s and hence
It follows that
and w.l.o.g. we can assume that |A ‹ X pXˆYˆXq| ě n 3 {64. Now we study the set
Given any triple pa, y, bq P A ‹ X pXˆYˆXq the quadruple abvy forms a tetrahedron, there are at least 3δ 2 pHq´2n vertices z for which abvz forms a tetrahedron as well, and for at most n´δ 2 pHq of those the condition yz P EpL v q fails. Hence 
Define A Ď X 2ˆY 2ˆp V tvuq to be the set of all quintuples px, 
If z is a vertex with px, x 1 , y, y 1 , zq R A, then f pzq ď 12, and hence we have
Applying this argument to every px, x 1 , y, y 1 q P A ‹‹ X pX 2ˆY 2 q we obtain, since we are in 3.4. Connecting Lemma. For the rest of this section we will use the constant 4 5 , i.e., the minimum pair-degree hypothesis δ 2 pHq ě p4{5`αqn.
Definition 3.10. For a 3-uniform hypergraph H " pV, Eq and vertices v, r, s P V we write
Notice that our minimum pair-degree condition entails
for all v, r, s P V .
Definition 3.11. Given n " α´1, a hypergraph H on n vertices with minimum pair-degree δ 2 pHq ě p4{5`αqn and two distinct vertices v, w P V pHq we define the auxiliary graph G vw by V pG vw q " N pv, wq and
Due to our assumption about the minimum pair-degree we know that the size n 1 of the vertex set satisfies n 1 " |V pG vw q| ě p4{5`αqn. Proof. For every w P N v pb, cq X N v px, yq Lemma 3.12 states that there are at least Ωpn 2 q walks in G vw from c to x of length 3. Let
and therefore the Cauchy-Schwarz inequality yields that On the other hand, we can also write the number of these p3t`1q-tuples as
where
and for fixed
Altogether we have thereby shown that Proof. For every w P N pa, b, cq X N px, y, zq Proposition 3.16 states that for some integer
For P " pu 1 , . . . , u k 2 q P V k 2 let X P Ď Q be the set of vertices u P Q such that P is a squared u-walk from abc to xyz. Since |Q| ě m{pK`2q, the average size of X P is at least Ωpm{pK`2qq " Ωpmq by Proposition 3.16 and double counting. Since
Since k 2 " 0 pmod 3q and every ordered k 2 -tuple P of vertices gives rise to X k 2 {3`1 P squared walks from abc to xyz with 4k 2 {3`1 interior vertices, this implies Lemma 3.17
Finally we come to the main result of this section stated earlier as Proposition 2.1. 
Proposition 3.18 (Connecting Lemma
which implies that
At most Opn m´1 q tuples can fail being paths due to repeated vertices, thus there are Ωpn m q squared paths from abc to xyz. This proves Proposition 3.18 with M " r4 `4p `1q¨K`2 3`2 s,
In all proofs using a reservoir lemma the reservoir set R is obtained by taking a random subset of V . On a technical level there are several possibilities which properties of R one actually requires and below we follow closely the approach of [10] . Proof. Consider a random subset R Ď V with elements included independently with
Therefore |R| is binomially distributed and Chernoff's inequality yields
Since ϑ 2 n ě p4{3q 1{M pn ě p1`cqEr|R|s for some sufficiently small c " cpM q ą 0, we have Pp|R| ą ϑ 2 nq ď P`|R| ą p4{3q 1{M pn˘" op1q . The goal of this section is to establish Proposition 2.3 which, let us recall, requires the minimum degree condition δ 2 pHq ě p4{5`αq|V pHq|. The common assumptions of all statements of this section are that we have Proof. Consider a random selection X Ď pV Rq 6 containing each 6-tuple independently with probability p " γn´5, where γ " 4ϑ 2 {α 3 . Since Er|X |s ď pn 6 " γn, Markov's inequality yields
We call two distinct 6-tuples from V 6 overlapping if there is a vertex occurring in both.
There are at most 36n 11 ordered pairs of overlapping 6-tuples. Let P be the random variable giving the number of such pairs both of whose components are in X . Since
ErP s ď 36n 11 p 2 " 36γ 2 n and 12γ ď ϑ˚, Markov's inequality yields
In view of Lemma 5.2 for each vertex v P V the set A v containing all v-absorbers in pV Rq 6 has the property Er|A v X X |s ě α 3 n 6 p " α 3 γn " 4ϑ 2 n. Since |A v X X | is binomially distributed, Chernoff's inequality gives for every v P V
Owing to (5.1), (5.2), and (5.3) there is an "instance" F ‹ of X satisfying the following:
‚ F ‹ contains at most ϑ 2 n ordered pairs of overlapping 6-tuples, ‚ and for every v P V the number of v-absorbers in F ‹ is at least 3ϑ 2 n.
If we delete from F ‹ all the 6-tuples containing some vertex more than once, all that belong to an overlapping pair, and all violating (3), we get a set F which fulfills (1), since |F| ď |F ‹ |. The properties (2) and (3) hold by construction and for (4) we recall that v-absorbers satisfy (3) by definition. Therefore the set F has all the desired properties.
We are now ready to prove Proposition 2.3, which we restate for the reader's convenience. Proof. Let F Ď pV Rq 6 be as obtained in Lemma 5.3. Recall that F is a family of at most 8α´3ϑ 2 n vertex-disjoint squared paths with six vertices.
Proposition 5.4 (Absorbing path). There exists an (absorbing) squared path P
We will prove that there is a path P A Ď H´R with the following properties:
(a) P A contains all members of F as subpaths,
Basically we will construct such a path P A starting with any member of F by applying the connecting lemma |F|´1 times, attaching on further part from F each time.
Let F˚Ď F be a maximal subset such that some path PÅ Ď H´R has the properties (a) and (b) with F replaced by F˚. Obviously PÅ ‰ ∅. From (b) and 1 " α, M´1 " ϑ˚we
and thus our upper bound on the size of the reservoir leads to So F˚Y tP u contradicts the maximality of F˚and proves that we have indeed F˚" F.
Therefore there exists a path P A with the properties (a) and (b).
As proved in (5.4) this path satisfies condition (1) of Proposition 5.4. To establish (2) one absorbs the up to at most 2ϑ 2 n vertices in X one by one into P A . This is possible due to (a) combined with (4) from Lemma 5.3. §6. Almost spanning cycle
The main work of this section goes into the proof of Theorem 2.4, which will occupy the Subsections 6.1-6.4. Having obtained this result we will deduce Proposition 2.5 in Subsection 6.5.
The proof of Theorem 2.4 itself is structured as follows. In Subsection 6.1 we derive an "approximate version" of Pikhurko's K p3q 4 -factor theorem (see Lemma 6.1) by imitating his proof from [9] . This lemma leads to Theorem 2.4 in the light of the hypergraph regularity method, which we recall in Subsection 6.2. In Subsection 6.3 we explain why "tetrahedra in the reduced hypergraph" correspond to regular "tetrads" large fractions of which can be covered by long squared paths. Finally in Subsection 6.4 we put everything together and complete the proof of Theorem 2.4.
K p3q
4 -tilings. The subsequent lemma will later be applied to a hypergraph obtained by means of the regularity lemma. The following proof is similar to Pikhurko's argument establishing [9, Theorem 1] . Proof. Let us call a pair of vertices bad if its pair-degree is smaller than p3{4`αqt. Moreover we will call a subhypergraph of G good if it does not contain any bad pair of vertices.
First of all we will delete vertices which are in many bad pairs. More precisely we will successively delete vertices if such a vertex is in at least ? τ t bad pairs. Since there are at most τ t 2 bad pairs, we are deleting at most ? τ t vertices and in the remaining hypergraph
Let F be a set of hypergraphs. By an F-tiling in G we mean a collection of vertex-disjoint good subgraphs, each of which is isomorphic to some member of F. Moreover let w 2 " 2, w 3 " 6, and w 4 " 11 be weight factors.
In the following we will consider a K At most ? τ t vertices of V 1 are missed by the tiling T . Indeed, otherwise we find a good subgraph isomorphic to K p3q 2 not in the tiling, since every vertex in V 1 is in at most ? τ t bad pairs. Because w 2 ą 0 this is a contradiction to the maximality of T .
We say a hypergraph F P T makes a connection with the vertex x P V 1 V pF q (denoted by pF, xq P C) if |V pF q| ď 3 and V pF q Y txu spans a complete good hypergraph. Examining the properties of connections, we get the following results.
i -subgraph F P T with i ď 3 can only make a connection to a vertex x that belongs to a K p3q j -subgraph of T with j ą i.
Otherwise moving x to F would increase the weight of T , since w 4`w2´2 w 3 " 1, w 4´w2´w3 " 3, w 3´2 w 2 " 2, and all other possible weight changes are positive as well.
Let ta, bu be the vertex set of K 4`α¯t´2 t`6 ď c .
Otherwise let F 1 , F 2 , F 3 , F 4 be K 4 -subgraph F of T make at least 5 connections with F 1 , F 2 , F 3 , F 4 . Therefore we find two distinct vertices x, y P V pF q and i, j P r4s with i ‰ j, such that pF i , xq, pF j , yq P C. Moving x to F i and y to F j and thereby reducing F to a K p3q 2 would increase the weight of T , since 2pw 4´w3 q`pw 2´w4 q " 1. Thus, we get a contradiction to the maximality of T .
‚ There is no K p3q 3 -subgraph F P T with the property that F 1 , F 2 , F 3 make more than 3 connections to F .
Otherwise we could find distinct vertices x, y P V pF q and i, j P r3s with i ‰ j, such that pF i , xq, pF j , yq P C. Moving x to F i and y to F j and thereby eliminating F would increase the weight of T , since 2pw 3´w2 q´w 3 " 2. Thus, we get a contradiction to the maximality of T .
‚ There is no K p3q 4 -subgraph F P T with the property that F 1 , F 2 , F 3 make more than 8 connections to F .
Otherwise we could find distinct vertices x 1 , x 2 , x 3 P V pF q, such that pF i , x i q P C for every i P r3s. This is because every bipartite graph with nine edges and partition classes of size 3 and 4 contains a matching of size 3. Moving each x i to F i and thereby eliminating F would increase the weight of T , since 3pw 3´w2 q´w 4 " 1. Thus, we get a contradiction to the maximality of T .
Finally, by estimating the number of connections created by F 1 , F 2 , F 3 we obtain
3´3
4`α 2¯t ď 3 3`8 4 .
Since 3 ď 3 and 4 ď tt{4u, we havé 9 4`3 2 α¯t ď 9`8tt{4u , which contradicts t ě 36. 
to P if for every tripartite subgraph Q Ď P we havěˇ|
Furthermore, we say H is δ 3 -quasirandom with respect to P , if it is pδ 3 , d 3 q-quasirandom
We define the relative density of H with respect to P by
where dpH|P q " 0 if K 3 pP q " ∅.
A refined version of the regularity lemma (see [13, Theorem 2.3] ) states the following. There are integers t and with t 0 ď t ď T 0 and ď T 0 and there exists a vertex partition
V and for all 1 ď i ă j ď t there exists a partition
of the edge set of the complete bipartite graph KpV i , V j q satisfying the following properties 
with 1 ď i ă j ă k ď t and α, β, γ P r s. and N : N Ñ N, such that that the following holds for every P N. 
for all x P V i 1 and y P V j 1 .
pmod 4q, and k " k 1 pmod 4q are distinct, let H ijk W be the tripartite hypergraph on
For technical reasons we also need to specify bipartite graphs E ij W for distinct i, j P rQs that are congruent modulo 4 in order to make Lemma 6.4 applicable. The precise choice of these graphs is immaterial in the following and we just take arbitrary pδ 2 p q, 1{ qquasirandom bipartite graphs. E.g., we could declare all theses graphs to be isomorphic to P 12 . Similarly, we need to define 3-partite hypergraphs H ijk W for distinct i, j, k P rQs at least two of which are congruent modulo 4. This time we may just take the complete 3-partite hypergraphs between W i , W j , W k , which are certainly pδ 3 , 1q-quasirandom with bound on the number of times this can occur and since for n sufficiently large we have
we find at least one squared path in H. Q 4N˚p q ν U for each P N. Let P " pV 1 Ÿ V 2 Ÿ V 3 Ÿ V 4 , E P q and H be as described above for some P N. Now let H be a 3-uniform hypergraph with vpHq " n ě n 0 and δ 2 pHq ě p We call a triad P Proof. Let D f be the hypergraph on rts whose edges are the triples ijk such that the triad P ijk f pijqf pikqf pjkq is dense, and let R f be the hypergraph consisting of all sets ti, j, ku such that H is δ 3 -quasirandom with respect to the triad P ijk f pijqf pikqf pjkq . Clearly, J f " D f X R f . We will show that if we choose f uniformly at random, then with positive probability EpR f q ď 2δ 3 t 3 and δ 2 pD f q ě p3{4`α{4qt hold.
The expected value of the number of missing edges in R f is EpEpR fď 1 3¨δ 3 t 3 3 " δ 3 t 3 ,
