Abstract-The k-nearest neighbor (k-NN) decision rule is the basis of a well-established, high-performance pattern-recognition technique but its sequential implementation is inherently slow. More recently, feedforward neural networks trained on error backpropagation have been widely used to solve a variety of pattern-recognition problems. However, it is arguably unnecessary to learn such a computationally intensive solution when one (i.e., the k-NN rule) is effectively available a priori, especially given the well-known pitfalls of backpropagation. Accordingly, there is some interest in the literature in network implementations of this rule, so as to combine its known, good performance with the speed of a massively parallel realization. In this paper, we present a novel neural-network architecture which implements the k-NN rule and whose distinctive feature relative to earlier work is its synchronous (i.e., clocked) nature. Essentially, it has a layered, feedforward structure but, in its basic form, also incorporates feedback to control sequential selection of the k neighbors. The principal advantages of this new scheme are the avoidance of the stability problems which can arise with alternative asynchronous feedback (lateral-inhibition) circuits, the restriction of analog weights to the first hidden layer and the fact that network design uses noniterative weight calculations rather than iterative backpropagation. Analysis of the network shows that it will converge to the desired solution (faithfully classifying the input pattern according to the k-NN rule) within (2k 0 1) clock cycles. Apart from minor changes which can be effected externally, the same design serves for any value of k. 
On Neural-Network Implementations of -Nearest Neighbor Pattern Classifiers units in each layer has to be guessed, analog neurons are used even if only digital ones are necessary, and the training is not guaranteed to converge to an absolute error minimum [1, p. 2192] . As well as problems of nonconvergence, it is also well known that the training of such neural networks is NPcomplete [2] , so that scaling with problem size is a cause of difficulty. Against this, however, experience over the last decade indicates that the learning problem is "much easier than expected" [3, p. 7] to the extent that " most realworld problems seem to be learnable in a reasonable time." Additionally, because of the distributed internal representation, backpropagation networks exhibit a degree of fault tolerance which augurs well for physical implementation [4] , [5] .
Nonetheless, the drawbacks associated with backpropagation-such as convergence to local minima and the absence of robust techniques for determining an appropriate network structure in any given case-remain real and important. There are, however, alternative neural approaches. For instance, a new Euclidean classifier [6] offers noniterative training and guaranteed convergence together with (unusually) a controlled generalization capability.
In contrast to most neural approaches, the properties of established pattern-classification algorithms can be controlled more easily. However, their speed is relatively poor as a result of their serial nature. It is no surprise, therefore, that some studies have aimed to combine the speed of execution of a neural network with the controlled behavior of a classical algorithm (e.g., [7] , [8] ).
The -nearest neighbor ( -NN) rule is a well-established and nonparametric pattern-classification technique [9] [10] [11] [12] . Given a set of training patterns, it finds the training examples closest in (Euclidean) feature space to an unknown pattern and assigns to it the class label which is most highly represented among these neighbors. Note that, in the case of the standard implementation, "training" is trivial: it consists merely of rote memorization of the example data. The performance of the -NN rule is very good. In theory (e.g., [11, pp. 97-101] ), for large , the error rate is never more than twice that of the Bayesian classifier (which is optimal if its underlying assumptions are met) and monotonically approaches the Bayesian error as increases. Empirically, its performance is comparable to that of neural networks trained by error backpropagation [13] [14] [15] . However, the computational requirement for pattern classification is high for large sets of training data and a large number of classes. Accordingly, there has been much interest in reformulating the algorithm-typically by reordering the training set, using an efficient search strategy and/or reducing the number of training examples used by selecting a representative sample of them. These techniques are well covered in the literature cited above.
In this paper, we describe a new neural-network architecture which implements the -NN rule, and which has a clocked feedforward structure with three layers of neurons (excluding the input nodes which have no processing function). In its basic form, there is also feedback from the second to the first layer to control neighbor selection. Network design involves only noniterative calculations of the weights and is independent of the value of . That is, the same network can be used for any without modification-other than a minor change to the initialization and the clocking scheme. The approach is generic and there is potential for tailoring it to other sort-based algorithms.
The remainder of this paper is structured as follows. In the next section, we review the small number of previous attempts to implement -NN classifiers in neural network form. In Section III, we then describe the neuron properties for the new network, their interconnection and the method of setting the interconnection weights so as to implement the -NN rule as well as detailing the mode of operation during pattern classification. An analysis of the network follows (Section IV), which confirms that it is indeed a faithful realization of the -NN rule, and is guaranteed to classify an input pattern according to this rule within clock intervals. Since the basic form of the network is somewhat inefficient in terms of space (i.e., required number of neurons and, consequently, of realvalued weights also), we consider some possible efficiency enhancements in Section V before concluding (Section VI).
II. PREVIOUS NEURAL IMPLEMENTATIONS
OF -NN CLASSIFIERS In general, two distinct approaches to layered network implementation of the -NN rule can be identified: 1) Those which set the weights and thresholds of first-layer hidden neurons so as to tessellate the input feature space. In principle, this can be done by computing the boundaries of regions ("polytopes") containing all those points which are closest to each of the training patterns-the so-called Voronoi tessellation-as illustrated in Fig. 1 . Classification is then a matter of determining-in subsequent processing layers-the polytope into which an unknown input pattern, , falls. However, the Voronoi tessellation is difficult and time-consuming to compute (see [16] , [17] , [18, Section 5.4 ] for reviews of available algorithms) and a less efficient but more easily obtained "brute force" tessellation, which constructs boundaries between all possible ordered pairs, may be employed. 2) Those which compute explicit, analog "matching scores"-inversely related to the (Euclidean) distance between and the training patterns-in the first layer. As a rule, the advantage of approach 1 is that essentially digital computations only are required after the first layer but a large number of neurons is needed to perform the tessellation. Approach 2 requires fewer neurons but analog processing is necessary in layers subsequent to the first. Clearly, the case of (the nearest-neighbor rule) is considerably simpler than the general case. Murphy [19] has described a "nearest neighbor perceptron" based on feature-space tessellation which mirrors approach 1. Here, the term "perceptron" can be taken to imply that the network is layered and feed-forward, without feedback or clocking. The first layer of hidden neurons computes the hyperplane facets of the tessellation as linear threshold functions; the second layer logically AND's these together to form the polytopes surrounding each training pattern as intersections of these hyperplanes; and the output layer (which has one node for each pattern class) performs a logical OR to select the class corresponding to the nearest neighbor. The network is a faithful implementation of the 1-NN rule, and requires neurons where is the number of training patterns. Since the circuit is combinational, without memory or clocking, the operation of a physical implementation would be very fast.
Park and Bang [20] point out the unfavorable space complexity of Murphy's network in terms of the required number of hidden neurons when there are many training patterns. They also state that "it is not easy to add a new training pattern after the network is designed." (See, however, the more recent work of Bose and Garga [21] which overcomes the latter criticism in the context of the 1-NN net.) They describe an adaptive network with neurons which constructs hyperspheres in feature space-in place of tessellating polytopes-as new training patterns are encountered. Because of this, and also because the radii of the hyperspheres are set in an ad hoc fashion to avoid overlaps, their network is not a faithful implementation of the 1-NN rule. Also, it is possible for an input vector to fall into an unclassified region since the hyperspheres do not cover all of feature space. This is the reason that the network has to be "adaptive": new nodes are created to cater for this eventuality. To this extent, their claim about the ease of adding new training patterns makes a virtue of necessity.
Park and Bang's design can be seen as a hybrid of approaches 1 and 2. It neither properly tessellates the feature space nor computes exact matching scores. While this means that the implementation is not faithful, their circuit has the advantage of simplicity (in line with approach 2). More recently, Gazula and Kabuka [22] have described a very similar hybrid but for general , which has precisely the same advantages and disadvantages. It uses hyperspherical classification regions (although based on Hamming distance computed as in Lippmann's Hamming net [23] ), and can be implemented digitally as a boolean neural network if the input patterns are binary. Operation for the general case of is achieved using variable threshold neurons. However, just like [20] , it is not an accurate realization of the -NN rule.
By contrast, Jain and Mao [24] propose a network which faithfully implements the -NN rule for general , and which mirrors approach 2. The overall structure is apparently inspired by the Hamming network of Lippmann [23] which it resembles. Weights and thresholds are set so that matching scores between an input pattern, , of unknown class and the training patterns are explicitly computed by the first layer of hidden neurons-the so-called matching network. There is one matching-network neuron for each training pattern, grouped into equivalent pattern classes. The outputs of the matching network are fed forward to the -maximum network, whose function is to select the maximum matching scores. These are in turn fed forward to the counting network which provides a count of how many neurons in each pattern class are excited. Finally, the 1-maximum network (a special case of the -maximum network) selects the maximum output of the counting network, which corresponds to the putative class of . The total number of neurons in the four layers is , where is the number of pattern classes. Hence, as generally, the space complexity of the network is . Since the -and -maximum networks employ asynchronous feedback, in the form of lateral inhibition, issues of stability arise. Jain and Mao purport to show that a "winnertake-all" design suffers (as do Hopfield nets [25] ) from problems of meta-stability. However, their circuits (whose weights are obtained by Hopfield-Tank [26] optimization) lack the self-feedback which is characteristic of a winnertake-all network. In place of this, they employ a scheme in which all feedback is routed through a single (analog) neuron with activation function and bias . The output of this feedback neuron is "fed to all other neurons through an inverse weight ". While the fan-in and fan-out for this neuron are high (actually equal to for the -maximum network and to for the -maximum network), for a winner-take-all circuit each and every neuron requires such a fan-in/out. Also, the stability and speed of convergence of the network inter-depend on : large values may cause oscillations near the equilibrium state while small values guarantee stability but cause slow convergence. In our view, the risk of nonconvergence and the variable time needed by the network to perform a classification compromise the viability of Jain and Mao's approach.
In the following section, we describe a new network which uses synchronous threshold logic to overcome the stability problems associated with asynchronous feedback. However, both the number of neurons and fan-in requirements are higher than for the Jain and Mao design. We discuss later (in Section V) some possibilities for reducing these.
III. NETWORK DESCRIPTION
The basic structure of the network is shown in Fig. 2 . There are three layers of processing units, excluding the input layer which merely distributes the inputs to the first layer of hidden units. The second layer provides feedback as a control input to the first layer. In the clock period following a reset (omitted from the figure for simplicity), the first layer computes a representation of the position in feature space of a test input pattern relative to all the training patterns according to approach 1 in Section II above. This approach is preferred (although not strongly) over explicit, analog matching-score computation, as in approach 2, so as to simplify subsequent processing. In this first clock period, the second layer selects the pattern, say, which is the nearest neighbor to the input. In the next clock period, the feedback from the second layer effectively deactivates the first-layer neurons specific to and which respond when is not the nearest neighbor. In this way, is removed from subsequent consideration, the second-nearest example will be found in the next clock period, and this continues until the nearest neighbors, , have been computed. The third layer is functionally a look-up table which associates nearest neighbors with pattern classes, the most highly represented class being chosen as the output.
The first hidden layer comprises so-called switchable equidistant neurons (SEN's) which are conventional linear threshold neurons (LTN's) with a control input taking feedback from the second layer. Here, "linear" means that weights and inputs are combined in affine (linear sum minus threshold) manner, leading to hyperplane decision surfaces, rather than that outputs are linearly related to inputs. In fact, the signum activation function is used, so that the neurons are hardlimiting (binary). When the control input is off ("0"), the SEN functions as an LTN: when on, the SEN produces an output of "1" irrespective of its inputs. As such, the SEN is equivalent to an OR gate whose inputs are derived from an LTN and the control input. Each LTN is specific to a particular ordered pair of training vectors, and . The weights and threshold of the LTN are chosen so that its output is "1" iff the current input vector is nearer to the "target" vector, say, than to the other vector of the pair, , or is equidistant between the two. This is simply done by setting the weight vector 
corresponding to the equation of the hyperplane which is the perpendicular bisector of the line segment joining and . Hence, the SEN output will be "1" iff and the control input is "0" (Appendix).
The second hidden layer is formed from latched logic AND neurons (LLAN's) which tessellate the feature space by forming intersections of the hyperplanes. The LLAN's are LTN's coupled to D-type flip-flops. The weights are set to 1 and the threshold level to ( ), where is the fan-in equal to ( 1) , such that the output is the -place logic AND of its inputs. This output gates the clock signal into a D-type flip-flop to detect whether it has been "1" during the active clock period. The result is held by the flip-flop until the next reset signal.
The third (output) layer is formed from variable threshold neurons (VTN's). These are LTN's with binary 1/0 weights set according to a characteristic function (see Section IV-A below) which acts as a "discretionary wiring" function associating training patterns with classes, but where the threshold is controllable. With a threshold of ( 0.5), the VTN serves to determine whether there are or more inputs that are "1". That is, it forms the logical OR of the logical AND of all cardinality-subsets of its inputs.
As there are ordered pairs of training patterns, for a "brute force" tessellation the first hidden layer has groups of SEN's which, as above, can be indexed by . The groups of SEN outputs are fed forward to LLAN's in the second layer. The outputs of the LLAN's are fed to the VTN's in the third layer (whose outputs are the classes) and also serve, via feedback, as the control inputs to gate the SEN outputs. The weight of the feedback connection from the th second-layer LLAN to the th first-layer SEN is otherwise Thus, if the th LLAN is "1", during the next clock period it will deactivate first-layer SEN's specific to training pattern and so remove it from further consideration.
Since the number of neurons is , the space complexity of the network is . By way of illustration, a -nearest neighbor rule implementation for 4 and which partitions the data into 3 classes is given in Fig. 3 .
In summary, classification of a pattern by the network takes place in the following stages:
1) all the second-layer LLAN's are reset and all the thirdlayer VTN's are initialized to ( 0.5); 2) a test pattern vector of unknown class is applied to the network; 3) with clock 2 inactive, consecutive clock pulses are applied via clock 1 to all the LLAN's in the second layer; 4) clocking is now switched to clock 2 and thresholds for the third-layer VTN's are decremented from ( ) to ( ), ( ) , on consecutive pulses until one of the outputs becomes "1", which takes a maximum of another clock pulses; 5) the (single) VTN output in the third layer that is "1" now indicates the resulting class of . This process is completed in a maximum of clock periods.
IV. ANALYSIS
In this section, we show that the network described above is indeed a faithful realization of the -NN rule. That is, if the training patterns are the nearest neighbors to the current input pattern, then the input is determined to be a member of the class that dominates , where denotes a mapping such that indicates that pattern is a member of class .
A. Case of
The outputs of the SEN's in the first layer are for
where is the output of the neuron indexed by in the first layer is the weight vector for this neuron and is its threshold set using (1) and (2), is the input vector, is the signum function (i.e., if 0 and equals 0 otherwise), and is the switching feedback signal from second-layer neuron to first-layer neuron . But since is initialized to "0", in the first clock period following a reset, (3) simplifies to (4) where is the weight between the th component of the input (having value ) and the SEN indexed by in the first layer, and is the dimensionality of the input vectors.
For the second layer LLAN's
where is the output of the th neuron in the second layer , and this value is latched into the flip-flop.
From the previous section, the third layer VTN's form the logical OR of the logical AND of all cardinality-subsets of their inputs. The value of starts initially from and decrements on each clock pulse until the threshold value ( 0.5) equals 0.5. For the case of 1, therefore, the AND function is irrelevant and (6) where is the output of the th VTN in the third layer , and the characteristic function defines the connectivity of the inputs to the VTN as if otherwise (7) Combining (4), (5), and (6) gives for (8) which is a closed formula for the outputs of the network when . Now, if is the nearest neighbor to the input vector:
for all then the setting of the SEN weights and thresholds in accordance with (1) and (2) From the definition of the characteristic function in (7), it follows that only when and is 0 otherwise. Hence, the input pattern is determined to be a member of the th class.
B. Case of
After the first clock event following the reset, from the argument above, the output of the th LLAN in the second layer is otherwise.
This "1" at is propagated back to the SEN's indexed by ) in the first layer as , switching them on. The effect is to remove pattern from the nearest neighbor computation in accordance with (3) . The first layer then determines the next-nearest neighbor, as can be seen by combining (5) and (9) under the conditions obtaining following the first clock event otherwise.
From the fact that will remain as "1" until the next reset otherwise where is the next-nearest neighbor. By induction on , one concludes that after positive clock signals, the LLAN's in the second layer that correspond to the -nearest neighbors will output "1" while all others output "0". After these clock pulses, the clocking is switched to the third layer. On each pulse, the VTN thresholds decrement from ( ) to ( ), ( ) which serves within further clock periods to pick up the class that dominates the VTN's that output "1" in the second layer. Hence, the -NN rule is realized.
V. ENHANCEMENTS
The principal drawback of the basic architecture described thus far is the requirement for neurons, where is the number of training patterns, considering that good performance with the -NN rule requires that this number is large. Furthermore, because the growth function is dominated by the number of SEN's in the first hidden layer, each of which receives input from all the input nodes, the number of analogvalued connection weights is . (It is also worth noting that the fan-in of the second hidden-layer LLAN's, equal to , is not inconsiderable.) While the design of Jain and Mao [24] -exemplifying approach 2 of Section II-reduces the requirement to neurons, this is at the cost of abandoning the guaranteed convergence plus more extensive analog processing.
There are, however, two obvious ways in which the constant of the above growth functions can be reduced, although the requirement for neurons remains. 1) On average, only a small number of the total hyperplanes separating all possible ordered pairs of training patterns will contribute to the Voronoi tessellation [27] . In fact, if is the hyperplane separating and , then contributes to the Voronoi tessellation iff the hypersphere with diameter contains none of the other points. (This is illustrated in Fig. 1 where does not contribute.) Accordingly, as suggested by Murphy [19] , space savings can be effected at the cost of additional design time by computing the Voronoi tessellation using one of the available algorithms previously mentioned in Section II.
2) The figure of results from counting separately from . Yet the hyperplane separating from is clearly identical to that separating from . Hence, if input pattern is closer to than to , it becomes obvious that cannot be closer to than to . This fact not only allows us to halve the number of SEN's, but also to discard the second-to first-layer feedback as well. To achieve this, SEN outputs are fed not only to the th LLAN in the second layer, but also to the control inputs of the th SEN's, . Since the operating speed of the basic design is fast, taking only clock periods to classify an input pattern, there is apparent scope for trading speed against space requirements. We leave this aspect for future work.
Finally, there is clearly some potential for combining our approach with that of Jain and Mao, so as to achieve space requirement. For instance, one could design a synchronous, clocked -maximum circuit to replace their asynchronous (lateral-inhibition) circuit although this does not overcome the problem of extensive analog processing.
VI. CONCLUSION
A new three-layer network architecture, featuring synchronous feedback to control the selection of neighbors, has been developed and shown to realize the -nearest neighbor rule of pattern recognition. The advantages of the approach are as previously enumerated by Murphy [19] : 1) it provides an alternative to the unpredictability of backpropagation; 2) the network is capable of forming arbitrary decision regions; 3) the network is specific to its training data; 4) the network design is noniterative and can be completed in polynomial time. To this, one might add that processing subsequent to the first hidden layer is essentially digital (although threshold units with analog thresholds are required).
However, the present network (unlike Murphy's) implements the -NN rule for any value of without modification and with only a minor change to the initialization of the VTN's and to the clocking scheme (which can be implemented external to the network). The time required to perform a classification is at most clock cycles. The use of synchronous clocking avoids stability problems which can arise with general-neural-network implementations based on asynchronous feedback (lateral inhibition). The space complexity of the basic network is neurons. This figure is dominated by the number of SEN's in the first hidden layer, each of which also has high fan-in, so that there are analog weights. Possible ways of reducing the space requirement are outlined in Section V.
In future work, we plan to simulate the architecture presented here in behavioral, logic and circuit terms to explore further the practical issues affecting actual physical implementation. In particular, space-time trades aimed at reducing the space complexity of the network, perhaps in exchange for somewhat reduced speed of classification, will be studied.
APPENDIX
The output of a first hidden-layer SEN with input will be "1" iff so that, from (1) and (2) and Multiplying throughout by By addition of a constant factor and, hence, we achieve which confirms the choice of weights and threshold.
