Abstract:
We study the asymptotic properties of the Adaptive LASSO (adaLASSO) in sparse, high-dimensional, linear time-series models. We assume that both the number of covariates in the model and the number of candidate variables can increase with the sample size (polynomially or geometrically). In other words, we let the number of candidate variables to be larger than the number of observations. We show the adaLASSO consistently chooses the relevant variables as the number of observations increases (model selection consistency) and has the oracle property, even when the errors are non-Gaussian and conditionally heteroskedastic. This allows the adaLASSO to be applied to a myriad of applications in empirical finance and macroeconomics. A simulation study shows that the method performs well in very general settings with t-distributed and heteroskedastic errors as well with highly correlated regressors. Finally, we consider an application to forecast monthly US inflation with many predictors. The model estimated by the adaLASSO delivers superior forecasts than traditional benchmark competitors such as autoregressive and factor models.
Introduction
We consider the problem of estimating single-equation linear dynamic time-series models with non-Gaussian and conditionally heteroskedastic errors when the number of regressors is larger than the sample size (high-dimensionality), but only some of the explanatory variables are relevant (sparsity). We focus on the ℓ 1 -penalized least squares estimator and derive conditions under which the method is model selection consistent and has the oracle property. By model selection consistency we mean that the correct set of regressors are selected asymptotically. The oracle property means that the penalized estimator has the same asymptotic distribution as the ordinary least squares (OLS) estimator under the knowledge of the relevant subset of regressors (Fan and Li 2001) . Since our results are asymptotic, the high-dimension is understood as a polynomial increase in the number of candidate variables. Finally, we also study the case where the number of candidates variables increases exponentially with the sample size. In the latter case, stricter conditions on the error term as well as on the regressors should be imposed. However, in most economic applications the polynomial rate of growth does not seem to be restrictive. For example, when the candidate variables are lags of a fixed set of covariates, the increase is linear with respect to the sample size.
Furthermore, even when other explanatory variables apart from lags are included, the number of regressors does not grow exponentially fast Watson 2002b, Bernanke et al. 2005 ).
Traditionally, one chooses the set of explanatory variables using an information criterion or some sequential testing procedure. Although these approaches work well in small dimensions, the total number of models to evaluate gets exponentially large as the number of candidate variables increases. Moreover, if the number of covariates is larger than the number of observations, sequential testing fails to recover the true model structure.
A successful approach to estimate models in large dimensions is to use shrinkage methods.
The idea is to shrink to zero the irrelevant parameters. Therefore, under some conditions, it is possible to handle more variables than observations. Among shrinkage methods, the Least Absolute Shrinkage and Selection Operator (LASSO), introduced by Tibshirani (1996) , and the adaptive LASSO (adaLASSO), proposed by Zou (2006) , have received particular attention. It has been shown that the LASSO can handle more variables than observations and the most parsimonious subset of relevant variables can be selected (Efron et al. 2004 , Zhao and Yu 2006 , Meinshausen and Yu 2009 . As noted in Zhao and Yu (2006) and Zou (2006) , for attaining model selection Our theoretical results are illustrated in a simulation experiment as well as in an economic application. In the simulation experiment we consider a model with fat-tailed GARCH errors and highly correlated candidate regressors. The outcome of the simulations is quite promising, pointing that the adaLASSO with properly chosen initial weights (first step) works reasonably well even in very adverse situations which are common in macroeconomics and finance. We also consider quarterly US inflation forecasting using many predictors. The models estimated by the adaLASSO procedure delivered forecasts significantly superior than traditional benchmarks.
Our results render a number of possible applications. Forecasting macroeconomic variables with many predictors as in Watson (2002a,b, 2012) and Bai and Ng (2008) is one of them.
The construction of predictive regressions for financial returns can be also considered (Rapach et al. 2010) . In this case, handling non-Gaussian conditional heteroskedastic errors is of great importance. Other applications include the selection of factors in approximate factor models, as in Bai and Ng (2002) , Cheng and Hansen (2012) , and Cheng et al. (2013) ; variable selection in non-linear models (Rech et al. 2001) ; forecast combination of many forecasters (Issler and Lima 2009, Samuels and Sekkel 2013) ; time-series network models (Barigozzi and Brownlees 2013, Lam and Souza 2014a,b) ; and forecasting large covariance matrices as in Callot et al. (2014) . Finally, instrumental variable estimation in a data rich environment with dependent data is also a potential application; see Belloni et al. (2012) .
Most advances in the shrinkage methods literature are valid only in the classical IID framework, often with fixed design. Recently, a large effort has been given to adapt LASSO-based methods to the time-series case; see, for example, Wang et al. (2007a) and Hsu et al. (2008) . These authors consider only the case where the number of candidate variables is smaller than the sample size. Nardi and Rinaldo (2011) considered the estimation of autoregressive (AR) models when the number of regressors increases with the sample size. However, their work differs from ours in many directions.
The most significant one being that their focus is only on AR models with restrictive assumptions on the error term. Audrino and Knaus (2012) adapted the results of Nardi and Rinaldo (2011) to the case of realized volatility forecasting with the heterogenous AR (HAR) model proposed by Corsi (2009) . Our results are useful in this setting as realized volatility data are conditionally heteroskedastic and non-Gaussian. Furthermore, our results allow for the inclusion of external variables as potential predictors. Wang et al. (2007b) considered regression models with autoregressive errors. Notwithstanding, in their case the number of regressors was kept fixed. Song and Bickel (2011) and Kock and Callot (2012) studied the estimation of vector AR (VAR) models. The former used LASSO and group-LASSO for estimating VARs where the number of candidate variables were a function of the sample size. However, the number of relevant variables was fixed. Kock and Callot (2012) relaxed this assumption but assumed the errors to be independent and normally distributed.
As a direct consequence of the VAR dynamics, in Kock and Callot (2012) all the covariates were Gaussian. Barigozzi and Brownlees (2013) also assumed normality and homoskedasticity of the errors. Although, our model is nested in the VAR specification, we show the oracle property under a more general setting as the above authors do not consider the inclusion of exogenous regressors.
On the other hand, Kock and Callot (2012) derive non-asymptotic oracle inequalities which are not discussed here. All our results are asymptotic. Kock (2012) considered adaLASSO estimation in stationary and non-stationary AR models with a fixed number of variables.
It is important to make the following remarks. First, the adaLASSO is a two-step procedure and there is no agreement in the literature how to choose the first-step estimator. In this paper we use the LASSO as a possible solution (Zou and Hastie 2005) 1 . We show that, under regularity conditions, the LASSO can be used as an initial estimate, at a cost of possibly reducing the pool of candidate variables. Our simulation results indicate that the LASSO works quite well. Second, all the hyper-parameters in the estimation procedure (such as the penalty term) are selected via the Bayesian Information Criterion (BIC) which delivers superior results, both in terms of accuracy and computing time, than cross-validation methods. Finally, similar to other papers in the literature, all our asymptotic results are derived under pointwise convergence as shrinkage estimators suffer from lack of uniformity; see, for example, Pötscher(2008, 2009 ). The paper is organized as follows. In Section 2 we introduce the notation and assumptions. In Section 3 we present the main results. The case where the number of candidate variables grows exponentially with the sample size is discussed n Section 4. In Section 5 we discuss the selection of the weights for the adaLASSO procedure and in Section 7 we describe how our set of assumptions can be satisfied in some special cases. In Section 8 we present simulation results, followed by the real data application in Section 9. Finally, Section 10 concludes. All the proofs are postponed to the appendix. In the Appendix we also discuss how to satisfy the main assumptions of the paper.
1 Other pre-estimators have been considered (Elastic-net, Ridge, OLS) but the LASSO delivered robust results. 5
Definition, Notation and Assumptions
Consider the following linear model
where x t = (x 1t , . . . , x n T t ) ′ is a n T -vector of covariates, possibly containing lags of y t , and u t is a martingale difference process. We are interested in estimating the parameter vector θ when n T is large, possibly larger than the sample size T , but only a small number of elements of θ is nonzero (θ is sparse). We assume, without loss of generality, that α 0 is zero. Model (1) encompasses many linear specifications, such as sparse AR and AR distributed lag (ARDL) models, or simple predictive regressions. Equation (1) may also be a reduced-form for first-stage estimation in a two-stage least squares environment where x t includes a set of instruments and y t is an endogenous variable. Another possibility is to consider x t as a set of individual forecasts, in which equation (1) represents a forecast combination problem.
The number of candidate covariates is n ≡ n T , the number of non-zero parameters is s ≡ s T and the number of irrelevant variables is n − s. The omission of the dependence on T is just aesthetic. For any t,
with the relevant variables and X(2) is the [T × (n − s)] matrix with the irrelevant ones. Write
The parameters are assumed ordered to simplify the exposition.
We make the following assumption about the processes {x t }, {y t }, and {u t }:
(1) {z t } is a zero-mean weakly stationary process.
(
(3) With probability converging to one,
(4) For some finite, positive constant c m and some m ≥ 1, be two positive and finite constants. Assume that E u 2m .
Assumption (DESIGN). The following conditions hold jointly.
(1) The true parameter vector θ 0 is an element of an open subset Θ n ∈ R n that contains the element 0.
(2) There exists θ min > 0 such that min i=1,...,s |θ 0,i | > θ min .
(3) a.
Write
Let Ω 11 = X(1) ′ X(1)/T denote the scaled Gram matrix of the relevant variables, max 1≤i,j≤s
with probability converging to one as T → ∞ Assumption DESIGN(1) is standard. DESIGN(2) controls the lower bound of the non-zero parameters and is traditionally referred as beta-min condition; see, for example, Bülhmann and van der Geer (2011). We define lower bounds on θ min on Theorem 1. This lower bound can decrease with T and lower bounds on φ min . DESIGN(3) imposes a lower bound, φ min , on the minimal eigenvalue of the covariance matrix of the relevant variables, that may depend on T .
In practice, quantifying the rate in which φ min decreases is difficult and problem specific and it is frequently assumed constant, e.g., Theorems 3 and 4 in Kock and Callot (2012) The adaLASSO estimator of the (n × 1) parameter vector θ is given by
where Y = (y 1 , . . . , y T ) ′ , X is the (T × n) data matrix, w i = |θ I,i | −τ , τ > 0, and θ I,i is an initial parameter estimate. When w i = 1 (i = 1, . . . , n), (2) becomes the usual LASSO.
The minimization problem in (2) is equivalent to a constrained concave minimization problem and necessary and (almost) sufficient conditions for existence of a solution can be derived from the Karush-Kuhn-Tucker conditions (Zhao and Yu 2006, Zou 2006) . The necessary condition for the model selection consistency for the LASSO (w i = 1, i = 1, . . . , n) is denoted the "Irrepresentable Condition" which is known to be easily violated in the presence of highly correlated covariates (Zhao and Yu 2006, Meinshausen and Yu 2009 ). The adaLASSO overcomes the "Irrepresentable Condition", by using weighted ℓ 1 -penalty where the weights diverge for the zero parameters and do not diverge for the non-zero parameters. Zou (2006) suggest using the inverse of the OLS estimator 8 of the parameters as the weight. Nonetheless, such estimator is not available when the number of candidate variables is larger than the number of observations. Huang et al. (2008) introduce the notion of zero-consistent estimator, i.e., there exists an estimator that is arbitrarily small for the zero parameters as T increases, and converge to a non-zero constant for the non-zero parameters.
We use a similar assumption here.
Assumption (WEIGHTS). The weights w 1 , . . . , w n satisfy:
(1) There exist 0 < ξ < 1, and a sufficiently large, positive constant c w(2) , such that min i=s+1,...,n
with probability converging to one as T → ∞.
(2) There exists
Assumption WEIGHTS(1) requires that the weights associated with the non-relevant variables {x jt : j = s + 1, . . . , n} to diverge at some rate, while WEIGHTS(2) restricts the weights associated with the relevant variables to be bounded by above by a non-decreasing sequence w max . This requirement is the most difficult to be satisfied in practice. In the case when the number of candidate variables n is smaller than the number of observations T , we can estimate the weights using OLS. Huang et al. (2008) show that if the variables with zero and non-zero coefficients are only weakly correlated (partial orthogonality condition), the marginal regressions of y t on x it , i = 1, . . . , n,
give reasonable weights. This condition, however, is not realistig in a time series setting, in which lags of the dependent and the independent variables are in the pool of candidate variables. If the correlation matrix of regressors is Toeplitz, than the "Irrepresentable Condition" is valid and LASSO may perform reasonably well (Nardi and Rinaldo 2011, Audrino and Knaus 2012) 2 .
2 Under week regularity conditions, the "Irrepresentable Condition" yield oracle bounds (Van De Geer and Bühlmann 2009, Section 6).
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Assumption REG imposes constraints on the rate of increase of number of candidate variables in terms of λ. These bounds involve m, φ min , ξ, and w max , defined in Assumptions DGP(4), DESIGN(3), WEIGHTS(1) and WEIGHTS(2), respectively.
Assumption (REG). The regularization parameter λ and the number of candidate variables n satisfy:
This assumption is satisfied if we take λ ∝ √ T ×n 1/m T −ξ(1/2−1/m) , assume that s 1/2 w max /φ min = O(n b/m ) for some b > 0, and impose n = o T ξ(m−2)/2(b+1) . If we further assume an oracle bound of the form of Proposition 1 in Section 5, we may take ξ = αm(b + 1)/(m + 2b), for any 0 < α < 1 − 2 log T (s/φ min ). Combining the bounds, n = o T αm(m−2)/(2m+4b) . Improving these rates is possible, but have no impact on the main results of the paper.
The imposition on the number of candidate variables to be polynomial on T is a consequence of |u t x it | having polynomially decreasing tails. When stronger bounds are imposed on x it and u t , it is possible to allow the number of candidate variables to grow at a faster rate. This condition only imposes an upper-bound on the rate of increase of candidate variables, which is further retracted by DGP(3) and DESIGN(3).
Main Results
In this section we present the main results of the paper: model selection consistency and oracle property. We follow the standard practice in the literature and show sign consistency, which implies model selection consistency.
Definition (Sign Consistency). We say that θ is sign consistent to θ if
where sign(x) = I(x > 0) − I(x < 0), and the identity is taken element-wise.
Next theorem is the main result in the paper and shows that, under the previous assumptions, the adaLASSO consistently selects the correct subset of variables.
Theorem 1. Under Assumptions DGP, DESIGN, WEIGHTS and REG, and If
In Theorem 2 we show that the adaLASSO estimator for time-series has the oracle property, in the sense that it converges to the same distribution as the OLS estimator as T → ∞. The relevance of this result is that one can carry out inference about the parameters as if one had used OLS in the model with only the relevant variables included.
Theorem 2 (Oracle Property). Let θ ols (1) denote the OLS estimator of θ 0 (1). Under Assumptions DGP, WEIGHTS, DESIGN, and REG, if
for any s-dimensional vector α with Euclidean norm 1.
Exponentially large number of covariates
Conditions in the previous section imply that the number of candidate variables n may increase at a polynomial rate. Under stronger assumptions, n may increase sub-exponentially fast with T .
Note that the actual rate of increase also depends on the distribution of the candidate variables themselves. In this section we introduce new assumptions and restate the main results.
Assumption (DGP(5)). The processes {x it }, i = 1, . . . , n, and {u t } are such that
for all i = 1, . . . , n and every t, and for positive constants
Assumption DGP(5) requires that the marginal distribution of the candidate variables and error term have exponential tails, which is more general then the IID Gaussian innovations. It is satisfied when the dynamics of x t is driven by stationary vector autoregressions (VAR) with Gaussian innovations as in Kock and Callot (2012) . Alternatively, if x t admits an infinite-order vector moving average, VMA(∞), decomposition with bounded conditional variances, Lemma 9 in the appendix shows conditions under which it has sub-exponential tails. Same arguments hold for u t .
Assumption REG incorporates the new rate of increase in the number of irrelevant covariates.
The biggest change is that it allows n to increase sub-exponentially with T , instead of polynomially.
Assumption (REG'). The regularization parameter λ and the number of candidate variables n satisfy:
The term α log T simplifies the calculation of finite sample bounds and can be dropped if log n > α log T , which is often the case for T sufficiently large. The assumption is satisfied if we take 
for some s-dimensional vector α with Euclidean norm 1.
Initial weights
The choice of initial weights is critical and, often, the hardest condition to be satisfied. In this section we show that under a stronger set of conditions, one can use the LASSO as the initial estimator to construct the weights. Furthermore, sufficient conditions for the consistency of the LASSO estimator also imply DESIGN(3). In this section we relate oracle bounds on the ℓ 1 norm of the LASSO estimates to condition WEIGHTS.
Oracle inequalities for the LASSO estimator have been derived under different assumptions on the design matrix. Van De Geer and Bühlmann (2009) study how these different assumptions relate to each other, in particular, they show that the restricted eigenvalue condition of Bickel et al. (2009) imply the compatibility condition, used for deriving oracle bounds. If the scaled Gramm matrix Ω = X ′ X/T , is sufficiently close to its expectation, then ℓ 1 oracle bounds follow after conditions
and v S 1 = i∈S |v i |. We say the restricted eigenvalue condition is satisfied for some
First, verify that if Ω is positive definite, than the restricted eigenvalue condition is satisfied.
Alternatively, it suffices to impose conditions on the population covariance matrix Ω and approximation rate between Ω and Ω.
Lemma 1. Assume that
and that,
with probability converging to one as T → ∞. Then, the restricted eigenvalue condition is satisfied
Next result relates the restricted eigenvalue condition to the ℓ 1 bounds on the estimated parameters using the LASSO.
x it u t < λ 0 , and assume that the restricted eigenvalue condition holds with probability converging to one. Then, inside E T (λ 0 ),
for any λ > 2 √ T λ 0 , with probability converging to one.
Furthermore, for α > 0, either assume:
(a) DGP(1), DGP(2), DGP(4), and let λ ≥ n 1/m T (1−ξ)/2+α/m , or
Assumption WEIGHTS is intimately related to finite sample oracle inequalities for the LASSO. Kock and Callot (2012) consider the LASSO as the initial estimator and derive finite sample, oracle inequalities, bounding the ℓ 1 distance between the true and estimated parameters, which is directly applicable to our problem if we impose more restrictive assumptions. Proposition 1 shows the relationship between ℓ 1 oracle inequalities and assumption WEIGHTS.
Proposition 1. Let θ I = (θ I,1 , . . . ,θ I,n ) ′ denote an initial estimate of θ 0 and let the weights
for some c 1 > 0, with probability converging to one, Assumption WEIGHTS hold whenever
, for some small c 2 ≤ min(.25, c w(2) /c 1 ) and all T sufficiently large.
Note that there is no contradiction is assuming that (2/θ min ) τ < w max < T ξ/2 and θ min > 2c 1 (λ/T )(s/φ min ), as far as 0.5T −ξ/2τ > 2c 1 (λ/T )(s/φ min ), which is satisfied by the assumption on λ. Conditions on the rate of increase in λ, in REG, are not violated.
Selection of hyper-parameters
The selection of the regularization parameter λ and the weighting parameter τ is critical. Traditionally, one employs cross-validation and selects (λ, τ ) within a grid that maximizes some predictive measure. In a time-dependent framework cross-validation is more complicated. An alternative approach that has received more attention in recent years is to choose the (λ, τ ) using information criteria, such as the BIC. Zou et al. (2007) , Wang et al. (2007a) and Zhang et al. (2010) study such method. Zou et al. (2007) show that the number of effective parameters is a consistent estimator of the degrees of freedom of the model. Wang et al. (2007a) show that this method works in the AR-LASSO framework. Finally, Zhang et al. (2010) study a more general criterion (Generalized Information Criterion) and show that the BIC is consistent in selecting the regularization parameter, but not asymptotically loss-efficient. We adopt the BIC to select all the hyper-parameters of the adaLASSO procedure. Although we do not derive theoretical results for consistency of such methods, we conjecture that the same properties derived in Zhang et al. (2010) 
where E(u t |x t ) = 0 and {ǫ t } ∼ iid(0, 1), with E(ε 2m t ) < ∞. Furthermore, consider the following set of assumptions.
Assumption (EXAMPLE 1). The GARCH process is such that:
(1) The parameters of the GARCH model satisfy the restrictions: π 0 > 0, π 1 ≥ 0, and π 2 ≥ 0;
such that:
Under the specification above, x t admits a canonical VMA(∞) representation as in Appendix A (Lütkepohl 2007, Chapter 11) . The coefficients of this representation converge to zero exponentially fast 3 , i.e., log ζ i,r ∝ −r ζ , and also x t has 2m moments. Finally, let ρ max (B) and ρ min (B) denote the minimum and maximum eigenvalues of the square matrix B.
This condition implies that the eigenvalues of E(
The last inequality follows because the operator norm of Ψ j decreases geometrically and the first one follows because one can always construct the VMA decomposition with Ψ 0 = I. The remaining inequalities follow trivially.
Note that, if π 1 + π 2 < 1 and under Assumption EXAMPLE 1, Assumption DGP(1) holds. In addition, Assumption DGP(2) is trivially satisfied. Under EXAMPLE 1(1), E u 2m t < ∞ by the results in He and Teräsvirta (1999) and Ling and McAleer (2002) . Therefore, Assumption DGP (4) is valid under Example 1. Assumption DESIGN(1) is satisfied by hypothesis as well as Assumption DESIGN(2).
If conditions of Lemma 1 are satisfied, then DGP(3) and DESIGN(3) are also satisfied. It follows from EXAMPLE 1, and the results of Appendix A.3 that setting p = 1, we can take s = o(T δ/2 ) and n = o[T (1−δ)(m−1)/2 ] for some 0 < δ < 1. These conditions are sufficient to satisfy WEIGHTS, DGP(3), and DESIGN(3). Moreover, the LASSO can be used as the initial estimator. 7.2. Autoregressive distributed lag models with GARCH errors. In Medeiros and Mendes (2015) the authors consider the ARDL(p, q) − GARCH(1, 1)
where
Under the set of assumptions below, Assumptions DGP, DESIGN and WEIGHTS are satisfied, using the LASSO an initial estimator. Assuming that τ = 1 and p = O(T 1/8 ) and s = O(1), then the number of candidate variables can be n = o[T (m−1)/8 ] and ξ < .25(m − 1)/(m − 2).
(3) The coefficients of the GARCH model satisfy EXAMPLE 1(1).
(5) Let B denote the operator norm of B and
The discussion in the first example implies that EXAMPLE 2(1-4) satisfy Assumptions (A1)-(A4) in Medeiros and Mendes (2015) . We show that under EXAMPLE 2, Σ XX = E(x 1 x ′ 1 ) is positive definite. Under (A1)-(A3) in Medeiros and Mendes (2015) , ρ min (Σ ZZ ) > ρ −1 , and, by assumption, Σ Y Y ≥ ρ −1 . It follows from Kierzkowski and Smoktunowicz (2011, Corollary 2 .5) that the smallest eigenvalue of Σ XX is bounded by below by (1 − ν)/ρ > 0, proving the claim. EXAMPLE 2(5) can be improved using Kierzkowski and Smoktunowicz (2011, Theorem 2.9) . A simpler proof is as follows. The matrix Σ XX is positive definite if and only
Simulation
Consider the following data generating process (DGP):
where φ = 0.6 and the typical element of β is given by
, has n − s irrelevant variables and follows a fourth-order VAR model with t-distributed errors. Apart from the error distribution, the DGP for the vector x t is similar to the one considered in Kock and Callot (2012) .
The matrices A 1 and A 2 are block diagonal with each block of dimension 5 × 5 and typical element 0.15 and −0.1, respectively. All the errors in the model are t-distributed with 5 degrees of freedom.
t * (5) denotes an standardized t-distribution with 5 degrees of freedom, such that all the errors have zero mean and unit variance. The vector of candidate variables is w t = (y t−1 , x ′ t−1 ) ′ . Furthermore, ε t and v t are mutually not correlated. Note that this is a very adverse setting as the errors are not normal, fat-tailed, conditionally heteroskedastic and moments of order higher than five do not exist.
We simulate T = 50, 100, 300, 1000 observations of DGP (6)-(9) for different combinations of candidate (n) and relevant (s) variables. We consider n = 100, 300, 1000 and s = 5, 10, 15, 20. The models are estimated by the adaLASSO method with τ and λ selected by the BIC. The initial weights are estimated using the LASSO procedure.
We start by analyzing the properties of the estimators for the parameter φ in (6) 
It is clear that both variance and bias are very low. This is explained, as expected, by the large number of zero estimates. Finally, the bias and MSE decrease with the sample size. The MSE of the estimators increase with the number of candidate variables as well as with the number of relevant variables. Finally, it is quite clear that the estimates are very precise in large samples. Table 2 show that the adaLASSO is a viable alternative to model selection in high-dimensional time series models with non-Gaussian and conditionally heteroskedastic errors. Table 3 shows the MSE for one-step-ahead out-of-sample forecasts for both the adaLASSO and oracle models. We consider a total of 100 out-of-sample observations. As expected, for low values of s, the adaLASSO has a similar performance than the oracle. 
Inflation Forecasting
We consider monthly inflation forecasting with many predictors. The data consists of 131 macroeconomic variables and has been obtained from Sydney Ludvigson's webpage 4 . The dataset is the same used in Jurado et al. (2013) and is an update version of the one considered in Ludvigson and Ng (2009) . The observations start in January 1960 and end in December 2011, a total of 624 time periods. The predictive regression is written as
where π t is the monthly inflation at time t (percentage changes of the Consumer Price Index, CPI, for all items) and x t is the vector of predictors (four lags of inflation plus four lags of 131 predictors. We also include four lagged factors computed as the first four principal components of the 131 predictors. Apart from the price index data which have been differenced only once, all the remaining variables were transformed according to Ludvigson and Ng (2009) . We consider one step ahead forecasts computed in a rolling window scheme with 474 observations. The forecasting period starts in January 2000. The forecasting results are shown in Table 4 . We consider as benchmark models a linear model will all the regressors and estimated by reduced rank regression, an autoregressive (AR) model of order four, and an AR(4) model augmented by four factors. As competitors we include a model with all the variables plus the factors estimated by the LASSO procedure, the adaLASSO with LASSO initial weights and adaLASSO with Elastic-Net initial weights. The Elastic-Net is a combination 
The In order to check if the differences in forecasting performance among different models are statistically significant or not we ran pairwise Giacomini-White tests for equal predictive ability. The results are summarized in Table 5 . The table shows the p-value of the tests when the column model is compared to the row model according to the absolute forecasting errors (upper panel) and squared forecasting errors (lower panel). It is evident from the results that the LASSO-based models are statistically superior than the benchmark alternatives. The only case where a benchmark specification performs similarly to a competitor is then a factor model is compared to the adaLASSO with respect to the squared errors. Figure 5 reports the cumulative absolute and squared errors for different models. There is one large error during the forecasting period (December 2008) and all models display large errors.
However, the LASSO-based models continue to deliver the lowest forecasting errors. Figure 6 shows the number of variables selected by the LASSO and the adaLASSO. As expected the adaLASSO delivers more parsimonious models. 
Conclusion
We studied the asymptotic properties of the adaLASSO estimator in sparse, high-dimensional, linear time series model when both the number of covariates in the model and candidate variables can increase with the sample size. Furthermore, the number of candidate predictors is possibly larger than the number of observations. The results in this paper extend the literature by providing conditions under which the adaLASSO correctly selects the relevant variables and has the oracle property in a time-series framework with a very general error term. As a technical by-product some conditions in this paper are improvements on the frequently adopted in the shrinkage literature. The main results presented in this paper are based on the assumption that only a few number of candidate variables are in fact relevant to explain the dynamics of the dependent variable (sparsity). This is a key difference from the factor models literature. The estimation of factors relies on the assumption that the loading matrix is dense, i.e., almost all variables are important for the factor determination. When the loading matrix is sparse, the usual asymptotic results for factor estimation do not hold anymore. Therefore, penalized estimation based on the adaLASSO and similar methods are of extreme importance. However, when the structure of the model is dense, then factor models are a better alternative.
Appendix A. Satisfying assumptions
Let {z t } denote a zero mean, weakly stationary process taking values on R d (d ∈ N) , that admits the VMA(∞) decomposition
where ǫ t = (ǫ 1t , . . . , ǫ dt ) ′ , E(ǫ t |F ǫ,t−1 ) = 0, E(ǫ t ǫ ′ t |F ǫ,t−1 ) = Σ t , Ψ j = diag(ψ j1 , · · · , ψ jd ) 5 , and let F ǫ,t = σ{ǫ t , ǫ t−1 , . . . }. In order to ensure E[z 1 z ′ 1 ] is bounded independently of d, we also require that the largest eigenvalue of each Σ t is bounded independently of d and that ∞ j=0 ψ 2 ji < ∞. It implicitly requires that the correlation matrices Σ t are not dense or, at least, that most elements are sufficiently small, which is standard in the ℓ 1 regularization literature. As in C, we characterize the dependence of the series through ζ i,r = ∞ j=r |ψ ij | (i = 1, . . . , d), and it is assumed that they decrease either polynomially or geometrically with r.
Assume that the set of candidate variables are x t = (z ′ t , . . . , z ′ t−p ) ′ for some p < T , usually much smaller. To simplify the exposition, let x t (1) = (x i,t , x ∈ S), where S denote the active set, i.e., the set of all included regressors. The number of candidate variables is n = p × d and both may increase with T . Throughout the section, we use c, c s , c 1 , c 2 , . . . as positive and finite constants.
We use the triplex inequality (19) and results in Appendix C to find conditions that satisfy DGP(3) in this setting. Table 6 shows conditions to satisfy DGP(3). We impose conditions on {ǫ it } (i = 1, . . . , d), the mixingale dependence term ζ i,r = ∞ j=r |ψ ij | (i = 1, . . . , d), and the rates of increase of n and p. Table 6 . Conditions on the rate of increase of n and p, the mixingale dependence terms {ζ i,r : i = 1, . . . , n}, and the tail behaviour of ǫ it (t = 1, . . . , T , i = 1, · · · , n), for satisfying DGP(3). The conditions hold for any 0 < δ < 1, some d ≥ 1, and some u > 0.
The derivations are mechanical and the same method is applied in each of the six combinations of conditions. The first step is to adapt the triplex inequality to the problem in hand. Assume that
D k,T is the dependence term of (19), and E T its tail term 6 . We use results in Appendix C.3 to bound D k,T and E T . If p = o(r), then r − k > r − p > r/2 for T sufficiently large. If the dependence
vanishes after r 0 lags, i.e., D T = 0 for r > r 0 , we can set γ 1 = 0. If the dependence decreases polynomially with r then D T ≤ O(T −ζγ 1 ); if the dependence term decreases exponentially with r then − log D T ≤ O(T ζγ 1 /2 ). As for the tail, E T ≤ O T −γ 2 (m−1) in the polynomial case, and
− log E T ≤ O(T γ 2 /4 ) in the exponential case.
We optimize the convergence rate choosing the pair (γ 1 , γ 2 ) that makes all three terms decrease at the same rate. In the case both dependence (D k,T ) and tail (E T ) terms decrease exponentially, we solve the system 1 − γ 1 − γ 2 = γ 2 /4 and γ 2 = 2ζγ 1 . The RHS of (19) is bounded by
, for positive and finite constants c 1 and c 2 . Therefore,
The remaining terms in Table 6 
Recall that x it x jt = z l 1 ,t−k 1 z l 2 ,t−k 2 where 1 ≤ l 1 , l 2 ≤ d and 0 ≤ k 1 , k 2 ≤ p. While the actual terms l 1 , l 2 , k 1 , and k 2 are unimportant, S may contain terms with lags up to p, which has an influence on the dependence term as in the previous section. The RHS of the previous display is bounded by
We use (19) and results in Appendix C to find conditions that satisfy DESIGN(3) in this setting.
The first step is to adapt the triplex inequality to the problem in hand. Assume that r ∝ T γ 1 /2 and C T ∝ T γ 2 /2 in (19),
D k,T is the dependence term of the triplex inequality, and E T its tail term 7 . We use results in Appendix C.3 to bound D k,T and E T . If p = o(r), then r − k > r − p > r/2 for T sufficiently large. If the dependence vanishes after r 0 lags, i.e., D T = 0 for r > r 0 , we can set γ 1 = 0. If the dependence decreases polynomially with r then D T ≤ O(T −ζγ 1 ); if the dependence term decreases exponentially with r then − log D T ≤ O(T ζγ 1 /2 ). As for the tail, E T ≤ O T −γ 2 (m−1) in the polynomial case, and − log E T ≤ O(T γ 2 /4 ) in the exponential case.
The derivation of the bounds follow the same steps as in A.1, with the further constraint that satisfied. These conditions also imply that DGP(3) and DESIGN(3) are satisfied. Kock and Callot (2012) show that these conditions are satisfied if the covariates are generated form a Gaussian VAR. The approach we use here is similar. Assume that the smallest eigenvalue of the population covariance matrix is bounded away from zero and that φ 0 > 16c > 0 in Lemma 1. We show that
We use the triplex inequality again. The argument is the same as used in A.1 and A.2. The arguments are as in A.2, and we bound (10) with φ min replaced by a constant c, and s 2 replaced by n 2 , because we are now dealing with the full empirical covariance matrix of the variables, instead of only the ones that enter in the model.
The mechanics is the same as before. We assume that s = o(T δ/2 ) for some 1 < δ < 1, and that p = o(r). If D k,T = 0 and E T is polynomial, p is not constrained and n = o T (1−δ)(1−m)/2 . Similarly, when the dependence term is polynomial, n increases at most polynomially.
Hence, under the previous conditions on the increase rate of n, p, and s, and assuming the population covariance matrix of all covariates satisfy the restricted eigenvalue condition, the LASSO can be used as initial estimator and the condition WEIGHTS is satisfied.
Appendix B. Proofs B.1. Initial weights.
Proof of Lemma 1. The first statement follows directly from Lemma 6 in Kock and Callot (2012) and the second one from comparing DESIGN(3) and the conditions in the lemma, in a set with probability one.
Proof of Lemma 2. The proof follows after Theorem 6.1 in Bülhmann and van der Geer (2011) and the relationship between restricted eigenvalue condition and compatibility condition. The second part follows because (a) satisfies conditions of Lemma 4 and (b) satisfies conditions of 5.
Proof of Proposition 1. The weights are given by |θ I,i | −τ , which means that WEIGHTS(1) is equiv-
because θ i,0 = 0 for all q + 1 ≤ i ≤ n. Hence, WEIGHTS(1) is satisfied whenever
which holds under assumption on λ.
Let x, y ∈ R and 2(x−y) 2 ≤ y 2 , y 2 ≤ 2 x 2 + (x − y) 2 which means that x 2 ≥ y 2 /2−(x−y) 2 > 0.
Moreover, x 2τ ≥ y 2 /2 − (x − y) 2 τ . Under the conditions on θ min and the bound on |θ I,i − θ 0i |,
The left hand side of WEIGHTS(2) is upper bounded by
Substituting this bound on WEIGHTS (2),
It follows by assumption that (θ 2
is a sufficient condition for WEIGHTS(2), which is satisfied by the ℓ 1 oracle bound.
B.2. Minimal Eigenvalue. Condition DESIGN(3) imply that the smallest eigenvalue of Ω 11 is lower bounded by φ min . We use this result throughout the proofs in this section.
Lemma 3. Let A and B denote two non-negative definite, r-dimensional square matrices. If
Proof. The proof is parallel to Lemma 6.17 in Bülhmann and van der Geer (2011). Let α ∈ R r \{0}.
where | · | 1 and | · | ∞ are the ℓ 1 and sup norm, respectively. Rearranging the terms,
The result follows by minimizing over α ∈ R r \ {0}.
Under condition DESIGN(3), in a set with probability converging to one
B.3. Bounding the empirical process. The regularization parameter λ is intrinsically connected to probability bounds on the event
We derive bounds for the event E T λT −(1−ξ)/2 under (i) Assumptions DGP(1)-DGP(2) and DGP(4) (case i), and (ii) Asumptions DGP(1)-DGP(2) and DGP(5). More precisely, we show that
Pr max
The expectation in the RHS is bounded by
The first term on the RHS is bounded because both Pr(x t > c) and Pr(u t > c) decrease exponentially, as for the second term (2006), Huang et al. (2008) , among many others, to find sufficient conditions for sign consistency. Proposition 2 provides a lower bound on the probability that the signs of the estimated and true parameters are equal, and follows the same construction as Zhao and Yu (2006) .
Proposition 2. Let W (1) = diag(w 1 , . . . , w s ) and ν 0 = sign[θ 0 (1)]. Then
Pr sign( θ) = sign(θ) ≥ P (A T ∩ B T ) ,
where U = Y − Xθ 0 , M (1) = I T − X(1)(X(1) ′ X(1)) −1 X(1) ′ .
Proof of Proposition 2. The proof follows as in Proposition 1 of Zhao and Yu (2006) . Lemma 7. Assume DESIGN and WEIGHTS(2) hold jointly, and that θ min > (λ/T 1−ξ/2 )(s 1/2 /φ min ).
The sets
The proof of (a) is identical to the proof of Theorem 1 with Lemma 4 replaced by Lemma 5.
The proof of (b) is identical to the proof of Theorem 2.
Appendix C. Auxiliary Lemmata
This section we show some auxiliary results used in the previous derivation. We start with the triplex inequality (Jiang 2009, Theorem 1) and expand on how to bound its terms.
Theorem (Triplex Inequality). Let {F t } ∞ t=−∞ be an increasing sequence of σ-fields, and x t be a random variable that is F t -measurable for each t. Then, for each ε T , C T > 0 and positive integers r and T , we have
as long as the RHS exists and is smaller than one.
The first term in the RHS is self explanatory and depends on the dependence window m, the upper bound C T , and ε T . The second term on the RHS is the dependence term and is described in the framework of ℓ 1 -mixingale (see, e.g., Chapter 16, Davidson 1994) . When {x t } is a martingale difference process, the dependence term vanishes. We derive bounds for the dependence term under different dependence assumptions. Finally, the third term on the RHS captures the tail behaviour of x t and we also derive bounds for it under different tail conditions. C.1. Tail behaviour. Next series of results will deal with the tail behaviour of the elements x t under different conditions. For the sake of simplicity, and without of generality, consider x t scalar and denote it x t . Lemma 9 provides sufficient condition so that the tail decreases exponentially. We assume that x t admits an MA(∞) representation where the innovations have bounded conditional variances, and impose conditions on the coefficients and innovation process. Lemma 10 follows a different direction and derives a polynomial bound assuming that |x t | has up to p moments.
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Lemma 9. Let {x t } ∞ t=−∞ denote a second order, stationary process that admits an MA(∞) decomposition. Write x t = ∞ j=0 θ j ǫ t−j , where {ǫ t } ∞ t=−∞ satisfy one of the following settings:
(1) is an independent and identically distributed sequence (i.i.d.) of random variables, with mean zero, and |θ| 1 = ∞ j=0 |θ j | < ∞. Furthermore, ǫ 1 has a cumulant generating function K(u) = log E [exp (uǫ 1 )] that is continuously differentiable at zero.
(2) {ǫ t , F ǫ,t−1 } ∞ −∞ is a martingale difference sequence, where F ǫ,t−1 = σ{ǫ t−1 , ǫ t−2 , . . . }, |θ| 2 2 = ∞ j=0 |θ j | 2 < ∞, and E(ǫ 2 t |F ǫ,t−1 ) = σ 2 t < ∞ . Furthermore, each ǫ t satisfies
for any positive u and f (u).
Then there exist positive constants b 1 and b 2 such that Pr(|x t | > c) < b 1 exp (−b 2 c). Moreover, the tail condition in the triplex inequality is bounded by Under setting (2),
where σ 2 max = max t σ 2 t . We may choose b 2 = u and b 1 = exp f (b 2 )σ 2 max |θ| 2 2 . A tighter bound may be obtained by minimizing the right hand side inf 0<u<u 0 exp[f (u)σ 2 max |θ| 2 2 − C T u]. The tail bound follows after the Cauchy-Schwarz inequality.
The key assumptions are on the innovation process {ǫ t }. The first one requires that the cumulant generating function of the innovations, K(u), is continuously differentiable at zero. This condition is satisfied, for instance, by Gaussian innovations. As for the second condition, assume each ǫ t satisfy the Bernstein moment condition: for all k ≥ 2,
for some b > 0. Then, for all 0 < u < 1/b, E exp (u|ǫ t |) − 1 − u|ǫ t | F ǫ,t−1 ≤ f (u)E(ǫ 2 t |F t−1 ) with f (u) = u 2 /2(1 − ub) 8 .
It is usually the case that the moment generating function does not exist. In such situations we require a polynomial bound on the tail term of the triplex inequality. 
