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Abstract 
Automobiles are by now indispensable to our personal lives as well as to the activities 
of business, public service and even national security. But the problem of car thefts 
threatens the automobile security seriously. In this thesis, we present an intelligent vehicle 
security system for handling the vehicle theft problem under the framework of modeling 
dynamic human behaviors. In our research, we propose to recognize the illegitimate 
drivers through their unseen driving performances, which helps to reduce the number of 
car thefts significantly as we hope. We focus on the research ideal of identify drivers 
by modeling their driving skills. Since human driving behaviors belong to a kind of 
dynamic biometrical feature which is complex and difficult to imitate comparing wi th 
static features such as password and fingerprint, we find that i t is a novel idea to utilize 
human dynamic features for enhanced security application. In this thesis, we firstly 
describe our experimental platform—a real-time graphic driving simulator—for collecting 
and modeling human driving behaviors. Then we apply fast Fourier transform (FFT), 
principal component analysis (PCA) and independent component analysis (ICA) to the 
data collected from the simulator for optimizing the modeling process. Using machine 
learning methods including support vector machine (SVM) and hidden Markov model 
(HMM), the individual driving behavior model is derived and then we demonstrate the 
procedure of recognizing different drivers through analyzing the corresponding models. 
Then we define performance measures for evaluating human behavior models using a 
hidden-Markov-model-(HMM)-based similarity measure, which helps us to derive the 
similarity of individual behavior and corresponding model. The experimental results of 
learning algorithms and evaluation are described. W i t h the proposed methodology, we 
finally develop a prototype of vehicle security system based on intelligent electronic car 
key wi th anti-theft function embedded, which can monitor real-time driving performance 
and deliver alarms when unauthorized drivers are detected. 
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應用 fast Fourier transform (FFT)、principal component analysis (PCA) 
和independent component analysis (ICA)這三種數據處理方法對採集到的人 
類駕駛行為數據進行優化處理。同時我們還採用包括support vector machine 
(SVM)和hidden Markov model (HMM)在内的機器學習方法，來獲得個人駕駛行 
為模型，並通過分析這類模型來實現對駕駛者身份的識別。我們亦通過hidden 
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In the past few years, modeling dynamic human behaviors has been becoming an in-
creasingly popular paradigm in many different research areas, such as intelligent vehicle 
system, vir tual reality and robotics. However the application of security is less inves-
tigated. Automobiles are by now indispensable to our personal lives as well as to the 
activities of business, public services and even national security, but the problem of car 
thefts is a reality and threatens the automobile security seriously. According to the Na-
tional Insurance Crime Bureau, a vehicle is stolen every 25 seconds in the U.S. and each 
year along over 1.2 mill ion vehicles were stolen across the country, causing 8 bill ion US 
dollars in losses. Therefore the work on vehicle security is significant. 
Our goal is to model human behaviors, for the purpose of transferring the human 
driving skill models associated with the drivers to the proposed intelligent vehicle system 
to identify the drivers for the security application. Human behavior is the ability to 
perform various given tasks. Like driving, this kind behavior relates to human knowledge 
and experience, and can also be gained incrementally through learning and practicing. 
To acquire, represent, model, and transfer human behavior has been a core objective for 
decades in the fields of artificial intelligence and robotics. 
The problem of human behaviors modeling is challenging because of the lack of a 
suitable mathematical model to describe human skill. I t is clear that the human per-
formance involves two distinct stochastic processes: human mental states and resultant 
actions. The mental state is an immeasurable stochastic process, and the action is a mea-
surable stochastic process. This means the human behavior models have the following 
characteristics: 
• I t is nonlinear, that is, there is no linear relationship between the sensory processes 
and the corresponding actions of human. 
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• I t is time-variant, that is, the skill depends upon the environmental conditions from 
time to time. 
• I t is non-deterministic, that is, the skill is of inherently stochastic property, and 
thus i t can only be measured in the statistical sense. For example, even the most 
skillful driver cannot drive on identical routes. 
• I t is generalizable, that is, i t can be generalized through a learning process. 
• I t is decomposable, that is, it can be decomposed into a number of low-level sub-
systems. 
These mentioned inherent natures of the human behavior make it difficult to describe 
human skill. Therefore, methodologies and mathematical tools are needed to uncover 
invariant patterns and to model the stochastic process based on different set of human 
behavior data. 
1.2 Overview 
In this thesis, we focus on the research of utilizing dynamic human behavior models for 
vehicle security (preventing from being stolen) application. A methodology of modeling 
dynamic human behaviors is proposed. I t means that a car wi th this technology embedded 
can identify the driver through the driver's performance in real-time. Since different 
persons display different behaviors while driving and dynamic human behaviors, which 
belong to a kind of biometric features, are very difficult imitate by others, the dynamic 
features involved in human driving behaviors can be utilized as the unique and secure 
inputs to the vehicle security system. By learning from the driving performances, the 
intelligent classifier can be embedded into an IC-based car key, through which the vehicle 
security system can identify the valid drivers based on the ways the vehicle are driven and 
the drivers behave. When an illegitimate driver come to use the car and the demonstrated 
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driving behaviors do not match the specified model, the car wil l automatically stop 
running and deliver alarm signals accordingly. 
We highlight the following aspects of our system in this thesis: 
Firstly, alive biometrical features in dynamic human behaviors are adopted in the 
system. Comparing wi th other patterns in common security applications, such as pass-
word, fingerprint, facial recognition, etc, dynamic human behaviors are unique and hard 
to imitate. Therefore, i t is more secure to utilize the dynamic human behavior models 
for the proposed security application. 
Secondly, the system is robust and efficient in real-time performance since we collect 
the signals directly from human driving controls, which include steering, acceleration 
and braking. We do not utilize other car dynamics and environmental variables such 
as the car's yaw angle wi th respect to the road, lateral offset to the road's center, the 
road curvature, etc. Capturing these data always requires visual sensors and position or 
velocity sensors, which are not entirely robust in real traffic environments. More input 
data, especially the data for the visual analysis, consumes much resource for computing 
as well, causing the system low efficiency in real-time response. 
Thirdly, the intelligent security system is easy to install on a normal vehicle by adding 
on functional modules. No complicated sensor such as camera and position sensor is 
required, and not much space and time is taken for system installation and adjustment. 
Consequently, the car has l i tt le difference from a normal one and the drivers are not 
distracted by the monitoring system and sensors during driving. 
Lastly, we develop a methodology to capture and analyze the characteristics of human 
behaviors into computational representations. I t is easily scalable for other applications. 
1.3 Organization of the Thesis 
In this thesis, a move towards the development of novel, compact and practical intelligent 
vehicle system is presented for security application, wi th emphasis on the methodology 
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formulation and design and experimental design and implementation aspects. The thesis 
is organized as follows: 
In Chapter 2，a survey on related research is presented, covering the related work such 
as information technologies developed in automotive industry, in-vehicle security system, 
human behaviors modeling and neural network learning researches. 
In Chapter 3，the technical descriptions of the implemented hardware and software 
platforms are presented. We design a experimental platform which includes three parts, a 
real-time graphic simulator offering the ful l controls including steering as well as the brake 
and acceleration pedals, a sensory system wi th a processor circuit board to capture human 
driv ing behavior data and an analysis system to model and identify human behavior. 
In Chapter 4，we apply data preprocessing methods towards data collected from the 
above mentioned experimental platform. I t is necessary and important to apply data re-
duction and feature selection in data preprocessing for human behaviors modeling because 
failures in feature selection reduces the efficiency of the system performance significantly， 
even losing features cause the modeling and recognition fault. Among several feature 
extraction methods, fast Fourier transform (FFT) , principal component analysis (PCA) 
and independent component analysis ( ICA) are investigated in this thesis. 
In Chapter 5, we utilize support vector machines (SVM) to classify the features of hu-
man dr iv ing behavior data which is received from the aforementioned data preprocessing 
module. SVM can be considered as a linear method in a high-dimensional feature space 
nonlinearly related to the input space. The SVM network for mult iple driver identification 
is designed and the experimental results are shown. 
In Chapter 6，we propose to approach driver recognition and similari ty evaluation 
problems by modeling dynamic human behaviors as hidden Markov models (HMMs) w i th 
their parameters learned from training data. H M M is a doubly stochastic process w i th 
an underlying stochastic process which is not observable, but can be observed through 
another set of stochastic processes that produce the sequence of observations. The ex-
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perimental results are shown to explain the similarity measures of model-to-model and 
human-to-model for evaluation. 
In Chapter 7, the technical descriptions of the implemented hardware and software 
platforms are presented, as the prototype of our proposed intelligent vehicle security 
system. We demonstrate the system prototype on the simulated driving environment and 
prove that the proposed system is valid and useful against the vehicle thefts problem. 
In Chapter 8, the key contributions of this study are illustrated. Also, some potential 
future work is highlighted for some possible extensions. 
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2 Related Research 
2.1 Information Technology in Cars 
Information technology—we define broadly as being systems based on digital hardware 
and so f twa rehas gained central importance for many new automotive applications and 
services. On the production side we observe that the cost for electronics and I T is 
approaching the 50% threshold of all manufacturing costs. Perhaps more importantly, 
there are estimates that already today more than 90% of all vehicle innovations are 
centered around software and hardware. IT systems in cars can roughly be classified into 
three main areas: 
1. Basic car functions, e.g., engine control, steering, and braking. 
2. Secondary car functions, e.g., windows control and immobilizers. 
3. Information and entertainment application, e.g., navigation systems, music and 
video entertainment, and location-based services. 
Around 1990, road transportation professionals recognized the emergence of afford-
able information, computing, and sensor technologies and began to apply them to traffic 
and road management. Thus was born the intelligent transportation system (ITS). Start-
ing in the late 1990s, ITS systems were developed and deployed, providing transportation 
authorities wi th vastly increased information on real-time road network conditions, which 
they in turn provided to the public through web sites and other means. In developed 
countries, travelers today have access to significant amounts of information about travel 
conditions, whether they are driving their own vehicle or riding on public transit systems. 
Further, ITSs have greatly enhanced the ability of authorities to respond to crashes or 
other incidents on the road, so that delays are minimized. Since one minute of lane 
blockage typically translates to 10 minutes of congestion, the benefits of such efficiencies 
are clear. The significance of technology's role lies in its ability to complement human 
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intelligence. Essentially, driving a vehicle consists of four basic functions: monitoring, 
perception, judgment, and action. Electronic sensing and computing is superb in mon-
itoring, as 360-degree coverage is possible and attention never wavers. Perceiving the 
important dynamics within a traffic situation and judging the best response is classically 
a human strength, although machine perception is steadily making strides—in fact, this is 
a core pacing factor in intelligent vehicle (IV) product introductions. Last, for actuation 
of vehicle functions such as braking, computer-controlled subsystems can respond in a 
small fraction of the time a human would require. So, the ideal IV system appropriately 
allocates functionality between the driver and the supporting technology. 
In the past decade, a number of research groups have participated in the research of 
intelligent vehicles, which have led to projects including ARGO [1], ROVA [2], MOSFET 
3], etc. These vehicles mainly apply machine vision techniques to perform road-condition 
analysis and assist human in driving. Significant researches towards learning skills di-
rectly from human on intelligent vehicle have been conducted primarily by the Navlab 
group at CMU [5] and our group at CUHK [6, 7]. In [5], Pomerleau implements real-time 
road-following wi th data collected from a human driver and a static feedforward neural 
network learns to map coarsely digitized images of the road ahead to a desired steering 
direction. In [6] and [7], we concentrate on modeling closed-loop reaction skills where sen-
sory feedback to the human is required to successfully complete the task and abstracting 
models of dynamic human control strategy (HCS), a particular subset of human reac-
t ion skills, then transfer the human control ability of driving to machines as intelligent 
vehicles. 
Not surprisingly, many classical intelligent technologies are already well established 
wi th in the automotive industry. However, one aspect of modern I T systems has hardly 
been addressed in the context of automotive application: security, which is concerned 
wi th protection against the malicious manipulations. 
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2.2 Anti-theft Protection 
Since the mid-1990s, authorities, insurance companies and automotive manufacturers 
have put much effort into decreasing the number of car thefts in Europe by using electronic 
immobilizers. An immobilizer system allows the owner of an ignition key to start the car 
engine. Certainly, improvements have been achieved against car theft through deployment 
of electronic immobilizers (see, for example, [8，9]) but also due to better co-operation 
between authorities in different countries. However, skilled and determined thieves can 
sti l l overcome electronic immobilizer system [8], e.g., through applying advanced attacks 
such as manipulating the control software of the engine just by using the diagnostic 
interface. Further, [8] addresses several organizational weak points: the development 
and production of electronic immobilizers are not sufficiently secured and the trade of 
diagnostic devices (including the technical details for electronic immobilizers) cannot be 
sufficiently controlled due to the annulment of the "group exemption ordinance". 
An electronic immobilizer system consists basically of two components: (i) the transpon-
der that is integrated into the ignition key and (ii) the motor control unit of the car. The 
transponder proves its identity towards the motor control unit which in turn unblocks 
the motor engine. 
These days the use of biometric measures is heavily promoted for identification pur-
pose as well. Reference [8] discusses biometric measures for use in an electronic immobi-
lizer system. Biometric characteristics that can be used today are: 
• fingerprints, 
• iris scans, 
• facial recognition techniques, and 
• voice recognition techniques. 
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Biometric systems are categorized according to their performance metrics. Among 
them [10] distinguishes: 
• failure-to-enrol or universality (the proportion of users who are unable to enrol 
because of system or human failure), 
• false non-match rate or repeatability (the proportion of cases where a user;s bio-
metric measure fails to match that same user's enrolled biometric measures), and 
• false match rate or distinctness (the likelihood that, if a user's biometric measure 
were to be compared wi th the enrolled biometric measure of a different person, the 
two measures would erroneously match). 
We do not consider the category throughput as it is not relevant for identification 
purposes in electronic immobilizer systems. Moreover, the false non-match and false 
match rates are competing metrics. A decrease of the false match rate leads to an increase 
of the false non-match rate, i.e, a legal owner of the car is more frequently refused by the 
biometric system. 
Thdnnes and Kruse [8] point out that the biometric devices have to satisfy enhanced 
environmental requirements in vehicles, e.g., they have to be fully functional wi thin a 
temperature range of — 20°C and +70°C. Iris scans and facial recognition systems further 
require sufficient l ighting inside the car, even at night. For cost, reliability and availability 
reasons, fingerprinting systems are assumed to have the highest potential for biometric 
identification in cars. 
Note further that the biometric device is located inside the vehicle and is subject to 
modification and substitution as any other component in the vehicle. As the link between 
the physical measuring device and the control unit of the biometric device is not secure, 
active modification is feasible in practice. 
I t is conceivable that car thieves may force the legal owner to initiate enrollment for 
additional drivers before car theft. An extreme threat is reported in the BBC news [11]: 
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car thieves cut off the finger of the car owner to start the motor engine. 
As the value loss of stolen cars is large, and this leads to other high costs particularly 
regrading the additional insurance fees each one of us has to pay, i t is worth reconsidering 
and improving the security of vehicles. 
2.3 Learning Human Behaviors 
In recent years the paradigm of learning human behaviors has attracted certain atten-
tion. Route programs, which is constituted by step-by-step codes, are the tradit ional 
paradigm for instructing a machine. Although this paradigm is explicit and rigorous for 
human understanding and machine implementation, in some situations it is hard to de-
scribe the desired instructions into specific and proper code statements, for example when 
instructing a robot to follow human actions which are hard to be represented explicitly. 
Learning human behaviors is a good paradigm for tackling this difficulty. W i t h a proper 
problem formulation and experimental design, the instructing tasks for the robot can be 
demonstrated by human operator. Then, the demonstrated data can be abstracted and 
learned for the robot, by constructing computational models wi th existing machine learn-
ing techniques, such as neural network learning. In the past decade, several researchers 
have proposed various experimental designs and applications [12，13 . 
Several approaches to skill learning in human driving have been implemented. In 
14，15] neural networks are trained to mimic human behavior for a simulated, circu-
lar racetrack. The task essentially involves avoiding other computer-generated cars; no 
dynamics are modeled or considered in the approach. Pomerleau [16, 17] implements 
real-time road-following w i th data collected from a human driver. A static feedforward 
neural network w i th a single hidden layer, ALVINN, learns to map coarsely digitized 
camera images of the road ahead to a desired steering direction, whose reliabil ity is given 
through an input-reconstruction reliability estimator. The system has been demonstrated 
successfully at speeds up to 70 mi /h . Subsequently, a statistical algorithm called R A L P H 
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18] has been developed for calculating the road curvature and lateral offset from the road 
median. Neuser, et. al. [19] control the steering of an autonomous vehicle through pre-
processed inputs to a single-layer feed-forward neural network. These preprocessed inputs 
include the cars yaw angle wi th respect to the road, the instantaneous and time-averaged 
road curvature, and the instantaneous and time-averaged lateral offset. Driving data is 
again collected from a human operator. In [20], the authors provide a control theoretic 
model of human driver steering control. Finally, Pentland and L iu [21] apply HMMs 
towards inferring a particular drivers high-level intentions, such as turning and stopping. 
Other, higher level skills have also been abstracted from human performance data. 
Kang [22], for example, teaches a robot assembly through human demonstration. The 
system observes a human performing a given task, recognizes the human grasp, and 
maps i t onto an available manipulator. In other words, a sequence of camera images, 
observing the human demonstration, is automatically partit ioned into meaningful tem-
poral segments. Kosuge, et. al. [23] also abstract high-level assembly skill from human 
demonstration data. The high-level sequence of motion is decomposed into discrete state 
transitions, based on contact states during assembly. In each state, compliant motion 
control implements the corresponding low level control. Hovland, et. al. [24] encode hu-
man assembly skil l w i th hidden Markov models. In [25], neural networks encode simple 
pick-and-place skill primitives from human demonstrations. 
2.4 Neural Network Learning 
Interest and research in neural network-based learning for control has exploded in recent 
years. References [26, 27, 28，29] provide good overviews of neural network control over 
a broad range of applications. Most often, the role of the neural network in control is 
restricted to modeling either the nonlinear plant or some nonlinear feedback controller. 
In choosing a neural network learning architecture, there are several choices to be 
made, including the (1) type, (2) architecture and (3) training algorithm. Broadly speak-
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ing there are two types of neural networks: (1) feedforward and (2) recurrent networks. 
Feedforward neural networks have connections in only one direction (from inputs to out-
puts). As such, they are static maps, which, in order to model dynamic systems, require 
time-delayed histories of the sensor and previous control variables as input. Recurrent 
networks, on the other hand, permit connections between units in all directions, includ-
ing self connections, thereby allowing the neural network to implici t ly model dynamic 
characteristics (i.e. discover the state) of the system. Compared to static feedforward 
networks, the learning algorithms for recurrent networks are significantly more compu-
tationally involved, requiring relaxation of sets of differential equations [30]. Yet, Qin, 
et. al. [31] show similar error convergence in mapping simple dynamic systems w i th 
feedforward and recurrent networks, respectively. As such, we wi l l restrict the remainder 
of this discussion to feedforward models only. 
Research into feedforward neural networks began in earnest w i th the publication of 
the backpropagation algorithm in 1986 [32]. Since then a number of different learning ar-
chitectures have been proposed to adjust the structure of the feedforward neural network 
(i.e. the number and arrangement of hidden units) as part of learning. These approaches 
can be divided into (1) destructive and (2) constructive algorithms. In destructive algo-
rithms, oversized feedforward models are trained first, and then, after learning has been 
completed, unimportant weights, based on some relevancy criteria are pruned from the 
network. See, for example [33，34, 35，36，37, 38, 39]. In constructive algorithms, on the 
other hand, neural networks are initialized in some minimal configuration and additional 
hidden units are added as the learning requires. Ash [40], Bart lett [41] and Hiroshe [42], 
for example, have all experimented wi th adaptive architectures where hidden units are 
added one at a t ime in a single hidden layer as the error measure fails to reduce appre-
ciably during learning. Fahlman [43，44] proposes a cascade learning architecture, where 
hidden units are added in multiple cascading layers as opposed to a single hidden layer. 
Cascade learning has a comparative advantage over the other adaptive learning architec-
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tures in that (1) new hidden nodes are not arranged in a single hidden layer, allowing 
more complex mappings, and (2) not all weights are trained simultaneously, resulting 
in faster convergence. W i th respect to constructive algorithms, destructive algorithms 
compare unfavorably, since initially, a lot of effort is expended training (by definition) 
too many weights, and the pruned networks needs to be retrained multiple times, after 
each individual weight or unit has been pruned. 
Finally we note that there is a selection of training algorithms available for feedforward 
neural networks. As we have already noted, the first of these was the backpropagation 
algorithm, which implements local gradient descent on the weights during training in 
order to minimize the sum-of-squared residuals. Since this training method was first 
proposed [32], modifications to standard backpropagation, as well as other training al-
gorithms have been suggested. An adaptive learning rate [45], as well as an additive 
momentum term [46] are both somewhat effective in accelerating convergence of back-
propagation in flat regions of the error hypersurface. Quickprop [43] incorporates local, 
second-order information in the weight-update algorithm to further speed up learning. 
Kollias and Anastassious [47] propose applying the Marquardt-Levenberg least squares 
optimization method, which utilizes an approximation of the Hessian matrix. Extended 
Kalman filtering [48’ 49], where the weights in the neural network are viewed as states 
in a discrete-time finite dimensional system, outperform the previously mentioned algo-
rithms in terms of learning speed and error convergence [48]. In all cases, experimental 
data is usually partitioned into two random sets one for actual training, and the other 
for cross validation [30]; training is generally stopped once the error measure on the 
cross-validation set no longer decreases. 
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3 Experimental Design 
3.1 Overview 
In this chapter, the technical descriptions of the implemented hardware and software 
platforms are presented. Figure 3.1 shows the architecture of the experimental intelligent 
vehicle security system. We design a experimental platform which consists of three parts, 
a real-time graphic simulator offering the full controls including steering as well as the 
brake and acceleration pedals, a sensory system wi th a processor circuit board to cap-
ture human driving behavior data and an analysis system to model and identify human 
behavior. While the human subject is "driving" on the driving simulator in part one, the 
signals of his/her driving performance are captured by part two and then transferred to 
part three for modeling processes. 
3.2 Driving Simulation Subsystem 
Figure 3.2 shows the diagram of proposed driving simulation subsystem. In this system, a 
simulated driving environment which bears substantial resemblance to a comparable real 
driving task is developed. Although some aspects of a real driving task cannot be modeled 
well in a simulated driving environment, including driving control reality, variable road 
conditions, etc, we choose simulated driving task because i t embodies the qualities which 
meet that criteria for comparing and identifying the individual dynamic behavior and 
also the focus of this thesis is the analysis of human behaviors themselves. 
In the simulation subsystem, we apply one PC to offer the simulated driving environ-
ment for the driver, including rendered 3-D graphics display as well as realistic controls, 
which are steering wheel and pedals for acceleration and brake. We adopt a set of com-
mercial racing game controller from Logitech (in Figure 3.3) and racing game named 
"Need for Speed: Underground" from Electronic Arts. The racing game provides the fea-
tures of 3-D road scenes wi th dynamic traffic stream (in Figure 3.4)，human subject uses 
the front view and game controller to drive in the simulated environment, as if setting in 
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Figure 3.1: Architecture of the experimental system 
the dr iv ing seat in a real car. 
3.3 Data Sensing and Capturing Subsystem 
In the data capturing subsystem, a processor circuit board (in Figure 3.5) is uti l ized 
to sense and gather the individual driving behavior data from the driving environment 
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Figure 3.2: Diagram of the simulated driving system 
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Figure 3.3: Driving controllers including steering wheel, acceleration and brake pedals 
simulation subsystem. W i t h the driving control sensing device, 3 channels of analog 
signal are gathered, as shown in Figure 3.6, which are steering, acceleration and braking. 
The signal is processed by an analog-to-digital converter at the sampling time of 100 ms 
and then the digitized values are sent to the micro-computer (in our experiment i t is 
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Figure 3.4: Simulated driving scene 
ATmega8535L). The received data X{t) can be represented by 
X{t) = {a{t),b{t),c(t)} (3.1) 
where a{t) represents the normalized acceleration value, b{t) represents the normalized 
braking value and c{t) represents the normalized steering value. 
The X{t) is a t ime sequence of 3-Dimensional data (shown in Figure 3.7) and is 
transferred to the human behavior analysis subsystem through the RS232 port for further 
processing. 
3.4 Data Analysis Subsystem 
In the human behavior analysis subsystem, the methods introduced in the following 
sections are applied to the retrieved human behavior data. For our goal to identify 
the drivers from their dr iving skills, human behavior model l ibrary of each driver is 
generated from the corresponding behavior data input. Once the models are ready, we 
implement them as the classifier in the system in response to the real-time individual 
dr iv ing performance. 
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Before modeling human driving behaviors, we apply data preprocessing methods 
towards data collected from the previous subsystem. As shown in Figure 3.8, fast 
Fourier transform (FFT) , principal component analysis (PCA) and independent compo-
nent analysis ( ICA) are investigated in this thesis. The outputs of this data preprocessing 
module are for the support vector machine (SVM) and hidden Markov model (HMM) 
modeling and evaluation. 
We uti l ize support vector machine (SVM) [68] to classify the features of human driving 
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Figure 3.8: Block diagram of data preprocessing module 
behavior data which is received from the aforementioned data preprocessing module. 
S V M has found applications in various areas and such as robot control skills learning 
69] and on-line fault diagnosis of intelligent manufacturing systems [70]. SVM can be 
considered as a linear method in a high-dimensional feature space nonlinearly related to 
the input space. By the use of kernels, all input data are mapped nonlinearly into a 
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high-dimensional feature space. Separating hyperplanes are constructed wi th maximum 
margins which yields a nonlinear decision boundary in the input space. Using appropriate 
kernel functions, i t is possible to compute the separating hyperplanes without explicitly 
carrying out the map into the feature space. 
u Human identiflcaton of Idantincaton of Identificaton of 
, behavior non-driver A 1 non-driver B non-driver C 
behavior data _ features 
——-ceti:Xu,e ~ - S V M 1 ~ - S V M 2 _ . S V M 3 _ ^ … 
Identificaton Identificaton Identificaton 
of driver A of driver B of driver C 
Figure 3.9: SVM network classifier for human driving behaviors 
In the implementation procedure, we want to design a SVM model for each driver to 
separate them from each other. We represent the behavior data of one specific driver as 
a time sequence in form of Equation 3.1 and collect i t from the previous data sensing and 
capturing subsystem as the training samples. The task is to build up individual driver 
model and i t is done by using the SVM training method. Then, since a single SVM 
model is capable for classifying two different classes of data only, in our applications, 
more than one SVM is utilized and they are organized in a hierarchical manner. If there 
are n drivers to be recognized, n— 1 SVMs wil l be connected together. The general form 
of SVM network is shown in Figure 3.9. 
Apart from SVM, we propose to approach the driver recognition and similarity eval-
uation problems by modeling dynamic human behavior using hidden Markov models 
(HMMs) wi th the parameters learned from training data as well. Human driving be-
haviors associated wi th individual driver are recognized by evaluating the trained HMM. 
H M M is a doubly stochastic process with an underlying stochastic process which is not 
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observable, but which can be observed through another set of stochastic processes which 
produce the sequence of observations. I t has become increasingly popular in the last 
several years for its wide range of applications and good performance in practice. For 
example, H M M has found their widest application in speech recognition [71, 72, 73], 
where human auditory signals are analyzed as speech patterns by a variety of stochastic 
signal processing. This technique provides an efficient and effective method to induce 
invariants during modeling. Also, trajectories wi th high degree of sequential structure 
and in different lengths can be encoded wi th this statistical modeling technique wi thout 
any pr ior i assumption about its statistical distribution. 
Human 
Human behavior 
be_。r她,Data Prepro- features _ HMM ^ Output 
cessing Module Module Module 
^ ^ ^ Simulation ^ ^ 
Module 
Figure 3.10: H M M block diagram of the system for modeling and evaluation 
In the implementation procedure, as shown in Figure 3.10, for each driver, we want 
to design a separate iV-state H M M . We represent the human driving behavior as a t ime 
sequence in form of Equation 3.1 and sequences consisting of a number of driving data 
associated the specific driver are collected from the previous data sensing and capturing 
subsystem as the training samples. The task is to bui ld up individual driver model and i t 
is done by using the H M M training method to optimally estimate H M M model parameters 
for each driver. Once a set of HMMs has been designed and optimized and thoroughly 
studied, recognition of an unknown human dynamic behavior is performed to score each 
behavior model based upon the given test observation sequence, and select the driver's 
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identity whose models score is the highest matched (or has the highest likelihood). The 
likelihood [79] also can explain the similarity of model-to-model and human-to-model for 
evaluation. 
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4 Data Preprocessing for Feature Selection 
4.1 Introduction 
In this chapter, we apply data preprocessing methods towards data collected from the 
aforementioned experimental platform. I t is necessary and important to apply data re-
duction and feature selection in data preprocessing for human behaviors modeling because 
failures in feature selection reduces the efficiency of the system performance significantly, 
even bad feature selection causes the failure of whole recognition procedures. Among 
several feature extraction methods, fast Fourier transform (FFT), principal component 
analysis (PCA) and independent component analysis (ICA) are investigated in this thesis. 
4.2 Fast Fourier Transform 
To determine the extent of preprocessing human behaviors, we consider factors such as 
the existence of a preprocessing algorithm, its necessity, its complexity, and its generality. 
We select the fast Fourier transform (FFT) as preprocessing tool for the following reasons: 
• The Fourier transformation and its inverse establish a one-to-one mapping between 
the time domain and the frequency domain, and FFT algorithms can be imple-
mented efficiently. 
• The Fourier transformation preserves information from the original signal, and en-
sures that important features are not lost as a result of the transformation. 
• Shifting a waveform within the window changes the real and imaginary parts of the 
frequency domain in such a manner that the square root of the sum of the squares 
(the magnitude) remains constant. 
In fact, if we have a function given by x{t) whose Fourier transform is X{f)，when 
we shift x{t) by a constant time, T, i.e., x(t - T) , its Fourier transformation is 
X ( J 、 e - 側 T ( 4 . 1 ) 
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i.e., t ime shift ing affects phase only; the magnitude remains constant throughout. 
Al though the Fourier transform does not explicitly show the time localization of fre-
quency components, the t ime localization can be presented by suitably pre-windowing 
the signal in t ime domain [50]. Accordingly, short t ime Fourier transform (STFT) [51] of 
a signal x{t) is defined as: 
5 T F T J ( t , / ) = / 一 力 ) ] e — 汲 * (4.2) 
Jt* 
STFT at t ime t is the Fourier transform of the signal x{t*) mult ipl ied by a shifted 
analysis window 7*(亡* — t) centered around t. A l l integrals are from -oo to oo. The su-
perscript < /t >* denotes complex conjugation. Because multipl ication by the relatively 
short window — t) effectively suppresses the signal outside a neighborhood around 
the analysis t ime point t = t*, the STFT is simply a local spectrum of the signal x(t*) 
around analysis window t. The windows can be overlapped to prevent loss of information. 
Al though human behavior is a non-stationary stochastic process over a long interval, i t 
can be considered stationary over a short t ime interval. Thus, STFT should give a good 
spectral representation of the human behaviors during that t ime interval. 
4.3 Principal Component Analysis 
The method can be described in brief as follows: suppose that we have two sets of 
t ra in ing samples: A and B. The number of training samples in each set is N. 
represents each eigenvector produced by principal component analysis (PCA). Each of 
the t ra in ing samples, including positive samples and negative samples, can be projected 
into an axis extended by the corresponding eigenvector. By analyzing the distr ibution of 
the projected 2N points, we can roughly select the eigenvectors which have more human 
behavior information. The following is a detailed description of the process: 
1. For a certain eigenvector compute its mapping result according to the two sets 
of t ra in ing samples. The result can be described as A^j (1 < z < M , 1 < j < 2N). 
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2. Train a classifier /《using a simple method such as Perception or Neural Network 
which can separate X i j into two groups: specific valid driver or others wi th a min-
imum error E { f i ) . 
3. I f E { f i ) < then we delete this eigenvector from the original set of eigenvectors. 
M is the number of eigenvectors and 2N is the total number of training samples. 9 
is the predefined threshold. The left few eigenvectors are selected. 
Eigenvector 1 
Set A • • 
• * 
Eigenvector i . Set B 
Figure 4.1: Different distinguishing abil ity of different eigenvectors 
The key point is shown in Figure 4.1. By projecting all sample points onto each 
eigenvector (three eigenvectors are listed in Figure 4.1)，3 sets of 1-dimensional points 
are retrieved. To simply separate these points mapped from Set A and Set B, i t can 
be found that to separate points projected on Eigenvector i is much easier than that of 
Eigenvectors 1 and 2. Consequently Eigenvector i achieves the better performance than 
other two eigenvectors. 
I t is possible that we select too few good eigenvectors, even none in a single PC A 
analysis process. We propose the following approach to solve this problem. We assume 
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that the number of t raining samples, 2N is large enough. We randomly select training 
samples from the two sets. The number of selected training samples in each set is less 
than 7V/2. Then, we perform the supervised PCA analysis w i th them. By repeating the 
previous process, we can collect a number of good features. This approach is inspired by 
the bootstrap method. The main idea of this approach is that i t may emphasize some 
good features by reassembling data and then make the features stand out easily. 
4.4 Independent Component Analysis 
Apar t from PCA, we also propose using independent component analysis ( ICA) to reduce 
the dimensions of the data inputs for human behavior modeling. Independent component 
analysis is a statistical method which transforms an observed multi-dimensional vector 
into components that are statistically as independent as possible. 
A fixed-point algori thm is employed for independent component analysis [52]. The 
goal of the ICA algori thm is to search for a linear combination of the prewhitened data 
where y — uFx'{t), such that the negentropy (non-gaussianity) is maximized, w is 
assumed to be bounded to have norm of 1 and g' is the derivative of g. The fixed point 
algor i thm [52] is as follows : 
1. Generate an in i t ia l random vector Wk-i^ k = 1 
2. m = E{x'g{wl_,x')} — 
3. Wk = wk/\\wk\ 
4. Stop if converged {\\wk—wk-i || is smaller than certain defined threshold). Otherwise, 
increment /c by 1 and return to step 2. 
I f the process converges successfully, the vector Wk produced can be converted to one of 
the underlying independent components by w l x ' { t ) , t = 1’ 2’ ...，m. Due to the whitening 
process, the columns of B are orthonormal. By projecting the current estimates on the 
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subspace orthogonal to the columns of the matrix B which are found previously, we are 
able to retrieve the components one after the other. 
The algorithm of ICA adopted has a number of desirable properties. Firstly, under 
the assumption of the data model, the convergence is cubic, or least quadratic. This is 
in contrast to the ordinary gradient descent method [53], which has a slow convergence 
speed. Secondly, the algorithm is easy to use because there is no step size parameter 
to choose. Thirdly, the algorithm can find independent components of any non-gaussian 
distribution using any non-linearity g. Fourthly, the performance of the algorithm can 
be optimized by choosing a suitable non-linearity g. Fifthly, the ICs can be estimated 
one-by-one. This method can reduce the computational load in the case where only a 
number of the ICs are needed to be estimated. Finally, this algorithm enjoys most of the 
benefits of the tradit ional neural approaches: i t is parallel, distributed, computationally 
simple and requires l i t t le memory space. 
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5 Classification via Support Vector Machine 
5.1 Introduction 
Support vector machine (SVM) is a new learning-by-example paradigm spanning a broad 
range of classification, regression, and density estimation problems. This systematic ap-
proach motivated by statistical learning theory combines ideas from various scientific 
branches such as mathematical programming, exploiting the quadratic programming for 
convex optimization, functional analysis, indicating adequate methods for kernel repre-
sentations, and machine learning theory, exploring the large maximum classifiers concept 
54]. I t was first introduced by Vapnik and co-workers and is described in more detail 
in [55] and [56]. The roots of this approach, the so-called support vector (SV) methods 
of constructing the opt imal separating hyperplane for pattern recognition, were already 
presented and had been used in machine learning in [57]. The SV technique was general-
ized for nonlinear separating surfaces in [58]，and it was further extended for constructing 
decision rules in the non separable case [59]. The training task involves optimization of 
a convex cost function conveying to a technique without local minima. Other benefits 
include the construction of a learning model which has an explicit dependence of the 
most informative patterns in the data (the SV). Advances in kernel methods [60] and 
learning theory [61] allowed generalizations of the technique. Extensions of the SVM's 
concept have been made by several authors as, for example, in [62]. Recently, a number 
of practical applications of SVM have been reported in [63’ 64’ 65, 66 . 
5.1.1 Why Using Support Vector Machine 
In this thesis, SVM is applied wi th in the framework of modeling human behaviors for 
intelligent vehicle security application. Inherent complexities and nonlinearity of human 
dynamic behavior make mathematical modeling difficult, hindering the use of conven-
t ional methods for process modeling and condition monitoring. Neural networks (NNs) 
have successfully been applied in artificial intelligent industry for many years. In [4], a 
28 
debarring robot is controlled through an associative neural network which maps process 
parameter features to action parameters from human control data. In [5]，Pomerleau im-
plements real-time road-following wi th data collected from a human driver and a static 
feedforward neural network learns to map coarsely digitized images of the road ahead to a 
desired steering direction. Although, NNs are valuable machine learning modeling tools, 
provided enough rich data is available for modeling the process nonlinear relationships, 
they rely on empirical risk minimization. The theoretical understanding of models which 
are based on minimizat ion of the generalization error increase the degree of confidence of 
their use, part icularly in noisy and dynamic environments such as those found in industry. 
This leads to seek innovative ways within the field of machine learning. 
We present a successful example of generating accurate models for multiple driver 
behavior characteristics. These models map drivers' identities to their driving skills and 
are uti l ized for vehicle security application. The goal is to identify the drivers, separating 
them into two classes: authorized drivers and unauthorized ones, according to a group 
of features. A widely used method of classification, support vector machine (SVM), has 
been proposed w i th the abil i ty in some literatures [63, 64’ 65, 66], which we choose as 
the classifier in our proposed system. 
5.1.2 Mathematic Description 
In SVM, the basic idea is to map the data X into a high-dimensional feature space T via 
a nonlinear mapping 屯，and to do linear classification or regression in this space. 
i{x) = {to . ^ ( x ) ) + b w i th ^ : R^ ueT, (5.1) 
where 6 is a threshold. Thus, linear regression in a high dimensional (feature) space 
corresponds to nonlinear regression in the low dimensional input space R ^ . Note that 
the dot product in Equation 5.1 between u and would have to be computed in 
this high dimensional space (which is usually intractable), if we are not able to use the 
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kernel that eventually leaves us w i th dot products that can be implici t ly expressed in 
the low dimensional input space RN • Since $ is fixed, we determine u from the data by 
minimizing the sum of the empirical risk Remplf] and a complexity term || uj which 
enforces flatness in feature space 
I 
Rregif] = Remp[f] + A || O； ||2= - y^) ^ X \\ U (5.2) 
i = l 
where I denotes the sample size (x i , ...,5；), C(.) is the penalty term and A is a reg-
ularization constant. For a large set of loss function, Equation 5.2 can be minimized by 
solving a quadratic programming problem, which is uniquely solvable. I t can be shown 
that the vector uj can be wr i t ten in terms of the data points 
I 
w 二 E ( 叫 - • 无 丄 （5.3) 
i = l 
wi th Qi, a* being the solution of the aforementioned quadratic programming problem. 
a i and a* have an intui t ive interpretation as forces pushing and pulling the estimate f { x i ) 
towards the measurements yi. Taking Equation 5.3 and Equation 5.1 into account, we 
are able to rewrite the whole problem in terms of dot products in the low dimensional 
input space 
I I 
m = - ^ n ( ^ f e ) • H^)) + b = — x) + b, (5.4) 
1 = 1 i = l 
where a* are Lagrangian multipliers, and Xi are support vectors. 
In Equation 5.4, we introduce a kernel function Xj) = As explained 
in [67], any symmetric kernel function K satisfying Mercer's condition corresponds to a 
dot product in some feature space. 
Af ter the off-line training process, we obtain the values for Lagrangian multipliers and 
support vectors of SVM. Let x = [xiyX2, {xi is an element of x and Xi is a sample 
data of x). By expanding Equation 5.4, we know that i{x) is a nonhomogeneous form of 
degree d in x e RN 
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— 〉： CjCC〜…工, (5.5) 
0 < h + i 2 + . . . - ^ i N < d 
where Zi, Z 2 , i n are nonnegative integers, and Cj G R are weighting coefficients, j 
can be 1， 2，M , where M = 工 
5.2 Problem Formulation 
We propose to use SVM to model human driving behaviors. We consider human driving 
data 
Xit) = {a{t),b{t),c{t)} 
where a{t) represents the normalized acceleration value, b{t) represents the normalized 
braking value and c{t) represents the normalized steering value, as the input vector of 
human dynamic behavior features as the time sequence. Since the SVM has an abil ity for 
classification, we use the human behavior data to "train" the SVM classifiers in the human 
dynamic behavior features space. For each driver, we want to design a SVM model to 
separate w i th the other drivers. The task is to bui ld up models across individuals by using 
the S V M training procedure. Then, since a single SVM model is capable for classifying 
two different classes of data only, in our applications, more than one SVM is util ized and 
they are organized in a hierarchical manner. If there are n drivers to be recognized, n - 1 
SVMs wi l l be connected together. The block diagram of the driver identification system 
via S V M is shown in Figure 5.1. 
5.3 Approach 
This section reviews some key concepts that we wi l l need for the the SVM's approach in 
the human behavior molding problem: 
• Problem Oriented Kernel Choice 
The use of kernel methods provide a powerful way of obtaining nonlinear algorithms 
capable of handling nonseparable data sets in the original input space. The basic 
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Figure 5.1: Block diagram of driver identification system via SVM 
idea is to construct a mapping into a higher dimensional feature space by the use 
of reproducing kernels. The kernel function is a positive definite function R ^ x R ^ 
to R ^ that defines an embedding of input patterns into feature vectors. An inner 
product in feature space has an equivalent kernel in input space 
K{x,y) = (j){x)-((){y) 
provided K is & symmetric kernel function satisfying Mercer's condition. This allows 
classification to be carried out in the feature space without knowing the explicit form 
of the mapping cf). Whi le Mercer's theorem clearly establishes the characterization of 
the kernel, its choice remains an open issue and in most cases is problem-oriented. 
In fact, its importance is two-fold: i t determines both the effectiveness of data 
representation for a particular problem and the class of functions chosen by the SVM 
for solving the problem. Using different kernels correspond to different functions to 
be chosen. Some examples include Gaussian radial basis functions (RBF) 
K{x, y) = exp(-^ W^-y 丨丨” 
where 7 > 0 is related w i th the kernel width and polynomials of degree 
w i th 7 > 0. 
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• Model Selection 
In any predictive learning task, such as classification, an appropriate representa-
t ion of examples as well as the model and parameter estimation method should be 
selected to obtain a high level of performance of the learning machine. Traditional 
statistical approach to estimating models from data is based on parametric estima-
tion. The basic fact that an assumption of an underlying dependency with a simple 
known parametric form is an ensuing need, limits its applicability in practice. Re-
cent approaches allow a wide class of models of varying complexity to be chosen. 
Then the task of learning amounts to selecting the model of optimal complexity and 
estimating parameters from training data. Under the SVM's approach, the usually 
parameters to be chosen are the following: 
1 • The penalty term C which determines the tradeoff between the complexity of 
the decision function and the number of training examples misclassified. 
2. The mapping function 
3. The kernel function such that K { x i , x j ) = ^ (x i ) • ^ ( x j ) . 
• Multi-class Problem Formulation 
Although SVM was originally designed for binary classification, there are several 
methods for the extension from the binary two-class problem to classes while ongo-
ing research is sti l l being done. In this thesis we propose to combine several binary 
classifiers, as discussed in Section 3.4. In this case, from the standpoint of view 
by constructing binary classifiers network, the "one-against-all" is the standard ap-
proach to the n-class problem. I t constructs models of SVM, where the training is 
as follows: the kth model is trained wi th all patterns in class wi th positive labels 
(e.g., +1) and all the other patterns with negative labels (e.g., -1). After solving 
n decisions functions a given pattern is in the class wi th largest value of the deci-
sion function, i.e., i t uses a winner takes-all like voting scheme. Another method 
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is the "one-against-one" which consists on a pairwise classification. The basic idea 
is to use 广)class i f iers covering all pairs of classes instead of using only n 
classifiers as in the "one-against-all". In fact, in this n algorithm, hyperplanes are 
constructed, each hyperplane separating one class from another. In this sense, there 
are n decision functions / “ I < k <n) oi the form Equation 5.4. Thus, the n-class 
classification problem can be viewed as a discriminant vector G M" where the index 
of the largest component is chosen as the elected class decision. The approach used 
in this thesis uses the last but one formulation being n = 7, since seven drivers are 
identified for driving behaviors while driving on the experimental platform, as i t 
wi l l be further detailed. 
5.4 Experimental Results 
In this section, we conduct experiments based on the proposed methodology for recogni-
t ion of driver identities by analyzing the driving performances. In order to estimate the 
performance of the proposed system, we invite 7 human subjects to attend the experi-
ment, who are Meng, Ou, Ye, Huang, Wang, Wu and Shen. They are asked to "drive" on 
the designed experimental platform (namely the driving simulation subsystem in Section 
3.2) individually. The raw data of their driving behaviors is collected by the Data Sens-
ing and Capturing Subsystem aforementioned in Section 3.3. The data recorded is to be 
analyzed by the Data Analysis Subsystem aforementioned in Section 3.4. Our objective 
is to identify the driving data by trained SVM models. We use the accuracy rate of the 
SVM classifications to evaluate the performance of the proposed system. The experi-
mental results of applying different data preprocessing methods and choosing different 
parameters of SVM when modeling human driving behaviors are shown below. 
5.4.1 Preprocess Data Analysis 
In the first series of experiments we run different data preprocessing methods for the 
optimization. The raw data is captured at a rate of 10 Hz and overlapping windows are 
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applied on the data to cut the data into segments. Each segment contains 40 seconds 
long and can be considered as a matrix of size 400 x 3. 
We then apply FFT, PCA and ICA to reduce the input size to the SVM for classifi-
cation. The following steps are performed on each data segment: 
1. Apply F F T of order 20 to transform each column of data of size 400 into 20, so the 
result retrieved is a matrix of size 20 x 3, as each data segment. Then align data 
into a single row as a 1 x 60 vector. 
2. Divide the raw data matrix into 10 parts by time sequence and align these 40 x 3 
matr ix to a 40 x 30 matrix. Extract two features from the gained data matrix using 
PCA. W i t h 2 PCs, a 2 X 30 feature retrieved are aligned to form a 1 x 60 vector. 
3. Divide the raw data matrix into 10 parts by time sequence and align these 40 x 3 
matr ix to a 40 x 30 matrix. Extract two features from the gained data matrix using 
ICA. W i t h 2 ICs, a 2 X 30 feature retrieved are aligned to form a 1 x 60 vector. 
We compare the data preprocessing using PCA and ICA with FFT. We simply train 
a SVM to distinguish one tester from all testing data, who is Meng, to evaluate the 
performances of three methods of feature selection and data reduction. We have 2 groups 
data containing 348 raw data segments totally, 104 segments representing the behaviors of 
driver Meng namely authorized driver and 244 segments representing non Meng namely 
unauthorized drivers. These segments are sent to SVM for training and testing. Due to 
the aforementioned rules, each segment is processed to a 1 x 60 vector as the input to 
SVM. 
Three data preprocessing methods are tested independently and the SVM testing 
results are shown in Table 5.1 on behave of the ability of feature selection of each method. 
As seen, F F T achieves the best performance among those three feature selection and 
data reduction methods, so we choose FFT as the data preprocessing for the further 
procedures. 
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Number of errors Number of errors Average 
(authorized driver) (unauthorized drivers) success rate 
F F T II 22 I 46 I 80.46%— 
PCA 一 39 82 65.23% 
ICA 47 I 79 I 63.79%— 
Table 5.1: Test results using different preprocessing methods 
Next we examine the different parameters of FFT to the classification results. Table 
5.2 shows the test results of classification using different sampling time (length of data 
segment) and different F F T orders (size of input vector). Different sampling time from 
10 seconds to 160 seconds and different FFT orders of 5，10 and 20 are conducted. When 
using the sampling time t and FFT orders n, it means each data segment is a matrix of 
size lot X 3 as the original sampling rate of the hardware is 10 Hz. The FFT transforms 
each column of data of size lOt into n and the result retrieved is a matrix of size n x 3. 
Then the data is aligned into a single row as a 1 x 3n vector for the SVM training and 
testing. 
Sampling time FFT (order 5) FFT (order 10) FFT (order 20) 
10 se^ ^4.92% 66.83% = 6 4 . 6 8 % " ° 
20 se^ 66.51% 66.51% 60.29% 
40 sec. 69.23% 69.23% 78.85% 
80 se^ 63.46% 55.77% “ 51.92% 
160 sec. 65.38% 53.85% 65.38% 
Table 5.2: Test results using different sampling time and FFT orders 
Table 5.2 shows the average success rate of identify the driver Meng from all testing 
data, using different sampling time and FFT orders. Different combination of sampling 
t ime and F F T order effects different classification rate. Shorter sampling time and smaller 
F F T order may cause losing important features involved in the human behavior signal, 
while longer t ime and larger order may lead to mix redundant signal to the classification 
procedure, both of them lower the recognition rate. By comparing the success rate, 
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sampling time at 40 seconds and FFT order of 20 achieves the best results. In addition, 
the data segment length of 40 seconds, namely the time interval of the system examining 
the current driver, is efficient for not causing huge data segments for computation and 
providing adequate sampling frequency for testing driving performance in real-time. 
5.4.2 Models Design 
Training SVM requires the selection of parameters which influence the ensuing model 
performance. Therefore, to achieve a good model those parameters have to be chosen 
correctly. Examples, as stated earlier, are 1) cost function C and 2) the mapping function 
In the first part of our experiments, we have considered RBF as the kernel function. 
The RBF kernel is very advantageous in complex nonseparable classification problems 
due to its abil i ty of nonlinear input mapping. As aforementioned, it has the property 
that ^ ( x ) . ^ { y ) = exp(—7||a: — ？ a n d subsequently 7 (defined as l/2cr^ being the 
kernel width) is an important parameter to be chosen. 
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Figure 5.2: Success rate of model Meng versus Others parameterized with 7 (C = 1) 
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Figure 5.3: Success rate of model Meng versus Others parameterized wi th 7 (C = 10) 
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Figure 5.4: Success rate of model Meng versus Others parameterized wi th 7 (C = 100) 
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Figure 5.5: Success rate of model Meng versus Others parameterized wi th 7 (C = 1000) 
In this series of experiments we run the SVM classifier wi th several values of C and 
7 somehow try ing to determine which combination of parameters might be the best for 
a "good" model. That is, the one that could better express the causal relation among 
variables which govern the quality wi th in the driving platform. This is accessed through 
the evaluation of performance accuracy. One possible way is to divide the original data 
into a data training set and into a validation data set for model evaluation. Prom Figure 
5.2 to Figure 5.5，experimental results show the testing accuracy as a function of kernel 
7 both parameterized wi th C for identification of driver Meng. Figure 5.6 shows the 
variation of number of SVs versus 7 and C and Figure 5.7 shows the variation of number 
of learning iterations versus 7 and C, The stopping tolerance for solving the optimization 
problem is set to 10—3. 
In the second part of our experiments, we have considered polynomial kernel as the 
kernel function. As aforementioned, i t has the property that ^{x) -^(y) = (7 x a;' x y 
where c 二 0 and d = 3 as the default settings in this experiment, and subsequently 7 
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Figure 5.6: Number of SVs versus 7 (model Meng versus Others parameterized wi th C) 
(defined as l/2cr^ being the kernel width) is an important parameter to be chosen. 
From Figure 5.8 to Figure 5.11，experimental results show the testing accuracy as a 
function of kernel 7 both parameterized with C for identification of driver Meng. Figure 
5.12 shows the variation of number of SVs versus 7 and C and Figure 5.13 shows the 
variation of number of learning iterations versus 7 and C. The stopping tolerance for 
solving the optimization problem is set to 10"^. 
Prom the results shown above, larger C corresponds to less number of SVs as well as 
larger number of training iterations. Larger 7 corresponds to poorer balanced classifica-
t ion, which means the deflective classifier model causing the lower accuracy on one side 
of the classification destination but higher accuracy on the other side, as well as the lager 
C doing so. Further explanation is required for these results taking into account both 
C and 7 parameters. In fact, minimizing in Equation 5.2 corresponds to maximize 
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Figure 5.7: Number of learning iterations versus 7 (model Meng versus Others parame-
terized w i th C) 
C Y l i = i i f { ^ i ~ y i ) ) is able to reduce the training errors in the working data set. Therefore, 
the margin is an indicator of the generalization accuracy. In the absence of a method to 
compute the best tradeoff between the regularization term and the training errors, the 
balance sought by the SVMs technique is hard to find. Thus, a larger C corresponds to a 
higher penalty of t ra ining errors and clearly overfitting occurs. On the other hand, when 
the kernel parameter 7 becomes higher, the greater the variety of the decision boundaries 
tha t can be formed originating a more complex model. The added flexibility decreases 
in i t ia l ly the generalization error as the model can better fit the data. However, there is 
the danger that this can lead to overfitting as well. 
Due to the requirements of the proposed system, we aim to achieve a high classification 
accuracy as well as low computational consumption. Finally we adopt the polynomial 
kernel as the kernel function, C = 10 and 7 = 0.02. W i t h the same method, we tra in 7 
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Figure 5.8: Success rate of model Meng versus Others parameterized with 7 (C = 1) 
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Figure 5.9: Success rate of model Meng versus Others parameterized wi th 7 (C = 10) 
SVM models for all 7 human subjects and utilize the SVM network mentioned in Section 
3.4 and Section 5.2 to form a multiple classifier. To test wi th our testing samples and 
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Figure 5.10: Success rate of model Meng versus Others parameterized wi th 7 (C = 100) 
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Figure 5.11: Success rate of model Meng versus Others parameterized wi th 7 (C = 1000) 
evaluate w i th the identification accuracy, we derive the final results in Table 5.3. As seen, 
we achieve the average success rate over 85%. 
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Figure 5.12: Number of SVs versus 7 (model Meng versus Others parameterized wi th C) 
Meng Ou Ye Huang Wang Wu Shen 
"Success rate | 81.45% | 93.62% 丨 77.08% | 84.62% | 79.31% | 90.00% | 89.47%-
Table 5.3: Test results on driver identifications 
5.5 Discussion 
In this chapter, we have demonstrated that SVM is a feasible parametric model for our 
proposed application. 
The first aspect investigated is to use preprocessing methods for feature extraction 
from large human dynamic behavior data for modeling purposes. The extension of the 
implementation is to the data sets in a larger scale and different methods of problem multi-
class formulation. The feature extraction method based on FFT is found to be able to 
give the best data reduction results compared to PCA and ICA in the presented experi-
ments of modeling human driving behaviors through SVM. FFT establishes a one-to-one 
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Figure 5.13: Number of learning iterations versus 7 (model Meng versus Others parame-
terized wi th C) 
mapping between the time domain and the frequency domain and preserves information 
from the original signal, ensuring that important features are not lost as a result of the 
transformation. Under the experimental criteria in this thesis, FFT is proved to have 
a better performance to model human dynamic behavior for driver identification than 
PCA and ICA. Although PCA and ICA is often used for input reduction, it is not always 
useful because the variance of a signal is not necessarily related to the importance of 
the variable. Since human behavior contains much signal at lower frequencies and FFT 
can retain the energy at this frequent area but PCA and ICA work bad as there are too 
many isotropically distributed clusters. By reducing the redundancy in the input data, 
the training process of the human driving behavior model becomes more efficient. After 
the unnecessary information is removed from the inputs, not only the key characteristics 
of the human behavior data can be retained, but also the modeling power of the SVM is 
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actually improved. 
Besides choosing preprocessing methods, SVM model design is an important issue in 
this chapter. We have discussed the application of the multi-class SVM's classifiers and 
compared wi th different SVM parameters to identify different drivers. The basic idea of 
the SVM is to determine the structure of the classifier by minimizing the bounds of the 
training error and generalization error. The SVs close to the boundary decision surface 
determine the efficacy of the classifier. Based on the results from our application, SVM 
wi th polynomial kernel achieves the better performance. Our results demonstrate that 
the SVMs have the potential to obtain a reliable distinction among our testing human 
subjects, individual identification can be recognized with the multi-class SVM's classifiers 
w i th a success rate of over 85%, which verifies that the proposed SVM modeling method 
is valid and useful against the vehicle thefts problem. 
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6 Evaluation via Hidden Markov Model 
6.1 Introduction 
In the previous chapter, we investigated machine learning techniques for modeling human 
dynamic behaviors. However, it is true that the modeling capacity of the approach differs 
and the modeling errors can lead to fault recognition. Therefore, we suggest that post-
training model validation is not only desirable, but essential to establish the degree to 
which the human and model-generated trajectories are similar. 
As aforementioned, the human dynamic behavior involves two distinct stochastic 
processes: human mental states and resultant actions. The mental state is an immeasur-
able stochastic process, and the action is a measurable stochastic process. This naturally 
leads us to consider hidden Markov model (HMM). H M M is a doubly stochastic process 
w i th an underlying stochastic process that is not observable, but can be observed through 
another set of stochastic processes that produce the sequence of observations. H M M has 
been successfully applied to learning the structured knowledge from a set of observation 
sequences such as speech recognition [71, 72, 73], force analysis [74, 75], task context final 
segmentation [76, 77". 
In this chapter, we adopt H M M to account for dynamic behavior similarity evaluation 
by modeling dynamic human behavior as an H M M with its parameters learned from 
training data. For each driver, we want to design a separate iV-state HMM. We represent 
the human driving behavior as a time sequence and have a training sequence consisting of 
a number of driving data associating the driver. The task is to build up individual driver 
model. This task is done by using the H M M training procedure to optimally estimate 
H M M model parameters for each driver. Once the set of HMMs has been designed and 
optimized and thoroughly studied, recognition of an unknown human dynamic behavior is 
performed to score each behavior model based upon the given test observation sequence, 
and select the driver's identity whose models score is the highest matched (or have the 
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highest likelihood). The likelihood [79] also can be used to explain the similarity of 
model-to-model and human-to-model for evaluation. 
6.1.1 Why Using Hidden Markov Model 
Before we address our approach to the problem, the following two issues must be noted: 
Firstly, since a human behavior is inherently stochastic, for a repeatable task, driving 
on the same route, if a driver does it many times or many drivers do the same task, and 
each of actions which represent the driving skill can be measured, then these measure-
ments are definitely different. However, these measurements represent the same skill at 
the same task. One might think that there must be something to represent the character-
istics of the skill for this particular task. The identical case can be found if we consider 
speech recordings of the same word recorded at different times or from different speak-
ers. The recordings are definitely different, but there is obviously an inherent property 
hidden in these recordings that represents the same word. Otherwise, how can a human 
recognize the same word? Therefore, "skill learning" is, to a certain extent, the problem 
of uncovering the characteristics from recording data which represents the nature of the 
skill. 
Secondly, to model human skill we need a definition of how good the model is. Cur-
rently there is not a systematic definition of the criterion to measure the skill model. We 
propose the most likely criterion as a measure of the performance. That is, if the per-
formance is the one that a driver most likely drive on the given route, we claim that the 
performance is a good representation of the skill. The most likely criterion is appropriate 
in the sense of maximizing the expected average performance and rejecting the action 
noise. The concept of the most likely performance makes i t possible to use stochastic 
methods to cope wi th uncertainties in both human performance and environment. 
Fully understanding the above two issues makes i t easy to find out why H M M is appro-
priate in representing the skill. H M M is a doubly stochastic process wi th an underlying 
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stochastic process which is not observable, but which can be observed through another 
set of stochastic processes which produce the sequence of observations. The rationale to 
employ H M M to represent human skill is as follows: 
• H M M is a doubly stochastic model which is appropriate for the two stochastic 
processes that skill learning must deal with, i.e., the mental state (or intention) 
which is hidden, and the resultant action which can be measured. 
• H M M is a parametric model and its parameters can be optimized by efficient algo-
rithms for the accurate estimation. Thus, it can be updated incrementally, which 
is desirable for learning. 
• H M M treats its observation on a symbolic level. This makes the fusion of different 
sensory signals possible regardless of their physical meaning. This fusion is appro-
priate considering the fact that a human has different sensing perceptions, such as 
vision, contact feeling, motion feeling, etc. 
• The combination of HMMs is stil l a HMM. Hence a learning ability of hierarchical 
skill as human does is allowed. 
• H M M can represent all the training data in a statistic sense by its parameters. 
This allows us to obtain the skill model that characterizes the most likely human 
performance from measurable human actions. 
In general, the concept of H M M can be used in solving three basic problems: the eval-
uation problem, the decoding problem, and the training problem. These three problems 
are all related to skill learning. In the training problem, we provide model parameters in 
such a way that the model possesses a high probability of generating the observation for 
a given model and a set of observations. Therefore, the training process is to establish 
a human behavior model according to the corresponding collected data, i.e., the learn-
ing process. In the evaluation problem we can score the collected data according to the 
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trained model for selecting the measured data that represent the closest performance to 
the trained model. In the decoding problem we may find the best human mental state 
sequence for a given dr iv ing task. W i t h these properties, H M M is a suitable tool for 
modeling and analysis of the human control data in this study. 
6.1.2 Mathematic Description 
A hidden Markov model is a collection of finite states connected by transitions. Each 
state is characterized by two sets of probabilities: a transition probability, and a discrete 
output probabi l i ty distr ibut ion or continuous output probability density function which, 
given the state, defines the condition probability of emitt ing each output symbol from a 
finite alphabet or continuous random vector. 
A H M M can be defined by: 
• { S }一a set of state including an init ial state 5 i and a final state SN 
• A—the transit ion probabil i ty matrix, A = a^j，where aij is the transition probabil ity 
of taking the transit ion from state i to state j 
• B—the output probabil i ty matr ix, B = bj{Ok) for discrete H M M or B = bj{0) 
for a continuous H M M , where Ok stands for a discrete observation symbol w i th 
/c-dimensional random vectors, and O stands for continuous observations. 
Figure 6.1 shows a example of a HMM's structure. W i th in the H M M , there are 5 
states and for each state there are 16 observable symbols. 
In this thesis, we consider only a discrete HMM. For a discrete H M M , a^j and bj{Ok) 
have the following properties: 
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Figure 6.1: A 5-state Hidden Markov Model, with 16 observable symbols in each state 
Y M O k ) = � � j (6.3) 
k 
I f the init ial state distribution tt = {tTi}, the complete parameter set of the HMM can 
be expressed compactly as 
X = {A,B,7T} (6.4) 
Given the definition of HMM, there are three basic problems of interest that must be 
solved for real world applications: the evaluation problem, the decoding problem, and 
the learning problem. The solutions to these three problems are the Forward-backward 
algorithm, the Viterbi algorithm, and the Baum-Welch algorithm. For more detail please 
see Appendix A and [78 . 
6.2 Problem Formulation 
Having defined the most likely performance, we are able to use HMM to evaluate the hu-
man driving behaviors. We consider human driving data including steering, acceleration 
and braking as the observable stochastic process and human knowledge or strategy as the 
underlying stochastic process. Since the H M M has an ability to absorb the suboptimal 
characteristics within the model parameters, human intention or strategy for the driving 
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task can be represented by transition possibilities and output possibilities, and using the 
same model we can "learn" human intention or strategy. 
To fix ideas, consider the following procedure for evaluating the human driving be-
haviors. For each driver, we want to design a separate iV-state HMM. We represent the 
human driving behavior signal of a given driver as a time sequence of coded spectral 
vectors. We assume that the coding is done using the aforementioned data preprocess-
ing methods; hence each observation is the index of the spectral vector closest (in some 
spectral sense) to the original human behavior data. Thus, for driver, we have a training 
sequence consisting of a number of repetitions of sequences of data indices of the driver's 
skill. The first task is to build driver models across individuals. This task is done by us-
ing the solution to "train" the H M M (Baum-Welch algorithm, for more detail please see 
Appendix A and [78]) to optimally estimate model parameters for each driver model. To 
develop an understanding of the physical meaning of the model states, we use the solution 
to the decoding problem (Viterbi algorithm [78]) to segment each of the driver training 
sequences into states, and then study the properties of the spectral vectors that lead to 
the observations occurring in each state. The goal here would be to make refinements on 
the model (e.g., more states, different preprocessing methods, etc.) so as to improve its 
capability of modeling the human dynamic driving behavior sequences. Finally, once the 
set of HMMs has been designed and optimized and thoroughly studied, recognition of 
an unknown dynamic driving data is performed using the solution to evaluation problem 
(Forward-backward algorithm, for more detail please see Appendix A and [78]) to score 
each driver model based upon the given test observation sequence, and select the driver 
identity whose models score is highest (i.e. the highest likelihood). 
Consider a system which can be described at any time as being in one of a set of N 
distinct states S'l, • • • S^ i and the states are unobservable. We consider these states 
corresponding to the human mental states and the output symbols corresponding to 
his/her actions. The actual state at time t measured from action is denoted by qt. When 
52 
the system is in state qt = M distinct output symbols Oi, O2, • •. Om can be observed. 
A discrete output probability distribution, B = 6j(/c), is associated with each state, 
where 
bi{k) = P[Ok at t\qt = Sill<i<N,l<k<M (6.5) 
At next time i + 1，the system goes to state qt+i = Sj with transition probability a^-, 
where 
dij = P [qt+i = Sj \qt = Si\,l< i, j < N. (6.6) 
In order to simplify the learning process, we consider only the first order HMM, which 
is based on the following assumptions: 
1. Markov assumption: A new state is entered based only on the current state. 
2. Output-independent assumption: The output probability distribution function de-
pends only on the state at the particular time regardless of when and how the state 
is entered. 
6.3 Approach 
I t is natural to describe a human behavior through a sequential model. One of the advan-
tages of the H M M based approach is that a variety of knowledge sources can be combined 
into a single HMM. By representing all possible drivers as HMMs, the recognition task 
becomes a search in an enormous HMM. In the case that no knowledge is added, we 
could create a recognition model by simply putting all trained models in parallel, and 
adding an init ial state and a final state. The initial state of recognition model has a null 
transition to the init ial state of each driver's model; the final state of each gesture model 
has a null transition to the final state of the recognition model. A null transition is a 
transition which has a transition probability but does not emit any output symbol, and 
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therefore does not consume any time. By adding a null transition from the final state 
of recognition model back to the initial state of recognition model, we obtain a driver 
recognition network as illustrated in Figure 6.2. Usually we wil l have a more complicated 
network if we encode knowledge sources into the HMM network. 
/ Driver A \ 
/ / Driver B \ \ 
\ Driver N / 
Figure 6.2: H M M networks for driver identification 
There are two H M M operations we performed for the data modeling and evaluation 
study: 
• Train H M M 入 given an observation sequence: maximize P(7r|0) using Baum-Welch 
Expectation Maximization(EM) algorithm. 
• Calculate the probability that a given observation sequence O is generated from 
a HMM model A: calculate P{0\X) using Forward-backward Algorithm. After 
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calculating P (0 |A ) , i t is normalized by the length of the sequence T , then being 
applied log scale to prevent the data underflow problem. This probability is called 
log-likelihood [79'. 
The HMM-based human driving behavior recognition approach (block diagram of the 
system as shown in Figure 6.3) can be described as the following procedure: 
P(0|入 1) 
P(0 | 入2) 
• Index of 
Input human | 1 Observable | 1 p / n | 入 | 1 recognized 
一 data. Data Prepro- 一 丨 Probability (丨）_ Select ^：^：：_^ 
cessing Module Computation Maximum 
Trained Models 
入1，入J ....入n 
Figure 6.3: Block diagram of driver identification system via H M M 
1. Determine the structure of an HMM: A multi-dimensional H M M is employed to 
model individual behavior. A driving behavior is described by a set of N distinct 
hidden states and M distinct T-dimensional observable symbols. An H M M is char-
acterized by a transit ion matr ix A and r discrete output distr ibution matrices Bi, 
i = 1 , r . Note that only the structures of A and B are determined in this step 
and the values of elements in A and B wi l l be estimated in the training process. 
2. Collect t ra ining data: In the HMM-based approach, drivers are specified through 
the t ra in ing data. I t is essential that the training data be represented in a con-
cise and invariant form. Raw input data are preprocessed before they are used 
to t ra in the HMM's . Because of the independence assumption, each dimensional 
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signal can be preprocessed separately. In the prototype system discussed later, the 
preprocessing by the fast Fourier transform technique. 
3. Train the HMM's through training data: Training is one of the most important 
procedures in a HMM-based approach. The model parameters are adjusted in such 
a way that they can maximize the likelihood P(C)|A) for the given set of training 
data. No analytic solution to this problem has been found so far. However, the 
Baum-Welch algorithm can be used to iteratively estimate model parameters to 
achieve the local maximum. 
4. Evaluate driving performance with the trained model: The trained model can be 
used to classify the incoming driving behavior data. The Forward-backward algo-
r i thm can be used to denote the testing data as the log-likelihood values, then 
the values are compared with others generated from both human and models, 
namely the comparisons of model-to-model similarity distance measure and human-
to-model similarity distance measure. 
6.4 Experimental Results 
6.4.1 Model-to-model Measure 
Learning can be done by employing a multi-dimensional HMM. To model the human 
behavior data X{t) = {a(t) , b{t), c{t)} where a{t) represents the normalized acceleration 
value, b{t) represents the normalized braking value and c⑴ represents the normalized 
steering value, a 9-dimensional H M M is employed to encode human skill. We firstly 
employed F F T technique for preprocessing the 3-dimensional time sequence X{t). The 
Hamming window was first used wi th a width of 2 seconds (20 data points) in every 
second. F F T analysis is then performed for every window and the first 3 orders of FFT 
is kept for further precessing. I t means that we transfer the original data matrix of size 
20 X 3 to a matr ix of size 3 x 3 each second. Then the data is aligned into a single row 
as a 1 X 9 vector. 
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With the retrieved data segments, we employ the Baum-Welch algorithm to learn 
2000 of them for the HMMs and employ the Forward-backward algorithm to evaluate 
the other 2000 data segments. Firstly the training data is divided as 20 sequences and 
each sequence contains 100 data segments. Namely each sample point in the training 
set is a matrix of size 100 x 9 and for each driver we collect 20 samples for training and 
other 20 samples for testing. We train 6 states left-right HMMs for all 7 human subjects. 
We initialize all HMMs parameters using a uniform segmentation of each training data 
sequence. Each sequence is split in 6 consecutive section, where 6 is the number of 
states in the HMM, the vectors thus associated with each state are used to obtain initial 
parameters of the sate-conditional distributions. 
W i th these init ial parameters, the Forward-backward algorithm is run recursively 
on the training data. The Baum-Welch algorithm is used iteratively to reestimate the 
parameters according to the forward and backward variables. 20 iterations are run for 
the training processes. The Forward algorithm is used for scoring each trajectory. Figure 
6.4 shows all 7 HMMs forward scores of the results of the Forward-backward algorithm, 
shown as the log-likelihood versus the learning iteration index. 
The increasing score indicates that the improvement of the model parameters. The 
parameters converge after about 9 iterations. After the learning iterations, 7 HMMs are 
retrieved from the learning data samples, as the HMMs from Ai to Ay, representing the 
human driving behavior models from 7 human subjects attending the test, who are Meng, 
Ou, Ye, Huang, Wang, Wu and Shen. 
To test and evaluate the trained models, we generate data vectors according to each 
given model. The data generated is a data segment with the same size as the one in the 
training and testing set. Due to each model representing individual driving behavior, we 
have a set of TV, M , A, B, and tt with appropriate values, as the HMMs from Ai to Ay, 
and those parameters can be used as a generator to give the observation sequence 
O = 0i02---0M 
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Iteration index Iteration index 
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(a) The forwad scores for H M M #1 (Meng) (b) The forwad scores for HMM #2 (Ou) 
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(c) The forwad scores for H M M #3 (Ye) (d) The forwad scores for HMM #4 (Huang) 
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(e) The forwad scores for H M M #5 (Wang) (f) The forwad scores for HMM #6 (Wu) 
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(g) The forwad scores for H M M #7 (Shen) 
Figure 6.4: The forward learning scores normalized with respect to the sequence length 
Ti (log-likelihood versus iteration index) for H M M # 1 to #7 ’ which is learnt from the 
driver data of Meng, Ou, Ye, Huang, Wang, Wu and Shen, wi th n = 6 
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where each observation Ok is one of the symbols from V, and M is the number of obser-
vations in the sequence, which is used to test our models as the simulated human driving 
behavior data . 
The following procedure can be used as generator of observations: 
1. Choose an init ial state qi = Si according to the initial state distribution tt. 
2. Set k = 1, 
3. Choose Ok = Vk according to symbol probability distribution in state Si, i.e., hi(k), 
4. Transit to a new state qk^i = Sj according to the state transition probability 
distribution for state Si, i.e., aij. 
5. Set k = k + 1] return to step (3) if /c < M ; otherwise terminate the procedure. 
T .-u . H M M #1 H M M #2 HMM #3 HMM #4 HMM #5 HMM #6 HMM #7 
Log-likehhood 
Meng Ou Ye Huang Wang Wu Shen 
#1 M^g.A -4479.4 -4571.9 -4725.9 -4457 -6145.9 -4982.9 日 
eg • #2 -12689 -5824.7 -6590.8 -16145 -6862.7 -973700 -6116.6 
C/3 g 
I bD #3 -4463.7 -4442.3 -3983.3 -4806.2 -5171 -6132.7 -5107.5 
0) G ; 
#4 -4125.4 -4291.5 -4359 -3897.7 -4416.4 -5825.6 -4909.9 
; I — — — ^ 
$ g #5 -5020 -4074.6 -4603.3 -4567.1 -3605 -9824.1 -4867.5 
O 
g = #6 -4176 -4138.2 -3888.5 -4496 -4044.7 —3277.8 -4745.6 
S — 
#7 -18201 -6358.7 -7417.5 -27271 -8430 -606230 —5750.6 
Figure 6.5: Log-likelihood of the simulated sequences from the trained HMMs to the 
corresponding HMMs, wi th n = 6 and size of each simulation sequence is 100 x 9 
We use those output observations to test all trained models. For each simulated obser-
vation Osim-i, where i refers to the corresponding HMM 入么，Forward-backward algorithm 
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is applied to all H M M s Xj (in this experiment 1 < j < 7). The result Pij is derived in 
the form of log-likelihood. In this experiment, where 7 human subjects are involved for 
testing, all the log-likelihood is shown in Figure 6.5. 
To examine the results in Figure 6.5，in the ith row, the simulated test segment 
〇 s i m - i (generated from H M M A^  and in size of a 100 x 9) is as the input to all HMMs 
Xj for the Forward-backward algorithm, and the results Pij can be seen that among 
all log-likelihood values for j HMMs, only when i 二 j , the log-likelihood achieves the 
maximum. In Figure 6.5 i t can be seen clearly that the diagonal marked in grey achieves 
the maximum log-likelihood value among every single row. This can be explained as 
that the data sequences generated from the trained models have much more similarity to 
the original data sequences, from which the HMMs are trained, or to say the HMMs are 
effective in recognizing similarity due to the data sequences, which is further applied to 
ident i ty the drivers through their behavior data sequences in this thesis. 
“ H M M #1 H M M #2 H M M #3 H M M #4 H M M #5 H M M #6 H M M #7 
Meng Ou Ye Huang Wang ^ Shen 
#1 1.00 2.64 3.35 4.97 2.50 187.88 9.59 日的 
@ _ #2 4.24E+07 1.00 7.10 2.93E+11 14.23 oo 2.11 
00 g 
I = #3 3.42 3.24 1.00 8.21 20.88 244.47 17.75 
0) .C 
I ' f i #4 1.79 2.74 3.26 1.00 3.77 138.71 13.32 
^ a 
! ” 5 37.34 3.32 12.86 11.72 1.00 8.13E+06 25.28 
目 二 # 6 9.95 9 . 0 4 4.77 2 2 . 5 7 7.11 . .、 . 1 . 0© i 4 2 . 7 5 
^ 一，乂： .  . .： .： . _ 
#7 6.82E+13 4.74 71.14 8.16E+23 948.66 oo 
••. •....、.，. 
Figure 6.6: Similar i ty distance measure of the simulated sequences from the trained 
H M M s to the corresponding HMMs, w i th n = 6 and size of each simulation sequence is 
100 X 9 
Besides the log-likelihood comparison, we also apply the model-to-model similarity 
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distance measure. 
O 丨tMM.I O HMM«I O HMMDI 
"MM" HMM« „MM« HMM« \ """" / 
(a) Similarity distance to HMM #1 (b) Similarity distance to HMM #2 (c) Similarity distance to HMM #3 
O IIMM.I HMM., q lIMM •丨 
IIMMOS HMMM Hwivs HM^^^ "MM 
(d) Similarity distance to HMM #4 (e) Similarity distance to HMM #5 (f) Similarity distance to HMM #6 
a HMM >1 
‘ 
HMM US HMM M 
(g) Similarity distance to HMM #7 
Figure 6.7: Similarity distance of the simulated sequences from the learnt HMMs to the 
corresponding HMMs, wi th n = 6 and size of each simulation sequence is 100 x 9 
Assume that we wish to compare two HMMs Xj and A .^ Oi is a simulated observation 
sequence generated from \ and p is the dimensions of the observation O. 
Derive the log-likelihood P(OilXi) and P(Oi\Xj) using Forward-backward algorithm 
for Oi to Ai and Xj, and we have the similarity distance measure a from Xj to 入i defined 
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as follows: 
cTx广 to-x ‘ = 1 0 ( 尸 叫 入 队 ( 6 . 7 ) 
(^Xj-to-Xi has four properties: 
1. c7xj-to-Xi = 1 when j = i (by definition). 
2. (^入广to-Xi > 1 when j + i since Oi is generated from A“ P(Oi|A0 achieves the 
maximum and P(0^|Ai) > P{Oi\Xj) when j — i. 
3. (7xj-to-Xi denotes the ability of distinguishing observation sequences by \ to any 
other HMMs A,. For example, if a, > ^^A.-to-A,, i t means that to compare 
wi th Ai, Xj has a poorer ability to identify the data segments than A^. 
4. aXj-to-Xi is not comparable to ax^-to-Xj because the comparison among model-
to-model similarity distances is a relative measure. For example, the comparison 
between axj-to-x^ and ax^-to-Xi is meaningful only based on the same 
Count HMM # 1 HMM #2 HMM #3 HMM #4 HMM #5 HMM #6 HMM #7 
Meng Ou Ye Huang Wang Wu Shen 
g #1 19 1 0 0 0 0 0 
I e 沿 0 _ 16 3 0 0 0 i ~ 
I I ！ 1 _ L 0 ~ 8 一 0 2 3 0 
a 一 
器 I 糾 4 0 1 14 0 0 1 
扫 
召 #5 0 0 1 0 12 7 0 
M fc u 
•| 8 #6 0 0 1 0 2 17 0 
一丨#7| Q I 0 I 0 I 0 0 0 20 
Figure 6.8: Counts of driver identities due to testing data samples and trained HMMs, 
w i th n = 6 and size of each simulation sequence is 100 x 9 ， 
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W i t h this definition, we denote the model-to-model similarity distance measure in 
Figure 6.6. In Figure 6.7, (a) to (g) show the model-to-model similarity distance measure 
based on Ai ( H M M # 1 for Meng) to Ay (HMM # 7 for Shen). 
Since aXj-to-Xi = 1 when j = i, there is a circle with the radius of 1 in each single 
figure of Figure 6.7 and if another point is far from this circle, i t means the corresponding 
H M M has a poorer ability to identify the data sequences than the HMMs that are closer 
to the circle. 
6.4.2 Human-to-model Measure 
To evaluate the HMMs for recognizing drivers through the corresponding driving behavior 
sequences, we use the date segments, as the same size as the training samples, from the 
testing set for drivers identification. To follow the procedure explained in Section 6.3 
as well as Figure 6.3, for each testing data segment, we derive the log-likelihood values 
through Forward-backward algorithm to all trained HMMs and then the maximum log-
likelihood is selected. Thus the driver identification is denoted as the corresponding H M M 
wi th the maximum log-likelihood. 
We have 2000 testing sample points for each driver in the set which are in the same 
preprocessing methods and the same size. Each 100 sample points is aligned as the testing 
data segment in size of 100 x 9 and totally there are 20 data segments for each driver 
identification test. The driver identities are counted each round and the final results are 
shown in Figure 6.8. The diagonal marked in grey is the successful identification and the 
success rates are calculated and shown in Table 6.1. 
I Meng I Ou I Ye I Huang | Wang | Wu | Shen 
Success rate | 95.0% | 80.0% | 40.0% | 70.0% | 60.0% | 85.0% | 100.0% 
Table 6.1: Test results of the driver identifications 
Also some examples of testing results are shown in Figure 6.9. 4 out of 20 segments 
from the testing data set of Meng, 3 of Ou, 2 of Ye, 3 of Huang, 2 of Wang, 2 of Wu 
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H M M # 1 HMM #2 HMM #3 HMM #4 HMM #5 HMM #6 HMM #7 
Log- l i ke l i hood 
Meng Ou ^ Huang Wang Wu Shen 
#1 -4002.4 -4312.8 -4315.6 -4978.1 -4345.5 -5551.7 -4867.9 
^ •4012.4 -4305.6 -4291.5 -4733.4 -4345.5 -5355.2 -4930.8 
: -4074.2 -4322.7 -4562.7 -4908.3 -4526.6 -5334.3 -4993.1 ^ 
I -4056.9 -4317.3 -4584.5 -5017.6 -4468.7 -5565.8 -5014.9 
昏 #2 -10274 -5489.6 -6260.2 -8646.9 -6509.3 -474190 -5593.8 
S -16410 -5819.2 -6616.9 -11296 -7522 -1093100 -6088.7 
S -13218 -5579.5 -6607 -9394 -7015.4 -335760 -5748 
W) 
•S #3 -4837.2 -4776.9 -5437.2 -5478.5 -6014 -5451.9 
zn ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 
^ -4639.7 -4694.8 -4825.8 -4939.8 -5468.5 -5468.3 
• i ^ ^ ^ ~ -4499.9 -4079.1 -4451.4 -5091.7 -5038.5 
o -5640 -5267.3 -5553.7 、-5030.8 -6122.4 -28307 -5552.1 
4=1 
c/3 -4359.2 -4588.4 -4497.1 -4324.6 -5410.7 -4495.2 -5245.8 
⑩ — 
C #5 -3872.4 -3843.1 -3838.2 -3636.8 -3278.2 -4061.2 -4686.3 
O • I I 
a^ -3980.2 -3925.1 -3911.5 -3885.4 -3576.3 -4325.8 -4718 — — . 
Z #6 -4436.2 -4214.2 -3813.8 -4585.4 -4442.9 -3405.6 -4861.9 
-4190.5 -4114.6 -3638 -4575.5 -3948.2 4195：^ -4762.9 
^ #7 -6780.2 -6138.9 -6544 -6912.2 -6436.5 -57602 、-5291.7 
-10624 -6068.7 -6497.9 -13619 -7045.5 -206660 -5191.7 
Figure 6.9: Log-likelihood of the sequences from testing samples set to the trained HMMs, 
w i t h n = 6 and size of each simulation sequences is 100 x 9 
and 2 of Shen, tota l ly 18 data segments from testing sample set are randomly selected 
and their log-likelihoods values derived by all trained HMMs from to 入了 are shown. In 
each row, the maxi imim log-likelihood value is denoted and the successful identifications 
are marked in the grey and fault ones are marked in dark red. Three fault identifications 
occur, one of the data from Ye is recognized as driver Ou and one of Ye is recognized as 
Meng, another data from Huang is recognized as Meng. 
As the model-to-model similarity distance measure aforementioned, we denote the 
human-to-model similar i ty distance here. Assume that we wish to compare data sequence 
Oi representing the dr iv ing behavior of driver i and one H M M Xj. Oi is the simulated 
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H M M # l | HMM #2 I HMM #3 I HMM #4 I HMM #5 I HMM #6 I HMM #7 
a 
Meng Ou ^ Huang Wang Wu Shen 
#1 0.780 1.726 1.739 9.470 1.877 41.083 7.143 
^ 0.800 1.695 1.635 5.063 1.877 24.850 8.390 
<L> 
^ 0.938 1.771 3.272 7.921 2.983 23.557 9.840 
S 0.897 1.746 3.459 10.477 2.572 42.593 10.405 
B 
g i #2 8.783E+04 0.424 3.047 1.367E+03 5.763 oo 0.554 
^ 5.774E+11 0.986 7.590 1.200E+06 76.893 oo 1.965 
1.640E+08 0.534 7.400 9.245E+03 21.038 oo 0.822 
OX) 
#3 I I 41.252 45.849 180.440 42.833 
B 6.174 8.632 11.555 44.691 44.668 
4.668 1.591 4.123 21.216 18.516 
I 86.276 33.249 69.183 18.155 296.407 1.323E+27 68.900 
3.257 5.854 4.634 2;981 47.986 4.612 31.469 <u ii—^ 
a #5 1.982 1.839 1.816 1.085 0.433 3.213 15.902 
(L> 
gn 2.611 2.268 2.191 2.049 0.929 6.323 17.245 
<u — 
^ #6 19.369 10.976 3.941 28.372 19.704 1.387 57.559 
^ 10.330 8.507 2.513 27.662 5.558 0.809 44.680 
^ #7 13.932 2.701 7.613 19.528 5.782 4.099E+57 0.309 
2.599E+05 2.257 6.766 5.529E+08 27.465 1.709E+223 0.239 
Figure 6.10: Similarity distance of the simulated sequences from the learnt HMMs to the 
corresponding HMMs, wi th n = 6 and size of each simulation sequences is 20 x 9 
observation sequence generated from trained A^  and Oi is as the same size in dimension 
of p as Oi. 
Derive the log-likelihood P{Oi\\j) and P{6i\\j) using Forward-backward algorithm 
for Oi and Oi to Xj, and we have the similarity distance measure a from Oi to Xj defined 
as follows: 
C7o,-to-A, = 丨〜)-戶(o 队 ( 6 . 8 ) 
Wi th this definition, we denote the human-to-model similarity distance measure in 
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Figure 6.10. Figure 6.11 to Figure 6.17 show the human-to-model similarity distance 
measure based on Ai ( H M M # 1 for Meng) to 入7 (HMM # 7 for Shen). 
a HMM#1 
劇 
- • - Test squcncc ! from Meng - • - Test squcncc 3 from Meng 
~ • ~ Test squcncc 1 from Meng • Test squcncc 4 from Meng 
Figure 6.11: Similari ty distance of the testing data to Meng's H M M 
6.4.3 Parameters Optimization 
I n this section, different parameter settings are applied in H M M training and testing 
procedures, through which we want to achieve a better driver recognition performance. 
In the aforementioned discussion, the trained models are all based on the H M M struc-
ture of 6 states. We use different H M M structures here and test on the same testing data 
to find the best H M M structures for individual modeling method. In Table 6.2 the testing 
results of classification based on different H M M structure of states are shown. 
From the results shown above, the conclusion can be seen that different H M M struc-
ture based on state number influence the H M M modeling and recognition result wi th in 
a certain range, in Table 6.2 normally the recognition rate changes wi th in 10% to 15%. 
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a HMM HI a HMMfl 龜廳 
HMM OS HMM M HMM «5 ^ M M M 
Tenaquencc I ftomOu - - Test aquence 3 from Ou ••-TcMiquaKC I from Ye 
• To« tquence 2 from Ou Te« «iuence 2 from Ye 
Figure 6.12: Similarity distance of the test- Figure 6.13: Similarity distance of the test-
ing data to Ou's H M M ing data to Ye's H M M 
^ HMM <11 � G‘ HMM CI 藝藝 
HMM Hi 7 HMM M HMM« HMM HA 
/ 
- • • Tc« iquenM I fiom Huang --*--Ten aquence 3 from Hung _ • - Ten tqucncf 1 ftom Wing 
——•~ Ten tquence 2 from Huuit Ten iqucncc 2 from Wang 
Figure 6.14: Similarity distance of the test- Figure 6.15: Similarity distance of the test-
ing data to Huang's H M M ing data to Wang's H M M 
Therefore, we search the optimal H M M state number for individual H M M and the results 
are shown in Table 6.3. 
In the aforementioned discussion, the H M M training procedure is based on the training 
sample set of 20 data segments and each data segment consists of 100 9-dimensional data 
vectors. Below two tables are examining the structures of different training samples. In 
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O HMM-I O HK}MNI 
_ _ 
/ HMM«5 ^ HMMNS \ � HMM W � � 
- - T«ft •quoKc I ftom Wu • • - Test squcnce ) from Shen 
_• 一 T«t iquHiM 2 from Wu •一Ten squence 2 from Shen 
Figure 6.16: Similarity distance of the test- Figure 6.17: Similarity distance of the test-
ing data to Wu's H M M ing data to Shen's H M M 
~ n II Meng | Ou | Ye | Huang Wang Wu SheiT" 
85.0% “ 20.0% ^ l O W " 65.0% ~90.Q% T O O O ^ 
~ 80.0% _ 35.0% 7 5 . 0 ^ 55.0% ~90.0% " T O O ^ 
80.0% " 4 0 : 0 ^ " 7 0 W o 60.0% 85.0% 100.0% 
95.0% 50.0% 65.0% "95.0% 1 0 0 . 0 ^ 
95.0% 15.0% 8 5 . ^ 70.0% 85.0% 1 0 0 . 0 ^ 
90.0% " ^ . 0 % 50.0% “ 70.0% 65.0% 95.0% l O O O ^ 
"10~ ~ 9 0：0 ^ 90.0% "80.0% " T o M " 75.0% " O O M " 100.0% 
" T r ~ 9 0 : Q ^ 95.0% "35.0% 7 5 . 0 f 55.0% 95.0% 100.0% 
12 90.0% 95.0% 55.0% 80.0% 70.0% 95.0% lOO.Of 
Table 6.2: Test results of the driver identifications based on different state number n of 
HMMs 
Meng Ou Y e ~ Huang Wang Wu Shen 
State number n 5 9 10 8 10 9 6 
Success rate 95.0% 80.0% 60.0% 85.0% 75.0% 95.0% 100.0% 
Table 6.3: Test results of the driver identifications with optimized state number n of 
HMMs. 
Table 6.4 we use the data segment samples of 10，15 and 20 to train each HMM. Wi th 
the number of training samples raising, the recognition results becomes better. In Table 
6.5 the different training samples consisting of different data vectors are applied, namely 
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one t ra in ing setting of each sample segment consisting of 60 data vectors, one consisting 
of 100 data vectors and one consisting of 160 data vectors. 
Number of training samples Meng Ou Ye Huang Wang Wu Shen 
10 65.0% 85.0% 5.0% 100.0% 35.0% 35.0% lOO.Of 
15 — 80.0% ' W M 20.0% ~"85：0^ 60.0% 95.0% "TOOO^ 
20 95.0% 80.0% 60.0% 85.0% 75.0% 95.0% 100.0% 
Table 6.4: Test results of the driver identifications on different numbers of training sam-
ples 
Lengthof sequence Meng Ou Ye Huang Wang Wu Shen 
60 II 69.7% 78.8% 24.2% 93.9% 66.7% 84.8% 100.0% 
100 95.0% " 8 0 0 ^ 60.0% 85.0% 75.0% 95.0% "TOOO^ 
一 160 II 66.7% 75.0% 33.3% 100.0% 66.7% 91.7% 100.0% 
Table 6.5: Test results of the driver identifications on different lengths of sequence 
6.5 Discussion 
In this chapter, we have demonstrated that H M M is a feasible parametric model for 
our proposed application. Multi-dimensional H M M is appropriate for fusion of different 
sensory signals w i th different physical meanings. Theoretically, Baum-Welch algorithm 
gives only a local maximum of the likelihood function. If a poor init ialization point is 
given, a poor local maximum may be reached. Particularly, if a probability is initialized 
to be zero, i t w i l l remain zero w i th every iteration. However, our experience showed that, 
for a H M M , uni formly distr ibuted ini t ia l points work well. 
The structure and state selection are important for effectiveness and efficiency of the 
learning procedure. In order not to lose information, we want to use a H M M which has 
complete structure and enough states. On the other hand, the complicated structure 
and extra states contribute extra parameters to be estimated. There is no standard for 
selecting structure and states. However, if the model is too complicated, we can eliminate 
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the redundant states and paths. In this thesis, a series of experiments we run using "trial-
and-error" method to determine the "good" HMM structure across individuals. In this 
experiment, our results demonstrate that the HMMs have the potential to obtain a reliable 
distinction among our testing human subjects, individual identification can be recognized 
wi th the multi-dimensional HMM's classifiers with a success rate of about 84%. 
Further more, the model-to-model and human-to-model measures are defined and 
discussed. The level of similarity between multi-dimensional HMMs can be derived as 
a measurable distance value. Also the comparisons between human behavior models 
and their respective driving data can be measured. We use these properties to evaluate 
the similarities between HMMs across individuals and their respective dynamic driving 
behavior data. The similarity distance value illustrates the possibility or the likelihood. 
Larger distance presents much more distinguishing or lower confusion while identifying. 
Thus we quantify qualitative results towards classifying the human behavior data across 
different individuals. 
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7 System Design and Implementation 
7.1 Introduction 
In this chapter, the technical descriptions of the implemented hardware and software 
platforms, and some basic functionality of the intelligent vehicle security system are 
presented. The proposed system is designed to be adaptive for any normal vehicle by 
adding on the functional modules. No complicated sensor and much space is required for 
the installation, causing l i t t le difference from a normal car and therefore no distraction 
is made to the drivers. 
To demonstrate the proposed intelligent vehicle security system, we adopted the sim-
ulated driving environment as described in Section 3.2 rather than the real driving envi-
ronment. For our purposes, the ideal demonstration environment for testing the proposed 
system should embody the following criteria: 
1. During the execution of the demonstration, the human subject must not be injured 
in any way. 
2. The simulated environment should be as real driving on the realistic road for human 
subjects as possible. 
3. The driving task should be complex enough that i t allows for variations across 
different individuals. 
Our driving simulation environment is built to meet, to the largest extent possible, 
these criteria. We emphasize that in choosing simulated driving, we do not suggest 
that simulation is in general better than reality for experimentation. We only suggest 
that since the focus of this thesis is the analysis of human driving behavior itself, a 
simulated task can be appropriate if i t bears substantial resemblance to a comparable 
real task. Consequently, wi th respect to our goal of comparing and modeling human 
driving behaviors, the simulated driving environment embodies the qualities we desire. 
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In the following sections, the architecture of the proposed system and technical de-
scriptions of the implemented hardware and software platforms are introduced. And the 




• \ / . 
GPRS MODULE 
SENSOR MODULE 
~ ^ r c 
11 i z 
^ y l _ K IC-BASED 
ALARM MODULE V V CAR KEY 
CONTROLLER 
USER INTERFACE ^ ~ ~ 12V DC IN 
n i ^ 
r ^ _ _ _ ^ 





Figure 7.1: Architecture of the system hardware implementation 
Figure 7.1 shows the hardware architecture of the proposed intelligent vehicle security 
system. The sensory module is implemented in the vehicle (we use simulated driving 
system instead) to measure the values of steering, braking and acceleration. The data 
is sent to the monitoring module in real-time with the driver models embedded in the 
IC-based car key. Then the recognition result from the monitoring module is sent to 
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user interface in-car and to the driving data recorder as well. If the illegitimate driver 
is detected, the alarm module wi l l be active and the alarm message can be delivered 
through the wireless communication network. 
• Simulated Driv ing System 
We utilize the simulated driving system described in Section 3.2 for our implemen-
tation, as shown in Figure 7.2. In the simulation subsystem, we apply one PC 
to offer the simulated driving environment to the driver, including rendered 3-D 
graphics display as well as realistic controls. We adopt a set of commercial racing 
game named "Need for Speed: Underground" from Electronic Arts and a car racing 
game controller from Logitech. The racing game provides the features of 3-D road 
scenes w i th dynamic traffic stream, human subject uses the front view and game 
controller to drive in the simulated environment, as if setting in the driving seat in 
a real car. 
Figure 7.2: Simulated driving system 
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In this experiment, the host PC to run the racing game is based on Pentium 4 2.0G 
and 1024MB RAM, the graphics card is Matrox Parhelia 128MB which supports 3 
monitors at a time for wide angle display. 
• Sensor Module 
While the human subject is driving on the simulation system, his/her dynamic 
driving behaviors are captured by the sensor module. Two kinds of sensors are 
adopted, one is angle sensor for measuring the steering angle, the other is pressure 
sensor for measuring the pedals of braking and acceleration. 
Left Steering Signals from Two Optical Encoding Sensors 
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Figure 7.3: Signal waveform of left steering 
Figure 7.3 to Figure 7.6 show the signal waveform samples captured by the sensors. 
In Figure 7.3 and Figure 7.4, the signal in T T L format is retrieved by two optical 
encoding disks include light holes in the angle sensors. When a positive raising 
edge signal from Sensor 1 is detected and signal from Sensor 2 is at the low voltage 
level, the left steering degrees is counted, as shown in Figure 7.3. When a positive 
raising edge signal from Sensor 1 is detected and signal from Sensor 2 is at the high 
voltage level, the right steering degrees is counted, as shown in Figure 7.4. Wi th 
this logistic operation, the degrees of steering turning is normalized as the value 
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Right Steering Signals from Two Optical Encoding Sensors 
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Figure 7.4: Signal waveform of right steering 
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Figure 7.5: Signal waveform of acceleration 
of c{t) predefined in Equation 3.1. Also Figure 7.5 and Figure 7.6 show the signal 
of acceleration and braking pedals, the normalized values are for the a(t) and b(t) 
predefined in Equation 3.1. 
We utilize a micro-computer, which is ATmega8535L as shown in Figure 3.5，to 
convert the analog signal to digital and send to the monitoring module for further 
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analysis. A l l signal is sampled at the rate of 10 Hz. 
• IC-based Car Key 
Figure 7.7 shows the prototype of the car key proposed in our system. We utilize 
the commercial product of IC-based memory card "Memory Stick" to store human 
behavior models. When human subject starts to drive and uses the car key to start 
the engine as usual, his/her driving behavior model stored in the IC memory is 
loaded to the intelligent vehicle security system and configured as the classifier for 
monitor ing his/her driving performance in future. 
• Moni tor ing Module 
The monitor ing module collects the signal of human dynamic driving data and 
process i t based on the methods introduced in Chapter 4 to Chapter 6. A laptop 
computer based on Pentium I I I 800，256MB R A M is adopted in this demonstration 
prototype and communicates wi th the system wi th RS232 port. The detail data 
processing procedures are presented in the next section. 
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Figure 7.7: IC-based car key 
• A larm Module 
When the il legitimate driver is detected, the alarm module wil l be active. Two types 
of the alarm action is executed depending on the situation of illegitimate driver 
judgement. When a continued recognition rate as the legitimate driver is lower 
than 60% (since the experimental results show the average success recognition rate 
is around 80%) but larger than 40%, the alarm messages wil l be delivered through 
the wireless network (shown as the GPRS module in Figure 7.1) to the police office 
or the car owner at first. I f the recognition rate is even lower than 40%, the alarm 
module can start to l imi t the speed of the running car or even force it stopping. 
參 User Interface 
The system status can be displayed through the in-vehicle user interface as shown in 
Figure 7.8. The detail of a simulated interface in the prototype system is shown in 
77 
mmmaammmmmmmmmmm：：-'. ^ 
个 r^  n 
A ,0 n 
240 ‘ * i ‘ 
H M “ ：'| 
180 ； I i . /W . ' L 
1B0 i h / , 
丨丨i l l i li lU : 
I 9 1 0 9 2 0 9 3 0 9 4 0 9 5 0 9 6 0 9 7 0 9 8 0 9 9 0 
Data 
NO. |BRA>;E lACfLER | STEER | I 911 JV 98 IS — 1 
In "o M t 
914 233 97 I M 915 216 101 132 CkMS I 
916 221 112 IJ3 ‘ 221 UI 102 »l« 320 135 98 
"» "0 142 « I 920 322 151 1 87 ⑶丨 I Ml 221 152 88 
Veriy 
NO I OUTPUT I PEOPLE |. 丁汉^ P；^  
41 1 Meng 
43 丨 二二 Meng | 5 6 
1 Meng _ , I 
45 1 Meng Olh«f I 16 
Figure 7.8: User interface of the monitoring software 
the next section about the system build-in software. Also the interface connects wi th 
a data recorder, recording the real-time human dynamic driving data on CF card 
for further application, i.e. model training and updating, history driving profiles 
tracking and mining. 
7.3 Software 
Figure 7.9 shows the software component flow of the proposed intelligent vehicle security 
system. The software bui l t in the monitoring module serves real-time for examining the 
current driver's performance. Figure 7.8 shows the user interface of the running software. 
The real-time human driving behavior data is captured and transmitted to the monitoring 
module and displayed in the upper part of the user interface. Every time interval of t, 
the data sequences are segmented into possibly overlapping window frames, and apply 
the fast Fourier transform (FFT) to each frame. The width of the frame n and the time 
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Figure 7.9: Software component flow of the system 
interval t are due to the sampling time of FFT preprocessing and SVM learning discussed 
in Section 5.4 and observations length of H M M training mentioned in Section 6.4. The 
preprocessed data segments are aligned to the vectors or segment matrix as the same form 
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as the one for SVM and H M M training and then the corresponding algorithms are utilized 
to derive the identification results. In Figure 7.8, the current driver is recognized as Meng 
shown in the table below and the history records are shown beside the recognition results 
table. 
7.4 System Demonstration 
HH 
Figure 7.10: Insert the IC-based car key to start driving 
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Figure 7.11: System detects the authorized driver 
In this section we demonstrate the prototype of the proposed intelligent vehicle secu-
r i ty system. 
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Figure 7.12: When a strange person drives, the system recognizes his unseen driving 
performance and delivers an alarm 
The driver should use the IC-based car key to start driving. When he inserts the key, 
corresponding human behavior model is loaded to the system. While driving, the system 
monitors the driving behaviors and verifies the real-time driving performance with the 
dr iv ing model stored in the IC-based car key. 
When the authorized driver is driving, the model stored in the car key matches his 
dr iv ing skill and the system successfully identifies the driver. When a strange person 
appears to drive, since his driving skill is unseen to the embedded human driving behavior 
model, the system recognizes the unauthorized driver immediately. 
The demonstration proves that the proposed intelligent vehicle security system is valid 
against the vehicle thefts problem. 
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8 Conclusion and Future Work 
In this chapter, the key contributions of this study are illustrated. Also, some potential 
future work is highlighted for possible extensions of the human behavior modeling. 
In this thesis, we focus on the research of util izing dynamic human behavior models 
for vehicle security (preventing from being stolen) application. By learning from the 
dr iv ing performances, the intelligent classifier can be embedded into an IC-based car key, 
through which the vehicle security system can identify the valid drivers based on the ways 
the vehicle are driven and the drivers behave. 
The proposed security system is robust and efficient in real-time performance since we 
collect the signals directly from human driving controls, which include steering, accelera-
t ion and braking. We do not utilize other car dynamics and environmental variables such 
as the car's yaw angle wi th respect to the road, lateral offset to the road's center, the road 
curvature, etc. Capturing those data needs visual sensors, position or velocity sensors, 
which are not entirely robust in real traffic environments. More input data, especially 
the data for the visual analysis, consumes much resource for computing, causing the low 
efficiency in real-time response. 
8.1 Contributions 
• A methodology of intelligent vehicle security system based on modeling dynamic 
human driving behaviors is proposed. This is a kind of dynamic and stochastic 
feature which is difficult to be handled by traditional mathematic methods. The 
advantage of the proposed methodology lies in the fact that the dynamic biomet-
rical features involved in human driving behavior are unique and more secure than 
static features. Since different persons display different behaviors while driving and 
dynamic human behaviors are very difficult imitate by others, the dynamic features 
involved in human driving behaviors can be utilized as the unique and secure inputs 
to the system, which provides a enhanced security protection. 
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• Data processing methods are investigated for feature extraction from large human 
dynamic behavior data for modeling purposes. The feature extraction methods 
based on FFT, PCA and ICA are utilized in the experiments and FFT, which es-
tablishes a one-to-one mapping between the time domain and the frequency domain 
and preserves information from the original signal, is proved to have a better per-
formance to process human dynamic behavior than PCA and ICA. By reducing the 
redundancy in the input data, the training precess of the human driving behavior 
model becomes more efficient. After the unrequired information is removed from 
the inputs, not only the key characteristics of the human behavior data can be 
retained, but also the modeling power of the proposed modeling tools is actually 
improved. 
• Machine learning methods, including SVM and HMM, are applied for modeling 
human dynamic behaviors. We have discussed the application of the multi-class 
SVM classifiers and compared the performance of different SVM parameters to the 
identification of different drivers. Based on the experimental results, SVM with 
polynomial kernel performs better than other functions. Our results demonstrate 
that SVMs have the potential to obtain a reliable classification among our testing 
human subjects, individual identification can be recognized with the multi-class 
SVM classifiers wi th a success rate of over 85%, which verifies that the proposed 
SVM modeling method is valid and useful against the vehicle thefts problem. The 
structure and state selection of H M M are important for effectiveness and efficiency 
of the learning procedure. A series of experiments are run using the "trial-and-
error" method to determine the "good" H M M structure across individuals. Our 
results demonstrate that HMMs have the potential to obtain a reliable distinction 
among our testing human subjects, individual identification can be recognized with 
the multi-dimensional HMM's classifiers wi th a success rate of about 84%. 
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• A model evaluation tool based on hidden Markov model is developed as the model-
to-model and human-to-model similarity measure. The level of similarity between 
multi-dimensional HMMs can be derived as a measurable distance value. Also 
the comparisons between human behavior models and their respective driving data 
can be measured wi th this method. Thus we quantify qualitative results towards 
classifying the human behavior data across different individuals. 
• A prototype of proposed intelligent security system has been designed. Wi th a 
novel IC-based car key module, the human behavior models of car owners can be 
stored. When the owner starts the engine, the corresponding model is loaded to 
monitor the driving performance. The prototype system is easy to install on a 
normal vehicle by adding on functional modules. No complicated sensors such as 
camera and position sensor are needed, and not much space and time is required for 
system installation and adjustment. The car therefore has litt le difference from a 
normal car and the drivers are not distracted by the monitoring system and sensors 
during driving. 
• An experimental platform is developed for capturing and analyzing human driving 
behaviors in a simulated driving environment. This has proven to be a valuable 
testing platform for the data processing and learning methods developed herein. 
Some other researchers may use this platform for their related work. 
8.2 Future Work 
Choosing the best parameters, especially if a systematic approach is not used and/or 
the problem knowledge do not aid for proper selection, can be time consuming since we 
have to rely upon guessing and tr ial and error techniques. Therefore, an interactive grid 
search model selection method can be planed for each one of the displayed faults and 
the generalized accuracy evaluated. Graphics can be used to depict the generalization 
contours for the selected drivers parameterized with C and 7, thus, reducing the search 
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space as i t might be noted by simply analyzing the graphs in the following. The efficient 
heuristic way of searching points in that space with small generalization errors wil l lead 
to a good understanding of the hyperparameter space. We can then do a refined search of 
the pairs for proper model selection. 
While training the HMMs, in order not to lose information, we want to use a H M M 
which has complete structure and enough states. On the other hand, the complicated 
structure and extra states contribute extra parameters to be estimated. There is no 
standard for selecting structure and states. However, if the model is too complicated, we 
can eliminate the redundant states and paths. In this thesis, a series of experiments we 
run using "trial-and-error" method to guess the "good" HMMs structures for individuals. 
Another way to get r id of extra parameters is decoding the trained model by the Viterbi 
algorithm and deleting the states and paths unused or less used. Selecting a reasonable 
structure and number of states is the issue we are looking at currently. 
Another issue is the real-time learning, i.e., dynamically updating the model to achieve 
the most likely performance. In real-time circumstance, we need to compute the frequen-
cies of occurrence of the new data and add them to the model. The procedure is the same 
as that used to cope wi th multiple independent sequences. In this study, we have shown 
the fundamental theory and method that are needed and the preliminary experiments 
for real-time learning. However, various issues on real-time learning have not been dis-
cussed extensively. For example, what happens if the measured data fed in the learning 
process represents the poor skill, or even the unskilled performance. Using the current 
method, the model wi l l be updated to best match the performance of the driver, not to 
best represent the good skill. This is because we have a criterion to judge the model 
of the skill, but do not have a criterion to judge the skill itself. In other words, it is 
possible to become more unskilled in real-time learning. This is a common problem in 
other recognition fields such as speech recognition. One way to minimize the problem 




eiSterioii to describe how gdo^ &11 tak at： this issue in the future. 
’ : : 厂’ -WTu ix^ I：:-:'、 r y . , 
" . . • V , - J •-丄 i . ； "A • . ..i. f y . \ , 
• ' “，... n l A l g o r i “购 
J V -i； ' i • i > ' «• ；'‘ ‘ 
f . . . . ； . . •• S. . i V.iv . . . . 
. . . • -•• ： '.. .'： h- ； - - J ... ' • ‘ 
f ‘ 
、 . 、 • ， • 乂 . ：‘ ： . -
- . . � - r . 
- • 
. ‘ ‘ 
-i • . , . . ： ‘ 
• . • . . . . . 
t 
86 
A Hidden Markov Model Training 
In this appendix, we briefly summarize the forward-backward and Baum-Welch algo-
rithms. For a complete discussion of these algorithms, please see [78" • 
A . l Forward-backward Algorithm 
To deal w i th multi-dimensional data, for example, an i?-dimensional HMM, in state 
qt = Si, M X R distinct output symbols O i , 0 2 , - - - , 0 m can be observed, where R is the 
dimensions of the signal space and Ok = [0^(1), 0“2)， . . . ’ Under the assump-
t ion that each dimensional signal is stochastically independent, the output probability of 
a multi-dimensional H M M can be computed as the product of the output probability of 
each dimension. Based on such an assumption, the forward variable a is computed as 
“N 1 R 
叫+1 � = ； E 叫 ( 加 " U ^ A O t ^ i i l ) ) ( A . l ) 
.1=1 J 
where R is the number of dimensions in signal space and 
at { i ) = P { 0 , 0 2 ' - ' 0 t , S t = i \ X ) . (A.2) 
Similarly, the backward variable (5 can be computed as 
“N 1 R 
m = ； ^ a o A . + i � U b j i O t ^ . i l ) ) (A.3) 
. j= i �1=1 
where (3 is defined as 
m 二 P { 0 t ^ i 0 t ^ 2 . . . O r I = i，A). (A.4) 
A.2 Baum-Welch Algorithm 
Using a multi-dimensional H M M , learning by the Baum-Welch algorithm is achieved 
by adjusting the model parameters A = {A, B,tt) to maximize the probability of the 
observation sequence. 
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A n iterative algorithm is used to update the model parameters. Consider any model 
A w i th non-zero parameters. We first define the posterior probability of transitions 
f rom state i to state j , given the model and the observation sequence, 
〜 , “ . 、 _ p , Q . Q • n \ 、 I L i i ⑴ ) / W j ) 
= = = J 0 , X ) = 户 ( •丨 A) (A.5) 
Similarly, the posterior probability of being in state i at t ime t, 7^(2), given the 
observation sequence and model, is defined as 
务 m = 叩 ’ = (A.6) 
can be interpreted as the expected (over time) number of times that state 
Si is visited, or, the expected number of transitions made from state Si if t ime slot t = T 
is excluded from the summation. Similarly, the summation of ^ t { h j ) from t = 1 to 
t = T — 1 can be interpreted as the expected number of transitions from state Si to state 
Sj. 
Using the above formulas and the concept to count event occurrences, a new model 
A = {A, can then be created to iteratively improve the old model A = [A, B.ir). A 
set of reasonable reestimation formulas for tt, A, and B is listed below: 
» = (A.7) 






J. = l，2，-.."’ 
k= 1,2’...M, 
and is the observation symbol and 
偏二功)叫》(gy丨严+1⑴ (A.10) 
— a t ( i ) a i j b j ( O t + i ) P t + i U 、 ‘ ^ 
= e S T ^ ） 
= P { S t = i \ 0 , X ) 
= a “ i ) A ⑷ 
Ylk=i M 幻 
Equations A.7 to A.10 are the extension of Baum-Welch reestimation algorithm. I t has 
been proven that either the initial model A defines a critical point of the likelihood func-
tion, where new estimates equal old ones, or will more likely produce the given observation 
八 A 
sequence, i.e., model A is more likely than model c in the sense that P{0\X)>P{0\X). 
I f we repeat the above reestimation and use A to replace A, it is ensured that P(0|A) 
can be improved unti l a l imiting point is reached. The Baum-Welch algorithm gives 
the maximum likelihood estimate of H M M and can be used to obtain the model which 
describes the most likely human performance. 
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B Human Driving Behavior Data 
In this appendix, we describe the human driving behavior data sets which we use through-
out the thesis for training and testing experiments. We use the simulated driving environ-
ment described in Section 3.2 to collect human control data from seven human subjects, 
who are all males and round 20 to 30 years old. They are (l)Meng, (2)0u, (3)Ye, 
(4)Huang, (5)Wang, (6)Wu and (7)Shen. 
90 




^ 180 - -
！丨 60- 一 
OQ 
I '4。- -
I 120 - -
I .00 u J ^ 
80 I 1 " 1 1 1 1 1 1 1 
0 0 . 2 0 . 4 0 . 6 0 . 8 I 1.2 1.4 1.6 1.8 2 
Time {ms) x 10' 
240 j 1~^  1 1 1 1 1 1 1 1 
22。- I -
0 200 - • 
1 180 - -
a 
0 1 丨6。- -
0> 
8 140 - -
< I I , 
120 t n -
I iw I n I I 
I 丄 1 ^ 」 l l j U v J W J ^ r - - vylnq^i^jJLY J； 
60 I I 1 1 I I 1 I I I 
0 0.2 0.4 0.6 0.8 丨 1.2 1.4 1.6 丨.8 2 
Time (ms) x 
Ii O i l l l T i l M f r i l T M f l i l 
. J H 
°0 0.2 0.4 0.6 0.8 丨 1.2 1.4 1.6 1.8 2 
Time (mj) "丨。’ 
Table B.4: Figures representing the raw driving behavior data of Huang 
91 
240 I 1 1 1 1 1 1 1 , , PI 
220 • . 
200 1 _ 
o 
^ 丨 80 . 
00 
！丨60 I -
r \ || , r ^  T\ 
1 , U r 1 J I r I 
'00 u ^ l j J ” 
801 ‘ 1 1 1 1 a_ 1 I I 
0 0.2 0.4 0.6 0.8 I 1.2 1.4 1.6 1.8 2 
Time (ms) * lo* 
2401 1 1 1 -r 1 1 1 1 1 
220 - j [I -
U 200 I I -3 I 
I 180 I 
B 
I 160 I I 
！ 14。 I I i l l 
I 12。 I li 
60 I 1 ‘ 1 1 1 1 1 1 1 
0 0.2 0.4 0.6 0,8 1 1.2 1.4 1.6 丨.8 2 
Time (wj) X 10' 
H' l l i l l l l l l l ' III 'I i l i l l l I I I 「I 丨，pilil 
, 5 。 ” I II I 
J " . ' . J . 1 r ' I I 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Time (ms) * ⑴ 
Table B.4: Figures representing the raw driving behavior data of Huang 
92 
2201 1 1 r - . , ~ - ~ , , , , 
200 - _ 
u 180 - -
I 
GO 160 - _ 
I 
占丨40 - _ 
1 
13 120 - -
i ^ 
^ 丨00 ^^ 1 1 -
80 ' ‘ ‘ 1 1 1 1 1 I I 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Time (ms) " 
240 I 1 1 1 1 1 1 , n 1 
2 2 0 - -
1, 200 - -
1 8 0 - -
卜 -
8 140 - -
1 2 0 - -
.a 
(d 丨 QQ — _ 
1 J l r 
2 80 - LJ^  … -
60 ' ‘ 1 1— 1 1 1 1 1 1 
0 0.2 0.4 0.6 0.8 丨 1.2 1.4 1.6 1.8 2 
Time (ms) " 
丨HH 
0 0.2 0.4 0.6 0.8 1 1.2 丨.4 丨.6 1.8 2 
xlO^  
Time (ms) 
Table B.4: Figures representing the raw driving behavior data of Huang 
93 
150 1 1 1 1 1 1 1 1 1 
140 - -
J 130 - I -
I 丨20 - -
CQ 
•s 
N 110 - -
I 
差 . 0 0 •丨 -
90 I 1 1 I I 1 I 1 1 1 
0 0.2 0.4 0.6 0.8 丨 1,2 丨.4 1.6 1.8 2 
Time (ms) * 
240 [ 1 1 1 1 1 1 1 1 1 
220 I" I I -
« 200 • -
；> 180 丨 -
a 
I '6。 • I -
n 140 -o 
< I . I n 
I : : . _ 
60 I 1 1 1 1 1 1 1 1 1 
0 0.2 0.4 0.6 0.8 丨 1.2 1.4 1.6 1.8 2 
Time (ms) " 
— 
o' ‘ J ^ ’ ‘ » ‘ ‘ 
0 0.2 0.4 0.6 0.8 丨 丨 ‘2 1.4 1.6 丨.8 2 
Time (ms) * � 
Table B.4: Figures representing the raw driving behavior data of Huang 
94 
丨 9。I ‘ ‘ ‘ ‘ — — i . — — , , ~ - r - ^ 
1 8 0 -
170 -
S 160 -
、15。 - _ 
！ M0 - _ 
CO 
广 - -
I 丨 20 -
g -0 110 -
Z -
100 _ . 
卯„ 1 1 L _ 1 I I I ； ‘ 
0 0.2 ^ ^ ^ < M U 广8 
Time (ms) x lo^  












Z 80 - — . t 
60 I 1 1 J 1 1 I I , 
0 0.2 0.4 M r s 1 U M i l U 
Time (ms) x lo* 
i i i i i i 
0 0.2 0.4 ^ M 1 t l U U n 
Time (ms) * '。' 
Table B.4: Figures representing the raw driving behavior data of Huang 
95 
"I ‘ ‘ ‘ ‘ • • • — ‘ ‘ — 
二 H i i i r o i i i i i i r r 
！：: mm 
卜 m 
；Z 92 - 厂 
9 1 I I I I I I I U I I 
0 0.2 0.4 0.6 0.8 丨 丨.2 1.4 1.6 1.8 2 
Time (w.v) * 
220 I 1 1 1 1 1 1 1 1 1 
2 0 0 - -
^ 180 - -
C 160 - 一 O 
e 
2 140 - -
§ 
< 1 2 0 - -
TJ a 
1 0 0 - -
2 8 0 - 厂 「 • ^ " ^ • " ^ -
60 I ‘ 1 1 1 1 1 1 1 1 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
Time ("«•) " 
250 ri 1 1 I 1 1 1 I I I~ir-n 1~n~rn 
I 
I N I 1 丨 
200 - I I I _ 丨 i i i l i 
0 0.2 0.4 0.6 0.8 丨 1.2 丨.4 丨.6 丨.8 2 
Time (ms) * � 
Table B.6: Figures representing the raw driving behavior data of Wu 
96 
22。I ‘ ~ ~ I . 1 , , , , 
200 - I _ 
f I I I -
g) 160 - I I I 
i : l 1 1 M i n i L 山 _ -
80 I ‘ 1 1 J 1 I I I I 
0 0.2 0.4 0,6 0.8 1 1.2 1.4 1.6 1.8 2 
Time (m.y) "丨o* 
240 I 1 1 1 r — — — , 1 , , , 
220 - J ^ _ 
r ⑶ - I i l l I I -
：> 180 - _ 
§ 
[ 6 。 -
8 140 • \ l J -
< h 、 々 L \ I 
I 100 • J ^ ^ I ( v ^ j , _ 
I s o F U LJ i K l U u U H U O L 
60 ' 1 ‘ 1 1 1 I I I I 
0 0.2 0.4 0.6 0.8 丨 1.2 丨.4 1.6 丨.8 2 
Time (ms) " 
— 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 
X 10^ 
Time Table B.4: Figures representing the raw driving behavior data of Huang 
97 
C Publications Resulted from the Study 
1. X . Meng, Y. Ou, K . K. Lee and Y. Xu, "An Intelligent Vehicle Security System 
Based on Modeling Human Driving Behaviors"，Proc. Int. Symp. on Neural Net-
works, pp. 73-81, 2006. 
98 
References 
1] A. Broggi, et al., Automatic Vehicle Guidance: The Experience of the ARGO Au-
tonomous Vehicle, Wor ld Scientific Publishing, Singapore, 1999. 
2] S. M. Smith, "ALTRUISM: Interpretation of Three-Dimensional Information for Au-
tonomous Vehicle Control"，Engineering Applications of Artificial Intelligence Jour-
nal, vol. 8, no. 3，pp. 271-280, 1995. 
3] S. L. M. Beuvais and C. Kreucher, "Bui lding World Model for Mobile Platforms using 
Heterogeneous Sensors Fusion and Temporal Analysis"，IEEE Int. Conf. on Intelligent 
Transportation System, 1997. 
4] H. Asada and S. Liu, "Transfer of Human Skills to Neural Net Robot Controllers", 
Proc. IEEE Int. Conf. on Robotics and Automation, vol. 3, pp. 2442-2447, 1991. 
5] D. A. Pomerleau, Neural Network Perception for Mobile Robot Guidance, Kluwer 
Academic Publishing, Boston, 1994. 
6] M. Nechyba and Y. Xu, "Learning and Transfer of Human Real-time Control Strate-
gies" , J o u r n a l of Advanced Computational Intelligence, vol. 1，no. 2, pp. 137-154, 
1997. 
7] M . Nechyba and Y. Xu, "Stochastic Similarity for Validating Human Control Strategy 
Models", IEEE Trans, on Robotics and Automation, vol. 14，no. 3, pp. 437-451, 1998. 
8] W . Thonnes and S. Kruse, Electronical Driving Authority - How Safe Is Safe?、VDI 
Berichte Nr, 2003. 
9] U. Kaiser, “Thef t Protection by means of Embedded Encryption in RFID Transpon-
ders ( Immobi l izer)" , ESCAR Conf., 2003. 
99 
10] Public-domain Biometric Applications - Functionality, Performance and Scalabil-
i ty, www.cesg.gov.uk/site/ast/biometrics/media/perf-and-func-handout.pdf, visited 
on May 27, 2006. 
11] http://news.bbc.co.Uk/2/hi/asia-pacific/4396831.stm, visited on May 27, 2006. 
12] H. Asada and S. Liu, Transfer of Human Skills to Neural Net Robot Controllers", 
Proc. IEEE Int. Conf. on Robotics and Automation, vol. 3, pp. 2442-2447, 1991. 
13] M. Nechyba, Learning and Validation of Human Control Strategy, Doctoral Disser-
tation, Carnegie Mellon University, Pittsburgh, Pennsylvania, 1998. 
14] E. F ix and H. G. Armstrong, "Modeling Human Performance wi th Neural Networks"， 
Proc. Int. Joint Conf. on Neural Networks, vol. 1, pp. 247-252, 1990. 
15] E. F ix and H. G. Armstrong, "Neural Network Based Human Performance Model-
ing" , P r o c . IEEE Conf. on National Aerospace and Electronics, vol. 3, pp. 1162-1165, 
1990. 
16] D. A. Pomerleau, "Neural Network Perception for Mobile Robot Guidance", Ph.D. 
Thesis, School of Computer Science, Carnegie Mellon University, 1992. 
17] D. A . Pomerleau, "Reliabil i ty Estimation for Neural Network Based Autonomous 
Dr iv ing" , Journal of Robotics and Autonomous Systems, vol. 12, no. 3-4, pp. 113-119, 
1994. 
18] D. A. Pomerleau and T . Jochem, "Rapidly Adapting Machine Vision for Automated 
Vehicle Steering", IEEE Expert, vol. 11，no. 2，pp. 19-27, 1996. 
19] S. Neuser, J. Nijhuis, et. al.，"Neurocontrol for Lateral Vehicle Guidance", IEEE 
Micro, vol. 13，no. 1，pp. 57-66, 1993. 
100 
20] A . Modjtahedzadeh and R. A. Hess, "A Model of Driver Steering Control Behavior 
for Use in Assessing Vehicle Handling Qualities", Trans. AS ME Journal of Dynamic 
Systems, Measurement, and Control, vol. 115, no. 3, pp. 456-464, 1993. 
21] A . Pentland and A. Liu, "Toward Augmented Control Systems", Proc. Intelligent 
Vehicles, vol. 1，pp. 350-355, 1995. 
22] S. B. Kang, "Automat ic Robot Instruction from Human Demonstration", Ph.D. 
Thesis, The Robotics Insti tute, Carnegie Mellon University, 1994. 
23] K . Kosuge, T . Fukuda and H. Asada, "Acquisition of Human Skills for Robotic 
Systems", Proc. IEEE Int. Symp. on Intelligent Control, pp. 469-474, 1991. 
24] G. E. Hovland, P. Sikka and B. J. MacCarragher, "Skill Acquisition from Human 
Demonstrat ion Using a Hidden Markov Model"，Proc. IEEE Int. Conf. on Robotics 
and Automation, vol. 3，pp. 2706-2711, 1997. 
25] E. H. Park, et. a l , "Adaptive Learning of Human Motion by a Telerobot Using a 
Neural Network Model as a Teacher", Computer and Industrial Engineering, vol. 27, 
pp. 453-456, 1994. 
26] P. J. Antsaklis, Ed., "Special Issue on Neural Networks in Control Systems", IEEE 
Control System Magazine, vol. 12，no. 2, pp. 8-57, 1992. 
27] C. M . Bishop, Neural Networks for Pattern Recognition, Oxford University Press, 
1995. 
28] K . J. Hunt , et. a l , "Neural Networks for Control Systems - A Survey", Automatica, 
vol. 28，no. 6, pp. 1083-1112，1992. 
29] W . T . Mi l ler I I I , R. S. Sutton and P. J. Werbos, Neural Networks for Control, M I T 
Press, Cambridge, 1991. 
101 
[30] J. Hertz, A. Krogh and R. G. Palmer, Introduction to the Theory of Neural Compu-
tation, Addison-Wesley Publishing, Redwood City, 1991. 
31] S. Qin, H. Su and T. J. McAvoy, "Comparison of Four Neural Net Learning Methods 
for D y n a m i c System Identif ication", IEEE Trans, on Neural Networks, vol. 3’ no. 1, 
pp. 122-130’ 1992. 
[32] D. E. Rumelhart, J. L. McClelland and the PDF Research Group, Parallel Distrib-
uted Processing: Explorations in the Micro structure of Cognition, Volume 1: Founda-
tions, M I T Press, Cambridge, 1986. 
[33] N. V. Bhat and T . J. McAvoy, "Determining Model Structure for Neural Models by 
Network Str ipping", Computers and Chemical Engineering, vol. 16，no. 4，pp. 271-281’ 
1992. 
34] P. Burrascano, “A Pruning Technique Maximizing Generalization", Proc. Int. Joint 
Conf. on Neural Networks, vol. 1’ pp. 347-350, 1993. 
35] G. Castellano, A. M. Fanelli and M. Pelillo, "An Empirical Comparison of Node 
Pruning Methods for Layered Feed-forward Neural Networks", Proc. Int. Joint Conf. 
on Neural Networks, vol. 1，pp. 321-326, 1993. 
36] M. Hagiwara, "Removal of Hidden Units and Weights for Back Propagation Net-
works" , P r o c . Int. Joint Conf. on Neural Networks, vol. 1’ pp. 351-354, 1993. 
；37] M. C. Mozer and P. Smolensky, “Skeletonization: A Technique for Trimming the 
Fat f rom a Network V ia Relevance Assessment", Advances in Neural Information 
Processing Systems 1, pp. 107-115, 1989. 
38] T . M. Nabhan and A. Y. Zomaya, “Toward Generating Neural Network Structures 
for Function Approx imat ion" , Neural Networks, vol. 7, no. 1, pp. 89-99, 1994. 
102 
39] H. H. Thodberg, " Improving Generalization of Neural Networks Through Pruning", 
Int. Journal of Neural Systems, vol. 1，no. 4, pp. 317-326, 1991. 
40] T . Ash, "Dynamic Node Creation in Backpropagation Networks", Connection Sci-
ence, vol. 1, no. 4, pp. 365-375, 1989. 
41] E. B. Bart let t , "Dynamic Node Architecture Learning: An Information Theoretic 
Approach", Neural Networks, vol. 7, no. 1，pp. 129-140, 1994. 
42] Y . Hiroshe, K . Yamashita and S. Hij iya, "Backpropagation Algor i thm Which Varies 
the Number of Hidden Uni ts" , Neural Networks, vol. 4’ no. 1，pp. 61-66, 1991. 
43] S. E. Fahlman, "An Empir ical Study of Learning Speed in Back-Propagation Net-
works", Technical Report, CMU-CS-TR-88-162, Carnegie Mellon University, 1988. 
44] S. E. Fahlman and C. Lebiere, "The Cascade-Correlation Learning Architecture", 
Technical Report, CMU-CS-TR-91-100, Carnegie Mellon University, 1991. 
45] J. P. Cater, "Successfully Using Peak Learning Rates of 10 (and Greater) in Back-
Propagation Networks w i th the Heuristic Learning Algorithm"， IEEE First Int. Conf. 
on Neural Networks, vol. 2, pp. 645-651, 1987. 
46] D. Plant, S. Nowlan and G. Hinton, "Experiment on Learning by Backpropagation", 
Technical Report, CMU-CS-86-126, Carnegie Mellon University, 1986. 
47] S. Koll ias and D. Anastassiou, "An Adaptive Least Squares Algori thm for the Effi-
cient Training of Ar t i f ic ia l Neural Networks", IEEE Trans, on Circuits and Systems, 
vol. 36, no. 8，pp. 1092-1101, 1989. 
48] G. V. Puskorius and L. A. Feldkamp, "Decoupled Extended Kalman Filter Training 
of Feedforward Layered Networks", Proc. Int. Joint Conf. on Neural Networks, vol. 
1, pp. 771-777, 1991. 
103 
49] S. Singhal and L. Wu, "Training Multi layer Perceptions wi th the Extended Kalman 
A lgor i thm" , Advances in Neural Information Processing Systems 1, pp. 133-140，1989. 
50] W . H. Press, et. a l , Numerical Recipes in C: The Art of Scientific Computing, 2nd 
ed., Cambridge University Press, Cambridge, 1992. 
51] F. Hlawatsch and G. F. Boudreaux-Bartels, "Linear and Quadratic Time-frequency 
Signal Representations", IEEE Trans, on Signal Processing, vol. 9，1992. 
52] A. Hyvarinen, "Fast and Robust Fixed-point Algorithms for Independent Component 
Analysis", IEEE Trans, on Neural Networks, vol. 10，no. 3, pp. 626-634, 1999. 
.53] X . Giannakopoulos, et a l , "Experimental Comparison of Neural ICA Algorithms", 
Proc. Int. Conf. on Artificial Neural Networks, pp. 651-656, 1998. 
54] R. Herbrich, Learning Kernel Classifiers: Theory and Algorithms, M I T Press, Cam-
bridge, M A , 2002. 
55] V . N. Vapnik, The Nature of Statistical Learning Theory, Springer-Verlag, New York, 
1995. 
56] B. Scholkopf, C. Burges and A. Smola, Advances in Kernel Methods Support Vector 
Learning, M I T Press, Cambridge, M A 1999. 
'57] V . Vapnik and A. Chervonenkis, "A Note on One Class of Perceptrons" Automatic 
Remote Control, vol. 25, 1964. 
58] B. Boser, I. Guyon and V. Vapnik, "A Training Algori thm for Optimal Margin 
Classifiers", Proc. 5th Annual ACMWorkshop on Computational Learning Theory, 
pp. 144-152, 1992. 
•59] C. Cortes and V. Vapnik, "Support Vector Networks", Machine Learning, vol. 20’ 
pp. 273-297, 1995. 
104 
60] K . Mul ler, S. Mika, G. Ratsch, K. Tsuda and B. Scholkopf, "An Introduction to 
Kernel-based Learning Algor i thms", IEEE Trans, on Neural Network, vol. 12，no. 2， 
pp. 181-201, 2001. 
61] V. Cherkassky and F. Mulier, Learning from Data—Concepts, Theory, and Methods, 
Wiley, New York, 1998. 
62] O. L. Mangasarian and D. R. Musicant, "Successive Overrelaxation for Support 
Vector Machines", IEEE Trans, on Neural Network, vol. 10, no. 5，pp. 1032-1037， 
1999. 
63] S. Hua and Z. Sun, "A Novel Method of Protein Secondary Structure Prediction wi th 
High Segment Overlap Measure: Support Vector Machine Approach", J. Molecular 
Biol” vol. 308，pp. 397-407, 2001. 
64] K. Jonsson, J. K i t t le r , Y. P. L i and J. Matas, "Support Vector Machines for Face 
Authent icat ion", Image Vision Comput, vol. 20，pp. 369-375, 2002. 
65] L. J. Cao and F. E. H. Tay, "Support Vector Machine wi th Adaptive Parameters in 
Financial T ime Series Forecasting", IEEE Trans, on Neural Network, vol. 14，no. 6, 
pp. 1506-1518, 2003. 
66] L. H. Chiang, M. E. Kotanchek and A. K. Kordon, "Fault Diagnosis Based on Fisher 
Discriminant Analysis and Support Vector Machines", Com/put. Chem. Eng., vol. 28, 
pp. 1389-1401, 2004. 
67] S. Bernhard, C. J. C. Burges and A. Smola, Advanced in Kernel Methods Support 
Vector Learning, M I T Press, Cambridge, M A , 1998. 
68] B. Scholkopf and A. J. Smola, Learning with Kernels: Support Vector Machines, 
Regularizatoin, Opimization, and Beyond, M I T Press, Cambridge, MA, 2002. 
105 
69] Y . Ou and Y. Xu, "Learning Human Control Strategy for Dynamically Stable Ro-
bots: Support Vector Machine Approach", Proc. IEEE Int. Conf. on Robotics and 
Automation, 2003. 
70] M. Ge and Y . Xu, "A Novel Intelligent Monitor for Manufacturing Processes", Ro-
botic Welding, Intelligence and Automation, vol. 299, pp. 63-79, 2004. 
71] L. Rabiner and B. Juang, Fundamentals of Speech Recognition, Prentice-Hall, 1993. 
72] R. Cole, Survey of the State of the Art in Human Language Technology, Cambridge 
University Press, 1996. 
73] X. Huang, A. Acero and H. Hon, Spoken Language Processing, Prentice-Hall, 2001. 
'74] B. Hannaford and P. Lee, Hidden Markov Model Analysis of Force/Torque Informa-
tion in Telemanipulation, Springer-Verlag, London, 1990. 
'75] B. Hannaford, "Hidden Markov Model Analysis of Manufacturing Process Informa-
t ion" , P r o c . IEEE Int. Conf. on Intelligent Robots and Systems, vol. 2, pp. 676-681, 
1991. 
76] D. M. Blei and P. J. Moreno, "Topic Segmentation wi th an Aspect Hidden Markov 
Model" , Proc. of the 24th Annual Int. Conf. on Research and Development in Infor-
mation Retrieval, pp. 343-348, 2001. 
•77] D. Beeferman, A. Berger and J. D. Lafferty, "Statistical Models for Text Segmenta-
t ion" , M a c h i n e Learning, vol. 34，no. 1, pp. 177-210, 1999. 
78] L. R. Rabiner, “A Tutor ia l on Hidden Markov Models and Selected Applications in 
Speech Recognition", Proc. IEEE、vol. 77, no. 2’ pp. 257-286, 1989. 
79 ]〇 .Cappe , E. Moulines and T . Ryden, Inference in Hidden Markov Models, Springer, 










































CUHK L i b r a r i e s 
0 0 4 3 5 9 2 7 7 
