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Abstract
We show that “B is of type p¿ 1” is a necessary and su+cient condition for a learnability of
a class of linear bounded functionals with norm 61 restricted to the unit ball in Banach space
B. On the way, we give very short probabilistic proof for Vapnik’s result (Hilbert space and
improved) and improve our result with Pascal Koiran for convex halls of indicator functions.
The approach we use in this paper allows to connect various results about learnability and
approximation. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Denitions and main idea
Let us 8rst review some well-known de8nitions of various VC-related dimensions.
Denition 1. Let F be a class of indicator ({0; 1}-valued) functions on a domain
X . We say that F shatters a set A⊂X if for every subset E⊂A, there exists some
function fE ∈F satisfying:
• fE(x)= 0 for every x∈A\E;
• fE(x)= 1 for every x∈E.
The VC dimensions of F is the cardinality of the largest set that is shattered by F.
The coVC dimension of F is by de8nition the VC dimension of the dual of F,
which is de8ned as follows:
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Denition 2. Let F be a class of indicator functions on a domain X . Its dual F′ is
de8ned as the class {evx; x∈X } of indicator functions on F, where the “evaluation
function” evx satis8es evx(f)=f(x) for all f∈F.
It is known that if the VC dimension d of a class F is 8nite, its coVC dimension
D is also 8nite and satis8es D¡2d+1 (see for instance [1]). This bound is tight;
however, in many important cases the VC and coVC dimension are of the same order
of magnitude. For instance, let F be the class of threshold functions in Rn: a function
f∈F is of the form
f(x) = H
(
n∑
i=1
ixi − 
)
;
where 1; : : : ; n; ∈R; H (x)= 1 for x¿0 and H (x)= 0 otherwise. In this case, d= n+
1 and D= n.
The notion of VC dimension can be generalized to real-valued functions as follows:
Denition 3. Let F be a class of real-valued functions on a domain X . We say that
FP-shatters a set A⊂X if there exists a function s : A→ R such that for every subset
E⊂A, there exists some function fE ∈F satisfying:
• fE(x)¡s(x) for every x∈A\E;
• fE(x)¿s(x) for every x∈E.
The pseudo-dimension of F, denoted P(F), is the cardinality of the largest set that
is P-shattered by F.
It is easily veri8ed that the pseudo-dimension of F is the VC dimension of the
subgraph of F (the subgraph of F is the class of sets of the form {(x; y)∈X ×
R; y6f(x)} for some f∈F). The scale-sensitive dimension of Kearns and Schapire
[8] is a parameterized version of the pseudo-dimension.
Denition 4. Let F be a class of real-valued functions on a domain X . Given ¿0,
we say that F-shatters a set A⊂X if there exists a function s : A→ R such that for
every subset E⊂A, there exists some function fE ∈F satisfying:
• fE(x)6s(x)−  for every x∈A\E;
• fE(x)¿s(x) +  for every x∈E.
The P dimension of F, denoted P(F), is the cardinality of the largest set that is
-shattered by F.
Finiteness of the P dimension ensures that if su+cient examples are used, any
function of F will generalize correctly with high probability. (For a precise result see
[1].)
Denition 5. We consider the same object as in De8nition 4. The only diLerence is
that the function s(·) is required to be constant. The corresponding dimension is denoted
as VC(F).
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It is well-known [1] and easy to see that if functions in F have bounded range
[a; b] (take values in [a; b]) than 8nitenesses of VC(F) and P(F) for all ¿0 hold
simultaneously, i.e. the following claim holds.
Claim 1. (2(1− 2)=)−1P2(F) ≤ VC=2(F)6P=2(F).
Proof. Suppose that P(F)= n and 06f(x)61 for all x∈X and f∈F. Then there
exist -shattered subset {x1; : : : ; xn}⊂X and corresponding function {s(x1); : : : ; s(xn)}.
To get a lower bound of VC(F) it is enough to choose a “large” number of intervals
[s(xjk )− ; s(xjk )+ ] =: IJK such that
⋂
k IJK = [c; d] where d− c¿=2. Let us assume,
without loss of generality, that
s(x1)6s(x2)6 · · ·6s(xn):
From the de8nition of -shattering, we get that
6s(x1)6 · · ·6s(xn)61− :
The interval [; 1− ] can be covered by 2(1− 2)= intervals [:; :); each of length =2
without overlaping. So, at least one of them contains at least 2((1−2)=)−1n points in
{s(x1); : : : ; s(xn)} counting multiplicities. It is easy to see that corresponding intervals
have needed “large” intersection.
The seminal paper [1] motivated a search for classes of functions with 8nite P(F)
(and so VC(F)). Of course, it is interesting and natural to look for such classes with
in8nite Pollard’s dimension P(F). In [6] the following class was proposed and studied.
Let G be a class of indicator functions (i.e. taking values in {0; 1}) on a set X of
VC-dimension D¡∞ and coVC-dimension d. De8ne F as the 8nitary closure of a
symmetrical convex hall of G, i.e. F=CO(G ∪ −G). The 8nitary closure is just a
closure respect to product topology on RX . The following theorem was proved in [6].
Theorem 1. For every ¿0
P(F) = O
(
dD
2
log
Dd
2
)
:
Of course; if linear dimension of G is in;nite then P(F)=∞. To get a correspond-
ing natural example; one considers G to be a class of n-dimensional perceptrons; i.e.
characteristic functions of half-planes in Rn.
Since 1995, this theorem was used by the learning and neural nets communities and
stimulated a similar study of other classes. But there was another natural class which
is in the heart of the idea of support vector (SV) machines [11]. It is just a class of
all a+ne functionals
LH = {〈w; x〉+ a : ‖w‖61; a ∈ R}:
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Here, w and x are vectors in a Hilbert space H and the domain is the unit sphere of
H , i.e. ‖x‖61.
Denition 6. A subset X = {x1; : : : ; xn} in Rm is (-linearly separable iL for any subset
Y ⊂X there exists an (-strip which separates Y from its complement Y ′=:X \Y . In
other words, there exists w∈Rm and a∈R such that ‖w‖=1, 〈w; x〉¿a + (=2 when
x∈Y and 〈w; x〉6a− (=2 when x∈X \Y .
It is easy to see that (-linearly separable subset {x1; : : : ; xn} exists iL VC((LH )¿n.
Theorem 5:1 in [11] states using the notion of VC( that
VC((LH )6O
(
1
(2
)
:
Remark 1. We use the notation VC( because of this Theorem 5:1. Apparently, it ap-
peared in [11]. It may seem that this result and Theorem 1 have nothing in common.
We will show in this paper that is not so, these two results are really based on the
same idea. Moreover, we will improve Theorem 1 with a much clearer proof.
We will also show that, in fact, (see the Conclusion) Vapnik’s result can be im-
proved:
P((LH )6O
(
1
(2
)
:
Let us illustrate the main idea of this paper on the Hilbert case. Suppose that
{x1; : : : ; xn} is an (-separable set in a Hilbert space H , and ‖xi‖61 and (1; : : : ; n)∈Rn;∑n
i=1 |i|=2;
∑
i =0.
We claim that ‖∑ ixi‖¿(. Indeed, consider I ⊂{1; : : : ; N}, i∈ I iL i¿0; I ′ is
its complement. Then
∑
i∈I i =−
∑
j∈I ′ j and −j¿0 if j∈ I ′. So,
∑
i∈I i =1 and∑
j∈I ′(−j)= 1. Therefore, ‖
∑h
i=1 ixi‖ is a distance between x=
∑
i∈I ixL and
y=−∑j∈I ′ jxj. The vector x is in a convex hall CO({xi; i∈ I}) and y is in CO({xj:
j∈ I ′}).
By (-separability it follows that ‖x− y‖= ‖∑ ixi‖¿(. Let us assume than n is an
even number, n=2k and de8ne the following random vector:
z =
k∑
i=1
.ivi; vi = 2n−1(x2i − x2i−1):
Here (.1; : : : ; .n) is a standard Rademacher’s sequence, i.e. a random vector which
has uniform distribution on {+1;−1}n. Note that for any realizations of (.1; : : : ; .n),
the vector z=
∑
ixi;
∑
i =0 and
∑n
i=1 |i|=2. But, it is easy to see that
E‖z‖2 =
n∑
i=1
‖vi‖268n :
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Therefore, there exists a realization z′ such that ‖z′‖6√(8=n). This last inequality
means that
√
(8=n)¿( or n68=(2. In other words, VC((LH )68=(2.
The proof above suggests that the only important property for our “VC-needs” is
the following inequality:
E
(∥∥∥∥
h∑
i=1
.ixi
∥∥∥∥
)
6C
(
n∑
i=1
‖xi‖p
)1=p
: (1)
Here (.1; : : : ; .n) is a standard Rademacher’s sequence, i.e. a random vector which has
uniform distribution on {+1;−1}n; C is some constant. Spaces of this type are called
Banach spaces of type p.
These spaces already appeared in the “learning” literature [4, 5]. They have been
used to study rates of convex approximations as a tool to generalize results by Barron
[2] and Jones [7] for the corresponding rates in a Hilbert space. It is interesting to
notice that Barron’s result in [2] has the same nature and basically the same proof
as ours above for the upper bound on VC((H). We also shown in [4,5] that result of
Barron on rates of uniform approximation can be obtained using the notion of operator
type. The proof of Theorem 1 in [6] essentially used this bound on rate of uniform
approximation.
We will show in the next chapter that if one uses not just the bound but the method
from [5] (Lemma 4:4 and Theorem 4:5) it is possible to get much better bound and
to avoid “log-adding” combinatorics in a spirit of [3].
2. Learnability of linear functionals in Banach spaces
Let us de8ne the following (n−1)-dimensional subspace of a standard n-dimensional
‘1(n):
‘01(n) =
{
(1; : : : ; n) :
n∑
i=1
i = 0; ‖(1; : : : ; n)‖ =
n∑
i=1
|i|
}
:
For any Banach Space B we de8ne
d(‘01(n); B) =: inf‖T‖‖T−1‖:
Here linear operator T : ‘01(n) → B is injective, and its inverse is de8ned only on the
image of T . In the same way, we de8ne d(‘1(n); B). It is clear that
d(‘1(n); B)¿d(‘01(n); B):
As we used in the proof above, the space ‘1([n=2]) can be isometrically embedded
into ‘01(n). Thus,
d(‘01(n); B)¿d
(
‘1
([n
2
])
; B
)
:
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Let us also de8ne
d′(‘01(n); B) = sup
xi
inf
i
∥∥∥∥
n∑
i=1
ixi
∥∥∥∥ : xi ∈ B; ‖xi‖61;
n∑
i=1
i = 0; ‖(1; : : : ; n)‖ = 1:
Fairly straight application of Hahn–Banach Theorem shows that if for two compact
convex subsets X and Y in B, the minimal distance Min{‖x − y‖: x∈X; y∈Y}= (
then there exists a linear functional !∈B∗; ‖!‖=1 and real number a such that
〈!; x〉¿a + (=2 if x∈X and 〈!; y〉6a − (=2 if y∈X . Therefore, d′(‘01 (n); B)¿2( iL
VC((LB)¡n.
(We de8ne LB in a complete analogy with our de8nition of LH above.)
It is well known and easy to see that critical points of the unit sphere in ‘1(n) are
{±e1; : : : ;±en}, critical points of the unit sphere in ‘01 (n) are {± 12 (ei−ej): 16i¡j6n}.
Here, ei are canonical orts.
It follows that for a linear operator T : ‘1(n)→B the norm ‖T‖=Max{ 12‖Tei‖: 16i
6n}; and for its restriction on ‘01 (n) the norm is Max{‖T (ei − ej)‖: 16i¡j6n}.
Summarizing all this we get the following:
Claim 2. (1) d(‘1(n); B)¿d(‘01 (n); B)¿d(‘1([n=2]); B)
(2) d′(‘01 (n); B)¿2( i> VC((LB)¡n.
(3) ( 12 )(d
′(‘01 (n); B))
−16d(‘01 (n); B)6(d
′(‘01 (n); B))
−1.
Theorem 2. Consider a Banach space B and the class of linear functions LB=
{w∈B∗; ‖w‖61} restricted on the unit sphere S = {x: ‖x‖61}. Then the following
statements are equivalent:
(1) VC((LB)¡∞ for all (¿0
(2) VC((LB)6O((1=()p=(p−1)); for some 1¡p62.
(3) Banach space B has type p¿1.
(4) d(‘1(n); B)→n→∞∞.
(5) (d′(‘01 (n); B))
−1→n→∞∞.
Proof. It is well-known and a fundamental result in functional analysis that 4⇔ 3.
Also, it is clear that d(‘1(n); B)¿O(n(p−1)=p) if type is p. Indeed, since
E (‖∑ .ixi‖)6C
(
n∑
i=1
‖xi‖p
)1=p
there exists i =±1=n such that ‖
∑
ixi‖6C · n(1−p)=p ·max16i6h ‖xi‖.
All the other implications now follow from Claim 2.
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3. P-dimension of convex halls and operator-type conditions
Let us consider a subset Z ⊂Rn; Z = {x=(x1; : : : ; xn)}, and assume that if x∈Z then
‖x‖∞= max16i6n |xi|61. For y∈Rn de8ne
‖y‖Z =: sup
x∈Z
|〈y; x〉|: (2)
So, ‖ · ‖Z is, in general, a semi-norm, i.e. it is possible that ‖y‖Z =0 and y = 0. We
will need the following “Z has type p” condition:
E
∥∥∥∥
m∑
i=1
.iyi
∥∥∥∥
Z
6CZ
(
m∑
i=1
‖yi‖p‘1
)1=p
: (3)
Here, as above, (.1; : : : ; .m) is Rademacher’s sequence, ‖y‖‘1 is an usual ‘1-norm,
m¿1.
Remark 2. Notice that
‖y‖Z1+Z26‖y‖Z1 + ‖y‖Z :
So if Z1 and Z2 have type p, then Z1 + Z2 also has and
CZ1+Z26CZ1 + CZ2 :
The particular simple case is when Zm= {S}; ‖S‖∞61: Then,
E
∥∥∥∥
m∑
i=1
.iyi
∥∥∥∥
{S}
6
(
m∑
i=1
‖yi‖2‘1
)1=2
:
Indeed, the last inequality is a direct corollary of a Hilbert (one-dimensional) case and
Jensen’s inequality.
Theorem 3. If the symmetrized convex hall CO(Z ∪ −Z) is (-shattered in a Pollard’s
sense (De;nition 4) and Z has type 2 then; n62(Cz + 1)2(1=()2.
Proof. Suppose that function S =(S(1); : : : ; S(n)) (in De8nition 4) exists. Then,
|S|∞61. As in the proof of Theorem 1 from [6] we notice that CO((Z − S)∪ −
(Z − S)) can be shattered according to De8nition 5. We claim that in this case
‖(1; : : : ; n)‖Z−S¿2( for all (1; : : : ; n) with
∑n
i=1 i =0 and
∑n
i=1 |i|=2.
Indeed, for any subset I ⊂{1; 2; : : : ; n} there exist d(I)= (d1; : : : ; dn)∈Co((Z − S)
∪ (−(Z−S))) such that di¿( for i∈ I and dj6−( for j∈ I ′. Put I = {i : i¿0}, where∑n
i=1 i =0 and
∑n
i=1 |1|=2: Then, |
∑n
i=1 idi|¿2(: But |
∑n
i= 1 idi|6‖(1; : : : ;
n)‖Z−S as d(I)=
∑
i(zi − S);
∑ ||61 and zi ∈Z .
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Therefore, ‖(1; : : : ; n)‖Z−S¿2(, or ‖(1; : : : ; n)‖Z−S¿(‖(1; : : : ; n)‖‘1 provided∑n
i=1 i =0. Consider
(1; : : : ; n) =
[n=2]∑
i=1
.iBi;
B1 = (1n ;− 1n ; 0; 0; : : : ; 0)
B2 = (0; 0; 1n ;− 1n ; 0; : : :)
...
Then
E
∥∥∥∥∥
[n=2]∑
i=1
.iBi
∥∥∥∥∥
Z−S
6CZ ·
(
2
n
)1=2
+
(
2
n
)1=2
6(CZ + 1)
(
2
n
)1=2
:
As everywhere in this paper, we conclude that there exists a realization
∑[n=2]
i=1 .
′
iBi
=:T , such that ‖T‖Z−S6(CZ + 1)( 2n)1=2. It is clear that T ∈ ‘01 (n) and ‖T‖‘1 = 2=n ·
[n=2]h 1.
So, ‖T‖Z−S¿( and (6(CZ + 1)( 2n)1=2. This gives that n62(Cz + 1)2(1=()2.
Remark 3. Easy adaptation of the above proof shows that if Z has type p¿1 then
n6O((1=()p=(p−1)).
Corollary 1. In notations of Theorem 1
P(F)6O
(
D
2
)
:
Proof. As in [5] we use the following fundamental result from [9] (Theorem 14:15):
Consider set Z of Boolean vectors with VC dimension D. Then there exists universal
constant K such that
E
∥∥∥∥∑
i
.iyi
∥∥∥∥
Z
6K
√
D
(∑
i
‖yi‖2‘1
)1=2
: (4)
Here, (.i) is a Rademacher sequence. It is important that this inequality is (linear)
dimension-free. To 8nish the proof we just plug in this inequality into Theorem 3 and
get that
P(F)62(DK2 + 2K
√
D + 1)
(
1

)2
:
4. Conclusion
When we 8rst introduced in [4, 5] Banach spaces of type p to the “learning” context
it might look like a speculative generalization of Barron’s and Jones’s results. This
paper shows that the connection is much more serious. For instance, one can use
this connection to construct “natural” learnable classes with VC(h (− for any ¿2.
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Theorem 2 is really a direct corollary of the following characterization of Banach
spaces of type p [10]:
Banach space B is of type p iL it does not contain uniformly isomorphic copies of
‘1(n); n¿1.
Suppose that Z is a bounded subset of ‘∞, moreover, assume that the range of each
coordinate is in [0; 1] and the supremum each coordinate is 1. We conjecture that P((Z)
is polynomial in ((−1) for all positive ( iL Z has type p¿1. Basically, we need a
characterization of operators of type p¿1 similar to the characterization of Banach
spaces of type p above.
To motivate this conjecture we notice that if Banach space B is of type p then LB
has type p as in Inequality (3). This observation together with simple symmetriza-
tion trick (as in the proof of Theorem 4:5 in [5]) implies the Uniform law of large
numbers for LB if p¿1 in a fairly direct way, i.e. without the main learnability result
in [1].
Another important corollary of this observation is that in Theorem 2 we can use
Pollard’s dimension P( instead of V( with the same bound, i.e.
VC((LB)6O((1=()p=(p−1)):
To prove the above inequality we directly apply Theorem 3 and following Remark 3.
It is not di+cult to prove that 8niteness of P((Z) implies that there is no C¿0 such
that for all n¿1 there exists x(1); : : : ; x(n), all in the unit ball of ‘1, satisfying the
following inequality:
‖(1)x(1) + · · ·+ (n)x(n)‖Z¿C
n∑
i=1
|i|:
But this is not su+cient for Z to have type p¿1: P((Z) if 8nite might have an arbitrary
growth in ((−1).
In one direction the conjecture is simple. We think that to prove that “P((Z) is
polynomial in ((−1) for all positive ( implies that Z has type p¿1” one has to use
some new results about packing numbers and to adapt them to the corresponding proof
(8nite VC-dimension and p=2) in [9].
The last comment-question is: what can new results in learning bring to the theory
(geometrical) of Banach spaces?
This paper was inspired, among other things, by a very energetic popularity of Sup-
port Vector Machines (SVM). We hope that the paper will make it easier to under-
stand “the geometry” responsible for SVM success. Also, it suggests that one can use
other spaces than Hilbert in the same “learning” framework. Perhaps, they can work
better?
It is my pleasure to thank Vladimir Vapnik for many encouraging and enlighting
phone conversations.
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