A planar2 or quadric3 surface can be fit to a segment of range data in a locally optimal sense by selecting the minimum eigensolution of a scatter matrix for that segment. We obtain a globally optimal fit by perturbing the local eigensystems with constraints reflecting relations among the corresponding primitives of a model. These pairwise relations define a view-invariant description of the model. For segments containing a few hundred pixels, the resulting perturbation is small enough to justify a linear treatment of the coupled system. From this globally optimal fit, we determine the pose of the object algebraically.
Introduction
In structural image understanding, a rigid object is imagined to be constructed of primitives rigidly related to each other. The edges of wireframe qodels of polyhedra or the faces of quadric polyhedra are examples. These primitives are chosen so that instances of them can be identified in an image by low level, data driven, bottom up image processing techniques. These instances are called segments. After such a segmentation, a correspondence is developed between the segments and the primitives of a model. If the correspondence preserves certain properties and relations of the primitives satisfactorily, the object is said to be identified.
The pose of an imaged object may be thought of as the rigid motion which carries the model of the object from its standard displacement and orientation to the observed values of position.
Faugeras, Ayache, and Faverjonl used intermediate estimates of the pose (which they call "partial positioning") to constrain rigid object recognition in range imagery. In the search for correspondences between segments and primitives, they realized enormous computational savings by immediately rejecting any hypothesized correspondence that was inconsistent with the object pose estimated from currently unrejected hypotheses.
Bamieh and De Figueiredol invented a similar technique
We define a quadric polyhedron to be a bounded solid object whose surface can be regarded as a finite set of quadric sections.
for the analysis of luminance images of polyhedra. Without the use of pose or some other constraint such as adjacency, the determination of correspondences requires a worst case time that is factorial in the number of locally indistinguishable segments. Adjacency provides a means of distinguishing such congruent segments on the basis of some neighborhood of that segment. Pose provides a (stronger) means of distinguishing congruent segments on the basis of any previously identified segment of the rigid object from anywhere in the image.
Related Work
Recently, Bolle and
Cooper reported a technique for the maximum likelihood estimation of global pose from (1) the maximum likelihood fits of a collection of segments, (2) the correspondences between those segments and the primitives of a model, and (3) the absolute geometry of the model primitives in the model coordinate system. They based this technique on the observation that in the neighborhood of each local best fit, the parametric dependence of the fitting error is quadratic. This allowed the expression of the likelihood of an arbitrary point in parameter space [near the minimum) as the exponential of a sum of quadratic terms. By defining the parameter sets of all the segments in terms of a single rigid motion of the model, one can determine a global maximum likelihood estimate of that motion.
The technique is marvelously general. It can be used to optimally combine any local measurements, consistent with any certain global constraints. Any global transformation (and the measurements it embodies) can be optimally defined by relating all model/data pairs simultaneously and minimizing the parametric dependence of the resulting combination of local errors.
In Bolle and Cooper's formulation, the model is defined absolutely in its own coordinate system, SO that the unknown transformation (a rigid motion) enters the problem explicitly and in a nonlinear way. Furthermore, the rotation part of the rigid motion itself (and all approximations to it in the nonlinear optimization search) must be prevented from stretching, shearing, or otherwise distorting its argument.
Faugeras, Ayache, and Faverjon recently5 devised a related nonlinear optimization technique for autonomous navigation. They developed a complete signal processing approach for the real time estimation of the current pose of a mobile robot in a static environment. This approach optimally combines three sources of noisy data: (1) estimates of the angular locations of imaged features such as sharp edges which can be tracked in a video sequence; (2) estimates of the rigid motion of the mobile robot between image frames; and (3) an initial estimate of the pose of the robot.
In this technique also, constraints, are imposed on the local observations by relating them to the model in its own coordinate system. In this case, however, the model specification is exquisitely simple: only that the model (the environment) may not change in its own frame. This single condition can be used to design a Kalman filter to optimally model the noise in the data sequences. The filter maintains, as its state, the current rigid motion that relates the pose of the robot to the scene, which is regarded as a fixed arrangement of observed features.
In that work, Faugeras, Ayache, and Faverjon5 do not specify a priori knowledge about the scene. The correspondences used are between identical features in successive frames of a video sequence. Complex geometrical relations between different part,s of the model (scene) are not readily incorporated into that approach. That solution to the navigation problem is therefore not suitable to object recognition applications, in which an object is identified by the relative geometry of its primitives. Furthermore, that system is designed to update the estimate of the robot's pose along a trajectory of small changes. It is not intended to determine a completely unknown pose without an initial estimahe.
Two Subproblems: Pose And Fit
We separate the problem of global pose determination into (1) determining the globally optimal fit of the model to the data, and (2) determining the rigid motion that carries the model from its standard frame of specification to that best fit in the image frame. In sections 4 and 5, we solve the first subproblem for the case of planes. It is the solution of a linear system that defines the minimum of a sum of quadratic expressions. The resulting globally optimal fit is an adjustment for the locally optimal fit of each segment. These adjustments to the original minima are of first order in the constraints imposed by the model. This is the same order as the adjustments to the locally optimal fits implicit in the global optimization of Bolle and Cooper, which also minimizes a similar sum of quadratic variations of the error around the local optima. In this sense, our calculation is identical to theirs.
Rigid motion manipulations enter our computation only in the second subproblem. In the first step, the local segment fits were adjusted to conform with the model to first order. And to that same order of accuracy, any conveniently chosen set of adjusted segments determines the global pose. In section 6, we calculate the pose of planar polyhedra by simple linear algebra without the imposition of orthogonality constraints on the rotation part of the transformation.
In section 7 , we show that the analysis of quadric polyhedra is very similar to the analysis of planar polyhedra, and we present only the modifications.
We regard our approach as a reformulation of Bolle and Cooper's work. However ours is performed entirely in the image coordinate system, where it is valid to treat the small errors in the local fits to first order. We also express the model constraints in a coordinate invariant form as pairwise relations between primitives. This difference allows us to avoid the complexities of rigid motion manipulations while we are fitting the image. Other differences are mentioned in section 8.
Locally Optimal Fit Of Polyhedra
The eigensystem description of noninteracting planar fits to segments of data has a familiar intuitive interpretation. The eigenvectors are the normals of certain planes and the eigenvalues are the associated sum-squared errors sf the fit. We therefore introduce the perturbation theoretic calculation of pose in terms of polyhedral objects. The application to quadric polyhedra, while more interesting, is formally so similar that we may refer to the same equations in the subsequent analysis of quadric polyhedra. 2) which we have partitioned into the sub vector a (a scalar for planes which will specify a distance from the origin) and the sub vector b (the normal of the plane). We take the b part of a to have unit length and use the con- where the scatter matrix
completely characterizes the segments in the subspace of planes. We can define the locally optimal plane as the the error resulting from a displacement of the plane from one that minimizes this sum square error by finding the the value that is optimal for the given B .
extreme values of
We can resolve We can solve the preceding partitioned equation with
where the scalar reciprocal of Sua will become a matrix inverse for the case of quadrics. The unknown b satisfies the eigensystem equation For planes, this eigensystem comprises three eigenvalues A, and their associated eigenvectors b e . This is useful2 since the smallest eigenvalue (which we will refer to as A,) identifies the best local fit to the segment. The total error incurred by fitting M arbitrary planes to M segments is the sum of M such contributions. The best zeroth order fit to such a collection is the list of local optima, the e = 1 terms. In the neighborhood of this zeroth order fit, the additional error incurred derives from the other two values of e . Bolle and Cooper2 observed this, and the reader is referred to their excellent account for planar fits. However, Bolle and Cooper did not address in their report the possible application of eigensystem analysis to general quadric fits. Nor did they note that the constraints imposed on the local optima by the model could be expressed in terms of those local eigensystems. When expressed in terms of eigensystems, the constraints are not only viewinvariant, but are also small in the sense that they only weakly perturb the local optima. The advantage gained is the possibility of obtaining a good solution for global pose from a linearization of the problem.
Globally Optimal Fit
To find the total fit error over all segments for a collection of arbitrary planes, we add a Lagrange term constraining the angles between pairs of fitting planes to equal the angles between corresponding planes in the model. For simplicity, we consider only the angular constraints imposed by the model on the local optima; only the orientations of the local fits are affected. With no distance constraints, the globally optimal planar fits to the segments are not translated from their locally optimal distance from the origin. By construction, the first term of equation 4.18 vanishes for such an optimal distance, because SA =O. This allows us to write the local error for segment k as:
The incorporation of constraints on the relative displacements between planes is similar to angular constraints as we will discuss in section 8. 
(5.4)
This form will apply to quadric models; only the values and dimensions will differ.
With this normalization, the inner product n: nkt is a view-invariant (or frame-invariant or scalar) property of the model. For planes, it is the cosine of the angle between the two planes. There are ( M -1)' such scalars (half that many distinct ones) that determine the angle between every distinct pair of model planes. We require the globally optimal fit to the data to obey
where Bk defines the arbitrary plane fit to the k" seg- The size of the system is linear in the number of segments because most of the constraints are redundant and can be omitted. Any direction in 3-space can be specified by the angles to two non-colinear directions. So the orientation of a given plane can be specified by the angles it makes with two other distinct planes. If we arbitrarily choose the first two planes and specify the angle between that pair, each of the other M-2 planes introduces two additional angles. These 2 M -3 angles completely determine all other angles in the model. Each of these angles belongs to a certain pair of indices, kk', and we introduce a pkk' for each. The sums in equations 5.11 and 5.12 may be simply restricted to the chosen values of indices (or equivalently, the unchosen p ' s can be fixed a t zero). In any case, we solve the system of 5.10 only for the chosen pairs of indices. For planes in 3-space, this leads to a system of 2 M -3 linear equations with the same number of unknowns.
Summary Of Concept At this point, we summarize for the readers the two fundamental principles underlying this theory.
Principle 1:
The surfaces of the image are constrained to have the s a m e pairwise angular relationship as the corresponding surfaces in the model. The constraint imposed in equation 5.5 guarantees this.
Principle 2:
There exists a rigid motion which carries each surface into almost exact coincidence with the corresponding image surface. Therefore, the minimizing eigenvector of the fit will align very closely with the normal of the corresponding model surface.
In equation 5.9, we use this assumption to find a linear solution to the problem. In section 6, we determine the rigid motion.
Determination Of Pose
The pose can be calculated to first order by determining first the rotation that takes three orthonormal vectors in the model frame to three corresponding unit vectors in the image frame. We construct the first set from three convenient model primitives, e.g. the first, n l , the projection of n2 orthogonal to n l , and the cross product of those two fA4 = 121 9 (6.1) n2 -n1n:n2
From the Ck,, the globally adjusted segment fits can be calculated from corresponding segments hI = fIX9I 9 (6.6)
where Bk is the globally adjusted fit for the kth segment The choice of segments is not critical, since all have been adjusted to conform exactly with the model to first order. Intuitively, those segments that are the least adjusted by the global optimization should be somewhat, better. Segments with very poor local fits should be avoided in the determination of R and T . In addition, no two of the three segments used to fix a point for the calculation of T should be even nearly parallel. Otherwise there appears to be little justification for a more sophisticated determination of R and T .
Quadric Polyhedra
The formal analysis of quadric primitives and segments is almost identical to the preceding presentation. which specifies the pure and mixed quadratic terms. Similarly, Sa, of the partitioned segment scatter matrix in equation 4.8 becomes a 4 X 4 submatrix, Sob becomes a 4 X 6 submatrix, and so forth. The final difference is the constraint matrix K , which is still diagonal, but partitions into a vanishing 4X 4 upper left submatrix and a 6 X 6 submatrix,
in the lower right. This particular view-invariant constraint on the quadric fit was suggested by Faugeras, et and examined in details by Groshong. Some such constraint is necessary to exclude the trivial solution of a null parameter vector during the minimization of the error for the segment. This particular constraint has the added benefit of excluding simple planar fits (degenerate quadrics) also. We have exerciseds this formalism thoroughly and successfully with synthetic images of spheres, cones, cylinders, and general ellipsoids. The most serious reservation is that the segment must contain at least 100 points and must have a diameter that is 1 1 1 2 ' 2 ' 2 (7.3) on the order of the important lengths of the quadric section. We refer the reader to these reports6s3 for further information.
The chief formal consequence of this new &b is that equation 4.10 must be transformed into (7.5) and the 6 X 6 diagonal matrix J = KGth = diag( 1, 1, 1, 6 , 6, G ) (7.6) so that Kbb =J-'. This recovers the form of a simple symmetric eigenvalue problem. This transformation must also be applied to the representation of the primitives, but with this change, the remaining treatment of planes applies to quadric fitting and quadric constraints. The primitives are represented by 10-vectors and are normalized as before to have unit b parts (in the transformed space, which amounts to cuTKa=l in the original space.) The b part of the k t h model primitive is nk and is now a 6-vector. The dot products between pairs of primitives are now sums over all six components. They no longer have interpretations so simple as the cosine of the angle between planes, but they still represent the invariant properties of the model and are used the same way. Of course, the upper limit on all other sums over the eigensystem index, e , is also increased from e = 3 to e = 6. Finally, the determination of the pose from the adjusted fit will be substantially different for quadrics, but it is still algebraic and elementary.
. Discussion
In addition to the exploitation of the entire eigensystem of the segment fits and the expression of the model in a view-invariant form, there are several other differences between our approach and that of Bolle and Cooper.2 We use general quadrics instead of restricting the form of the fitting functions to cylinders and spheres. Their additional restriction gives tighter fits to segments that are of fixed "optimal" size. We assume a problem domain with primitives large enough for a connected component analysis to produce segments typically containing a few hundred pixels. In this domain, our general quadric fits to synthetic data yield axis directions and semimajor axis lengths within a few percent of the correct values. This is certainly within the power of a first order analysis. For quadrics, the pairwise constraints correct small errors in the relative magnitudes of the semimajor axis lengths just as they correct small errors in axis orientation (which was the only effect in the case of planes).
An important omission from this presentation is the treatment of distance constraints. Bolle and Cooper do include displacement constraints, which are formally similar to rotational constraints in their treatment. In our treatment of planes, distance constraints involve a four segment interaction instead of the two segment interaction of the preceding section, but are analogous otherwise. Quadrics can also be treated with a four segment interaction, but may yield to simpler constraints. We are currently studying this problem.
Finally, Bolle and Cooper' arrive at their technique by considering the likelihood of the fit, given the data.
Ultimately, they minimize the logarithm of the probability of the data. This quadratic log probability is the sum square error that we minimize in this paper. We prefer to consider the problem in terms of sum square error, but each view affords its own useful insight.
