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Resumen– Este artículo presenta la aplicación de un sistema 
de captura de gestos con el fin de manipular dos robots quirúr-
gicos virtuales. El sistema de captura de gestos se realiza por 
medio de un dispositivo Kinect, el cual detecta el movimiento 
de las manos del usuario con el fin de mover los robots quirúr-
gicos, y de su rodilla derecha, utilizada para cambiar los ins-
trumentos quirúrgicos de cada robot. Este sistema de captura 
con interfaz natural se prueba en un simulador quirúrgico para 
operaciones de laparoscopia, el cual consta de un robot porta 
endoscopio que se manipula con un joystick, y los dos robots 
quirúrgicos cuyos órganos terminales son guiados a partir de 
las señales captadas por el dispositivo Kinect, las cuales son 
transformadas en movimientos articulares de los robots debido 
al modelo cinemático. El sistema se prueba en una rutina de 
extracción de vesícula (colecistectomía) robotizada, permitien-
do al usuario un mejor manejo gracias al uso de esta interfaz 
natural. 
Palabras clave– Dispositivo Kinect, interfaces naturales, ro-
bots quirúrgicos, simuladores quirúrgicos. 
Abstract– This article presents a gesture capture system for 
manipulating two virtual surgical robots. Gesture capture uses 
Kinect device to detect the movement of the user´s hand to 
move the surgical robots, and his right knee to change the 
needed surgical tools. This natural interface capture system 
is proved on a surgical simulator for laparoscopic, that has a 
holder endoscopic robot manipulated by a joystick, and two sur-
gical robots that are guided by the Kinect device. Kinematics 
model is used to transform Kinect captured signals to articular 
movements for the robots. System is tested on a robotic chole-
cystectomy, allowing a more natural manipulation to the user. 
Keywords– Kinect device, natural interfaces, surgical 
robots, surgical simulator.
1. INTRODUCCIÓN
La cirugía laparoscópica ha significado una im-
portante revolución en la práctica quirúrgica. Ini-
ciada hace casi tres décadas, esta permite operar 
en la zona abdominal sin necesidad de grandes 
aberturas. El procedimiento consiste en abrir tres 
o cuatro pequeños orificios en el abdomen del 
paciente, uno de los cuales lleva un endoscopio 
o cámara que transmite a los cirujanos el video 
del interior del abdomen, mientras que por los 
restantes se introducen los instrumentos quirúrgi-
cos, con el fin de realizar la operación [1], [2]. Las 
ventajas de la laparoscopia son evidentes: menor 
trauma para el paciente, menor tiempo de recu-
peración, menor dolor, menor uso del sistema de 
salud y menores cicatrices. Sin embargo, aunque 
el paciente ha ganado muchísimo, para el ciruja-
no ha significado un gran reto. Esto se debe a la 
difícil posición que él debe asumir durante toda 
la intervención (codos levantados) que genera fá-
cilmente temblor en sus manos, a la difícil coordi-
nación ojo-mano, ya que los instrumentos deben 
pasar por un punto fijo (trocar) en el abdomen, 
a la pérdida de visión en tres dimensiones y, en 
general, al complejo entrenamiento al que debe 
someterse un cirujano debutante en este tipo de 
prácticas.
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La tecnología ha venido produciendo solucio-
nes a estos nuevos desafíos, principalmente con 
los robots asistentes, quienes ayudan al cirujano 
a realizar su intervención eliminando gran parte 
de los inconvenientes nombrados anteriormente. 
Los mayores exponentes de esta tecnología son 
el robot Zeus [3] (discontinuado desde 2003), y 
el robot Da Vinci [4]. Para el caso de este últi-
mo, el cirujano está cómodamente sentado so-
bre una consola manejando dos dispositivos tipo 
joystick, por medio de los cuales manipula los 
tres o cuatro brazos del robot Da Vinci, el cual 
puede hallarse en la misma habitación o a ki-
lómetros de distancia. A pesar de su costo, que 
está cerca al millón de dólares, este robot ha al-
canzado bastante popularidad, con más de mil 
quinientas unidades en uso en el mundo entero, 
entre ellas 13 en Latinoamérica [5].
Poco después de la aparición de los robots 
asistentes quirúrgicos surgieron los simulado-
res quirúrgicos, es decir, complejos sistemas 
software cuyo fin era ayudar a los cirujanos en 
el entrenamiento de las nuevas técnicas quirúr-
gicas robotizadas [6]. Existen muchos tipos de 
simuladores quirúrgicos, que van desde los si-
muladores físicos (en donde el cirujano se entre-
na frente a una maqueta real) [7], [8], hasta las 
complejas versiones comerciales exhibidas en 
[9], [10]. Los simuladores o entrenadores quirúr-
gicos se han convertido en un dinámico campo 
de investigación dada la importancia que han ido 
adquiriendo en la práctica quirúrgica, no obstan-
te, la compleja tarea que implica programar en 
ellos procedimientos con gran realismo (defor-
mación de órganos, sangrado, humo producto de 
cauterizaciones, entre otros) requiere importan-
tes recursos del computador.
La Universidad del Cauca ha incursionado en 
este campo desde hace algunos años; diseñó un 
primer robot quirúrgico llamado Lapbot [11] y un 
primer robot porta endoscopio llamado Hibou 
[12]. Con base en ellos se construyó en 2013 un 
simulador quirúrgico con el fin de que los inge-
nieros interesados en la robótica quirúrgica pu-
dieran comprender y probar estos robots en un 
procedimiento de colecistectomía (extracción de 
la vesícula biliar). Este simulador, llamado Robo-
Surgery [13] permite manipular estos robots por 
medio de un dispositivo joystick.
Aun así el manejo de robots o instrumentos 
quirúrgicos por medio de un joystick no es una 
tarea sencilla. Es por eso que el uso de interfa-
ces naturales, tecnología reciente que ha venido 
despertando gran interés en los últimos años, se 
perfila como una nueva vía de manipulación y, 
por ende, de entrenamiento de estos robots asis-
tentes. El presente artículo muestra el funciona-
miento del software RoboSurgery para manipula-
ción de dos robots quirúrgicos virtuales, pero en 
este caso comandados por los movimientos de 
las manos del usuario, captados por medio de un 
dispositivo Kinect.
2. SOFTWARE DE SIMULACIÓN 
ROBOSURGERY
El software de simulación quirúrgica Robo-
Surgery involucra dos tipos de robots. Primero, 
el robot porta endoscopio Hibou, diseñado para 
soportar la cámara o endoscopio en el interior del 
abdomen del paciente. Este robot posee siete gra-
dos de libertad, con todas sus articulaciones rota-
cionales, de las cuales cinco poseen motor y dos 
son articulaciones fijas. Las articulaciones fijas 
permiten mantener un punto fijo sobre la cavidad 
abdominal, punto por donde pasarán los instru-
mentos quirúrgicos, el cual es llamado trocar. Una 
figura de la arquitectura del robot Hibou se mues-
tra a continuación.
Fig. 1. ARQUITECTURA ROBOT HIBOU
Fuente: autores.
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El otro robot involucrado es el robot Lapbot, robot 
quirúrgico propiamente dicho. Este robot posee nue-
ve grados de libertad, con seis articulaciones activas 
o motorizadas y tres articulaciones pasivas. La Fig. 
2 muestra la arquitectura de este robot, en la que 
se aprecia que la primera articulación es prismática 
mientras las demás son de tipo rotacional.
Fig. 2. ARQUITECTURA ROBOT LAPBOT
Fuente: autores.
RoboSurgery permite realizar dos tipos de inter-
venciones en el abdomen del paciente. Primero, una 
laparoscopia diagnóstica, donde solo actúa el robot 
porta endoscopio Hibou, el cual es manipulado por 
el usuario utilizando para ello un joystick. El software 
posee una cámara virtual que muestra en todo mo-
mento el interior de la cavidad abdominal, imagen 
que cambia a medida que el usuario mueve el joys-
tick (Fig. 3). La otra intervención y más completa es 
la laparoscopia quirúrgica, en la que actúan tres ro-
bots: un robot porta endoscopio Hibou, que enfoca el 
área a ser operada; y dos robots Labpot que portan 
los instrumentos quirúrgicos necesarios (bisturí, gra-
padora, pinzas). El software permite realizar paso a 
paso la extracción de una vesícula enferma (colecis-
tectomía), la cual se verá en la sección siguiente.
Fig. 3. LAPAROSCOPIA DIAGNÓSTICA EN ROBOSURGERY
Fuente: autores.
3. DISPOSITIVO KINECT Y SU INTERACCIÓN 
CON ROBOSURGERY
El Kinect es un dispositivo periférico desarro-
llado en 2010 por Microsoft para la consola de 
juego Xbox 360, el cual ha dado gran impulso a 
las interfaces naturales de usuario [14]. El dispo-
sitivo Kinect utiliza una cámara capaz de medir 
distancias, leer cuerpos y reconocer sus gestos, y 
un chip capaz de procesar datos de profundidad 
a 30 imágenes por segundo. Su diseño se sopor-
ta en un vástago horizontal de 23 centímetros de 
largo, donde se ubican los sensores, reposando 
sobre una base rectangular con un eje de rotación 
(Fig. 4). Es de notar que aunque este dispositivo 
fue el primero en salir al mercado, actualmente 
esta tecnología está en plena expansión con va-
rias propuestas comerciales de otros fabricantes 
cuyos productos compiten con el Kinect.
Fig. 4. COMPOSICIÓN DEL SENSOR KINECT
Fuente: página web Microsoft [http://www.microsoft.com/en-us/kinect-
forwindows/]
Desde su lanzamiento el dispositivo Kinect ha 
generado muchas expectativas en cuanto al uso 
de una interfaz natural para interactuar con el 
mundo real o simulado. Los primeros usos de este 
dispositivo para tareas ajenas a su concepción ini-
cial de instrumento para video juegos, se dieron en 
sistemas de reconocimiento de gestos de manera 
general ([15], [16], [17], [18]). Posteriormente se 
empezó a utilizar el dispositivo en diversas aplica-
ciones, entre ellas la replicación de movimientos 
en robots ([19], [20]), la rehabilitación de pacien-
tes [21], [22] y, finalmente, su uso como interfaz 
natural para el control de dispositivos quirúrgicos, 
como el caso del uso del Kinect para reconocer 
un protocolo de gestos en la inserción de guías 
dentro del paciente [23]; la evaluación del mismo 
dispositivo como generador de movimientos en un 
20 ITECKNE Vol. 12   Número 1  •  ISSN 1692 - 1798 • ISSN Digital 2339 - 3483 • Junio  2015  •  17 - 24
simulador quirúrgico [24], o el uso del Kinect para 
el reconocimiento de un protocolo de gestos en 
una biopsia cerebral [25]. El mayor aporte de este 
proyecto es la utilización del Kinect para mover dos 
robots quirúrgicos en operaciones de laparoscopia.
En este proyecto se realizó la integración del 
software de simulación quirúrgica RoboSurgery 
con el dispositivo Kinect, con el objetivo de que los 
dos robots quirúrgicos Lapbot fueran manipulados 
por el movimiento de las manos del usuario. El es-
quema general del sistema se muestra en la figura 
(Fig. 5), donde puede verse que el robot porta en-
doscopio Hibou es manipulado por el joystick para 
mover y fijar la imagen de la cámara en el interior 
del paciente, mientras que los dos Lapbot serán 
movidos por las manos del usuario captadas a tra-
vés del dispositivo Kinect. 
Fig. 5. COMPONENTES DEL SISTEMA DE CAPTURA DE MOVIMIENTOS CON 
KINECT
Fuente: autores.
RoboSurgery fue implementado en C++ sobre 
la plataforma Visual Studio. Utilizó las librerías de 
código abierto QT para la confección de botones y 
VTK para el renderizado gráfico, además de otros 
programas de libre uso como Blender, CMake, 
Make Human, GIMP y SDL [13]. Sobre este progra-
ma se construyó la funcionalidad que debía incluir 
el uso del Kinect para interactuar con el progra-
ma. Aunque existen varias opciones para realizar 
esto se utilizó el SDK de Windows, versión 1.6, 
con el fin de enlazar el simulador quirúrgico con el 
dispositivo, bajo la plataforma Visual Studio 2010. 
3. 1 Pruebas y calibración del sistema
Para conocer el funcionamiento del Kinect 
dentro del lenguaje de programación C++, se rea-
lizaron una serie de pruebas extrayendo las coor-
denadas x, y, z de la mano derecha en diferentes 
movimientos. Estos movimientos realizados en el 
espacio cartesiano fueron convertidos al espacio 
articular del robot mediante el modelo geométrico 
directo de este, y de ahí pasados directamente al 
movimiento de cada articulación de los robots en la 
herramienta. Con los datos guardados en un archi-
vo de texto se procedió a graficar y analizar estos 
movimientos en Matlab. Inicialmente se realizaron 
líneas rectas de aproximadamente 0.5 metros de 
largo, utilizando para ello un vidrio marcado como 
guía (Fig. 6). Luego, se siguió un círculo de 0.2 me-
tros de radio (Fig. 7) sobre los tres planos, y se ob-
tuvo el respectivo error cartesiano. Como ejemplo 
se muestra la figura obtenida con la consiga circu-
lar (Fig. 8) y su respectivo error cartesiano en el pla-
no YZ (Fig. 9). Estas pruebas permitieron configurar 
el dispositivo y calibrar el sistema, escalando las 
medidas tomadas de forma real al ambiente más 
reducido del simulador quirúrgico.
Fig. 6. SEGUIMIENTO Y CAPTURA DE DATOS SOBRE UNA LÍNEA RECTA
Fuente: autores.
Fig. 7. SEGUIMIENTO Y CAPTURA DE DATOS DE UN CÍRCULO EN EL PLANO 
YZ
Fuente: autores
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Fig. 9. ERROR CARTESIANO OBTENIDO EN EL PLANO YZ
Fuente: autores.
Fig. 8. TRAYECTORIA CIRCULAR DESEADA Y OBTENIDA EN EL PLANO YZ
Fuente: autores.
ticas quirúrgicas, lo cual muestra la simplicidad 
de uso desde el punto de vista del usuario. Para 
inicializar el programa se levanta la mano iz-
quierda con el fin de ingresar al entorno virtual, 
mientras que los instrumentos utilizados (pinza, 
bisturí, grapadora) se cambian levantando la ro-
dilla derecha (Fig. 10), la cual debe elevarse más 
de 0.60 metros para que el dispositivo acepte el 
movimiento.
Fig. 10. GESTOS PARA INICIALIZACIÓN DEL SISTEMA Y PARA EL CAMBIO 
DE INSTRUMENTOS 
Fuente: autores.
Los efectores finales de los dos robots se mue-
ven de acuerdo a como se mueven las manos del 
usuario. La Fig. 11 muestra como al cruzar los bra-
zos los efectores finales forman una cruz.
Obsérvese que el error obtenido en la mayor par-
te del recorrido de la trayectoria circular generada 
por la mano es un poco más de un centímetro. Este 
error tiene dos fuentes bien diferenciadas. Primero, 
la resolución del dispositivo Kinect, la cual depende 
de la distancia del usuario al dispositivo, además de 
que el dispositivo toma como base el centro de la 
palma de la mano, centro que en ocasiones puede 
tener ligeras variaciones. Y segundo, al hecho de que 
los seres humanos no somos capaces de realizar un 
círculo en el espacio tridimensional con absoluta 
precisión. No obstante, estas dos fuentes de error al 
cambiar a la escala del programa RoboSurgery, que 
es claramente más pequeña, se obtienen buenos re-
sultados como se verá en la siguiente sección.
De otra parte, las señales en tres dimensiones 
captadas por la interfaz natural son convertidas a 
los movimientos articulares de cada una de las seis 
articulaciones activas de los robots Lapbot, utilizan-
do para ello el modelo cinemático directo. Detalles 
del cálculo de cada una de las seis ecuaciones que 
describen este modelo pueden verse en [11]. 
4. RESULTADOS
El sistema fue probado por los mismos desa-
rrolladores, quienes no son expertos en las prác-
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Fig. 11. CAPTURA DE LA POSICIÓN EN CRUZ PARA LOS DOS ROBOTS 
LAPBOT
Fuente: autores.
4. 1 Simulación de una extracción de vesícula 
utilizando Kinect
La extracción de vesícula (colecistectomía) 
consta de cinco pasos fundamentales [26], [27]:
a) Exposición del conducto y arteria císticos: 
procedimiento por medio del cual se tira de la vesí-
cula de manera que quede expuesto el tejido que 
cubre tanto el conducto como la arteria císticos.
b) Disección del triángulo de Calot: se abre el 
tejido sobre el triángulo de Calot y se exponen tanto 
el conducto como la arteria císticos. 
c) Sección del conducto y la arteria císticos: 
se colocan clips con una grapadora al inicio y al fi-
nal, tanto del conducto como de la arteria císticos, 
para posteriormente cortar con un bisturí en medio 
de los clips colocados.
d) Disección de la vesícula del lecho hepá-
tico: se separa la vesícula del lecho hepático por 
medio de un electrocauterio.
e) Extracción de la vesícula biliar: finalmente 
se extrae la vesícula biliar a través del trocar practi-
cado en la cavidad abdominal.
Dado que RoboSurgery en su primera versión 
no dispone de la funcionalidad de deformación 
de órganos, el programa solamente tiene imple-
mentados los pasos a), c) y e). Estos pasos serán 
simulados utilizando el dispositivo Kinect para el 
movimiento de los robots Lapbot.
4.1.1 Exposición del conducto y arteria císticos
Para exponer tanto el conducto como la ar-
teria císticos, se lleva el robot Lapbot izquierdo 
cargado con el instrumento “pinzas” (accionan-
do el menú respectivo con la rodilla) y se toma 
con él la vesícula, órgano en verde, con el fin de 
dejar expuestos los conductos que van a la vesí-
cula (Fig. 12).
4.1.2 Sección del conducto y arteria císticos 
Se carga el instrumento “grapadora” en el ro-
bot Lapbot derecho (accionando el menú respec-
tivo con la rodilla), y se lleva a la arteria con el fin 
de colocar las respectivas grapas, el programa 
lo hace de forma automática una vez se detecte 
la colisión entre la grapadora y el conducto (Fig. 
13).
4.1.3 Extracción de la vesícula biliar
Finalmente, se carga el instrumento “bisturí” 
en el robot Lapbot derecho (accionando el menú 
respectivo con la rodilla), y se corta el conducto, 
el cual pasa a color rojo una vez se detecte la res-
pectiva colisión. Entonces, con el Lapbot izquier-
do, el cual tiene la “pinza”, se jala hacia afuera 
y la vesícula desaparece (se simula la extracción 
de ella por el orificio abdominal). Esto se mues-
tra en la Fig. 14. 
Se observa que el programa RoboSurgery en 
su primera versión tiene aún muchos aspectos 
por mejorar (inclusión de los otros dos pasos 
en la colecistectomía, deformación de órganos, 
mayor realismo, entre otros), los cuales no eran 
el objetivo de este trabajo. Sin embargo, dichas 
mejoras no son incompatibles con la ventaja que 
ofrece al usuario el uso de esta interfaz natural 
para mover los robots virtuales en vez de utilizar 
el joystick.
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Fig. 12. TOMA DE LA VESÍCULA BILIAR
Fuente: autores.
Fig. 13. COLOCACIÓN DE GRAPAS EN EL CONDUCTO
Fuente: autores.
Fig. 14. EXTRACCIÓN FINAL DE LA VESÍCULA BILIAR
Fuente: autores.
5. CONCLUSIONES
Este artículo presentó un sistema de captura 
de gestos utilizando el dispositivo Kinect con el 
fin de mover dos robots quirúrgicos virtuales en el 
marco de una operación de extracción de vesícu-
la (colecistectomía). El simulador virtual involucra 
tres robots: un robot porta endoscopio llamado 
Hibou, y dos robots quirúrgicos llamados Lapbot. 
Dicho simulador, al cual se le ha dado el nombre 
de RoboSurgery, permite seguir los pasos básicos 
de la colecistectomía, utiliza para ello un joystick 
con el que se manejan los tres robots y se cam-
bian los instrumentos necesarios (pinzas, bisturí, 
grapadora).
Sin embargo, un nuevo dispositivo ha sido adi-
cionado con el fin de que el uso del simulador sea 
más sencillo e intuitivo para el usuario. Se trata 
del Kinect de Microsoft, con el cual se detecta en 
tiempo real el movimiento de las palmas de las 
manos (para mover los dos robots quirúrgicos La-
pbot) y una de las rodillas del usuario (para cam-
biar los instrumentos utilizados). Las pruebas del 
sistema se realizaron con personal no médico, evi-
denciándose la simplicidad en su manejo. El robot 
porta endoscopio Hibou se sigue moviendo con el 
joystick hasta ubicar el área de intervención, mo-
mento en el que se deja fijo el endoscopio. Una 
vez pasada la fase de adecuación del dispositivo 
al software RoboSurgery, se pudo constatar el 
correcto funcionamiento de la herramienta junto 
con el dispositivo Kinect: las manos del usuario 
reproducen los movimientos necesarios para mo-
ver los dos robots y llevar a cabo la extracción de 
la vesícula, al tiempo que la pierna derecha se uti-
liza para cambiar el instrumento que porta cada 
robot. El error cartesiano del sistema se ubica en 
poco más de un centímetro, suficiente para una 
primera versión de un simulador quirúrgico.
Trabajos futuros incluirán los pasos de la co-
lecistectomía que no han sido incluidos en Ro-
boSurgery, así como la adición de algoritmos de 
deformación, con el fin de otorgar mayor realismo 
a la simulación. Además, la prueba del mismo di-
rectamente con cirujanos con el fin de apreciar su 
posible utilidad potencial. 
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