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outer bound is tight for some new class of broadcast channels that may
perhaps include the BSSC.
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Instantaneous Capacity of OFDM on
Rayleigh-Fading Channels
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Abstract—For a power limited orthogonal frequency-division multi-
plexing (OFDM) system transmitting a large number N of subcarriers
over a Rayleigh-fading channel, the distribution of the instantaneous
capacity is shown to be approximately Gaussian. The mean and variance
of the approximating distribution are derived. It is also shown that, in the
limit as N ! 1, the capacity approaches a constant value equal to the
capacity of the infinite-bandwidth Gaussian channel.
Index Terms—Channel capacity, orthogonal frequency-division multi-
plexing (OFDM), Rayleigh-fading channels.
I. INTRODUCTION
Orthogonal frequency-division multiplexing (OFDM) systems
employing a large number of subcarriers are being considered for
ultra-wideband applications [1]. We consider the capacity of an
OFDM system transmitting N subcarriers over a Rayleigh-fading
frequency-selective channel. Furthermore, we presume thatN is large,
so that a large bandwidth is occupied with low spectral efficiency.
Recent similar results concerning the capacity of such wideband
systems include [2]–[5], while a comprehensive review of wideband
capacity is provided by [6] and the references therein, and [7] gives an
overview of recent results. However, we restrict ourselves to OFDM
systems, and consider the distribution of the instantaneous capacity
during transmission of each OFDM block, assuming a slow fading
channel. We show that the use of OFDM with equal power transmitted
on all subcarriers does not incur any capacity reduction.
The overall capacity is the sum of the individual subchannel capac-
ities. Due to fading, this is a random variable for each OFDM block.
Since the subchannel gains are correlated, we cannot employ the clas-
sical central limit theorem to estimate the distribution of capacity, as
a function of the channel gains. However, for an OFDM system with
largeN and finite power, we show the distribution of the instantaneous
capacity is approximately Gaussian, using a central limit theorem. This
result may be used to construct confidence intervals on the capacity of
an OFDM system employing a large number of subcarriers. In addition,
for fixed power and unlimited bandwidth we show that the spectral ef-
ficiency, as N ! 1, approaches a constant dependent only on the
signal-to-noise ratio (SNR).
In the following section, we outline key assumptions and notation
used in the description of OFDM systems and Rayleigh-fading chan-
nels. We show the approximating and asymptotic distributions of the
capacity in Section III, and compare this to simulated results in Sec-
tion IV. Section V provides conclusions.
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II. PRELIMINARIES
A. OFDM System
We assume familiarity with OFDM systems [8], [9] and summarize
notation only. An N subcarrier OFDM system transmits data symbol
Sn;k on the kth subcarrier, during the nth discrete time interval, for
n 2 ; k 2 f0; 1; . . . ; N 1g, where Sn;k 2 2 is from some two-di-
mensional symbol constellation. We place no further restriction on the
symbols Sn;k although to approach or achieve the channel capacity the
symbols would need be restricted by some strong coding scheme, with
appropriate demodulation and decoding at the receiver. We refer to the
superposition of all N modulated subcarriers during the nth time in-
terval as the nth OFDM block. We assume each subcarrier occupies
a subchannel of bandwidth f (hertz), such that the total bandwidth
B = Nf , with block duration T = 1
B
. We denote the center fre-
quency of each subchannel as fk , so that fk+1   fk = f . Further-
more, each subcarrier symbol is transmitted with equal energyE0 such
that the total average transmitted energy is EN = N E0.
The transmitted time-domain OFDM signal during the nth block is
denoted sn(t), for (n   1)T < t  nT . We obtain samples of sn(t)
at rate B using the inverse discrete Fourier transform of the subcarrier
symbols. We may write the samples sn;i as
sn;i =
1p
N
N 1
k=0
Sn;k exp j2
ik
N
(1)
for i = 1; . . . ; N . We assume a time-varying channel impulse response
h(t;  ) [10]. However, the channel is sufficiently slowly fading such
that over the period T of an OFDM block being transmitted, h(t;  ) is
constant in t. We also assume a Gaussian noise processn(t)with power
spectral density N
2
(watts per hertz), so that the receiver obtains
r(t) = s(t)
 h(t;  ) + n(t) (2)
where 
 denotes convolution by  . We assume perfect synchroniza-
tion in time and frequency and sufficient guard interval for inter-block
interference and inter-carrier interference to be negligible. Then, at the
receiver we may sample r(t) at rate B, and perform a discrete Fourier
transform to obtain symbols [11]
Rn;k = Hn;kSn;k +Nn;k (3)
where Nn;k 2 2 is an independent and identically distributed (i.i.d.)
complex Gaussian random variable with one-dimensional variance N
2
,
and Hn;k 2 2 is the kth complex subchannel gain. We then obtain
the time-varying channel frequency response, denoted H(t; f), via the
Fourier transform of h(t;  ). In [11, Sec 2.6] it is shown that Hn;k =
H(nT; fk), assuming a slow fading channel such thatH(t; f) changes
negligibly with respect to time over any interval (n  1)T < t  nT .
At the receiver, the SNR for the kth subcarrier, nth time interval is then
n;k = jHn;kj2 EN = 0jHn;kj2, where 0 = EN . The total SNR is
given by E
N
.
B. Multipath Channel
We assume familiarity with frequency-selective Rayleigh-fading
channels, and use the well-known Jakes’ model [10]. We make
the usual assumption that h(t;  ) describes a frequency-selective
Rayleigh-fading channel, that is wide-sense stationary with uncor-
related, isotropic scattering. Furthermore, we presume the delay
autocorrelation function may be described as
1
2
[h(t; 1)h
(t; 2)]  1
d
exp   1
d
(1   2) (4)
where  denotes the complex conjugate, which defines an exponential
delay power profile with root mean square (rms) delay d. Then, from
[10] we may write the k1th subchannel gain during time (n1   1)T <
t  n1T , and the k2th subchannel gain during time (n2   1)T < t 
n2T , as
Hn ;k = Xn ;k + jYn ;k and
Hn ;k = Xn ;k + jYn ;k (5)
where Xn ;k ; Yn ;k ; Xn ;k ; and Yn ;k are identically distributed
zero-mean Gaussian random variables. Without loss of generality, we
may set [X2n;k] = [Y 2n;k] = 12 , for all n; k. Following [10] we may
then write the cross-correlation properties
[Xn ;k Xn ;k ] = [Yn ;k Yn ;k ]
=
1
2
J0(2fdjn1   n2jT )
1 + (2dfk)2
[Xn ;k Yn ;k ] = [Xn ;k Yn ;k ] = 0
[Xn ;k Yn ;k ] =   [Xn ;k Yn ;k ]
=  (2fk d) [Xn ;k Xn ;k ] (6)
where k = jk1   k2j; fd is the maximum Doppler shift and J0(  )
is the zero-order Bessel function of the first kind. [Xn ;k Yn ;k ]
decreases only as 1
k
, and this strong dependence [12] prohibits the
use of classical limit theorems for functions of independent or weakly
dependent random variables [12].
Note, from (5), that the marginal distribution of each channel gain
jHn;kj2 follows an exponential distribution with
[jHn;kj2] = 1; var[jHn;kj2] = 1
and correlation coefficient [13]
 jHn;kj2; jHn;k+kj2 = 1
1 + (2fk d)2
: (7)
We may write the channel gain as a function of the underlying Gaussian
random variables Xn;k and Yn;k , as
jHn;kj2 4= h X2n;k; Y 2n;k = X2n;k + Y 2n;k: (8)
The Hermite rank of a function is the index of the first nonzero coeffi-
cient in its Hermite polynomial expansion, defined in Appendix I and
[14]. The Hermite rank of h(  ) is denoted '(h), and is readily shown
to be at least two, using the method of Appendix I; a necessary result
for a forthcoming lemma.
III. OFDM SYSTEM CAPACITY DISTRIBUTION
A. Subchannel Capacity Distribution
The capacity of each subchannel is a function of the subchannel
spacing, SNR per subcarrier, and the channel gain. We ignore any re-
duction in capacity due to the OFDM guard interval, or cyclic prefix,
and may then write the subchannel capacity as [15]
Cn;k =
f
ln 2
ln 1 + 0jHn;kj2 bit/s: (9)
Note that we have restricted our system so that each subcarrier trans-
mits the same amount of energy. We may equivalently write (9) as a
function of the underlying Gaussian variables Xn;k and Yn;k , as
Cn;k
4
= c(Xn;k; Yn;k)
=
f
ln 2
ln 1 + 0 X
2
n;k + Y
2
n;k bit/s: (10)
The probability density function (pdf) ofCn;k, since jHn;kj2 follows
an exponential distribution with unity mean, is then
fC (x) =
ln 2
0f
exp
x ln 2
f
exp
1
0
 
exp x ln 2
f
0
(11)
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with mean capacity [16]
[Cn;k] =
1
0
f
ln 2
ln(1 + 0y) exp( y)dy
=  f
ln 2
exp
1
0
Ei   1
0
(12)
where Ei() is the exponential integral function [17]. This expression
is also obtained in [18], [3]. Numerically calculable expressions for
the mean-squared capacity [C2n;k] and the correlation [Cn;k Cn;k ]
between subchannel capacities at time n are found in Appendix II.
B. System Capacity Distribution
We define the capacity of the overall OFDM system during the nth
time interval as Cn = Nk=1 Cn;k. We then find an approximation to
the distribution of Cn for large, finite N . Note that as N increases, the
bandwidth B = Nf increases. We write the capacity during the nth
time interval as
Cn =
N
k=1
c (Xn;k; Yn;k) : (13)
Consider the following limit theorem, proofs of which are found in
[19], [20].
Theorem 1 (Arcones-de Naranjo): Let fXjg1j=1 be a sta-
tionary mean-zero sequence of Gaussian vectors in d. Set X j =
(X
(1)
j ; . . . ; X
(d)
j ). Let f be a function on d with Hermite rank
(Appendix I) '(f) such that 1  '(f) < 1. Define
r
(p;q)(k) = X(p)m X
(q)
m+k (14)
for k 2 , where m is any number large enough that m  1 and
m + k  1. Suppose that
1
k= 1
r
(p;q)(k)
'(f)
<1 (15)
for all 1  p  d and 1  q  d. Then, as N ! 1
1p
N
N
j=1
(f(Xj)  [f(Xj)]) D! N (0; 2) (16)
where “D!” denotes “convergence in distribution,” and

2 = (f(X1)  [f(X1))2 (17)
+ 2
1
k=1
[(f(X1)  [f(X1)]))
 (f(X1+k)  [f(X1+k))]:
We apply this theorem to the stationary mean-zero sequence
of complex Gaussian subchannel gains at time n, that is,
f(Xn;1; Yn;1); (Xn;2; Yn;2); . . . ; (Xn;N ; Yn;N)g, with correlation
properties described in (6). The function of interest is the subchannel
capacity c(Xn;k; Yn;k). It is shown in Appendix I that c(  ) has
Hermite rank '(c)  2. Thus, using the correlation properties of (6)
we may write
1
k= 1
j [Xn;kXn;k+kj'(c) =
1
k= 1
j [Yn;kYn;k+kj'(c)
=
1
k= 1
1
2
1
1 + (2fk)2
'(c)
<1
1
k= 1
j [Xn;kYn;k+k]j'(c) =
1
k= 1
j [Yn;kXn;k+k]j'(c)
=
1
k= 1
1
2
(2fkD)
1 + (2fk)2
'(c)
<1 (18)
for k; k+k  1, since '(c)  2. Requirement (15) is then satisfied,
and we apply the theorem to write
1p
N
N
k=1
fc(Xn;k; Yn;k)  [c(Xn;k; Yn;k)]g D! N 0;
2c (19)
as N ! 1, where

2c = (c(Xn;1; Yn;1)  [c(Xn;1; Yn;1)])2
+ 2
1
k=1
[(c(Xn;1; Yn;1)  [c(Xn;1; Yn;1)])
 (c(Xn;k+1; Yn;k+1)  [c(Xn;k+1; Yn;k+1)])]
= var[c(Xn;1; Yn;1)]
+ 2
1
k=1
cov[c(Xn;1; Yn;1); c(Xn;k+1; Yn;k+1)] (20)
with the variance and covariance terms readily calculable using the ex-
pressions in Appendix II. The convergence in distribution described
in (19) clearly motivates the following approximation. For large finite
N , the distribution of the instantaneous capacity Cn may be approxi-
mated by a Gaussian random variable with mean N [Cn;k] and vari-
ance N
2c(N), where

2c(N) = var[c(Xn;1; Yn;1)]
+2
N
k=1
cov[c(Xn;1; Yn;1); c(Xn;k+1; Yn;k+1)]: (21)
Note that since capacity is nonnegative, the Gaussian approximation
to the distribution of Cn is invalid at Cn < 0. However, for moder-
ately large SNR and N; P(Cn < 0) becomes negligible, and the de-
viation from the Gaussian approximation is small, as demonstrated in
Section IV.
We now apply this Gaussian approximation to specify the dis-
tribution of the instantaneous capacity for systems with very large
bandwidth, such as ultra-wideband systems [1], and fixed total average
transmitted energy EN . We set the average transmitted energy per
subcarrier to be E0 = EN , such that 0 =
E
N N
. We may substitute
this expression for 0 into (12), and (41) and (42), to obtain N [Cn;k]
andN
2c(N), respectively. Simulation results in the following section
show this to be a good approximation to the distribution of the instan-
taneous capacity for a very large bandwidth, power-limited OFDM
system. We would expect this approximation to be tighter for larger
N , and this is demonstrated by the simulations.
We now consider the case of a power-limited OFDM system with
fixed f , and we let the number of subcarriers N approach infinity,
so that the bandwidth also approaches infinity. For such power-limited
systems EN is fixed, so that E0 = EN ! 0, as N ! 1. We show
that the limiting capacityC1 of such a system converges in probability
to a constant.
Lemma 1: Assuming [jHn;kj2] = 1, the distribution of the arith-
metic average subchannel gain converges to a degenerate distribution,
as N ! 1, such that
1
N
N
k=1
jHn;kj2 P! 1 (22)
where “ P!” denotes “convergence in probability.”
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Proof: Let
2H(N) = var[ 1N Nk=1 jHn;kj2]. Then,
2H(N) can
be expanded as

2H(N) =
1
N2
N
k=1
var[jHn;kj
2]
+
N 1
r=1
2(N   r)cov[jHn;1j
2
; jHn;1+rj
2]

1
N
var[jHn;kj
2] +
2
N
N 1
r=1
cov[jHn;1j
2
; jHn;1+rj
2]:
(23)
From (7), the covariance between jHn;1j2 and jHn;1+rj2 vanishes as
r ! 1 with order r 2. Hence, the right-hand side of (23) converges
to zero as N ! 1, and we have 
2H(N) ! 0 as N ! 1. Since
[ 1
N
N
k=1
jHn;kj
2] = 1 for all N , and var[ 1
N
N
k=1
jHn;kj
2] ! 0,
it follows that
1
N
N
k=1
jHn;kj
2 ms! 1 (24)
where “ms!” denotes mean-square convergence. This mean-square con-
vergence then implies 1
N
N
k=1
jHn;kj
2 P! 1, as required.
We use this lemma to write the asymptotic capacity C1 of a power-
limited OFDM system, with E0 = EN , as follows.
Lemma 2: As N approaches infinity, the capacity of an infinite-
bandwidth, power-limited OFDM system converges, in probability, to
the constant
C1 =
fEN
N0 ln 2
[jHn;kj
2]: (25)
That is, the limiting capacity is dependent only on the SNR, subchannel
separation and mean channel gain. Since we have set [jHn;kj2] = 1,
we may then write
C1 =
fEN
N0 ln 2
: (26)
Proof: WhenE0 = EN , we may write the instantaneous capacity
as
Cn =
N
k=1
f
ln 2
ln 1 +
EN
NN0
jHn;kj
2
: (27)
From [17] we may write
z  
z2
1 + z
 ln(1 + z)  z (28)
for z >  1. Then, using (27) and (28) we may write
f
ln 2
N
k=1
EN
NN0
jHn;kj
2  
E
NN
jHn;kj
2
2
1 + E
NN
jHn;kj2
 Cn 
f
ln 2
N
k=1
EN
NN0
jHn;kj
2
: (29)
We now show that the above lower and upper bounds converge in prob-
ability to the same limit. Consider the lower bound, which we may write
as
f
ln 2
N
k=1
EN
NN0
jHn;kj
2  
f
ln 2
N
k=1
E
NN
jHn;kj
2
2
1 + E
NN
jHn;kj
2
: (30)
The second term in (30) satisfies
f
ln 2
N
k=1
E
NN
jHn;kj
2
2
1 + E
NN
jHn;kj
2

f
ln 2
E2N
N20
N
k=1
jHn;kj
4
N2
: (31)
The random variables jHn;kj2; k = 1; . . . ; N , are marginally expo-
nentially distributed, and thus nonnegative with finite second moments.
Hence, as N ! 1, we may write
1
N2
N
k=1
jHn;kj
4 ! 0 (32)
and
var
1
N2
N
k=1
jHn;kj
4 =
1
N4
var
N
k=1
jHn;kj
4 (33)

1
N4
N
2varjHn;kj
4]
! 0:
The properties in (32) and (33) imply that 1
N
N
k=1
jHn;kj
4 ms! 0, so
that we may then write
1
N2
N
k=1
jHn;kj
4 P! 0: (34)
Thus, the right-hand side of (31) converges in mean square to zero as
N ! 1, so that the expression in (30) converges in mean square to
the first term only, as N ! 1. Therefore, both the upper and lower
bounds in (29) converge to the same limit. From Lemma 1, we also
have 1
N
N
k=1
jHn;kj
2 P! 1, and we substitute this into (29) to write
Cn
P
! C1 =
f
ln 2
EN
N0
[jHn;kj
2]: (35)
We have thus verified that OFDM systems can achieve the fading
wideband channel spectral efficiency C
f
derived by [2]. Moreover,
C
f
is equal to the spectral efficiency of an unlimited bandwidth system
transmitting over a flat Rayleigh-fading channel [18], or the infinite
bandwidth additive white Gaussian noise (AWGN) system [21].
IV. SIMULATIONS
We simulate the normalized capacity C
f
of two example systems,
and compare the observed instantaneous capacity distributions with ap-
proximating distributions calculated from (19) and (20). System A is
a 1024 subcarrier system and system B is a 32768 subcarrier system.
Both systems have subcarrier separation f = 0.3125 MHz, and SNR
E
N
= 30 dB. Systems A and B thus occupy bandwidths of 320 MHz
and 10.24 GHz, respectively. We assume an exponential power delay
profile with mean delay of 50 ns, and a receiver velocity of 100 km/h.
In Fig. 1 we plot the analytical approximating distributions and sim-
ulated instantaneous capacity distributions for the fading channel re-
sponse during transmission of 500 000 blocks. Observe that we obtain
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Fig. 1. Simulated (bars) and theoretical (solid line) distributions of instantaneous capacity, normalized by f , for 1024 subcarrier system (larger variance) and
32768 subcarrier system (smaller variance). Both systems have f = 0.3125 MHz and SNR = 30 dB.
a reasonable analytical approximation for System A, and a closer ap-
proximation for the system with more subcarriers, as expected. Further-
more, the variance of the capacity of System B is much smaller than
that of System A, consistent with Lemma 2.
V. CONCLUDING REMARKS
Using a central limit theorem, we have shown that the instantaneous
capacity of an OFDM system transmitting a large, finite number of
subcarriers over a Rayleigh-fading channel is well approximated by
a Gaussian distribution. The mean and variance of the Gaussian distri-
bution are readily calculable. The theoretical distributions closely ap-
proximate simulated results for 1024- and 32768-subcarrier systems.
As the number of subcarriers approaches infinity, with no bandwidth
constraint, the capacity approaches the well-known capacity of an infi-
nite-bandwidth frequency-selective fading channel [4] or infinite-band-
width flat-fading channel [18]. We then conclude that power-limited,
infinite-bandwidth systems employing OFDM can achieve the capacity
of Jakes’ model frequency-selective Rayleigh-fading channels.
APPENDIX I
HERMITE RANK OF c(  )
The Hermite rank '(f) of a measurable function f : X ! for
the zero mean Gaussian vector X = fX1; . . . ; Xdg 2 d, where f
has finite second moment, is defined as
'(f) = inf  : 9lj with
d
j=1
lj = 
and (f(X)  [f(X)])
d
j=1
Hl (X1)) 6= 0 (36)
where Hl is the (lj)th-order Hermite polynomial [14]. Equivalently
[19], we may define '(f) as
inf '(f) : 9 polynomial P of degree '(f) with
(f(X)  [f(X)])  P (X1; . . . ; Xd) 6= 0 : (37)
We show that the Hermite rank '(c) of c(X1; X2) = B ln(1 +
A[X21 +X
2
2 ]), for constants A;B 2 , is at least two by showing that
it is neither zero nor unity. Consider first a zero-order polynomial in
P1(X1;X2) = 0, then
[(c(X1; X2)  [c(X1; X2))P1(X1;X2)]
= 0 [c(X1; X2)]  0 [c(X1; X2)]
= 0; for all 0; (38)
thus,'(c) 6= 0. Now consider a first-order polynomial,P2(X1;X2) =
2X1 + 1X2 + 0, then
[(c(X1; X2)  [c(X1; X2)])P2(X1;X2)]
= [(c(X1; X2)  [c(X1; X2)])(2X1 + 1X2 + 0)]
= 2B X1 ln 1 +A X
2
1 +X
2
2
+ 1 X2 ln 1 + A X
2
1 +X
2
2 (39)
since [X1] = [X2] = 0. Since X1 and X2 are i.i.d. Gaussian
random variables, with mean zero and variance 2, we may write
X1 ln 1 +A X
2
1 +X
2
2
= X2 ln 1 +A X
2
1 +X
2
2
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=
1
22
1
 1
1
 1
X2 ln 1 + A X
2
1 +X
2
2
 exp  X
2
1 +X
2
2
22
dX2 dX1
= 0 (40)
since the integrand is the product of an odd function and two even func-
tions in X2. Thus, '(c) 6= 1, and it follows that '(c)  2.
APPENDIX II
CAPACITY CORRELATION
The mean-squared capacity [C2n;k] may be expressed as
[C2n;k] =
f
ln 2
2 1
0
[ln (1 + 0y)]
2 exp( y)dy (41)
which is readily numerically evaluated. We may write the correlation
between the capacity of subchannels k1 and k2 in time interval n as
[Cn;k Cn;k ] =
f
ln 2
2 1
0
1
0
ln (1 + 0x)
 ln(1 + 0y)fH ;H (x; y) dxdy (42)
where fH ;H (x; y) is the joint pdf of two correlated exponential
random variables. Specifically [13]
fH ;H (x; y) =  exp( x   y) I0(pxy) (43)
where
 =  =
1
1  [ (jHn;k j2; jHn;k j2)]2
 =
 jHn;k j2; jHn;k j2
1  [ (jHn;k j2; jHn;k j2)]2
(44)
and I0(  ) is the modified zero-order Bessel function of the first kind
[17]. Substituting (43) into (42) we obtain
[Cn;k Cn;k ] = 
1
0
1
0
f
ln 2
2
ln(1 + 0x) ln(1 + 0y)
 exp( (x+ y)) I0(pxy) dx dy
= 
f
ln 2
2 1
i=0
2i
4i(i!)2

1
0
x
i ln(1 + 0x) exp( x) dx
2
(45)
using the series expansion [17] for I0(  ). Consider the integral in the
above expression. After substituting u = 1 + 0x, using the binomial
expansion of (u  1)i and after some manipulation we obtain
1
0
x
i ln(1 + 0x)e
 x
dx =
1
i+10
exp

0
i
r=0
i
r
( 1)i r

1
1
ln(u)ur exp  u
0
du:
(46)
We then integrate by parts and use a result from [16, Sec 3.381] to write
1
1
ln(u)ur exp  u
0
du
=
1
1
exp  u
0
0 u
r 1

+
r
k=1
r(r   1)
 (r   2) . . . (r   k + 1) 0

k+1
u
r k 1
du
=
0

r+1
  r;  10 +
r
k=1
r!
(r   k)!  r   k; 
 1
0
(47)
where  (; ) is the incomplete Gamma function [16]. We may substi-
tute (47) and (46) into (45) to then write
[Cn;k Cn;k ] = 
f
ln 2
2
exp

0
1
i=0
2i
4i i!

i
r=0
1
(i  r)!
( 0)r i
r+1
 1
r!
  r;  10 +
r
k=1
  r   k;  10
(r   k)!
2
(48)
for k1 6= k2. This series representation is rapidly convergent, and may
be used to numerically calculate the variance of the instantaneous ca-
pacity distribution.
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Trellis Complexity of Short Linear Codes
Irina E. Bocharova, Rolf Johannesson, Fellow, IEEE, and
Boris D. Kudryashov
Abstract—An extended table of Shuurman’s bounds on the state com-
plexity of short binary linear codes is presented. Some new lower and
upper bounds are obtained. Most of the newly found codes are based on
the so-called double zero-tail termination (DZT) construction.
Index Terms—Block codes, double zero-tail terminated convolutional
codes (DZT-codes), minimal span form, minimal trellis, trellis complexity.
I. INTRODUCTION
A trellis representation of linear block codes may be used in order
to organize efficient trellis-based soft decoding. The Viterbi decoding
algorithm is one example of such decoding procedures. Its computa-
tional complexity is upper-bounded by the state complexity of the code.
BEAST [1], [2] is a soft-decoding algorithm which is more efficient
than the Viterbi algorithm. BEAST exploits a tree structure of the code
but as shown in [1] its decoding complexity also depends on the code
trellis complexity.
The trellis structure of block codes has been intensively studied, see
for example [3]–[9], etc. The best known asymptotic lower bounds on
the state complexity are given in [8], the asymptotic upper bounds are
presented in [10]. A detailed analysis of short codes (of length n  24)
has been performed by Schuurman in [11].
Short block codes with soft-decision decoding can be efficiently used
in concatenated constructions [12]. In this case, they provide coding
gains close to those of turbo schemes but with reduced complexity and
coding delay. Therefore, it is important to find low-complexity trellises
for a wider range of code parameters than in [11].
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II. DEFINITIONS AND PROBLEM STATEMENT
Denote by (n; k; d) a binary linear block code of length n with di-
mension k and minimum distance d. Let
G =
g
1
  
gk
=
g11    g1n
        
gk1    gkn
(1)
be its generator matrix. Denote by
dH(x; C) = min
c2C
fdH(x; c)g
the Hamming distance between any binary vector x and the code C,
then
dH(0; C n f0g) = d
and let  be the covering radius of code C, that is,
 = max
x2f0;1g
fdH(x; C)g:
The trellis diagram, state complexity profile, and state complexity of
the corresponding code can be easily obtained from G.
For a binary n-tuple x = (x1; . . . ; xn) 2 f0; 1gn, we denote by
start(x) and end(x) the first and the last nonzero position, respec-
tively.
We say that G is in its minimal span form [13] if
start(gi) 6= start(gj); i 6= j
and
end(gj) 6= end(gj); i 6= j:
When G is in minimal span form, at most two branches diverge and at
most two branches remerge at each node in the trellis.
All positions in the codeword x which belong to [start(x); end(x)]
are called nontrivial.
A row g is called active in the ith position if i 2 [start(g); end(g)).
The state complexity at the ith position si coincides with the number
of rows which are active at the ith level of trellis diagram [10], and
s = max
i=1;...;n
fsig (2)
is the state complexity of the code. A generator matrix in minimal span
form yields a trellis of minimal state complexity.
Example 1: Consider the (6; 3; 3)-code with generator matrix
G =
1 1 0 1 0 0
0 1 0 0 1 1
0 0 1 1 1 0
:
The start positions of the three rows are 1; 2; and 3 and the end positions
are 4; 6; and 5. The matrix G is in minimal span form and it has the
state complexity profile (1; 2; 3; 2; 1; 0). The state complexity is equal
to 3. The trellis diagram for the minimal span form is shown in Fig. 1.
Notice that the trellis diagram is a direct product of elementary trel-
lises corresponding to the rows of the generator matrix [9].
Next we introduce the notion of the sectionalized complexity. Split
the set of indices f1; . . . ; ng into L nonintersecting subsets of consec-
utive indices: I1 = f1; . . . ; c1g, I2 = fc1 + 1; . . . ; c1 + c2g; . . .,
IL = fc1+   + cL 1+1; . . . ; c1 +   + cLg, such that, [Li=1Ii =
f1; . . . ; ng, L
i=1
ci =n, and the rows can start only in the first posi-
tion and end only in the last position of Ii. We refer to these subsets as
sections and to ci as section lengths or branch lengths.
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