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Abstract
We present a practical strategy that aims to attain rate points on the dominant face of the multiple
access channel capacity using a standard low complexity decoder. This technique is built upon recent
theoretical developments of Zhu and Gastpar on compute-forward multiple access (CFMA) which
achieves the capacity of the multiple access channel using a sequential decoder. We illustrate this
strategy with off-the-shelf LDPC codes. In the first stage of decoding, the receiver first recovers a
linear combination of the transmitted codewords using the sum-product algorithm (SPA). In the second
stage, by using the recovered sum-of-codewords as side information, the receiver recovers one of the two
codewords using a modified SPA, ultimately recovering both codewords. The main benefit of recovering
the sum-of-codewords instead of the codeword itself is that it allows to attain points on the dominant
face of the multiple access channel capacity without the need of rate-splitting or time sharing while
maintaining a low complexity in the order of a standard point-to-point decoder. This property is also
shown to be crucial for some applications, e.g., interference channels. For all the simulations with
single-layer binary codes, our proposed practical strategy is shown to be within 1.7 dB of the theoretical
limits, without explicit optimization on the off-the-self LDPC codes.
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2I. INTRODUCTION
The interference channel [1] has been considered as a canonical model to understand the design
principles of cellular networks with inter-cell interference. For example, the Han-Kobayashi
scheme [1], [2] has been developed for the interference channel and is currently the best
known strategy for the two-user interference channel. The Han-Kobayashi scheme operates
by superposition encoding and sending two code components, a private part and a common
part. Both components are optimally recovered by using simultaneous joint decoding [3], [4].
While the theoretical aspects of this strategy is well understood, how to practically implement
it with low complexity remains as an important question. Since recovering the private part
can be understood as a simple application of point-to-point codes, the main challenge is to
send the common messages, i.e., each receiver treats the interference channel as a multiple
access channel and recovers both messages (decoding interference). The goal of this work is to
design practical low-complexity decoders that can closely attain the promised performance of
simultaneous decoding over multiple access channels.
Compared to the multiple access channel, the major difficulty in designing practical strategies
for decoding interference in an interference channel is the following. In a multiple access channel,
it is well known that sequential decoding (e.g. successive cancellation) and time sharing or rate-
splitting can achieve the capacity region of the multiple–access channel [5], [6], [7]. However, this
is not the case when we treat the interference channel as a combination of two MACs (compound
MAC), that is, a channel in which the pair of encoders send messages to both decoders. It was
well observed in [8], [9] that successive cancellation decoding with time sharing is strictly sub-
optimal compared to joint decoding for this case.
Recently, there has been some advances in designing low-complexity sequential decoding
strategies that can overcome this issue. In particular, Wang, S¸as¸og˘lu, and Kim [9] presented
the sliding-window superposition coding (SWSC) strategy that achieves the performance of
simultaneous decoding with existing point-to-point codes. A case study using standard LTE codes
of the SWSC scheme was given in [10], [11]. An important component of this strategy is that they
use block Markov encoding which requires multi-block transmissions. In another line of work,
Zhu and Gastpar [12] proposed the compute–forward multiple access (CFMA) strategy based
on the compute–and–forward framework proposed in [13]. It is shown that CFMA achieves the
capacity region of the Gaussian MAC with sequential decoding when the SNR of both decoders
3is greater than 1 +
√
2, and the strategy is also extended to the interference channel in [14].
Under this condition, the optimal performance is achieved using single block transmissions. The
main component of CFMA is that it utilizes lattice codes to first compute a linear combination
of the codewords sent by the transmitters, which is accomplished by extending the compute–
and–forward strategy originally proposed by Nazer and Gastpar [13]. In the next stage, by using
the linear combination of the codewords as side information, the decoder recovers any one of
the messages1. By having one linear combination and one of the other messages, the receiver
can recover both messages. By appropriately scaling the lattice codes, it is shown in [12] that
the dominant face of the capacity region of the multiple access channel can be attained with
sequential decoders without time sharing, and thus, is optimal for the compound MAC setting
under the SNR condition. Following the theoretical study of CFMA [12] which was attained with
lattice codes and lattice decoding [15], the main goal of our work is to design practical codes and
efficient decoding algorithms that can attain the achievable rates of CFMA. To accomplish this
goal and for applications to current systems, we will use off-the-shelf low-density parity check
(LDPC) codes for point-to-point communications as our basic code component. However, we
emphasize the fact that this technique can be applied in conjunction with any linear codes, given
appropriate modifications. Several works on the design of practical compute–forward strategies
have also been considered in [16], [17], [18], [19]. The main difference from the previous works
is that we design a practical compute–forward strategy by explicitly using linear codes and the
sum-product decoding algorithm.
Our main contribution in this work is summarized as follows:
• Following the theoretical insights developed in [20] for compute–and–forward using nested
linear codes, we design nested LDPC codes based on off-the-shelf LDPC codes for a
practical implementation of CFMA.
• Our decoding algorithm which is designed in a successive manner has complexity in the
order of a conventional sum-product decoder. In the first step of the decoding algorithm,
we recover a linear combination of LDPC codewords using the sum-product algorithm
(SPA). In the next stage, we recover a codeword with another sum-product decoder using
the previously recovered linear combination as side information. In order to adapt the
1In general the CFMA strategy finds and computes the best two linearly independent combinations.
4standard SPA in our scenario, we need to modify the initial input log-likelihood ratio
(LLR) accordingly for each decoding step.
• To support higher data rates using existing off-the-shelf binary codes, we propose a mul-
tilevel binary LDPC code construction with higher order modulation. By appropriately
modifying the input log likelihood ratio (LLR), we show that the standard SPA can be used
in the decoding procedure. In particular, the standard SPA will be applied to every bit in
the binary representation of the codeword separately with a modified initial input LLR, and
the previously decoded bits will be used as side information for decoding the bits in the
next level.
• We further extend our technique to more complicated scenarios. Specifically, we discuss
how to adapt our implementation to complex-valued channel models, to multiple-access
channels with more than two users, and to interference channels.
The remainder of the paper is organized as follows. In the next section we present our system
model and discuss the theoretical background motivating our work. In section III the basic CFMA
with binary codes is studied. In section IV extension of CFMA with multilevel binary codes is
examined in details. In section V-A extension to complex channel is treated. Section VI provides
simulations results for various scenarios.
We use boldface lower-case and upper-case to denote vectors and matrices respectively. The
operator ‘⊕q’ denotes q-ary addition, and ‘⊕’ (without subscript) is to be understood as binary
addition (q = 2). The bracket [a : b] denotes the set of integers {a, a + 1, . . . , b}.
II. SYSTEM MODEL AND THEORETICAL BACKGROUND
We consider the two-user Gaussian MAC, with input alphabets X1, X2 and output alphabet Y.
For input symbols x1, x2, the output symbol is given by Y = h1x1 + h2x2 + Z, where h1, h2 ∈ R
denote the constant channel and Z ∼ N(0, 1) is the additive white Gaussian noise.
E1
E2
+
w1
w2
x1
h1
x2
h2 z
D
y (wˆ1, wˆ2)
Fig. 1. Block diagram of the two-user Gaussian MAC communication system
5A (2nR1, 2nR2, n) code for the MAC consists of:
• two message sets [1 : 2nR1] and [1 : 2nR2] ;
• two encoding functions E1 and E2 which assign codewords xk ∈ Xnk to each message
wk ∈
[
1 : 2nRk
]
, k = 1, 2, with average power constraint ‖xk ‖2 ≤ nP;
• a decoding function D which assigns an estimate (wˆ1, wˆ2) of the message pair based on
y ∈ Yn.
Assuming that the messages w1 and w2 are drawn uniformly at random from the message sets[
1 : 2nR1
]
and
[
1 : 2nR2
]
, respectively, the average probability of error is defined as
P
(n)
e = Prob
{(wˆ1, wˆ2) , (w1,w2)}. (1)
A rate pair (R1, R2) is said to be achievable if there exists a sequence of (2nR1, 2nR2, n) codes
such that limn→∞ P
(n)
e = 0.
In the remainder of this section, we will briefly review some theoretical results on the multiple–
access channel and the compute–forward multiple access (CFMA) scheme.
A
B
dominant
face
R1
R2
Fig. 2. The MAC rate region achievable for a fixed input distribution p(x1)p(x2) (light and dark shaded gray combined). The
corner points A and B are achievable by successive cancellation and points located on the dominant face (i.e., the segment
connecting A and B) can be achieved by time sharing between A and B.
The capacity region of the MAC [21] is given by the convex hull of the set of rate pairs
(R1, R2) that satisfies
R1 < I(X1;Y |X2) (2a)
R2 < I(X2;Y |X1) (2b)
R1 + R2 < I(X1, X2;Y) (2c)
6for some joint distribution (X1, X2) ∼ p(x1)p(x2). When input alphabets are set to X1 = X2 = R
and the codewords are subject to a power constraint P, the capacity region [21] is attained by
setting Xk ∼ N(0, P), k = 1, 2.
Remark 1: In this work, our practical code design for the Gaussian multiple access channel will
be based on uniform discrete input distributions. As a target reference to this case, we will often
compare our practical results with the achievable rate region of (2) evaluated with uniformly
distributed discrete inputs. In this case, we will refer to the rate region (2) with uniform discrete
input distributions as RMAC−UI.
The so-called corner points, labeled in Figure 2 as A and B, are achievable by means of
successive cancellation decoding [21]. The remaining points on the dominant face (that is, the
segment connecting corner points) can be achievable by time-sharing.
However, in some networks such as interference channels, successive cancellation with time
sharing can result in suboptimal performance such as the interference channel example discussed
in Section I. For the strong interference case, the best approach is to recover both messages at
the decoders, i.e., we treat the interference channel as a compound MAC. The main challenge
in designing low complexity strategies for the compound MAC thus lies in the ability to attain
the rate points on the dominant face of the multiple access rate region without time sharing or
rate-splitting.
Recently, Zhu and Gastpar [12] proposed a novel low-complexity encoding and decoding
scheme for the Gaussian MAC that does not require time-sharing or rate-splitting, yet achieves all
points on the dominant face under the mild condition h1h2P√
1+h2
1
P+h2
2
P
≥ 1. This compute-and-forward
[13] based scheme employs nested lattice codes and a sequential compute-and-forward decoding
scheme: in the first step, the receiver decodes a linear codeword combination a1u1 + a2u2
(modulo-lattice reduced) with non-zero integer coefficients a1 and a2; in the second step, the
receiver exploits this linear combination as side information to decode one of the codewords
(either u1 or u2); finally, the receiver reconstructs the other message from additively combining
the outputs of the previous two decoding steps. Furthermore, it is shown in [14] that for the
interference channel with strong interference (or the compound MAC), this decoding scheme
achieves (a part of) the dominant face of the capacity region.
More recently, the authors of [20] presented a generalization of compute–forward which is
based on nested linear codes and joint typicality encoding and decoding, rather than on lattice
7codes as in [13], [12]. In this setup, one defines field mappings ϕ−1
1
and ϕ−1
2
which bijectively
map constellation points x1 ∈ X1 and x2 ∈ X2 to finite field elements u1 ∈ Fq and u2 ∈ Fq,
respectively. In analogy to the procedure with lattice codes described above, the receiver first
decodes a weighted sum s = a1u1 ⊕q a2u2 = a1ϕ−11 (x1) ⊕q a2ϕ−12 (x2) (where ϕ−1k (xk) stands for
the vector resulting from a symbol-by-symbol application of ϕ−1
k
) and then uses the latter as
side information to decode either u1 or u2.
E1 ϕ1
E2 ϕ2
+
w1
w2
u1
u2
x1
h1
x2
h2 z
D1
D2
y
û1 ⊕ u2
û1
û2
Fig. 3. Block diagram for the MAC channel with CFMA decoding.
By specializing [20, Theorem 1], we can readily establish the following theorem which
describes a rate region achievable with CFMA.
Let X1 and X2 have equal cardinality q, which we assume to be a prime power. Let Fq denote
a q-ary finite field. Fix the input distribution p(x1)p(x2).
Theorem 1 ([20]): A rate pair (R1, R2) is achievable with nested linear codes and under the
CFMA decoding strategy2 if for some non-zero coefficient vector (a1, a2) ∈ F2q and for some
bijective field mappings ϕ−1
1
and ϕ−1
2
, we have either
R1 ≤ H(X1) − max
{
H(S |Y), H(X1, X2 |Y, S)
}
,
R2 ≤ H(X2) − H(S |Y),
(3a)
or
R1 ≤ H(X1) − H(S |Y),
R2 ≤ H(X2) − max
{
H(S |Y), H(X1, X2 |Y, S)
}
,
(3b)
where S = a1U1 ⊕q a2U2 and (U1,U2) = (ϕ−11 (X1), ϕ−12 (X2)).
Throughout the paper, we explicitly denote the rate region (3) evaluated with uniform discrete
inputs by RCFMA−UI.
2The reader is referred to [20] for a precise description of the nested linear code construction, and the encoding and decoding
strategies used for the proof of achievability.
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A’
B
B’
45◦ R1
R2
Fig. 4. For some fixed (a1, a2) ∈ F2q, inequalities (3a) and (3b) yield rate points A′ and B′, respectively. If H(S |Y ) ≤
1
2
H(X1, X2 |Y ), they lie on the dominant face (as in the Figure). Points dominated by A′ and B′ (in dark gray) can be achieved
without time sharing, using nested linear codes and the CFMA decoding strategy. The uniform-input rate region RMAC−UI is
shaded in light gray.
Note that Theorem 1 can be extended by a discretization approach [20, Theorem 3] to
infinite constellations and continuous signal distributions, by way of which, in particular, Zhu
and Gastpar’s original achievability result proved using lattice codes [12, Theorem 2] can be
recovered.
Figure 4 illustrates the rates achievable with CFMA according to Theorem 1, for some fixed
coefficient pair (a1, a2) ∈ F2q. The coordinates of points A′ and B′ are given by the right-hand
sides of Equations (3a) and (3b), respectively. One can show that A′ is located on the dominant
face and is distinct from A if and only if
H(X2 |Y ) < H(S |Y) ≤ 12 H(X1, X2 |Y ). (4a)
Similarly, B′ is located on the dominant face and is distinct3 from B if and only if
H(X1 |Y ) < H(S |Y) ≤ 12 H(X1, X2 |Y ). (4b)
Additionally, if—as we shall assume throughout the article—the auxiliaries U1 and U2 are i.i.d.
uniform on Fq (or equivalently, if X1 and X2 are uniform over their respective constellations),
then A′ and B′ are reflections of one another about the symmetric rate line (dotted line), like in
Figure 4.
Example 1: For the binary field F2 = {0, 1}, the coefficient pair can be either (1, 1), (0, 1) or
3If we allow A′ and B′ to coincide with corner points, strict inequalities in (4a) and (4b) have to be replaced by weak
inequalities.
9(1, 0). Provided that U1 and U2 are i.i.d. uniform, by evaluation of (3a)–(3b), the pairs (0, 1) and
(1, 0) each yield one of the two corner points A or B, and at those corner points, CFMA decoding
reduces to conventional successive decoding. By contrast, the coefficients (a1, a2) = (1, 1) yield
a pair of rate points A′ and B′ that lie on the dominant face and are distinct from corner points,
much like the situation depicted in Figure 4.
For field sizes q > 2, as the coefficient pair (a1, a2) is varied over F2q, more pairs of points
A′ and B′ located on the dominant face may be attained. In the limiting case of q → ∞, a
continuous subset of the dominant face may be achieved with CFMA, as exemplified by [12,
Theorem 3].
In the following sections, we will propose practical CFMA strategies using nested LDPC
codes inspired by the theoretically achievable rate region proposed by Theorem 1.
III. CFMA WITH BINARY CODES
In this section we devise a practical design of CFMA for a two-user Gaussian MAC, based
on off-the-shelf binary linear error-correcting codes. One important feature of the proposed
implementation is that while operating near the dominant face of the achievable rate region
(other than the two corner points), we keep the decoding algorithm essentially the same as
that for a point-to-point system. This low complexity design makes it attractive for practical
implementations.
We should also point out that although this paper exclusively considers CFMA with LDPC
codes, the same methodology can be applied to any linear channel codes (e.g., convolutional
codes) with appropriate modifications.
A. Code construction and encoding
Let (R1, R2) be the target rate pair (R1, R2 ≤ 1 for binary codes) and assume R1 ≥ R2 w.l.o.g.
In principle, we need to find two good channel codes C1, C2 with rates R1, R2 and satisfying
C2 ⊆ C1. For LDPC binary codes, we describe a method to construct two nested codes, given
that we already have one binary LDPC code.
Code construction with binary LDPC codes: Assume R1 ≥ R2, we pick an LDPC code C2
of rate R2 for user 2, with its parity check matrix H ∈ F(n−k2)×n2 . To construct the code C1 for
user 1 while ensuring C2 ⊆ C1, a “merging" technique is used as shown below. For example, let
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hT
i
, hT
j
∈ F1×n
2
be two rows of the parity-check matrix H of the code C2. Since any codeword
u from C2 satisfies hTi u = 0, hTj u = 0, it also satisfies (hi ⊕ h j)Tu = 0. Replacing two rows
hT
i
, hT
j
in H by the new row (hi ⊕ h j)T we obtain a new code C′. The parity check matrix H ′
of C′ is of dimension (n − k2 − 1) × n hence has a higher rate. Obviously, any codeword u ∈ C2
satisfies H ′u = 0, hence is a codeword of C′. Equivalently, this merging procedure can also be
represented using the Tanner graph of the LDPC code, as shown in Figure 5 where two check
nodes are merged into one. By repeating this procedure, we can merge more and more rows in
the parity check matrix of one LDPC code to obtain a new LDPC code, with the property that
the former code is contained in the latter.
Example 2: We give an example of constructing two nested LDPC codes in Figure 5 by
merging check nodes. The original LDPC code is shown in Figure 5a with four check nodes
f1, f2, f3, f4 where check nodes f3 and f4 impose the constraints:
x3 ⊕ x5 ⊕ x6 ⊕ x8 = 0, x4 ⊕ x5 ⊕ x6 ⊕ x7 = 0
We merge the check nodes f3 and f4 to obtain a new code in Figure 5b with three check nodes
f ′
1
, f ′
2
, f ′
3
. Since f ′
3
is formed by merging f3 and f4, it imposes the constraint:
x3 ⊕ x4 ⊕ x7 ⊕ x8 = 0
The check nodes f ′
1
and f ′
2
give the same constraints as f1 and f2 respectively. The rate of the
new code is increased to 5/8 from the original code with a rate 1/2.
Remark 2: A problem which could potentially rise from this merging process is that, some
variable nodes can be left isolated after two check nodes are merged. For example consider a
code where the variable node x1 is only connected to two check nodes as
x1 ⊕ x2 ⊕ x3 = 0, x1 ⊕ x4 ⊕ x5 = 0.
After merging these two check nodes, a new check node is formed to give the constraint x2 ⊕
x3⊕ x4⊕ x5 = 0 and the variable node x1 is left isolated because it was not connected to any other
check node. This is a situation we want to avoid in merging check nodes. A sufficient condition
is that we will only merge two check nodes, if they have disjoint neighbors. This condition is
not as stringent as it seems for LDPC codes, and is satisfied for most check nodes due to the
sparsity of the code. Also notice that if we merge check nodes using a LDPC code where all
11
check nodes have odd degree, this issue will not arise.
x1 x2 x3 x4 x5 x6 x7 x8
f1 f2 f3 f4
(a) Original Tanner graph
x1 x2 x3 x4 x5 x6 x7 x8
f ′
1
f ′
2
f ′
3
(b) Tanner graph after merging
H =

1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 0 1 1 0 1
0 0 0 1 1 1 1 0

(c) Original parity-check matrix
H =

1 0 0 0 0 1 1 1
0 1 0 0 1 0 1 1
0 0 1 1 0 0 1 1

(d) Parity-check matrix after merg-
ing
Fig. 5. How to construct nested linear codes by parity-check merging. Tanner graph and parity-check matrix of the original
code (a), (c); of the derived supercode (b), (d).
Encoding and modulation: Given two messages w1,w2 from two users, the codewords u1, u2
are generated using nested codebooks C1,C2. The binary codewords are mapped to the real-
valued channel input using the BPSK mapping where every bit is mapped to one symbol. In
particular, we have for i = 1, . . . , n (x1,i, x2,i) = (ϕ1(u1,i), ϕ2(u2,i)) where ϕk : F2 → X is defined
as ϕk(uk,i) =
√
P(2uk,i − 1) for k = 1, 2.
B. Decoding algorithm
Now we derive the decoding algorithm for the CFMA scheme using binary LDPC codes,
and show that the same sum-product algorithm for the point-to-point LDPC decoding can be
directly applied to our scheme with only a slight modification to the initialization step. We define
s = u1 ⊕ u2, and derive the algorithm for decoding the pair (s, u1). The decoding procedure for
the pair (s, u2) is similar.
The decoder uses a bit-wise maximum a posteriori (MAP) estimation for decoding, i.e.
• Decode s: sˆi = argmax
si
p(si |y)
• Decode u1: uˆ1,i = argmax
u1,i
p(u1,i |y, s)
In the following derivation we use C˜ to denote the codes with the larger rate among C1, C2
and H˜ to denote its parity check matrix. Ideally, we target a bit-wise maximum a posteriori
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(MAP) estimation, i.e., argmaxsi∈{0,1} p(si |y). However, since p(y |s) is not memoryless, the sum-
product algorithm does not directly approximate the bit-wise MAP in this case. Nonetheless, as
an approximation to the bit-wise MAP rule, we perform a bit-wise MAP estimation as follows:
sˆi = argmax
si∈{0,1}
∑
∼si
n∏
i=1
p(yi |si)1
{
H˜ s = 0
}
, (5)
where the summation is over all coordinates of s except si. We also use the fact that s = u1 ⊕ u2
is uniformly distributed over C˜ as a consequence of u1 and u2 being uniform over the nested
codebooks C1 and C2, respectively, hence
p(s) = 1
{
H˜ s = 0
}
|C˜ | .
As shown in [22], the formulation in (5) has complexity in the order of standard sum-product
algorithm for the bit-wise MAP estimation of the sum codewords s. Also notice that the
complexity of this algorithm is the same as for a point-to-point system where the receiver
decodes one codeword from the code described by H˜ .
Similarly, given the sum codeword s = u1 ⊕ u2 ∈ C˜, we can rewrite the second decoding step
as
uˆ1,i = argmax
u1,i∈{0,1}
p(u1,i |y, s) = argmax
u1,i∈{0,1}
∑
∼u1,i
p(y |u1, s)p(u1, s)
= argmax
u1,i∈{0,1}
∑
∼u1,i
n∏
i=1
p(yi |u1,i, si)1
{
H1u1 = 0
}
. (6)
For the last equality we have used the fact that the channel is memoryless, as well as the fact
that (u1, s) is uniform over C1 × C˜, hence
p(u1, s) =
1
{
u1 ∈ C1
}
1
{
s ∈ C˜}
|C1 | |C˜ |
, (7)
where we recall that s is the decoded codeword from C˜ hence it always holds that s ∈ C˜, namely
1
{
s ∈ C˜} = 1. Furthermore u1 ∈ C1 is equivalent to H1u1 = 0.
It is important to realize that Eq. (6) also takes the same form as Eq. (5), hence allow us
to carry out the optimization efficiently using the same sum-product algorithm. More precisely,
both decoding steps in (5) and (6) can be implemented using the standard sum-product algorithm
used in the LDPC decoder for a point-to-point system, with a modified initial log-likelihood ratio
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(LLR) values (derivations in Appendix A):
LLR1 ≔ log
p(yi |si = 0)
p(yi |si = 1)
= log cosh
(
yi2
√
P
) − 2P (8a)
LLR2 ≔ log
p(yi |u1,i = 0, si)
p(yi |u1,i = 1, si)
=

4yi
√
P for si = 0
0 for si = 1
(8b)
Algorithm 1 highlights the decoding process for the basic CFMA scheme with binary LDPC
codes. The function SPA(H, LLR) executes the standard sum-product algorithm on the Tanner
graph given by the parity-check matrix H with initial input value LLR. Details and efficient
implementation of this standard algorithm can be found in many existing literature, e.g. [23].
Algorithm 1 CFMA: Decoding algorithm with binary LDPC codes. LLR1 and LLR2 are given
in (8).
1: sˆ = SPA(H˜,LLR1) ⊲ Decode the sum codeword s
2: uˆ1 = SPA(H1,LLR2) ⊲ Decode the codeword u1
3: uˆ2 = sˆ ⊕ uˆ1 ⊲ Decode the codeword u2
IV. CFMA WITH MULTILEVEL BINARY CODES
E(1)
1
E(L)
1
E(1)
2
E(L)
2
φ1
φ2
+
w
(1)
1
w
(L)
1
w
(1)
2
w
(L)
2
u
(1)
1
u
(L)
1
u
(1)
2
u
(L)
2
x1
h1
x2
h2
z
Dy (û1 ⊕ u2, û1)
Fig. 6. Block diagram for CFMA with multilevel binary codes. The codewords u1, u2 are constructed using multiple binary
codes uℓ
1
, uℓ
2
, ℓ = 1, . . . , L.
The construction in the previous section with BPSK modulation can only achieve a commu-
nication rate up to 1 bit per dimension. In this section, we present how to extend our approach
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to support higher rates. To support rates higher than 1 bit per real dimension, a direct approach
would be to use non-binary codes with PAM modulation in which the number of symbols
equals the alphabet size of the codes. However, such approach would require the construction
of complex non-binary codes and a decoding algorithms to handle non-binary symbols. Instead,
as an alternative to this approach we present a multilevel CFMA strategy to support higher rates
based on binary codes. The use of binary codes in a multilevel fashion will allow the practical
CFMA strategy to be more consistent and compatible with current practical systems which are
mostly based on binary codes in conjunction with PAM modulation. With the goal to design
low-complexity CFMA codes that are also compatible with such architectures, we present a high-
order CFMA strategy based on multilevel binary codes [24] [25]. We note that by restricting to
multilevel binary codes, the proposed strategy is different from directly constructing codes from
non-binary fields, and thus we are only loosely inspired by theoretical achievability results in
Theorem 1 for higher rates.
A. Code construction and encoding
Let L denote the number of code levels. User 1 employs a collection (C(1)
1
, . . . , C(L)
1
) of binary
(k(ℓ)
1
, n)-codes, ℓ = 1, . . . , L, such that k(1)
1
+ . . .+k
(L)
1
= k1. Similarly, user 2 employs a collection
(C(1)
2
, . . . , C(L)
2
) of binary (k(ℓ)
2
, n)-codes, ℓ = 1, . . . , L, such that k(1)
2
+ . . .+ k
(L)
2
= k2. Moreover,
we require that the codebooks of level ℓ ∈ {1, . . . , L} be nested between users. For simplicity
we assume that C(ℓ)
1
⊆ C(ℓ)
2
for all ℓ = 1, . . . , L. These nested codebooks may be constructed
using the merging method described in Section III-A.
Encoding and modulation: For user 1, we split the message w1, of length k1, into L
submessages w
(1)
1
, . . . ,w
(L)
1
, of respective lengths k
(ℓ)
1
, ℓ = 1, . . . , L. Each submessage w
(ℓ)
1
is
then encoded independently by the corresponding (k(ℓ)
1
, n)-binary code into a length-n subcode-
word u
(ℓ)
1
∈ {0, 1}n, ℓ = 1, . . . , L. We proceed likewise for user 2. Hence, the rates of both
users are respectively R1 =
k1
n
=
∑L
ℓ=1 k
(ℓ)
1
n
and R2 =
k2
n
=
∑L
ℓ=1 k
(ℓ)
2
n
. The bijective modulation
mapping ϕ1 : {0, 1}L → X is a symbol-by-symbol mapping expressible as the composition of
two functions: first, for every i = 1, . . . , n, a 2L-ary codeword symbol
u1,i =
L∑
ℓ=1
2ℓ−1u(ℓ)
1,i
(9)
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is formed from the binary subcodeword symbols; secondly, the 2L-ary symbol is mapped one-to-
one to a signal-space symbol x1,i ∈ X. For simplicity, we will choose the latter to be affine-linear.
All in all, the signal-space codeword x1 can thus be represented as
x1 = ϕ1
(
u
(1)
1
, . . . , u
(L)
1
)
=
√
3P
22L − 1
L∑
ℓ=1
2ℓ−1
(
2u
(ℓ)
1
− 1) (10)
where it is understood that ϕ1 is applied symbolwise. The factor to the left of the summation
symbol in (10) ensures that the average power constraint is met. The mapping ϕ2 is defined
similarly.
B. Decoding algorithm
We will view codewords u1 and u2 constructed as in (9) as vectors in Z2L , and first decode
the sum codeword s defined as
s ≔ [u1 + u2] mod 2L (11)
where the sum is performed element-wise between u1 and u2. Importantly, we will show that
the same sum-product algorithm for the point-to-point LDPC decoding can be applied to the
proposed scheme as well.
Since s is an element in Z2L , decoding s directly would require an algorithm which can handle
symbols in Z2L . As we wish to reuse the existing sum-product algorithm for binary codes, we will
first represent the sum s in its binary form. That is, each entry si is written as si =
∑L
ℓ=1 2
ℓ−1s(ℓ)
i
for some sℓ
i
∈ {0, 1}, for all i = 1, . . . , n.
The following lemma relates the binary representation of s with u1, u2.
Lemma 1: Let u1, u2 be two n-length strings in Z
n
2L
constructed as in (9) using u
(ℓ)
1
, u
(ℓ)
2
for ℓ =
1, . . . , L. Let s take the form as in (11). Then we have the following relationships:
1) s(1) = u(1)
1
⊕2 u(1)2
2) For 2 ≤ ℓ ≤ L and for each i = 1, . . . , n define the partial sum sℓ+
i
:=
∑ℓ−1
j=1 2
j−1(u( j)
1,i
+ u
( j)
2,i
).
Then,
• if sℓ+
i
< 2ℓ−1, we have s(ℓ)
i
= u
(ℓ)
1,i
⊕2 u(ℓ)2,i ;
• if sℓ+
i
≥ 2ℓ−1, we have s(ℓ)
i
= u
(ℓ)
1,i
⊕2 u(ℓ)2,i ⊕2 1.
Proof: To prove 1), notice that for any i = 1, . . . n, if (u(1)
1,i
, u
(1)
2,i
) equals to (1, 1) or (0, 0),
then
∑L
ℓ=1 2
ℓ−1u(ℓ)
1,i
and
∑L
ℓ=1 2
ℓ−1u(ℓ)
2,i
are either both odd numbers or both even numbers, for
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i = 1, . . . , n. As a result
∑L
ℓ=1 2
ℓ−1s(ℓ)
i
is an even number hence s
(1)
i
= u
(1)
1,i
⊕2 u(1)2,i = 0 for all
i = 1, . . . , n. On the other hand if we have u
(1)
1,i
+ u
(1)
2,i
= 1, then
∑L
ℓ=1 2
ℓ−1s(ℓ)
i
is an odd number
hence s
(1)
i
= 1.
Now we consider s
(ℓ)
i
for ℓ ≥ 2, in which case the relationship between s(ℓ)
i
and (u(ℓ)
1,i
, u
(ℓ)
2,i
) is
more complicated because of the carry over from the lower digits. First notice that we have
si =2
L−1(u(L)
1,i
+ u
(L)
2,i
) + · · · + 2(u(2)
1,i
+ u
(2)
2,i
) + (u(1)
1,i
+ u
(1)
2,i
) + di · 2L
where di equals either 0 or −1. Meanwhile we also have si = 2L−1s(L)i + . . . + 2s
(2)
i
+ s
(1)
i
. For
a given ℓ ≥ 2, it is easy to see that if the partial sum sℓ+
i
satisfies s
ℓ+
i
< 2ℓ−1, then we have
s
ℓ+
i
=
∑ℓ−1
j=1 2
j−1s( j)
i
. In this case s
(ℓ)
i
will not be affected by the carry over from the lower digits
s
(1)
i
, . . . , s
(ℓ−1)
i
and is solely determined by u
(ℓ)
1,i
, u
(ℓ)
2,i
. Particularly, it is straightforwardly to check
that s
(ℓ)
i
= 0 if (u(ℓ)
1,i
, u
(ℓ)
2,i
) equals (0, 0) or (1, 1) (in the latter case there is a carry over to s(ℓ+1)
i
),
and s
(ℓ)
i
= 1 if (u(ℓ)
1,i
, u
(ℓ)
2,i
) equals (0, 1) or (1, 0). Namely we have s(ℓ)
i
= u
(ℓ)
1,i
⊕2 u(ℓ)2,i in this case.
If the partial sum s
ℓ+
i
satisfies s
ℓ+
i
≥ 2ℓ−1, then we have sℓ+
i
=
∑ℓ−1
j=1 2
j−1s( j)
i
+ 2ℓ−1. In this
case s
(ℓ)
i
is determined by u
(ℓ)
1,i
, u
(ℓ)
2,i
as well as the carry over from the lower digits. It is also
straightforward to check that in this case we have s
(ℓ)
i
= 0 if (u(ℓ)
1,i
, u
(ℓ)
2,i
) equals (0, 1) or (1, 0),
s
(ℓ)
i
= 1 if (u(ℓ)
1,i
, u
(ℓ)
2,i
) equals (0, 0), and s(ℓ)
i
= 1 if (u(ℓ)
1,i
, u
(ℓ)
2,i
) equals (1, 1) because of the carry
over. Namely we have s
(ℓ)
i
= u
(ℓ)
1,i
⊕2 u(ℓ)2,i ⊕2 1 in this case.
The above lemma helps us design the appropriate decoding algorithm of this construction
using existing sum-product algorithm. Briefly, our decoding algorithm will decode the codewords
(s, u1) in consecutive steps, in particular the decoder will output the codewords in the order:
s(1), u(1)
1
, s(2), u(2)
1
, . . . , s(L), u(L)
1
.
Recall that the codes C(ℓ)
1
,C(ℓ)
2
are nested for all ℓ = 1, . . . , L. Let C˜(ℓ) denote one of the two
codes with the larger rate, and H˜ (ℓ) denote its corresponding parity check matrix. We start our
derivation for decoding the bit-string s(1), i.e., the string of the least significant bits in the binary
representation of the sum s. Similar to the single-layer case in the previous section, we perform
the following estimation as an approximation to the bit-wise MAP rule for i = 1, . . . , n:
sˆ
(1)
i
= argmax
s
(1)
i
∈{0,1}
∑
∼s(1)
i
n∏
i=1
p(yi |s(1)i )p(s(1))
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(a)
= argmax
s
(1)
i
∈{0,1}
∑
∼s(1)
i
n∏
i=1
p(yi |s(1)i )1
{
H˜ (1)s(1) = 0
}
(12)
where step (a) follows from Lemma 1 and that we have s(1) = u(1)
1
⊕ u(1)
2
. This ensures that s(1)
is a codeword from C˜(1), hence p(s(1)) = 1
{
H˜ (1) s(1)=0
}
|C˜(1) | .
As for the input for the sum-product algorithm, the initial LLR value is given by
LLR
(1)
1
= log
p(yi |s(1)i = 0)
p(yi |s(1)i = 1)
(13)
where the explicit expression is given in Appendix B.
With the above expression, the bit string s(1) can readily be decoded using the sum-product
algorithm for binary codes. Next we decode u
(1)
1
(or u
(1)
2
) using channel output y and the decoded
bit string s(1). For i = 1, . . . , n
uˆ
(1)
1,i
= argmax
u
(1)
1,i
∈{0,1}
p(u(1)
1,i
|y, s(1))
= argmax
u
(1)
1,i
∈{0,1}
∑
∼u(1)
1,i
p(y |u(1)
1
, s(1))p(s(1), u(1)
1
)
(b)
= argmax
u
(1)
1,i
∈{0,1}
∑
∼u(1)
1,i
n∏
i=1
p(yi |s(1)i , u
(1)
1,i
)1{H (1)
1
u
(1)
1
= 0
}
(14)
whereas (b) follows from the similar argument as in (7), namely p(s(1), u(1)
1
) = 1
{
s(1)∈C˜(1)
}
1
{
u
(1)
1
∈C(1)
1
}
|C˜(1) | |C(1)
1
| .
Note that 1
{
s(1) ∈ C˜(1)} = 1 in this case because s(1) is the decoded codeword in C˜(1).
Furthermore u
(1)
1
∈ C(1)
1
is equivalent to H
(1)
1
u
(1)
1
= 0. Also notice that at this point we have
s(1), u(1)
1
, and thus, we can reconstruct u
(1)
2
= u
(1)
1
⊕2 s(1) from Lemma 1.
The initial LLR value for the sum-product algorithm is given by LLR
(1)
2
= log
p(yi |s(1)i ,u
(1)
1,i
=0)
p(yi |s(1)i ,u
(1)
1,i
=1) with
the exact expression given by (31) in Appendix B. Now we start to decode the 2-nd level codes
u
(2)
1
, u
(2)
2
, given the decoded information u
(1)
1
, u
(1)
2
and the channel output y. To first decode the
bit string s(2) from the sum s, we use the same MAP approximation for the bit-wise estimation
sˆ
(2)
i
= argmax
s
(2)
i
∈{0,1}
p(s(2)
i
|y, u(1)
2
, u
(1)
1
)
= argmax
s
(2)
i
∈{0,1}
∑
∼s(2)
i
p(y |s(2), u(1)
2
, u
(1)
1
)p(s(2) |u(1)
2
, u
(1)
1
)p(u(1)
1
, u
(1)
2
)
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(c)
= argmax
s
(2)
i
∈{0,1}
∑
∼s(2)
i
n∏
i=1
p(yi |s(2)i , u
(1)
2,i
, u
(1)
1,i
) · 1{H˜ (2)(s(2) ⊕2 c(2)) = 0} (15)
where (c) follows from the following argument. First observe that (u(1)
1
, u
(1)
2
) is uniform over
C(1)
1
× C(1)
2
, hence p(u(1)
1
, u
(1)
2
) = 1
{
u
(1)
1
∈C(1)
1
}
1
{
u
(1)
2
∈C(1)
2
}
|C(1)
1
| |C(1)
2
| where u
(1)
1
, u
(1)
2
are guaranteed to be
codewords as they are decoded from the previous step. Notice that we already have u
(1)
1
, u
(1)
2
hence can construct another n-length binary vector c(2) defined as follows
c
(2)
i
=

0, if u
(1)
1,i
+ u
(1)
2,i
< 2
1, if u
(1)
1,i
+ u
(1)
2,i
= 2
for all i = 1, . . . , n. The value c
(2)
i
in this vector indicates if there is carry over for s
(2)
i
from the
lower digit. Using the result in Lemma 1, we have
s(2) = u(2)
1
⊕2 u(2)2 ⊕2 c(2) (16)
As c(2) is completely determined by u(1)
1
, u
(1)
2
, the term p(s(2) |u(1)
2
, u
(1)
1
) can be further devel-
oped as
p(s(2) |u(1)
2
, u
(1)
1
) = p(s(2) |u(1)
2
, u
(1)
1
, c(2))
(d)
= p(S(2) = s(2) |C(2) = c(2))
(e)
= p(U(2)
1
⊕2 U(2)2 = s(2) ⊕2 c(2) |C(2) = c(2))
( f )
= p(U(2)
1
⊕2 U(2)2 = s(2) ⊕2 c(2))
(g)
=
1
|C˜(2) |1
{
H˜ (2)(s(2) ⊕2 c(2)) = 0
}
(17)
where (d) follows since s(2) and (u(1)
1
, u
(1)
2
) are conditionally independent given c(2). Step (e)
follows because of (16) and step ( f ) follows because c(2) is a function of u(1)
1
, u
(1)
2
which
are independent from u
(2)
1
and u
(2)
2
. The last step holds because u
(2)
1
, u
(2)
2
are from nested
codebooks C(2)
1
and C(2)
2
. This completes the argument for step (c). Also notice that the expression
(15) already admits a sum-product algorithm for decoding the sequence s(2). Furthermore, the
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corresponding initial LLR value is given by
LLR
(2)
1
= log
p(yi |u(1)1,i , u
(1)
2,i
, s
(2)
i
⊕ c(2)
i
= 0)
p(yi |u(1)1,i , u
(1)
2,i
, s
(2)
i
⊕ c(2)
i
= 1)
(18)
with an explicit expression given by (34) Appendix B. The next step is to decode u
(2)
1
:
uˆ
(2)
1,i
= argmax
u
(2)
1,i
∈{0,1}
p(u(2)
1,i
|y, s(2), u(1)
1
, u
(1)
2
)
= argmax
u
(2)
1,i
∈{0,1}
∑
∼u(2)
1,i
p(y |u(1)
1
, u
(1)
2
, s(2), u(2)
1
) · p(s(2), u(2)
1
, u
(1)
1
, u
(1)
2
)
(h)
= argmax
u
(2)
1,i
∈{0,1}
∑
∼u(2)
1,i
n∏
i=1
p(yi |u(1)1,i , u
(1)
2,i
, s
(2)
i
, u
(2)
1,i
) · 1{H (2)
1
u
(2)
1
= 0
}
(19)
where the equality (h) follows from a similar argument as in (14). In particular, we can show
that p(s(2), u(2)
1
, u
(1)
1
, u
(1)
2
) is equal to
1
{
s(2) ⊕ c(2) ∈ C˜(2)}1{u(2)
1
∈ C(2)
1
}
1
{
u
(1)
1
∈ C(1)
1
}
1
{
u
(1)
2
∈ C(1)
2
}
|C˜(2) | |C(2)
1
| |C(1)
1
| |C(1)
2
|
where s(2) ⊕ c(2), u(1)
1
and u
(1)
2
are guaranteed to be codewords as they are decoded from
the previous steps. Furthermore, the corresponding initial LLR value is given by LLR
(2)
2
=
log
p(yi |u(1)1,i,u
(1)
2,i
,s
(2)
i
,u
(2)
1,i
=0)
p(yi |u(1)1,i,u
(1)
2,i
,s
(2)
i
,u
(2)
1,i
=1) with the explicit expression given by (35) in Appendix B.
The consecutive decoding procedure should be clear from the foregoing two steps. In general,
for any ℓ ≥ 2, we decode the bit string s(ℓ) in the sum s, and one of the codewords, say u(ℓ)
1
. To
simplify the notation we use u
(1:ℓ)
k
to denote the set of vectors u
(1:ℓ)
k
:= (u(1)
k
, u
(2)
k
, . . . , u
(ℓ)
k
) for k =
1, 2. Based on the decoded bit strings u
(1:ℓ)
1
and u
(1:ℓ)
2
, we have
sˆ
(ℓ)
i
= argmax
s
(ℓ)
i
∈{0,1}
p(s(ℓ)
i
|y, u(1:ℓ−1)
1
, u
(1:ℓ−1)
2
)
= argmax
s
(ℓ)
i
∈{0,1}
∑
∼s(ℓ)
i
p(y |s(ℓ), u(1:ℓ−1)
1
, u
(1:ℓ−1)
2
) · p(s(ℓ) |u(1:ℓ−1)
1
, u
(1:ℓ−1)
2
) · p(u(1:ℓ−1)
1
, u
(1:ℓ−1)
2
)
(i)
= argmax
s
(ℓ)
i
∈{0,1}
∑
∼s(ℓ)
i
n∏
i=1
p(yi |s(ℓ)i , u
(1:ℓ−1)
1,i
, u
(1:ℓ−1)
2,i
) · 1{H˜ (ℓ)(s(ℓ) ⊕2 c(ℓ)) = 0} (20)
To see why the last step holds, first observe that u
(1:ℓ−1)
1
, u
(1:ℓ−1)
2
are guaranteed to be codewords
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as they are decoded from the previous steps. Furthermore, with decoded u
(1:ℓ−1)
1
, u
(1:ℓ−1)
2
, we
define c(ℓ) as
c
(ℓ)
i
=

0, if
∑ℓ−1
j=1 2
j−1(u( j)
1,i
+ u
( j)
2,i
) < 2ℓ−1
1, if
∑ℓ−1
j=1 2
j−1(u( j)
1,i
+ u
( j)
2,i
) ≥ 2ℓ−1
and observe that s(ℓ) = u(ℓ)
1
⊕2 u(ℓ)2 ⊕2 c(ℓ) according to Lemma 1. Using a similar argument as
in (17), we have
p(s(ℓ) |u(1:ℓ−1)
1
, u
(1:ℓ−1)
2
) = 1|C˜(ℓ) |1
{
H˜ (ℓ)(s(ℓ) ⊕ c(ℓ)) = 0} (21)
where we have used the same arguments as in (d)-(g). By substituting back to (i) we have a
complete explanation on decoding the bit string s(ℓ) with the initial LLR value for sum-product
algorithm given by LLR
(ℓ)
1
= log
p(yi |u(1:ℓ−1)1,i ,u
(1:ℓ−1)
2,i
,s
(ℓ)
i
⊕c(ℓ)
i
=0)
p(yi |u(1:ℓ−1)1,i ,u
(1:ℓ−1)
2,i
,s
(ℓ)
i
⊕c(ℓ)
i
=1) . Similarly we decode, say u
(ℓ)
1
, as
follows
uˆ
(ℓ)
1,i
= argmax
u
(ℓ)
1,i
∈{0,1}
p(u(ℓ)
1,i
|y, u(1:ℓ−1)
1
, u
(1:ℓ−1)
2
, s(ℓ))
= argmax
u
(ℓ)
1,i
∈{0,1}
∑
∼u(ℓ)
1,i
p(y |s(ℓ), u(1:ℓ)
1
, u
(1:ℓ−1)
2
) · p(s(ℓ), u(1:ℓ)
1
, u
(1:ℓ−1)
2
)
( j)
= argmax
u
(ℓ)
1,i
∈{0,1}
∑
∼u(ℓ)
1,i
n∏
i=1
p(yi |s(ℓ)i , u
(1:ℓ)
1,i
, u
(1:ℓ−1)
2,i
) · 1{H (ℓ)
1
u
(ℓ)
1
= 0
}
(22)
where ( j) follows from similar argument as in (17) together with the fact that s(ℓ) ⊕ c(ℓ), u(1:ℓ−1)
1
and u
(1:ℓ−1)
2
are guaranteed to be codewords as they are decoded from the previous steps.
The explicit expressions of LLR
(ℓ)
1
, LLR
(ℓ)
2
is given in the following proposition.
Proposition 1 (LLR for CFMA with multilevel binary codes): The LLR values for the sum-
product algorithm in the ℓ-th level are given as
LLR
(ℓ)
1
=

LLR
(ℓ)
∗1 for c
(ℓ)
i
= 0
−LLR(ℓ)∗1 for c
(ℓ)
i
= 1
(23)
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where LLR
(ℓ)
∗1 = log
p(yi |u(1:ℓ−1)1,i ,u
(1:ℓ−1)
2,i
,s
(ℓ)
i
=0)
p(yi |u(1:ℓ−1)1,i ,u
(1:ℓ−1)
2,i
,s
(ℓ)
i
=1), and the conditional probability density function is
p(yi |s(ℓ)i , u
(1:ℓ−1)
1,i
, u
(1:ℓ−1)
2,i
) =
∑
s
(ℓ+1:L)
i
,u
(ℓ:L)
1,i
1√
2π
exp
(
−1
2
(yi − ϕ1(u1,i) − ϕ2(u1,i ⊕2L si))2
)
. (24)
Furthermore, LLR
(ℓ)
2
= log
p(yi |u(1:ℓ−1)1,i ,u
(1:ℓ−1)
2,i
,s
(ℓ)
i
,u
(ℓ)
1,i
=0)
p(yi |u(1:ℓ−1)1,i ,u
(1:ℓ−1)
2,i
,s
(ℓ)
i
,u
(ℓ)
1,i
=1), and the conditional probability density func-
tion is
p(yi |s(ℓ)i , u
(1:ℓ)
1,i
, u
(1:ℓ−1)
2,i
) =
∑
s
(ℓ+1:L)
i
,u
(ℓ+1:L)
1,i
1√
2π
exp
(
−1
2
(yi − ϕ1(u1,i) − ϕ2(u1,i ⊕2L si))2
)
. (25)
Partial derivation is given in Appendix B.
Algorithm 2 CFMA: Decoding Algorithm with multilevel codes
1: LLR
(1)
1
,LLR
(1)
2
⊲ Initialize LLR values
2: for ℓ = 1 to L do
3: sˆ(ℓ) = SPA(H˜ (ℓ),LLR(ℓ)
1
) ⊲ Decode s(ℓ)
4: uˆ
(ℓ)
1
= SPA(H (ℓ)
1
,LLR
(ℓ)
2
) ⊲ Decode u
(ℓ)
1
5: uˆ
(ℓ)
2
= sˆ(ℓ) ⊕ uˆ(ℓ)
1
⊲ Decode u
(ℓ)
2
6: Calculate LLR
(ℓ+1)
1
,LLR
(ℓ+1)
2
using (23)
7: end for
8: sˆ =
∑L
ℓ=1 2
ℓ−1 sˆ(ℓ) ⊲ Recover the sum codeword s
9: uˆ1 =
∑L
ℓ=1 2
ℓ−1 uˆ(ℓ)
1
⊲ Recover the codeword u1
10: uˆ2 = sˆ ⊕ uˆ1 ⊲ Recover the codeword u2
Remark 3: We note that in general, the users can use multilevel codes with different number
of levels. Assume user 1 and user 2 have L1 and L2 layers, respectively, where w.l.o.g L1 ≥ L2.
The first L2 levels follow the same procedure as the case with L1 = L2. As a result, user 2 is
completely decoded and L2 − L1 levels of user 1 remains to be decoded. Next we proceed by
subtracting user 2 and we are left with only a single-user channel.
V. EXTENSIONS
In this section, we briefly discuss possible extensions of the CFMA framework to complex
channels and the multi-user case.
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A. CFMA for complex channel
The complex channel model is given by Y = h1x1 + h2x2 + Z , where h1, h2 ∈ C denote the
complex-valued channel gain and Z ∼ CN(0, 1) is the circularly symmetric complex additive
white Gaussian noise.
Conceptually, the extension can be done simply by mapping the odd and even code symbols
to the complex and real channels, respectively. Formally, we have
(x1,i, x2,i) = (ϕ1(u1,2i−1, u1,2i), ϕ2(u2,2i−1, u2,2i)) (26)
where,
ϕ1(u1,2i−1, u2,2i) =
√
3P
2(22L − 1)
L∑
ℓ=1
2ℓ−1 ×
(
(2u(ℓ)
1,2i−1 − 1) + (2u
(ℓ)
2,2i
− 1)
)
ϕ2(u2,2i−1, u2,2i) = e jθ · ϕ1(u2,2i−1, u2,2i).
One notable feature in the above mapping is the parameter θ that relatively rotates the
constellation between the two users. When we do not have channel state information at the
transmitter (CSIT), the parameter θ is simply zero. In situations where we have CSIT, the
parameter can further improve the performance. The parameter θ gives another degree of freedom
to change the modulation (or the effective channel gain) between the users when we use QAM
modulation. In some cases where the channel coefficients are unfavorable for compute-forward,
the parameter θ can be used to tune the effective channel gains. By changing the parameter θ we
can achieve more points on the dominant face of the MAC capacity. The decoding procedure is
similar to that of the real-valued channel model developed in previous sections III and IV, with
the only exception that all LLR values will be evaluated with respect to the complex channel
p(yi |u1,2i−1, u1,2i, u2,2i−1, u2,2i) =
1
π
exp
(
−
yi − ϕ1(u1,2i−1, u1,2i) − ϕ2(u2,2i−1, u2,2i)2) .
By analogy, each decoding step also has a complexity of the order of the point-to-point commu-
nication system. Simulation results for complex-valued channel models are provided in Section
VI-B and VI-C.
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B. Multi-user MAC
In this section, we briefly discuss how to extend the proposed CFMA strategy to the case of
more than two users. We consider the multi-user Gaussian MAC, with input alphabets X1, X2,
. . . , XK and output alphabet Y. For input symbols x1, x2, . . . , xK the output symbol is given by
Y =
∑K
k=1 hk xk + Z, where h1, h2, . . . , hK ∈ R denote the constant channel and Z ∼ N(0, 1) is the
additive white Gaussian noise. Any linear combination of the codewords has the following form⊕K
k=1 akuk . where uk denotes the codeword of user k. For simplicity we denote e
m
=
⊕m
k=1 uk
for m ∈ {2, 3, . . . , K}. In principle, any K linearly independent linear combinations allow us to
decode messages from all K users. Here describe the decoding procedure with a specific choice
of the linear combinations. Particularly, in the first stage we perform bit-wise estimation of eK
(the sum of all codewords), in the second stage we decode eK−1 (the sum of K − 1 codewords),
and so on. In the last stage we decode u1 i.e.
• Decode eK : eˆK
i
= argmax
eK
i
p(eK
i
|y)
...
• Decode e2: eˆ2
i
= argmax
e2
i
p(e2
i
|y, eK, eK−1, . . . , e3)
• Decode u1: uˆ1,i = argmax
u1,i
p(u1,i |y, eK, eK−1, . . . , e2)
For each decoding stage, the bit-wise MAP rule (in particular, the LLR values) can be derived
in a similar way as in Section IV-B, and we omit the details here.
VI. NUMERICAL SIMULATIONS
In this section, we provide numerical simulations of our proposed CFMA codes and compare
with the theoretical rate regions. For the theoretical rate regions, we evaluate theorem 1 with
different discrete inputs. Throughout our simulations we use the sum-product algorithm with
25 iterations. We assume that a rate pair (R1, R2) is achieved for a given power and channel
gains if the bit-error rate (BER) is below 10−5 over 500 independent trials. We compare with the
theoretical power P in dB that achieves the target rate pair in Theorem 1 evaluated with discrete
inputs. For all the simulations we always use (a1, a2) = (1, 1) for the first decoding step and
(a1, a2) = (1, 0) for the second decoding step. We do not try to optimize the size of blocklength
in different simulations.
For ease of presentation, for a fixed input distribution, we will reference the corner points of
RMAC−UI as points A and B, and the the corner points of RCFMA−UI by A′ and B′ (c.f. Figure 4).
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A. CFMA: binary codes with BPSK modulation
In this scenario we set the power of the users to be the same P1 = P2 and the real-valued
channel gain pair to be (h1, h2) = (1,
√
3). The target rate pair is (R1, R2) = (0.9742, 0.9355)
which corresponds to the point B′ shown in Figure 7. The LDPC blocksize is 4376. For this
particular setup, point B and B′ coincide at one of the corner points of rate region (2). The
theoretical rate regions and performance evaluation for this case is given in Figures 7 and 8,
respectively. The base LDPC code we use to construct our CFMA code is rate R = 0.9355, and
under the point-to-point AWGN channel, the code itself has a 1.03 dB gap from the Shannon
limit when used in a point-to-point AWGN channel. On the other hand, our CFMA strategy has
1.5 dB gap from the corresponding theoretical bound.
(0.9742, 0.9355)
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Fig. 7. Target rate pair B′ for the BPSK modulation case.
The point B′ in this case coincides with the corner point B
of RMAC−UI. Note that axes are cropped.
3 4 5 6 7 8 9 10
10−5
10−4
10−3
10−2
10−1
100
101
P[dB]
B
E
R
Decoding s
Decoding u1 given s
Decoding u2 = s ⊕ u1
Point-to-point AWGN
Shannon
limit for
p2p
Theoretical
bound
Fig. 8. Bit error rate simulation results for each decoding
step for BPSK modulation and target rate pair (R1, R2) =
(0.9742, 0.9355). For reference, we include the base code
performance over the AWGN point-to-point channel (the black
line).
B. CFMA: binary codes with 4-QAM modulation
In this scenario we set the power of the users to be the same P1 = P2 and the channel
gains to be equal with unity h1 = h2 = 1 (note that the input symbols are complex numbers
since we use 4-QAM in this subsection). The target rate pair is (R1, R2) = (1.885, 1.871), and
the LDPC blocksize is 4376. The theoretical rate regions and performance evaluation for this
case is given in Figures 9 and 10, respectively. The base code is the same as in section VI-A.
In the simulation for this case, we observe that our CFMA strategy has 1.7 dB gap from the
corresponding theoretical power P.
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Fig. 9. Target rate pair B′ for the 4-QAM modulation case.
The achievable rate pair B′ of the CFMA strategy achieves
a non-endpoint on the dominant face of RMAC−UI. Note that
axes are cropped.
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Fig. 10. Bit error rate simulation results for each decoding
step for 4-QAM modulation and target rate pair (R1, R2) =
(1.885, 1.871). For reference, we include the base code per-
formance over the AWGN point-to-point channel.
C. CFMA: multilevel codes with 16-QAM modulation
In this scenario we set the power of the user to be the same P1 = P2 and the channel gains to
be equal and unity h1 = h2 = 1 (note that the input symbols are complex numbers since we use
16-QAM in this subsection). The theoretical rate regions and performance evaluation for this
case is given in Figures 11 and 12, respectively. The target rate pair is (R1, R2) = (3.864, 3.555),
and the LDPC blocksize is 1908. We use a base LDPC code that has 1.41 dB difference from the
theoretical power P for the point-to-point AWGN channel. We simulate the BER for decoding
u1 and u2 as a function of P for this case.
D. CFMA: Gaussian interference channel
As discussed in I, CFMA can also be employed in a Gaussian interference channel without
further modification. In this section, we illustrate this implementation with numerical results.
Consider the symmetric 2-user Gaussian interference channel (IC) which is given by
Y1 = x1 + hx2 + Z1, Y2 = hx1 + x2 + Z2, (27)
where h is the cross channel gain of both users, Zk ∼ N(0, 1) is the additive white Gaussian noise
at receiver k = 1, 2. In this scenario we set h =
√
3 and assign the same power for both users
P1 = P2. For the interference channel, our main focus is the case when both receivers decode
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Fig. 11. Target rate pair B′ for the 16-QAM modu-
lation case. The achievable rate pair B′ of the CFMA
strategy achieves a non-endpoint on the dominant face of
RMAC−UI. Note that axes are cropped.
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Fig. 12. Bit error rate simulation results for each decoding
step for 16-QAM modulation and target rate pair (R1, R2) =
(3.864, 3.555). For reference, we include the base code perfor-
mance over the AWGN point-to-point channel.
interference, i.e., each decoder treats the channel as a multiple-access channel. The achievable
rate region for this case is the intersection of two Gaussian MAC rate regions: one composed of
two transmitters and receiver 1; and the other one composed of two transmitters and receiver 2.
Denote the two MAC regions by R(1)
MAC−UI and R
(2)
MAC−UI, where R
(1)
MAC−UI and R
(2)
MAC−UI are the
achievable rate regions in (2) with uniform BPSK inputs for receiver 1 and 2, respectively. We
also denote the CFMA rate region in (3) with uniform BPSK inputs of receiver 1 and receiver
2 by R(1)
CFMA−UI and R
(2)
CFMA−UI, respectively.
In the following we further proceed with the help of Figure 13. In Figure 13, the corner points
of R
(k)
MAC−UI, k = 1, 2, are denoted by points Ak and Bk and the corner points of R
(k)
CFMA−UI,
k = 1, 2, are denoted by A′
k
and B′
k
. The target rate pair we wish to achieve is the rate pair
corresponding to points B′
1
or B′
2
which coincide. We note that this rate pair is not achievable
under conventional successive cancellation decoders. For the simulations we use an LDPC code
with blocksize 4376. The performance evaluation for this case is given in Figure 14. In the
numerical simulation we observe that for this Gaussian IC example, we have a 1.3 dB gap from
the corresponding theoretical bound.
VII. CONCLUSION
In this paper, we presented a practical CFMA coding strategy with low complexity sequential
decoders. We have shown that the CFMA strategy achieves (non-corner) points on the dominant
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Fig. 13. Achievable rate regions for the symmetric Gaussian
interference channel. The pentagon with corner points Ak and
Bk corresponds to the rate region (2) of receiver k = 1, 2
with uniform BPSK inputs. The union of the rectangular
rate regions with corner points A′
k
and B′
k
correspond to the
theoretical CFMA rate region (3) of receiver k = 1, 2, with
uniform BPSK inputs. The target rate pair for the Gaussian
interference channel is B′
1
(overlapped with B′
2
). Note that
axes are cropped.
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Fig. 14. Numerical evaluation for the Gaussian IC which
depicts the bit error rate for each decoding stage at
both receivers. For reference, we include the base code
performance over the AWGN point-to-point channel.
face MAC capacity region without time-sharing or rate-splitting. This property leads to more
flexible rate (resource) allocations for multi-user networks and rate improvement for applications
such as the interference channel. Several case studies have been presented with off-the-self
point-to-point binary LDPC codes that show the potential of our strategy. This property itself
is desirable in many cases where backward compatibility is an issue. As future work, it would
be interesting to see how the performance of the CFMA strategy can be improved by further
optimization of the codes.
APPENDIX
In this appendix we provide detailed derivations and expressions of conditional probability
density functions and log-likelihood ratio values (LLR).
A. Derivations of (8).
The derivations of the LLR values in (8) are given in this section. The channel is AWGN in
which
p(yi |u1,i, u2,i) =
1√
2π
exp
(
−1
2
(yi − x1,i − x2,i)2
)
. (28)
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Thus,
LLR1 = log
p(yi |si = 0)
p(yi |si = 1)
= log
p(yi |u1,i = 0, u2,i = 0) + p(yi |u1,i = 1, u2,i = 1)
p(yi |u1,i = 0, u2,i = 1) + p(yi |u1,i = 1, u2,i = 0)
= log
e−
1
2
(yi+2
√
P)2
+ e−
1
2
(yi−2
√
P)2
2e−
1
2
y
2
i
= log
eyi2
√
P−2P
+ e−yi2
√
P−2P
2
= log cosh
(
yi2
√
P
) − 2P (29a)
LLR2 = log
p(yi |u1,i = 0, si)
p(yi |u1,i = 1, si)
= log
p(yi |u1,i = 0, u2,i = si)
p(yi |u1,i = 1, u2,i = 1 ⊕ si)
=

log e
− 1
2
(yi−2
√
P)2
e
− 1
2
(yi+2
√
P)2 for si = 0
log e
− 1
2
y2
i
e
− 1
2
y2
i
for si = 1
=

4yi
√
P for si = 0
0 for si = 1.
(29b)
B. Derivations on Section IV.
The conditional probability density function necessary for deriving LLR
(1)
1
is
p(yi |s(1)i ) =
∑
s
(2:L)
i
p(yi |si) =
∑
s
(2:L)
i
,u
(1:L)
1,i
p(yi |u1,i, u2,i = u1,i ⊕2L si) (30)
=
∑
s
(2:L)
i
,u
(1:L)
1,i
1√
2π
exp
(
−1
2
(yi − ϕ1(u1,i) − ϕ2(u1,i ⊕2L si))2
)
.
The conditional probability density function that describes LLR
(1)
2
is
p(yi |s(1)i , u
(1)
1,i
) =
∑
s
(2:L)
i
,u
(2:L)
1,i
p(yi |u1,i, u2,i = u1,i ⊕2L si) (31)
=
∑
s
(2:L)
i
,u
(2:L)
1,i
1√
2π
exp
(
−1
2
(yi − ϕ1(u1,i) − ϕ2(u1,i ⊕2L si))2
)
.
For the derivations of LLR
(2)
1
, we can split it as follows
LLR
(2)
1
= log
p(yi |u(1)1,i , u
(1)
2,i
, s
(2)
i
⊕ c(2)
i
= 0)
p(yi |u(1)1,i , u
(1)
2,i
, s
(2)
i
⊕ c(2)
i
= 1)
=

LLR
(2)
∗1 for c
(2)
i
= 0
−LLR(2)∗1 for c
(2)
i
= 1
(32)
where
LLR
(2)
∗1 = log
p(yi |u(1)1,i , u
(1)
2,i
, s
(2)
i
= 0)
p(yi |u(1)1,i , u
(1)
2,i
, s
(2)
i
= 1)
. (33)
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The conditional probability density function that describes LLR
(2)
∗1 is given by
p(yi |s(2)i , u
(1)
2,i
, u
(1)
1,i
) =
∑
s
(3:L)
i
,u
(2:L)
1,i
p(yi |u1,i, u2,i = u1,i ⊕2L si)
=
∑
s
(3:L)
i
,u
(2:L)
1,i
1√
2π
exp
(
−1
2
(yi − ϕ1(u1,i) − ϕ2(u1,i ⊕2L si))2
)
. (34)
The conditional probability density function that describes LLR
(2)
2
is given by
p(yi |u(1)1,i , u
(1)
2,i
, s
(2)
i
, u
(2)
1,i
) =
∑
s
(3:L)
i
,u
(3:L)
1,i
p(yi |u1,i, u2,i = u1,i ⊕2L si)
=
∑
s
(3:L)
i
,u
(3:L)
1,i
1√
2π
exp
(
−1
2
(yi − ϕ1(u1,i) − ϕ2(u1,i ⊕2L si))2
)
. (35)
The conditional probability density function necessary for deriving LLR
(ℓ)
1
is
p(yi |s(ℓ)i , u
(1:ℓ−1)
1,i
, u
(1:ℓ−1)
2,i
) =
∑
s
(ℓ+1:L)
i
,u
(ℓ:L)
1,i
p(yi |u1,i, u2,i = u1,i ⊕2L si)
=
∑
s
(ℓ+1:L)
i
,u
(ℓ:L)
1,i
1√
2π
exp
(
−1
2
(yi − ϕ1(u1,i) − ϕ2(u1,i ⊕2L si))2
)
. (36)
The conditional probability density function necessary for deriving LLR
(ℓ)
2
is
p(yi |s(ℓ)i , u
(1:ℓ)
1,i
, u
(1:ℓ−1)
2,i
) =
∑
s
(ℓ+1:L)
i
,u
(ℓ+1:L)
1,i
p(yi |u1,i, u2,i = u1,i ⊕2L si)
=
∑
s
(ℓ+1:L)
i
,u
(ℓ+1:L)
1,i
1√
2π
exp
(
−1
2
(yi − ϕ1(u1,i) − ϕ2(u1,i ⊕2L si))2
)
. (37)
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