Abstract-We study the impact of channel spatial correlation on the ergodic capacity of multiple-input multiple-output (MIMO) systems with channel estimation errors in block-fading channels. We consider transmit antenna correlation and use an accurate capacity lower bound to carry out the theoretical analysis for MIMO systems with and without covariance feedback. We show that for non-feedback systems, the capacity increases with channel correlation at low signal-to-noise ratio (SNR). This finding is in contrast to the existing result for non-feedback systems with perfect channel estimation. For covariance feedback systems, we find that the capacity increases with correlation. We also show the robustness of equal power transmission and the optimality of beamforming at low SNR for non-feedback and covariance feedback systems, respectively. Our numerical results validate our analysis and show that the theoretical low SNR analysis can extend to moderate SNR values.
I. INTRODUCTION
The use of multiple transmit and receive antennas provides high data rate transmission in wireless communication systems, especially when channel state information (CSI) is known at the receiver [1, 2] . To acquire CSI, training symbols (or pilots) are usually transmitted periodically to allow channel estimation at the receiver. For multiple-input multiple-output (MIMO) systems with spatially uncorrelated block fading channels, the authors in [3] studied the optimal pilot sequence, optimal pilot power allocation as well as optimal pilot length, which maximizes an ergodic capacity lower bound. For correlated MIMO systems, the authors in [4] studied the performance of the least square (LS) and the linear minimum mean-square-error (LMMSE) estimators. Furthermore, the optimal training sequence for the LMMSE estimator was found to follow a water-filling solution [4, 5] .
Most studies on the effect of channel spatial correlation on the ergodic capacity do not consider channel estimation errors and assume perfect CSI at the receiver (CSIR) [6] [7] [8] .
For multiple-input single-output (MISO) systems, the authors in [6] showed that the ergodic capacity decreases as correlation increases when no CSI is available at the transmitter. Similar studies on MIMO systems found that the channel spatial correlations among both the transmit antennas and the receive antennas can reduce the capacity at high signal to noise ratio (SNR) [7] or for large number of transmit and receive antennas [8] .
Information-theoretic studies on spatially correlated MIMO channels have also considered covariance feedback systems. Since the statistics of the channel realizations change much slower than the instantaneous channel gains, it is practical for the receiver to accurately measure the channel covariance matrix and feed it back to the transmitter at negligible cost. With the covariance matrix known at the transmitter, the authors in [6] showed that the ergodic capacity increases as correlation increases. In addition, assuming perfect CSIR the optimal data transmission strategies for covariance feedback systems are studied in [9, 10] .
Since the CSIR is never perfect in reality, it is necessary to take the channel estimation error into account in the capacity analysis, especially at low operating SNR. Also, it is known that the channel spatial correlation may have a significant effect on the channel estimation error [4, 11] . Therefore, the channel correlation and estimation error have a joint impact on the ergodic capacity. In this paper, we extend previous studies for systems with perfect CSIR and analyze the impact of channel spatial correlation on the ergodic capacity of MIMO systems with channel estimation errors. In particular, we consider both non-feedback and covariance feedback systems in block-fading channels and focus on the low SNR regime where the channel estimation error is non-negligible. The main contributions of this paper are:
• In Section III-A, we extend existing results for spatially independent channels in [12] and derive a tight lower and upper bound of the ergodic capacity for spatially correlated MIMO systems.
• In Section III-B and III-C, we show that for non-feedback systems, the capacity increases with channel correlation at low SNR, but decreases with correlation at high SNR. The finding at low SNR is in contrast to the existing result in [6] with perfect CSIR assumption. We also show that equal power transmission is a robust transmission scheme for non-feedback systems at low SNR.
• In Section III-B, we show that for covariance feedback systems at low SNR, beamforming transmission is the optimal transmission scheme and the capacity increases with channel spatial correlation.
Our numerical results in Section IV validate our theoretical analysis and provide insights into the impact of channel spatial correlation at moderate SNR values. Throughout the paper, the following notations will be used: Boldface upper and lower cases denote matrices and column vectors, respectively. The matrix I N is the N × N identity matrix.
[·]
* denotes the complex conjugate operation, and [·] denotes the conjugate transpose operation. The notation E{·} denotes the mathematical expectation. tr{·}, | · | and rank{·} denote the matrix trace, determinant and rank, respectively.
II. SYSTEM MODEL

A. Signal Model
We consider a MIMO block-flat-fading channel model. After matched filter, the N r × 1 received symbol vector is given by In the case where the channels are spatially independent, we have R H = I Nt . We assume that R H is a positive semidefinite matrix with full rank, and denote the eigenvalues of
B. Channel Estimation
The channel gains remain constant for a block of T symbols and assume independent realizations in the next block. During each transmission block, each transmit antenna sends T p pilot symbols (usually T p ≥ N t ), followed by T − T p data symbols. The receiver uses the T p pilot symbols to perform channel estimation. Combining the first T p receive symbols in a N r × T p matrix, we have
where X p is the N t × T p pilot matrix and N is the N r × T p noise matrix. Assuming the channel spatial correlation is known at the receiver, the LMMSE estimator can be used. We denote the channel estimate and estimation error asĤ =Ĥ 0 R 
The covariance matrix of the estimation error is given by [4] 
where P p is the total power per pilot transmission. From the orthogonality property of LMMSE estimator, we have RĤ = E{Ĥ †Ĥ }/N r = R H − RH . We denote the eigenvalues of
It is noted that the LMMSE estimator is the MMSE estimator for channels with Gaussian statistics. We define the SNR during pilot transmissions as P p /σ 2 n . Similarly, the SNR during data transmissions is given by P d /σ 2 n , where P d is the total power per data transmission.
C. A Measure of Channel Spatial Correlation
The concept of majorization has been used to characterize the degree of channel spatial correlation, e.g. [6, 8] . A vector a = [a 1 a 2 ... a n ]
T is said to be majorized by another vector
where the elements in both vectors are sorted in descending order [13] . We denote the relationship as a ≺ b. Any realvalued function Φ, defined on a vector subspace, is said to
Following [6] , we have the following definition:
Definition 1: Let a contains the eigenvalues of the channel covariance matrix R a , and b contains the eigenvalues of the channel covariance matrix R b . The elements in both vectors are sorted in descending order. Then the R a is less correlated than R b if and only if a ≺ b.
III. THEORETICAL ANALYSIS ON ERGODIC CAPACITY
A. Ergodic Capacity Bounds
We consider a lower bound of the ergodic capacity per channel use for systems using LMMSE channel estimation, which has been used in information-theoretic studies, e.g. [3, 12] . This is due to the fact that the exact capacity expression is still unavailable for systems with imperfect CSIR. In particular, the authors in [12] derived a lower bound and an upper bound for spatially i.i.d. channels. Here we extend their results to spatially correlated channels as follows.
A lower bound of the ergodic capacity per channel use is given by [12] 
where Q = E{xx † } is the input covariance matrix, and
Therefore, the ergodic capacity lower bound per channel use in (6) can be rewritten as
An upper bound of the ergodic capacity per channel use is given by [12] C UB =EĤ log 2 πeΣ y|Ĥ −E x log 2 πe(ΣH x|x +σ
where
and
Therefore, the ergodic capacity upper bound per channel use can be rewritten as
where C gap is the difference between the upper bound and the lower bound, which indicates the maximum error of the bounds. The authors in [12] studied the tightness of the bounds for i.i.d. channels with a simplified channel estimation model. They observed that C gap is negligible compared with the bounds for Gaussian inputs, hence the bounds are tight. We find that this is also true for spatially correlated channels with LMMSE estimation. Therefore, the capacity lower bound is accurate enough to be used in our analysis assuming Gaussian inputs.
Using (7), we study the effect of channel spatial correlation on the ergodic capacity lower bound. We will use "capacity lower bound" and "capacity" interchangeably. Both nonfeedback and covariance feedback systems are considered. For brevity we will only show the analysis using the orthogonal pilot matrix, i.e.
that for non-feedback systems, the use of orthogonal pilot matrix minimizes the channel estimation MSE, i.e. tr{RH }, for the least-favourable spatial correlation (with proof similar to Theorem 2 in Section III-B). Hence, it is a robust choice for non-feedback systems. For covariance feedback systems, the optimal pilot matrix is discussed in [4, 5] . We find that the following theoretical analysis and results considering orthogonal pilot matrix would also apply to those using the optimal pilot matrix for covariance feedback systems. When LMMSE estimation is used at the receiver, we find that the channel spatial correlation may have different effects on the capacity at low and high SNR.
B. Low SNR Analysis
At very low (data and pilot) SNR, the ergodic capacity lower bound per channel use in (7) can be approximated as
where (9) is obtained using ln | · | = tr{ln(·)}, (10) uses low SNR approximation, and (11) is obtained using Taylor's series expansion of ln(·) together with low SNR approximation.
For non-feedback systems, one may use equal power transmission, i.e. Q = P d /N t I Nt . The optimality of this transmission scheme will be discussed in Theorem 2, and the effect of channel spatial correlation on the capacity at low SNR will be summarized in Theorem 1. For covariance feedback systems, the optimal transmission scheme and the effect of spatial correlation will be presented in Theorem 3 and Theorem 4, respectively. 
From (4), we find that tr{RH } =
is Schurconcave in g [13] . And the ergodic capacity lower bound in (13) is Schur-convex in g.
Remark:
The Schur-concavity of tr{RH } implies that the channel spatial correlation reduces the channel estimation error. Consequently, we see that the channel estimation error significantly affects the Schur-concavity of the ergodic capacity in non-feedback systems. For systems with perfect CSIR, the result in [6] shows that the ergodic capacity is Schur-concave at any SNR, whereas our analysis show that the capacity is Schur-convex at low SNR for imperfect CSIR systems. Proof: see Appendix A. Remark: Although the Schur-concavity of the capacity is opposite for perfect and imperfect CSIR systems, the robustness of equal power transmission is also found in [6] for systems with perfect CSIR.
When covariance feedback is available, we assume that the transmitter has full knowledge of R H or RĤ . Therefore, adaptive transmission is necessary to maximize the ergodic capacity lower bound.
Theorem 3: When LMMSE estimator is used for channel estimation in MIMO systems with covariance feedback, the optimal transmission scheme is beamforming along the strongest eigenvectors of R H or RĤ , that is to say, to transmit all power in the direction of the eigenvector with the largest corresponding eigenvalue of R H or RĤ.
Proof: see Appendix B.
Remark:
We can see that beamforming is optimal at sufficiently low SNR for imperfect CSIR systems, regardless of the channel spatial correlation. This agrees with the results in [9] for systems with perfect CSIR, using which one can show that the necessary and sufficient conditions for optimality of beamforming are satisfied at sufficiently low SNR.
Theorem 4: When LMMSE estimator is used for channel estimation in MIMO systems with covariance feedback and the optimal beamforming transmission is adopted, the ergodic capacity lower bound is Schur-convex on the eigenvalues of channel covariance matrix at sufficiently low SNR. Therefore, capacity increases as channel spatial correlation increases at sufficiently low SNR.
Proof: With the optimal choice of Q according to Theorem 3, the ergodic capacity lower bound per channel use at low SNR in (12) is reduced to C LB = Nr P d σ 2 n ln 2 λ max , where λ max is the largest eigenvalue of RĤ. It is clear that λ max is an increasing function of λ and is Schur-convex in λ [13] . Also, we have seen from the proof of Theorem 3 that λ i is a convex function of g i . Since a composition of an increasing Schurconvex function and a convex function is Schur-convex [13] , we find that λ max , hence C LB is Schur-convex in g.
C. High SNR Analysis
At very high (data and pilot) SNR, the covariance matrix of the channel estimation error in (4) can be approximated as RH ≈ ( PpTp σ 2 n Nt ) −1 I Nt . Note that RH is independent of the channel spatial correlation at high SNR. Therefore, the ergodic capacity lower bound per channel use in (7) can be approximated as
. From (14) , the optimal transmission scheme and the Schurconcavity of the ergodic capacity are easy to obtain. Firstly, it is clear that the optimal transmission scheme at high SNR is equal power transmission, i.e. Q = P d /N t I Nt , for both nonfeedback and covariance feedback systems. This result is also observed in [10] for covariance feedback systems with perfect CSIR as well as in [12] for systems with instantaneous channel gain feedback. It is noted that the optimal transmission scheme at high SNR may be different when different channel estimation schemes are used. For example, the authors in [14] found that the optimal transmission is Q = (
under a slightly different channel estimation setup in which RH always equals R H multiplied by a constant for a given SNR.
Furthermore, one can show from (14) that the ergodic capacity lower bound is Schur-concave in λ due to the Schurconcavity of Π Nt i=1 λ i [13] . Also with RH ≈ ( PpTp σ 2 n Nt ) −1 I Nt at high SNR, it can be shown that λ is an affine function of g, hence the concavity preserves. Therefore, the ergodic capacity lower bound is Schur-concave on the eigenvalues of channel covariance matrix, that is to say, the capacity decreases as channel spatial correlation increases at sufficiently high SNR. This agrees with the result in [6] for systems with the perfect CSIR. However, the Schur-concavity may be different when different channel estimation scheme is used. For example, with the optimal transmission scheme one can show that the ergodic capacity is independent of the channel spatial correlation at high SNR under the channel estimation setup in [14] .
Finally, we have seen that that the ergodic capacity lower bound is Schur-convex at sufficiently low SNR and Schurconcave at sufficiently high SNR for systems with imperfect CSIR. This suggests that the capacity is neither Schur-concave nor Schur-convex at moderate SNR values.
IV. NUMERICAL RESULTS
To validate our theoretical low and high SNR analysis in Section III, we carry out numerical studies using the ergodic capacity lower bound in (7), not its approximations in (12) or (14) . These numerical results also provide insights into the effects of channel spatial correlation on the capacity at moderate SNR values. It is noted that the ratio of power and time allocated to pilot transmission affects capacity results. Intuitively, we expect the optimal amount of training resource required for spatially i.i.d. channels to be higher than that for correlated channels. Here we do not optimize the ratio of power and time allocated to training. We use T p = N t and equal power allocation to pilot and data symbols which is a practical power allocation scheme. For numerical analysis, we choose the channel covariance matrix to be in the form of (R H ) ij = ρ |i−j| , where ρ is the spatial correlation factor [4, 14] . For systems having two transmit antennas, ρ is referred to as the channel correlation coefficient. Fig. 1 shows the ergodic capacity lower bound per transmission in (7) vs. SNR for 2 × 1 MISO systems adopting equal power transmission. In general, we see that fully correlated channels result in the highest capacity for a wide range of SNR values, even at 18 dB. The spatially independent channels give the lowest capacity for SNR below 6 dB. Comparing the two extreme cases, we see a significant improvement from independent channels to fully correlated channels at low to moderate SNR values, which agrees with Theorem 1. For example, the capacity improvement from i.i.d. channels to fully correlated channels is approximately 33% at 0 dB and 13% at 5 dB. Fig. 2 shows the ergodic capacity lower bound per transmission in (7) vs. SNR for 2 × 2 MIMO systems adopting equal power transmission. In general, we see that fully correlated channels result in the highest capacity for SNR values below 5 dB, while independent channels maximize the capacity SNRs above 5 dB. In particular, the capacity difference between i.i.d. channels and fully correlated channels is significant at high SNR. This is because the benefit from receiver diversity outweighs the effect of channel estimation error for i.i.d. channels at moderate to high SNR. Fig. 3 shows the ergodic capacity lower bound per transmission in (7) against the channel spatial correlation coefficient for 2 × 1 MISO systems adopting both equal power transmission and beamforming. For equal power transmission, we see that the capacity is an increasing function of the channel correlation coefficient at low SNR such as -5 dB and 5 dB, while the capacity lower bound is not a monotonic function at moderate SNR such as 15 dB. This again agrees with our analysis that the ergodic capacity is Schur-convex at sufficiently low SNR (i.e. Theorem 1) and neither Schur-convex nor Schur-concave at moderate SNR. Fig. 4 also shows the same trend for 2 × 2 MIMO systems, however, the SNR range for the capacity to be Schur-convex or Schur-concave is changed.
For beamforming transmission, our analysis in Theorem 4 implies that the ergodic capacity lower bound increases with channel correlation coefficient at sufficiently low SNR. This is validated in Fig. 3 and Fig. 4 . Furthermore, we also see that the capacity increases with channel correlation coefficient at moderate to high SNR values as well. This is intuitively true, since beamforming becomes more beneficial as the dominant eigenvector of the channel covariance matrix becomes stronger which happens when the channels become more correlated.
From Fig. 3 and Fig. 4 we also see that beamforming outperforms equal power transmission at moderate to high channel spatial correlation. And the correlation coefficient value at crossover reduces as SNR decreases. This agrees with our analysis on the optimality of beamforming at low SNR (i.e. Theorem 3) as well as the optimality of equal power transmission at high SNR.
V. CONCLUSION
We have studied the effects of channel spatial correlation on the ergodic capacity of MIMO systems taking into account the channel estimation errors at the receiver. We have considered transmit antenna correlation and used an accurate capacity lower bound to perform our theoretical analysis. For non-feedback systems, we have shown that the capacity increases with channel correlation at low SNR, which had not been revealed in previous studies assuming perfect channel estimation. In addition, we have shown that equal power transmission maximizes the capacity lower bound for the least favourable channel correlation, i.e. it is a robust transmission scheme. For covariance feedback systems, we have shown that beamforming transmission maximizes the ergodic capacity at low SNR and the capacity increases with channel spatial correlation. We are currently investigating the optimal training length and training power allocation schemes for covariance feedback systems.
APPENDIX A PROOF OF THEOREM 2
This is a max-min problem where the capacity lower bound is to be maximized by Q and to be minimized by R H or effectively RĤ. We need to show that sup Q inf RĤ C LB is achieved by Q = P d /N t I Nt .
From (12) we see that
where we have chosen RĤ =λI Nt for someλ. Therefore,
On the other hand,
From Theorem 1 we know that C LB (Q = P d /N t I Nt ) is Schur-convex in g. Therefore, inf RĤ C LB (Q = P d /N t I Nt ) is achieved by R H =ḡI Nt , or effectively RĤ =λI Nt . Hence,
From (16) T . Also, we have
By examining the first and second derivatives of (19) with respect to g i , it is easy to see that λ i is an increasing and convex function of g i . Let Q = UQU † , and note that tr{Q} = tr{Q} = P d .
Therefore, the capacity lower bound in (12) is reduced to
where k is the rank ofQ andq i is the ith diagonal entry of Q. We see that the off-diagonal entries ofQ have no effect on C LB . Hence, we may chooseQ to be a diagonal matrix. Therefore, Q has the same eigenvectors as R H and RĤ . For any given λ with the power constraint tr{Q} = P d , C LB in (20) is maximized ifq i = P d andq j = 0, ∀j = i, where i is the index of the largest eigenvalue of RĤ , which is also the index of the largest eigenvalue of R H .
