Abstract. Aiming at reduction of complexity, this work is concerned with two-time-scale Markov chains and applications to quasi-birth-death queues. Asymptotic expansions of probability vectors are constructed and justified. Lumping all states of the Markov chain in each subspace into a single state, an aggregated process is shown to converge to a continuous-time Markov chain whose generator is an average with respect to the stationary measures. Then a suitably scaled sequence is shown to converge to a switching diffusion process. Extensions of the results are presented together with examples of quasi-birth-death queues.
presented in [26] as our starting point, we consider queueing systems in which the generator of the queue length process includes both a fast varying part and a slowly changing part reflecting both strong and weak interactions of states belonging to different irreducible classes. Compared with the methods used in [3, 24, 26] , we adopt a singular perturbation approach via time-scale separation to model the different transition intensities. In [28] , treating countable-state-space Markov chains, one of the main assumptions used is that the underlying Markov chain is irreducible. In the context of queueing theory, it basically corresponds to the consideration of a single queue. The goal of this paper is to treat multistation queueing networks and to develop decomposition and aggregation methods for queueing network problems. Motivated by queueing networks involving quasi-birth-death processes, we start with decomposition by splitting the entire state space into a number of subspaces. Usually, the transitions within each subspace are much more intensive and frequent than those among different subspaces. We introduce a small parameter ε > 0 to highlight the different rates of transition intensities. Then we proceed to derive the asymptotic expansions of the probability distribution of the queue length. By lumping all the states in each subspace into a single state, we obtain a sequence of aggregated processes. We demonstrate that this sequence converges to a Markov chain. Furthermore, we obtain limit results for suitably scaled sequences.
The rest of the paper is arranged as follows. Section 2 begins with the precise formulation of the problem. Section 3 provides asymptotic expansions. A sequence of occupation measures is defined in section 4; its probabilistic properties, including mean square estimate, aggregation, and switching diffusion limit of a suitably scaled sequence, are examined. Section 5 presents extensions of results and queueing examples. Finally, an appendix is provided to include some technical complements. Throughout the paper, we use K to denote a generic positive constant. The conventions K + K = K and KK = K are used for simplicity. We use 1 1 m0 and 1 1 to denote an m 0 -dimensional and infinite dimensional column vector with all components being 1. For a vector z and a matrix H, we use z and H to denote their transposes, and we use z i and h ij to denote the ith component of z and the ijth entry of H = (h ij ), respectively. For a given matrix H = (h ij ) ∞×∞ with infinite columns and infinite rows, H a is an augmented matrix given by H a = (H · : 1 1). In addition, we use a subscript to index a sequence.
Q(s) g(·)(β(s))ds is a martingale, where

Q(t) g(·)(i) =
A Markov chain β(t) or its generator Q(t) is weakly irreducible, if the system of equations g(t)Q a (t) = (0 · : 1) has a unique solution g(t) = (g i (t)) with g i (t) ≥ 0 for each i ∈ N, where 0 = (0, 0, . . .) is an infinite dimensional 0 vector. The unique nonnegative solution is termed a quasi-stationary distribution. (An equivalent way to write the system of equations in the above definition is g(t)Q(t) = 0, g(t)1 1 = 1.) The definition is an extension of the usual notion of irreducibility, and the weak irreducibility given in [13] for finite-state Markov chains. Compared with the usual definition of irreducibility, it deals with time-varying generators and allows some components of the quasi-stationary distribution to be 0.
Suppose that the Markovian queueing network has n 0 (n 0 < ∞) interconnected stations. Consider a vector-valued queue-length process taking values in N n0 = N × N × · · · × N n0 (an n 0 -fold product). We use α(·), a continuous-time Markov chain, to model the queue length of the queueing network. Suppose that N n0 can be divided into l subsets. Within each subset, the transitions (such as arrivals and departures of customers, etc.) take place an order of magnitude more frequent than that of among different subsets. To highlight this contrast, we introduce a small parameter ε > 0. Thus the continuous-time Markov chain is ε-dependent, i.e., α(·) = α ε (·). For t ∈ [0, T ], assume that the generator of the Markov chain α ε (t) is given by
where A(t), B(t), and A i (t) (for i = 1, . . . , l) are all generators of certain countablestate space Markov chains, and diag(A 1 (t), . . . , A l (t)) denotes a block diagonal matrix, each of the entries of which has appropriate dimension. Note that B(t) is a generator and there is no need to assume it has the same diagonal matrix form as that of A(t).
There is a certain hierarchy in the underlying network. Within each subset, one observes detailed variations of the networks such as arrivals and services of customers, etc., whereas at an upper system management level, instead of these variations, one observes the transitions among different subsets. Thus from an upper management point of view, by lumping all the states in each subspace into a single one, the system may be regarded as if it were a queue with finite waiting rooms (l rooms). Nevertheless, the aggregated process is generally non-Markovian. Fortunately, as will be shown, the aggregated process converges weakly to a limit process that is a finite-state Markovian queue. The significance of such a result is that in lieu of examining the detailed variations, one can study the aggregated process.
To reflect the decomposition in the network, write the state space of the queueing
Following our approach for singularly perturbed Markov chains with finite-state spaces, we construct matched asymptotic expansions of the probability vector
.). That is, v
i is an infinite dimensional vector corresponding to the subspace M i . Since we are dealing with countable state space Markov chains, we work with an infinite dimensional vector space. It is natural to consider the spaces 
It is well known that p ε (t) satisfies the forward equationṗ
3. Asymptotic expansions. Following the approach of singular perturbation methods, we derive uniform (in the time variable t) asymptotic expansions of the probability vector as well as that of the transition probability matrices of the queue length processes. To proceed, we need the following conditions.
( 
where
is the quasi-stationary distribution corresponding to the generator A i (t). Remark 3.1. From (A1) and the definition of weak irreducibility,
is a Doeblin-type condition. A condition in a slightly different form is given in [7, p. 192 ]. We will obtain the asymptotic expansions in two steps. The first step is a formal construction in which we (see [4, 10, 25] and [11, 13] among others) find the outer expansions and the initial layer corrections. The second step involves validating the formal expansions and deriving the desired error estimates.
Formal expansions. We seek matched asymptotic expansions of the form
For technical reasons, which will become clear in what follows, to justify the validity of the expansions, we also need to compute φ n+1 (t) and ψ n+1 (t/ε). To make sure that the matching condition is satisfied, we use O ε,n+1 (0) + I ε,n+1 (0) = p(0) or, more specifically,
Our approach is based on constructions of the sequences {φ i (t)} and {ψ i (t/ε)}.
Substituting O ε,n+1 (t) into (2.4) and comparing coefficients of powers of ε k , we obtain
The outer expansions give us satisfactory approximation for t > 0 away from an initial layer of the order O(ε), but it does not satisfy the initial condition and breaks down for sufficiently small t. To compensate, introduce a fast time variable τ = t/ε. By the Lipschitz continuity given in (A1), taking Taylor expansions of A(ετ ) and B(ετ ) about 0 yields A(ετ ) = n+1 i=0
. Substituting I ε,n+1 (t) into (2.4), using the above Taylor expansions of A(t) and B(t), and comparing powers of ε i , we obtain the equations satisfied by the initial layer terms. We have
In [28] , in which A(t) consists of only one block, the outer expansions and initial layers can be obtained separately. Here, the constructions of {φ k (t)} have to be done in conjunction with the initial layer corrections. The equations in (3.3) together with the initial data are known as abstract Cauchy problems; see [17, p. 21] . It is well known that {exp(A(0)τ )} is a uniformly continuous semigroup (see [17, 23] ). With ψ k (0) to be determined, the representation of the solutions of (3.3) is given by
Step 1. Determine φ 0 (t) and ψ 0 (τ ). We begin with the first equation in (3.2). Using the partitioned vector form introduced right after (2.3), we obtain φ i 0 (t)A i (t) = 0 for each i = 1, . . . , l. These equations are not uniquely solvable since A i (t) have a 0 eigenvalue. However, by attaching
to the equations, the resulting system of equations has a unique solution thanks to the weak irreducibility of A i (t). Thus, φ i 0 (t) must be proportional to ν i (t), the quasi-stationary distribution corresponding to
It is immediate that A(t) is orthogonal to 1 1 (i.e., A(t) 1 1 = 0) and φ 0 (t) = θ 0 (t)ν(t). For the equation with k = 1 in (3.2), multiplying from the right by 1 1 leads tȯ
Note also that (3.6) is a linear system of differential equations and that it has a unique solution for each initial condition. Choose θ 0 (0) = p(0) 1 1. Then the solution of (3.6) is uniquely determined. The φ i 0 (t) has the interpretation of total probability.
Concerning the initial layer correction ψ 0 (τ ), the solution is given by the first equation in (3.4) and is uniquely solved. We claim that ||ψ 0 (τ )|| ∞ ≤ K exp(−κτ ) for some κ > 0 and K > 0. To prove this, note that 1 1ν(0) = diag(1 1ν 1 (0), . . . , 1 1ν l (0)) and
where φ 0 (0) = θ 0 (0)ν(0), φ 0 (0) 1 1 = θ 0 (0), and θ 0 (0) = p(0) 1 1 are used. By virtue of the orthogonality and (A2),
To determine φ i (t) and ψ i (t) for i ≥ 1, we need the following lemma.
Lemma 3.2. Suppose that Q(t) is a generator of a countable-state-space Markov chain such that Q(t) is weakly irreducible for each
Proof. Since Q(t) Q −1 (t) = I, differentiating both sides of the above equation leads to
Repeatedly differentiating equation (3.8) yields the desired result.
Step 2. Determine φ 1 (t) and ψ 1 (τ ). Lemma 3.2 and Remark 3.1 imply that φ 0 (·) is differentiable and is a function of class C n+1 . We proceed to determine φ 1 (t) and ψ 1 (τ ). Note that the equation with k = 1 in (3.2) is a nonhomogeneous equation whose right-hand side φ 0 (t) def =φ 0 (t) − φ 0 (t)B(t) is a known function since φ 0 (t) has been found. Using (3.6), [φ 0 (t)−φ 0 (t)B(t)] 1 1 =θ 0 (t)−θ 0 (t)ν(t)B(t) 1 1 = (0, 0, . . .), and the Fredholm alternative yields that the equation with k = 1 in (3.2) has a particular solution φ 1,p (t) being orthogonal to 1 1. Assume the solution of φ 1 (t)A(t) = φ 0 (t) to be of the form φ 1 (t) = θ 1 (t)ν(t)+φ 1,p (t). Since φ 1,p (t) is orthogonal to 1 1, postmultiplying the equation with k = 2 in (3.2) by 1 1 leads tȯ
Once the initial condition is specified, (3.9) is uniquely solved. The initial condition θ 1 (0) has to come from the initial layer correction term. With the selection of ψ 1 (0) = −φ 1 (0), by (3.4) with k = 1, the unique solution is given by
By the exponential decay of ψ 0 (τ ),
Note that
Using the orthogonality (see (3.7) and (3.11)), we obtain
By demanding lim τ →∞ ψ 1 (τ ) = 0, taking the limit as τ → ∞ in (3.10), and using the estimates above, we arrive at
An important observation indicates that there are only l unknowns in (3.13). Using the notation of partitioned vector given after (2.3), ψ 1 (0) = (ψ Since ψ 1 (0) must be chosen so that φ 1 (0) + ψ 1 (0) = 0, we obtain θ
. . , l. Thus both φ 1 (t) and ψ 1 (τ ) have been determined. We claim that ψ 1 (τ ) decays exponentially fast. By adding and subtracting appropriate terms,
(3.14)
By (A2),
It then follows from the above estimates,
Step 3. Determine φ k (t) and ψ k (τ ), for 1 < k ≤ n + 1. We apply the same method for finding φ 1 (t) and ψ 1 (τ ) to determine φ k (t) and ψ k (τ ). For
, and φ k,p (t) is orthogonal to 1 1. We proceed to determine
. By substitution, similar to (3.9), it is easily seen that θ k (t) satisfies the differential equatioṅ
To determine the initial condition θ k (0), the definition of r k (τ ) in (3.4) gives us
Using the same techniques as that for θ 1 (0), we obtain θ k (0) and uniquely determine both φ k (t) and ψ k (τ ). We then verify the exponential decay property of ψ k (τ ). The procedure is the same as for that of ψ 1 (τ ); we record the result as follows. Theorem 3.3. Assume (A1) and (A2). Then the following assertions hold: (a) The sequence {φ k (t)} can be constructed by solving the system of equations
is a particular solution of (3.18) , which is orthogonal to 1 1, and
Asymptotic justification.
In this section, we obtain the desired error bounds and show that the asymptotic expansions hold uniformly in t
for a suitable smooth function f (·). First let us establish a lemma. 
The lemma is obtained.
For each k = 1, . . . , n + 1, define a vector-valued error e ε,k (t) (3.20) where p ε (·) is the solution of (2.4), φ i (·) and ψ i (·) are the outer expansions and initial layer corrections, respectively. We must show that e ε,n (t) = O(ε n+1 ). For this purpose, we first derive a lemma whose proof is similar in spirit to the corresponding results for weakly irreducible generators [28] and is thus omitted.
Lemma 3.5. Under (A1) and (A2),
. Remark 3.6. Using Lemma 3.5, with k = 1, we obtain sup t∈[0,T ] ||e ε,1 (t)|| ∞ = O(ε). However, e ε,1 (t) = e ε,0 (t) − εφ 1 (t) − εψ 1 (t/ε). In view of the boundedness of φ 1 (t) and ψ 1 (t/ε), εφ 1 (t) + εψ 1 (t/ε) = O(ε). Thus, e ε,0 (t) = O(ε) uniformly in t ∈ [0, T ]. We can proceed inductively. By virtue of Lemma 3.5, with k = n + 1,
. Going back one step and using e ε,n+1 (t) = e ε,n (t) + O(ε n+1 ), similar to the case of k = 1, we obtain sup t∈[0,T ] ||e ε,n (t)|| ∞ = O(ε n+1 ). We summarize the discussion thus far into the following theorem. This gives us the desired approximation results. Not only is the convergence of P (α ε (t) = i) obtained, but also the rate of convergence is derived. Furthermore, a full asymptotic series is obtained.
Theorem 3.7. Under (A1) and (A2), we can construct two sequences {φ k (t)} n k=0
and {ψ k (t/ε)} n k=0 by Theorem 3.3 such that φ k (t) ∈ C n+1−k and ψ k (t/ε) decay exponentially fast. Moreover with e ε,n (t) defined by (3.20) 
Using the same techniques, we can also obtain asymptotic expansions of transition probability matrices. Since the proofs are essentially the same, we will state only the results and omit the detailed argument. Let P ε (t 0 , t) be the transition matrix (p in,jk ε (t 0 , t)) with p in,jk ε (t 0 , t) = P (α ε (t) = s jk |α ε (t 0 ) = s in ) for all s in , s jk ∈ M. Theorem 3.8. Assume (A1) and (A2) with n = 1. Then
Remark 3.9. Owing to Theorems 3.7 and 3.8, for some
Occupation measures, aggregation, and switching diffusion.
This section presents further asymptotic results that are of probabilistic feature. The statements of the results are given, and the proofs are relegated to the appendix.
Occupations measures.
For any i = 1, . . . , l and j = 1, 2, . . ., define sequences of occupation measures as
where ν ij (t) is the jth component of the quasi-stationary distribution ν i (t) as defined in (A2). As a preparation, we first derive an order of magnitude estimate for µ ij ε (·) defined in (4.1).
Theorem 4.1. Under the conditions of Theorem 3.8, sup t∈[0,T ] E(µ
As alluded to in the introduction, we wish to reduce the complexity of the queueing network by aggregating states in each subspace as a single state. This leads to the definition of α ε (t) = i if α ε (t) ∈ M i .
Theorem 4.2. Under the conditions of Theorem 3.8, α ε (·) converges weakly to α(·), a Markov chain generated by B(t) given in (3.6).
Switching diffusion limit. Let f (·) be a real-valued function defined on
, define a sequence of real-valued functions by
Our interest lies in the asymptotic properties of x ε (·). To obtain the desired limit property, we consider a pair of processes {Y ε (·)} = {x ε (·), α ε (·)} and aim to show that Y ε (·) converges weakly to Y (·) with a suitable generator.
Lemma 4.3. Under the conditions of Theorem
3.8, {Y ε (·)} is tight in D 2 [0, T ] (the space of R 2 -
valued functions that are right continuous and have left limits endowed with the Skorohod topology).
Since {Y ε (·)} is tight, by Prohorov's theorem, we can extract a weakly convergent subsequence. Select such a subsequence and still use ε as its index for notational simplicity. Denote the limit by Y (·) = (x(·), α(·)). We proceed to characterize this limit process. Let C 2 L be the collection of functions having bounded derivatives up to the second order with the second derivative being Lipschitz continuous. For each
where σ 2 (t, i) > 0 is a smooth function.
Theorem 4.4. Under the conditions of Theorem 3.8, Y ε (·) converges weakly to Y (·), which is a solution of the martingale problem with operator D(·) defined by (4.3).
Using the above theorem, we can also get a weak convergence of a reflected process. Define r ε (t) = x ε (t)−inf 0≤u≤t {x ε (u)}. The weak convergence of x ε (t) and the continuous mapping theorem (see [2, p. 30, Theorem 5.1]) yield that r ε (·) converges weakly to r(·), a reflected switching diffusion process.
Extensions and examples.
In this section we give the extensions of the results and present examples of queueing problems.
Infinitely many blocks. We consider the case
That is, the matrix A(t) given by (2.2) is a diagonal block one with infinitely many blocks. Instead of condition (A2), we assume (A2 ).
(A2 ) There is a κ l > 0 such that for exp(
is the quasi-stationary distribution corresponding to the generator A l (t), and inf l≥1 κ l > 0. The proof of this theorem follows the same line of argument as that of Theorems 3.7, 4.2, and 4.4 and is thus omitted. A special case of the theorem is that Q ε (t) has the form (5.1) with A(t) having infinitely many blocks such that each A i (t) is a generator of a finite-state Markov chain.
Example 5.2. Consider a two-station queueing system, where each station has a single server and an exogenous Poisson arrival process. For the first station, having completed service there, customers either proceed to a queue in front of the second station with probability p 1 or depart the system with probability (1 − p 1 ). For the second station, after completing service there, they depart the system with probability (1 − p 2 ) and go to a queue in front of the first station with probability p 2 . Service is rendered in the order of the arrivals at each station. We assume that the first station can hold at most a total of m 0 customers (including the customer in service) and any further arriving customers from outside will in fact be refused entry and hence will depart immediately without service at the first station, while the second station has an unlimited waiting room. Furthermore, we assume that the system is a timedependent Markovian queueing network. Specifically, the rate of station i's customer arriving from outside is λ i (t), and the service rate is µ i (t) (i = 1, 2).
Assume that λ i (t) and µ i (t) are smooth, positive, real analytic functions of time t. We let Q(t) = (Q 2 (t), Q 1 (t)) be the Markovian queue length process that Q i (t) equals the number of customers at station i at time t. Then the state space of the queueing system can be represented by {(k, i) : 0 ≤ k < ∞ and 0 ≤ i ≤ m 0 }. To determine the generator Q(t) = (q (j,n),(k,i) (t)), let
where each matrix is a (m 0 + 1) × (m 0 + 1) matrix. Then some tedious calculations yield
For an initial time point t 0 with t 0 ∈ [0, T ], let P (t 0 , t) with t > t 0 be the transition matrix
Then we have the following system of equations for a quasi-birth-death process:
It follows from some tedious calculations that 
Next we consider the queue length process at the first station, Q 1 (t). In general, Q 1 (t) is not a Markov process. But from Theorem 5.1, Q 1 (t) can be approximated very well by a Markov process α(t) with generator B(t) defined by (5.5). Furthermore, we consider a refined approximation of Q(t) = (Q 2 (t), Q 1 (t)). Define
It follows from Theorem 5.1 that (1/ √ ε) ε (t) can be well approximated by the switching diffusion process
Remark 5.3. References [12] and [18] establish asymptotic expansions for the queue length distribution of the time inhomogeneous single serve queue, a timedependent pure birth-death process. Here we consider a quasi-birth-death process. Furthermore, the queue length process at the first station (generally non-Markovian) can be approximated well by a Markov process with generator B(t). In [20] , uniform acceleration expansions for time-varying generators were treated, and in [28] diffusion approximation was also considered. In these references, the Markov chains have one ergodic class, whereas in the current paper, multiergodic classes are considered. Compared with the diffusion approximations in [19] and [27] , the switching diffusion approximation given here is related to the queue length process on the interval [0, t] and provides the evolution of the scaled sequence. The usual diffusion approximation leads to asymptotic normality, whereas switching diffusion limit yields Gaussian mixture distribution.
The 
are much less than one, the system is considered to be in light traffic. Our approximations are valid for either the heavy traffic case or the light traffic case as long as (5.4) holds. Using the Laplace transform technique, from the balance equation of the system, one may proceed as in [15] to carry out heavy traffic analysis for the sojourn time of time-homogeneous Markovian tandem queues with two servers.
Comparing with (5.2), we can consider a general quasi-birth-death process with state space
where i and j are called level and phase, respectively; see [22] . If the transitions between levels are much less frequent than the transitions between the phases inside the same level, then Q(t) given by (5.7) can be written as
Hence following Example 5.2, we can also get the asymptotic probability distribution of the process.
Asymptotic properties under
. .), the γ-norm (which was named ν-norm in [21] ; see also [1] ) is defined as ||v|| γ = max 1≤i≤l sup 1≤k<∞ |v ik |/γ ik . The corresponding induced γ-norm for any operator is given by
is the quasi-stationary distribution corresponding to the generator A l (t), and inf l≥1 κ l > 0.
Similar to Theorem 3.7, using essentially the same techniques, we obtain the following result.
Theorem 5.4. Under (A1) and (A2 ), we construct two sequences {φ k (t)} n k=0
and {ψ k (t/ε)} n k=0 by Theorem 3.3 such that φ k (t) ∈ C n+1−k and ψ k (t/ε) decay exponentially fast. Moreover, with e ε,n (t) defined by (3.20) 
Example 5.5. Consider the queueing system given by Example 5.2, but allow the first station to have unlimited waiting rooms. Then the state space of (Q 2 (t), Q 1 (t)) can be represented by {(k, i) : 0 ≤ k < ∞ and 0 ≤ i < ∞}. Let
Then, some tedious calculations yield
we have (A2 ) holds; see [21] . Therefore, by Theorem 5.4, we obtain the asymptotic probability distribution of (Q 2 (t), Q 1 (t)) under γ-norm. characterize the limit process. We need to show that for any bounded function g(·) defined on {1, . . . , l},
To establish (A.2), it suffices that for any positive integers m, and k ≤ m, any bounded functions h k (·) defined on {1, . . . , l}, and any 0
By virtue of the weak convergence and the Skorohod representation, as ε → 0,
The definition of g(·) leads to
Using Theorem 4.1, the last term in (A.6) goes to 0 as ε → 0. By virtue of the weak convergence of α ε (·) and the Skorohod representation, (A.6) yields that Proof of Lemma 4.3. Note that Y ε (·) is a sequence of vector-valued random processes with two components. Again, using the Crámer-Wold theorem, since {α ε (·)} is tight, to prove the tightness of {Y ε (·)}, it suffices to verify the tightness of {x ε (·)}.
We claim that for any δ > 0, 0 ≤ s ≤ t, and t − s ≤ δ,
First, for u ∈ [s, t], E(z ij (u, α ε (u)) F s,ε ) = O(ε + exp(−κ 0 (t − s)/ε)) uniformly in i and j, by (4.2), the Markov property, and Theorem 3.8. Thus
It then follows 
E(E(x ε (t) − x ε (s))
2 F s,ε ) = 0.
Moreover, for each δ > 0, and each rational t ≥ 0, using the Chebyshev's inequality To accomplish this, we begin with the process indexed by ε.
(1) Using an argument similar to [29, pp. 199-200] , it can be verified that the martingale problem associated with operator D(t) has a unique (in the sense of distribution) solution.
(2) In what follows, we often need to carry out estimates involving x ε (t) and α ε (t) intertwined. To untangle them, as a preparation, let η(t, x) be a real-valued function that is Lipschitz continuous in (t, x) ∈ R 2 . Using an argument similar to that of [ Eh k (x ε (t k ), α ε (t k )) g ε (t + s, x ε (t + s), α ε (t + s)) − g ε (t, x ε (t), α ε (t)) Eh k (x ε (t k ), α ε (t k ))[g ε (t + s, x ε (t + s), α ε (t + s)) − g ε (t, x ε (t), α ε (t))]
Eh k (x(t k ), α(t k ))[g(x(t + s), α(t + s)) − g(x(t), α(t))].
