Abstract _ This paper presents a distribution free multivariate Kolmogorov-Smirnov goodness of fit test. The test uses an statistic which is built using Rosenblatt's transformation and an algorithm is developed to compute it in the bivariate case. An approximate test, that can be easily computed in any dimension, is also presented. The power of these multivariate tests is studied in a simulation study.
INTRODUCTION
Goodness of fit tests have been mostly developed for univariate distributions and, except for the case of multivariate normality, very few references can be found in the literature about multivariate goodness of fit tests. (See Krishnaic.k, 1980 , Kotz and Johnson, 1983 and D'Agostino and Stephens, 1986 .
In principle, the chi-square test can be applied for testing any multivariate distribution but it is unknown what is the best way to choose the cell limits and what is the best statistic to be used. Moore and Stubblebine (1981) suggested choosing as cell boundaries the concentric hyperellipses centered at the sample mean and with shape determined by the inverse of the covariance matrix, and used the Rao and R.obson (1974) modification of the chi-squared statistic. However, much work need to be done on the properties of this test.
The two most important classes of tests of goodness of fit based on the empirical distribution function of a random sample, the Kolmogorov-Smirnov statistic and the Cramer-von Mises group, have not been extended to the multivariate case. The problem is that the probability distribution of these multivariate statistics are not distribution free as in the univariate case. Rosen blatt (1956) proposed a simple transformation of an absolutely continuous p-variate distribution into the uniform distribution 011 the p-dimensional hypercube and suggested using this transformation to build multivariate goodness of fit tests. The distribution function of the Cramer-von Mises statistic in the multivariate case has been studied by a number of authors (see Kotz and .Johnson, 1985, pp: :35-39 ) but a general multivariate test of goodness of fit based on this statistic that can be readily applied has not yet been developed. Mardia (1970) seems to be the first to have published a practical multivariate test of goodness of fit for the multinormal distribution using multivariate measures of skewness and kurtosis. Malkovich and Afifi (197: 3) used the univariate normality of all linear combinations to derive three tests of normality. These tests search for the linear combination with the largest measures of skewness, kurtosis and the negative of the Shapiro and Wilk statistics, respectively. Cox and Small (1978) suggested finding the linear combination of the variables maximizing the curvature when regressed on the other. Other procedures to check for multivariate normality have been proposed by An?rews et al. (1973) , Dahiya and 1 Gurland (1973) , Hensler et al. (1977) , Csorgo (1986) , Mudholkar et al. (1992) and Ghosh and Ruymgaart (1992) .
In this paper we present two multivariate goodness of fit test. In section 2 we present a multivariate goodness of fit statistics which is distribution free and reduces to the KolmogorovSmirnov statistic in the univariate case. The computation of the proposed statistic is a problem in itself, and in this section we develop another statistic that can be easily computed for any dimension. Section 3 presents a procedure to compute the test statistics in the bivariate case. In section 4 we present some simulation results for the exact and the approximated Kolmogorov-Smirnov statistics. Finally, section 5 includes some concluding remarks. 
THE MULTIVARIATE KOLMOGOROV-SMIRNOV STATISTIC
The probability distribution function of the statistic where F n is the empirical distribution function, is not distribution free. However, as sug- Unfortunately, and unlike in the univariate case, the computation of (2.3) is very involved, as it is shown in the next section, in which we present an algorithm for the case p = 2.
Although this algorithm could be extended to the ]J > 2 case, the computation difficulties appear to be considerable. A much simpler to compute statistic, D n , can be defined by taking the supremum on the set of transformed sample points A, which, by the same argument above, is also distribution free. When n is large, D n will be close to D n , as it is shown in the simulation results reported in Section 4. D By theorem 1, the multivariate Kolmogorov-Smirnov statistic D n and its approximation n are distribution free in the class of continuous multivariate distributions. The percentiles of the distribution of D n can be computed for the bivariate case by Monte Carlo simulation and table 1 presents the percentiles of this statistic in the standard case in which F o is completely specified by Ho. Table 2 presents the percentiles in the particular case of testing normality and when the parameter are estimated by the sample mean and the sample covariance matrix, that is the multivariate generalization of the Kolmogorov-Smirnov-Lilliefords statistic.
( Table 1 and 2 around here) Table 3 presents the percentiles for the distribution of the approximated KolmogorovSmirnov statistic in the bivariate case.
( Table 3 around here)
AN ALGORITHM TO COMPUTE THE BIVARIATE KOLMOGOROV-SMIRNOV STATISTIC
In a one-dimensional sample the empirical distribution changes only in the observed points, and the univariate Kolmogorov-Smirnov statistic is obtained by evaluating the distance between the empirical and theoretical distribution functions in these points. Nevertheless, when the dimension p is larger than one, the empirical distribution function jumps on an infinite number of points. Here we develop a procedure for calculating the KolmogorovSmirnov statistic (2.3) in the two-dimensional case by evaluating it on a finite set. 
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Since F is continuous and increasing, the inferior distance is bounded by 
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Because of the definition of (;rU,yu), Gn(u) ='lim Gn(;r" -f,y) = lim Gn(x,ytJ -f) and (-0 (-0 (3.6) By (3.4), (3.5) and (3.6), max (G(v) -(.1'n(v-) ) is a superior bound for D;;(u).
lIEP Finally, let uo = (:ro,yo) be given by uo = arg max( As a consequence of theorem 2, D n may be obtained by evaluating the distance in a finite amount of points which ranks from 3n to 3n + (~) depending on the sample configuration.
The theorem leads to the following procedure to compute the Kolmogorov-Smirnov statistic (2.3):
1. Compute the maximum distance in the observed points, D~l = ,max D~(ud. 
SOME SIMULATION RESULTS
The power of the exact and the approximate multivariate Kolmogorov-Smirnov statistics when used as a normality test and as a general multivariate goodness of fit test have been investigated. In the first case, the null hypothesis is bivariate normal with mean p, = 0 and
The alternative distribution is
for several values of f and p,. Tabla 4 shows the power of the normality test. As we may have expected, the power increases with n and is larger for the exact test than for the approximate one. However, for moderately largf' 11, (11, ~ . 50 say) the power of the approximate test is very close to that of the exact one. Table 4 shows that both tests are very powerful when n is large and f ~ 0.2.
( Table 4 around here) Table 5 shows the power of these statistics when the null distribution is Morgenstern (see Morgenstern, 1956 ) with parameters 0 =0.5. Similar results were also found for other values of o. We have chosen this distribution because it may have fixed marginal distribution allowing different degrees of dependency. The joint density function for the uniform marginal
and it is straightforward to show that for this distribution
The alternative distributions are independent Beta distributions with several combination of shape parameters, to allow for different degrees of asymmetry. Table 5 shows that again, as one could expect, for n small (n = 10) the power is very low unless the degree of kurtosis or asymmetry is high. The difference between the power of the exact and approximate test is negligi ble for large n (n :5 50).
( Table 5 around here)
CONCLUDING REMARI\S
As in the univariate case, the multivariate Kolmogorov-Smirnov test presented in this paper may provide a general and flexible goodness of fit test, specially for situations when specific test are yet to be developed. The main problem in the application of the test is the computation of the statistic in the case p > 2. An extension of the computing algorithm developed in this paper may be possible, but still the numerical complications seem considerable. However, our simulation results show that the approximate KolmogorovSmirnov test statistics introduced in this paper, that is trivial to compute, seems to be a promising alternative with a very small loss of power when n is moderately large.
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