1. We deal with the partial differential equation Let Z be the linear space of all solutions of (1) with finite energy integral; we may introduce into 2Z the metric based on the scalar product (2) and consider 2.
1. We deal with the partial differential equation 62 62 au =q(P)u, A = aX+a 1 where q(P) is a positive continuously differentiable function of the point P = (x, y) in the closure of a finite domain D of the x, y-plane. We suppose that D is bounded by a set C of analytic curves. We define the bilinear integral E{u, v} = ff [grad u-grad v + q uv]dr, dT = area element in D (2) D and observe that E(u) = E{u, u) is the energy integral connected with (1) .
Let Z be the linear space of all solutions of (1) with finite energy integral; we may introduce into 2Z the metric based on the scalar product (2) and consider 2. as a Hilbert space. Let N(P, Q) and G(P, Q) denote Neumann's and Green's functions of the differential equation (1) with respect to D. One shows easily that for each function u e Z there holds:
Et N(P, Q), u(P)} = u(Q), EIG(P, Q), u(P)} = 0.
Here and in the following operations, the E-multiplication is always to be understood with respect to the letter common to both factors. We define the two kernels K(P, Q) = N(P, Q) -H(P, Q), L(P, Q) = N(P, Q) + G(P, Q). (4) K(P, Q) is as function of each variable P an element of Z; in view of (3) it satisfies the identity EIK(P, Q), u(P)} = u(Q), ue Z, (3') i.e., it is the reproducing kernel of the class 2. By Schwarz' inequality u(Q)2 K(Q, Q) E(u), (5) i.e., the kernel K provides at each point Q e D an estimate for the value of u in terms of its norm in Hilbert space. The inequality is the best possible, equality holds for u(P) = K(P, Q). If a set of functions I u,(P) I forms a complete orthonormal set in X, we can develop K(P, Q) into the Fourier series co K(P, Q) = z u,(P)u,(Q).
This property provides a useful numerical approach to the theory of Green's and Neumann's functions [1, a -d] .
The kernel L(P, Q) has also the reproducing property under scalar multiplication. It does, however, not belong to 2: because of its singularity for P = Q and has, therefore, not the same importance in the theory of orthogonal solutions of (1) (7) denote finally by Do the difference region between D1 and D and let Eo{u, v} be the integration defined in (2) but extended over Do. With these notations, we state the following result which is an easy consequence of the boundary behavior of Green's and Neumann's functions:
Let Pi be an arbitrary set of N points in D and xi be N arbitrary real numbers. We derive from (8) the identity
Since the right-hand side of (8') is non-negative we conclude that the quadratic forms based on the K-kernels decrease monotonically with increasing domain. Suppose that for the domain D1 the fundamental functions N1 and G1 are known. In this case, (8') leads to an estimate for the unknown kernels of all subdomains D c D1:
where all right-hand terms are known.
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3. The kernel K(P, Q) becomes logarithmically infinite if both argument points tend to the same point Po on the boundary C of D. The same holds then for the kernel k(P, Q) since .K1(P, Q) is continuous in the interior of D1. It can be shown that l(P, Q) is continuously differentiable in the closed region D + C. It thus appears that among the difference kernels k and 1, the i-kernel is the more regular while among the K and L-kernels the K-kernel has the better regularity character. By means of identity (8), we are now able to investigate easily the singularity of k(P, Q)
on the boundary C of D. In fact, k(Q, R) and Eo{LI(P, Q), L1(P, R)} have there the same asymptotic behavior, since their difference is regular in the closed region.
The linear transformation of the Hilbert space z into itself Tu(P) = E l(P, Q), u(Q) I (9), can be shown to be completely continuous. Thus, the eigenvalues of the integro-differential equation up(P) = XpE{l(P, Q), up(Q)} (10) form a discrete spectrum. If we also permit the eigenvalue X = c, we can select a system of eigenfunctions I up(P) I of (10) which form a complete orthonormal set in 2. In terms of this set, we have the Fourier developments K(P, Q) = up(P)up(Q), l(P, Q) = X UO(P)U'(Q), (11) (10') 4 . We assume again that the fundamental functions of D1 are known. Then the expression K,(Q, R) + Eo{Li(P, Q), L1(P, R)} = r(Q, R) (12) is to be considered as an elementary quantity, obtainable from N1 and G, by the processes of algebra, differentiation and integration. We can reduce the solution of the boundary value problems with respect to (1) and the domain D c D1 to sequences of such elementary operations. We remark from (8) and (11) 
This shows that the positive-definite kernel M(Q, R) has its lowest eigenvalue larger than 1. Let us consider the integral equation for K(Q, R)
with kernel M(P, R).
which is an immediate consequence of the reproducing property of the K-kernel. Since the lowest eigenvalue of M is larger than 1 we can solve (14) by means of the Neumann series development:
K(Q, R) = ZEIM(t) (P, Q), r(P, R)}
where the iterated kernels M(')(P, Q) are defined by
Introducing similarly the vth iterated kernel r(,"(Q, R) based on = r as defined by (12), we may transform (15') by means of (13) into
Thus, K(Q, R) is developed into an infinite series of terms each of which can be obtained by elementary processes. Let K.(Q, R) be the kernel obtained by summing in (16) only for 0 < v < n; the difference kernel K -K. can be shown to be positive-definite so that each approximate calculation of K leads to an inequality for the K-kernel. (8") is the inequality obtained by taking n = 0. 5. Let us suppose that the curve system C is obtained from the analytic boundary curves C1 of D1 as follows: If s is the length parameter of C1, we define an analytic non-negative function so(s) on C1; we erect at each point P1 e C1 the interior normal and proceed on it by an amount ent(s) = 5v; where e < 0 is a smallness parameter. The end-points P(s) thus obtained form, for e small enough, a permissible C system. We can show that for all eigenvalues of (10)
xp.
holds. This implies by (13) M(Q, R) = O(e'), M(")(Q, R) -0(2r) K1(P, Q) .grad K1(P, R) + q(P)Ki(P, Q)K1(P, Q)]Jvpdsp + O(e2) (19) where the estimate 0(e2) holds uniformly in each closed subdomain of D.
One also easily derives from (16) and (18) L(Q, R) -L1(Q, R) = fc, [grad K1(P, Q) .grad L1(P, R) + q(P)KI(P, Q)L1(P, R) ]5vds + O(e2). (20) These formulas are equivalent to the variational formulas for Green's and Neumann's functions which were given first by Hadamard in the case of Laplace's equation [21: I' RG(P, Q) 6G(P, R) 6G(QC R) = -5p,dsp
