The X-ray diffraction lines from twelve powder samples of iron and high-speed steel with various mesh sizes and chemical compositions were measured and the data analysed using the centroid and variance as measures of line position and width. Values of lattice parameter, apparent crystallite size and mean lattice strain were found and interpreted in terms of the composition and previous history of each sample. In all cases the powder particles were found to be fragmented into many hundreds of erystallites and there was no correlation between particle size and crystallite size. The application of the non-additivity, curvature and satellite-group corrections previously introduced is described and attention drawn to the effect of the multiplicity factor in reducing the dependence of apparent size on hkl.
PHENOMENE DE DEFOCALISATION 6chantillon 6tant pratiquement impossible ~ obtenir. Enfm, il devient possible de comparer de fagon quantitative les r6sultats obtenus ~t partir d'6chantillons dif-f6rents et de sfiivre de fagon plus pr6cise l'6volution des textures.
Introduction
The B.S.A. Group Research Centre, Birmingham, supplied this laboratory with a selection of powder samples of iron and high-speed steel, and the present work was undertaken with the aims of obtaining and interpreting data on the samples and of;improving the accuracy of the method, which uses the line centroid as a measure of position and the variance (meansquare deviation from the centroid) as a measure of line width. A computer program was first written to calculate the variance as a function of the integration (or truncation) range and the variance of the spectral distribution in the iron Ke multiplet was determined, since this was the radiation to be used in the present experiments (Edwards & Toman, 1969) . The satellite group was shown to make a large contribution to the variance, and it was evident that methods would have to be developed to remove this contribution: Edwards & Toman (1970a) described three methods of doing this. Further work showed that the variances of convoluted functions were not strictly additive (Edwards & Toman, 1970b; Wilson, 1970) and that the variance could not be assumed to be linear for large truncation ranges without error (Wilson, 1969; Edwards & To-man, 1970b) . The results of the three preliminary papers by Edwards & Toman are utilized as described below to give values of lattice parameter, apparent crystallite size and mean lattice strain for each sample.
Experimental procedure

Samples
The eight samPles of iron and four samples of highspeed steel are described in Table 1 ; the chemical composition of the steel was: Mo 10.40, Co 8.50, Cr 4.16, V 1.32, W 1.22, Ni 0.16, Si 0.15, C 0.03 % (weight per cent). Specimens were made up by mixing each powder with about 10 % by volume of binder (silicone grease) and pressing this mixture into the rectangular recess in the sample holder. The holder was placed symmetrically with respect to the incident and diffracted beams, with the volume of sample available for diffraction a maximum: this second requirement was achieved by maximizing the diffracted intensity with the counter placed at a calculated 20 value (based on an assumed lattice-parameter value) by moving the sample perpendicular to its own plane. Any line shifts due to specimen displacement so introduced were later corrected by extrapolation.
Measurements
Iron K~ radiation was used and in the range of recip-
Sample
Mesh fraction (a) Iron samples The other three lines for each sample were measured on a Picker powder diffractometer (radius 14.55 cm) fitted with a Dunlee X-ray tube; the details of the system were as follows:
(a) Radiation: Fe Ka, unfiltered; 28 kV (constant potential), 12 mA; 5 ° take-off angle.
(b) Slit system: 2 ° divergence and scatter slits, 2 ° Soller slits (q=0.34) in the incident and diffracted beams, 0.005 in [0.127 mm or 0.05 ° (20)] receiving slit.
(e) Data recording: NaI/T1 scintillation counter operated at 1115 V, pulse-height analjser.
The lines were measured by the step-scanning technique: for the 110, 200 and 211 lines (with relative intensities 100: 15:25) typical counting times per step were 520, 1000 and 780 sec with step lengths of 0.01, 0.01 and 0-02 ° (20) and measurements were made up to + 0.75, + 1.5 and + 2.0 ° (20) from the line centroids, respectively; the background to each line was measured by recording the intensity at two points on either side of the profile (+ 4.0, + 5.5 and + 6.0 o (20) from the centroids, respectively) with a counting time five times that used for each point on the profile itself. To obtain the background level at the line centroid, the background variation was assumed to be a linear interpolation between these two measured values.
The relative probable error due to statistical fluctuation alone was always smaller than 0.5%. Peak-tobackground ratios were typically 30, 3 and 7 respectively. A representative set of profiles, the three lines from sample number 1, is given in Fig. 1 ; the rather high background observed with all these samples was due to fluorescent radiation.
Computations
The centroid and variance of each profile were computed using the program described by Edwards & Toman (1969) ; the definition of the variance used was At this point it is necessary to remove the contribution that the satellite group makes to the variance (Edwards & Toman, 1970a) . If the amount of broadening is small (i.e. apparent crystallite sizes are greater than about 1000/~,) the satellite group will be sufficiently pronounced to make possible the interpolation of the line profile under the satellite group prior to the calculation of the variance: in this work this proved possible for only four of the thirty-six lines. However, there are two ways in which the variance itself can be corrected for the satellite group contribution which are applicable to all cases: the graphical method and the empirical correction curves. The results given by these methods were averaged for each profile.
In addition to calculating the variance-range function, the computer program also adjusts the background level and the method of doing this is based on two assumptions: (i) that the variance-range function of the diffraction line (without background) is linear in the range a for large ranges, and (ii) that if the background level is incorrectly set, the residual background intensity will give rise to a term in a 3 in the variancerange function. The second assumptiot~ is well founded (Langford & Wilson, 1963) , the first, for the ranges encountered in practice, is not exact, as will be explained below. The program therefore fits a polynomial W(a) = Wo + ka + a3o "3
(2) to the Variance by the least-squares method over a region al < a < a2 and calculates the error in background 
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Oo ,6 10 1'5 = Truncation range (mA) level from the magnitude of a3. The background is corrected, the variance re-calculated and the procedure is repeated three times in all so that the variance is closely linear in this region. For the 110, 200 and 211 lines a1=14.5, 14.5 and 15.0 mA and a2=20"0, 17-8 and 20.0rr~ respectively (1 ra~=10 -13 m). The variance is very sensitive to the setting of the background level and so it is important to note the adjustments made by the program to the level as measured experimentally; these are given in Table 3 . In the majority of cases the level is reduced, which is to be expected because the asymptotic behaviour of line profiles is inverse square and a measurement of the background made in the vicinity of a line will necessarily be too high, especially for intense reflexions. However, the magnitude of the changes will be too great: as mentioned before, the assumption that the variancerange function is linear if the background is correctly set is not justified: Wilson (1969) has shown that terms in a -~, a -3 ... are to be expected and though these will become negligible for large a, Edwards & Toman (1970b) have shown that the a -t term at least is not negligible for the ranges used in practice. When the polynomial (2) is fitted to the variance the presence of a negative term in a-1 will decrease the magnitude of coefficient aa and the computer will set the background lower than the true level. To compensate for this, the variance with measured background and the variance with adjusted background were averaged with equal weight, though in the few cases where the adjusted background was higher than the measured background, the variance with adjusted background was given zero weight. Table 3 . Percentage changes made to measured background level at the centroid by the program
The set of average variance slopes k (exp) and intercepts W(0 exp), corrected for the satellite-group contribution, are given in Table 4 (a). The largest contribution to the errors in these values comes from the uncertainty in the background level and the satellite-group correction: the mean standard deviation in the values of k C~xp) is 0.03 rnA, and in the values of Wt0 ¢~p), 0.4 (mA) 2, which therefore arises mainly from these causes.
Deconvolution
The observed line profile is the convolution of the spectral distribution of the radiation with the sample broadening function and the instrument broadening function: the variance slopes and intercepts of Table 4(a) must therefore be corrected for the contributions from instrumental broadening and the width of the spectral distribution. Edwards & Toman (1970b , 1972 showed that the slope and intercept of the variance of the sample broadening function (approximated by a straight line) are given by
where exp denotes the observed profile and sp denotes the spectral distribution. Ws is the contribution made by the instrumental profile to the variance intercept, W,a is a non-additivity correction and Weu is a curvature correction which is required if, as here, the variance has been approximated by a straight line and the inverse-range terms ignored. Deconvolution of the slope is thus much more straightforward and accurate than deconvolution of the intercept. The values of k (~p) and W(0 sp) are given for iron radiation by Edwards & Toman (1969) . The contributions to Ws were calculated from formulae collected by Wilson (1963) and are given in Table 2 (a) (the effect of physical aberrations was also allowed for at this point and these contributions are included in this Table) . Wna and We, are given by Edwards & Toman (1972) and Wcu for a tetrahedral shape was used. 
Experimental results
Lattice parameters
The computation of lattice parameters employs the centroid position of the diffraction line, which is calculated in the course of finding the variance. The centroid position varies with the truncation range as shown in Fig. 3 , where the dip at a= l0 mA is caused by the satellite group, which lies on the low-angle side of the line. In all cases the centroid position for a--8 rnA was used.
The centroid position is also affected by instrumental and physical aberrations. Wilson (1963 Wilson ( , 1965 gives formulae giving the contributions to the centroid: Table 2(b) gives the corrections which are to be added to the measured position, together with the zero error in the 20 scale, which must be redetermined after each disturbance of the diffractometer alignment. It was -0.017 ° (20) for most samples and +0-100 ° (20) for samples 5, 7 and 11.
The lattice parameters obtained from the three lines of each sample were plotted against cot 2 0 for most samples and against cos 0 cot 0 (Wilson, 1963) for samples 5, 7 and 11 because it was suspected that here the specimens were further displaced fromthe diffractometer axis. The lattice parameters extrapolated to 0--90 ° were found and are given in Table 7 . The error in the centroid position is of the order of 0.01 ° (20) so that the error in the extrapolated lattice parameter is 0.0003 A for most samples: the lattice parameters of alI the unalloyed iron samples are thus identical within experimental error and in good agreement with the value 2.8664A given by Swanson, Fuyat & Ugrinic (1955) . The error in lattice parameter of samples 5, 7 and 11, for which the rather larger eccentricity of the sample had to be corrected by extrapolation, is about 0.0007 A.
Crystallite shape and size
The theory of X-ray line broadening due to small crystallite size defines a parameter called the apparent crystallite size, e, which is the mean thickness of a crystallite parallel to the diffraction vector. The variance slope k for each line yields an average ~ for the powder through the relation (5) ( where k is expressed in reciprocal space units). If the true crystallite size p is taken to be the cube root of the crystallite volume, the ratio p/s is called the Scherrer constant K and true crystallite sizes can in theory be found from apparent sizes by multiplyin~ the latter by suitable Scherrer constants. Wilson (1963) has ~abulated Scherrer constants for certain regular shapes (sphere, cube, tetrahedron, octahedron); the orientation of the diffraction vector with respect to the crystallite is here specified by the indices of reflexion, assuming a cubic crystal lattice oriented in a particular way with respect to the external form. Such a table is thus applicable where all crystallites have the same shape and the same size and where the crystal lattices always have the same orientation with respect to the external form: a!so where there is a range of sizes, in the computation of average crystallite sizes. Under such circumstances the apparent crystallite size should vary markedly from line to line (deviations of up to 15 % from the mean), but in the more realistic case where the crystallite shapes are neither uniform nor regular there are two reasons why this variation will not be so great: firstly, the variation in shape as well as size introduces a further averaging of e; secondly, if the symmetry of the structure is higher than triclinic, the multiplicity factor m for each line will be higher than two: individual planes of the form {hkl} each contribute to a powder line and give rise to m/2 different values of e [the (hkl) and (hkl) planes give identical values], so that a further averaging of e takes place. In statistical terms, this average, which is gained from a sample of size m/2, will tend to approach the population average, which for each crystallite is the value of averaged over all directions, the larger the value of m. The combined effect of irregularity of shape and high multiplicity is thus to reduce the dependence of e on hkl and use of some average Scherrer constant would be appropriate. These considerations apply also to the other apparent crystallite size which can be found from the variance intercept: here the constant which is analogous to the Scherrer constant is called the taper parameter and this has also been tabulated for certain regular shapes (Wilson, 1963) .
The values of e obtained from equation (5) are given in Table 5 : taking the standard deviation in k as 0-03 mA for all lines, the standard deviations in e for three values of e are given in Table 6 . 
Lattice strain
The variance intercept W0 obtained after deconvolution is made up of a contribution W, from crystallite-0"5' 0'4. 
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Truncation range, a (mA) Fig. 3 . Centroid position as a function of truncation range; (a) for the iron spectral distribution, (b) for sample 11, 110 line. 0~ is the distance of the centroid from the K0q peak expressed as a fraction of the ~l~z peak separation. size broadening, and a contribution Wd from strain broadening which is proportional to the variance of the local strain e" Wd = )~2 < (e_~)z > =) ~Z(eZ_62 ) where Wd is expressed in wavelength representation. To separate the two contributions to the intercept We was estimated from the variance slope k using the following relation" ~2 L W~ = 4 K 2 k2 (6) where K is the Scherrer constant and L is the taper parameter. Combining this with equation (4) gives the intercept due to strain alone as Wn= Wo-W~ (7)
= W(o o~o)-w(o ~)-w~ + w.. + w.-w~. (8) Values of Wd were computed from equation (7) using values of W0 from Table 4(b) and values of W, calculated from equation (6), assuming a tetrahedral shape once again. Values of the root-mean-square strain were thus computed and an approximate indication of the corresponding r.m.s, stress was also found by multiplying the strain values by Young's modulus . The results are given in Table 7 . The stress values may be compared with the yield point of iron, which is about 250 GN.m -z.
Interpretation of results
Unalloyed iron samples
The results for the iron samples are summarized in Table 7 (a): this gives the mean apparent size (average over three reflexions) as well as the mean absolute deviation of the three values from this mean: the high value of this last quantity for many of the samples (> 22%) is the most notab!e feature of the Table. In all cases the apparent size computed from line 110 was largest and that computed from line 200 the smallest with the largest deviation from the mean. As stated above, if all crystallites had the same shape the apparent crystallite size would show a marked dependence on hkl and deviations of up to 15 % from the mean might be expected: however, non-uniformity of shape and the high multiplicity of reflexions from cubic powders will reduce this dependence considerably and the large variations in apparent size observed here cannot therefore be attributed to shape factors. The measurements were examined to test whether poor statistical accuracy, some contamination of the spectrum or a missetting of the background could cause such large deviations, without success: using the measured background in fact results in increased mean deviations. The conclusion is that these results reflect some genuine property of the sample, such as the presence of anisotropic mistakes connected with impurities which result in the 200 line being relatively broad. Such compositional heterogeneity would be observed as strain and the fact that a tentative correlation exists between r.m.s, strain and the mean deviation of apparent size tends to support this hypothesis.
The results also indicate a negligible correlation of mesh fraction with apparent size. The mesh fraction -100+ 140 will have an average particle size of about 150/zm and the fraction -400 will have particle sizes up to about 40/zm (1/zm = 104 A) SO that each powder particle is highly fragmented and contains from several hundred up to several thousand crystallites. The Table  also shows that the values of strain and stress are quite small. The reliability to be placed on these values is uncertain but cannot be very high: the variance intercept is very sensitive to the location of the background as well as to the various corrections applied to the intercept and systematic errors may have been introduced. However, samples 8, 9 and 12 have lattice strains which are significantly non-zero.
High-speed steel samples
The results are summarized in than that of pure iron: this is probably the result of the formation of a substitutional solid solution at the temperature prior to atomization, which solid solution is retained by the subsequent quenching. The lattice parameter of the heat-treated samples is substantially lower (0.008 A greater than that of pure iron) which suggests a partial decomposition of the solid solution on heat treatment at 800°C. The diffraction patterns of these samples do in fact display a number of weak lines which are due to the decomposition products, one of which has been identified as FeaMo2. The large decreases in mean apparent size on heat treatment are notable. This can be interpreted by supposing that in the atomized state the lattice of the solid solution is almost perfect and that the size of the crystallites is determined by grain boundaries. On heat-treatment the decomposition products are precipitated as particles within the grains of the parent solid solution and the coherently diffracting regions are now much smaller, giving rise to a much reduced apparent crystallite size.
The untreated samples have r.m.s, strain values of about 0.5 x 10 -3, which corresponds to a deviation of 0.002 A in lattice parameter: this is a higher strain value than for any of the unalloyed iron samples and can be caused either by internal stresses or by compositional heterogeneity. For the untreated samples compositional changes bring about a change in overall lattice parameter of 0.026 fit (compared to that of pure iron) but this figure is only 0.008 A for the heat treated samples; it is therefore possible that the strain for the former samples is caused largely by compositional heterogeneity and the rather smaller strain for the latter samples is caused largely by internal stresses.
Conclusions
This paper has described how measurements of line breadth were analysed using the centroid and variance of the diffraction lines to give values of lattice parameter, apparent crystallite size and mean lattice strain for twelve powder samples. The customary method of analysis has been made more exact by the introduction of corrections for the satellite group, for non-additivity of intercepts and for curvature of the variancerange function. This last factor has made the adjustment of the background level from the cubic range term more difficult since it does not at present seem possible to separate the inverse range and cubic range contributions to the variance with reliability; this emphasizes the need for an experimental measurement of the background wherever this is possible. The discussion on the relation between true and apparent crystallite sizes has shown that in many cases the variation of apparent size with hkl cannot be attributed to crystallite shape because of the various averaging effects to be expected: attention was drawn to the multiplicity factor as one such averaging effect.
The lattice parameters and apparent crystallite sizes have been determined to reasonable accuracy and interpreted in terms of sample history; no correlation of mesh fraction and apparent crystallite size was observed. The determination and interpretation of lattice strains from the variance intercept is a rather more unreliable procedure owing to the sensitivity of the intercept to the location of the background and to the various corrections which are necessary. Though the analysis procedure has been improved in exactness, the experimental accuracy has probably suffered and further work is needed before the determination of lattice strains reaches the accuracy already achieved in the determination of crystallite sizes.
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