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CONCEPT GRAPHS: APPLICATIONS TO BIOMEDICAL TEXT 




As science advances, the underlying literature grows rapidly providing valuable 
knowledge mines for researchers and practitioners. The text content that makes up these 
knowledge collections is often unstructured and, thus, extracting relevant or novel 
information could be nontrivial and costly. In addition, human knowledge and expertise 
are being transformed into structured digital information in the form of vocabulary 
databases and ontologies. These knowledge bases hold substantial hierarchical and 
semantic relationships of common domain concepts. Consequently, automating learning 
tasks could be reinforced with those knowledge bases through constructing human-like 
representations of knowledge. This allows developing algorithms that simulate the human 
reasoning tasks of content perception, concept idenification, and classification. 
This study explores the representation of text documents using concept graphs that 
are constructed with the help of a domain ontology. In particular, the target data sets are 
collections of biomedical text documents, and the domain ontology is a collection of 
predefined biomedical concepts and relationships among them. The proposed 
representation preserves those relationships and allows using the structural features of 
graphs in text mining and learning algorithms. Those features emphasize the significance 
of the underlying relationship information that exists in the text content behind the 
interrelated topics and concepts of a text document. The experiments presented in this 
study include text categorization and concept extraction applied on biomedical data sets. 
 
 
The experimental results demonstrate how the relationships extracted from text and 
captured in graph structures can be used to improve the performance of the 
aforementioned applications. The discussed techniques can be used in creating and 
maintaining digital libraries through enhancing indexing, retrieval, and management of 
documents as well as in a broad range of domain-specific applications such as drug 
discovery, hypothesis generation, and the analysis of molecular structures in 
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In a document-driven environment, such as digital lbrary systems, the basic units of 
information vary in size, significance, and location. Text documents can usually be 
decomposed into smaller units like phrases, terms, or any domain specific knowledge that 
can be extracted from the content or from a data collection as a whole. Whether it is a 
full-text document, a webpage, or a smaller chunk of data, the text content embeds a lot 
of interrelated topics or concepts buried in a corpus. This embedded information, non-
trivial by nature, is sometimes hard to discover or extract from the text and requires 
nontraditional techniques [1]–[4]. Enhancing the representation of documents is therefore 
essential for understanding the content and implementing better information extraction 
components in text mining applications and digital libraries. Text mining is an emerging 
discipline at the intersection of artificial intelligence, natural language processing, 
linguistics, statistical learning, and data mining. It involves extracting useful knowledge 
and hidden patterns in textual data collections, encompassing a set of automation 
techniques needed in managing the growing text repositories and digital libraries as well 
as techniques of knowledge discovery from unstructued text documents [5]. In an 
attempt to bridge the gap between conventional data mining techniques and unstructured 
text, the following study explores graph-based representations of text documents through 
several applied experiments. Graphs representing liked entities capture additional 
relational information that might be present in theext content and thus provide a basis 





 representation. In this study a model of representing text documents using graphs is 
presented. A graph is comprised of nodes and edges that describe relationships among 
them. The nodes represent concept terms identified in the text and the edges represent 
semantic-based relationships among these concepts within a certain domain. The 
relationships are defined by human experts in a domain-specific knowledge base. This 
external knowledge can be incorporated into the text r presentation forming richer 
connected graph structures that preserve additional nformation often ignored in common 
text representation methods, such as the widely used vector space model [6]. 
This leads to the following research question:  
Can graph representations of text, in which relationships among concepts are 
preserved, improve the performance of text mining applications, when compared to 
baseline methods? The concept relationships provide additional information to the text 
representation when compared to standard Bag-of-words representations, in which such 
relationships are disregarded, as the text is typically treated as a collection of words or 
phrases extracted from the content. The relationships t at are considered in this study are 
based on human-defined semantic relationships that exis among concepts in a certain 
domain. These can be incorporated into a text document’s representation in the form of 
links that connect related concepts of the text or as external related concepts not present 
in the text. The former can be considered as implicit semantic information existing 
inherently in the text content. The latter can be rega ded as external domain knowledge 
accumulated through experience, or in other words, human expertise available in the form 





adding such information allows mining the structure of the text when represented in 
graph form. 
To answer this question, this study attempts to evaluate the performance of two 
common text mining applications: Text Categorization (TC) and Concept Extraction 
(CE), applied on biomedical datasets. The research question can thus be broken down 
into the following. RQ1: Do concept relationships and external related concepts, captured 
in a graph form, provide a better representation for classifiers to discriminate text content 
and to make more accurate classification decisions using supervised learning methods? 
RQ2: Can the structural properties of a graph provide a ditional useful attributes for a 
text document’s feature set to improve the ranking of key concepts present in that 
document? The precision of a concept extraction application is investigated and the 
significance of using the graph properties is studied. 
 The experiments corresponding to those research questions are presented in 
Chapters 3, 4, 5 and 6, including the methodology, results, and evaluation. 
The methods used in this study involve transforming biomedical text documents 
into graphical representations through mapping textentities into predefined ontology 
concepts and use the graphs and their features in the aforementioned applications. The 
study investigates whether and how graph representatio s and their features improve the 
accuracy of the learning algorithms and how they capture hidden information that might 
be ignored in baseline methods. These representatios offer a practical and natural 
conceptualization of the text and thus could be applied more effectively than traditional 





relations that might not be as explicit or specific as semantic relations defined within an 
ontology.  
The process of building the graphs and applying them to classification and 
information extraction algorithms is explored in detail in the following chapters through 
different experiments and the analysis of evaluation results. 
Graph representations have been gaining a lot of attention due to their structural 
nature and the way they capture links or relations between entities [7], [8]. Graph 
modeling borrows similarities from cognitive modeling and how humans perceive objects 
and relations between them. To illustrate this consider a human expert, with adequate 
knowledge in biomedical sciences, reading an excerpt of an article selected from a 
collection of documents about renal failure. The expert, without prior knowledge of what 
the article is about, encounters the concept terms kidney, diabetes, and hypertension in 
the text. The expert intuitively recognizes that diabetes and hypertension are common 
causes of chronic kidney disease and predicts that the article’s topic is most likely related 
to renal failure, rather than diabetes or hypertension. Figure 1.1 shows a graph 
representing a possible mental model of the expert’s perception of the topic discussed in 
the article about renal failure. This illustration shows how graphs can be used to 
represent the text content. The relationships can be extracted from a domain ontology of 
biomedical knowledge, as described in the following chapters. The nature of the 
relationships are not explicitly used in this study, resulting in the graphs being undirected. 
However, the proposed methods emphasize the structural properties of the constructed 
graphs, and how they can be quantified and used in lear ing algorithms that can make 






Figure 1.1 Mental image of renal failure made by a human reader.  
The structural relations hold additional information essential for visualizing and 
categorizing objects and hence are useful in understanding, learning, and decision making 
in domain specific tasks. Graphs also have a solid theoretical background in mathematics 
and computer science where graph analysis and manipul tion algorithms have been 
studied extensively [9]. For these reasons, utilizing graphs is promising and could 
enhance existing text mining techniques. On the other hand, the wide availability of 
comprehensive ontologies, specifically biomedical knowledge bases, makes it possible to 
construct such complex graph structures and explore h w their features contribute to the 
performance of information extraction and other text mining applications. 
1.2 Overview and Motivation 
Documents have been commonly represented by vectors of words, key phrases, or 
sentences. Recently, the document structure and entity li ks within the text have been 





representations have been gaining a lot of attention lately due to their structural nature 
and the way they capture links or relationships betwe n entities [11], [12].  Those 
relationships often hold interesting information that can be mined from the text. In the 
biomedical domain for example, a gene interaction network can be used to infer certain 
functions of that gene. Similarly, a semantic network in a certain biomedical text would 
help finding significant terms or a set of concepts in the text by examining how they are 
related to other entities. The relationships can be used as similarity measures in structural 
pattern matching or can be quantified and used as additional feature weights for machine 
learning algorithms. Although graph mining is being studied and applied widely in 
different domains, there are numerous areas for theoretical development and empirical 
studies, especially in machine learning applications. Applications that target biomedical 
data collections, for example, still cannot match human knowledge and judgment as it 
requires extensive and specific domain expertise. Improving the performance of those 
applications is thus challenging as much as it is de irable when applied in the real world 
as it would thrust further research efforts and application development in text mining, 
bioinformatics, and other fields of computing sciens such as network security, grid 
computing, and social networks where graphs can naturally be used in modeling. 
Whether applied to molecular structures, social networks, geographic maps, 
sensor networks, or text documents, graphs offer an intuitive and effective representation 
model. A graph, in its generic form, is a set of vertic s and edges that connect them. A 
vertex, also called a node, represents a domain specific ntity of interest within an 
application. It can refer to a certain term or concept in a text document, a person within a 





between the nodes. They represent relations or ties between entity nodes. In a social 
network, for example, edges could be used to represnt a friendship relation between two 
persons. In the World Wide Web, graph edges could be hyperlinks that connect web 
pages.  In a text document, they can represent semantic relations between the terms in the 
text. 
In particular, graph representations of biomedical text documents, mainly 
published articles in scientific journals, are constructed and used in the experiments. 
Biomedical literature is growing rapidly as medical sciences, molecular biology, and 
genomics evolve. Vast amounts of publications and structural data that have been 
released are awaiting analysis and further study in hope for breakthrough discoveries. 
Biomedical concepts in a text document are often contextually and semantically related. 
Identifying those relationships provides additional knowledge that is useful in 
understanding the text content, recognizing patterns and interactions among concepts, and 
making predictions in automation tasks such as classification, summarization, or 
knowledge discovery. The relationship between the concepts Kidney and Creatinine, for 
example, imply that the topic Renal Failure is most likely relevant to a certain text’s 
content. Such relations are sometimes explicit and can be identified with the help of 
predefined ontologies created by experts. In other cases, the relations are implicit or 
unknown and require more sophisticated tools such as le rning algorithms to recognize 
them. The study starts with describing how text documents can be transformed to graph 
structures and then investigates how graph-based models affect the performance of text 





The main contributions of this work are: 1) providing a graph construction 
method using ontology mapping. 2) Improving text caegorization through the use of, 
knowledge-based features, graph edge features, and gr ph kernels. 3) Improving concept 
extraction using graph features for ranking top keyconcepts in text documents. Those 
methods are evaluated and compared to ones that do not use graph structures in addition 
to popular baseline methods. Essentially, the study investigates how the graph structures 
capture additional hidden information that is often ig ored in baseline methods. 
1.3 Organization 
This dissertation is organized as follows: Chapter 2 is a literature review of the main 
concepts and techniques discussed in the study. Chapter 3 focuses on building a 
knowledge-based graph representation of a text document and applying it in a biomedical 
text categorization task using a Naïve Bayes classifier. Chapter 4 extends the previous 
study with an additional experiment, where graph edges are weighted and used as the 
documents’ features. Chapter 5 studies the use of graph kernels in text categorization. 
Two different kernels are defined to compute similarit es between the graphs and used 
with k-Nearest Neighbor and Support Vector Machine classifiers. Chapter 6 discusses the 
use of concept graphs and their effect on concept extraction from biomedical text 
documents. Chapter 7 concludes the studies with an overall summary and highlights of 









In the following subsections some of the related work that has been done in graph mining 
and graph representation of text documents is introduced. The techniques discussed range 
from textual information extraction, knowledge bases, representation of structured data, 
and applications in text mining. The challenges lie in learning the complex structure of 
data and in extracting hidden information that is often critical in improving text mining 
algorithms. The proposed attempts highlight the popularity graph mining has gained in 
recent years and the broad spectrum of applications where graph mining techniques can 
be used. The discussion begins with named entity recognition techniques that are used in 
some experiments in the early stages of concept identification, and then continues to 
explain how knowledge bases, mainly biomedical sources, can be used in constructing 
graphs by providing external knowledge in the form of ontologies and controlled 
vocabularies. Finally, graph representations and similar linked structures and their 
applications in data mining are reviewed. Other related work on text categorization and 
concept extraction is reviewed later in the corresponding chapter. 
 
2.2 Named Entity Recognition 
Named Entity Recognition (NER) techniques have been used as basic tools for the 
identification of entities of interest in various domains. NER techniques are based on 
conditional random fields (CRF) which use a probabilistic model to segment and identify 





representation of sequential data with statistical properties that can be analyzed and used 
to extract significant entities such as text elements from natural language [14], [15] or 
more domain-specific entities as those found in biomedical data collections such as gene 
names and proteins [16], [17]. Two popular biomedical NER tools that are available for 
public use are ABNER [18] and LingPipe [19]. ABNER is based on conditional random 
fields and uses regular expressions and neighboring tokens and extracts orthographic and 
contextual features rather than semantic and syntactic features. ABNER is trained and 
evaluated on the NLPBA corpus, a modified version of GENIA [20] and the 
BioCreAtIvE corpus [21]. LingPipe is another software package that also offers a 
customizable and trainable NER toolkit for general and biomedical entity identification. 
Named entity recognition can be done simply using dictionary matching and regular 
expressions or through supervised training of a statistical model. The LingPipe module 
used in the experiments is trained on the GENIA corpus and can recognize most of the 
biomedical concept mentions in articles.  Named entity recognition can be coupled with 
concept mapping to a predefined biomedical vocabulary. This ensures a unified 
representation and usage of biomedical terms that appear in different formats in text 
documents and across different datasets. In the next s ction some background on 
dictionary-based systems and ontologies in text mining is provided. 
2.3 Knowledge Bases and Ontologies 
2.3.1 Introduction 
In biomedical text mining and bioinformatics in general, specific knowledge bases 





various information extraction tasks. These include controlled vocabulary databases, 
thesauri, and ontologies. The term ontology will be used throughout this study to refer to 
a knowledge source used in the experiments since ontologies include a vocabulary 
database in addition to thesaural or semantic relationships between the predefined 
concept entities. An ontology is thus a richer knowledge source since it includes 
additional predefined information, such as hierarchies, categories, and semantic relations. 
Moreover, the term ontology is commonly used in thebiomedical domain, which is 
where the methods presented are applied. 
An ontology can be defined as a formal specification f a shared 
conceptualization which provides a common understanding of a certain phenomenon or 
domain [22]. It is used to model knowledge in a certain domain using a representation of 
common concepts and relations or interactions between them. Ontologies help in 
different aspects of building information systems. They allow conceptualizing and better 
understanding of the data at hand as well as incorporating external knowledge into 
applications. Consequently, they can be used with different methods of data analysis and 
mining. In biomedical research, the vast number of concepts and technical names used in 
the literature requires some sort of standardization and integration [23]. As a result, 
biomedical ontologies have been used extensively in different text mining applications 
and techniques that target different topics. Some of the prominent works that involve 
biomedical ontologies include: The Gene Ontology (GO) which contains detailed 
information on gene and protein roles in cells behavior, molecular functions, and other 
biological processes [24]; The Molecular Biology Database Collection provides a public 





biology resources [25]; [26] proposed an integration method to combine GO vocabularies 
with other external vocabularies to handle the problem of species-specific terms and to 
provide a better representation of concepts; [27] also described how integrating epitope 
data into other biomedical knowledge resources would help in organizing the 
increasingly growing data on immune epitopes; The semantic metadatabase project 
(SEMEDA) is a semantic integration and federated databases querying system [28]. It is a 
multi-tiered web application that allows querying integrated databases and provides an 
ontology-based semantic metadatabase as well as an ontology-based querying interface. 
The authors describe the integration process and its requirements and evaluate existing 
relevant ontologies; [29] developed an ontology-driven system for capturing and 
managing protein family data addressing maintenance and sustainability issues; The 
Unified Medical Language System (UMLS) [30], will be described in detail in the 
following section since it is used in the experiments as the main knowledge source of 
biomedical concepts. 
Other ontology-based approaches related to text mining and the proposed methods 
will be referred to later in the subsequent sections. 
2.3.2 UMLS 
The Unified Medical Language System (UMLS) is one of the most widely used 
knowledge sources in the biomedical domain [30], [31]. Made available by the National 
Library of Medicine, UMLS provides databases, tools, and services for researches and 
practitioners in health sciences, medical sciences and bioinformatics. The backend of 
UMLS comprises comprehensive vocabulary databases of biomedical and health-related 





others. The concepts unify the usage of common terms of different formats defined in 
different sources through unique identifiers. In other words, they can be considered as a 
higher level representation of the meaning behind the terms, even if they appear in 
different forms in the literature. In addition, the UMLS database includes a set of 
predefined relationships among the concepts, allowing the construction of ontologies, 
concept mapping tools, and graph representations of a set of related biomedical concepts. 
The distribution of the UMLS relationship types available in the database version 
used in this study is shown in Table 2.1. The frequency values change with time as 
UMLS is updated and new relationships are added. The relationships are of hierarchical 
and semantic nature and include synonyms, similar, siblings, parent-child, broad, narrow, 
allowable qualifiers, qualified-by, and unlabeled relationships. The relationships used in 
the experiments are dependent on the concepts identif ed in the text and on the specific 
experiment, as some relationships are excluded to limit the size of graphs. For example, 
in one experiment, only parent-child relationships and synonyms are considered. In 
another experiment the relationships used are restricted to those defined in a specific 
vocabulary source in UMLS. To illustrate the nature of the relationships in UMLS, 
consider the concept tomography as an example. Tomography is an imaging technique 
that produces images of specific sections of the body. Therefore, a parent-child 
relationship is defined in UMLS between the concepts imaging and tomography. 
Similarly, optical coherence tomography, a special tomographic technique, is defined as 
a child concept of tomography. It is also worth mentioning that the relationships are 
neither comprehensive nor accurate in all cases, as they are collected from different 





the experiments, they provide a good source of structu al information that is embedded in 
the text and can be represented by graphs.  
In addition, UMLS also includes a table of statistical relations, determined by co-
occurrence frequency information. However, those ar not used in the experiments. 
Instead, the available semantic relationships are used for constructing the graphs as they 
provide a more explicit structural representation of text documents whereby semantics 
are preserved. The semantic relationships are defined by human experts and thus are a 
more natural interpretation of the domain knowledge, which includes characteristics, 
interactions, and classification of the concepts. 
 
Table 2.1 Distribution of UMLS Semantic Relationships  
Type of Relationship Relative Frequency 
Allowed Qualifier AQ 1.14 
Child CHD 7.74 
Parent PAR 7.73 
Qualified-by QB 1.14 
Broad Concept RB 2.83 
Similar Concept RL 0.12 
Narrow Concept RN 2.84 
Unlabeled RO 19.32 
Possible Synonym RQ 3.37 
Sibling SIB 43.85 






On top of these databases, UMLS also provides higher lev l tools and services to 
leverage application development and research in text mining and bioinformatics. Among 
these are a semantic network of all defined concepts and a set of lexical tools used in 
natural language processing (NLP) of biomedical text. However, this study relies only on 
the backend databases to build customized modules that allow accessing the concepts and 
relationships and constructing graph representations of text as described in detail ahead in 
the following sections.   
The UMLS sources have been extensively used in various research projects and 
applications in text mining. To start with, some efforts have been made to map 
biomedical concepts and vocabularies to and from the UMLS [32]–[34], in an attempt to 
either build ontologies, integrate different knowledg  sources, or improve term 
identification and indexing. UMLS also proved effective when coupled with natural 
language processing techniques. Several works have been presented addressing the 
identification and representation of biomedical knowledge in text datasets using NLP 
methods [35]–[38]. UMLS has also been used in automa ic text summarization where 
terms are mapped to predefined concepts and containing sentences are weighted and 
extracted to generate summaries [39]–[41]. In information retrieval UMLS has been used 
in query expansion [42]–[44], translation and cross language retrieval [45], and in search 
results organization [46].  Other applications include knowledge discovery in medical 
sciences [47]–[51], question answering [52], topic identification [53], [54], text 





2.4 Graph Representations 
2.4.1 Introduction 
Complex structures and networks can often be represnt d using graphs where links, 
relationships, or associations could be used in the mining process. These connections 
possess additional information that is, in many cases, critical when representing and 
analyzing the data and later in making predictions or decisions in various mining 
applications. Graph mining exploits large amounts of tructural data that holds implicit 
and explicit entity relationships or links by looking for interesting patterns or knowledge 
within the structure [58]. As most of the traditional data mining techniques that target 
unstructured data are not suitable for graphs, graph mining has emerged as a new 
research direction within data mining, at the intersection of algorithmic graph theory, link 
analysis, statistical learning, pattern recognition, nformation extraction, and other related 
fields in data mining.  
2.4.2 Representation 
Different approaches have been used to represent text documents as graphs using 
different text components and features. The components and features are selected and 
extracted to capture relevant task-specific information. Text components such as noun 
phrases, keywords, or sentences often possess inherent st uctural relations in the form of 
statistical, syntactic, semantic, or ontological information. The level of explicitness of 
these relations varies where those based on statistic l information are considered the least 
explicit since they are typically extracted using a collection of documents and not straight 
from the text whereas predefined ontological relations are considered the most explicit, 





Within a document collection, term co-occurrence is often used to define 
associations or relations between terms. In [59], the co-occurrence frequency of any pair 
of terms in the text is used as the edge weight that connects the respective term nodes. 
The node weights are calculated using the common term frequency and inverse 
frequency. The resulting graphs, each comprised of tw  vectors, a node weights vector 
and an edge weight vector, are then used to find the similarity between two text 
documents. The edges can also be derived from co-occurrence within the same sentence 
as proposed in [60] where the term associations are ind pendent from a certain corpus 
and thus are domain independent as well. Edge weights can also be described as co-
occurrence conditional probabilities that two terms appear sufficiently close to each 
other. A sliding window can be used to measure the proximity threshold for the terms 
where edges falling out of the proximity window can be dropped from the graph [61], 
[62]. Another method that has been used is finding the co-occurrence of symmetric 
relations in the text using graph edges. A part-of-speech tagger is used and adjacent noun 
phrases, that appear in a list or are separated by conjunctions, are located and a graph 
edge is defined to represent the symmetric relation [63].   
2.4.3 Graphs and Knowledge Sources 
Semantic relations, on the other hand, can be identified with the help of external 
knowledge sources. Wikipedia has been successfully used to incorporate linked web 
content as relationship information into graphs. Again, co-occurrence of those links can 
be used as edge weights. A relation is thus defined between two Wikipedia concepts 
when there is an internal hyperlink between the concepts from one concept page to the 





mapping the concepts to Wikipedia categories and use  for document classification and 
categorization tasks [68]–[70].  Similarly, other studies used WordNet [71], an English 
lexical database, to build graphs where terms are mapped to sets of predefined synonyms, 
referred to as synsets [72], [73]. The edges represnt emantic relations including 
synonyms, antonyms, hyponyms, meronyms, and troponyms.  
In the biomedical domain, Gene Ontology (GO) [24] subgraphs were used to 
represent documents where directed edges represent hierarchical is_a relations (where a 
concept is a type of or form of another higher leve concept) between predefined GO 
terms. This representation was compared to a flat non-graph representation in a text 
classification task [74]. Similar GO subgraphs were d scribed in [75] to help in 
interactive visualization of relations within biological processes. The Systematized 
Nomenclature of Medicine--Clinical Terms (SNOMED) collection [76] had been used as 
well to create graphs representing clinical information. The SNOMED collection is 
hierarchical and has clinical terms grouped into conceptual categories with a linked 
structure. The relations can be interpreted as is_a, part_of, made_of, and others as 
described in [77] where SNOMED graphs were used to build a formal conceptualization 
framework that can be used in relational data modeling or concept mapping into other 
formal systems.  
The UMLS sources were also used extensively in biomedical data representation 
and mining as discussed in section 2.3.2.  One of the early attempts to use UMLS 
resources to build a graphical ontological structure of medical concepts was described in 
[35]. The semantic types and relations in UMLS were us d in addition to other more 





in a more specific medical domain. The resulting structure is a concept type lattice that 
can be used in concept graph formalism and operations on knowledge representation in 
medical knowledge-based systems. In medical information retrieval systems, natural 
language queries were transformed to concept graphs using the UMLS semantic network 
[78]. The graphs are then used to search collections of medical literature. In a similar 
effort, the thesaural relations and semantic network of UMLS were used to model an end-
user’s navigation of biomedical concepts into concept graphs that can convey the user’s 
specific interest in a query [79]. In [80], a conceptual model of three levels is proposed. 
UMLS concepts are linked through an intermediary level of views that represent specific 
contexts in the medical domain that are identified using a higher level semantic network 
graph. On top of the resulting concept graph data structure, an object oriented 
computational model that access existing development tools in bioinformatics is 
described. This model allows users to translate sentences into graphs that can be used in 
information retrieval tasks. 
2.4.4 Background 
An early attempt to formalize the use of graphs by information systems in different 
domains was introduced by Sowa in 1976 [81], [82]. The formal notation proposed was 
intended to be used as an intermediary between users and the data. The motivation behind 
it was to allow the translation of natural language qu ries or questions asked by humans 
into graph structures that can be interpreted by computer algorithms, thus providing a 
flexible database access interface.  
Following Sowa’s work, concept graphs were described in detail in [83] where a 





properties, and operations which could be applied to knowledge representation in 
different domains. In addition, [84] tried to formally define the notions of concept graphs 
and presented a study of different graph operations n terms of logical operations and 
algorithmic complexity. As for the applied aspects of graph mining, a considerable 
amount of work has been done in graph matching [85], [ 6] and finding graph patterns, 
mainly frequent subgraphs [87], [88]. Patterns of interest or frequent subgraphs in 
collections of structured data are often desired for different applications in indexing and 
retrieval [89], [90], web mining [91], bioinformatics [92] and prediction of behavior or 
interaction in various domains [93], [94]. 
Link Mining is another closely related topic that was studied extensively [95]. 
Link Mining explores structural data and linked entities and has emerged from the 
traditional link analysis research area [96] and has been applied to graph-like structures in 
different domains. The applications of link mining are numerous as these can be applied 
to any set of data of interlinked objects. The following are some of these applications. In 
web information retrieval and link-based ranking, the algorithms PageRank [97] and 
HITS [98] were proposed. These algorithms rank web s arch results by importance 
measures, also referred to as relevance, authority,  connectedness, and are derived from 
how webpages are linked to each other. In social networking, the centrality of individuals 
is an important property of individual nodes and is calculated based on the position of 
those individuals and their links to other individuals [99]. Other proximity measures 
derived from graph properties are also used to predict links between individuals in social 
networks [100]. In citation analysis, link prediction could be used to detect possible 





publications. [101] applied structured logistic regr ssion models to the problem of link 
prediction in citation graphs.  
2.5 Summary 
In this chapter an overview of related work in ontologies, graph representations and 
linked structures and their applications in data mining is presented. The graph mining 
approaches show how the rich structure of data can be exploited to improve several 
information extraction techniques. In addition, some of the earlier studies attempt to 
formalize the use of graphs within a theoretical basis, allowing scalability in different 





APPLICATION: NAÏVE BAYES TEXT CATEGORIZATION  
USING KNOWLEDGE-BASED FEATURES  
 
Graph representations of text offer an intuitive transformation of the text content of a 
document into a rich set of concepts and semantic relationships that are useful in 
capturing the underlying topics of that document. In this chapter a method for 
constructing graph representations of text documents is proposed. Using minimal 
information extracted from text or from documents’ meta-data, the graph representations 
are constructed and applied in automatic classification of biomedical articles. The method 
makes use of external domain knowledge and graph features instead of commonly used 
textual features and attributes. Experimental results of a Naïve Bayes classifier using two 
graph configurations are reported. In the first configuration, only the graph nodes are 
used, while in the second, the graph edges are included as well. The method is also 
compared to a standard baseline classifier that uses a vector space model and occurrence 
frequency weights. The method could be useful in practical applications where the full 
content of articles is not available or when access to it is limited. 
3.1 Introduction 
With the progress of biomedical-related fields, experimental reports and articles are being 
published extensively and stored in digital repositories. Archives of old scientific articles 
are also being digitized, indexed, and made available in digital libraries. The problem that 




databases. Automatic classification of documents could help alleviate the overhead of 
maintaining and searching through such large collections.  
In this chapter a key-concept graph construction technique is presented. The 
technique can be used in categorizing biomedical text documents using minimal features 
extracted from the documents or from their meta-dat. The target documents are 
scientific articles published in different journals of medicine and related biomedical 
fields. Graphs, representing such articles, are constructed from a small set of key 
concepts that represent the text content or the topics of the documents. The graphs are 
generated using minimal information that is either extracted from the text or made 
available from other sources such as authors. The author-provided keywords, used to 
label the articles, and the articles’ titles are chosen to construct the initial set of key-
concepts. Each representation is used separately in a different experiment. Alternatively, 
one could use other sources such as article abstracts or a small set of keyphrases extracted 
using a keyphrase extraction tool [102], [103]. The graphs can then be expanded into 
higher degrees through mapping external domain knowledge. The motivation behind 
using a small set of concepts is two-fold. The first is reducing the dimensionality of the 
feature set used in classification that is often very high especially when full-text 
documents are considered. The second is allowing accur te classification of documents in 
situations where the content is incomplete or not avail ble. The method is thus 
independent of the document length, structure, and occurrence frequencies of terms. The 
key-concept lists, however, are too small to be good representatives of the documents in a 
classification task and thus need to be expanded into a more ‘meaningful’ representation. 




help of ontology concepts. On one hand, this representation is an enhanced structure that 
contains more information, when compared to the initial set of concepts, with a consistent 
domain knowledge incorporated in the graph, including semantic relationships. On the 
other hand, the noise, including less relevant terms and concepts that are often present in 
the text, is eliminated as is it is not included in the representation prior to graph 
expansion. This technique demonstrates how external k owledge features can replace 
commonly used text feature attributes such as occurrence frequencies while still 
achieving a relatively high classification accuracy.  
The features that are considered in this study are predefined biomedical concepts 
available in the form of a controlled vocabulary as well as relationships that might exist 
among them. The descriptors used in the vocabulary represent specific and general 
concepts in medicine, biology, and related fields such as: diseases, anatomical structures, 
pharmacologic substances, biologic functions, and others. The relationships are also 
predefined and are of semantic nature and include synonyms, parent-child relations, 
sibling relations, and other narrow or broad relations defined in the ontology. In 
particular, the initial key-concept list, representing a document, is mapped to concepts 
defined in the Unified Medical Language System (UMLS) [30], [31]. After the initial set 
of concepts is mapped, a set of related concepts are retrieved from UMLS to build a more 
meaningful representation. The resulting document rpresentation is therefore a graph of 
concept nodes where the edges that connect them represent semantic relations that exist 
among the concepts. The process is similar to how humans read and perceive the text 
content through mapping and relating to accumulated knowledge from past experience. 




category be identified without further reading into he full-text. The details of 
constructing the graph will be further discussed in section 3.2. Figure 3.1 illustrates the 
graph construction part. 
 
Figure 3.1 From documents into graphs. 
 
The documents used in the experiments are scientific art cles published in six 
medical journals spanning different topics. A set of articles is collected from each journal 
where the journal category is used as a class label in the categorization process. 
As for the classification task, the graphs (both nodes and edges) generated from a 
training set of documents using different graph setups are indexed to estimate the prior 
probabilities of the classes and the conditional probabilities of concepts occurring in the 
target journals. A Naïve Bayes classifier is then used to predict a target class, which in 
this case, is the journal that an article is most likely selected from.  
In the experiments section the performance results of two different graph 
representations are reported. In the first configuration, the graph nodes from the 
constructed graphs are used as the feature set of the classifier. In the second configuration 
both nodes and edges are used, in an attempt to consider the semantic information 
embedded in the text in the classification process. The proposed method is also compared 
to a standard Naïve Bayes classifier that uses a vector space model to represent 




The proposed technique could be useful in practical text categorization and 
indexing applications where minimal information about the dataset is known or available. 
It could also be useful when the text contains a lot of noise and the target categories are 
of higher abstraction level, since the graph representation would be a filtered projected 
view of the text into a common and more-specific domain representation.  
3.2 Document Representation 
In this section, common document representation techniques used in text mining are 
discussed and the process of constructing the proposed graph representations of text 
documents is described. The graph construction process starts with an initial small set of 
concepts that is expanded into a rich graph with additional semantic information. The 
discussion also explains the motivation behind using such representations for 
classification tasks.  
3.2.1 Background 
In text categorization and information retrieval tasks, documents are commonly 
represented as vectors of term or keyphrase weights, which is referred to as the vector 
space model [6]. The weights are considered indicators of how strong the terms or 
keyphrases represent the document. The most common weighting scheme is TF-IDF  
[104] which is based on the term frequencies – that is how many times a term occurs in a 
document - and the inverse document frequencies – that is the number of documents in 
which a certain term appears throughout the whole dataset. This representation is also 




collection of terms or words, without taking the orde  in which they appear in the text or 
the existence of semantic or other relationships betwe n the words into consideration.   
Other similar approaches extend this representation and use n-grams features to 
represent combinations of characters [105] or words [106] of a text’s content and apply it 
in classification techniques. The vector space model weighing scheme was also used to 
represent sentences in a document, as described in [107], where documents are 
decomposed into sentences and each sentence was repre ented as a weighted vector of 
term frequencies  and applied in a text summarization application. 
Other efforts have also been made to utilize the structure and semantics of the text 
and incorporate them into the representation to enhance the used techniques. For 
example, [108] incorporated the semantic structure at both sentence and document levels. 
Their models combined statistical features and a conceptual ontological graph 
representation that represents the sentence structure while maintaining the sentence 
semantics in the original document. [109] transformed documents into a space of 
conceptual feature structures using an ontology and lexical resources for a higher level 
representation and applied it in content-based search. [110] designed a lexical chain that 
holds a set of semantically related words of a document and used it to represent the 
semantic content of a portion of the document. [111] presented a keywords extraction 
algorithm that treats each document as a semantic network that holds both syntactic and 
statistical information. A semantic network model was developed in which each term is 
represented by a node and a relation between two terms by an edge. Additional in-depth 
description of the use of the vector space model and semantics in capturing meaning of 




Graph structures have also been used to represent documents as they preserve the 
structure embedded in the content and allow using graph techniques that have a strong 
algorithmic and mathematical foundation in discrete math and computer science. For 
instance, [113] propose a graph representation for document summarization tasks. They 
use a thesaurus and association rules to connect key phrases in the text. [114] also use 
graphs to represent documents for summarization. They use graphs to capture word-
word, word-sentence, and sentence-sentence relationships in the text. They then compute 
word and sentence saliency scores to rank their results. Similarly, ontology-based 
mapping of text into concept graphs have been used in text categorization [115] and 
concept extraction [102] applied on biomedical datase s where the graph features are 
incorporated into the representation. 
Term or keyphrase statistics, such as occurrence frequencies extracted from the 
text, are usually essential for learning and classificat on and have been successfully used 
in text categorization and other text mining applications. However, in this experiment, the 
problem where such information is not available is addressed. This could perhaps be due 
to the absence or limited availability of the full-text content, or when the documents are 
very large and using an alternative reduced representation would be desired. The method 
also highlights how domain knowledge can be incorporated into the representation and 
applied in text categorization. In the following section the method of representing a text 
document, starting with a few available key concepts that characterize the document, is 
described. Later in the experiments section this method is compared to a baseline 




3.2.2 Key-Concept Graphs 
In the following, key-concept graphs, which are sets of nodes and edges representing the 
text documents, are described. The representation is i itialized using a small set of 
concept nodes extracted from a document’s meta-data. Ex ernal concept nodes with the 
corresponding relationships (edges) are then added to nrich the representation. 
3.2.2.1 Alternative Representation. The proposed representation is constructed using a 
small set of document features and expanded into a richer representation using domain 
concepts and semantic relations. In this representatio  statistical information obtained 
from the text is not considered. This makes the proposed method less dependent on a 
document’s content. In addition, using external domain knowledge, the representation is 
projected into a more domain-specific feature space. Starting with a small set of 
keywords representing a document and mapping those into predefined concepts and 
relations, each document is represented by a graph, where nodes represent concepts that 
might or might not appear in the text, and edges represent semantic relations that exist 
among the concepts in a certain domain. 
In a real world scenario, a human reader with sufficient domain expertise is 
capable of identifying a high level category of an article by reading the title or a small 
number of keywords (labels) assigned to that document. Based on this intuition, the 
process of transforming a text document using such information into a higher level 
representation, appropriate for processing and classification, is described in the following 
sections.   
3.2.2.2 Initial Setup. The dataset used in the experiments is a collection of articles 




knowledge base of biomedical concepts. UMLS provides a comprehensive vocabulary 
database and ontology of biomedical concepts and relationships among them. 
For each article in the dataset, the author-provided keywords are extracted. Those 
are typically the labels that authors assign to their articles upon publication. In addition, 
the titles of the articles are extracted, and used in a different experiment. 
The author-provided keyword list and the noun phrases in the title serve as the 
initial representation of each document. Those are then mapped into predefined UMLS 
concepts and referred to as key concepts. In the mapping process, both a first-best (fb) 
match and an n-gram (ng) match are attempted to map a keyphrase into UMLS concepts. 
For instance, if the phrase ‘Atypical antipsychotic drugs’ is found in the author-provided 
keyword list (or extracted from the title), it would be mapped to the concept 
‘Antipsychotic Drugs’ using first-best matching since ‘Antipsychotic Drugs’ is the first 
successful match with a maximum length (number of terms), even though the whole 
initial phrase containing that concept term does not exist in UMLS. Using n-gram 
mapping, it would be mapped to all combinations of c ncepts that correspond to the 
terms in the phrase and exist in UMLS, in this case: ‘Antipsychotic Drugs’, 
‘Antipsychotic’, and ‘Drugs’. 
Combinations of the concept mapping modes and the usage of author keywords 
vs. titles are used to generate different instances of the graphs and are evaluated 
separately in different experiments. 
3.2.2.3. Concept Relationships. After the author keywords or titles are mapped into 
unique UMLS concepts, the obtained list is used as the base nodes list of a key-concept 




Relationships are available as pairs of related concepts and semantic relationships 
between them. Examples of related concepts in UMLS are: ‘Anxiety – Mental Disorders’ 
and ‘Pathologic Process – Psychological Stress’. The semantic relationships are typically 
synonym, parent-child, sibling, broad, and narrow relationships. The related concepts are 
added to the graph as new nodes, where the relationships are represented by edges. Upon 
adding new nodes, if a concept is related to an existing concept in the graph, an edge is 
also added to link them together. This process is also parameterized, as the number of 
levels of related concepts to be added to the graph, is also variable. In the experiments 
graphs with up to two levels of related concepts are constructed. When two levels are 
considered, concepts related to the related concepts are also included in the 
representation. This is meant to increase the degree of the graph representation by adding 
more domain knowledge that could be more discriminative with respect to a document’s 
class. Adding more levels of related nodes however, would increase the degrees of graphs 
exponentially and could add some noisy and irrelevant concepts to the representation. 
Figure 3.2 shows an example of concept nodes and the relationship edges that connect 
them. Figure 3.3 shows an example of the resulting graphs representing a document taken 





Figure 3.2 Concept nodes and relationships. 
 
 




3.3 Text Categorization 
In this section the Naïve Bayes classifier, on which the proposed method is based, is 
described. Although the classification procedure prsented here is applied on biomedical 
articles, the techniques, can be easily applied to other domains, including general 
domains where an ontology can be built from available information sources such as 
Wikipedia and WordNet [116]–[118]. Furthermore, other classifiers can also be used 
instead of the Naïve Bayes as long as they can be adapted to the graph representation. For 
example, a k-NN classifier could be applied on the same representation but would require 
defining a graph similarity measure, perhaps by using graph kernel functions as described 
in chapter 5. 
3.3.1 Background 
Text categorization is the automated process of sorting documents into classes or groups 
based on their content. Text categorization has attracted significant research interest in 
information science and machine learning [119]. The applications of text categorization 
include indexing and classifying of scientific publications, email filtering, literature based 
discovery, and finding relationships among biomedical entities. The success of a text 
categorization application is based on the efficieny and accuracy of the underlying 
information retrieval and machine learning techniques sed. 
Several text categorization techniques have been proposed to automate the manual 
process of organizing and searching documents. The following techniques have been 
successfully used to classify documents based on content similarity. The Naïve Bayesian 
probabilistic approach was suggested for automatic indexing of documents and is shown 




assumed that the extracted feature words are indepent and therefore Bayes’ theorem 
can be used in the classification algorithm. The k-Nearest-Neighbor (k-NN) technique 
has also been used in text categorization [121] and is popular due to its simplicity, 
nonlinearity, and ability to handle multi-class objects. Support Vector Machines (SVM) 
are shown to be very suitable for categorizing documents and perform very well even 
with large feature spaces [122]. Decision trees anddecision rules offer an intuitive 
symbolic way to model the classification procedure which is usually based on logical 
decisions and predictions and perform fast compared to other learning methods [123]. As 
for biomedical literature and digital libraries, text categorization has been widely used to 
sort and manage medical and health records. [124] designed a classification system based 
on inductive decision trees that can handle different types of medical records. [125] 
showed that using phrases instead of words significa tly improves the accuracy of 
medical text retrieval. [126] showed that using additional knowledge sources improves 
the classifier performance by adding useful information to the feature vector. 
Using textual features for categorization is not the only approach to classifying 
documents. Complex structures such as documents can be represented as graphs where 
nodes represent textual or other document features, and edges represent relationships 
between those features. The addition of relationship edges to describe documents can 
create a much higher-dimensional feature space, thus allowing for more nuanced and 
potentially useful embedded knowledge of the documents. Graph matching techniques 
have been commonly used to categorize graph-represented documents. [10] proposed a 
web document classification technique based on k-NN. In [108], conceptual ontological 




statistical analyzer. The graphs are then used to construct normalized feature vectors for 
text categorization. Graph classification is a major pplication in machine learning where 
graphs, representing objects, need to be categorized based on the entities they represent 
and the relationships between them. Supervised learning is usually applied on graphs 
where the similarity between graphs is calculated using kernel functions. [70] used a 
semantic kernel that incorporates Wikipedia background knowledge to enrich the 
document representation. They achieved improved accur y in document classification 
when compared to traditional bag-of-words representation. In [127], three different 
datasets were used for classification experiments each having its own representation of 
relationships between node objects in a graph. Co-authors were used to link scientific 
publications, actors to link movies, and page hyperlinks to link Wikipedia documents. 
Weighted frequent subgraphs were used in [128] to construct effective feature vectors for 
classification and to overcome the computation overhead that is associated with graph 
structures. [129] uses exact and inexact graph matching as well as substructure pruning 
and ranking to optimize classification and compare th ir result to a Naïve Bayesian 
classifier. [130] attempts to exploit the linguistic syntactic and semantic characteristics of 
phrases in text. They encode phrases as graphs and use a substructure and pattern 
discovery algorithm for classification. Classification of graphs has other broad 
applications in bioinformatics and chemical informatics where protein sequences and 





3.3.2 The Naïve Bayes Classifier 
The Naïve Bayes (NB) classifier is a simple probabilistic classifier based on the Bayes 
theorem. It has been widely used in classifying text documents in different domains and 
is known to perform well despite the fundamental naïve assumption that the document 
features used in the model are independent [119], [20], [131], [132]. The NB classifier 
essentially estimates the probability |	of a certain class given a document:  
| =  × | 	, (3.1) 
where  is the estimated prior probability of a class c, that is the probability of a 
document being in class c when the document features are not considered in the 
computation; d is a document in the dataset D () represented by its feature weights, 
which is referred to as x.  is constant as it does not depend on the class and thus the 
denominator can be dropped from the calculation. 
  Assuming a document is represented by a feature vector x, |, the likelihood 




where	 |, will be estimated according to the features used in each document 
representation as described in the next section.  
The maximum a posteriori class	∈ 	, that is the class a document most likely 
belongs to can therefore be calculated as such: 







In this section the experimental setup, including the dataset and the different 
configurations and features used in representing the documents, is discussed. The 
classification results applied on each representation are then reported. 
3.4.1 The Dataset 
The dataset used in the experiments is comprised of 563 text documents. The documents 
are published articles collected from six journals spanning different topics in medicine. 
The journal categories are used as the target classes to be predicted for each article. The 
different journal categories that the articles were selected from are shown below in Table 
3.1. 
 
Table 3.1 Journal Categories of the Selected Articles 




M Molecular Immunology 
O Ophthalmology 
R Respiratory Diseases 
  
For each article, the titles, the author-provided kywords, and the full text are 
extracted. The full text is only used by a standard baseline classifier for evaluation and 




3.4.2 Graph Configurations 
As pointed out in Section 3.1, the graphs representing the articles in the dataset are 
constructed using different parameters. In the following the process of how each 
representation is initialized and expanded using external knowledge-based concepts is 
explained. 
3.4.2.1 Concept Features. As the full-text features are not considered in the proposed 
method, the graphs are initialized using either the author-provided keywords or keywords 
extracted from the articles’ titles, as the base representation of documents. The length of 
each keyword list is variable across the dataset and not all keywords are guaranteed to 
have a match in UMLS, which is one limitation of the method. However, most of the 
keywords can be matched either exactly or partially (first-best or n-gram matching). The 
parameters of the graph expansion process are: the concept mapping mode and the level 
of related concepts added to the representation.  
For each configuration, the concept nodes of the resulting graphs generated from 
the training dataset are indexed with respect to each class (journal category). Those 
concepts are used as the document features where the feature vector x is a vector of 
relative occurrence frequencies in a certain class. |) is thus estimated as the relative 
frequency of concept j indexed under class c:
(|) =  , (3.4) 
where  is the number of times a concept x is indexed under class c and  is the total 
number of occurrences of concept x in the whole dataset.  
The prior probabilities () are also estimated for each journal category as the 




of documents indexed under class c divided by the total number of documents in the 
dataset). A constant  = 1 is added to the relative frequencies of concepts to avoid zero 
probabilities resulting from the absence of certain co cepts indexed under a certain class. 
A document’s class can then be predicted using the following equation: 




3.4.2.2 Relationship Features. The graph edges are also used in calculating the 
class likelihood values using the concept relationships features. The graph edges that 
represent the relationships among the concepts are also indexed in a similar fashion, 
allowing the calculation of their frequencies with respect to different classes. When those 
edges are used as features the vector r is used instead of x. r is the features weight vector 
of the concept relationships which is calculated using the relative frequencies of both the 
edges and their corresponding connected nodes. In this setup (|)	is estimated for each 
edge in the graph as follows: 
(|) = 	!! × 	 "
## ,
$$ % (3.6) 
where ! is the number of times a relationship r is indexed under c and ! is the total 
number of times r is indexed in the dataset. x1 and x2 are the concept nodes connected by 
the edge corresponding to r. (|)	is then similarly used to find the maximum a 
posteriori classes: 







After running a set of pilot experiments, the configuration resulting from using a 
combination of n-gram mapping (ng) and adding two levels of related concepts (r2) to the 
graph achieved the best performance. This configuration is used for constructing the 
graphs from both the author-provided keywords (ap) and from the titles (tt) of the 
articles. The results corresponding to using nodes nly compared to nodes and edges (d)
are also reported. The results for the different combinations are shown in Table 3.3 
(represented by ap-ng-r2, ap-ng-r2-ed, tt-ng-r2-ed). 
 
Table 3.2 Classification Performance 
Exp Configuration  Precision Recall F1 Score 
A ap-ng-r2 0.865 0.844 0.854 
B ap-ng-r2-ed 0.878 0.868 0.873 
C tt-ng-r2-ed 0.753 0.715 0.733 
D NB + TF-IDF 0.847 0.860 0.853 
 
A 10-fold cross-validation on the 563 documents is performed, applying the NB 
classifier described in Section 3.3 using each graph configuration at a time. Experiments 
A and B correspond to the representations constructed from the author-provided keyword 
lists. Experiments B and C use the relationship featur  weights calculated from the graph 
edge information. Experiment C corresponds to the representation constructed from 
keywords extracted from the articles’ titles only, as opposed to the author- provided 




Experiment D is a standard NB classification based on representing a document as 
a bag-of-words and using TF-IDF weighting of the terms. The results of this experim nt 
are also obtained through 10-fold cross-validation. In this experiment the full-text content 
of each document is used to generate the term weight vector. This classifier provides a 
baseline performance comparison to the proposed method and highlights how the full text 
features and their occurrence weights can be substit ted with external domain concepts 
and their relationships. 
The performance results in Table 3.2 are reported in terms of micro-averaged 
precision, recall, and the corresponding F1 scores. Precision is the proportion of 
documents predicted in a certain class that actually be ong to that class. Precision is 
defined as TP / (TP+FP). Recall is the proportion of documents that belong to a certain 
class and were predicted so. It is defined as TP / (TP+FN). The F1 score is a combined 
measure defined as		(2 × '()*)+, × (--)/('()*)+, + (--). TP is the number 
of true positives, TN is the number of true negatives, FN is the number of false negatives, 
and FP is the number of false positives. 
3.4.4 Discussion 
In general, the experiments demonstrated good classific tion performance, despite the 
small number of key concepts that were used to construct the initial corresponding 
representations. Achieving such a relatively high classification performance, while 
ignoring the explicit full-text information in the model, is promising and underscores the 
significance of knowledge-based representations in learning.  
In the pilot studies, using n-gram mapping of keywords showed significant 




concepts is added to the graph. However, this was not the case when two levels of related 
concepts were added into the initial key-concepts lis , since the number of concepts added 
to each representation was already increased significa tly and that compensated for the 
low dimensionality of the initial representations resulting from first-best mapping. In 
other words, adding more n-grams to an expanded repres ntation did not provide further 
discriminative information to the classifier.  
Both representations in experiments A and B yielded b tter results than the TF-
IDF representation of experiment D. In experiment B, incorporating the graph edges 
information shows around 2% improvement in performance over using the concept nodes 
alone, which supports the assumption that the semantic relations provide more 
information to the classifier. This information’s contribution, however, might be 
constrained by the fact that the semantic information was implicitly included by adding 
the related concept nodes (in experiment A), even when the edges were not used 
explicitly. Both forms of additional information used in A and B can be considered 
semantic information, the former being implicit, while the latter explicit, determined by 
the corresponding edges.  The use of edges and their corresponding weights is studied in 
more detail in the next chapter. 
As for experiment C, using the keywords extracted from articles’ titles to 
initialize the document representation achieved an expected lower performance. This is 
due to the fact that the titles contain only a small number of relevant terms. The title 
terms can also be ambiguous or sometimes misleading, even for human readers, as they 
often include inconsistent terminology and references. However, achieving an F1 score of 




available information, which is a common scenario in some digital libraries and archive 
databases.    
Overall, having the ability to incorporate external domain-knowledge is desirable 
in text categorization tasks, as it allows compensati g for the lack of enough information 
about the topics embedded in the text, which often include high level concepts and 
semantic relationships within a certain domain. 
Although the comparison might not seem fair at all levels, the experiments show 
how the full-text features can be ‘guessed’ and projected into the proposed knowledge-
based representations, which give a good conceptualization of the underlying topics in 
the text documents, without using common statistics such as occurrence frequencies of 
terms within the text. 
One limitation of the described method is the process of concept mapping from 
keywords extracted from the text to concepts defined i  the external knowledge source. 
On one hand, matching terms with predefined concept d scriptors is not always accurate, 
due to the inexact matching involved which introduces a precision/recall tradeoff.  
Another problem is the fact that some concepts have more than one meaning and could 
be incorrectly matched, unless advanced word disambiguation techniques are used. On 
the other hand, the predefined vocabulary sources ar  neither complete nor they are 
accurately defined, especially in terms of semantic relationships. Such knowledge sources 
require constant updating and refining, maintaining a certain level of knowledge 
‘quality’, as new domain-specific concepts emerge in the literature. 
Another issue that should be noted here is the intrinsic subjectivity in the authors’ 




dependent on such information in constructing the document representation, could be 
affected. Indeed, in the absence of full-text content, finding alternative keywords less 
susceptible to this subjectivity could be challenging.  
3.5 Conclusion 
In this chapter an alternative knowledge-based representation for text documents is 
presented and applied in classifying biomedical articles. The representations are 
initialized using a few concepts extracted from the articles’ meta-data (author keywords 
or titles) and expanded into a graph structure thatholds more domain information in 
terms of concepts and semantic relationships. A Naïve Bayes classifier is then applied on 
the resulting graphs and the journal categories (classes), where the articles were selected 
from, are predicted.  
The results show how the commonly used textual statistics can be replaced by 
domain concepts and relationship features, while still achieving high classification 
accuracy. The proposed method also outperforms a standard baseline NB classifier that 
uses the common vector representation of the text. 
In practice, the method could be useful in categorizing and indexing documents 
where the full-text content is not available or incomplete. A small list of available 
keywords can be expanded into a rich domain-specific representation using an external 
domain knowledge source. This method could also help in reducing the dimensionality of 
the documents’ feature space as well as filtering irrelevant terms from the text, 





In reference to research question RQ1 stated in Chapter 1, the graphs used in the 
experiments show how additional information can be incorporated into the representation 
at hand. The richer representation provides a better ‘understanding’ of the text by 
incorporating concept relationships. This information is useful in the process of 
classifying documents, as it adds more discriminative and shared features within a topic 
in the dataset, even when the full-text information is ot included in the representation. 
3.6 Summary 
The experiment presented in this chapter demonstrate  how a Naïve Bayes classifier can 
be applied to a dataset of biomedical documents without using the original features that 
exist within the text content. The method shows how higher-level graph representations 
can be built using few key concepts and an external domain knowledge base. The 
proposed technique is compared to a standard classifier that uses the full-text content and 





APPLICATION: TEXT CATEGORIZATION  
USING WEIGHTED EDGE FEATURES OF GRAPHS 
 
In this chapter an extension to the previous classification applications is presented. The 
proposed method also attempts to explore how the graph structural features can be 
quantified and used in a practical vector-based representation for text categorization. The 
results show great improvement in performance compared to the common TF-IDF 
representation. 
4.1 Introduction 
Motivated by the representation and experiment discus ed in the previous chapter, this 
chapter presents another method of document representation, where concept 
relationships, extracted from the target dataset, ar  weighted and used as features in a 
vector-based representation. Compared to single terms, phrases, or even selected 
concepts, existing concept relationships indicate th  presence of embedded semantic 
information that might express more meaning than any of the related concepts considered 
independently. For example, an article that contains two related concepts such as brain 
and cognitive process is more likely to have been selected from an article about 
psychology than from one about brain cancer. The relation between brain and cognitive 
process can be easily identified by a human expert or an external source of domain 
knowledge as explained in the next section.  
The proposed method involves identifying a number of c mmonly occurring 





as described in the previous chapter, where each graph represents a text document. The 
text content of biomedical articles is used to construct the graphs, where the edges are 
assigned weights and used as features in classification. Feature weights can be calculated 
using statistical and structural information extracted from the related nodes in a graph. In 
particular, the weights are calculated from the corresponding nodes’ occurrence 
frequencies, their inverse document frequencies, their connectivity value in a graph, and 
the size of their containing clusters. These weight components are aggregated to form a 
single value that is assigned to edges existing in a graph. A Naïve Bayes classifier is then 
applied to the set of graphs, where each graph is represented by its edges feature vector. 
Although the representation used here is based on the vector space model described 
earlier, the selection of features and their weights embed implicit and explicit semantic 
and structural information that exist in the documents. 
The classifier used in this experiment is compared to a standard Naïve Bayes 
classifier that uses the TF-IDF scheme to validate that using the graph edges information 
improves the classification performance. The two classifiers used are identical in terms of 
learning and predicting. However, the choice of features and the weighting schemes are 
the main point of comparison and argument of this experiment. 
4.2 The Approach 
The method presented in this chapter consists of tw major components. The first is the 
graph construction part which involves mapping biomedical terms that are extracted from 
the text into predefined concepts of a controlled vocabulary. In addition, the relationships 





component is the application of a Naïve Bayes classifier to the documents represented by 
their weighted edges. 
4.2.1 Graph Construction 
Transforming a text document into a graph follows a similar procedure as in the previous 
chapter. However, in this method, the graphs are constructed from the original full-text 
documents. The first step involves identifying all noun phrases of the text, from which 
biomedical concepts can be extracted. All noun phrases are initially considered in the 
concept mapping phase. This is intended to increase recall by attempting to match any 
noun phrase to a UMLS concept. Although this method results in a more computationally 
expensive procedure and more non-biomedical concepts being included in the 
representation, it ensures that no concepts are missed in the mapping phase. Thus, some 
less relevant concept nodes are eventually added to the graph, as UMLS includes many 
non-biomedical concepts that often appear in the literature. However this does not affect 
the representation since non-relevant concept nodes are given less weights or dropped 
from the feature set as described in the next section. Figure 4.1 shows a sample text and 
the corresponding concept graph with the extracted nodes and edges. It is worth noting 
here that the specific types of relationships betwen concepts are not explicitly used. An 
edge is added to the graph whenever the corresponding concepts are related, regardless of 







Figure 4.1 Sample text and corresponding graph. 
 
A part-of-speech (POS) tagger is used to identify all components of the sentences, 
from which all combinations of parts of speech that m ke up noun phrases are extracted. 
The n-grams of the noun phrases are then looked up in UMLS to check whether they are 
indexed as biomedical concepts and respectively added as graph nodes if the match is 
successful. The concept relationships among the concept nodes are also looked up in 
UMLS, and a corresponding edge is added whenever a relationship exists. 
4.2.2 Features and Weights 
All nodes in the graphs are consequently assigned four different weight components that 





1. ,: Concept frequency, which is the number of times a concept term i appears in 
a document d. This value assigns more weight to concept terms with high 
occurrence frequency in a document. 
2. : Inverse frequency of documents that contain a concept term i. This value 
ensures that common terms in the whole dataset are given lower weights while 
rare terms are favored. 
3. 	: Connectivity weight of a concept node i in a graph. This is the calculated as 
the magnitude of the vector of  × values of related nodes , , … , :  
	 = , ×   (4.1) 
This component assigns higher weight values to concept nodes that are better 
connected in a graph. Nodes that are connected to more nodes of high  ×  
values would be favored. 
4. : Cluster size, which is the number of nodes of the cluster containing the 
concept node i in a graph. In this experiment clusters are referred to as all 
connected components of the containing graph. These are the maximally 
connected subgraphs of the concept graph, which sugge t a certain level of 
coherence of a certain topic. Therefore, a bigger cluster implies that the contained 
nodes might be more significant than others, in terms of their tight relationships 
within an underlying topic.  
All values are then normalized using min-max normalization, and the product of the 





	, = 	 , ×  × 	 ×  (4.2) 
The related nodes’ weights are aggregated into a single value and assigned to the 
corresponding edges. The weight of an edge k is thus calculated as the sum of weights of 
the nodes i and j that it connects in a document d: 
	, =		, + 	, (4.3) 
The number of unique edges extracted from the dataset was initially around 
60,000. To reduce the dimensionality of the feature space, edges having weights below a 
certain threshold were dropped from the feature set. Although the threshold used was 
very low, the number of unique edges was drastically reduced to around 10% of the 
original number, as most of the extracted edges are not significant and not representative 
of the documents. The resulting number of edge featur s used was 5802. The distribution 
of the original set of edge weights, shown in Figure 4.2, had a mean edge weight of 0.113 
and a median of 0.073. All edges having a weight less than 0.1 were dropped from the 
dataset. In an additional classification experiment, non-weighted features were also used 
for comparison. In that case the values of edge featur s existing in a document were set to 







Figure 4.2 Edge weight distribution of original feature set. 
4.2.3 Classification 
To classify the documents, a standard Naïve Bayes classifier is used [133], [134]. As 
described in the previous chapter, the classifier estimates the probability of a certain 
document d belonging to a certain class c. Using Bayes Theorem that probability can be 
written as such: 
| =  × |  (4.4) 
Since a document d is represented by its features, in this case the edg s weight 
vector e, and since the Naïve Bayes classifier assumes that the features are independent, 




The features representing semantic relationships might not be strictly independent 





the NB classifier allows estimating the probability | using the product of the edge 
probabilities regardless of the actual dependencies that might exist.  
Each document d is represented by its edges vector e with weight values ew as 
shown in Table 4.1 below. 
Table 4.1 Feature Vectors of the Documents 
 e1 e2 ... en 
d1 ew1,1 ew2,1 … ewn,1 
d2 ew1,2 ew2,2 … ewn,2 
… … … … … 
dm ew1,m ew2,m … ewn,m 
  
, the prior probability for a class c can be estimated as the relative frequency of 
documents of that class.  is constant since it does not depend on the class, and thus 
can be omitted from the calculation.  
As for the likelihood of the document features being selected from a certain class 
c, the classifier assumes that the values of each edge feature ej are normally distributed 
within that class with mean !" and standard deviation #", and therefore, the 
corresponding conditional probabilities can be estima ed as follows, using the Gaussian 









In the testing phase, the predictions can be made by choosing the class with the 
highest posterior probability | for each document, which is the maximum a 
posteriori (MAP) class. This is equivalent to: 
123  456748"∈: 		 |	

 (4.7) 
The same Naïve Bayes classifier is also used as the bas line method for 
comparison, where the feature values used are the TF-IDF values of document terms 
instead of the edge weight components. 
4.3 Experiments 
4.3.1 The Dataset 
The dataset used is the same as the one described in the previous chapter, comprised of 
563 full-text articles selected from 6 journals of medical sciences. The journal categories 
are: Psychiatry, Gastroenterology, Neurology, Molecular Immunology, Ophthalmology, 
and Respiratory Diseases. In this experiment, only half of the text content of each 
document is used to build the corresponding graph, s most of the topics can be inferred 
from the abstracts and the introductions of the articles. This reduction is meant to 
eliminate redundancy and to reduce the computational complexity of parsing the text, 







The dataset is divided into ten partitions and a 10-fold cross validation is performed. In 
each iteration one partition is reserved for testing a d the others are used for training the 
model. The results are evaluated in terms of precision, recall, and F1 scores. Precision is 
the proportion of documents predicted in a certain class that actually belong to that class. 
Precision is defined as TP / (TP+FP). Recall is the proportion of documents that belong 
to a certain class and were predicted so. It is defined as TP / (TP+FN). The F1 score is a 
combined measure defined as		2 × ;5< × 54==/;5< + 54==. TP is 
the number true positives, TN is the number of true negatives, FN is the number of false 
negatives, and FP is the number of false positives. The precision, recall, and F1 scores are 
reported in Table 4.2 for both Naïve Bayes classifiers, one using the edge feature values 
(non-weighted and weighted values) and the other using TF-IDF values of document 
terms. 
Table 4.2 Micro-averaged Evaluation Results 
Experiment Precision Recall F1 Score 
NB (Edges) 0.907 0.883 0.895 
NB (Weighted Edges) 0.925 0.924 0.924 
NB (TF-IDF) 0.847 0.860 0.853 
 
4.3.3 Discussion 
The results show that using the edge features significa tly improved the classification 
performance, compared to a baseline classifier that uses the TF-IDF vector 





the non-weighted representation. Overall, the precision was improved by 9.2% and the 
recall by 7.4%. Clearly the use of edges and their w ghts provided a better representation 
of the documents and their content. In the proposed m thod, each graph edge embeds 
information of the corresponding connected concept nodes as well as the semantic 
relationship that exists between them. Intuitively, an existing relationship found in a 
document provides additional details of one or more t pics discussed in a document. 
Such information provides a classifier with additional discriminative capabilities when 
making predictions, especially when the data is unstr ctured as is the case for text 
documents with many underlying interlinked topics of the same or different categories. 
The results presented in this chapter also attempt to answer the research question 
RQ1 stated in Chapter 1 by showing how concept relaionships, represented by edges, 
can be used to significantly improve a classifier’s performance. 
4.4 Summary 
This chapter describes an additional experiment showing how semantic information can 
be quantified in terms of graph edge weights and used in classification. The results 
further demonstrate how embedded semantic relationships can improve a classifier’s 







APPLICATION: BIOMEDICAL TEXT CATEGORIZATION  
USING GRAPH KERNELS 
 
In order to further study the usefulness of the graph representations discussed in the 
previous chapters, this chapter introduces graph kernels and describes how they can be 
used in text classification tasks. Kernels allow computing similarities between graphs 
using their structural features, and thus can deal with sparseness of the graphs. Two 
different kernel functions are used: the first is alinear kernel and the second is a set-based 
kernel. Both kernels are edge-based and thus compare gr phs based on their underlying 
structure. This method is also compared to a baseline non-graph classification approach.  
5.1 Introduction 
Kernel functions for structured data, including graphs, have garnered a particular interest 
as they provide elegant ways of handling the complexity of the data. In this chapter, two 
kernel functions are used to compute the similarity between graphs that represent text 
documents. The first is a set-based kernel function based on set matching. It computes the 
overall similarity of the graphs based on the similarity of their edges. This approach will 
evaluate two document graphs as similar if they both share a large number of concept 
relationships that might exist among them. The kernel function used allows dealing with 
disconnected graphs and is relatively simple to compute. In addition, the results of a 
simple linear kernel that computes the cosine similarity between the edge weight vectors 





Several approaches to text categorization using graph epresentations have been 
explored as outlined in Chapter 3. The presented appro ch provides a consistent method 
of representing documents while generating the nodes and edges for each document 
graph. While previous works have focused on nodes that encode specific words or 
sentences, the approach described here focuses on higher level concept graphs that 
encode specific biomedical concepts as nodes in a document graph. These concept nodes 
and relationship edges are mapped from the text into a regular and controlled vocabulary 
for describing documents, and thus provide a more cnsistent representation of the terms 
used within different documents. Using such a controlled vocabulary ensures that 
matches between concept nodes reliably indicate similar ties between documents, 
especially when the edge kernels are used. 
The presented technique is applied to the same set of biomedical text documents 
collected from different journals of medicine and related fields. The documents are 
categorized by the journal they were published in.  
5.2 Related Work 
5.2.1 Graph Kernels 
Graph kernels have been used for many learning tasks on both structured and 
unstructured data. A kernel function is a mapping between a pair of graphs into a real 
number. A common preprocessing used for graph classification is projecting the graph 
onto a kernel space using a kernel function.  One possible kernel function can be defined 
as an inner product between two graphs and must be positive-semidefinite and 





is termed a Mercer kernel from Mercer's theorem. Kernel functions can enhance 
classification in two ways: first, by mapping vector bjects into higher dimensional 
spaces; second, by embedding non-vector objects in an implicitly defined space. The 
advantages of mapping objects into a higher dimensional space, the so called kernel trick, 
are apparent in a variety of cases where objects are not separable by a linear decision 
boundary. This implicit embedding is not only useful for non-linear mappings, but also 
serves to decouple the object representation from the spatial embedding. A kernel 
function need only be defined between data objects in order to apply a kernel classifier. 
Such a kernel classifier can then be used for classification of graph objects by defining a 
kernel function between graphs, without explicitly defining any set of graph features. 
Kernel functions for graphs have received much attention recently.  The simplest 
kernels are defined in terms of set operations betwe n nodes and edges. Some more 
sophisticated developments include kernels based on comparing simple structures such as 
paths between two graphs such as the shortest path [136], marginalized [137] and 
spectrum [138] kernels, as well as cycles [139]. Other kernels rely on more complicated 
structure comparisons such as between subtrees [140] and subgraphs [141]. Some rely on 
direct matching of graph substructures [142]. String kernels were used in text 
classification in [143]. The feature space was generated using all string subsequences and 
the kernel measured the similarity of documents based on the similarity of those 
subsequences of strings. [70] used a semantic kernel that incorporates Wikipedia 
background knowledge to enrich the document representation. They achieved improved 






5.3 The Approach 
As described in the previous chapter, the presented m thod consists of two major 
components. The first is the graph construction part, in which the graphs are created in 
the same way as described in section 4.2.1. Assigning the edge weights and the feature 
reduction procedures are also done in a similar fashion as described in section 4.2.2. The 
second component is the application of a graph kernel function to compute the 
similarities between the generated graphs and a kernel classifier to discriminate between 
the documents given their embedding in the kernel space. 
Figure 5.1 shows the data flow of the procedure of extracting concepts and 
relationships as well as feeding them into a graph kernel function for classification. In 
brief, the process is as follows: first, a set of biomedical articles are selected from 
different journals; next, biomedical concepts are extracted from the documents and 
mapped to concepts from the UMLS database; concept relationships are then extracted 
and used to link the concepts, resulting in the concept graphs; a kernel matrix is prepared 
by computing similarities between the graphs; and fi ally, the kernel matrix is used for 
learning and prediction of the documents’ target classes. The process of learning the 






Figure 5.1 System architecture. 
5.3.1 Classifier Learning with Kernels 
After transforming the set of articles into a set of graphs, a graph kernel function is 
applied to compute the similarity between all pairs of graphs, and the resulting kernel 
matrix is used for classification. Two different edg  kernels were used in the 
experiments. 
The first is a simple set-based kernel that is used to measure concept graph 
similarity based on the number of shared edges. There ar  a couple properties that make a 
set-based kernel function attractive. The first reason is that the set computations used are 
easily implemented and understood, leading to a kernel function that is easy to interpret, 
which results in a greater confidence in producing reliable measures of graph similarity. 
The second reason is that many of the concept graphs re disconnected or sparse, with 
many more nodes than edges, which can pose problems for ome graph mining 





similarity between a pair of graphs will be highly dependent on the connected 
components that often represent the core of a document’s topic or key concept sets. This 
kernel function is based on the Jaccard coefficient (also sometime referred to as the 
Tanimoto kernel) [144], [145]. It computes the similarity between two graphs x and y as 
the ratio of the cardinality of the intersection of the edges sets Ex and Ey to the cardinality 
of their union: 





The second is a common normalized linear kernel based on the cosine similarity 
between the edge weight vectors of a pair of graphs. T e kernel function returns a 
normalized inner product of the weighted vectors: 
,  =
< 




where wx and wy are vectors of edge weights of graphs x and y. 
Once a kernel between all graphs is computed, the graphs’ similarities result in a 
kernel matrix. This matrix can then be used in a kernel-based classifier to make 
predictions on new data. The kernel matrix is input to a support vector machines (SVM) 
classifier and a k-nearest neighbor (k-NN) classifier to make classification predictions, or 






In addition to the SVM and k-NN classifiers, three common text-based classifiers are 
used: Naïve Bayes (NB), SVM, and k-NN classifiers for comparison and evaluation. 
These classifiers use the common vector space model representation, where each 
document is represented as a vector of TF-IDF weights of the terms in the text [29]. This 
allows validating the utility of using graph structres over the vector-based 
representation, where concept relationships are not considered in a classifier’s learning 
and prediction tasks. The same dataset described in Chapter 3 is also used in this 
experiment.  
5.4.1 Model Evaluation 
The training and test datasets were obtained from the kernel matrix and the documents’ 
class labels using 10-fold cross-validation. In each validation trial one set was reserved 
for testing and the other nine were used for training. The evaluated models include those 
of the kernel-based SVM and k-NN classifiers as well as those of the text-based NB, 
SVM, and k-NN classifiers that use a vector space representation of the text documents.  
For each classifier the micro-averaged accuracy, precision, recall and F1 scores 
over all documents in the test dataset are reported. The results are averaged over the ten 
cross-validation trials. Accuracy (a) is defined as a = (TP + TN) / S where TP stands for 
number of true positives, TN stands for number of true negatives and S is the total 
number of testing samples. Precision (p) is defined as the ratio of true positives to the 
total number of positives predicted by the classifier: p = TP / (TP + FP) where FP is the 
number of false positives.  Recall (r) is defined as the ratio of the number of true 





where FN is the number of false negatives. The F1 score is defined as the inverse of the 
arithmetic mean of the reciprocal values of precision and recall: F1 = 2 p r / (p + r). The 
performance results are shown in Table 5.2 below. 
 
Table 5.1 Classification Performance 
 Classifier Accuracy Precision Recall F1 Score 
sk-SVM1 0.933 0.937 0.932 0.935 
sk-kNN2 0.926 0.927 0.925 0.926 
lk-SVM3 0.913 0.930 0.909 0.919 
lk-kNN4 0.901 0.906 0.901 0.903 
t-NB5 0.849 0.847 0.860 0.853 
t-SVM6 0.849 0.864 0.841 0.852 
t-kNN7 0.830 0.826 0.817 0.821 
1. Set-based-kernel SVM classifier 
2. Set-based-kernel k-NN classifier 
3. Linear-kernel SVM classifier 
4. Linear-kernel k-NN classifier 
5. Text-based NB classifier 
6. Text-based SVM classifier 
7. Text-based k-NN classifier 
 
5.4.2 Analysis of the Results 
It is clear, as in any classification task, that the choice of features is a critical factor that 
significantly affects a classifier’s performance. Compared to text features used in 
conventional classifiers, the proposed graph represntation preserves significant 
structural information that is often embedded in a text document. This information, 





relationships, and thus, provides a classifier with a better feature set that can help in the 
classification task. In practice, such features are oft n used by human domain experts for 
a better understanding of the topics embedded in the text and allow making better 
decisions and predictions in learning tasks. 
The results show that using simpler models, not only provides a more elegant 
solution to the classification problem, but also results in considerable performance gain in 
terms of classification predictions. On one hand, the set-based edge kernel performed 
better than more complex kernel classifiers attemptd in prior pilot experiments. On the 
other hand, it also outperformed the weighted linear kernel which also requires the 
additional overhead of computing the feature weights. 
Overall, all kernel-based classifiers outperformed the standard text-based ones, 
whether using SVM or k-NN. SVM performed slightly better than k-NN using both 
kernels.  
5.5 Conclusion 
In this chapter, an additional graph-based approach for text categorization is presented. 
Using the graph kernels, the underlying structure of the text documents, whereby concept 
relationships are preserved, is explicitly incorporated into the representation used by the 
classifiers. 
Two graph kernel functions are defined to compute th  similarity between the 
graphs using both a set-based comparison of edges and a cosine similarity measure 
between edge weight vectors. An SVM classifier and  k-NN classifier using both kernel 





the classification performance is reported. The results show that the rich graph 
representation of documents improves the classification performance significantly, when 
compared to other common TF-IDF text-based classifiers.  
In addition to the results of the previous chapters, thi  experiment also attempts to 
answer the research question RQ1 by showing how the graph structure can be used 
effectively in making classification decisions. 
5.6 Summary 
In this chapter a graph mining approach to the problem of text categorization is 
presented. The process of building concept graphs and the classification algorithm are 
described through a number of experiments. Experimental datasets, the model 
construction, evaluation, and the analysis of the results are presented, supporting the 






CHAPTER 6  
APPLICATION: BIOMEDICAL CONCEPT EXTRACTION 
 USING CONCEPT GRAPHS 
 
To further study the effectiveness of concept graphs a concept extraction method that 
uses graph representations of published articles is evaluated in this chapter. Extracting 
key concepts from text documents not only involves identifying key terms but also 
requires understanding the content through those terms. Identifying relations between the 
terms in the text provides a better understanding of how the concepts behind those terms 
are contextually and inherently linked to each other and to the main topic in an article. In 
this chapter a graph representation of a document is proposed, where graph features are 
used to improve the ranking of concepts extracted from a text document.   
Scientific publications are often associated with a set of keywords to describe 
their content. Automating the process of keyword extraction and assignment could be 
useful in indexing electronic documents and building digital libraries. In this study a new 
approach to biomedical concept extraction, using semantic features of concept graphs, is 
proposed. Full-text documents are represented by graphs and biomedical terms are 
mapped into predefined ontology concepts. Concept rela ionship weights are included in 
the representations to improve the ranking process of potential key concepts. Both 
objective and human-based subjective evaluations are pe formed. The results show that 
using the relation weights significantly improves the performance of concept extraction. 






Digital collections are witnessing rapid growth in various domains. In the process of 
building digital libraries, labeling or assigning a set of keywords to text documents could 
be very expensive as it requires great effort and time as well as domain expertise. As a 
result, automating this process is of interest to organisations that maintain huge archives 
of digital content.    
Authors usually provide a set of keywords or labels to represent their articles and 
describe the content briefly. The keywords are used to associate documents with different 
topics or concepts that would later help in classification and searching tasks within large 
collections. Nowadays, digital libraries require that authors provide a set of keywords 
together with their article before being indexed anpublished. In some cases, this process 
is automated where documents are labeled with the help of controlled vocabulary sources 
using domain knowledge or publishing information. However, much of the digital 
content especially from old un-indexed archives remains unlabeled [146]. As a result, 
merging those un-indexed documents into existing digital libraries could be very costly 
and in some cases infeasible without any automation.   
Automatic keyword or concept extraction techniques have been proposed over the 
past decades to help label text documents and have been used in various applications. The 
applications include: text classification programs [147], browsing applications [146], 
indexing and searching documents in large collections thus improving retrieval 
performance [148], document summarization [149], and bstract generation [150]. Many 




human labeling. However, the available tools offer good keywords suggestions that can 
be used by humans for different labeling purposes. 
In this study, a biomedical concept extraction system is presented. The system can 
be applied to documents in the biomedical literature. The main goal of the technique is to 
extract key concepts that represent biomedical articles in a way similar to how authors 
assign keywords to articles. In the context of text mining, concepts can be defined as 
ideas or meanings behind specific terms in a text document. Usually, most of the 
concepts in the text are represented explicitly by biomedical terms. Some examples of 
biomedical concepts are protein names, gene names, dis ases, or therapy types. Concepts 
can also be of higher level and not explicitly mentio ed in the text. These are sometimes 
referred to as semantic types. For example the concept Heart Failure is a specific 
instance of Heart Disease which is considered as a concept itself. 
Manual extraction of concepts representing papers in a large collection is a 
daunting and costly task. The difficulty lies in the fact that keywords extracted from the 
document refer to concepts of different semantic or abstraction levels and range from 
very specific to very general. In addition, there ano strict rules or methods of assigning 
keywords to an article. In most cases authors are given the freedom to provide a number 
of concepts they think are the most representative of the whole text. The task is somehow 
subjective as different experts might give a different set of concepts to the same paper. 
The presented approach is based on concept graphs where the relationships 
between concepts are used to calculate concept weights for ranking and extracting key 
concepts that are considered the most important and representative of a biomedical 




biomedical concepts of the text and the edges correspond to the relationships among 
them. The proposed technique is applied to a set of published biomedical papers and 
compared to a simpler version that does not take relationships into account. The method 
is also compared to KEA, a well-known keyphrase extraction software [103]. Both 
unsupervised and supervised methods are used to rank the candidate concepts of the 
graphs. The evaluation measure used is the number of matches achieved by comparing 
the extracted concepts to author provided keywords from the text. In addition, two author 
involved experiments are conducted and the respective results are compared to KEA and 
to the author provided list of keywords, from the authors’ point of view.  The 
experiments’ contribution is as follows. 1) A novel concept extraction technique based on 
concept graphs built using biomedical ontology mapping. The system uses additional 
semantic relationships of the graphs in weighting ad recommends key concepts similar 
to author provided keywords in biomedical publications. 2) The results show that using 
the semantic concept relations in addition to occurrence frequency weights significantly 
improves the concept extraction process. 3) The results also show that on average, 
authors prefer the extracted concepts of the proposed method to KEA’s extracted 
keyphrases. 4) The subjective experiments provide additional insight in the evaluation 
process of concept extraction. The results show that the importance of concepts cannot 
always be captured by simple comparison to the keywords used by authors for labeling 




6.2 Related Work 
6.2.1 Keyword Extraction 
There are various approaches to handle the keywords extraction problem. Many of them 
are based on probabilistic approaches and statisticl features such as word counting, 
inverse document frequency (IDF) and so forth. In [151], the authors identified the 
keywords of a document by using the inverse document frequency for finding the 
important nouns and their connectivity with other nou s and verbs. Similarly, [152] used 
term frequency to emphasize keyphrases in target documents based on the occurrence of 
words. They also made use of the HTML structure of web pages to evaluate term 
importance in the web page in an attempt to identify general concepts. Mei et al. [153] 
proposed a probabilistic approach to label multinomial word distributions with 
meaningful phrases and cast the labeling problem as an optimization problem involving 
minimizing the Kullback-Leibler divergence between word distributions and maximizing 
the mutual information between a label and a topic model. Their experimental results 
show that this approach is effective and robust when applied on different genres of text 
collections to label topics generated using various statistical topic models.  
KEA is a widely used algorithm for extracting keywords from text documents. It 
is usually evaluated by comparison to the keywords provided by the authors. For 
instance, based on a large test corpus, KEA’s performance was assessed by comparing 
the extracted keyphrases to the ones chosen by the documents’ authors, when a fixed 
number of keywords are extracted [103]. Arguing that a document’s author-specified 
keyphrases might not be its best possible set of keywords and might not be exhaustive 




of KEA. Their results show that KEA is also able to extract good keywords, as measured 
by human subjects. However, KEA was primarily used to extract keywords and was 
evaluated based on its capability of extracting keywords. Little work has been done to 
explore its ability of identifying key concepts from texts in biomedical domain. In this 
study, KEA’s ability to extract key concepts, based on both objective assessment and 
human judgment, is evaluated. 
6.2.2 Biomedical Concept Extraction 
One of the most widely used concept extraction system  in the biomedical domain is 
MetaMap [57] which maps biomedical terms to concepts in the UMLS Metathesaurus 
[30]. It uses a knowledge intensive approach based on symbolic, natural language 
processing and computational linguistic techniques to identify all biomedical concepts 
from textual input. [148] evaluated the performance of MetaMap using a selected subset 
of curriculum documents and found out that MetaMap identified key medical concepts 
with a recall of 81% and a precision of 89%. A study reported by [155] compares the 
performance of MetaMap against that of six people. Their results indicated that MetaMap 
was able to identify most concepts that were represent d in the UMLS and also many 
other concepts that people did not. 
In reference [156], the authors used a domain based dictionary look-up for 
recognizing known terms and a rule engine that can be easily modified to identify a 
different class of entities for discovering new terms. Their results indicated that the 
combination of dictionary look up and rules was able to achieve a precision of 87% and a 
recall of 94% on the GENIA [20] 1.1 corpus for extracting general biological terms based 




extraction system called POSTDOC which also uses UMLS etathesaurus to recognize 
relevant main concepts terms. They evaluated POSTDOC’s ability to identify UMLS 
Metathesaurus biomedical concepts in medical school lecture outlines and found the 
precision and recall varied over a wide range. Another dictionary-based biomedical 
concepts extraction approach was developed by [158]. Instead of capturing all words of a 
concept, their approach, referred to as approximate dictionary lookup, captured only the 
significant words. Using UMLS as the dictionary and compared to basic exact dictionary 
lookup their system was able to increase the recall from 26% to 58% when evaluated on 
the GENIA corpus.  
Heuristic approaches were also applied to biomedical concept extraction. In [114], 
the authors proposed a graph model to simultaneously extract keywords and summaries 
from a single document based on an iterative reinforcement method. In [159], a modified 
Markov heuristic is proposed to identify the relevant concepts in the biomedical domain. 
Their idea is to automate the retagging of certain verbs as adjectives when in the vicinity 
of other parts of a noun phrase by incorporating existing sets of curated phrases into the 
training process. 
6.2.3 Semantic Features in Text 
Semantic approaches are also widely used to identify important terms that describe the 
topic of a document. In [108] the authors exploited the semantic structure at both 
sentence and document levels. Their models combined statistical features and the 
conceptual ontological graph representation that represents the sentence structure while 
maintaining the sentence semantics in the original document. Similarly, linguistic 




[160] observed the performance of keyword extraction using simple statistical measures 
as well as syntactic information. The experimental results indicated a dramatic 
improvement of the keyword extraction performance when syntactic information was 
added to the terms as additional features. In [64] a similar technique that uses semantic 
hyperlinks that exist in Wikipedia to connect nodes in a concept graph is proposed. The 
concepts are ranked based on frequency and link saliency scores. In [161] an ontology-
based conceptual representation of biomedical content is proposed.  The authors exploit 
semantic relationships to enhance scientific domain search experience.  
In [162] a news video retrieval technique that utilizes extracted concepts from 
video shots is described. The semantic relations between concepts are used to build a 
graph and the interactions between the concepts are used as features for classification. 
Huang et al. [111] presented a keywords extraction algorithm that treats each document 
as a semantic network that holds both syntactic and statistical information. A semantic 
network model developed treats each term as a node an  a relation between two terms as 
an edge. Their supervised system was able to provide an overall precision of 80%. In 
[163] the authors present KEA++ which improves automatic keywords extraction by 
using semantic information on terms and phrases gleaned from a domain-specific 
thesaurus. Their approach to keyphrase indexing used a machine learning technique and 
semantic information about terms encoded in a structu ed controlled vocabulary. 
Knowing that a keyword of a text should be semanticlly related with the words of the 
text, [110] designed a lexical chain that holds a set of semantically related words of a 
document and used it to represent the semantic content of a portion of the document. 




chains in the selection of keywords for a document. In [164] semantic relationships were 
used to derive concept hierarchies from documents using subsumption, a type of co-
occurrence among concepts. The resulting hierarchy resembles a directed acyclic graph, 
mainly showing parent-child relationships between a pair of topics extracted from the 
text. They used subsumption as a means to associate rel d terms, by checking whether 
the documents in which the child term occurs are a subset of the documents in which the 
parent term occurs.   
6.3 The Approach 
In this section the proposed approach is presented. The details of graph construction, 
concept mapping, and concept ranking are explained. Figure 6.1 shows the system 
diagram. Step 1 is the named entity recognition (NER) process. Step 2 is mapping the 
recognized entities to concepts from a controlled vocabulary database. Step 3 is the 
process of connecting related concepts. Step 4 is ranking the concepts by their weights 
and Step 5 is merging similar concepts into one labl. The detailed description follows in 






Figure 6.1 Graph construction and concept extraction. 
 
6.3.1 Graph Construction 
As previously mentioned, each full-text document is represented by a graph of concept 
nodes and relationship edges. For each text document all the concepts are identified and 
added to the graph as nodes. To extract the concepts from the text, LingPipe’s [19] NER 
package (trained on the Genia corpus [20]) is used to i entify biomedical named entities. 
The extracted named entities are biomedical keyphrases in the text like “5 and 10 lM 
parthenolide”, “endoscopy”, or “myocardial infarction”.  To ensure that the identified 
named entities correspond to a controlled set of vocabulary, the phrases are mapped to 
concepts from the UMLS database (Step 2). Mapping the named entities into UMLS 
concepts involves comparing all potential substrings of the keyphrases extracted by NER 
since those keyphrases are sometimes longer than the concepts in UMLS and contain 




entity string, all corresponding concept nodes are added to the graph and the ones with 
higher weights will be favored in the final concept xtraction process as described in the 
next section. For example, the phrase “acute renal failure” can be mapped to the 
concepts “acute renal failure” and “renal failure”  from UMLS and thus both concepts 
are added to the graph. The mapping process can be don  through exact and inexact 
matching of strings between the text and UMLS. Although inexact matching would 
increase recall, it would decrease the precision by mapping irrelevant concepts. Exact 
string matching is used in this experiment, since th  number of identified concepts is 
large enough for the purpose of the proposed method (around 128 concepts per full text 
document). Also, UMLS contains millions of records that span most of the known 
biomedical concepts and are available in different common written formats.  
The graph nodes hold the string descriptions of each concept and the 
corresponding concept unique identifiers (CUIs). A concept in UMLS has only one 
unique identifier and a set of corresponding string descriptions. A concept string might 
refer to multiple concepts with different meanings whereas a CUI refers to only one 
concept associated with one or more string descriptors. Concept names might slightly 
vary because of the different vocabulary sources merged in UMLS. The multiple CUIs 
are implicitly disambiguated by possible relations that might be added to the graph. For 
example, the term Ganglion might refer to 2 different concepts in the biomedical domain. 
In UMLS, the first (CUI=C0017067) is a cluster of nervous tissue and the second 
(CUI=C1258666) is a tumor-like lesion. If concepts like Nerve, Synapse, and Basal 
Nucleus are present in the same text as Ganglion, then the first meaning is implicitly 




Mapping the biomedical entities into predefined concepts also allows looking for 
possible relationships among them within the ontology. After adding all concept nodes to 
the graph, the related concepts using UMLS can be identified. Relations in UMLS are 
based on the CUI as a reference key. For each pair of nodes, if a semantic relationship 
between them exists in UMLS it is added as an edge between the corresponding nodes 
(Step 3). As in previous chapters, the relationships are of semantic nature and include 
synonym, similar, narrow, broad, qualified-by, parent, child, and sibling, relationships. 
6.3.2 Concept Weights 
Three weight components are used for ranking the top concepts to be extracted (Step 4).  
1. cf: The concept occurrence frequency in the text document. 
2. idfw: The inverse document frequency weight of a concept:  
 = 1 − 		log(	)log() 								 (6.1) 
where idfi is the number of documents term i occurs in, and N is the total number of 
documents indexed. This weight is similar to the traditional inverse document frequency 
(IDF) measure [165] except that the index is built beforehand only once using a fixed 
dataset of over 20,000 Pubmed documents spanning different topics. This weight ensures 
common biomedical concepts are given lower weights due to their lower discriminatory 
value. idfw is a value between 0 and 1 where lower values indicate that a concept term is 
a very common one in the biomedical domain.   
3. cw: The connectivity weight of a concept node. This weight quantifies the importance 
of a concept in terms of its relationships to other concepts in the text. In other words, it is 




in the experiments. The first (cw1) is simply the number of edges of a concept node. Th  
second (cw2) is the magnitude of the relations weights vector for a concept: 
 = ; 						 = 	∑  ; (6.2) 
where n is the number of concepts related to concept i and cfi is the frequency of a related 
concept i. The value of cw2  not only captures how much a concept is related to other 
concepts but also how much it is related to important concepts of high frequencies in a 
document. Later in Section 6.4, the results demonstrate hat using cw2 yields better results 
than using cw1. 
The first two components are combined into cfidf, a weight similar to the well-
known TF-IDF measure that is widely used in information retrieval [165]. This measure 
ensures that concepts of high intra-document and inter-document significance are given 
higher scores. cfidf is further normalized using min-max normalization, as shown below, 
before it is combined with the cw weight: 
	 = 	 (	.		)	– 	min_max_	– 	min_  (6.3) 
where min_cfidf and max_cfidf are the minimum and maximum cfidf values in a 
document. 
The connectivity weight is also normalized as such: 
’	 = 	– 	#_#$%_	– 	#_ (6.4) 
where min_cw and max_cw are the minimum and maximum connectivity weight values 






The overall weight of a concept is the product of the 2 normalized weights: 
	 = 		.		’ (6.5) 
6.3.3 Merging Similar Concepts 
Before the top ranked concepts are extracted, similar concepts are merged and given one 
label to avoid redundant results and to achieve better ranking (Step 5 in Figure 6.1). For 
example, the concepts ganglion, ganglion cell, and retinal ganglion cell,defined as 
different concepts in UMLS, are merged and labeled as 'ganglion / ganglion cell / retinal 
ganglion cell'. Concepts are merged if either their stem word versions are the same or if 
one is a substring of the other and the string distance is below a certain threshold. The 
average of both the edit distance and the Jaccard distance [166] are used. Based on the 
weighting scheme described earlier, the top ten concepts are extracted from the ranked 
list of concepts.  
It is worth mentioning here that in an earlier pilot study clustering was applied to 
the list of top concepts in order to extract the top c ncepts from each cluster. The idea 
behind this was to span all different key topics in the document and avoid extracting 
redundant concepts with similar meanings. This was done in order to incorporate the 
semantic similarities in addition to the string similarities described above. k-medoids, a 
variant of the k-means algorithm, was used, where the distances between the nodes of a 
graph were calculated using string and node relationship distances. Compared to the 
author provided list, this approach performed slight y worse than the one described 
earlier. For this reason this technique was not used in the final experiments as it did not 
show significant improvement over the proposed method. Also the merging procedure 




fact that clustering did not show significant improvement is that in many cases authors 
choose similar keywords that are not necessarily distinct enough to be in different 
clusters. After all, most of the key concepts happen to be related somehow within a 
document and although the publication authorities might recommend that the author 
keywords be distinct, generally it is not a strict equirement. 
6.3.4 SVM Ranking 
The method discussed above is unsupervised and ranks the concepts by the composite 
weight described in Section 6.3.2. In addition, another semi-supervised version of 
ranking is presented in another experiment where a model is built using the same graph 
node weights as features. In particular, the Support Vector Machine ranking algorithm 
SVMrank [167] is used. Using the model built from the training data, the SVMrank 
classifier predicts the ranking of the candidate concepts, where the ones ranked towards 
the top have a higher probability of being key concepts representing an article. More 
usage details are discussed in the experiments section. SVMrank is based on Vapnik’s 
Support Vector Machines [168], [169] and aims to order a new set of objects as 
accurately as possible by learning a function from preference examples. In SVMrank, a 
model can be learned to select a ranking function fr m a family of ranking functions 
which generalize well beyond the training data. SVMrank has been applied to document 
retrieval [170], where click-through data was used to deduce pair-wise training data for 





6.4 Experiments and Evaluation 
To evaluate the performance of the proposed technique, four different sets of experiments 
were conducted. The first two experiments provide an objective comparison of the 
approach to KEA. The other two are subject-based evaluations where the articles’ authors 
were involved in the evaluation. The results of each experiment show a different aspect 
of the usefulness and effectiveness of the proposed system in addition to the subjectivity 
of the labeling process. 
6.4.1 KEA 
KEA is an automatic keyphrase extraction algorithm developed by members of the New 
Zealand Digital Library Project. It uses the Naïve Bayes machine learning algorithm for 
training and keyphrase extraction. KEA builds a prediction model using training 
documents with known keyphrases, and then the model is used to identify keyphrases in 
new documents. The implementation of KEA used in the experiments is available for 
public [171]. KEA was trained using 450 biomedical documents to tune its parameters of 
the extraction algorithm and learn a model that wasused to extract keyphrases from the 
test documents. Every phrase that occurs in the document is thus a potential keyphrase of 
the document. Using KEA, ten keywords from each test document are extracted and the 
precision results are compared against the proposed method. 
6.4.2 Objective Comparison 
In this section, the two experiments performed to evaluate the proposed method against 
KEA are presented. The first is based on unsupervised ranking of concepts while the 




6.4.2.1 Unsupervised Ranking. In this experiment, the performance of the proposed  
technique is compared to that of KEA, first using the cfidf weights only and then using 
the compound weight w = cfidf . cw that incorporates the connectivity weight. The two 
versions of the connectivity weight described earlir are used; the first is the number of 
edges or relationships of a concept node (cw1) and the second is the magnitude of the 
frequencies vector of related concepts (cw2). 100 Pubmed articles of different topics were 
used in this experiment. The chosen articles contain the author provided (AP) keywords 
in the text. In total there were 651 keywords associated with the 100 documents (on 
average, 6.51 keywords per document). To determine whether the output concept strings 
match with the original AP strings, the similarity measure described below is used. A 
match occurs if any of the following is true:  
1. Exact match: both strings are exactly the same. 
2. Stem match: stem words of both strings are the same. 
3. Substring match: AP string is a substring of output. 
4. Relation match: a relation exists in UMLS between an AP keyword and output. 
5. String distance: the string distance is below a certain threshold (average of Edit and 
Jaccard distance).  
Note that this is not intended to be an exact match evaluation since it would fail to 
match many relevant results. Although the relation match is somehow weak compared to 
the other criteria, it is used here as a means for evaluating output that can be regarded as 
semantically close to an author’s keyword. Practically, the related concepts could serve as 
synonyms or other related alternatives to the original AP keywords. This match check is 




measure to compare the two methods. The relationships are determined using the same 
method described earlier in the graph construction section. 
The experiment shows that the proposed method is comparable to KEA which is a 
leading keyphrase extraction software based on a supervised learning technique. The 
number of matches for the top 3, 5, and 10 extracted oncepts are reported in Table 6.1. 
  
Table 6.1 Number of matches for both CE and KEA 
  Top 3 Top 5 Top 10 
Matches1 Avg2 Matches Avg Matches Avg 
KEA 214 2.14 331 3.31 610 6.10 
CE3 205 2.05 300 3.00 480 4.80 
CE*4 213 2.13 311 3.11 526 5.26 
CE** 5 218 2.18 331 3.31 556 5.56 
1. Matches: total number of matches out of the 651 AP keywords. 
2. Avg: the average number AP keywords matched per paper.   
3. CE: is the concept extraction technique using the occurrence frequencies only. 
4. CE*: is the concept extraction technique using the occurrence frequencies and the additional 
connectivity weight cw1. 
5. CE**: is the concept extraction technique using the occurrence frequencies and the additional 
connectivity weight cw2. 
 
The results show that when the semantic relationships are used in ranking the 
concepts, the number of matches increases significatly: 6%, 10%, and 16% in the case 
of 3, 5, and 10 extracted concepts, respectively. Using the weights of related concepts 
also shows an improvement over using only the number of related concepts (cw2 vs. cw1). 




enhances the ranking procedure. Compared to KEA, CE performs slightly better in the 
top 3 extracted concepts list, whereas KEA’s performance is better for the top 10 list. 
6.4.2.2 Semi-Supervised Ranking. For this experiment, the training set used consists of 
137 documents and the test set consists of 100 documents (673 AP keywords). Each 
concept in a graph is considered as a sample in both training and test sets. The feature 
weights used in this experiment are the occurrence frequency cf.idfw and the connectivity 
weight cw2 described in section 6.3.2. The target value used in the training process is set 
to 0 when the concept does not match an author provided keyword and is set to 1 when it 
is an exact match, stem word match, or substring match. Relationship matches (where a 
concept from the paper is semantically related to an AP keyword) were not used in the 
training. However they were included in the test dataset for evaluation purposes (The 
target value for the relationship matches was set to 0.5). It is worth noting here that using 
the relationship matches during the training phase introduced an expected precision/recall 
tradeoff. Although the classifier ranked more relatd concepts towards the top, the 
number of exact matches significantly dropped. For that reason, those relationship 
matches were not included in the training process in the final experiments. In practice, 
this tradeoff can be optimized according to the application and user requirements. For 
example, the target value can have more specific values in the range 0 to 1 depending on 
the type of relation between a concept and an AP keyword. Also, some relations that exist 
in UMLS might be considered irrelevant and thus canbe excluded from both the target 
value calculation and the connectivity weight calculation. A sample of the test set input 




target values can only be 0 or 1). The columns respectively, are: the target value, the 
document ID, feature weights, and descriptions of the document and concept.  
1.0 qid:1 1:3.55828061479804 2:3.78163975598787 #2408639#Werner syndrome# 
0.0 qid:1 1:2.22097590495905 2:1.9287283701509834 #2408639#aging# 
0.5 qid:1 1:15.90921796570065 2:5.268294443748759 #2408639#recombination# 
 
The results of this experiment are shown in Table 6.2 below. Using both the occurrence 
frequencies and the connectivity weight resulted in the best performance in terms of 
number of total matches. Figure 6.3 shows the number of xact matches compared to the 
number of relation matches using KEA and CE (with and without the connectivity 
weights). CE outperforms KEA when the top 3 concepts are extracted in both exact and 
relation matches. As the number of extracted concepts increase (to 5 and 10) KEA 
extracts more exact matches but CE achieves higher recall as it extracts significantly 
more related concepts.   
 
Table 6.2 Number of Matches using SVMrank  
  
Top 3 Top 5 Top 10 
Matches1 Avg2 Matches Avg Matches Avg 
KEA 169 1.69 259 2.59 461 4.61 
CE3 163 1.63 239 2.39 363 3.63 
CE*4 202 2.02 307 3.07 511 5.11 
1. Matches: total number of matches out of the 673 AP keywords. 
2. Avg: the average number AP keywords matched per paper.   
3. CE: is the concept extraction technique using the occurrence frequencies only. 







Figure 6.2 Number of extracted concepts: exact vs. related.  
KEA1: The number of exact matches using KEA 
KEA2: The number of relation matches using KEA 
CE1: The number of exact matches using CE without relaion weights 
CE2: The number of relation matches using CE without relation weights 
CE*1: The number of exact matches using CE with relation weights 
CE*2: The number of relation matches using CE with relation weights 
 
6.4.3 Author-Involved Experiments 
In most cases the author keywords list serves as a good representation of the paper in 
terms of key concepts. However, the author’s choice might be affected by personal or 
external factors. For instance, the keyword list might be limited to certain number of 
keywords or the author might provide a list that increases the likelihood of publication of 
the paper [172]. Moreover, the list is not always comprehensive enough to cover all ideas 
or topics of a paper. For such reasons comparing to the original list of keywords might 
not be sufficient and thus in the next set of experim nts the authors’ feedback is 
considered to further evaluate the capabilities of the proposed concept extraction system.   
The author-involved experiments are divided into tw different sets. The first is 




proposed concept extraction (CE) algorithm. This experiment is intended to validate the 
effectiveness of the concept ranking algorithm and to justify the importance of the 
authors’ feedback in such evaluation context. The second set was used to compare the 
performance of the CE technique to that of KEA’s using human subjective judgment. 
6.4.3.1 CE vs. AP. The first dataset comprises 32 scientific papers of various 
biomedical topics chosen from several Elsevier biomedical-related journals. 18 authors of 
those papers were contacted and asked for their help in the evaluation. The authors are 
either medical doctors or researchers in biological s iences. For each paper, the original 
AP keywords in the text were extracted and the proposed CE algorithm was applied to 
the text to extract the top ten candidate key concepts. A list combining both the CE 
results and the original AP keywords was then formed. Duplicates or merged concepts 
(for example, ‘ganglion cell’ and ‘ganglion cell / retinal ganglion cell') are only 
displayed once. The shuffled list of concepts and keywords was then sent as an electronic 
survey form and the authors were instructed to mark the ones they think are key concepts 
of the paper. No limit on the number of items to be marked was specified. The authors 
were allowed to mark as many concepts as they thought are relevant key concepts.  
Moreover, the authors were not asked to provide negative feedback in this study. On 
average, each author was asked to evaluate two of their own papers, and every paper was 
evaluated by only one of its authors. 
From the results shown in Table 6.3, it can be noticed that the authors have 
chosen 85% of the AP keywords that were originally listed in the paper. Interestingly, 
they left out 15% which they did not choose as key concepts. As for the CE concepts, out 




key concepts (3.5 of them are additional concepts no  part of the AP list). On average, 
more than 8.4 concepts are picked per paper whereas th  keywords section contains only 
5.56. This shows that the AP keywords list might not always cover all key concepts in a 
paper. The precision of CE is 0.56 whereas that of AP is 0.61. The author-provided 
keywords are expected to give better performance results. However the precision of CE is 
not far off, and thus the extracted concepts can be regarded as good candidates for the 
documents’ keyword lists. Another interesting result observed in this experiment is that a 
substantial proportion of concepts (35%) extracted by the CE algorithm were not 
originally present in the keywords list but were selected by the evaluators as key 
concepts. 
  
Table 6.3  Author-evaluated Results: AP vs. CE 
AP keywords Checked1 Total  Precision2 
Mean 4.72 (85%) 5.56 61% 
CE concepts Checked3 Total  Precision4 
Mean 4.62 (46%) 10 56% 
1. The number of AP keywords selected by authors as elevant key concepts (including overlaps with CE). 
2. The proportion of checked AP keywords out of all the checked concepts for a paper. 
3. The number of CE keywords selected by authors as elevant key concepts (including overlaps with AP). 
4. The proportion of checked CE keywords out of all the checked concepts for a paper. Note that CE 
Precision + AP Precision > 1, that’s because there are some overlapping terms. 
 
In addition, most CE candidate concepts that were chosen by the authors were 
ranked among the top 5 in the list. Figure 6.3 shows the number of relevant concepts 
grouped by their rank. The figure shows the consistency of the proposed technique in 






Figure 6.3 CE ranking vs. frequency of selected key concepts. 
 
6.4.3.2 CE vs. KEA. In this section the results of the second author-involved experiment 
are presented. This experiment compares the proposed technique to KEA. The dataset 
used in this experiment is composed of 25 biomedical technical papers, collected from 
the Elsevier’s electronic archive as well. There were 11 authors who participated in this 
evaluation. The procedure is similar to the previous ne. In this experiment the top ten 
results from each of CE and KEA’s output for each paper are shuffled and combined into 
one list. Again, duplicate items are only listed once. 
Table 6.4 below shows the results for the 25 papers. For each technique (CE and 
KEA), the precision is calculated as the proportion of items selected as key concepts out 
of the total number of key concepts chosen by the authors. 
Note that in Section 6.4.1, CE and KEA’s performances were analyzed based on 
the AP keywords list using string and relation matching. In this experiment, the 






Table 6.4 CE vs. KEA Under Human Evaluation 
 CE KEA 
 Selected1 P2 Selected P 
AVG 3.64 0.60 2.76 0.40 
Stdev 1.75 0.22 2.03 0.22 
1. Average number of selected key concepts 
2. Precision 
 
The mean precision of CE is 0.6, compared to 0.4 for KEA.  A t-test was 
performed on the mean value and the result validates that the mean value of CE’s 
precision is significantly larger than that of KEA (P-Value=0.0536). The results show 
that the authors prefer CE’s extracted concepts to KEA’s keyphrases. 
6.5 Discussion 
The results of the objective comparison show that te proposed system is comparable to 
KEA in terms of keyword suggestions. As the number of extracted concepts increases, 
KEA performed better in exact matching of keywords while the proposed technique 
provided more related matches (higher recall), especially in the semi-supervised version 
discussed in section 6.3.4. This is an expected precision/recall tradeoff that arises when 
semantic relations are considered. One component that can be further improved is the 
mapping process of terms in the text into UMLS concepts. This is a non-trivial task and 
may require advanced natural language processing techniques since not all forms of 




Based on the author-involved subjective evaluation, the following points were 
observed. First, a significant number of concepts, which were chosen by authors as key 
concepts, were not originally present in the keywords list of the paper. Second, some 
original AP keywords of a number of papers were not selected by the authors as key 
concepts of those papers. This suggests that the keyword list is not exhaustive and does 
not represent all the concepts contained in a paper. Also, as mentioned in [172], some 
keywords might be listed for other purposes where the keyword list may not necessarily 
be a precise representative of a certain article. Furthermore, the authors who participated 
in the evaluation are all coauthors of their papers and thus their opinions on whether the 
terms are key concepts or not may conflict. It is often not uncommon that even experts 
might have biases or disagreements on the choice of terms [156].  
In the subjective evaluation of CE vs. KEA, the results confidently support that 
CE outperforms KEA and provides more desirable key concepts. Also, Figure 6.4 shows 
that most of the selected key concepts are ranked high in the list of concept candidates. 
This shows that the proposed technique is quite effctive in terms of weighting and 
ranking. The results also validate the assumption that he author-involved subjective 
experiment is necessary to supplement the objective experiment. Compared to the 
automatic string matching evaluation, human judgment and reasoning allow authors to 









Extracting concepts from full-text biomedical documents is an important but challenging 
task. In this chapter a new approach to concept extraction is presented, where concept 
graphs and their semantic features are used for weighting and ranking concepts in an 
article. Predefined ontology concept relationships are used, in addition to traditional 
occurrence frequency weights, to rank the top concepts xtracted from a text document. 
The proposed technique yields promising results when evaluated against the author-
provided keywords and against KEA. Referring to research question RQ2, this 
experiment shows how the structural features of graphs, that represent concept 
relationships in the text, enhance the ranking process in concept extraction tasks, 
especially in terms of recall.  This is emphasized by the high number of non-exact 
matches that could be ignored in other baseline methods. The developed automatic 
concept extraction technique can help authors in labeling their scientific publications by 
recommending keywords. The technique can also be used in document summarization 
applications and indexing algorithms of digital libraries. 
Exploiting additional features of concept graphs could further improve the 
ranking procedure. Concept extraction techniques can also be applied to other domains 
such as the general Web and educational document collections. In addition, concept 
extraction can be incorporated into text categorization applications where the extracted 






In this chapter a concept extraction technique thatuses graph representations of text 
documents is presented. The process of constructing graphs from text documents, 
demonstrating how they can be used in ranking key concepts, is described. The results 
show that using graph structural features improves th  ranking of key concepts extracted 






SUMMARY AND FUTURE WORK 
7.1 Conclusions 
In this work a number of experiments have been studied to explore how text documents 
can be represented by graph structures that allow capturing the semantic relationships of 
the content and how this additional information canbe used in learning algorithms. The 
results attempt to answer the following research question: Can graph representations of 
text, in which relationships among concepts are preserved, improve the 
performance of text mining applications, when compared to baseline methods? This 
question is divided into two parts, each studied through a set of experiments and 
evaluations. Chapters 3, 4, and 5 present different approaches to the problem of text 
categorization and attempt to investigate how concept r lationships and external related 
concepts, captured in graph form, provide a better representation for classifiers to 
discriminate text content and to make more accurate classification decisions using 
supervised learning methods. Chapter 6 presents a method of concept extraction and 
attempts to investigate how the structural properties of a graph provide additional useful 
attributes for a text document’s feature set to improve the ranking of key concepts present 
in that document. 
 In Chapter 3 the first method of representing text documents by graphs is 
presented. The graphs are constructed using a knowledge-based approach that is less 
dependent on the text content. The representation can be constructed from minimal 
information extracted from the target documents. This representation encodes concepts 





ontology-based concepts and relationships. This method shows how a knowledge-based 
representation can be used as an alternative practical representation in the absence of full-
text content. A Naïve Bayes classifier is applied on a set of biomedical documents using 
the aforementioned representation. The results show t at the proposed representation can 
match the performance of a standard Naïve Bayes clasifier that uses statistical 
information from the full text and can outperform it when edge-information is used in 
calculating class probabilities.  
 In Chapter 4 the previous experiment is extended by using weighted graph edges 
as document features. The edge weights are quantified o reflect the significance of the 
corresponding concept terms and their relationships in the text and are used as feature 
vectors of the documents. A Naïve Bayes classifier s applied using the edge features 
representation. The results show a substantial performance increase when compared to a 
baseline TF-IDF Naïve Bayes classifier. 
In Chapter 5 graph kernels are introduced and applied to the graph representations 
of text documents. The kernels are edge-based and compare the graphs based on their 
underlying structure.  Two different kernel functions are used to classify the graphs using 
a k-NN and an SVM classifiers. The results outperform the baseline text-based methods 
and further show how the concept relationships could be used as an effective feature set 
in document categorization. 
In Chapter 6 a method of concept extraction from text documents using graph 
representations is described. Graph structural featur s are used to enhance the ranking of 
key concepts of a document and to extract a set of representative concepts that can be 





unsupervised and semi-supervised ranking approaches. The method is compared to a 
common key-phrase extraction tool. The proposed techniques demonstrate a practical 
method of assigning keywords to documents and show a significant improvement in 
terms of precision and recall. 
7.2 Contributions 
The main research contributions of this study to the field of text mining are listed as 
follows: 
• The work presents a practical graph representation framework for several text 
mining applications, through experiments and evaluations of text categorization 
and concept extraction techniques. The work is not constrained to those specific 
applications, as graph representations can be applied to similar text mining 
applications such as document summarization, document or concept clustering, 
and topic identification. 
• The proposed methods emphasize the importance of repres ntation, semantic 
features, and structural properties and their impact on the underlying learning 
algorithms. The motivation behind using those elements is to embed additional 
information that could be useful in making decision or predictions in text mining 
applications. 
• The methods can be applied in literature-based discovery applications, where 
insights and hidden relationships could be mined from large collections of 





representation, classification, and ranking of text lements is key in finding 
associations between topics in a dataset. 
7.3 Limitations 
The discussed methods rely on domain knowledge in co structing the graph 
representations of documents. This could introduce a limitation in implementation when 
such knowledge is not available or when the dataset do s not represent a specific domain. 
One could overcome this limitation by using general domain ontologies or controlled 
vocabularies such as WordNet or Wikipedia to map concept terms from the text and 
extract their corresponding semantic relationships. Alternatively, natural language 
processing methods can be applied to the content to extract relevant semantic knowledge 
from the language structure and the syntax. In situations where external knowledge 
cannot be incorporated into the representation, the whole dataset could be mined for links 
that represent semantic relationships or interactions between the entities present in the 
text, perhaps using statistical learning methods and co-occurrence information, clustering, 
or classification to predict unknown relationships.  
 Another consequent limitation present in the methods lies in the concept mapping 
process. Concept terms present in the text might not always be found in the domain 
ontology used. Inexact matching can alleviate the issue of not finding exact matches but 
could introduce a precision/recall tradeoff as some non-relevant concepts can be mapped 
to the concept terms. A domain ontology should be updated regularly to ensure integrity 





addition, building representations using different mapping techniques could also be tested 
to find an optimal representation for a certain application. 
 As far as computation and scalability are concerned, processing graphs can be 
problematic as the size and number of documents increase in the target dataset. The 
complex nature of graphs often poses limitations in computation and algorithm 
development. In this case, parallel or distributed environments could be used to alleviate 
the computational complexity and to allow efficient processing of large graphs, such as 
those representing books or documents collected from the web.   
7.4 Future Work 
The methods presented in this study can be extended i  different directions of research in 
text and graph mining. Additional structural features of graphs can be explored to 
emphasize concept significance and centrality in a document. This could help in 
formulating new weighting techniques for document features. Methods of network theory 
and link analysis can be borrowed to allow finding better associations between pairs of 
concepts, to improve the ranking of concepts, and to calculate centrality measures of 
concept nodes. In addition, graph kernels can be further explored to find better ways of 
computing similarity measures between graphs when applied to document classification 
tasks. Paths within a graph can also be studied to find relative distances between nodes or 
subgraphs where those distance measures can be used in l arning algorithms. Graph 
indexing, frequent subgraphs, and graph matching techniques can be applied to text 





Additional representations of text documents can be explored and compared in 
different application contexts. Existing feature selection and extraction techniques can 
also be applied to graphs, where a set of candidate fe ures could be identified and used 
in algorithms such as ranking and classification. In addition different representations can 
be constructed in a manner that allows extracting document features efficiently, 
exploiting certain structural features of graphs.  
 Another direction that could be investigated is applying the proposed techniques 
to non-biomedical datasets. Further experiments would give better insight on the 
scalability and efficiency of those techniques when applied to different domains. Such 
techniques would also involve constructing domain specific ontologies and evaluating 
their impact on learning algorithms, such as classificat on or clustering. 
 Finally, additional experiments can be conducted using significantly larger 
datasets to test the scalability of the methods in real world scenarios. When the number 
and size of documents are considerably large, the text processing and graph construction 
components might be extremely expensive in terms of computational costs. However, 
one could take advantage of the recent developments in distributed computing and 
analytics for ‘big data’, such as the MapReduce paradigm [173]. By using such a 
framework, the computationally expensive modules, including graph generation, kernel 
matrix computation, and cross validation, can be performed in parallel on distributed 







This chapter concludes the dissertation by summarizing the results of each experiment 
within the context of the main research question. A brief overview of the contributions 
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