Abstract-We consider if it is possible to embed biometric similarity scores in low-dimensional, inner product spaces. Starting from a matrix of similarity scores between target and query templates, as computed by a biometric algorithm, we seek to represent the templates as points in a low-dimensional space such that their inner products approximates the neighborhood relationship in the given similarity matrix. The process involves the minimization of the Frobenius norm between the similarities, transformed by a monotonic function, and the inner product of the embedding coordinates. Possible space of monotonic functions are those that transform the statistics of the given scores into a Gumbel distribution, a limiting case extreme-value distribution. The minimization is then over the space of Gumbel parameters and the coordinates. We solve this in a two-step iterative process. Given the Gumbel parameters, we find the coordinates using the Singular Value Decomposition (SVD) of the transformed similarities. The vectors of the decomposition gives us the coordinates. We search for the Gumbel parameters using simplex search, optimizing a rank dispersion index that captures the average fall in rank of the top k-ranked queries for each target, based on the estimated coordinates.
I. INTRODUCTION Biometric scores are not random. There is structure in the scores. One way to get at this structure is through statistical analysis. This has been the dominant mode of analysis. There are studies that statistically model similarity scores to predict the performance of the algorithm on large data sets based on results on small data sets [1] , [2] , [3] . For instance, Grother and Phillips [4] proposed a joint density function to predict match (genuine) scores and non-match (imposter) scores. Apart from face-based biometrics, methods have been also proposed to model and predict performances for other biometric modalities [5] . There study the statistics of scores to design better biometric fusion algorithms [6] . However, unlike these approaches, we seek to unravel the geometric structure that is implicitly present among the similarity scores. Given a distance (or similarity) matrix, there is a rich body of work in multidimensional scaling (MDS) [7] that can be used to find low-dimensional coordinates for each point such as that distances between these points match the given distance matrix, under an appropriate error norm. Typically, these methods start from a square distance matrix between every pair of objects. Most recent methods consider nonlinear methods to arrive at the most parsimonious space (manifold) [8] , [9] that can be used to place the points. Such methods have been used to visualize mostly (in 2 or 3 dimensions) the underlying manifold of face recognition algorithms [10] . In this paper, we empirically study if it is possible to embedded biometric similarity matrices for a variety of modalities in a globally linear space. The stress on linearity is not just based on appeal to Occam's razor, but also because of possible impact on template security, privacy, indexing. In [11] we have shown that if we can build globally linear models of the distances, then it is possible to construct approximating linear models that map biometric templates to distances, as computed by a recognition algorithm. Based on this linear model, it is possible to reconstruct any target template given just the similarity scores of this target template with a set of break-in query templates. We had demonstrated this for faces. In [12] we have also shown how a linear model can be used to construct algorithm-specific indexing scheme for faces, with 20 times indexing speedups.
We start by formulating the theory behind the particular version of the embedding problem that is relevant to us in the biometrics context. We typically have a rectangular matrix of similarities (or dissimilarities) between target and query sets. These sets do not overlap in terms of the exact templates, but they can have intersection in terms of the subjects. One property of biometric similarity scores is that if we remap or transform these scores using a monotonic transform the biometric performance does not change. We exploit this to arrive at a compact representation of the underlying space. We design the monotonic transformation based on extreme value distributions since decisions in biometric identification are essentially with extreme values, i.e. minimum (or maximum) scores. Technically, we have a non-metric, inner product based embedding problem, which we solve in a minimization framework. The formulation can handle both similarities and dissimilarity scores. Perhaps the closest related works in terms of the underlying theory are those that use multidimensional scaling (MDS) to derive models for standard classifiers such as nearest neighborhood, linear discriminant analysis, and linear programming problem from the dissimilarity scores between objects [13] . Roth et al. [14] also suggest a similar framework, where pairwise distance information is embedded in the Euclidean space, and equivalence is drawn between several clustering approaches with similar distance based learning approaches.
In the experimental part, we consider four, diverse biometrics, namely, face, gait, fingerprint, and voice and investigate if their similarity matrices can be embedded in linear, low dimension spaces. For each biometric, we consider two different similarity matrices, either produced using two different algorithms on the same dataset or produced by applying the same algorithm on two different datasets. We ground our conclusions based on experiments conducted in a train and test framework.
II. THEORY
Let S be a Nt by Nq sized matrix of similarities between target and query sets. The scalar Stq is the similarity between the t-th target template with the q-th query template, as computed by a biometric algorithm. We express our theory in terms of similarity matrices, but it also holds for dissimilarity matrices. We just turn them into similarities by considering difference with some fixed value. We do not have access to the actual templates, nor do we need them in this study. There is no constraint on the composition of the targets and queries, except that the query set include templates from a subset of subjects in the target. Expressed in another way, the matrix S should include match and non-match scores. Note that we are insisting on the overlap of subjects between the query and target sets, not the actual templates. As a consequence of this, the matrix S is not symmetric, nor do we have ones (or maximum possible similarity value) along the diagonal.
To shed light on the geometric structure underlying the similarity matrix, we would like to represent each target and query template as points in a low-dimensional spaces such that the inner product (dot-product) between the coordinates captures the ordering information that is in S. For biometrics, the absolute values of the similarities are not important. Monotonic transformation of similarities does not affect identification or verification performance. The rank of a target for a query template will not change with such transformations; hence, the identification rate will not change. For the verification scenario, monotonic transformation will just change the value of the decision threshold, not the verification rate for a particular false alarm rate.
We capture this flexibility in the optimization criterion as follows. Let xt be a k-dimensional vector representing the t-th target template. Each target is associated with the rows of S. Likewise, Yq is a k-dimensional vector representing the q-th query template, associated with the columns of S. The inner product between these points, x Tyq should be close to a monotonic transformation of the corresponding algorithm computed similarity value, f (stq). The coordinates are those that minimize the following optimality criterion. 
A. Inner-product Embedding
Given a function f(.), whose choice we discuss in the next section, Eq. 2 can be minimized by choosing X and Y based on the singular valued decomposition of Sf UZVT, where U and V are the matrices with orthonormal columns and E is a diagonal matrix with singular values. X = O5UT and Y= O.5VT (3) In general, the dimension of X will be Nt by Nt, giving us Nt dimensional, perfect embedding of the similarities. This is not particularly interesting. Any m by n matrix can be embedded in min(m, n) dimensional space. We exploit the unique property of SVD decompositions that keeping the topk singular values in E and setting the rest to zero will result in the optimal (matrix) rank K minimization of Eq. 2. Thus, we consider only the K columns of the orthogonal vectors in SVD to construct the K-dimensional approximating space.
The columns of XK and YK gives us the coordinates of the target (rows) and query (column) templates in a Kdimensional space. This collection of points, along with their inner product, makes explicit the geometry underlying the similarity matrix. This placement of the points will shift depending on the choice of the transformation, f(.). We would like to choose f(.) such that nearest neighbor relationship is preserved to the largest extent. This we discuss, next.
B. Gumbel Transformation
Among possible choices of the monotonic transformation, we are most interested in the ones that capture the statistics of the low-ranked scores. In biometrics context, it is important to capture the structure among the larger scores, which express most similarity to the target templates. In other words, the extreme values of the similarity score distributions are of most interest. The target-query similarity computation process typically involves a maximization process over parameters such as geometric alignment, illumination, etc. The maximum value of the similarity under these nuisance variations are chosen to characterize the match between two templates. Note (5) where a and are the mode and the scale parameters of the distribution. A form of the Gumbel probability density function (pdf), actually derived for one of the fingerprint similarity matrices, is shown in Fig. 1 . Note the heavy tailed nature of the distribution towards large values. To derive the monotonic mapping function, we will work with cdf instead of the pdf. Let the cdf for the similarity scores, as estimated form the whole matrix, be denoted by G(s). The required transformation to turn the scores into extreme value distributions is given by f (Stq) = F-1(G(stq); C, 3) (6) This transformation is monotonic because the underlying cdf functions are, by definition, monotonic. As we vary the parameters a, the approximating geometry, captured by the estimated coordinates (Eq. 4), will change. We choose the parameters so that the local dispersion index (LDI), a measure that we define later in this paper, is optimized. The local dispersion index measure captures the fall in rank (or dispersion) of the k-nearest target neighbors for each query, as computed based on the given similarities, with those computed using the approximating inner product distance. {a , *} = argminLDlk(S,XKYK) ( 
7)
We compute this local dispersion measure as follows. We have two similarity matrices, the original matrix S and approximating matrix R, both over the same target and query sets, in the same order, i.e. corresponding entries are for the same pair of target and query comparisons. For each query, we rank the target images based each of the similarity matrices and then consider the identities of the knearest neighbors, based on the original similarity matrix. Let (8) NNwhere Dispersion(q) argminm ({iq(1) ...,iq(k)} C {jq(l) ... jq(m)}) -k (9) Dispersion(q) measures the rank dispersion of the q-th query template. It is zero if the top k target templates based on the original similarity matrix are the same as those based on the approximating scores. The value increases as the top k rank entries are dispersed down the ranks. Note that we do not consider if the k neighbors are correct or wrong matches. This makes it a stronger measure than rank-based, identification rates in Cumulative Match Curves (CMCs). Two algorithms can have the same rank k identification but the LDI1 can be lower for one. For the LDI to be high, the identities of both the correct and incorrect matches should agree. Since we want to capture the underlying geometry of the scores, both matches and non-matches are important.
Also, note that LDIk is normalized by the size of the target set, so that we can compare across similarity matrices of different sizes.
This type of measure is useful in giving us some indication of the usefulness of the linear embedding for indexing. The local dispersion index will give us an idea of how many neighbors to consider in this linear space, given a query template so that one we are likely to find all the knearest neighbors as computed by the underlying biometric algorithm. As an example interpretation, an LDI1 = 0.01 means that the nearest neighbor of any query, based on the original similarity matrix, is expected to be contained in the nearest 1% of the target set size neighbors in the approximating space. This translates to a 100-fold saving when indexing just the nearest neighbor.
D. Projection of New Sample
Let us say we have learned a low-dimensional space that approximates a given similarity matrix fairly well, how can we find the coordinates of a new query, yn, in this space. We will assume that we have the similarities of this query with the target set, sn {sln,. We report our investigations of four diverse biometrics, face, gait, fingerprint, and voice. For face biometrics we chose performance on the FERET dataset [16] , specifically the fa-fb and dup-1 experiments. For gait, we chose the HumanID Gait Challenge dataset [17] . We used fingerprint scores from the NIST [18] . For voice, we used an inhouse collection of voice samples. For speech samples, each user utters a fixed phrase, "University of South Florida 33620". The indoor and outdoor samples were captured using regular cardioid microphones. The sampling frequency was 11 kHz. For this study, only samples using the cardioid microphone were used to avoid effects of equipment bias in the indoor/outdoor scenario. The outdoor environment was near the entrance to a building where the hypothetical authentication would take place. The indoor environment was similar to a quiet office environment. Table I lists the similarity matrix sizes and the number of subjects in captured in each matrix.
For each modality, we considered two different similarity matrices, corresponding either to the same underlying algorithm on different datasets, or to different algorithms on different datasets. We had to consider two instances in this mixed manner due to the constraints imposed by the availability of datasets and recognition algorithms. For gait, we chose two top performing gait recognition algorithms and their performance on the HumanID gait challenge dataset. For face, we chose the Elastic Bunch Graph Matching (EBGM), as implemented by the CSU group [19] , and a commercial algorithm from 2002. For fingerprint, we used the left-index and the right-index similarity scores in the NIST dataset. For voice, the recognition algorithm was based on dynamic time warping but it was run on two different sets of templates.
IV. RESULTS We start by discussing results on the entire similarity matrices. How well are the local manifold structure captured by the global approximation that we have computed for each biometric? Fig. 2 (a) and (b) shows the local dispersion indices at ranks one and five, respectively, for two instances for each of the biometrics, based on the entire similarity matrix. The dispersion index depends on the dimensionality of the approximating space. In the limit, any N data points can be perfectly embedded in N -1 dimensions. Errors will arise as we reduce the approximating dimensions. To normalize this dimensional measure across the datasets, all of which have different sizes, we consider the ratio of the reduced dimension to the dimension needed for perfect embedding, i.e. total number of target and query templates. This ratio is plotted along the horizontal axis. We find that the rank dispersion can be kept small (< 1% of the target set size) for a low-dimensional approximation that is 20% of the maximum dimensions needed for perfect embedding. We also find that the quality of the embedding is the best for face, followed by gait, fingerprint, and then voice. This conclusion holds quite well when we consider the agreement at rank five too.
A. Train and Test
To judge the ability to generalize the observed properties, we conducted a train and test study. The approximation was learnt on one matrix and tested on the other. Because of the diverse nature of the available similarities, we had to adopt different strategies to construct the train and test sets for each modality. For gait, we separated the query (columns) into two sets. The train set was the similarity of the target (row) templates with one query subset and the test set were the similarities of the target with the other query subset.
For face, we picked the fa-fb set for training and dup-1 face and gait scores used in this study, it does affect voice and fingerprint approximations. There is marked reduction of dispersion with the use of Gumbel-based transformation.
VI. CONCLUSIONS
Using a variety of biometrics, different algorithms, and well known datasets, we found that biometric similarity matrices allow for good quality low-dimensional embedding in globally linear spaces. We saw that gait and face biometric scores can be approximated fairly well with very low-dimensions. Fingerprint and voice require somewhat higher number of dimensions, but their scores can also be approximated fairly well. Our study strongly suggests that biometric scores should not be just looked upon from a statistical point of view, but that there is a strong underlying, geometric nature. We are excited about the global nature of the approximation. In the short term, this global approximation can be used to reconstruct templates and to build better indexing mechanisms. In the long run, linear models will help us abstract, characterize, and improve interconnected networks of biometric devices. The existence of a global linear model opens up the possibility of the use of concepts of highly successful linear system theory to the analysis of interconnected biometric systems.
