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Cílem této práce je vytvořit program schopný sledovat trajektorie pohybu lidí a na základě
toho vytvářet různé statistiky. V praxi se jedná o efektivní marketingový nástroj, který
lze využít například pro analýzy toku zákazníků, optimální vyhodnocení prodejních hodin,
analýzy typu návštěvnost a mnoho dalších. Tato práce používá k řešení histogramy ori-
entovaných gradientů, SVM klasifikátor, sledování optického toku a pro asociaci dat byla
zvolena metoda multiple hypothesis tracking. Kvalita systému byla vyhodnocena na videu
z ulice, kde byla velká koncentrace chodců, a na školním kamerovém systému, kde program
sledoval pohyb na chodbě, a tak počítal celkový počet prošlých lidí.
Abstract
This master’s thesis prepared the programme which is able to follow the trajectories of
the movement of people and based on this to create various statistics. In practice it is
an effective marketing tool which can be used for instance for customer flow analyses,
optimal evaluation of opening hours, visitor traffic analyses and for a lot of other benefits.
Histograms of oriented gradients, SVM classificator and optical flow monitoring were used
to solve this problem. The method of multiple hypothesis tracking was selected for the
association data. The system’s quality was evaluated from the video footage of the street
with the large concentration of pedestrians and from the school’s camera system, where the
movement in the corridor was monitored and the number of people counted.
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Dálkový přenos obrazu má za sebou dlouhou a pestrou historii od prvních pokusů o te-
legrafický přenos na konci 19. století, přes první zaznamenané použití kamer na německé
základně Peenemuende během 2. světové války a hromadné nasazení kamer ve Velké Británii
se zkušebním provozem v průběhu sedmdesátých a osmdesátých let století minulého.
V dnešní době se s nasazením snímačů obrazu – videokamerami setkáváme kdekoli
v běžném životě: na ulicích, v průmyslu, lékařství, přírodě, zemědělství, doslova tedy všude
okolo nás. Účel nasazení videokamer je rovněž velmi různorodý. Mohou snímat větší či
menší celky, jakož i detailní záběry jednotlivých součástek ať již v klidu nebo za pohybu,
a to za nejrůznějších okolních podmínek tlaku a teploty včetně těch nejkritičtějších a ve
zdánlivě nepřístupných místech. Rovněž provedení videokamer je nepředstavitelně různo-
rodé – pevné, dálkově směrovatelné, stereo kamery, kamery s automatickým zaostřováním
doplněné snímači zvuku pro automatické přesměrování a zaostření na podezřelé místo a vi-
deokamery včetně termosensorů pro noční vidění.
V této práci se však budu věnovat pouze využití videozáznamu přijatého z kamery,
a sice jeho podrobnému zpracování za účelem počítání osob. Nepůjde tedy o sledování,
ale skutečně jen o anonymní zjišťování počtu osob v určitém prostoru, přesněji řečeno, do
takového prostoru vstupujících nebo jej opouštějících. Nemusím se proto zabývat právnickou
stránkou spadající do působnosti Úřadu pro ochranu osobních údajů. Musím se však zmínit,
že právě v této oblasti byl v důsledku zvýšeného světového napětí učiněn nebývalý pokrok.
Novinkou jsou zde Facial Recognition Systems, tj. systémy schopné rozeznat tisíce obličejů
konkrétních osob.
Monitorovaným prostorem mohou být nejrůznější místnosti prodejní, či výstavní, gale-
rie, nádražní nebo letištní haly, metro, restaurace, prostě vše, kde je z nějakých praktic-
kých nebo zákonných důvodů požadováno průběžně zjišťovat počet návštěvníků, cestujících,
hostů během určité denní, či noční doby nebo v určitém ročním období. Pro splnění ta-
kového úkolu musí být výstupní kamerový signál zpracován konkrétním programem, jehož
vytvoření je hlavním předmětem práce. Závěrečná kontrola funkčnosti programu a určení
chyby (odchylky) budou provedeny porovnáním výstupů mnou zpracovaného programu s vi-
deozáznamem, ve kterém jednotlivé osoby, jejich pohyby a počty byly v zadané scéně ručně
jinou osobou označeny. Uvažován je příjem signálu s rozlišením Full HD s 25FPS.
Pro svou práci jsem neměl k dispozici téměř žádný studijní materiál v českém jazyce.
Používal jsem proto práce zveřejněné v angličtině uvedené v seznamu literatury. Ve svém
textu pracuji s řadou specifických výrazů, jejichž běžný český ekvivalent jsem nemohl nalézt.
Většinou je proto uvádím v původní anglické verzi dle příslušných autorů. Tam, kde je to
možné, připojuji český ekvivalent.
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Kapitola 2
Blokové schéma programu pro
počítání lidí
Blokové schéma programu pro počítání lidí je na obrázku 2.1. Vstupem do programu jsou
barevná obrazová data z kamery. Ve své práci jsem používal videodata v rozlišení FullHD
s 25 snímky/s. Tyto data jdou na vstup detektoru a sledovače. Detektor ve stupních sním-
cích z kamery hledá objekty, na které byl naučen. Ve své práci jsem detektor natrénoval na
detekování hlav lidí a celých postav. V kapitole 6 jsou uvedeny výsledky popisující přes-
nost sledovacího systému v případě rozpoznávání hlav a v případě rozpoznávání celých těl.
Výstupem detektoru jsou souřadnice a velikost detekovaných objektů. Tyto informace jdou
na vstup sledovače a sledovač s pomocí obrazových dat nepřerušovaně sleduje jejich pohyb.
Výstupem je množina souřadnic pro každý snímek. HMT (Multiple Hypothesis Tracking)
spojuje tyto souřadnice do stop a přiřazuje jim identifikátor. HMT také řeší situace, kdy
objekt byl krátkodobě zastíněn nebo v daném cyklu nedošlo k jeho detekci. Všechny souřad-
nice obsažené ve stopě jsou generovány pouze jedním objektem a každá souřadnice může být
přiřazena právě do jedné stopy. Výsledkem jsou trajektorie všech objektů, které se objevily
ve scéně. Protože každá trajektorie odpovídá pravě jednomu člověku, tak celkový počet lidí
potom odpovídá počtu vytvořených trajektorií. Funkční blok detektoru je popsán v kapitole
3, blok sledovače v kapitole 4 a MHT v kapitole 5.
Obrázek 2.1: Blokové schéma programu pro počítaní lidi.
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Kapitola 3
Detekování hlav a celých postav ve
videozáznamu
Vstupní částí programu je detektor, jehož úkolem je vyhledávání, rozeznávání a rozlišování
zvolených částí scény, v našem případě hlav nebo celých postav z použitého video záznamu.
Detektor by se zpravidla měl dokázat vypořádat s co největším množstvím situací, které
lze v průběhu sledovaného děje předpokládat. Jako příklady mohu uvést změnu osvětlení,
změnu velikosti objektu když se přibližuje ke kameře nebo se od ní oddaluje, zahalení
objektu různými částmi oblečení apod.
Pro vypracovaní této diplomové práce jsem uvažoval dva typy detektorů. První je od
autorů Viola & M. Jones [11] a je založen na Haarových příznacích a následné klasifikaci
pomocí Adaboost. Další možností bylo použití detektoru od autorů N. Dalal & B. Triggs [5]
založeného na histogramu orientovaných gradientů (HOG) a na klasifikaci pomocí lineár-
ního SVM klasifikátoru. Podle článku [6], kde autoři srovnávají na datasetu chodců INRIA
7 různé klasifikátory včetně výše dvou zmíněných, vychází HOG a SVM klasifikátor lépe.
Výsledky jednotlivých detektorů srovnávají DET křivkami vykreslenými v grafu s jednou
osou miss rate (false negative rate) a druhou false positives per-image (FPPI) s logaritmic-
kým měřítkem. Miss rate vyhodnocený na celé databázi INRIA pro HOG+SVM v 1 FPPI
činí 84%. Pro detektor Viola & Jones je miss rate 98%. Čím je hodnota miss rate menší, tím
jsou výsledky detektoru lepší. Nevýhodou detektoru HOG + SVM oproti Viola & Jones je
jeho řádově vyšší procesorová náročnost. Tuto nevýhodu lze odstranit implementací, která
běží na grafické kartě [9]. Díky paralelnímu zpracování na grafické kartě se rychlost výpočtu
příznaků HOG mnohonásobně zrychlí. Proto jsem se rozhodl využít v této práci detektor
HOG a SVM klasifikátor.
Dále jsem se zabýval tím, zda systém počítající osoby bude lépe fungovat s detektorem
natrénovaným na rozpoznávání hlav nebo celých postav. Obecně postava není rigidní objekt.
Ruce a nohy během chůze kmitají, čímž znesnadňují detekci. Navíc tělo je zakryto oblečením,
případně dalšími objekty jako batoh, kabelka atp., což jsou opět skutečnosti zhoršující
rozpoznávání. Naproti tomu hlava je objekt rigidní, který málokdy bývá zakryt nějakým
oblečením. Navíc pokud jde skupina více lidí pohromadě, hlavy jsou většinou na rozdíl od
těl viditelné. To je vidět na obrázku 3.1, kde jsou dvě osoby těsně za sebou. Článek [1], ze
kterého jsem ve své práci hodně čerpal, zabývající se rovněž sledováním lidí z kamerového
systému, také používá k detekci pouze hlavy postav, stejně tak jako detektoru HOG a SVM
klasifikátoru. Systém jsem testoval s natrénovaným detektorem pro obě varianty a výsledky
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jsou uvedeny v kapitole 6. Jako testovací video jsem použil Town Centre Dataset1.
Obrázek 3.1: První osoba zakrývá druhou a tím znesnadňuje detekci.
3.1 HOG
Základní myšlenkou HOG deskriptoru je ta, že vzhled a tvar hledaného objektu v obraze,
v tomto případě hlavy nebo postavy, může být popsán rozložením intenzity gradientů.
Rozložení a intenzita gradientů by měla být pro stejné objekty podobná.
Vstupní obraz může být v podobě RGB nebo převeden do odstínů šedi. Pokud se převede
do odstínů šedí, pak podle autora [5] se výkon sníží o 1%. Ovšem výhodou je, že se nemusí
počítat gradient pro každou složku zvlášť, takže to urychlí samotný výpočet. Poté je obraz
rozdělen do malých regionů zvaných cell (buňka). Pro každý pixel uvnitř buňky je vypočítán
gradient. Gradient označuje změnu úrovně šedi v příslušném směru a vypočítá se dvěma
1-D derivačními maskami, a to ve směru horizontálním [−1, 0, 1] a ve směru vertikálním
[−1, 0, 1]ᵀ. Složením výsledků z obou derivačních masek vznikne výsledný směr gradientu.
Dalal & Triggs zkoušeli použít i jiné masky jako 3x3 Sobelovu masku nebo diagonální
masku, avšak s těmi dosahovali výsledků horších. Dále také experimentovali s Gaussovým
filtrem aplikovaným před derivační maskou a došli k závěru, že jeho vynecháním lze v praxi
dosáhnout lepších výsledků.
Dalším krokem je vytvoření histogramu pro každou buňku. Buňka může mít čtvercový
tvar nebo radiální (sektor v polárních souřadnicích ukazuje obrázek 3.3). Každý pixel vně
buňky váženě hlasuje do histogramu podle své velikosti (magnitude). Bylo zjištěno [5], že
nejlepších výsledků v detekci lze dosáhnout, pokud se histogram rozdělí na 9 košů (bins)
v intervalu 0 až 180°. To znamená, že se ignoruje znaménko (sign) gradientu. Pokud by
se znaménko gradientu uvažovalo, potom by byl interval histogramu 0 až 360° (stejné jako
u lokálních příznaků SIFT). Dokonce i zdvojnásobení košů u znaménkového gradientu, ve
snaze zachovat stejné rozlišení orientací jako u neznaménkového, vede ke zhoršení výsledků.
1http://www.robots.ox.ac.uk/ActiveVision/Research/Projects/2009bbenfold_headpose/project.html
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Pokud směr gradientů nezapadne přesně do středu koše, jsou jeho hlasy interpolovány bi-
lineární metodou mezi sousední středy košů, tzn. pokud jsou středy košů např. 10, 30, 50
atp. a gradient bude mít směr 20°, potom se zahlasuje jak do koše se středem 10, tak i do
koše se středem 30. V tomto případě hlas gradientu bude pro každý koš stejný, protože je
přesně ve středu (tj. polovina jeho velikosti).
Aby byla detekce odolná vůči změnám osvětlení a kontrastu, musí se síly gradientu lo-
kálně normalizovat, což vyžaduje seskupení buněk do větších prostorově propojených bloků.
HOG deskriptor je potom zřetězením normalizovaných histogramů buněk ze všech bloků.
Tyto bloky se typicky překrývají, což znamená, že každá buňka může do výsledného HOG
deskriptoru přispívat více než jedenkrát. Autoři HOG deskriptoru nastínili dvě možnosti
geometrického tvaru bloku. První nazývají R-HOG, což představuje čtvercový tvar bloku,
a druhý C-HOG, jehož tvar odpovídá kruhu.
R-HOG je rozdělen na jemnější čtvercové mřížky a je reprezentován třemi parametry:
1. Počet buněk v bloku.
2. Počet pixelů v každé buňce.
3. Počet košů histogramu pro každou buňku.
Obrázek 3.2: Čtvercový tvar bloku nazývaný R-HOG. Převzato z [4].
Autoři HOG deskriptoru také poukazují na to, že je dobré omezit důležitost pixelů,
které leží blízko hran bloku, aplikováním Gaussova okna na celý blok. Toto okno se aplikuje
před samotným vytvářením histogramů v rámci buňky.
C-HOG blok existuje ve dvou variantách. První varianta má jednu centrální buňku, jak
je vidět na obrázku 3.3. Druhá varianta spočívá v úhlovém rozdělení centrální buňky. Na
obrázku 3.3 je centrální buňka rozdělena na 4 segmenty po 90°.
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Obrázek 3.3: Dva druhy kruhových bloků nazývaných C-HOG. První varianta má jednu
centrální kruhovou buňku a druhá varianta má centrální buňku rozdělenou na 4 segmenty.
Převzato z [4].
C-HOG bloky mohou být popsány čtyřmi parametry:
1. Počet úhlů.
2. Počet mezikruží.
3. Poloměr centrálního kruhu.
4. Šířka mezikruží.
Dalal & Triggs ve svých experimentech zjistili, že obě varianty dávají stejné výsledky.
Použití Gaussova okna nepřináší v tomto případě žádné zlepšení.
Normalizace má velký vliv na výkon detektoru. Její vynechání snižuje odolnost detek-
toru především vůči změně intenzity osvětlení. Podle[5] se u rozpoznávání lidí po vynechání
normalizace snížil výkon detektoru o 27% při 10−4 FPPW. Dalal & Triggs prozkoumali 4
možnosti normalizace histogramů v rámci bloku. Nechť 𝜗 je nenormalizovaný vektor obsa-
hující všechny histogramy v rámci jednoho bloku. Potom ‖𝜗‖𝑙 označuje jeho l-normu pro l
= 1,2 a 𝜀 představuje malou konstantu. Jeho přesná hodnota nemá na výsledek vliv a může
být tedy libovolná.
𝐿1− 𝑛𝑜𝑟𝑚 : 𝑓 = 𝜗
(‖𝜗‖1 + 𝜀) (1)
𝐿2− 𝑛𝑜𝑟𝑚 : 𝑓 = 𝜗√︀‖𝜗‖22 + 𝜀2 (2)
𝐿1− 𝑠𝑞𝑟𝑡 : 𝑓 =
√︃
𝜗
(‖𝜗‖1 + 𝜀) (3)
Poslední variantou je L2-hys, což je L2-norm následovaná oříznutím hodnot vyšších než
0.2, a potom znovu normalizovaná na jednotkovou délku. V experimentech Dalal a Triggs
zjistili, že L2-hys, L2-norm a L1-sqrt dosahují podobných výsledků, zatímco L1-norm je
méně spolehlivá. Nicméně všechny 4 přístupy znatelně zvyšují kvalitu detektoru oproti
nenormalizovaným histogramům.
Parametry, které používám u HOG deskriptoru ve své práci (tj. velikost bloku, cell,
normalizace atd.), jsou uvedeny v kapitole 6.
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3.2 Support Vector Machines
Support vector machines (SVM) je binární klasifikátor, tzn. že rozděluje data do dvou tříd.
SVM patří do skupiny učení s učitelem, tzn. že pro jeho natrénování je nutné mít anotovaná
data, která říkají, do jaké třídy příslušná množina dat patří. V úloze klasifikace hledá SVM
nadrovinu v prostoru příznaků, která optimálně rozděluje trénovací data. Pokud množina
příznaků není lineárně separovatelná, SVM dokáže efektivně provádět nelineární klasifikaci
pomocí funkce, která se nazývá „kernel trick“. Tato funkce implicitně mapuje vstup do
vyšší dimenze prostoru příznaků, kde jsou data již lineárně separovatelná. Obecně existuje
mnoho nadrovin, které mohou separovat trénovací data. Ovšem nejvýhodnější z hlediska
klasifikace je ta, kde vzniká největší prostor mezi oběma třídami dat nazývaný margin. Tedy
vybereme takovou nadrovinu, kde vzdálenost k nejbližším bodům každé třídy je maximální.
Intuitivně, čím větší lze vytvořit rozpětí marginu v příznakovém prostoru, tím nižší je chyba
při klasifikaci.
3.2.1 Binární klasifikace
Mějme lineárně separovatelná trénovací data (𝑥𝑖, 𝑦𝑖) pro 𝑖 = 1 . . . 𝑁 , kde 𝑥𝑖 ∈ 𝑅𝑑 a 𝑦𝑖 ∈ {−1, 1},
potom pro natrénovaný klasifikátor musí platit, že:
𝑓(𝑥𝑖) =
{︂ ≥ 0 𝑦𝑖 = +1
< 0 𝑦𝑖 = −1 (4)
𝑦𝑖 označuje, do jaké třídy vzorek 𝑥𝑖 patří. Pro pozitivní třídu nabývá vzorek +1 a pro
negativní třídu nabývá -1. Pozitivní třídou se rozumí objekt, který chceme rozeznávat.
Negativní třídou se rozumí jakýkoli jiný objekt, který detekovat nechceme. Pokud chceme
natrénovat klasifikátor na rozpoznávání chodců, potom chodec představuje pozitivní třídu
a okolní předměty jako budovy, auta, stromy, lampy atp. náleží do negativní třídy. Pokud
je klasifikace bezchybná potom platí:
𝑦𝑖𝑓(𝑥𝑖) > 0 (5)
Lineární klasifikátor má tvar:
𝑓(𝑥) = 𝑤𝑇𝑥 + 𝑏 (6)
𝑤 je normálový vektor nadroviny a 𝑏 je bias. Pokud uvažujeme 3D prostor, tak 𝑤 bude
normálový vektor roviny, a bias tuto rovinu bude posouvat jedním nebo druhým směrem.
Pokud do funkce 𝑓(𝑥) dosadíme souřadnice bodu, zjistíme podle znaménka, zda bod leží
nad nebo pod touto rovinou a podle toho určíme náležitost do příslušné třídy. Výsledná
hodnota představuje skóre, s jakou jistotou jsme zařadili bod do správné třídy. Čím je
hodnota větší, tím leží bod dále od rozdělovací roviny, a proto je větší jistota, že bod byl
klasifikován správně. Pokud tedy známe 𝑤 a bias, je samotná klasifikace velmi rychlá.
3.2.2 Výpočet separační linie z trénovacích dat
Nyní se zaměříme na to, jak vypočítat separační linii z trénovacích dat, tj. rozdělovací
rovinu 𝑤. Jak bylo řečeno v úvodu, trénovací data lze vždy rozdělit mnoha separačními
liniemi, což ukazuje obrázek 3.4 převzatý z [12], kde modrá a červená barva představují dvě
třídy.
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Obrázek 3.4: Možná rozdělení prostoru příznaků.
Nejlepší je zvolit takovou rozdělovací separační linii, kde vznikne největší prostor (mar-
gin) mezi jednotlivými třídami. Myšlenku ilustruje obrázek 3.5 převzatý z [12]. Body na
okraji marginu se nazývají support vektory a jsou to všechny body, které leží nejblíže se-
parační linii. Pouze tyto body ovlivňují separační linii. Pokud bychom vymazali všechny
ostatní body a nechali jen support vektory, výslednou separační linii by to neovlivnilo.
Obrázek 3.5: Margin SVM klasifikátoru.
Protože platí, že 𝑤𝑇𝑥 + 𝑏 = 0 a 𝑐(𝑤𝑇𝑥 + 𝑏) = 0, kde 𝑐 ∈ 𝑅 ∧ 𝑐 ̸= 0 definují tu
samou nadrovinu, lze 𝑤 libovolně normalizovat. Proto lze normalizovat w tak, aby platily
rovnice 𝑤𝑇𝑥+ 𝑏 = +1 a 𝑤𝑇𝑥+ 𝑏 = −1 po dosazení pozitivních support vektorů, respektive
negativních support vektorů. Učení SVM lze vyjádřit jako optimalizaci, kde se hledá 𝑤
takové, při kterém margin nabývá maximální hodnoty. Zapsáno formálně:
min
𝑤∈𝑅𝑑
‖𝑤‖ takové, že platí: 𝑦𝑖(𝑤𝑡𝑥𝑖 + 𝑏) ≥ 1 pro 𝑖 = 1 . . . 𝑁 (7)
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Toto řešení ovšem není ideální. Obecně je lepší porušit podmínku správného zařazení
do třídy za cenu získání většího marginu. Jak ilustruje obrázek 3.6 převzatý ze zdroje [12],
je lepší vytvořit širší margin za cenu jednoho špatně klasifikovaného bodu.
Obrázek 3.6: Body mohou být lineárně
separovatelné, ale za cenu úzkého mar-
ginu.
Obrázek 3.7: Větší margin za cenu poru-
šení podmínky správné klasifikace.
Špatné rozdělení trénovacích dat lze vyjádřit loss funkcí. Tato funkce reprezentuje cenu,
vyjádřenou číslem, která je spojená s určitým stavem. V tomto případě to znamená, že
hodnota poroste, čím více jsou trénovací data špatně zařazena do tříd. Snahou je najít
optimální vztah mezi velikostí margin a hodnotou, kterou vrací loss funkce. Příkladem je
0-1 loss funkce, která vrací hodnotu 0, pokud je vzorek správně klasifikován, a hodnotu
1, pokud je špatně klasifikován. Tato loss funkce je známá odolností proti outliers [8], ale
bohužel jejím použitím by potom optimalizační problém patřil mezi tzv. NP-těžké úlohy [8].
Proto se používají loss funkce, které jsou convexní aproximací 0-1 loss funkce. Ty se nazývají
surrogate loss functions. Příkladem jsou: hinge loss, log loss a exponential loss. Na rozdíl
od 0-1 loss jsou tyto loss funkce závislé na tom, jak daleko se nachází vzorek od nadroviny.
Průběhy jednotlivých loss funkcí znázorňuje obrázek 3.8.
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Obrázek 3.8: Loss funkce. Převzato z [12].
Ve své práci jsem používal pro natrénování klasifikátoru pouze hinge loss, takže popíši
pouze ji. Její matematický zápis je následující:
𝜃𝑖 = max(0, 1− 𝑦𝑖𝑓(𝑥𝑖)) pro 𝑖 = 1 . . . 𝑁 (8)
Body mohou být rozděleny na tři kategorie:
1. Pokud 𝜃𝑖 = 0, potom bod leží ve správné třídě.
2. Pokud platí 0 < 𝜃𝑖 ≤ 1, potom bod leží mezi marginy, ale na správné straně nadroviny.
Tento případ se označuje jako margin violation.
3. Pro 𝜃𝑖 > 1 platí, že bod leží na špatné straně nadroviny a čím je tato hodnota vyšší,
tím dále od nadroviny leží. Tento případ se nazývá misclassified - chybná klasifikace.
Pokud do optimalizačního problému (7) přidáme hinge loss, vznikne neomezený (uncon-
strained) optimalizační problém, který se nazývá soft-margin. Neomezený, protože odpadne






max(0, 1− 𝑦𝑖𝑓(𝑥𝑖)) (9)
𝐶 je regulační parametr.
• Nízká hodnota 𝐶 způsobí, že omezení bude více ignorováno, tzn. že vznikne širší
margin.
• Vysoká hodnota 𝐶 způsobí, že omezení bude méně ignorováno, tzn. že vznikne užší
margin.
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Další věcí, kterou je nutné se zabývat, je, zdali objektivní funkce (9) je konvexní. Pokud ano,
potom jeho lokální minimum je zároveň i globálním minimem a lze nalézt i jeho jednoznačné
řešení. Hinge loss funkce je konvexní, a protože součet dvou konvexních funkcí je konvexní,
tak i jejich suma bude konvexní. Taktéž ‖𝑤‖ je konvexní a z toho plyne, že (9) je konvexní
optimalizační problém.
3.2.3 Sub-gradient descent algoritmus pro SVM
Gradient descent je způsob, jak najít lokální minimum funkce. Pokud existuje pouze jedno
lokální minimum, pak se stává zároveň i jeho globálním minimem. Gradient descent funguje
tak, že se začne s nějakým počátečním odhadem, vypočítá se gradient funkce v bodě,
a postupuje se proti směru tohoto gradientu. Tento proces se opakuje tak dlouho, dokud se
nedosáhne minima. Sub-gradient descent je obdoba gradient descent, ale lze ho aplikovat
i na nediferencovatelnou objektivní funkci. Hinge loss v objektvní funkci (9) není v celém
definičním oboru diferencovatelná. To je zřejmé z obrázku 3.9, neboť tam vzniká „hrot“.
Proto se Hinge loss rozdělí na dva definiční obory a pro každou část se spočítá zvlášť
parciální derivace. To je ukázáno na následujícím obrázku 3.9.
Obrázek 3.9: Rozdělení definičního oboru. Zdroj [12].
K minimalizaci objektivní funkce 𝒞(𝑤) se používá následující iterace:
𝑤𝑡+1 ← 𝑤𝑡 − 𝜙∇𝒞(𝑤𝑡) (10)
V zápise (10) označuje ∇ gradient funkce 𝒞 v bodě 𝑤𝑡. Tento gradient je tvořen parciálními
derivacemi. Parametr 𝜙 představuje learning rate, tj. velikost skoku ve směru gradientu.
Pokud je parametr příliš malý, je učení pomalé, a pokud je příliš velký, je nestabilní (ne-









max(0, 1− 𝑦𝑖𝑓(𝑥𝑖)) (11)
Velikost vektoru 𝑤 můžeme ve výrazu (11) umocnit na druhou i přidat jednu polovinu bez
újmy na výsledném minimu. Tento tvar je totiž matematicky výhodnější v dalších krocích,


















‖𝑤‖2 + ℒ(𝑥𝑖, 𝑦𝑖, 𝑤)
)︁
kde 𝛾 = 2
𝑁𝐶
(12)
Provede se derivace 𝜕𝜕𝑤𝒞(𝑤), jejímž výsledkem je:
𝑤𝑡+1 ← 𝑤𝑡 − 𝜙∇𝒞(𝑤𝑡)




(𝛾𝑤𝑡 +∇𝑤ℒ(𝑥𝑖, 𝑦𝑖, 𝑤𝑡))
(13)
Pokud platí 𝑦𝑖𝑓(𝑥𝑖) < 1, pak se provede tato iterace:
𝑤𝑡+1 ← 𝑤𝑡 − 𝜙(𝛾𝑤𝑡 − 𝑦𝑖𝑥𝑖) (14)
V případě opačném
𝑤𝑡+1 ← 𝑤𝑡 − 𝜙𝛾𝑤𝑡 (15)
Nyní stačí zvolit vhodný learning rate (v Pagasos algorithm [10] používají learning rate
𝜙 = 1𝛾𝑡) a provádět tyto iterace cyklicky přes všechna trénovací data tak dlouho, dokud se
𝑤𝑡+1 bude měnit. To lze zjistit například pomocí Eukleidovské normy. Případným dalším
kritériem může být přednastavený počet iterací.
Popsal jsem učení SVM lineárního klasifikátoru (6) formulované jako optimalizační pro-
blém (9) přes 𝑤. Další možností je formulovat učení lineárního klasifikátoru jako řešení






𝑖 𝑥) + 𝑏 (16)
Velkou výhodou tohoto přístupu je, že se dají používat různé kernely pro separaci neli-
neárních dat. Avšak autoři[5] dokázali, že použití kernelů má v případě detekce lidí pouze





Sledování (tracking) je proces, kdy se snažíme v obraze nepřerušovaně udržovat zavedené
objekty. Samotná detekce je procesorově náročná operace a trvá určitý časový úsek. Tyto
detekce se cyklicky opakují s určitou periodou a právě úseky mezi těmito periodami je nutné
kvůli plynulosti sledování řešit. Tracker je idealní nástroj pro řešení těchto problémů. Ten
dostane od detektoru na konci každého cyklu pozice detekovaných osob, které tracker až do
konce dalšího cyklu sleduje. Zde ovšem nastávají další komplikace, jako např. krátkodobé
zastínění sledovaného objektu, lidé ve videu se křižuji, takže tracker může začít sledovat
někoho jiného (drifts) nebo detektor v jenom cyklu osobu nedetekuje, takže tracker osobu,
kterou dříve sledoval, sledovat přestane. Tyto problémy řeší kapitola asociace dat, která
vyhodnocuje data od detektoru a trackeru, a snaží se chyby pomocí statistiky odstraňovat.
Já budu ve své práci používat tracker založený na sledování optického toku.
4.1 Sledování optického toku
Optický tok je zdánlivý pohyb ve scéně vyvolaný na základě dvou po sobě jdoucích snímků.
Zdánlivý pohyb proto, že pokud máme statickou scénu, kde se nic nepohybuje, a dojde
například ke změně osvětlení, vznikne optický tok, i přestože ve scéně k žádnému pohybu
nedošlo. Sledování optického toku má svoje použití i při kódování videa, kdy se zakóduje
pouze informace kam se určitý kus obrazu(patch) z předchozího snímku přemístil, čímž do-
jde k velké úspoře dat, protože se tento patch již nemusí znovu kódovat. Sledování optického
toku pracuje s několika předpoklady:
1. Intenzita pixelů objektu se nemění během po sobě jdoucích snímků.
2. Sousední pixely mají podobný pohyb.
Uvažujme pixel 𝐼(𝑥, 𝑦, 𝑡) v prvním snímku videa. Tento pixel se v dalším snímku za čas
∆𝑡 posune o vzdálenost (∆𝑥,∆𝑦). Jelikož platí podmínka, že intenzita pixelu mezi snímky
musí být stejná, lze napsat:
𝐼(𝑥, 𝑦, 𝑡) = 𝐼(𝑥 + ∆𝑥, 𝑦 + ∆𝑦, 𝑡 + ∆𝑡) (17)
Protože je předpoklad, že pohyb sledovaného pixelu mezi snímky je malý, lze pravou stranu
aproximovat Taylorovou řadou, kdy se zanedbají členy s vyššími derivacemi.











Po dosazení rovnice (18) do (17) a vydělením ∆𝑡 dostaneme vztah:

















Vztah (19) se nazývá rovnicí optického toku. Hodnoty 𝐼𝑥 a 𝐼𝑦 představují gradienty
obrazu v bodě 𝐼(𝑥, 𝑦, 𝑡) a 𝐼𝑡 je rozdíl jasu mezi pixely 𝐼(𝑥, 𝑦, 𝑡) a 𝐼(𝑥, 𝑦, 𝑡 + ∆𝑡). V této
rovnici neznámé představují proměnné u a v. V této rovnici proměnné 𝑎 a 𝑣 představují
neznámé veličiny. Protože je více neznámých než rovnic, je nutné použít nějakou specia-
lizovanou techniku, která tento problém řeší, jako například Black-Jepson, Horn-Schunck,
Lucas-Kanade a další. Tento problém se nazývá aperture problém. Graficky je znázorněn
na obrázku 4.1. Algoritmus pracuje pouze s konečnou oblastí kolem určitého bodu a toto si
lze představit jako štěrbinu (aperture). Pokud se přes tuto štěrbinu budeme dívat na něja-
kou pohyblivou konturu, tak její směr, orientace a rychlost může být někdy nejednoznačná.
Příkladem je obrázek 4.1, kde se obdélníková struktura pohybuje diagonálně, horizontálně
a vertikálně. Pokud se budeme dívat na tuto strukturu skrz štěrbinu, tak pohyb obrazu
bude identický ve všech třech případech.
Obrázek 4.1: Aperture problém2
4.2 Metoda Lucas-Kanade
Tato metoda do řešení zavádí další předpoklad, že všechny okolní pixely mají podobný
pohyb. Pokud bychom uvažovali okolí bodu 5x5, potom můžeme nalézt (𝐼𝑥𝐼𝑦𝐼𝑡) pro všech
25 pixelů. Tím se problém převede na 9 rovnic o 2 neznámých. Tyto rovnice (19) lze převést













Jelikož má systém více rovnic než neznámých, jedná se o přeurčenou soustavu rovnic.
Lucas-Kanade používá k výpočtu metodu nejmenších čtverců, která má následující tvar:
(𝐴ᵀ𝐴)𝑝 = 𝐴ᵀ𝑏 (21)
Dosazením (20) do (21) a vyjádřením p vzniknou dvě rovnice o dvou neznámých (22)











⎤⎦−1 ⎡⎣−∑︀𝑖 𝐼𝑥(𝑔𝑖)𝐼𝑡(𝑔𝑖)−∑︀𝑖 𝐼𝑦(𝑔𝑖)𝐼𝑡(𝑔𝑖)
⎤⎦ (22)
Z rovnice (22) je vidět, že inverzní matice se podobá Harriovu detektoru rohů. Z toho
vyplývá, že pokud jsou vlastní čísla 𝜆1 a 𝜆2 této matice velká, potom se v regionu, přes který
se počítá suma, vyskytuje roh. To je situace, kdy Lucas-Kanade funguje nejlépe, protože
roh odstraňuje aperture problém, a proto je vhodné volit rohy jako objekty pro trackování.
Ve výše uvedeném postupu se uvažuje malý pohyb mezi jednotlivými snímky. Řešením
tohoto problému je snížit rozlišení obrazu. S vyšším stupněm rozostření jsou malé pohyby
odstraněny a velké pohyby se stávají malými. Vytvoří se pyramidový model obrázků. Na
vrcholu pyramidy je obraz s největším stupněm rozostření. S nižší úrovní toto rozostření
klesá. Začíná se na vrcholu a pro danou úroveň se vypočítá optický tok. Výsledek se poté
propaguje do nižší úrovně, kde je přepočítán za pomocí vyšší úrovně detailů, a takto se
iterativně pokračuje do nejspodnější vrstvy.
4.3 Median Flow Tracker
Lucas-Kanade algoritmus se snaží daný bod v obraze lokalizovat v následujícím snímku.
Může se stát, že v následujících snímcích dojde ke sklouznutí sledovaného bodu, zvláště
pokud nejsou zvoleny vhodné body pro trackování. To má logicky za následek i ztrátu
sledovaného cíle. Obvykle chceme ve snímcích sledovat určitý objekt a ne jenom jeden bod.
Tento objekt zabírá určitou plochu, a proto je lepším řešením sledovat celou nebo alespoň
část této plochy. Na tomto principu funguje median flow tracker. Vezme se tedy množina
bodů patřící objektu a ty se poté sledují metodou Lucas-Kanade. Já ve své práci tuto
množinu vybírám pomocí čtverce o pevné velikosti, který vkládám do středů objektů. To
je ilustrováno na obrázku 4.2, kde objektem je hlava, do jejíž středu je vložen čtverec a
všechny pixely uvnitř tohoto čtverce jsou sledovány optickým tokem.
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Obrázek 4.2: Množina bodů v mřížce, které jsou sledovány optickým tokem.
Otázkou je, jakým způsobem z těchto všech bodů vyhodnocovat pozici objektu s ohledem
na to, že některé body mohou během trackování sklouznout. Median flow navrhl postup,
a to uspořádat rozdíly pozic bodů mezi počátečním a následujícím snímkem podle x-ové
souřadnice a vybrat z nich medián. Obdobným způsobem se tento postup provede též pro
y souřadnici. Nová pozice objektu je potom tvořena součtem jeho počáteční pozice a me-
diánem x-ové a y-ové souřadnice. Měřítko (scale) se vypočítá tak, že se do úvahy vezmou
všechny možné páry bodů, kterých bude (𝑛 − 1)!, kde 𝑛 je počet bodů vně čtverce, a vy-
počítá se jejich relativní změna ve vzdálenostnosti na počátečním a následujícím snímku.
Opět se z těchto hodnot vybere medián. Median flow je metoda jednoduchá na pochopení




Sledování více objektů současně
Sledování více objektů zájmu současně (multiple target tracking) je základní úkol moni-
torovacích systémů. Monitorovací systém může být složen z jednoho nebo více senzorů
a společně s počítačovým subsytémem by měl být schopen interpretovat pohyb ve svém
okolí. Aby toto mohl provádět, musí nasbíraná data ze senzorů rozdělovat do množin. Tato
množina se nazývá stopa a data v ní jsou produkována vždy stejným objektem. V této práci
budu za data považovat pozice hlav lidí nebo celých těl, dále nazývané jako pozorované ob-
jekty získané z detektoru, popsané v kapitole 3. S každými novými daty z detektoru se
rozhoduje mezi dvěma možnostmi:
1. Do které z existujících stop pozorovaný objekt patří.
2. Zdali se nemá pro tento objekt zavést stopa nová (nový objekt, který se právě objevil
ve scéně).
Během monitorování pohybujících se objektů ve scéně může dojít i ke krátkodobému
zastínění a to má za následek, že v daném skenu - záběru nepřijde informace o poloze
objektu. Tento fakt se odstraňuje predikcí, která byla vytvořena na základě předchozích
dat ve stopě.
5.1 Brána
Brána představuje maximální akceptovatelnou vzdálenost navýšenou o velikost predikční
chyby kolem predikovaného bodu stopy. Pouze ty pozorované objekty, které se vyskytují
v bráně, mohou být zvažovány pro zařazení do stopy. Pokud jsou ve snímaném prostoru dva
objekty blízko sebe, potom nastávají konflikty, kdy několik pozorovaných objektů náleží do
jedné nebo i více bran současně.
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Obrázek 5.1: Příklad konfliktní situace při asociaci dat. Převzato z [3]
Obrázek 5.1 ukazuje typickou konfliktní situaci, ve které jsou brány umístěny kolem
predikovaných pozic (P1, P2) objektů stop 1 a 2, a uvnitř těchto bran se nacházejí 3
pozorované objekty (O1, O2, O3), které náleží do jedné nebo obou bran.
5.2 Global Nearest Neighbour
Metoda global nearest neighbour (GNN), řeší asociaci dat tak, že vyhledá nejvíce prav-
děpodobné přiřazení pozorovaných objektů do existujících stop. Pokud vezmeme v úvahu
příklad na obrázku 5.1, potom by pravděpodobně O1 patřila do stopy 1, O2 do stopy 2 a O3
zavede novou stopu. Termín global ukazuje na fakt, že přiřazení je provedeno s ohledem
na všechny možné asociace (uvnitř brány) s omezením pouze jednoho možného přiřazení
pozorovaného objektu do stopy, tzn. že stopy nemohou sdílet pozorované objekty a každý
pozorovaný objekt patří právě do jedné stopy. Na rozdíl od starší metody nearest neighbor
(NN), která přiřazuje do stopy vždy ten nejbližší pozorovaný objekt i v případě, že tento
pozorovaný objekt byl již zařazen do jiné stopy. GNN metoda tedy provádí tvrdé rozhodnutí
konfliktní situace v aktuálním skenu.
5.3 Multiple Hypothesis Tracking
Lepším přístupem než GNN je metoda multiple hypothesis tracking (MHT). MHT v případě
konfliktní situace nerozhoduje hned o přiřazení, ale propaguje tuto informaci prostřednic-
tvím hypotéz do dalších skenů, kde s budoucími daty bude moci tuto nejednoznačnost
vyřešit.
5.3.1 Hypotéza
Hypotézy představují metodu pro kompletní vyčíslení všech možných kombinací přiřazení
pozorovaných objektů do stop a zavádění stop nových. Pokud vezmeme v úvahu příklad na
obrázku 5.1 a hypotézu H1 obsahující dvě stopy T1 a T2, potom po obdržení tří měření
O1, O2, O3 může vzniknout nová stopa T3 zformovaná z T1 a pozorovaného objektu O1,
zapsaná jako T3 (T1, O1). Obdobně jsou definovány stopy T4 (T1, O2), T5 (T1, O3), T6
(T2, O2) a T7 (T2, O3). Také definujeme označení T8, T9 a T10 pro zavádění nových stop
z pozorovaných objektů O1, O2 a O3. Z příkladu na obrázku 5.1 lze vytvořit celkem 10
hypotéz.
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H1 T1, T2, T8, T9, T10
H2 T3, T6, T10
H3 T3, T7, T9
H4 T8, T4, T7
...
Stopy jsou definovány jako kompatibilní, pokud nemají žádné společné pozorované ob-
jekty. Ve své práci uvažuji podmínku, že všechny stopy v hypotéze musí být vzájemně
kompatibilní. To je ilustrováno na příkladě výše, MHT hypotézy (H1 až H10) jsou složeny
pouze s kompatibilních stop.
Obrázek 5.2: Strom reprezentující vytváření hypotéz. Převzato z [3] a upraveno.
Pokud vezmeme v úvahu příklad přiřazovacího problému na obrázku 5.1, může být
vytváření hypotéz reprezentováno stromem (obrázek 5.2). Po obdržení nové množiny pozo-
rovacích objektů je existující hypotéza expandována do množiny nových hypotéz, uvažují-
cích všechna možná přiřazení do stop obsažených v původní hypotéze. Všechny hypotézy
potom obsahují množinu kompatibilních stop. Kořen stromu obsahuje původní hypotézu.
Z příkladu uvedeného výše má tato hypotéza dvě stopy. První expanze stromu hypotéz je
provedena použitím všech možných přiřazení prvního pozorovaného objektu O1. Obdobně
se provede expanze pro pozorované objety O2 a O3. Číslo v uzlu označuje, do které stopy




Na obrázku 5.3 je architektura MHT, kterou používám ve své práci. Vstupem jsou souřad-
nice pozorovaných objektů z HOG detektoru popsaného v kapitole 3. Tato data přicházejí
na bránu, kde procedura označí, do kterých stop aktuální vstupní hypotézy mohou být
pozorované objekty přiřazeny. Pokud žádná hypotéza ještě neexistuje, tj. jde o počáteční
stav, kdy došlo ke spuštění algoritmu, vytváří se tak, že bude obsahovat pouze nové stopy
vzniklé z pozorovaných objektů. Každý pozorovaný objekt bude začátkem nové stopy.
Obrázek 5.3: Architektura MHT.
Pro snížení celkového množství hypotéz, aby bylo možné v reálném čase všechny ohod-
notit a vybrat ty s nejlepším skóre, používám ve své práci dvě brány. Jednu bránu s velmi
malým poloměrem kruhu a po ní druhou s větším poloměrem. Názorně to je ilustrováno na
obrázku 5.4 a obrázku 5.5.
Obrázek 5.4: Užší brána s jed-
ním pozorovaným objektem.
Obrázek 5.5: Užší brána s
dvěma pozorovanými objekty.
Pokud se v úzkém okruhu kolem predikce vyskytne pouze jeden pozorovaný objekt, je
použita metoda NN (nearest neighbour) a objekt je automaticky přiřazen do dané stopy.
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Vycházím z předpokladu, že pokud pozice objektu získaná z predikce, a pozice objektu zís-
kaná z detektoru souhlasí s minimální odchylkou, pak se s největší pravděpodobností jedná
o stejný objekt a tedy není nutné se zabývat dalšími pozorovanými objekty v okolí. Z pří-
kladu na obrázku 5.4 je pozorovaný objekt O1 přiřazen automaticky do stopy 1 a možnost
přiřazení O2 nebo O3 do stopy 1 se dále již neuvažuje. Tím se ušetří vytváření hypotéz,
které by uvažovaly přiřazení O2 nebo O3 do stopy 1. Jiná situace je na obrázku 5.5. Tam
jsou v užší bráně 2 pozorované objekty a v takovém případě se užší brána v úvahu nebere
a vytvoří se 3 hypotézy, a to každá s jiným přiřazením pozorovaného objektu do stopy 1.
V další části se před expanzí označí v hypotéze stopy, u kterých je velká pravděpodobnost,
že sledují false positive detekce. Tomu se věnuje kapitola 5.3.4. Poté se každá hypotéza ze
vstupní množiny na základě aktuálních dat z detektoru a brány expanduje na novou mno-
žinu hypotéz. Tím se popíší všechny možné situace ohledně přiřazení pozorovaných objektů
do aktuálních stop a vytváření stop nových. Všechny expandované hypotézy se sjednotí a je
provedeno ohodnocení (tomuto tématu se věnuje kapitola 5.3.6). Hypotézy s největším scóre
se ponechají a zbylé jsou odstraněny. Pro všechny neukončené stopy obsažené v hypotézách
se provede predikce pomocí median flow tracker.
5.3.3 Ukončení stopy
Stopa představuje záznam o pohybu objektu v prostředí. Stopa se vytvoří v okamžiku,
kdy se objekt poprvé objeví na scéně. Důležité je rozhodnout, kdy objekt zmizel ze scény,
a tedy ukončit predikci jeho stopy a tuto stopu již dále neuvažovat při přiřazovaní nových
detekovaných objektů. Stopu lze ukončit dvěma způsoby:
1. Pozorovaný objekt dosáhne okraje obrazu a dostane se tak mimo záběr kamery a tím
jeho stopa okamžitě končí. To je vidět na obrázku 5.6 ze záběru ulice, kde lidé odchá-
zejí se scény pouze přes horní nebo dolní okraj obrazu.
2. Druhý způsob nastává, když objekt zmizí přímo ve scéně, nikoliv tedy přes okraj, ale
tím, že osoba zajde do postranní místnosti (kancelář, obchod, atp.). To je vidět na
snímku 5.7 chodby. Šipka ukazuje trajektorii osoby a její zmizení v postranní místnosti
i bez dosažení okrajů záběru. V tomto případě nelze stopu sledovaného objektu ihned
prohlásit za ukončenou, jako tomu bylo v prvním případě, protože mohlo také dojít
pouze ke krátkodobému zastínění. Proto se tady uplatňuje time out, tj. doba, po jejímž
uplynutí od poslední detekce se stopa ukončí. Pokud došlo pouze ke krátkodobému
zastínění, objekt se zase před vypršením time out znovu objeví a přiřadí se do správné
stopy.
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Obrázek 5.6: Objekty se objevují a mizí pouze přes okraj snímku.
Obrázek 5.7: Objekty se objevují i mizí v prostředku snímku, aniž by dosáhly jeho okrajů.
5.3.4 Označování stop false positive
Označování stop jako false postive, které vznikly z false positive detekcí, je důležitá část
pro správné počítání lidí ve scéně. Typicky se při snímání pohybu na ulici vyskytují dva
druhy false postive detekcí:
1. Stacionární a opakující se detekce v pozadí. Většinou jsou tak označeny objekty, které
jsou pevné a po celou dobu setrvávají na svém místě, jako např. lavičky, koše atp.
2. Pohybující se, ale dlouhodobě se neopakující detekce. Jedná se o objekty chybně
detekované na pohybujících se osobách jako např. taška, ruka, bota atp.
První případ lze odhalit tak, že pokud je rozptyl bodů tvořících stopu malý, soustředěný
kolem jednoho centrálního bodu, potom se s největší pravděpodobností jedná o false positive
případ. Druhý případ false positive odstraňuji podmínkou, že každá ukončená stopa musí
být složena z minimálního počtu detekcí. Na obrázku 5.8, kde čtverečky jsou detekce a čáry
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stopy spojující tyto detekce do množin, je vidět, že za dobu než osoba přejde celou scénu,
dojde k většímu počtu detekcí, a proto ukončené stopy s malým počtem detekcí označuji
za false positive. Práh, který označuje tento minimální počet detekcí ve stopě, je odvozen
od rychlosti jednoho skenu detektoru a velikosti zabírané scény kamerou.
Obrázek 5.8: Čtverečky označují detekce a čára stejné barvy je spojuje do stop. Na tomto
obrázku je zobrazen příklad detekcí false positive, které se dlouhodobě neopakují. Paní vede
kolo (modrá a červená trajektorie) a byl chybně detekován zvonek u kola jako hlava. Po
třetím skenu detektoru se tato chyba již neopakuje, takže trajektorie je ukončena pouze se 3
detekcemi, což je nedostatečný počet, a proto lze tuto trajektorii prohlásit za false positive.
Obrázek 5.9: Na tomto snímku je stopa false positive vzniklá zvonkem u kola již odstraněna.
Lze si všimnout, že počet detekcí, než člověk projde z jedné strany na druhou, je alespoň 7.
5.3.5 Asociace dat
Značení proměnných je převzato z [1]. Účelem asociace dat je vybrat takovou hypotézu
𝐻𝑖, která rozděluje množinu detekcí D do disjunktních podmnožin 𝑇1, 𝑇1 . . . 𝑇𝑗 , kde 𝑇𝑗
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obsahuje všechny detekce odpovídající jedné osobě. Poněvadž nikoliv každá detekce, která
se vyskytne, je true positive, je ještě každá stopa 𝑇𝑗 označena typem 𝑐𝑗 . Je použito označení
𝑐𝑗 = 𝑐𝑝𝑒𝑑 k reprezentování 𝑇𝑗 vytvořené chodcem a 𝑐𝑗 = 𝑐𝑓𝑝, pokud se domníváme, že 𝑇𝑗 je
stopa tvořená z false positive detekcí. Označování stop false positive se věnovala kapitola
5.3.4. Pro více obecné situace může být tato proměnná rozšířena k reprezentování většího
počtu rozdílných pohybujících se typů objektů, jako jsou auta, kola atp., a díky tomu může
mít každý z nich vlastní pohybový model.
5.3.6 Hodnocení hypotéz
Likelihood funkce pro hodnocení hypotéz, reprezentující asociaci dat a typů stop, je převzata
z článku [1]. Bayesův vztah pro výpočet podmíněné pravděpodobnosti, že platí hypotéza
H, pokud pozorujeme evidenci D, má podobu:
𝑃 (𝐻𝑖|𝐷) = 𝑝(𝐷|𝐻𝑖)𝑃 (𝐻𝑖)
𝑝(𝐷)
(23)
Podmíněná pravděpodobnost 𝑃 (𝐻|𝐷), také nazývaná aposteriorní, vyjadřuje, jak se
změní pravděpodobnost hypotézy, pokud víme, že nastalo 𝐷. Pro každou hypotézu 𝐻𝑖
𝑖 = 1 . . . 𝐼 můžeme spočítat 𝑃 (𝐻𝑖|𝐷) a z nich vybrat pouze ty s největší aposteriorní
pravděpodobností. Protože nás nezajímá přesná hodnota, ale chceme pouze zjistit, které
hypotézy mají nejlepší hodnocení, lze jmenovatele odstranit. Apriorní pravděpodobnost








kde 𝑝(𝑐𝑗) je prior přes všechny rozdílné typy stop a notace |𝐷| označuje velikost množiny
𝐷 (množina všech detekcí).
U detekcí pocházejících ze stejného objektu je očekávána vyšší korelace. Tedy stopa
sjednocující detekce pocházející od stejného cíle bude mít vyšší ohodnocení. Likelihood
funkce 25 je rozdělena do komponent reprezentujících každou stopu a 𝑑𝑗𝑛 značí 𝑛-tou detekci








U každé detekce se sleduje pravděpodobnost daného měřítka (scale) 𝑠𝑛 a polohy 𝑥𝑛
v obraze. Likelihood funkce 26 a 27 rozděluje právě tyto detekce do komponent sledujících
tyto vlastnosti.
𝑝(𝑑𝑗1) = 𝑝(𝑠1)𝑝(𝑥1) (26)
𝑝(𝑑𝑗𝑛|𝑑𝑗𝑛−1, 𝑐𝑗) = 𝑝(𝑠𝑛|𝑠𝑛−1, 𝑐𝑗)𝑝(𝑥𝑛|𝑥𝑛−1, 𝑐𝑗) (27)
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Měřítko detekce
Pravděpodobnost měřítka u první detekce v každé stopě lze vyjádřit pomocí logaritmicko-
normálního rozložení se středem 𝜇𝑝 a rozptylem 𝜎2𝑝:
ln 𝑠𝑛 ∼ 𝑁(𝜇𝑝, 𝜎2𝑝) (28)








|𝑐𝑓𝑝 ∼ 𝑁(0, 𝜎2𝑠𝑓𝛿𝑡) (30)
kde 𝜎𝑡 je rozdíl času mezi snímky, u kterých byly detekce provedeny.
Poloha detekovaných objektů
Je předpoklad, že poloha detekovaných objektů a false positive výskytů jsou rovnoměrně
rozprostřeny po obraze, takže hustota pravděpodobnosti 𝑥𝑛 souvisí pouze s velikostí snímku





Pro následující detekce může být lokace lépe popsána z hlediska předchozích detekcí.
Způsob, jakým se to dělá, závisí na typu stopy. Pro chodce se nejprve provede predikce na
základě konstantního modelu rychlosti.
𝑥𝑝 = 𝑥𝑛−1 + 𝛿𝑡𝑣𝑝 (32)
Σ𝑝 = 𝛿𝑡Σ𝑣 (33)
Rychlost 𝑣𝑝 se vypočítá z dat poskytnutých median flow trackerem. Změří se uražená
vzdálenost objektu mezi detekcí a jeho pozicí v následujících snímcích. Ve své práci po-
užívám rozdíl 5-ti snímků, což se ukázalo jako ideální vzdálenost pro dostatečně přesné
odhadnutí rychlosti, a zároveň se minimalizuje pravděpodobnost, že na tak krátkém úseku
by mohlo dojít k selhání trackeru. Chyba rychlosti v důsledku toho, že neznáme akceleraci,
je modelována parametrem Σ𝑣. Protože meadian flow tracker, pokud nedojde k selhání vli-
vem zastínění sledovaného objektu, poskytuje daleko přesnější výsledky, je jeho odhad 𝑦
započítán do predikované polohy objektu použitím korekce Kalmanova filtru.
𝑥𝑦 = 𝑥𝑝 + Σ𝑝(Σ𝑝 + 𝛿𝑡Σ𝑘𝑙𝑡)
−1(𝑦 − 𝑥𝑝) (34)
Σ𝑦 = (𝐼 − Σ𝑝(Σ𝑝 + 𝛿𝑡Σ𝑘𝑙𝑡)−1)Σ𝑝 (35)
Parametr Σ𝑘𝑙𝑡 představuje rychlost, jakou median flow tracker akumuluje náhodnou
chybu, a 𝛿𝑡 je časový interval mezi detekcemi 𝑑𝑛 a 𝑑𝑛−1. Pravděpodobnost, že median flow
tracker selže, je modelována použitím parametru 𝛼. Pravděpodobnost, že následující poloha
detekce 𝑥𝑛 vzhledem k detekci předchozí 𝑥𝑛−1 je na správném místě, je vyjádřena kombinací
výše uvedených vztahů:
27
𝑥𝑛|𝑥𝑛−1, 𝑐𝑝𝑒𝑑 ∼ 𝛼𝑁(𝑥𝑦,Σ𝑦) + (1− 𝛼)𝑁(𝑥𝑝,Σ𝑝) (36)
Stopy složené z opakujících se false positives výskytů jsou obvykle způsobeny statickými
objekty v pozadí a je tedy předpoklad, že nebudou vykonávat žádný pohyb:




Vyhodnocení svého systému jsem provedl z hlediska detektoru a z hlediska schopnosti sys-
tému stabilně udržet stopu sledovaného cíle. U detektoru jsem zjišťoval, jaký je rozdíl v přes-
nosti, pokud sleduje celou postavu nebo pouze její hlavu. V případě detekovaní hlavy jsem
zjišťoval vliv velikosti buňky a bloku u HOG deskriptoru na přesnost. U detekování celé
postavy toto vyhodnocení nebylo třeba, protože je již publikované zde [5]. Jako metriky pro
určení výkonu sledovacího systému jsem zvolil MOTP (multiple object tracking precision)
a MOTA (multiple object tracking accuracy).
6.1 Vyhodnocení přesnosti detektoru při detekovaní celé po-
stavy
Pro natrénování svého detektoru jsem zvolil velikost okna 64x128 s velikostí buňky 8x8,
velikostí bloku 16x16 a překryvem (stride) 8x8. Tyto hodnoty podle provedených experi-
mentů [5] vycházejí nejlépe. Pro natrénování SVM klasifikátoru jsem použil PETA dataset.
Ten obsahuje celkem 2024 obrázků chodců s rozlišením 64x128. Větší polovinu z nich (1200)
jsem použil jako pozitivní příklady pro SVM klasifikátor. Negativní vzorky jsem vytvořil
náhodným vyřezáním z 1218 obrázků, na nichž se nevyskytuje žádná osoba. Tyto obrázky
byly převzaty z INRIA datasetu. Celkem jsem takto získal 12 tisíc náhodných výřezů. Poté
jsem vytvořil testovací množinu, negativní příklady opět náhodným vyřezáním, a jako po-
zitivní příklady jsem použil zbylou část chodců z datasetu PETA. Přesnost detektoru jsem
zanesl do DET křivky.
Hodnota FPPW na ose 𝑥 na grafu 6.1 je zkratkou slov false positive per windows a je
definována jako počet chybně pozitivních výskytů/počet dotazů. Dotazy se provádí prostřed-
nictvím pohyblivého okénka, které se pohybuje přes celý obraz, a po každém posuvu se
dotazuje detektoru, zda v tomto výřezu se nachází hledaný objekt. Velikost pohyblivého
okénka v případě detekování celých postav je 64x128 pixelů. Miss rate na ose 𝑦 definuje
procentuálně, jak často detektor chybně zahlásí, že v tomto okně se hledaný objekt nena-
chází tj. falseNegative/(truePositive + falseNegative). Čím je hodnota miss rate nižší při
stejné hodnotě FPPW, tím je detektor lepší.
6.2 Vyhodnocení přesnosti detektoru při detekování hlav
Při zkoumání testovacího videa (town center dataset), které jsem používal pro vyhodnocení
svého systému se ukázalo, že velikost hlav nebyla v průměru menší než 25 pixelů. S ohledem
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DET křivka detektoru postav
Detektor postav
Obrázek 6.1: Det křivka pro detekování postav
na tento fakt byla zvolena velikost okna 24x24. Pro dosažení nejlepší přesnosti detekce hlav
bylo nutné rozhodnout, jakou velikost buněk a bloků zvolit. Protože toto vyhodnocení pro
detekování hlav jsem nikde nenašel, naměřil jsem si hodnoty sám. Výsledek je vykreslen na
sloupcovém grafu 6.2. Pro vyhodnocení jsem použil dva datasety. Gaze direction dataset
a QMUL head pose dataset. Z těchto dvou datasetů jsem získal 4579 obrázků hlav a ty
jsem rozdělil na trénovací a testovací množinu v poměru 1:1. Negativní vzorky jsem získal
stejným postupem jako v případě trénování detektoru na rozpoznávání postav (kapitola
6.1). Celkem negativních vzorků bylo 12 tisíc.
Graf 6.2 zobrazuje hodnotu miss rate při referenční hodnotě FPPW 10−4 u různých
velikostí buněk a bloků. Překrývání bloků bylo fixně nastaveno na polovinu velikosti bloku.
Je vidět, že nejlepší výsledky dosahují buňky o velikosti 4x4 pixelů v blocích 2x2 s hodnotou
44% miss rate. V porovnání s detektorem celé postavy je vidět, že hodnota miss rate je
v hodnotě FPPW 10−4 dvojnásobně horší. Domnívám se, že to je způsobeno jednak tím, že
hlava připomíná kruh, který je pro detektor lehko zaměnitelný s různými objekty v pozadí.
Na obrázcích 6.3 a 6.4 jsou příklady chybně detekovaných objektů z testovacího datasetu
town center. Z obrázků 6.3 a 6.4 je vidět, že detektor chybně označuje předměty v pozadí
připomínající kruh.
6.3 Metriky pro hodnocení systémů sledujících více objektů
současně
Ideální sledovací systém by měl:
• V každém čase detekovat správný počet lidí a jejich přesnou polohu.
• Udržovat stopy každého objektu konzistentní.
• Každému objektu přiřadit unikátní identifikační číslo, které zůstává konstantní přes

















Obrázek 6.2: Miss rate pro detekování hlav při různých velikostech bloků a buněk při hod-
notě 10−4 FPPW. Překryv bloků odpovídal polovině jeho velikosti. Blok složený z 2x2
buněk o velikosti 4x4 pixelů dosahoval nejlepších výsledků, 44.1%
Obrázek 6.3: Kolečka kočárku chybně de-
tekovány jako hlavy.
Obrázek 6.4: Chybně detekovány nápisy
na výloze.
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Z toho plynou aspekty, které by měly metriky pro hodnocení výkonu systému reflektovat:
• Přesnost sledovacího systému v určování polohy objektů.
• Schopnost udržovat po celou dobu stopu objektu konzistentní, tj. správné trasování
trajektorií objektů.
Předpokládejme, že pro každý snímek v čase t systém pro sledování objektů vygeneruje
množinu stop {𝑠1 . . . 𝑠𝑚} na základě množiny viditelných objektů {𝑜1 . . . 𝑜𝑛}. Potom hod-
notící procedura pro každý snímek v čase t zahrnuje tyto kroky:
• Vytvořit korespondence mezi stopami 𝑠𝑗 a objekty 𝑜𝑖.
• Pro každou nalezenou korespondenci vypočítat chybu odhadu polohy objektu.
• Všechny zbylé objekty, kterým nebyla přiřazena žádná stopa, označit jako misses.
• Všechny stopy, kterým nebyl přiřazen žádný objekt, označit jako false positive.
• Spočítat záměny stop objektů v porovnání s předchozím snímkem. Tato situace často
nastává, když dva čí více objektů se dostanou blízko sebe a chybou ve sledovacím
systému dojde k záměně stop. Tato situace se nazývá mismatch a jeho příklad je na
obrázku 6.5. Tento případ může také nastat, když je znovu vytvořena stopa objektu
s novým ID poté, co byl objekt vlivem krátkodobého zastínění ztracen.
Obrázek 6.5: Mismatch stop. 𝑆2 je prvně mapována na 𝑂2 a po několika snímcích se cesty 𝑂1
a 𝑂2 překříží a 𝑆2 začne sledovat špatný objekt. Později dojde opět k špatnému prohození
na 𝑂3. Převzato z [2]
Výkon sledovacího systému může být tedy určen dvěma čísly: "přesností sledování",
metrika MOTP (multiple object tracking precision), která vyjadřuje, jak dobře byla po-
zice osoby detekována, a "správností sledování", metrika MOTA (multiple object tracking
accuracy), která uvažuje chyby jako misses, false positive a mismatch.
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Obrázek 6.6: Nalezení nejbližšího páru objekt-stopa pro každý snímek t. Převzato z [2]
6.3.1 Vytvoření korespondencí mezi stopami a objekty
Korespondence odpovídá nalezení nejbližšího páru objekt-stopa, jak je ilustrováno na ob-
rázku 6.6. Aby korespondence mezi objektem 𝑜𝑖 a stopou 𝑠𝑗 byla platná, musí vzdálenost
mezi nimi být menší, jak určitý práh. Místo vzdálenosti lze také použít velikost překryvu
ohraničujících regionů (boxů) objektů. Pokud je obsah překryvu menší než práh, není ko-
respondence platná.
6.3.2 MOTP
Jak bylo řečeno výše, MOTP je metrika, která popisuje přesnost polohy detekovaných ob-
jektů pomocí velikosti průniku regionů detekovaných objektů s ground truth regiony. Lze ji
vyjádřit jako sumu polohové chyby pro pár objekt-stopa přes všechny snímky, zprůměrovaný






𝑐𝑡 značící počet vytvořených korespondencí v čase t a 𝑑𝑡𝑖 označuje velikost překryvu
páru objet-stopa. Hodnota 1 značí, že se kompletně překrývají, a hodnota 0, že se vůbec
nepřekrývají.
6.3.3 MOTA
Tato metrika je vyjádřena následovně:
𝑀𝑂𝑇𝐴 = 1−
∑︀
𝑡𝑚𝑡 + 𝑓𝑝𝑡 + 𝑚𝑚𝑒𝑡∑︀
𝑡 𝑔𝑡
(39)
kde 𝑚𝑡, 𝑓𝑝𝑡, 𝑚𝑚𝑒𝑡 a 𝑔𝑡 značí počet misses, false positives, mismatches a počet přítom-
ných objektů v čase t.
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6.4 Vyhodnocení vlastního sledovacího sytému na datasetu
z ulice
Vyhodnocení výkonu sledovacího systému, tj. schopnost stabilně udržovat stopu sledova-
ného objektu, bylo provedeno na datasetu town center. Tento dataset se skládá z videa
ve FullHD rozlišení s 25 snímky za sekundu a souborem ground truth obsahujícím 71500
ručně označených pozic hlav a celých těl. Metriky pro vyhodnocení byly zvoleny MOTP
a MOTA. Tyto metriky byly vyhodnoceny jak u systému naučenému na rozpoznávaní hlav,
tak i u systému naučenému na rozpoznávání celých těl. Vzhledem k tomu, že ohraničující
region hlavy je podstatně menší než ohraničující region celého těla, tak jakákoliv chyba
v odhadech pozice ovlivní výrazněji celkový výkon systému pracujícího s regiony hlav než
systému pracujícího s regiony celého těla. Z těchto důvodů by metriky těchto dvou systémů
neměly být přímo srovnávány. Experimenty byly prováděny v reálném čase na počítači
s CPU i5-5257U a s GPU GeForce GTX 650 akcelerací pro HOG detektor.
Sledování hlav
Metoda MOTP MOTA Precision Recall
Můj sledovací systém 33.8% 70.1% 91.6% 63.9%
Izadinia[7] 55.4% 62.1% 87.5% 73.1%
Benfold[1] 50.8% 45.4% 73.8% 71.0%
Tabulka 6.1: Výkon sledovacího systému na town center datasetu. Sledování bylo prováděno
na základě detekování hlav
Sledování celých postav
Metoda MOTP MOTA Precision Recall
Můj sledovací systém 59.9% 63.1% 83.3% 48.2%
Izadinia[7] 71.6% 75.7% 93.6% 81.8%
Benfold[1] 80.3% 61.3% 82.0% 79.0%
Yamaguchi[7] 70.9% 63.3% 71.1% 64.0%
Pellegrini[7] 70.7% 63.4% 70.8% 64.1%
Zhang[7] 71.5% 65.7% 71.5% 66.1%
Leal-Taix[7] 71.5% 67.3% 71.6% 67.6%
Tabulka 6.2: Výkon sledovacího systému na town center datasetu. Sledování bylo prováděno
na základě detekování celých postav.
Pro účely vyhodnocení výkonu systému pro sledování celých postav jsou uvažovány
pouze takové korespondence, které mají překryv mezi stopou a objektem alespoň 50%.
V případě detekování hlav musí být překryv větší než 25%. Parametry MOTP, MOTA,
precision a recall svého systému, které jsou uvedeny v tabulkách 6.1 a 6.2, jsem vyhodnotil
nástrojem Pymot3.
Pokud se systém úmyslně zpomalí, tedy vstupní video se nebude zpracovávat v reálném
čase, dostaneme pozice hlav od HOG detektoru v kratších intervalech. Z grafu 6.7 je vidět,
že to na zlepšení celkového výkonu systému téměř nemá vliv. Parametry MOTA a MOTP
jsou po celou dobu téměř konstantní.
3https://github.com/Videmo/pymot
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Obrázek 6.7: Graf zachycuje vliv zpomalení systému sledujícího hlavy na výkon.
Zrychlení HOG pomocí GPU
Implementace 320x240 640x480 1280x960 1920x1080
GPU 0.08s 0.30s 1.09s 1.73s
CPU 0.21s 2.25s 58.1s 104s
Tabulka 6.3: Čas potřebný pro zpracování jednoho snímku HOG detektorem. Je vidět, že
GPU implementace u FullHD rozlišení je 60x rychlejší.
Tabulka 6.3 porovnává čas potřebný pro zpracování jednoho snímku s různým rozlišením
a typem implementace HOG detektoru. K vyhodnocení rychlosti GPU implementace jsem
použil knihovnu FastHOG. Pro CPU jsem zvolil implementaci v OpenCV knihovně. Obě
verze vyhledávaly ve snímcích hlavy, měly stejnou velikost pohyblivého okénka 24x24 pixelů,
jeden krok pohyblivého okénka odpovídal velikosti překryvu bloků, tedy 4 pixelům, scale
faktor (koeficinet zvětšování detekčního okénka) byl nastaven na 1.05 a pro shlukování byl
použit mean shift. Bez provádění shlukování by stejná hlava byla mnohokrát detekována
v různých měřítkách a i v nepatrně posunutých detekčních oknech.
6.5 Vyhodnocení programu na školním monitorovacím sys-
tému
Pro vyhodnocení programu na školním monitorovacím systému jsem měl k dispozici data
ze dvou kamer připevněných na stropě chodby. Chodba spojuje několik místností a vstup
do této chodby je umožněn pouze přes jedny dveře. Protože při odchodu musí člověk projít
zase těmito dveřmi, je předpoklad, že na konci dne by rozdíl počtu příchozích a odchozích
lidí měl být roven nule. V kancelářích nikdo přes noc nezůstává. První kamera je umístěna
přímo u vstupních dveří a nahrává v rozlišení FUllHD s 30 snímky za sekundu a druhá je
umístěna na konci chodby také s rozlišením FullHD a 25 snímky za sekundu. Program běžel
týden na dvou počítačích a zaznamenával data o každém objektu ve scéně, tj. čas výskytu
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Obrázek 6.8: Půdorys chodby s kamerami.
a jeho trajektorii. Pro zjištění přesnosti počítání lidí jsem měl k dispozici úseky z obou
kamer, ale vybral jsem si 4 hodinový úsek z první kamery, jelikož se mi jevil pro ruční
počítaní jednoznačnější. Ve videonahrávce jsem ručně spočítal počet příchozích a odchozích
lidí a porovnal je s výstupem programu.
Velkým problémem pro správné počítání vstupujících a vystupujících lidí u první ka-
mery byly průhledné dveře. Ty umožňovaly snímat i část chodby za dveřmi, takže lidé
procházející kolem těchto dveří byli také zabíráni a mnohdy i detekováni. Na obrázku 6.8
je trajektorie procházejících lidí kolem dveří označena symbolem 𝑂1 a trajektorie lidí vstu-
pujících symbolem 𝑂2. Je vidět, že lidé, kteří vstupují nebo vystupují, mají trajektorii
rovnoběžnou s osou chodby a ti kteří procházejí kolem ji mají kolmou. Proto jsem pro
další vyhodnocení vybral pouze takové objekty, které mají trajektorii rovnoběžnou s osou
chodby s určitou tolerancí. Zbylé objekty s kolmou trajektorii jsem pro další vyhodnocení
neuvažoval.
Na obrázcích 6.9 a 6.10 jsou grafy označující rozdíl mezi počtem lidí napočítaných ručně
a počtem lidí získaných programem. Pokud by program fungoval bezchybně, měla by být
výška červeného sloupce stejná jako modrého. Oba grafy zachycují pondělní den v intervalu
od 6:12 do 10:12 hodin. Interval je rozdělen do 16ti menších 15ti minutových intervalů a pro
každý interval je spočítán počet lidí.
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Ručně napočítané Výstup programu
Obrázek 6.9: Modrý sloupeček označuje ručně napočítaný počet lidí vstupujících do chodby
a červený označuje jejich počet získaný programem. Graf je rodělen do 16ti intervalů po
15ti minátach. Celkem tedy 4 hodiny.















Ručně napočítané Výstup programu
Obrázek 6.10: Modrý sloupeček označuje ručně napočítaný počet lidí odcházejících z chodby
a červený označuje jejich počet získaný programem. Graf je rozdělen do 16ti intervalů po
15ti minutách. Celkem tedy 4 hodiny.
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Počet lidí za 4 hodinový interval
Metoda Příchozí Odchozí
Program 117 109
Ruční kontrola 108 101
Tabulka 6.4: Součet hodnot ze všech intervalů z obrázků 6.9 a 6.10
Pro porovnání ručně napočítaného histogramu s histogramem spočítaným programem








kde 𝐻 označuje střední hodnotu a 𝑖 počet košů v histogramu. Hodnota korelace histogramů
pro počet příchozích lidí (obrázek 6.9) je 0.84 a pro počet odchozích lidí(obrázek 6.10) je
0.95. Menší korelaci při vstupu si vysvětluji tím, že příchozí lidé přijdou ke dveřím, poté
na chvilku zmizí, protože musí zadat číslo do terminálu, aby si otevřeli dveře a potom se
znovu objeví v záběru. Proto někdy dojde k dvojitému započítání. Jiné to je při odchodu.
Tam osoba otevře dveře, tím opustí chodbu a již se v záběru podruhé neobjeví.
Následující graf ukazuje počet lidí snímaných přední kamerou v průběhu 7 dnů, tj.
jednoho týdne. K těmto datům nemám k dispozici ručně provedenou kontrolu.












Vstupující do chody Vystupující z chodby
Obrázek 6.11: Graf zachycuje pro každý den celkový počet lidí, kteří prošli dveřmi do chodby
a z chodby ven.
Následuje obdobný graf snímaný zadní kamerou. S technických důvodů je časový interval
odlišný od intervalu předchozího. Oba grafy mají společné dny pátek až středa.
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Směr od dveří Směr ke dveřím
Obrázek 6.12: Graf zachycuje pro každý den celkový počet lidí, kteří šli směrem ke dveřím
a směrem ode dveří.
Pro názornější představu přikládám další graf zachycující obousměrný průchod lidí ce-
lého čtvrtečního dne. Protože nemám k dispozici videozáznam, nemohl jsem tedy ověřit
přesnost.











Jeden celý den z přední kamery v hodinových intervalech.
Počet lidí oběma směry
Obrázek 6.13: Graf zachycuje součet lidí v obou směrech z přední kamery v hodinových




V této práci jsem použil k detekování detektor založený na histogramu orientovaných gradi-
entů a SVM klasifikátoru. Protože je tato metoda procesorově náročná a nebylo by možné
provádět detekci v reálném čase v rozlišení FullHD, použil jsem implementaci algoritmu
pro grafickou kartu, kde díky velké paralelizaci došlo k 60-ti násobnému zrychlení oproti
implementaci pro CPU. Dále jsem se zabýval dvěma možnostmi detekce, a to rozpoznává-
ním hlavy nebo celé postavy. U rozpoznávání hlavy jsem experimentováním došel k závěru,
že nejlepších výsledků dosahuje blok o velikosti 2x2 buněk, které mají velikost 4x4 pixelů.
Ve výsledcích je patrné, že přesnost detektoru reagujícího na celé postavy je dvojnásobně
lepší než u hlav. Tyto hodnoty jsou ovšem dosaženy za předpokladu, že tělo je celé vidi-
telné a není zakryto jiným předmětem. Ukázalo se, že i když detektor reagující na hlavu
funguje hůře, tak zase lépe funguje v situacích, kdy jde velká skupina lidí a jejich těla jsou
vzájemně zakryta. U kamery zabírající scénu shora budou hlavy většinou vždy viditelné. Fa-
lešné výskyty, které detekuje detektor, se poté odstraňují v bloku MHT. Parametry, které se
nastavují pro rozpoznávání falešných cílů jako minimální počet detekcí ve stopě, maximální
a minimální velikost ohraničujících boxů objektu, maximální pohyb objektu atp., se nedají
nastavit univerzálně, ale musí být přizpůsobeny pro každou scénu individuálně. U testování
na školním kamerovém systému se ukazovalo, že byly špatně voleny body pro sledování op-
tického toku. Přestože sledování často sjíždělo, dosáhlo se i tak relativně přesných hodnot.
Za 4 hodiny byla odchylka v počítaní lidí 7.5%. Na záznamu z ulice se chyba volby špatných
bodů pro sledování optického toku neprojevila, a protože jsem v začátcích pracoval pouze
s videem z ulice a teprve měsíc před odevzdáním této práce jsem měl k dispozici záznamy
z kamerového systému ze školy, už jsem nestihl tuto chybu odstranit. Kvalitu sledovacího
systému jsem vyhodnotil pomocí parametrů MOTA, MOTP, recall, precision, jejichž hod-
noty jsou uvedeny v kapitole 6.4 společně s dosaženými hodnotami jiných autorů. Dále jsem
se zabýval vlivem zpomalení systému na přesnost, tzn. že systém nepracoval v reálném čase,
ale byl zpomalen a důsledkem toho měl k dispozici data od detektoru v kratších interva-
lech. Ukázalo se, že zpomalením na poloviční rychlost reálného času nedošlo ke zlepšení
výsledků. Jistým zlepšením celkového výkonu systému by bylo propagovat více hypotéz do
dalších cyklů a nevybírat pouze jednu nebo dvě s největším ohodnocením. Ovšem v tako-
vém případě by byl prostor hypotéz příliš velký a nebylo by možné je všechny vyhodnotit
v reálném čase, ale musela by se použít například metoda Markov-Chain Monte-Carlo Data
Assocation. Tuto metodu jsem rozpracoval, ale z časových důvodů jsem ji nestihl ve svém
programu dokončit před odevzdáním této práce.
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