Abstract
Introduction
There has been continuing concern regarding falling enrolments on certain A-level courses in the UK through the late 1980s and the 1990s. The introduction of the National Curriculum in 1988 was expected to yield a reduction in student numbers on certain A-level courses. In particular, subjects not included in the GCSE core curriculum were anticipated to experience a decrease in popularity in the postcompulsory curriculum. There is evidence that this has indeed been the case for some subjects but inclusion in the core curriculum has not protected others (e.g., Physics, Mathematics and Chemistry) from declines in A-level enrolments over the same period (see Dearing (1996) and Fitz-Gibbon (1999) ).
Over the last decade research into educational performance in the UK has placed an emphasis on student attainment and school performance. McPherson (1992) , Goldstein, Rasbash, Yang, Woodhouse, Nuttall, and Thomas (1993) , SCAA (1994) , Sammons, Hillman, and Mortimore (1995) , Fitz-Gibbon (1996a , 1996b , Gray, Goldstein, and Jesson (1996) , Thomas and Mortimore (1996) , Goldstein (1997) , and Coe and FitzGibbon (1998) provide examples of this particular interest. The research agenda in this area has been given impetus by the systematic publication from 1992 of school and college examination results in a series of 'league tables', which now constitute an important part of the landscape of the educational system in England and Wales and cover both GCSE and GCE A-level subjects. It could be argued that the existence of 'league tables' provides educational institutions with incentives to exclude weaker students from the more 'difficult' subjects and enrol them on less demanding courses in order to 'grade maximise'. Ashworth and Evans (2000) report a 50% decline in the numbers taking A-level Economics over the past fifteen years. Hurd, Coates, and Anderton (1997) note a corresponding increase in the popularity of Business Studies through the 1990s, suggesting perhaps that these two subjects provide close substitutes for one another. Indeed, such substitution possibilities were cited by Heads of Economics Departments as part of the explanation for the reduced popularity of Economics degree programmes at university-level (see Machin and Oswald (2000) ).
It is against this background that concern has been expressed about falling enrolment numbers in Economics at all levels of education in the UK.

Figure A1 in the appendix provides some recent evidence on the national trends in enrolments for Business Studies and Economics at A-level. Student numbers in Economics fell by 48% over the eight-year period from 1992 to 1999, while Business Studies enrolments increased by nearly 80% over the corresponding period. Though not reported in this figure, the Economics share of A-level candidates fell by half and that of Business Studies rose by nearly three-quarters over these years. By 1995 the number of students sitting examinations in Business Studies exceeded that of Economics for the first time. However, the aggregate number of candidates doing both subjects declined by about 5% over the period under consideration reflecting the strong growth of interest in other A-level subjects. For instance, enrolments on communications studies courses have risen by nearly 90% over the above period (see DfEE (various issues)).
It might also be useful to review the trend in A-level performance in both subjects over the comparable period. 
g., the introduction of modular courses), revisions to the subject content, modifications to the marking criteria, or a more efficient policy pursued by institutions in matching students to courses where their comparative advantage lies. Nevertheless, on average, Economics candidates achieve better grades than Business Studies candidates and, as we will subsequently discover, this is largely attributable to a quality difference in prior attainment levels between the two sets of candidates.
The fall in enrolments in A-level Economics impacts on the potential numbers interested in pursuing undergraduate and subsequently postgraduate degree programmes in Economics in the UK. The recent work of Machin and Oswald (2000) highlights the decline in the number of UK graduate economists applying for PhD programmes at British universities. Although explanations for the latter phenomenon may be different in some key respects to those offered for the observed A-level enrolment pattern, the decline in the number of Economics undergraduates is a matter of concern to university departments, and of some interest to the wider Economics profession within the UK.
A number of reasons are usually adduced for the declining trend in the A-level numbers studying Economics. These include the increased number of competitor subjects at Alevel, the abstract and mathematical nature of the subject, student perception and expectations regarding its difficulty, anticipated examination performance, the core curriculum offered at GCSE (which excludes the study of Economics), the nature of the A-level Economics syllabus, and the perception that a relatively severe grading policy is adopted by Economics examiners.
University admissions tutors and increasingly employers base their recruitment on Alevel grades. They are taken to represent by some the 'gold standard' of the English education system. It is the case, however, that some A-levels are more demanding and challenging than others and a crude comparison of points may thus be misleading (see Dearing (1996) ). The topic of comparative subject difficulty at A-level has been researched in the educational literature. Fitz-Gibbon and Vincent (1994) used a number of different methodologies including subject pair analysis and reference test (or 'valueadded') procedures to inform this issue. The advantage of the subject pair approach, and variants of it, is that it yields a set of correction factors that indicate the adjustments to grades required to render a particular A-level subject comparable in terms of difficulty with other subjects. Using A-level data from 1993, the authors concluded that grades in Economics should be increased by about one quarter of a letter grade and Business Studies reduced by one-half to render them comparable in terms of difficulty with all other A-levels. This could be taken to imply that a Business Studies grade should be reduced by three-quarter of a grade to render it comparable to an Economics grade.
The more recent analysis indicates a widening in the disparity in adjustment factors between Economics and Business Studies since 1993 (see Skinner (2001) The foregoing analysis leads to the inference that Economics is a more 'difficult' subject than Business Studies and perhaps more harshly graded. Ashworth and Evans (2000) confirm this particular finding using a dataset drawn from 1,000 A-level students. Their analysis suggests that students may be discouraged from the further study of Economics by the relative severity of marking/grading mid-way through their A-level courses. This is viewed as all the more surprising given that students taking an A-level in Economics are in the 'average to better than average' ability group (as measured by average GCSE scores).
The methodologies used by Fitzgibbon and Vincent (1993) have not been free of criticism within the educational field. In particular, Goldstein and Cresswell (1996) attacked the methodologies on both conceptual and technical grounds. However, in a strong rebuttal Fitzgibbon and Vincent (1997) provide a robust defence of their methods.
The purpose of our paper is to offer some refinements to the methodologies that inform the issue of comparative subject difficulty. In so doing we address some of the criticisms ventilated in Goldstein and Creswell (1996) . In contrast to previous studies in this area, we follow Fielding (1999) and use a limited dependent variable approach to model performance. We believe our approach provides sharper insights into the phenomenon of interest and offers a useful framework for educationalists and others to compare subject performance at A-level, and thus enhance judgements on relative subject difficulty.
The paper provides a comparative analysis of performance in a pair of subjects often regarded as providing close substitutes for one another. We are interested in examining possible explanations for the average differential in performance across the two subjects and inform our analysis by undertaking a number of counterfactual exercises. In This then allows us to compute an average grade adjustment that standardises for difficulty across the comparator subjects.
The structure of this paper is now outlined. The next section describes the dataset used in our analysis, followed by a section containing a description of the econometric 7 methodology employed. The penultimate section reports the empirical results and a final section provides a summary of our conclusions.
Data
The data used in this study are obtained from the A-Level Information System (ALIS) 
Methodology
The statistical analysis of grade performance in educational research has largely used linear models with the dependent variable constructed on the basis of an arbitrary points scoring system. This approach has been the subject of some criticism in the educational field (see Fielding (1999) ). If responses are coded 0 (for N/U) to 5 (for A) as in our case, the linear regression model implicitly treats the difference between any pair of integer values as the same (see Greene (2000) ). An ordered probit model using an underlying latent dependent variable provides one approach that overcomes this limitation. It is assumed that y * i is related to the observable ordinal variable y i as follows: . The normalization adopted in this paper is θ 0 = 0. Another identification restriction is also required. We can only identify the parameters of the ordered probit up to some factor of proportionality. As with the standard probit, we make the convenient normalization that σ 2 = 1. This restriction simply converts the u i variable to a standard normal variate and the probabilities remain unaffected by the normalization.
In general terms, we can write:
Where Φ denotes the cumulative distribution function of the standard normal.
The general expression for the log-likelihood function of this particular model is then
given by:
Conventional algorithms can be employed to provide maximum likelihood estimates for the β parameter vector and the remaining four threshold parameters [θ 1 ,θ 2 ,θ 3 ,θ 4 ]. The log-likelihood function in this case is known to be globally concave (see Pratt (1981) ).
The maximum likelihood procedure assumes an exact knowledge of the probability distribution function employed up to a set of unknown parameters (i.e., the β vector and the set of threshold parameters in this case). The estimation procedure is highly sensitive to departures from the specification of the likelihood function (e.g., the assumption of normality). It is thus of some importance to evaluate the model's performance in regard to certain key assumptions. The adequacy of the estimated model is assessed in this paper using efficient score tests of the type originally suggested in Chesher and Irish (1987) . The score tests reported in this study are all of the form i′R(R′R) Orme (1990) focussed on the small sample performance of the information matrix test.
The binary (but not the ordered) probit was one of the limited dependent variable models explored in the simulations. Orme's findings suggest that information matrix tests constructed using the OPG covariance matrix tended to reject the correct null hypothesis far too frequently. For instance, in terms of a simple binary probit with two continuous explanatory variables, at a nominal test size of 5% and 1000 observations, the OPG variants rejected the correct null between 24% and 30% of the time.
The poor performance of these tests in relatively small samples is readily acknowledged.
However, it is debatable whether these simulation findings are relevant to the ordered probit specifications estimated in our study given the relatively large sample sizes we use.
In order to allay concerns regarding the use of OPG-based tests in our applications, we calculated efficient score tests based on the OPG covariance matrix and Wald tests based on the Hessian form of Fisher's information matrix for a set of parameter restrictions in our estimated models. Likelihood ratio tests were also computed for completeness. The results of this exercise are reported in tables A3 (for the Economics specification) and A4
(for the Business Studies specification) of the appendix. The differences in test values and reported significance levels between the Wald and the efficient score tests are generally negligible. If the OPG covariance matrix provided a poor approximation to the Hessian, we would have anticipated larger differences between the efficient score and the
Wald test values. The scale of the differences is not consistent with the type of size bias suggested by the Monte Carlo simulations reported.
The foregoing provides us with some degree of confidence in using a testing principle based on the OPG covariance matrix. We thus proceed with this approach. Machin and Stewart (1990) A general test of departures from the assumption of homoscedastic errors is implemented using the scoring framework. It should be noted that it is possible to correct the variancecovariance matrix of the ordered probit model for heteroscedasticity of an unknown form using a 'sandwich' estimator similar in structure to that suggested by White (1980) for the linear regression model or more generally in terms of maximum likelihood as suggested by Huber (1967) . The variance-covariance matrices employed here are based on such a correction but appropriately modified for the ordered probit model. The modification uses the inverse of the information matrices as the outer 'sandwich' with the squared score contributions providing the 'filling'. However, an additional amendment to this 'sandwich' estimator is also implemented. We have information on whether candidates studied at the same institution. The clustering of candidates could not be reasonably viewed as random. There may be a greater degree of homogeneity in performance within rather than across educational institutions. Ignoring the clustered nature of the data in this case may lead to an under-statement of the estimated standard errors. The variance-covariance matrices are subject to a further adjustment to account for this particular feature of the data. This adjustment relaxes the assumption of observation independence within educational institutions but retains that of independence across institutions. This correction to the variance-covariance matrix is equivalent to adjustments undertaken by educational researchers in multi-level analysis. In our application the data could be interpreted as comprising just two levels (i.e., the candidates and the institutions). Goldstein (1987) provides further details on multi-level analysis for the interested reader.
Finally, and perhaps most importantly given the structure of the likelihood function in our case, the generalised (or pseudo) residuals from the ordered probit model are assessed to explore departures from normality through skewness and/or excess kurtosis. All the estimation reported in this paper was undertaken using the LIMDEP 7.0 and the STATA 6.0 software packages. It is important to note that we could also use the estimated coefficients for the Business Studies performance equation and the decomposition could then be re-expressed as:
The primary theme of this paper is a comparison of performance between Economics and Business Studies candidates. In order to undertake such a comparison, simulation exercises predicting the grade distribution of Business Studies candidates based on the estimated coefficients from the Economics equation are implemented. The reverse approach is also adopted. These simulations also enable us to assign the overall average differential in performance by grade category between Economics and Business Studies candidates into explained and unexplained parts. The relevant decomposition may be undertaken using the estimated coefficients from either the Economics or from the Business Studies equation. If we use the estimated coefficients from the Economics equation, the decomposition is expressed as:
The procedure is known as the 'index number' approach. The two variants are unlikely to yield similar estimates for the explained and unexplained parts given the 'index number' problem. It is known that the estimated effects can be sensitive to the choice of coefficient vector used in the computation of these two components.
One potential econometric problem with the modelling approach adopted is that no attempt is made to correct for selectivity bias. The potential problem lies in the influence of unobservable components and the extent to which they are correlated across the selection and performance equations. For example, if the ability to do well academically in Economics is unobservable but highly correlated with the decision to choose
Economics as a subject of study in the first instance, the use of the ordered probit in the performance equation may lead to bias in the estimated coefficients. The correction for selection bias in the context of an ordered probit model is feasible but less well developed than for the linear regression model. However, the major problem encountered in correcting for selection bias relates to obtaining valid instruments to help identify the selection effects. An appropriate instrument set would need to comprise a sub-set of variables that determine subject choice but do not influence academic performance. This is clearly difficult in our particular context. It could be argued that the problem is attenuated given that one can control for some selection bias effects through observables that are highly correlated with potential unobservables. For instance, use of average GCSE scores and achievement at Maths GCSE could be construed as providing good indicators of academic ability at A-level and may thus act to reduce omitted ability effects. Nevertheless, the problem of selection bias is not explicitly addressed in this paper and since the magnitude of selection bias effects cannot be known a priori, some caution needs to be exercised in the interpretation of our results.
Empirical Results
It might be useful, prior to focusing on the econometric estimates, to examine some of the key characteristics of the two samples used in our analysis. institution, but the adjustment is not found to make a material difference to any of our inferences. We do not report estimates for all variables included in our specifications. In particular, those relating to parental background and educational levels are excluded to conserve space. In the first instance, it might be instructive to focus on the diagnostic tests for both models prior to a detailed discussion of selected parameter estimates. We focus initially on the Economics specification. The null hypothesis of normality in the distribution of the pseudo-residuals is not rejected and, as already noted, appropriate corrections to the variance-covariance matrix have been implemented to deal with the heteroscedasticity problem. The omitted variables' tests indicate that the estimated model is adequately specified in terms of the modest set of gender interactions included.
The overall z-score for homogeneity in the threshold effects is less than the relevant critical value but there is some evidence of threshold variation in regard to the GCSE background variables. The most serious problem encountered, however, relates to the significant RESET value. This may be attributable to the exclusion of relevant variables or the use of an inappropriate functional form. However, it could be attributable to the unavoidable neglect of selection effects discussed earlier. The Heckman (1979) interpretation of selectivity bias within a linear regression model was a specification error consequent on the omission of a relevant variable (i.e., either the inverse or the complement of the Mills ratio term). The significant RESET value may be detecting this neglect in our specification.
The Business Studies specification fares less well in terms of both the goodness of fit measures and the score tests. Although the normality assumption is satisfied, it lies close to the boundary of rejection. The omitted variables' tests again indicate no role for additional gender interactions. The assumption of homoscedasticity in the residual variance is again rejected but the appropriate corrections are implemented. The RESET value, as in the Economics case, indicates mis-specification. The constancy of the threshold parameters across variables is also decisively rejected with the dominant source of the overall rejection residing in the set of Examination Board variables.
The result in regard to the threshold parameters has important implications for the specification of the Business Studies model. However, it has broader policy implications in that it suggests that the thresholds delineating the grade boundaries are not constant across the different Examination Boards. This might imply that the thresholds are not consistent with a given standard and that these standards might be subject to some degree of variation across different Boards. Given the diagnostic values reported, the problem appears considerably more acute in Business Studies than in Economics. Overall, it could be argued, that the Economics specification is slightly superior to the Business Studies specification in terms of the diagnostics and goodness-of-fit measures.
Attention now turns to the interpretation of the estimated coefficients. The estimates provide the effect of an explanatory variable on the standardised ordered probit index and are thus measured in terms of standard deviations. The estimated coefficients can also be translated into probability effects using appropriate formulae (see Greene (2000, pp.876-877) ) and this conversion is adopted in certain circumstances to underpin interpretation.
The complete set of marginal effects is not included, again to conserve space.
The effects of the GCSE background variables are discussed in conjunction with the Business Studies estimates later on and so our initial focus on the Economics equation will concern itself with the estimated effects for the other characteristics of interest.
There are two interaction terms allowing for variation in gender effects across institution type (i.e., Grant Maintained and FE College) and one A-level subject (i.e., Arts subject).
The estimated gender effect suggests that, on average and ceteris paribus, being male increases the latent dependent variable by a quarter of a standard deviation relative to the female base. The point estimate implies in probability terms that male Economics candidates are five-percentage points more likely to achieve an A grade. Conversely, males are less likely to fail by just over two percentage points. In addition, females in Grant Maintained institutions, on average and ceteris paribus, do less well than their male counterparts in these institutions but male students taking an Arts-based A-level subject perform less well than females taking comparable subjects. The finding that female candidates do less well than male candidates is in contrast to the work of Ashworth and Evans (1999) , which suggested no evidence of a lower female achievement in A-level Economics.
It is sometimes argued that an institution's choice of Examination Boards influences student achievement through the syllabi on offer, modes of assessment and the marking schemes adopted. Hurd et al. (1997) report that in Economics there has been a major shift in the distribution of candidates by examination boards over the last decade.
Tymms and Fitz-Gibbon (1991) identified outcome differentials for Economics candidates in regard to some Examination Boards in 1989 but subsequent work undertaken by Tymms and Vincent (1994) for 1993 detected no variation across Boards.
Our empirical analysis suggests that 1998 candidates following an EDEXCEL syllabus, on average and ceteris paribus, performed better than all others with an effect on the standardised index, relative to the AEB base, of just over one-fifth of a standard deviation. In probability terms, this implies that an average Economics candidate following this syllabus, and holding constant all other control variables, was nearly five percentage points more likely to achieve an A-grade and two percentage points less likely to fail relative to candidates in the AEB reference category. It is worth noting that about 47% of candidates in the Economics sample followed the EDEXCEL syllabus.
We now turn to the maximum likelihood estimates for the Business Studies equation. The estimated gender effect is not directly interpretable in this equation given the use of gender interactions with a number of variables but most importantly with the continuous average GCSE score. We can obtain the approximate effect of being male on Business Studies performance using the GCSE average score (from table A2) as 1.492 -0.237×5.666 = 0.149. This effect, expressed in standard deviations, is smaller in magnitude compared to Economics but again suggests that being male raises the probability of securing an A grade in Business Studies by just over one percentage point.
Prior to a more detailed discussion of the estimated GCSE performance effects, it might be useful to make the following point. It is well established in the educational literature that GCSE scores provide an extremely good predictor of A-level performance (see FitzGibbon and Vincent (1994) ). One would anticipate, therefore, relatively strong effects from such variables in the type of performance equations estimated. The estimated effects of the GCSE scores are indeed relatively large and exceed one standard deviation in both cases. One has to bear in mind, however, that a unit increase in the average GCSE score represents a considerable academic achievement. If the average student takes eight GCSEs, a unit increase in the average score from say five to six could represent a movement from Cs to Bs in all eight GCSE subjects. Thus, if we wanted to obtain the effect of a one letter grade increase in just one of the eight GCSE subjects, we would need to divide the estimated ordered probit coefficient by eight.
There is a statistically significant gender differential in the effect of GCSE scores on Alevel performance for Business Studies candidates. In particular, a unit increase in the overall GCSE score raises, on average and ceteris paribus, the female A-level performance by 1.12 standard deviations but only raises male performance by 1.12 -0.24 = 0.88 standard deviations. For female candidates sitting Business Studies, this translates into a 14 point increase in the probability of achieving an A-grade consequent on a unit increase in the average GCSE score.
There is a wider variation in performance by Examination Board in Business Studies than 
It is almost taken as axiomatic that competence in basic mathematics enhances the study of Economics. Table 2 provides some insight on this and largely confirms this axiom. The effect of an improved performance in GCSE Mathematics has differential effects at the top end of the grading distribution for both subjects. For instance, the effect of moving from a grade C to a grade B in GCSE Mathematics raises the probability of securing an A grade in Business Studies by about six percentage points -well over twice the impact a comparable change has on Economics performance. However, the effect of moving from a grade B to a grade A/A* raises the probability of securing the same grade in Business Studies by four percentage points -slightly over half the impact a comparable change has on Economics performance. At the bottom end of the grading distribution, improvements in GCSE mathematical attainment at the top end of achievement reduces the failure rate by considerably higher magnitudes for Economics compared to Business Studies candidates.
Table 3 examines the effect of overall GCSE scores on A-level performance. The table confirms the important role that these average scores exert in determining the A-level outcomes of candidates in both subjects. However, there are some important differences between the two subjects. For instance, if the average GCSE score obtained by candidates taking these two A-level subjects was six (i.e., the equivalent of all Bs at GCSE level), the proportion of Business Studies students achieving a grade C or better would be 88% as compared to 66% for Economics students. The average GCSE score of five reported in table 3 is low relative to the average entry requirement for most A-level programmes. In spite of this, in excess of 60% of Business Studies candidates with this level of achievement and the characteristics noted would achieve a C grade or better in this subject -nearly three times the rate for the sample of comparably qualified Economics candidates. Ashworth and Evans (1999) but is in agreement with the findings of Hirschfeld, Moore, and Brown (1995) Williams, Waldauer and Duggal (1992) ) to the absence of role models or mentors for female students (Ashworth and Evans (1999) Booth, Burton and Mumford (2000) , is under threat of erosion. Tymms and Fitz-Gibbon (1991) and Tymms and Vincent (1994) The efficient score tests and are of the form i′R(R′R) -1 R′i where i is an n-element vector of ones and R is a matrix with row order n containing the score contributions (see text and Machin and Stewart (1990) ). The significance levels for these tests are reported in parentheses.
TABLES 2 AND 3 ABOUT HERE
The RESET test uses as auxiliary variables the ordered probit standardised index raised to polynomials of the fourth order.
The homoscedasticity test uses all the original regressors as auxiliary variables.
The omitted variables tests use the male variable interacted with the stated set of variables as auxiliary regressors. The predicted probabilities are computed based on the ordered probit estimates reported in table 1. The stylised individual is a white male, whose mother tongue is English, with a grade B in Maths GCSE, studies at a sixth-form college using the AEB syllabus and whose two other A-levels are in the social sciences and humanities respectively. Both parents are assumed to have completed secondary schooling with the mother working part-time and the father full-time. The points scores are based on weighted averages computed using the UCAS points tariff: A=10, B=8, C=6, D=4, E=2, N/U=0. 
