INTRODUCTION
In life testing, there are many occasions when the exponential distributions are appropriate statistical models for the random variables under study. The problem of jtesting the hypothesis concerning the parameters of these distributions has been extensively studied in the past four decades. Paulson (1941) , Epstein and Tsao (1953) , j Kumar and Patel (1971) , Weinman, et al. (1973) , and others considered the inference onq two exponential location parameters based on likelihood ratio or its equivalence.
For testing the equality of several exponential parameters Sukhatme (1936) considered I likelihood ratio tests; Hogg and Tanis (1963) proposed an iterated testing procedure by which earlier conclusion may be drawn. These procedures are long well known and only applicable for testing a hypothesis. However, the multiple comparisons between these parameters of interest by either pairwise differences or a linear contrast were not reported. In this paper, we propose a new range statistic, C, which is similar to the Studentized range statistic, for comparing several exponential location parameters by their differences or a linear contrast.
The statistic C proposed in this paper has not been seen in the literature nor in the books by Gumbel (1958) , Sarhan and Greenberg (1962) and David (1981) . The distribution of C and its moments are therefore obtained in Section 2. Applications of the C statistic to hypothesis testing and multiple comparisons concerning these location parameters are given in Section 3. The power function of the test is considered in Section 4. And the table of upper percentage points is also provided. We note that, if k=2, the C has an F distribution with 2 and 2v d.f. and it has an L-shaped density. When k>2, the distribution of C has an unimodel occurring at c 0 > 0 and the shape of the density is skewed to the right.
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1h2 upper ath percentage point c = CkV is obtained according to the equation
(2.5) i=O Since the range statistic will be used in certain applied problems associated with samples of size n, we let v = k(n-1) and then compute the table of the percentage point c for k = 2(1)10(2)20,25,30,40,50, n = 2(1) 10,12,1b,20,30,60,120,0; . .10,.05,.01 which is given in Table 1 .
The mth moment of C about origin may be obtained by the changes of variable
It is easy to show that, as n or v goes to infinity, the distribution of C in (2.4) converges to g(r). Thus, the critical value of c can be obtained by the equation
For large n, the approximation is fairly good as compared with the tabled ialues.
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MULTIPLE COMPARISONS i
Let -I, i k denote k(>_2) populations so that n independent observations Xil" X 1 2 ' " x in taken from population n.i are exponentially distributed with the
zero elsewhere, where xi is an unknown location parameter and 0 is a common but un-
It is known that the location parameter is also referred to as the guaranteed life span and the scale parameter the standard deviation.
I
Let Yi denote the first order statistic of the sample of size n from population 
YI
. Yk and let the well known minimum variance unbiased estimator of a be given
Define the range statistic C to be
Under the null hypothesis H o :
= "." cik, C has the same distribution as of (2.4).
This is because C is the ratio of R
, where R and V are independent.
The C range statistic provides a quick test for H 0 ; one rejects H o at c level of significance if the computed value of C is larger than ck,0 where P(C> k Ho) = c "
Since the C statistic is based on the range, it will not be as powerful as the F-test considered by Sukhatme (1936) when a test of hypothesis is concerned. However, if the multiple comparison anwong a's is interested, the Sukhatme's test is not applicable.
Like Tukey's Studentized range statistic for comparing normal means, the major role of the C range statistic will rest on its extensive use in pairwise multiple comparisons and simultaneous inferences on the location parameters.
Similar to Tukey's pairwise multiple comparison for normal means, we can construct a set of simultaneous confidence intervals for all of the differences Cii -aj by the following probability statements: (with 2vd.f.) divided by 2v. Their ratio defines C as of (2.2). Therefore, a set of (1-c)100% simultaneous confidence intervals for the difference a i -CEi is given by Furthermore, a generalization of the above pairwise comparisons of a's can be made by the linear contrasts of a's. The probability statement for the family of all contrasts is given by P {I ci(Y. -ci)fl c }I -
This is because the inequalities
where .c i = 0. This is because inequalities (3.3) hold true for all i~j if and only
is satisfied for all linear contrasts E c i 0 0. Thus, the (1-(%)100% simultaneous con- 
