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2A bstract
Chromatography is an increasingly im portant separation technique in the fine chem­
ical, pharmaceutical and biotechnological industries. The development of accurate, 
reliable mathematical models for chromatography is necessary for an efficient op­
timisation of the process. The past decade has seen a tremendous advance in the 
m athem atical modelling and optimisation of the chromatographic processes, with 
the increase in computational power that is now available. The purposes of this work 
are to (1) compare chromatographic models, (2) examine the choice of chromato­
graphic models employed and (3) compare different chromatography configurations 
applied to the same process.
W ith the variety of chromatography models available, there is a need to decide 
which model is best suited to a given process and the means by which the model 
parameters can be determined. A novel approach is proposed in this thesis for 
the model param eter and model selection for chromatographic processes to address 
both these issues and is illustrated using three case studies. This work highlights 
the differences in using simulated, theoretical data (which most modelling work 
commonly illustrated with) and experimental data, particularly data of complex 
bio-mixtures. Model selection is conducted using a recent graphical interpretation 
method, discussing the advantages and disadvantages of this method.
Over the years, the operation of the chromatographic process in these industries 
has undergone some changes and it is no longer limited to batch processing. Whilst 
the single column is still popular in preparative chromatography, multi-column pro­
cesses are now becoming increasingly popular in industrial-scale chromatography to 
produce large amounts of highly purified products.
In light of the diversity of operational policies now available to chromatography, 
the second half of this thesis addresses examines the differences between the single 
column and the multicolumn chromatographic processes. Preliminary work is done 
on developing a detailed model of the simulated moving bed (SMB) chromatographic
3process, presenting both a dynamic model and two cyclic steady state (CSS) models. 
A theoretical case study is then optimised for the operation of the SMB process.
The simulated moving bed (SMB) process and its recent variation, the Varied 
process, are particularly well known. Such processes are continuous and are able to 
produce large quantities of high purified products. The decision of choosing either 
a single column or multi-column process for a separation is not a clear cut one. As 
the configurations and process operations in these processes are vastly different, an 
economic comparison between the optimised process alternatives is thus necessary 
to properly assess the strengths and weaknesses of each system, particularly from 
an industrial point of view. In column chromatography, a single column, as well as 
a single column with recycle and peak shaving operations, are considered, whilst for 
the multi-column alternative, the SMB process and its variations (Varicol, Powerfeed 
etc.) are examined.
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Introduction
In this chapter, the background to this project is given. First, the main 
processes and applications of chromatography are briefly introduced to­
gether with an overview on the history of chromatography (Section 1.1). 
Background information on the scale o f operation, separation and oper­
ation techniques used in chromatography are subsequently reviewed (Sec­
tion 1.2). The different mechanisms of chromatographic separation are 
also studied (Section 1.3). The motivation and objectives of this research 
are discussed (Section 1-4), and an outline of the thesis is delivered (Sec­
tion 1.5). Finally, the main contributions of this research work are sum­
marised (Section 1.6).
1.1 Introduction
Chromatography is a separation technique in which a mixture is separated into its 
constituents, usually by passing it through a surface of some adsorbent (McKetta, 
1979). Chromatographic methods are characterised by their high selectivity and 
their ability to achieve separation between components of very similar physical and
23
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chemical properties (Coulson and Richardson, 1991). Analytical chromatography is 
used extensively in areas such as the analysis of art objects, quality control in in­
dustry, analysing biological materials and in forensics. However, chromatography is 
also used as a commercial separation process known as production chromatography. 
Production chromatography is a relatively new unit operation in the process indus­
tries and its use is increasing with the growing demand for high purity materials 
(Coulson and Richardson, 1991). Development of accurate and reliable m athem ati­
cal models for chromatography is thus necessary for an efficient optimisation of the 
design and operation of the process. The increase in computational power available 
over recent years has seen a tremendous advance in research within mathematical 
modelling and optimisation of chromatographic processes. W ith the variety of chro­
matography models available, there is, however, a need to decide (i) which model is 
best suited to describe a given separation process and (ii) the means by which the 
model parameters can be determined.
In addition, over the last decade, the operation of chromatographic separations 
in industry has undergone several changes and is no longer limited to batch pro­
cessing. Whilst the single column is still popular in preparative chromatography, 
multi-column processes are now increasingly favoured in industry to produce large 
amounts of highly purified products. Choosing between a single column or multi- 
column process for a separation, and the different operating strategies for each, is not 
a clear cut decision, given the vastly different configurations and operating policies 
within these alternatives.
In view of these needs, this work sets out to address (1) the choice of which 
chromatographic models to employ in optimisation of design and operation and 
(2) to compare different chromatography configurations, and operating strategies, 
applied to the same separation to determine which is the most suitable for a given 
separation. To be able to attend to these issues, one requires a clear understanding 
of the background to chromatography.
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1.1.1 H istory o f chrom atography
The first scientific reports demonstrating the chromatographic phenomena appeared 
in the 1890s but it was not until 1906 that the era of analytic chromatography began.
This was due to the publication of a paper by Mikhail Tswett, a Russian botanist, 
describing the separation and identification of the components of a mixture of struc­
turally similar green and yellow chloroplast pigments in leaf extracts. A solution 
of these extracts on carbon disulphide was passed through a column packed with 
chalk. Through this experiment, the mechanism by which separation occurred was 
identified to be adsorption. In addition, the application of a pure solvent to the 
development of a chromatogram was discovered. It was then that the potential of 
the technique of adsorption as a means of identifying compounds by properties other 
than colour was realised (Kirk-Othmer, 1993). Tswett is credited as “the father of 
chromatography” because he coined the term  chromatography, (coming from the 
combination of two Greek roots ”chroma”, meaning colour,and “graphe” , meaning 
writing), and because he scientifically described the process (McNair and Miller, 
1998).
In the 1940s, Martin and Synge introduced liquid-liquid partition chromatogra­
phy using silica gel loaded with water as a chromatographic stationary phase. These 
separations took place due to a combination of adsorption and partition. Martin 
suggested in this paper (Martin and Synge, 1941) the possibilities of using gas as 
a mobile phase; the work of which he only undertook nearly a decade later with 
James (James and Martin, 1952). Around the same time, Tiselius independently 
developed frontal analysis and displacement analysis (Scott, 1976).
In 1949, Maclean and Hall introduced a starch binder into an alumina absorbent 
to make the first effective form of Thin-Layer Chromatography (TLC). It was discov­
ered that TLC had advantages over paper chromatography due to the larger forces 
between the component molecules and adsorbent relative to component molecules 
and a liquid. TLC was developed extensively and became an extremely effective
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separation technique with a wide field of applications (Scott, 1976).
W ith the publication of James and M artin’s work on using gas as a mobile 
phase (James and Martin, 1952), gas-liquid chromatography techniques were de­
veloped and Gas-Liquid Chromatography (GLC) rapidly replaced analytical low- 
tem perature distillation in the petrochemical and petroleum industries. It had a 
phenomenal rate of development as the basic chromatograph was simple and inex­
pensive, simple methods of detection could be employed and effective separations 
could be obtained with basic coating and packing (Scott, 1976).
Despite its wide range of applications, GLC had a large number of problems, 
especially where thermally labile and highly polar materials in the high molecular 
field had to be separated. Attention was therefore turned to the development of 
liquid column chromatography (Scott, 1976).
Modern liquid chromatographic techniques originated in the late 1960s and early 
1970s. The recent development of modern liquid chromatography with special col­
umn packings and fully automated equipment has renewed the interest in liquid 
column chromatography. High Performance Liquid Chromatography (HPLC) now 
utilises adsorbent particles having diameters of 20pm  or less to achieve faster and 
sharper separations. The use of smaller-diameter particles requires pressures to 
be about 14 to 140 bar to force the feed and solvent through the tightly packed 
bed, and the technique is therefore sometimes referred to as High Pressure Liquid 
Chromatography (Schweitzer, 1996).
1.1.2 Theory o f chrom atography
In this section, the basic concept of a chromatographic process is explained to provide 
an a understanding of the fundamentals of the chromatographic technique.
A summary of im portant terms generally used when describing chromatographic 
processes is given in Appendix A.
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W hat is chrom atography?
The definition of chromatography given by the International Union of Pure and Ap­
plied Chemistry (IUPAC) is: “Chromatography is a physical method of separation 
in which the components to be separated are distributed between two phases, one 
of which is stationary (stationary phase) while the other (the mobile phase) moves 
in a definite direction” (McNair and Miller, 1998).
Chromatographic separations depend on fundamental differences in the affinity 
of the constituents of a mixture for the phases of the chromatographic system (Kirk- 
Othmer, 1993). The constituents separate by distributing themselves between two 
phases present in the chromatographic unit. These phases, so named because of their 
motions relative to one another, are known as the mobile phase and the stationary 
phase. The separation of the constituents results primarily from the differences in 
their affinity for the stationary phase.
There are a great many different types of chromatography and these can broadly 
be classified according to the nature of the mobile and stationary phases (gas or 
liquid) as well as the technique (planar or column) used in separation. There are 
generally two large classes of chromatography, gas chromatography (GC) and liquid 
chromatography (LC) and their names derive from the nature of the mobile phase 
under which the chromatography is carried out. In this thesis, the focus is on liquid 
chromatography.
W hen to choose chrom atography?
The chrom atographic process
Figure 1.1 is a schematic representation of the chromatographic process. The hor­
izontal lines represent the column and time is zero at the top and increases down­
wards. Each line represent what is happening in the column as time progresses.
A mixture of components A and B is introduced into the column and it is then 
carried along the column (from left to right) by the mobile phase. It is thus in
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contact with two phases, the stationary phase and the mobile phase. The stationary 
phase is contained in a column or sheet, through which the mobile phase moves 
in a controlled manner relative to the stationary phase. The components in the 
m ixture which have a greater preference for the stationary phase compared to the 
mobile phase, is adsorbed. In Figure 1.1, component B has a higher affinity for the 
stationary phase and is adsorbed. The unadsorbed part of the mixture is carried 
along by the mobile phase (Component A). An equilibrium is established between 
the adsorbed components (peaks below the lines in Figure 1.1) and what remains in 
the mobile phase (peaks above the lines).
Due to the differences in the affinity of the components for the stationary phase 
and the mobile phase, the components tend to be swept along the column with the 
mobile phase at different rates. This selective interaction of the constituents with 
the two phases is known as partitioning (Kirk-Othmer, 1993), while varying rates of 
movement of different constituents in the column is known as differential migration 
(Snyder and Kirkland, 1974).
In Figure 1.1, each component partitions between the two phases, as is shown by 
the peaks above and below the line. The peaks which are above the line represent 
the amount of a particular component in the mobile phase, while the peaks below 
represent the amount in the stationary phase. From Figure 1.1, it is observed that 
component A has a greater distribution in the mobile phase, while component B 
has a greater affinity in the stationary phase. Consequently, component A is swept 
down the column faster than component B, which spends more time in the stationary 
phase. Thus, separation of the components occurs as they travel through the column. 
Eventually, each component leaves the column and pass though the detector. The 
output signal gives rise to the chromatogram shown at the right side in Figure 1.1 
(McNair and Miller, 1998). The chromatographic peaks in the figure widen or 
broaden as the separation progresses. The is known as band broadening. (Refer to 
Appendix A for more details on terms relating to chromatography.)
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Figure 1.1: Chromatographic Separation of A and B (MacNair and Miller, 1998)
1.2 Chromatographic operations and m ethods
Chromatography is a versatile separation tool which can be characterised by its scale 
of operation (Section 1.2.1), operation modes (Section 1.2.2), design configuration 
and operating policies (Section 1.2.2), and the equilibrium between the phases in 
the column (Section 1.2.3). The following sections will summarise the main features 
of these characteristics.
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A n a ly tica l P re p a ra tiv e P ro d u c tio n
Performance criteria Resolution and Throughput Production cost, i.e.
and basis for design speed of for specified throughput/cost per
analysis purity year, for specified purity
— 0.02-0.3 kg/h(100mm
Processing rate --- O.lg - 1kg diameter), 0.2-3.0 
kg/h(300mm diameter)
Column diameter 0.3-5mm 3-40mm >30mm
Column length >0.03m 0.1-2m 0.2-2m
Particle sizef 3-8/im S-60p 20-70^m
Table 1.1: Comparison of analytical, preparative and production chromatography 
(Coulson and Richardson, 1991) t except for proteins, which are about 30-300/im
1.2.1 Scale o f operation
Depending on the scale of operation, liquid chromatography can generally be divided 
into analytical, laboratory-scale preparative and process-scale chromatography. The 
fundamentals of all chromatography systems are basically the same whichever cate­
gory they fall in. In analytical systems, the objective is to identify the components 
present in a small sample volume (Subramanian, 1995). It is frequently used in 
fields dealing with forensic and biomedical studies. At the other end of the scale, in 
process chromatography, the end goal is to purify one or more components in the 
mixture and to simultaneously maximise the throughput. Lab-scale chromatogra­
phy falls in the mid-range and can be semi-analytical or preparative. It is the size of 
operating equipment and the quantity to be collected that will define the operating 
scale of the chromatographic separation. A comparison of the different categories of 
scale is given in Table 1.1 (Coulson and Richardson, 1991).
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1.2.2 Chrom atography m odes and techniques
Tiselius defined three distinct modes in which a chromatographic column can be op­
erated: elution, displacement and frontal (Subramanian, 1995). In addition, there 
are other means of operation which are intermediate (e.g. gradient elution) and 
other operating techniques which have been used to improve the operation of chro­
matography (e.g. recycling, peak shaving, simulated moving bed etc.). These modes 
and techniques are discussed in this chapter.
Elution chrom atography
Elution is the most widely utilised technique among the three main modes. In 
elution chromatography, a mixture is transported by the mobile phase through a 
fixed bed of sorbent, which is the stationary phase, as illustrated in Figure 1.2. Each 
component in the mixture migrates at a different rate along the column; those that 
travel faster elute from the column bed faster, enabling a separation to be achieved. 
The rate of migration of each component depends mainly on its distribution between 
the stationary phase and the mobile phase (McKetta, 1979). This distribution is 
a result of the interactions between the component and both the mobile and the 
stationary phase and an equilibrium between the two is established. The time which 
one constituent spends in the mobile phase, compared with the time it spends on the 
stationary phase, is different for different constituents. Components which interact 
less with the stationary phase are eluted from the column faster than those which 
interact more strongly with the stationary phase. In elution chromatography, all of 
the sample material is usually removed from the column during the chromatographic 
process and the column can thus be reused without regeneration (Kirk-Othmer,
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Figure 1.2: Elution Chromatography (Subramanian, 1995) 
D isp lacem en t ch ro m ato g rap h y
In displacement chromatography, there is minimal interaction between the mobile 
phase and the stationary phase. As the mixture is loaded into the column, compo­
nents with the weaker affinity for the stationary phase are displaced by components 
with a stronger affinity (In Figure 1.3, component A is displaced by component B, 
which is then displaced by component C). By adding a substance to the mobile phase 
which has a much stronger affinity for the stationary phase than the most strongly 
adsorbed component in the sample, the latter will be displaced. This results in a 
series of bands being set up across the column, each band being displaced by a band 
which is more strongly attracted to the stationary phase, as shown in Figure 1.3 
(Subramanian, 1995).
This technique is useful for the generation of pure material, especially in the 
application of environmental analyses. However, it has the disadvantage that once 
the column has been used, some of the sample remains on the column and the 
column has to be regenerated before it can be reused (Kirk-Othmer, 1993), which 
presents additional costs in terms of time and materials.
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Figure 1.3: Displacement Chromatography (Subramanian, 1995)
Frontal ch rom atography
Frontal analysis is a special form of displacement chromatography in which the 
sample is continuously introduced into the column. From Figure 1.4 one can observe 
how frontal chromatography works. The eluent collected first at the end of the 
column is the mobile phase, free of the material that is adsorbed on the column. 
When all the adsorption sites on the stationary phase are occupied, the component 
which has the weakest affinity for the stationary phase (Component A) begins to 
elute from the column. Eventually, with increased loading, all the adsorption sites 
are occupied by the component in the mixture with the highest affinity for the 
stationary phase (Component C).
Subsequently, the column can be washed free of the unadsorbed material. The 
remaining component can then be displaced using an appropriate substance which 
has a higher affinity for the stationary phase than the remaining component. Frontal 
chromatography is not well suited to the production of high quality materials and 
this limits its general applicability, although there are occasions when it is used, 
such as for adsorption isotherm studies.
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Figure 1.4: Frontal Chromatography (Subramanian, 1995)
O th er o p era tin g  m odes
In most cases, the three modes of chromatography described above are not sharply 
defined (Subramanian, 1995). Under elution conditions, if the concentration of the 
component is increased, the equilibrium between the mobile and stationary phase 
is changed. Competitive interaction between the constituents with the stationary 
phase takes place, depending on their affinity for the stationary phase. As such, 
the interaction of the components between the mobile phase and the stationary 
phase decreases. The dominant mechanism is then displacement chromatography 
and this is the so-called “self-displacement” effect. Where the concentration of the 
constituent is higher in the column, the predominant mechanism is displacement 
chromatography. At the back of the band, where the concentration is lower, the 
predominant mechanism becomes elution.
Changing the composition of the eluent is referred to as gradient elution. In­
creasing the strength of the mobile phase concentrates the band and induces a 
displacement mechanism, and also maintains the high concentration of component 
required for the displacement train in the column. For lower concentrations, gra­
dient elution works by an elution mechanism. When the constituents have a large
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difference in the strength of interaction, the gradient increases the rate of elution. 
O th e r  o p e ra tin g  te ch n iq u es
Many techniques have been used to improve the throughput of the chromatographic 
process. These are summarised briefly in the following sections (Subramanian, 1995).
R ecycle  w ith  p ea k  shaving: The technique of recycle with peak shaving was
used in the early days of modern preparative chromatography, where the product 
which was off-specification was recycled back to the column to improve the purity. 
It has recently been revived for use in preparative enantiomeric separations (Subra­
manian, 1995). Work involving recycle with peak shaving has demonstrated signif­
icantly better purification compared with conventional recycling operation (Teoh, 
2002). While it was useful in one-off operations, it is not a good method for process 
operations as it may be slow and difficult to autom ate (Subramanian, 1995).
O v erlap p in g  seq u en tia l in jections: Sequential injections onto a column can be
overlapped to use the window before the fastest component begins to elute from the 
column in order to collect fractions from the previous injection. Column usage is 
maximised in this manner and solvent usage can be reduced (Subramanian, 1995).
R everse  d ire c tio n a l flow: Another technique to improve column operation is to
reverse the direction of the flow in the column and to inject the sample alternately at 
either end of the column. This has been demonstrated to provide higher throughputs 
with reduced solvent consumption for elution chromatography (Subramanian, 1995). 
This approach, however, requires a column where the stability of the packed bed is 
unaffected by the direction of flow.
T rue m oving  b ed  ch ro m ato g rap h y : The true moving bed (TMB) process refers
to the technique where the stationary phase (“bed”) is moving countercurrent to the 
flow of the mobile phase. Due to the circulation of a solid adsorbent, or stationary
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phase, it is immensely difficult mechanically to operate a TMB process, in spite 
of the benefits of a countercurrent operation (Subramanian, 2001). Thus, the true 
moving bed concept is implemented in a different way, using the simulated moving 
bed (SMB).
S im u la ted  m oving b e d  ch ro m ato g rap h y : Simulated moving bed (SMB) chro­
matography refers to the technique where a continuous countercurrent operation is 
simulated to avoid the actual movement of the solid (the stationary phase), which 
is what happens in a true moving bed (TMB). In this mode, the bed is not mov­
ing. However inlet (desorbent and feed) and outlet (extract and raffinate) lines are 
shifted at a fixed time frequency, thus simulating the flow of the bed.
This technique was not commonly used in the past due to patent restrictions, 
although it has been around since the 1960s. Subsequently, when these restrictions 
were lifted, due to a lack of understanding of the complex process dynamics, there 
were engineering problems developing SMB units. W ith the recent development 
in instrum entation and understanding of the SMB process, its prospects for wider 
acceptance in industry is fast improving given its ability to produce large amounts 
of purified products very efficiently.
1.2.3 Linear and non-linear chrom atography
Chromatographic separation may be divided into linear and non-linear chromatog­
raphy depending on the operating region of the isotherm involved. An isotherm 
describes the relationship between the component concentration in the mobile and 
the stationary phases, and thereby characterises the component’s behaviour during 
separation. Different isotherms are discussed in more detail in Section 1.2.4.
L in ea r ch ro m a to g rap h y
Linear chromatography assumes that the concentration of the sample component in 
the stationary phase is proportional to its concentration in the mobile phase, and the
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isotherm is summarised by a proportionality coefficient. This assumption is usually 
valid for analytical applications of chromatography, where the sample size is small 
and the concentration is low.
N o n -lin e a r c h ro m a to g rap h y
In non-linear chromatography, the separation is carried out under overloaded condi­
tions (either concentration or volume overloaded), in order to maximise the process 
throughput. As the component concentration increases the ratio of component con­
centration in the stationary phase (q) to that in the mobile phase (C™) decreases. 
This is because with an increase in concentration, there is a decrease in the num­
ber of adsorption sites on the stationary phase available for further chromatography 
separation. Thus, the saturation of column capacity will cause intense competition 
between components of interest for the availability of free adsorption sites. As a 
result, the retention factor and solute (or component) velocity (refer to Appendix A 
for definitions) will not vary proportionally with respect to the changes in compo­
nent concentrations. In such a scenario, a more complex isotherm model is required 
to account for these deviations from linearity.
1.2.4 Adsorption equilibria
The two phases of a chromatographic system are never truly at equilibrium. As 
the continuous flow of the mobile phase pushes the sample components along the 
column, a difference in chemical potential of the component between the two phases 
is maintained and equilibrium is therefore not achieved (Guiochon et a/., 1994). This 
gives rise to local concentrations in both phases, which can be expressed numerically 
by an isotherm relationship, a function defining the behaviour of the component 
concentration between the mobile and stationary phase.
T h e  L in ear iso th e rm  The linear isotherm is the simplest relationship describing 
the adsorption equilibrium and can be represented by:
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qi = K C ?  ( 1 .1)
which means that the concentration of component i adsorbed on the stationary phase 
q at equilibrium is proportional to the component concentration in the mobile phase, 
C™, and Ki is the proportionality constant (also known as the Henry’s constant).
This isotherm is widely used in analytical chromatography as it simplifies cal­
culations of their elution profiles. Moreover, it does not include the influence of 
thermodynamics on the shape of the band profile, and thus the influence of the 
kinetic parameters (such as mass transfer parameters) can be isolated for study 
(Guiochon et al., 1994).
T h e  L an g m u ir iso th e rm  The Langmuir isotherm is derived from simple mass- 
action kinetics, assuming chemisorption (an adsorption by means of chemical forces, 
rather than physical). The underlying assumptions behind the Langmuir isotherm 
are:
1. The adsorbent presents a set of equivalent, distinct and independent binding 
sites.
2. Each site binds with one molecule only.
3. There are no interactions between the bound molecules.
The classical form of the Langmuir isotherm is given as:
oicr ^ c r  , 2.
q’ i +  biCr i +  her '
where b{ is the ratio of the rates of adsorption and desorption where b = ka/kd and 
qit8 is the saturation capacity of the stationary phase.
Experience shows that the Langmuir isotherm is an excellent approximation for 
single-component adsorption equilibrium in liquid-solid chromatography (Guiochon 
et al., 1994).
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The Bi-Langm uir isotherm  In most cases, the surface of the adsorbent used in 
chromatographic separations is not homogenous, but rather contains several different 
kinds of sites which behave independently. For the bi-Langmuir isotherm, it is 
assumed that two different kinds of sites exist and the equilibrium isotherm thus 
results from the addition of the two independent contributions of the two types of 
sites:
° i c r  c r  =  g s . i h c r
q' 1 +  W Cr 1 +  b2C p  1 +  biC?  1 +  b2C?  1 ’
where the subscripts 1 and 2 denote the different binding sites.
The C om p etitive Langmuir isotherm  The Langmuir isotherm can be ex­
tended to multicomponent systems as well. W ith the presence of other components 
in the solution, the amount of each component adsorbed at equilibrium is less than 
if that component were alone. This is due to the interference of the different com­
ponents. A kinetic derivation of the competitive isotherm for a binary mixture can 
be found in Guiochon et al. (1994). For the xth component of a multicomponent 
system, the competitive isotherm can be written:
« = T T ^ W  ( L4)
where n is the number of components in the system. The coefficients a:- and bi are the
coefficients of the single-component Langmuir equilibrium isotherm for component
i.
The C om petitive bi-Langmuir isotherm  This isotherm is analogous to the 
competitive Langmuir isotherm, except in this case, the surface of the adsorbent is 
covered by two different kinds of sites, and thus the competitive behaviour of the 
two components is accounted for by using the bi-Langmuir isotherm:
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1.3 P rin cip les of separation
In this section, the different retention mechanisms or principles encountered in chro­
matographic separation are discussed. In all chromatographic separations, with the 
exception of size exclusion chromatography (SEC) (gel filtration), the components 
adsorb to the surface of the stationary phase. The following sections discuss each 
retention mechanism in detail. Note that the emphasis of this work is on adsorption 
chromatography.
A d so rp tio n  ch ro m ato g rap h y
Adsorption is based primarily on the differences in the relative affinity of compounds 
for the solid adsorbent used as a stationary phase. This affinity is determined almost 
entirely by polar interactions, molecules are retained by the interaction of their polar 
functional groups with the surface functional groups. Component molecules which 
have greater interaction with the stationary phase, and are thus more retained in 
the column to elute later. Figure 1.5 illustrates the principle behind adsorption.
Mobile Phase
Stationary phase
•  A: Components with lower affinity for the stationary phase
A B: Components with higher affinity for the stationary phase
Figure 1.5: Adsorption chromatography of two components
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Ion-exchange chrom atography
Ion-exchange chromatography (IEC) is an adsorption process in which a reversible 
exchange of ions occurs between the aqueous carrier, the mobile phase, and the 
charged surface of the ion-exchange resin (the stationary phase). The ion-exchanger 
consists of an insoluble matrix to which fixed charged groups e.g. sulphonate or
carboxylate, have been covalently bound. The charged groups are associated with 
mobile counter-ions, such as sodium or potassium. These counter-ions can be re- 
versibly exchanged with other ions of the same charge without altering the matrix.
The ionic feed is introduced into the mobile phase and when introduced into the 
column, results in retardation in movement due to ion-exchange between component 
ions X and mobile phase ions Y with the charged groups R of the stationary phase 
(Coulson and Richardson, 1991):
X ~  +  R +Y~  =  Y~  +  R + X ~  (anion exchange) (1-6)
X + +  R ~ Y + = Y + +  R ~ X + (cation exchange) (1.7)
The more strongly the component ion X interacts with the exchanger ion R, 
the more strongly it is retained and then later it will elute in the chromatogram. 
For cation-exchange chromatography, positively charged ions are separated while 
in anion-exchange chromatography, negatively charged ions in the sample interact 
with, and bind to, cationic stationary phases (Kirk-Othmer, 1993).
Solute retardation refers to the retention strength of the component in chro­
matography. It is controlled by the charge strength of the component ions, the ionic 
strength of the mobile phase, the charge strength of the counterion on the resin and 
the pH of the mobile phase. Retardation can be decreased by increasing the ionic 
strength of the mobile phase or decreasing the charge strength of the counterion. In 
addition, by adjusting the mobile phase pH in such a way that dissociation of either 
the component, the counterion on the mobile phase or both occurs, the retardation
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can decreased (McKetta, 1979). As IEC can be carried out with an aqueous mo­
bile phase near physiological conditions, this is an im portant technique used in the 
purification of proteins (Coulson and Richardson, 1991).
Partition  chrom atography
Partition chromatography, also known as liquid-liquid chromatography, is based on 
the relative solubility characteristics of components between the mobile phase and 
a liquid phase held stationary by impregnation on a porous, inert support. The 
stationary phase is normally more polar than the mobile phase, but sometimes it 
may be more beneficial to have the roles reversed and to have a stationary phase 
that is less polar than the mobile phase. This is known as reversed phase partition 
chromatography (Perry et al., 1972).
In practice, the range of stationary phases which can be used is restricted. As 
the component molecules arefree to diffuse within both the mobile and the station­
ary phase, the thickness and viscosity of the mobile phase are relevant properties 
affecting the speed of separation (McKetta, 1979).
Exclusion chrom atography
Size exclusion chromatography (SEC), also known as gel permeation chromatogra­
phy (GPC) or gel filtration chromatography (GFC), separates molecules by size in 
solution. The sample is passed through a column which has been tightly packed with 
a porous permeable gel in the mobile phase which fills the gel pores and interparticle 
spaces. Small molecules can diffuse into all of the gel’s pores while molecules which 
are too large to enter the pores are totally excluded from the pores and remain in 
the interstices.
As the mobile phase passes through the column, molecules inside the pores are 
left behind until they can diffuse back out of the pores into the mobile phase. Large 
molecules which cannot enter the pores are swept along with the mobile phase and 
are thus eluted first from the column. Small molecules permeate the gel’s pores to a
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varying extent depending on molecular size and are retained in the pores to varying 
extents in order of size. Small molecules which spend the longest time in the pores, 
are eluted last.
B o n d ed -p h ase  c h ro m a to g rap h y
In bonded-phase chromatography, the stationary phase is chemically bonded to a 
support (usually silica-based particles). This changes the surface functionality and 
chemical nature of the packing material, imparting a hydrocarbon phase to the 
silica support. This maintains the mechanical strength and high surface area of the 
support. The bonded phase material contains polar functional groups such as amino 
(N H 2 ) or cyano (C N ) groups to which the sample molecules are attracted.
Most bonded phase packings are designed for use in reversed phase modes, but 
normal modes are also available. The degree of retention on the column is a function 
of the polarity of the bonded phase, the particle size, and the pore diameter of 
the substrate particles. The range of packings can be used to modify the system 
and gives bonded-phase chromatography its flexibility and advantage over partition 
chromatography (Schweitzer, 1996).
B o n d ed  n o rm a l phase  A mode of chromatography in which a polar organic 
phase is chemically bonded to the silica substrate. The bonded phase material 
contains polar functional groups such as amino (N H 2 ) or cyano ( CN)  groups to 
which the sample molecules are attracted. The degree of retention on the column is 
a function of the polarity of the bonded phase, particle size, and pore diameter of 
the substrate particles.
R ev e rse  phase  A mode of chromatography in which the solvent or mobile phase 
is more polar than the stationary phase. Reverse phase chromatography is gener­
ally used for the separation of non-polar or weakly polar water-soluble molecules; 
however, more polar molecules can also be separated by using a more polar bonded
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phase or such special techniques as ion pairing.
Affinity chrom atography
When the region of one molecule is complementary to another region on a different 
molecule, this gives rise to “co-operation interactions”, similar to how a lock and 
key work (Coulson and Richardson, 1991). Affinity chromatography utilises these 
interactions to carry out the separation process.
One molecule is chemically bonded to the support matrix, or stationary phase, to 
form the ligand, while the other molecule is the ligate, the component to be adsorbed. 
The interaction between the two molecules is very specific as the adsorption of the 
two molecules depends on molecular “recognition” .
Bio-affinity chromatography uses a number of such complexes which occur in 
biological systems, e.g. antibody-antigen and enzyme-cofactor. Affinity chromatog­
raphy can also be used where synthetic ligands such as dyes or electron donors 
are used, although this technique has been applied almost exclusively to biological 
ligates (Coulson and Richardson, 1991).
Chiral chrom atography
The chirality of many biochemical molecules is increasingly being recognised as 
crucial to their activity and toxicology. Pure enantiomers, also known as optical 
isomers, are two mirror forms of the same compound where the physical properties 
are the same, however, one form of the compound may be bioactive whilst the other 
may be toxic (Kirk-Othmer, 1993).
Chiral chromatography can be used to separate a racemic mixture (mixture of 
two enantiomers) to its individual components and is useful in separating phar­
maceuticals and biochemical compounds. There are various types of chiral sta­
tionary phases used for chiral chromatography which utilise either attractive inter­
actions, metal ligands, inclusion complexes or protein complexes to carry out the 
separation(Kirk-Othmer, 1993).
Chapter 1. Introduction 45
Thin layer chrom atography (TLC) and paper chrom atography (PC )
These are very similar and are both simple, rapid techniques which uses inexpensive 
and portable equipment. A chamber is used to isolate the “column” which is a 
piece of paper in paper chromatography and a glass plate coated with an adsorbent 
such as silica gel in thin layer chromatography. The chromatogram is developed by 
allowing a mobile phase to move through the column, carrying with it materials to 
be separated which are soluble in the “column” to various extents. The “column” is 
subsequently removed and the mobile phase evaporated. The separated components 
are then visualised, for example by using a ultraviolet lamp (Kirk-Othmer, 1993). 
TLC is widely used in forensic, chemical and pharmaceutical analytical work, whilst 
PC is mainly used in analytical work separating and identifying substances such as 
such as sugars, amino acids, and natural pigments.
Supercritical fluid chrom atography (SFC)
Supercritical fluid chromatography was developed in the 1960s but not used exten­
sively until the early 1980s. The mobile phase is a supercritical fluid which has 
physical and chemical properties which are intermediate between a gas and a liq­
uid. It is these properties which are strong factors in determining the selectivity 
and sensitivity towards individual components and the efficiency of the separation. 
Supercritical fluids can be viewed as dense gases which cannot become liquids. At 
constant temperature, an increase in pressure increases the density of a supercritical 
fluid. The solubility of materials in a solvent increases with density, thus the solvat­
ing power of the supercritical fluid increases as pressure increases. In this manner, 
retention can be changed in supercritical fluid chromatography.
Supercritical fluid chromatography can be performed using either capillary or 
packed columns. Usually, carbon dioxide is used as the supercritical mobile phase 
as it is compatible with chromatographic hardware, is readily available and is non- 
corrosive. The most important detector used for supercritical fluid chromatography
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is the flame-ionisation detector as the mobile phase does not give a significant back­
ground signal (Kirk-Othmer, 1993).
Recent applications of supercritical fluid chromatography include separations in 
the drug and food industries as it has the advantages of low operating temperatures, 
selective detection and its sensitivity to the molecular weight of the feed components 
(Kirk-Othmer, 1993)
1.4 M otivation and objectives
The background and history of chromatographic separation has shown it to be well 
established as an analytical technique since the 1950s. As a large-scale unit opera­
tion it is still, however, a relatively new entrant. The high selectivity and efficiency 
of chromatography render it an attractive separation tool for demanding purification 
problems, especially in downstream processing applications in the biotechnological, 
pharmaceutical and fine chemical industries. As such, detailed mathematical mod­
elling is necessary to obtain insight into the dynamics and equilibria of chromato­
graphic separations, in order to reduce the time and effort required to develop new 
chromatographic processes. The dynamic and interactive nature of chromatography 
make it difficult, however, to model the separation efficiently. A dynamic mathe­
matical model employs a system of partial differential and algebraic equations to 
describe the chromatographic process. The solution of such a complex model is a 
challenging m atter and in the past, a number of assumptions were introduced to 
simplify the model to reduce the computation effort required. With the recent ad­
vances in computational power and availability of robust algorithms, more complex 
models can be solved.
With a range of chromatography models of varying complexity presented over the 
years, the difficulty now lies in the correct choice of model for a given application. It 
is important that an appropriate model is selected in order to represent the process 
dynamics accurately but without excessive computational time. While both the
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equilibrium-dispersive model and the general rate model have been widely used, 
little work has been done to compare these models properly and the criteria to be 
used as a basis for model selection has not been considered. A systematic approach 
for model parameter estimation and model selection utilising numerical parameter 
estimation and little experimental effort is therefore proposed (Chapter 3).
Optimisation of the chromatographic separation is an even more complex task 
given the non-linear characteristics of the separation and the high inter-dependency 
between column design parameters and operating conditions of the process. Having 
selected an appropriate model which represents the column process dynamics ade­
quately, optimisation of the process can now be conducted using newly developed 
optimisation tools (Teoh et al, 2001; Teoh, 2002).
Multi-column chromatographic separations such as simulated moving bed (SMB) 
processes are becoming popular in industry to meet the demand for large amounts of 
purified products. W ith its complex process dynamics, the efficiency of the separa­
tion is highly dependent on its operating parameters. However, due to the switching 
nature of the SMB process, it may take many cycles to reach steady state, depending 
on the separation involved. Ideally, the process should be examined at steady-state 
conditions. As such, the optimisation of this process is examined in this work using 
a cyclic steady state (CSS) model developed using a dynamic optimisation technique 
to determine the optimal operating conditions (Chapter 4).
The development of single and multi-column chromatographic processes in recent 
years provides a wide range of choice in separation systems. However, given a par­
ticular separation, it is not always clear which of these systems should be employed 
as all may be suitable but all have certain trade-offs associated with them. An 
approach for the determination of the most suitable single or multi-column process 
for a given separation is proposed where the optimal design and operation of each 
alternative is compared based on a common economic objective function (Chapter
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1.5 Outline of the thesis
This thesis focuses on the modelling and optimisation of chromatographic processes. 
Detailed, dynamic mathematical models previously presented in the literature, are 
developed from experimental data using a novel systematic approach. These mod­
els are then compared against the experimental data using a graphical method for 
model selection. Subsequently, these models, coupled with a dynamic optimisa­
tion technique, are used to determine the optimal design, and operating policy for 
different chromatographic processes.
The history and background of chromatography has been examined in Chapter 
1, detailing the mechanism of chromatographic separation and the different modes 
of operation within chromatography.
Different chromatography models available in the literature and the work that 
has been done using these models over the years are detailed in Chapter 2. Optimi­
sation work done in the area of chromatography is also reviewed.
The choice of which model to use for a given chromatographic process is explored 
in Chapter 3. A systematic approach for model parameter estimation and model 
selection is proposed by comparing the performances of different models to allow 
the determination of the most appropriate model. This approach is demonstrated 
through a theoretical case study and further illustrated with two experimental case 
studies of complex mixtures.
The modelling and optimisation of a simulated moving bed (SMB) chromatog­
raphy unit is examined in detail in Chapter 4. The dynamic SMB model is reformu­
lated as a cyclic steady state (CSS) model, and is demonstrated that the CSS model 
describes the steady state of the dynamic SMB model adequately. The CSS model 
is then used to determine the optimal operating parameters for an industrial-scale 
case study.
In Chapter 5, an investigation of different single column and multi-column chro­
matographic processes - a single column, a column with recycling, a simulated mov­
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ing bed process and a Varicol process - is carried out. The selection of the most 
appropriate separation system means that the best design and operation of each 
candidate process must be determined first. To allow a fair comparison between 
such different alternatives, an overall economics objective function that encompasses 
capital investment, operating costs and production revenues is used. The approach 
developed is illustrated using a verified case study.
1.6 M ain contributions of this thesis
The following summarises the main contributions of this thesis:
• A systematic approach for model parameter estimation and model selection 
has been proposed and verified using different case studies.
• A comparative study on the dynamic and steady-state model of a simulated 
moving bed model and their optimisations for operation has been performed.
• A method developing the economic optimisation of different chromatographic 
processes, including a single column, a column with recycling, simulated mov­
ing bed process and Varicol process, in order to select the optimal separation 
system for the same separation task.
Chapter 2
Literature review
In this chapter, the importance of modelling in chromatography (Section 
2.1) and the mathematical models available in chromatographic separation 
(Section 2.2) is discussed. The modelling work of these models in the 
literature is then reviewed (Section 2.3), followed by the optimisation 
efforts in the past on such models (Section 2-4)- Finally, some concluding 
remarks are discussed in Section 2.5. The lack of detailed comparative 
work between different chromatographic models and that between different 
chromatographic processes is highlighted.
2.1 The im portance of m odelling in 
chromatography
Chromatography is increasingly being used as a purification method in many phar­
maceutical separations, including the purification of enantiomers, peptides and pro­
teins. As the optimisation of a chromatography separation involves optimising many 
experimental parameters, it is thus necessary to model the separation (Felinger and 
Guiochon, 1995).
50
Chapter 2. Literature review 51
A process model is a set of equations, including the necessary input data to solve 
these, tha t allows the prediction of the behaviour of a chemical process system. A 
simulation then solves this set of equations to give a theoretical prediction of the 
expected behaviour of the system with the given input data.
Process models are used for different purposes such as
1. Understanding the effects of the operating variables on process behaviour and 
the main parameters influencing the separation
2. Prediction of column behaviour
3. Investigation of the influence changes these parameters have on the perfor­
mance of the column
4. Determination of optimal design and operating conditions
In preparative chromatography, where the aim is usually to improve the produc­
tion rate, large amounts of sample are used in the chromatographic column. As a 
result, the adsorption isotherms deviate from linear behaviour, generally resulting 
in competitive isotherms for multicomponent mixtures. Thus, the amount of one 
component adsorbed at equilibrium is dependent on the presence and concentration 
of other components.
The modelling of chromatography is therefore a difficult task given the complex 
attributes of non-linear chromatography, in addition to the inherent dynamic nature 
of the process and the interactions between the process variables. Hence, it is difficult 
to predict the elution profiles accurately, especially when the process is subject to 
disturbances {e.g. changes in feed concentrations and loads).
Thus, overcoming these challenges in mathematical modelling and computer sim­
ulation of chromatographic processes is an important area of study, to enable a more 
efficient use of chromatographic columns. Modelling provides valuable information 
about the physical and thermodynamical kinetics, as well as the flow phenomena
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through the granular media that makes up the stationary phase in the chromato­
graphic column.
Modelling the chromatographic process does not eliminate experimental work, 
as some real data is required to develop a reliable model. However, experimental 
work and modelling complements each other in developing a better understanding 
of the separation process and accurate and reliable models allow for a reduction in 
the time and effort required to make a process concept a reality.
2.2 M athem atical models in chromatography
Over the years, many chromatography column models have been developed and 
used in the literature, with the study of the more complex models rendered possible 
with advances in computational power and technology. In this section, these models 
and their assumptions are described, and some of the work done in the literature 
using these models is reviewed. The models may be divided into two categories - 
microscopic and macroscopic models.
2.2.1 M icroscopic m odelling
Microscopic modelling, sometimes known as atomistic models or stochastic models, 
usually take into account all the molecules in the system (Lipkowitz, 1995). The 
work done in this area is considered separately for the molecular model and the 
stochastic (or statistical) model, although the former is a subset of the latter.
M olecular m odelling
In recent years, molecular modelling has made its foray into chiral chemistry in 
order to understand where and how the chiral selection takes place in chromatog­
raphy. Such an understanding is vital in the quest for improvements in design of 
chromatographic systems. The precision in which the intermolecular forces work in
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concert to promote the component binding to the stationary phase is not clear, and 
is the focus of much research in the area of molecular recognition (Lipkowitz, 1995). 
Atomistic modelling of this type is done in two different ways:
F itt in g  p ro ced u res : The fitting procedure is a rationalisation between molecular
structure and physico-chemical properties with biological response (Lipkowitz, 1995). 
The response is regressed to a set of molecular descriptors for the molecules, and 
these are used in the model to predict an unknown molecule’s property or anticipated 
response. Molecular descriptors often include information about molecular size and 
shape, electronic effects and lipophilicity. Existing data is required to create the 
model and allow the user to interpolate or extrapolate new properties/activities of 
the unknown molecules within the same class of compounds.
C o m p u ta tio n a l too ls: The model can be developed using 5 major computational
tools together with sample data which are summarised in Table 2.1:
Weinstein et al. (1980) proposes a molecular inter-calculation model to account 
for the discrimination in the interactions within the series of chiral secondary amides. 
The model explains the gas-liquid chromatography resolutions which occur when 
these amides are used as the chiral stationary phase and energy computations con­
ducted support the stability of the molecular structure which follow from the model.
Lipkowitz (1995) provides a detailed review on atomic-level modelling in chiral 
chromatography, focussing on chiral stationary phase (CSP) types II to V, where 
regression models are more common (using fitting procedure). This stems mainly 
from the fact that the shape of these CSPs is largely not well-defined or not known 
at all. Despite such models lacking the atom-by-atom details of the interactions 
occurring in chromatography, they nevertheless provide im portant information con­
cerning where and how chiral recognition takes place. Furthermore, they are capable 
of making predictions.
A later review by Lipkowitz (2001) focussed on CSP types I to V and high-
Chapter 2. Literature review 54
M odel to o ls C h a ra c te r is tic s
Quantum mechanics 
(QM)
Spatial positions of electrons and nuclei described with an 




Non-quantum mechanical way of computing structures, 
energies and some properties of molecules using an 
empirical force field (EFF)
Molecular dynamics 
(MD)
The Newtonian laws is applied to the motion of atoms, and 
the equations integrated using the same EEF as in MM
Monte Carlo (MC) 
simulations
The same EEF used in MM and MD is used to obtain a large 
number of energetically feasible states for various molecule 
configurations, providing averaged energies and properties
Molecular graphics Renders the data from QM, MM, MD and MC manageable 
for simulation, showing four or five attributes in a 
single image
Table 2.1: Computational tools used for molecular modelling studies
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lighted the need for adequate samples on the potential energy surfaces (PES) of the 
diastereomeric complexes. The methods used for sampling PES implementing dif­
ferent methodologies is compared. The care to be taken to have adequate samples of 
the im portant regions of the diastereomeric PES and to perform a statistical averag­
ing of results is also stressed upon. Lipkowitz also reviews the work in the literature 
involving the use of molecular modelling tools (Table 2.1, mostly in gas chromatog­
raphy to understand component behaviour in the cavity (of the stationary phase) 
and evaluate detailed stractual features of the “guest-host” complex formed dur­
ing the process. With good agreement with experimental data, the computational 
tools are a valuable adjunct to the existing experiment in providing information on 
atom-atom interaction, as well as being a predictive tool.
The statistica l m odel
In molecular modelling, a great deal of the focus is on the structure and detail of 
the interactions that take place during the bonding of the component to the station­
ary phase. The statistical model on the other hand, uses the observations on the 
molecular level to obtain a concentration distribution to model the chromatographic 
process.
Giddings and Eyring (1955) introduced a statistical model to describe the molec­
ular migration in chromatography. This dynamic molecular approach is based on 
statistics, where the chromatographic process is treated as a Poisson distribution 
process. The random migration of a single solute along a chromatographic column 
(described by the “random walk” approach) is considered to derive an expression 
for the elution profile or the residence time of a molecule in a column. Some of the 
assumptions for this model include:
• random adsorption and desorption processes
• single type site on a stationary phase
• impulse injection is used
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• axial dispersion is negligible
• mass transfer kinetics approximated using a random walk model
The moment of the peak is a mathematical equation that describes a character­
istic of the distribution function. The relationships between the statistical moments 
and chromatographic parameters are summarised by Wheelwright (1991) as follows: 
Zeroth moment —* band area or the injected sample 
First moment —► retention time or retention volume 
Second moment —* peak width or variance of profile 
Third moment —*• symmetry of peak
Fourth moment —► flatness or peakedness (kurtosis) of peak
The research using such models include the works of Karger et al. (1973), Hor­
vath (1983), Dondi and Remelli (1986).
In the past, statistical models were limited to linear isotherm systems as the in­
teractions between molecules are not taken into account. The recent advances in the 
theoretical work in statistical modelling have lead to these models being extended to 
more complex models. The work of Dondi and Remelli (1986) applied a characteris­
tic function to the stochastic theory of chromatography, allowing the formulation of 
a general model to take into account the random mass transfer phenomena occurring 
in the mobile phase.
Dondi et al. (2002) developed a general stochastic theory of size exclusion chro­
matography (SEC), where the SEC models are solved by means of the characteristic 
function method and chromatographic parameters like plate height, peak skewness 
and excess are derived. The peak shapes are obtained by numerical inversion of the 
characteristic function under the most general conditions of the exploited models. 
The approach presented is able to account for more complex SEC conditions such 
as continuous pore size distributions and mixed retention mechanism.
Felinger et al (2004) theoretically compared the elution band profiles produced
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by the microscopic and macroscopic models in chromatography, using a stochastic- 
dispersive model (microscopic) and a lumped kinetic model (macroscopic). An ex­
ponential distribution for the time during adsorption-desorption step and a Poisson 
distribution for the number of adsorption events is assumed. W ithout these, the 
microscopic model would no longer be equivalent to the macroscopic model.
2.2.2 M acroscopic models
The microscopic models are limited by the assumptions of the probability distri­
butions, which is the basis on which they are formulated. Whilst they aid an un­
derstanding of what is happening at a molecular level, they are unable to account 
for disturbances or large changes taking place in the process dynamics of the chro­
matographic process. Conversely, the macroscopic model is able to account for the 
process dynamics happening in the column.
The macroscopic model describes the coarse-grain features of the system or pro­
cess (Lipkowitz, 1995). Some aspects of the process, such as the variation in the 
concentration of the components, mass transfer kinetics, and the equilibrium rela­
tionship across the phases, is considered but without including the structural features 
of the individual molecules.
The plate m odels
Plate models divide the column into a number of theoretical plates, or equilibrium 
stages. These plates are identical and are placed in series. Thus, they represent a 
continuous column of finite length by a discrete number of cells.
The advantages of the plate model are its capability to describe the elution 
profile, peak shape and band broadening. However, the plate model fails to predict 
plate height and plate number and cannot quantify the individual contributions each 
as diffusion, flow pattern and mass transfer on band broadening (Kirk and Othmer, 
1993). Refer to Table 2.2 for the work done in the literature using these models and
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their characteristics.
T h e  M a rtin  and  Synge p la te  m odel The Martin and Synge plate model is 
a continuous plate model (Guiochon et a/., 1994). This model assumes that the 
column is equivalent to a series of continuous flow mixers. The mobile phase is 
transferred from one plate to the next as the new mobile phase is added to the 
first plate. Thus, the volumes of the mobile and stationary phase remain constant, 
while the mobile phase flows continuously. Other assumptions are that the column 
is loaded with the sample and that there are no other sample components in the 
other plates.
T h e  C ra ig  p la te  m odel The Craig model is a discontinuous plate model (Guio­
chon et al., 1994). It assumes that initially, the first stage contains all the solutes 
used, while the other stages are entirely free of solute, and that all further amounts 
of the mobile phase introduced in the first stage are pure mobile phase. After equi­
librium is reached in the first stage, the amount of mobile phase contained in the last 
stage is withdrawn from that stage and collected. Subsequently, the volume of mo­
bile phase in each stage is moved from that stage to the next, and the same amount 
of pure mobile phase is added to the first stage. When equilibrium is reached in 
all the stages containing solute, the mobile phase contained in one stage is moved 
again to the next stage, the volume in the last stage collected and the first stage 
is replenished. This is repeated so as to sweep the sample components from the 
column.
R eferences M odels A ssum ptions A dvantages Lim itations
Karol (1989), 
Guiochon et al., 
(1994)
Li et al (1995), 
Jungbauer (1996)
Craig model, 
Martin &; Synge 
model
Refer to Section 2.2.2 
(The plate models)
1) Simple
2) Able to describe the 
elution profile and 
zone broadening effect
3) Analytical solution can 
be easily obtained
1) Unable to quantify the 
contribution of different 
physical phenomena in 
zone broadening effect
2) Restricted to linear 
adsorption
3) Limited success, i.e. 
error up to 100%
Fails to predict plate 
height and plate 
number








1) Band deviation from 
“right triangle” shape 
at higher loading
is ignored
2) Band migration for 
individual component 
proceeds independently 
in the presence of 
other components in 
the sample
Provide a simple and 
clear description of the 
interrelationship between 
optimum plate number 
and experimental 
conditions
Under mass overloaded 
conditions, deviation from 
actual elution profiles are 
significant, especially for 
low plate numbers, small 





Craig model Refer to Appendix B A strategy to derive the 
distribution coefficient 
from experimental results 
was developed
Unable to predict the 
variation in plate numbers 
with different separation 
conditions. More complex 
algorithm is required for 
multicomponent system.
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T h e ra te  m odels
The limitations of the plate model means that it fails to consider contributions 
of effects such as diffusion and mass transfer resistance during migration. It is also 
generally not suited to multicomponent chromatography since the equilibrium stages 
may not be assumed equal for different components (Gu, 1995). The plate theory 
also does not provide any a priori information on the relationships between column 
efficiency and the various parameters which control or may influence it (Guiochon 
et a l , 1994).
Rate models are models which also consider non-equilibrium conditions in the 
column and address the causes of band broadening in chromatography. The individ­
ual contributions of mass transfer mechanisms (e.g. eddy diffusion, mass transfer 
resistance, axial dispersion) are quantified. Variations of the rate models include 
the ideal model, equilibrium-dispersive model and general rate model, which are 
discussed in more detail in Section 2.3.2. Work done in the literature using rate 
models and their characteristics are summarised in Table 2.3.
There are many variants of the rate model, including the ideal model, the 
equilibrium-dispersive model, transport-dispersive model, lumped kinetic and the 
general rate model to name a few. Some of these models will be examined in further 
detail in Section 2.3.2.
T h e  m ass ba lance  eq u a tio n s  The derivation of the differential mass balance 
equations can be found inthe literature (Guiochon et al., 1994). Further details of 
its derivation and the assumptions which it is based on may be found in Appendix 
B. The basic mass balance equation is:
dCi , , dc{ n d'Ci
- m + F ^ T  + u ^ 7  = (2 ' 1}
where F  is the phase ratio, Vs/Vm, equal to(l — e)/e, and Vs and Vm are the volumes 
of the stationary and mobile phases, respectively. Cpi and Ci are the concentrations 
of the component i on the stationary and mobile phases, respectively.
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R ela tio n sh ip  b e tw een  th e  co n cen tra tio n s  in b o th  phases If the mass trans­
fer kinetics across the mobile and stationary phases are very fast, these phases are 
close to equilibrium and this can be used as an approximation to obtain:
Cpt = qi = fr(Cu C2, Ci, ..., Cn) (2.2)
When the mass transfer kinetics are slow, the following relationship takes this 
into account:
=  <k(Ci, c2, C i , C n, CPl, Cp2, C P i , C P n) (2.3)
where depends on both the rate constants of adsorption and desorption and the 
isotherm equations.
R eferences M odels A ssu m p tio n s A dvantages L im ita tio n s
Ghodbane & Guiochon 
(1988), Golshan-Shirazi & 
Guiochon (1989a, b), 





2) Analytical solution easily 
available
Unable to account for 
axial dispersion and 
mass transfer effects 
for columns with finite 
efficiency.
Bellot & Condoret (1993a), 
Charton et al. (1993), 
Seidel-Morgenstern & 
Guiochon (1993),
Charton et al. (1994), 
Heuer et al, (1995),
Heuer et al. (1999), 
Quinones et al. (2000), 






Able to capture the dispersion 
and mass transfer effects in the 
column using an apparent 
dispersion coefficient as long as 
the column efficiency is greater 
than several hundreds HETP.
1) Unsuitable for column 
with low HETP
2) Unable to account for 
intra-particle diffusion 
for large particle size.
Gu et al. (1990), 
Gu et al. (1991), 
Colby et al. (1996), 
Ma et al. (1996), 





1) Detailed model of the system
2) Able to capture the mass 
transfer, axial dispersion, inter- 
and intra-diffusion effects for 
large scale separation
1) Difficult to obtain 
the model parameters
2) Difficult to identify 
or quantify the most 
important design 
parameter(s) and 
operating conditions that 
will affect the separation 
performance.
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2.2.3 Summary
In this section, the two main areas of modelling the chromatographic processes have 
been introduced - the microscopic and macroscopic. Both methods handle the mod­
elling of the process to different levels. The microscopic models are demonstrated to 
be useful in understanding the finer detail of the adsorption-desorption mechanics of 
chromatography. In the case of the statistical models, they are shown to be equally 
capable of predicting the elution profiles for chromatography.
However, these models are limited by the assumptions of the probability distri­
bution employed to formulate the model, and are also lacking in the insight into 
the disturbances on the chromatographic system which the macroscopic model can 
provide. W ith large-scale processes, it is important that the process dynamics are 
reflected in the chosen model. This leads to the focus on macroscopic models.
2.3 Review  of m odelling work in the literature
In this section, the different types of macroscopic models used in the literature is 
discussed. The assumptions that define the models and the work presented in the 
open literature employing them is also outlined (For full details of the equilibrium- 
dispersive model and the general rate model, refer to Appendix B.).
2.3.1 P late models
Whilst plate models can be used to describe elutions profiles and some zone broad­
ening effects, they are limited by their inability to effectively quantify the kinetic 
contributions of the varied physical phenomena present (such as mass transfer re­
sistance) as the separation occurs. As such, their applications in modelling liquid 
chromatographic processes are limited to linear chromatography. Reviews of the 
modelling work done with such models may be found in Guiochon et al. (1994) and 
Jungbauer (1996).
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Karol (1989) used the differential rate model to derive both the Martin and Synge 
plate model and Craig plate model. In the latter model, the ad hoc manner in which 
the plate number is related to the chemistry and physics of the process renders it 
severely deficient. In spite of this, however, the work demonstrates that the Craig 
model is a phenomenologically valid approximation to the Martin and Synge plate 
model and to the rate model.
Snyder et a l (1989a) and Snyder and Cox (1989) used the Craig model to suc­
cessfully simulate isocratic high-performance liquid chromatographic (HPLC) sep­
aration in a mass-overload mode. This was then extended to the case of gradient 
elution for large samples (Cox et al., 1989; Snyder et al., 1989b, c). These simula­
tions support earlier conclusions drawn that so-called “corresponding” isocratic and 
gradient separations provide similar sample resolution when the sample size is the 
same. The Craig simulations reported in collaborations of Synder et al. (1989a,b,c), 
Snyder and Cox (1989) and Cox et. al. (1989) also provide further insight into the 
factors that affect preparative HPLC separations under mass-overload conditions.
Jungbauer and Kaltenbrunner (1996) employed the Craig model to model and 
optimise a protein separation using ion-exchange chromatography. The main objec­
tive was to maximise the production rate whilst maintaining the desired resolution. 
The distribution coefficient, which is a strong function of the protein and the salt 
concentration, was found to determine the system performance under overloaded 
conditions.
2.3.2 R ate m odels
The three rate models examined in this section are among the most prolific in the 
open literature for modelling the chromatographic process: the ideal, equilibrium- 
dispersive and general rate models. The work done on chromatographic processes 
using these models is reviewed and discussed. Table 2.4 gives a summary of the 
modelling work done for rate models.
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The ideal m odel
This model is the simplest nonlinear chromatography model and assumes that the 
column efficiency is infinite (Guiochon et a l , 1994). Axial dispersion is neglected and 
the two phases are constantly at equilibrium. The stationary phase concentration 
is given by Equation 2.2. The mass balance for component i in Equation 2.1 is 
simplified to:
dC i dqi dC i n
i>r+Fik +u-d7 = °  <2-4>
Thus, the influences of mass transfer kinetics and axial dispersion on the band 
profiles are completely neglected.
This model has been used in the literature to study the elution profiles of com­
ponents in single columns, in works such as e.g. Ghodbane and Guiochon (1988), 
Golshan-Shirazi and Guiochon (1989a, b), Gallant et al. (1996), Hagglund and 
Stahlberg (1997), Zhong and Guiochon(1998). In recent years, the ideal model has 
been studied in multi-column chromatographic processes such as simulated moving 
bed (SMB) chromatography (Zhong and Guiochon, 1997a,b; Zhong and Guiochon, 
1998; Klatt et al., 2000).
A variant of the ideal model of chromatography is used in a study of the sep­
aration of a binary mixture in the work of Ghodbane and Guiochon (1988). This 
model incorporates the column efficiency and predicts the individual elution profiles 
of the components of a mixture. These elution profiles are then used to study the 
influence of the relative concentrations of the two components of a binary mixture 
on their overloaded elution profiles. The effect of column efficiency is also discussed.
Hagglund and Stahlberg (1997) employed the ideal model to calculate the elution 
profile of hydrophobic charged solutes injected on a reverse-phase chromatography 
column (Hagglund and Stahlberg, 1997). (Reverse-phase chromatography describes 
a mode of chromatography when the mobile phase is more polar than the stationary 
phase, and is the opposite of normal-phase chromatography.) It was demonstrated
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that by combining the ideal model of chromatography and an electrostatically mod­
ified linear adsorption isotherm, the concentration profile of an eluting peak from a 
reversed-phase column can be described for an amphiphilic ion, which is an ion which 
contains both hydrophilic (water-loving) and hydrophobic (water-hating) properties. 
The theoretical calculations and the experimentally obtained concentration profile 
show very good agreement at high solute concentrations. However, this agreement 
gradually decreases with the decrease in injected solute concentrations.
Zhong and Guiochon (1998) applied the ideal model to the operation of a simu­
lated moving bed (SMB) to predict the concentration profile of the solutes along the
column as well as the concentration profiles at the raffinate and extract ports. Com­
paring these ideal model results with numerical solutions of more realistic, nonideal 
models showed that in most practical cases, the speed at which the profiles tend 
toward steady state was the same. Significant differences were observed, however, 
when the efficiency of the column was poor.
The equilibrium -dispersive m odel
This model includes mass transfer resistance and axial dispersion and Equation 2.1 
can be replaced with the following:
dc< . Fd*U „dCi n d2Ci o n-W + F-m+uJ7 = D°’i-w (2'5)
where qi is the equilibrium concentration of component i in the stationary phase 
and D a<{ is the apparent dispersion coefficient. The equilibrium-dispersive model 
assumes that all contributions due to the non-equilibrium can be lumped into an 
apparent axial dispersion term, Da,t, and that the Dati of the solutes remain con­
stant, independent of the sample component concentrations. This is a reasonable 
assumption, given that concentrations in nonlinear chromatography usually remain 
low, rarely exceeding 10% (w/w) (Guiochon et al., 1994).
The simple nature of the equilibrium-dispersive model enabling it to be easily
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solved by a number of established numerical methods, has resulted in it being the 
most widely employed chromatographic model in the literature (Bellot and Con- 
doret, 1993a; Charton et al., 1993; Heuer et al, 1996, 1998; Mihlbachler et al., 2001; 
Teoh et a/., 2001; Gritti et a/., 2003). As a good approximation, this model allows 
an accurate prediction of the self-sharpening and dispersive phenomena due to ther­
modynamics and kinetics of phase equilibria generally found in a column (Guiochon 
et al., 1994).
Bellot and Condoret (1993a) theoretically considered preparative ion-exchange 
chromatography of a two-protein mixture using numerical simulations. The m ath­
ematical model is a combination of the semi-ideal model for the chromatographic 
process, with the stoichiometric displacement model for the basic interactions be­
tween proteins and the stationary phase. Special emphasis is put on the effect of 
overloading the column by pointing out displacement effects between proteins. The 
influence of important adsorption parameters, such as the characteristic charge or 
maximum loading capacity, was investigated by considering criteria of production 
rate, recovery yield and enrichment of products.
Heuer et al. (1996) used thermodynamic parameters from preliminary investi­
gations to simulate separation behaviour in larger columns using the equilibrium- 
dispersive model. Experimental studies involving the separation of a- and /?-isomers 
of a steroid compound using columns with increasing diameters were conducted for 
verification. Chromatograms for larger columns could be qualitatively predicted and 
this demonstrated the applicability of the model as a tool for design and optimi­
sation of preparative chromatography. This same applicability was demonstrated 
in another publication (Heuer et al., 1995), for the simulated moving bed (SMB) 
process.
The work of Mihlbachler et al. (2001) discusses the effects on the SMB process 
performance caused by column-to-column fluctuations of the column porosity. Both 
the ideal and the equilibrium-dispersive models are used in this work; the former to 
formulate general conditions easily, whilst the latter model was used to correct the
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conditions in order to account for banding broadening.
Teoh et al. (2001) employed the equilibrium-dispersive model for the high perfor­
mance liquid chromatography separation of an aromatic mixture of four components 
(nitrobenzene, naphthalene, fluorene and fluoranthene). The isotherm parameters 
and the height equivalent to a theoretical plate (HETP) of this separation were 
estimated. Good agreement in terms of peak positions and heights were obtained 
between the simulated and experimental elution profiles, thus verifying the model.
The general rate m odel
The general model is the most comprehensive model of chromatography presented 
so far, as it takes into account all the phenomena which may have an influence on the 
band profiles such as axial dispersion, external mass transfer, intraparticle diffusion 
and the kinetics of adsorption-desorption (Guiochon et a l, 1994). However, as its use 
requires the independent determination of many parameters, it requires much more 
computational time to calculate, compared to the ideal or equilibrium-dispersive 
model. The general rate model consists of two partial differential equations for each 
component, which expresses its mass balances; the first one in the mobile phase 
flowing between packing particles, and the other in the fluid contained inside the 
particles.
The model is expressed with three dimensionless kinetic parameters (Guiochon 
et al, 1994):
• The axial Peclet number, Pe = u L /D l , where L is the column length and Dl 
is the axial diffusion coefficient,
• The particle Peclet number, Pep = udp/D p, where dp is the particle size and 
Dp the diffusion coefficient inside the particles,
• The Biot number, B{ = kjdv!2epDp, where kj is the film mass transfer coeffi­
cient and ep the internal porosity.
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Gu et al. (1990) displayed the capability of the general rate model in visualising 
the interference effects in a multicomponent chromatographic process when sub­
jected to mass transfer limitation. This numerical investigation was conducted for 
the elution, frontal and displacement modes in chromatography. It was concluded 
that the elution profile of a component is sharpened by the displacement effect from 
another component, whilst the leading front of the displacer is usually diffused.
Ma et al. (1996) employed the general rate model to investigate the effects of 
pore and surface diffusions in a multicomponent liquid chromatographic process. 
Experimental and simulation results demonstrated that in the linear region of a sin­
gle component system, both surface and pore diffusions cause a symmetric spreading 
in the elution profiles. In the non-linear region, however, surface diffusion causes 
profound tailing in the elution curves, whilst the relatively symmetric elution profiles 
are due to the pore diffusion. In a multicomponent non-linear system, the elution 
order can change if the pore diffusion dominates for a low affinity component (usu­
ally elutes first) and the surface diffusion dominates for a high affinity component 
(usually elutes later).
The general rate model has also been applied to the modelling and scale-up 
of reversed-phase liquid chromatography (RPLC) (Gu and Zheng, 1999). Human 
growth hormone and a recombinant human growth hormone analog (hGHG120R) 
are used as samples in experiments to obtain the isotherm parameters. The work 
presented demonstrates that the general rate model and the parameter estimation 
protocol presented can be used for RPLC scale-up and gradient elution profiles can 
be predicted without a posteriori data from the preparative column.
The mass transfer kinetics of bovine serum albumin (BSA) in ion-exchange chro­
matography were evaluated using the general rate model of chromatography by 
Kaczmarski et al. (2001). The results were compared to that of a simple transport- 
dispersive model and a lumped pore diffusion model and demonstrated the impor­
tance of using an appropriate model, otherwise erroneous interpretations of experi­
mental data may occur.
R eference M odels Isotherm M ode N um erical
solution
Rem arks








Concentration was optimised in 
overloaded liquid chromatography








Experimental conditions for 
a liquid chromatographic 
separation determined using the 
model.







Elution profiles for a protein 
ion-exchange chromatographic 
separation predicted using the 
ideal model.











Investigation of applying 
different competitive adsorption 
isotherms for the modelling of 
displacement chromatography.










Successful application of 
the model for describing the 
purification of methyl-mandalate 
enantiomers.





R e fe r e n c e M o d e ls I s o th e r m M o d e N  u m er ic a l  
s o lu t io n










Use of the equibbrium-dispersive 
m odel for the modelling of 
recycbng chromatographic separation, 
and dem onstrated that the recycbng 
can improve the recovery yield and 
increase the rate of production.







Investigation of recycbng different 
cuts of purified sample of the 
performance of the chromatographic 
separation.





Experimental investigation and 
modelbng of a closed-loop recycbng 
preparative chromatography on a 
mixture of T TB and PHL were 
performed.







The m odel was used as a design tool for 
recycbng chromatography, neglecting 
mixing effects in pumps and tubings.











The m odel was used to describe the 
band profiles of a racemic 
pharmaceutical interm ediate on a 
closed-loop steady-state recycbng 
chromatographic unit, with the extra  
column band broadening effect 
accounted for using correction terms.





R eference M odels Iso th e rm M ode N u m erica l
so lu tion
R em ark s










The interference effect in 
multicomponent chromatography 
was studied.







The effect of varying the displacer 
concentration on a desorption 
chromatography process was 
studied.










The compression effect during the 
scale-up of an ion-exchange 
chromatography separation was 
investigated.








The effects of pore and surface 
diffusions in multi-component 
adsorption for liquid 
chromatography were examined.










The model was used in the 
scale-up of a reversed-phase 
chromatographic separation.
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2.3.3 Comparing chromatographic m odels
Other work have compared the other available models of chromatography such as 
the transport-dispersive model (which uses a lumped dispersion coefficient and the 
lumped mass transfer coefficient) (Antos et a l , 2003; Pi§,tkowski et al., 2003) and 
lumped pore diffusion model (a simplified form of the general rate model employing 
a lumped overall mass transfer coefficient) (Kaczmarski and Antos, 1996) with the 
equilibrium-dispersive model and general rate model. Refer to Table 2.5 for a more 
detailed comparison of the work in some of these papers.
Much of the comparative work done on these models, however, compares them on 
a theoretical basis only or examine the conditions under which the models are appli­
cable using experimental results at an analytical scale for simple systems. There is 
thus a need for a systematic approach to discern which of the models are appropriate 
to describe complex experimental separations, such as those found in biochemical 
and pharmaceutical applications, and how to determine the parameters in these 
models from experimental data.
R eference M odels N u m erica l so lu tio n R em ark s
Lee et al. (1989) Detailed rate equation 





moving finite element 
technique (Yu & 
Wang, 1989)
Isocratic elution of lysine and proline compared with 
the models for verification. Conditions for which 
local equilibrium model is applicable is identified. 
Rate model is deemed better when
1) mass transfer resistances are important
2) effects of changing particle size/flowrate needed












Modification of Rouchon algorithm to eliminate 
error associated with components with vastly 
different retention factors. Simulations carried out 
for mixture of components for each model. This 
numerical solution was found to be less accurate but 
required less computational time compared with 
othogonal collocation on finite elements. Conditions 
for applicability of modelsformulated based on Peclet 
number.





R eference M odels N u m erica l so lu tion R em ark s











Models used to simulate band profiles for different 
isocratic and gradient conditions. General rate model 
was used as a basis of comparison for the other two 
models. Both models can be used in a broad range 
of column efficiencies. Equilibrium-dispersive model 
performed better than the transport-dispersive model 






















Experimental profiles of methyl deocycholate and 
cholate were examined and compared with the 
computer simulations under linear and non-linear 
conditions. Good agreement confirm that the 
simplified model can service as a basis to 
examine mass transport mechanism, provided 
lumped coefficient is adjusted to include 
concentration dependence of the surface diffusion 
coefficient.
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2.3.4 M ulti-colum n chromatography modelling
Multi-column processes, such as simulated moving bed (SMB) chromatography, are 
now becoming increasingly popular in industry. Companies such as UCB (Belgium), 
Lundbeck (Denmark) and Bayer Chemicals have been known to purchase SMB units 
for processing large amounts of racemic mixtures, indicating its rising popularity in 
the pharmaceutical industry. Research work done in the open literature on SMB 
has also looked at extending and varying the SMB process, employing the ideas of 
switching feed and product lines but in an irregular pattern, known as the Varicol 
process.
In the literature, the mathematical modelling of multi-column processes such as 
simulated moving bed (SMB) is divided into two camps: (1) the true moving-bed 
(TMB) model which treats the SMB process as an TMB equivalent (2) the dynamic 
SMB model, which includes the process dynamics of the SMB system. This includes 
process complexities such as the various sections with a number of chromatography 
columns in each, and whose boundary conditions change with time (Hassan et a l , 
1995).
Storti et a l (1993) presented the Triangular theory in this paper, which was 
a means of estimating the flowrates for the inlet and outlet lines based on the 
coefficients of the isotherms used in the system. This considered the flowrate in 
each section of the SMB unit in the form of flowrate ratios, based on a TMB model. 
It has since been extremely widely used in the literature, e.g. Mazzotti et al (1997), 
Migliorini et a l (1998), Migliorini et al. (1999), Biressi et al. (2000) etc., as a means 
of establishing the flowrates for the SMB process.
Mazzotti et al. (1997) examined the effect of feed concentration on the SMB 
process, as a means of controlling the nonlinearity of the system in order to adapt 
the operation of the SMB unit. Experimental work carried out showed that while 
the optimal operating point established in theory exhibits a good separation, the 
expected complete separation was not achieved. Whilst this was attributed to the
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lack of robust operating conditions and uncertainties in the adsorption equilibrium, 
another contribution may be the failure of the TMB model to capture the dynamics 
involved in the SMB process.
Beste et al. (2000) considered the optimisation of an SMB process with station­
ary phases with low efficiency. Optimisation was done to improve purity and yield, 
followed by productivity and decreasing desorbent consumption. The optimisation 
results obtained from the TMB model employed were then assessed against that of 
the SMB model, as the latter was considered more realistic.
Strube et al. (1997) optimised the SMB process for minimal desorbent require­
ment, product dilution and maximal feed throughput using a TMB model. However, 
employing these optimum results on a dynamic SMB model has showed that the pa­
rameters obtained were not the real optimum operating conditions.
Minceva and Rodrigues (2002) recently employed the TMB and the SMB models 
for a separation of p-Xylene using the SMB process. The results were very similar, 
and showed that the TMB model could be used in prediction of the performance of 
the SMB operation. The TMB model was then used to examine the effects of the 
switching time period, adsorbent capacity and mass-transfer resistances on the SMB 
performance. The conclusions from this paper were that mass-transfer resistances 
had a significant effect on the separation region, and that the choice of the flowrate 
rate in the four sections of SMB affect the size of the separation region, echoing the 
findings of Storti et al. (1993). However, the results of the TMB-SMB comparison 
also showed that, at best, the TMB model gives an approximation of the SMB 
behaviour.
Schmidt-Traub and Strube (1996) gave a summary of the comparisons between 
TMB and SMB models, pointing out the differences and limitations of the TMB 
model. This paper recommended employing the TMB model to estimate the oper­
ating conditions but that subsequent optimisation studies should be conducted on 
dynamic SMB models, which reflect the true process behaviour.
The TMB equivalent model of the SMB process is less complex to solve and thus
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requires less computational time compared to the dynamic SMB model. However, 
given its failure to consider the process complexities in the SMB process, the TMB 
equivalent model is only suitable as an estimate of the operating parameters (Jupke 
et al., 2002). This has lead much of the recent work done in the literature to focus 
on the dynamic SMB model.
Diinnebier discussed the modelling and simulation of the SMB process with linear 
isotherms in his work (Diinnebier et a/., 1998). Three modelling and simulation 
approaches are presented and compared: the ideal model, the closed-form solution 
of equilibrium-dispersive model and the general rate model. This paper also notes 
that the computational cost of the general rate model is high and thus, requires a 
simplification of the model without losing its generality and advantages for the use 
of this model to be cost-effective. A detailed simulation study for the separation 
fructose and glucose was considered using this approaches and concentration profiles 
across the columns plotted.
The work Strube and Schmidt-Traub (1998) compared different chromatographic 
column models used in the SMB model against experimental results to demonstrate 
a dynamic SMB simulation provides information to enable a better understanding 
of the process, especially for planning experiments e.g. explanation for product 
contamination when start-up is incorrect. The recommendations from this work are 
to use the Dispersed Plug Flow (DPF) model (which is a form of the general rate 
model) in the SMB process model, and in particular if non-linear isotherms have to 
be considered.
Diinnebier and Klatt (2000) employ the SMB model to compare three different 
modelling approaches for the SMB process. They are (1) rigorous general rate model 
approach, (2) an approach where the kinetic effects are lumped into a single parame­
ter and (3) a solution approach using an ideal chromatographic model, neglecting all 
kinetic effects. However, due to the low efficiency of the system explored, approach 
(2) is not applicable and only approaches (1) and (3) were simulated. The ideal 
model was found to be capable of providing some insight to the complex interacting
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dynamics of the process, particular for start-up. However, due to its unrealistic 
modelling assumptions, it lacks sufficient accuracy for quantitative predictions. The 
generate model approach allow for a quantitative analysis of the process, although 
the calculations tend to be more computationally expensive than that of the ideal 
model.
Two forms of the SMB model have emerged in recent years: (1) a dynamic SMB 
model obtained by connecting the dynamic chromatographic column models with 
cyclic port switching (e.g. Diinnebier et al. (1998)) and (2) a cyclic steady-state 
(CSS) model as developed by Minceva et al. (2003) which predicts the performance 
of the model only at steady-state conditions. The latter model came about as a 
result of the SMB process requiring a certain number of cycles before steady-state 
conditions are achieved.
The CSS model for SMB chromatography is relatively new and two methods 
of CSS modelling have surfaced thus far. One method is the CSS model for a 
single cycle (i.e. when a particular inlet/outlet stream of the SMB unit is moved 
periodically until it returns to its original position, as at the start of the cycle). 
Nilchan and Pantelides (1998) reported a method of complete discretisation for 
periodic adsorption processes, where the system of equations is discretised in both 
temporal and spatial domains and incorporating the periodicity conditions of CSS 
as additional boundary conditions in the model. These periodicity conditions state 
that the state of the system at the end of each cycle is identical to that at the start 
of the cycle.
The second method is the CSS model for a single switching interval. (Note that 
it may take several switching intervals to make up one cycle. In a switching interval, 
the inlet/outline streams move together one column in the direction of the mobile 
phase flow.) The periodicity conditions stating that state of the system at the end 
of a switching interval is identical to the state at the beginning of the interval, but 
shifted by exactly one column length (Kloppenburg and Gilles (1999)).
A comparison of these two approaches of calculating steady state directly has
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been done by Minceva et al. (2003) for the separation of l , l ’-bi-2-naphthol enan- 
tiomers using a simulated moving bed (SMB) process, where the case study employed 
showed the method by Kloppenburg and Gilles (1999) to be computationally more 
efficient.
R e fe r e n c e s M o d e l R e m a r k s
Storti et al. (1993)
M azzotti et al. (1997)
Strube et al. (1997)
Proll and Kiisters (1998) 
Migliorini et al. (1998, 1999) 
Beste et al. (2000)
Biressi et al. (2000)
Houwing et al. (2002a,b) 
Minceva and Rodrigues (2002)
TM B model The SMB processes is modelled by treating it as an 
equivalent TM B process. Such a model neglects process 
dynam ics, as well as the effects of the periodic 
changes in the flowrates on the system .
Strube et al. (1997)
Diinnebier et al. (1998)
Strube and Schmidt-Traub (1998) 
Diinnebier and K latt (1999, 2000) 
K latt et al. (2000)
Jupke et al. (2002)
SMB model The SMB model is a dynam ic m odel in which column models 
models are linked to a nodal m odel, through which the 
streams are simultaneously switched periodically.
Such a model gives a true representation of the ongoing 
changes in the SMB process and the type of 
chromatography model used can be varied.
Kloppenburg and Gilles (1999) 
Minceva et al. (2003)
CSS
models
These models (per cycle or per switching interval) predict 
the steady state conditions of the SMB process directly.
Ludemann-Hombourger et al. (2000) 
Ludemann-Hombourger et al. (2002) 
Zhang et al. (2002, 2003a) 
Subramani et al. (2003)
Varicol
model
This is a modification of the SMB process in which 
the in let/ou tle t streams are now switched, 
asynchronously.
Zhang et al. (2003b) 
Zhang et al. (2004)
PowerFeed
model
This is a modification of the Varicol process where the 
in let/ou tle t flowrates are also varied during the 
switching interval.
Schramm et al. (2003) ModiCon
model
This is a modification of the Varicol process where 
feed concentration is changed periodically.
Table 2.6: A summary of the work in the literature on multi-column chromatography models
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2.3.5 D iscussion o f the models
The microscopic and macroscopic chromatographic models have developed over the 
years, with the fundamental difference between the models being in the modelling 
approach. The microscopic model depicts chromatography at a molecular level by 
the random distribution of molecules along the chromatographic column, accom­
panied by a Poisson distribution of adsorption events. On the other hand, the 
macroscopic model is obtained by formulating a differential mass balance equation 
describing the chromatographic in the level of detail desired. The chromatographic 
band profiles then are obtained by integrating the mass balance equations.
Felinger et al (2004) demonstrated that both these models can be equivalent to 
one another in predicting the elution profiles for chromatography. However, this 
was only applicable when the microscopic model employed a particular probability 
structure. It is also lacking in describing the actual process dynamics, such as dis­
turbances or changes, in the separation process, which is reflected in the macroscopic 
model. With large-scale processes, it is important that the process dynamics are 
contained in the chosen model. This leads to the focus on macroscopic models.
The focus of this work is thus on macroscopic models, in which the model is 
developed from the mass balance equations across the process.
The plate models were popular in 1950s due to their capability in describing 
the elution profile and peak shape for chromatography. This was at a time when 
modelling of chromatographic processes was relatively new and there were severe 
limitations in computational power. However, it was evident that with increasing 
non-linearity in the separation process, the ideal assumptions that were used to 
formulate the theory were not valid. This theoretical approach can therefore only 
be employed for the modelling of linear chromatographic separations.
The contrast to this are the rate models, which is capable of modelling both 
linear and non-linear chromatographic processes. The rate model is thus employed 
throughout this thesis for the modelling and optimisation of the chromatographic
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process as it facilitates an indepth study of the contribution of the process kinetics 
such as eddy diffusion and axial dispersion, and their effects on the concentration 
of the components ove time, as these are significant in non-linear chromatography.
Generally there are three rate models which available in the literature: the ideal 
model, the equilibrium-dispersive model and the general rate model. These are 
all based on assumptions of varying complexity. Of these, the ideal model is the 
simplest model, assuming infinite column efficiency with no axial disperison of mass 
transfer effects. Whilst an analytical solution is easily obtainable for this model, it 
fails to accurately model non-linear chromatographic separations.
The equilibrium-dispersive model has been used to efficiently describe a high per­
formance liquid chromatographic separation (Heuer et al., 1996; Teoh et a l , 2001), 
given that the mass transfer mechanics are sufficiently fast enough. In this model, 
finite column efficiency and a lumped apparent dispersion coefficient to account for 
mass transfer kinetics are considered.
The general rate model is by far the most comprehensive of all the chromato­
graphic models as it captures not only the variations of the component concentra­
tions along the column but also within the macropores of the stationary phase. It 
is thus well suited to study chromatographic processes in which the mass transfer 
kinetics are slow. In the past, the application of this model was hindered by the lack 
of efficient computation and reliable numerical solution algorithms. However, with 
the advances in computational power and availability of robust algorithms, these re­
strictions now no longer apply, although the general rate model still requires a longer 
computational time compared to either the ideal or the equilibrium-dispersive model. 
A summary of the model types discussed in this chapter is outlined in Table 2.7.
There is very little work done comparing these models for a real separation 
process. Whilst some work has compared models of chromatography alongside the 
equilibrium-dispersive model and general rate model, much of the comparative work 
compare them on a theoretical basis only or examine the conditions under which 
these models are applicable using experimental results at an analytical scale for
Chapter 2. Literature review 84
C olum n M odels C h a rac te ris tic s
Martin and Synge 
Plate Model





The column is equivalent to a series of continuous flow 
mixers
The column is represented as having discontinuous equi­
librium stages
Column efficiency is infinite, axial dispersion is ne­
glected and constant equilibrium of mobile and station­
ary phases
All nonequilibrium effects can be lumped into a single 
apparent axial dispersion coefficient for each component. 
This coefficient is independent of component concentra­
tions
Takes into account band broadening phenomena (eddy 
diffusion, axial dispersion, mass transfer resistances) 
which may influence the band profiles
Table 2.7: The chromatography column models and their characteristics
simple systems. There is thus a need for a systematic approach to discern which 
of the models are appropriate for complex experimental separations, such as those 
found in biochemical and phamaceutical applications, and how to determine the 
parameters in these models from experimental data.
Traditionally, much of the mathematical modelling of SMB was done using a true- 
moving bed (TMB) model. Some of these optimisation studies were then conducted 
on the TMB models, e.g. Mazzotti et al., 1997; Proll and Kiisters, 1998; Beste et al., 
2000; Biressi et al., 2000; Houwing et al., 2002a,b. Most of these studies deemed the 
TMB model to suffice for the prediction of the steady state performance of the SMB 
process for design purposes, provided geometric and kinematic conversion rules were 
fulfilled.
However, later research on modelling the SMB process which considered both 
the TMB model and SMB model suggested that the TMB model was inadequate 
in some areas (e.g. Beste et al, 2000; Strube et al., 1997). For instance, Strube
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et al. (1997) attem pted to optimise the SMB process by optimising the process using 
the TMB model, and subsequently using the operating parameters obtained as the 
input data for an SMB process model. The results obtained on the SMB model 
showed a decrease in purity relative to that predicted by the TMB model, and the 
optimisation criteria of maximal feed throughput, minimal desorbent requirement 
and dilution were not met. This work demonstrated that due to the periodic flow 
in SMB, the SMB process has to be described by rigorous dynamic models which 
consider axial dispersion and mass transfer resistance.
2.4 Comparing different operations in 
chromatographic processes
Over the years, the operation of the chromatographic process in these industries 
has developed rapidly and it is no longer limited to batch processing. In column 
chromatography, other operating strategies and techniques have been used to im­
prove the throughput of the process. These include using having gradient elution 
in the column, the recycling and peak shaving technique and sequential injection 
techniques on the column. Whilst some work has been done in the literature ex­
amining these strategies and optimising them, they are not commonly used in the 
process industries, unless it is a familiar technique associated with the separation 
e.g. gradient elution in reverse phase chromatography. Table 2.8 shows at a glance 
the comparisons that have been made among the these different chromatographic 
processes.
Closed-loop recycling has been studied in the works of Heuer et al. (1995), Grill 
(1998), Grill and Miller (1998), Quinones et al. (2000) and Teoh et al. (2001). 
The modelling of this technique is described and discussed in detail by Heuer et 
al. (1995) and Quinones et al. (2000). Grill (1998) introduces a periodic injection 
in the recycle, such that the fresh sample injected does not mix with the previous
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recycled chromatographic profile which is still circulating. Teoh et al. (2001) con­
ducted a dynamic optimisation for a HPLC column running under this technique 
and demonstrated that recycling does not necessarily guarantee an increment in 
yield.
Whilst the single column is still popular in preparative chromatography, multi- 
column processes, such as simulated moving bed (SMB) chromatography, are now 
becoming increasingly favoured in industrial-scale chromatography. Among the 
multi-column chromatography operations available, the technology of the simulated 
moving bed (SMB) process is perhaps the most prolific and best known. In the SMB 
process, a fixed adsorbent bed is used, with feed and product positions are succes­
sively switched at regular timed intervals to simulate the countercurrent movement 
of the bed against the flow of mobile phase. More recent however, is the develop­
ment of the Varicol process, a process not unlike the SMB, but instead employs the 
nonsynchronous switching of the inlet and outlet ports in its operation. Other vari­
ants of the SMB process include PowerFeed, where flow rates in the unit are allowed 
to change during the switching period (studied extensively in the works of Zhang et 
al. (2003b) and Zhang et al. (2004)), and ModiCon, in which the feed concentra­
tion is modified periodically (detailed studies found in the work of Schramm et al. 
(2003). Both processes demonstrate a remarkable potential for the improvement of 
the separation performance compared to the conventional SMB process, although 
the choice of operation depends on the physical properties of the specific problem 
being considered (Schramm et a l , 2003).
In recent years, some work has been done to compare the different chromato­
graphic systems available. Nicoud et al. (1993) compared the eluent consumption, 
specific productivity and recovery ratio for liquid chromatography and the simu­
lated moving bed chromatography for the enantioseparation of a chiral epoxide on a 
preparative scale. The findings showed that among the two systems, the SMB unit 
required less solvent and had a recovery rate of nearly 100%, compared to about 
70% in liquid chromatography.
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Kennedy et al. (2004) investigated the development and scale up of steady state 
recycle (SSR) technique in batch chromatography. This requires the timed events 
for sample fraction cuts, recycle and sample injection to be determined in order to 
develop a constant sample profile. This concentration becomes constant or steady 
state after a number of cycles. In this work, optimised batch chromatography is com­
pared to SSR for six active pharmaceutical intermediates in terms of productivity 
and solvent usage. In all cases studied, solvent usage decreased and improvement 
in productivity was observed when SSR was employed. It is a technique worth 
considering when the feed sample quantities are in the range of 50g to kilograms.
Miller et al. (2003) and Grill et al. (2004) conducted comparisons of different 
chromatographic systems for the resolution of a racemic pharmaceutical intermedi­
ate at preparative and process scales. The work of Miller et al. (2003) focussed on 
batch and simulated moving bed (SMB) chromatography, whilst Grill et al. (2004) 
compared preparative high pressure liquid chromatography (HPLC), steady state 
recycle (SSR) and SMB. Both these works made the comparisons on the basis of 
production rate and solvent consumption; these being the most important factors 
in determining the operating costs. Grill et al. (2004) concluded that the SMB 
technique was the best choice for the process scale, whilst lab-scale SMB and SSR 
are comparable for a moderate scale separation.
Most of the work comparing single column and multi-column chromatography 
has been based on comparing the two processes on specific outcomes such as eluent 
consumption or specific productivity (Nicoud et al., 1993; Grill et al., 2004). Such 
comparisons fail to consider underlying economic issues which may be in conflict, 
e.g. multi-column processes are associated with a high investment cost but have 
reduced eluent consumption, whilst single columns have lower investment costs but 
lower efficiency. As a result, these comparisons, whilst useful in highlighting the 
advantages and disadvantages of both systems relative to each other, do not provide 
any useful means of choosing between these systems.
Papers considering chromatographic systems from an economic perspective are
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relatively few, one of the more recent papers being Jupke et al. (2002) where an 
economic comparison is made between the optimal design of the batch and SMB 
chromatographic systems, and providing an idea of the contributions of the sepa­
rations costs between the two systems. Jupke et al. (2002) considers a detailed 
breakdown of the costs in the separations including capital costs, investment costs, 
operation (including labour and maintenance) costs as well as depreciation over 4 
years for the batch and SMB systems.
Thus, an economic comparison between the optimised process alternatives within 
single and multi-column chromatography is thus necessary to properly assess the 
strengths and weaknesses of each system, particularly from an industrial point of 
view.
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2.5 R eview  of optim isation of chromatography
The optimisation of the design and operation of chromatographic processes is of 
great economical importance as it is a crucial separation technique in many phar­
maceutical and bioprocesses. However, it is difficult to optimise a separation without 
a clear understanding of how the thermodynamics of phase equilibria, the finite rate 
of mass transfer and dispersion phenomena interact to affect the band profiles of the 
individual components as these profiles determine the cut points and the purity, pro­
duction rate and operation time. With the lack of computation power and reliable 
numerical algorithms in the past, optimisation on such a basis was not frequently 
attempted. Table 2.9 gives a brief overview of some of the optimisation work done 
in chromatography modelling.
In general, there are two main approaches to optimisation: (1) a semi-empirical 
approach where experimental work is used to verify the optimisation, (2) a theoret­
ical approach which involves the use of chromatography column models to calculate 
conditions for an optimised separation.
Jacobson et al. (1992a) outlined a three-step procedure for the determination and 
verification of optimum operating conditions: (1) obtaining preliminary experimen­
tal data to describe the behaviour of the components in the separation process, (2) 
using an optimisation algorithm to determine the optimal operating conditions and 
(3) verifying these results by comparing them to the experimental profiles. Other 
studies employing a similar procedure include the work of Jacobson et al. (1992b) 
and Jungbauer and Kaltenbrunner (1996).
Much work has been done the optimisation of the design and operating parame­
ters in chromatographic models. The optimisation is based on either the application 
of the ideal model (Knox and Pyper, 1986; Golshan-Shirazi and Guiochon, 1989a, b) 
or that of the equilibrium-dispersive model (Felinger and Guiochon, 1996a, b ; Teoh 
et al., 2001). Given that real chromatography columns exhibit finite efficiencies, the 
equilibrium-dispersive model is a more realistic model compared to the ideal model,
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which assumes these efficiencies to be infinite.
Felinger and Guiochon (1996a) studied the optimisation of design and operation 
of a preparative chromatographic process. An objective function was introduced 
in which the product of the production rate and the recovery yield is maximised. 
These calculations were carried out for isocratic and gradient elution, as well as 
displacement chromatography. It was found that the objective function leads to 
optimum experimental conditions where not only the production rate is maximised, 
but the recovery yield is also significantly improved. This hybrid objective function 
was also applied to the optimisation of the experimental conditions in overloaded 
gradient elution chromatography (Felinger and Guiochon, 1996b).
Teoh et al. (2001) investigated a high performance liquid chromatographic sepa­
ration using an equilibrium-dispersive model. The model was used in the optimisa­
tion of a preparative chromatographic column using closed-loop recycling operation. 
The results confirmed that the effective column length could be increased by as 
much as 200% by the recycling operation. However, recycling does not necessarily 
gurantee an increment in yield as this depends on the component production being 
optimised.
In recent years, the work on optimisation in chromatography has also extended to 
expanded chromatography systems such as simulated moving bed chromatography 
(Mazzotti et a/., 1997; Klatt et al., 2000; Jupke et al., 2002; Schramm et al., 2003) 
and Varicol processes (Toumi et al., 2003; Zhang et al., 2002; Zhang et al., 2003a,b). 
This is investigated in further detail in Chapter 4.
Toumi et al. (2003) considered a rigourous model-based optimisation framework 
for the chromatographic separation of proprandol isomers (which exhibit highly non­
linear behaviour) for the SMB and Varicol process, in which the throughput (or feed 
flowrate) was optimised. It was found that a higher production was obtained with 
the Varicol process compared with the SMB, with the optimisation strategy acting 
as a set-point generator for low-level controller. This was extended further in Toumi 
and Engell (2004), in the optimisation for a reactive SMB process, which com­
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bined the quasi-continuous chromatographic separation with enzymatic biochemical 
conversion of glucose to fructose. A non-linear model predictive controller was im­
plemented in the simulations and at a real plant of a small production scale, with 
experiments confirming the excellence of the developed control scheme. In addition, 
Engell and Toumi (2005) presented an overview of model-based techniques for the 
optimisation and control of batch and continuous chromatography, considering max­
imising the productivity of the batch process and minimising the separation costs 
of the SMB process. However, there is no comparison of either process in this work.
A multiobjective function optimisation, maximising both the purity of the ex­
tract and the productivity of the unit, for both the simulated moving bed (SMB) 
and Varicol chromatographic processes was investigated by Zhang et al (2003a). 
This work utilised an equilibrium stage chromatography model (based on the plate 
model theory). The optimisation technique was based on a genetic algorithm, and 
allows for the performances of both SMB and Varicol separation systems to be com­
pared under equal optimal conditions. The parameters being investigated were the 
size of the packing material, the total number of columns and the total amount of 
feed concentration.
These studies suggest that the design and operation of a successful SMB unit 
requires an accurate and reliable dynamic model of the process, taking into account 
the continuous dynamics in each column and the discrete events of port switching. 
Thus, a thorough optimisation of the SMB unit should be based on a dynamic SMB 
model.
Optimisation of a dynamic SMB model has only been investigated recently (Maz­
zotti et a l , 1997; Strube et a l , 1997; Klatt et a l , 2000; Diinnebier et a l, 2000; 
Houwing et al, 2002a,b; Jupke et al, 2002). Other systems closely related to the 
SMB include closed loop steady state recycling (CLSSR) chromatography (Grill, 
1998; Grill and Miller, 1998; Grill et al, 2004) and also the development of the 
Varicol process (Ludemann-Hombourger et al, 2000 and 2002; Zhang et al, 2002 
and 2003; Subramani et al, 2003), which is a modification of the SMB system.
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These previous approaches to optimisation of the SMB process have mainly 
focussed on dynamic simulation until steady state (e.g. Diinnebier and Klatt, 1999; 
Klatt et al., 2000; Jupke et al, 2002), the use of the Triangular theory (e.g. Mazzotti 
et al., 1997; Houwing et al., 2002a,b) and multi-objective optimisation (e.g. Zhang 
et al., 2002; Zhang et al., 2003; Subramani et al., 2003).
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2.5.1 Summary
From the literature review, the approach to optimisation in chromatography has 
changed dramatically with the advances in computational technology and infor­
mation available. Most of the initial work was based on empirical methods. Subse­
quently, computer simulation and optimisation techniques such as the Gauss-Newton 
method, non-Simplex algorithm etc. were commonly used in predicting the optimum 
experimental conditions given a particular objective function (usually maximising 
production rate).
Another area of research explored was the objective function employed in the 
optimisation, as the optimal experimental conditions found may be very different 
depending on this. It was found that hybrid objective functions, or indirectly multi- 
variable objective functions, enable a much more satisfactory means of meeting the 
objective function without compromising process constraints.
Much of the work discussed confines the optimisation work done to optimising 
only the operating conditions, or else limited design parameters of the process. In 
reality, such solutions are sub-optimal as they do not examine all potential areas for 
optimisation.
2.6 Concluding remarks
Over the years, significant work has been done in the modelling and, to a lesser 
extent, optimisation of chromatographic processes. Section 2.2 discusses the various 
types of models available in the literature and also provides details to the assump­
tions that make up these models. The review of the work done in modelling of 
chromatography, particularly rate models, in Section 2.3 makes it clear that with 
the advances in computation, the more complex and comprehensive models may 
now be solved and used.
Chromatography technology itself has also advanced enormously over the years, 
and continuous and multi-column chromatographic processes are now being consid­
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ered. Similarly, the work in developing chromatographic models have expanded into 
the modelling and optimisation of multi-column chromatographic processes such as 
the simulated moving bed (SMB) and the Varicol processes as well.
The efficient computation power available at present allows for more realistic and 
complex chromatography models, such as the equilibrium-dispersive model and the 
general rate model, to be solved and used for optimisation. In the following sections, 
detailed mathematical models coupled with a dynamic optimisation approach will 
be employed for the modelling and optimisation of both single and multi-column 
chromatographic processes.
Chapter 3
A system atic approach to  
m odelling chromatographic 
processes
In this chapter, a systematic approach is proposed (Section 3.2), which 
allows the estimation of model parameters for the equilibrium-dispersive 
and general rate models, and to then select which is the appropriate model 
of the two for a given application. The approach is applied to three case 
studies (Section 3.3), one theoretical and two experimental. The case 
studies consider the suitability and range of application of the two models 
in describing the behaviour of complex chromatographic separations. It 
is found that, whilst the equilibrium-dispersive model is a good approxi­
mation in most cases, there are instances when the more detailed general 
rate model is required to capture the process behaviour more accurately.
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3.1 Introduction
Modelling and optimisation of process-scale chromatography allows the investigation 
of different design and operating alternatives. However, in order to achieve this, 
accurate mathematical models of the chromatographic process are needed. Much 
of the work published on developing such models considers only analytical scale 
separations, and all need further experimental work needs to be done in order to 
obtain the model parameters. Little research is conducted on developing models 
for more complex separations. Thus, there is a a need for a systematic approach 
to determine the parameters in chromatography models and, more importantly, to 
select the most appropriate model for complex separations, such as those found in 
biochemical applications.
In this work, a novel systematic approach is proposed to obtain accurate model 
parameters from experimental and literature data for two commonly-used chro­
matography models - the equilibrium-dispersive model and the general rate model. 
A key feature in the approach is a procedure used to approximate the feed concen­
tration for mixtures where the feed concentration is unknown, which is common in 
complex mixtures such as those used in bioprocesses.
The objectives of this approach are therefore to (1) determine the feed concen­
tration of an unknown mixture, (2) determine or estimate the model parameters of 
each model and (3) select the most appropriate model for a given process using a 
graphical method representing the chromatographic performance in the model. The 
deliverable is thus a method for modelling, as well as guidelines for how to determine 
which model is appropriate for which application.
3.1.1 Chromatography models in literature
Several mathematical models of chromatographic processes are available and have 
been applied successfully for the calculation of the band profiles obtained in chro­
matography (Guiochon et al., 1994). Models studied in the literature include the
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ideal model, the equilibrium-dispersive model (ED) and the general rate (GR) model, 
with the latter two being most widely used.
The equilibrium-dispersive model accounts only for a finite extent of axial dis­
persion as it uses an apparent lumped dispersion coefficient to account for any 
band-broadening effects. It is accurate, provided the mass transfer in the chromato­
graphic column is controlled only by molecular diffusion across the mobile phase 
flowing around the packing particles and the exchange of eluites between the sta­
tionary and mobile phases is very fast (Guiochon et al., 1994). In other cases, it 
serves as an approximation only. It has nevertheless been used extensively and 
verified with experimental data by many authors (Felinger and Guiochon, 1992; 
Guiochon et a/., 1994; Heuer et al., 1996; Teoh et al., 2001; Antos e t.a l , 2003). 
Much of the work demonstrates the success in employing the equilibrium-dispersive 
model in modelling and optimising preparative chromatography. More details on 
the modelling and optimisation work on this model can be found in Section 2.3.2 
and Section 2.4.
The general rate model is widely acknowledged to be the most comprehensive 
among the chromatography models (Guiochon et al., 1994; Kaczmarski et al., 2001; 
Teoh, 2002) as it accounts for the axial dispersion and all the mass transfer resis­
tances e.g. external mass transfer of solute molecules from bulk phase to the external 
surface of the adsorbent, diffusion of the solute molecules through the particle pores 
and adsorption-desorption processes on the site of the particles. It has been suc­
cessfully employed in many chromatography applications (Gu et al., 1990; Li et al., 
1998; Kaczmarski et al., 2001; Gu, 1995; Gu and Zheng, 1999; Klatt et al., 2000; 
Pi§,tkowski et al., 2003) including complex processes such as simulated moving bed 
chromatography. However, the general rate model requires a relatively large number 
of parameters in order to characterise the axial dispersion, external mass transfer 
and effective diffusion through the pores, some of which are difficult to measure ac­
curately (Kaczmarski et al., 2001). It also involves two partial differential equations 
in its mass balances, and is therefore more computationally demanding than the
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simpler chromatography models. Further details on the modelling and optimisation 
work on this model may be referred to in Section 2.3.2 and Section 2.4.
The equilibrium-dispersive and general rate models are the most popular in the 
literature of chromatography but there are trade-offs associated with each. The ED 
model can be solved in a short time with fairly accurate solutions, whilst the GR 
model captures the process dynamics more accurately as it takes into account all 
the mass transfer resistances in the process, but it is computationally expensive. 
The application of these models, however, also requires the knowledge of how to 
obtain the model parameters from experimental and literature data. Also, more 
importantly, how to select the appropriate model for a given application.
There has been some work which has compared the other available models of 
chromatography such as the transport-dispersive model (which uses a lumped dis­
persion coefficient and the lumped mass transfer coefficient) (Antos et a/., 2003; 
Pi§,tkowski et a/., 2003) and the lumped pore diffusion model (a simplified form of 
the general rate model employing a lumped overall mass transfer coefficient) (Kacz­
marski and Antos, 1996) with the equilibrium-dispersive model and general rate 
model. However, much of the comparative work done on these models compares 
them on a theoretical basis or examines the conditions under which these models 
are applicable using experimental results at an analytical scale for simple systems. 
There is thus a need for a systematic approach to discern which models are appropri­
ate for complex separations, such as those found in biochemical and pharmaceutical 
applications, and how best to determine the parameters in these models.
The focus of this work on model parameter determination and model selection 
will be the equilibrium-dispersive model and the general rate model and complex 
systems will be considered to demonstrate the approach.
Chapter 3. A systematic approach to modelling chromatographic processes 104
3.2 A system atic approach for model parameter 
determ ination and m odel selection
In this section, the approach proposed for determining model parameters is outlined. 
In the literature, there is no methodical means by which unknown model parameters, 
such as the feed concentration, can be estimated for a mixture which consists of 
many unknown components. In particular, with complex bio-mixtures, with several 
impurities present, it is difficult to know what is the actual composition of the feed. 
The proposed approach details how the feed concentration may be approximated 
and demonstrates that detailed information of all the components in the mixtures 
is not necessary in the model development. Nevertheless, some information is still 
needed for the accurate representation of the process, as detailed in Section 2.1.1.
Figure 3.1 shows a general flowchart of the systematic approach used in this work. 
The type of separation in the experimental set-up is first identified in order to develop 
the model. The next step of identifying the known model parameters (in both 
the equilibrium-dispersive and the general rate models) involves both common and 
distinct model parameters. The remaining unknown parameters are then estimated, 
followed by the selection of the most appropriate model for the separation.
Some of the parameters of the models can be determined from the experimental 
set-up or from the literature. The unknown parameters, in this work, the isotherm 
parameters, must then be estimated. Once the parameters of the candidate models 
have been determined, the selection of the most appropriate model then needs to be 
made on the basis of the performance of the models against the experimental data 
it represents. This is done, in this work, using a graphical method representing the 
chromatographic performance in the model.
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3.2.1 Param eters common in both models
Some parameters are common in both the ED and GR models, and their identifica­
tion is one of the key steps in the approach shown in Figure 3.1. Known common 
model parameters, such as column length L, column diameter D c , particle radius 
and the flow-rate of the mobile phase Q, are easily found from the experimental 
set-up. Other common model parameters, like the feed concentration of the compo­
nents and the isotherm parameters, may not be readily known, and are here termed 
unknown common model parameters. The proposed approach uses a procedure to 
determine the individual feed component concentrations first, if unknown, with the 
isotherm parameters estimated at a later stage. If the feed concentration is known, 
other uncertain parameters, such as the mass tranfer resistances in the general rate 
model, may be estimated instead.
O utline of the procedure for feed concentration determ ination
In most industrial chemical separations, the total concentration of the overall feed 
mixture is usually known. However, in complex separations, such as those in biopro­
cess applications, where the feed contains impurities or many unknown components, 
it may be difficult to identify which components should be modelled. To model all of 
the components, and the associated model parameters, is costly both in terms of time 
and computation expense. Thus a procedure to determine the feed concentration 
for accurate modelling is necessary, using information only from the chromatogram, 
and this is proposed in this section.
The procedure for feed concentration determination of a mixture containing sev­
eral unknown components in the feed developed in this work assumes that:
• the identity of some of the components is known e.g. protein names
• chromatographic data of at least one of the components
• chromatographic data of the total mass of components eluted
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Figure 3.2 outlines the procedure for determining the feed concentration from the 
experimental chromatograms, for which many of the feed component concentrations 
are unknown. In complex separations there may often be several components, which 
either do not bind to the column or are present in insignificant amounts. These are 
not present in the experimental chromatograms and are removed from the model 
using the procedure outlined below.
S tep  1 Input parameters are identified and defined: N t is the total number 
of components in the feed mixture, whilst N ^p  is the number of peaks on the 
chromatogram from the column. Rc  is a confidence ratio, and is employed in the 
procedure to determine a reasonable number of components for which the estimated 
parameters are likely to be statistically significant (refer to Appendix C for more 
information on statistics).
S tep  2 Known components in the feed mixture which are likely to be retained on 
the column are identified. Next, the characteristic property of the chromatographic 
separation must be known, e.g. affinity for stationary phase, molecular size or 
hydrophobicity. The separation property determines if the components are retained. 
The number of unretained  components are identified as N r .
S tep  3 The number of feed components appearing in negligible amounts, N s , 
is identified. The total number of components which bind to the column and is 
subsequently eluted to form the chromatogram is N c, which is defined by N c  = 
N t  — N r  — Ns- Thus, components small in quantity (N s ), and not retained on the 
column {Nr ), are not included in the model.
S tep  4 Pseudo-components may be defined by lumping components which have 
similar properties as they will elute in the same manner, to give N'c , the number of 
components to be modelled. This reduces the number of variables which need to be 
considered in the model and thereby reduces the complexity of the problem.
S tep  5 The ratio of the number of modelled components to the number of
N'peaks on the chromatogram, is determined. N'c cannot be less than N ^p
as this would suggest that there are fewer components in the model than in the
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experimental data. However, at the same time, the parameter values obtained may
not be statistically significant if too many parameters are estimated simultaneously.
N'Thus, a decision block is set up where the calculation continues to Step 6 only if 
fulfils the criterion of a lower bound of 1 and an upper bound of R c • Otherwise, the 
process is repeated by redefining the either N r , N s  and/or N'c , to re-evaluate the 
components and reduce the number of pseudo-components.
S tep  6 The components (both pseudo-components and real) from Step 5 may 
now be regarded as the total number of components present in the separation for 
the purpose of modelling the process. The magnitude of the characteristic property 
the separation for each of the components is used to determine the affinity of the 
components for the stationary phase, and thus the order in which they elute from 
the column.
S tep  7 The feed concentration for each peak is calculated using the trapezium 
rule on the area under each peak on the chromatogram. Each peak is assumed to be 
Gaussian-shaped and symmetrical as these are not generally not explicitly shown on 
the total concentration chromatogram. The trapezium rule is illustrated in Figure 
3.3, with the shaded section under the peak expressed as:
Shaded section =  —h ( f l  -f /2 ) (3-1)
The summation of the all the different segments under the peak give the total area 
under the peak.
S tep  8 The chromatogram peaks are then identified by the order of elution of 
the components and the known proportions of the components present. The feed 
concentration of the components (pseudo and real) is thus determined.
3.2.2 D istinct m odel parameters
Having determined the common model parameters for the models including the feed 
concentrations, the distinct model parameters, which are the parameters character­
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istic of each model, must be found (see Figure 3.1). These include the apparent 
axial dispersion coefficients in the equilibrium-dispersive model and mass transfer 
resistance coefficients in the GR model. In this work, these parameters were de­
termined using literature correlations, although some values can be determined by 
performing experiments. The distinct model parameters used in this work, along 
with suitable correlations are summarised in Tables 3.1 and 3.2.
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Type of chromatography
Identification of model parameters
Common model parameters Distinct model parameters
Estimation o f uncertain 
parameters
Model selection
Figure 3.1: Flowchart of the approach
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Nw N , and/or N’
Define pseudo-components to get
Determine elution order of components
Estimate mass concentration of each peak
Number of components assumed not to bind to column N, 
Number of similar components left NT -  NR
Number of components assumed to be in small amounts Ns 
Number of components in chromatogram Nc =  NT -  NR -  N,
Figure 3.2: Flowchart of feed concentration determination
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Figure 3.3: Illustration of the trapezium rule to estimate area under a peak
P a ra m e te rs Sym bol C o rre la tio n
Total porosity tr eT =  T (1 — £b )cp (Pi§.tkowski et al., 2003)
Plate number NP Np =  5.54 (Snyder and Kirkland, 1974)
Apparent dispersion coefficient ■Cap,i Dap,i =  2t4 (Guiochon et al., 1994)
Dead time to t0 = 1Td^ B (Li et al., 1998)
Table 3.1: Distinct model parameters and the correlations for the equilibium-dispersive model
P a ra m e te rs Sym bol C o rre la tio n
Particle porosity ep 0.5 (Guiochon et al., 1994)
Bed porosity ep 0.4 (Unger, 1979)
Axial dispersion 
coefficient
D  a x ,i Dvt ,  -  2HPCB (0.2 +  0 . 0 1 1 ^ )  
(Chung and Wen, 1968)
Effective diffusivity 
coefficient
D e ,i D e ,i = D m ,i {  1 -  2.104A +  2.09A3 -  0.95A5) /r tor 
(Yau et al. ,  1979)
Mass transfer resistance coeffcient K p m , i K Pm ,i  — 0.687V1/3 ( £7^ )   ^ (Wilson and Geankopolis, 1966)
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3.2.3 Param eter estim ation of unknown parameters
In Figure 3.1, having obtained both the common and distinct model parameters, 
what remains to be determined are normally the isotherm parameters. These pa­
rameters are often determined experimentally. In cases where only limited chromato­
graphic data is available and no further experimental work can be done, parameter 
estimation may be used to determine the unknown isotherm parameters.
Parameter estimation refers to the process of obtaining the unknown values of the 
parameters by matching the model predictions to the available sets of experimental 
data (Englezos and Kalogerakis, 2001). In the approach proposed in this work, it 
is assumed that the values of the isotherm parameters are not usually known, and 
that these need to be determined by parameter estimation. Should the isotherm 
parameters already be known, parameter estimation may be used to estimate other 
coefficients, e.g. the effective diffusivities in the GR model. It is possible to estimate 
other parameters together with the isotherm parameters, however, estimating a large 
number of parameters based on little input data renders all the parameter values 
obtained statistically unreliable.
In this section, the procedure for estimating the unknown model parameters is 
outlined (see Figure 3.4). All the input blocks (trapeziums) and the action blocks 
(boxes) are labelled numerically, whilst the decision block (diamond-shaped figure) 
are labelled using Roman numerals. The gPROMS (Process Systems Enterprise Ltd., 
2005) modelling software was used to estimate the parameters in this work and more 
details of this parameter estimation tool used may be referred to in Appendix C.
T rap ez iu m  1 Compile the experimental data, usually chromatographic data of 
the process.
T rapez ium  2 Program the model of the process using the chosen programming 
tool.
Box 3 Set the bounds for the parameters to be estimated. The parameters are 
estimated within the range imposed by these bounds.
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Figure 3.4: Flowchart of parameter estimation
Box 4 Initialise the values of the estimated parameters in the model. During all 
the test runs, the parameter estimation will initiate using these values.
Box 5 Carry out parameter estimation.
D ecision i Determine if the model fits the experimental data given in Trapezium 
1. If it does, proceed to the next step; otherwise return to Box 4 and change the 
values for initialisation. (Different initial guesses may be needed if initial values are 
too far from the estimated values for the model to fit the data.)
D ecision ii Check that the estimated parameter values do not lie on the bounds 
set in Box 3. If they do, return to Box 3 to increase the bounds; if not proceed to 
the next step. (If values lie on the bound, it often means the parameter estimation 
has been constrained by the bounds on that parameter.)
Chapter 3. A  systematic approach to modelling chromatographic processes 115
D ecision iii Check that the estimated parameter values obtained reflect the 
process accurately from previous knowledge of the process. With limited data pro­
vided for parameter estimation, the estimated parameters may not reflect certain 
behaviour correctly, e.g. the elution order or band width. If the model does reflect 
the process, then the parameter estimation comes to an end. However, if it does 
not, then proceed to Box 6.
Box 6 Examine the model equations to determine why there is a discrepancy 
between the model prediction and the experimental data.
D ecision iv If the model is working correctly i.e. reflects the behaviour of a 
chromatographic process but the discrepancy is still present, proceed to Box 7. If 
the model is determined not to be working correctly, then proceed to Box 8.
Box 7 Examine that the experimental data used in the estimation is correctly 
entered and proceed to Decision v.
Box 8 Re-visit the modelling assumptions. Return to Trapezium 2.
D ecision v  If the experimental data input has been entered wrongly for the 
parameter estimation, proceed to Box 9. If the experimental data given is correct, 
proceed to Decision vi.
Box 9 Correct the experimental data input and return to Trapezium 1.
D ecision vi Determine if there is any additional data available on the experi­
ment. If there is additional data, proceed to Box 10. If there is no additional data 
on the experiment, proceed to Box 11.
Box 10 Add the additional experimental data to the input data and return to 
Trapezium 1.
Box 11a and l i b  There is probably insufficient data for accurate parameter 
estimation. Since there is no additional data to be gathered, further experiments 
have to be conducted (Box lib ).
The procedure ends successfully when the parameters estimated reflect the pro­
cess at Decision iii, or unsuccessfully if there is insufficient data for parameter esti­
mation.
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3.2.4 M odel selection
Once the parameters of both the ED and GR models have been determined from the 
experimental data, the final step of the approach is to decide which of the two models 
is better suited for modelling the process (see Figure 3.1)). The performances of the 
models are compared against the experimental data to decide which is more suitable. 
Merely examining the goodness-of-fit of the model against the experimental data is, 
however, not sufficient as it is subject to perception.
Since some differences between predicted and experimental data are unavoidable, 
the crucial issue is which of the models will be a closer fit to the data, which may 
not be easily discerned by merely examining the chromatograms. What is needed 
is a means by which any change in the predicted data from the experimental data 
is accentuated to show the difference in a manner which is useful.
Fractionation and maximum purification factor diagrams are recent graphical 
methods used to illustrate the trade-off between purity and recovery in chromato­
graphic performance (Ngiam et al., 2001; Ngiam, 2002) and these are used in this 
work. They are highly sensitive to how small changes in the chromatogram affect the 
purity and recovery of the process. Thus, by using these diagrams on the predicted 
and experimental data, the closeness of the model predication to the experimental 
data is made much more evident in order for the user to decide which of the models 
is better suited to describing the process.
3.3 Case Studies
In the previous section, a systematic approach has been described where model pa­
rameters for different candidate models are estimated and the appropriate model 
selected for a given separation process. The approach is now illustrated in this 
section for three case studies. The first case study is theoretical, and is included 
to illustrate the steps in the approach, as well as to validate the parameter esti­
mation technique. The second and third case studies employ experimental data
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P a ra m e te r Sym bol U n its V alue
Column length L cm 15
Column diameter Dc cm 60
Particle radius R p pm 45
Volumetric flowrate Q m l/m in 5640
Load volume ml 148,000
Total component concentration mg/ml 15
Table 3.3: Dimensions of column in Case Study 1
from other workers (Khanom, 2003; Edwards-Parton, 2004) in two different types 
of chromatography to illustrate the approach.
3.3.1 Case Study 1
The first example is a theoretical case study on modelling a step elution hydropho­
bic interaction chromatographic separation for 1 2  components, of which only the 
concentration of one component is known, employing industrial dimensions for the 
column (see Table 3.3). The ‘experimental data’ was generated using the GR model 
(refer to Figure 3.5 (a) and (b)). However, the only data in the approach used is 
of one component and the total component concentration to reflect the limitations 
typically encountered in gathering industrial data. This data was used to illustrate 
the proposed approach in detail to obtain the parameters for both the ED and GR 
models. The primary purpose of this is to demonstrate the viability of the parame­
ter estimation technique by comparing the estimated values with the actual values 
employed in the GR model when generating the data. The case study is fairly simple 
to work on, as compared to an experimental case study, as it has clearly known and 
defined feed components.
D e te rm in in g  feed co n cen tra tio n
Table 3.4 shows the components and their known characteristic properties which are 
used in separation. The value of the characteristic property is used as an indication
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C o m p o n en t
M olecu la r weight 
(D a)
A m o u n t 
p re sen t (%)
C h arac te ris tic  
p ro p e rty  value
A 50 00 5 7
B 150 000 5 7
C 55 000 11 8
D 15 000 8.3 9
E 40 000 9 1 0
F 1 0  0 0 0 23 11
G 30 000 7 1 2
H 6  0 0 0 5 1 2
I 150 000 . 1 0 1
J 62 0 0 0 15 2
K 23 000 0.5 7
L 16 0 0 0 1 . 2 9
E  =  100%












A and B 1 1 0 0  0 0 0 10 7 1.5
C 2 55 000 11 8 1.65
D 3 15 000 8.3 9 1.24
E 4 40 000 9 10 1.35
F 5 10  0 0 0 23 11 3.45
G and H 6 2 0  0 0 0 12 12 1.80
E  = 73.3% of total concentration
Table 3.5: Feed component concentration in Case Study 1















Figure 3.5: Experimental chromatograms generated using the GR model for Case 
Study 1
(a) Total component chromatogram, (b) Component 6 chromatogram
of the strength of the components’ affinity for the stationary phase, with higher 
values having a stronger affinity for the stationary phase. Components with very 
low values do not bind to the stationary phase but rather go straight through the 
column. They do not appear in the chromatogram and are thus not considered in 
the simulation.
Figure 3.2 has shown the procedure for feed concentration determination and 
the steps outlined earlier are explained below for this case study to demonstrate the 
approach.
S tep  1 N t  is the total number of components in the feed mixture, and in this 
example, this is defined as 1 2 . Nn p , the number of peaks on the chromatogram, can 
be observed from Figure 3.6 as there are 4 distinguishable peaks. R c , the confidence 
ratio described earlier, is defined as 2 .
S tep  2  From Table 3.4, components I and J have separation properties which 
are much lower (of values 1 and 2 , respectively) than the other components and are 
therefore considered to go straight through the column, i.e. N r  =  2. The number 
of components which will bind to the column is N t  — N r  = 12 — 2 =  10.




0 10 20 30 40 
Dimensionless time
Figure 3.6: The chromatographic peaks in the experimental chromatograms in Case 
Study 1
S tep  3 In the next step, negligible amounts of components that are present in 
the mixture are identified. From Table 3.4, the amount of components K and L 
are significantly lower compared to the rest of the mixture and these components 
are regarded as negligible in the process, i.e. Ns  =  2. The number of components 
eluting from the column is N c, where Nc  is defined by Nc  =  N t — N r  — N s  =  8. 
Thus, components small in quantity (Ns), and not retained on the column ( N r ), 
are not included in the model (component I, J, K and L).
S tep  4 Components with similar affinity properties are lumped to form pseudo­
components at this stage. Component A and B are lumped to form Component 
1 , whilst G and H are lumped to form Component 6 . Table 3.5 shows the list of
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Table 3.6: Area under each peak in Case Study 1
pseudo-components. N'c , the number of components used in the model, is thus 6 .
S tep  5 The ratio of the number of modelled components to the number of peaks
N* Aon the chromatogram, This value is less than the confidence ratio Rc  of
2 , for which the parameters estimated are deemed to be statistically significant and 
the calculation continues to Step 6 . Thus 6  modelled components have to be fitted 
to the data from 4 peaks.
S tep  6  The components (both pseudo-components and real) from Step 5 may 
now be regarded as the total number of components present in the separation for the 
purpose of modelling the process, N'c . The magnitude of the characteristic property 
of the components (which the separation is based on) in Table 3.5 is used to obtain 
an estimate of the order in which the components elute from the column. For this 
example, component 1 elutes first, followed by 2, 3 etc.
S tep  7 The feed concentration for each peak is calculated using the trapezium 
rule on the area under each peak on the total component mass (Figure 3.5(a)) and 
Component 6  chromatogram (Figure 3.5(b)). Figure 3.7 shows 4 peaks that are 
estimated to be present on the redrawn total component chromatogram and Table 
3.6 shows the concentration for each assumed peak.
S tep  8  The chromatogram peaks are identified by the order of elution of the 
components and the concentration of components compared to the peak area (see 
Table 3.7). Peak 1 is made up of components 1 and 2; peak 2 is component 3, peak 
3 is components 4 and 5 whilst peak 4 is component 6 .













Figure 3.7: 4 assumed peaks drawn as shown against the total component chro­
matogram
Note: Only Peak 4 (component 6 chromatogram) known as it is given in the experimental data
In summary, the approach is as follows. From Figure 3.6, the number of peaks 
Njyp is identified as 4. The feed mixture loaded onto the column contains 1 2  compo­
nents, for which 2  do not bind to the column and 2 are present in negligible amounts. 
Thus the components binding to the column, Nc  =  8 . 2  pseudo-components are
formed, each consists of 2 components, to give N'c = 6 . =  |  and the criteria
N 1
1 < < R c , where R c  is 2 , is fulfilled. 6  components are to be modelled and
the feed concentrations of these are determined from the chromatogram.
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P eak C o n cen tra tio n  
(P eak  area) m g /m l
P seudo
C om ponen ts
C alcu la ted  
co n cen tra tio n  m g /m l
1 3.2 1 and 2 3.15
2 1 .1 3 1.24
3 4.9 4 and 5 4.8
4 1 .8 6 1 .8
Table 3.7: Identifying peaks to components by concentration comparison in Case 
Study 1
P a ra m e te r  d e te rm in a tio n
The distinct parameters for both models in this case study were obtained using the 
correlations in Tables 3.1 and 3.2 and are shown in Table 3.8.
Iso th e rm  p a ra m e te r  es tim atio n
The common and distinct model parameters were readily determined from the ex­
perimental data and the correlations outlined earlier. The remaining parameters 
which to be estimated are the isotherm parameters. For the approach in this paper, 
any isotherm model may be employed. A linear isotherm is used here to illustrate 
the approach. The process uses step elution, where the mobile phase (and hence, 
the isotherm) is changed during the process. Thus for each component there are 
two isotherm parameters to be estimated, giving a total of 1 2  estimated parameters 
(I<h and K 2 i ) .
It is assumed that the final component eluted, Component 6  (G and H together), 
is the desired product. As data on all components are usually not available in a real 
process, only chromatograms for Component 6  and the total protein concentration 
(Figures 3.5(a) and 3.5(b)) are used here for the model parameter estimation.
The ED model predicts the general trend for the total protein concentration in 
Figure 3.8(a) well. However, it is poorer at capturing the process dynamics for the
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E qu ilib rium -d ispersive m odel p a ram e te rs
Parameter Symbol Value
Total porosity €t 0.7
Dead time (s) to 315
Plate number NP 12.4
Apparent dispersion coefficient 
xlO3 (cm2 js)
D ap ti 29
G eneral ra te  m odel p a ram e te rs
Parameter Symbol Value
Particle porosity £p 0.5
Bed porosity
Axial dispersion coefficient P a x , i
0.4
1.48
x 1 0 3 (cm /s)
Components i 1 2 3 4 5 6
Effective diffusivity coefficient P e , i 7.64 1.08 2.04 1.27 2.43 1.78
xlO7 (cm2/s))
Mass transfer resistance 
coefficient xlO3 (cm2/ s )
K p m , i 1.43 1.63 2.18 1.75 2.38 1.04
Table 3.8: Distinct model parameters determined for Case Study 1
individual elution profile of Component 6 , where the start of elution is predicted to 
be after the actual elution process.
Table 3.9 shows the original GR model parameters (right column) used to gener­
ate the experimental data, and the GR model parameters estimated using only the 
data for Component 6  and the total protein i.e. Figures3.5(a) and 3.5(b). Different 
initial values for the estimated parameters were used in the estimation. Similar 
estimates to the original parameters are obtained for Component 6 , and these were 
found to be statistically significant for a 95% confidence level (see Appendix D).
Table 3.10 shows the parameters of ED estimated, which are quite different from 
those estimated in Table 3.9 due to the different nature of the two models. However, 
Figure 3.8 show a relatively good fit, and the estimated parameters are deemed 95% 
accurate (see Appendix D).
The parameter estimations for the ED model and the GR model take 1226 and 
6827 CPU seconds respectively, showing that the ED model is still useful for general
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Param eter
Param eter estim ation D ata generation  







a i  i 90 65 250 87.2 1 0 0
A 1 2 90 80 250 109 1 0 0
I<h 90 80 250 104 1 0 0
I<U 90 80 : 250 125 1 0 0
K U 90 80 250 90 1 0 0
A le* 90 80 250 100 100
K 2\ 0 .1 0.05 1 0.14 0 .1
A 22 0 .1 0.05 1 0.26 0.3
A 23 2 0 .1 5 2.45 2.5
A 24 2 0 .1 30 6.45 8
to Oi 2 0 .1 30 1 0 .1 10
A 26* 2 0.05 30 22.0 22
Table 3.9: Comparison of GR model parameters and estimations for isotherm pa­
rameters for Case Study 1
* Experimental data supplied
Param eter







K h 1 0 0 50 550 75
m 2 1 0 0 50 550 103
a i 3 1 0 0 50 550 136
a i 4 1 0 0 50 550 550**
a i 5 1 0 0 50 550 125.68
A l6* 100 50 550 199.3
A2a 0 .1 0 .0 1 5 2.09
A 22 2 0 .0 1 5 1.82
A 2 3 2 0 .0 1 15 6.75
A 2 4 2 0 .0 1 15 6.82
A 2 5 2 0 .0 1 30 19.62
A26* 5 0.01 50 40.54
Table 3.10: Comparison of ED model parameters and estimations for isotherm pa­
rameters for Case Study 1
* Experimental data supplied, **estimate on bound





















Figure 3.8: Comparison of the parameter estimation and experimental results in 
Case Study 1
(a) Total component chromatogram, (b) Component 6 chromatogram V : Experimental data 
(GR model), ‘ ED model, ‘— GR  model
predictive purposes, as it has a faster computational time.
D istinct m odel param eter estim ation
In some cases, the isotherm parameters have been determined during the course of 
the experiment and can be employed in the model. The user may then choose to 
estimate the distinct model parameters for the ED and GR model instead.
This will be demonstrated for this case study to demonstrate that the parameter 
estimation technique can be employed for any uncertain parameters the user de­
cides on. Table 3.11 shows the parameter estimations carried out for the diffusivity 
coefficients for component z, De,i , in the GR model, whilst Table 3.12 shows the 
parameter estimation for the theoretical number of plates, Np, in the ED model.
The results from these estimations (particularly those in bold) show that the 
models are capable also of estimating these uncertain band-broadening coefficients 
in the model and that the estimated values are very close to those actually used in 
the original model. Some of the parameters in Table 3.11 do not predict the similar 
values as those in the GR model but are very close. However, as the original data 
only contains information on the total components and component 6 , such values
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Param eter







bound E stim ation
D e ,  1 0 .2 0 .1 10 0.97 0.72
D e,2 1 .0 0 .1 10 0.78 1.05
D e ,  3 2 .0 0 .1 10 1.92 2 . 0 2
D e ,4 1 .0 0 .1 10 1.18 1.25
D e>5 2 .0 0 .1 10 2.47 2.43
De, 6* 2.0 0.1 10 1.78 1.77
Table 3.11: Comparison of model parameters and estimations for general rate model 
diffusivity coefficients for Case Study 1
* Experimental data supplied
Param eter








N P 1 0 5 1 0 0 12.04 12.05
Table 3.12: Comparison of model parameters and estimations for equilibrium-
dispersive model plate number for Case Study 1
are relatively good estimates.
Sum m ary
Case study 1 is a theoretical case study based on hydrophobic interaction chro­
matography. Data provided has been limited to the total concentration and that 
of one component so as to replicate experimental conditions in bioprocesses where 
only information is limited to the component of interest. The case study illustrates 
in detail the methodology outlined previously (Section 3 .2 ) for model parameter 
estimation, and also validates the parameter estimation technique used.
3.3.2 Case Study 2
The second case study is the purification of a labile protein, alcohol dehydrogenase 
(ADH) from a yeast homogenate supernatant, using step gradient hydrophobic in­
teraction chromatography, carried out by Khanom (2003). The column is of 12.5cm
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P a ra m e te r Sym bol U n its Value
Column length L cm 12.5
Column diameter Dc cm 1 .6
Particle radius R p pm 45
Volumetric flowrate Q ml/min 2.5
Load volume ml 250 (1 0 CV)
Total component concentration mg/ml 1 0
Table 3.13: Dimensions of column in Case Study 2
length and 1 .6 cm diameter, operating at aflow-rate of 2.5ml/min. Other parameters 
of the experimental set-up are detailed in Table 3.13. In this case study only the 






Figure 3.9: Experimental elution profiles for Case Study 2  
( ’x ’: Total protein, ’o ’: ADH protein)
D ete rm in in g  feed co n cen tra tio n
The feed mixture loaded onto the column is yeast homogenate, and the only protein 
known to be present is ADH. This lack of information requires a close examination 
of the known make-up of yeast homogenate.
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S tep  1  The work of Gygi et al. (1999) provides an extensive list of genes 
of proteins found in yeast Saccharomyces cerevisiae. Using the figures from their 
paper, the total number of proteins, N t is found to be 127. The number of peaks 
N np  is identified as 3 (see Figure 3.9); one small peak in the front, a tall one the in 
the centre of the chromatogram and the third is mostly made up of ADH. R c , the 
confidence ratio is defined as 2 .
S tep  2  Since it is not known which of the yeast proteins (ADH aside) will 
bind to the column, this is deduced from the charge on the protein, given by the 
GeneDB website (http://www.genedb.org/). The charge value (the charge sign may 
be disregarded) provides an indication of the hydrophobicity of the protein, and thus 
whether or not it binds to the column. ADH has a charge of 1 , and charge values 
close to this value will bind to the column. Components with a charge greater than 
4 are considered to be proteins which do not bind and are grouped to form N r , 
which is 62.
S tep  3 57 proteins are present in negligible amounts (N s ) based on the protein 
abundance per cell given by Gygi et al (1999). Thus the components binding to 
the column,Nc =  N t — N r — Ns — 8 . These are listed in Table 3.15.
S tep  4 3 pseudo-components are formed, each consisting of 2 components, to 
give the number of components used in the model, N'c =  5.
S tep  5 =  |  and the criteria 1 < < R c, where R c  is 2, is fulfilled. 5
components are therefore to be modelled and the feed concentrations of these are 
determined from the chromatogram (Figure 3.9).
S tep  6  The components (both pseudo-components and real) from Step 5 may 
now be regarded as the total number of components present in the separation for 
the purpose of modelling the process, N'c .
Step  7 The concentrations are determined from the area under each peak using 
the trapezium rule, and shown in Table 3.14.
S tep  8  No concentrations have been given in this case study and the make up 
of the yeast homogenate differs for every situation. In order to be proceed further,
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P eak C o n cen tra tio n  (P eak  a rea) m g /m l
1 0.03
2 0 . 6
3 0.06
Table 3.14: Area under each peak in Case Study 1
two assumptions are made, which are only applicable in this scenario as there are 
three peaks:
• The first assumption is that Peak 1 contains only 1 pseudo-component (Com­
ponent number 1 ). The justification for this is that is that it contains the 
smallest area and that the protein abundance for Component number 1 is 
significantly lower than Component number 2
• The second assumption is that since Peak 3 is known to be Component num­
ber 5 (ADH), the remaining feed components make up Peak 2. Given that 
the individual concentrations of components are unknown for all components 
(aside from ADH), component numbers 2, 3 and 4 are equally divided to form 
the concentration of the second peak.
The chromatogram peaks are thus identified by the order of elution of the com­
ponents and the proportion of components estimated to be present: The first peak 
contains component 1, the second peak is made up of components 2, 3 and 4, whilst 
component 5 (ADH) is the the third peak. The results are outlined in Table 3.15.
C o m p o n en t
n u m b er
Feed
co n cen tra tio n
(m g /m l)
G ene
nam e
D escrip tio n C harge 
value *
P ro te in  
ab u n d an ce  ** 















3 0 . 2 PDC1
Pyruvate
decaboxylase -3 326
4 0 . 2
TDH2













Table 3.15: Components deduced to be present in the chromatogram for Case Study 2 
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C om ponen ts M olecu lar w eight (D a)
1 55 000
2 69 000
3 61 0 0 0
4 35 800
5 36 800
Table 3.16: Molecular weight of the modelled components in Case Study 2 
P a ra m e te r  d e te rm in a tio n
The distinct parameters for both models in this case study were obtained using the 
correlations in Tables 3.1 and 3.2. The average molecular weights of the components 
(pseudo and real components) necessary for these calculations are tabulated in Table 
3.16. The distinct parameters determined are shown in Table 3.17.
P a ra m e te r  e s tim a tio n  resu lts
The competitive Langmuir isotherm is used (Refer to Appendix B) in this case 
study and the estimation results for all parameters are shown in Tables 3.18. Fig­
ures 3.10(a) and 3.10(b) show the comparison of the models against the experimental 
chromatograms for ADH and total protein concentration. It shows similar observa­
tions to those in Case Study 1 , with the ED model predicting the general trend well 
for the total protein concentration but showing a poorer fit for the ADH.
From the performance of the models, it is difficult to decide which model should 
be employed. Merely judging the “goodness-of-fit” of the models against the exper­
imental chromatograms is subjective, especially if both models look very similar. A 
graphical representation of the chromatograms used by Ngiam (2002) was therefore 
employed to highlight differences between the models and the purity and recovery 
they predict.
The fractionation diagram (refer to Appendix F for further explanations of this 
diagram) of the ADH product against the total product for both models and the 
experimental data is seen in Figure 3.11(a). The figure shows the change in the
Chapter 3. A systematic approach to modelling chromatographic processes 133
E quilib rium -d ispersive  m odel p a ra m e te rs
Parameter Symbol Value
Total porosity 6t 0.7
Dead time (s) to 243
Plate number NP 108
Apparent dispersion coefficient Dap,i 3
xlO3 (cm2! s)
G enera l ra te  m odel p a ram e te rs
Parameter Symbol Value
Particle porosity £p 0.5
Bed porosity £B 0.4
Axial dispersion coeffcient Dax,i 0.925
x l 0 3 (cm/s)
Components i 1 2 3 4 5
Effective diffusivity coefficient De,i 1 . 0 0 2.01 0.92 1.32 1.30
xlO7 (cm2/s)
Mass transfer resistance Kpm,i 1 . 0 2 1.32 1.00 1 .1 2 1 . 1 2
coefficient xlO3 (cm2/ s )










Figure 3.10: Comparison of predicted against experimental data for chromatograms
in Case Study 2  (10CV load)
(a) Total protein chromatogram, (b) ADH chromatogram (’o’: Experimental data, ’----- ’: ED
model, ’— ’ GR model )
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ED
Param eter
Param eter estim ation
Initial value Lower bound U pper bound Estim ation
bh 5 2 50 47.9
bl2 10 8 25 16.3
&I3 10 8 30 16.8
&14 10 8 50 15.6
bl5* 30 15 50 19.3
b2i 0.5 0.3 10 0.88
b22 0.5 0.3 10 1.67
b23 0.5 0.3 10 0.98
b24 0.7 0.5 10 1.29
625* 1.6 1 10 2.27
c°° 8.8 4 8.8 8.46
G R
Param eter
Param eter estim ation
Initial value Lower bound U pper bound Estim ation
&li 45 10 100 19.58
bl2 90 10 300 41.14
bl3 155 20 300 280.31
6I4 200 50 350 309.61
&15* 200 10 350 14.61
62i 0.071 0.03 0.2 0.042
b22 0.143 0.05 0.5 0.219
b23 0.2 0.05 0.5 0.418
624 0.167 0.05 0.5 0.294
&25* 0.556 0.2 1 0.741
c°° 8.8 4 8.8 7.79
Table 3.18: Values used in the parameter estimation for the equilibrium-dispersive 
and the general rate models in Case Study 2 (10CV load)
* Experimental data supplied
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elution of product (ADH) against that of the total protein mixture eluted (Ngiam, 
2002).
The maximum purification diagram (refer to Appendix F for further explanations 
of this diagram) seen in Figure 3.11(b) shows the trade-off between yield and purity 
of ADH. The GR model shows the yield/purity relationship more accurately than 
the ED model for the ADH protein. The area of interest in most bio-separations lies 
in the region where the yield fraction is 0 . 8  — 1 , for which both models show similar 
performance, but with the GR model giving a slightly better prediction. A visual 
judgement of Figure 3.9 shows very little difference in the chromatograms produced 
by the two models as they both capture the general shape of the experimental 
chromatogram. However, the maximum purification diagram shows that the GR 
model predicts the experimental data better. Thus, it may be concluded that in this 
case study, the GR model is a better choice for modelling the ADH chromatogram.
Validation of m odels
A form of validation was carried out for this case study, where the ED models 
developed based on 3 different data sets (of load samples 5CV, 1 0 CV and 20CV) 
were used to predict the other data. It is evident from Figures 3.12 - 3.14, that 
the models using parameter estimations based on the same data set displays the 
best performance against the same data set, so the emphasis of this comparison is 
focussed on using one data set to predict the performance of another data set.
The prediction conducted using data set 3 (20CV) was found to be the poor­
est among the three. This can be seen visually from the chromatograms (Figures 
3.12 - 3.14) and likewise demonstrated by the maximum purification diagrams (Fig­
ures 3 .15-3 .17). It displays particularly, poor performance when predicting the 
total protein concentrations, which had been a previous strength in the ED model 
developed from data set 2 shown in Figure 3.10(a). This in turn affects the maxi­
mum purification factor diagram generated. The differences between the predicted 
chromatograms are only worth highlighting using the maximum purification factor
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Figure 3.11: Purification diagram and maximum purification factor diagram for 
alcohol dehydrogenase against total protein in Case Study 2  (10CV load)
(a) Fractionation diagram, (b) Maximum purification diagram (’o’: Experimental data, ’----- ’:
ED model, ’— ’ GR model )
(a) 5 column volumes -  Total protein chromatogram (b) 5 column volumes -  ADH chromatogram
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Figure 3.12: Comparison of predicted data and experimental data for
matograms in Case Study 2 , for data set 1 5CV load
(’o’: Experimental data, ’— ’: Data 1, Data 2, ’----- ’: Data 3)
chro-
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Figure 3.13: Comparison of predicted data and experimental data for
matograms in Case Study 2 , for data set 2  10CV load
( ’o’: Experimental data, ’— ’: Data 1, Data 2, ’ Data 3)
chro-


















Figure 3.14: Comparison of predicted data and experimental data for chro­
matograms in Case Study 2, for data set 3 20CV load
( ’o’: Experimental data, ’— ’: Data 1, ’• • Data 2, ’----- ’: Data 3)
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5 column volumes (Data 1)
Q.
0.2 0.8
Figure 3.15: Maximum purification factor diagrams for Case Study 2 (5CV load)
for all parameter estimations
(’o’: Experimental data, ’— Data set 1, ’• • Data set 2 ,  Data set 3)
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Figure 3.16: Maximum purification factor diagram for Case Study 2 (10CV load)
for all parameter estimations
( ’o’: Experimental data, ’— ’: Data set 1, Data set 2 , ----- ’: Data set 3)
10 column volumes (Data 2)
o o o O o o
o  o
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Figure 3.17: Maximum purification factor diagram for Case Study 2 (20CV load)
for all parameter estimations
(’o’: Experimental data, ’— Data set 1, Data set 2 ,  Data set3)
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diagram when the total protein concentration predicted by the models are similar. 
Otherwise, the diagram is only showing the data of the predicted targeted protein 
relative to the predicted total protein, and has no comparative value.
Where possible, more data sets should be employed in the parameter estimation 
of the model to make the models more accurate. Given the vast deferences in the 
amounts of sample loads used in this case study, it is unlikely that the isotherm 
parameters estimated in one set would be interchangeable with those of another 
data set. However, it is useful to determine which data set among the three would 
be more useful for modelling purposes. Among the three, the third data set involving 
2 0 CV sample load was found to be the poorest in terms of performance. 5CV and 
10 CV show rather mixed results, looking at the maximum purification diagrams in 
Figures 3.15 - 3.16. Whilst data which falls in the middle range (e.g. 10CV for this 
case) is would generally assumed to be more applicable in developing a more general 
model, Figure 3.17 shows that Data set 2 predicts the 20CV load very poorly. It 
is thus recommended, that where possible, similar data sets should be used in the 
parameter estimation.
3.3.3 Case Study 3
Ion exchange chromatography (IEX) is one of the most powerful techniques for 
the purification of proteins in the biotechnology industry and is employed in the 
first steps of most large scale purification processes (Bonnerjea et al. 1986). Thus, 
the final case study examines gradient elution ion-exchange chromatography for a 
mixture of hen egg white proteins and whale myoglobin from the work of Edwards- 
Parton (2004). The ion exchanger is a 1ml SP Sepharose Fast Flow HiTrap column 
of 2.5cm length and 0.7cm internal column diameter. The buffer used was 20mM 
sodium phosphate, and the egg white protein was mixed in a ratio of 1:4 with the 
buffer and centrifuged to remove precipitate and solids. 0.5g/ml of myoglobin was 
then added to the mixture. The elution buffer used was a mixture of 20mM sodium 
phosphate and 2M sodium chloride, both of pH 5.5, and the amount of sodium
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chloride is increased gradually to a maximum amount of 50% of the buffer by the 
end of elution. The absorption data was measured at 280 and 408nm (the egg white 
proteins absorbed at 280nm while the myoglobin absorbed at 480 nm).
M odification of isotherm  m odel
In this third case study, the mode of operation is using gradient elution, where the 
concentration of a moderator, in this case sodium chloride (NaCl), in the buffer 
(mobile phase) is increased at a linear rate to facilitate the elution of the proteins. 
The ongoing change in the concentration in the mobile phase however, means that 
the isotherm model is changing constantly in the chromatographic operation. The 
multicomponent Langmuir isotherm model (see Appendix B.4) is given by:
a-C™
qi =  jj—  Equilibrium — dispersive model (3.2)
i + e  bjCr
j = i
C fs =  jQ  ----- General rate model (3-3)
1 + E hCf
3=1
According to Gu and Zheng (1999), for gradient elution, the relationship between
the components and the moderator is written as:
logio bi = Oti -  (3i log10 CNaCl +  7iCmod (3.4)
where a, f$ and 7  are experimental correlation parameters for the component- 
moderator relationship and Cmod is the moderator (sodium chloride) concentration. 
The retention factor k (refer to Appendix A) is related to the b isotherm coefficient 
by the following equation (Gu and Zheng, 1999):
k  = FC°°bi (3.5)
where F  is the phase ratio (F  =  ) an(  ^Ctnfty is the adsorption saturation
capacity. This can be used to rewrite Equation 3.4 in the form:
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According to Gu and Zheng (1999), for gradient elution, the relationship between 
the components and the moderator is written as:
■^§10 ^  l°SlO ^ NaCl  T TiC-mod (3*4)
where a y f$ and 7  are experimental correlation parameters for the component- 
moderator relationship and Cmod is the moderator (sodium chloride) concentration. 
The retention factor k (refer to Appendix A) is related to the b isotherm coefficient 
by the following equation (Gu and Zheng, 1999):
h  =  FC°°bi (3.5)
where F  is the phase ratio (F = ) and C%nFy is the adsorption saturation
capacity. This can be used to rewrite Equation 3.4 in the form:
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logio — D!j logjQ CpfaCl “I” 'JiCmod (3*6)
where a\ = a  +  log1 0 FC'°°. In the work of Gu and Zheng (1999), the term (3 was 
taken to be 0, which is also used here and Equation 3.6 is rewritten as:
logio bi = a'i -  log10 FC°° +  'iiCmod (3.7)
Gu and Zheng (1999) state that C^aCi can have other units aside from m o li" 1, 
though other binding components must have units of molL~x to be consistent with 
C°°. In this work, the volume fraction is adopted from the work of Gu and Zheng 
(1999) for Cm, and in this work the mass fraction of NaCl is used. Equation 3.7 is 
expressed as:
logio bi = a- -  log10 FC°° +  7i • • ■■ (3.8)
C' NaCl, Total
where C jq ac i  is the mass concentration NaCl in the buffer and CNaCi,Total  is the 
molecular mass of NaCl used (for 2 M NaCl, the molecular mass is 116.88).
D eterm ining feed concentration
From Figure 3.18, the number of peaks N ^p  is identified as 4; three of the peaks 
being egg white proteins, whilst the fourth peak is the myoglobin. The feed mixture 
loaded onto the column is a mixture of diluted egg white proteins and myoglobin. 
Egg whites contains as many as 15 egg white proteins (Awade and Efstathiou, 1999) 
(thus Np =  16, including the myoglobin), of which one protein is determined to be 
non-binding to the column. This is deduced from the isoelectric points, or pi values, 
of the egg white proteins as given by Awade and Efstathiou (1999). The pi value 
provides an indication as to the charge present on the protein, and thus how strongly 
the protein binds to the column. Of the remaining 15 proteins, 1 0  are present in 
negligible amounts. Thus the components binding to the column, N c  =  5. 1
pseudo-component is formed (ovalbumin and ovomuscoid are lumped as one pseudo­
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Figure 3.18: Experimental elution profiles for Case Study 3 
(’— Egg white proteins, ’x ’: Myoglobin)
component as they have similar pi values) to give the number of components used
N f a  - . N*in the model, N'c  =  4. ^ and the criteria 1 <  < R c  , where R c  is 2,
is fulfilled. 4 components are to be modelled and the feed concentrations of these 
are determined from the chromatogram using the procedure outlined earlier and the 
feed concentrations determined are shown in Table 3.19 (where component values 
are taken from Awade and Efstathiou (1999) and Fasman (1992)).
C o m p o n en t
n u m b er
Feed
con cen tra tio n
(m g /m l)
P ro te in
p i
value
A m o u n t 
of to ta l  
egg w h ite  




( M r )





40 000 32 180Ovomuscoid 4.1 11
2 0 . 2 Ovotransferrin 6 . 0 12-13 77 000 85 000
3 0 .2 Lysozyme 10.7 3.4-3.5 14 300 36 000
4 0 .2 Myoglobin 7 - 16 0 0 0 160 0 0 0
Table 3.19: Feed concentration as calculated from the chromatogram for Case Study 3 
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Figure 3.19: Comparison of predicted data against experimental data for chro­
matograms in Case Study 3
( ’o’: Experimental data, ’ ED model, ’— ’ GR model )
Param eter determ ination
The parameters for both models can be determined using literature correlations, 
which are summarised in Table 3.20.
Param eter estim ation results
Earlier, the modification of the Langmuir isotherm model was discussed. The 
isotherm parameters estimated in this case study are thus aj and 7 *.
Figures 3.19(a) and 3.19(b) compare the models against the experimental data 
for the egg white proteins and the myoglobin, respectively. The fractionation and 
maximum purification diagrams are seen in Figures 3.20 and 3.21, respectively, with 
myoglobin as the target product. It has been difficult to estimate the parameters 
for the GR model, with some of the distinct parameters being modified from those 
found using the correlations in Table 3.2 to fit the experimental data better. This 
explains the poor fitting for the GR model (Figures 3.19(a) and 3.19(b)). W ith a 
gradient elution, the isotherm parameters change dynamically during the process, 
compounding the difficulty of the parameter estimation.
However, even though the fitting on the chromatogram appears to be poor, 
the fractionation diagrams and maximum purification factor diagrams in Figures
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Figure 3.20: Fractionation diagram of myoglobin against total protein for Case Study 
3




















Figure 3.21: Maximum purification factor diagram for Case Study 3 
( ’o’: Experimental data, ’----- ’: ED model, ’— ’ GR model )
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E quilib rium -d ispersive  m odel p a ra m e te rs
Parameter Symbol Value
Total porosity €t 0.7
Dead time (s) to 15.43
Plate number NP 7
Apparent dispersion coefficient Dap,i 28.5
xlO3 (cm2/s)
G eneral ra te  m odel p a ra m e te rs
Parameter Symbol Value
Particle porosity tp 0.5
Bed porosity £b 0.4
Axial dispersion coeffcient ^  ax,i 2 . 8 6
x 1 0 3 (cm /s)
Components i 1 2 3 4
Effective diffusivity coefficient D e>i 2.62 1.83 4.26 4.05
xlO7 (cm2/ s )
Mass transfer resistance Kpm,i 2.19 1.89 2.75 2 . 6 8
coefficient xlO3 (cm2/ s )
Table 3.20: Distinct model parameters determined for Case Study 3
3.20 and 3.21, respectively, demonstrate that the performance of both models in 
predicting the process behaviour is reasonable for higher yields.
Often, when IEX is used in the first few processing stops, it is important that 
the yield is high (even if not necessarily very pure) in order that valuable product 
is not lost, and thus the region of interest in the maximum purification diagram for 
bio-separations is usually a yield fraction of 0.8 — 1. From Figure 3.21, it is clear 
that both models behave similarly in this yield fraction region.
From the results, it is noted that the ED model is capable of predicting the 
process behaviour well for this case study. Given similar predictions for ED and 
GR models, the ED model is preferable as it is less complex and computationally 
inexpensive.
Suggestions for improving the fit of the models would be to find a more suitable 
isotherm, as the choice of isotherm employed in this case study is the Langmuir 
isotherm.
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ED
P a ra m e te r
P a ra m e te r  e s tim a tio n
In itia l value Lower bound U p p e r b o u n d E stim a tio n
a i -0 .6 - 2 0.5 -0.7
a'2 0.15 -1 0.5 0.089
a 3 0 .6 0 .0 1 1.5 0.271
a 4 0 . 2 0 . 0 1 0.5 0.158
7i - 1 0 - 1 0 -6.5 -6.5
72 - 1 0 - 1 0 -8 - 1 0
73 -4 -8 -1 -3.67
74 - 2 -3 -1 -1.95
c°° 40 2 0 70 46.08
G R
P a ra m e te r
P a ra m e te r  es tim a tio n
In itia l value Lower b ound U p p er b o und E stim a tio n
-1 .6 - 2 1 -0.993
a 2 -0.4 -0.4 -0 .6 -0.191
a ’3 0 .6 0 .6 -0 . 6 0.104
a4 0.00591 0.006 -0 .1 -0.00106
7i - 1 0 - 1 0 -6.5 -8.96
72 - 1 0 - 1 0 -8 - 1 2
73 -6.5 -6.5 -1 -5.37
74 -3.8 -3.8 -1 -3.52
c°° 40 25 70 42.41
Table 3.21: Values used in the parameter estimation for the equilibrium-dispersive 
and the general rate models in Case Study 2  (10CV load)
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3.4 Conclusions
This chapter has outlined an approach to modelling the process complexities of 
complex chromatographic separations based on a combination of experimental data, 
literature correlations and parameter estimation. The approach allows the user to 
estimate model parameters for candidate models and subsequently to select the 
best model for the process based on a given experimental set. The approach was 
then applied to three case studies of increasing complexity in terms of experimental 
information and process dynamics. The approach was demonstrated to be successful 
in determining the model parameters and model selection for the process in all cases. 
The general rate model is shown to perform better, but the difficulty in obtaining 
its model parameters means that with similar model behaviour, the equilibrium- 
dispersive model is preferable. The results from the equilibrium-dispersive model 
have shown that the model is able to predict complex separations, to a certain degree 
of accuracy, in particular it predicts well the total component concentration.
Chapter 4 
M odelling and optim isation of 
SM B chromatography
The previous three chapters have focused on single column chromatog­
raphy. Whilst the single column is still popular in both preparative and 
industrial work, its inefficient usage of the stationary phase and high 
solvent cost means that other processes, in particular the multi-column 
chromatographic alternatives such as simulated moving bed (SMB) and 
Varicol processes are increasingly favoured. In this chapter, the devel­
opment of a dynamic model for the simulated moving bed (SMB) chro­
matographic process is outlined, followed by that of two cyclic steady state 
(CSS) models. Work demonstrating the performance of the CSS models 
relative to the dynamic SMB model is also presented. Finally, the oper­
ating parameters of the SMB process is dynamically optimised, with an 
increasing number of degrees of freedom, to demonstrate the use of the 
model in detailed optimisation.
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4.1 Introduction
Traditionally, the single chromatographic column is deemed sufficient for most of the 
purposes of preparative and industrial chromatography. However, with an increase 
in demand for high purify products in industrial sectors such as the pharmaceuti­
cal industry, multi-column chromatographic processes, in particular, the simulated 
moving bed (SMB) technique are becomingly more popular, with advantages such 
as its low eluent consumption and high efficiency of adsorbent usage.
In the literature review in Chapter 2, it was shown that the level of detail in mod­
elling the SMB process has undergone many changes. Previously, the mathematical 
modelling of the SMB process was simplified by treating the process as an equiva­
lent true-moving system (TMB) where the solid and fluid velocities are involved and 
the boundary conditions of the chromatography columns are independent of time. 
With the advances of computational power and understanding of the complexity 
of the process, the dynamics of the SMB system can now also be considered in the 
mathematical model. This includes process complexities such as the various sections 
with a number of chromatography columns in each, and whose boundary conditions 
change with time (Hassan et al., 1995).
The SMB system is essentially a cyclic operation, and requires a number of 
cycles before cyclic steady state conditions are achieved in the system. As SMB 
is also a continuous operation, the determination of the cyclic steady state (GSS) 
conditions are crucial in assessing the SMB performance. These conditions can be 
obtained by running the dynamic model until steady state, which can take up to 
15-20 cycles. However, if the model is used in optimisation, a large number of runs 
becomes necessary and the use of a dynamic model is very inefficient. Thus, in this 
work, a cyclic steady state (CSS) model for the SMB process is employed, originally 
proposed by Minceva et al (2003), where the steady state conditions are determined 
directly.
The work of Minceva et al. (2003) is extended in this chapter to consider the
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optimisation of the CSS operation of SMB, which hitherto has not been done in the 
literature. The effect of the decision variables on the SMB performance at CSS con­
ditions are also demonstrated in some simulation studies. Finally, an optimisation 
of the production rate of the extract is detailed. It is found that the CSS mode used 
in this work can accurately predict the cyclic steady state conditions found by the 
dynamic model.
4.2 Concept of the simulated moving bed (SMB) 
process
In chromatography, the concept of a true moving bed (TMB) involves moving the 
stationary phase in countercurrent direction to the mobile phase in order to increase 
the interaction between the two phases, and thereby increase the rate of separation 
between the components in the mixture fed to the system. However, with a TMB, 
the mechanical complexities of moving the stationary phase deem it economically 
unfavourable. In its place, a simulated moving bed (SMB) process, in which the 
inlet and outlet lines are switched in such a manner as to simulate, or imitate, the 
action of an TMB, is used.
Figure 4.1 illustrates the concept of SMB. The unit can be divided into four 
sections, normally with an equal number of columns in each. The number of columns 
in each section can be varied but for simplicity, the number of columns is often kept 
equal.
The operation of the SMB unit can be described as follows:
Feed The feed is a mixture of A and B, where A has a stronger affinity for the 
adsorbent. Feed enters section III where the less retained component B elutes faster 
than A towards section III and IV. At an appropriate switching time, the feed is 
switched one column downstream in the direction of the flow of the fluid. As such, 
the more retained component A has a higher concentration in Section I and II.
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FeedO  Extract q
Direction of liquid 
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Figure 4.1: Illustration of the SMB principle, with equal number of columns in each 
section
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D eso rb en t Desorbent entering Section I desorbs the more retained component A, 
which then elutes towards the extract port, whilst B is desorbed in Section II and 
III. Component B is adsorbed in Section IV to regenerate the desorbent.
R affinate The raffinate port is located after the feed port at the end of Section 
III, where the less retained component B is desorbed and eluted first and leaves the 
SMB system through this port.
E x tra c t The extract port is located at the end of Section I where the more retained 
component A is desorbed by the desorbent at the beginning of this section and A 
thus leaves the SMB system through this port.
4.3 M odelling of SMB Systems
4.3.1 TM B or SMB?
The mathematical modelling of the SMB system has been handled by two main 
approaches in the literature: (1 ) as an equivalent true-moving bed (TMB) system, 
where solid and fluid velocities are involved and the boundary conditions of the 
chromatography columns are independent of time and (2 ) as a countercurrent simu­
lated moving bed (SMB) system where there are various sections with a number of 
columns in each, and whose boundary conditions change with time (Hassan et al., 
1995).
The TMB equivalent model of the SMB process is less complex to solve and thus 
requires less computational time compared to the dynamic SMB model. However, 
given its failure to consider the process complexities in the SMB process, the TMB 
equivalent model is only suitable as an estimate of the operating parameters (Jupke 
et al., 2002). Thus, in the following only a detailed SMB model will be considered 
in order to carry out an accurate modelling of the process.
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Node Column Node Column Node Column Node Column
Figure 4.2: Illustration of the SMB model, where inlet and outlet lines can be 
switched by changing the values of the external streams at the nodes
4.3.2 Dynam ic or Steady-state?
Having decided on the use of an SMB model, the next decision to consider is the 
type of SMB model to employ. The literature review in Chapter 2  has shown that 
two kinds of SMB model have emerged in recent years: (1 ) a dynamic SMB model 
obtained by connecting the dynamic chromatographic column models with cyclic 
port switching (e.g. Diinnebier et al. (1998)) and (2) a cyclic steady-state model as 
developed by Minceva et al. (2003) which predicts the performance of the model only 
at steady-state conditions. The latter model came about as a result the SMB process 
requiring a certain number of cycles before steady-state conditions are achieved.
The literature review in Chapter 2  may be referred to for more details on the 
works of dynamic modelling of SMB chromatographic systems, e.g. Diinnebier 
et al. (1998), Strube and Schmidt-Traub (1998), Strube et al. (1997) etc.. The 
dynamic model of an SMB system can be obtained by connecting the dynamic chro­
matographic column models of single columns with models of cyclic port switching 
(Diinnebier et al. (1998).
4.3.3 D etails o f the SMB Model
The simulated moving bed unit can be modelled dynamically by connecting the 
dynamic models of single chromatographic columns into sections, with a node model, 
which will consider cyclic valve switching for the inlet (feed, desorbent) or outlet 
streams (extract, raffinate) between each, as illustrated in Figure 4.2.
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Due to the complexity of the system, assumptions have been made to simplify 
the model and thus make calculations easier:
• No backmixing at the nodes
• No dead-volumes in pipes, columns and connections
• Isothermal operation
• Isocratic elution
• No concentration gradient in the radial direction
• No local equilibrium between the macropore and stagnant liquid phase within
• Dispersion described by a lumped axial dispersion coefficient
Further improvements to the model can also be made if necessary to take these 
factors into account if the assumptions are invalid due to changes in operating con­
ditions. Assumptions are also made for the mass balances in the column model 
chosen and more details about these assumptions, including their justification, can 
be found in Guiochon et al. (1994).
The Chromatography Column M odel
In this work, each of the chromatographic columns are modelled based on a dispersed 
plug flow (DPF) model, assuming a plug flow of the solid and axially dispersed plug 
flow of the fluid. This is essentially a simplified general rate model, neglecting the 
mass transfer resistance (refer to Appendix B). The basic differential equation of 
the fluid mass balance including mass transfer resistance is:
9Ci (z , t ) )  d 2Ci{z , t )  dCi { z , t )  1 — edq i ( z , t )
— d t ~  = -  v{t^ z---------------------------------1— w ~  ( 4 ' 1 }
The axial dispersion coefficient Dax is calculated using the correlations employed 
by Diinnebier et al. (1998) , which are
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The particle mass balance, including the effective diffusivity, is adopted from the 
work of Strube et al. (1997):
% (z , t) 3fce//,i
dt Rp
(Ci(z,t) — Cpi(z,t)) (4.5)
Iso th e rm s The integration of the differential mass balances of the components in 
chromatography requires prior knowledge of their equilibrium isotherm, which de­
scribes the distribution of the solute between the two phases of the chromatographic 
system. The most general isotherm can be given in the form:
q% =  f{Cpi{z),...,CPn{z)) with i = 1 ,2 ,..., n
where n is the number of components.
In accordance with the parameters given in Diinnebier et al 
isotherm is employed in the following work:
qi = KiCPx (4.7)
Note that other isotherm models such as the Langmuir isotherm or the Bi- 
Langmuir isotherm (refer to Appendix B) can also be employed.
B o u n d ary  and  in itia l conditions The Danckwerts boundary conditions at the 
column inlet and outlet are employed here, modified according to those used in
(4.6)
. (1998), a linear
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Diinnebier et al. (1998).
At the column inlet:
Ci(z = 0,t) = Cini (4.8)
At the column outlet:
Ci(z = L yt) = Couti (4.9)
dCi(z = L ,t)  =  Q 
oz
The initial conditions describe the state of the column when the experiment or 
operation begins. These are:
Ci(z, t = 0) =  0 at t =  0 (4-11)
=  0 at i =  0 (4.12)ot
The N ode M odel
The node model represents what happens at the points of switching, and is illus­
trated by Figure 4.3. The assumptions of the node model are:
• No holdup in the nodes
• No backmixing at the nodes
• No loss of fluid (or mass) at the nodes, e.g. leaks
Across each node, the key mass balances that define it are:
Total material balance:
Qin +  QNin  = Qout +  QNout (4-13)
Component material balance:
QinCirii +  QNinCNirii = QoutCouti +  QNoutC Nouti (4.14)









Figure 4.3: Illustration of the node model
Since there are four main nodes, the nodes can be named after their respective 
inlet and outlet streams at the point - feed, desorbent, extract and raffinate. For 
these four nodes in the system, the overall mass balance over the system is:
Q F e e d .  “b  Q D e s o rb e n t  — Q E x t r a c t  H" Q  R a f  f i n a t e (4.15)
The same nodal model can be changed to an inlet (feed, desorbent) or outlet 
(extract, raffinate) stream depending by assigning appropriate values to the concen­
trations and flowrates at the nodes.
Node at feed point:
QNout =  0 (4-16)
QNin  =  QFeed (4.17)
Node at desorbent point:
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QNin  — Q D e s o r b e n t  (4.20)
CNirii = 0  (4.21)
Node at extract point:
QNout = E x t r a c t  (4.22)
QNin = 0  (4.23)
C N O U t  — CE x t r a c t  (4.24)
Node at raffinate point:
QNout =  Q R a f  f i n a t e  (4.25)
QNin = 0 (4.26)
CNout =  CRa f  f i n a t e  ( 4 -2 7 )
4.4 Direct determination of cyclic steady state for 
the SM B process
SMB processes typically require a number of cycles before steady state conditions
are achieved, as there are constant changes to the states in the processes. This will
be further illustrated in the case study discussed in Section 4.6. The dynamic nature 
of these processes make direct steady state modelling a useful feature in order to 
predict the performance of the model at steady state, instead of running a simulation 
via several cycles.
Two slightly different approaches have been presented in the literature:
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• M e th o d  1 : Nilchan and Pantelides (1998) reported a method of complete 
discretisation for periodic adsorption processes, where the system of equations 
is discretised in both temporal and spatial domains and incorporating the 
periodicity conditions of cyclic steady state (CSS) as additional boundary con­
ditions in the model. These periodicity conditions state that the state of the 
system at the end of each cycle is identical to that at the start of the cycle.
• M e th o d  2 : A similar means of direct computation of periodic SMB states 
is discussed by Kloppenburg and Gilles (1999), with a periodic state being 
identified as the spatially distributed state of the SMB process at the end of 
a switching interval which is identical to the state at the beginning of the 
interval, only shifted exactly one column length.
A comparison of these two approaches of calculating steady state directly has 
been done by Minceva et al. (2003) for the separation of l , l ’-bi-2-naphthol enan- 
tiomers using a simulated moving bed (SMB) process, where the case study employed 
showed the method by Kloppenburg and Gilles (1999) to be computationally more 
efficient.
The work on direct determination of CSS in the SMB process is covered in this 
section, based on the methods proposed by Nilchan and Pantelides (1998) and by 
Kloppenburg and Gilles (1999). The former is termed Method 1 (CSS Cycle) and 
the latter Method 2  (CSS Switch). The discretisation of the spatial and temporal 
domains in CSS models are described in Section 4.4.1, followed by the mathematical 
formulation of both CSS models in Section 4.4.2.
4.4.1 Normalisation of spatial and tem poral domains
The lengths of the spatial and temporal domains are often used as decision variables 
in the optimisation e.g. length of the column or cycle period. These variables are 
mostly implicit in the models and are used to define the domains (e.g. z 6  [0 , T], t 6  
[0 , Tswitch]), there is therefore a need to normalise these variables within the domain.
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The normalised spatial variable can be defined as (  6  [0,1] and the normalised 
temporary variable can be expressed as 6 £ [0 , 1], where:
C =  f  ; » =  (4.28)
s w i tc h
More details on the approach of normalising the spatial and temporal domains 
can be found in Nilchan and Pantelides (1998), e.g. how the partial derivatives 
and integrals can be expressed in terms of these new variables. The normalisations 
means that the model equations, Equations 4.1 and 4.5, can be rewritten as:
1 d C i(U )  n ,as ( ^ \  d2Ci{(,9) /a. n \  dCi{C,9)
Tswitch d$ ' U V  d ( 2 ' ' \ L J  d (
1 -  £ /  1 \  dqi(C, 6)
r lwitch/  de (4'29)
( ^ r —— )  -  c PM ,e ) )  (4.30)
\  J- s w i t c h ' tJ'' rLp
The boundary condition, Equation 4.10, is also rewritten as
( i ) * a ^ M i = „ ( 4 M )
4.4.2 M athem atical formulation of the CSS models
In the CSS chromatography models, the mass balances employed are exactly the 
same as those in the dynamic models. The dynamic model is transformed into a CSS 
model simply by replacing its initial conditions with periodicity conditions (which are 
the steady state conditions expected at the column’s axial and spatial boundaries). 
A simulation of the CSS model is thus able to reproduce the performance of the 
dynamic model at steady state conditions directly.
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M eth o d  1  (CSS Cycle m odel)
The first method, based on the work by Nilchan and Pantelides (1998), is based 
on the fact that when the system is at steady state, the conditions in both the 
stationary and mobile phases at the end of the cycle are identical to the conditions 
at the beginning of the cycle, Here, the term cycle refers to the inlet and outlet lines 
of desorbent, extract, feed and raffinate returning to the original positions after the 
time when they begun to move.
The intial conditions outlined in Section 4.3.3 (Equations 4.11 and 4.12), are 
those of a dynamic model and thus, no longer apply. They are replaced with the 
following periodicity conditions:
Ci>z{t = 0) =  Ci,z{t = Tcyde) (4.32)
qi,z{t =  0) =  qi>z(t = Tcyde) (4.33)
In dimensionless form, these conditions may be rewritten as:
Cu (0 =  0 ) =  CiA(6 =  1 ) (4.34)
qix(e = 0) =  9,-l((0 =  l) (4.35)
M eth o d  2  (CSS Sw itch m odel)
The second method, based on the work by Kloppenburg and Gilles (1999), is based 
on the fact that when the system is at steady state, the state of column j  +  1 at the 
end of a switching period is identical to the state of column j  (the preceding column) 
at the beginning of the switching period. In this case, the periodicity conditions are 
expressed as:
c .A h *  = o) — 0 4" — ^ sw itch ) (4.36)
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<hAht = °) =  +  M  =  T51OT-tc^ ) (4.37)
where the dimensionless forms are:
C '«0‘.« =  0) =  <?;,<(?+ 1,0 =  1) (4.38)
* tU ,9  = 0) =  +  !.«  =  !) (4-39)
4.5 Optimisation of SMB Operation
Optimisation of the SMB unit is relatively new in the literature, as it is a difficult 
process to model, let alone optimise. In addition, SMB has only recently been 
favoured for industrial separations due to earlier patent constraints and lack of
understanding about the process. With its rising popularity, however, research has
expanded to the modelling of this process and its optimisation.
4.5.1 Review of optimisation work
Traditionally, much of the mathematical modelling of SMB was done using a true- 
moving bed (TMB) model. Some of these optimisation studies were then conducted 
on the TMB models, e.g. Mazzotti et al., 1997; Proll and Kusters, 1998; Beste et al., 
2000; Biressi et al., 2000; Houwing et al., 2 0 0 2 a,b. Most of these studies deemed the 
TMB model to suffice for the prediction of the steady state performance of the SMB 
process for design purposes, provided geometric and kinematic conversion rules were 
fulfilled.
However, later research on modelling the SMB process which considered both 
the TMB model and SMB model suggested that the TMB model was inadequate 
in some areas (e.g. Beste et al., 2000; Strube et al., 1997). For instance, Strube 
et al. (1997) attempted to optimise the SMB process by optimising the process using 
the TMB model, and subsequently using the operating parameters obtained as the
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input data for an SMB process model. The results obtained on the SMB model 
showed a decrease in purity relative to that predicted by the TMB model, and the 
optimisation criteria of maximal feed throughput, minimal desorbent requirement 
and dilution were not met. This work demonstrated that due to the periodic flow 
in SMB, the SMB process has to be described by rigorous dynamic models which 
consider axial dispersion and mass transfer resistance.
In this work, an approach is described hitherto not employed for simulated mov­
ing bed processes. Past optimisation work on the SMB process has been based 
on either the less complex TMB model or the dynamic SMB model. The latter has 
been shown to be superior to the TMB model in representing the SMB process more 
accurately. However, these models require a number of cycles before steady state 
conditions of the process are achieved. This is where the advantage of employing the 
CSS models outlined in Section 4.4.2 is critical, as solving these models determines 
the steady state conditions of the process directly.
In this work, the CSS (Switch) model (Section 4.4.2) is considered for optimi­
sation of the SMB process at its steady sta te conditions, which has not been done 
previously. The optimisation approach employed is a direct approach of control 
vector param eterisa tion , where the infinite dimensional problem is converted to a fi­
nite dimensional non-linear programming (NLP) problem. This approach has been 
demonstrated to be an efficient approach for optimisating problems involving or­
dinary differential equations as equality constraints (Vassiliadis, 1993; Vassiliadis 
et a l., 1999; Balsa-Canto et  a/., 2001 and 2002).
4.5.2 Decision variables
As this work is investigating the optimisation of the operation of the SMB process, 
the decision variables chosen for the optimisation will focus primarily on operating 
variables, such as flowrates and switching time. Column sizes are generally stan­
dardised, and is thus not considered here. However, a simultaneous optimisation of
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the design and operation of the SMB system will be considered in Chapter 5. 
Decision variables available when operating the SMB process are as follows:
• Recycle flowrate - the internal flowrate of the process in section I between the 
desorbent and raffinate nodes
• Feed flowrate - the flowrate of the feed entering the SMB system
• Desorbent flowrate - the flowrate of the desorbent entering the SMB system
• Extract flowrate - the flowrate of the extract leaving the system, containing the 
component which has the higher affinity for the stationary phase (component 
A in Figure 4.1)
• Switching time - the time interval between the switching action of the inlet 
and outlet lines
Note that the SMB operation actually consists of 5 flowrates: recycle, feed, 
desorbent, extract and raffinate. However, the overall mass balance in the SMB node 
(Equation 4.15) means that when the extract, the desorbent and the feed flowrates 
are determined or optimised, the raffinate flowrate is immediately determined from 
the overall mass balance.
4.5.3 Summary
In this chapter, an approach for the modelling and optimisation of the SMB pro­
cess is presented, including a discussion on the types of SMB models available e.g. 
TMB equivalent model, dynamic SBM model, CSS models. The work done in the 
literature on optimisation of the SMB process is also examined and hitherto, the 
optimisation of the CSS model for chromatography has not been done before.
In the following section, a case study is presented to compare the performance 
of the CSS models formulated with the dynamic SMB model, and some simulation 
and optimisation studies are then carried out on the CSS models.
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Number of columns in each section 2
Number of components 2
Length, L 47.5 cm
Diameter, Dc 1.4 cm
Total porosity, ct 0.45
Fluid density, p 1 g/cm 3
Fluid viscosity, 77 8  xlQ~3g/(cms)
Particle radius, Rp 0 . 0 0 1 1  cm
Henry’s coefficient, K a 0.56
Henry’s coefficient, K b 0.23
Effective overall mass transfer coefficient, 2.09 x 1 0 - 5cm /m m
Effective overall mass transfer coefficient, 1.72 x 10~5cm /m in
Table 4.1: Model parameters of the SMB unit (Diinnebier et al., 1998)
Feed flowrate, Q F e e d . 0.0166 cm3/s
Desorbent flowrate, Q D e s o r b e n t 0.0266 cm3/s
Extract flowrate, Q E x t r a c t 0.0233 cm3/s
Recycle flowrate, Q R ecycie 0.0665 cm3/s
Concentration of feed, C p e e d 0.05 g/cm3
Switching time, T sw it ch 618 seconds
Table 4.2: Operating parameters of the SMB unit (Diinnebier et a l , 1998)
4.6 Case study: verification and optim isation of 
the CSS model
A case study is used to verify both the CSS models developed earlier in Section
4.4.2 by comparing their results with those obtained using the dynamic model. The 
criteria for the verification of the CSS models will be the goodness-of-fit of the 
concentration profiles along the length of the SMB units (i.e. the length of all 
columns in the unit) generated by these models, against the concentration profiles 
generated by the equivalent dynamic SMB model at steady state.
The detailed case study parameters used are those presented by Diinnebier et al. 
(1998) and are given in (Tables 4.1 and 4.2).
In this section, simulations are conducted on the dynamic SMB model, to demon­
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strate the presence of cyclic steady state conditions after a number of switching 
periods. Subsequently, the CSS models formulated in Section 4.4.2 are verified by 
comparison with the dynamic steady state model in terms of their accuracy and reli­
ability. Finally, the effects of the decision variables on the production rate and purity 
of products is demonstrated. These decision variables are later to be considered in 
the optimisation studies (Sections 4.6.3 and 4.6.4) of this chapter.
4.6.1 Simulation results of the dynamic SMB model
Simulations of the case study described above were conducted at the same conditions 
throughout to establish the concentration profiles at various time periods in order 
to understand the behaviour of the components over time. The numerical solution 
employed was orthogonal collocation finite element method (OCFEM), which is cov­
ered in greater detail in Appendix C.2 . A fourth-order OCFEM with ten collocation 
points was used.
The results from the model shown are of the concentration profiles inside the 
SMB unit over time as well as the values of the resulting production rate, purity 
and recovery yield for the extract and raffinate.
Figure 4.4 shows the system at start-up with the feed entering at column five, 
and it is observed that the fifth column is saturated with the feed by the end of the 
first switching period. Component B is eluting faster than component A, as it has 
a lower affinity for the stationary phase. Hence, more of component B is present in 
the sixth column.
At the first nodal switch, the nodes are switched one column in the direction 
of the mobile phase flow (i.e. it appears as though the columns are moving in the 
opposite direction to the mobile phase). At the end of the second switching time 
(see Figure 4.5), the fifth column, which was saturated with feed at the beginning of 
the second switching period, now has only very little of component B, since it elutes 
faster. In addition, the concentrations of both components in the sixth column











142.5 190 237.5 285 332.5 380
I Length (cm) 1
47.5
Figure 4.4: Profile along the SMB after the 1st switching period (618 seconds)
(‘— ’ : Component A and : Component B)
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Figure 4.5: Profile along the SMB after the 2 nd switching period (1236 seconds) 
(‘— ’ : Component A and : Component B)
Arrows at columns denote: desorbent enters 2, extract leaves 3, feed enters 6, raffinate leaves 7
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Figure 4.6: Profile along the SMB after the 8 th switching period (4944 seconds) 
(‘— * : Component A and : Component B)
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Figure 4.7: Profile along the SMB after the 40th switching period, at steady state 
conditions
(‘— ’ : Component A and : Component B)
Arrows at columns denote: desorbent enters 8, extract leaves 1, feed enters 4, raffinate leaves 5
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Figure 4.8: Profile along the SMB at the end of a switching period at steady state 
(Diinnebier et al (1998))
increases as feed enters the column.
By the eighth switching period, the classic appearance of the concentration profile 
in the SMB is apparent in Figure 4.6, and it can be observed that most of component 
A leaves the SMB system via the extract port, whilst most of component B leaves 
through the raffinate node. At the end of the 40th switching period, Figure 4.7 shows 
the two concentration plateaus which are characteristic of the SMB concentration 
profiles in the literature (Diinnebier et a/., 1998; Strube et al., 1997). Furthermore, 
the results demonstrate a very good agreement with the work done by Diinnebier 
et a/.(1998), whose work is reproduced in Figure 4.8.
From these simulations, it can be seen how the start-up operation of the SMB 
unit proceeds. It is also demonstrated that as a cyclic operation, the SMB unit 
requires several cycles before steady state conditions are achieved. The contrast in 
Figure 4.6 at 8  switching periods (1 cycle) to Figure 4.7 at 40 switching periods (5 
cycles) is evident.
As it is the steady state conditions of the SMB operation that are of interest, the 
rest of this section will employ a cyclic steady state (CSS) model to investigate the 
optimal operating parameters. The CSS models to be used in the optimisation are 
first verified in the next section to affirm that they are equivalent to the dynamic
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Figure 4.9: Profile along the columns for the dynamic and CSS models for 3 finite 
elements across the axial domain
’ : Dynamic model, £- : CSS (Cycle) Model, • •’ : CSS (Switch) Model)
Arrows at columns denote: desorbent enters 8, extract leaves 1, feed enters 4, raffinate leaves 5
SMB model.
4.6.2 Verification of the CSS models
Both the CSS models developed earlier (Section 4.4.2) were verified by comparing 
their results for the concentration profiles along the length of the SMB unit with 
the dynamic SMB model at steady state.
It is crucial that the CSS models not only produce accurate results compared 
to that of the dynamic model at steady state, but that they should also accurately 
reflect the behaviour of the dynamic model. The graphs in Figure 4.9 show a com­
parison of the concentration profiles across the axial domain of the dynamic model
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Table 4.3: Comparison of the computational times for each model in Case I
at steady state and the CSS models. The oscillations in the dynamic SMB model 
are present in the diagram due to the numerical calculations arising from the spatial 
discretisation. This will not significantly affect the output values (such purities and 
recovery yields) as the general shape of the profiles are well captured. Whilst the 
kinks in the graph bear evidence to the inaccuracies that arise from discretising the 
temporal domain, both CSS models do reflect the dynamics of the SMB process 
very well.
Minceva et al. (2003) has done a similar comparison between the two CSS 
models. They noted that with the same time step, the CSS (Cycle) model would 
have n times more ordinary differential equations compared to the CSS (Switch) 
model, where n is the number of switching periods. This is because the former 
simulates the entire cycle (with n switching periods), whilst the latter simulates a 
single switching period.
It is also evident that of the two CSS models, the CSS (Switch) model shows 
better agreement with the dynamic model visually in the case study presented in 
Figure 4.9. This is because of the difference in the complexity of the two models and 
also the different time step, since CSS (Cycle) used 1 2 0  finite elements (time step
41.2 seconds) and CSS (Switch) used 40 finite elements (time step 15.45 seconds). 
The difference in the number of finite elements used was due to computational 
memory limits for each model, but the work done by Minceva et al. (2003) also 
suggests that the CSS (Switch) model is the more efficient computationally, of the
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two CSS models.
Simple relative error calculations on the concentration profiles generated by the 
CSS (Cycle) and CSS (Switch) models compared to the dynamic model was done 
(Refer to Appendix G) by comparing the differences in the values of the concen­
tration profiles predicted by the CSS models against the dynamic model. 44% of 
the plotted points in the CSS (Switch) model had relative errors (compared to the 
dynamic model) less than 5%, whilst the CSS (Cycle) model had 28% of the plotted 
points meeting this criteria. This thus confirms that the CSS (switch) model is the 
better of the two models in representing the SMB process.
4.6.3 Effects of decision variables on SMB operation
Having verified that the CSS Switch model is a suitable candidate for optimisation 
purposes, it is now used in a number of simulation studies to ascertain the effects 
of the decision variables used in the optimisation (Refer to Section 4.5.2 for these) 
on the operation. In particular, the effects of these variables on the purity and 
production rate of the products will be examined, and the focus will be on the 
extract as it generally contains the more valuable product i.e. the extract contains 
the more retained component A.
R ecycle flowrate
Figures 4.10(a) and 4.10(b) show the effects of a change in the recycle flowrate on 
the extract production rate and purity, respectively. As the recycle flowrate, i.e. 
the internal flowrate in the SMB system, increases, the production rate gradually 
increases, up until 0.07cm3/s, then it falls sharply. However, the purity of the extract 
remains very low except for one flowrate examined. These studies imply that there is 
only a narrow range for which the recycle flowrate exhibits optimal performance for 
this case study. Changing the recycle flowrate affects the flowrates in every section 
of the SMB system, and thus affects the separation of the components largely.
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Figure 4.10: Effect on system performance by varying the recycle flowrate 
Feed flow rate
Figures 4.11(a) and 4.11(b) show that there is not a significant change in the per­
formance of the system beyond a certain feed flowrate. As the flowrate is increased, 
the production rate gradually increases but after a flowrate of 0.03cm3/s ,  there ap­
pears to be no further increase. There is hardly any change in the purity despite the 
variation in the flowrate. This is likely to be because this flowrate contributes the 
most to the amount of feed entering the system, although not necessarily affecting 
the separation of the products. As the size of the column is fixed, it is likely that 
saturation occurs in the columns with high feed flowrates, and the performance will 
level off. Higher feed flowrates thus do not necessarily lead to better performances.
D eso rb en t flow rate
The desorbent desorbs component A which has a higher affinity for the stationary 
phase. Figures 4.12(a) and 4.12(b) show that the performance of the SMB can 
vary quite significantly with changes in the desorbent flowrate. The production rate 
decreases as the flowrate of the desorbent increases, as does the purity. However, 
at the highest flowrate examined (0.03cm3/s), the purity suddenly peaks again. 
Among all the variables present, the desorbent flowrate is found to have the most 
narrow range for variation within the case study, since at higher flowrates it produces
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Figure 4.11: Effect on system performance by varying the feed flowrate
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Figure 4.12: Effect on system performance by varying the desorbent flowrate 
infeasible calculations.
Extract flowrate
The production rate of the extract is generally expected to increase with the increase 
in the extract flowrate, which is demonstrated in Figure 4.13(a). However, Figure 
4.13(b) shows that whilst increasing the extract flowrate improves the production 
rate of the extract generally, the quality of this improved production is poorer (i.e. 
the production rate increases, whilst the purity decreases). This again suggests an 
optimal flowrate needs to be located, where the objective of higher production rate 
can be met without compromising the quality of the product.
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Figure 4.13: Effect on system performance by varying the extract flowrate 









Figure 4.14: Effect on system performance by varying the switching time 
Sw itching tim e
Choosing sub-optimal switching times can result not only in very poor separation, 
but also wasted time, labour and effort. Figures 4.14(a) and 4.14(b) demonstrate 
the effects on the performance with changes in the switching time. It is clear that an 
optimal switching time can be located for the switching time, and that away from 
this optimum, the performance of the unit deteriorates rapidly.
S um m ary
Each decision variable was investigated on its own in Section 4.6.3, and changing 
even one of these variables can affect the performance of the SMB unit greatly,
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and not necessarily in the desired fashion (e.g. high production but of low purity 
extract). To manually change each of these variables to locate the optimum operat­
ing conditions would not only take a very long time, but also produce sub-optimal 
results. Thus, in order to locate the optimal operating parameters, computational 
optimisation is the only feasible solution whereby all the decision variables are de­
termined simultaneously as demonstrated in the next section.
4.6.4 Optimisation studies on the SMB operation
In these studies, the optimisation was carried out on the CSS (Switch) model out­
lined in Section 4.4.2. The optimisation problem was formulated to maximise the 
production rate of the extract (the more retained component A), as this is typically 
the more valuable or desired product in most separations. Subsequently, the effect 
of increasing the number of decision variables (discussed in Section 4.6.3) on the 
optimisation of the process was demonstrated.
Formulating the optim isation problem
The objective function of the optimisation is to maximise the production rate of the 
extract (P ta) for the separation of a binary feed mixture containing components A 
and B (refer to Table 4.1 for the model parameters of the separation), where the 
extract contains the more retained component A:
max P ta (4.40)
e,P(C,e) v '
subject to
P u f n < Pui < 1 (4.41)
where Pu{ is the purity of the component i and Pu™n is set at 0.985.
where 0 is the dimensionless time horizon for 1 switching period and P(0) is the
vector of decision variables, discretised along the spatial and time domains, z and t,
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Time invariant parameter Lower bound Upper bound Units
Feed flowrate, Q F e e d 0 .0 0 1 0.18 m l/s
Desorbent flowrate, Q D e s o r b e n t 0 .0 0 1 0.18 m l/s
Extract flowrate, QE x tr a c t 0 .0 0 1 0.18 m l/s
Recycle flowrate, QR ecyc le 0 .0 0 1 0 .2 m l/s
Switching time, T sw i tc h 2 0 0 700 s
Table 4.4: Bounds on the degrees of freedom
respectively (Refer to Section 4.4.1 for more details on the discretisation of the spa­
tial and time domains). The decision variables considered are the switching time of 
the inlet and outlet lines and their flowrates over the SMB unit. The full definitions 
of these system performance parameters for optimisation, which was solved using 
gPROMS (Process Systems Enterprise Ltd., 2005), are given in Appendix C.
Effects of the decision variables on the optim istion
The effect on the system performance of gradually removing the degrees of freedom 
(time invariant parameters) available when designing the SMB chromatographic 
process will also be examined. Table 4.4 shows the decision variables considered in 
this optimisation problem with the upper and lower bounds, respectively.
A number of optimisation runs are conducted, in which the number of decision 
variables used in each optimisation is increased after each run to investigate the 
effects on the optimisation. Table 4.5 records these optimisation cases. In Case A, 
only the switching time is optimised and in Case E, all the decision variables are 
optimised.
O ptim isation results
Figures 4.10-4.14 demonstrated the effect on the performance of the SMB process 
when each of the degrees of freedom are varied, one at a time, with respect to the 
production rate and the purity of the extract. It was difficult to optimise the process 
merely by using one degree of freedom, as evidenced by Case A in Table 4 .5  when 
only the switching time is optimised. This is due to the tight constraints on the













Q  D e s o rb e n t
ml/s
Q  E x t r a c t
m l/s
Q  R e cyc le  
S
A 618 0.0166f 0.0266f 0.0233f 0.0665t 8.362 99.98 146.9
B 611 0.0193 0.0266f 0.0233f 0.0665f 9.623 99.98 1084.5
C 630 0.0195 0.0237 0.0233f 0.0665f 9.746 98.5 1181.2
D 249 0.0444 0.1740 0.0703 0.0665 f 22.174 98.5 5912.6
E 2 0 0  t 0.0462 0.1750 0.1508 0.1872 23.09 98.5 9634.2
Table 4.5: Optimisation results of the case study 
f : Fixed value for decision variable 
f : Lower bound value of decision variable
purity and recovery yield of the extract that is used in the optimisation problem, 
which is necessary to yield an effective separation in the SMB chromatographic 
process. It is clear that to consider a true optimisation of the whole SMB process, 
all the operating parameters must be optimised. Note that the only parameter which 
is not considered in this study is the concentration of the feed, as in most cases, the 
feed composition is fixed.
From Cases B to E, the number of decision variables varied was increased. It is 
observed that as the number of decision variables that is allowed to vary increased, 
the performance of the system improved. In addition, with each increase in the 
number of degrees of freedom, the optimisation took a progressively longer time. 
This shows the advantage in employing the CSS model to handle the optimisation as 
it means that optimisation is conducted at steady-state conditions directly, instead 
of simulating many switches to reach steady-state conditions, for each step of the 
optimisation. The more complex optimisation runs require 100-160 CPU minutes.
With Cases D and E in particular, there is a marked increase in the flowrates 
of the feed and the desorbent when the flowrate of the extract is included as a 
decision variable. The dimensions of the column were examined, and were able to 
accommodate the increased flowrates. These 3 flowrates are linked by the mass 
balance across the node (Equation 4.15). Having the extract flowrate as a decision
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variable means that Q F e e d  and Q D e s o r b e n t  can vary to give higher productivity.
It is noted that for Cases D and E, the flowrate of the desorbent is increased 
considerately in value is the flowrate of the desorbent. This is of interest as the 
optimisations seems to suggest that a higher flowrate of desorbent, accompanied by 
a shorter switching time improves the production rate. The flowrates within each 
section of the SMB system are consequently adjusted with these changes to improve 
the separation. In Case E, a higher flowrate is observed in the extract for nearly the 
same production rate, which implies that the concentration of component 1 in the 
extract is much lower than that of Case D.
By using all the flowrates and switching period as degrees of freedom in this 
optimisation, the performance of the system, the production rate of the process, is 
improved significantly by as much as 280% in some optimisations for the production 
rate of the process.
4.7 Conclusions
This work outlines a new optimisation approach for the SMB chromatographic pro­
cess using a cyclic steady state (CSS) model for one switching period. The CSS 
(Switch) model is verified in terms of its accuracy and compared to a detailed dy­
namic SMB model. It is found to be highly accurate in modelling the process. The 
performance of the CSS (Switch) model is also compared with the CSS (Cycle) 
model and was found to be more computationally efficient and accurate in predict­
ing the dynamic behaviour of the system. The CSS (Switch) model is then used 
for an new optimisation approach. It is found to be an efficient method in locating 
the optimal process parameters with a short computational time. The study also 
highlighted the important of establishing all relevant degrees of freedom and showed 
that optimising the system for a single degree of freedom does not give the optimal 
operation performance achievable by the system.
Chapter 5 
A system atic approach to  
optim ising chromatographic 
processes
In this chapter, the optimisation of the design and operation of different 
chromatographic alternatives are considered. These fall into two main 
categories: single column and multi-column processes, and both processes 
are used extensively in industry. However, the procedure for selecting 
the most appropriate process for a given separation, as well as the best 
operating policy alternative associated with it, is still largely unclear. An 
approach for how this selection should be made is thus needed and will 
be presented in this chapter. Given the trade-offs of each process, it is 
imperative that an economic objective function is used. The approach 
involves optimising both single and multi-column processes together their 
operating alternatives. The final choice is then made based on the most 
profitable process.
184
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5.1 Introduction
Over the years, the operation of the chromatographic process in pharmaceutical in­
dustries has developed rapidly and it is no longer limited to batch processing. Whilst 
the single column is still popular in preparative chromatography, multi-column pro­
cesses, such as simulated moving bed (SMB) chromatography, are now becoming 
increasingly favoured in industrial-scale chromatography as a continuous alterna­
tive, producing large amounts of highly purified products. As such, the decision of 
whether to use a single column or a multi-column process for a given separation 
is a largely ambiguous one. As the configurations and process operations of the 
two modes are vastly different, economics form an integral part of any comparison. 
This work considers optimisation of the design and operation of both single and 
multi-column chromatographic processes, taking into account both capital and op­
erating costs. Such a detailed comparison has not been examined so far in the open 
literature.
Previous work comparing single column and multi-column chromatography has 
mainly been based on comparing the two processes on specific outcomes such as 
eluent consumption or specific productivity (Nicoud et al., 1993; Grill et a l , 2004). 
Such comparisons fail to consider underlying economic issues which may be in con­
flict, e.g. multi-column processes are associated with a high investment cost but have 
reduced eluent consumption, whilst single columns have lower investment costs but 
lower efficiency. As a result, these comparisons, whilst useful in highlighting the 
advantages and disadvantages of both systems relative to each other, do not pro­
vide any useful means of choosing between these systems. An economic comparison 
between the optimised process alternatives is thus necessary to properly assess the 
strengths and weaknesses of each system, particularly from an industrial point of 
view.
In this work, reliable and accurate chromatography models are used to describe 
single and multi-column chromatography processes whose design and operation are
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optimised simultaneously for each process to maximise their individual annual profit. 
Thus, the decision variables considered include not only the configuration, but also 
the design of the columns used, as well as the operating policy employed. For single 
column configuration, a single column, as well as a single column with recycle and 
peak shaving operations, are considered, whilst for the multi-column alternative, the 
SMB process and its variations (Varicol, PowerFeed etc.) are examined. In addition, 
the effects of employing different objective functions (e.g. maximum productivity 
or minimum separation costs) in the optimisation are assessed.
A detailed economic appraisal is performed of all process options. The case study 
employed in Chapter 4 is used to illustrate the approach. The simplified general rate 
model is used to model the columns. The effects of considering different objective 
functions are highlighted and demonstrate the importance of making the correct 
function choice depending on the purpose of the optimisation.
Jupke et al. (2 0 0 2 ) has compared batch and SMB chromatography using a 
comprehensive cost objective function to optimise the designs of the processes for 
an enantiomeric separation. In this work, this work will be taken a step further 
to also include batch chromatography with recycle and the Varicol processes when 
considering column design, configuration and operating policy.
5.2 Principles of the chromatographic alternatives
In this section, the operating principles of the single and multi-column processes, 
and their operational alternatives are discussed, i.e. single column, single column 
with recycle, SMB and Varicol processes.
5.2.1 Column (batch) chromatography
Conventional batch column chromatography is a well-established technique for effi­
cient separation for preparative purposes and this is reviewed in detail by Guiochon
(2002). However, the eluent costs involved can be high and the use of the matrix
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(stationary phase) of the column is usually not very efficient. In addition, for dif­
ficult separations, the recovery yields obtained can be low for products with high 
purity constraints. In such cases, other operating policies for the column have to be 
examined.
5.2.2 Column chromatography with recycling
Employing a recycling operation strategy has been found in the literature to be 
effective in increasing the recovery yield of the separation and enhance column ef­
ficiency (Seidel-Morgenstern and Guiochon, 1993; Heuer et al., 1995; Teoh et a/., 
2001).
Conventional recycling column chromatography
In conventional (closed-loop) recycling operation, the product from the column is 
usually recycled back to the column up to several times, with the purified products 
collected at the end of the last cycle. This combination of increased recovery yields 
whilst reducing the matrix cost makes this an attractive option for high value prod­
uct (s) purification. However, for products which are difficult to separate and have a 
vast overlapping band area between components as a result, this technique is infea­
sible as recycling actually makes the separation more difficult. This is because the 
elution peaks become progressively broader and flatter with each recycle, thereby 
increasing the band overlap area.
Figure 5.1 is a schematic diagram of the closed-loop recycling chromatographic 
system with a HPLC unit, a high pressure pump, a six-port sample injection valve 
and an UV detector. An additional four-port valve installed between the detector 
outlet and the pump inlet allows the operation to be in either conventional elution 
mode or closed-loop recycling mode.
Recycling The four-port valve is closed and purified samples are pumped back into 
the column again.















Closed loop recycling 
Recycling with peak shaving
Figure 5.1: Schematic diagram of a chromatographic unit with recycling operation.
E lu tio n  The four-port valve is opened and solvent enters the system. The purified 
samples are collected in the fraction collectors.
Note that one of the effects of closed loop recycling is that with each cycle, the 
elution profiles of the separated components become progressively flatter, broader 
and more asymmetrical (Teoh et a/., 2001).
R ecycling w ith  peak  shaving chrom atography
With conventional recycle operation in chromatography, the material is usually re­
cycled back to the column several times, with the purified products collected at the 
end of the last cycle. In contrast, when using a peak shaving technique, the volume 
of eluent containing sufficiently purified products is collected after each cycle, leav­
ing only the off-specification fractions to be recycled. This accounts for the higher 
recovery yields achieved when a peak shaving technique is applied.
Implenting a peak shaving technique to conventional recycling chromatography 
is found to be best suited to difficult separation processes (Teoh, 2 0 0 2 ). The main 
benefit from peak shaving is that the overlapping of peaks stemming from consec­
utive cycles is averted, as the overall mass being recycled is reduced due to the 
product collection.




Figure 5.2: Illustration of the different peak shaving modes. The shaded areas show 
the recycled fractions.
Figure 5.1 shows the alternative recycle path that is followed when a peak shaving 
technique is implemented.
Two different modes for the peak shaving technique will be considered in this 
work for a general binary mixture (see Figure 5.2):
1. Fractions of both components that fulfill the purity requirements are collected 
and only the off-specification fractions are recycled.
2 . Only one of the sufficiently purified components is collected and the remainder 
recycled. (In Figure 5.2, the second component is collected.)
5.2.3 Simulated moving bed chromatography
The main characteristic of a simulated moving bed (SMB) process is its ability to 
produce large amounts of highly purified products using less eluent as the matrix 
is more efficiently used. However, the implementation of this process often requires 
new investment of equipment, i.e. existing chromatographic batch columns are 
usually not applicable, due to the highly automated nature of the SMB process.
Chapter 5. A systematic approach to optimising chromatographic processes 190
5.2.4 Varicol chromatography
The Varicol process is a recent variant form of the simulated moving bed process, 
where the switching action of the flowrates takes place asynchronously. The Varicol 
process is based on non-simultaneous and unequal shifts of the inlet and outlet 
ports (Ludemann-Hombourger et al., 2002). An operational schematic of the Varicol 
process is compared to that of a SMB process in Figure 5.3. Figure 5.3 shows that in 
a single switching period belonging to the SMB process, the column configuration 
for Varicol has changed in succession: 1/2/2/1, 2/1/2/1, 2/2/1 / l ,  1/2/1/2 and 
finally back to the original configuration of 1 / 2 / 2 / 1  (where each number indicates 
the number of columns in that section).
Both experimental and computational work has demonstrated that the Varicol 
can achieve better performances than the SMB, in terms of both increased specific 
productivity and reduced eluent consumption but at the cost of greater complexity 
(Ludemann-Hombourger et al., 2 0 0 2 ; Zhang et al., 2 0 0 2 ; Zhang et al., 2003a).
5.3 System atic approach
Whilst much work in the literature has focussed on the modelling and optimisa­
tion of chromatographic processes, there remains, however, a lack of a methodical 
procedure to compare the performance of different chromatographic processes for 
the same separation. In this section, a methodology used to select an appropriate 
chromatographic processes for a given separation is outlined. Figure 5.4 shows the 
flowchart to the approach which is detailed in the subsequent sections. The sepa­
ration problem is formulated such that each process alternative produces the same 
amount of products at the same product constraints. The model parameters for each 
process alternative are identified from the literature and/or experimental set-ups, 
including the determination of any unknown parameters. A scale-up procedure may 
be necessary for some of the processes to separate the required quantity of prod­
ucts. This is followed by optimisation of all the single and multi-column process











Figure 5.3: Schematic comparison of the operations of the SMB and the Varicol 
process (Zhang et al., 2003a).
TS'Start ' Start of switching period for SMB, Ts>end '■ End of switching period for SMB
alternatives using an economic objective function. Finally, the performances of each 
process are compared to select the most appropriate one for the given separation.
5.3.1 Separation specification
The action in step I of separation specification in Figure 5.4 refers to formulating 
the separation that is undertaken in all the chromatographic alternatives. There 
are three main steps in specifying the requirements of the separation, outlined as 
follows:
• S tep  1  The required production amount for a single year is specified.
• S tep  2  The total number of operating hours for a single year is specified (which 
cannot exceed 8760 hours, the maximum number of hours in a year).
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Net present value 
(NPV) analysis
Figure 5.4: Flowchart of the approach for comparing different chromatographic 
alternatives
• S tep  3 A breakdown of the plant schedule is established e.g. for start-up, 
shut-down, maintenance etc. to determine the actual number of operating 
hours for production.
5.3.2 Availability of data
Step II in Figure 5.4 is a decision box where column data for modelling is identified. 
If no data is available, either from the literature or experimental set-up (which is 
very rare these days), then the design for each chromatographic unit is necessary. 
Design of chromatographic processes has been covered extensively in research (e.g. 
Guiochon et al., 1994; Storti et al., 1993). The separation data that is available is
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C hro m ato g rap h ic  process F lo w ra te /T im e
Single column
and Eluent flowrate
Single column with recycle
Recycle flowrate
SMB process Extract flowrate
and Desorbent flowrate
Varicol process Feed flowrate
Raffinate flowrate
Switching time(s)
Table 5.1: Model parameters for single and multi-column chromatographic processes
then used in the chromatographic model.
M odel p a ram e te rs
Some model parameters are common in all the different chromatographic processes 
although they may have different values for each. These include model parame­
ters such as column length L, column diameter D c , and particle radius Rp. Other 
common model parameters, like the feed concentration of the components and the 
isotherm parameters, may not be readily known. For these, the proposed approach 
outlined in Chapter 3 for the determination of individual feed component concen­
trations, as well as the estimation of isotherm parameters, can be used.
Other model parameters are the different flowrates and operating policies and/or 
schedules in each chromatographic process. Table 5 .1  tabulates these parameters 
across the single and multi-column processes.
5.3.3 Scale-up of operation
Given the specified production amount and the available production time for a year, 
a process able to produce the requisite amount has to be designed or scaled-up from 
existing designs. In this approach, dimensions from a case study have been employed 
and scaled up suitably to achieve this production. This can be similarly done for an




Gradient slope/bed volume (gradient elution)
Sample residence time
Increase Column diameter
Sample volume in proportion to column cross-sectional area
Volumetric flow rate in proportion to column cross-sectional area
Gradient volume in proportion to column cross-sectional area
Check Reduction in supportive wall effects (increased pressure drop)
Sample distribution (band broadening)
Piping and system dead volumes
Table 5.2: Guidelines for scale-up of chromatography (Sofer and Hagel, 1997)
existing experimental set-up to determine an industrial scale-up.
In this work, some general recommendations based on work in the literature 
(Sofer and Hagel, 1997; Li et al., 1998) is used. Sofer and Hagel (1997) recommended 
the guidelines tabulated in Table 5.2 for scale-up of chromatographic purification. 
In the process of scale-up, scale factors are used according to some of the guidelines 
listed in Table 5.2, particularly maintaining the bed height and increasing the column 
diameter, sample volume and volumetric flowrate. (Refer to the case study in Section 
5.4.1 for examples of the calculation details.)
For cases where the model meets the production specified in step I of the approach 
(see Figure 5.4), the optimisation of the alternatives can then begin.
For a scale up factor used, the following equations are employed:
Scaled — up flowrate =  Base case flowrate x Scale up factor2 (5.1)
Scaled — up diameter =  Base case diameter x Scale up factor (5-2) 
The injection time (tinj ) from the base case is fixed. This means that with
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the increased volumetric flowrate, the injected volume increases. To calculate the 
production in each batch, the following calculations are carried out:
Production (g) in 1 batch =  Flowrate x t{nj x (5*3)
where CVeed is the feed concentration.
Finally, the annual total production in a year may be calculated using the fol­
lowing equation:
Production (kg) per year = Batch production (kg) x Number of batches per year
(5.4)
5.3.4 Optimisation
In the following sections, the terms involved in formulating the optimisation problem 
are outlined: the different aspects of costing that make up the production cost and 
annual net profit are defined, followed by the objective functions and the companying 
optimisation constraints.
Formulating the optim isation problem
A crucial aspect in optimisation is the choice of objective function. In Chapter 2, 
the wide range of work done in the literature on optimisation of chromatography 
was reviewed, for single and multi-column chromatographic processes and their vari­
ous operating policies (Section 2.4). Several objective functions have been proposed 
in the literature, e.g. Guiochon et al. (1994), Felinger and Guiochon (1996a, b); 
Teoh et al. (2001), Jupke et al. (2002), Zhang et al. (2003a) etc.. Amongst these, 
however, only the work of Jupke et al. (2002) has considered the economic implica­
tions in the optimisation to provide a real comparison of the process economy for 
batch (column) and SMB chromatography. The work of Jupke et al. is extended 
in this work to include a recycling policy for the single column and also to consider
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the Varicol process. In the following sections, the costs involved in the chromato­
graphic process are outlined, and the objective function and process constraints of 
the problem are highlighted.
P ro d u c tio n  costs
In this section, the production costs and the definition of the net profit for each 
chromatographic unit are outlined, as they are terms used in the objective function.
L ab o u r and  m ain ten an ce  (opera tion ) costs The labour and maintenance (op­
eration) costs are assumed to be a cost factor of a certain plant size, and dependent 
on the operating time. The total annual operating costs may be written as:
C an n u a l    /~ih ± ( r  c \op —  ^ o p ^ o p  \ d " d )
where C™nual is the total operating cost, C%p is the operating costs per hour and top 
is the annual operation time of the plant.
E luen t cost A popular comparison between single and multi-column processes is 
in terms of the amount of eluent used. Thus, the cost of the eluent is an important 
factor to be considered in the objective function. The annual eluent costs, C™nual 
may be written as:
FC annual  c 4  r i  / rel ~  t opU el V ^ - 6 )
^cycle
where Ec is the eluent consumption over one cycle, tcycie the time taken to com­
plete one cycle (of the column/column with recycle/SMB/Varicol process), t op is 
the annual operation time of the plant and Cei is the cost per kilogram of eluent.
A d so rben t cost The cost of the adsorbent, or matrix, in a chromatographic 
column is normally high. Often, these are highly specific to the separation involved, 
i.e. the cost is fixed. However, adsorbents also have a finite lifetime in which they
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can be used for chromatographic separations. Hence, the cost of the adsorbent is 
an important factor:
c a r 1 = r^VcPaPPc ads (5.7)
tlife
where C ^ ual is the annual cost of the adsorbent, top is the annual operation time 
of the plant, t u f e is the lifetime of the adsorbent, Vc is the volume of the column, 
papp is the apparent density of the adsorbent and C ads is the cost per kilogram of 
adsorbent. The adsorbent cost used is also assume to take into account the capital 
costs for the column size (as both depend on the column volume, Vc).
Cost of waste In all separations, there will inevitably be some waste products 
arising from the separation. These include impurities in the feed mixture or off- 
specification products where it is no longer economically viable to further purify 
them. The cost of this waste generated needs to be accounted for, and the cost of 
the crude loss of product defined in Jupke et al. (2002) is used as an estimate.
C an n u a l    u a s t e ,  ^  / r :  o \w a s te  —  . ^ o p ^  w a s t e
Icycle
where C *™™1 is the total annual cost of the waste products generated, M waste is the 
mass of waste products generated over one cycle, t cycie the time taken to complete 
one cycle (of the column/column with recycle/SMB/Varicol processes), top is the 
annual operation time of the plant and C waste is the cost per kilogram of waste 
generated.
Total production cost The total annual cost for each chromatographic process 
may be written as follows:
a  an n u a l    /^ a n n u a l  . /nra n n u a l  . s~iannual , /~ iannual  / r  q \T o ta l  ~  op +  Is  el +  U  ads  +  U w a s te
The overhead costs {e.g. utility, facility costs etc.) are considered to be negligible 
in comparison to the rest of these other costs and are thus disregarded in this cost
Chapter 5. A  systematic approach to optimising chromatographic processes 198
function.
Sales incom e The sales income, also viewed as the net profit, is the difference 
between the amount of money made from the sales of the product and the cost of 
processing the product. The latter includes not only the production costs outlined 
earlier in this section, but also the costs of the raw material used to make the 
product.
N et profit The annual net profit for each chromatographic process may be written 
as follows:
P  annual nannual /" t  /nr / c  i n \income Total (sRM
where p annual is the net annual profit, 5income is the annual sales income from selling 
the purified products produced, is the annual total production costs and C r m
is the cost of the raw material.
Outline of optim isation problem
The optimisation is conducted using three objective functions (1) maximising the
recovery yield and productivity, (2) minimising annual production costs and (3)
maximising annual net profit.
The following definitions are used in the optimisations conducted:
_ Mass of i produced . ,
A'r* • —     j K 1 1 ]
1 Batch time x Column volume
_ Mass of i produced . .
r u {  =  —------- -------- ----- :--------------     (5 .12)
Mass of total mixtureproduced
Mass of i produced , .
Y{ = - ------------- ;-------------------------  (5 .13)
Mass of i fed to column
where Pr*, Pu{ and Y{ are the productivity, purity and recovery yield of component 
i, respectively.
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R ecovery  y ield  and  p ro d u c tio n  ra te  The recovery yield and production rate 
can be maximised simultaneously using a hybrid objective function, proposed by 
Felinger and Guiochon (1996b), which is a product of the productivity and recovery 
yield.
max ${Ya x P rA) (5.14)
r,u(t)
subject to the constraints given by:
P u f n < Pui < 1 (5.15)
ymin < Y { <1  (5.16)
Ap f n < APj < A P p ax (5.17)
Generally, the single column processes have a lower recovery yield compared 
to the multi-column processes. Jupke et al. (2002) demonstrated recovery yields 
of 96% and 100% for the optimised batch and SMB chromatographic processes, 
respectively. As the scaled-up case shows the SMB/Varicol processes to have high 
recovery yields already, this optimisation will focus on the single column processes.
A nnual p ro d u c tio n  cost If the objective function in the optimisation is to min­
imise the production costs (Cxotai) for the separation of a fixed feed amount in all 
the chromatographic processes, subject to the purity and recovery yield constraints, 
then the following equations apply:
min *(C?2Sr') (5.18)
T , U  ( t )
where Cyffi0* is the annual net profit, and the optimisation is subject to the con­
straints as given in Equations 5.15, 5.16 and 5.17.
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where r  is the total time horizon and u(t) is the vector of control variables. Pui and 
Y i  are the purity and recovery yield of component z, respectively, whilst A P j  is the 
pressure drop across column j .  (Other constraints can, of course, be used instead of 
these if purity and recovery are not of major concern.)
In the chromatographic processes considered here, the control variables are the 
valve switching actions (e.g. during product collection in column chromatography, 
or flowrate switching in the SMB/Varicol process). The full definitions of these 
system performance parameters for optimisation are given in Appendix C.2 .
A nnual n e t p ro fit For the scenario where the objective is the annual profit made 
is maximised, the following objective function is used:
max
T,u(t)
where p annual is the annual net profit, and the optimisation is subject to the con­
straints as given in Equations 5.15, 5.16 and 5.17.
The choice of the objective function depends largely on the aim of the optimisa­
tion. Minimising the production cost (Equation 5.14) should be used when seeking 
to lower the production cost of the process (say for eluent and adsorbent costs) 
and when the profit margin is not a constraint. Otherwise, the net profit objective 
function (Equation 5.19) should be used, as it incorporates aim the minimisation of 
the production costs as well and maximising the sales income to do this.
5.3.5 Costing and project evaluation
An economic appraisal is carried out on each of the optimised chromatographic 
alternatives, where the cashflow of implementing each process in a plant over a 
number of years is considered.
Q , p a n n u a l j
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In v estm en t b reakdow n es tim atio n
The fixed capital investment (FCI) is the total amount of money needed to supply 
the necessary plant and manufacturing facilities, in addition to the finances required 
as working capital for operation of the facilities (Peters et al., 2003). One way of 
estimating the cost components in the capital investment is to assume each compo­
nent as a percentage of the equipment delivery cost. The calculations of the capital 
cost for single and multi-column processes can be found in Appendix H.
Table 5.3 shows a plant unit whose delivered purchase cost is US $10,000 and 
the estimation of its capital cost using the percentage breakdown in Peters et al.
(2003).
Direct costs are costs which are directly related to the plant unit purchased and 
other equipment/facilities that are necessary for operation and accommodation of 
the unit. Indirect costs refer to costs which are also necessary to the completion 
of the installation of the unit but more of non-manufacturing nature. The working 
capital is the capital that is necessary for the operation of the plant initially, such as 
the raw materials or finished products in stock and cash on hand for any payments.
Econom ic ap p ra isa l
Having thus obtained a full costing of each process for a full operating year from 
the preceding sections, the economic performance of these different chromatographic 
processes are examined using economic evaluation tools (refer to I for full details on 
these) in step V of the approach in Figure 5.4.
The capital costs of each chromatographic unit is estimated at this stage (and 
this work uses the delivered equipment costing method in Peters et al. (1999)). 
Subsequently, a basic Net Present Value (NPV) analysis of the chromatographic 
units over a fixed number of years is done (for more details, see Sinott (1999)) and 
the discounted cash flow diagram is drawn up to view the economic performance of 
the different separation units over time. As different forms of economic appraisals 
exist and may vary according to the institutions/companies using these, any of these
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C om ponen ts
P ercen tag e  of 
delivered 
equ ipm en t cost
E stim ated  
cost (US $)
Direct costs
Purchased equipment delivered 
(including fabricated equipment, 1 0 , 0 0 0
process machinery, pumps and 
compressors)
Purchased-equipment installation 0.39 3,900
Instrumentation (installed) 0.26 2,600
Piping (installed) 0.31 3,100
Electrical (installed) 0 .1 1 ,0 0 0
Buildings (including services) 0.29 2,900
Yard improvements 0 .1 2 1 ,2 0 0
Service facilities (installed) 0.55 5,500
Indirect costs
Engineering and supervision 0.32 3,200
Construction expense 0.34 3,400
Legal expense 0.04 400
Contractor’s fee 0.19 1,900
Contingency 0.37 3,700
Total (FC I) 42,800
Working capital* 0.75 7,500
Total capital investment 50, 300
Table 5.3: Estimated capital costs based on percentage of delivered-equipment cost 
method for a plant unit costing US $10,000(Peters et a l , 2003)
(*or approximately 15% of total capital investment)
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appraisals may be used at this stage.
5.3.6 Process selection
The analysis for the process selection is done by comparing the cash flow diagrams 
across the different chromatographic alternatives. The performances of each unit 
varies over time and these must also be compared.
5.3.7 Summary
In this section, based on the previous research done in the area of optimisation of 
chromatographic processes, the necessity for formulating an optimisation based on 
economic principles is emphasised. Some of the economic terms used as a basis for 
the objective functions are also detailed, and the optimisation problem is defined 
along with its constraints. Thus, the single and multi-column processes are optimised 
using the objective function (Equations 5.14 or 5.18) and subject to the constraints 
(Equations 5.15, 5.16 and 5.17).
5.4 Case study
A case study will be used to illustrate the approach proposed in this chapter. 
The case study is based on the parameters and operating conditions presented by 
Diinnebier et al. (1998). Their work originally examined the separation of a binary 
mixture for an SMB process. This is now extended to single column processes. The 
components of the binary mixture are labelled A  and B  for the purposes of this 
work.
5.4.1 Employing the system atic approach
The systematic approach outlined in Section 5.3 and in Figure 5.4 is employed in 
this case study, with each step explained.
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I Separation specification
The procedure for specifying the separation is outlined as follows:
• Step 1  The production amount for a single year is a minimum of 2000 kg of 
product (1000 kg each of A  and B ).
• Step 2  The total number of operating hours for a single year is 8000 hours.
• Step 3 The start-up/shutdown/maintenance time is assumed to be about 20% 
of the production time.
II A vailability of data
The column dimensions, the feed concentrations and isotherms are known and tab­
ulated in Table 5.4. In addition, Table 5.4 summarises the model parameters across 
the single and multi-column processes used in this case study, adapted from the 
work of Diinnebier et al. (1998).
The work of Diinnebier et al (1998) provides the dimensions for columns in the 
SMB unit only. As there is no information available on single columns for a similar 
separation, the column dimensions (Table 5.4) of the SMB unit are used for single 
column process in order to calculate its annual production . 1 0 m/ of the feed is 
loaded onto the single column, and takes approximately 1 0 0  minutes to elute from 
the column. Thus, in one year, the single column produces 4800 batches. Table
5.5 shows a summary of similar calculations for the annual production in other 
chromatographic processes.
In this work, the subintervals of switching for the Varicol process are made equal 
i.e. 0 . 2 5 T s w i t c h , 0.5T s w i t c h ,  0.75T s w itc h  and T s w i t c h , at which the flowrates of extract, 
feed, desorbent and raffinate are changed, respectively (refer to Figure 5.3 for an 
illustration). This is because with a dimensionless time unit, 0, as used in the model, 
the time interval for each switching action must be specified a priori.
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C olum n len g th  (cm ) 
47.5
C olum n d ia m e te r  (cm )
1.4
Feed co n cen tra tio n
A =  0.05, B =  0.05
Iso th e rm  coefficients 
K a = 0.56, K b = 0.23
C hrom atog raph ic F low rate
process (err? j s )
Single column




SMB process Extract flowrate 0.0233
and Desorbent flowrate 0.0266
Varicol process Feed flowrate 0.0166
Raffinate flowrate 0.0199
SMB process Switching time 618 seconds
Varicol process 4 equal subintervals adding up to 618 seconds
Table 5.4: Model parameters from Diinnebier et al. (1998) for single and multi- 
column chromatographic processes
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1000 2000 3000 4000 50000
Time (seconds)
Figure 5.5: Elution profile for single column using the column dimensions in
Diinnebier et al. (1998)
(‘ Component A, ‘— Component B)
III Scale-up of operation
The guidelines recommended earlier (Table 5.2) are used to scale up the parameters 
from the work of Diinnebier et al. (1998) from their production amounts in Table
5.5 to producing 1000kg each of component A and B annually. (These scale up 
calculations may be found in Appendix H.) Table 5.7 summarises all the scaled-up 
parameters from the base case (Table 5.4). The parameters which are increased are 
the diameter(s) and flowrates. In the multi-column processes, the same switching 
period is retained to maintain the elution profiles from the case study and only the 
flowrates and column diameters are scaled up. Likewise, the single column retains 
the same elution profile when its diameter and eluent flowrate are scaled up. Table 
5.7 shows the flowrates and diameters that have been scaled up using the scale up 
factors in Table 5.6. For more details on the scale up calculations, refer to Appendix
H.
Chapter 5. A  systematic approach to optimising chromatographic processes 207
C h ro m ato g rap h ic
process
P ro d u c tio n  










(k g /y ear)
Single column 0.50 1 0 0 4800 2.40
Single column 




0.13 10.3 5820 23.88
Table 5.5: Estimates for base case production calculation, using the model param­
eters in Diinnebier et al (1998)









p ro d u c tio n
(kg) (kg)







23.88 6.5 1 0 1 0
Table 5.6: The scaled-up chromatographic units
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C h ro m ato g rap h ic  process F low rate  (cm3/ s ) D iam eter (cm)
Single column Eluent 8.03 30.8




Recycle flowrate 3.740 
Extract flowrate 1.3106 
Desorbent flowrate 1.496 
Feed flowrate 0.9338 
Rafiinate flowrate 1.1192
10.5
Table 5.7: Model parameters in the scaled up case for single and multi-column 
chromatographic processes
P a ra m e te r C ost (US $)
Adsorbent cost C ads (US $/g) 13.45
Eluent cost C ei (US $/ml) 4.7 xlO - 4
Operation cost C^p (US $/h) 22.4
Raw material cost (US $/g) 7.17
Waste cost* C waste(US $/g) 1.5
Table 5.8: Estimated costs factors used to establish production cost and net annual 
profit, from Jupke et al. (2 0 0 2 ) except *
(* estimated)
IV O ptim isation
Table 5.8 shows the different cost factors that make up the production costs, and 
these are employed in the economic evaluation. The purities and recovery yields of 
the products for each of the chromatographic processes of the scaled up case are 
summarised in Table 5.9.
Three scenarios are explored in the optimisation studies carried out. In Scenario 
I, the single column processes are optimised for a hybrid function of production 
rate and recovery yield for each of the components A and B. In Scenario II, the 
annual production costs across the single column and multi-column processes are 
minimised. Finally, in Scenario III, the annual net profit of all the processes are 
maximised.
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Table 5.9: Scaled-up case results for purities and recovery yields
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Time (seconds) 1Q4
Figure 5.6: Elution profile for case study employed under a closed-loop recycling 
scheme
(‘ Component A, ‘— Component B)
Recycling policy in single colum n ch rom atog raphy  Section 5.2.2 has briefly 
outlined a few of the recycling policies employed in chromatography for single 
columns. The operating policies for closed-loop recycling chromatography with and 
without a peak shaving technique are demonstrated for this case study to deter­
mine which of these two policies will should be implemented in the single recycle 
column. Figure 5.6 shows the outcome for the conventional closed-loop recycling 
policy employed, and it is evident that this policy is unsuitable for this separation 
as the recycled profiles overlap too closely with the previous profiles. A peak shaving 
technique is thus implemented in the recycling policy to improve the separation.
Scenario I: M axim ising recovery yield and  p ro d u c tio n  ra te  Single col­
umn processes generally have a lower recovery yield compared to the multi-column 
processes. In this scenario, both the design and operation of the single column and
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single column with recycle is optimised to maximise their recovery yield and produc­
tivity. The hybrid objective function proposed by Felinger and Guiochon (1996b), 
i.e. a product of the productivity and recovery yield, is used. These functions are 
maximised for components A and B and discussed in the following sections.
M axim ising  recovery  yield function  of e x tra c t (com ponent A) The
yield and production rate of the extract is improved for the single column and single 
column with recycle using the objective function:
max $(Ya x P rA) (5.20)
T , u ( t )
subject to constraints
0.995 < PuA < 1 0.995 < PuB < 1 (5.21)
0.80 < Y a < 1  0.80 <  Yb < 1 (5.22)
13bar < AP  < lOObar (5.23)
The results of the optimisation carried out is tabulated in Table 5.10. The column 
with a recycling policy collapses to a single column without recycle, as the optimised 
number of cycles was 1 , and gave the same optimised model parameters as the single 
column optimisation. The recovery yield of component A was improved using the 
optimised results from 0.913 to 0.916 for the single column, whilst in the column 
model with a recycling policy, the recovery yield of component A decreased from
0.930 to 0.916. This is likely as a result of the significant increase in the productivity 
from 9.49 xlO6^ - 1  cm- 3  to 15.08 x l0 6#s- 1cm“ 3 (nearly 60% increase) for a single 
column without recycle, and the slight drop in recovery yield does not compromise 
the large increase in productivity in the hybrid function. In both cases, however, 
the recovery yields of component B dropped marginally as the objective function 
was based on A onty.
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Single colum n
Scaled- up case Optimised case
Diameter (cm) 30.8 15.76
Length (cm) 47.5 1 0 0 *
Eluent flowrate (ml/s) 8.03 4.68
PuA 0.997 0.995
P ub 0.995 0.995
Ya 0.913 0.916
Yb 0.837 o bo *
P ta (xlO "7) 10.39 16.47
Function P ta x  Ya (xlO "7) 9.49 15.08
an n u al 
U T o ta l 1, 078, 000 813, 000
p a n n u a l  ^  j^q6 3.49 2 .0 2
Single colum n w ith  recycle
Scaled-up case Optimised case
Diameter (cm) 42 15.76
Length (cm) 47.5 1 0 0 *
Eluent flowrate (ml/s) 14.94 4.68
Cycle 2 1
PUA 0.997 0.995
P ub 0.995 0.995
Ya 0.930 0.916
Yb 0.867 0 .8 *
P ta (xlO "7) 5.29 16.47
Function P ta x Ya (xlO-7) 4.92 15.08
an n u al
U T o ta l 1,037,000 813, 000
p a n n u a l  ^  j^q6 3.37 2 .0 2
Table 5.10: Optimisation results for Scenario I: maximising the hybrid function for 
component A
(^optimised result on bound)
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There was also a slight decrease in the total annual production cost and the 
annual net profit in carrying out this optimisation. This is probably because of the 
decrease in the recovery yield of component B.
M axim ising  recovery yield function  of raffinate  (com ponen t B) The
recovery yield of the raffinate is improved for the single column and single column 
with recycle using the objective function:
m a x $ ( ls  x P rs)  (5.24)
T,u(t)
subject to constraints in Equations 5.21, 5.22 and 5.23.
The results of the optimisation carried out is tabulated in Table 5.11. Similarly, 
the optimal number of cycles for the single column with recycle is 1 and it thus 
produced identical optimised parameters as the single column. From these results, 
the recovery yield of the raffinate was significantly improved upon using the op­
timised results from 0.837 to 0.895 in the single column (though slightly less for 
the single column with recycle from 0.867 to 0.895). The productivity of the single 
column doubled from 7.99 x l 0 6<7s- 1c?7i- 3  to 12.85 x l 0 6<7.s- 1cm“3, whilst for the 
single column with recycle, it increased nearly threefold (similar to the previous 
optimisation).
This suggests that the single column with recycle is likely to collapse to a single 
column when the productivity of the process is involved, as a single column operation 
has a much greater productivity. There was a significant decrease in the total annual 
production cost and the annual net profit in carrying out this optimisation. This is 
probably because of the large decrease in the recovery yield of component A from
0.913 to 0.800 for the single column.
Scenario II: M inim ising to ta l p ro d u c tio n  cost Table 5.12 outlines the de­
cision variables of each process in the optimisations done in Scenarios II and III. 
The single column has an extra decision variable as compared to the single column: 
the optimal number of cycles in the operation. The production amount is fixed in
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Single colum n
Scaled-up case Optimised case
Diameter (cm) 30.8 16.69
Length (cm) 47.5 1 0 0 *





PrB (x lO '7) 9.55 14.36
Function P rs  x Yb (xlO-7) 7.99 12.85
/nr annual 
^  Total 1,078,000 642, 000
p a n n u a l ^  -^ q6 3.49 1.94
Single colum n w ith  recycle
Scaled-up case Optimised case
Diameter (cm) 42 16.69
Length (cm) 47.5 1 0 0 *






P rB (xlO "7) 4.94 14.36
Function P rs  x Yb (xlO-7) 4.29 12.85
/^annual 
^  Total 1, 037, 000 642, 000
p an n u a l ^  ^q6 3.37 1.94
Table 5.11: Optimisation results for Scenario I: maximising the hybrid function for 
component B
(^optimised result on bound)
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Single colum n Single column 
with recycle
Sim ulated  




- Column length - Column length - Column length - Column length
- Column diameter - Column diameter - Column diameter - Column diameter
- Eluent flowrate - Eluent flowrate - Eluent flowrate - Eluent flowrate
- Fraction cut times - Fraction cut times - Switching time - Switching times
- Number of - Raffinate flowrate - Raffinate flowrate
cycles - Extract flowrate - Extract flowrate
- Desorbent - Desorbent
flowrate flowrate
- Recycle flowrate - Recycle flowrate
Table 5.12: Decision variables in optimising all four chromatographic processes
all optimisation at 1010 kg each of component A and B, to fulfill the separation
specifications stated earlier. Thus, in the SMB/Varicol processes, the feed flowrate
is a fixed value.
Production amount =  Feed flowrate x Feed concentration x top (5.25)
where top is the annual operating time.
In this optimisation, the total annual production cost is examined for all four 
chromatographic alternatives: single column, single column with recycle, simulated 
moving bed and Varicol processes. In this scenario, the objective function is the 
minimisation of the total operating costs of each process, as defined in Equation 5.9:
m ax$ ( C Totai) (5.26)
T , U ( t )
subject to the constraints in Equations 5.21, 5.22 and 5.23.
Table 5.13 show the optimisation results for all the different processes when 
minimising the total production cost. The optimal number of cycles in the single 
column with recycles is 1 , i.e. it collapses to a single column. Both models thus 
produce the same optimised design and operation parameters in the optimisation.
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Single
column
Single column  
with recycle
Simulated  




Diameter (cm) 19.45 19.45 8.43 7.86
Length (cm) 1 0 0 1 0 0 2 0 35.43
Flowrate (ml/s) 5.45 5.45 Recycle: 2.641 Recycle: 2.82
Extract: 1.100 Extract: 1.011
Desorbent: 1.230 Desorbent: 1.063
Number of cycles - 1 - -
Switching time (s) - - 234 87 each subinter
PuA 0.995 0.995 0.995 0.995
P uB 0.995 0.995 0.995 0.995
Ya 0.80 0.80 0.995 0.995
Yb 0.98 0.98 0.995 0.995
C f S a' (US $) 536, 000 536, 000 268, 0 0 0 309, 000
pannual ( y g  x 1 q 6 3.00 3.00 5.37 5.36
Table 5.13: Optimisation results for Scenario II
The annual net profit for the single column process falls from US $ 3.49 xlO6 to US 
$3.00 xlO6, although the annual production cost is lowered to US $536, 000 from US 
$1, 078,000. The lowered annual net profit suggests that the sales income is lower in 
the optimised case. The single column shows a much higher total production cost, 
just over twice that of the SMB process.
The multi-column processes have higher annual net profits than the single column 
processes as the recovery yields are maintained at a high value of 0.995. The high 
recovery yields are characteristic of the SMB/Varicol processes and show that even 
at lower costs, these cannot be reduced or the separation is compromised in the unit.
Scenario III: M axim ising annual profit In this scenario, another economic 
objective function, the annual profit of all the processes is subject to scrutiny. In 
the previous section, the minimisation of the production costs was conducted and 
was used in the work of Jupke et al (2002). However, the productivity of the process 
is not included in the objective function and may be compromised to achieve lower 
costs. This idea is further explored by including the annual profit explicitly in the
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Single
colum n
Single colum n 
w ith  recycle
S im ulated  




Diameter (cm) 22.34 22.34 7.03 8.95
Length (cm) 1 0 0 1 0 0 29.57 22.46
Flowrate (ml/s) 6.59 6.59 Recycle: 3.096 Recycle: 1.72
Extract: 1.509 Extract: 1.45
Desorbent: 1.751 Desorbent: 1.72
Number of cycles - 1 - -
Switch time (s) - - 2 0 0 218
Crotai (US $) 607, 000 607, 000 278, 000 296, 000
pannual (jjg ^  x 1 q6 5.02 5.02 5.43 5.38
Table 5.14: Optimisation results for Scenario III
objective function:
m ax $ (P anW ) (5.27)
subject to the constraints in Equations 5.21, 5.22 and 5.23.
The profit values in Table 5.14 differ slightly from those obtained in Table 5.13. 
In this scenario, the profit is employed in the objective function and in this manner, 
the productivity of the process is also considered, alongside the production costs. It 
is evident that minimising the production costs (see Table 5.13) does not necessarily 
lead to maximum profit for the process.
This scenario repeats the previous scenario, where the optimal number of cycles 
in the single column with recycle collapses to a single column and produces the 
same optimised results. Notably, the net profit of the single column is markedly 
increased, compared to those obtained with the optimisations in Scenarios I and II. 
Whilst the increment in the net profit is marginal for the SMB/Varicol process from 
the previous scenario, the annual net profit of the SMB process is about 8 % higher 
than that of the single column when both are optimised.
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C hrom atograph ic E s tim a te d






and 1, 630, 000
Varicol process
Table 5.15: Estimated capital costs based on percentage of delivered-equipment cost 
for all chromatographic processes considered
V  E conom ic ap p raisa l of th e  separation
An economic appraisal of the separation is conducted, based on Scenario III, to 
determine the most profitable separation process after a plant life period of 15 years.
C ap ita l costs of u n its  Table 5.15 shows the capital cost of the chromatographic 
units based on the delivered-equipment cost (Peters et al., 2003). The breakdown 
of the cost and its calculations are detailed in Appendix H. The capital costs of the 
units are taken into account in the Net Present Value (NPV) calculations.
Cash flow d iag ram  In this section, the maximum annual profit operation of all 
the four chromatographic processes are subjected to an economic analysis where the 
cash flows for each process area evaluated over 15 years to demonstrate the value of 
their investment to a project. (Appendix I may be referred to for more details on 
the terms commonly used in such appraisals.) It is assumed that the maximised net 
profit in Table 5.14 is made each year of the plant life.
The cumulative discounted cash flow (DCF) diagrams, using a 15% discount, for 
all processes are shown together in Figure 5.7. The cumulative DCF diagram reflects 
the value of the profits made over the present time, hence the cash flows appear to 
level off with time, despite a fixed annual net profit assumed each year. The single
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Figure 5.7: Discounted cumulative cash flow figure for all chromatographic alterna­
tives
o: Single column, o: SMB unit and x: Varicol unit
column with recycle is shown to have an optimum value of 1 cycle i.e. collapsing to 
a single column without recycle. Thus, in Figure 5.7, the three processes shown are 
the single column, SMB and Varicol processes.
Initially, the single column has the best economic performance among all the 
processes, which is expected, given its capital cost is half that of the multi-column 
processes. This also means that the single column has a shorter payback time, as 
compared to the multi-column processes, although this is only a difference of a few 
months. However, by the fifth year, all three processes show the same cumulative 
DCF value, and the multi-column processes are more profitable than the single 
column. The SMB process is the strongest performer at the end of 15 years, with 
the Varicol process second and the single column last, although it was initially first. 
Thus, an important consideration for investment of a process is the time of the
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plant life. For this case study, for a long term (more than 5 years) investment, 
the SMB/Varicol process is a better option. The cumulative DCF also shows that 
whilst the net profit of the SMB process is only slightly higher than that of the 
Varicol process (US $5.43 x 106 and US $5.33 x 106, respectively), this difference is 
significant over time.
VI Process selction
Amongst the processes explored, the single column is demonstrated to be the least 
cost-efficient over time, even though its capital cost is not the highest. Initially 
(time 0 to 5 years), it has a greater cash flow than either SMB/Varicol units but 
this is only up to the first 3 years. This is largely due to the high production costs 
associated with this process because of the size of the single column (and hence the 
amount of absorbent) and the eluent consumption. Table 5.14 shows that at the 
optimum, the annual production cost of the single column is more than twice that 
of the SMB unit.
The economic performances of the multi-column processes appear to be very 
similar to each other over the first 8  years, although after this, the SMB process 
has a markedly higher cumulative DCF. This suggest that there is little difference 
in using either of the processes over the first 8 years and that SMB should evidently 
be the first choice for selection as it is the most profitable process at the end of the 
plant life.
However, the optimisation has been limited for the multi-column processes in 
two aspects:
1. The column configuration of the multi-column processes has not been opti­
mised in this case study, i.e. the column configuration of 2 / 2 / 2 / 2  is fixed, due 
to the difficulties encountered in optimising such a complex model. Literature 
has suggested that the Varicol processes save on adsorbent cost (by using less 
columns) and are hence more attractive than the SMB unit.
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2. The Varicol process is limited to equal sub-intervals of switching times, as a 
limitation of the CSS model implemented. This means that the other potential 
degrees of freedom in unequal switching times has not yet been explored.
Even with these limitations, however, the multi-column chromatographic pro­
cesses are evidently the best choice for this case study.
5.5 Concluding remarks
In this chapter, a systematic approach for the optimisation of single and multi- 
column processes has been demonstrated. A case study is used to demonstrate the 
approach and each process is scaled-up to produced a specific amount of products 
of a required purity. Subsequently, the processes are optimised for three different 
scenarios.
Scenario I only involved the single column processes to demonstrate that opti­
misation can improve the design of the column such that its results are comparable 
with the multi-column processes. Using a hybrid objective function including the 
productivity and recovery yield of one of the products, can greatly improve the re­
covery yield of the single column processes. Scenario II and III were optimisations 
conducted for all single and multi-column processes, and show that the minimisa­
tion of the production costs of the process did not necessarily lead to the maximum 
profit, although the results were not far off.
All three scenarios showed the single column with recycle collapsing to a single 
column, with an optimal number of cycles at 1 . Figure 5.6 shows that the overlap 
increases with the number of recycles for the conventional closed-loop recycling 
policy, and thus a peak shaving technique is implemented for the mixed fractions 
in the overlap area. However, as the retention times for the components are long, 
a single column operation is able to handle the separation when it is optimised. 
The need for the recycling policy in the optimisation may vary with the objective 
function used as well, since the objective functions examined in the three scenarios
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favour high productivity, which the single column without recycle is predisposed to.
Some interesting results were shown in the economical appraisal, which was con­
ducted for the maximum profit results found in Scenario III. It was demonstrated 
that whilst the single column initially showed a strong economic performance against 
its multi-column counterparts, this gradually deteriorated with time due to its op­
erating costs being twice as much as the multicolumn-processes. The SMB process 
proved to be the best choice for this case study.
In other situations, such as where the comparison is made between an existing 
single column process and the new implementation of a multi-column process, or 
the separation requirements are different, this appraisal will change. For example, 
if a single column is already implemented in the plant, its capital cost will be lower 
and may thus be more profitable than a multi-column process. In another instance, 
if the investment is a short-term one, the single column may be a economically more 
viable one with its low capital cost. The single column with a recycling policy may 
also be more feasible optimally in other separations to lower production costs for 
the single column operation.
Chapter 6 
Conclusions and recommendations 
for future work
This chapter summarises the main findings of this research into system­
atic approaches for the modelling and optimisation of chromatographic 
processes (Section 6.1). Directions for future work are also outlined (Sec­
tion 6.2).
6.1 Conclusions
The primary objectives in this research were to resolve the issues of 1) the choice of 
mathematical models employed for a chromatographic separation and 2 ) to compare 
the different chromatographic configurations applied to the same separation. In ad­
dressing these issues, it was deemed necessary to establish systematic approaches 
to develop dynamic mathematical models for complex bio-separations and subse­
quently to optimised such separations using the models.
The literature review in Chapter 2  showed that whilst much has been achieved 
in the mathematical modelling of chromatography, comparative studies of the dif­
ferent models used in chromatography were relatively few. In addition, much of the
223
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research in these focused on theoretical model comparisons, and were rarely exper­
imentally verified. Such studies, whilst highlighting the merits of the models and 
providing information on the applicability of the models, failed to direct a user to 
any particular model for a given experimental process.
The review also showed that over time, whilst the single column chromatographic 
process was still popular, the interest in multi-column chromatographic processes 
for large-scale industry have led to an increase in the research being conducted in 
this area. However, little work has been done in comparing the design and operating 
policy involved of both the single and multi-column chromatographic processes.
The equilibrium-dispersive model and the general rate model are amongst the 
more popular models employed in the modelling of chromatographic processes in 
the literature and are reported to accurately describe the dynamic behaviour in 
chromatography (Chapter 2 ). Whilst there are also other mathematical models 
used in chromatography such as the ideal model, transport-dispersive model and 
lumped kinetic models, these are generally simplifications of the two models. As 
such, the focus of this research is on these two models (details of these models are 
given in Appendix B).
Generally, the equilibrium-dispersive model is adequate for the modelling of chro­
matographic processes, i.e. the different design and operating policies considered 
in this thesis, e.g. single column, single column with recycling, simulated moving 
bed chromatography etc.. The general rate model accounts for effects of dispersion, 
diffusion and mass transfer resistance on the band profiles, which can be significant 
in large-scale chromatographic processes. However, this is at the expense of longer 
computational time. The different trade-offs of these models lead to the need for an 
approach to select the most appropriate model for a given process. Some general 
conclusions on the usage of these models will be drawn in Section 6.1.1.
In recent years, the simulated moving bed (SMB) chromatographic process has 
gained popularity with its ability to generate large quantities of highly purified 
products. The SMB process is a dynamic process which may require many cycles
Chapter 6. Conclusions and recommendations for future work 225
to achieve steady state. A dynamic cyclic steady state (CSS) model is therefore 
proposed for modelling and optimisation and verified using a dynamic SMB model 
(Chapter 4). The CSS model is then employed in the optimisation of the operating 
conditions for an industrial case study taken from the literature, and the findings 
from this work is summarised in Section 6.1.2.
With the large number of different alternatives available in chromatography to­
day as a result of the advancements in technology, it is increasingly more difficult 
to identify an appropriate separation process for a given separation (Chapter 2). 
Whilst batch (or column) chromatography is still widely used, multi-column pro­
cesses (e.g. SMB, Varicol etc.) are becoming progressively popular for the efficient 
large scale production of highly purified products. Processes such as SMB are typ­
ically employed when a large production (in terms of tonnes per year) is required, 
but at lower production levels, it is not clear if other chromatographic alternatives 
are more economically viable. Some conclusions drawn from a study of these alter­
natives will be summarised in Section 6.1.3.
6.1.1 A system atic approach to m odel parameter estim ation  
and model selection of chromatographic processes
With the trade-offs associated with the equilibrium-dispersive and the general rate 
models, it is difficult to select an appropriate model for a given separation. The 
systematic approach proposed in this work details the effort to determine the pa­
rameters for both models and to subsequently select an appropriate model based 
on the performances of the models. Dimensionless versions of both models have 
been employed in this work to render a fair and straightforward comparison of the 
performances across the models (Appendix B), and these models are coupled with 
a robust parameter estimation technique (Appendix D) to determine the uncertain 
parameters (in this work, these were the isotherm parameters).
The approach was first illustrated by obtaining the parameters for the equilibrium- 
dispersive model using simulation data generated by the general rate model for which
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the number of components was known. The estimated equilibrium-dispersive model 
parameters were found to be statistically significant for the data used, thus verifying 
the parameter estimation technique used.
In handling data from the bio-processes, there are often many unknowns that 
make up the feed mixture. To compound this difficulty, the data obtained is often 
limited to only knowledge of the concentration of a few known components present 
and the total concentration. The systematic approach proposed in this work also 
included a detailed procedure of the feed concentration determination for modelling 
from experimental data. The approach was demonstrated using two experimental 
case studies.
A visual assessment of the “goodness-of-fit” of the models’ performance was 
found to be inadequate, especially when the models produced very similar band 
profiles. A recent graphical method was used to highlight the significance of any 
changes in the band elution profiles between the models and experimental data. 
Such a tool can show at a glance which of the models follow the experimental band 
profile at significant yield fractions. This is highly valued in bio-processes, which 
demand a high yield fraction for the later downstream processing steps.
6.1.2 Modelling and optimisation o f simulated moving bed 
chromatographic processes
The rising popularity of multi-column processes, particularly the simulated moving 
bed (SMB) chromatographic process has prompted much research into the modelling 
and optimisation of the process. With the advances in computation power and 
increased understanding of the complex process over the years, more accurate models 
such as the dynamic SMB model can now be used, as opposed to the simplified true 
moving bed (TMB) equivalent model used in previous years.
As the SMB process is a cyclic one, it requires many cycles before it achieves 
steady state conditions. Cyclic steady state (CSS) models for the SMB process are 
relatively new and have not previously been optimised in the literature. In this work,
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an outline for a new optimisation approach for the SMB chromatographic process 
using the CSS model over one switching period (CSS (Switch) model).
The CSS (Switch) model is verified in terms of its accuracy and compared to a 
detailed dynamic SMB model. It is found to be highly accurate in representing the 
process. The performance of the CSS (Switch) model is also compared with that 
of the CSS (Cycle) model and was found to be more computationally efficient and 
accurate in predicting the dynamic behaviour of the system.
The CSS (Switch) model is then used to optimise the operating parameters of 
a case study. It is found to be an efficient method in locating the optimal process 
parameters in a short computational time. The study also highlighted the important 
of establishing all relevant degrees of freedom and showed that optimising the system 
for a single degree of freedom does not give the optimal operation performance 
achievable by the system.
6.1.3 A system atic approach to  the model optimisation for 
single and multi-column chromatographic processes
Different chromatographic alternatives involving single column and multi-column 
processes were investigated in Chapter 5 using a variety of objective functions for 
a given separation on an industrial scale. The optimal solution for these chromato­
graphic alternatives is determined using a simplified general rate model (Appendix 
B), coupled with a dynamic optimisation technique (Appendix H). The following 
sections summaries the main findings of each process.
Batch (column) chromatography
Conventional batch chromatography is a well-established technique for efficient sep­
aration. However, eluent costs can also run high unless some form of recycle is 
employed in the process. In addition, for difficult separations, the recovery yields 
obtained can be low for products meeting high purity constraints. In such cases, 
other operating policies for the column have to be examined.
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Batch chromatography and recycling strategies
Employing a recycling operation strategy has been demonstrated in the literature 
to be effective in increasing the recovery yield of the separation. This combination 
of increased recovery yields whilst reducing the matrix cost makes this an attrac­
tive option for high value product(s) purification. However, for products which are 
difficult to separate and have vast overlapping band area between components as a 
result, this technique is demonstrated to be infeasible. Recycling the feed from such 
a separation actually makes the separation more difficult as the elution peaks be­
come progressively broader and flatter with each recycle, increasing the band overlap 
area.
Implementing a peak shaving technique to conventional recycling chromatogra­
phy is demonstrated to be better-suited to difficult separation processes. The main 
benefit from peak shaving is that the overlapping of peaks stemming from consecu­
tive cycles is averted, as the overall mass being recycled is reduced due to product 
collection.
Simulated moving bed chromatography
The singular characteristic of the simulated moving bed (SMB) process is its abil­
ity to produce large amounts of highly purified products. The employment of a 
recycle stream in this process means that much less eluent is used, and the matrix 
is more efficiently used, with greater amounts of product generated. However, the 
implentation of this process often requires new investment of equipment, i.e. ex­
isting chromatographic batch columns are usually not applicable, due to the highly 
automated nature of the process. This also entails some additional investment for 
the process design prior to installation.
Varicol chromatography
The Varicol process is really a variant form of the simulated moving bed process. 
However, there are a greater number of degrees of freedom associated with this
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process arising from the multiple sub-interval switching periods which characterise 
it. Whilst it has been demonstrated in the open literature to perform better than 
the traditional SMB process, the asynchronous switching period can cause some 
difficulty in process design and operation automation.
Economic comparison of all processes
The single column and multi-column processes outlined were all optimised simulta­
neously for design and operation for the same case study, where the single column 
with recycle operation collapsed to a single column for one cycle. The discounted 
cash flow diagram for the case study investigated showed the multi-column processes 
performing the best at the end of 15 years. The single column was last, although it 
had the best economic performance initially. Depending on the plant life and costs 
involved in the separation, these economic comparison results may differ.
6.2 Directions for future work
In this section, some of the limitations of this work are discussed and recommenda­
tions for future work are outlined.
6.2.1 M odelling detail
In order to increase the flexibility of the mathematical model used in this work, the 
following aspects should be considered:
Heat balances
The chromatographic separations considered in this work are of an isothermal nature 
or are temperature controlled, as is the case of bioprocesses. As such, the heat 
balances in these systems can be safely neglected. However, in cases where the heat 
of adsorption is high, heat balances are necessary to describe the separation system 
completely. Heat balances should also be considered in future work, as a means to 
improve the accuracy of the model.
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6.2.2 Experimental measurements
Much of the experimental data used in this thesis was obtained from other sources,
i.e. done by persons other than the author. In order to be able to make the best use 
of such data in modelling, it is important to obtain as much information as possible 
on the experimental system. Therefore, some suggestions have been put forward for 
necessary experimental measurements to aid the modelling process.
D ead volum e Dead-volume in the chromatographic system is unavoidable, and 
its presence contributes to the band-broadening of the elution profiles. The effects 
of dead-volume on the chromatographic process have been assumed using literature 
correlations in this work. However, this detail can be easily measured and recorded 
during the course of the experiment to render more accurate modelling.
Iso th erm s Isothermal relationships of the separated components form the pri­
mary basis for the chromatographic process. In this work, the isotherm coefficients 
have been estimated using parameter estimation, whilst band-broadening effects (i.e. 
axial dispersion, diffusion and mass transfer resistances) have been estimated using 
literature correlations. In experimental work, it is easier (and more accurate) to eval­
uate the isothermal relationships, than to determine the individual band-broadening 
effects. As such, where possible, experimental measurements of the isotherms should 
be done, allowing for the band-broadening effects to be estimated instead.
6.2.3 M odelling and optimisation work
Here, the recommendations for further modelling and optimisation work are sum­
marised:
M icroscopic m odelling
In this work, the modelling work for chromatography has been focussed on macro­
scopic modelling. Recent work in the literature has demonstrated the viability of
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equivalence between microscopic (which considers the molecular chromatography 
on a molecular level using statistics) and macroscopic (which considers the mass 
balances of chromatography) models under certain circumstances (Felinger et a/., 
2004). The development of a microscopic model of chromatography for a given sep­
aration can be examined, in order to compare this with work done in this thesis 
with the macroscopic models.
Other operating policies
Other variants of the Varicol process, such as PowerFeed and ModiCon, are up and 
coming techniques which have recently been developed as discussed in the literature 
review (Chapter 2 ). Such techniques have demonstrated a further improvement upon 
the performance of the Varicol processes. Such processes can also be modelled for 
consideration in future work when examining the performances of chromatographic 
processes.
O ptim isation of the full general rate m odel
The optimisation work done in this thesis was conducted using a simplified version 
of the general rate model which was able to capture the main elution profiles used, 
and took much less computational time. However, more thorough optimisation work 
should be done using the full general rate model, which considers the other band- 
broadening effects such as mass transfer resistance on the separation (this has been 
neglected in the simplified model), to consider the process design in detail.
Other optim isation alternatives
The optimisation solutions presented in this thesis have been obtained employing a 
local optimisation technique. A range of initial guesses have been applied to ensure 
a global optimum, other, and better solutions (global optimum) may exist. Other 
optimisation techniques such as genetic algorithms, should also be compared to the 
findings of this work for validation.
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6.3 Summary and main contributions
This thesis has developed and presented a number of systematic approaches to mod­
elling and optimisation of both single and multi-column chromatographic processes. 
Experimental case studies have been used to verify the approaches where possible, 
and in others, verified literature data has been used as case studies.
The main contributions from this thesis are:
• a systematic approach to estimating model parameters and model selection 
for chromatographic processes using experimental data, literature correlations 
and parameter estimation
• verification and optimisation of a cyclic steady state (CSS) model for the 
simulated moving bed process
• a systematic approach to model scale-up and economic optimisation to com­
pare single and multi-column chromatographic processes
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a n n u a l
T o ta l
Cirii
Couti
Term in the Van Deemter’s equation representing eddy diffusion 
Measure absorbance (AU)
First coefficient of the Langmuir isotherm
Term in the Van Deemter’s equation representing longitudinal
molecular diffusion
Biot number
Second coefficient of the Langmuir isotherm
ratio of rates of adsorption and desorption
Term in the Van Deemter’s equation representing mass transfer
in the stationary and mobile phase respectively
Adsorption saturation capacity
Cost per kilogram of adsorbent (US $)
Cost of the adsorbent per year (US $)
Cost per kilogram of eluent (US $)
Cost of the eluent per year (US $)
Cost per kilogram of feed (US $)
Capital cost of the equipment (US $)
Cost of the waste per year (US $)
Concentration of component i in the mobile phase 
Concentration of component i in the mobile phase 
Concentration of component i in the stagnant mobile phase 
(heterogenous particles)
Concentration of component i adsorbed on the stationary phase 
Concentration of component i adsorbed on the outer layer of the 
stationary phase (homogenous particles)
Mass fraction of the moderator in the buffer (used in isotherms) 
Operation cost per year (US $)
Operation cost per hour (US $)
Equilibrium concentration of component i in the mobile phase 
Cost price of the raw material (US$)
Total production costs per year (US $)
Concentration of component i in the main process entering 
in the node
Concentration of component i in the main process leaving
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in the node
D Diameter of the column
Da,i Apparent dispersion coefficient
Dax Axial dispersion coefficient
D?,u Pseudo diffusivity of component i in the adsorbed layer 
(homogenous particles)
Dh Pseudo diffusivity of component i in the macropores 
(heterogenous particles)
Dp Diffusion coefficient in particle
d a b Diffusion coefficient for A in B
Dl Axial diffusion coefficient
d Distance between peak maxima
dp Particle size
Ec Eluent consumption over one cycle
A / 2 Lengths of the parallel sides of the trapezium (Trapezium rule)
F Phase ratio Xs- and —yrn £
Fc Column flowrate
h W idth of trapezium, between the the parallel sides (Trapezium rule)
H Height equivalent to a theoretical plate (HETP)
k Retention factor
ka Rate constant of adsorption
kd Rate constant of desorption
keff,i Effective mass transfer resistance of component i
kf Film mass transfer coefficient
h Liquid mass transfer coefficient
I<i Linear isotherm coefficient for component i
Fpm,i Mass transfer coefficient of the mobile phase towards the particle 
outer area for component i
K c Equilibrium constant
L Length of the column
Mm,i Amount of material for interval i [m= product P, or impurities A/B]
M-waste Mass of waste products generated over one cycle
M Ryi Molecular mass of component i
Mx,i Total amount of material for interval i
N Plate number (related to column efficiency)
Na Flux of component A in solution in B (Fick’s law)
P path length used in absorbance calculations
P Finite vector of decision variables for parameter estimation
pannual Net profit earned in one year
Pe Axial Peclet number
Ptp Particle Peclet number
P n Production rate of component i
Pui Purity of component i
Nomenclature
P u f n Minimum purity of component i
Pr(x) Probablity distribution of random variable X
Qi Concentration of component i in the stationary phase
Qi,s Saturation capacity of the adsorbent
Q  D e s o rb e n t Volumetric flowrate of the desorbent
Q E x t r a c t Volumetric flowrate of the extract
Q  F eed Volumetric flowrate of the feed
Q  R a f  f i n a t e Volumetric flowrate of the raffinate
Qirii Volumetric flowrate of the main process entering in the node
Qouti Volumetric flowrate of the main process leaving in the node
QNirii Volumetric flowrate of the inlet stream entering in the node




O an n u a l  
^ in c o m e Sales income for one year (US $)
Sp Particle geometric cross-sectional area
t  cycle Time to complete one cycle
f'inj Time taken to inject the sample load onto the column
t l i f e Lifetime of adsorbent
t-rn Time between the upper and lower limit of the interval i
to p Time to operate the process for one year
tM J Retention time of a nonretained component
t R Retention time of a component±1
l R Adjusted retention time
P c y c le Time taken for the inlet and outlet lines to return to the original 
positions after they are first moved in SMB/Varicol process
^ s w i t c h Switching time period of the SMB/Varicol process
U Velocity of the mobile phase
U Average velocity of mobile phase
V Interstitial velocity of the mobile phase
Vc Volume of the column
Vo Column void volume
VM Volume of the mobile phase
Vr Retention volume
Vk Adjusted retention volume
Vs Volume of the stationary phase (adsorbent)
Wb Peak width at the base of the peak
W h Peak width at half the peak height
W i Amount/weight of component i (g)
X Values of a random variable X
X Random variable with values x
X Sample mean of random variable X
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a, a' parameter for component-moderator(salt) relationship in isotherm
& parameter for component-moderator(salt) relationship in isotherm
e Molar absorptivity coefficient (Lmol^1 cm-1)
tB Porosity factor of the adsorbent
ep Internal porosity
6t Total porosity
V Viscosity of the mobile phase
7 parameter for component-moderator(salt) relationship in isotherm
P Velocity of solute through the column
P Density of the mobile phase
Papp Apparent density of the adsorbent
A C Change in concentration across the fluid phase interface
A P Pressure across the column (bar)
^  pmax Maximum pressure across the column (bar)
p m in Minimum pressure across the column (bar)
$ Objective function
cr One quarter of the peak width wi at the base
a 2 Variance of a random variable X
C Dimensionless axial coordinate
0 Dimensionless time coordinate
A ppendix A  
Com m on term s in chromatography
A .l The Chromatogram
Figure A.l is a normal chromatogram showing two resolved substances. The terms
below describe the various parts of the chromatogram.
Adjusted retention tim e The time between the dead point and the peak maxi­
mum, t'R
Adjusted retention volum e The volume of material that passed through the col­
umn between the dead point and the peak maximum, VR
Baseline The part of the chromatogram recorded when only the mobile phase is 
emerging from the column.
Dead point The first small peak in the early part of the chromatogram represents 
a component that is not retained in the system. The point at which this 
unretained component is eluted is called the dead point.
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Figure A.l: A typical chromatogram (Scott, 1976)
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D ead tim e  The time between the injection point and the peak maximum for the 
unretained component, tM
D ead v o lu m e /H o ld -u p  volum e The volume of the mobile phase that passes 
through the column between the injection point and the dead point, Vm
In jection  p o in t A mark is made on the chromatogram when the sample is injected 
into the chromatographic system.
Peak  m ax im um  The point at which the maximum concentration of any peak 
eluted.
Peak  height The distance between the peak maximum and a line joining the base 
of the peak (an extrapolation of the baseline).
P eak  w id th  The distance between the tangents to the points of inflection at the 
base of the peak
R eten tio n  tim e  The time between the injection point and the peak maximum of 
any peak, tn
R eten tion  volum e The volume of material that passed through the column be­
tween the injection point and the peak maximum of any peak, Vr
A .2 Chromatographic Terms and Symbols
The basic theory of chromatography and the equations employed to describe the
process are explained here. Since the physical processes in gas chromatography and
liquid chromatography are identical, the use of these symbols and nomenclature is
the same (Scott, 1976).
The following terms and their associated symbols will be defined:
• Column overloading









Overloaded chromatography is a name given to the process when a large sample is 
used so that the column is operated under nonlinear isocratic conditions. Column 
overloading can be done in two ways - concentration or volume overloading. In con­
centration overloading, the concentration of the sample is increased, but the sample 
volume injected remains the same. In volume overloading, the sample concentration 
remains the same, whilst the volume of the sample injected is increased.
Concentration overloading is only possible when the sample feed has good solu­
bility in the mobile phase; otherwise, volume overloading must be used (Huber and 
Majors, 2004).
Distribution Constant
The distribution constant is a thermodynamic equilibrium constant, Kc- For a 
solute or component A:
K c  =  ( A ' 1 }
where the square brackets denote molar concentrations and the subscripts S and 
M refer to stationary and mobile phases, respectively. The larger the value of K c,
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the greater the affinity of the solute or component for the stationary phase and the 
longer it is retained in the column.
There are two assumptions associated with this constant. The first assumption 
is that chromatography is an equilibrium process, although it is clearly not as the 
mobile phase is constantly moving component molecules down the column. However, 
the system operates close to equilibrium when the mass transfer kinetics are fast. 
The second assumption is that the components do not interact with one another. 
This is reasonable because of the low concentrations generally present in the column 
and also because the components are increasingly being separated from each other 
as they pass through the column. Interaction between the components are detected 
when the chromatographic results deviate from this theory, i.e. the peak shapes 
become flatter or broader (band-broadening).
R etention Factor
The distribution constant K c  can be broken down into two terms:
K c = k x F  (A.2)
where F  is the phase volume ratio and k is the retention factor.
The phase volume ratio is defined as
(A3)
where Vm  is the dead volume, and Vs is the stationary phase volume.
The retention factor, fc, is the ratio of the amount  (g, grams) of component in the 
stationary phase, (W a )s , to the amount  (g, grams) the mobile phase (W a )m '
‘  -  iwt (A-‘ >\ W a ) m
The relationship between the concentration, volume and weight of component A, in 
the mobile/stationary phase is as follows:
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[A] = ^  Uni t s— (A. 5) 
V cm'5
The larger the value of k, the greater the amount of the component in the sta­
tionary phase and the longer it will be retained on the column and k thus measures 
the extent to which a component is retained.
Equations A.2 and A.3 can be rearranged to yield a more useful working defini­
tion
K c  K c V s  
k  =  ( A -6 )
VR =  VM +  K c V s  (A.7)
where Vr is the retention volume, Vm is the retention volume for the retained com­
ponent (dead volume), K c  is the distribution constant and V s  is the volume of the 
stationary phase.
Rearranging A.7 produces a new term, Vr , the adjusted retention volume:
VR -  VM  =  =  K c V s  (A.8)
The adjusted retention volume, Vr, is directly proportional to the thermodynamic 
distribution constant, K c ,  and corrects the retention volumes of the components.
Rearranging Equation A.8 and substituting it yields a useful working equation 
for k:
V I V r
( A 9 )
Both the retention volume Vr and Vm  can be measured directly from a chro­
matogram, such as the one in Figure A.l so it is simple to determine the retention 
factor, k for any component.
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R etardation Factor
The retention behaviour of a component can also be expressed using the retardation 
factor R  which compares the velocity of the component through the column, //, and 
the average velocity of the mobile phase, u:
R  =  ^  (A.10)
U
where p and u can be obtained from:
f l = -  (A.11)
tR
u = —  (A.12)
tM
where L is the column length, tR is the retention time of a component, and tM is 
the retention time of a nonretained component defined in Section A.l.
The relationship between the retention volume, Vr  and retention time, tR, is 
given by:
Vr  = tR x Fc (A.13)
where Fc is the flowrate of the mobile phase in the column, which is usually assumed 
to be constant.
Combining Equations A.10, A.11, A.12 and A. 13, the following definition of R 
is obtained:
% _ a _ L!tR -  1* — _ Yal
U L / tM  tM Vm / F c Vr
(A.14)
Equation A.14 can be rearranged to obtain a relationship between k and R  using 
Equation A.9:
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Plate H eight
The rate at which the band in the chromatogram broadens depends on the “ineffi­
ciency” of the column which is more precisely defined as the height equivalent to a 
theoretical plate (HETP). Martin and Synge defined the HETP, or H, as: a unit of 
column length sufficient to bring the solute in the mobile phase into equilibrium with 
the solute in the stationary phase (Coulson and Richardson, 1991). Plate models 
using this concept show H as:
(A.16)
where L is the column length and N is the plate number.
The plate number N is defined by McNair and Miller (1998) as a measure of the 
efficiency of the chromatographic system:
N  =  (— )2 =  5.54(— f  (A.17)
cr W h
Figures A.2 and A.3 show the measurements required for the calculation of N  
(in Equation A. 17) from the chromatogram, where tp_ is the time between the start 
of the chromatogram to the component peak, and Wh is the width of the peak at 
half the peak height.
Band Broadening
Band broadening refers to the gradual increasing width in the chromatographic zone 
as time increases and occurs in all forms of chromatography. Ban broadening results 
from the various kinetic processes taking place in the column as the separation 
progresses.
In most chromatographic separations, the components spread along the column 
as they are being separated. The molecules of a constituent begin as a narrow band 
at the top of the column. As the molecules move through the column, the narrow 
band gradually broadens, until towards the end of the column, the molecules are
Appendix A. Common terms in chromatography 264
Detector Signal
Time
Figure A.2: Parameters which define the plate number
spread over a much wider portion of the column. From this, it can be deduced that 
the average migration rate for individual molecules of the constituent are not the 
same (Snyder and Kirkland, 1974).
This spreading of molecules is caused by the physical processes of eddy diffu­
sion, longitudinal molecular diffusion and mass transfer kinetics taking place during 
chromatography and is known as band spreading. These physical processes are taken 
into account using the van Deemter Equation. A modern version of this equation is 
(Coulson and Richardson, 1991):
H  =  A + ^ r  + Cu + Cmu (A.18)
u
which is related to u, the average velocity of the mobile phase. Equation A.18 takes 
into account the three main effects that contribute to band broadening in packed 
columns; eddy diffusion (A-term), longitudinal molecular diffusion (5-term ) and 
mass transfer in the stationary liquid phase and mobile phase (terms C and Cm
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Figure A.3: Normal Gaussian distribution
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Mass Transfer of the Mobile Phase and Stationary Phase 
Figure A.4: Band Broadening in Chromatography
respectively).
Eddy diffusion in Figure A.4(a) describes the fact that the flow of liquid through 
a packed bed is irregular and these different flow paths vary in length and thus the 
flow velocities are different for each flow path.
Longitudinal molecular diffusion is the random movement of the molecules to­
wards areas of lower component concentration. The longer the sample is in the 
column or the slower the flowrate, the wider the zone broadens. In Figure A.4(b), 
the dotted line illustrates the normal flow path otherwise.
The C term describes the lack of equilibrium between component in the two 
phases due to slow mass transfer in the stationary phase film. Figure A.4(c) shows 
this with the two flow paths penetrating the stationary phase, spending a longer 
time in the particle. Cm describes the slow mass transfer of component in the 
mobile phase during the passage of the component to and from the interface with 
the stationary phase. This is illustrated with the five flow paths in Figure A.4(c), 
with the flow path in the middle being the fastest, while those closer to the stationary 
phase particles being slower.
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J  v _
(b) Broad (d) Tailing(c) Fronting
Figure A.5: Peak shapes of the chromatogram
Peak Shapes
Earlier, it has been noted that the component molecules act independently of one 
another during the chromatographic process. As such, a randomised aggregation of 
retention times are produced after repeated sorptions and desorptions. A component 
usually produces a distribution, or peak, which can be approximated as being normal 
or Gaussian and this peak shape represents the ideal.
Nonsymmetrical peaks are usually an indication of undesirable interaction be­
tween the constituents and the phases used in the process.Broad peaks are an indi­
cation that mass transfer kinetics are too slow. Asymmetric peaks are described as 
fronting (the front is less steep that the rear) or tailing (the rear is less steep than 
the front) depending on the location of the asymmetry. These are generally related 
to the shape of the adsorption isotherm in the separation system. Figure A.5 shows 
the appearance of these peak shapes.
Resolution
The resolution between two components achieved by a column depend on the op­
posed effects of the increasing separation of band centres and the increasing band 
width as bands migrate along the column (Coulson and Richardson, 1991). The
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term resolution refers to the degree to which adjacent peaks are separated and the 
resolution R s is defined by McNair and Miller (1998):
R  _  ( t R ) B  ~  ( t R ) A  _  2 d  / a  IQ'i
s ~  (wb)A +  (wb)B { ' }
where d is the distance between the peak maxima for the two components A and
B, and wb is the peak width at the base of A and B as denoted by the subscripts.
Refer to Figure A .l for an example of two component peaks in a chromatogram.
A ppendix B 
The mass balances of 
chrom atography
The mass balances of chromatography that define the rate models used 
in this thesis are examined here and are derived from first principles us­
ing the law of conservation of mass with appropriate assumptions. The 
models being examined are the equilibrium-dispersive model and the gen­
eral rate model, which commonly used in the open literature to describe 
chromatographic processes.
B .l Derivation of the rate model
The following describe the assumptions on which the derivation of the differential 
mass balances of the components are based on:
• The column is assumed to be radially homogeneous.
• The compressibility of the mobile phase is negligible. Thus the mobile phase 
velocity is considered constant along the column and is proportional to the
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Figure B .l: Cross sectional profile of the chromatography column
pressure gradient which is itself constant. Similarly, the coefficients of the 
isotherm can be regarded as being independent of the pressure and constant 
along the column.
• The axial dispersion coefficient is assumed to be constant. It includes the 
contributions to the axial dispersion of the band due to molecular diffusion 
and eddy diffusion.
• The partial molar volumes of the sample components are the same in both 
phases. Thus, we can consider that the mass transfers taking place during the 
adsorption process are made at constant volume.
• The mobile phase is not adsorbed on the stationary phase.
• It is assumed that there are no thermal effects and the influence of the heat 
of adsorption on the band profile is neglected.
The principle of conservation of mass states that the differential mass balance 
in the bulk mobile phase is described as the difference between the amount of com­
ponent i which enters a slice of column of thickness Az during the time At and the 
amount of the same component which exits that slice in the same time is equal to
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the amount accumulated in the slice:
A m o u n t iN  — A m ountouT  — A m o u n t  a c c u m u la tio n  (BT)
The flux, iV*,*, of component i which enters the slice is
Ni,, U, =  eTS(uCr -  U« (B -2)
where ex is the total porosity of the column packing, S  the column geometric cross-
sectional area, u the local average mobile phase velocity, C™ the local solute con­
centration in the mobile phase, D l ,;, the axial dispersion coefficient of component i 
in the mobile phase of component £, and z  the distance along the column. The first 
term in the parentheses in Equation B.2 is the convection term and the second term 
is the axial dispersion term.
The flux of solute which exits from the slice is equivalently
8Cm
JV,>|*+az,< =  erS,(u C ” - JDL,j- ^ - ) U A2,i (B.3)
The rate of accumulation in the slice of volume S A z  is
S A z(eT^ -  +  (1 -  eT) 2 | )  k ,  (B.4)
where z  is the average value of 2  for the slice. The first and seconds terms in the
parentheses in Equation B.4 correspond to the accumulation of the solutes in the
mobile and stationary phases, respectively.
Thus the differential mass balance for component i in the mobile phase is
d C ™  . 1 — €t  dqi | _  \ z + A z tt  D L ^ i  \ z }t  u C ™  \ z + A z , t  ~ U & T  \ z 9t
d t  ex d t  z A  z  A  z
(B.5)
Assuming that u and D l ,i are constant along the column, and A z  tending to­
wards 0, the mass balance may be reduced to:
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where F  is the phase ratio F  =  ^  and Vs and Vm are the volumes of the
stationary and mobile phases, respectively. Equation B .6  is a partial differential 
equation of the second order. The first two terms on the left hand side are the 
accumulation terms in the mobile and stationary phases, respectively. The third 
term is the convection term, whilst the term on the right hand side of the equation 
is the diffusion term.
B.1.1 Simplification of rate models
The rate model derived earlier is complex but can be simplified when different as­
sumptions are employed. The following sections outline the three most common rate 
models used in modelling chromatographic processes according to their assumptions:
Ideal m odel
The ideal model assumes that the column efficiency is infinite, there is no axial 
dispersion and that both the mobile and the stationary phase are constantly at 
equilibrium (Guiochon et al., 1994). As such, the axial dispersion term on the 
right-hand side of Equation B .6  may be neglected.
The influences of mass transfer kinetics and axial dispersion on the band profiles 
are completely neglected in this model. It focuses on the influence of the thermo­
dynamics of phase equilibrium on the band profiles. Work done using this model 
include that of Hagglund and Stahlberg (1997), Zhong and Guiochon (1998) and 
Golshan-Shirazi and Guiochon (1989a,b).
Equilibrium -dispersive m odel
The equilibrium-dispersive model assumes that all contributions due to nonequilib­
rium can be lumped into an apparent axial dispersion term, Da)l, when the mass 
transfer kinetics are fast but not infinitely fast (Guiochon et a/., 1994). Da>i then 
replaces the term Dl ,i in Equation B.6 . The model is described in more detail in
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Section B.2 .
This model is widely employed in the literature for modelling chromatographic 
processes, e.g Bellot and Condoret (1993a), Seidel-Morgenstern and Guiochon (1993), 
Charton et al. (1994), Heuer et al. (1995), Heuer et al. (1999), Quinones et al.
(2000), Mihlbachler et al (2001), Teoh et al (2001) etc.
General rate m odel
The general rate model takes into account all the phenomena which may have an 
influence on the band profiles, and these are described in more detail in Section B.3. 
The mass balances in the model is expressed by two partial differential equations 
for each component; one for the mobile phase flowing between the packing particles 
(Equation B .6  with D aX)i replacing Dl j ) and the another for the fluid contained 
inside the particles. This model is normally expressed in dimensionless form (Bellot 
and Condoret, 1991; Guiochon et al, 1994; Gu, 1995).
Recent examples of modelling work using this model in the literature include 
work done by Gu and Zheng (1999), Klatt et al. (2000) and Kaczmarski et al
(2001).
B.2 Equilibrium-dispersive model
The equilibrium-dispersive model can be obtained by simplifying the rate model 
derived earlier, based on the following assumptions:
• The concentration of the solutes in the mobile and stationary phases are con­
sidered to be always in equilibrium in the whole column. This assumption is 
valid as long as the column efficiency is greated than a few hundred theoretical 
plates (Guiochon et al, 1994)
• The contributions of all the nonequilibrium effects (such as axial dispersion 
and mass transfer resistance) can be lumped into an apparent axial dispersion




Figure B.2: Schematic of the particle flow in the equilibrium-dispersive model 
coefficient, D aPti.
Figure B.2 shows the relationship described by the assumptions. The model thus 
essentially considers only two phases: the mobile phase and the stationary phase.
B.2.1 D im ensional equilibrium-dispersive model
The differential mass balance for component i can be described by the following 
mathematical form, in which Dl ,{ in Equation B .6  is replaced by Da^ \
9 0 •”  +  F dqi +  „ 9C•”  -  n i -  1 9  N  m  7 \d t  +  d t  d z  _  dz* ’ * —1.2,—,JV (B.7 )
Isotherms are used to describe the relationship between the solute concentration
in the stationary and mobile phases as:
qi = i =  1 ,2,..., JV (B.8 )
where qi and Cf1 are the solute concentrations in the stationary and mobile phases 
of component z, respectively.
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The interstitial velocity of the mobile phase, u, can be expressed in terms of the 
column length, L, and the retention time of a non-retained component, t0:
« = f  (B.9)H)
The phase ratio, F, is defined as the ratio of the volume of the stationary phase 
(V5 ) to the liquid phase { V m ) in the column. It is normally expressed as a function 
of the total porosity, ex'.
F  = y - = ^ 7 ^  (B10)Vm  £t
The total column porosity, ct, is defined as the ratio between the void volume, 
V0, and the column volume, Vc:
eT = y  (B .ll)
The apparent dispersion coefficient, D ap,i, can be estimated from the number of 
theoretical plates of the column, N aPti as in the following:
D.„, =  ^  (B.U)
This stems from the relationship which gives the variance (in length units), of, of a 
Gaussian peak (see Figure B.3 obtained over the length of the column under linear 
conditions for a Dirac pulse injection, where of =  H L = 2Dapt0. The Dirac pulse 
injection is the typical condition often used in the theory of linear chromatography, 
where the injection width is 0 , rendering the concentration of a small size injection 
to be abnormally high (Guiochon et al., 1994).
The plate number, N Pti can be determined from either (a) the experimental 
elution profile or (b) using a modern form of the van Deemter equation: (a) Exper­
imental elution profile (Synder and Kirkland, 1974):
The variance of the peak shown in Figure B.3 has units of time squared as the 
abscissa is in time. This time-based variance is designated as r 2. The two standard
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Figure B.3: Determination of the number of plates
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deviations r  and a are related by :
r  = (B.13)
L /tR
where L /tR  is the average linear velocity of the solute.
From Figure B.3, tangents at the inflection points on the two sides of the chro­
matographic peak are extended to form a triangle with the baseline. The area of 
this triangle can be shown to be approximately 96% of the total area under the peak 
(Skoog et al., 2004). 96% of the area under a Gaussian peak is included within plus 
or minus two standard deviations of its maximum. Thus, the intercepts shown in 
Figure B.3 occur at approximately ± 2 r  from the maximum, and Wb =  4r , where 
Wb is the magnitude at the base of the triangle. Using this relationship in Equation 
B.13 and rearranging yields:
LW *r = —  (B.14)
2




H  =  £ 3 -  (B.15)
To obtain N , this is substituted into N  = jj  and then rearranged to obtain:
N  =  1 6 (^ -)2 (B.16)
which may also be rewritten as
N 17  =  5 .5 4 (^ i ) 2 (B.17)
u h,i
where JV“ P is the experimental number of theoretical plates, t^ i  is the retention 
time of the component i and u>h,i is the peak width of the component i at half its 
peak height.
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The plate number, N Pti can also be determined from 
(b) Modern form of the van Deemter equation (Coulson and Richardson, 1994):
H™?d = Ai + —  + CsjU + Cm,iU (B.18)y' u
where H™°d is the theoretical plate height for component i. At-, J3,, CS)i and Cm,i 
are the van Deemter coefficients for component i, representing eddy diffusion (A;), 
longitudinal diffusion (-£?;), mobile phase mass transfer (Cm,i and stationary phase 
mass transfer, including stagnant mobile phase in macropores respectively.
The parameters may also be obtained through parameter estimation, although the 
A  and C  terms tend to be dominant in liquid chromatography (Coulson and Richard­
son, 1994). The number of theoretical plates for component *, N™°d, can then be 
calculated from:
K i d = 7 ^ 3  (B-19)p,i
The column efficiency can be characterised by the reduced plate height, 
according to the following relationship:
^  (B.20)Op
where dp is the diameter of the particle in the stationary phase. As a rule of thumb, 
the reduced plate height, hPfi for a component i is 2 < hP}i < 4 for an efficient 
column (Teoh et al., 2001).
B .2.2 D im ensionless equilibrium-dispersive model
Given that the equilibrium-dispersive model is a fairly simple model, there is no 
real need to employ a dimensionless form for this model while doing calculations. 
However, as the dimensionless form of the general rate model is employed to simplify 
the calculations, having the equilibrium-dispersive model in a dimensionless form 
would be useful for any comparisons between the two models.
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M odel equations
In order to transform the model equations discussed in the previous section into the 
corresponding dimensionless forms, the following relationships apply:
771
<? = -£ p (B.21)
<t[ =  §0  (B-22)




where Cf is the sample concentration of component i, and is used to render the 
concentration dimensionless [ C ? ( t ) ] .
The Peclet number employed in the equilibrium-dispersive model equations may 
be expressed as:
n T
Pei =  - = p -  (B.25)
Papp, i
Equation B.7 may thus be rewritten as:
d c 71 da'- dc™ 1 d 2c™
i r - k w -  ‘ - ' • 2 »  <B “ >
B.3 General rate model
The general model is the most comprehensive model of chromatography published 
in the literature, as it takes into account all the main phenomena which may have an 
influence on the band profiles such as axial dispersion, external mass transfer, intra­
particle diffusion and the kinetics of adsorption-desorption (Guiochon et al., 1994).
Appendix B. The mass balances of chromatography 280
G» I^j £b
A p g g p i— ^ yooo9pc^9)
i \
A3 0  o°ouor { )
u_. .  _ . L_ ,
Figure B.4: Schematic of the bulk flow in the general rate model
However, as its use requires the independent determination of many parameters, 
it is computationally expensive, as compared to the ideal or equilibrium-dispersive 
model.
The general rate model considers three phases of separation. These include the 
mobile phase flowing in the space between the particles (the bulk liquid phase), 
the stagnant film of the mobile phase immobilised in the macropores (pore liquid 
phase) and the microporous stationary phase (adsorbed phase) where adsorption 
takes place. Thus, the model is able to account for the diffusional and mass transfer 
effects which are im portant in preparative and large-scale chromatography. The 
following assumptions are employed in a general non-linear rate model (Guiochon 
et a/., 1994):
• The compressibility of the fluid is neglected and isothermal operation is as­
sumed.
• The column is a homogenous packed bed consisting of spherical porous parti­
cles with constant bed porosity. Hence the radial concentration gradient can 
be neglected.
• Local equilibrium exists for each component between the pore surface and the 
stagnant liquid phase in the macropores in the particle phase.




Figure B.5: Schematic of the flow across the particle in the general rate model
• Constant diffusional and mass transfer parameters are assumed.
• The mobile phase is not adsorbed on the stationary phase.
D erivation of th e  m ass balance in the macropores
The general rate model has an additional mass balance across the macropores of the 
particles, as shown in Figure B.5.
Am ountiN  — AmountouT — Amount a c c u m u l a t i o n  (B.27)
The flux, N pr, of component i which enters the slice of the particle is
N?T |r,( =  £PSP(0 -  \r,t (B.28)
where ep is the particle porosity, Sp the particle geometric cross-sectional area, Cf 
the solute concentration of the stagnant mobile phase in the particles, DJ •, the 
pseudo diffusivity of component i in the macropores, and r  the radial distance of 
the particle.
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The flux of solute which exits from the slice is
8CP
K + ± r \r ,t  = tPSp(0 -  \r+^ , t (B.29)
The rate of accumulation in the slice of volume SpA r  is
8CP 8C sp
S pAr(eP^ ~  +  (1 -  ej, ) 2 g - )  I,,, (B.30)
where f  is the average value of r  for the slice, and Csp is the concentration of the 
solute in the microporous stationary phase.
Thus the differential mass balance for component i in the macropores is
SpITuf 2 k * r ,  -epS,ITtt&  |„() „ dCf . dC?
------------------------^ -------------------------=  s ^ ep^ r + (1  -  ep>~dr> (B-31)
With Ar tending towards 0, the mass balance may be reduced to: 
d C f  , „  , S C r  „  1 , 9  2 9 C f ,  n
tp ~m + { l -  £p)^ r  -  epD^ {T rr = 0 (B-32)
Equation B.32 is relevant as the diffusion in the macropores, whether coupled or not 
with external mass resistances, is usually a significant limiting step for the overall 
mass transfer rate. This mass balance accounts for:
dC?• accumulation in the macropores
• accumulation in the microporous stationary phase ((1 — e p )-^ - )
• radial diffusion inside the porous particle (epDp^ ( j ; r 2^ - )
B.3.1 D im ensional general rate model
The model equations for the dimensional form for heterogeneous and homogenous 
particles given below are summarised from the works of Bellot and Condoret (1991), 
Gu et a l (1991) and Guiochon et al (1994).
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External transfer
Mobile phase 





Figure B.6: Schematic of a heterogenous particle 
H ete ro g en o u s p a r tic le s
The continuity equation in the flowing mobile phase is
d c ?  ( 1  -  eB) 0 *  a c ?H-------------- — +  V— --- =  Dr d2C! Vi = 1 , 2 , TV, z e ( 0 , L )  (B.33)dt ' eB dt ' " dz  ax,t d z2
where Cf1 is the solute concentration in the mobile phase, qi is the solute concentra­
tion in the stationary phase, eB is the bed voidage, v is the interstitial mobile phase 
velocity and DaXji is the axial dispersion coefficient. The terms in the continuity 
equation may be described by the following phenomena:
qqm
• accumulation in the mobile phase (-gj-)
• accumulation in the stationary phase
qqm
• convective transport in the mobile phase (u-gj-)
d2C?transport by axial dispersion in the mobile phase ( D aXti qJ ~)
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D e riv a tio n  o f in te rn a l s tag n an t film  diffusion equation  The mass transfer 
rate of component i from the mobile phase towards the particle may be obtained 
by considering the mass balance across the internal stagnant film and across the 
intraparticle region.
Fick’s law for the diffusion in fluids in the z direction is given by (Treybal, 1981):
N a = ~ d *b ^  (B.34)
where N a  is the flux of a component A in solution in B, and D a b  is the diffusion 
coefficient for A in B. The negative sign emphasizes that diffusion occurs in the 
direction of a drop in concentration.
From this, the mass balance on the internal stagnant film over the particle (Figure 
B.6 can be derived in the form of the mass flux in the direction of radius R :
*  -  (B3S|
Since N{ describes the mass per unit surface area in unit time, to convert N{ into 
the form §f, Equation B.35 is multiplied by the ratio ofpar& ,?c,‘ • The
particle is assumed to be spherical and the ratio is thus The diffusion
in the internal stagnant film is accounted for by:
^  Vi =  1 ,2 ,....IV, R  G [0,Rp] (B.36)
where C? is the solute concentration of the stagnant mobile phase in the particles, Rp 
is the particle radius, ep is the particle porosity and Dp{ is the pseudo diffusivity of 
the component i in the macropores (this is usually lower than the molecular diffusion 
in the mobile phase).
D eriv a tio n  of th e  in tra p a rtic le  (ex te rn a l) diffusion equation  The mass 
transfer rate equation for a general component A at the fluid phase interphase, or 
boundary, may be written as (Treybal, 1981):
N a =  kLA C A (B.37)
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where Ul is the liquid mass transfer coefficient and A C  a is the change in concentra­
tion across the interphase.
The mass balance at the boundary of the particle may thus be described by:
N i  = I<Pm,i(Cr -  C ?  |*=*p) (B.38)
where is the mass transfer coefficient of the mobile phase towards the particle
outer area and is equivalent to &£, in Equation B.37
and using the conversion factor of A- to multiply Equation B.38, the external diffu­
sion is described by:
w  = H jjr (cr _ c f  1*=*’) ( B - 3 9 )
The interstitial velocity, u, depends on the eluent flow rate, Ac, and the column 
diameter, D :
° =  ( a 4 0 )
H om ogenous particles
For homogenous particles, each particle is considered as a pseudo-homogenous ma­
trix where adsorption occurs at the outer area, followed by diffusion of the adsorbed 
components through the matrix via the macropores (Bellot and Condoret, 1991). 
As such, the second term in Equation B.32, expressing the accumulation in the mi­
croporous stationary phase, may be neglected to produce the following mass balance 
across the homogenous particle:
P)nps i ft
^  = D ? i d & d R {R2^ R )] Vi =  1’ - ’7V * e [°>£ ] * e ( 0 , / y  (B.41)
where is the accumulation term in the adsorbed layer and the term on the 
right hand side of the equation accounts for the effective diffusion mechanism in the 
adsorbed layer. C fs is the concentration of component i adsorbed on the outer layer
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External transfer
Mobile phase 
c r  D u  Dap, i
Adsorbed layer 




Figure B.7: Schematic of a homogenous particle
of the stationary phase, and Des^  t- is the effective diffusion coefficient of component 
i in the stationary phase, considered as pseudo-homogenous. This diffusivity is 
normally concentration dependent and therefore constant within the particle, but in 
the case of large concentration steps, this effective diffusivity should be considered 
a function of sorbate concentration (Bellot and Condoret, 1991).
The continuity equation in the mobile phase is similar to that of the heteroge­
neous particles (Equation B.33, except for the bed voidage, e#, which is replaced by 
the total column porosity, ep (which is related to ep and ep by ep = tp +  (1 — es)ep), 
to produce the following expression:
¥  +  +  (B.42)
The mass transferred from the mobile phase towards the adsorbed layer on the 
particle is similarly to Equation B.35:
*  =  ^ ( i f )  M
\  /  R = R „
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which is multiplied by the ratio to express the mass transfer in the homogenous 
particle as:
W  =  ^ T ( W )ibd>r = (B-44)
" - w r  z € [ 0 ’£] (a45)
In this case, the equilibrium relationship links the concentration of the compo­
nents adsorbed at the outer surface (C fs at R  = Rp) with the concentration in the 
mobile phase, close to the interface (C™s):
c r  = n c r ) (b.46)
When considering intraparticle limiting diffusion, it may be written (Bellot and 
Condoret, 1991):
Fin J \ rns
- §  =  -  « )  Vi =  l,...,JV  * 6  [0,1] (B.47)
where is the mass transfer coefficient between the flowing mobile phase and
the stationary phase. The external transfer is rarely a limiting step (Bellot and 
Condoret, 1991; Gu et al., 1991).
B .3 .2 D im ensionless general rate model
Due to the large number of parameters and variables involved in the dimensional 
general rate model, a systematic approach to identify these parameters and variables 
is required. The appropriate parameters and variables may be grouped together in 
dimensionless groups, which can then be employed to simplify the model equations 
accordingly, as it is usually difficult to quantify these parameters individually. The 
dimensionless model equation, coupled with the appropriate dimensionless equilib­
rium relationship and the corresponding initial and boundary conditions required to
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model the system completely, are discussed in the following sections and are sum­
marised from the works of Gu et al., 1991; Ma et al., 1996 and Gu and Zheng, 
1999.
M odel eq u a tio n s  In order to transform the model equations discussed in the 
previous section into corresponding dimensionless forms, the following relationships 
are defined:
/~im
c? = T5T (B-48)C?
C fcj =  —j (Heterogenous) (B.49)
sysp
c f  =  —ij- (Homogenous) (B.50)
f i P s
(B.51)
Z =  y  (B.52)
Jj
r  =  A  (B.53)
lLp
ut
T = T (B.54)
where C f is the sample concentration of component i, and is used to render the 
concentration dimensionless [Cf(r)].
The dimensionless groups employed to simplify the model equations in this work 
included:
Bii =  KpmsRp_ /heterogenous) or (homogenous) (B.55)
eP D f,i 6T D eff, i
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7 ) T
P e i  =  ( B . 5 6 )
■L'ax,i
t p j y p  g J ^ sP
rji = —— — (heterogenous) or — — (homogenous) (B.57)
3BiiT]i(l -  eB) /L  ^ , SBiiTn(l -  tT) , h ^Qi = — ---------------- (heterogenous) or    1 (homogenous)
tB 6t
(B.58)
The dimensionless differential mass balance in the bulk liquid phase based on 
Equations B.33 and B.42 is then:
1 <92c™ dc™ 8 c™
~~pe- 8 ( 2 +  +  +  ^ c?  ~  ^  lr=1) =  0 Ve = 1, N  (  G (0,1) (B.59)
The dimensionless differential mass balance in the pore phase for a heterogenous 
particle is:
A [ ( l  -  eB) ^  + eP^} -  Vi[ ^ ( r 2^ ) }  = 0 Vi = l , . . . ,N,  f  € [0,1] r € ( 0 , l )
(B.60)
The continuity equation in the homogenous particle is transformed into its di­
mensionless form as:
8csp 1 8 8 (?■
? T  =  ^ | : ( r V )] Vi =  1- ’JV C € [°, 1] r e  (0,1) (B.61)
B.4 Isotherm  model
The isotherm model describes the interaction between the solute molecules in the 
mobile phase and the stationary phase. In most cases, under isocratic conditions 
i.e. no change in the mobile phase conditions, this relationship remains the same 
throughout the column However, for conditions where gradient elution is conducted,
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this relationship changes across the stationary phase and with the change in the 
concentration of the mobile phase.
In this work, the same isotherm model is employed for both the equilibrium- 
dispersive and the general rate models. When the dimensionless form of the models 
are used, the isotherm similarly needs to be transformed, which is detailed in Section 
B.4.2.
B.4.1 D im ensional form
Since there is more than one component involved, a multi-component competitive 
Langmuir isotherm  is employed in the models.
Isotherm  for equilibrium -dispersive m odel
The equilibrium relationship of the solute concentration in the stationary and mobile 
phase is described by:
n r ,m
«  =  — T T   (B'62)
i + e  k c r
j = l
Isotherm  for general rate m odel
The equilibrium relationship of the solute concentration inside the macropores and 
pore surface (stationary phase) is also described by the Langmuir isotherm:
Ci S = ------^ -----  (B-63)
1 + E bjCf
3=1
B .4 .2 D im ensionless form
The following sections describe how the isotherms for both models are transformed 
to be used in the dimensionless models.
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D im ension less isotherm  for equilibrium -dispersive m odel
The competitive Langmuir isotherm in Equation B.62 is rewritten in its dimension­
less form as
a c™
9.' =  JT 5   (B'64)
1 +  Z f a C f K
j=1
where c™ and q\ are the dimensionless concentrations in the mobile and stationary 
phases, respectively.
D im ension less isotherm  for general rate m odel
The competitive Langmuir isotherm in Equation B.63 is rewritten in its dimension­
less form as
=  a,N  ( B - 6 5 )
1 + E bj<?ij=l
where c?5 and c? are the dimensionless concentrations in the microporous stationary 
phase and macropores, respectively.
B.5 Summ ary
The main equations governing the equilibrium-dispersive model and the general rate 
model are summarised in Table B.l.
Equilibrium-dispersive model
Dimensional =  Da>i^ -  z =  l,2 ,...,iV
Dimensionless ^  +  F z =  1,2, ...,iV 
Pe,- =________________________^opp.t ______________
General rate model - Heterogenous particles
Dimensional =  Dax/ ^ ~  Vz =  1,2, ...,7V, z G( 0 , L)
acf . /1 Nac/P nP x . g  n
eP~dt~ +  (1 -  ep ) - ^ “ -  ePD f , i ^ r -dt~) =  0
Dimensionless - ^ 7^ - +  ^ - +  -  cf |r=1) =  0 Vz =  1,2, ...,7V f  € (0,1)
^ [ ( l - e B)c r  +  c p c f ] - * 7 ^ |: ( r a^ ) ]  =  0 Vi =  1,2,..., tf, C € [0,1] r e  (0,1)
■Rpm.t-Rp D „   vLR , . _  P ,« P p p . — ____
“  ePDp • r e , _  Z?o,,<
n- — ep£>/,iL d\ _  3BtjT?,(l-eg )
”* ~  J£v ~
General rate model - Homogenous particles
Dimensional ^  =  Axx.i^pb Vz =  1 , 2 , N, z € (0 ,L)
f  Vz =  1,2,..., N  z e  [0, L\ R  € (0, Rp)
Dimensionless -  +  ^ ~  +  £i(cr  -  <$ | r = i )  = 0 Vz =  1 , 2 , N  (  € (0,1)
i t  = * & & ( '* £ ) ]  Vi =  l ,2 , . . . , t f  C € [0,1] r  6 (0,1)
BU =  P e t =  vLerD/ f j ti 1 jDai.i
_  cTDePffiiL > _  3 B t j r ?i( l - e T )'h — R2m, <>tR 2pv___________  ep








A ppendix  C
N um erical solution techniques
The dynamic models outlined in Appendix B are in this work solved using 
gPROMS (general PROcess Modelling System) software (Process Sys­
tems Enterprise, 2005). In the following, a brief description is given 
of the numerical methods used by gPROMS for simulation, parameter 
estimation and optimisation.
C .l Num erical methods
The mathematical models of chromatographic processes derived in Appendix B are 
made up of a system of partial differential algebraic equations (PDAEs), which can 
only be solved numerically. In this section, the numerical solution techniques for 
simulation in the gPROMS software (Process Systems Enterprise) are discussed.
C.1.1 Orthogonal collocation method
Orthogonal collocation is an efficient numerical method which can be used to solve 
partial differential and algebraic equations. In orthogonal collocation, the nor­
malised space coordinate z in the interval [0,1] is divided into N  elements, with
293
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TV — 1 sub-domain boundaries as illustrated by Figure C.l for orthogonal collocation 
of the fourth order.
Domain Boundary Domain Boundary
Sub-domain Boundaries
Element 1 Elen ent 2
A A
Collocation Points 0 1 2  3 4
Elen ent I 1
0 1 2  3 4
Figure C .l: Grid number for fourth order orthogonal collocation
The solution to the mathematical model is approximated in each element by a 
polynomial (e.g. Lagrange polynomial). The element is further subdivided into col­
location points, with a local normalised space variable defined in each element. The 
model equations are fulfilled at the collocation points and the normalised positions 
of the collocation points are chosen as the roots of an orthogonal polynomial (e.g. 
Jacobian). Continuity of solution variables and the first order space derivatives 
are fulfilled at the element boundaries, whilst boundary conditions of the model 
equation are fulfilled at the domain boundaries.
C .l .2 F in ite difference approximation of partial derivatives
The following derivations for the finite difference methods come from Holland and 
Liapis (1983).
Take u(x,  t) as a continuous function of distance and time with continuous partial 
derivatives over tim e and distance, x and £, respectively . The quantities A x  and A t
are defined such that they are always positive, with the subscripts j  and n denoting
small step changes in x and f, respectively.
A x  = xj + 1 — xj > 0 (C.l)
and
A t  =  tn+1 —tn > 0 (C.2)
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The first few terms of a Taylor’s series expansion of the function u(x,t) about 
the point (Xj, tn) and in the direction Xj+i , t n) are:
^  (Ax ) 2 Ax ) 3 . .




are to be evaluated at the point (x j , tn)
(C.5)
Similarly, the function u(x, t) about the point (xj, tn) and in the direction (x;-, tn+1) 
is given by
(A f ) 2 A x ) 3
u j , n + 1 —  V>j,n +  A tu t H-——U t t  H —U t t t  + . . .  ( C . 6 )
with
du




F orw ard  d ifference  fo rm u la
The forward difference formula with respect to x at a fixed t is obtained by solving 
Equation C.3 for ux and rearranging to obtain
d u . U j .|-l n / * \
=  Ax +0(A a:) (C-9)
B ackw ard  d ifference fo rm ula
When u(x}t) is expanded in the backward direction with respect to x from (x j , tn) 
to ( x j - i , t n), the following is obtained:
(Ax ) 2 (Ax ) 3
Uj—\^n — UjtTi Axux H — uxx — uxxx -f ••• (C.10)
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where
A x  =  Xj — Xj- 1  (C-ll)
The backward, difference formula with respect to x at a fixed t is obtained by 
solving C . 1 0  for ux and rearranging to obtain
^ £ u = U;+1,
Central difference formula
The central difference formula for the expression ux is (Holland and Liapis, 1983):
d 2u \ _  uj+l , n  — + U j^n  ,.
ft?1,,*.  -----~ { A ^ -------+ 0[(Aa:)1 (C'13)
C.2 O ptim isation background
Optimisation involves locating the best solution to a problem. Mathematically 
speaking, this means finding a minimum or maximum of a function or a model. 
In this section, optimisation and its terminology are introduced, followed by the op­
timisation methods employed in the gPROMS software (Process Systems Enterprise, 
2005).
C.2.1 G eneral optim isation problem formulation
The following sections outlines the general form for the optimisation problem for 
the chromatographic process, introducing the terms commonly encountered in the 
optimisation field.
M odel
The mathematical model describing the chromatographic process has the general 
form:
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f{x{ t) ,x{ t ) ,y{ t ) ,u{ t) ,v , t )  = 0  V tG [0,i/] (C.14)
where
• x(t) : differential variables {e.g. concentrations in the mobile phase and the 
stationary phase)
• y(t) : algebraic variables {e.g. mobile phase flowrate, velocity)
• u{t) : time-dependent (control) variables {e.g. feed injection, product with­
drawal)
• v : time-invariant parameters {e.g. length and diameter of column, particle 
size)
• t : time 
Initial conditions
The initial conditions required for the initialisation of the PDAE system can have 
the general form:
7(z(0),i(0),y(0),u(0),t;) =  0 (C.15)
The values of the initial concentrations, holdups {e.g. in fraction collectors) 
throughout the chromatographic system may represent suitable conditions.
Constraints
Constraints refer to restrictions placed upon certain variables in order to ensure that 
the result of the optimisation will meet a certain criteria. There are usually different 
constraints which need to be considered in an optimisation problem.
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Path constraints refer to those which hold at all times and may be represented
as:
h(x(t ) ,x ( t) ,y( t) ,u(t ) ,  v,t) < 0 Vt£[0 , t f ]  (C.16)
For instance, the pressure drop across the column must not exceed the maximum 
pressure drop at any tim e during the operation, otherwise the equipment will be 
damaged.
Point constraints refer to constraints which hold at a particular instant in time, 
t \ ,  and have the general form:
g(x( tx) ,x ( t x),y( tx),u(tx),v, tx)  < 0 A =  1,2, — (C.17)
Of particular interest, are the constraints maintained at the end of the operation
for the final point in time, t f  (end-point constraints), which usually impose the 
process specifications of purities and quantities of the products:
k(x( tf ) , x ( t f ) , y { t f ) ,u (tf ) ,v , t f )  <  0  (C.18)
Bounds
There are also bounds imposed on the control variables and on the time-invariant 
parameters, which define the optimisation search space:
umin < u{t) < umax Vt £ [0,tf] (C.19)
vmin < v <  vmax Vt £ [0 , t f ] (C.2 0 )
O bjective Function
The objective function is generally of the form:
m in$(x(f/), x(t f ), y{tf ), u{tf ), u, t s) (C.2 1 )
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G eneral O ptim isation  Problem  Statem ent
The general dynamic optimisation problem formulation for the chromatographic 
process may summarised as follows:
min ${x{tf ), x( tf ), y( tf ), u(tf ), v, t f ) (C.22)
subject to
f (x ( t ) ,x { t ) ,y ( t ) ,u ( t ) ,v , t )  -  0 Vf € [0, t/] (C.23)
/(z (0), i ( 0 ), y(0 ), u(0), v) = 0 (C.24)
h(x( t ) ,x ( t ) ,y ( t ) ,u ( t ) ,v , t )  < 0  G [0 , t /] (C.25)
g(x(tx) ,x( t \ ) ,y( t \ ) ,u ( tx) ,  v , t x) < 0  A =  1,2, - - • (C.26)
k(x(tf ), x(tf ), y(tf ), u(tf ), u, t f ) < 0  (C.27)
umin < u{t) < umax W 6  [0,*/] (C.28)
vmin < v <  vmax Vt 6  [0 , t f ] (C.29)
C.2.2 O ptim isation m ethods
A class of optimisation problems exists where the equality constraints are ordinary 
differential equations (ODEs) and this class of problems is generally referred to as 
an optimal-control problem (OCP). There are three main methods to solving OCPs, 
grouped by:
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1 . indirect
2 . direct
3. dynamic programming approaches
In d ire c t  ap p ro a ch  This refers to the OCP as an infinite dimensional problem 
where the control variable is a function of time and the solution of the OCP is 
thus taken from the solution of the necessary conditions derived from the Lagrange 
multiplier theory, leading to Pontryagin’s maximum/minimum principle (Edgar and 
Himmelblau, 1988). In the literature a number of OCPs have been solved using this 
method although it is usually very difficult to solve (Cheng and Teo, 1987; Ouellet 
and Bui, 1993; Wang, 2002).
D y n am ic  p ro g ra m m in g  Dynamic programming techniques can also be used to 
derive the optimal conditions for the OCP such as the iterative dynamic program­
ming method employed by Luus (1994).
D irec t a p p ro ac h  In the direct approach, the original problem is transformed 
into a non-linear programming (NLP) problem. This is known as control vector 
parameterisation, which research has shown to be an efficient approach to solve 
OCPs (Vassiliadis, 1993; Vassiliadis et al., 1999; Balsa-Canto et a/., 2001, 2002). 
Consider the true optimal control in a problem with the control variable u(t) being 
approximately represented by
• a set of piecewise constant (discrete) values of u: u(0 ) ,u (l) ,...,u (n  — 1 ), where 
n is the number of time intervals. The computer optimum solution approxi­
mates the optimal control as shown by Figure C.2 .
• a set of piecewise functional form of controls such as a linear or quadratic form
This resulting NLP may be solved using a standard optimisation method such 
as sequential quadratic programming (SQP).
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correct optimal control, u(t)
piecewise constant approximation 





0 1 2 3 4 65
t
Figure C.2: Piecewise constant approximation of an optimal control
C .2.3 D ynam ic optim isation
Optimisation problems considered in this work are carried out using gPROMS (Pro­
cess Systems Enterprise, 2005). A knowledge of the approach undertaken is neces­
sary to facilitate a complete understanding of the solution of dynamic optimisation 
problems within gPROMS.
gPROMS  undertakes a feasible path approach, such that the solution obtained 
satisfies the model equation at all iterations. It employs the direct approach of 
control vector parameterisation to solving optimal control problems. All the control 
variables use the same control intervals, i.e., they have the same number of time 
intervals.
A finite vector P  consisting of the following decision variables solves the problem:
• Time horizon, or the total time for the operation, t f
• Control interval durations, 8k, k = 1 ...number of intervals
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• Param eters a uk used to parameterise each control variable u in each control 
interval k e.g. injection volume, flowrates (switching action)
• Time-invariant parameters, v e.g. diameter and length of column, particle 
diameter
The approach is as follows:
1. Provide initial guesses for P
2 . Iterate on P  to improve the objective function [e.g. minimising total process 
costs in Chapter 5) while satisfying end point and interior point constraints 
{e.g. purities and recovery yields in fraction collectors for batch chromatog­
raphy) and using the integrator to evaluate the objective function and the 
constraints derivatives with respect to P
3. Produce locally optimal values for P
In this manner, the infinite dimensional problem is converted to a finite dimen­
sional non-linear programming (NLP) problem, which is solved using a sequential 
quadratic programming algorithm in gPROMS.
C.3 Param eter estim ation background
In the following sections, the background to parameter estimation is outlined, in­
cluding how param eter values are obtained, and background information on the 
statistics used in param eter estimation.
C.3.1 Introduction to parameter estim ation
There are two principal methods by which unknown parameter values in mathemat­
ical models may be established (Bard, 1974):
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• Calculating the value of a parameter by applying correlations that are already 
known.
• Measure the values of the model variables that occur in actual physical situa­
tions, and then fit the parameter values so that the model predictions of the 
physical situation matches the actual as closely as possible.
Parameter estimation refers to the implementation of the second procedure; the 
process of obtaining the unknown values of the parameters by matching the model 
predictions to the available sets of experimental data (Englezos and Kalogerakis, 
2001). A param eter estimation problem employs the data gathered from one or 
more sets of experiments, which is characterised by the conditions under which they 
are performed, and attem pts to determine the values for the unknown parameters,
9, in order to maximise the probability that the mathematical model will predict the 
values obtained from the experiment.
A param eter estimation problem is actually an optimisation problem. Thus some 
of the aspects of the problem formulation for parameter estimation is similar to that 
outlined in Section C.2 . 1  for an optimisation i.e. model(s), bounds, objective func­
tion. It involves the minimisation of the objective function ($), i.e. the difference 
between the experimental data (yexp) and the predicted values (ypred) computed 
using the estim ated parameters in the models
m in$(||y e^  -  ypTed\\) (C.30)
Figure C.3 shows how the principle behind model parameter estimation in gPROMS 
(Process Systems Enterprise, 2005) works. The chromatographic process model f ( t )  
(as defined in Equation C.14) and experimental data (yeXp(t)) (chromatographic elu­
tion profiles are used in this work) is used in the estimator to estimate the vector 
set of unknown parameters, 9 (in this thesis, unknown isotherm parameters were 
estimated). The estimator sets to maximise the probability that the mathemati­
cal model will predict the values obtained from the experiments, and estimate the




vector for 0 
estimation
Ypred (t, 0) 
+ Pr QkP,0 )  
A Estimated 
0 model parameter 
vector
Estimator
maX P(ll Yexp =  Ypred II)
which is equivalent to min O (II YexP”  Ypred II)
Figure C.3: Illustration of the principle of parameter estimation
specified unknown model parameters (0) to do so. In addition, the set of inferential 
statistics (P r(y exp, 0)) involved in the estimation procedure is generated. From this 
information, the values for the estimated parameters 9 can be evaluated to determine 
if they are statistically significant.
C.4 Experim ental data used for parameter esti­
m ation
Parameter estimation is based on experimental data provided to the estimator con­
sisting of observed or measured values of the model variables. The conditions and 
method by which the data is obtained is not considered here, although further de­
tails on what experiments should be performed for estimating a given model may 
be found in Bard (1974).
In practice, the exact value of the variables are not known because:
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1 . Measurement techniques have limited accuracy
2 . Conditions under which the model was derived are not quite attainable
3. Disturbances occur
A complete model should be able to describe these random elements of the sit­
uation, and an appropriate description of random phenomena can be done through 
probability statements. Thus, an understanding of the statistics involved in param­
eter estim ation is necessary.
C.5 Introduction to statistics
Statistics is the branch of mathematics that deals with data-based decision making. 
In having only a sample of the population in which a decision has to be made, 
uncertainty arises. For instance, if the probability that the parameters estimated will 
give model elution profiles predicting the experimental data used is 95%, one may 
decide such an estimation is sufficient. Some of the terminology used in evaluating 
the statistics in this thesis will be outlined in the following sections.
C.5.1 Probability distributions
Probability distributions are relative frequency distributions used to describe the 
data of a sample, and they predict the distribution of the outcomes when the ex­
periment is performed many times. Depending on the form of the variable, the 
probability distribution will be either discrete or continuous.
D iscrete probability  d istribution
Each possible outcome of a discrete measurement has a probability. A discrete prob­
ability distribution is a data set that specifies the probability associated with each 
possible outcome or measurement. Examples of discrete random variables include
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the number of collectors in a chromatographic separation, number of chromato­
graphic columns etc.. Discrete random variable X  defined on a sample space and 
each of its values represents an outcome or event - thus can determine the probability 
P(x)  for it.
Continuous probability  distribution
A continuous random variable is one which takes an infinite number of possible 
values. Continuous random variables are usually measurements e.g. concentration, 
flowrate, the process operation time. Continuous probability distribution is defined 
as follows: the probability of a continuous random variable X  assuming any partic­
ular value z is 0. The probability the continuous variable X  assuming a value of 
x for a particular interval of values of X  is determined by the the area under the 
probability density function curve (or probability distribution) for this interval.
C.5.2 Population  mean
The population mean of a random variable indicates its average or central value. It 
is a useful summary value (a number) of the variable’s distribution. For a random 
value of X  with values x , the mean is defined by:
Mean p =  E xP(x).  (C.31)
where P{x)  is the probability distribution of X.
C.5.3 P opulation  variance
The (population) variance of a random variable is a non-negative number which 
gives an idea of how widely spread the values of the random variable are likely to 
be; the larger the variance, the more scattered the observations on average. Stating 
the variance gives an impression of how closely concentrated round the expected
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value the distribution is; it is a measure of the “spread” of a distribution about its 
average value. The variance is symbolised by a 2.
Variance a 2 =  — p)2P(x)  (C.32)
C .5.4 Confidence intervals
A confidence interval provides an estimated range of values which is likely to include 
an unknown population parameter, with the estimated range being calculated from 
a given set of sample data.
If independent samples are taken repeatedly from the same population, and a 
confidence interval calculated for each sample, then a certain percentage (confidence 
level) of the intervals will include the unknown population parameter. Confidence 
intervals are usually calculated so that this percentage is 95%, but we can produce 
90%, 99%, 99.9% (or whatever) confidence intervals for the unknown parameter.
Figure C.4 shows a probability distribution for a sample mean X  around the 
unknown population mean p for a confidence level of 95%. Thus 2.5% probability 
is each excluded in the tail ends of the distribution. Statistical tables in Wonnacott 
and Wonnacott (1990) show the sampling error to be ±  1.96SE, where SE is the 
standard error. This may be expressed as
Pi(p  -  1.96SE < X  < p +  1.96SJ5) =  95% (C.33)
which is equivalent to saying, “There is a 95% chance that X  will be close to p, 
within 1.96SE.”
The width of the confidence interval gives us some idea about how uncertain we 
are about the unknown parameter. A very wide interval may indicate that more data 
should be collected before anything very definite can be said about the parameter.




L i —  1.96 SE l l +  1.96SE
Figure C.4:
C.5.5 E stim ator
An estim ator is any quantity calculated from the sample data which is used to give 
information about an unknown quantity in the population. For example, the sample 
mean X  is an estim ator of the population mean p:
The usual estim ator of the population mean is
Vt =  1,2, • • ■ ,n  (C.34)n
where n is the size of the sample and x i ,x2, x3 ,...,a:n are the values of the sample. 
If the value of the estimator in a particular sample is found to be 5, then 5 is the 
estimate of the population mean p.
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In gPROMS , the maximum likelihood estimator is used and more information 
about this and other estim ators may be found in Section C.6 .
C.6 E stim ators
Some of the more common estim ation methods are discussed in the following section.
C.6.1 Least squares
The least squares (LS) estim ation method obtains its estimate of 6 by minimizing 
the sum of squares (SSQ) where:
S S Q  = J2(z i - f ( x i , e ) ) 2 (C.35)
1 = 1
where Z{ is the ith  observed value, and f (x { , 0) is the outcome of the ith observation 
for the model. In the linear case, SSQ is minimised by the solution of a set of 
linear equations and does, in fact, have a unique answer of the design matrix is 
not singular, where one or more linear combinations of the data are identically 
zero. There is no exact solution for the nonlinear case, and therefore we use various 
nonlinear optimisation schemes th a t use the sum of squares as the objective function 
being minimised.
C .6.2 M axim um  likelihood
A maximum likelihood estim ate is that estimate of 0 that maximises the likelihood 
function L(0), where
L(0) = f [ f (xi , ;0)  (C.36)
1=1
The likelihood function is defined as a joint probability distribution function
generally based on the distribution of the error terms.
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Sampling experiments have shown that the maximum likelihood method pro­
duces acceptable estimates in many situations and its generality and relative ease 
of application make it a strong candidate for parameter estimation (Bard, 1974). It 
is for these reasons, that this estimation method that is employed in the parameter 
estimation studies done in this research.
C .6.3 Bayes
In this approach, it is necessary to describe the parameter values before seeing the 
data in the form of a distribution of subjective probability, called a prior distribution. 
In Bayesian estimation, this prior density makes the estimation problem formulation 
more tractable mathematically.
C .6.4 M ethod o f moments
Moments of the probability distribution of a random variable are defined in terms 
of expectations in that we let p'T denote the rth moment aout 0, p'r =  E[xr]. E[xr] 
is the expected value of the rth moment, and we define the expected value to be
/oo x f{x;9)dx  (C.37)
-CO
E[X] is the average of the values of the random variable X .  These values are 
weighted by the probability that the random variable is equal to that value, thus 
the integral.
C.6.5 Sampling distributions
Inferential statistics is concerned with making decisions about populations based on 
information obtained from random samples. In most problems, the decision ulti­
mately becomes a choice among one of several alternatives. Whether the decision 
is selection from several competing hypotheses or choice of an estimate, the chal­
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lenge is to make a decision with a low probability of error, but without being so 
conservative that useful choices cannot be made.
There are two forms of statistical inferences: confidence intervals and hypothesis 
testing (Johnson, 1996). Inferences about the population mean p are based on the 
sample mean X  and information obtained from the sampling distribution of sample 
means. The sampling distribution of sample means has a mean p and a standard 
error of ^  for all samples of size n and is normally distributed when the sampled 
population has a normal distribution or when the sample size is sufficiently large.
For an ideal situation, where <r is known, the test statistic z, which has standard 
normal distribution may be used, where z = (X  — p ) / ( ^ ) .  However, when a is 
unknown, the standard error ^  is also unknown. Therefore, the sample standard 
deviation s is used as a point estimate for cr, where ^  gives the standard error of 
the mean.
C .6.6 Student t distribution
W. S. Gosset published a paper about this t-distribution under the pseudonym 
“Student” in 1908, hence its name. In deriving the t-distribution, Gosset assumed 
that the samples were taken from a normal population. Although this appears 
restrictive, it was found that satisfactory results are obtained when selecting large 
samples from many non-normal populations.
The Student t distribution is a family of probability distributions, where a is 
unknown and has to be estimated with the sample standard deviation s. Then the 
statistic is called t instead of z. When s is used to make an inferences about the 
mean p , the sample provides the value of the sample mean X  and the estimated 
standard error thus replacing the z-statistic with a new statistic which accounts 
for the use of an estimated standard error. This new statistic is known as the 
S tu d e n t’s t-s ta tis tic . Thus by using the t-statistic, we can determine both the 
values of X  and estimated standard error -4=. The Student t-distribution assumesVn
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that the sampled population is normally distributed.
This is the sampling distribution employed in gPROMS (Process Systems Enter­
prise, 2005), to establish if the parameters estimated are statistically significant.
C .6.7 x2 distribution
Inferences about the variance of a normally distributed population use the chi- 
square , x 2 distribution. The x 2 distributions, like the Student t-distributions, are 
a family of probability distributions, each one being identified by the parameter, 
number of degrees of freedom (Johnson, 1996).
The t procedures for inferences about the mean were based on ther assumption 
of normality, but they are general useful even for sampled nonnormal populations, 
provided the the sample number is large. However, the statistical procedures for 
standard deviation are very sensitive to nonnormal distributions (skewness espe­
cially), and this makes it difficult to determine whether an apparent significant 
result is the result of the sample evidence or a violation of the assumptions (John­
son, 1996). Thus, the inference procedure of hypothesis test is usually used for the 
standard deviation of a normal population.
C .6.8 F distribution
The F  distribution is a family of probability distributions, similar to the t distribu­
tion and x 2 distribution. Each F  distribution is identified by two numbers of (df — 1 ) 
for each of two samples involved. Inferences can thus be made about the ratio of 
variances for two normally distributed populations using the F  distribution. The 
distribution of this ratio was first investigated by Sir Ronald Fisher (1890-1962) and 
it is called the Fisher (or F) distribution in his honour.
When comparing the standard deviation of two populations, the sampling distri­
bution dealing with the sample standard deviation is sensitive to slight departures 
from assumptions (Johnson, 1996). Therefore, the inference procedure used is that
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of the hypothesis test for the equality of the standard deviation for two normal pop­
ulations.
C.7 Summary
The need for parameter estimation to obtain unknown values has been discussed and 
the nature of statistics behind the estimation process has been briefly introduced. 
A few common parameter estimator tools used have also been outlined, with the 
maximum likelihood estimator employed for the parameter estimation studies in this 
research work.
A ppendix D  
Statistics of parameter estim ation  
in Chapter 3
The case studies in Chapter 3 are in this work use gPROMS (general 
PROcess Modelling System) software (Process Systems Enterprise, 2005) 
for parameter estimation. In the following, the results of the statistics of 
the parameter estimation generated by gPROMS are summaried.
D .l Case study 1
Case study 1 is a theoretical separation, using data generated by the general rate 
model. The equilibrium-dispersive model parameters estimated using this data are 
tabulated in Table D.l:
The parameters with the t-values in bold have values higher than the reference 
t-value (here 1.65) and are thus regarded to be 95% accurate. In Tables D.l and 
D.2, most of the data is shown to be insufficient to estimate the parameters for most 
of the components, apart from Component 6 . This is expected, as Component 6
314
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Param eters estim ated Estim ate 95% t-value
K h 74.77 0.0677
I<12 103.67 0.0563
K l 3 136.29 0.348
K U 550** -
K h 125.68 7.45
K h * 199.3 6.5
K 2 l 2.09 0.0913
I<22 1.82 0 . 1 0 2
K 23 6.75 0.171
K24 6.82 0.027
K 2 S 19.62 14.8
K 2 q* 40.54 15.7
Reference t-value (95%): 1.65
Table D.l: Statistics of the isotherm parameter estimation for the equilibrium-
dispersive model in Case Study 1
* Experimental data supplied, **estimate on bound
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P a ra m e te rs  e s tim a ted E s tim a te 95% t-va lue
m  i 87.2 0.185
I<h 109 0.199
I<h 104 0.41
K h 125 0.0472
K h 90 0.15
K h * 1 0 0 5.82
K2\ 0.14 0.0505
I<22 0.26 0 . 1 2 2
K 23 2.45 1 .1
I<24 6.45 0.0667
K 2 5 1 0 .1 4.91
K 2 q* 2 2 . 0 12.5
R eference t-v a lu e  (95%): 1.65
Table D.2 : Statistics of the isotherm parameter estimation of for the general rate 
model in Case Study 1
* Experimental data supplied
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P a ra m e te r  es tim a tio n E stim a tio n 95% t-value
Mi 47.9 0.00345
&1 2 16.3 0.00347
6 I 3 16.8 0.00348
&1 4 15.6 0.00348
&15* 19.3 0.00348




&2 5* 2.27 0.0035
c°° 8.46 0.0035
R eference t-value (95%): 1 . 6 6
Table D.3: Statistics of the isotherm parameter estimation for the equilibrium-
dispersive model in Case Study 2  (10CV load)
* Experimental data supplied
was the only experimental data supplied for the parameter estimation, in addition 
to the total concentration.
D.2 Case study 2
Parameters with the t-values values lower than the reference t-value (here 1.66) are 
thus regarded to have insufficient information to accurately predict the parameters. 
In Tables D.3 and D.4, the data is shown to be insufficient to estimate the parame­
ters for most of the components, even with the information of Component 5 (ADH) 
supplied. Employing additional data sets 2 and 3 also do not render 95% t-values 
higher than the reference 95% t-value, suggesting that the data employed is insuf-
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&1 5* 14.61 0.00147
62i 0.042 0.00155





R eference t-va lue  (95% ): 1 . 6 6
Table D.4: Values used in the isotherm parameter estimation for the general rate
model in Case Study 2  (1 0 CV load)
* Experimental data supplied
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R eference t-value (95%): 1.66
Table D.5: Statistics of the parameter estimation for the equilibrium-dispersive 
model in Case Study 3
** estimate on bound
ficient to estimate these parameters accurately. It is thus decided to adopt these 
parameters for the estimation, based on the best fit of the curve, with the lack of 
further information.
D.3 Case study 3
Most of the isotherm parameters estimated have t-values values higher than the 
reference t-value (here 1 .6 6 ) are thus regarded to be 95% accurate in Tables D .5  and 
D.6 . The <24 parameter (for myoglobin) in the GR model is lower than the reference 
t-value, suggesting that it is less accurate, and this is reflected in the poorer fitting 
seen in Figure 3.19(b) in Chapter 3.
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Param eter estim ation Estim ation 95% t-value
-0.993 65.9
<*2 -0.191 12.6







Reference t-value (95%): 1.66
Table D.6: Statistics of the parameter estimation for the general rate model in Case 
Study 3
** estimate on bound
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D.4 Summary
In this chapter, the grounds for employing these parameters in the modelling are 
justified, based on the t-statistic, generated by gPROMS (Process Systems Engi­
neering Ltd, 2005) when the parameter estimation is carried out. For further details 
on the background of statistics, refer to Appendix C.
A ppendix E 
Experim ental data
In Chapter 3, the systematic approach was verified using two experimental 
case studies. The original form of the raw data used in these case studies 
are summarised in this appendix, along with the conversion factors used 
to modify the information from these works to the form shown and used 
in Chapter 3.
E .l Case Study 2: yeast homogenate experiment
Khanom (2003) used hydrophobic interation chromatography in order to purify pro­
tein alcohol dehydrogenase (ADH) from a yeast homogenate mixture. Bakers’ yeast 
was suspended in buffer and then disrupted by high pressure homogenisation and 
clarified by centrifugation. Subsequently, the mixture (supernatant) was removed 
by pipetting and diluted to approximately 10m g/m l  protein before being loaded 
onto the chromatography column.
The hydrophobic interaction column was 12.5cm in length and 1.6 internal col­
umn diameter. The column was equilibriated with 10 column volumes (CV) buffer 
and then the diluted supernatant was loaded at 2.5m l/m l  for three different column
322
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loads: 5CV, 10CV and 20CV. After loading, the column was washed with the same 
equilibriating buffer. Finally, a step change in salt concentration using a different 
buffer was used to elute the ADH at 2.5ml/min.  The product collected was then 
assayed for total protein concentration and ADH activity. The experimental results 
are given in Figures E .l - E.6.
The x — axis of the following plots are in terms of the cumulative elution volume, 
in which the volume eluted from the column is accumulated, in the experiment. As 
the flowrate of the elution is known to be 2 . 5 t he elution time can easily be 
found:
. . Cumulative elution volume /T_ „.Elution time = ------------—---------------------  (E.l)
Flowrate v '
Subsequently, as the dimensionless time domain is used in both the equilibrium- 
dispersive and general rate model, real time in these experiments have to be re­
written in dimensionless form using the following:
. . Velocity • Realtime
Dimensionless time =  —------ -— ;—  ------- (H.2)
Length oi column
Finally, the activity value for ADH is converted to a more understandable con­
centration value:
r / Activity unit [U/mllConcentration [mg/mll =  —-------- :----   r— ----- (E.3)
1 57 J Conversion factor [U/mg] v 7
where the conversion factor for ADH is 340 U/mg.
E.2 Case Study 3: egg white proteins 
and myoglobin experiment
Edwards-Parton (2005) conducted a gradient elution ion-exchange chromatographic 
separation using a mixture of egg white proteins and myglobin. The ion exchanger 
is a 1ml SP Sepharose Fast Flow HiTrap column of 2.5cm length and 0.7cm internal
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C o m p o n en t A verage m olecu lar w eight ( M r ) E x tin c tio n  coefficient (e)
Ovalbumin & 
Ovomuscoid 40 000 32 180
Ovotransferrin 77 000 85 000
Lysozyme 14 300 36 000
Myoglobin 16 000 160 000
Table E.l: Feed concentration calculations for the chromatograms in Case Study 3
Mr and e values from Fasman (1992)
column diameter. 20mM sodium phosphate buffer was used. The egg white protein 
was mixed in a ratio of 1:4 with the buffer and centrifuged to remove precipitate and 
solids. A small amount of myoglobin was then added. The elution buffer used was 
a mixture of 20mM sodium phosphate and 2M sodium chloride both of pH 5.5, and 
the sodium chloride is increased gradually from 0% to a maximum amount of 50% 
of the buffer by the end of elution. The absorption data was measured at 280 and 
408nm, with the egg white proteins being absorbed at 280nm while the myoglobin 
absorbed at 480 nm. The experimental results are given in Figure E.7.
The Beer-Lambert law (or Beer’s law) is the linear relationship between ab­
sorbance and concentration of an absorbing species. The general Beer-Lambert law 
is written as:
Abs = epCi (E.4)
where Abs is the measured absorbance, e is a wavelength-dependent absorptivity 
coefficient, p is the path length and Ci is the concentration of component i.
Table E.l summarises the necessary values for converting the absorbance unit 
values to mass values for each component.
The absorbance unit in Figure E.7 is in mAU  absorbance units for a path length 
of 0.2cm. This is converted for a path length of 1cm:
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mAU(0.2cm) * 5 =  m AU (lcm ) (E-5)
mAU  is then converted to AU :
^  =  AU  (E.6)
1000 v '
Equation E.4 can now be used to convert the absorbance unit to give the molecular
concentration of the component i:
C<(molIrl ) =  Afa(AU at lc^  path leDgth) (E.7)
which can be converted to the mass concentration:
CHgL-1) =  Ci(molL_1) X M R,i (E.8)
A sample calculation for ovalbumin is shown:
m A U  ( l c m )
Co v a l bu mi n  — I 3 2 1 8 0  /  ^ 40000 (E.9)
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Figure E.l: ADH activity for 5CV load
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Figure E.2: Total protein concentration for 5CV load
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Figure E.3: ADH activity for 10CV load
10 column volume sample load
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Figure E.4: Total protein concentration for 10CV load
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Figure E.5: ADH activity for 20CV load
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Figure E.6: Total protein concentration for 20CV load
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Figure E.7: Chromatogram for mixture of egg white proteins and myoglobin
: Egg white proteins, ‘o ’ : Myoglobin
A ppendix F 
M axim um  purification diagram  
approach
In this appendix, the definition and methodology for developing the max­
imum purification diagram employed in the model selection in Chapter 3 
is outlined in detail In Section F .l, the procedure to generate the frac­
tionation digram from a chromatogram is summarised, followed by the 
calculations for the purification factors from the fractionation diagram 
in Section F.2 and finally, how the maximum purification factor versus 
yield diagram is plotted in Section F.3.
F .l Fractionation diagram
The fractionation diagram for a hypothetical feed mixture consisting of three com­
ponents: product P and impurities A and B, is considered. The chromatogram 
generated by this separation is shown in Figure F .l (a). To obtain the area under 
the elution profiles, the Trapezoidal rule is used. The approximate area under the 
concentration curve for the interval between t\ and t2 is thus given by:
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Fractional mass of total material
(c) Maximum purification factor 
vs. yield diagram Max PF
Yield
Figure F.l: Approach to achieve the maximum purification diagram from a chro­
matogram
Area =  -\{C \ +  C2) (F .l)
The amount of each material, Mm (mg) (where subscript m  =  [P,A,B]), in a 
particular fraction is given by the product of the area under the curve of that 
component and the volumetric mobile phase flowrate Fc (ml/s):
Amount of material, Mm = Area x Fc (F.2)
The amounts of product (Mpf<), impurity A (Ma ,%) and impurity B in each
interval i are calculated using Equation F.2. Hence, the total amount of material in 
interval i is the sum of all these quantities:
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Mx,i =  ^2  Mmti =  Mp'i +  Ma ,% +  Mp,i (F.3)
i=i
For each interval, the arithmetic mean time tm is defined as the time between the 
upper and lower limit of the interval i (n represents the total number of intervals):
tm = ^(ti + ti+1) Vz =  1,2,- • • ,n  (F.4)
The fractionation diagram plots the changes in the cumulative fractional mass 
of the product (the component of interest) eluted as a function of the corresponding 
fractional total mass eluted. Hence, the axes of the fractional diagram are defined as:
Fractional mass of total material eluted,
  Cum ulative mass of total material eluted at tim e t
Total mass eluted at t =oo
Fractional mass of product eluted,
■y r    Cumulative mass of product eluted at tim e t
Total mass of product eluted at t =oo
Mathematically, X  and Y  can be expressed as:
M 'T  ■
x  -  iT~* V* = l , 2 , . . . , n  (F.5)
M t , T otal
Y  = ^  M f'{ Vi = 1,2, • • • ,n  (F.6)
M p j o t a l
where n is the total number of fractions, Mp;T o ta l  is the total load of the feed sample, 
and MptTotai is the total amount of product component in the feed sample. Since 
X  and Y  are fractions, the values fall in the range between 0 and 1. A theoretical 
fractionation diagram can then be plotted as shown in Figure F.l(b).
F.2 Purification factor
Having defined the fractionation diagram, the purification factor (PF) can now be 
calculated to illustrate the performance of the operation. The purification factor is
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defined as the ratio between the final purity of the product after purification to the 
starting purity of the feed sample:
P F  = Final piurity of product
Mlend—Ml*tort
M tTend- M tT5tart
Initial purity of total feed load 
Equation F.7 can be rearrange to give:
M p ,T o ta l  
^ T , T o t a l
(F.7)
P F  =
M p e n d M pstart  '
T o ta l M p t T o ta l
’  M ^ nd M^start  '
M t , T o ta l M t , T o ta l
(F.8)
where the subscripts P  and T  denote the product fraction and total feed sample, 
respectively, and the superscripts tsiaTt and t end are the points of the starting and 
end collection times, respectively. The terms - r r ^ — and x4.Mp— define the x-axis
’ ^  J  M T ,T o ta l M P 'T o ta l
(X) and y-axis (y ) in the fractionation diagram, respectively. Equation F.8 is in fact 
the gradient of the fractionation diagram between any two points corresponding to 
the start and end of product collection in the chromatogram (Refer to Figure F.l(b) 
for an example of the purification factor). The purification factor always carries a 
value equal to or greater than 1.0, as 1.0 reflects the situation where no purification 
is achieved.
F.3 M aximum purification factor diagram
It is possible to select the chromatogram at points from any positions along the frac­
tionation curve that satisfy the following criterion: the vertical distance between any 
two points gives the product yield; the slope of the tangent between the two points 
is the value of purification factor corresponding to that yield. By varying the posi­
tion of the collection points, a plot of purification factor against yield can then be 
produced. The plot obtained represents the set of all the possible values of purifica­
tion factors achievable for any combination of cut points (These are represented by 
“x” in Figure F.l(c)). The range of yields share a rather inverse relationship with
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the purification factors i.e. low yields have high purification factors. The engineer 
has to select conditions that maximise the purification factor for a given yield or to 
determine the best yield that can be achieved for a specific maximum purification 
factor.
In order to systematically generate the relationship between the maximum purifi­
cation factor and yield, an incremental-searching-type computer algorithm was used 
by Ngiam (2002). All purification factors achievable for each yield were searched 
and compared to select the maximum  purification factor value corresponding to that 
particular yield using an existing Matlab code by Ngiam (2002) (Refer to the maxi­
mum purification factor value D in Figure F.l(c)). This allows for the relationship 
between the maximum purification factor against the yield to be plotted.
In an ideal chromatographic separation, the highest possible product purity that 
can be achieved is 100%. Therefore, the highest theoretical value for the maximum 
purification factor for a given separation system, with an initial product purity of x 
percent is given as:
Maximum purification factor, PFmax =  (F.9)
x
For instance, if the initial purity of the sample loaded is 20%, the largest value 
of the maximum purification factor in any selected fraction would be 20.
A ppendix G 
Relative error analysis for 
predicted elution profiles
In Chapter 4, a> simple error analysis of the CSS models against the 
dynamic SMB model is presented here. These results demonstrate that 
the CSS (Switch) model is a more suitable model to use in predicting the 
SMB profiles.
The relative error calculation for the concentration profiles of the SMB models 
used in this work is as follows:
x 100% (g .i )
Q d y n a m i c ^  V )
where Cdynamic and C css  are the concentrations of component i along the axial 
direction for the dynamic SMB model and CSS SMB models, respectively.
This relative error is calculated across the elution profiles in the SMB unit for 
components 1 and 2 and are shown in the Figures G.I amd G.2, respectively for 
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Figure G.I: Relative error of the CSS models for Component 1
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Figure G.2: Relative error of the CSS models for Component 2
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For convenience, the graphs plotted on the same axes (for each component). 
Table G.I shows the fraction of plots in each graph that meets the criteria of relative 
errors of 5% and less.
C om ponent CSS (Switch) m odel CSS (Cycle) model
1 0.466 0.315
2 0.411 0.246
Table G.I: Comparison of relative error for the CSS (Switch) and CSS (Cycle)model
Table G.I shows that the CSS (Cycle) model has a greater proportion of error 
compared to the CSS (Switch) model for both components, and Figures G.I and G.2 
also show visually a greater spread of error in the CSS (Cycle) model, as compared 
to the CSS (Switch) model, particularly along the ends of the SMB unit. This 
suggest that the CSS (Switch) model is a more accurate model as compared to the 
CSS (Cycle) model.
A ppendix H 
Calculations in the system atic 
approach for optim isation
There are several calculations entailed in each section of the systematic 
approach outlined in Chapter 5. The main calculations featured are the 
scale-up calculations, chromatographic unit capital cost and cash flow cal­
culations for each process. In this chapter, the calculations for all the 
chromatographic processes in the approach are summarised.
H .l Scale-up calculations
In this section, the scale-up calculations are repeated for single column, single col­
umn with recycling policy, SMB and Varicol processes (the last two are treated as 
the same process for scale-up purposes).
338
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Base case 0.0166 1.4 0.50 4800 2.40
10 1.66 14 50 4800 240
20 6.64 28 200 4800 960
30 14.94 42 450 4800 2160
40 26.56 56 800 4800 3840
21 7.32 29.4 221 4800 1060
22 8.03 30.8 242 4800 1160
Table H.l: The scaled-up parameters 
parameters in bold are used
in the single chromatographic column unit;
















Base case 0.0166 1.4 0.50 2400 1.44
10 1.66 14 50 2880 144
20 6.64 28 200 2880 576
25 10.38 35 313 2880 900
30 14.94 42 450 2880 1296
40 26.56 56 800 2880 2300
27 12.10 37.8 365 2880 1050
Table H.2: The scaled-up parameters for the single chromatographic column with 
recycling policy; parameters in bold are used
B asis: 618 seconds p e r  sw itch; 4944 seconds p e r  cycle (8 sw itches)
Scale up Feed D eso rb en t E x tra c t Recycle D ia m e te r P ro d u c tio n  (g) N u m b er of T otal
fac to r flow rate flow rate flow rate flow rate (cm) p e r  cycles cycles p ro d u c tio n
(cm3/ s ) (cm3/s) (cm3/s ) p e r year (kg p e r  year)
Base case 0.0166 0.0266 0.0233 0.0665 1.4 0.13 5820 0.75
10 1.66 2.66 2.33 6.65 14 410 5820 2390
5 0.415 0.665 0.5825 1.6625 7 103 5820 597
7 0.813 1.303 1.142 3.259 9.8 201 5820 1170
6.5 0.701 1.124 0.984 2.810 9.1 173 5820 1010
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The calculations for Tables H.l, H.2 and H.3 are as follows:
Scaled up flowrate =  Base case flowrate x Scale up factor2 (H.l)
Scaled up diameter =  Base case diameter x Scale up factor (H.2)
The injection time ( U n j )  in the single column with recycle from the base case 
remains that same throughout scale-up at 602.4 seconds. This means that with the 
increased volumetric flowrate, the injected volume increases. In the multi-column 
processes, the switching periods for the SMB and the Varicol processes are kept at 
618 seconds, whilst all the flowrates are increased according to the scale-up factor. 
In the SMB process, all nodes are switched one column in the direction of the flow 
of the mobile phase at the same time. In the Varicol process, all four flowrates are 
switched one column in the direction of the mobile phase at different times within 
the same switching period of the SMB process i.e. 618 seconds. To calculate the 
batch production and annual production, refer to Equations 5.3 and 5.4 in Chapter 
5, respectively.
H.2 Capital cost calculations
The single column and the single column with recycle are regarded to have the 
same capital costs as the same equipment can be used to allow operation in either 
conventional elution or closed-loop recycling mode (Section 5.2.2). Similarly, the 
capital cost for the SMB and the Varicol processes are the same provided the number 
of columns are the same. The differences in the operation of the two processes is 
controlled by computer software hence no additional cost is assumed.
Chapter 5 employed a delivery cost percentage estimation method to determine 
the capital investment for each chromatographic alternative. In this section, the 
results for the both single and multi-column processes are shown in Tables H.4 and 
H.5.
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C o m ponen ts
P ercen tage  of 
delivered  
eq u ip m en t cost
E s tim a ted
cost
Direct costs
Purchased equipment delivered 
(including fabricated equipment, 150, 000
process machinery, pumps and 
compressors)
Purchased-equipment installation 0.39 58, 500
Instrumentation (installed) 0.26 39, 000
Piping (installed) 0.31 46, 500
Electrical (installed) 0.1 15, 000
Buildings (including services) 0.29 43, 500
Yard improvements 0.12 18, 000
Service facilities (installed) 0.55 82, 500
Indirect costs
Engineering and supervision 0.32 48, 000
Construction expense 0.34 51, 000
Legal expense 0.04 6, 000
Contractor’s fee 0.19 28, 500
Contingency 0.37 55, 500
T otal (FC I) 642, 000
Working capital* 0.75 112, 000
Total capital investment 754, 500
Table H.4: Estimated capital costs based on percentage of delivered-equipment cost 
method for a single column (Peters et al., 2003)
(*or approximately 15% of total capital investment)
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C o m ponen ts
P ercen tage of 
delivered 
equ ipm en t cost
E s tim a ted
cost
Direct costs
Purchased equipment delivered 
(including fabricated equipment, 300, 000
process machinery, pumps and 
compressors)
Purchased-equipment installation 0.39 117, 000
Instrumentation (installed) 0.4 120, 000
Piping (installed) 0.4 120, 000
Electrical (installed) 0.1 30, 000
Buildings (including services) 0.29 87, 200
Yard improvements 0.12 36, 600
Service facilities (installed) 0.55 165, 000
Indirect costs
Engineering and supervision 0.5 150, 000
Construction expense 0.34 102, 200
Legal expense 0.04 12, 200
Contractor’s fee 0.19 57, 200
Contingency 0.37 111, 600
T otal (FCI) 1, 407, 000
Working capital* 0.75 225, 000
Total capital investment 1, 632, 000
Table H.5: Estimated capital costs based on percentage of delivered-equipment cost 
method for multi-column operation (Peters et al., 2003)
(*or approximately 15% of total capital investment) Figures in bold indicate changes made to the
estimates from Table H.4
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In each process, alterations have been made primarily to the percentages in the 
instrumentation and controls and engineering and supervision sections to accommo­
date that these complex processes will have higher costs in these areas compared to 
the single chromatographic column unit. These alternations to the percentages are 
in bold in Table H.5.
H.3 Economic appraisal calculations
The calculations for the cash flows in Tables H.6, H.7 and H.8 are explained in this 
section along with some sample calculations from Table H.6.
Sample calculation for year 4 in the single column process (refer to Table H.6 
and ): Sales income =  2000x US $10000 =  US $20 x 106
Raw material costs =  2000 x US $ 7170 =  U $14.34 x 106
Production costs =  US $760000 
Net cash flow =  Sales income - costs - investment
=  (20 - 14.34 - 0.76) xlO6 =  US $4.9 xlO6










US $ /k g
Raw  
m a te ria l 
costs 
US $ /k g






















C um ulative 




1 0 0 0 0 0 -0.755 -0.0755 -0.656 -0.0656
2 2020 10000 7170 6.07 5.02 4.91 0.415 3.71 0.305
3 2020 10000 7170 6.07 5.02 5.02 0.917 3.30 0.635
4 2020 10000 7170 6.07 5.02 5.02 1.42 2.87 0.922
5 2020 10000 7170 6.07 5.02 5.02 1.92 2.50 1.17
6 2020 10000 7170 6.07 5.02 5.02 2.42 2.17 1.39
7 2020 10000 7170 6.07 5.02 5.02 2.93 1.89 1.58
8 2020 10000 7170 6.07 5.02 5.02 3.43 1.64 1.74
9 2020 10000 7170 6.07 5.02 5.02 3.93 1.43 1.88
10 2020 10000 7170 6.07 5.02 5.02 4.43 1.24 2.01
11 2020 10000 7170 6.07 5.02 5.02 4.93 1.08 2.12
12 2020 10000 7170 6.07 5.02 5.02 5.43 0.938 2.21
13 2020 10000 7170 6.07 5.02 5.02 5.94 0.816 2.29
14 2020 10000 7170 6.07 5.02 5.02 6.44 0.709 2.36
15 2020 10000 7170 6.07 5.02 5.02 6.94 0.617 2.42





















































1 0 0 0 0 0 -1.63 -0.163 -1.42 -0.142
2 2020 10000 7170 2.78 5.42 5.19 0.356 3.96 0.251
3 2020 10000 7170 2.78 5.42 5.42 0.898 3.56 0.607
4 2020 10000 7170 2.78 5.42 5.42 1.44 3.10 0.917
5 2020 10000 7170 2.78 5.42 5.42 1.98 2.69 1.19
6 2020 10000 7170 2.78 5.42 5.42 2.52 2.34 1.42
7 2020 10000 7170 2.78 5.42 5.42 3.07 2.04 1.62
8 2020 10000 7170 2.78 5.42 5.42 3.61 1.77 1.80
9 2020 10000 7170 2.78 5.42 5.42 4.15 1.54 1.96
10 2020 10000 7170 2.78 5.42 5.42 4.69 1.34 2.09
11 2020 10000 7170 2.78 5.42 5.42 5.23 1.16 2.21
12 2020 10000 7170 2.78 5.42 5.42 5.78 1.01 2.31
13 2020 10000 7170 2.78 5.42 5.42 6.32 0.881 2.40
14 2020 10000 7170 2.78 5.42 5.42 6.86 0.766 2.47
15 2020 10000 7170 2.78 5.42 5.42 7.40 0.666 2.54




















































1 0 0 0 0 0 -1.63 -0.163 -1.42 -0.142
2 2020 10000 7170 3.74 5.34 5.12 0.349 3.87 0.245
3 2020 10000 7170 3.74 5.34 5.34 0.883 3.51 0.597
4 2020 10000 7170 3.74 5.34 5.34 1.42 3.05 0.902
5 2020 10000 7170 3.74 5.34 5.34 1.95 2.66 1.17
6 2020 10000 7170 3.74 5.34 5.34 2.49 2.31 1.40
7 2020 10000 7170 3.74 5.34 5.34 3.02 2.01 1.60
8 2020 10000 7170 3.74 5.34 5.34 3.55 1.75 1.77
9 2020 10000 7170 3.74 5.34 5.34 4.09 1.52 1.93
10 2020 10000 7170 3.74 5.34 5.34 4.62 1.32 2.06
11 2020 10000 7170 3.74 5.34 5.34 5.16 1.15 2.17
12 2020 10000 7170 3.74 5.34 5.34 5.69 0.999 2.27
13 2020 10000 7170 3.74 5.34 5.34 6.23 0.868 2.36
14 2020 10000 7170 3.74 5.34 5.34 6.76 0.755 2.44
15 2020 10000 7170 3.74 5.34 5.34 7.29 0.657 2.50
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Figures H .l and H.2 are plots from Tables H.6, H.7 and H.8. Figure H.l(a) show 
the cumulative cash flow diagram (without considering the effect of the time value 
of money) for all the processes, and Figure H.l(b) shows the effect on time on the 
net cash flow of the processes. Figure H.2 shows the cumulative discounted cash 
flow diagram for all the alternatives and is discussed in Chapter 5.
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Figure H.l: (a) Cumulative cash flow diagram, (b) Discounted net cash flow diagram 


































Figure H.2: Cumulative discounted net cash flow diagram 
o: Single column, o: SMB unit and x: Varicol unit
A ppendix I 
Econom ic evaluation of 
chrom atographic processes
An economic objective function is involved in the optimisation and sub­
sequent process selection of the different chromatographic techniques in 
Chapter 5, and some form  of economic evaluation is thus necessary. In 
this chapter, important terms used in Chapter 5 are defined.
1.1 Introduction
Chapter 5 established that an economic comparison of the single and multi-column 
chromatographic processes is the only fair basis of comparison of these techniques. 
This means that some means of comparing the different economic performances of 
these processes is required. The processes differ widely in scope, operating policies 
and capital cost, and this requires sophisticated evaluation techniques to decide 
between them. Some important economic evaluation techniques and criteria used in 
Chapter 5 to judge economic performance are outlined in this appendix.
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Pay-back time Project life
YearsTime
Figure 1.1: A project cash-flow diagram (Sinnott, 2001)
1.2 Cash flow (CF)
The flow of cash is what sustains any commercial organisation and can be likened 
to the material flows in a process plant. The inputs, or investments, are necessary 
to pay for research and development, plate design and construction, and plant op­
eration. The outputs are the products to be sold, whilst cash returns are recycled 
to the organisation from the profits earned (Sinnott, 2001). The net cash flow at 
any time is the difference between earnings and expenditure. Figure 1.1 shows a 
cash-flow diagram of the forecast cumulative net cash flow over the life of the plant.
The cash flows in the cash-flow diagram are based on estimates of the investment, 
operating costs, sales volume and sales price of a particular project. Thus, the cash 
flow diagram gives a clear picture of the resources required for the project and the 
timing of the earnings, with the characteristic regions as illustrated in Figure 1.1.
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1.3 D iscounted cash flow (DCF)
In Figure 1.1, the value of the net cash flow in the year in which it occurred is shown. 
The figures on the y-axis reflect the “future worth” of the project: the cumulative 
“net future worth” . Any money earned can be reinvested as soon as it is available to 
start earning a return. This means that the money earned in the early years of the 
project are more important than that earned in the later years. This “time value of 
money” can be displayed using a variation of compound interest formula.
The net cash flow in each year of the project can be brought to its “present value” 
at the start of the project by discounting it at some chosen compound interest rate. 
The Net Present Value (NPV) of cash flow in the year n is given by:
j^ p y  Estimated net cash flow in year n (NFW)
_ (l +  r)n  ^ '
where r is the discount rate (interest rate) in per cent, divided by 100.
^  N F WTotal NPV of project =  V s  -------  (1.2)
i S ( l + » 0 "
where t is the life of the project (in years).
The discount rate is chosen to reflect the earning power of money. It would be 
approximately equivalent to the current interest rate that the money would earn if 
invested. Note that the total NPV will be less than the total NFW as it reflects the 
time value of money and pattern of earnings over the life of the project.
1.4 Payback time
Payback time is the time required after the start of the project to pay off the initial 
investment from income: point D on Figure 1.1. It is a useful criteria for judging 
projects that have a short life, or when capital is available only for a short time. As 
a criterion of investment performance, however, it does not by definition consider 
the performance of the project after the pay-back period.
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1.5 Other considerations
There are other factors which also affect the cash flow analysis and these differ 
depending on the country and government policies employed. They may thus be 
taken into account at the user’s discretion. In this work, these factors have not been 
included in the economic analysis, as the focus is the comparison of the performance 
of the processes and any changes in tax, depreciation and inflation are regarded to 
affect the processes in the same way.
1.5.1 Tax
Taxes on profits are not constant and depend on government policies. In recent 
years, the profit tax has been running at around 33 per cent and this can be used 
to estimated the cash flow after tax (Sinnott, 2001).
1.5.2 Depreciation
Depreciation of the investment (i.e. its devaluation over time) is inevitable. Its 
rates, however, depend on government policy, and the accounting practices of the 
particular company. In development areas, the government may sometimes allow 
higher depreciation rates for tax purposes or pay capital grants to encourage invest­
ment in such areas.
1.5.3 Inflation
Inflation depreciates money in a manner similar to, but different from, the idea of 
discounting to allow for the time value of money. The effect of inflation on the 
net cash flow in future years can be allowed for in a similar manner to the NPV 
calculation in Equation 1.1 using an inflation rate in place or, or added to the 
discount rate r. However, it is difficult to decide what the inflation rate is likely 
to be in future years, and the inflation may well affect the sales price, operating
Appendix I. Economic evaluation of chromatographic processes 354
costs and raw material prices differently. It is possible to make a decision between 
alternative projects without formally considering inflation, as inflation is likely to 
affect the predictions made for both projects in a similar way.
